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In this work we study the problem of single-shot discrimination of von Neumann measurements,
which we associate with measure-and-prepare channels. There are two possible approaches to this
problem. The first one is simple and does not utilize entanglement. We focus only on the discrim-
ination of classical probability distributions, which are outputs of the channels. We find necessary
and sufficient criterion for perfect discrimination in this case. A more advanced approach requires
the usage of entanglement. We quantify the distance between two measurements in terms of the
diamond norm (called sometimes the completely bounded trace norm). We provide an exact ex-
pression for the optimal probability of correct distinction and relate it to the discrimination of
unitary channels. We also state a necessary and sufficient condition for perfect discrimination and
a semidefinite program which checks this condition. Our main result, however, is a cone program
which calculates the distance between the measurements and hence provides an upper bound on the
probability of their correct distinction. As a by-product, the program finds a strategy (input state)
which achieves this bound. Finally, we provide a full description for the cases of Fourier matrices
and mirror isometries.
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I. INTRODUCTION
The state of a quantum system is inherently non-
observable. Despite this, quantum states have been the
focus of quantum theory since its beginning as they pro-
vide a way of computing the value of any observable. The
picture changes when we consider two quantum states
and ask about their distance. This quantity can, in prin-
ciple, be measured, and provides an upper bound on the
probability of discriminating between these states. The
latter was shown by in Helstrom [1]. Such problems are
fundamental in quantum information science and quan-
tum physics, and have attracted a lot of attention in re-
cent years. These range from experimental studies [2–
4], theoretical considerations of finite-dimensional ran-
dom quantum states [5] to asymptotic properties of ran-
dom quantum states [6]. This approach can be extended
to quantum channels via the Choi-Jamio lkowski isomor-
phism [7, 8]. Helstrom’s result can be easily extended to
this case and once again we obtain a simple expression
for the upper bound for the probability of discriminating
two quantum channels. There is, however, one additional
feature in this setting, which is the input state. This in-
put state is what we call “the strategy” for discriminating
quantum channels. Due to the complicated structure of
∗Corresponding author, E-mail: lpawela@iitis.pl
the set of quantum channels, the problem has been stud-
ied in the limit of large input and output dimensions [9].
In this paper we focus on the problem of discriminating
quantum measurements which are viewed as a subclass
of quantum channels.
The problem of discriminating quantum measurements
is of the utmost importance in modern quantum informa-
tion science. Imagine we have an unknown measurement
device, a black-box. The only information we have is that
it performs one of two measurements, say S and T . Our
goal is two-fold. First, we want to tell whether it is possi-
ble to discriminate S and T perfectly, i.e. with probabil-
ity equal to one. If this is not the case, we would like to
know the upper bound of such a probability. Secondly, we
need to devise an optimal strategy for this process, which
means finding an optimal input state that achieves the
highest possible probability of discrimination.
This issue has already attracted a lot of attention from
the scientific community. It is well established that the
discrimination between unitary operations does not re-
quire entanglement [10]. In [11], authors have presented a
scheme for complete local discrimination for various kinds
of unitary operations. The results in [12] indicate that
it is possible to perfectly distinguish projective measure-
ments with the help of measurement–unitary operation–
measurement scheme. A single-shot scenario was studied
in [13] for m measurements and n outcomes. The authors
have also managed to show that ancilla-assisted discrim-
ination can outperform the ancilla-free one for perfect
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2distinguishability. The case when the black box can be
used multiple times was investigated by the authors of
[14], who have also proven that the use of entanglement
can improve the discrimination. This issue was also stud-
ied in [15], where it was shown that entanglement in gen-
eral improves quantum measurements for either precision
or stability. According to the authors of [16], the optimal
strategy for discrimination between two unknown unitary
channels is closely related to problem of discriminating
pure states. They also postulate that entanglement is
a key factor in designing an optimal experiment for a
comparison. In the work of A. Jencˇova´ and M. Pla´vala,
[17], the optimality conditions for testers in distinguisha-
bility of quantum channels were obtained by the use of
semidefinite programming. The optimal strategies with
the use of either entangled or not entangled states for
the discrimination of Pauli channels were compared by
M. Sacchi in [18].
In this work we study the problem of discriminat-
ing von Neumann positive operator valued measures
(POVMs). We associate a POVM with a quantum chan-
nel and study the distinguishability of these channels.
These channels output classical probability distributions,
hence we first apply known results for distinguishing clas-
sical probability distributions. The results are applicable
for the case when we are not able to utilize entangled
states to perform discrimination. This, somewhat lim-
ited, approach gives us a good starting point towards
our main result. We obtain that entanglement-assisted
discrimination of von Neumann POVMs is related to the
discrimination of unitary channels. This allows us to find
a simple condition for perfect discrimination of measure-
ments. Additionally, we are able to write this result as
a semidefinite program (SDP) which is numerically effi-
cient. The problem gets more complex in the case when
the probability of correct discrimination is strictly less
then one. In this case we have a convex program which
calculates the maximum probability of correct discrimi-
nation. Furthermore, it gives us the optimal input state
for this case.
This paper is organized as follows. In Section II we
formulate our problem by introducing necessary con-
cepts concerning discrimination of measurements with
and without the assistance of entanglement. Mathemat-
ical framework necessary for stating our results is intro-
duced in Section III. In Section IV we consider the case
of discrimination without the assistance of entanglement
and provide a necessary and sufficient criterion for per-
fect discrimination of two von Neumann measurements
in this case. Entanglement-assisted discrimination of two
von Neumann measurements is analyzed in Section V. In
this section we state an exact expression for the optimal
probability of correct distinction of two measurements
and relate it to the discrimination probability of unitary
channels. We provide a necessary and sufficient condition
for perfect discrimination of two von Neumann measure-
ments as well as a semidefinite program which is able to
check this condition. We also state a simple necessary
and a simple sufficient conditions for perfect discrimina-
tion. Finally, we formulate a convex program which pro-
vides the optimal input state for discrimination of two
von Neumann measurements. In Section VI we analyze
special cases, that is we consider the discrimination prob-
lem of measurement in the Fourier basis of any dimension
and a measurement in the computational basis. We de-
rive the optimal input state for this task and identify the
cases when entanglement is (not) necessary. Similarly,
we consider mirror isometries and provide a full descrip-
tion of this case. Concluding remarks are presented in
the final Section VII, while proofs of main theorems are
relegated to Appendix B.
II. FORMULATION OF THE PROBLEM
Consider the following scenario. There is an unknown
measurement device and the only thing we know about
it is that it performs one of two known measurements,
call them S and T . We put a state into the device and
our goal is to decide which of the measurements is per-
formed. We aim to identify the assumptions needed for
perfect discrimination of S and T . Further, we want to
construct the optimal discrimination scheme for this task.
In the case when perfect distinctions is not possible, we
would like to bound from above the probability of correct
discrimination as well as derive a scheme which enables
a correct guess with the optimal probability.
The second field of our interest is finding the optimal
strategy for the discrimination. In other words, we would
like to know which state should be used to provide the
greatest possible probability of correct discrimination.
In the simplest approach we may think of measure-
ments S and T as measure-and-prepare channels out-
putting diagonal states, that is classical probability dis-
tributions, see Fig. 1. This notion will be formalized
in later sections. Thus, the simplest approach to this
problem is to consider the distance between probability
distributions. We can use the distance between these dis-
tributions as an upper bound on the probability of correct
discrimination. In this setting it is also straightforward
to find the optimal state for the discrimination.
Of course, there is another possibility. As we are deal-
ing with quantum states, we can utilize entanglement.
Hence, we input one part of the entangled state into
the unknown measurement device and later use the other
part to strengthen the inference. The scheme of this pro-
cess is presented in Fig. 2.
|ψ〉 ? i // decision
FIG. 1: A schematic representation of the setup for
distinguishing measurements without entanglement.
3A ? i
B // decision
|ψAB〉
FIG. 2: A schematic representation of the setup for
distinguishing measurements using entangled states.
One of two known measurements S or T is performed
on part A of the input state |ψAB〉. We use the output
label i and perform a conditional binary measurement
Ri on part B. By the use of its output we formulate
our guess, that is we decide weather the measurement
performed on part A was S or T .
III. MATHEMATICAL FRAMEWORK
Let us introduce the following notation. We denote the
matrices of dimension d1 × d2 over the field C as Md1,d2 .
To simplify, square matrices will be denoted Md. The
subset of Md consisting of Hermitian matrices of dimen-
sion d will be denoted by Hd, while the set of positive
semidefinite matrices of dimension d by H+d . The set of
quantum states ρ, that is positive semidefinite operators
of dimension d such that Tr ρ = 1, will be denoted Ωd.
The set of unitary matrices of size d will be denoted by
Ud, and its subset of diagonal unitary matrices of dimen-
sion d will be denoted by DUd. We will also need a linear
mapping transforming Md1 into Md2 , which will be de-
noted
Φ : Md1 →Md2 . (1)
Finally, we introduce a special subset of all mappings Φ,
called quantum channels, which are completely positive
and trace preserving. In other words, the first condition
reads
∀A ∈ H+
d21
(Φ⊗ 1l)(A) ∈ H+d2d1 , (2)
while the second one implies
∀X ∈Md1 tr Φ(X) = tr(X). (3)
The most general form of describing quantum measure-
ments utilizes the notion of positive operator valued mea-
sures (POVMs). In this case a measurement T is given
by a set of positive operators {T1, . . . , Tn}, for which we
impose the condition
∑
i Ti = 1l. Each Ti ∈ H+d is called
an effect associated with the label i.
While performing a measurement on some quantum
state ρ ∈ Ωd, the probabilities of obtaining each of the
outcomes i are pi = tr ρTi. Such measurements can be
considered as measure-and-prepare channels. The action
of a channel T is given by
T (ρ) =
n∑
i=1
pi|i〉〈i|. (4)
We will be interested in projective rank-one measure-
ments. In this case we have n = d. We will denote such
measurements as PU . Here U ∈ Ud and the effects are
Pi = |ui〉〈ui|, where |ui〉 = U |i〉, i.e. the ith column of U .
We arrive at
PU (ρ) =
d∑
i=1
〈ui|ρ|ui〉|i〉〈i|. (5)
Now we introduce the bijection between linear opera-
tors and vectors in the form of the vectorization operation
|X〉〉. It is defined for base operators as |(|i〉〈j|)〉〉 = |i〉|j〉
and uniquely extended from linearity. We also recall the
well-known equality
(A⊗B)|X〉〉 = |AXB>〉〉, (6)
where A ∈Md1,d2 , B ∈Md3,d4 and X ∈Md3,d1 . For any
square matrix C we denote by diag(C) the linear oper-
ation which gives the diagonal of the matrix C and its
conjugate operation diag†(v) which gives a square diag-
onal matrix with vector v on the diagonal.
Let us now consider linear mappings transforming
square matrices into square matrices i.e. Φ : Md1 →Md2 .
It is well known that quantum channels are a special sub-
class of such mappings.
Definition 1. Consider Φ : Md1 → Md2 . We define its
completely bounded trace norm, also known as a diamond
norm, as
‖Φ‖ = max‖X‖1=1 ‖ (Φ⊗ 1l) (X)‖1. (7)
It can be shown [19], that for Hermiticity-preserving
Φ we may restrict maximization to rank-1 orthogonal
projectors of the form |x〉〈x|.
There exists a linear bijection between linear mappings
Φ : Md1 → Md2 and matrices Md1d2 which was discov-
ered by Choi [7] and Jamio lkowski [8]. The operator
corresponding to quantum channel Φ, denoted J(Φ), can
be explicitly obtained as
J(Φ) =
d1∑
i,j=1
Φ(|i〉〈j|)⊗ |i〉〈j|. (8)
It has the following properties:
1. Φ is Hermiticity-preserving if and only if J(Φ) ∈
Hd1d2 ,
2. Φ is completely positive if and only if J(Φ) ∈ H+d1d2 ,
3. Φ is trace-preserving if and only if Tr1 J(Φ) = 1l.
From these properties it follows that every completely
positive Φ is necessarily Hermiticity-preserving. More-
over, the difference of completely positive mappings is
Hermiticity-preserving. Finally, Φ is a quantum channel
if it has properties 2 and 3.
4Note that in case of a measurement T , J(T ) takes the
form of a block diagonal matrix with transposed effects
on the diagonal, that is J(T ) = ∑di=1 |i〉〈i| ⊗ T>i .
For Hermiticity preserving Φ, we have the following
well-known bounds for the diamond norm [9, 17, 19]
1
d1
‖J(Φ)‖1 ≤ ‖Φ‖ ≤ ‖Tr1 |J(Φ)|‖. (9)
The celebrated result by Helstrom [1] gives an upper
bound on the probability of correct distinction between
two quantum channels Φ and Ψ in terms of their distance
with the use of the diamond norm
p ≤ 1
2
+
1
4
‖Φ−Ψ‖. (10)
The above inequality can be saturated with an appropri-
ate choice of measurements on the output space.
Furthermore, for Hermiticity-preserving Φ, we have
the following alternative formula for the diamond
norm [19–21]
‖Φ‖ = max{‖(1l⊗√ρ)J(Φ)(1l⊗√ρ)‖1 : ρ ∈ Ωd1}.
(11)
The state ρ, for which ‖Φ‖ =∥∥(1l⊗√ρ)J(Φ)(1l⊗√ρ)∥∥
1
, will be called a discrim-
inator.
To complete the mathematical introduction let us re-
call the definition of total variational distance between
the probability vectors.
Definition 2. Given two discrete probability distribu-
tions, represented by vectors p, q ∈ Rd, their total varia-
tion distance is defined as
‖p− q‖1 =
d∑
i=1
|pi − qi| = 2 max
∆⊆{1,...,d}
(∑
a∈∆
pa − qa
)
.
(12)
IV. DISCRIMINATION WITHOUT
ENTANGLEMENT
A. Discrimination of classical probability
distributions
Let us consider a simple approach to the discrimina-
tion of measurements. The idea is to distinguish discrete
random variables with distributions given by probability
vectors obtained after performing the measurements on
some state ρ. The following proposition states the upper
bound for correct discrimination between two measure-
ments in the case we do not use entanglement.
Proposition 1. Let S, T be two measure-and-prepare
channels with effects {Si}ni=1 and {Ti}ni=1 respectively.
It holds that the probability p of their correct discrimi-
nation, without the usage of entangled states, is upper
bounded by the value
p ≤1
2
+
1
4
max
ρ
‖ diag [(S − T )(ρ)] ‖1
=
1
2
+
1
2
max
∆⊆{1,...,d}
∥∥∥∥∥∑
i∈∆
(Si − Ti)
∥∥∥∥∥ .
(13)
Proof. We can note that
max
ρ
‖ diag [(S − T )(ρ)] ‖1
= max
ρ
∑
i
|Tr (ρ(Si − Ti))| = max
ψ
∑
i
|〈ψ| (Si − Ti) |ψ〉|
= 2 max
∆⊆{1,...,d}
max
|ψ〉
〈ψ|
(∑
i∈∆
(Si − Ti)
)
|ψ〉
= 2 max
∆⊆{1,...,d}
∥∥∥∥∥∑
i∈∆
(Si − Ti)
∥∥∥∥∥ .
(14)
In the case of projective measurements PV and PU ,
without loss of generality, we assume that one measure-
ment can be performed in the computational basis, i.e.
V = 1l. We have the following fact
Corollary 1. Let P1l and PU be two projective measure-
ments such that U ∈ Ud for arbitrary d. Then the bound
from Proposition 1 reads
p ≤1
2
+
1
2
max
∆⊆{1,...,d}
∥∥∥∥∥∑
i∈∆
(|i〉〈i| − |ui〉〈ui|)
∥∥∥∥∥
=
1
2
+
1
2
√
1− min
∆⊆{1,...,d}
σ2min(U∆),
(15)
where σmin denotes the minimal singular value and U∆ =
{Uij}ij∈∆ is a principal submatrix of matrix U , with rows
and columns taken from the subset ∆.
Proof. Proof follows from Proposition 1 and the result
concerning singular values of the difference of projec-
tors [22].
Remark 1. From the above Corollary we see that P1l and
PU are perfectly distinguishable without entanglement if
and only if there exists a rank-deficient principal subma-
trix of matrix U .
Remark 2 (Optimal strategy for discrimination of mea-
surements without entanglement). The optimal input
state is the normalized leading eigenvector (ev1(·)) of the
matrix
∣∣∑
i∈∆ (Si − Ti)
∣∣, i.e.
|ψopt〉 = ev1
(∣∣∣∣∣∑
i∈∆
(Si − Ti)
∣∣∣∣∣
)
(16)
5for a subset ∆ which maximizes eq. (14). In the case of
projective measurements it reads
|ψopt〉 = ev1
(∣∣∣∣∣∑
i∈∆
(|i〉〈i| − |ui〉〈ui|)
∣∣∣∣∣
)
. (17)
B. Discrimination of unitary channels
Before we proceed to presenting our main results, we
need to briefly discuss the problem of discrimination of
unitary channels. This can be done without the usage of
entangled input. In order to formulate the condition for
perfect discrimination of unitary channels we introduce
the notion of numerical range of a matrix A ∈ Md, de-
noted by W (A) = {〈x|A|x〉 : |x〉 ∈ Cd, 〈x|x〉 = 1}. The
celebrated Hausdorf-To¨plitz theorem [23, 24] states that
W (A) is a convex set and therefore W (A) = {trAσ : σ ∈
Ωd}. Let us now recall the well-known [19] result for the
distinguishability of unitary channels.
Proposition 2. Let U ∈ Ud and ΦU : ρ 7→ UρU† be a
unitary channel. Then
‖ΦU − Φ1l‖ = 2
√
1− ν2, (18)
where ν = min
{|x| : x ∈W (U†)}.
From the above proposition it follows that unitary
channels ΦU ,Φ1l are perfectly distinguishable if and only
if 0 ∈ W (U†). The above can also be formulated as:
there exists a density matrix σ, such that trU†σ = 0.
V. ENTANGLEMENT ASSISTED
DISCRIMINATION
A more sophisticated idea for discriminating quantum
measurements requires the use of an entangled state. We
put one part of the state into the measurement device
and later use the other part to improve the probability
of correct discrimination. Our goal is to show how the
discrimination of projective measurements is connected
with the problem of discrimination of unitary channels.
Finally, we would like to state the analytical form of the
optimal discriminator ρ.
The following theorem gives us a simple condition that
lets us decide whether PU and P1l are perfectly distin-
guishable. This condition is one of the main results of our
work and its proof is postponed to Appendix A. This due
to the fact, that the proof requires a quite large frame-
work of supporting lemmas.
Theorem 1. Let U, V ∈ Ud and let PU and PV be two
projective measurements. Let also DUd be the set of di-
agonal unitary matrices of dimension d. Then
‖PU − PV ‖ = min
E∈DUd
‖ΦUE − ΦV ‖, (19)
where ΦU is unitary channel.
Theorem 1 gives us a potentially easy method to cal-
culate the diamond norm. A simple observation is that
if we build projections U |i〉〈i|U† from unitary matrix U ,
then the same projections will be built from matrix UE,
where E ∈ DUd. It means that matrices UE form an
equivalence class of matrix U . The interesting thing is
that a “properly-rotated” matrix gives us an easy way of
calculating the value of the diamond norm ‖PU − P1l‖
- it is enough to utilize Proposition 2. Since all unitary
channels of the form ΦUE are coherifications of channel
PU [25], the above theorem gives us that the value of
completely bounded trace norm is the minimal value of
the norm on the difference between coherified channels.
FIG. 3: Dependence of the behavior of the numerical
range of a matrix UE ∈ U3 on the eigenvectors of U .
We start with a matrix U with fixed eigenvalues and
assign each of them distinct eigenvectors. The matrices
above the arrows are the unistochastic matrices
corresponding to these eigenvector matrices. The red
shaded area is the numerical range of the matrix UE for
which minE∈DUd ‖ΦUE − ΦV ‖ is achieved.
The case of perfect distiguishability can be formulated,
by the use of Theorem 1, as a corollary which proof is
postponed to Appendix B 1.
Corollary 2. Let U ∈ Ud. Then PU and P1l are per-
fectly distinguishable if and only if for all E ∈ DUd, uni-
tary channels ΦUE are perfectly distinguishable from the
identity channel Φ1l.
The above condition together with Proposition 2 gives
us that prefect distinguishability is equivalent to the fact
that ∀E∈DUd∃ρ : trE†U†ρ = 0. In fact, the above is
equivalent to ∃ρ∀E∈DUd : trE†U†ρ = 0, which at first
glance seems to be much stronger. Of course, the lat-
ter statement can be rewritten as ∃ρ : diag(U†ρ) = 0.
We state this algebraic condition for perfect distinguisha-
bility in the next theorem, which proof is postponed to
Appendix B 2.
6Proposition 3. Let U ∈ Ud. Then PU and P1l are per-
fectly distinguishable if and only if there exists ρ ∈ Ωd
such that
diag(U†ρ) = 0. (20)
We would like to perfectly discriminate the measure-
ments with the lowest possible amount of entanglement.
This translates into the lowest possible rank of ρ. This
is shown in the following proposition.
Proposition 4. Let Φ be Hermiticity-preserving and
ρ ∈ Ωd1d2 be a discriminator of Φ such that rank(ρ) = k.
Then it is possible to obtain the value of the diamond
norm on a channel extended by a k-dimensional iden-
tity channel. If the state ρ is rank-one, then the optimal
discrimination can be performed without the use of en-
tanglement.
Proof. Let us take the Schmidt decomposition of |√ρ>〉〉,
that is |√ρ>〉〉 = ∑ki=1√λi|ei〉 ⊗ |fi〉. Then
‖Φ‖ = ‖(1l⊗√ρ)J(Φ)(1ld ⊗√ρ)‖1
=
∥∥∥(Φ⊗ 1ld)(|√ρ>〉〉〈〈√ρ>|)∥∥∥
1
=
∥∥∥(Φ⊗ 1ld)((1ld ⊗ V )|√ρ>〉〉〈〈√ρ>|(1ld ⊗ V )†)∥∥∥
1
(21)
where V is a unitary matrix such that for the Schmidt
decomposition of |√ρ>〉〉 we have (1ld ⊗ V )|√ρ>〉〉 =∑k
i=1
√
λi|ei〉⊗|i〉. Thus (Φ⊗1ld)(|√ρ>〉〉〈〈√ρ>|) admits
a block structure. Neglecting all zeros we can obtain the
same value of the trace norm for a pure state with the
second subsystem of dimension k.
We are especially interested in the case when ρ is a
one-dimensional projection, so we do not need to use en-
tanglement, see Remark 1 for necessary and sufficient
condition in terms of matrix U .
In the general case, the diamond norm of a Hermiticity-
preserving Φ : Md1 → Md2 can be computed using the
Semidefinite Program I (from [26]).
This program allows us to compute the diamond norm
for an arbitrary mapping Φ. Regretfully, it has one ma-
jor drawback – very lengthy computations in practical
applications. In theory, the complexity is polynomial
in size of the input matrix J(Φ) which has the size of
d1d2 × d1d2. Due to this, the computational time and
memory usage allow us to calculate the diamond norm
only for d1, d2 < 10.
The result stated in Proposition 3 is in actuality a sim-
ple check whether PU can be distinguished perfectly from
P1l and can also be used to find a state ρ ∈ Ωd for which
‖P1l−PU‖ = 2. In the standard approach we would need
to solve the semidefinite programming problem stated in
Program I.
Primal problem
maximize: TrXJ(Φ)
subject to:
[
Id2 ⊗ ρ X
X∗ Id2 ⊗ ρ
]
≥ 0
ρ ∈ H+d1
X ∈Md1d2(C)
Dual problem
minimize: ‖Tr1 Y ‖∞
subject to:
[
Y −J(Φ)
−J(Φ) Y
]
≥ 0
Y ∈ H+d1d2 .
Program I: Semidefinite program for calculating
diamond norm [26].
To state the condition (20) formally as a semidefinite
program we first introduce the notation
A0 = 1l
Ai = U |i〉〈i|+ |i〉〈i|U†, for i = 1, . . . , d
Ai = i
(|i〉〈i|U† − U |i〉〈i|) , for i = d+ 1, . . . , 2d. (22)
Hence we arrive at the primal and dual problems pre-
sented in Program II
Primal problem
maximize: Tr ρA0
subject to: Tr ρAi = 0
Tr ρ = 1
ρ ∈ H+d
Dual problem
minimize: 〈0|Y |0〉
subject to:
2d∑
i=0
AiYii ≥ 1l
Y ∈ Hd.
Program II: Semidefinite program for checking perfect
distinguishability of von Neumann measurements.
Note here that the maximization target is a trivial
functional, as it reads tr ρ and later we constrain it to
tr ρ = 1. Hence, the problem reduces to satisfying the
constraints.
From [27, Theorem 3] we know that the primal problem
of Program II has no solutions ρ ≥ 0 if and only if
inf
(x0,...,x2d)∈R2d+1
ex0 tr
(
e
∑2d
i=1 xiAi
)
− x0 = −∞. (23)
This is equivalent to the condition that there exists a
vector (x1, . . . , x2d) ∈ R2d such that
∑2d
i=1 xiAi < 0. In a
7general case, this is a complicated problem and no analyt-
ical methods of finding a solution are known. Nonethe-
less, there exist various algorithms, such as semidefinite
programming, which approximate the solution [27, 28].
The above considerations can be summarized as a lemma.
Lemma 1. Let U ∈ Ud and let PU ,P1l be POVMs.
Then PU and P1l are perfectly distinguishable if and
only if for all real vectors (x1, . . . , x2d) ∈ R2d we have
0 ∈W
(∑2d
i=1 xiAi
)
.
Proof. The lemma follows directly from the fact that the
solution of primal problem in Program II exists if and
only if the real span of Ai contains only matrices without
a determined sign.
The above considerations lead us to the following the-
orem, which proof is postponed to Appendix B 3.
Lemma 2. Let U ∈ Ud and let PU ,P1l be von Neumann’s
POVMs. Then PU and P1l are perfectly distinguishable
if and only if for all diagonal matrices D we have 0 ∈
W
(
UD +D†U†
)
.
As the above conditions for perfect discrimination re-
quire solving a semidefinite problem, here we state a
simple necessary and a simple sufficient conditions based
only on the absolute values of the diagonal elements of
the unitary matrix U . These turn out to be conclusive
in the 3-dimensional case.
Theorem 2. Let U ∈ Ud and E ∈ DUd such that
〈i|UE|i〉 ≥ 0. Then the following holds:
1. if PU and P1l are perfectly distinguishable, then
Tr(UE) ≤ d− 2
2. if Tr(UE) ≤ 1, then PU and P1l are perfectly dis-
tinguishable for odd d ≥ 3.
In particular, if d = 3, then PU and P1l are perfectly
distinguishable if and only if Tr(UE) ≤ 1.
Proof. Assume that PU and P1l are perfectly distinguish-
able. This implies that 0 ∈ W (UE). Consider a set
of possible eigenvalues of UE that maximizes Tr(UE) .
It can be either {λ,−λ, 1, . . . , 1} or {λ1, λ2, λ3, 1, . . . , 1},
where 0 ∈ conv(λ1, λ2, λ3). To finish this part of the
proof it is enough to note that λ1 + λ2 + λ3 ≤ 1.
Let now E ∈ DUd. We note that |Tr(UE)| ≤ 1.
Assume 0 6∈ W (UE). Let d = 2k + 1 and λ(UE) =
{λ1, . . . , λd} be a set of eigenvalues written in an angular
order. It is enough to see that
1 = |λk+1| <
∣∣∣∣∣
k+2∑
i=k
λi
∣∣∣∣∣ <
∣∣∣∣∣
k+3∑
i=k−1
λi
∣∣∣∣∣ < . . . <
∣∣∣∣∣
d∑
i=1
λi
∣∣∣∣∣ ,
(24)
where the first inequality comes from the fact that if
we consider unit vectors on a semicircle, then the ab-
solute value of λk+1 can only increase when added to the
sum λk + λk+2, which cannot be zero as 0 6∈ W (UE).
Other inequalities follow from similar reasoning. Thus
|Tr(UE)| > 1, which finishes the proof.
Now, we are ready to state the convex program for
calculating diamond norm of the difference of two von
Neumann measurements.
Using Proposition 2, the value of the diamond norm
from Theorem 1 can be rewritten as
‖PU − P1l‖ = min
E∈DUd
‖ΦUE − Φ1l‖ =
= min
E∈DUd
2
√
1− min
ρ∈Ωd
|Tr ρUE|2
= 2
√
1− max
E∈DUd
min
ρ∈Ωd
|Tr ρUE|2.
(25)
As shown in Lemma 4 from Appendix A, we may ex-
change the minimization with the maximization and ob-
tain
ν := max
E∈DUd
min
ρ∈Ωd
|Tr ρUE| = min
ρ∈Ωd
max
E∈DUd
|Tr ρUE| =
= min
ρ∈Ωd
∑
i
|〈i|ρU |i〉|.
(26)
Now we note that values 〈i|ρU |i〉 = tr ρU |i〉〈i| are the co-
efficients of a projection, in the Hilber-Schmidt space, of
ρ onto a subspace LU spanned by unit orthogonal vectors
{U |i〉〈i|}i. Therefore, the value ν is a minimal taxicab
norm of a projection of density matrix ρ onto a subspace
LU calculated in the basis {U |i〉〈i|}i. The simplified ge-
ometrical sketch of this is presented in Fig. 4.
FIG. 4: Sketch of the Hilber-Schmidt space with the
cone of positive semidefinite matrices and its
intersection with the affine plane Tr(·) = 1. The
optimal density matrix ρ0 is marked together with its
projection pi(ρ0) onto a plane L spanned by an
orthonormal vectors {U |i〉〈i|}i. The taxicab distance to
the origin of the projection gives the value ν which in
turn determines the diamond norm.
The value ν can be calculated using cone programming
and we get the SDP shown in Program III. The minimum
value ν of this program gives us the value of the diamond
norm as
‖PU − P1l‖ = 2
√
1− ν2. (27)
8Primal problem
minimize: ‖ diag(U†ρ)‖1
subject to: tr ρ = 1,
ρ ≥ 0.
Program III: Convex program for calculation of the
diamond norm of the difference of two von Neumann
measurements.
We use a state ρ which minimizes the objective function
in Program III to construct the input state for discrimi-
nation scheme. The input state |ψ〉 is a purification of ρ,
thus its rank is equal to the dimension of the additional
subsystem needed for optimal procedure. This program
is polynomial in the size of the input matrix U .
VI. SPECIAL CASES
In this section we will present several examples of
projective measurements, which can be perfectly distin-
guished from a measurement in the computational basis.
A. Fourier matrices
First, we consider the Fourier unitary matrices F2 ∈ U2
and F3 ∈ U3. We note that unitary channels ΦF2 ,ΦF3 are
perfectly distinguishable from the corresponding identity
channels. On the other hand, it is not possible to per-
fectly distinguish PF2 ,PF3 from the P1l2 and P1l3 , which
follows from Theorem 2.
In the case of higher dimensions, we have the following
corollary.
Corollary 3. Let d ≥ 4 and Fd ∈ Ud be a Fourier ma-
trix. Then PFd is perfectly distinguishable from P1l. The
perfect discrimination may be performed with an entan-
gled input state with additional subsystem of dimension
2. Moreover, if d = m2n for m,n ∈ N, m > 1, then the
discrimination can be done without an entangled input,
while this is not possible for prime dimension.
Proof. Define a matrix X ∈Md
X =

4 cos 2pid −2 cos 2pid 0 . . . 0 −2 cos 2pid−2 cos 2pid 1 0 . . . 0 1
0 0 0 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 0 0
−2 cos 2pid 1 0 . . . 0 1

, (28)
which is positive semidefinite for d ≥ 4. Direct calcula-
tions show that
diag(F †dX) = 0 (29)
and rank(X) ≤ 2 so, as stated in Proposition 3, we have
perfect distinguishability. In the case of d = m2n we take
X ′ = (|0〉 − |mn〉)(〈0| − 〈mn|), (30)
then it holds that diag(F †dX
′) = 0. To check that there
does not exist rank-one perfect discriminator for prime
dimension we need to check if among principal subma-
trices of a Fourier matrix there does not exist a rank-
deficient one (Remark 1). The Chebotarev theorem on
roots of unity states that such a submatrix does not exist,
see e.g. [29] or Theorem 4 in [30].
Th optimal input states for discrimination scheme are
purifications of matrices X in the proof.
B. Reflection matrices
Now, we will consider a unitary matrix given by a mir-
ror isometries.
Corollary 4. Let Ud 3 U = 1l − 2|x〉〈x|. Then PU
is perfectly distinguishable from P1l if and only if ω =
maxi |xi|2 ≤ 12 . It is also possible to use a discriminator
ρ ∈ Ωd such that rank(ρ) ≤ 2. Moreover, we can find ρ
such that rank(ρ) = 1 if and only if
∃∆⊂{0,1,...,d−1} :
∑
i∈∆
|xi|2 = 1
2
. (31)
In the case when ω > 12 , we have ‖PU − P1l‖ =
2
√
1− 4(ω − 12 )2.
Proof. If ω ≤ 12 , we provide a construction
ρ =
1
2
|x〉〈x|+ 1
2
|y〉〈y|, (32)
where
yi = |xi|eiαi (33)
such that
〈y|x〉 = 0 =
∑
i
|xi|2ei(arg(xi)−αi). (34)
By the polygon inequality we know that such phases αi
do exist, and therefore we receive diag(U†ρ) = 0.
Next, we can note that the existence of a set ∆ ⊂
{0, 1, . . . , d− 1}, such that ∑i∈∆ |xi|2 = 12 , is equivalent
to the fact that principal submatrix V = {Uij}i,j∈∆ is
rank-deficient. Thus, the third statement follows from
Remark 1.
Now, we assume that ω = |x0|2 > 12 . The case when
ω = 1 is trivial, so we assume ω < 1. Let E′ = 1l−2|0〉〈0|.
Direct calculation gives us
λ(UE′) = {2|x0|2− 1± 2|x0|
√
1− |x0|2i,
d−2︷ ︸︸ ︷
1, . . . , 1}. (35)
9Eigenvectors corresponding to outlying eigenvalues have
the form
|λ±〉 = |x〉+ (−x0 ± x0|x0|
√
1− |x0|2i)|0〉 (36)
and from this form we can see that |λ+,i| = |λ−,i|, and
according to proof of Theorem 1 we have
max
E∈DU
min
ρ∈Ωd
|TrUEρ| = min
ρ∈Ωd
|TrUE′ρ| = 2|x0|2 − 1.
(37)
Utilizing Theorem 1 and Proposition 2 we obtain
‖PU − P1l‖ = 2
√
1− 4(ω − 1
2
)2. (38)
VII. FINAL REMARKS
In this work we have studied the problem of single shot
discrimination of two von Neumann measurements with
finitely many outcomes. Our aim was to design an opti-
mal strategy for the discrimination in both cases: with
and without the assistance of entanglement. We have
parametrized both measurements with a single unitary
matrix U and expressed the results using the properties
of U . In the first case, when we do not use entanglement,
the optimal probability can be expressed as a function of
minimal singular value of a submatrix of the unitary ma-
trix U , see Corollary 1. We have also provided a construc-
tion of an optimal input state which enables performing
optimal discrimination strategy in this scenario. In the
second case of entanglement-assisted discrimination, the
optimal probability is a function of minimal taxicab norm
of a projection (in the Hilbert-Schmidt space) of a density
matrix onto a plane spanned by vectors U |i〉〈i|, see Theo-
rem 1 and discussion below. Moreover, we have provided
a convex program for calculating this optimal probability
and deriving the optimal input state for entanglement-
assisted discrimination scheme. Finally, we have consid-
ered special cases of Fourier matrices and mirror isome-
tries.
Appendix A: Proof of Theorem 1
In this section we focus on the proof of the case when
‖PU −PV ‖ < 2. The equality is covered by Corollary 2,
whose proof is presented in Appendix B 1.
In order to state the proof of Theorem 1 we will need
the following lemmas. Their proofs are in Appendix A 2.
The first lemma states that the distance between von
Neumann measurements can be upper bounded by the
distance between unitary channels.
Lemma 3. Let U ∈ Ud and let PU and P1l be two pro-
jective measurements. Then for diagonal unitary matrix
E of dimension d we have
‖PU − P1l‖ ≤ ‖ΦUE − Φ1l‖, (A1)
where ΦU is unitary channel.
The next lemma states that the optimal point of our
optimization problem is in fact a saddle point. Hence, we
may change the order of minimization and maximization.
Lemma 4. Let U ∈ Ud. Then
min
ρ∈Ωd
max
E∈DUd
|Tr(ρUE)| = max
E∈DUd
min
ρ∈Ωd
|Tr(ρUE)|. (A2)
The third and final lemma tells us about the optimal
discriminator.
Lemma 5. Let
• E0 ∈ DUd and U ∈ Ud, D(E) =
minρ∈Ωd |Tr ρUE|,
• D(E0) > 0,
• λ1, λd denote the eigenvalues of UE0 such that the
arc between them is the largest,
• P1, Pd denote the projectors on the subspaces
spanned by the eigenvectors corresponding to λ1,
λd.
Then, the function |Tr(ρUE)| has saddle point in
(ρ0, E0) if and only if there exist states ρ1, ρd such that
• ρ1 = P1ρ1P1,
• ρd = PdρdPd,
• diag(ρ1) = diag(ρd).
1. Proof of Theorem 1
Proof of Theorem 1. For the case when
minE∈DUd ‖ΦUE − Φ1l‖ = 2, we know that according to
Corollary 2 ‖PU − P1l‖ = 2
Now, we will show the remaining part in the case when
minDUd ‖ΦUE−|Φ1l‖ < 2. We utilize Lemma 4 to obtain
existence of saddle point (ρ0, E0) and Lemma 5 to define
new state
τ =
1
2
(ρ1 + ρd) (A3)
and calculate ‖(1l⊗√τ)J(P1l − PUE0)(1l⊗
√
τ)‖1 ac-
cording to eq. (B8). Direct calculation gives us
d∑
i=1
√
(〈i|τ |i〉+ 〈ui|τ |ui〉)2 − 4 |〈i|τ |ui〉|2 = 2
√
1−
∣∣∣∣λ1 + λd2
∣∣∣∣2,
(A4)
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where
∣∣λ1+λd
2
∣∣ = |Tr τUE0|. To end this proof we use
Lemma 3 and write
2
√
1−
∣∣∣∣λ1 + λd2
∣∣∣∣2 = ∥∥(1l⊗√τ)J(P1l − PU )(1l⊗√τ)∥∥1
≤‖PU − P1l‖ ≤ min
E∈DU
‖ΦUE − Φ1l‖ = 2
√
1−
∣∣∣∣λ1 + λd2
∣∣∣∣2
.
(A5)
2. Proofs of Lemmas 3, 4 and 5
Proof of Lemma 3. Let ρ> be a discriminator of PU−P1l.
Thus
‖PU − P1l‖ =
∥∥∥(1l⊗√ρ>) JPU−P1l (1l⊗√ρ>)∥∥∥
1
=
∥∥∥∥∥∑
i
|i〉〈i| ⊗
√
ρ>M>i
√
ρ>
∥∥∥∥∥
1
,
(A6)
where Mi = |i〉〈i| − |ui〉〈ui| = |i〉〈i| − UE|i〉〈i|E†U†.
Now, using the operational definition of the trace norm
(‖A‖1 = maxV ∈Ud | trAV |) and the fact that the matrix
is in a block form, we obtain
∥∥∥∥∥∑
i
|i〉〈i| ⊗
√
ρ>M>i
√
ρ>
∥∥∥∥∥
1
=
∑
i
tr(
√
ρMi
√
ρVi)
= tr
(∑
i
|i〉〈i| ⊗ √ρMi√ρ
)(∑
i
|i〉〈i| ⊗ Vi
)
(A7)
where Vi is a unitary matrix, which is optimal for i
th
block. Next we note that
tr
(∑
i
|i〉〈i| ⊗ √ρ (|i〉〈i| − UE|i〉〈i|E†U†)√ρ)(∑
i
|i〉〈i| ⊗ Vi
)
= tr
∑
ij
|i〉〈j| ⊗ √ρ (|i〉〈j| − UE|i〉〈j|E†U†)√ρ
(∑
i
|i〉〈i| ⊗ Vi
)
≤ max
V ∈U(d2)
∣∣∣∣∣∣tr
∑
ij
|i〉〈j| ⊗ √ρ (|i〉〈j| − UE|i〉〈j|E†U†)√ρ
V
∣∣∣∣∣∣ =
∥∥∥∥∥∥
∑
ij
|i〉〈j| ⊗ √ρ (|i〉〈j| − UE|i〉〈j|E†U†)√ρ
∥∥∥∥∥∥
1
=
∥∥(1l⊗√ρ) (|1l〉〉〈〈1l| − |(UE)>〉〉〈〈(UE)>|) (1l⊗√ρ)∥∥
1
≤ ‖Φ(UE)> − Φ1l‖ = ‖ΦUE − Φ1l‖.
(A8)
The next proof uses Corollary 2 and Proposition 3.
Their proofs are stated in Appendix B.
Proof of Lemma 4. Let minE∈DUd ‖ΦUE − Φ1l‖ = 2.
Utilizing Corollary 2 and Proposition 3 there exists a
state ρ0 such that for each E ∈ DUd |Tr(ρ0UE)| = 0.
Fallowing Proposition 2 we obtain
max
E∈DUd
min
ρ∈Ωd
|Tr(ρUE)| = 0 = max
E∈DUd
|Tr(ρ0UE)|
= min
ρ∈Ωd
max
E∈DUd
|Tr(ρUE)|. (A9)
Now assume minE∈DUd ‖ΦUE − Φ1l‖ < 2. We have
min
E∈DUd
‖ΦUE − Φ1l‖ = 2
√
1− max
E∈DUd
min
ρ∈Ωd
|Tr ρUE|2.
(A10)
In the case of ρ0 ∈ Ωd and E0 ∈ DUd which saturate
minE∈DUd ‖ΦUE − Φ1l‖, we have that 0 /∈W (UE0).
Let D≤1d be the set of diagonal matrices E such that|Eii| ≤ 1. The set of density matrices and the set
D≤1d are both compact and convex. Moreover, the sets
{E ∈ D≤1d : Re(Tr(ρUE)) = maxD∈D≤1d Re(Tr(ρUD))}
and {ρ ∈ Ωd : Re(Tr(ρUE)) = minσ∈Ωd Re(Tr(σUE))}
are convex. Since all assumptions of the Theorem 3 in
[31] are fulfilled, we obtain the existence of saddle points,
and therefore
min
ρ∈Ωd
max
E∈D≤1d
Re (Tr(ρUE)) = max
E∈D≤1d
min
ρ∈Ωd
Re (Tr(ρUE)) .
(A11)
One can note that it implies that for a sad-
dle point (ρ0, E0) we have Re(Tr ρ0UE0) =
Tr ρ0UE0 = |Tr ρ0UE0|. Moreover, maxE |Tr ρ0UE| =∑
i |〈i|ρ0U |i〉| = Tr ρ0UE0 and Tr ρ0UE0 =
11
minρ |Tr ρUE0|. That means (ρ0, E0) is the saddle
point of |Tr ρUE| and
min
ρ∈Ωd
max
E∈D≤1d
|Tr(ρUE)| = max
E∈D≤1d
min
ρ∈Ωd
|Tr(ρUE)|.
(A12)
Let us write E0 = F0D, where F0 ∈ DUd and D is a
diagonal matrix with 0 ≤ Dii ≤ 1. We will show that we
have the saddle point also for (ρ0, F0). First of all, we
will observe that for arbitrary U ∈ Ud
min
ρ
|Tr ρU | ≥ min
ρ
|Tr ρUD|. (A13)
For the case when 0 ∈ W (U), for some probability vec-
tor p we have
∑
i λipi = 0, where λi are the eigenvalues
of U . If there exists i such that 〈λi|D|λi〉 = 0, then
|Tr |λi〉〈λi|UD| = 0. Otherwise, we can take the state
ρ =
∑
i qi|λi〉〈λi|, where qi = pi〈λi|D|λi〉 and notice that
0 ∈ W (UD). In the case when 0 6∈ W (U) for the most
distant pair of eigenvalues λ1, λd, using To¨plitz-Hausdorff
theorem, we have an inclusion of the interval in a numer-
ical range
[Tr |λ1〉〈λ1|UD,Tr |λd〉〈λd|UD]
=[λ1〈λ1|D|λ1〉, λd〈λd|D|λd〉] ⊂W (UD). (A14)
In our case using the optimality condition we receive
minρ |Tr ρUF0| = minρ |Tr ρUF0D|. Now, we are ready
to check whether (ρ0, F0) is the saddle point. We write
|Tr ρ0UF0| ≤ max
E∈D≤1d
|Tr ρ0UE| = |Tr ρ0UE0|
= min
ρ
|Tr ρUF0D| = min
ρ
|Tr ρUF0| ≤ |Tr ρ0UF0|.
(A15)
The above gives us information that
|Tr ρ0UF0| = min
ρ
|Tr ρUF0| = max
E∈D≤1d
|Tr ρ0UE|.
That means
min
ρ∈Ωd
max
E∈DUd
|Tr(ρUE)| = max
E∈DUd
min
ρ∈Ωd
|Tr(ρUE)|.
(A16)
Proof of Lemma 5. First we show the reverse implica-
tion. Define ρ0 =
1
2 (ρ1 +ρd). We see that |Tr(UE0ρ0)| =
D(E0). For arbitrary E ∈ DUd direct calculation gives
us
|Tr(UE0ρ0)| ≥ |Tr(UEρ0)| ≥ min
ρ∈Ωd
|Tr(UEρ)| (A17)
That means D(E0) ≥ D(E) and |Tr(UE0ρ0)| =
min
ρ
|Tr(UE0ρ)| = max
E
|Tr(UEρ0)|.
Now we prove the direct implication. Without loss of
generality we may assume λ1 = λ and λd = λ. Since ρ0
gives minimum of the | tr ρUE|, thus ρ0 is supported on
the subspace spanned by the range of P1 and Pd, i.e.
ρ0 = Pρ0P for P = P1 + Pd. (A18)
We may write
ρ0 = Pρ0P = P1ρ0P1+Pdρ0Pd+P1ρPd+Pdρ0P1 (A19)
and define
ρ1 = P1ρ0P1,
ρd = Pdρ0Pd,
ρ1d = P1ρ0Pd,
ρd1 = Pdρ0P1.
(A20)
Note that the optimality forces tr ρ1 = tr ρd =
1
2 . Now
we write
zi = 〈i|ρ0UE0|i〉 = λ〈i|ρ1|i〉+ λ〈i|ρd|i〉+ 2Re(λ〈i|ρd1|i〉).
(A21)
We have
∑
i zi =
λ+λ
2 . If elements zi have different
phases, then by additional diagonal unitary matrix one
can increase the value of the sum and contradict to the
fact that (ρ0, E0) is a saddle point. Therefore, we con-
clude that all elements have the same phase and therefore
we obtain that
〈i|ρ1|i〉 = 〈i|ρd|i〉 for all i. (A22)
Appendix B: Proof of Corollary 2
The proof is based on Proposition 3 and Lemma 2.
These proofs are stated later in this appendix.
1. Proof of Corollary 2
Proof of Corollary 2. Let us assume that PU is perfectly
distinguishable from P1l. Then, from Proposition 3 there
exists a density matrix such that
diag(U†ρ) = 0. (B1)
Hence, for all E ∈ DUd we have diag(E†U†ρ) = 0.
Therefore 0 ∈ W (E†U†), and thus unitary channel ΦUE
is perfectly distinguishable from the identity channel.
Now, we assume that for all E ∈ DUd we have 0 ∈
W (E†U†). We will show that for any diagonal matrix D
(not necessarily unitary), we have 0 ∈ W (UD +D†U†)
(see Lemma 2). One may assume that D is invertible as
otherwise we would have 〈ψ| (UD +D†U†) |ψ〉 = 0 for
|ψ〉 ∈ ker(D). We write
UD = UED+, (B2)
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where E ∈ DUd and D+ is a strictly positive diagonal
matrix. Let V be a unitary matrix such that
UE = V diag†(λ)V †, (B3)
where λ denotes eigenvalues of UE. From our assumption
we have that there exists a probability vector p, such that∑
i
λipi = 0. (B4)
Now we define a density matrix
σ = V diag†(q)V †, (B5)
where
qi = c
−1 pi
〈i|V †D+V |i〉 ; c =
∑
j
pj
〈j|V †D+V |j〉 . (B6)
Using this we obtain
trUDσ = c−1
∑
i
λipi = 0. (B7)
Thus 0 ∈ W (UD) and therefore 0 ∈ W (UD +D†U†).
2. Proof of Proposition 3
Proof of Proposition 3. Let ρ ∈ Ωd be a discriminator.
Then
‖P1l − PU‖ =
∥∥∥∥∥
d∑
i=1
|i〉〈i| ⊗ (√ρ (|i〉〈i| − |ui〉〈ui|)√ρ)
∥∥∥∥∥
1
=
d∑
i=1
tr
∣∣√ρ|i〉〈i|√ρ−√ρ|ui〉〈ui|√ρ∣∣
=
d∑
i=1
√
(〈i|ρ|i〉+ 〈ui|ρ|ui〉)2 − 4 |〈i|ρ|ui〉|2,
(B8)
where the last equality follows from the singular value
decomposition for rank-two matrices.
Assume that ‖P1l − PU‖ = 2. If for any state ρ, the
condition (20) is not satisfied, i.e. ∀ρ∃i 〈i|ρ|ui〉 6= 0, then
d∑
i=1
√
(〈i|ρ|i〉+ 〈ui|ρ|ui〉)2 − 4 |〈i|ρ|ui〉|2
<
d∑
i=1
(〈i|ρ|i〉+ 〈ui|ρ|ui〉) = 2,
(B9)
which gives a contradiction.
Next, assume that there exists a state ρ such that
〈i|ρ|ui〉 = 0 for all i. From eq. (B8) we have ‖P1l−PU‖ =
2.
3. Proof of Lemma 2
Proof of Lemma 2. Perfect distinguishability between
PU and P1l means, by Proposition 3, there exists a dis-
criminator ρ ∈ Ωd we have
diag(U†ρ) = 0. (B10)
If this condition is satisfied, we also have diag(D†U†ρ) =
0 for any diagonal matrix D, and therefore 0 ∈
W
(
UD +D†U†
)
.
Now, let us assume that for all diagonal matrices D we
have 0 ∈W (UD +D†U†). We define a matrix
D = diag†(x1 − ixd+1, x2 − ixd+2, . . . , xd − ix2d). (B11)
Thus, there exists a nonzero, x-dependent state |ψ〉, such
that
〈ψ| (UD +D†U†) |ψ〉 = 0. (B12)
This can be equivalently expressed as
〈ψ|
∑
xiAi|ψ〉 = 0. (B13)
Using Lemma 1 we arrive at our result.
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