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Abstract.In this study, the generic imperfect dynamic models of air-to-surface  
missiles are given in addition to the related simple guidance law. 
  
                                
1.Mathematical Challenge : Creating a Game Theory that Scales. 
What new scalable mathematics is needed to replace the traditional Partial   
Differential Equations (PDE) approach to differential games?                                      
Many stochastic optimal control problems essentially come down to constructing a function  
ut,x   that has the properties: 
(1) 
 
ut,x  infEJXt,D
x ,t, 1.1
    
(2) 
  
ut,x  infE J Xs,D
x 
s0,t
,s
s0,t  ut,Xt,D
x  ,
t  t ,t  U,U  n ,
1.2
  
where  J   is the termination payoff functional,  t   is a control and  Xt,D
x t0   is an 
Markov process governed by some stochastic Ito's equation driven by a white noise of the 
form 
(3)  
Xt,D
x   x  
0
t
gXs,D
x , tds  DWt,. 1.3
  
Traditionally,the function  ut,x   has been computed by way of solving  the associated 
Bellman equation, for which various numerical techniques mostly variations of the finite 
difference scheme have been developed. Another approach, which takes advantage of the 
recent developments in computing technology and allows one to construct the function  
ux, t   by way of backward induction governed by Bellman's principle such that described 
in [1].In paper [1] equation (1.3) is approximated by an equation with affine coefficients 
which admits an explicit solution in terms of integrals of the exponential Brownian motion.In 
approach proposed in paper [2] we have replaced  Eq.(1.3) by Colombeau-Ito's equation 
(1.4)  
Xt,D,
x, ,

 x 

0
t
gXs,D,
x, ,,tds

 D 
0
t
ws,ds  Wt,,  0,1,
  1.
1.4
  
where  wt,   is a regularized white noise. 
Fortunately in contrast with Eq.(1.3) one can solve Eq.(1.4) without any approximation 
using strong large deviations principle [2]. In this paper (for shortness only) we considered 
quasi stochastic case,i.e. case  D  0.                                                                                                                              
Statement of the novelty and uniqueness of the proposed idea: A new approach, 
which is proposed in this paper allows one to construct the Bellman function  Vt,x   and 
optimal control  t,x   directly,i.e.,without any reference to the Bellman equation, by way 
of using strong large deviations principle for the solutions Colombeau-Ito's SDE [2]. 
2.Proposed Approach.Let us consider an  m  -persons Colombeau differential game  
CDGm ;Tf,g,y   with nonlinear dynamics:                
x t  ft, x t,t;t : x t  
n
,
x0  x 0 , t  0,T,  0,1,t  1t, . . . ,m t,it  U i  k i ,
i  1, . . . ,m,
2.1
  
and  m  -persons Colombeau differential game  CIDGm ;Tf,g,y,w1 ,w2    with imperfect 
information [5],[6]:                 
x t  ft, x t  t,t,t;t : x t  
n
, 2.1 
  Here     is a ring of Colombeau's generalized numbers [10-11], 

n
  . . .;t  it   is the control chosen by the  i  -th player, within a set of 
admissible control values  U i,   and the payoff for the  i  -th player is:  
J ,i   
0
T
g,it,x ,1t, . . . ,x ,nt;1t, . . . ,m tdt


i1
n
x ,iT  yi 
2
. 2.2
  where  t  x ,1t, . . . ,x ,nt   is the trajectory of the Eq.(1.1). Optimal control 
problem for the  i  -th player is : 
 
J ,i  
it
min
jt,ji
max Ji


. 2.3
  Let 
us consider now a family  Xt
,   of the solutions Colombeau-Ito SDE (CSDE):                                                     
dXt
,   bXt
, , t  dWt;X0
, 
  x 0  
n
,
t  0,T,  0,1,  1,
2.4
                                   
where  Wt   is  n  -dimensional Brownian motion,  b, t : n  n   is a polinomial        
transform,i.e. 
 
b,ix, t  || b,
i x, tx,  i1 , . . . , ik , ||  j0
k
ij, i  1, . . . ,n.        Definition1. 
CSDE (1.4) is    -dissipative if there is exist Lyapunov function  Vx, t   and 
finite Colombeau constant    C   C  0   such that: 
(1)    0,1,    x,x  R : V x, t;b  C  Vx, t,   where   
V x, t;b  
Vx, t
t

i1
n
Vx, t
x i
bi,x.
  
                                             
(2) 
 
Vrx, t 
r
lim
xr
inf Vx, t  .
  
                                                                                                                                                             
Theorem.1.Main result.( "Strong large deviations principle").[2] For any solution  
Xt
  X1,t
 , . . . ,Xn,t
    dissipative CSDE (2.4) and     valued parameters  1 , . . . ,n   
there exists                 constant  C  ,  such that:   
 
0
lim inf E Xt
,   
2  C Ut,2 . 2.5
                                                                              
Where  Ut,  U1t,, . . . ,Unt,,  1 , . . . ,n    the solution of the linear master 
equation:  
U t,  Jb, tU  b, t,U0,  x 0  , 2.6
  
where  J  Jb, t  is Jacobian, i.e.  J   is a  n  n  -matrix:  
Jb, t  bix, t/x j |x.   
Remark.1. We note that    0,1 :   t     0
lim inf E Xt
,  Xt
0,

 0.
   
Example.1.Nonlinear  Ito SDE with a 'small' white noise. 
 
X t
  aXt 
3  bXt 
2  cXt
    tn    tm  sint k   W t,
x0  x 0 , t  0,T,  1,0  a;
X t
0  aXt0 
3  bXt0 
2  cXt
0    tn    tm  sintk .
2.6
  From a general master equation (2.6) one obtain the next linear master equation: 
 
u t  3a2  2b  cut  a3  b2  c    tn    tm  sintk ,
u0  x 0  .
2.7
  
From the differential master equation (2.7) one obtain transcendental master equation 
 
x 0  texp3a2t  2bt  t 

0
t
n  m sin    a3t  b2texp3a2t  2btt  d  0.
2.8
  
   
 
    Numerical simulation: 
 
X t
0  aXt0 
3  bXt0 
2  cXt
0    tn    tm  sintk ,Xt  Xt0 . 2.8
 
  
  a  1,b  5,c  1,    2,m  n  2,x0  0,T  5,R  T/0.01.                                           
The solution Eq.(8) in comparison with a coresponding solution X(t) ODE 8
  
       
Here  t     0
lim inf E Xt
  Xt
0
2
.
 Let us consider now an  m  -persons Colombeau 
stochastic differential game  CDGm ;Tf,g,y   with nonlinear dynamics                
X ,t,  ft, X,t,,t  dWt;t : x t  
n
,
x0  x 0 , t  0,T,  0,1,  1,
t  1t, . . . ,m t,it  U i  k i , i  1, . . . ,m.
2.9
  
Here  t  it   is the control chosen by the  i  -th player, within a set of admissible 
control values  U i,   and the payoff of the  i  -th player is  
J ,i   E 
0
T
g,iX,t,;tdt  E 
i1
n
X,;iT,  yi 
2 2.10
   
  where  y y1 , . . . ,yn    and  t  xt,   is the trajectory of the Eq.(2.9). 
Theorem.2.For any solution  Xt
,,t  X1,t
,

, . . . ,Xn,t
,

, 1t, . . . ,m t   
of the dissipative  CDGm ;Tf,0,y   and     valued parameters  1 , . . . ,n ,  there exists 
constant  C    such that:  
0
lim inf E Xt
  2  C Ut,2 . 2.11
   
  
Where  Ut,  u1t,, . . . ,unt,   is a trajectory of the corresponding linear master 
game: 
 
U t,  Jf,t,U  f,t,,U0,  x 0  ,
J i  UT2 ,
it
min
jt,ji
max Ji .
2.12
  
   
Theorem.3. Suppose that: (i) there exists function  : 0,T  n   such that  
tt  0,T   the next condition is satisfied  
Ut,t  0. 2.13
  
(ii) feedback optimal control of the  i  -th player for a linear master game (2.12) with any 
fixed parameter    n   is  
 it,   it,u1t, . . . ,unt;1 , . . . ,n , 2.14
  
where  i  1, . . . ,m.   
Then feedback optimal control of the  i  -th player for the  m  -persons nonlinear game 
(2.9)-(2.10) is 
 
 it,   it,x 1t, . . . ,x nt;x 1t, . . . ,x nt. 2.15
  
 Example.2. Nonlinear  2  -persons differential game.  
x 1  x 2 ,x 2  x 2
3  1t  2t,  0, t  0,T,
x 10  x 01 ,x 20  x 02 ;
1t  1 ,1 ,2t  2 ,2 ,
JiT  x 1
2T  x 2
2T, i  1,2.
2.16
   
Optimal control problem of the first player is  
1t1,2 
min
2t2,2 
max J1T 
1t1,2 
min
2t2,2 
max x 1
2T  x 2
2T
2.17
  
and optimal control problem of the second player is  
2tu,u 
max
1t1,1 
min J2T 
2tu,u 
max
1t1,1 
min x 1
2T  x 2
2T .
2.18
  
From nonlinear  2  -persons differential game given by Eqs.(2.16)-(2.18) we obtain 
corresponding linear master game:  
u 1  u2  2 ,
u 2  32
2u2  2
3   1t   2t,
u10  x 01  1 ,u20  x 02  2 ,
 1t  1 ,1 , 2t  2 ,2 ,
J i  u1
2T  u2
2T, i  1,2;
2.19
  
optimal control problem of the first player is  
 1t1,2 
min
 2t2,2 
max u1
2T  u2
2T 2.20
  
and optimal control problem of the second player:  
 2tu,u 
max
 1t1,1 
min u1
2T  u2
2T . 2.21
  
Having solved by standard way [7]-[8] linear master game (2.19) one obtain optimal 
feedback control of the first player:  
 1t   1t,u1t,u2t 
1signu1t  T  t  exp3u2
2tT  tu2t
2.22
  
and optimal feedback control of the second player:  
 2t   2t,u1t,u2t 
2signu1t  T  t  exp3u2
2tT  tu2t.
2.23
  
Using Theorem 3 we obtain complete solution of the nonlinear  2  -persons differential 
game given by Eqs.(14-16) in the next form.Optimal feedback control of the first player is  
1t   1t,x 1t,x 2t 
1signx 1t  T  t  exp3x 2
2tT  tx 2t
2.24
  
and optimal feedback control of the second player is 
 
2t   2t,x 1t,x 2t 
2signx 1t  T  t  exp3x 2
2tT  tx 2t.
2.25
  
For numerical simulation from Eq.(2.16) and Eqs.(2.24-(2.25) we obtain ODE: 
  
 x 1t  x 2t,
x 2t  x 2
3t 
1  signx 1t  T  t  exp3x 2
2tT  tx 2t  2t.
2.26
  
Numerical simulation:    1,1  400,A  100,  5,x10  300m,x20  30m/sec,    
T  80sec,    2t  As in2  t.   
 
Optimal trajectory : x 1t.x 1T  0.4m   
 
Optimal velocity : x 2t.x 2T  0.4m/sec   
 
  
Op t i ma lco nt ro lof thef i rs tp la ye r.
  
 
Control of the second player.
  
 
 
Let us consider now an  m  -persons Colombeau stochastic differential game  
CDGm ;Tf,g,y   with imperfect information and nonlinear dynamics                
X ,t,  ft, X,t,,t;t  dWt;t : x t  
n
,
x0  x 0 , t  0,T,  0,1,  1,
t  1t;t, . . . ,m t;t,it;t  U i  k i , i  1, . . . ,m.
2.27
  
Here  t   is an uncertainty , t  it;t   is the control chosen by the  i  -th player, 
within a set of admissible control values  U i,   and the payoff of the  i  -th player is  
J ,i   E 
0
T
g,iX,t,;t;tdt  E 
i1
n
X,;iT,  yi 
2 2.28
     where  y y1 , . . . ,yn    and  t  xt,   is the trajectory of the 
Eq.(2.27). 
Theorem.4.For any solution  Xt
,,t  X1,t
,

, . . . ,Xn,t
,

, 1t, . . . ,m t   
dissipative  CIDGm ;Tf,0,y,   and     valued parameters  1 , . . . ,n ,  there exists 
constant  C  C  ,  such that:   
 
0
lim inf E Xt
  2  CUt,;t2 . 2.29
  
Where  Ut,;t  U1t,;t, . . . ,Unt,;t   the trajectory of the corresponding 
linear master game with imperfect information   
U t,;t 
Jf,t,;tUt,;t  f,t,;t,U0,  x 0  ,
J i  UT2 ,
 it
min
 jt,ji
max Ji .
2.30
  
Theorem.5. Suppose that: (i) there exists function  : 0,T  n   such that  
tt  0,T   the next condition is satisfied  
Ut,t,t  0. 2.31
  
(ii) feedback optimal control of the  i  -th player for a linear master game (2.30) with any 
fixed parameter    n   is  
 it,   it,u1t, . . . ,unt;1 , . . . ,n ;t, 2.32
  
where  i  1, . . . ,m.   
Then feedback optimal control of the  i  -th player for the  m  -persons nonlinear game 
(2.27)-(2.28) is 
 
 it,   it,x 1t, . . . ,x nt;x 1t, . . . ,x nt;t,t. 2.33
  
Example.3.Nonlinear  2  -persons differential game with imperfect measurements.  
x 1t  x 2t,
x 2t  1x 2
3t  2x 2
2t  1t,x 1t,x 2t  t  2t,x 1t,x 2t,
1  0,2  ,,1t  1 ,1 ,2t  2 ,2 ,
J i  x 1
2T  x 1
2T, i  1,2,
it
min
 jt,ji
max Ji .
2.34
  
From Eq.(28) one obtain corresponding linear master game: 
 
  
u 1  u2  2 ,
u 2  312
2  222 u2  12
3 
22
2   1t,u1t,u2t  t   2t,u1t,u2t,
 1t  1 ,1 , 2t  2 ,2 ,
J i  u1
2T  u2
2T, i  1,2.
2.35
  
Having solved by standard way linear master game given by Eq.(32)  
one obtain local optimal feedback control of the first player [2] chapt.IV.3:  
 1,loct  1signu1t  tn1  tu2t  t 2.36
  
and local optimal feedback control of the second player:  
 2,loct  2signu1t  tn1  tu2t. 2.37
  
Finally we obtain global optimal control in the next form [2] chapt.IV.3:  
 1t  1signu1t  tu2t  t,
 2t  2signu1t  tu2t.
2.38
  
Here  
t  t,t    t,
t  t  ceil t  1 ,
2.39
  
where  ceilx   is a part-whole number of a number  x  .   
                                
1t  1s ignx 1t  tx 2t  t,
2t  2s ignx 1t  tx 2t.
2.40
  
Thus for numerical simulation we obtain ODE:  
x 1  x 2 ,
x 2  1x 2
3  2x 2
2  1  signx 1t  tx 2t  t 
2signx 1t  tx 2t.
2.41
  
Numerical simulation. Game with imperfect measurements:red curves  x1t,x2t.   
Classical game: blue curves  y1t,y2t.t  Asin2  t    
Uncertainty of speed measurements t.
  
 
Cutting functiont.  1011 .   
 
  
Op t i ma lt ra je c to ry.
  
 
Optimal velocity.
  
 
  
Op t i ma lco nt ro lof thef i rs tp la ye r
  
 
Optimal control of the second player
  
3.Supporting Technical Analysis.Let us consider optimal control problem from 
Example.1.Corresponding Bellman type equation is  
11,1 
min
22,2 
max V
t
 V
x 1
x 2  Vx 2
x 2
3  1  2   0,VT,x
 x 1
2  x 2
2 .
3.39
     
Complete constructing the exact analytical solution for PDE (39) is a complicated 
unresolved classical problem,because PDE (39) is not amenable to analytical 
treatments.Even the theorem of existence classical solution for boundary Problems such 
(39) is not proved. Thus even for simple cases a problem of construction feedback optimal 
control by the associated Bellman equation complicated numerical technology or principal 
simplification is needed [4].Hovewer as one can see complete constructing feedback 
optimal control from Theorem (3) is simple. 
 
 
4.Homing missile guidance with imperfect measurements capable to defeat in 
conditions of hostile active radio-electronic jamming. 
  
Homing missile guidance strategies (guidance laws) dictate the manner in which the 
missile will guide to intercept, or rendezvous with, the target. The feedback nature of 
homing guidance allows the guided missile (or, more generally, the pursuer) to tolerate 
some level of (sensor) measurement uncertainties, errors in the assumptions used to 
model the engagement (e.g., unanticipated target maneuver), and errors in modeling 
missile capability (e.g., deviation of actual missile speed of response to guidance 
commands from the design assumptions).Nevertheless, the selection of a guidance 
strategy and its subsequent mechanization are crucial design factors that can have 
substantial impact on guided missile performance. Key drivers to guidance law design 
include the type of targeting sensor to be used (passive IR, active or semi-active RF, etc.), 
accuracy of the targeting and inertial measurement unit (IMU) sensors, missile 
maneuverability, and, finally yet important, the types of targets to be engaged and their 
associated maneuverability levels. 
 
                           
F i g.4.1.P la na ri nte rce p tg e o me try
  
 
 
I.Homing missile guidance with a perfect measurements 
Figure  4.1   shows the ntercept geometry of a missile in planar pursuit of a target. Taking 
the origin of the reference frame to be the instantaneous position of the                   
missile, the equation of motion in polar form are:                                
R  R 2  amr t  aT
r t,
R  2R  aM
 t  aT
 t,
am
r t  am tsinm  ,amr t  am tsinm  ,
am
 t  am tcosT  ,aT
 t  aTtcosT  ,
 m 
am
Vm
, T 
aT
VT
,
aM
r t  āmr ,āmr ,aT
r t  āT
r ,āT
r ,
aM
 t  ām ,ām ,aT
 t  āT
 ,āT
 
4.1
  
1.The variable  R  Rt   denotes the target-to-missle range  RTMt.   
2.The variable    t   denotes the line-of-sight angle (LOS) i.e.,the angle                         
between the constant reference direction and target-to-missile direction. 
4.The variable  aM
 t   denotes the missiles tangent acceleration,i.e.missile           
acceleration along direction which perpendicularly to line-of-sight direction. 
5.The variable  aM
r t   denotes the missile acceleration along target-to-missile direction.      
6.The variable  aT
 t   denotes the target tangent acceleration. 
7.The variable  aT
r t   denotes the target acceleration along target-to-missile           
direction.    
 
Using the replacement  ż  R   from Eq.(4.1) one obtain:                                     
  ż
R
,
z  R  R ,R  z  R ,
R  2R  z  R  z  R
 ż
R
.
4.2
  
Substitution Eq.(4.2) into Eq.(4.1) gives:                                                         
R  z
2
R
 aM
r t  aT
r t,
aM
r t  āM
r ,āM
r ,aT
r t  āT
r ,āT
r .
z   R
 ż
R
 aM
 t  aT
 t,
aM
 t  āM
 ,āM
 ,aT
 t  āT
 ,āT
 .
4.3
  
Using the regularization of the Eq.(4.1) we obtain:  
R  ż
2
R  
 aM
r t  aT
r t,
aM
r t  āM
r ,āM
r ,aT
r t  āT
r ,āT
r .
z   R
 ż
R  
 aM
 t  aT
 t,
aM
 t  āM
 ,āM
 ,aT
 t  āT
 ,āT
 .
4.4
  
 
Here    0,1.  Using the replacement  R  Vm ,ż  w   into Eq.(4.2.24) one obtain: 
 
R  Vm ,
V m  w
2
R  
 aM
r t  aT
r t,
aM
r t  āM
r ,āM
r ,aT
r t  āT
r ,āT
r ;
ż  w,
w   Vrw
R  
 aM
 t  aT
 t,
aM
 t  āM
 ,āM
 ,aT
 t  āT
 ,āT
 .
4.5
  
Let us consider the optimal control problem: 
 R  Vm ,
V m  w
2
R  
 aM
r t  aT
r t  1Vm3 ,
ăM
r t  āM
r ,āM
r ,aT
r t  āT
r ,āT
r , 0  1 ,
ż  w,
w   Vrw
R  
 am t  aT
 t  2w3 , 0  2 ,
am
 t  ām ,ām ,aT
 t  āT
 ,āT
 ,
Ji  R2t1  z2t1, i  1,2.
4.6
  
Optimal control problem of the first player is:                         
J1 
aM
r tāM
r ,āM
r ,aT
r tāT
r ,āT
r ,
min
aT
r tāT
r ,āT
r ,aT
tāT
 ,āT
 
max R2t1  z2t1 . 4.7
  
Optimal control problem of the second player is:                     
J2 
aT
r tāT
r ,āT
r , aT
tāT
 ,āT
 
max
aM
r tāM
r ,āM
r ,aT
r tāT
r ,āT
r .
max R2t1  z2t1 . 4.8
  
We assume now for shortness only that (1)  ż2 /R  R 2  0,  (2)  Vmż/R  Vm  0.   
Let us consider now the next optimal control problem: 
 
 r  vm ,
v m  amr t  aT
r t  1Vm3 ,
am
r t  āmr ,āmr ,aT
r t  āT
r ,āT
r , 0  1 .
w  am t  aT
 t  2w3 ,
am
 t  ām ,ām ,aT
 t  āT
 ,āT
 , 0  2 .
Ji  R2t1  z2t1, i  1,2.
4.9
  
Using solution which given in [2] chapt.IV.2 Eq.(4.2.13) we obtain global quasy optimal 
control in the next form:  
am
r t  āmr signRt  tVm t,
am
 t   ām signzt  twt.
4.10
  
Thus for numerical simulation we obtain ODE: 
 R  Vm ,
V m  w
2
R  
 āmr signRt  tVm t  aT
r t  1Vm3 ,
ăM
r t  āM
r ,āM
r ,aT
r t  āT
r ,āT
r ,
ż  w,
w   Vrw
R  
 ām signzt  twt  aT
 t  2w3 ,
am
 t  ām ,ām ,aT
 t  āT
 ,āT
 ,
Ji  R2t1  z2t1, i  1,2.
4.11
  
Example 4.1.Homing missile guidance with a perfect measurements  
  0.01,1  0.1,2  0.001,āT
r  20m/sec2 , āT
  20m/sec2 ,    
R0  200m,Vm0  10m/sec, z0  100,ż0  40,   
 aT
r t  āT
r sin  t2 , aT
t  āT
 sin  t,  5.   
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P ic.1.1.C ut t i ngfunc t i o n:t,  0.01.   
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P ic.1.2.Ta rg e t-to-mi ss i lera ng e: Rt.
RT  9.179  108m.   
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Pic.1.3.Speed of rapprochement missile-to-target: R t.
R 0  10m/sec,R T  5.995  103m/sec.   
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P ic.1.4.V a r i a b le: żt  Rt t. z0  100, zT  2.922.
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Pic.3.4.Variable: zt  R  R . ż0  40.
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P ic.3.5.V a r i a b le: t.
 0  0.5.
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P ic.3.6.Mi ss i lea cce le ra t i o na lo ngta rg e t-to-mi ss i led i re c t i o n:aM
r t.
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P ic.3.7.Mi ss i leta ng e nta c ce le ra t i o n:aM
 t.
  
 
                                                       
0 20 40 60 80
0
10
20
25
5
aTr t( )
T0 t
Pic.3.8.Target acceleration along target-to-missile direction:aT
r t.
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P ic.3.9.Ta rg e tta ng e nta cce le ra t i o n:aT
 t.
  
 
 
 
 
II.Homing missile guidance with imperfect measurements and imperfect information 
about the system. 
 fx  -vector function 
 I   -  the variable denotes moment of inertia 
 L   -  the variable denotes a lift force 
 L   -  the variable denotes a lift force derivative 
 M   - the variable denotes a pitch moment 
 M   - the variable denotes a pitch moment derivative 
 m   - the variable denotes the mass 
 q   - the variable denotes a pitch rate 
    - the variable denotes the angle of attack   
    - the variable denotes a flight path angle 
    - the variable denotes the control surface deflection angle 
   - the variable denotes vector of control surface deflections, 
 canard and tail 
 ,   - the variables denotes angle between the temporary and 
initial line of sight 
 r,R -the variables denotes radial,along the line of sight 
 V  - the variable denotes a speed 
 X  - M  - Z  -the variable denotes body reference frames 
 X  - O - Z  -the variable denotes inertial reference frame 
 Z  -the variable denotes zero-effort miss 
 z   - the variable denotes target-missile relative displacement 
normal to the initial line of sight 
 c  - the variable denotes a canard control 
  t  - the variable denotes a tail control 
 y  -denotes euclidian norm of any  y  m    
  
In Fig. 4.2, a schematic view of the planar game geometry is shown. 
  
F i g.4.2.P la na rg a meg e o me try.
  
The engagement kinematics, expressed in a polar coordinate system  r,   attached to 
the missile, is  
r  Vr,  V/r, 4.12
  
where the closing speed  Vr   is                                 
Vr  VM cosM    VE cosM   4.13
    
and the speed perpendicular to the LOS is                                 
V  VM sinM    VE sinM   4.14
                                      
F i g.4.3.Mi ss i leco o rd i na tesys te ms.
  
The missile planar dynamics are expressed using the coordinate systems presented in 
Fig.4.3. X bf  -M-Z bf   is parallel to the inertial frame X I  --O I  --Z I   , with its origin 
located at the missile's center of gravity (c.g.). It is used to express the missile attitude 
relative to the inertial frame. The missile equations of motion are derived in the rotating 
body fixed coordinate frame X br  --M--Z br  , where the X br   axis is aligned with the 
missile's longitudinal axis. It is assumed that during the end game, the time of interest in 
our analysis, the missile speed is constant. Thus, the planar missile dynamics in general 
are given by   
  q  L,c, t /mVM  W t,
q  M,c, t /I  W t,
  q,
 c  cc  c /c, t   tc   t /t,
4.15
  
These surfaces are controlled by actuators, modeled by first-order dynamics with time 
constants  c   and  t  . The aerodynamic forces and moments are nonlinear, partly 
unknown functions of the related variables, in particular  ,q,c,  and   t  .The missile 
flight path angle and acceleration perpendicular to the LOS are given by  
M    
aM
n  aM cosM  
4.16
  
Here, the missile acceleration perpendicular to its velocity vector is given by  
aM  L,c,t /m. 4.17
  
In modeling the missile dynamics, we assume that the lift and the aerodynamic pitch 
moment in Eqs. (4.12) are generated by the missile body and the control surfaces. This is 
modeled by 
 
L/m  LB g1,  Lc  g2,  c   Lt  g3,  t ,
M/I  MB  g4,  Mq  q  Mc  g5,  c   Mt  g6,  t ,
L
B  L  Lc  Lt ,MB  M  Mc  Mt ,
4.18
  
where  f i, i  1. . .6   express the nonlinear aerodynamic characteristics of the missile. 
We assume now that the true dynamics of the target and missile are unknown to the 
designer of the missile autopilot and guidance.Thus, only imperfact dynamics can be used, 
imposing modeling errors. Therefore missile guidance, designed in the sequel, uses an of 
the nonlinear model with imperfact information about the system,i.e. 
 
    q  L,c,t /mVM  ,   W t,
q    M,q,c,t /I  q,   W
 t,
  q, c  cc  c /c,
4.19
  
where functions     and  q   express the modeling errors, such as unmodeled 
nonlinearities.The state vector  x   of the integrated guidance-autopilot problem is defined 
by                                        
x  z, ż,aT
n ,,q,c,t T, 4.20
  where  z   express target-missile relative displacement normal to the initial line of sight 
see Fig. 4.3.   
 
Fig.4.4.Target-missile relative displacement z
normal to the initial line of sight
  
Thus, the missile acceleration normal to the initial LOS is given by  
aM0
n  CM0,q,c,t 
T,
CM0  L, 0,Lc ,Lt cosM0  0 ,
c  c, z, ż,t  t, z, ż
4.21
  
The equations of motion of the integrated dynamics are 
 
x    Ax fx   B
c, z, ż  GaT
n  x   W t 4.22
  
where  c  c,t T,   
 
A 
AT A12
0
43 AM
,A12 
0
14
CM0
0
14
,B 
0
32
BM
, 4.23
   
  
 G  0,0,1/T,0,0,0,0.  Here      
  
AT 
0 1 0
0 0 1
0 0 1/T
,AM 
L/VM 1 Lc /VM Lt /VM
M Mq Mc M
0 0 1/c 0
0 0 0 1/t
,
BM 
0 0
0 0
1/c 0
0 1/t
4.24
  
We assume now that (i) CSDE (4.22) is    -dissipative (see Definition1) and 
(ii) there exists  r   such that  xx  r :    
x  Ofx. 4.25
  
Taking the origin of the reference frame to be the instantaneous position of the  missile, 
the equation of motion in polar form are:                                
R  R 2  aM
r t,Rt,R t  aT
r t,
aM
r t  āM
r ,āM
r ,aT
r t  āT
r ,āT
r .
R  2R  aM
n t,
t,

 t  aT
nt,
aM
n t  āM
n ,āM
n ,aT
nt  āT
n ,āT
n 
4.26
  
 
 
1.The variable  R  Rt   denotes a true target-to-missle                                          
   range  RTMt.   
2.The variable  R  Rt   denotes the it is real measured                                    
   target-to-missle range  RTMt.   
3.The variable    t   denotes a true line-of-sight angle                                    
   (LOST) i.e.,the it is true angle between the constant reference                               
   direction and target-to-missile direction. 
4.The variable    t   denotes the it is real measured  line-of-sight                              
   angle (LOSM) i.e.,the it is true angle between the constant reference                               
   direction and target-to-missile direction. 
5.The variable  
aM
n t  aM
n t,Rt,R t
  denotes the missiles acceleration 
    along direction which perpendicularly to line-of-sight direction.  
6.The variable  aM
r t  aM
r t,
t,

 t   denotes the missile 
  acceleration along target-to-missile direction. 
7.The variable  aT
nt   denotes the target acceleration along direction which  
    perpendicularly to line-of-sight direction.  
8.The variable  aT
r t   denotes the target acceleration along target-to-missile           
  direction.  
Using replacement  ż  R   into Eq.(4.26) one obtain:       
 
R  ż
2
R
 aM
r t,Rt,R t  aT
r t,
aM
r t  āM
r ,āM
r ,aT
r t  āT
r ,āT
r .
z   R
 ż
R
 aM
n t,

zt,

żt  aT
nt,
aM
n t  āM
n ,āM
n ,aT
nt  āT
n ,āT
n .

żt 

Rt t,

zt  R t t 

Rt t.
4.27
  
Suppose that:                                       
Rt  Rt  1t ,
t  t  2t.
4.28
  
Thus                               
R t  R t   1t  R t  1t,1t  

1t.

 t   t   2t,

t   t   2t.

żt  Rt

 t  Rt  1t t   2t 
 Rt t  1t t   2t  Rt 2t 
 żt  1t

 t   2t  Rt 2t 
 żt  
2
t,

2
t  1t

 t   2t  Rt 2t.

żt  R t

 t  Rt

t 
R t   1t t   2t  Rt  1t t   2t 
 R t t  Rt t   1t t   2t 
R t 2t  Rt 2t  1t t   2t 
 żt  R t 2t  Rt 2t  1t

t   2t 
żt  
3
t,

3
t  R t 2t  Rt 2t  1t

t   2t .
4.29
  
 
Using the replacement  R  Vr,ż  w   into Eq.(4.27) one obtain: 
 
R  Vr,
V r  ż
2
R
 aM
r t,Rt,Vrt  aT
r t,
Vrt  R t  Vrt  1t,
aM
r t  āM
r ,āM
r ,aT
r t  āT
r ,āT
r .
ż  w,
w   Vrw
R
 aM
n t,wt,w t  aT
nt,
aM
n t  āM
n ,āM
n ,aT
nt  āT
n ,āT
n .
4.30
  
Let as considered antagonistic differential game  IDG2;Tf,0,M,0,,w,   
  1 ,2 ,3 ,4 ,w 2 ,4    with non-linear dynamics and imperfect                  
measurements and imperfect information about the system:  
R  Vr,
V r  ż
2
R
 aM
r t  aT
r t,
aM
r t  aM
r t,Rt,Vrt  1Vr
3
t
Rt  Rt  1t;Vrt  Vrt  2t,
ăM
r t  āM
r ,āM
r ,aT
r t  āT
r ,āT
r .
ż  w,
w   Vrw
R
 ăM
n t  aT
nt,
aM
n t  aM
n t,wt,w t  2wt
3
,

żt  żt  3t,

zt  zt  4t,
aM
n t  āM
n ,āM
n ,aT
nt  āT
n ,āT
n .
Ji  R2t1, i  1,2.
4.31
  
Optimal control problem for the first player are:                         
J 1 
sM
r tāM
r ,āM
n ,aM
 tāM
n ,āM
n 
min
aT
r tāT
r ,āT
r ,aT
ntāT
n,āT
n 
max R2t1 . 4.32
  
Optimal control problem for the second player are:  
J 2 
aT
r tāT
r ,āT
r ,aT
ntāT
n,āT
n
max
aM
r tāM
r ,āM
r ,aM
n tāM
n ,āM
n .
min R2t1 . 4.33
  
Let us consider now optimal control problem for the next dissipative                                        
nonlinear game with imperfect dinamics:  
R  Vr,
V r  aM
r t  aT
r t,
aM
r t  aM
r t,Rt,Vrt  1tVr
3
t,
Rt  Rt  1t;Vrt  Vrt  2t,
aM
r t  āM
r ,āM
r ,aT
r t  āT
r ,āT
r .
w  aM
n t  aT
nt,
aM
n t  aM
n t,wt,w t  2

żt
3
,

zt  zt  3t,

żt  żt  4t
aM
n t  āM
n ,āM
n ,aT
nt  āT
n ,āT
n .
Ji  R2t1, i  1,2.
4.3.34
  
 
Optimal control problem for the first player are:                         
J 1 
sM
r tāM
r ,āM
n ,aM
 tāM
n ,āM
n 
min
aT
r tāT
r ,āT
r ,aT
ntāT
n,āT
n 
max R2t1 . 4.35
  
Optimal control problem for the second player are:  
J 2 
aT
r tāT
r ,āT
r ,aT
ntāT
n,āT
n
max
aM
r tāM
r ,āM
r ,aM
n tāM
n ,āM
n .
min R2t1 . 4.36
  
 
From Eqs.(4.34)-(4.36) one obtain corresponding linear master game:  
r  v r  2 ,
v r  312
2v rt  12
3  aM
r t  aT
r t,
aM
r t  aM
r t,rt,v rt,

rt  1  rt  1t;

v rt  2  v rt  2t,
aM
r t  āM
r ,āM
r ,aT
r t  āT
r ,āT
r .
z1  323
2

ż1t  23
3  aM
n t  aT
nt,
aM
n t  aM
n t,

żt,

zt ,

żt  3  ż1t  3t,

zt  ż1t  4t
aM
n t  āM
n ,āM
n ,aT
nt  āT
n ,āT
n ,
Ji  r2t1, i  1,2.
4.37
  
From Eqs.(4.36)-(4.37)  
we obtain quasy optimal solution for the antagonistic differential game  
IDG2;Tf,0,M,0,,w   given by Eqs.(4.31-4.34).Quasy optimal control  M
r t,M
 t   of 
the first player  and quasy  optimal control  T
r t,T
t   of the second player are:  
M
r t  M
r signRt  1t  tVrt  2t  1Vrt  2t3 ,
M
n t  M
n signzt  3t  tżt  4t  2zt  4t3 .
T
r t  T
r sign Rt   1t  t Vrt   2t  1 Vrt   2t
3
,
T
nt  T
nsign zt   3t  t żt   4t  2 zt   4t
3
.
4.38
  Thus for numerical simulation we obtain ODE: 
 
 
R  Vr,
V r  ż
2
R
 M
r signRt  1t  tVrt  2t 
1Vrt  2t3  aT
r t,
z   Vrż
R
 M
n signzt  3t  tżt  4t 
2żt  4t3  aT
nt.
4.39
  
Example 4.   0.001,1  10
3 ,2  0.001,āT
r  20m/sec2 ,   
 āT
  20m/sec2 ,    R0  200m,Vr0  10m/sec,    
z0  60,ż0  40,aT
r t  āT
r s in  tp ,   
 aT
t  āT
sin  tq ,  50,wt  t  sin  tp ,   
   20, p  2,q  1.   
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Example 5.    0.001,1  10
4 ,2  103 ,āT
r  20m/sec2 ,   
 āT
  20m/sec2 ,    R0  200m,Vr0  10m/sec,    
z0  60,ż0  40,aT
r t  āT
r s in  tp ,   
 aT
t  āT
sin  tq ,  50,wt  1t   1sin  tp ,   
  1  200m/sec, p  2,q  1.   
  
    
0 0.02 0.04
0
5 10 4
0.001
0
 t( )
0.050 t
P ic.5.1.C ut t i ngfunc t i o n:t.   
 
 
  
0 5 0 1 0 0 1 5 0
2 0 0
1 0 0
0
1 0 0
2 0 0
U n c e r t a i n t y  o f  m e a s u r e me n t s  o f  a  v a r i a b l e  d R ( t ) / d t .
2 5 0
2 5 0
1 t( )
T0 t
P ic.5.2.
  
  
0 10 20 30
0
50
100
150
200
Ta rge t - to - mis s ile r a nge  R( t )
200
5
R t( )
T0 t
P ic.5.3.Ta rg e t-to-mi ss i lera ng eRt.RT  0.055m.
  
  
0 10 20 30
20
10
0
10
20
S p e e d  o f r a p p roc he me nt  mis s ile - to - ta rge t
20
20
Rw t( )
T0 t
P ic.5.4.S p e e dof ra p p ro c hme ntmi ss i le-to-ta rg e t:R t.
  
  
0 10 20 30
10
0
10
20
20
15
z t( )
T0 t
P ic.5.5.V a r i a b leżt. żT  0.42.
  
  
0 10 20 30
40
20
0
2025
40
zw t( )
T0 t
P ic.5.6.V a r i a b lezt. zT  0.149.
  
  
0 1 0 2 0 3 0
2
0
2
3
3
w t( )
T0 . 0 3 5 t
P ic.5.7.V a r i a b le t.
  
 
  
0 5 10 15 20 25 30 35
50
0
50
Mis s ile  a c c e le ra t io n a lo ng ta rge t - to - mis s ile  d ir e c t io n
60
60
aM rt( )
T0 t
P ic.2.8.Mi ss i lea cce le ra t i o na lo ngta rg e t-to-mi ss i led i re c t i o n:aM
r t.
  
 
  
0 1 0 2 0 3 0
1 0 0
5 0
0
5 0
1 0 0
M is s ile  t a nge nt  a c c e le r a t io n
1 0 0
1 0 0
aM t( )
T0 t
P ic.5.9.Mi ss i lea cce le ra t i o na lo ngd i re c t i o n
whi chp e rp e nd i cula r lyto l i ne-of-s i g htd i re c t i o naM
n t.
  
 
  
0 10 20 30
0
10
20
25
5
aTrt( )
T0 t
P ic.5.10.Ta rg e ta cce le ra t i o na lo ngta rg e t-to-mi ss i led i re c t i o n:aT
r t.
  
  
0 10 20 30
20
0
2025
25
aT t( )
T0 t
P ic.5.11.Ta rg e ta c ce le ra t i o na lo ngd i re c t i o n
whi chp e rp e nd i cula r lyto l i ne-of-s i g htd i re c t i o naT
nt.
  
 
 
 
 References. 
 
[1] Lyasoff, A. (2004). Path Integral Methods for Parabolic Partial Differential 
     Equations with Examples from Computational Finance. Mathematica Journal 
     9:2,399-422. 
[2] Foukzon,J.The solution classical and quantum feedback optimal control                
     problem without the Bellman Equation.http://arxiv.org/abs/0811.2170v4 
[4] Wei, C., Jian, Z.W., Adaptive Wavelet Collocation Methods for Initial Value 
     Boundary Problems of Nonlinear PDE's   
     http://www.stormingmedia.us/44/4422/A442272.html 
[5] Bernhard,P. Colomb,A.-L.Saddle point conditions for a class of stochastic 
     dynamical games with imperfect information. 
     http://ieeexplore.ieee.org/xpl/freeabs_all.jsp?arnumber=367 
[6] Kryazhimskii, A. V. Differential games of approach in conditions of imperfect 
     information about the system. Ukrainian Mathematical Journal,Volume 27,               
     Number 4 July, 1975 p. 425-429   Springer New York. 
[7] Gutman S. On optimal guidance for homing missiles. Journal of Guidance 
        and Control (1979) 2:296--300. 
[8]   Glizer V.,Turetsky V.Complete Solution of a Differential Game with Linear 
          Dynamics and Bounded Controls. Applied Mathematics Research. 2008 
         January 30, 2008. 
[9]   J.F.Colombeau, New Generalized Functions and Multiplication of 
             Distributions, (North Holland, Amsterdam, 1984). 
[10] J.F.Colombeau, Elementary Introduction to New Generalized 
         Functions, (North Holland, Amsterdam 1985). 
[11] M.Grosser,E.Farkas,M.Kunzinger,R.Steinbauer,On the foundations 
          of nonlinear generalized functions I,II,Mem.Am.Math.Soc.,153, 729, 
          (2001). 
[12] M.Idan,T.Shima,Integrated Sliding Mode Autopilot-Guidance for  
       Dual-Control Missiles,Journal of Guidance, Control, and Dynamics.   
       Vol.30,No.4,July-August 2007. 
