Population-based case-control studies are a useful method to test for a genetic association between a trait and a marker. However, the analysis of the resulting data can be affected by population stratification or cryptic relatedness, which may inflate the variance of the usual statistics, resulting in a higher-than-nominal rate of false-positive results. One approach to preserving the nominal type I error is to apply genomic control, which adjusts the variance of the Cochran-Armitage trend test by calculating the statistic on data from null loci. This enables one to estimate any additional variance in the null distribution of statistics. When the underlying genetic model (e.g., recessive, additive, or dominant) is known, genomic control can be applied to the corresponding optimal trend tests. In practice, however, the mode of inheritance is unknown. The genotype-based x 2 test for a general association between the trait and the marker does not depend on the underlying genetic model. Since this general association test has 2 degrees of freedom (df), the existing formulas for estimating the variance factor by use of genomic control are not directly applicable. By expressing the general association test in terms of two Cochran-Armitage trend tests, one can apply genomic control to each of the two trend tests separately, thereby adjusting the x 2 statistic. The properties of this robust genomic control test with 2 df are examined by simulation. This genomic control-adjusted 2-df test has control of type I error and achieves reasonable power, relative to the optimal tests for each model.
For mapping disease-susceptibility genes for complex human diseases, case-control studies testing linkage disequilibrium or association are useful approaches for detecting markers with small-to-moderate genetic effects on traits (Risch and Merikangas 1996; Khoury and Yang 1998) . However, because of population stratification or cryptic relatedness, case-control studies may produce spurious associations. Case-control studies, on the other hand, are easier than family-based association studies to conduct, because they use population controls and do not require genetic data from family members. Statistical methods have been developed for adjusting population stratification and/or cryptic relatedness in case-control studies. One is based on inferring the number of strata in a population and estimating the probability of each sample member belonging to these strata (Pritchard and Rosenberg 1999; Pritchard et al. 2000; Satten et al. 2001; Zhu et al. 2002) . Another approach is genomic control (GC) (Devlin and Roeder 1999; Bacanu et al. 2000; Devlin et al. 2001; Reich and Goldstein 2001; Zheng et al. 2005) , which adjusts the variance of the Cochran-Armitage trend test by use of data from null loci. Here, we focus on developing a robust GC test.
In case-control studies, the Cochran-Armitage (CA) trend tests are preferred to the allele-based test, as they are valid when Hardy-Weinberg equilibrium (HWE) does not hold. Furthermore, the two types of tests are asymptotically equivalent under HWE (Sasieni 1997) . To apply the CA trend test, increasing scores are assigned a priori to the genotypes. Thus, the trend statistic is a function of scores. The choice of scores depends on the underlying genetic model-for example, recessive, additive, or dominant (Sasieni 1997; Zheng et al. 2003 )which is a typical problem in the application of trend tests (Graubard and Korn 1987) . The GC developed by Devlin and Roeder (1999) was based on the trend test with scores optimal for the additive model. Zheng et al. (2005) studied GC for recessive and dominant models. For many complex diseases, the underlying genetic models are usually unknown, and a single trend test for casecontrol studies may lose substantial power when the model is misspecified (Freidlin et al. 2002) . Thus, an (Gastwirth 1966) having fairly high power across a set of models should be useful. Here, we show that the usual x 2 test of general association (GA) between the disease and the marker is robust and can be modified to account for population stratification. This test is widely used in genetic data analysis and is also supported by many existing software packages (Weir 1996; Sham 1998; Gibson and Muse 2004) . The GC method adjusts the variance of a trend test by estimating the variance inflation caused by population stratification by use of the null loci. It is not directly applicable to the GA test statistic, which has a complicated variance-covariance matrix. A direct adjustment at the scale level may not be applicable. To circumvent this problem, we express the GA test in terms of two CA trend tests. Then, adjusting each CA trend test by the usual GC method provides the adjustment of the GA test.
Consider a genetic marker with two alleles M and N with frequencies p and , respectively, where q p 1 Ϫ p M is a disease-associated allele, referred to as the "risk allele." The genotype distributions of case-control data are displayed in When the genetic model is known, a more powerful and directed test is the CA trend test (Agresti 1990 ). To apply this CA trend test, increasing scores are (0,x,2) assigned to three genotypes , respectively, (NN,NM,MM) where . The trend test can be written (Sasieni 0 р x р 2 1997) as
where . For a given x,
totically follows a standard normal distribution under . Thus, the null hypothesis is rejected when
1Ϫa/2 specified a priori. For recessive, additive (multiplicative), and dominant models, the respective values of optimal x are 0, 1, 2. From equation (1), it follows that the trend test is invariant to a linear transformation of x-Z(x) that is, the scores and yield the same (0,x,2) (0,x/2,1) trend test. Thus, a general model can be expressed as , where and the optimal
is not robust to a misspecification of the Z(x) genetic model.
The GC of Devlin and Roeder (1999) is based on , the optimal test for the additive model. When the Z(1) population is stratified, they considered the test statistic , which follows x 2 distribution 2 2Ẑ
(1) p Z (1)/l(1) * with 1 df ( ), where is the variance inflation factor 2 x l (1) 1 that can be estimated using the null loci. Let the trend test , calculated on c null loci, be denoted as Z (1) , which are realizations of a random var-Z (1), … ,Z (1) showed that the idea can be applied to the optimal tests for the recessive and dominant models. Also, we assume that the minor-allele frequencies of null loci are close to that of the marker (Reich and Goldstein 2001) .
A robust test that does not depend on the underlying with no population stratification ( ), and two-F p 0 sided with 10,000 replications for power a p 0.05 and 100,000 for type I error. In all models, the baseline penetrance . (table 1) , which is given by 2 # 3 n r n r n r 
the likelihood function is proportional to
The null hypothesis of no association is H : is a consistent estimator of the null correlation between and (appendix A). Note that is approxi-
when there is no population stratification. 2 x 2 To adjust for possible population stratification, we can apply GC to equation (3) by replacing and Z(0) Z(2) by and , respectively, and by , which iŝ Z (0) Z (2) r r * * * estimated using null loci. The resulting test statistic will be referred to as the "robust genomic control" the RGC test is a function of the adjusted optimal test statistics for the two extreme genetic models, recessive and dominant, is not surprising, since the optimal tests for the "extreme" models are components of nearly all efficiency-robust tests (Gastwirth 1966 (Gastwirth , 1985 .
To evaluate the performance of the proposed genotype-based x 2 test, we conducted simulation studies and estimated empirical power and type I error for three trend tests , , and and the RGC test Z (2) Z (1) Z (0) * * * under a range of underlying conditions and genetic * T 2 models. For comparison, we also applied the GC adjustment to the 2-df x 2 test statistic (eq. [3]). This modified GA test is denoted as . The SAS macro running * * T 2 the simulations is available on request. In the simulations, we assumed that the candidate gene and the null loci have the same minor-allele frequency. Our simulations follow an algorithm similar to that of Roeder (1999), Bacanu et al. (2000) , and Zheng et al. (2005) , which assumes that each subpopulation is in HWE. We specified the minor-allele frequency p, the Wright's coefficient of inbreeding F, the penetrances , f 0 , and under various genetic models, the sample sizes f f , and the number of null loci c used to esk p 1, … ,m timate variance inflation factors. In step 1, the allele frequency was generated for the kth subpopulation p k from the beta distribution, , Beta[(1 Ϫ F)p/F,(1 Ϫ F)q/F] for . In step 2, for individuals from the kth k p 1, … ,m subpopulation, two alleles were drawn at random from the binomial distribution to create a genotype at (2,p ) k the candidate allele locus. Disease status was randomly generated conditional on the number, i, of candidate alleles in the genotype by use of the Bernoulli distribution with parameter . The process continued until f a i k cases and controls were obtained. In step 3, genotypes b k for each of c null loci were generated using the same beta-binomial algorithm as above. The statistics Z (j) k ( ) at the kth locus ( ) were calcu-j p 0,1,2 k p 1, … ,c lated, and the variance inflation factors, , were es-l(j) timated as . , where was used in place of in equationT /l(T ) r r 2 2 *
(3). 
