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Re´sume´
Les performances des codeurs d’images fixes ne sont plus
uniquement e´value´es a` l’aide des courbes de´bit-distorsion.
Les services fournis sont e´galement un crite`re de choix.
Dans cet article, nous proposons d’inte´grer dans un co-
deur d’images multire´solution offrant des performances
supe´rieures a` l’e´tat de l’art avec et sans perte, un sche´ma
de protection de contenu. L’utilisation judicieuse du flux
binaire ge´ne´re´ par le codeur permet d’obtenir ce service a`
couˆt nul. Des e´le´ments tant the´oriques que pratiques sont
avance´s pour justifier l’emploi de ce sche´ma de protection.
Mots clefs
Protection de donne´es, codage d’image avec et sans perte,
multire´solution.
1 Introduction
L’e´volution re´cente des codeurs d’images fixes montre
pleinement leur efficacite´. Qu’ils soient normalise´s (JPEG
2000) ou issus de laboratoires de recherche, leurs per-
formances en terme de courbe de´bit–distorsion sont
meilleures que celles des codeurs de la ge´ne´ration
pre´ce´dentes (JPEG, par exemple). Ceci est e´galement vrai
pour les codeurs sans perte.
Said avait re´sume´ en 1999 [1] les caracte´ristiques qu’il
conside´rait comme souhaitables pour un sche´ma de codage
d’images fixes, a` savoir :
– scalabilite´ ;
– flexibilite´ et adaptabilite´ ;
– re´gulation automatique du de´bit et controˆle de la qualite´ ;
– unicite´ de l’algorithme ;
– de´codage de re´gions d’inte´reˆt ;
– faible complexite´ ;
– compression efficace ;
– re´sistance aux erreurs ;
– bonne qualite´ visuelle.
Les proprie´te´s e´nonce´es concernent pricipalement les qua-
lite´s du codage de l’image, l’ade´quation a` la bande passante
disponible et la facilite´ de mise en œuvre.
Depuis, l’Internet haut de´bit, le faible couˆt des supports
de reproduction, la prise en compte des droits de la pro-
prie´te´ intellectuelle et la gestion de la se´curite´ introduisent
de nouvelles demandes pour les sche´mas de codage. Un
codeur ne doit plus seulement eˆtre bon en terme de courbe
de´bit-distorsion, il doit e´galement fournir des services
supple´mentaires.
Ces services concernent, entre autres, la protection du
contenu et l’insertion de donne´es cache´es. D’une part, la
protection du contenu consiste principalement a` garan-
tir l’inte´grite´ des donne´es et a` masquer le contenu. Les
me´thodes habituelles utilise´es a` ces effets sont respective-
ment le hachage [2] et le chiffrement [3]. D’autre part, l’in-
sertion de donne´es cache´es vise soit a` prote´ger les droits de
l’image, soit a` enrichir le document avec des me´tadonne´es.
Les techniques respectives peuvent eˆtre le tatouage [4] et
la ste´ganographie.
Masquer le contenu d’une image est le plus souvent ef-
fectue´ via le chiffrement de tout ou partie de l’image. Ce
chiffrement peut se faire dans le domaine direct ou le do-
maine transforme´ [5]. L’ide´e est donc d’interdire la visua-
lisation de tout ou partie de l’image en l’absence d’autori-
sation (la clef de chiffrement).
Cet article propose d’utiliser directement une partie du flux
binaire ge´ne´re´ par le codeur LAR pour garantir la protec-
tion du contenu de l’image. Multire´solution, scalable en
de´bit et en distorsion, avec et sans perte, en niveaux de
gris ou en couleurs, ce codeur pre´sente des performances
au-dela` de l’e´tat de l’art.
Le pre´sent document s’articule comme suit : une
pre´sentation succinte de la famille de codeurs LAR (sec-
tion 2) et une analyse de´taille´e du flot binaire associe´e
(section 3) permettent de de´finir une me´thode de protec-
tion du contenu (section 4). Le raisonnement est suivi
d’e´le´ments de justification the´orique permettant d’e´valuer
la pertinence de la me´thode (section 5). Enfin, quelques
re´sultats expe´rimentaux valident l’ensemble (section 6).
2 La famille des codeurs LAR
La famille des codeurs LAR (Locally Adaptive Resolu-
tion) adapte la re´solution locale en fonction de l’activite´
de l’image. `A une luminance localement uniforme corres-
pond une re´solution re´duite. `A l’oppose´, une activite´ lo-
cale importante implique une re´solution e´leve´e. En outre,
le sche´ma global de codage conside`re une image I comme
e´tant la superposition de deux composantes : I = I¯ + I˜ .
Ainsi, I¯ est une information globale tandis que I˜ repre´sente
la texture.
L’image globale est obtenue a` partir d’un partitionnement
quadtree par blocs carre´s en utilisant un gradient morpholo-
gique comme crite`re d’activite´. Un simple seuil d’activite´
sert de principal parame`tre. On appellera ce partitionne-
ment partition LAR. `A chaque bloc de cette partition est
associe´ la valeur moyenne du bloc. La composition des
deux fournit l’image I¯ . Cette image constitue´e de plateaux
constants de taille variable est nomme´e image plate (flat
LAR).
(a) image originale (b) partition LAR
Figure 1 – Exemple de partition LAR
Les diffe´rents codeurs LAR utilisant cette ide´e sont
soit plats soit hie´rarchiques. Ils diffe`rent e´galement par
la manie`re d’encoder la texture, avec des approches
pre´dictives, dans le domaine direct ou transforme´. Un pa-
norama complet est disponible dans [6] et [7]. Les re´sultats
en terme de qualite´ de codage sont probants comme le
montrent [8], [9] et [10].
Dans la suite de l’article, nous prendrons comme outil le
codeur hie´rarchique Interleaved S+P[10] comme base de
travail. Par simplicite´, nous l’appellerons LAR-H. La figure
2 donne un aperc¸u graphique de son fonctionnement.
La superposition de l’image plate et de la texture se re-
trouve au niveau du codeur. Une premie`re passe, a` gauche
sur la figure 2, assure la construction de l’image plate pour
un niveau de re´solution donne´e. La seconde passe consiste
a` ajouter la texture par niveau, jusqu’au niveau souhaite´.
Ce proce´de´ permet d’aller graduellement d’un codage avec
pertes vers un codage sans perte.
ajout de la texture
par niveau
niveau 1
niveau 2
niveau 0
image compressée
sans perte(image des carrés)
image plate LAR basse résolution
niveau 1
niveau 2
Figure 2 – Fonctionnement du codeur LAR-H
3 Description d’un flux binaire
LAR-H
Cette section de´crit succintement un flux binaire LAR-H.
Ce flux comporte trois composantes entrelace´es :
– le codage de la partition LAR ;
– le codage de l’image plate ;
– l’ajout de la texture.
La composante nous inte´ressant particulie`rement est la par-
tition LAR. Nous pre´cisons donc la fac¸on de la repre´senter.
3.1 Codage de la partition LAR
Le codage de la partition quadtree LAR se fait classique-
ment a` partir d’une partition uniforme au plus haut niveau.
`A chaque passage au niveau infe´rieur, un bit transmis in-
dique si le bloc est a` de´couper. Ce codage est donc de type
conditionnel. Le balayage se fait selon les lignes. La figure
3 donne un exemple pour lequel le flux binaire est le sui-
vant : 0111 pour le passage entre le premier et le deuxie`me
niveau, 0100 1000 0111 pour le passage entre le deuxie`me
et le troisie`me niveau.
(a) Premier niveau (b) Deuxième niveau (c) Troisième niveau
Figure 3 – Codage de la partition LAR
3.2 Structure du flux binaire LAR-H
Le flux binaire LAR-H est scinde´ en deux. D’une part la
partie permettant de reconstituer l’image plate au niveau
de re´solution souhaite´ (passe 1) et d’autre part, la partie
ajoutant la texture a` l’image plate (passe 2). La figure 4
pre´sente le de´tail du flux. Dans chaque partie, le flux est
de´compose´ en sous-flux, un par niveau. Chaque sous-flux
de la passe 1 comprend le flux de la partition LAR (cf. 3.1)
et le flux de construction de l’image plate.
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niveau 2
codeur flat LAR codage texture
niveau 2 etc
textures par niveau
niveau 1 niveau 1
image plate
partition LAR
niveau 0 plat
Figure 4 – Flux binaire LAR-H
3.3 Influence des erreurs du quadtree sur les
images reconstruites
Le flux binaire LAR-H est sensible aux erreurs faites dans
le de´codage de la partition LAR. La figure 5 pre´sente les
effets de deux types d’erreurs diffe´rentes. La premie`re est
une erreur faite sur la taille d’un bloc au plus haut niveau
de la partition LAR. L’effet de l’erreur se propage a` toute
l’image. La deuxie`me consiste, en l’absence de la partition
LAR, a` utiliser comme a priori une partition uniforme.
Deux remarques peuvent eˆtre formule´es. D’abord, sans une
parfaite connaissance de la partition LAR, une seule er-
reur est interdite, l’image reconstruite est tre`s e´loigne´e de
l’image originale. Un sche´ma de protection par redondance
du flux binaire LAR est propose´ dans [11]. Ensuite, faire
l’hypothe`se d’une partition LAR uniforme au niveau le
plus haut ne permet pas d’obtenir une image reconstruite
de bonne qualite´.
(a) erreur sur le premier bloc (b) en considérant une grille
du niveau le plus haut (16x16) uniforme (16x16)
Figure 5 – Influence des erreurs du quadtree
4 Un sche´ma de masquage du
contenu
Les sections 2 et 3 pre´sentent un codeur qui de´corre`le
deux informations : une image plate de´rivant de la parti-
tion LAR et la texture associe´e. La section 3.3 montre l’ef-
fet d’une connaissance incomple`te de la partition LAR sur
les images reconstruites.
La partition LAR peut eˆtre utilise´e pour masquer le contenu
de l’image code´e, e´ventuellement par niveau. Le sche´ma 6
de´taille cette me´thode. L’ide´e est d’oˆter du flux binaire tout
ou partie du flux correspondant a` la partition LAR.
Codeur LAR
flux binaire plat + texture
Décodeur LAR
d’autorisation
Système
flux binaire
partition LAR
par niveau
niveau 1
niveau 2
niveau 3
Figure 6 – Proposition de sche´ma de masquage d’image
par niveaux
Cette me´thode diffe`re des techniques de chiffrement ha-
bituellement propose´es. Le sche´ma de masquage inte´gre´
au codeur LAR permet d’autoriser la re´cupe´ration d’une
image a` diffe´rents niveaux de re´solution.
Comment de´montrer que la reconstruction de l’image sans
connaitre la partition LAR est difficile ? Cette question
ame`ne quelques pistes :
– montrer que le nombre de partitions est grand ;
– montrer que, connaissant la partition a` un niveau de
re´solution donne´, il est difficile de trouver celle du ni-
veau suivant ;
– montrer que la corre´lation restant entre le flux binaire
de la partition et les flux binaires de l’image plate et de
textures est faible.
La section 5 pre´sente quelques re´sultats the´oriques sur le
nombre de partitions LAR (section 5.1) et sur le passage
d’un niveau a` l’autre de la partition (section 5.2).
5 ´Etude the´orique
5.1 Nombre de partitions LAR
Soit une image I de M lignes et N colonnes avec S =
M × N pixels. Chaque pixel est repre´sente´ par q bits et
peut donc prendre Q = 2q valeurs diffe´rentes.
QP[LT ..LB](I) est une partition quadtree de l’image I avec
des blocs de tailles allant de LT × LT pour le niveau le
plus haut (premier niveau) a` LB × LB pour le niveau le
plus bas (dernier niveau).
∣
∣
∣QP[LT ..LB](I)
∣
∣
∣ est le nombre
de partitions quadtree par blocs possibles pour une image
I .
Soient lT = log2 LT , lB = log2 LB et l = lT − lB + 1
le nombre de niveaux dans la partition quadtree, ou par-
tition LAR. On note Ω[LT ..LB] le nombre de partitions
LAR possibles sur un bloc de taille LT ×LT . ω[LT ..LB] =
log2 Ω
[LT ..LB] est donc le nombre de bits ne´cessaires pour
coder cette partition quadtree.
Pour illustrer notre propos, nous conside´rons une image
256 × 256 sur 8 bits avec une partition LAR QP[32..2] sur
5 niveaux.
Le nombre de partitions quadtree Ω[LT ..LB] est lie´ a` la
fonction re´cursive Φ comme suit :
Φ(0) = 1
Φ(n) = 1 + Φ4(n− 1) (1)
En fait, Ω[LT ..LB] = Φ(l − 1). Le tableau 1 donne
les premie`res valeurs de Φ(n). Il est a` remarquer
que log2 Φ(n) est le nombre de bits ne´cessaires pour
repre´senter la valeur de Φ(n). Pour n > 0, Φ(n) peut eˆtre
approche´ grossie`rement par Φa(n) = 2(4
n−1)
. Ceci e´tablit
un couˆt de codage du quadtree C(QP[LT ..LB]) a` 4l−2 bits
par bloc LT × LT .
n Φ(n) log2 Φ(n) Φa(n)
0 1 0 1
1 2 1 2
2 17 4.09 24
3 83522 16.35 216
4 4.86× 1019 65.40 264
Tableau 1 – Φ(n) et Φa(n) pour les premie`res valeurs de n
Pour notre exemple, Ω[32..2] = 4.86 × 1019 et il faut jus-
qu’a` 65.40 bits pour coder la partition quadtree sur un bloc
32× 32.
Le nombre de partitions LAR pour l’image entie`re I est
simplement calcule´ en conside´rant que chaque bloc de
taille LT ×LT contient une partition quadtree QP[LT ..LB].∣
∣
∣QP[LT ..LB](I)
∣
∣
∣ est alors donne´ par :
∣
∣
∣QP[LT ..LB](I)
∣
∣
∣ = Φ(l − 1)
MN
L2
T (2)
Le couˆt de codage est souvent exprime´ en bit par pixel
(bpp). Ce couˆt est donne´ par :
log2 Φ(l − 1)
L2T
(3)
En continuant avec notre exemple,
∣
∣
∣QP[32..2](I)
∣
∣
∣ ≈ 24186.
Cela indique que le couˆt de codage sera au maximum de
4186 bits soit 0.064 bpp.
5.2 Passage d’un niveau a` un autre dans la
partition LAR
Il s’agit de re´pondre a` la question suivante : connaissant
la partition LAR a` un niveau donne´, sachant le nombre de
blocs a` de´composer, combien y-a-t’il de partitions LAR de
niveau suivant ?
La partition initiale, en blocs de taille maximale LT × LT
est toujours la meˆme. Il y a b = MN
L2
T
blocs diffe´rents. Parmi
ces blocs, d seront de´coupe´s en blocs de taille infe´rieure.
Le nombre de partitions LAR de passage, PLT est donc
une combinaison :
PLT = C
d
b ≈ 2
bH2(
d
b
)
avec H2(p) = −p log2(p)− (1− p) log2(1− p) l’entropie
binaire. La figure 7 pre´sente le trace´ de H2(p). En tenant
compte de 0 ≤ H2(x) ≤ 1, de 0 ≤ db ≤ 1 et H2(x)
maximale pour x = 0.5, il vient :
0 ≤ PLT ≤ 2
b
et PLT maximale pour d = b2 . En fait, si ze´ro ou tous les
blocs sont a` de´couper, il n’y a aucune difficulte´ a` retrouver
la partition suivante. En revanche, si le nombre de blocs a`
de´couper est proche de la moitie´ des blocs, le nombre de
partitions possibles est de l’ordre de 2b.
En reprenant notre exemple canonique, b = 5122/322 =
256 et 0 ≤ P32 ≤ 2256. Un calcul identique peut e´galement
eˆtre fait entre deux niveaux quelconques de la partition
LAR.
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Figure 7 – Fonction entropie binaire H2(p)
5.3 Remarques
La section 5.1 montre le grand nombre de partitions LAR
possibles sur une image. Deux remarques viennent nuancer
ce re´sultat.
La premie`re concerne le re´sultat de l’e´quation (2). Ce
re´sultat repose sur l’hypothe`se que les blocs d’une image
sont inde´pendants. Ce qui implique que le couˆt de codage
fourni par (3) est un couˆt maximal. La pre´sence d’une
corre´lation entre blocs fera baisser l’entropie du flux bi-
naire ge´ne´re´ et donc le couˆt de codage. L’expe´rimentation
pre´sente´e a` la section 6 montre que l’entropie restante est
toujours importante.
La deuxie`me remarque indique que l’espace des images est
toujours beaucoup plus grand que l’ensemble des partitions
LAR. Dans l’exemple utilise´, chaque pixel est repre´sente´
par 8 bits, mais le couˆt maximum de codage de la partition
LAR est de 0.064 bit. Ceci explique que la partition LAR
ne peut pas servir d’identifiant unique pour une image,
comme clef de hachage par exemple. En effet, nombre
d’images diffe´rentes partagent la meˆme partition LAR.
La section 5.2 indique que le nombre de partitions d’un
niveau au suivant de´pend fortement de la proportion de
blocs a` de´couper. Si cette proportion est proche de 1/2,
le nombre de partitions est immense´ment grand. Par
contre, pour une proportion e´loigne´e de 1/2, ce nombre
peut eˆtre re´duit a` 1. Valider ce re´sultat revient a` ve´rifier
expe´rimentalement la proportion de blocs a` de´couper.
6 Experimentations
6.1 Pre´sentation des re´sultats
Les images utilise´es pour l’expe´rimentation sont lena,
airplane, baboon, goldhill, man, pepper et
woman, toutes de taille 512× 512 et code´es sur 8 bits. Les
partitions LAR sont de type QP[64..2] soit au moins 6 ni-
veaux dans la pyramide. Dans ce cas, l’entropie maximale
pour la partition LAR est de 0.06387 bpp.
La figure 8 montre l’influence du seuil d’activite´ sur l’en-
tropie de la partition LAR. En effet, le seuil pilote le
processus de de´coupage en quadtree. Plus pre´cisement,
lorsque le seuil augmente, le nombre de re´gions diminue,
avec des blocs de taille plus grande. La valeur du seuil est
fixe´e par de´faut a` 30 (sur une e´chelle de 256 niveaux de
gris).
Evolution of the quadtree entropy vs. threshold
threshold
quadtree entropy [bpp]
0 50 100 150 200 250 300
0.00
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0.02
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0.05
0.06
0.07
Figure 8 – Entropie de la partition LAR en fonction du seuil
d’activite´
Pour les images de l’expe´rimentation, l’entropie de la par-
tition LAR reste au-dessus de 0.03 bpp (environ la moitie´
du couˆt de codage) pour une large plage de seuil. Avec une
telle entropie pour la partition LAR et en prenant une image
de taille 512×512, l’entropie de la partition LAR est d’en-
viron 7864 bits pour toute l’image. Ainsi, le nombre de
partitions LAR possible est de l’ordre de 27864 ≈ 102367.
Meˆme si de´coder un flux binaire ne prenait que 1µs, une
attaque de type brute force ne serait pas envisageable.
`A l’inverse, si la protection de l’image devait durer 100 ans,
c’est-a`-dire 3.156 × 109s, l’entropie que devrait avoir la
partition LAR ne devrait eˆtre que de 51.5 bits, soit 0.0002
bpp, toujours pour une image 512× 512.
La figure 9 montre l’influence du nombre de blocs sur l’en-
tropie de la partition LAR. Le graphe a l’allure de la fonc-
tion entropie binaire H2(p) comme sur la figure 7. Cela
de´montre bien que l’entropie de la partition LAR est maxi-
male lorsque le nombre de blocs est e´gal a` la moitie´ du
nombre maximal de blocs possible.
entropy vs. number of blocks
#blocks
entropy [bpp]
0 10000 20000 30000 40000 50000 60000 70000
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Figure 9 – Entropie de la partition LAR en fonction du
nombre de blocs
Comme la partition LAR est transmise progressivement
(cf. section 3.1), l’entropie de chaque niveau de la parti-
tion est calcule´e et le tableau 2 pre´sente les re´sultats ob-
tenus lorsque le seuil vaut 30. L’entropie du premier ni-
veau est nulle en l’absence de blocs de taille 64× 64 dans
la partition LAR. Le second niveau posse`de une entropie
d’environ 50 bits qui peut eˆtre suffisante pour fournir une
protection raisonnable de l’image. De plus, l’entropie aug-
mente avec la diminution de la taille des blocs, rendant la
reconstruction de l’image sans la partition LAR plus diffi-
cile. L’image airplane fait exception, les 17 bits d’en-
tropie e´tant insufisants. Dans tous les cas, le niveau le plus
haut de la partition LAR peut eˆtre de´code´, ne fournissant
qu’une image de tre`s basse re´solution avec une grande dis-
torsion.
Un dernier re´sultat expe´rimental concerne le nombre de
partitions LAR possibles en passant d’un niveau a` l’autre
(cf. section 5.2). Le tableau 3 montre le nombre P32 de
partitions LAR possibles a` partir du de´codage du niveau
de taille 32× 32. Mis a` part l’image baboon qui pre´sente
beaucoup de petits blocs (cf. tableau 2), P32 est assez e´leve´
image 64× 64 32× 32 16× 16 8× 8 4× 4
lena 0 61 656 2916 8886
airplane 17 175 601 1922 7243
baboon 0 0 21 1647 10356
goldhill 0 65 218 2659 12218
man 0 35 466 2824 11014
pepper 0 41 667 3148 8245
woman 0 86 560 2810 9483
Tableau 2 – Entropie des niveaux de la partition LAR en
[bits] pour des images de 512× 512
pour toutes les autres images.
image P32
lena 2.79× 1017
airplane 2.23× 1051
baboon 1
goldhill 6.24× 1018
man 8.81× 109
pepper 3.69× 1011
woman 1.01× 1025
Tableau 3 – Nombre de partitions P32 du passage du niveau
du haut au suivant
6.2 Discussion des re´sultats
La section 5.3 proposait quelques pistes
d’expe´rimentations. Celles-ci mettent en e´vidence
deux choses. La premie`re est que le nombre de partitions
LAR possibles pour des images naturelles est tre`s grand.
La seconde est que, meˆme en connaissant la partition LAR
pour un niveau donne´, il reste tre`s difficile, pour ne pas dire
impossible, de de´terminer la partition LAR pour le niveau
suivant. Ainsi, la partition LAR apparaıˆt comme un outil
potentiellement utilisable pour effectuer une protection du
contenu de l’image, avec un fonctionnement par niveaux.
De plus, l’adaptation du seuil d’activite´ semble eˆtre le
moyen de choisir le niveau de protection souhaite´.
7 Conclusion et perspectives
Cet article pre´sente quelques re´sultats sur l’inte´gration
dans un codeur d’images fixes avec et sans perte d’un
me´canisme de protection de contenu. Ce me´canisme utilise
une partie du flux binaire ge´ne´re´ par le codeur, sans couˆt
additionnel. Il autorise des niveaux diffe´rencie´s d’acce`s au
contenu d’images code´es avec un outil dont les perfor-
mances, tant en sans perte que avec pertes, sont au-dela
de l’e´tat de l’art.
Le partitionnement LAR autorise a` valider d’un point
de vue the´orique les bonnes proprie´te´s de protec-
tion de contenu de la me´thode. Les premiers re´sultats
expe´rimentaux indiquent la faisabilite´ de l’ensemble.
D’autres travaux doivent suivre, notamment la recherche
de vulne´rabilite´ de la me´thode et la ve´rification de la faible
corre´lation entre le flux de la partition LAR et les flux co-
dant l’image plate et de la texture. L’essentiel de la the´orie
dans ce domaine est inexistant, et l’expe´rimentation qui lui
correspond est lourde.
Une application de ce travail est la mise en œuvre d’un
syste`me se´curise´ d’archivage pour des images d’art haute
re´solution. Cette banque nume´rique d’images fournira un
acce`s a` ses fonds de manie`re se´lective, avec diffe´rentes
qualite´s d’image. Le projet TSAR1 (Transfert Se´curise´
d’image d’Art haute-Re´solution) a pour objectif l’implan-
tation d’un tel syste`me d’archivage.
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