The data processing inequality states that the quantum relative entropy between two states can never increase by applying the same quantum channel to both states. This inequality can be strengthened with a remainder term in the form of a distance to the closest recovered state whereas the action of the channel is perfectly reversed on the second state. We show the existence of an explicit recovery map that is universal in the sense that it only depends on the second state and the quantum channel to be reversed. 1 We assume that the set Q(A) is such that supp(ρ) ⊆ supp(σ) for all ρ ∈ Q(A).
Introduction
Suppose that an experiment, depending on an unknown parameter θ ∈ Θ, is described by classical probability distributions ν θ on a sample space (X, Ω). A statistic, i.e., a measurable map N : (X, Ω) → (Y, Σ) is called sufficient with respect to Θ [8] , if the conditional probability does not depend on θ, i.e., if there exists a probability distribution ν on (X, Ω) such that ν θ X| N (X) = ν X| N (X) for all θ ∈ Θ .
In such a case, N (X) contains the same information about the parameter θ ∈ Θ as X does. This concept has been generalized to the quantum setup [25, 26, 23, 16] . For two Hilbert spaces A and B, let S(A) denote the set of density operators on A and let TPCP(A, B) be the set of trace-preserving completely positive maps from A to B. Let Q(A) denote some subset of S(A). A quantum channel N ∈ TPCP(A, B) is called sufficient (or reversible) with respect to Q(A), if there exists a recovery map R ∈ TPCP(B, A) such that (R • N )(ρ) = ρ for all ρ ∈ Q(A) .
(
The data processing inequality (also known as monotonicity of the relative entropy) states that the relative entropy between two states ρ and σ -defined as D(ρ σ) := tr(ρ(log ρ−log σ)) if supp(ρ) ⊆ supp(σ) and +∞ otherwise -is non-increasing under physical evolutions [22, 35] , i.e., D(ρ σ) ≥ D(N (ρ) N (σ)), where N is a quantum channel. This fundamental property has many applications in quantum information theory and is closely related to the sufficiency of N . As shown in [25, 26, 16, 17] , for a given σ ≥ 0 a quantum channel N ∈ TPCP(A, B) is sufficient with respect to Q(A) if and only if D(ρ σ) = D(N (ρ) N (σ)) for all ρ ∈ Q(A). 1 Furthermore, it is known that the data processing inequality holds with equality if and only if there exists a recovery map R ∈ TPCP(B, A) that simultaneously reverses the action of the physical evolution N on both states [25, 26, 27] , i.e., (R • N )(ρ) = ρ and (R • N )(σ) = σ. In particular, the recovery map can be taken as the Petz recovery map (also known as the transpose map), that is,
where N † denotes the adjoint map of N . (Following the standard convention, σ −1 is defined to be the inverse of σ, when σ is considered as an operator acting only on the support of σ.) The concept of sufficient statistics can be made robust. A quantum channel N ∈ TPCP (A, B) is ε-sufficient with respect to Q(A) if there exists a recovery map R ε ∈ TPCP(B, A) such that [15] 
for some ε ∈ [0, 1]. Together with the case ε = 0 discussed above, this motivates the question if there exists a refined version of the data processing inequality in terms of recoverability [37] , which would serve as an alternative characterization of approximate sufficient statistics. An inequality that is closely related to the monotonicity of the relative entropy is the strong subadditivity of quantum entropy [19, 20] , which ensures that for any tripartite state ρ ABC ∈ S(A ⊗ B ⊗ C) the conditional mutual information is non-negative, i.e., I(A : C|B) := H(AB)+ H(BC)− H(ABC)− H(B) ≥ 0, where H(A) := −tr(ρ A log ρ A ) denotes the von Neumann entropy. This inequality has been strengthened recently with a remainder term in the form of a distance to the closest recovered state. It was shown in [7] , that for any density operator ρ ABC there exists a trace-preserving completely positive map (the recovery map) R B→BC such that 2
In particular, R B→BC can be taken as a rotated Petz recovery map, i.e., a trace-preserving completely positive map of the form
where V BC and U B are unitaries on B ⊗ C and B, respectively. The result of [7] , whose proof is based on de Finetti type arguments and properties of Rényi entropies, has been extended and generalized in various ways. In [4] , based on state redistribution protocols and de Finetti type arguments, it was shown that the fidelity term can be replaced by a measured relative entropy, which is never smaller than the fidelity term, i.e.,
The measured relative entropy is defined as the supremum of the relative entropy with measured inputs over all positive operator-valued measures (POVMs) M = {M x }, i.e.,
where {|x } is a finite set of orthonormal vectors. We note that the tighter bound from [4] came at the cost of losing all information about the structure of the recovery map. In [32] , it was shown that there exists a recovery map both satisfying (7) and possessing a universality property, in the sense that it only depends on the marginal ρ BC . Furthermore, for a linearized version of (5) it was shown that the recovery map has the form of a rotated Petz recovery map with commuting unitaries, i.e., a recovery map of the form in (6) where V BC and U B commute with ρ BC and ρ B , respectively. In view of approximate sufficiency of quantum channels discussed above, it would be helpful to have a generalization of (5) in terms of relative entropies. This has been established in [36] with a proof technique 2 The fidelity of ρ and σ is defined by F (ρ, σ) :
based on the notion of a Rényi generalization of a relative entropy difference [30] and Hadamard's three line theorem. It was shown that for any two states ρ and σ with supp(ρ) ⊆ supp(σ) and any channel N there exists a recovery map R such that (R • N )(σ) = σ and
Furthermore, the recovery map was shown to be a rotated Petz recovery map with unitaries U and V in the algebra generated by σ and N (σ), respectively. Very recently, another different proof technique was found [33] , based on the concavity and monotonicity of the operator logarithm, which shows that there exists a recovery map R such that
The recovery map was shown to be a convex combination of rotated Petz recovery maps with unitaries U and V in the algebra generated by σ and N (σ), respectively, and therefore satisfies (R • N )(σ) = σ. Neither in [36] nor in [33] could the recovery map satisfying (9) and (10), respectively, be shown to be universal, in the sense that it is independent of ρ. In this article, we show that for separable (not necessarily finite-dimensional) Hilbert spaces there exists an explicit, universal recovery map R σ,N that fulfills (9) and only depends on σ and N . In addition, we show that there exists a universal recovery map that satisfies (10) for finite-dimensional Hilbert spaces. We note that by the Fuchs-van de Graaf inequality [9] the fidelity can be transferred into a trace distance term such that (9) and (11) provide alternative characterizations for approximate sufficient statistics.
Result. We show that for any non-negative operator σ and for any channel N there exists an explicit and universal recovery map R σ,N that satisfies (R σ,N • N )(σ) = σ such that
for all density operators ρ such that supp(ρ) ⊆ supp(σ). We refer to Theorem 2.1 for a more precise statement.
Rotated and twirled Petz recovery map. We next introduce two classes of recovery maps of the form of rotated (or twirled) Petz recovery maps in order to derive an explicit recovery map that satisfies (12) . In [36] , for t ∈ R the following rotated version of the Petz recovery map (given in (3)) has been introduced
A less specific form of rotated Petz recovery maps is given by
where U and V denote unitaries that commute with N (σ) and σ, respectively. Let U σ,A be the set of unitaries on A that commute with σ. For any σ ∈ P(A) and N ∈ TPCP(A, B) we denote the convex hull of rotated Petz recovery maps by
We note that the rotated Petz recovery map R U,V σ,N is trace non-increasing and completely positive. 
where
with R t σ,N (·) defined in (13) and β 0 a probability density function on R defined by (15) , such that for all
We note that the measured relative entropy is a quantity that satisfies several desirable properties (see, e.g., [32, Lemma B.3] ). Therefore the bound in (20) can be particularly helpful when it is used as a proof tool (see, e.g., Corollaries 5.2 and 5.3). Furthermore, as discussed in [4] the right-hand side of (20) can be substantially larger than (21) . 2. Perfect reconstruction of σ from N (σ). The recovery map satisfies (R σ,N • N )(σ) = σ. This is clear from the fact that any rotated Petz map of the form in (13) perfectly recovers σ [36] , and thus so does any convex combination of these maps. Alternatively, as the recovery map predicted by Theorem 2.1 that satisfies (17) is universal, the assertion follows by choosing ρ = σ.
3. Normalization. In case N = I, where I denotes the identity map, we have R σ,N (·) = Π σ (·)Π σ , i.e., if σ has full support the recovery map is equal to the identity channel. This follows directly by [36, Section 4.1] and by definition of the recovery map R σ,N (·).
4.
Stabilization. For any σ ∈ P(A), any N ∈ TPCP(A, B) and any reference system E, we have R σ⊗idE ,N ⊗IE (·) = R σ,N ⊗ I E (·). This follows by combining [36, Section 4.2] together with the normalization property discussed above. Figure 1 : This plot depicts the probability density β 0 defined in (19) as a function of t ∈ R. We see that it is peaked around t = 0 which corresponds to the Petz recovery map, i.e., R t=0 σ,N = P σ,N .
3 Proof of Theorem 2.1
Step 1: Proof for finite-dimensional Hilbert spaces
In this step we assume that the Hilbert spaces A and B are finite-dimensional. We note that we will prove a slightly stronger version of Theorem 2.1 that by concavity of the logarithm and the fidelity immediately implies Theorem 2.1.
Stronger version of Theorem 2.1. For any σ ∈ P(A), any ρ ∈ S σ (A) and any N ∈ TPCP(A, B) we have
where R t σ,N (·) is defined in (13) and the probability density function β 0 (t) := π 2 (cosh(πt) + 1) −1 . Remark 3.1. Inequality (22) implies that for any σ ∈ P(A), ρ ∈ S σ (A) and N ∈ TPCP (13) . This follows because F (ρ, σ) ∈ [0, 1] and F (ρ, σ) = 1 if and only if ρ = σ. Our proof of (22) is similar to the approach taken in [36] . There are two main ingredients: a Rényi generalization of a relative entropy difference [30] and Hirschman's improvement of the Hadamard threeline theorem [13] . We begin by recalling these two ingredients and then proceed to a proof of (22) .
Let L(A) denote the space of bounded linear operators acting on a Hilbert space A. For any L ∈ L(A) the Schatten p-norm is defined as
where |L| := √ L † L. We extend this definition to p ∈ (0, 1), but note that in this case L p is not a norm. A Rényi generalization of a relative entropy difference is defined as [30] 
where α ∈ (0, 1) ∪ (1, ∞), and U A→BE is an isometric extension of the channel N . That is, U A→BE is a linear isometry satisfying tr E (U A→BE (·) U † A→BE ) = N (·) and U † A→BE U A→BE = id A . All isometric extensions of a channel are related by an isometry acting on the environment system E, so that the definition in (24) is invariant under any such choice. Recall also that the adjoint N † of a channel is given in terms of an isometric extension U as 30, 36] ). The following limit holds for ρ, σ, and N as given in the statement of Theorem 2.1:
For α = 1 2 , observe that
The following lemma is based on Hirschman's improvement of the Hadamard three-line theorem [13] , and for completeness, we provide a proof in Appendix A. 
Then the following bound holds
where α θ (t) and β θ (t) are defined by
.
(see, e.g., [12, Exercise 1.3.8]) so that α θ (t) and β θ (t) can be interpreted as probability density functions. Furthermore, we have that lim
where β 0 is also a probability density function on R.
We can now readily establish the desired result in (22) . In what follows, we abbreviate the isometric extension U A→BE of the channel N as U . Pick
Letting θ = 1−α α , we see that this is the same as
Since the inequality in (37) holds for all θ ∈ (0, 1) and thus (38) holds for all α ∈ 1 2 , 1 , we can take the limit as α ր 1 and apply (25) , (31) , and the dominated convergence theorem to conclude that (22) holds. Step 2: Extension to infinite dimensions In this step the Hilbert spaces A and B are assumed to be separable (not necessarily finite-dimensional). Let {Π a A } a∈N and {Π b B } b∈N be sequences of finite-rank projectors on A and B, respectively, that converge to id A and id B , respectively, with respect to the weak operator topology. For σ ∈ P(A) and ρ ∈ S σ (A) we consider projected versions
We note that the sequences {ρ a } a∈N and {σ a } a∈N converge to ρ and σ, respectively, in the trace norm (see, e.g., Corollary 2 of [11] ). Let S a be the set of non-negative operators that is generated by (39) for all ρ ∈ S. For any N ∈ TPCP(A, B) we define its analogue with a projection at the output as
We start by proving two lemmas that show how the difference of relative entropies and the fidelity, respectively, changes when considering projected states. 
Proof. By Lemma 3 in [21] and since the relative entropy is lower semicontinuous [14, Exercise 7.22] , we obtain
which implies that lim a→∞ D(ρ a σ a ) = D(ρ σ) .
The lower semicontinuity of the relative entropy shows that
Combining this with (43) gives
which proves the assertion.
Remark 3.7. The map R t σ,N (·) is well-defined for every t ∈ R. This follows by the fact that for any σ ∈ P(A) its complex exponential σ it is well-defined for all t ∈ R [34, Section 2]. Furthermore, in case σ has full support σ it is a unitary operator. (In case σ does not have full support σ it is a partial isometry.)
Proof. We will show that each input to R σ,N =: R has a well-defined output and that R is a linear trace-preserving completely positive map.
By linearity of the integral this implies that R(·) is a linear map. Let {Π n A } n∈N and {Π n B } n∈N be sequences of finite rank projectors that weakly (and thus also strongly) converge to id A and id B , respectively. For any density operator ρ ∈ S(B) we define the sub-normalized state
For κ n := R(Π n B ρΠ n B ) the triangle inequality gives
Since Π n A ≤ Π n ′ A and Π n B ≤ Π n ′ B for n ≤ n ′ , Hölder's inequality and the monotonicity of the trace distance under trace-preserving completely positive maps show that
where the penultimate inequality follows by the Fuchs-van de Graaf inequality [9] . The last inequality is due to a variant of the gentle measurement lemma (see e.g. [32, Lemma E.1]). The same arguments show that
Since the sequences {Π n A } n∈N and {Π n B } n∈N strongly converge to id A and id B , respectively we have lim n→∞ ε n = lim n→∞ δ n = 0 .
This proves that {τ n } n∈N is a Cauchy sequence. As the set of sub-normalized non-negative operators is complete 4 , this sequence converges towards such an operator, i.e.,
is well-defined. Furthermore, τ is normalized since
The last inequality follows as the sequences {Π n A } n∈N and {Π n B } n∈N strongly converge to id A and id B , respectively. This shows that R(ρ) is a density operator for any density operator ρ. Furthermore, it implies that R(·) is trace-preserving. Repeating the same argument forR(·) := (R ⊗ I E )(·) proves that R(·) is completely positive. We thus showed that R(·) is well-defined which concludes the proof of Theorem 2.1 for separable Hilbert spaces. 
σ,N (·) β 0 (t)dt. Proof. We note that for any t ∈ R the mapping R t σ a ,N b is trace non-increasing. Thus for any a, b ∈ N we find
Since any separable Hilbert space is isomorphic to ℓ 2 [28, Theorem II.7], the dominated convergence theorem implies
where the final step uses the fact that the sum and product of two converging sequences converges and that the sequences of projectors {Π a A } a∈N and {Π b B } b∈N weakly (and thus also strongly) converge to id A and id B , respectively. As the fidelity is continuous in its inputs (see, e.g., [7, Lemma B.9] ) this proves the assertion.
By invoking Theorem 2.1 for finite-dimensional Hilbert spaces (that has been proven in Step 1) 5 together with Lemmas 3.6 and 3.9, we find for any ρ ∈ S σ (A)
where R(·) = R R t 2 σ,N (·) β 0 (t)dt does not depend on ρ and is well-defined as shown in Lemma 3.8.
Proof of Theorem 2.2
For this proof we first introduce some notation. 
With the help of these unitaries we define yet another rotated Petz recovery map
For any σ ∈ P(A) and N ∈ TPCP (A, B) we denote the convex hull of rotated Petz recovery maps by
where d 1 ≤ dim(A) and d 2 ≤ dim(B). We note that the rotated Petz recovery map T ϕ,ϑ σ,N is trace non-increasing and completely positive. We further note that clearly R σ,N ⊆ T σ,N with R σ,N defined in (15) .
Step 1: Proof for a finite set of states 
This then gives
Since (I X ⊗ N ) † = I X ⊗ N † and σ
, the Petz recovery map for σ XA and I X ⊗ N can be written as 
We note that the set T σ,N (defined in Equation (15)) is compact since TPCP(B, A) is compact (see [32, Remark C.3] ) and since the intersection of a compact set with a closed set is compact. Furthermore, the mapping T σ,N ∋ T σ,N → D M (ρ x (T σ,N • N )(ρ x )) ∈ R + is lower semicontinuous (see proof of Lemma 4.2). By the extreme value theorem this implies that the maximum in (66) is attained. Since (66) is valid for any probability measure ν on X we obtain
where P(X ) denotes the set of probability measures on X . We note that the minimum is attained. To see this, we first remark that the set X is clearly compact and as a result, the set P(X ) is weak* compact [1, Theorem 15.11 ]. Furthermore, the function
∈ R is continuous with respect to the weak* topology, since expectation values are continuous in the weak* topology. The extreme value theorem thus ensures that the minimum is attained.
To simplify notation, let 
This shows that there exists a recovery map T σ,N ∈ T σ,N that satisfies
Since R σ,N ⊆ T σ,N , this proves the statement of Theorem 2.2 for a finite set of states {ρ x } x∈X .
Step 2: Extensions to an infinite set of states 
We start by proving two regularity properties of the ∆-function family defined above. Since S is compact (see, e.g., [32, Lemma C.1]), it follows that for any ε > 0 there exists a finite set S ε of density operators on A such that any ρ ∈ S is ε-close to an element of S ε . We assume without loss of generality that S ε ′ ⊂ S ε for ε ′ ≥ ε. Let T ε ∈ T σ,N be such that inf ρ∈S ε ∆ R ε ,σ,N (ρ) ≥ 0 whose existence has been established in Step 1. Since T σ,N is compact 6 there exists a decreasing sequence {ε n } n∈N and T ∈ T σ,N such that 
Since R σ,N ⊆ T σ,N , this proves the first inequality in (20) . The second inequality in (20) is a consequence of the monotonicity of the Rényi divergence in the order parameter [5] and of the fact that for any two states there exists an optimal measurement that does not increase their fidelity [10, Section 3.3] . This thus concludes the proof of Theorem 2.2 for finite-dimensional Hilbert spaces.
Discussion
It is well known (see e.g. [29] ) that the monotonicity of the relative entropy under trace-preserving completely positive maps is closely related to (i) strong subadditivity, (ii) concavity of the conditional entropy, and (iii) joint convexity of the relative entropy. Based on this relation, Theorem 2.2 can be used to derive universal remainder terms for the statements (i)-(iii). 8 Within this section we assume that A, B, and C are finite-dimensional Hilbert spaces. For n ∈ N, the n-simplex is denoted by ∆ n := {x ∈ R n : x ≥ 0, n i=1 x i = 1}. The following three corollaries consist of two statements each. Statement 1 is derived from Theorem 2.1 which has the advantage that the remainder term is explicit (and hence also universal). However, since the lower bound of Theorem 2.1 is in form of a logarithm of a fidelity we cannot fully simplify the remainder terms (e.g., the convex sum appears inside the logarithm). This is circumvented in Statement 2 (which is derived from Theorem 2.2) 9 at the cost that the remainder term is not explicit, but still universal.
Applying Theorems 2.1 and 2.
, and N ABC→AB = I AB ⊗ tr C implies a strengthened version of the result that has been established in [ 
where R B→BC (·) = R dtβ 0 (t)R t ρBC ,trC (·) as defined in Theorem 2.1.
2. For any density operator ρ BC ∈ S(B⊗C) there exists a recovery map R B→BC inside the set R ρBC ,trC defined in (15) , such that for any extension ρ ABC on A ⊗ B ⊗ C we have
From Corollary 5.1 we can deduce a universal remainder term for the concavity of the conditional entropy. We note that a similar remainder term has been conjectured in [2] . Furthermore, a remainder term that however is neither universal nor explicit has been proven in [36, Corollary 12] . 
for all ensembles {ν(x), ρ x AB } x∈X with ν ∈ ∆ X and ρ x AB ∈ S(A⊗B) such that ρ AB = x∈X ν(x)ρ x AB where R B→AB (·) = R dtβ 0 (t)R t ρAB ,trA (·) as defined in Theorem 2.1.
2. For any ρ AB ∈ S(A⊗B) there exists recovery map R B→AB ∈ R ρAB ,trA with R ρAB ,trA defined in (15) , such that
for all ensembles {ν(x), ρ x AB } x∈X with ν ∈ ∆ X and ρ x AB ∈ S(A⊗B) such that ρ AB = x∈X ν(x)ρ x AB . Proof. We will provide a proof for Statement 2. Statement 1 follows by exactly the same reasoning. Let us consider the following classical-quantum state 
We note that by Corollary 5.1 the recovery map R B→AB is universal in the sense that it only depends on ρ AB . The second inequality in (78) is a consequence of the monotonicity of the Rényi divergence in the order parameter [5] and of the fact that for any two states there exists an optimal measurement that does not increase their fidelity [10, Section 3.3].
Theorems 2.1 and 2.2 imply a universal remainder term for the joint convexity of the relative entropy. We note that a similar remainder term has been conjectured in [30] . Corollary 13 in [36] proves such a remainder term that however is neither universal nor explicit. 
where R σXA,trX (·) = R dtβ 0 (t)R t σXA,trX (·) as defined in Theorem 2.1. The second inequality in (82) is a consequence of the monotonicity of quantum Rényi divergence in the order parameter [24] and of the fact that for any two states there exists an optimal measurement that does not increase their fidelity [10, Section 3.3].
For any
Similarly, let q 0 and q 1 be Hölder conjugates of p 0 and p 1 , respectively. We can find an operator X such that X q θ = 1 and tr(XG(θ)) = G(θ) p θ .
We can write the singular value decomposition for X in the form X = U D 1/q θ V (implying tr(D) = 1). For z ∈ S, define X(z) := U D
As a consequence, X(z) is holomorphic on the interior of S and continuous on the boundary. Also, observe that X(θ) = X. Then the following function satisfies the requirements needed to apply Lemma A.1: g(z) := tr X(z)G(z) .
Indeed, we have that
Now, from applying Hölder's inequality and the facts that X(it) q0 = 1 = X(1 + it) q1 , we find that |g(it)| = tr X(it)G(it) ≤ X(it) q0 G(it) p0 = G(it) p0 (92) and |g(1 + it)| = tr X(1 + it)G(1 + it) ≤ X(1 + it) q1 G(1 + it) p1 = G(1 + it) p1 .
Bounding (91) from above using these inequalities then gives (28) .
