Second-harmonic generation with Bessel beams by Shatrovoy, Oleg
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Boston University Theses & Dissertations
2016
Second-harmonic generation with
Bessel beams
https://hdl.handle.net/2144/14630
Boston University
BOSTON UNIVERSITY 
 
COLLEGE OF ENGINEERING 
 
 
 
 
 
 
Thesis 
 
 
 
 
 
 
SECOND-HARMONIC GENERATION WITH BESSEL BEAMS 
 
 
 
 
by 
 
 
 
 
OLEG SHATROVOY 
 
B.S., Boston University, 2008 
 
 
 
 
 
 
 
 
Submitted in partial fulfillment of the 
 
requirements for the degree of 
 
Master of Science 
 
2016  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© 2016 by 
 OLEG SHATROVOY 
 All rights reserved  
Approved by 
 
 
 
 
 
 
 
First Reader _________________________________________________________ 
 Siddharth Ramachandran, Ph.D. 
 Professor of Electrical and Computer Engineering 
 Professor of Materials Science and Engineering 
  
 
 
 
Second Reader _________________________________________________________ 
 Alexander V. Sergienko, Ph.D. 
 Professor of Electrical and Computer Engineering 
 Professor of Physics 
  
 
 
 
Third Reader _________________________________________________________ 
 Dennis Harris, Ph.D. 
 Technical Staff 
 MIT Lincoln Laboratory, Laser Technology & Applications Group 
 
 
 
 
 
  iv 
DEDICATION 
 
 
 
 
I dedicate this work to my radiant wife, Melissa, the light of my life,  
and my caring parents. 
  
  v 
SECOND-HARMONIC GENERATION WITH BESSEL BEAMS 
OLEG SHATROVOY 
ABSTRACT 
We present the results of a numerical simulation tool for modeling the second-harmonic 
generation (SHG) interaction experienced by a diffracting beam. This code is used to 
study the simultaneous frequency and spatial profile conversion of a truncated Bessel 
beam that closely resembles a higher-order mode (HOM) of an optical fiber. SHG with 
Bessel beams has been investigated in the past and was determined have limited value 
because it is less efficient than SHG with a Gaussian beam in the undepleted pump 
regime. This thesis considers, for the first time to the best of our knowledge, whether 
most of the power from a Bessel-like beam could be converted into a second-harmonic 
beam (full depletion), as is the case with a Gaussian beam. We study this problem 
because using HOMs for fiber lasers and amplifiers allows reduced optical intensities, 
which mitigates nonlinearities, and is one possible way to increase the available output 
powers of fiber laser systems. The chief disadvantage of using HOM fiber amplifiers is 
the spatial profile of the output, but this can be transformed as part of the SHG 
interaction, most notably to a quasi-Gaussian profile when the phase mismatch meets the 
noncollinear criteria. We predict, based on numerical simulation, that noncollinear SHG 
(NC-SHG) can simultaneously perform highly efficient (90%) wavelength conversion 
from 1064 nm to 532 nm, as well as concurrent mode transformation from a truncated 
Bessel beam to a Gaussian-like beam (94% overlap with a Gaussian) at modest input 
powers (250 W, peak power or continuous-wave operation). These simulated results 
  vi 
reveal two attractive features – the feasibility of efficiently converting HOMs of fibers 
into Gaussian-like beams, and the ability to simultaneously perform frequency 
conversion. Combining the high powers that are possible with HOM fiber amplifiers with 
access to non-traditional wavelengths may offer significant advantages over the state of 
the art for many important applications, including underwater communications, laser 
guide stars, and theater projectors. 
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1. INTRODUCTION 
This thesis explores the simultaneous frequency and spatial profile conversion of 
a class of structured laser beams. In order to investigate the possibilities and broad trends 
of this process, a numerical computer model was created to simulate the second-harmonic 
generation (SHG) interaction experienced by a diffracting beam. This simulation was 
realized with a split-step approach to solving the coupled differential equations that 
describe SHG with diffraction. This generalized model was used to study the case of 
SHG with an input Bessel beam, a configuration of coherent electromagnetic radiation 
that exhibits a long “non-diffracting” region of high and uniform intensity. SHG with 
Bessel beams has been investigated in the past, and it has been experimentally 
demonstrated that the noncollinear phase-matching condition can yield frequency 
conversion as well as mode transformation to a quasi-Gaussian beam [1], [2]. However, 
this process was found to be less efficient than SHG with a Gaussian beam in the 
undepleted pump regime, which tempered the initial excitement of using Bessel beams 
for nonlinear optical processes. It was not considered in earlier studies whether SHG with 
Bessel beams could be as efficient as SHG with Gaussian beams when considering pump 
depletion – i.e. whether most of the power from a Bessel-like beam could be converted 
into a second-harmonic beam, as is the case with a Gaussian beam. Our results indicate 
that noncollinear SHG (NC-SHG) can yield highly efficient (90%) frequency conversion, 
as well as mode transformation to a Gaussian-like (94% overlap with a Gaussian) beam at 
modest input powers (250 W, peak power or continuous wave [CW] operation). The 
numerical model presented in this thesis is also used to explore other conversion regimes 
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that are predicted to have high efficiencies, including the generation of a frequency-
doubled Bessel beam at the same divergence as the input and the generation of quasi-
Bessel beams with smaller divergence than the input. 
We study this problem because mode area scalable fibers [3] and power scalable 
amplifiers [4] have shown benefits when operating in azimuthally symmetric higher-
order modes (HOM), which closely resemble truncated Bessel beams [5]. Using HOMs 
of fibers is one way of spreading out and reducing peak intensities of the laser as it is 
being amplified while maintaining a deterministic output profile. Current fiber lasers and 
amplifiers are limited in output power by peak optical intensities, so this is one possible 
approach to scaling the available output powers of fiber systems. Similar advantages may 
exist for bulk solid-state lasers, which can also raise overall output powers by lowering 
peak intensities [6]. Using modes with lower peak intensities than the fundamental spatial 
mode (for same total power) necessarily produces an output that propagates with higher 
divergence, which is undesirable for many applications of lasers. The spatial profile 
conversion performed by NC-SHG offers the possibility of greater output powers 
combined with low divergence of the output beam. 
If these benefits are realized, it may open the door to building hybrid laser 
systems with HOM fibers and SHG crystals that can obtain high-power operation at hard-
to-achieve wavelengths. Underwater communications, which requires access to the blue-
green spectral range and high powers [7], is one such application that will be discussed in 
detail in this thesis to illustrate the specific advantages of using the NC-SHG technique 
with HOM amplifiers. Hundreds of watts of yellow laser radiation may be used to create 
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guide stars for astronomy [8]. Hundreds of watts of blue light may be used in the next 
generation of projectors for movie theaters [9]. The efficiency offered by NC-SHG is so 
high that it may be worthwhile to split the light of a hundred-watt source to meet the 
demands of thousands of devices arrayed in an industrial setting, such as flow 
cytometers, spectroscopy machines, or data storage devices, instead of using multiple 
individual emitters. Thus, analogous to installing infrastructure to deliver “house-
electricity” to power devices, “house-water” to cool them, and “house-vacuum” for 
suction, it may be advantageous to provide “house-blue” via a standard optical fiber 
connection. The effects of phase mismatch, responsible for the spatial profile conversion, 
may also be applied to other nonlinear processes, such as sum-frequency generation 
(SFG) and difference-frequency generation (DFG), to provide more alternatives to access 
a wider range of wavelengths. Finally, the numerical simulation created and validated for 
this thesis can be applied to the investigation of other complex beam shaping problems, 
where it may be beneficial to use nonlinear conversion to reshape deterministic structured 
beams. 
  
  
4 
2. LITERATURE REVIEW AND MOTIVATION 
A key application for a high-power, efficient laser device emitting near the blue is 
underwater communication. Enabling high-speed submarine communication is of great 
interest to the scientific, industrial, and military communities. This technology would 
allow sensors that collect vast quantities of data to transmit it quickly, speed up 
handshake routines between undersea vessels, and more. Modern laser technology has 
not provided satisfactory devices for this application because it is very difficult to create 
high-power lasers that operate in the blue-green part of the visible spectrum. 
This thesis describes the path to creating such a device by using SHG to 
frequency-double an efficient HOM fiber amplifier. An HOM fiber amplifier is 
potentially capable of higher output powers than traditional fiber lasers and may be a 
good way to continue scaling output powers of these devices. Along with frequency-
doubling, the NC-SHG approach presented in this thesis would simultaneously convert 
the quasi-Bessel output of an HOM amplifier to a profile that resembles a Gaussian. This 
addresses a key weakness of HOM amplifier technology (an output in a structured beam), 
making it more attractive for applications, including applications unrelated to the 
realization of high-power blue-green lasers.  
 
Requirements and Existing Technologies for Underwater Communication 
Submarine communication is a long-standing problem for the armed forces. 
Several technologies have been used throughout the decades to enable communication 
with a submersed receiver. One of these solutions, used from 1989 to 2004, was an 
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extremely low frequency (ELF) radio transmitter operating at 76 Hz [10]. This system 
was realized with 84 miles of antenna and provided a broadcast link with a data rate of a 
few characters per minute reaching about half of the planet’s surface. Modern submarines 
use acoustic modems to send roughly 10 kbps over a distance of 1 km or 1 kbps to 100 
km, respectively. The weaknesses of this approach are low data rates, broadcasting 
messages that anyone can receive, disrupting ecosystems with sound pollution and the 
requirement that both transmitter and receiver be submerged. 
The demand for increased data rates is the chief driver for the switch to optical 
communication systems. Higher bandwidth would enable rapid handshaking between 
military undersea vessels and transmitting huge amounts of data from networks of 
complex sensors [7]. Carrier waves at optical frequencies can be modulated much faster 
than acoustic waves so such a link would have several orders of magnitude higher 
bandwidth. A gigabit per second link has been demonstrated as a proof of concept for an 
underwater communications link [11] . An optical wave can also propagate in free space 
which allows communication between aircraft and submersible craft [12], something that 
is impossible with acoustic communications. 
Water is a very difficult medium for electromagnetic propagation because it is a 
moderate absorber and a very strong scatterer. Fig. 2.1 shows the combined attenuation 
coefficient of the water in several different parts of the ocean. The attenuation is very 
high, with a minimum around 490 nm – the blue part of the spectrum. A laser device 
suitable for optical underwater communications needs to meet the following criteria: 
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• It should operate around 490 nm 
• It should have low size, weight and power (SWAP) requirements, which demands 
high efficiency operation 
• It should preferably have tunable wavelength 
The low SWAP is an enabler for smaller undersea platforms, such as unmanned 
submersibles and sensors, though large vessels are already packed with equipment and 
also demand small systems packages. 
 
Figure 2.1: Attenuation coefficient of water in different parts of the ocean. Clear and murky 
water show the lowest attenuation, with a minimum around 490 nm. Figure borrowed from 
[12] .  
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Year Researcher Technical Solution Characteristics Efficiency 
2010 F. Chen 912 nm Nd:GdVO4 laser 
+BiBO intracavity frequency-
doubling 
1.2 W, 456 nm, 
42.7 kHz 
3.5% [13] 
2008 H. Y. Zhu Acousto-optic Q-switched 1341.4 nm 
Nd:YAP laser+LBO/KTP 
frequency-tripling 
4.76 W, 447 nm, 
4.6 kHz, 190 ns 
0.9% [14] 
2006 H. B. Peng Acousto-optic Q-switched 1319 nm 
Nd:YAG laser+LBO intracavity 
frequency-tripling 
7.6 W, 439.7 nm, 
5 kHz, 170 ns 
1.6% [15] 
Table 2.1. A few representative techniques for generating blue lasers with relatively high 
powers along with their optical-to-optical efficiencies, defined as the ratio of output blue 
power to optical pump power. Summaries of blue laser techniques compiled by and 
borrowed from [16]. Efficiency values gathered directly from source publications. 
 
It is difficult to make a laser in the blue-green region of the spectrum because 
there are few known materials with appropriate energy states and favorable opto-thermal 
properties for this wavelength. Blue source development has recently been revolutionized 
by the advent of gallium nitride (GaN) laser diodes, but semiconductor devices cannot 
emit the high powers necessary to overcome the attenuation water. Another way to access 
the blue-green region of the spectrum is to start with a laser in the infrared (IR) and 
convert its frequency using a nonlinear optical material. Inefficiency in such a chain of 
devices limits output power and scalability because the part of the input power that does 
not exit the system as blue light can cause damage or otherwise distort the laser device. 
Inefficiency also leads to dramatically larger system packages because the cooling 
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systems needed to dissipate losses are much bigger and heavier than laser devices. Table 
2.1 lists the efficiencies of a few representative state-of-the-art techniques for generating 
blue lasers that may be scalable to high powers. There is a lot of room for improvement 
on the powers and efficiencies that have been demonstrated, and using NC-SHG with 
HOM fiber amplifiers may be one way to achieve these improvements. The simulated 
results presented in Section 4 predict 90% conversion efficiency from input IR 
wavelengths to blue-green output. Note that the results presented in this thesis simulate a 
1064-nm input being frequency-doubled to 532 nm, which is too far from the 
transmission maximum of water to be attractive for underwater laser communications. 
The 1064 nm wavelength was chosen because it is a common wavelength for fiber 
amplifiers and is likely to be used in the future. The presented NC-SHG results would 
look similar at different input wavelengths, and the chief limitation to what regions of the 
visible spectrum can be accessed is the availability of fundamental-frequency IR sources. 
Optical parametric amplification (OPA) can also be used to fine-tune the wavelength and 
allows many additional paths to access the desired spectral region. Even though the 
results presented in Section 4 were not generated for a wavelength that is ideal for 
underwater communications, they show that using NC-SHG with HOM fiber amplifiers 
could be used to produce blue-green laser light with acceptable beam quality and very 
high conversion efficiency, which suggests compatibility with scaling to high powers. 
 
Higher-Order-Mode Amplifiers and Bessel Beams 
High-power lasers have met the needs of many applications in the modern world, 
from directed energy, to industrial cutting and communications. Fiber lasers and 
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amplifiers are scalable to high powers, light-weight, reliable, and operate at high gain 
with excellent beam quality. After a decade of rapid improvement in the output powers of 
commercially available fiber amplifiers, the nonlinearities of fused silica fiber are 
becoming the bottleneck for further power scaling. One way to get higher powers is to 
spatially spread out the energy, but the size of the light guiding core cannot simply be 
increased because it would support multiple modes, and a deterministic, stable output is 
important. Recent work has shown that, for a general class of fiber designs, purely 
excited azimuthally symmetric HOMs can propagate stably in very large mode area fibers 
[3]. The LPl,m notation designates the azimuthal index, 𝑙𝑙 ∈ 0, 1, 2, 3 …, and radial index, 
𝑚𝑚 ∈ 1, 2, 3 … , of the solutions to the wave equation for weakly-guiding radially-
symmetric waveguides, such as optical fibers. Thus, azimuthally symmetric HOMs are 
the LP0,m subset of fiber solutions where 𝑚𝑚 is between 5 and 20 for fiber designs that are 
currently being investigated. The larger area of these modes results in a lower peak 
intensity, which minimizes nonlinearities such as Stimulated Brillouin Scattering (SBS) 
and potentially allows higher peak powers before dielectric breakdown. The symmetric 
HOMs used in this approach are more stable than the LP0,1 mode because they are better 
separated in propagation velocity from adjacent antisymmetric modes, to which they are 
most susceptible to coupling [5]. These HOMs are also far less perturbed by fiber bends 
than the fundamental mode, LP0,1. This new design could be the future of fiber amplifiers 
because it allows higher output powers in this maturing field. 
HOM fiber amplifiers have been demonstrated with erbium dopant (Er-doped) for 
both CW and pulsed operation at 1550 nm [4], [17]. In the latter reference, Nicholson et 
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al. demonstrated 0.5 mJ pulses with peak powers of .05 MW. The simulation presented in 
this thesis shows that efficient NC-SHG is possible with input peak powers of only 250 
W, at 1064 nm. There are no published results of ytterbium-doped (Yb-doped) HOM 
amplifiers, which would operate at this wavelength, but there exist only modest 
differences between fiber amplifiers at different pump bands so it should be possible to 
reach adequate peak powers for NC-SHG. Nicholson et al. used a long-period grating 
(LPG) to couple incoming light into the desired HOM, LP0,14 in this case. In order to 
attain high pump absorption, the Raman laser used for pumping is converted by the LPG 
to a mode that has very high overlap with the LP0,14 signal mode. This pumping scheme 
is very effective, but HOM amplifiers will not usefully surpass the state-of-the-art fiber 
amplifier output power if they need to be pumped by another fiber laser. This problem is 
not insurmountable and there is reason to believe that HOM fiber amplifiers may offer 
higher output powers than is achievable with conventional fiber amplifiers operating in 
the LP0,1 mode. 
The chief disadvantage of HOM fiber amplifiers is the shape and pointing of the 
output. In the near field the output looks like a set of concentric rings. The angular 
content of the output mode is cone at a single divergence value that is related to the size 
of the central lobe and the wavelength of the light. This means that as this mode 
propagates to the far field it will illuminate a ring around the point at which it is aimed. 
The spatial-frequency content of the beam also makes it impossible to collimate for 
efficient free-space propagation. So a key contribution of the NC-SHG scheme presented 
in this thesis is the conversion of the HOM to an on-axis, Gaussian-like beam that can be 
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collimated and efficiently coupled to a receiver in the far field. 
HOM fiber modes can be guided by a simple multi-mode fiber, such as the 
Thorlabs FG105LCA, a step-index fiber with a 105-μm core diameter. The HOMs of 
such a fiber are very similar to Bessel beams, which have a complex field amplitude of 
the form: 
 𝐴𝐴𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑥𝑥,𝑦𝑦) = 𝑒𝑒𝑖𝑖𝑘𝑘1𝑧𝑧0𝐽𝐽0 �𝑘𝑘1𝑟𝑟�𝑥𝑥2 + 𝑦𝑦2� (2.1) 
Where 𝑘𝑘1  is the wavenumber of the fundamental wavelength and 𝑘𝑘1𝑟𝑟  is the radial 
component of that wavenumber, such that 𝑘𝑘12 = 𝑘𝑘1𝑟𝑟2 + 𝑘𝑘1𝑧𝑧2 . This similarity is not a 
coincidence; the analytical solution of the supported modes of a step-index structure 
consist of a Bessel function of the first kind in the core, and a modified Bessel function of 
the second kind in the cladding of the waveguide. The latter component decays after a 
very short transverse distance, so a Bessel function of the first kind is a very good 
approximation to the field of an HOM. Fig. 2.2 shows a Bessel beam created from Eq. 
2.1 with a 98.5% overlap integral with the LP0,10 mode of the Thorlabs FG105LCA fiber. 
An azimuthally symmetric HOM is made up of a central lobe surrounded by a number of 
rings equal to one less than the radial index, 𝑚𝑚. A Bessel beam created from Eq. 2.1 has 
infinite extent and is clipped by a hard aperture past the 𝑚𝑚 − 1 ring to resemble the HOM 
of interest. 
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Figure 2.2. Intensity profile for LP0,10 HOM supported by Thorlabs FG105LCA optical 
fiber (blue solid line), as solved by an electromagnetic eigenmode solver. The best-overlap 
Bessel beam is truncated past the 9th ring and has 98.5% overlap integral with this mode 
(green dashed line). 
 
To facilitate the use of LPGs, the larger core that supports the HOM may have 
another single-mode core in the middle. This design allows an LP0,1 mode guided by the 
inner core to be efficiently converted to a desired HOM by an LPG. The refractive index 
perturbation that forms the inner core has a small effect of the profile of the HOM so the 
results presented in this thesis are likely to apply to that class of HOM fibers as well. In 
order to study the phenomenon of NC-SHG, all simulations were done for a truncated 
input Bessel beam, which closely resembles the mode group LP0,m in an HOM fiber. One 
reason that Bessel beams are used is because they can be generated with axicons and are 
of broad interest to the scientific community. Another reason is that they are uniquely 
identified by just a few parameters, whereas HOMs are calculated from a refractive index 
profile. Thus, it is easier to form general rules of operation for HOM beams by 
considering truncated Bessel beams. There are several uses for Bessel beams, including 
using the non-diffracting region to trap or guide atoms or particles [18]. However, the 
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off-axis propagation and low far-field intensity are significant disadvantages for 
communications systems and laser-pointing applications. 
SHG with Bessel beams was first studied because it was thought that the non-
diffracting region of high intensity would enable high conversion efficiencies. Some early 
work found that Bessel beams would yield superior conversion efficiency compared to a 
Gaussian beam [19], but the calculations in that study neglected some physical realities of 
Bessel beams. Later work found that the optimal superposition of Bessel beams would 
yield 2% better efficiency than a Gaussian, but that optimal beam profile is almost 
identical to a Gaussian beam [20]. In general, it was found that for a given input power 
level, a Bessel beam produces less frequency-doubled light than a Gaussian beam in the 
undepleted pump regime [1]. The undeleted pump regime is of interest for applications 
that need a small amount of frequency-doubled light, or where it is undesirable to reach 
the intensities required for efficient conversion. However, an efficient, high-power 
system would seek to get high conversion with maximal pump depletion. This is possible 
for SHG with a Gaussian input beam, and, as this work predicts, for the first time, to the 
best of our knowledge, is also possible for a Bessel input beam. We use numerical 
simulations to demonstrate the efficient conversion of the output of an HOM amplifier to 
a beam profile that resembles a Gaussian beam at the second-harmonic frequency. This 
would leverage the higher output powers that may be achievable with HOM amplifiers 
while improving the undesirable output beam profile, a central disadvantage of HOM 
technology. 
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Noncollinear Second-Harmonic Generation 
This thesis explores the NC-SHG technique to convert the output of an HOM 
amplifier into a form that is useful for applications requiring high on-axis intensity, such 
as underwater communication. This section seeks to explain what NC-SHG is, how it can 
be helpful, and what has already been demonstrated. The formal equations governing 
NC-SHG will be discussed in a later section. It is helpful to visualize SHG as the 
interaction of an electromagnetic field of frequency 𝜔𝜔 with a medium that has a set of 
appropriate energy states to create an electromagnetic field of frequency 2𝜔𝜔 . The 
necessary energy states are reliably found in the electronic transitions of atoms that are 
part of a crystal with a lattice structure that is not symmetric in at least one direction. 
Though many media exhibit some limited SHG when the electromagnetic wave is intense 
enough, in order to get good conversion to the 2𝜔𝜔 wave scientists use nonlinear crystals 
such as lithium triborate (LBO), potassium titanyl phosphate (KTP) or lithium niobate 
(LN), the latter of which was modeled to create the results presented in this thesis. 
In order to contribute to the 2𝜔𝜔 wave, henceforth referred to as 𝐸𝐸2, two incoming 
photons of the 1𝜔𝜔 wave, 𝐸𝐸1, are absorbed by an atom while a photon of frequency 2𝜔𝜔 is 
emitted. This happens because the atomic excitation caused by two 1𝜔𝜔 photons being 
absorbed is not the same as twice the excitation of one 1𝜔𝜔 photon being absorbed – i.e. 
the medium does not respond linearly to excitation by 𝐸𝐸1 . Some components of the 
nonlinear medium’s response will be at a frequency that is a harmonic of the original 
frequency, so 𝐸𝐸1 at 1𝜔𝜔 can create an electromagnetic field with a frequency 2𝜔𝜔 (which 
we have labeled 𝐸𝐸2 and intend to explore further), but also 3𝜔𝜔 and 4𝜔𝜔 and so on, as well 
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as many other nonlinear effects. All of these interactions only occur when 𝐸𝐸1 is intense 
enough for multiple photons to interact with the same atom within a short period of time, 
only 2 in the case of SHG. The higher-harmonic interactions, as well as the many other 
possible multi-photon interactions, only happen at extremely high field energies. For the 
purposes of this document, we will limit the description of nonlinearities to 𝐸𝐸1 and 𝐸𝐸2 
because this interaction occurs at far lower input field intensities than the other 
nonlinearities, which can be safely neglected in the context of this work. 
One way to think about the necessary conditions for SHG is momentum 
matching, as shown in Fig. 2.3. The three photons participating in the interaction must 
conserve momentum. Additionally, in order to efficiently couple the 𝐸𝐸1 and 𝐸𝐸2 waves, the 2𝜔𝜔 component generated at every point along the crystal needs to constructively interfere 
with every other 2𝜔𝜔 component. For this to happen, 𝐸𝐸1 and 𝐸𝐸2 need to have the same 
propagation velocity. The wavenumber, 𝑘𝑘, is defined as: 
 
𝑘𝑘 = 𝜆𝜆2𝜋𝜋 (2.2) 
Where 𝜆𝜆  is the wavelength of the light. The wavenumber is proportional to the 
propagation velocity of an electromagnetic wave. Because the second-harmonic 
component has its wavelength halved, the phase-matching condition is met when: 
 𝑘𝑘2 = 2𝑘𝑘1 (2.3) 
When this condition is not met, the phase mismatch is defined to be 
 Δ𝑘𝑘𝐶𝐶𝐶𝐶𝐵𝐵𝐵𝐵𝑖𝑖𝐶𝐶𝐵𝐵𝐶𝐶𝑟𝑟 = 2𝑘𝑘1 − 𝑘𝑘2 (2.4) 
When this parameter is not zero, the new components of 𝐸𝐸2 that get generated will fall 
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out of phase and destructively interfere with the existing 𝐸𝐸2 field after some propagation 
distance. This destructive interference will manifest as a back-conversion to the 𝐸𝐸1 field, 
which is undesirable for efficient SHG. The necessary conditions for efficient SHG 
described above apply to plane waves and Gaussian beams, especially when loosely 
focused so that they propagate close to the optical axis. 
 
When a Bessel beam undergoes SHG while phase matched, Δ𝑘𝑘 = 0, the output is 
a Bessel beam with the same divergence angle. In order to convert the Bessel-like output 
of an HOM amplifier to an on-axis beam, one would phase match the on-axis component 
of the wave vector of 𝐸𝐸1 to an on-axis 𝐸𝐸2 wave vector, allowing the radial components of 
𝐸𝐸1 cancel out. This is shown graphically in Fig. 2.3b and can be written as follows: 
 Δ𝑘𝑘𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐵𝐵𝐵𝐵𝑖𝑖𝐶𝐶𝐵𝐵𝐶𝐶𝑟𝑟 = 𝑘𝑘1𝑧𝑧 + 𝑘𝑘1𝑧𝑧 + 𝑘𝑘1𝑟𝑟 − 𝑘𝑘1𝑟𝑟 − 𝑘𝑘2 = 2𝑘𝑘1𝑧𝑧 − 𝑘𝑘2 (2.5) 
At this point we know neither the Δ𝑘𝑘𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐵𝐵𝐵𝐵𝑖𝑖𝐶𝐶𝐵𝐵𝐶𝐶𝑟𝑟  required to convert the Bessel to a 
Gaussian, nor the 𝑘𝑘2 of the resultant beam, but we can combine Eq. 2.4 and Eq. 2.5 to 
find the phase mismatch between the collinear and noncollinear cases: 
𝑘𝑘1 𝑘𝑘1 𝑘𝑘2 
𝑘𝑘1 
𝑘𝑘1 
𝑘𝑘2 
𝑘𝑘1𝑟𝑟 
𝑘𝑘1𝑧𝑧 
(a) (b) 
Figure 2.3 Phase-matching/momentum-matching condition for efficient SHG with (a) 
on-axis input and output, such as with plane waves or Gaussian beams and (b) the 
noncollinear case where the input wave vectors forms a cone, as with a Bessel beam, and 
the output is on-axis. The red arrows represent the wave vectors for 𝑬𝑬𝟏𝟏 and blue arrows 
for 𝑬𝑬𝟐𝟐. 
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 Δ𝑘𝑘𝐶𝐶𝐶𝐶𝐵𝐵𝐵𝐵𝑖𝑖𝐶𝐶𝐵𝐵𝐶𝐶𝑟𝑟 − Δ𝑘𝑘𝑁𝑁𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐵𝐵𝐵𝐵𝑖𝑖𝐶𝐶𝐵𝐵𝐶𝐶𝑟𝑟 = 2𝑘𝑘1 − 𝑘𝑘2 − 2𝑘𝑘1𝑧𝑧 + 𝑘𝑘2 = 2𝑘𝑘1 − 2𝑘𝑘1𝑧𝑧 = ΔkNonCollinear 
(2.6) 
The last step of Eq. 2.6 comes from setting Δ𝑘𝑘𝐶𝐶𝐶𝐶𝐵𝐵𝐵𝐵𝑖𝑖𝐶𝐶𝐵𝐵𝐶𝐶𝑟𝑟 = 0, for efficient conversion. 
Thus, we have found the necessary phase mismatch for noncollinear SHG using only 
information about the input Bessel beam. Note that this discussion of phase matching has 
been in the limit of geometric optics and this has implications that will be discussed in a 
Section 3. 
There is little literature concerning NC-SHG of Bessel beams, but one paper 
presents a fairly comprehensive analysis of the phenomenon. Arlt et al. [1] start by using 
Sheng and Siegman’s [21] approach to modelling nonlinear optical interactions including 
diffraction and pump-depletion, the same method that was used to generate the results of 
this thesis. To confirm the accuracy of their model they used LBO to frequency-double a 
laser that was passed through an axicon to transform it into an apodized Bessel beam. 
They tuned the phase mismatch by changing the temperature of the crystal and found 
good agreement between their simulation and experimental results, both shown in Fig. 
2.4. Unfortunately, the y-axis of their published data is in arbitrary units and they do not 
list input power or conversion efficiency. The goal of their work was to demonstrate SHG 
with Bessel beams in the noncollinear regime, confirm the ability of their model to 
predict the necessary phase mismatch, and show that a SHG with Boyd-Kleinman beam 
[22] yields higher conversion efficiencies than SHG with Bessel beams. This document 
will expand on their work to enable quantified predictions of the system parameters of 
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laser devices incorporating the NC-SHG technique, including power and efficiency. 
 
Figure 2.4. Conversion efficiency as a function of phase mismatch from (a) experimental 
data and (b) simulation. Figure borrowed from [1]. 
 
 Another paper by Piskarskas et al. demonstrates NC-SHG using periodically 
poled KTP and reports ~30% conversion efficiency [2]. Much of the paper is occupied by 
calculations of phase-matching conditions for a periodically poled material, which are 
more complicated than the Type I critical phase matching used by Arlt et al. The 
approach used to generate the results presented in this thesis is agnostic to whether the 
required phase mismatch comes from crystal rotation/heating or domain inversion, and 
either approach is compatible with efficient NC-SHG. This paper also shows beam 
profiles of intermediate phase mismatches where the incoming Bessel beam is converted 
into a Bessel beam with a different divergence, along with some on-axis clutter. This 
thesis will replicate these qualitative results and show that it is possible to generate output 
Bessel-like beams at divergences other than that of the fundamental beam. 
(a) (b) 
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3. METHODOLOGY 
In order to simulate NC-SHG one needs to start from the basic equations of 
nonlinear optics and find a general solution that describes SHG. This will be a set of 
differential equations that fully model the nonlinear interaction, including pump 
depletion. Then, an additional term can be added to describe the diffraction that occurs 
during propagation through any medium, including the nonlinear crystal itself. Finally, 
applying some assumptions will allow the creation of a set of numerical calculations that 
are representative of the behavior that is described by the differential equations. The 
resulting MATLAB code is the foundation of the work presented in this thesis and is 
presented in Appendix A. 
After delving into the concepts used to create the code, this section will reproduce 
some published results to build confidence in the accuracy of the code. The goal of these 
simulations will not be to match experimental results to within 10% or so, but rather to be 
well within an order of magnitude. Some parameters that are necessary inputs for the 
simulation are difficult to accurately measure experimentally, or not reported at all in 
published literature, so it is not reasonable to expect a very high degree of fidelity. On the 
other hand, the simulation works with numbers that are tens of orders of magnitude apart, 
so the checks against real experiments can be used to rule out simple errors. In order to 
build further confidence in the code one would have to create an active experimental 
setup where discrepancies can be investigated and corrected. The final part of this section 
will describe some of the limitations of the presented code and propose some extensions 
that could expand upon its capabilities. 
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Generalized Second-Harmonic Generation  
The first part of this section will follow the formalism of SHG as presented by 
Boyd [23]. It was intended that all variables definitions and mathematical relationships 
used in this thesis and accompanying code be compatible with the framework established 
by Boyd. The following section seeks to provide physical understanding of the derivation 
of the equations governing SHG, whereas Appendix B rigorously follows the same steps 
with notes on the mathematical principles applied.  
SHG is a nonlinear-optical process that occurs in materials that possess a non-zero 
second-order susceptibility. When an electromagnetic field is applied to such a material, 
the time-dependent density of induced electric dipole moments, or polarization, has a 
component that depends on the square of the field strength. The incident field can be 
assumed to have the following time dependence: 
 𝐸𝐸�(𝑡𝑡) = 𝐸𝐸𝑒𝑒−𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑐𝑐. 𝑐𝑐. (3.1) 
Where 𝑐𝑐. 𝑐𝑐. is the complex conjugate of the first term. The nonlinear polarization of the 
medium caused by this electric field will have a component of the form: 
 𝑃𝑃�(2)(𝑡𝑡) = 2𝜖𝜖0𝜒𝜒(2)𝐸𝐸𝐸𝐸∗ + �𝜖𝜖0𝜒𝜒(2)𝐸𝐸2𝑒𝑒−𝑖𝑖2𝑖𝑖𝑖𝑖 + 𝑐𝑐. 𝑐𝑐. � (3.2) 
Where 𝜒𝜒(2) is the appropriate component of the second-order susceptibility tensor that 
describes the strength of the interaction caused by the nonlinear material between the 
polarizations of the electromagnetic fields being described (in this context polarization 
refers to the orientation of the electric component of an electromagnetic field and is 
distinct from the above definition). The rest of this derivation and presented code neglect 
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polarization and model electromagnetic fields as complex scalar arrays. It is up to the 
user to keep track of field polarizations and select the correct tensor component to link 
them. The first term of the nonlinear polarization in Eq. 3.2 does not generate an 
electromagnetic field, but rather induces a static electric field across the crystal, because 
its second derivative with respect to time vanishes. The second term generates 
electromagnetic radiation with twice the incident frequency, the second harmonic. 
In an isotropic, dispersionless, nonlinear medium the wave equation for a slowly 
varying electromagnetic wave is as follows: 
 
−∇2𝐸𝐸� + 𝜖𝜖(1)
𝑐𝑐2
𝜕𝜕2𝐸𝐸�
𝜕𝜕𝑡𝑡2
= − 1
𝜖𝜖0𝑐𝑐2
𝜕𝜕2𝑃𝑃�𝑁𝑁𝑁𝑁
𝜕𝜕𝑡𝑡2
 
(3.3) 
Where the nonlinear polarization, 𝑃𝑃�𝑁𝑁𝑁𝑁, acts as a source term for this driven differential 
equation. In general, each frequency of incident radiation must be treated separately 
because the dielectric tensor 𝜖𝜖(1)  is frequency dependent, among other non-common 
terms. The total electric field may then be expressed as a sum over the frequencies. 
In the case of SHG, there are two frequencies to consider: the incident radiation, 
𝐸𝐸1 , with angular frequency 𝜔𝜔1 , and the second-harmonic field, 𝐸𝐸2 , with angular 
frequency 𝜔𝜔2 = 2𝜔𝜔1. The total electric field is given by the sum of the electric fields at 
these frequencies:  
 𝐸𝐸�(𝑧𝑧, 𝑡𝑡) = 𝐸𝐸�1(𝑧𝑧, 𝑡𝑡) + 𝐸𝐸�2(𝑧𝑧, 𝑡𝑡) (3.4) 
Where each field component has the following time dependence: 
 𝐸𝐸�𝑗𝑗(𝑧𝑧, 𝑡𝑡) = 𝐸𝐸𝑗𝑗(𝑧𝑧)𝑒𝑒−𝑖𝑖𝑖𝑖𝑗𝑗𝑖𝑖 + 𝑐𝑐. 𝑐𝑐. (3.5) 
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And the following dependence on the propagation dimension, 𝑧𝑧: 
 𝐸𝐸𝑗𝑗(𝑧𝑧) = 𝐴𝐴𝑗𝑗(𝑧𝑧)𝑒𝑒𝑖𝑖𝑘𝑘𝑗𝑗𝑧𝑧 (3.6) 
Where 𝐴𝐴𝑗𝑗(𝑧𝑧) is the slowly-varying amplitude and 𝑘𝑘𝑗𝑗 = 𝑛𝑛𝑗𝑗𝜔𝜔𝑗𝑗/𝑐𝑐 is the wavenumber, or 
propagation constant, in a medium with refractive index, 𝑛𝑛𝑗𝑗 = �𝜖𝜖(1)�𝜔𝜔𝑗𝑗��12 . The 
relationship given in Eq. 3.2 is used to find the time-varying polarization created by each 
permutation of pairs of field components in Eq. 3.4: 
 𝑃𝑃�1(𝑧𝑧) = 4𝜖𝜖0𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒𝐴𝐴2𝐴𝐴1∗𝑒𝑒𝑖𝑖(𝑘𝑘2−𝑘𝑘1)𝑧𝑧𝑒𝑒−𝑖𝑖𝑖𝑖1𝑖𝑖 + 𝑐𝑐. 𝑐𝑐. (3.7) 
 𝑃𝑃�2(𝑧𝑧) = 2𝜖𝜖0𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒𝐴𝐴12𝑒𝑒2𝑖𝑖𝑘𝑘1𝑧𝑧𝑒𝑒−𝑖𝑖𝑖𝑖2𝑖𝑖 + 𝑐𝑐. 𝑐𝑐. (3.8) 
Where 𝑑𝑑𝑖𝑖𝑗𝑗𝑘𝑘 = 1 2⁄ 𝜒𝜒𝑖𝑖𝑗𝑗𝑘𝑘(2)  is the commonly used contracted notation for nonlinear 
susceptibility and the relationship between the effective nonlinearity coefficient, 𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒, 
and the 𝑑𝑑𝑖𝑖𝑗𝑗𝑘𝑘  tensor components is based on the crystal type and orientation of the 
nonlinear crystal. The leading coefficients in Eqs. 3.7 and 3.8 reflect how many 
permutations of pairs of field components can cause the nonlinear polarization 
component in question. Substituting the electric field for each frequency component, Eq. 
3.5, and polarization for that component, Eqs. 3.7 and 3.8, into the wave equation, Eq. 
3.3, produces the coupled amplitude equations that describe SHG: 
 𝑑𝑑𝐴𝐴1
𝑑𝑑𝑧𝑧
= 2𝑖𝑖𝜔𝜔12𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒
𝑘𝑘1𝑐𝑐2
𝐴𝐴2𝐴𝐴1
∗𝑒𝑒−𝑖𝑖Δ𝑘𝑘𝑧𝑧 
(3.9) 
 𝑑𝑑𝐴𝐴2
𝑑𝑑𝑧𝑧
= 𝑖𝑖𝜔𝜔22𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒
𝑘𝑘2𝑐𝑐2
𝐴𝐴1
2𝑒𝑒𝑖𝑖Δ𝑘𝑘𝑧𝑧 
(3.10) 
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The phase mismatch between the fundamental-frequency and second-harmonic frequency 
components is represented by the following equation: 
 Δ𝑘𝑘 = 2𝑘𝑘1 − 𝑘𝑘2 (3.11) 
For the case of plane waves, as described in Eq. 3.6, the interaction represented by Eqs. 
3.9 and 3.10 is strongest when Δ𝑘𝑘 = 0. 
 The above only deals with the plane wave case so the spatial derivative term in 
the wave equation, Eq. 3.3, is reduced from ∇2𝐸𝐸�  to 𝑑𝑑2 𝑑𝑑𝑧𝑧2⁄ 𝐸𝐸�  because 𝐸𝐸�  is a function of 
only 𝑧𝑧. The general case of diffraction with nonlinear interaction for an arbitrary input 
profile (still in the paraxial regime) was derived by Sheng and Siegman [21]. Their 
formalism is rather different from Boyd’s, but we can arrive at the analogous relations by 
not using the above simplification for the ∇2 operator. After defining ∇2= ∇𝑇𝑇2 + 𝜕𝜕2 𝜕𝜕𝑧𝑧2⁄ , 
where  ∇𝑇𝑇2= 𝜕𝜕2 𝜕𝜕𝑥𝑥2⁄ + 𝜕𝜕2 𝜕𝜕𝑦𝑦2⁄ , the coupled amplitude equations for SHG with 
diffraction are as follows: 
 𝜕𝜕𝐴𝐴1
𝜕𝜕𝑧𝑧
= 𝑖𝑖2𝑘𝑘1 ∇𝑇𝑇2𝐴𝐴1 + 2𝑖𝑖𝜔𝜔12𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒𝑘𝑘1𝑐𝑐2 𝐴𝐴2𝐴𝐴1∗𝑒𝑒−𝑖𝑖Δ𝑘𝑘𝑧𝑧 (3.12) 
 𝜕𝜕𝐴𝐴2
𝜕𝜕𝑧𝑧
= 𝑖𝑖2𝑘𝑘2 ∇𝑇𝑇2𝐴𝐴2 + 𝑖𝑖𝜔𝜔22𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒𝑘𝑘2𝑐𝑐2 𝐴𝐴12𝑒𝑒𝑖𝑖Δ𝑘𝑘𝑧𝑧 (3.13) 
The full mathematical derivation for these equations can be found in Appendix B. 
 
Split-Step Method 
 The differential equations derived above do not have an analytical solution and 
must be solved numerically for specific sets of parameters. In order to make solving the 
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3-dimensional partial differential equations computationally tractable we apply the split-
step method, as presented by Frosz and Bang [24]. Their application is very different 
from the one presented in this thesis, but the mathematics is analogous. We start by 
examining the framework they establish, then modifying it to solve Eqs. 3.12 and 3.13.  
The split-step method entails separating each differential equation into two parts 
and alternatingly applying the solution to those parts to solve for the full 𝑧𝑧 profile in 
small increments. Frosz and Bang present the following process for separating the 
nonlinear Schrödinger equation for optical fibers: 
 𝜕𝜕𝐴𝐴
𝜕𝜕𝑧𝑧
= −𝑖𝑖 𝛽𝛽22 𝜕𝜕2𝐴𝐴𝜕𝜕𝑡𝑡2 + 𝑖𝑖𝑖𝑖𝐴𝐴|𝐴𝐴|2 (3.14) 
Where 𝛽𝛽2 is the group-velocity dispersion of the fiber and 𝑖𝑖 is the nonlinear parameter. 
Frosz and Bang define new terms for the linear and nonlinear terms as follows: 
 
𝐷𝐷� = −𝑖𝑖 𝛽𝛽22 𝜕𝜕2𝐴𝐴𝜕𝜕𝑡𝑡2  (3.15) 
 𝑁𝑁� =  𝑖𝑖𝑖𝑖𝐴𝐴|𝐴𝐴|2 (3.16) 
So the original partial differential equation becomes the following: 
 𝜕𝜕𝐴𝐴
𝜕𝜕𝑧𝑧
= [𝐷𝐷� + 𝑁𝑁�]𝐴𝐴 (3.17) 
After separately solving the simple differential equations for 𝐷𝐷� and 𝑁𝑁�, they serially apply 
those solutions for a small step ℎ to the original field. Thus, the total field amplitude after 
a small propagation step ℎ is as follows: 
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 𝐴𝐴(𝑧𝑧 + ℎ, 𝑡𝑡) ≈ 𝐷𝐷�(ℎ)𝑁𝑁�(ℎ)𝐴𝐴(𝑧𝑧, 𝑡𝑡) (3.18) 
The takeaway is that we can solve a complicated partial differential equation by 
sequentially applying the solutions of its components if each applied solution is 
constrained to a small region where it is roughly linear. Frosz and Bang were concerned 
with pulse propagation in optical fibers, where the dominant nonlinear interaction is self-
phase modulation, which neatly fits the intuitive framework of Eq. 3.14. Unfortunately, 
the nonlinear term of Eq. 3.9 cannot be solved so easily because it contains the complex 
conjugate of the field amplitude, 𝐴𝐴1∗ . This means that it will be impossible to express the 
effects of the applied solutions in a single neat equation, like Eq. 3.18, but we will solve 
the nonlinear part in another way, still over a small step, ℎ, and linearly combine that 
intermediate solution with the solution to the diffraction part of Eq. 3.9.  
Frosz and Bang were concerned with describing long sections of optical fiber, 
where the dispersion of the waveguide is a significant concern. Thus, their 𝐷𝐷�  term 
contains a second time derivative of the field amplitude to model dispersion. For the 
purposes of this thesis, the nonlinear interaction occurs in a short crystal excited by a CW 
or quasi-CW laser, so the interaction lengths are short, the optical bandwidths are small 
and dispersion is negligible. However, the electromagnetic field is not being guided and 
will diffract, which can be represented by a second spatial derivative, whereas Frosz and 
Bang assumed the transverse profile of the field to be constant because they are 
describing a waveguide. The effects of dispersion and diffraction are physically 
analogous, and it will be shown that the linear component of Eq. 3.9 can be analytically 
solved in a similar manner to the linear component of Eq. 3.14. 
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Thus, the structure of the MATLAB code presented in Appendix A and used to 
generate the results of this thesis is as follows: 
I) Solve the coupled system of equations that describe the SHG interaction for a small 
step ℎ: 
 𝜕𝜕𝐴𝐴1′ (𝑥𝑥,𝑦𝑦, 𝑧𝑧 + ℎ)
𝜕𝜕𝑧𝑧
= 2𝑖𝑖𝜔𝜔12𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒
𝑘𝑘1𝑐𝑐2
𝐴𝐴2(𝑥𝑥, 𝑦𝑦, 𝑧𝑧)𝐴𝐴1∗(𝑥𝑥,𝑦𝑦, 𝑧𝑧)𝑒𝑒−𝑖𝑖Δ𝑘𝑘𝑧𝑧 (3.19) 
 𝜕𝜕𝐴𝐴2′ (𝑥𝑥,𝑦𝑦, 𝑧𝑧 + ℎ)
𝜕𝜕𝑧𝑧
= 𝑖𝑖𝜔𝜔22𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒
𝑘𝑘2𝑐𝑐2
𝐴𝐴1
2(𝑥𝑥,𝑦𝑦, 𝑧𝑧)𝑒𝑒𝑖𝑖Δ𝑘𝑘𝑧𝑧 (3.20) 
II) Apply the effects of the independent equations describing diffraction for small step ℎ 
to the intermediate solutions, 𝐴𝐴𝑗𝑗′(𝑥𝑥,𝑦𝑦, 𝑧𝑧 + ℎ), found above: 
 𝜕𝜕𝐴𝐴1(𝑥𝑥,𝑦𝑦, 𝑧𝑧 + ℎ)
𝜕𝜕𝑧𝑧
= 𝑖𝑖2𝑘𝑘1 ∇𝑇𝑇2𝐴𝐴1′ (𝑥𝑥,𝑦𝑦, 𝑧𝑧 + ℎ) (3.21) 
 𝜕𝜕𝐴𝐴2(𝑥𝑥, 𝑦𝑦, 𝑧𝑧 + ℎ)
𝜕𝜕𝑧𝑧
= 𝑖𝑖2𝑘𝑘2 ∇𝑇𝑇2𝐴𝐴2′ (𝑥𝑥,𝑦𝑦, 𝑧𝑧 + ℎ) (3.22) 
III) Repeat steps I and II until the full region of interest of the z-axis is simulated, one 
small step, ℎ, at a time. 
 
Linear Diffraction and fft2 
The equations for diffraction, Eqs. 3.21 and 3.22, have an analytical solution that 
is mathematically derived in Appendix B and discussed below. In order to solve the 𝜕𝜕 𝜕𝜕𝑧𝑧⁄  
operator on the left-hand side, the equation was integrated from 𝑧𝑧 to 𝑧𝑧 + ℎ to find the 
effects of a propagation step ℎ. In order to solve the 𝜕𝜕2 𝜕𝜕𝑥𝑥2⁄ + 𝜕𝜕2 𝜕𝜕𝑦𝑦2⁄  operator on the 
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right side we use a similar method to Frosz and Bang. They make use of the Fourier 
transform pair 𝜕𝜕 𝜕𝜕𝑡𝑡⁄ ↔ 𝑖𝑖(𝜔𝜔 − 𝜔𝜔0)  to replace the time derivative in Eq. 3.15. This 
solution needs to be applied to the field amplitude in the Fourier domain, so they use a 
Fourier transform to go from the time domain to temporal-frequency domain. The 
analogue of that process is to use the Fourier transform to take the two-dimensional 
complex field amplitudes into the spatial-frequency domain, then apply a similar 
substitution, 𝜕𝜕 𝜕𝜕𝑥𝑥⁄ ↔ 𝑖𝑖𝑠𝑠𝑥𝑥, where 𝑠𝑠𝑥𝑥 is the spatial-frequency content in the direction of the 
x-axis. The result of this process is a solution that can be easily applied to the Fourier 
transform of 𝐴𝐴1(𝑥𝑥,𝑦𝑦, 𝑧𝑧), which is ?̂?𝐴1�𝑠𝑠𝑥𝑥, 𝑠𝑠𝑦𝑦, 𝑧𝑧�: 
 
?̂?𝐴1(𝑠𝑠𝑥𝑥, 𝑠𝑠𝑦𝑦, 𝑧𝑧0 + ℎ) = ?̂?𝐴1�𝑠𝑠𝑥𝑥, 𝑠𝑠𝑦𝑦, 𝑧𝑧0�𝑒𝑒−2𝑖𝑖𝜋𝜋2𝑘𝑘1 �𝐵𝐵𝑥𝑥2+𝐵𝐵𝑦𝑦2�ℎ (3.23) 
Note that this is a full solution of the diffraction component of the wave equation so Eq. 
3.23 remains accurate even over an arbitrarily large propagation step. It is the interaction 
between the linear and nonlinear components of Eqs. 3.12 and 3.13 that necessitates 
small changes in the field between every step. There is no need to consider small 
propagation steps to reflect reality in the limit of a linear medium. 
Using the analytical solution, Eq. 3.23, is much less computationally intensive 
than solving a two-dimensional partial differential equation. The mathematical operations 
involved are array multiplication and the Fourier transform, both of which MATLAB 
performs very efficiently. The amazing computational efficiency of the modern 
implementation of the fast Fourier transform is an enabling factor for many numerical 
simulations performed by computers, including this one. The MATLAB command used 
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for the one-dimensional Fourier transform is fft, and for the two-dimensional Fourier 
transforms it is fft2. Because MATLAB positions the zero frequency, or DC component, 
of the transform at the start of the array, the fftshift command is used to shift the array 
such that the DC component is in the center, with positive frequency components 
following and negative frequency components preceding it. This is the physically 
representative form of the Fourier transform of the field, which can be multiplied by the 
propagator in Eq. 3.23 and then Fourier transformed back to the spatial domain to find 
how the field diffracts over distance ℎ. It is worth keeping in mind that the speed of fft 
commands does not scale linearly with array size, 𝑁𝑁, and the most efficient sizes are 
powers of 2. 
The first test to confirm that the diffraction code works as expected is the 
Gaussian propagation case. A Gaussian beam has an analytical solution at all positions 
along the axis of propagation, 𝑧𝑧: 
 
𝐸𝐸(𝑟𝑟, 𝑧𝑧) = 𝐸𝐸0 𝑤𝑤0𝑤𝑤(𝑧𝑧) 𝑒𝑒− 𝑟𝑟2𝑤𝑤(𝑧𝑧)2𝑒𝑒−𝑖𝑖�𝑘𝑘𝑧𝑧−tan−1 𝑧𝑧𝑧𝑧𝑅𝑅+ 𝑘𝑘𝑟𝑟22𝑅𝑅(𝑧𝑧)� (3.24) 
Where 𝑤𝑤(𝑧𝑧) is the beam radius and 𝑤𝑤0 is the waist radius. The Raleigh range, 𝑧𝑧𝑅𝑅, in a 
medium of refractive index 𝑛𝑛, is defined by: 
 𝑧𝑧𝑅𝑅 = 𝜋𝜋𝑤𝑤02 𝑛𝑛𝜆𝜆1 (3.25) 
Radius of curvature, R, is defined by: 
 
𝑅𝑅(𝑧𝑧) = 𝑧𝑧 �1 + �𝑧𝑧𝑅𝑅
𝑧𝑧
�
2
� 
(3.26) 
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The linear propagator in Eq. 3.23 has been checked against the Gaussian equation by 
starting with a Gaussian beam at 𝑧𝑧 = 0 and propagating it forward and backward. The 
results match the analytical solution perfectly. 
 To test the performance of the diffraction simulation with Bessel beams we can 
compare to a published paper on HOM fibers by Steinvurzel et al. [25]. That paper shows 
good agreement between experimental results (not reproduced here) and that author’s 
simulation, shown in Fig. 3.1a. Steinvurzel et al., used a simulated LP0,5 mode from an 
HOM fiber with a secondary single-mode core. Fig. 3.1b shows a 𝐽𝐽0 Bessel beam, hard 
clipped past the 4th ring, being forward propagated, as per Eq. 3.23, and bearing excellent 
resembelence to Fig. 3.1a. Figure 2.2 showed that an HOM fiber without a secondary 
single-mode core is very similar to a Bessel beam, while the fiber used by Steinvurzel et 
al. has a secondary core that creates a central lobe shape that is somewhat distinct from a 
Bessel. The dissimilarity between the LP0,5 profile and the truncated Bessel beam is 
limited to the central lobe, which carries a small fraction of the total power and is 
responsible for the discrepencies near the center of the beam for the first 200 µm of 
propagation shown in Fig. 3.1. Note the accurate reproduction of the longitudinal 
intensity variation, a well-understood property of non-diffracting Bessel beams (shown in 
Fig. 2 of the Arlt et al. paper [1], and in many other sources). This intensity variation can 
be mitigated by applying a Gaussian apodization to the Bessel profile, such as by passing 
a Gaussian beam through an axicon. The reduction in the longitudinal intensity variation 
for an apodized Bessel beam can be replicated with the code in Appendix A, but such a 
beam is a poor representative of the output of an HOM fiber and is only considered in 
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this thesis when replicating published results that present apodized beams. Overall, Fig. 
3.1 is strong evidence that the formulation of Eq. 3.23 that is used in the code matches 
reality well when modeling the effects of diffraction. 
 
Figure 3.1. (a) Simulation of diffraction of LP0,5 fiber mode. Figure borrowed from [25]. (b) 
Simulated propagation of truncated Bessel beam that resembles LP0,5 mode as computed by 
code in Appendix A. 
 
Nonlinear Interaction and ode45 
The equations for SHG, Eqs. 3.19 and 3.20, do not fit the framework of Frosz and 
Bang that we are following. While Frosz and Bang have a differential equation of the 
form 𝜕𝜕𝐴𝐴 𝜕𝜕𝑧𝑧⁄ = 𝐶𝐶𝐴𝐴, which has a solution of the form 𝐴𝐴 ∝ 𝑒𝑒𝐶𝐶𝑧𝑧, one of our equations is of 
the form 𝜕𝜕𝐴𝐴 𝜕𝜕𝑧𝑧⁄ = 𝐶𝐶𝐴𝐴∗, which has no analytical solution of which we are aware. In order 
to numerically solve these equations the code in Appendix A uses the default settings of 
the ode45 MATLAB command. This is the most commonly used of MATALB’s ordinary 
differential equation (ODE) solvers, and it uses the Dormand-Prince method, which 
(a) (b) 
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belongs to the Runge-Kutta family of ODE solvers. This function solves Eqs. 3.19 and 
3.20 using as many points as necessary to keep the solution smoothly varying. For the 
purposes of the split-step method we will only need the final point of the solution to the 
nonlinear differential equation, which models the effects of second-harmonic interaction 
over a small distance ℎ. This solver is used on all the points of the fundamental frequency 
and second-harmonic frequency fields in a single function call, but the ODE solution is 
independent for each pair of points. 
Verifying the performance of this code is tricky because the simulation does a 
staggering number of calculations with numbers that are many orders of magnitude apart. 
It would be useful to compare the intermediate steps of the simulation to empirically 
gathered data describing the evolution of an electromagnetic field as it propagates 
through a nonlinear medium, but that is an impractical measurement and often all that 
gets published is condensed data like output intensity and conversion efficiency. The next 
best thing is decoupling the effects of the phase mismatch and diffraction terms from the 
SHG term to make sure that the latter component is performing correctly. To do this, we 
compare to a SHG result in a quasi-phase-matched waveguide, presented by Webjörn et 
al. [26]. The quasi-phase-matching means that we can set Δ𝑘𝑘 = 0, so the exponential 
phase mismatch term goes to 1, and the waveguiding allows us to bypass the diffraction 
code and assume a constant field profile. 
 One of the results presented in the Webjörn paper is for a 4 µm by 4–5 µm 
waveguide in periodically poled KTP. For the purposes of the simulation, the input field 
was approximated by a Gaussian with 2.25 µm waist radius, instead of solving for the 
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mode of this rectangular waveguide. Webjörn estimated a nonlinear coefficient of 17 
pm/V and reported 0.8 mW of blue output generated from 15.8 mW of 849.8-nm input. 
Fig. 3.2 shows the simulated interaction as a function of propagation length, as modeled 
by the code created for this thesis. At the output of the 8 mm crystal, Fig. 3.2c shows 1.8 
mW of blue light. This is an encouraging result; there are many factors that could explain 
a factor of 2 lower efficiency in an experimental setup. Meanwhile, a result in the right 
order of magnitude shows that there are no glaring errors in the equations governing 
SHG. 
 
 
Figure 3.2. (a) Fundamental frequency 
component (b) second-harmonic frequency 
component (c) second-harmonic total power. 
The shape of the beam profile does not change 
with propagation distance because the wave is 
guided. The values in the images are square 
roots of the intensities to enhance visibility of 
weak parts of the beam (gamma correction of 2) 
and the color scaling is shared between the 
images. 
 
 
(a) (b) 
(c) 
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 Another replicated result to raise confidence in the code comes from a 
straightforward setup that performs SHG with a 946-nm CW Gaussian beam [27]. 
Pruneri et al. report an output of 49 mW of frequency-doubled light from a 6-mm long 
periodically poled LN crystal with estimated nonlinear coefficient of 19 pm/V. The input 
beam has a power of 1.07 W and is focused to a waist diameter of 38 µm. For these 
parameters the code in Appendix A predicts 21 mW of second harmonic. Furthermore, 
Pruneri et al. list an M2 of the input beam of 1.5, which is predicted to lower the 
efficiency by a factor of 2. Though the code can accept any beam profile as an input, a 
perfect Gaussian was used for this simulation. And so, the simulation’s prediction differs 
from the published results by a factor of 4. Another result in that paper is for an input 
power of 1.28 W and 58 µm waist diameter, for which they report 49mW output and the 
code in Appendix A predicts 20.2 mW, again differing by a factor of 4. This may be an 
indication of a problem with the code or the parameters of the experiment may not have 
been very well characterized. Overall, there is significant evidence that the code 
presented in this thesis is faithful to reality in terms of modeling the strength of the 
second-harmonic interaction. 
 
Phase Mismatch Replicated Results 
Most published results seek to demonstrate the highest possible conversion 
efficiency, which usually means no phase mismatch, Δ𝑘𝑘 = 0. This thesis seeks to explore 
the full range of phase-matching conditions with Bessel input beams so it is desirable to 
demonstrate the functionality of the part of the code that models phase mismatch. 
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Fortunately, Boyd has published a simple figure showing the effect of phase mismatch 
with normalized parameters so it is descriptive of the SHG process in general, reproduced 
in Fig. 3.3a [23]. The normalization factor is the nonlinear interaction length, defined as: 
 
𝑙𝑙𝑁𝑁𝑁𝑁 = �2𝑛𝑛12𝑛𝑛2𝜀𝜀0𝑐𝑐𝐼𝐼0 𝑐𝑐2𝜔𝜔1𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒 (3.27) 
Where 𝐼𝐼0  is the intensity of the plane wave at the fundamental frequency. Boyd’s 
independent axis is scaled by this 𝑙𝑙𝑁𝑁𝑁𝑁  parameter, as is phase mismatch, Δ𝑠𝑠 = Δ𝑘𝑘𝑙𝑙𝑁𝑁𝑁𝑁 
(Boyd writes this factor as simply 𝑙𝑙). Fig. 3.3b shows the predictions of my code for the 
same phase mismatch values. Note that for Δ𝑠𝑠 = 0, the normalized second-harmonic 
field, u2 , reaches 75% conversion at a normalized length of 1, which is the physical 
definition for the concept of nonlinear interaction length. There is good agreement for 
most of the presented cases, but there is a discrepancy for the highest mismatch of 
Δ𝑠𝑠 = 25: Boyd’s plot shows 5 periods of conversion and back-conversion oscillations in 
one distance of 𝑧𝑧/𝑙𝑙𝑁𝑁𝑁𝑁, whereas my code predicts 4. Such a discrepancy is not apparent for 
the other phase mismatch values, i.e. the oscillations of the Δ𝑠𝑠 = 2 case have a period of 
2 in both plots. The source of this discrepancy is unknown, but the reproduction of the 
general trends and most of the specific features lends confidence that my code reflects 
reality fairly well. The discrepancy only appears at very high values of Δ𝑠𝑠 , and the 
highest normalized phase mismatch values of the results presented in this thesis are less 
than 4. 
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Figure 3.3. (a) Effects of phase mismatch on the efficiency of SHG. Figure borrowed from 
[23]. (b) Simulation of phase mismatch computed by code in Appendix A.  
 
Noncollinear SHG Replicated Results 
The diffraction, SHG, and phase mismatch components of the code have been 
shown to perform well separately, so now we replicate a couple of published examples of 
Δ𝑠𝑠 = 0 
2 
10 
25 
(a) 
(b) 
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NC-SHG to check that these components interact correctly and with appropriate relative 
strengths. One useable published result comes from Piskarskas et al. [2], who use 200 µJ, 
10 ns pulses, corresponding to peak powers of 20 kW. This assumes a square pulse 
envelope and negligible transient effects, but will be adequate to confirm that the code in 
Appendix A is capable of simulating NC-SHG. They use periodically poled KTP and 
vary the temperature to control phase-matching conditions, while the simulation uses Eq. 
2.6 to find the phase mismatch required for NC-SHG. They did not list an estimated 
nonlinear coefficient, so it was taken from an unrelated reference as 6.9 pm/V [28].  
Fig. 3.4 shows the simulated interaction, which predicts that the conversion 
efficiency rises to 60% before falling off to 35%, while Piskarskas et al. report a 30% 
conversion efficiency. There is reason to believe, as explained in Section 4, that 
Piskarskas et al. used a higher input power than is optimal, which would explain the 
back-conversion shown in Fig. 3.4c. Fig. 3.4d shows a useful way of visualizing the NC-
SHG interaction in the Fourier domain, showing the angular content of the second-
harmonic wave at each step of the simulation. This view shows a faint line at 27 mrad, 
which is due to weak collinear SHG with very poor phase matching. Thus, the code in 
Appendix A was used to replicate an experimental result which used NC-SHG to convert 
a Bessel beam to mostly on-axis light. 
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Figure 3.4. (a) Fundamental frequency component (b) second-harmonic frequency 
component (c) conversion efficiency (d) second-harmonic in spatial-frequency domain. 
Gamma correction 2, color scaling shared between spatial-domain images. 
 
Another illuminating result worth reproducing is the sweep of Δk presented by 
Arlt et al., originally shown in Fig. 2.4, and reproduced in Figs. 3.5a and 3.5b. The 
published results are matched fairly well by the output of the code in Appendix A, shown 
in Fig. 3.5c. One discrepancy between the simulated results, Figs. 3.5b and 3.5c, is the 
(a) (b) 
(d) (c) 
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relative peak efficiencies of the processes – the code in Appendix A predicts that 
collinear SHG should be nearly as efficient as noncollinear SHG, while the model of Arlt 
et al. predict significantly less. Another discrepancy is that the low-efficiency region 
between the collinear and noncollinear regimes is predicted to have far higher conversion 
efficiency by the code in Appendix A than the simulation in Fig 3.5b. Despite these 
discrepancies, the experimental data shown in Fig. 3.5a matches the simulation generated 
by the code in Appendix A as well or better than it matches the simulation in Fig. 3.5b in 
both of these regards. Overall, Fig. 3.5 shows that the code presented in this thesis 
faithfully models SHG with diffraction in the full range of what is currently understood to 
be possible. 
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Figure 3.5. Conversion efficiency as a function of phase mismatch from (a) experimental 
data, (b) simulation, both borrowed from [1], as well as (c) simulation computed by code in 
Appendix A for input power of 4.6 W, well within the undepleted pump regime. 
 
 
(a) 
(c) 
(b) 
Collinear SHG condition 
at Δ𝑘𝑘 = 0𝑚𝑚−1 NC-SHG condition at Δ𝑘𝑘 = 4140𝑚𝑚−1 
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Fig. 3.5 shows the highest collinear SHG efficiency at a positive value of Δ𝑘𝑘, 
instead of Δ𝑘𝑘Collinear = 0 , as predicted by geometric optics, Eq. 2.4. An intuitive 
explanation for this is that the fundamental-harmonic light contains a range of angular 
wave vectors due to the wave nature of light. This is easiest to understand in the case of 
Gaussian-to-Gaussian SHG, but also applies to the collinear Bessel-to-Bessel case. Rays 
of the fundamental frequency that do not have perfectly collinear wave vectors can still 
interact during harmonic generation. This results in partial cancellation of the wave-
vector components that are not collinear, thus momentum matching to a harmonic ray 
that has a smaller wave vector magnitude than 2𝑘𝑘1. Momentum matching to a harmonic 
of magnitude 2𝑘𝑘1 is defined as Δ𝑘𝑘 = 0, so matching to a smaller 𝑘𝑘2  corresponds to a 
positive value of Δ𝑘𝑘 according to Eq. 2.4. And so, the peak conversion efficiency of 
collinear SHG taking place at positive, non-zero phase mismatch values is fundamentally 
caused by the wave vector summation that takes place during harmonic generation. 
Fig. 3.5 also shows that peak NC-SHG efficiency occurs at a smaller phase 
mismatch than that predicted by geometric momentum matching. The Bessel beam used 
to generate the results is predicted to have optimal efficiency at ΔkNonCollinear =4310𝑚𝑚−1, as found with Eq. 2.6, whereas the NC-SHG peak conversion is found at 4140𝑚𝑚−1. The preceding paragraph argued that the sum of fundamental-harmonic wave 
vectors may have a smaller magnitude than twice the fundamental-harmonic wave vector, 
resulting in a larger-than-expected Δ𝑘𝑘. We are unable to find any way that the spread of 
the angular content of either the fundamental or second-harmonic wave could result in a 
smaller-than-expected Δ𝑘𝑘. A different phenomenon that might explain this discrepancy is 
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the Gouy phase shift, the phase that any beam gains when going through focus. The 𝐴𝐴2 
component gains twice the Gouy phase shift of 𝐴𝐴1 as a consequence of being generated 
from a nonlinear polarization caused by the latter field, in addition to its own Gouy phase 
shift that it accumulates as it goes through focus. It would necessitate a smaller-than-
expected Δ𝑘𝑘 to efficiently phase-match to a second-harmonic wave with more phase shift 
than accounted for by geometric optics. It is not clear that the opposing effects of the 
Gouy phase shift and angular spread interact to account for both discrepancies from the 
predictions of geometric optics shown in Fig. 3.5, but they are a plausible set of physical 
explanations that would offset Δ𝑘𝑘 in the correct directions. 
 
Limitations and Extensions of Approach 
The electromagnetic wave simulator in Appendix A creates and evolves the 
complex amplitudes of fields that participate in a SHG interaction while undergoing 
diffraction. Pump depletion is fully accounted for because both fields are modeled. Some 
approximations and limitations of the code, along with useful corollaries, are as follows: 
• The wave equation that is used to describe the fields in the simulation is solved in 
the paraxial and slowly varying approximation case. These are common 
approximations and should apply to most laser systems. 
• The fundamental-harmonic and second-harmonic fields are each assumed to be 
monochromatic. The simulation should apply to beams with some spectral spread, 
as long as powers are low enough so that the only significant nonlinear interaction 
is SHG. This is because the involved wavelength-dependent parameters vary slowly 
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so any given SHG process would look very similar at a slightly different 
wavelength. We note that this is not a significant limitation for many of the likely 
applications, including blue-green communications. While such applications aim to 
transmit data, and use pulses, they are typically at least 10 ns long, corresponding to 
a bandwidth of 31 MHz for a transform-limited pulse, which is effectively a quasi-
CW beam. 
• The model simulates the field along the length of the crystal incrementally so it is 
not compatible with multi-pass beam configurations. It may be possible to model a 
system with n passes by iteratively solving a system of n linked simulations that 
share the necessary information. 
• Electromagnetic waves are modeled as scalar fields within the simulation so most 
polarization effects are neglected. The polarizations of the components participating 
in SHG need to be kept track of by the user, who needs to select the appropriate 
components of the nonlinear coefficient tensor and specify the refractive index seen 
by each polarization. Spatial walk-off is also not accounted for, and may not be 
compatible with this simulation technique. 
• There is no built-in time dependence to the fields being simulated. The SHG of a 
temporal pulse may be simulated by discretizing in the time domain and 
independently solving each point in time. This is not appropriate in the limit of 
extremely short pulses. 
• No thermal effects are currently modeled. Thermo-refractive effects may be added 
by using the heat equation, along with the absorption of the crystal at both 
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wavelengths of interest and the intensities solved at each step of the simulation, to 
find the temperature profile at each step. Then the fields could be adjusted by a 
phase correction term proportional to the temperature dependent change in 
refractive index, 𝑑𝑑𝑛𝑛 𝑑𝑑𝑑𝑑⁄ , to account for thermal lensing, steering, or other 
aberrations. Accuracy may be improved by using iterative techniques to improve 
the fidelity of the thermal model, especially in the dimension of optical propagation. 
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4. RESULTS 
SHG with a complex beam, such as a Bessel beam, involves a rich interplay of 
effects that yield dramatically different results depending on the exact input parameters. 
This section describes the nature of these input parameters, and then shows the different 
regimes of this phenomenon. There is a focus on the NC-SHG regime, which converts a 
beam with a Bessel profile to a frequency-doubled beam that resembles a Gaussian, 
because this is the regime that most obviously lends itself to practical applications. The 
NC-SHG phenomenon also has several counter-intuitive characteristics that must be 
understood to design functional systems. 
 
Input Parameters 
Table 4.1 lists the common parameters used to generate the results presented in 
this thesis and the subsequently presented results include an additional table listing the 
parameters that are changed between simulations. In general, the subscript 1 indicates a 
parameter describing the fundamental wavelength while the subscript 2 indicates that the 
parameter pertains to the second harmonic. The fundamental wavelength, 𝜆𝜆1, was chosen 
to be 1064 nm, a common output wavelength for Yb-doped fiber amplifiers, both for 
legacy reasons and because that wavelength operates with the highest efficiency possible 
for Yb-doped fibers [29].  
The nonlinearity coefficient, 𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒 , defines the strength of the nonlinear 
interaction, SHG in this case. The 𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒 used for all the results presented in this section is 
equal to the 𝑑𝑑33 coefficient of LN, chosen for its high nonlinearity coefficient. In a real 
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device the 𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒  would change as the crystal is rotated to change phase-matching 
conditions. Because the relationship between crystal angle and effective nonlinearity 
coefficient of a material varies widely depending on the crystal type, this phenomenon 
obscures understanding of the properties of SHG of Bessel beams and is neglected. The 
simulated condition, 𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒 = 𝑑𝑑33, is not achievable with a real nonlinear crystal that is 
rotated for phase matching, but this simplification allows the study of the general trends 
of SHG with Bessel beams. Note that this maximized nonlinear coefficient can be 
obtained with a periodically poled structure, such as PPLN [30] or PPKTP [2], which is 
compatible with noncollinear SHG. 
Parameter Symbol Variable Value 
Fundamental-Harmonic Wavelength 𝜆𝜆1 lambda1 1064 nm 
Second-Harmonic Wavelength 𝜆𝜆2 lambda2 532 nm 
Nonlinear Coefficient 𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒 deff 25 pm/V 
Bessel Central Lobe Radius 𝑟𝑟0 r0 20 µm 
Transverse Sample Spacing  dr 4 µm 
Transverse Sample Number  N 511 
Longitudinal Sample Spacing  dz 300 µm 
Longitudinal Sample Number  steps 101 
Table 4.1. Parameters common to most of the results presented in this thesis. 
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As discussed in Section 2, the input beam is a Bessel with complex field 
amplitude of the following form: 
 𝐴𝐴𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑥𝑥,𝑦𝑦) = 𝑒𝑒𝑖𝑖𝑘𝑘1𝑧𝑧0𝐽𝐽0 �𝑘𝑘1𝑟𝑟�𝑥𝑥2 + 𝑦𝑦2� (4.1) 
Where 𝑘𝑘1 is the wavenumber of the fundamental wavelength in the nonlinear crystal and 
𝑘𝑘1𝑟𝑟 is the radial component of that wavenumber, such that 𝑘𝑘12 = 𝑘𝑘1𝑟𝑟2 + 𝑘𝑘1𝑧𝑧2 . This input 
beam profile is only slightly different from the mode that is generated by an HOM fiber 
amplifier, as shown in Fig. 2.2. The simulations that were run for this thesis used this 
input profile instead of an HOM profile because a beam defined by a Bessel function of 
the first kind is more commonly used and easier to understand. The 𝑟𝑟0 parameter is the 
distance from the center of the beam to first null of the input Bessel beam and is related 
to the transverse wave vector, 𝑘𝑘1𝑟𝑟, by the following relationship: 
 𝑟𝑟0 = 2.405 𝑘𝑘1𝑟𝑟⁄  (4.2) 
The 𝑟𝑟0 parameter, along with the wavelength of the light and the location of the beam 
waist, is enough to uniquely identify a Bessel beam. The 𝑟𝑟0 parameter is related to the 
diffraction-free propagation length, 𝑧𝑧𝑚𝑚𝐶𝐶𝑥𝑥, by the following relationship: 
 
𝑧𝑧𝑚𝑚𝐶𝐶𝑥𝑥 = 2𝑅𝑅 𝑘𝑘1𝑘𝑘1𝑟𝑟 (4.3) 
Where 𝑅𝑅 is the radius of the full Bessel beam, determined by a hard aperture or the size 
of an HOM fiber. The parameters 𝑘𝑘1 and 𝑘𝑘1𝑟𝑟 are the total and transverse component of the 
input Bessel beam’s wave vector, respectively. The choice of 𝑟𝑟0 input for the following 
results is arbitrary. In practice, the output of an HOM amplifier would be optically 
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imaged inside of the nonlinear crystal so 𝑟𝑟0  can be freely adjusted by varying the 
magnification of the telescope. Eq. 4.1 defines the profile of a Bessel beam at its waist, 
which should be placed near the center of the nonlinear crystal, so the beam profile is 
back-propagated with the linear transform, Eq. 3.23, to find the field at the crystal input. 
A true Bessel beam described by Eq. 4.1 has significant power out to infinite 
transverse distance so it needs to be needs to be tapered off for practical applications. One 
convenient way to do this is with a Gaussian apodization, which results from passing a 
Gaussian spatial profile through an axicon. This apodized Bessel beam is easier to work 
with because it has a shorter and smoother longitudinal non-diffracting profile (smaller 
𝑧𝑧𝑚𝑚𝐶𝐶𝑥𝑥) than a Bessel beam that is simply clipped. However, an apodized Bessel beam is 
not a good approximation of the output of an HOM fiber. A clipped, non-apodized Bessel 
is very similar to the output mode of an HOM amplifier, as shown in Fig. 2.2, and is used 
for the simulations presented in this thesis. It is interesting to note that the higher 
interaction length of a non-apodized Bessel balances out with its lower peak power (due 
to that very same longer interaction length) and is able to achieve similar peak conversion 
efficiencies to the apodized beam. However, a longer nonlinear crystal is necessary to 
accommodate a non-apodized beam, which is generally undesirable but unavoidable in 
making use of HOM fibers. After being truncated, the input beam profile described by 
Eq. 4.1 is scaled so that its total power is the desired input beam power, 𝑃𝑃. 
The sample spacing of the field, 𝑑𝑑𝑟𝑟, should be about 𝑟𝑟0 5⁄ , so that the central lobe 
of the fundamental frequency Bessel is represented by about 10 points. That will mean 
that in the case of collinear SHG, the second-harmonic Bessel will only have 5 points 
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representing the central lobe, which is sufficient. The results from simulations with 
smaller 𝑑𝑑𝑟𝑟 values match this one very well and using the smallest possible value speeds 
up the computation significantly. The simulation parameter 𝑑𝑑𝑟𝑟 does not ever need to be 
smaller than 𝜆𝜆2 2⁄  because any spatial features smaller than half the optical wavelength 
do not represent propagating waves and will not be helpful in understanding physical 
phenomena. The simulation parameter 𝑁𝑁 is the number of points in the transverse profile 
of the electromagnetic fields being simulated. The value 𝑁𝑁 ∙ 𝑑𝑑𝑟𝑟 is the transverse size of 
the region being simulated, and needs to accommodate the full size of the beam at its 
largest. Because of the way the fft function works making 𝑁𝑁 a power of 2 speeds up 
simulations, though the linear diffraction calculation is far faster than the nonlinear 
interaction calculation so optimizing the former has little value. 
The number of steps taken by the code, 𝑠𝑠𝑡𝑡𝑒𝑒𝑝𝑝𝑠𝑠, should be chosen such that there 
are no large changes (about 20% or more) in the fields from one step of the simulation to 
the next. Because the linear and nonlinear propagators are applied at every step, the split-
step method is accurate even when there is significant evolution from step to step, but 
there is a limit to how much the nonlinear step can change the field between linear steps 
before the simulation is invalid. The longitudinal spacing of steps, 𝑑𝑑𝑧𝑧, should be chosen 
such that 𝑠𝑠𝑡𝑡𝑒𝑒𝑝𝑝𝑠𝑠 ∙ 𝑑𝑑𝑧𝑧 is the length of the region being simulated. It will be shown that in 
the case of NC-SHG this total length should be a little bit longer than the 𝑧𝑧𝑚𝑚𝐶𝐶𝑥𝑥 of the 
fundamental-frequency beam to allow enough interaction length for full depletion. The 
size of the region being simulated can be thought of as the size of the nonlinear crystal 
that would be required. Since computing power is cheaper than nonlinear crystals, after 
  
49 
performing a preliminary run with a generous simulated region one can reduce the size of 
this space and re-run to confirm that there are no major differences. For most applications 
the total longitudinal size should be from a point of little conversion (5% or less) to the 
point where maximum efficiency or the desired beam profile is achieved. 
The final input parameter, Δ𝑘𝑘, was defined in Eq. 3.10 as Δ𝑘𝑘 = 2𝑘𝑘1 − 𝑘𝑘2. This is 
the difference in propagation constants, as calculated from the indexes of the nonlinear 
material along the axes used for phase matching. The optimal phase mismatch is not 
exactly equal to the value found with simple momentum-matching relationships because 
of the wave nature of light. This effect was discussed in Section 3 and is the reason that it 
is important to sweep across a range of phase mismatch values instead of computing a Δ𝑘𝑘 
value from geometric relations. 
 
Parameter Sweep 
Fig. 4.1 is an overview of the entire possibility space for the process of SHG for a 
Bessel beam of a given size. Table 4.1 lists the parameters used to generate these results, 
which are common to most of the other results presented in this thesis. Of the input 
parameters in Table 4.1, 𝜆𝜆1 and 𝜆𝜆2 are set by the demands of the application; 𝑑𝑑𝑟𝑟, 𝑁𝑁, 𝑑𝑑𝑧𝑧 
and 𝑠𝑠𝑡𝑡𝑒𝑒𝑝𝑝𝑠𝑠  are set to keep the simulation accurate; while𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒 , 𝑟𝑟0 , 𝑃𝑃 , and Δ𝑘𝑘  are free 
parameters that could be adjusted in an experimental setup. The 𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒 used is equal to the 
highest coefficient of LN, originally chosen for its high nonlinearity coefficient, though it 
will be shown that lower values of 𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒 are favorable for high-power applications. The 
radius of the Bessel central lobe, 𝑟𝑟0 , was arbitrarily chosen to be 20 µm. The non-
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diffracting length, 𝑧𝑧𝑚𝑚𝐶𝐶𝑥𝑥, of a Bessel beam with the corresponding divergence is 56 mm, 
according to Eqs. 4.2 and 4.3. The simulated crystal length, 𝑑𝑑𝑧𝑧 ∗ 𝑠𝑠𝑡𝑡𝑒𝑒𝑝𝑝𝑠𝑠, is 60 mm. This is 
a generous, but still reasonable, crystal length. Limiting the nonlinear interaction length 
(crystal length) to less than 𝑧𝑧𝑚𝑚𝐶𝐶𝑥𝑥 reduces the maximum possible conversion efficiency 
for the NC-SHG case regardless of input power and should be avoided. The other 2 free 
parameters, 𝑃𝑃 and Δ𝑘𝑘, are varied while keeping other inputs constant and the simulation 
is repeated for each case. For each set of parameters, the evolving conversion efficiency 
is kept for each step of the simulation. Fig. 4.1 shows the maximum conversion 
efficiency for each set of parameters, corresponding to what might be achievable if the 
crystal is cut at just the right length. 
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Figure 4.1. Overview of possibilities of SHG with Bessel beams. The key regions are (A) 
noncollinear regime, (B) collinear regime, (C) high-power collinear regime, and (D) 
intermediate-divergence regime. This image displays the peak conversion efficiency from 
fundamental harmonic to second harmonic achieved by each pair of parameters. The 
unlabeled regions of high conversion are complex interactions with no clear uses and will be 
discussed briefly. 
 
 There are several qualitatively different interactions being shown in the overview 
in Fig. 4.1. The area near Δ𝑘𝑘 = 1100 𝑚𝑚−1 and 𝑃𝑃 = 250 𝑊𝑊 is the noncollinear regime 
where the input Bessel beam is converted to roughly on-axis light, with a smaller optimal 
region where the output resembles a Gaussian beam. The area near Δ𝑘𝑘 = 0 𝑚𝑚−1  and 
𝑃𝑃 = 250 𝑊𝑊 is the collinear regime where an input Bessel beam gets converted to another 
A B 
D 
C 
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Bessel beam of the same divergence as the input beam. The broad line of high conversion 
near Δ𝑘𝑘 = 0 𝑚𝑚−1 at higher values of 𝑃𝑃 is the continuation of the collinear regime where 
increasingly high powers result in faster conversion, still to a Bessel beam of the same 
divergence as the input. The area of high conversion around 𝑃𝑃 = 1000 𝑊𝑊 that tapers off 
away from Δ𝑘𝑘 = 0 𝑚𝑚−1  is the intermediate-divergence regime where the output is a 
quasi-Bessel of smaller divergence than the input. The area near Δ𝑘𝑘 = 1100 𝑚𝑚−1 and 
𝑃𝑃 = 3000 𝑊𝑊 is one of the many complex regions where the form of the output beam 
cannot be easily described and results in a beam that may be unusable. 
 
Noncollinear Regime 
In order to generate the best output beam possible with NC-SHG it is necessary to 
perform a much finer parameter sweep than that the one shown in Fig. 4.1. The metric 
used to choose the optimal 𝑃𝑃 and Δ𝑘𝑘 for the selected 𝑟𝑟0 = 20 𝜇𝜇𝑚𝑚 is a power-in-bucket 
(PIB) analysis of the far-field of the second-harmonic wave. For final applications it 
would be worthwhile to run a tighter parameter sweep using a more appropriate beam 
evaluation technique to refine the desired input parameters. The bucket radius was 
arbitrarily chosen to be 5 mrad, a quarter of the 20 mrad divergence of the second-
harmonic wave in the collinear case. For each set of 𝑃𝑃  and Δ𝑘𝑘 , Fig. 4.2 shows the 
maximum second-harmonic power within the 5 mrad bucket achieved. 
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Figure 4.2. Fine parameter sweep of NC-SHG behavior for 𝒓𝒓𝟎𝟎 = 𝟐𝟐𝟎𝟎 𝝁𝝁𝝁𝝁. This image 
displays the percentage of the total input power that is converted from fundamental 
harmonic to second harmonic and is within a 5 mrad divergence bucket. 
 
Fig. 4.3 shows the simulation of the most favorable conditions for NC-SHG with 
𝑟𝑟0 = 20 𝜇𝜇𝑚𝑚 , summarized in Table 4.2. The overall conversion efficiency from 
fundamental to second harmonic is 90%, as shown in Fig. 4.3c. 93% of the total 
converted power is within the 5 mrad bucket, as shown in Fig. 4.3d. 
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Figure 4.3. Noncollinear regime simulation for 𝒓𝒓𝟎𝟎 = 𝟐𝟐𝟎𝟎 𝝁𝝁𝝁𝝁 showing (a) fundamental 
frequency component is a Bessel beam that is clipped just past the 9th ring so that it 
(d) 
(e) 
(c) 
(a) (b) 
(f) 
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approximates an LP0,10 fiber mode (b) second-harmonic frequency component (c) 
conversion efficiency (d) far-field PIB curve for second harmonic at output (e) line-cut of 
focused second harmonic (blue solid line) with best-fit Gaussian (green dashed line) (f) 
second harmonic in spatial-frequency domain. Gamma correction 2, and color scaling 
shared between the spatial-domain images, so the second harmonic field really is as intense 
as the input beam. 
 
Parameter Symbol Variable Value 
Total Input Beam Power 𝑃𝑃 BeamPower 250 W 
Phase Mismatch Δ𝑘𝑘 deltak 1085 m-1 
Table 4.2. Parameters for optimal noncollinear SHG at 𝒓𝒓𝟎𝟎 = 𝟐𝟐𝟎𝟎 𝝁𝝁𝝁𝝁. 
 
Although conversion efficiency is important, the final measure of system 
performance will be the power on the receiver, so beam quality matters. Even when the 
output resembles a Gaussian, there is some power that is far from the center or with a 
divergence far from on-axis, so the beam is not well characterized using 1 𝑒𝑒2⁄  size and 
divergence. Thus, the simplified definitions of 𝑀𝑀2 (𝜃𝜃1 𝐵𝐵2⁄ = 𝑀𝑀2 𝜆𝜆 �𝜋𝜋𝑤𝑤1 𝐵𝐵2⁄ �⁄ ) and beam 
parameter product (𝐵𝐵𝑃𝑃𝑃𝑃 = 𝜃𝜃1 𝐵𝐵2⁄ ∙ 𝑤𝑤1 𝐵𝐵2⁄ ) are not appropriate for characterizing even the 
best NC-SHG output. 𝑀𝑀2 or 𝐵𝐵𝑃𝑃𝑃𝑃 of the output can still be found by a second moment 
calculation on the beam profile, but this has not been done yet. It would also be possible 
to use such a metric to sweep a tight region of the parameter space to find optimal 
solutions for a given application. Another way of characterizing the beam quality is with 
an overlap integral of the form: 
 
𝜂𝜂 = |∬𝐴𝐴1𝐴𝐴2|2
∬|𝐴𝐴1|2∬|𝐴𝐴2|2 (4.4) 
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Where 𝜂𝜂 is the overlap between arbitrary fields, 𝐴𝐴1 and 𝐴𝐴2, and it describes the efficiency 
with which these normalized field profiles interact (i.e. coupling efficiency of 
electromagnetic field with profile 𝐴𝐴1 to a single-mode wave guide with modal profile 
𝐴𝐴2). The output second harmonic beam has highest overlap with a Gaussian profile at its 
waist, which can be accessed in code with the linear propagator and in reality with a lens. 
The Gaussian that yields best overlap has 1 𝑒𝑒2⁄  half-width 𝑤𝑤1 𝐵𝐵2⁄ = 44 𝜇𝜇𝑚𝑚 and has 94% 
overlap with the waist of the output beam. A line-cut of the output beam at its waist is 
shown along with the best-fit Gaussian in Fig. 4.3e. 
Another interesting diagnostic technique involves looking at the beam evolution 
in the spatial-frequency domain, shown in Fig. 4.3f. It is difficult to tell how the second-
harmonic beam shown in Fig. 4.3b will continue to evolve beyond the nonlinear crystal, 
whereas looking at the beam in angular space makes it clear that the vast majority of the 
light is on-axis and will be easily directed with free-space optics. Note the weak 
oscillatory behavior at 20 mrad that is due to collinear SHG with poor phase matching.  
For the purposes of this thesis, Fig. 4.3 shows a highly efficient process with 
desirable beam quality. The peak intensity within the nonlinear crystal is 6 MW/cm2, 
which would correspond to 0.06 J/cm2 if operated with 10-ns pulses. This is well below 
LN’s bulk damage threshold of about 100 MW/cm2, as measured with 10 ns pulses at 526 
nm [31]. The peak intensity at the facets of the crystal is 2 MW/cm2, and this value can 
be reduced by increasing the length of the crystal allowing more room to diffract. The 
surface damage threshold of an anti-reflection coated LN crystal can also be on the order 
of 100 MW/cm2 [32]. There is every reason to believe that it is possible to implement the 
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simulated NC-SHG process in a device that can efficiently frequency-double and 
spatially convert the output of an HOM amplifier. The output of this device would have 
beam quality compatible with efficient free-space coupling. 
 
Power Scaling in the Noncollinear Regime 
The result shown in Fig. 4.3 requires a specific input power to achieve optimal 
performance, as shown by the limited extent of the high conversion region in Fig. 4.2. 
This is a significant problem because some potential uses of this technology may require 
100 W, or 1,000 W, or more, instead of 250 W. The NC-SHG case presented above 
assumes a beam size of 𝑟𝑟0 = 20 𝜇𝜇𝑚𝑚, and in order to accommodate a different power level 
the beam size must be changed. As the size, 𝑟𝑟0, of the Bessel beam gets smaller, along 
with the radius at which it is clipped (still past the 9th ring), the non-diffracting length 
shrinks and the beam needs more power to efficiently couple to the second-harmonic 
wave in the shorter interaction length. Fig. 4.4 shows a fine parameter sweep exploring 
NC-SHG for a Bessel beam with a central lobe size 𝑟𝑟0 = 10 𝜇𝜇𝑚𝑚. Because the 𝑟𝑟0 of the 
beam has been halved, the divergence of this input beam has been doubled to 40 mrad, as 
per Eq. 4.2. The divergence bucket that is used to clip the beam has also been doubled to 
10 mrad so that the performance metric remains the fraction of input power converted to 
within a quarter of the divergence that would be achieved with collinear SHG. 
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Figure 4.4. Fine parameter sweep of NC-SHG behavior for 𝒓𝒓𝟎𝟎 = 𝟏𝟏𝟎𝟎 𝝁𝝁𝝁𝝁. This image 
displays the percentage of the total input power that is converted from fundamental 
harmonic to second harmonic and is within a 10 mrad divergence bucket. 
 
Fig. 4.4 shows a far more generous region of high conversion to within the 
quarter-of-collinear-divergence bucket than the 𝑟𝑟0 = 20 𝜇𝜇𝑚𝑚  case. One set of excellent 
system parameters within that sweep are summarized in Table 4.3, and the corresponding 
simulation is shown in Fig. 4.5. The maximum conversion efficiency to second harmonic 
is 89%. The conversion efficiency to within the 10 mrad bucket is 84%, same as the 
𝑟𝑟0 = 20𝜇𝜇𝑚𝑚  case. Fig. 4.5c shows a small amount of back-conversion from the peak 
followed by settling to still high final conversion efficiency that does not deteriorate 
further with crystal length. This is a characteristic that is generally found with NC-SHG 
and can be explained by the sharp reduction of the amplitude of the fundamental-
harmonic field, 𝐴𝐴1. Eq. 3.20 shows that the change in 𝐴𝐴2 is proportional to 𝐴𝐴12, so when 
the fundamental field drops sharply the second-harmonic interaction ceases accordingly. 
The sharp drop in the fundamental-frequency field amplitude is caused by the evolution 
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of the beam profile past the non-diffracting region of the Bessel beam, such that the high-
intensity central component of the beam is abruptly replaced by a central null. The 
phenomenon of minimal back-conversion in the case of NC-SHG is visible in Fig. 4.5 
and not Fig. 4.3 because the latter simulates 30 mm of propagation for a beam with 
𝑧𝑧𝑚𝑚𝐶𝐶𝑥𝑥 = 14 𝑚𝑚𝑚𝑚, while the former simulates 60 mm of crystal for a beam with 𝑧𝑧𝑚𝑚𝐶𝐶𝑥𝑥 =56 𝑚𝑚𝑚𝑚. The results in Fig. 4.3 were intended to simulate the shortest possible crystal to 
mitigate concerns about crystal length, while the generous simulated region of Fig. 4.5 
shows that NC-SHG can be rather insensitive to crystal length. 
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Figure 4.5. Noncollinear regime simulation for 𝒓𝒓𝟎𝟎 = 𝟏𝟏𝟎𝟎 𝝁𝝁𝝁𝝁 showing (a) fundamental 
frequency component (b) second-harmonic frequency component (c) conversion efficiency 
(d) second harmonic in spatial-frequency domain. Gamma correction 2, and color scaling 
shared between the spatial-domain images. 
  
(a) (b) 
(d) (c) 
  
61 
  
Parameter Symbol Variable Value 
Total Input Beam Power 𝑃𝑃 BeamPower 1100 W 
Phase Mismatch Δ𝑘𝑘 deltak 4345 m-1 
Bessel Central Lobe Radius 𝑟𝑟0 r0 10 µm 
Transverse Sample Spacing  dr 2 µm 
Transverse Sample Number  N 511 
Longitudinal Sample Spacing  dz 300 µm 
Longitudinal Sample Number  steps 101 
Table 4.3. Parameters for optimal noncollinear SHG at 𝒓𝒓𝟎𝟎 = 𝟏𝟏𝟎𝟎 𝝁𝝁𝝁𝝁.  
 
In order to change the beam size in a real system one would change the 
magnification of the optics relaying the HOM fiber output into the nonlinear crystal. 
These optics are necessary anyway, as opposed to butt-coupling to the fiber tip, because 
the entire non-diffracting length of the Bessel beam must participate in the NC-SHG 
interaction to achieve the high efficiencies presented in this thesis. There is both an upper 
and lower bound on the range of beam sizes that are compatible with the NC-SHG 
technique. As 𝑟𝑟0 increases, the non-diffracting length gets longer so the nonlinear crystal 
must get longer as well. The 60 mm long crystal required for 𝑟𝑟0 = 20𝜇𝜇𝑚𝑚 is on the large 
end of what is commonly used, but still realizable, while much longer than that may be 
impractical or impossible. If limited by the 60 mm crystal length, then 250 W is about as 
low an input peak power as can be used because LN has the highest nonlinear coefficient 
of the commonly used nonlinear crystals. As 𝑟𝑟0  is reduced and 𝑃𝑃  is increased, peak 
  
62 
intensities in the nonlinear crystal quickly get very large. For the case of 𝑃𝑃 = 1100 𝑊𝑊 
with 𝑟𝑟0 = 10 𝜇𝜇𝑚𝑚, the peak intensity in the crystal is 112 MW/cm2, higher than the 100 
MW/cm2 damage threshold of LN (for ns pulses), which is unacceptable. Higher input 
powers may be accommodated by using a material with a lower nonlinear coefficient and 
higher damage threshold, such as LBO. This analysis of damage threshold has been 
constrained to the case of a Bessel beam clipped past the 9th ring, which approximates an 
LP0,10 HOM guided by a step-index optical fiber. 
 
Non-diffracting Length to Nonlinear Interaction Length Ratio 
As the self-healing properties of Bessel beams indicate, the central region of the 
pattern is caused by the interference of plane waves. If part of a Bessel beam gets 
blocked, the Bessel pattern repeats a short distance later because the plane waves that get 
around the obscuration have the same interference pattern. This is not an instantaneous 
process and takes some propagation length in order for the parts of the plane waves that 
were not blocked to gradually renew the blocked part. In this heuristic framework, 
conversion to the second harmonic can be thought of as a continuous and partial 
obstruction of the most intense part of the fundamental-frequency beam, which is near the 
center. And so, for efficient nonlinear interaction to take place with an input Bessel beam, 
the rate of nonlinear conversion needs to be matched to how quickly the high intensity 
central component of the Bessel beam can regenerate itself. 
We will now quantify the relationship between the strength of the nonlinear 
depletion and diffractive regeneration of the input Bessel beam. The strength of the 
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nonlinear interaction shall be described by Boyd’s nonlinear interaction length parameter, 
which was first shown in Section 3, and is reproduced here: 
 
𝑙𝑙𝑁𝑁𝑁𝑁 = �2𝑛𝑛12𝑛𝑛2𝜀𝜀0𝑐𝑐𝐼𝐼0 𝑐𝑐2𝜔𝜔1𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒 (3.27) 
The regenerative strength of diffraction shall be characterized by the non-diffracting 
length, which can be found from geometry of the plane waves making up a non-apodized 
Bessel and was presented earlier in this section as the following: 
 
𝑧𝑧𝑚𝑚𝐶𝐶𝑥𝑥 = 2𝑅𝑅 𝑘𝑘1𝑘𝑘1𝑟𝑟 (4.3) 
 For the cases of optimal NC-SHG summarized in Tables 4.2 and 4.3 the unit-less ratio of 
𝑧𝑧𝑚𝑚𝐶𝐶𝑥𝑥 to 𝑙𝑙𝑁𝑁𝑁𝑁 is found to be 16.3 and 17.2, respectively. Thus, we can define a condition 
for highly efficient NC-SHG: 
 
𝑘𝑘𝑁𝑁𝐶𝐶𝑁𝑁𝑁𝑁𝑁𝑁 = 𝑧𝑧𝑚𝑚𝐶𝐶𝑥𝑥𝑙𝑙𝑁𝑁𝑁𝑁 = 4𝑅𝑅𝑘𝑘1𝜔𝜔1𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒𝑘𝑘1𝑟𝑟𝑐𝑐 � 𝐼𝐼02𝑛𝑛12𝑛𝑛2𝜀𝜀0𝑐𝑐 ≈ 17 (4.5) 
This relationship can be used to determine the input power necessary for efficient NC-
SHG of a Bessel beam with a desired non-diffracting length, or to determine the 
necessary clip distance and divergence of a Bessel that would be required for a desired 
input power level. Note that this relationship is established from only two data points and 
may be neglecting any number of nonlinearities in the 𝑧𝑧𝑚𝑚𝐶𝐶𝑥𝑥 𝑙𝑙𝑁𝑁𝑁𝑁⁄  relationship. 
The relationship in Eq. 4.5 seeks to characterize favorable conditions for the NC-
SHG of a truncated Bessel beam, such as the output of an HOM fiber with no secondary 
single-mode core. This relationship should still apply, with some adjustments, to the case 
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of an HOM fiber with a secondary core or other perturbations to the beam profile. In the 
context of Eq. 4.5, the 𝐼𝐼0 in Eq. 3.27 is taken to be the peak intensity of the 𝐽𝐽0 Bessel 
function that describes the input field at its waist. This will also be the peak intensity of 
the entire non-diffracting region of the Bessel beam’s evolution. If the beam profile 
differs from the profile of a 𝐽𝐽0 Bessel function, it is likely to produce a less uniform non-
diffracting region. In this case 𝐼𝐼0  should be taken to be some reasonable, possibly 
weighted, average peak intensity of the non-diffracting region, as determined by 
experiment or simulation. The 𝑧𝑧𝑚𝑚𝐶𝐶𝑥𝑥  parameter is likely to be relatively insensitive to 
small deviations of the beam profile from a 𝐽𝐽0  Bessel, as long as each ring contains 
roughly equal power, as they would for a true Bessel beam (not the case for apodized 
Bessel beam). This is the case for an HOM fiber with a secondary core so there is reason 
to believe that Eq. 4.5 could be used to optimize the NC-SHG process for such a beam 
profile with good results. 
The relationship described in Eq. 4.5 can be further simplified for the case of a 
truncated Bessel beam that mirrors an HOM produced by a step-index fiber. The 
relationship between peak intensity, 𝐼𝐼0, and total input power depends highly on the beam 
profile, and for the case of an HOM that mirrors a truncated Bessel beam it takes the 
form: 
 
𝐼𝐼0 = 0.525𝑃𝑃𝑘𝑘1𝑟𝑟2𝜋𝜋𝑚𝑚  (4.6) 
Where 𝑃𝑃  is total input power and 𝑚𝑚  is the radial index of the HOM. For a Bessel 
function, the central lobe and every subsequent ring contains the same energy, so the total 
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number of these structures, 𝑚𝑚 , determines the spread of the power. The leading 
coefficient comes from the relationship between 𝑘𝑘1𝑟𝑟  and 𝑟𝑟0  shown in Eq. 4.2 and the 
factor of ~3 between the average intensity formed from evenly spreading 𝑃𝑃/𝑚𝑚 over a 
circle of radius 𝑟𝑟0 versus the actual peak intensity of the central lobe of a Bessel function. 
The total size of the LP0, m mode supported by a step-index fiber can be described as: 
 
𝑅𝑅 = 𝑗𝑗0,𝑚𝑚
𝑘𝑘1𝑟𝑟
 (4.7) 
Where 𝑗𝑗0,𝑚𝑚 is the position of 𝑚𝑚𝑖𝑖ℎ null of a 𝐽𝐽0 Bessel function, which has no analytical 
form and must be numerically computed. Thus, for a step-index fiber, Eq. 4.5 can be 
simplified using Eqs. 4.6 and 4.7 and the definition of wavenumber, 𝑘𝑘1, to the following: 
 
𝑘𝑘𝑁𝑁𝐶𝐶𝑁𝑁𝑁𝑁𝑁𝑁
(𝑁𝑁𝑖𝑖𝐵𝐵𝑆𝑆−𝑖𝑖𝐶𝐶𝑖𝑖𝐵𝐵𝑥𝑥) = 1.16 𝑗𝑗0,𝑚𝑚𝜔𝜔12𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒
𝑘𝑘1𝑟𝑟𝑐𝑐2
�
𝑃𝑃
𝑚𝑚𝑛𝑛2𝜀𝜀0𝑐𝑐
≈ 17 (4.8) 
While Eq. 4.8 reveals clearer proportionalities than Eq. 4.5, it should only be used for 
HOMs generated from a step-index fiber. Eq. 4.5, when used correctly, should remain 
fairly accurate for beam profiles that deviate substantially from a truncated Bessel beam 
because 𝑅𝑅, 𝑘𝑘1𝑟𝑟 , and most significantly, 𝐼𝐼0 , can be chosen to reflect the dissimilarities 
between the beam profiles. 
The simplified form of Eq. 4.8 can be reduced even further to reveal the core 
proportionalities of the NC-SHG factor that can be used to keep it constant by offsetting 
desired changes in input power. The fundamental angular frequency, 𝜔𝜔1, is determined 
by the wavelength demanded by the application and cannot be used to arbitrarily adjust 
𝑘𝑘𝑁𝑁𝐶𝐶𝑁𝑁𝑁𝑁𝑁𝑁 . The index of the nonlinear crystal at the second-harmonic frequency, 𝑛𝑛2, does 
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not vary significantly. The 𝑗𝑗0,𝑚𝑚 √𝑚𝑚⁄  dependence on mode order varies slower than 
linearly with 𝑚𝑚 and is likely to have other important constraints placed on it, so it is not 
ideal for offsetting changes to 𝑃𝑃 . That leaves the following parameters that can be 
adjusted relatively freely and over a relatively large range that should be balanced to get 
the NC-SHG factor to the point of efficient conversion: 
 
𝑘𝑘𝑁𝑁𝐶𝐶𝑁𝑁𝑁𝑁𝑁𝑁 ∝
𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒
𝑘𝑘1𝑟𝑟
√𝑃𝑃 
(4.9) 
This relationship offers great insight into the possibilities of scaling to higher input 
powers while maintaining efficient NC-SHG. Eq. 4.9 predicts that a four-fold increase in 
power can be compensated for by a two-fold increase in 𝑘𝑘1𝑟𝑟, corresponding to a two-fold 
decrease in 𝑟𝑟0, which agrees with the simulations shown in Figs. 4.3 and 4.5. According 
to Eq. 4.9, scaling to significantly higher powers can be practically achieved only by 
lowering the nonlinear coefficient, 𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒, or increasing the radial wave vector, 𝑘𝑘1𝑟𝑟. All 
other system parameters are either set by the demands of the system, or cannot be 
significantly adjusted to compensate for changing powers. 
Unfortunately, if using 𝑘𝑘1𝑟𝑟 to compensate for an increase in beam power, the size 
of the central non-diffracting lobe needs to shrink to keep 𝑘𝑘𝑁𝑁𝐶𝐶𝑁𝑁𝑁𝑁𝑁𝑁  constant, which 
quickly produces excessive optical intensities. For the nonlinear coefficient of LN, the 
simulations generated for this thesis show that 𝑃𝑃 = 1100 𝑊𝑊 generates optical intensities 
that are too high for LN. To continue scaling power above these values it will be 
necessary to use a material with a lower nonlinear coefficient, 𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒, instead of increasing 
𝑘𝑘1𝑟𝑟 . LN possesses one of the highest values of 𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒 of the commonly used nonlinear 
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crystals and there are many good choices with lower values, such as LBO, which also has 
a higher damage threshold. 
 
Collinear Regime 
Another SHG regime of interest is the collinear case. When Δ𝑘𝑘 is close to zero, an 
input Bessel beam will generate a frequency-doubled Bessel beam at the same divergence 
angle. Fig. 4.6 shows a fine parameter sweep of the relevant area and indicates that a 
peak of 80% conversion efficiency occurs for the set of parameters in Table 4.4. Fig. 4.7 
shows the evolution of the fields and the conversion efficiency for this process. 
 
Figure 4.6. Fine parameter sweep of collinear SHG behavior for 𝒓𝒓𝟎𝟎 = 𝟐𝟐𝟎𝟎 𝝁𝝁𝝁𝝁. This image 
displays the percentage of the total input power that is converted from fundamental 
harmonic to second harmonic. 
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Figure 4.7. Collinear regime simulation showing (a) fundamental frequency component (b) 
second-harmonic frequency component (c) conversion efficiency (d) second harmonic in 
spatial-frequency domain. Gamma correction 2, and color scaling shared between the 
spatial-domain images.  
 
Parameter Symbol Variable Value 
Total Input Beam Power 𝑃𝑃 BeamPower 250 W 
Phase Mismatch Δ𝑘𝑘 deltak 55 m-1 
Table 4.4. Parameters for optimal collinear SHG. 
(b) (a) 
(d) (c) 
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Like the noncollinear case, the collinear regime has a maximum in 𝑃𝑃  and Δ𝑘𝑘 
space that results in excellent conversion. Unlike the noncollinear case, Fig. 4.1 shows a 
large, broad region of high conversion efficiency near Δ𝑘𝑘 = 0 that persists even at high 
powers. In this regime the high intensity of 𝐴𝐴1 allows it to efficiently couple to 𝐴𝐴2 in 
much less distance than the non-diffracting length of the Bessel beam. As Fig. 4.8 shows, 
the parameters in Table 4.5 result in achieving a conversion efficiency of 80% in only 20 
mm of nonlinear crystal instead of 50 mm, with 18 times as much input power. After 
undergoing this quick collinear conversion to a fairly clean output Bessel beam the wave 
starts back-converting into complex beam profiles and ceases to be useful. When 
interpreting Fig. 4.8d it is important to remember that the image is a longitudinal 
evolution of a line-cut through a circularly symmetric beam. This means that the total 
power contained in the moderately intense light toward the center of the beam is dwarfed 
by the power contained in the more intense and larger ring.  
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Figure 4.8. High-power collinear regime simulation showing (a) fundamental frequency 
component (b) second-harmonic frequency component (c) conversion efficiency (d) second 
harmonic in spatial-frequency domain. Gamma correction 2, and color scaling shared 
between the spatial-domain images. 
  
𝑧𝑧 = 20𝑚𝑚𝑚𝑚 𝑧𝑧 = 20𝑚𝑚𝑚𝑚 
(a) (b) 
(d) (c) 
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Parameter Symbol Variable Value 
Total Input Beam Power 𝑃𝑃 BeamPower 4400 W 
Phase Mismatch Δ𝑘𝑘 deltak 20 m-1 
Table 4.5. Parameters for high-power collinear SHG. 
 
This SHG regime can be used to shorten the required nonlinear crystal length for 
an efficient collinear interaction. This phenomenon is probably enabled by having enough 
intensity in the inner rings of the Bessel beam, not just the central lobe, to undergo 
nonlinear interaction. Because there is high spatial overlap between the fundamental-
harmonic and second-harmonic beams for the entire propagation length, any part of the 
fundamental harmonic with sufficiently high intensity can usefully couple to the second-
harmonic wave. Unfortunately, there is no analogous process for the noncollinear regime. 
Instead, as will be shown later, applying higher powers at the correct phase mismatch for 
NC-SHG immediately yields impractically complex beams. Following the chain of 
reasoning used before, this is because even if the inner rings of the input Bessel beam are 
intense enough to undergo SHG, the rings have poor overlap with the smaller quasi-
Gaussian profile of the second-harmonic wave. And so, NC-SHG works poorly at higher 
powers because conversion to the on-axis wave is the only second-harmonic interaction 
that is phase-matched, but the rings of the Bessel beam have poor spatial overlap with the 
quasi-Gaussian second-harmonic beam profile. Meanwhile, the collinear SHG regime is 
not suitable for generating high on-axis intensity, but there may be other applications 
which can benefit from high-power, frequency-doubled Bessel beams. 
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Quasi-Bessel of Intermediate Divergence Regime 
The region of high conversion efficiency between the collinear and noncollinear 
regimes yields output beams that resemble Bessel beams, i.e. they contain a narrow 
spread of angular content. The divergence of these beams is determined by the phase 
mismatch that generates them. Fig. 4.9 shows the beam evolution in the spatial-frequency 
domain for a few example cases outlined in Table 4.6. The values in Table 4.6 should be 
considered in the context of the 20 mrad divergence of the collinear SHG output and the 
Δ𝑘𝑘 = 1085 m−1  requirement for efficient NC-SHG. It appears that relatively small 
deviations from the collinear condition result in rapidly reduced divergence at first, and 
then the divergence angle is far less sensitive to Δ𝑘𝑘  as the noncollinear condition is 
approached. These output beams have a broader spread of angular content than a true 
Bessel beam, which is a superposition of plane waves travelling at the same angle relative 
to the direction of propagation, i.e. very narrow spread of divergence. The output beams 
near the collinear condition resemble a Bessel beam quite well, but as the noncollinear 
condition is approached the spread of angular content increases and is contaminated by 
significant clutter, mainly on-axis. The effects of changing phase mismatch can be 
visualized by imagining the two lobes of spatial-frequency content of a Bessel beam 
moving closer together and getting broader as the phase mismatch is increased, until they 
are coincident, forming the quasi-Gaussian of the noncollinear case. 
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Figure 4.9 Intermediate divergence regime 
simulations showing quasi-Bessel SH 
component in spatial-frequency domain for 
output divergence of (a) 15.5 mrad (b) 11.5 
mrad (c) 6.5 mrad.  
 
 
 
 
 
 
Table 4.6. Parameters for shown examples of the intermediate divergence regime. 
 
Output Divergence 𝑷𝑷 𝚫𝚫𝒌𝒌 Conversion Efficiency 
15.5 mrad 1000 W 460 m-1 78% 
11.5 mrad 600 W 760 m-1 66% 
6.5 mrad 600 W 980 m-1 81% 
(a) (b) 
(c) 
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These interactions take place at higher powers than the peak efficiency points of 
either collinear or noncollinear SHG, so they are absent from many plots, such as Fig. 
3.5, which sweep out the Δ𝑘𝑘 parameter space at a lower power level. Output Bessel-like 
beams of intermediate divergence have been experimentally demonstrated by Piskarskas 
et al. [2], and Fig. 4 of his paper is duplicated in Fig. 4.10. Note that Fig. 4.10b looks like 
a clean Bessel beam, Fig. 4.10c, d have some extraneous content, and Fig. 4.10e no 
longer resembles a Bessel beam. This is consistent with the narrowing of the area of high 
conversion efficiency in Fig. 4.1 as the noncollinear regime is approached, making clean 
output beams at low divergence unrealizable. It may be possible to create a cleaner 
Bessel beam with 6.5 mrad divergence, and one could look for that behavior with an 
appropriately shaped bucket for feedback, but just choosing the highest efficiency point 
near the right phase mismatch (as was done for Fig. 4.9) yields a complex beam which 
roughly matches Piskarskas’ results. Note that if Piskarskas et al. were using enough 
input power to explore the intermediate divergence regime, then that was too much power 
to achieve peak conversion efficiency for the noncollinear regime, as shown in Fig. 4.1. 
This is consistent with their results, 30% conversion of fundamental frequency into on-
axis second-harmonic light. This is also consistent with Fig. 3.4, which shows a 
simulation that predicts that their input power is high enough to cause substantial back-
conversion. By itself this would be ambigious, but given that they demonstrated the 
intermediate divergence regime by altering the phase matching condition it is likely that 
lower input power would have yielded better efficiency for their NC-SHG process. 
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Figure 4.10. Far-field intensity profiles of (a) the FH and (b)–(f) the SH for different PPKTP 
temperatures. Figure borrowed from [2]. 
 
This regime is instructive to think about because the transverse wave vector 
component of the input Bessel is only partly cancelled out, so the output wave retains a 
transverse component. It appears that clean output beams may be accessible only between 
the divergence of the collinear case down to about half that divergence, and even these 
cases have an angular spread that is somewhat higher than a true Bessel beam. 
Nonetheless, this adjustable divergence angle may have some interesting applications. 
 
Other High Conversion Efficiency Cases 
It was previously stated that the noncollinear regime is only efficient at one 
specific power level, but Fig. 4.1 shows an area of high conversion efficiency near the 
appropriate phase mismatch for NC-SHG, but at much higher power. Fig. 4.11 shows the 
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evolution of this case. The higher input power does result in faster conversion to the 
second harmonic near the beginning of the crystal, and the phase matching does indeed 
put much of the second-harmonic power on-axis. However, the beam undergoes 
substantial back-conversion before redoubling, and reaches an overall conversion 
efficiency of 76%, lower than the noncollinear regime previously described. Near the 
peak conversion efficiencies, only 50% of input power gets converted to second 
harmonic within a 5 mrad bucket, as opposed to 84% for the previous noncollinear case. 
The back-conversion in the high-power noncollinear case happens because the high-
intensity central region of the fundamental-harmonic Bessel beam is being depleted faster 
than it can be replenished by diffraction. This can be seen in Fig. 4.11a, which shows that 
at a propagation distance of 28 mm, where the rate of nonlinear conversion deteriorates, 
the fundamental-frequency wave has a highly depleted central lobe. 
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Figure 4.11. Complex conversion regime simulations showing (a) fundamental-frequency 
component with labeled region of excessive pump depletion (b) second-harmonic frequency 
component (c) conversion efficiency (d) second harmonic in spatial-frequency domain. 
Gamma correction 2, and color scaling shared between the spatial-domain images.  
  
𝑧𝑧 = 28𝑚𝑚𝑚𝑚 
𝑧𝑧 = 28𝑚𝑚𝑚𝑚 
(a) (b) 
(d) (c) 
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Parameter Symbol Variable Value 
Total Input Beam Power 𝑃𝑃 BeamPower 3000 W 
Phase Mismatch Δ𝑘𝑘 deltak 1140 m-1 
Table 4.7. Parameters for representative example of noncollinear SHG regime at far high-
powers than optimal. 
 
Other small areas of high conversion efficiency appear all over Fig. 4.1. These are 
complex beams without any obvious uses. The small extent in P and Δ𝑘𝑘 space indicates 
that these are unstable results which are very sensitive to simulation parameters. 
Furthermore, the complex results at these high power levels can exhibit relatively large 
changes from one longitudinal point to the next and should be modeled with a finer 𝑑𝑑𝑧𝑧 
spacing. In short, these are oddities that are bound to occur and are not obviously useful. 
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5. CONCLUSIONS 
We present simulated results that suggest that the combination of a higher-order 
mode (HOM) fiber amplifier with a device that performs noncollinear second-harmonic 
generation (NC-SHG) could be used to produce a high-power laser beam that is suitable 
for efficient free-space propagation. This laser architecture leverages the excellent 
efficiencies and high output powers that are common to fiber lasers, and then seeks to 
surpass the state of the art by using HOM active fibers. The large effective modal area of 
HOM fibers serves to mitigate nonlinearities and allows higher output powers than is 
possible with fiber designs that seek to operate in a fundamental spatial mode. The high 
divergence of the output, a key disadvantage of HOM fibers, is transformed to an on-axis 
beam with good beam quality (94% overlap with a Gaussian) as part of the NC-SHG 
process. The conversion efficiency for this nonlinear process was shown to be as high as 
90%, which is compatible with high power operation. Thus, we present a novel laser 
architecture capable of achieving higher-power performance at the second-harmonic 
frequency than is possible through collinear frequency-doubling of a conventional fiber 
laser. 
This architecture relies on performing efficient SHG with a Bessel-like input 
beam (mirroring an HOM), something that has only been sparsely explored by the 
scientific community. The numerical model that was created for this thesis has yielded 
some valuable qualitative insights into the phenomenon of NC-SHG. One common 
intuition that doesn’t hold true is the rate of nonlinear conversion increasing with the 
intensity of the input beam. In the case of SHG with Gaussian beams this effect can be 
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used to reduce the length of the nonlinear crystal required for full depletion by increasing 
input power, for example. There is some discontinuity to this effect in the case of 
collinear SHG with Bessel beams, but there is a regime where increasing input powers 
leads to high conversion in a shorter distance. However, this is not the case at all when 
using SHG to convert a Bessel beam input to a quasi-Gaussian output. In the NC-SHG 
case the rate of nonlinear conversion must be matched to the spatial properties of the 
beam in order to access the maximum conversion efficiency. The work performed to date 
suggests that the conditions for optimal NC-SHG will be met when the NC-SHG factor is 
a certain value, 𝑘𝑘𝑁𝑁𝐶𝐶𝑁𝑁𝑁𝑁𝑁𝑁 = 𝑧𝑧𝑚𝑚𝐶𝐶𝑥𝑥 𝑙𝑙𝑁𝑁𝑁𝑁⁄ ≈ 17. This relationship may need additional terms 
to account for deviations from the assumptions made in this thesis, but the simple form of 
this relationship can be used to easily design a system that achieves excellent 
performance in the NC-SHG regime. 
One corollary of the NC-SHG factor is that a fixed optical system can reach peak 
conversion efficiency for only one specific power level. This could be addressed with an 
optical train that adjusts magnification of the beam relayed into the nonlinear crystal 
based on the fundamental-harmonic power level provided by an HOM amplifier. Such a 
scheme is simplified by another unique property of NC-SHG: significant nonlinear 
interaction takes place only within the non-diffracting length of the Bessel beam. This 
means that additional propagation through nonlinear material beyond the length that is 
required for peak conversion efficiency does not result in back-conversion, unlike the 
case of SHG with a Gaussian beam. For the NC-SHG process, if the length of the 
nonlinear crystal is held constant as input power is increased, system magnification must 
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be reduced so that the non-diffracting length shrinks, but back-conversion will not 
become an issue even though peak conversion could be achieved with a shorter crystal at 
the higher power level. Another implication of the NC-SHG factor is that scaling to 
higher powers must be accompanied by reducing the nonlinear coefficient, 𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒, or by 
using a higher mode order to increase the radial wave vector, 𝑘𝑘1𝑟𝑟. These are the only 
parameters of the NC-SHG factor that can be adjusted freely and with relatively large 
range to balance an increase in intensity, 𝐼𝐼0, which accompanies an increase in power. 
The numerical simulation developed for this thesis was used to explore the full 
range of what is possible with the SHG of Bessel beams. In addition to NC-SHG, our 
computer model showed high conversion efficiency to a frequency-doubled Bessel beam 
of same divergence (collinear case), and even to quasi-Bessel beams with divergence 
values smaller than the input beam. These regimes may have some useful applications but 
do not generate significant on-axis light, so their uses are not obvious. These simulations 
agree with published results, which lends high confidence that the presented code is 
accurate. One important extension of the presented work will be to incorporate thermal 
effects, which are sure to be important at the high power levels involved. Finally, it is 
important to experimentally verify the presented results and conclusions, which are all 
based on the predictions of a computer model. This experimental setup would create the 
foundation for the union of high-power HOM amplifiers with nonlinear devices that 
perform NC-SHG. Such a system could exceed the output power offered by the SHG of 
conventional fiber amplifiers and aid many applications. 
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APPENDIX A: MATLAB CODE 
The following is the MATLAB code that was used to generate results presented in 
this thesis. The first file is a script that sets up the parameters that produce optimal 
noncollinear SHG for a Bessel beam with 𝑟𝑟0 = 20𝜇𝜇𝑚𝑚. The other 3 files are functions 
called by the first script. The NLBP function sets up and executes a loop that iterates for 
the split-step method. Within NLBP, the ode45 command is used in conjunction with the 
NLPropFun function to solve the differential equation governing SHG. The nSellmeier 
function returns the refractive indexes for some common nonlinear crystals and is used in 
the top-level script. 
 
Usage Example 
% Copyright (c) 2015, Oleg Shatrovoy 
% All rights reserved. 
% 
% Redistribution and use in source and binary forms, with or without 
% modification, are permitted provided that the following conditions are met: 
% 
% 1. Redistributions of source code must retain the above copyright notice, 
this 
%    list of conditions and the following disclaimer. 
% 2. Redistributions in binary form must reproduce the above copyright notice, 
%    this list of conditions and the following disclaimer in the documentation 
%    and/or other materials provided with the distribution. 
% 
% THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS "AS IS"  
% AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE  
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% IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE  
% ARE DISCLAIMED. IN NO EVENT SHALL THE COPYRIGHT OWNER OR CONTRIBUTORS BE  
% LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR  
% CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF  
% SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS  
% INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN  
% CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE)  
% ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE 
% POSSIBILITY OF SUCH DAMAGE. 
  
% This script sets up parameters and inputs for the Nonlinear Beam 
% Propagation code (NLBP.m) before invoking that function. 
  
% In general, variables ending in 1 and 2 correspond to the fundamental and 
% second-harmonic frequency waves, respectively. 
  
%% Inputs and constants 
  
c = 2.998e8; % speed of light; m/s 
epsilon0 = 8.854e-12; % J/V^2/m 
  
lambda1 = 1064e-9; % Fundamental wavelength; m 
lambda2 = lambda1/2; % Second harmonic wavelength; m 
omega1 = 2*pi*c/lambda1; % Fundamental angular frequency; 1/s 
omega2 = 2*omega1; % Second harmonic angular frequency; 1/s 
  
dr = 4e-6; % Transverse profile step size; m 
N = 511; % Transverse profile size; some things may not work right when this is 
even; 2^n-1 is a good choice to keep fft2 fast 
n = ceil(N/2); % Transverse half-way point to be used in rest of code 
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dz = 600e-6; % Step size; m 
steps = 101; % Steps to take with split-step method 
  
%% Nonlinear Medium 
  
deff = 25e-12; % Nonlinearity coefficient describing strength of second-
harmonic interaction; 5% MgO doped lithium niobate (MgO:LN) at 1064nm has d33 = 
25pm/V; built in calculation of deff vs crystal angle is not yet implemented; 
m/V  
  
n2e = nSellmeier(lambda2, 21, 'LN_e'); % uses provided nSellmeier function to 
return index of refraction for some common nonlinear optical materials 
n1o = nSellmeier(lambda1, 21, 'LN_o'); 
n2o = nSellmeier(lambda2, 21, 'LN_o'); 
  
BeamPower = 250; % Total power of incident fundamental-harmonic beam; W 
  
%% Phase Matching 
  
deltakmod = -15; % Desired phase mismatch from noncollinear condition i.e. 
deltakmod = 0 ; 1/m 
  
k1 = n1o*omega1/c; % Fundamental frequency wavenumber; Boyd 2.7.4; 1/m 
r0 = 20e-6; % Distance to first null of input Bessel; m 
k1r = 2.405/r0; % Transverse component of fundamental frequency wavenumber; 1/m 
k1z = sqrt(k1^2-k1r^2); % Longitudinal component of fundamental frequency 
wavenumber; 1/m 
  
% thetafun = @(theta) 2*n1o*omega1/c - (1 / sqrt( sind(theta)^2 / n2e^2 + 
cosd(theta)^2 / n2o^2 ))*omega2/c; % Collinear 
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thetafun = @(theta) 2*n1o*omega1/c - (1 / sqrt( sind(theta)^2 / n2e^2 + 
cosd(theta)^2 / n2o^2 ))*omega2/c + 2*(k1-k1z) + deltakmod; % Modified 
Noncollinear 
theta = fzero(thetafun, 0); % thetafun is used to calculate required crystal 
angle to achieve desired phase mismatch. 
  
% theta = 74.91; % Crystal axis in degrees; 75.38 is close to phase matched for 
LN, 1064 fundamental, r0 = 10e-6; 74.91 is close to noncollinear mismatch for; 
crystal angle may be set manually if desired; degrees 
  
n2eff = 1 / sqrt( sind(theta)^2 / n2e^2 + cosd(theta)^2 / n2o^2 ); % Effective 
index for second-harmonic wave 
  
k2 = n2eff*omega2/c; % Second harmonic wavenumber; 1/m 
deltak = 2*k1-k2; % Phase mismatch; Boyd 2.7.12; 1/m 
  
%% Gaussian beam Creation 
  
% r = linspace(-(N-1)*dr/2, (N-1)*dr/2, N); % r = {x, y} 
% [X, Y] = meshgrid(r); 
% z0 = 0; % Beam waist location 
% w0 = 20e-6; % Beam waist radius of Gaussian beam 
% 
% zR = pi*w0^2*n1o/lambda1; % Rayleigh range of fundamental beam inside of 
crystal 
% w = w0*sqrt(1+(z0/zR)^2); 
% 
% if z0 == 0 
%     R = inf; 
% else 
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%     R = z0*(1+(zR/z0)^2); 
% end 
% 
% A10 = A10Peak*w0/w.*exp(-(X.^2+Y.^2)./w^2).*exp(-1i.*(k1*z0-
atan(z0/zR)+k1.*(X.^2+Y.^2)./(2*R))); % V/m 
  
%% Apodized Bessel Beam Creation 
r = linspace(-(N-1)*dr/2, (N-1)*dr/2, N); % r = {x, y} 
[X, Y] = meshgrid(r); 
  
z0 = 0; % Beam waist at location 
w0 = 62e-6; % Beam waist radius of Gaussian used for apodization 
zR = pi*w0^2*n1o/lambda1; % Rayleigh range of fundamental beam inside of 
crystal 
w = w0*sqrt(1+(z0/zR)^2); 
if z0 == 0 
    R = inf; 
else 
    R = z0*(1+(zR/z0)^2); 
end 
apod = exp(-(X.^2+Y.^2)./w^2).*exp(-1i.*(k1*z0-
atan(z0/zR)+k1.*(X.^2+Y.^2)./(2*R))); % Normalized Gaussian profile for 
apodization 
  
order = 0; 
% A10 = 
apod.*exp(1i*k1*z0).*besselj(order,k1r.*sqrt(X.^2+Y.^2)).*exp(1i*order*pi); % 
Apodized Bessel 
  
87 
A10 = exp(1i*k1*z0).*besselj(order,k1r.*sqrt(X.^2+Y.^2)).*exp(1i*order*pi); % 
Non-apodized Bessel; this is fundamental-harmonic complex field amplitude that 
is applied to the input of the crystal; V/m 
clipradius = 127e-6/10e-6*r0; % Hard aperture clip radius; currently scaled to 
produce Bessel beam with 9 rings, similar to LP0,10 mode; m 
A10(X.^2+Y.^2>clipradius^2) = 0; % Hard aperture clipping applied 
  
A10 = A10./ sqrt ( (sum(2*c*n1o*epsilon0.*abs(A10(:)).^2)*dr^2) ./ BeamPower ); 
% Scaling A10 field by desired input power 
  
noncoldeltak = -2*(k1-k1z); % Phase mismatch for noncollinear SHG based on 
momentum matching 
% zmax = k1/2.405*w0*r0; % Non-diffracting length for Apodized Bessel; Arlt (5) 
zmax = 127e-6/10e-6*r0*4*pi/lambda1/k1r; % Non-diffracting length for non-
apodized Bessel; from geometry 
  
%% Preliminary Diagnostics and Characterization 
I10Peak = 2*c*n1o*epsilon0.*abs(max(A10(:))).^2; % Maximum intensity of input 
field; I = 2*n*epsilon0*c*abs(A)^2; Boyd 2.7.16; W/m^2; 
  
l = sqrt( 2*n1o^2*n2eff*epsilon0*c / I10Peak ) * (c/(2*omega1*deff) ); % 
Nonlinear characteristic length; Boyd 2.7.19 corrected; m 
  
deltas = deltak*l; % Normalized phase mismatch parameter; Boyd 2.7.21; unitless 
  
% sum(2*c*n1o*epsilon0.*abs(A10(:)).^2)*dr^2 % Total beam power; W 
% imagesc(r, r, 2*c*n1o*epsilon0*abs(A10).^2.*dr^2) % Beam power; W 
  
%% Split Step Propagation 
  
  
88 
Fs = 1/dr; % Maximum spatial frequency; 1/m 
ds = 1/(dr*N); % Spatial frequency step size; 1/m 
if mod(N,2) == 0 % N is even 
    s = -Fs/2 : ds : Fs/2-ds; % Spatial frequency axis s = {s_x, s_y} 
else % N is odd 
    s = [sort(-1*(ds:ds:Fs/2)) (0:ds:Fs/2)]; 
end 
[Sx, Sy] = meshgrid(s); % 2-D arrays for spatial frequencies 
  
backproplength = steps*dz/2; % this and following 3 lines are used to linearly 
propagate the input field by a distance of half the crystal length to put the 
beam waist at the center of the crystal 
A10s = fftshift(fft2(ifftshift(A10)))./N; % Amplitude A10 in spatial frequency 
domain at current z location 
A10sstepped = A10s.*exp(2i*pi^2/k1*backproplength.*(Sx.^2+Sy.^2)); % Amplitude 
A10 in spatial frequency domain after stepping back half of the crystal length 
A10 = fftshift(ifft2(ifftshift(A10sstepped))).*N; % Amplitude A10 stepped back 
half of the crystal length 
  
[A1 A2] = NLBP(A10, dr, dz, steps, lambda1, deff, k1, k2); % Nonlinear Beam 
Propagation code generates 2 3-D arrays NxNxsteps in size containing the 
fundamental and second-harmonic fields at every step of the evolution 
  
%% Diagnostics 
  
zs = z0:dz:(z0+steps*dz); % Longitudinal axis for figures; m 
  
I1 = 2*c*n1o*epsilon0.*abs(A1).^2; % Fundamental frequency field amplitude 
converted to intensity; W/m^2 
I2 = 2*c*n1o*epsilon0.*abs(A2).^2; 
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A2ss = fftshift(fft2(ifftshift(A2(:,:,:))))./N; % Second-harmonic field 
amplitude in spatial frequency domain 
  
theta1 = -lambda1/dr/2+lambda1/dr/N/2 : lambda1/dr/N : lambda1/dr/2-
lambda1/dr/N/2; % Angle axis for far-field analysis 
theta2 = -lambda2/dr/2+lambda2/dr/N/2 : lambda2/dr/N : lambda2/dr/2-
lambda2/dr/N/2; 
  
figure, subplot(2,2,1), imagesc(zs, r, sqrt(squeeze(I1((N+1)/2,:,:)).*dr^2), 
sqrt([0 max([I1(:); I2(:)].*dr^2)])), xlabel('Propagation Distance (m)'), 
ylabel('Transverse Distance (m)'), title('Fundamental Frequency') % 
Longitudinal evolution of fundamental harmonic with gamma correction factor of 
2 applied; remove sqrt term to remove gamma correction and view units of Watts 
subplot(2,2,2), imagesc(zs, r, sqrt(squeeze(I2((N+1)/2,:,:)).*dr^2), sqrt([0 
max([I1(:); I2(:)].*dr^2)])), xlabel('Propagation Distance (m)'), 
ylabel('Transverse Distance (m)'), title('Second Harmonic Frequency') % 
Longitudinal evolution of second harmonic 
subplot(2,2,3), imagesc(zs, theta2, squeeze(abs(A2ss(n,:,:)))), 
xlabel('Propagation Distance (m)'), ylabel('Divergence angle (rad)'), 
title('Second Harmonic in Spatial Frequency Domain') % % Longitudinal evolution 
of second harmonic in spatial frequency domain; k1r = 2*pi*Sx 
subplot(2,2,4), plot(zs, 
100.*squeeze(sum(sum(I2.*dr^2,1),2))./(squeeze(sum(sum((I1+I2).*dr^2,1),2)))), 
xlabel('Propagation Distance (m)'), ylabel('Percent of Total Intensity (%)'), 
title('Total Intensity of SH') % Percent power in SH beam vs crystal length 
  
% figure, imagesc(r, r, sqrt(I2(:,:,end).*dr^2)) % Cross-section view of 
desired slice of intensity evolution array with gamma correction of 2 
% figure, plot(zs, squeeze(sum(sum((I1+I2).*dr^2,1),2))) % Total combined power 
in beams to check energy conservation; W 
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 %% Power in Bucket (PIB) Analysis 
  
% buckets = 2.5e-3:2.5e-3:20e-3; % Far-field bucket sizes in rad 
% 
% [Theta2x, Theta2y] = meshgrid(theta2); % 2-D arrays for far-field angles 
% 
% A2ss = fftshift(fft2(ifftshift(A2(:,:,:))))./N; 
% for istep = 1:steps+1 
%     for ibucket = 1:length(buckets) 
%         temp = A2ss(:,:,istep); 
%         bucket = buckets(ibucket); 
%         temp(Theta2x.^2+Theta2y.^2>bucket^2) = 0; 
%         PIB(istep, ibucket) = 
100.*squeeze(sum(sum(2*c*n1o*epsilon0.*abs(temp).^2.*dr^2,1),2))./BeamPower; % 
Power enclosed in each of the bucket sizes defined by buckets 
%     end 
% end 
% 
% figure, imagesc(zs, buckets, PIB'), xlabel('Propagation Distance (m)'), 
ylabel('Far Field Bucket Size (mrad)'), title('Total Intensity of SH inside FF 
Bucket') 
  
%% Damage Threshold 
  
% max(max([I1(:); I2(:)])).*1e-2^2 % Peak power anywhere in crystal; LN CW 
damage threshold is ~100s MW/cm^2; W/cm^2 
% max(max([I1(:,:,1); I2(:,:,1); I1(:,:,end); I2(:,:,end)])).*1e-2^2 % Peak 
power at facet; LN CW damage threshold is ~100s MW/cm^2; W/cm^2 
 
  
91 
Nonlinear Beam Propagation 
function [A1, A2] = NLBP(A10, dr, dz, steps, lambda1, deff, k1, k2) 
  
% Copyright (c) 2015, Oleg Shatrovoy 
% All rights reserved. 
% 
% Redistribution and use in source and binary forms, with or without 
% modification, are permitted provided that the following conditions are met: 
% 
% 1. Redistributions of source code must retain the above copyright notice,  
%    this list of conditions and the following disclaimer. 
% 2. Redistributions in binary form must reproduce the above copyright notice, 
%    this list of conditions and the following disclaimer in the documentation 
%    and/or other materials provided with the distribution. 
% 
% THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS "AS IS"  
% AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE  
% IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE  
% ARE DISCLAIMED. IN NO EVENT SHALL THE COPYRIGHT OWNER OR CONTRIBUTORS BE  
% LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR  
% CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF  
% SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS  
% INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN  
% CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE)  
% ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE 
% POSSIBILITY OF SUCH DAMAGE. 
  
% lambda1 is fundamental wavelength; lambda 2 is assumed to be half 
% A10 is complex field at fundamental frequency at start of simulation; input 
at second harmonic frequency is assumed to be 0 (but would be simple to change) 
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c = 2.998e8; % speed of light; m/s 
epsilon0 = 8.854e-12; % J/V^2/m 
  
lambda2 = lambda1/2; % Second harmonic wavelength; m 
omega1 = 2*pi*c/lambda1; % Fundamental angular frequency; 1/s 
omega2 = 2*omega1; % Second harmonic angular frequency; 1/s 
  
if length(size(A10)) ~= 2 
    fprintf('Please use an input field, A10, with 2 dimensions\n') 
    return 
end 
if size(A10,1) ~= size(A10,2) 
    fprintf('Please use a square input field, A10\n') 
    return 
end 
  
N = 511; % Transverse profile size; some things may not work right when this is 
even; 2^n-1 is a good choice to keep fft2 fast 
n = ceil(N/2); % Transverse half-way point to be used in rest of code 
  
deltak = 2*k1-k2; % Phase mismatch; the value of deltak has the opposite sign 
from other sources, so efficient SHG happens for negative and not positive 
values of deltak, this is a bug and is not intended; Boyd 2.7.12; 1/m 
  
%% Split Step Setup 
Fs = 1/dr; % Maximum spatial frequency; 1/m 
ds = 1/(dr*N); % Spatial frequency step size; 1/m 
if mod(N,2) == 0 % N is even 
    s = -Fs/2 : ds : Fs/2-ds; % Spatial frequency axis s = {s_x, s_y} 
else % N is odd 
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    s = [sort(-1*(ds:ds:Fs/2)) (0:ds:Fs/2)]; 
end 
[Sx, Sy] = meshgrid(s); % 2-D arrays for spatial frequencies 
  
A1 = zeros(N,N,steps+1); % Creating 3-D array to store longitudinal evolution 
of fundamental frequency wave 
A2 = zeros(N,N,steps+1); 
A1(:,:,1) = A10; % Setting first 
  
h = waitbar(0, 'Progress'); 
  
for i = 1:steps 
    %% Space domain nonlinear step 
     
    % Only one quadrant is computed to for faster execution, which is only 
appropriate for cylindrically symmetric input. To change this, comment out this 
section and uncomment the below section. 
    Ain = zeros(1,(N+1)^2/2); 
    Ain(1:2:end) = reshape(A1(n:end,n:end,i),1,[]); % Creating input for ODE 
solver; Every other point comes from corresponding A1 and A2 positions; 
    Ain(2:2:end) = reshape(A2(n:end,n:end,i),1,[]); 
     
    [~, Aout] = ode45(@(z, A) NLPropFun(z, A, deff, omega1, omega2, k1, k2, 
deltak), [dz*(i-1) dz*i], Ain); % ODE solver for coupled differential equations 
Boyd 2.7.10, 2.7.11 
     
    A1outquad = reshape(Aout(end,1:2:end),n,[]); % Reshaping output of ODE into 
quadrants 
    A2outquad = reshape(Aout(end,2:2:end),n,[]); 
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    A1(n:end,n:end,i+1) = A1outquad; % Stitching together copies of the output 
quadrant with nonlinear step applied 
    A2(n:end,n:end,i+1) = A2outquad; 
    A1(1:n,n:end,i+1) = flipud(A1outquad); 
    A2(1:n,n:end,i+1) = flipud(A2outquad); 
    A1(n:end,1:n,i+1) = fliplr(A1outquad); 
    A2(n:end,1:n,i+1) = fliplr(A2outquad); 
    A1(1:n,1:n,i+1) = rot90(rot90(A1outquad)); 
    A2(1:n,1:n,i+1) = rot90(rot90(A2outquad)); 
    % 
     
%     % Nonlinear step applied to every point. About 4 times slower but 
necessary for beams that are not cylindrically symmetric. 
%     Ain(1:2:2*N^2) = reshape(A1(:,:,i),1,[]); 
%     Ain(2:2:2*N^2) = reshape(A2(:,:,i),1,[]); 
%      
%     [~, Aout] = ode45(@(z, A) NLPropFun(z, A, deff, omega1, omega2, k1, k2, 
deltak), [dz*(i-1) dz*i], Ain); 
%          
%     A1(:,:,i+1) = reshape(Aout(end,1:2:2*N^2),N,[]); 
%     A2(:,:,i+1) = reshape(Aout(end,2:2:2*N^2),N,[]); 
%     % 
     
%     % Placeholder if nothing else activated. Use to bypass nonlinear step by 
commenting out other 2 sections and not this one. 
%     A1(:,:,i+1) = A1(:,:,i); 
%     A2(:,:,i+1) = A2(:,:,i); 
%     % 
     
    %% Spatial frequency domain diffraction step 
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    % Analytical Solution 
    A1s = fftshift(fft2(ifftshift(A1(:,:,i+1))))./N; % Amplitude A1 in spatial 
frequency domain at current z location 
    A2s = fftshift(fft2(ifftshift(A2(:,:,i+1))))./N; 
     
    A1sstepped = A1s.*exp(-2i*pi^2/k1*dz.*(Sx.^2+Sy.^2)); % Amplitude A1 in 
spatial frequency domain after diffraction step of size dz 
    A2sstepped = A2s.*exp(-2i*pi^2/k2*dz.*(Sx.^2+Sy.^2)); 
     
    A1(:,:,i+1) = fftshift(ifft2(ifftshift(A1sstepped))).*N; % Amplitude A1 
after step of dz 
    A2(:,:,i+1) = fftshift(ifft2(ifftshift(A2sstepped))).*N; 
    % 
     
    waitbar(i/steps, h) 
end 
close(h) 
 
Nonlinear Differential Equations 
function dA = NLPropFun(z, A, deff, omega1, omega2, k1, k2, deltak) 
  
% Copyright (c) 2015, Oleg Shatrovoy 
% All rights reserved. 
%  
% Redistribution and use in source and binary forms, with or without 
% modification, are permitted provided that the following conditions are met: 
%  
% 1. Redistributions of source code must retain the above copyright notice,  
%    this list of conditions and the following disclaimer. 
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% 2. Redistributions in binary form must reproduce the above copyright notice, 
%    this list of conditions and the following disclaimer in the documentation 
%    and/or other materials provided with the distribution. 
%  
% THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS "AS IS"  
% AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE  
% IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE  
% ARE DISCLAIMED. IN NO EVENT SHALL THE COPYRIGHT OWNER OR CONTRIBUTORS BE  
% LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR  
% CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF  
% SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS  
% INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN  
% CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE)  
% ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE 
% POSSIBILITY OF SUCH DAMAGE. 
  
% NLPropFun contains the differential equations governing second-harmonic 
% generation. This is meant to be used with the ode45 command by the 
% Nonlinear Beam Propagation code (NLBP.m). 
  
% A array is A1 interleaved with A2 such that A1 = A(1:2:end), A2 = A(2:2:end). 
  
c = 2.998e8; % speed of light; m/s 
  
dA = zeros(length(A),1); 
dA(1:2:end) = 2i*omega1^2*deff/(k1*c^2).*A(2:2:end).*conj(A(1:2:end)).*exp(-
1i*deltak*z); % Boyd 2.7.10 
dA(2:2:end) = 1i*omega2^2*deff/(k2*c^2).*A(1:2:end).^2.*exp(1i*deltak*z); % 
Boyd 2.7.11 
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Sellmeier Equations 
function n = nSellmeier(lambda, TSellmeier, material) 
  
% Copyright (c) 2015, Oleg Shatrovoy 
% All rights reserved. 
%  
% Redistribution and use in source and binary forms, with or without 
% modification, are permitted provided that the following conditions are met: 
%  
% 1. Redistributions of source code must retain the above copyright notice,  
%    this list of conditions and the following disclaimer. 
% 2. Redistributions in binary form must reproduce the above copyright notice, 
%    this list of conditions and the following disclaimer in the documentation 
%    and/or other materials provided with the distribution. 
%  
% THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS "AS IS"  
% AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE  
% IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE  
% ARE DISCLAIMED. IN NO EVENT SHALL THE COPYRIGHT OWNER OR CONTRIBUTORS BE  
% LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR  
% CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF  
% SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS  
% INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN  
% CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE)  
% ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE 
% POSSIBILITY OF SUCH DAMAGE. 
  
% nSellmeier function returns refractive index for a range of nonlinear 
materials and conditions. 
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% lambda is wavelength of interest. 
% TSellmeier is temperature of the material. 
% material is a string that specifies the material of interest. 
  
% Implemented materials are: 
% 'LN_e', 'LN_o' for Lithium Niobate. 
% 'LBO_x' 'LBO_y' 'LBO_z' for Lithium Triborate. 
% 'KTP_e', 'KTP_o' for Potassium Titanyl Phosphate; note that temperature not 
implemented for KTP case. 
  
  
switch material 
    case {'LN_e', 'LN_o'} 
         
        nSellmeier = @(lambda, fSellmeier, a1, a2, a3, a4, a5, a6, b1, b2, b3, 
b4) sqrt(a1+b1*fSellmeier+(a2+b2*fSellmeier)/((lambda*1e6)^2-
(a3+b3*fSellmeier)^2)+(a4+b4*fSellmeier)/((lambda*1e6)^2-a5^2)-
a6*(lambda*1e6)^2); 
        fSellmeier = (TSellmeier-24.5)*(TSellmeier+570.82); % TSellmeier is in 
degrees C 
         
        switch material 
            case 'LN_e' 
                a1 = 5.756; % LN n_e 
                a2 = 0.0983; 
                a3 = 0.202; 
                a4 = 189.32; 
                a5 = 12.52; 
                a6 = 1.32e-02; 
                b1 = 2.860e-06; 
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                b2 = 4.700e-08; 
                b3 = 6.113e-08; 
                b4 = 1.516e-04; 
                 
            case 'LN_o' 
                a1 = 5.653; % LN n_o 
                a2 = 0.1185; 
                a3 = 0.2091; 
                a4 = 89.61; 
                a5 = 10.85; 
                a6 = 1.97e-2; 
                b1 = 7.941e-7; 
                b2 = 3.134e-8; 
                b3 = -4.641e-9; 
                b4 = -2.188e-6; 
        end 
        n = nSellmeier(lambda, fSellmeier, a1, a2, a3, a4, a5, a6, b1, b2, b3, 
b4); 
         
    case 'LBO_z' % http://www.u-oplaz.com/crystals/crystals03.htm 
        lambda = lambda*1e6; % Equation expects microns for wavelength 
        n = sqrt(2.5865 + 0.01310 / (lambda^2 - 0.01223) - 0.01862 * lambda^2 + 
4.5778e-5 * lambda^4 - 3.2526e-5*lambda^6); 
        n = n + (-6.3+2.1*lambda)*1e-6 * (TSellmeier - 21); % TSellmeier is in 
degrees C 
         
    case 'LBO_y' 
        lambda = lambda*1e6; % Equation expects microns for wavelength 
        n = sqrt(2.5390 + 0.01277 / (lambda^2 - 0.01189) - 0.01849 * lambda^2 + 
4.3025e-5*lambda^4 - 2.9131e-5*lambda^6); 
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        n = n - 13.6e-6 * (TSellmeier - 21); % TSellmeier is in degrees C 
         
    case 'LBO_x' 
        lambda = lambda*1e6; % Equation expects microns for wavelength 
        n = sqrt(2.4542 + 0.01125 / (lambda^2 - 0.01135) - 0.01388 * lambda^2); 
        n = n - 9.3e-6 * (TSellmeier - 21); % TSellmeier is in degrees C 
         
    case 'KTP_e' 
         
        lambda = lambda*1e6; % Equation expects microns for wavelength 
        n = sqrt(3.3134 + 0.05694/(lambda^2-0.05658)-0.01682*lambda^2); 
    case 'KTP_o' 
         
        lambda = lambda*1e6; % Equation expects microns for wavelength 
        n = sqrt(3.0065 + 0.03901/(lambda^2-0.04251)-0.01327*lambda^2); 
  
    otherwise 
        disp('Unknown material.') 
         
end 
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APPENDIX B: DERIVATIONS 
Differential Equations governing SHG with Diffraction 
The following axioms can be found in Boyd’s Nonlinear Optics [23]: 
 
𝜖𝜖(1) = 𝑛𝑛2 
𝑘𝑘𝑗𝑗
2 = 𝑛𝑛𝑗𝑗2𝜔𝜔𝑗𝑗2
𝑐𝑐2
 
−∇2𝐸𝐸� + 𝜖𝜖(1)
𝑐𝑐2
𝜕𝜕2𝐸𝐸�
𝜕𝜕𝑡𝑡2
= − 1
𝜖𝜖0𝑐𝑐2
𝜕𝜕2𝑃𝑃�𝑁𝑁𝑁𝑁
𝜕𝜕𝑡𝑡2
 
𝐸𝐸𝚥𝚥� (𝑧𝑧, 𝑡𝑡) = 𝐸𝐸𝑗𝑗(𝑧𝑧)𝑒𝑒−𝑖𝑖𝑖𝑖𝑗𝑗𝑖𝑖 + 𝑐𝑐. 𝑐𝑐. 
𝐸𝐸𝑗𝑗(𝑧𝑧) = 𝐴𝐴𝑗𝑗𝑒𝑒𝑖𝑖𝑘𝑘𝑗𝑗𝑧𝑧 
Dropping c.c. terms maintains equality 
 
The following are nonlinear polarization terms for the case of SHG, also derived 
by Boyd: 
𝑃𝑃𝑗𝑗(𝑧𝑧, 𝑡𝑡) = 𝑃𝑃𝑗𝑗(𝑧𝑧)𝑒𝑒−𝑖𝑖𝑖𝑖𝑗𝑗𝑖𝑖 + 𝑐𝑐. 𝑐𝑐. 
𝑃𝑃1(𝑧𝑧) = 4𝜖𝜖0𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒𝐸𝐸2𝐸𝐸1∗ 
𝑃𝑃2(𝑧𝑧) = 2𝜖𝜖0𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒𝐸𝐸12 
 
 For the purposes of this thesis, all fields have (𝑥𝑥,𝑦𝑦, 𝑧𝑧, 𝑡𝑡) dependence, which will 
not be explicitly indicated in the following derivations. In order to find the differential 
equations governing SHG with diffraction we start by inserting the 𝐸𝐸�1(𝑥𝑥,𝑦𝑦, 𝑧𝑧, 𝑡𝑡) field and 
associated nonlinear polarization, 𝑃𝑃1, into the wave equation: 
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−
𝜕𝜕2
𝜕𝜕𝑧𝑧2
𝐸𝐸�1 − ∇𝑇𝑇
2𝐸𝐸�1 + 𝑛𝑛12𝑐𝑐2 ∙ −𝜔𝜔12𝐸𝐸�1 = − 1𝜖𝜖0𝑐𝑐2 ∙ −𝜔𝜔124𝜖𝜖0𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒𝑒𝑒−𝑖𝑖𝑖𝑖1𝑖𝑖𝐸𝐸2𝐸𝐸1∗ 
Simplify: 
𝜕𝜕2
𝜕𝜕𝑧𝑧2
𝐸𝐸1 + ∇𝑇𝑇2𝐸𝐸1 + 𝑛𝑛12𝜔𝜔12𝑐𝑐2 𝐸𝐸1 = −4𝜔𝜔12𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒𝑐𝑐2 𝐸𝐸2𝐸𝐸1∗ 
Expand second derivative, assume electric field is proportional to 𝐴𝐴1𝑒𝑒𝑖𝑖𝑘𝑘1𝑧𝑧, which is the 
case for plane waves, Gaussian beams and Bessel beams: 
�
𝜕𝜕2
𝜕𝜕𝑧𝑧2
𝐴𝐴1 + 2𝑖𝑖𝑘𝑘1 𝜕𝜕𝜕𝜕𝑧𝑧 𝐴𝐴1 − 𝑘𝑘12𝐴𝐴1 + 𝑘𝑘12𝐴𝐴1� 𝑒𝑒𝑖𝑖𝑘𝑘1𝑧𝑧 + ∇𝑇𝑇2𝐴𝐴1𝑒𝑒𝑖𝑖𝑘𝑘1𝑧𝑧
= − 4𝜔𝜔12𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒
𝑐𝑐2
𝐴𝐴2𝑒𝑒
𝑖𝑖𝑘𝑘2𝑧𝑧𝐴𝐴1
∗𝑒𝑒−𝑖𝑖𝑘𝑘1𝑧𝑧 
Apply slowly varying approximation, 𝜕𝜕
2
𝜕𝜕𝑧𝑧2
𝐴𝐴1 ≪
𝜕𝜕
𝜕𝜕𝑧𝑧
𝐴𝐴1 , divide through by 𝑖𝑖𝑘𝑘1 , combine 
wave vector terms: 
𝜕𝜕
𝜕𝜕𝑧𝑧
𝐴𝐴1𝑒𝑒
𝑖𝑖𝑘𝑘1𝑧𝑧 = 𝑖𝑖2𝑘𝑘1 ∇𝑇𝑇2𝐴𝐴1𝑒𝑒𝑖𝑖𝑘𝑘1𝑧𝑧 + 2𝑖𝑖𝜔𝜔12𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒𝑘𝑘1𝑐𝑐2 𝐴𝐴2𝐴𝐴1∗𝑒𝑒𝑖𝑖(𝑘𝑘2𝑧𝑧−𝑘𝑘1𝑧𝑧) 
Divide through by 𝑒𝑒𝑖𝑖𝑘𝑘1𝑧𝑧 and define phase mismatch as Δ𝑘𝑘 = 2𝑘𝑘1 − 𝑘𝑘2: 
𝜕𝜕𝐴𝐴1
𝜕𝜕𝑧𝑧
= 𝑖𝑖2𝑘𝑘1 𝛻𝛻𝑇𝑇2𝐴𝐴1 + 2𝑖𝑖𝜔𝜔12𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒𝑘𝑘1𝑐𝑐2 𝐴𝐴2𝐴𝐴1∗𝑒𝑒−𝑖𝑖Δ𝑘𝑘𝑧𝑧 
Follow similar steps in inserting the 𝐸𝐸�2(𝑥𝑥,𝑦𝑦, 𝑧𝑧, 𝑡𝑡)  field and associated nonlinear 
polarization, 𝑃𝑃2, into the wave equation to find the coupled equation: 
𝜕𝜕𝐴𝐴2
𝜕𝜕𝑧𝑧
= 𝑖𝑖2𝑘𝑘2 𝛻𝛻𝑇𝑇2𝐴𝐴2 + 𝑖𝑖𝜔𝜔22𝑑𝑑𝐵𝐵𝑒𝑒𝑒𝑒𝑘𝑘2𝑐𝑐2 𝐴𝐴12𝑒𝑒𝑖𝑖Δ𝑘𝑘𝑧𝑧 
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Analytical Solution of Linear Component 
To find the analytical solution for the effects of diffraction we neglect the 
nonlinear term of the differential equation, which will be accounted for separately: 
𝜕𝜕𝐴𝐴1
𝜕𝜕𝑧𝑧
= − 𝑖𝑖2𝑘𝑘1 ∇𝑇𝑇2𝐴𝐴1 
Apply Fourier transform, 𝓕𝓕𝐴𝐴1(𝑥𝑥) = ∫ 𝐴𝐴1(𝑥𝑥)𝑒𝑒−𝑖𝑖2𝜋𝜋𝐵𝐵𝑥𝑥𝑥𝑥𝑑𝑑𝑥𝑥∞−∞ = 𝐴𝐴1(𝑠𝑠𝑥𝑥), where 𝑠𝑠𝑥𝑥 is spatial 
frequency, in both spatial dimensions, to both sides of the equation:  
𝜕𝜕
𝜕𝜕𝑧𝑧
� 𝐴𝐴1(𝑥𝑥,𝑦𝑦)𝑒𝑒−𝑖𝑖2𝜋𝜋�𝐵𝐵𝑥𝑥𝑥𝑥+𝐵𝐵𝑦𝑦𝑦𝑦� 𝑑𝑑𝑥𝑥 𝑑𝑑𝑦𝑦∞
−∞
= 𝑖𝑖2𝑘𝑘1� � 𝜕𝜕2𝜕𝜕𝑥𝑥2 + 𝜕𝜕2𝜕𝜕𝑦𝑦2�𝐴𝐴1(𝑥𝑥,𝑦𝑦)𝑒𝑒−𝑖𝑖2𝜋𝜋�𝐵𝐵𝑥𝑥𝑥𝑥+𝐵𝐵𝑦𝑦𝑦𝑦� 𝑑𝑑𝑥𝑥 𝑑𝑑𝑦𝑦∞−∞  
Switch to Fourier domain, where 𝓕𝓕𝐴𝐴1(𝑥𝑥) = ?̂?𝐴1(𝑠𝑠𝑥𝑥) , and apply definition of Fourier 
transform of derivative, 𝓕𝓕 𝜕𝜕
𝜕𝜕𝑥𝑥
= 2𝜋𝜋𝑖𝑖𝑠𝑠𝑥𝑥: 
𝜕𝜕?̂?𝐴1�𝑠𝑠𝑥𝑥, 𝑠𝑠𝑦𝑦�
𝜕𝜕𝑧𝑧
= 𝑖𝑖2𝑘𝑘1 �(2𝜋𝜋𝑖𝑖𝑠𝑠𝑥𝑥)2 + �2𝜋𝜋𝑖𝑖𝑠𝑠𝑦𝑦�2� ?̂?𝐴1�𝑠𝑠𝑥𝑥, 𝑠𝑠𝑦𝑦� 
Simplify: 
𝜕𝜕?̂?𝐴1�𝑠𝑠𝑥𝑥, 𝑠𝑠𝑦𝑦�
𝜕𝜕𝑧𝑧
= −2𝑖𝑖𝜋𝜋2
𝑘𝑘1
�𝑠𝑠𝑥𝑥
2 + 𝑠𝑠𝑦𝑦2�?̂?𝐴1�𝑠𝑠𝑥𝑥, 𝑠𝑠𝑦𝑦� 
Collect ?̂?𝐴1 terms on left, then find how ?̂?𝐴1 is affected by propagation step of size ℎ by 
integrating from arbitrary 𝑧𝑧0 to 𝑧𝑧0 + ℎ: 
�
1
?̂?𝐴1�𝑠𝑠𝑥𝑥, 𝑠𝑠𝑦𝑦� 𝑑𝑑?̂?𝐴1𝑧𝑧0+ℎ𝑧𝑧0 = − 2𝑖𝑖𝜋𝜋2𝑘𝑘1 �𝑠𝑠𝑥𝑥2 + 𝑠𝑠𝑦𝑦2�� 𝑑𝑑𝑧𝑧𝑧𝑧0+ℎ𝑧𝑧0  
Integrate:  
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ln�?̂?𝐴1��𝑧𝑧0𝑧𝑧0+ℎ = − 2𝑖𝑖𝜋𝜋2𝑘𝑘1 �𝑠𝑠𝑥𝑥2 + 𝑠𝑠𝑦𝑦2� ∙ 𝑧𝑧|𝑧𝑧0𝑧𝑧0+ℎ 
Apply limits of integration: 
ln �?̂?𝐴1(𝑧𝑧0 + ℎ)� − ln �?̂?𝐴1(𝑧𝑧0)� = −2𝑖𝑖𝜋𝜋2𝑘𝑘1 �𝑠𝑠𝑥𝑥2 + 𝑠𝑠𝑦𝑦2�(𝑧𝑧0 + ℎ − 𝑧𝑧0) 
Simplify: 
?̂?𝐴1(𝑧𝑧0 + ℎ)
?̂?𝐴1(𝑧𝑧0) = 𝑒𝑒−2𝑖𝑖𝜋𝜋2𝑘𝑘1 �𝐵𝐵𝑥𝑥2+𝐵𝐵𝑦𝑦2�ℎ 
Rearrange terms to find how propagation step ℎ affects field ?̂?𝐴1(𝑧𝑧0): 
?̂?𝐴1(𝑧𝑧0 + ℎ) = ?̂?𝐴1(𝑧𝑧0)𝑒𝑒−2𝑖𝑖𝜋𝜋2𝑘𝑘1 �𝐵𝐵𝑥𝑥2+𝐵𝐵𝑦𝑦2�ℎ 
The inverse Fourier transform can now be applied to return to spatial domain without 
changing the above relationship. The effects of diffraction on 𝐴𝐴2  are identical so the 
derivation shown above for 𝐴𝐴1 can be considered for the general case, 𝐴𝐴𝑗𝑗. 
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