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Abstract.
In this paper we study stochastic optimal control problems of fully coupled forward-backward
stochastic differential equations (FBSDEs). The recursive cost functionals are defined by controlled fully
coupled FBSDEs. We study two cases of diffusion coefficients σ of FSDEs. We use a new method to
prove that the value functions are deterministic, satisfy the dynamic programming principle (DPP), and are
viscosity solutions to the associated generalized Hamilton-Jacobi-Bellman (HJB) equations. The associated
generalized HJB equations are related with algebraic equations when σ depends on the second component
of the solution (Y, Z) of the BSDE and doesn’t depend on the control. For this we adopt Peng’s BSDE
method, and so in particular, the notion of stochastic backward semigroup in [16]. We emphasize that the
fact that σ also depends on Z makes the stochastic control much more complicate and has as consequence
that the associated HJB equation is combined with an algebraic equation, which is inspired by Wu and
Yu [19]. We use the continuation method combined with the fixed point theorem to prove that the algebraic
equation has a unique solution, and moreover, we also give the representation for this solution. On the other
hand, we prove some new basic estimates for fully coupled FBSDEs under the monotonic assumptions. In
particular, we prove under the Lipschitz and linear growth conditions that fully coupled FBSDEs have a
unique solution on the small time interval, if the Lipschitz constant of σ with respect to z is sufficiently
small. We also establish a generalized comparison theorem for such fully coupled FBSDEs.
Keywords. Fully coupled FBSDEs; value functions; stochastic backward semigroup; dynamic programming prin-
ciple; viscosity solution
∗Corresponding author.
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1 Introduction
Nonlinear backward stochastic differential equations (BSDEs) driven by a Brownian motion were first
introduced by Pardoux and Peng [11] in 1990. They got the uniqueness and the existence theorem for
nonlinear BSDEs under Lipschitz condition. The theory of BSDEs has been studied since then by many
authors and has found various applications, namely in stochastic control (see Peng [13]), finance (see El
Karoui, Peng and Quenez [6]), and partial differential equations (PDE) theory (see Peng [14], etc).
Related with the BSDE theory, the theory of fully coupled forward-backward stochastic differential
equation (FBSDE) has been developing very dynamically. We will usually meet fully coupled FBSDEs which
are used to describe state processes and the related cost functionals when some optimization problems are
studied (see Cvitanic´ and Ma [4], Ma and Yong [10]). There are many results on the existence and the
uniqueness of solutions of fully coupled FBSDEs. Antonelli [1] first studied fully coupled FBSDEs driven by
Brownian motion on a “small” time interval with the fixed point theorem. As we know, there are mainly
three methods to study fully coupled FBSDEs on an arbitrarily given time interval. The first one is a kind of
“four-step scheme” approach (see Ma, Protter and Yong [8]) which combines PDE methods and methods of
probability. With these methods, the authors of [8] proved the existence and the uniqueness for fully coupled
FBSDEs on an arbitrarily given time interval, but they required the equations to be non-degenerate, i.e.,
the diffusion coefficients are non-degenerate. However, the PDE approach can not be used to deal with
the case, when the coefficients are random. The second method is that of continuation which is purely
probabilistic, see Hu and Peng [7], Pardoux and Tang [12], Peng and Wu [17], Yong [21]. They used the
“monotonicity” condition on the coefficients which relaxes the above assumptions. The third method is
motivated by the numerical approaches for some linear FBSDEs (see Delarue [5] and Zhang [23]). Using a
probabilistic method, Wu [18] proved a comparison theorem for FBSDEs. It is a useful tool to study fully
coupled FBSDEs. Recently, Ma, Wu, Zhang and Zhang [9] used a unified method to study fully coupled
FBSDEs. For more details on fully coupled FBSDEs, the reader is referred to the book of Ma and Yong [10];
more recent works on FBSDEs refer to Yong [22], or Ma, Wu, Zhang and Zhang [9], and the references
therein.
BSDE methods (for instance, a generalized dynamic programming principle (DPP) or the maximum
principle for control problem), originally developed by Peng [13], [15], [16], for the stochastic control theory.
Pardoux and Tang [12] associated fully coupled FBSDEs (without controls) with quasilinear parabolic PDEs,
and proved the existence of viscosity solutions. The diffusion coefficient σ of the forward equation in the
FBSDE they considered is supposed not to depend on Z. In Wu and Yu [19], [20], they proved the existence
of a viscosity solution for quasilinear PDEs with the help of fully coupled FBSDE when σ depends on z,
and the stochastic systems without controls. Inspired by above works we want to study the optimal control
problems of fully coupled FBSDEs. If one considers controlled fully coupled FBSDEs the problem becomes
more difficult, as well as when one tries to give a probabilistic representation for systems of generalized
fully nonlinear Hamilton-Jacobi-Bellman (HJB) equations. Using a method of Buckdahn and Li [2], without
assuming the coefficients to be Ho¨lder-continuous with respect to the control variable, we prove that the
value function is deterministic (Proposition 3.1) and it satisfies DPP (Theorem 3.1). Furthermore, we obtain
the existence of viscosity solutions of the associated HJB equations (Theorem 4.1 and Theorem 4.2). For
this we adopt Peng’s BSDE method (see [16], or [2]). However, unlike the existing literature, in the present
work the stochastic backward semigroup is defined through a fully coupled FBSDE. This makes techniques
which are implied by the work with the stochastic backward semigroup much more subtle. This arises, in
particular, in the proofs of the Theorems 4.1 and 4.2 showing that the value function is a viscosity solution:
a “classical” approach would lead to BSDEs with quadratic growth in (y, z). To avoid this, a deeper study
of properties of fully coupled FBSDEs on short time intervals has to be done. Hence we prove the existence
and uniqueness for such FBSDEs in the case of a sufficiently small Lipschitz constant of σ with respect to
z (see Proposition 6.4), we give Lp-estimates for the solution (see Proposition 6.5) and we also establish a
new general comparison result for such fully coupled FBSDEs (Theorem 6.2). We also emphasize that when
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σ depends on z it makes the stochastic control much more complicate and the associated HJB equation is
combined with an algebraic equation, which is inspired by Wu and Yu [19]. We use the continuation method
combined with the fixed point theorem to prove that the algebraic equation has a unique solution whose
representation is given (Proposition 4.1).
Let us be more precise. We study a stochastic control problem of fully coupled FBSDE. The cost
functional is introduced by the following fully coupled FBSDE:
dXt,x;us = b(s,X
t,x;u
s , Y
t,x;u
s , Z
t,x;u
s , us)ds+ σ(s,X
t,x;u
s , Y
t,x;u
s , Z
t,x;u
s , us)dBs,
dY t,x;us = −f(s,X
t,x;u
s , Y
t,x;u
s , Z
t,x;u
s , us)ds+ Z
t,x;u
s dBs, s ∈ [t, T ],
X
t,x;u
t = x, Y
t,x;u
T = Φ(X
t,x;u
T ),
(1.1)
where T > 0 is an arbitrarily fixed finite time horizon, B = (Bs)s∈[0,T ] is a d-dimensional standard Brownian
motion, and u = (us)s∈[t,T ] is an admissible control. Precise assumptions on the coefficients b, σ, f, Φ are
given in the next section. Under our assumptions, (1.1) has a unique solution (Xt,x;us , Y
t,x;u
s , Z
t,x;u
s )s∈[t,T ]
and the cost functional is defined by
J(t, x;u) = Y t,x;ut . (1.2)
We define the value function of our stochastic control problems as follows:
W (t, x) := ess sup u∈Ut,T J(t, x;u). (1.3)
The objective of our paper is to investigate this value function. The main results of the paper state that W
is, deterministic (Proposition 3.1), continuous viscosity solution of the associated HJB equations (Theorem
4.1 and Theorem 4.2). The associated HJB equations are very complicated, we consider two cases of σ for
the existence of a viscosity solution.
Case 1. σ does not depend on z, but depends on u.
The associated HJB equation is then the following:{
∂
∂t
W (t, x) +H(t, x,W (t, x), DW (t, x), D2W (t, x)) = 0, (t, x) ∈ [0, T )× Rn,
W (T, x) = Φ(x), x ∈ Rn,
(1.4)
with
H(t, x, y, p,X) = sup
u∈U
{p.b(t, x, y, p.σ, u) + 12 tr (σσ
T (t, x, y, u)X) + f(t, x, y, p.σ, u)},
where t ∈ [0, T ], x ∈ Rn, y ∈ R, p ∈ Rn, and X ∈ Sn (Sn denotes the set of n× n symmetric matrices).
Case 2. σ does not depend on u, but depends on z.
This case is more complicate than the former one. The associated HJB equation is combined with an
algebraic equation as follows:
∂
∂t
W (t, x) +H(t, x,W (t, x), V (t, x)) = 0,
V (t, x) = DW (t, x).σ(t, x,W (t, x), V (t, x)), (t, x) ∈ [0, T )× Rn,
W (T, x) = Φ(x), x ∈ Rn.
(1.5)
In this case
H(t, x,W (t, x), V (t, x)) = sup
u∈U
{DW (t, x).b(t, x,W (t, x), V (t, x), u)
+ 12 tr (σσ
T (t, x,W (t, x), V (t, x))D2W (t, x)) + f(t, x,W (t, x), V (t, x), u)},
where t ∈ [0, T ], x ∈ Rn.
The Case 2 is more complicate, the associated HJB equation is combined with an algebraic equation,
which is inspired by Wu and Yu [19], [20], we use a new method-the continuation method combined with the
fixed point theorem in order to prove for the first time that the algebraic equation has a unique solution, and
give the representation for the solution (see Proposition 4.1) which makes that other proofs are available. But
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both cases require new estimates and new generalized comparison theorem for small time interval FBSDEs,
which are discussed in the Appendix.
Our paper is organized as follows: Section 2 recalls some elements of the theory of fully coupled
FBSDEs which will be used in what follows. Section 3 introduces the setting of the stochastic control
problems. We prove that the value functionW is a deterministic function (Proposition 3.1) which is Lipschitz
in x (Lemma 3.2), monotonic (Lemma 3.3) and continuous in t (Theorem 3.2). Moreover, it satisfies the DPP
(Theorem 3.1). In Section 4, by using the DPP we prove that W is a viscosity solution of the associated
HJB equation in the two cases (Theorem 4.1 and Theorem 4.2) described above. In Section 5, we give
two examples. In Appendix we prove some basic important estimates for fully coupled FBSDEs under the
monotonic assumptions, and new estimates and new generalized comparison theorem for small time interval
FBSDEs.
2 Preliminaries
Let (Ω,F , P ) be the Wiener space, where Ω is the set of continuous functions from [0, T ] to Rd starting
from 0 (Ω = C0([0, T ];R
d)), F the completed Borel σ-algebra over Ω, and P the Wiener measure. Let B
be the canonical process: Bs(ω) = ωs, s ∈ [0, T ], ω ∈ Ω. We denote by F = {Fs, 0 ≤ s ≤ T } the natural
filtration generated by {Bt}t≥0 and augmented by all P -null sets, i.e.,
Fs = σ{Br, r ≤ s} ∨ NP , s ∈ [0, T ],
where NP is the set of all P -null subsets and T is a fixed real time horizon. We introduce the following two
spaces of processes which will be used frequently: for t0 ∈ [0, T ],
S2(t0, T ;Rn) is the set of Rn-valued F-adapted continuous process (ψt)t0≤t≤T with E[ sup
t0≤t≤T
|ψt|2] < +∞;
H2(t0, T ;Rn) is the set of Rn-valued F-progressively meas. process (ψt)t0≤t≤T with E[
∫ T
t0
|ψt|2dt] < +∞.
Now we introduce the following fully coupled FBSDE associated with (b, σ, f, ζ,Φ)
dXs = b(s,Xs, Ys, Zs)ds+ σ(s,Xs, Ys, Zs)dBs,
dYs = −f(s,Xs, Ys, Zs)ds+ ZsdBs, s ∈ [t, T ],
Xt = ζ, YT = Φ(XT ),
(2.1)
where (X,Y, Z) ∈ Rn × Rm × Rm×d, T > 0,
b : Ω× [0, T ]× Rn × Rm × Rm×d → Rn, σ : Ω× [0, T ]× Rn × Rm × Rm×d → Rn×d,
f : Ω× [0, T ]× Rn × Rm × Rm×d → Rm, Φ : Ω× Rn → Rm,
(b(t, x, y, z))t∈[0,T ], (σ(t, x, y, z))t∈[0,T ], (f(t, x, y, z))t∈[0,T ] are F-progressively measurable for each (x, y, z) ∈
R
n×Rm×Rm×d, and Φ(x) is FT -measurable for each x ∈ Rn. In this paper we use the usual inner product
and the Euclidean norm in Rn, Rm and Rm×d, respectively. Given an m× n full-rank matrix G, we define:
λ =
 xy
z
 , A(t, λ) =
 −GT fGb
Gσ
 (t, λ),
where GT is the transposed matrix of G.
We assume that
(B1) (i) A(t, λ) is uniformly Lipschitz with respect to λ, and for any λ, A(·, λ) ∈ H2(0, T ;Rn×Rm×Rm×d);
(ii) Φ(x) is uniformly Lipschitz with respect to x ∈ Rn, and for any x ∈ Rn, Φ(x) ∈ L2(Ω,FT , P ;Rm).
The following monotonicity conditions are also necessary:
(B2) (i) 〈A(t, λ) −A(t, λ), λ− λ〉 ≤ −β1|Gx̂|2 − β2(|GT ŷ|2 + |GT ẑ|2),
(ii) 〈Φ(x) − Φ(x), G(x− x)〉 ≥ µ1|Gx̂|2, x̂ = x− x, ŷ = y − y, ẑ = z − z,
where β1, β2, µ1 are nonnegative constants with β1+β2 > 0, β2+µ1 > 0. Moreover, we have β1 > 0, µ1 >
0 (resp., β2 > 0), when m > n (resp., m < n).
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Remark 2.1. (B2)’-(ii) 〈Φ(x) − Φ(x), G(x − x)〉 ≥ 0.
When Φ does not depend on x, i.e., Φ(x) = ξ ∈ L2(Ω,FT , P ;Rm), the monotonicity condition (B2)-(i)
can be weakened as follows
(B3) (i) 〈A(t, λ) −A(t, λ), λ− λ〉 ≤ −β1|Gx̂|2 − β2|GT ŷ|2, x̂ = x− x, ŷ = y − y,
where β1, β2 are nonnegative constants with β1 + β2 > 0. Moreover, we have β1 > 0 (resp., β2 > 0), when
m > n (resp., m < n).
Lemma 2.1. Under the assumptions (B1) and (B2), for any initial state ζ ∈ L2(Ω,Ft, P ;Rn), FBSDE (2.2)
associated with (b, σ, f, ζ,Φ) has a unique adapted solution (Xs, Ys, Zs)s∈[t,T ] ∈ S
2(t, T ;Rn)×S2(t, T ;Rm)×
H2(t, T ;Rm×d).
When Φ does not depend on x, i.e., Φ(x) = ξ ∈ L2(Ω,FT , P ;Rm), there is a corresponding result for
FBSDE (2.2).
Lemma 2.2. Under the assumptions (B1) and (B3), for any initial state ζ ∈ L2(Ω,Ft, P ;R
n) and the
terminal condition Φ(x) = ξ ∈ L2(Ω,FT , P ;Rm), FBSDE (2.2) associated with (b, σ, f, ζ, ξ) has a unique
adapted solution (Xs, Ys, Zs)s∈[t,T ] ∈ S
2(t, T ;Rn)× S2(t, T ;Rm)×H2(t, T ;Rm×d).
The reader can find the proofs of the Lemmas 2.1 and 2.2 in Peng and Wu [17].
Now we give the comparison theorem for FBSDEs which will be used in the later section.
Lemma 2.3. (Comparison Theorem) Let m = 1 and assume that (b, σ, f, a,Φi), for i = 1, 2, satisfy (B1)
and (B2), where a ∈ Rn is the initial state for SDE. Let (X is, Y
i
s , Z
i
s)t≤s≤T be the solution of FBSDE (2.2)
associated with (b, σ, f, a,Φi), respectively. If Φ1(x) ≥ Φ2(x), P-a.s. for all x ∈ Rn. Then, Y 1t ≥ Y
2
t , P-a.s.
As a special case, when Φ1(x) ≡ ξ1, Φ2(x) ≡ ξ2 and ξ1 ≥ ξ2, we have
Lemma 2.4. Let m = 1 and assume that (b, σ, f, a, ξi), for i = 1, 2, satisfy (B1) and (B3), where a ∈ Rn
is the initial state for SDE, and ξ1, ξ2 ∈ L2(Ω,FT , P ;R) are the terminal conditions for related BSDEs,
respectively. Let (X is, Y
i
s , Z
i
s)t≤s≤T be the solution of FBSDE (2.2) associated with (b, σ, f, a, ξ
i). If ξ1 ≥
ξ2, P-a.s. Then, Y 1t ≥ Y
2
t , P-a.s.
The Lemmas 2.3 and 2.4 can be found in Wu [18].
3 A DPP for stochastic optimal control problems of FBSDEs
In this section, we prove the DPP for fully coupled FBSDEs. First we introduce the background of
stochastic optimal control problems. We suppose that the control state space U is a compact metric space.
U is the set of all U -valued F-progressively measurable processes. If u ∈ U , we call u an admissible control.
For a given admissible control u(·) ∈ U , we regard t as the initial time and ζ ∈ L2(Ω,Ft, P ;Rn) as
the initial state. We consider the following fully coupled forward-backward stochastic control system
dXt,ζ,us = b(s,X
t,ζ;u
s , Y
t,ζ;u
s , Z
t,ζ;u
s , us)ds+ σ(s,X
t,ζ;u
s , Y
t,ζ;u
s , Z
t,ζ;u
s , us)dBs,
dY t,ζ;us = −f(s,X
t,ζ;u
s , Y
t,ζ;u
s , Z
t,ζ;u
s , us)ds+ Z
t,ζ;u
s dBs, s ∈ [t, T ],
X
t,ζ;u
t = ζ, Y
t,ζ;u
T = Φ(X
t,ζ;u
T ),
(3.1)
where the deterministic mappings
b : [0, T ]× Rn × R× Rd × U → Rn, σ : [0, T ]× Rn × R× Rd × U → Rn×d,
f : [0, T ]× Rn × R× Rd × U → R, Φ : Rn → R
are continuous to (t, u), and satisfy the assumptions (B1) and (B2), for each u ∈ U , and also
(B4) there exists a constant K ≥ 0 such that, for all t ∈ [0, T ], u ∈ U, x1, x2 ∈ Rn, y1, y2 ∈ R, z1, z2 ∈ Rd,
|l(t, x1, y1, z1, u)− l(t, x2, y2, z2, u)| ≤ K(|x1 − x2|+ |y1 − y2|+ |z1 − z2|),
l = b, σ, f , respectively, and |Φ(x1)− Φ(x2)| ≤ K|x1 − x2|.
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Remark 3.1. Under our assumptions, it is obvious that there exists a constant C ≥ 0 such that,
|b(t, x, y, z, u)|+ |σ(t, x, y, z, u)|+ |f(t, x, y, z, u)|+ |Φ(x)| ≤ C(1 + |x|+ |y|+ |z|),
for all (t, x, y, z, u) ∈ [0, T ]× Rn × R× Rd × U. Also notice that now (B4) implies (B1).
Hence, for any u(·) ∈ U , from Lemma 2.1, FBSDE (3.1) has a unique solution.
From Proposition 6.1 in Appendix, there exists C ∈ R+ such that, for any t ∈ [0, T ], ζ, ζ′ ∈
L2(Ω,Ft, P ;Rn), u(·) ∈ U , we have, P-a.s.:
(i)E[ sup
t≤s≤T
|Xt,ζ;us −X
t,ζ′;u
s |
2 + sup
t≤s≤T
|Y t,ζ;us − Y
t,ζ′;u
s |
2 +
∫ T
t
|Zt,ζ;us − Z
t,ζ′;u
s |
2ds | Ft] ≤ C|ζ − ζ′|2,
(ii)E[ sup
t≤s≤T
|Xt,ζ;us |
2 + sup
t≤s≤T
|Y t,ζ;us |
2 +
∫ T
t
|Zt,ζ;us |
2ds | Ft] ≤ C(1 + |ζ|2).
(3.2)
Therefore, we get
(i) |Y t,ζ;ut | ≤ C(1 + |ζ|), P-a.s.;
(ii) |Y t,ζ;ut − Y
t,ζ′;u
t | ≤ C|ζ − ζ
′|, P-a.s.
(3.3)
We now introduce the subspaces of admissible controls. An admissible control process u = (ur)r∈[t,s]
on [t, s] is an F-progressively measurable, U -valued process. The set of all admissible controls on [t, s] is
denote Ut,s, t ≤ s ≤ T.
For a given process u(·) ∈ Ut,T , we define the associated cost functional as follows:
J(t, x;u) := Y t,x;us |s=t, (t, x) ∈ [0, T ]× R
n, (3.4)
where the process Y t,x;u is defined by FBSDE (3.1).
From Theorem 6.1 we have, for any t ∈ [0, T ] and ζ ∈ L2(Ω,Ft, P ;Rn),
J(t, ζ;u) = Y t,ζ;ut , P-a.s. (3.5)
For ζ = x ∈ Rn, we define the value function as
W (t, x) := ess sup u∈Ut,T J(t, x;u). (3.6)
Remark 3.2. Thanks to the assumptions (B1) and (B2), the value function W (t, x) is well defined and it
is a bounded Ft-measurable random variable. But it turns out to be deterministic.
Inspired by the method in Buckdahn and Li [2], we can prove that W is deterministic.
Proposition 3.1. We assume the assumptions (B1) and (B2) hold. Then, for any (t, x) ∈ [0, T ] × Rn,
W (t, x) is a deterministic function in the sense that W (t, x) = E[W (t, x)], P-a.s.
Proof. LetH denote the Cameron-Martin space of all absolutely continuous elements h ∈ Ω whose derivative
h˙ belongs to L2([0, T ];Rd).
For any h ∈ H , we define the mapping τhω := ω + h, ω ∈ Ω. It is easy to check that τh : Ω→ Ω is a
bijection, and its law is given by P ◦[τh]−1 = exp{
∫ T
0
h˙sdBs−
1
2
∫ T
0
|h˙s|2ds}P. For any fixed (t, x) ∈ [0, T ]×Rn,
set Ht = {h ∈ H |h(·) = h(· ∧ t)}. The proof can be separated into the following three steps:
(1). For all u ∈ Ut,T , h ∈ Ht, J(t, x;u)(τh) = J(t, x;u(τh)), P-a.s.
In fact, using the Girsanov transformation to FBSDE (3.1) (with ζ = x) and comparing the obtained
equation with the FBSDE obtained from (3.1) by replacing the transformed control process u(τh) for u, due
to the uniqueness of the solution of (3.1) we obtain
Xt,x;us (τh) = X
t,x;u(τh)
s , for any s ∈ [t, T ], P-a.s.,
Y t,x;us (τh) = Y
t,x;u(τh)
s , for any s ∈ [t, T ], P-a.s.,
Zt,x;us (τh) = Z
t,x;u(τh)
s , dsdP-a.e. on [0, T ]× Ω.
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Hence, J(t, x;u)(τh) = J(t, x;u(τh)), P-a.s.
(2). For any h ∈ Ht, we have
{ess sup u∈Ut,T J(t, x;u)}(τh) = ess sup u∈Ut,T {J(t, x;u)(τh)}, P-a.s.
In fact, for convenience, setting I(t, x) = ess sup u∈Ut,T J(t, x;u), we have I(t, x) ≥ J(t, x;u). Then, I(t, x)(τh) ≥
J(t, x;u)(τh), P-a.s., for all u ∈ Ut,T . Therefore, {ess sup u∈Ut,T J(t, x;u)}(τh) ≥ ess sup u∈Ut,T {J(t, x;u)(τh)},
P-a.s. On the other hand, for any random variable ξ which satisfies ξ ≥ J(t, x;u)(τh), we have ξ(τ−h) ≥
J(t, x;u), P-a.s., for all u ∈ Ut,T . So ξ(τ−h) ≥ I(t, x), P-a.s., i.e. ξ ≥ I(t, x)(τh), P-a.s. Thus, J(t, x;u)(τh) ≥
{ess sup u∈Ut,T J(t, x;u)}(τh), P-a.s., for any u ∈ Ut,T . Therefore,
ess sup u∈Ut,T {J(t, x;u)(τh)} ≥ {ess sup u∈Ut,T J(t, x;u)}(τh), P-a.s.
From above we get {ess sup u∈Ut,T J(t, x;u)}(τh) = ess sup u∈Ut,T {J(t, x;u)(τh)}, P-a.s.
(3). Under the Girsanov transformation τh, W (t, x) is invariant, i.e.,
W (t, x)(τh) =W (t, x), P-a.s., for any h ∈ H.
From the first step and the second one, for all h ∈ Ht, we have
W (t, x)(τh) = ess sup u∈Ut,T J(t, x;u)(τh) = ess sup u∈Ut,T {J(t, x;u)(τh)}
= ess sup u∈Ut,T J(t, x;u(τh)) =W (t, x), P-a.s.
In the latter equality we have used {u(τh) | u(·) ∈ Ut,T } = Ut,T . Therefore, for any h ∈ Ht, W (t, x)(τh) =
W (t, x), P-a.s., and since W (t, x) is Ft-measurable, we have this relation for all h ∈ H .
Combined with the following auxiliary lemma we can complete the proof.
Lemma 3.1. Let ζ be a random variable defined over our classical Wiener space (Ω,FT , P ), such that
ζ(τh) = ζ, P-a.s., for any h ∈ H. Then ζ = Eζ, P-a.s.
Its proof can be found in Buckdahn and Li [2].
From (3.3) and (3.6)-the definition of the value function W (t, x), we get the following property:
Lemma 3.2. There exists a constant C > 0 such that, for all 0 ≤ t ≤ T, x, x′ ∈ Rn,
(i) |W (t, x)−W (t, x′)| ≤ C|x− x′|;
(ii) |W (t, x)| ≤ C(1 + |x|).
(3.7)
Lemma 3.3. Under the assumptions (B1) and (B2), the cost functional J(t, x;u), for any u ∈ Ut,T , and
the value function W (t, x) are monotonic in the following sense: for each x, x¯ ∈ Rn, t ∈ [0, T ],
(i) 〈J(t, x;u)− J(t, x¯;u), G(x − x¯)〉 ≥ 0, P-a.s.;
(ii) 〈W (t, x) −W (t, x¯), G(x − x¯)〉 ≥ 0.
Proof. We define Xˆs = X
t,x;u
s − X
t,x¯;u
s , Yˆs = Y
t,x;u
s − Y
t,x¯;u
s , Zˆs = Z
t,x;u
s − Z
t,x¯;u
s , and ∆h(s) =
h(s,Xt,x;us , Y
t,x;u
s , Z
t,x;u
s , us)− h(s,X
t,x¯;u
s , Y
t,x¯;u
s , Z
t,x¯;u
s , us), for h = b, σ, f, A, respectively.
Applying Itoˆ’s formula to 〈Yˆs, GXˆs〉, we get immediately from (B2)
〈J(t, x;u)− J(t, x¯;u), G(x− x¯)〉 = E[〈Y t,x;ut − Y
t,x¯;u
t , G(x − x¯)〉 | Ft] ≥ 0, for any u ∈ Ut,T .
From the definition of W (t, x), we always have W (t, x) ≥ J(t, x;u), P-a.s. for any u ∈ Ut,T . On the other
hand, similar to Remark 3.5-(ii), we can get, for any ε > 0, the existence of uε ∈ Ut,T , such that W (t, x¯) ≤
J(t, x¯;uε) + ε.
IfG(x−x¯) ≥ 0, then 〈W (t, x)−W (t, x¯), G(x− x¯)〉 ≥ (J(t, x;uε)− J(t, x¯;uε)− ε)G(x− x¯) ≥ −εG(x− x¯).
If G(x− x¯) ≤ 0, then for uε such that W (t, x) ≤ J(t, x;uε)+ ε, 〈W (t, x)−W (t, x¯), G(x− x¯)〉 ≥ −εG(x¯− x).
Therefore, 〈W (t, x)−W (t, x¯), G(x− x¯)〉 ≥ −ε|G(x− x)|, for any x, x¯ ∈ Rn, t ∈ [0, T ]. Consequently, letting
ε ↓ 0, 〈W (t, x)−W (t, x¯), G(x− x¯)〉 ≥ 0, for any x, x¯ ∈ Rn, t ∈ [0, T ].
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Remark 3.3. (1) From (B2)-(i) we see that if σ doesn’t depend on z, then β2 = 0. Furthermore, we assume
that:
(B5) the Lipschitz constant Lσ ≥ 0 of σ with respect to z is sufficiently small, i.e., there exists some
Lσ ≥ 0 small enough such that, for all t ∈ [0, T ], u ∈ U, x1, x2 ∈ Rn, y1, y2 ∈ R, z1, z2 ∈ Rd,
|σ(t, x1, y1, z1, u)− σ(t, x2, y2, z2, u)| ≤ K(|x1 − x2|+ |y1 − y2|) + Lσ|z1 − z2|.
(2) On the other hand, notice that when σ doesn’t depend on z it’s obvious that (B5) always holds true.
The notation of stochastic backward semigroup was first introduced by Peng [16] and was applied to
prove the DPP for stochastic control problems. Now we discuss a generalized DPP for our stochastic optimal
control problem (3.1), (3.6). For this we have to adopt Peng’s notion of stochastic backward semigroup, and
to define the family of (backward) semigroups associated with FBSDE (3.1).
For given initial data (t, x), a real number δ ∈ (0, T − t], an admissible control process u(·) ∈ Ut,t+δ
and a real-valued random function Ψ : Ω×Rn → R, Ft+δ ⊗B(Rn)-measurable such that (B2)-(ii) holds, we
put
G
t,x;u
s,t+δ[Ψ(t+ δ, X˜
t,x;u
t+δ )] := Y˜
t,x;u
s , s ∈ [t, t+ δ],
where (X˜t,x;us , Y˜
t,x;u
s , Z˜
t,x;u
s )t≤s≤t+δ is the solution of the following FBSDE with the time horizon t+ δ:
dX˜t,x;us = b(s, X˜
t,x;u
s , Y˜
t,x;u
s , Z˜
t,x;u
s , us)ds+ σ(s, X˜
t,x;u
s , Y˜
t,x;u
s , Z˜
t,x;u
s , us)dBs,
dY˜ t,x;us = −f(s, X˜
t,x;u
s , Y˜
t,x;u
s , Z˜
t,x;u
s , us)ds+ Z˜
t,x;u
s dBs, s ∈ [t, t+ δ],
X˜
t,x;u
t = x, Y˜
t,x;u
t+δ = Ψ(t+ δ, X˜
t,x;u
t+δ ).
(3.8)
Remark 3.4. (1) From Lemma 2.1 and Lemma 2.2 if Ψ doesn’t depend on x, we know FBSDE (3.8) has a
unique solution (X˜t,x;u, Y˜ t,x;u, Z˜t,x;u).
(2) We also point out that if Ψ is Lipschitz with respect to x, FBSDE (3.8) can be also solved under the
assumptions (B4) and (B5) on the small interval [t, t+ δ], for any 0 ≤ δ ≤ δ0, where small enough δ0 > 0 is
independent of (t, x) and the control u, from Proposition 6.4.
Since Φ satisfies (B2)-(ii) the solution (Xt,x;u, Y t,x;u, Zt,x;u) of FBSDE (3.1) exists and we get
G
t,x;u
t,T [Φ(X
t,x;u
T )] = G
t,x;u
t,t+δ[Y
t,x;u
t+δ ].
Moreover, we have
J(t, x;u) = Y t,x;ut = G
t,x;u
t,T [Φ(X
t,x;u
T )] = G
t,x;u
t,t+δ[Y
t,x;u
t+δ ] = G
t,x;u
t,t+δ[J(t+ δ,X
t,x;u
t+δ ;u)]. (3.9)
Theorem 3.1. Under the assumptions (B2), (B4) and (B5), the value functionW (t, x) satisfies the following
DPP: there exists sufficiently small δ0 > 0, such that for any 0 ≤ δ ≤ δ0, t ∈ [0, T − δ], x ∈ Rn,
W (t, x) = ess sup u∈Ut,t+δG
t,x;u
t,t+δ[W (t+ δ, X˜
t,x;u
t+δ )].
Proof. With the help of Lemma 3.2, (3.9), Theorem 5.2, Corollary 5.1, and Proposition 5.4, adapting the
method of the proof of Theorem 3.6 in [2], we can complete the proof.
From its proof we can get
Remark 3.5. (i) For all u ∈ Ut,t+δ,
W (t, x)(= Wδ(t, x)) ≥ G
t,x;u
t,t+δ[W (t+ δ, X˜
t,x;u
t+δ )], P-a.s.
(ii) For any (t, x) ∈ [0, T ]× Rn, δ ∈ [0, δ0] and ε > 0, there exists some uε(·) ∈ Ut,t+δ such that
W (t, x)(= Wδ(t, x)) ≤ G
t,x;uε
t,t+δ [W (t+ δ, X˜
t,x;uε
t+δ )] + ε, P-a.s.
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Notice that from the definition of our stochastic backward semigroup we know here
G
t,x;u
s,t+δ[W (t+ δ, X˜
t,x;u
t+δ )] = Y˜
t,x;u
s , s ∈ [t, t+ δ], u(·) ∈ Ut,t+δ,
where (X˜t,x;us , Y˜
t,x;u
s , Z˜
t,x;u
s )t≤s≤t+δ is the solution of the following FBSDE with the time horizon t+ δ:
dX˜t,x;us = b(s, X˜
t,x;u
s , Y˜
t,x;u
s , Z˜
t,x;u
s , us)ds+ σ(s, X˜
t,x;u
s , Y˜
t,x;u
s , Z˜
t,x;u
s , us)dBs,
dY˜ t,x;us = −f(s, X˜
t,x;u
s , Y˜
t,x;u
s , Z˜
t,x;u
s , us)ds+ Z˜
t,x;u
s dBs, s ∈ [t, t+ δ],
X˜
t,x;u
t = x, Y˜
t,x;u
t+δ =W (t+ δ, X˜
t,x;u
t+δ ).
(3.10)
Due to Proposition 6.4 there exists sufficiently small δ0 > 0, such that for any 0 ≤ δ ≤ δ0, the above equation
(3.10) has a unique solution (X˜t,x;u, Y˜ t,x;u, Z˜t,x;u) on the time interval [t, t+ δ].
From Lemma 3.2, we get the value function W (t, x) is Lipschitz continuous in x, uniformly in t. Now
we can get the continuity property of W (t, x) in t with the help of Theorem 3.1.
Theorem 3.2. Under (B2), (B4) and (B5), the value function W (t, x) is continuous in t.
Proof. Let (t, x) ∈ [0, T ]×Rn. In order to obtain W is continuous in t, it is sufficient to prove the following
inequality: there exists some constant C, such that
−C(1 + |x|)δ
1
2 ≤W (t, x)−W (t+ δ, x) ≤ C(1 + |x|)δ
1
2 , for all 0 ≤ δ ≤ T − t sufficiently small.
We will only prove the second inequality, the proof of the first one is similar.
From Remark 3.5, there exists uε ∈ U , such that
G
t,x;uε
t,t+δ [W (t+ δ, X˜
t,x;uε
t+δ )] + ε ≥W (t, x) ≥ G
t,x;uε
t,t+δ [W (t+ δ, X˜
t,x;uε
t+δ )].
Therefore, W (t, x) −W (t+ δ, x) ≤ Gt,x;u
ε
t,t+δ [W (t+ δ, X˜
t,x;uε
t+δ )] + ε−W (t+ δ, x) = I
1
δ + I
2
δ + ε,
where
I1δ = G
t,x;uε
t,t+δ [W (t+ δ, X˜
t,x;uε
t+δ )]−G
t,x;uε
t,t+δ [W (t+ δ, x)],
I2δ = G
t,x;uε
t,t+δ [W (t+ δ, x)]−W (t+ δ, x).
Notice also that Gt,x;us,t+δ[W (t+ δ, x)] = Yˆ
t,x;u
s , s ∈ [t, t+ δ], u(·) ∈ Ut,t+δ, where (Xˆ
t,x;u
s , Yˆ
t,x;u
s , Zˆ
t,x;u
s )t≤s≤t+δ
is the solution of the following FBSDE with the time horizon t+ δ:
dXˆt,x;us = b(s, Xˆ
t,x;u
s , Yˆ
t,x;u
s , Zˆ
t,x;u
s , us)ds+ σ(s, Xˆ
t,x;u
s , Yˆ
t,x;u
s , Zˆ
t,x;u
s , us)dBs,
dYˆ t,x;us = −f(s, Xˆ
t,x;u
s , Yˆ
t,x;u
s , Zˆ
t,x;u
s , us)ds+ Zˆ
t,x;u
s dBs, s ∈ [t, t+ δ],
Xˆ
t,x;u
t = x, Yˆ
t,x;u
t+δ =W (t+ δ, x).
(3.11)
Applying Itoˆ’s formula to eβs|Y˜ t,x;u
ε
s − Yˆ
t,x;uε
s |
2, by taking β large enough and using standard methods for
BSDEs, we get with the help of (3.7) and Proposition 6.5-(ii) for equations (3.10) and (3.11) that
|Y˜ t,x;u
ε
t − Yˆ
t,x;uε
t |
2
≤ CE[|W (t+ δ, X˜t,x;u
ε
t+δ )−W (t+ δ, x)|
2 | Ft] + CE[
∫ t+δ
t
|X˜t,x;u
ε
r − Xˆ
t,x;uε
r |
2dr | Ft]
≤ CE[|X˜t,x;u
ε
t+δ − x|
2 | Ft] + Cδ(E[ sup
t≤r≤t+δ
|X˜t,x;u
ε
r − x|
2 | Ft] + E[ sup
t≤r≤t+δ
|Xˆt,x;u
ε
r − x|
2 | Ft])
≤ Cδ(1 + |x|2), P-a.s.
(3.12)
That is, there exists some constant C independent of the controls such that
|I1δ | = |Y˜
t,x;uε
t − Yˆ
t,x;uε
t | ≤ C(1 + |x|)δ
1
2 , P-a.s.
From equation (3.11), Remark 3.1, and Proposition 6.5-(i) (the estimates for FBSDE (3.11))
|I2δ | = |E[W (t+ δ, x) +
∫ t+δ
t
f(s, Xˆt,x;u
ε
s , Yˆ
t,x;uε
s , Zˆ
t,x;uε
s , u
ε
s)ds | Ft]−W (t+ δ, x)|
≤ Cδ
1
2E[
∫ t+δ
t
(1 + |Xˆt,x;u
ε
s |+ |Yˆ
t,x;uε
s |+ |Zˆ
t,x;uε
s |)
2ds | Ft]
1
2
≤ C(1 + |x|)δ
1
2 .
Therefore, W (t, x) −W (t+ δ, x) ≤ C(1 + |x|)δ
1
2 + ε. Letting ε ↓ 0, we complete the proof.
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4 Viscosity solutions of HJB equations
In this section we show that the value function W (t, x) defined in (3.6) is a viscosity solution of the
corresponding HJB equation. For this we use Peng’s BSDE approach [16] developed from stochastic control
problems of decoupled FBSDEs, but still more difficulties for two cases, especially for Case 2.
Case 1. We suppose that σ does not depend on z, but depends on u.
Then the equation (3.1) becomes the following equation (4.1):
dXt,x;us = b(s,X
t,x;u
s , Y
t,x;u
s , Z
t,x;u
s , us)ds+ σ(s,X
t,x;u
s , Y
t,x;u
s , us)dBs,
dY t,x;us = −f(s,X
t,x;u
s , Y
t,x;u
s , Z
t,x;u
s , us)ds+ Z
t,x;u
s dBs, s ∈ [t, T ],
X
t,x;u
t = x, Y
t,x;u
T = Φ(X
t,x;u
T ).
(4.1)
We consider the following HJB equation:{
∂
∂t
W (t, x) +H(t, x,W (t, x), DW (t, x), D2W (t, x)) = 0, (t, x) ∈ [0, T )× R,
W (T, x) = Φ(x), x ∈ R.
(4.2)
In this case the Hamiltonian is given by
H(t, x, y, p,X) = sup
u∈U
{p.b(t, x, y, p.σ, u) + 12 tr (σσ
T (t, x, y, u)X) + f(t, x, y, p.σ, u)},
where t ∈ [0, T ], x ∈ R, y ∈ R, p ∈ R, and X ∈ R.
Let us first recall the definition of a viscosity solution of equation (4.2). More details on viscosity
solutions can be found in Crandall, Ishill and Lions [3].
Definition 4.1. A real-valued continuous function W ∈ C([0, T ]× Rk) is called
(i) a viscosity subsolution of equation (4.2) if W (T, x) ≤ Φ(x), for all x ∈ Rk, and if for all functions
ϕ ∈ C3l,b([0, T ]× R
k) and for all (t, x) ∈ [0, T )× Rk such that W − ϕ attains a local maximum at (t, x),
∂ϕ
∂t
(t, x) +H(t, x, ϕ,Dϕ,D2ϕ) ≥ 0;
(ii) a viscosity supersolution of equation (4.2) if W (T, x) ≥ Φ(x), for all x ∈ Rk, and if for all functions
ϕ ∈ C3l,b([0, T ]× R
k) and for all (t, x) ∈ [0, T )× Rk such that W − ϕ attains a local minimum at (t, x),
∂ϕ
∂t
(t, x) +H(t, x, ϕ,Dϕ,D2ϕ) ≤ 0;
(iii) a viscosity solution of equation (4.2) if it is both a viscosity sub- and supersolution of equation (4.2).
Remark 4.1. C3l,b([0, T ]×R
k) denotes the set of the real-valued functions that are continuously differentiable
up to the third order and whose derivatives of order from 1 to 3 are bounded.
Theorem 4.1. Under the assumptions (B2) and (B4), the value function W (t, x) defined in (3.6) is a
viscosity solution of (4.2).
Proof. Obviously, W (T, x) = Φ(x), x ∈ R. Let us show that W is a viscosity subsolution, the proof for the
viscosity supersolution is similar. We suppose that ϕ ∈ C3l,b([0, T ]× R) and that (t, x) ∈ [0, T )× R is such
that W −ϕ attains its maximum at (t, x). Since W is continuous and of at most linear growth, we only need
to consider the global maximum at (t, x). Without loss of generality we may assume that ϕ(t, x) =W (t, x).
We consider the following equation:
dXus = b(s,X
u
s , Y
u
s , Z
u
s , us)ds+ σ(s,X
u
s , Y
u
s , us)dBs,
dY us = −f(s,X
u
s , Y
u
s , Z
u
s , us)ds+ Z
u
s dBs, s ∈ [t, t+ δ],
Xut = x, Y
u
t+δ = ϕ(t+ δ,X
u
t+δ), 0 ≤ δ ≤ T − t.
(4.3)
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From Propositions 6.4 and 6.5 in Appendix, we know there exists sufficiently small 0 < δ1 < T − t, such
that for any 0 ≤ δ ≤ δ1, FBSDE (4.3) has a unique solution (Xus , Y
u
s , Z
u
s )t≤s≤t+δ ∈ S
2(t, t+ δ;R)×S2(t, t+
δ;R)×H2(t, t+ δ;Rd), and for p ≥ 2,
(i) E[ sup
t≤s≤t+δ
|Xus |
p + sup
t≤s≤t+δ
|Y us |
p + (
∫ t+δ
t
|Zus |
2ds)
p
2 | Ft] ≤ C(1 + |x|p), P-a.s.;
(ii) E[ sup
t≤s≤t+δ
|Xus − x|
p | Ft] ≤ Cδ
p
2 (1 + |x|p), P-a.s.;
(iii) E[(
∫ t+δ
t
|Zus |
2ds)
p
2 | Ft] ≤ Cδ
p
2 (1 + |x|p), P-a.s.
(4.4)
From the definition of the backward stochastic semigroup for fully coupled FBSDE, we have
G
t,x;u
s,t+δ[ϕ(t+ δ,X
u
t+δ)] = Y
u
s , s ∈ [t, t+ δ], 0 ≤ δ ≤ δ1. (4.5)
From the DPP (Theorem 3.1), we have
ϕ(t, x) =W (t, x) = ess sup u∈Ut,t+δG
t,x;u
t,t+δ[W (t+ δ, X˜
t,x,u
t+δ )], 0 ≤ δ ≤ δ1,
where X˜t,x,u is defined by FBSDE (3.10).
From W (s, y) ≤ ϕ(s, y), (s, y) ∈ [0, T )× R, and the monotonicity property of Gt,x;ut,t+δ[·] (see Theorem 6.2 in
Appendix) we have,
ess sup u∈Ut,t+δG
t,x;u
t,t+δ[ϕ(t+ δ,X
u
t+δ)]− ϕ(t, x) ≥ 0, 0 ≤ δ ≤ δ1. (4.6)
Now we define
Y 1,us = Y
u
s − ϕ(s,X
u
s )
=
∫ t+δ
s
f(r,Xur , Y
u
r , Z
u
r , ur)dr −
∫ t+δ
s
Zur dBr + ϕ(t+ δ,X
u
t+δ)− ϕ(s,X
u
s ).
(4.7)
Using Itoˆ’s formula to ϕ(s,Xus ), and setting Z
1,u
s = Z
u
s −Dϕ(s,X
u
s ).σ(s,X
u
s , Y
u
s , us), we have
Y 1,us =
∫ t+δ
s
[ ∂
∂r
ϕ(r,Xur ) +Dϕ(r,X
u
r ).b(r,X
u
r , Y
u
r , Z
u
r , ur) +
1
2 tr (σσ
T (r,Xur , Y
u
r , ur)D
2ϕ(r,Xur ))
+f(r,Xur , Y
u
r , Z
u
r , ur)]dr −
∫ t+δ
s
Z1,ur dBr,
Z1,us = Z
u
s −Dϕ(s,X
u
s ).σ(s,X
u
s , Y
u
s , us), t ≤ s ≤ t+ δ.
(4.8)
From (4.5), (4.6), (4.7), we have
ess sup u∈Ut,t+δY
1,u
t ≥ 0, P-a.s. (4.9)
For (s, x, y, z, u) ∈ [0, T ]× R× R× Rd × U, we define
L(s, x, y, z, u) = ∂
∂s
ϕ(s, x) +Dϕ(s, x).b(s, x, y + ϕ(s, x), z, u) + 12 tr (σσ
T (s, x, y + ϕ(s, x), u)D2ϕ(s, x))
+f(s, x, y + ϕ(s, x), z, u),
F (s, x, y, z, u) = L(s, x, y, z +Dϕ(s, x).σ(s, x, y + ϕ(s, x), u), u).
Then equation (4.8) can be reformulated as:{
dY 1,us = −F (s,X
u
s , Y
1,u
s , Z
1,u
s , us)ds+ Z
1,u
s dBs, s ∈ [t, t+ δ],
Y
1,u
t+δ = 0,
(4.10)
where Y 1,us = Y
u
s − ϕ(s,X
u
s ), Z
1,u
s = Z
u
s −Dϕ(s,X
u
s ).σ(s,X
u
s , Y
u
s , us).
Obviously, equation (4.10) has a unique solution (Y 1,us , Z
1,u
s )s∈[t,t+δ] ∈ S
2(t, t + δ;R) × H2(t, t + δ;Rd).
Indeed, equation (4.10) has a solution (Y us − ϕ(s,X
u
s ), Z
u
s − Dϕ(s,X
u
s ).σ(s,X
u
s , Y
u
s , us))s∈[t,t+δ]. If (4.10)
has another solution (Y˜ 1,us , Z˜
1,u
s )s∈[t,t+δ] ∈ S
2(t, t+ δ;R)×H2(t, t+ δ;Rd), then (Xus , Y˜
1,u
s +ϕ(s,X
u
s ), Z˜
1,u
s +
Dϕ(s,Xus ).σ(s,X
u
s , Y
u
s , us))s∈[t,t+δ] is the solution of equation (4.3), from the uniqueness of the solution
of FBSDE (4.3), we have Y˜ 1,us + ϕ(s,X
u
s ) = Y
u
s , Z˜
1,u
s + Dϕ(s,X
u
s ).σ(s,X
u
s , Y
u
s , us) = Z
u
s , i.e., Y˜
1,u
s =
Y us − ϕ(s,X
u
s ), P-a.s., Z˜
1,u
s = Z
u
s −Dϕ(s,X
u
s ).σ(s,X
u
s , Y
u
s , us), a.s., a.e., s ∈ [t, t+ δ].
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Now we need to study the following BSDE:{
dY 2,us = −L(s, x, 0, Zˆ
u
s , us)ds+ Z
2,u
s dBs, s ∈ [t, t+ δ],
Y
2,u
t+δ = 0,
(4.11)
where Zˆus = Z
1,u
s +Dϕ(s, x).σ(s, x, Y
1,u
s + ϕ(s, x), us), s ∈ [t, t+ δ]. Notice that
(i) |L(s, x, y, z, u)− L(s, x, y′, z′, u)| ≤ C(1 + |x|+ |y|+ |y′|)(|y − y′|+ |z − z′|);
(ii) |L(s, x, y, z, u)| ≤ C(1 + |x|2 + |y|2 + |z|), ∀(s, x, y, z, u) ∈ [0, T ]× Rn × R× Rd × U.
(4.12)
Since Zˆu ∈ H2(t, t + δ;Rd), and E[
∫ t+δ
t
|L(s, x, 0, Zˆus , us)|
2ds] < +∞, from Lemma 2.1 in [2], BSDE (4.11)
has a unique solution (Y 2,us , Z
2,u
s )s∈[t,t+δ] ∈ S
2(t, t+ δ;R)×H2(t, t+ δ;Rd).
Now we prove some lemmas for the proof of Theorem 4.1.
Lemma 4.1. For all u ∈ Ut,t+δ, we have
E[
∫ t+δ
t
(|Y 1,us |+ |Z
1,u
s |)ds | Ft] ≤ Cδ
5
4 , P-a.s., 0 ≤ δ ≤ δ1,
where the constant C is independent of the control u and of δ > 0.
Proof. From (4.7) and (4.4),
|Y 1,us | = |E[
∫ t+δ
s
f(r,Xur , Y
u
r , Z
u
r , ur)dr | Fs] + E[ϕ(t+ δ,X
u
t+δ)− ϕ(s,X
u
s ) | Fs]|
≤ CE[
∫ t+δ
s
(1 + |Xur |+ |Y
u
r |+ |Z
u
r |)dr | Fs] + Cδ + CE[|X
u
t+δ −X
u
s | | Fs]
≤ Cδ
1
2 (E[
∫ t+δ
s
(1 + |Xur |
2 + |Y ur |
2 + |Zur |
2)dr | Fs])
1
2 + Cδ + Cδ
1
2 (1 + |Xus |)
≤ Cδ
1
2 (1 + |Xus |), P-a.s., s ∈ [t, t+ δ],
(4.13)
where notice that (Xus , Y
u
s , Z
u
s ) = (X
s,Xus
s , Y
s,Xus
s , Z
s,Xus
s ), P-a.s., s ∈ [t, t + δ], from the uniqueness of the
solution of FBSDE (4.3) on [t, t+δ]. Furthermore, from (4.7), we get |Y us | ≤ C(1+ |X
u
s |), P-a.s., s ∈ [t, t+δ].
On the other hand, Z1,us = Z
u
s −Dϕ(s,X
u
s ).σ(s,X
u
s , Y
u
s , us), we have
|Z1,us | ≤ C(1 + |X
u
s |+ |Z
u
s |), P-a.s., s ∈ [t, t+ δ]. (4.14)
From (4.10), (4.12), (4.13), (4.14) and (4.4)
|Y 1,ut |
2 + E[
∫ t+δ
t
|Z1,ur |
2dr | Ft]
= 2E[
∫ t+δ
t
Y 1,ur F (r,X
u
r , Y
1,u
r , Z
1,u
r , ur)dr | Ft]
≤ Cδ
1
2E[
∫ t+δ
t
(1 + |Xur |
2 + |Xur |
3)dr | Ft] + Cδ
1
2E[
∫ t+δ
t
|Zur |
2dr | Ft]
≤ Cδ
3
2 , P-a.s.
(4.15)
Therefore, from (4.13), (4.15) and (4.4)
E[
∫ t+δ
t
(|Y 1,us |+ |Z
1,u
s |)ds | Ft]
≤ Cδ
1
2E[
∫ t+δ
t
(1 + |Xur |)dr | Ft] + Cδ
1
2 (E[
∫ t+δ
t
|Z1,ur |
2dr | Ft])
1
2
≤ Cδ
5
4 , P-a.s., 0 ≤ δ ≤ δ1.
Remark 4.2. From (4.4), and (4.14),
E[(
∫ t+δ
t
|Z1,ur |
2dr)2 | Ft] ≤ Cδ
2. (4.16)
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Lemma 4.2. For all u ∈ Ut,t+δ, we have
|Y 1,ut − Y
2,u
t | ≤ Cδ
5
4 , P-a.s., 0 ≤ δ ≤ δ1,
where C is independent of the control process u and of δ > 0.
Proof. We define: g(s) = L(s,Xus , 0, Z
u
s , us) − L(s, x, 0, Z
u
s , us), ρ0(r) = (1 + |x|
2 + |Zur |)(r + r
2), r ≥ 0,
Then, |g(s)| ≤ Cρ0(|Xus − x|), s ∈ [t, t+ δ]. From (4.4), (4.10), (4.11), the definitions of F and L, we have
|Y 1,ut − Y
2,u
t | = |E[(Y
1,u
t − Y
2,u
t )|Ft]|
= |E[
∫ t+δ
t
(L(s,Xus , Y
1,u
s , Z
u
s , us)− L(s, x, 0, Zˆ
u
s , us))ds | Ft]|
≤ E[
∫ t+δ
t
[C(1 + |Xus |+ |Y
1,u
s |)|Y
1,u
s |+ C(1 + |x|)|Z
u
s − Zˆ
u
s |+ g(s)]ds | Ft].
(4.17)
Notice that from (4.13), E[
∫ t+δ
t
(1 + |Xus |+ |Y
1,u
s |)|Y
1,u
s |ds | Ft] ≤ Cδ
3
2 ; from (4.8), (4.11) and (4.4)
E[
∫ t+δ
t
|Zus − Zˆ
u
s |ds | Ft]
= E[
∫ t+δ
t
|Z1,us +Dϕ(s,X
u
s ).σ(s,X
u
s , Y
1,u
s + ϕ(s,X
u
s ), us)
−(Z1,us +Dϕ(s, x).σ(s, x, Y
1,u
s + ϕ(s, x), us))|ds | Ft]
≤ CE[
∫ t+δ
t
|Xus − x|(1 + |X
u
s |+ |Y
1,u
s |)ds | Ft]
≤ CδE[ sup
t≤s≤t+δ
|Xus − x|(1 + |X
u
s |+ |Y
1,u
s |)|Ft] ≤ Cδ
3
2 , P-a.s.;
furthermore, from (4.4),
E[
∫ t+δ
t
g(s)ds | Ft] ≤ δ
1
2 (E[
∫ t+δ
t
g(s)2ds | Ft])
1
2
≤ Cδ
1
2 (E[
∫ t+δ
t
(1 + |x|4 + |Zur |
2)(|Xur − x|
2 + |Xur − x|
4)dr | Ft])
1
2 ≤ Cδ
5
4 , P-a.s.
From (4.17), the proof is complete.
Now we consider the following equation:{
dY 3,us = −L(s, x, 0, Dϕ(s, x).σ(s, x, ϕ(s, x), us), us)ds+ Z
3,u
s dBs, s ∈ [t, t+ δ],
Y
3,u
t+δ = 0,
(4.18)
where u(·) ∈ Ut,t+δ. Notice that
L(s, x, 0, Dϕ(s, x).σ(s, x, ϕ(s, x), us), us) = F (s, x, 0, 0, us).
Lemma 4.3. For all u ∈ Ut,t+δ, we have
|Y 2,ut − Y
3,u
t | ≤ Cδ
5
4 , P-a.s., 0 ≤ δ ≤ δ1,
where C is independent of the control process u and of δ > 0.
Proof. From (4.11), (4.18), (4.12) and Lemma 4.1,
|Y 2,ut − Y
3,u
t | = |E[
∫ t+δ
t
(L(s, x, 0, Zˆus , us)− L(s, x, 0, Dϕ(s, x).σ(s, x, ϕ(s, x), us), us))ds | Ft]|
≤ CE[
∫ t+δ
t
(1 + |x|)(|Y 1,us |+ |Z
1,u
s |)ds | Ft]
≤ Cδ
5
4 , P-a.s., 0 ≤ δ ≤ δ1.
Lemma 4.4. Let Y0(·) be the solution of the following ordinary differential equation:{
Y˙0(s) = −F0(s, x, 0, 0), s ∈ [t, t+ δ],
Y0(t+ δ) = 0,
(4.19)
where
F0(s, x, 0, 0) = sup
u∈U
F (s, x, 0, 0, u). (4.20)
Then, P-a.s.,
ess sup u∈Ut,t+δY
3,u
t = Y0(t). (4.21)
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Proof. Obviously, (4.19) has a unique solution. From the definition of F0(s, x, 0, 0), we know
F0(s, x, 0, 0) ≥ F (s, x, 0, 0, us), for any u ∈ Ut,t+δ.
Therefore, from the comparison theorem of BSDE (see, Lemma 2.2 in [2]),
Y˜0(s) ≥ Y
3,u
s , P-a.s., for any s ∈ [t, t+ δ], for any u ∈ Ut,t+δ,
where (Y˜0(·), Z˜0(·)) is the solution of the following BSDE:{
dY˜0(s) = −F0(s, x, 0, 0)ds+ Z˜0(s)dBs, s ∈ [t, t+ δ],
Y˜0(t+ δ) = 0.
In fact, (Y˜0(s), Z˜0(s)) = (Y0(s), 0). Therefore, Y0(t) ≥ Y
3,u
t ,P-a.s., for any u ∈ Ut,t+δ.
On the other hand, since F0(s, x, 0, 0) = sup
u∈U
F (s, x, 0, 0, u), there exists some measurable function
u˜(s, x) : [t, t+ δ]× Rn → U , such that F (s, x, 0, 0, u˜(s, x)) = F0(s, x, 0, 0). Define u˜0s = u˜(s, x), s ∈ [t, t+ δ],
then u˜0 ∈ Ut,t+δ and F0(s, x, 0, 0) = F (s, x, 0, 0, u˜0s), s ∈ [t, t+ δ]. Consequently, from the uniqueness of the
solution of the BSDE it follows that Y0(t) = Y
3,u˜0
t , P-a.s. Therefore, ess sup u∈Ut,t+δY
3,u
t = Y0(t), P-a.s.
Now we are able to complete the proof of Theorem 4.1 as follows:
Indeed, from (4.9) we know that ess sup u∈Ut,t+δY
1,u
t ≥ 0, P-a.s. Therefore, from the Lemmas 4.2
and 4.3 we get ess sup u∈Ut,t+δY
3,u
t ≥ −Cδ
5
4 , P-a.s. Thus, from Lemma 4.4, Y0(t) ≥ −Cδ
5
4 , where Y0 is the
solution of (4.19). Then,
1
δ
∫ t+δ
t
F0(s, x, 0, 0)ds ≥ −Cδ
1
4 , 0 ≤ δ ≤ δ1.
It follows by letting δ → 0 that
sup
u∈U
F (t, x, 0, 0, u) = F0(t, x, 0, 0) ≥ 0.
From the definition of F we see thatW is a subsolution of (4.2). Similarly, we can prove thatW is a viscosity
supersolution of (4.2). Therefore, W is a viscosity solution of (4.2).
Case 2. We suppose that σ depends on z, and does not depend on u.
Now equation (3.1) becomes the following one
dXt,x;us = b(s,X
t,x;u
s , Y
t,x;u
s , Z
t,x;u
s , us)ds+ σ(s,X
t,x;u
s , Y
t,x;u
s , Z
t,x;u
s )dBs,
dY t,x;us = −f(s,X
t,x;u
s , Y
t,x;u
s , Z
t,x;u
s , us)ds+ Z
t,x;u
s dBs, s ∈ [t, T ],
X
t,x;u
t = x, Y
t,x;u
T = Φ(X
t,x;u
T ).
(4.22)
The related HJB equation is the following PDE combined with the algebraic equation:
∂
∂t
W (t, x) +H(t, x,W (t, x), V (t, x)) = 0,
V (t, x) = DW (t, x).σ(t, x,W (t, x), V (t, x)), (t, x) ∈ [0, T )× Rn,
W (T, x) = Φ(x), x ∈ Rn.
(4.23)
In this case
H(t, x,W (t, x), V (t, x)) = sup
u∈U
{DW (t, x).b(t, x,W (t, x), V (t, x), u)
+ 12 tr (σσ
T (t, x,W (t, x), V (t, x))D2W (t, x)) + f(t, x,W (t, x), V (t, x), u)},
where t ∈ [0, T ], x ∈ Rn.
We also give the definition of viscosity solution for this kind of PDE.
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Definition 4.2. A real-valued continuous function W ∈ C([0, T ]× Rn) is called
(i) a viscosity subsolution of equation (4.23) if W (T, x) ≤ Φ(x), for all x ∈ Rn, and if for all functions
ϕ ∈ C3l,b([0, T ] × R
n) satisfying the monotonicity condition (B2)’-(ii) and for all (t, x) ∈ [0, T ) × Rn such
that W − ϕ attains a local maximum at (t, x),
∂ϕ
∂t
(t, x) +H(t, x, ϕ(t, x), ψ(t, x)) ≥ 0,
where ψ is the unique solution of the following algebraic equation:
ψ(t, x) = Dϕ(t, x).σ(t, x, ϕ(t, x), ψ(t, x)).
(ii) a viscosity supersolution of equation (4.23) if W (T, x) ≥ Φ(x), for all x ∈ Rn, and if for all functions
ϕ ∈ C3l,b([0, T ] × R
n) satisfying the monotonicity condition (B2)’-(ii) and for all (t, x) ∈ [0, T ) × Rn such
that W − ϕ attains a local minimum at (t, x),
∂ϕ
∂t
(t, x) +H(t, x, ϕ(t, x), ψ(t, x)) ≤ 0,
where ψ is the unique solution of the following algebraic equation:
ψ(t, x) = Dϕ(t, x).σ(t, x, ϕ(t, x), ψ(t, x)).
(iii) a viscosity solution of equation (4.23) if it is both a viscosity sub- and supersolution of equation (4.23).
Remark 4.3. In this case we need the following technical assumption:
(B6) β2 > 0;
(B7) Gσ(s, x, y, z) is continuous in s, uniformly with respect to (x, y, z) ∈ Rn × R× Rd.
Theorem 4.2. Under the assumptions (B2), (B4), (B5), (B6) and (B7), the value function W is a viscosity
solution of (4.23).
Proof. Obviously, W (T, x) = Φ(x), x ∈ Rn. We prove only that W is a viscosity subsolution, that it is
also a viscosity supersolution can be proved similarly. We suppose that ϕ ∈ C3l,b([0, T ]× R
n) satisfying the
monotonicity condition (B2)’-(ii) and that (t, x) ∈ [0, T )× Rn is such that W − ϕ attains its maximum at
(t, x). Since W is continuous and of at most linear growth, we can replace the condition of a local maximum
by that of a global one in the definition of the viscosity subsolution. Without loss of generality we may
assume that ϕ(t, x) =W (t, x). We consider the following equation:
dX
u
s = b(s,X
u
s , Y
u
s , Z
u
s , us)ds+ σ(s,X
u
s , Y
u
s , Z
u
s )dBs,
dY
u
s = −f(s,X
u
s , Y
u
s , Z
u
s , us)ds+ Z
u
sdBs, s ∈ [t, t+ δ],
X
u
t = x, Y
u
t+δ = ϕ(t+ δ,X
u
t+δ), 0 ≤ δ ≤ T − t.
(4.24)
From Proposition 6.4 and Proposition 6.5 in Appendix, we know there exists sufficiently small 0 < δ¯1 < T − t
such that for any 0 ≤ δ ≤ δ¯1, FBSDE (4.24) has a unique solution (X
u
s , Y
u
s , Z
u
s )s∈[t,t+δ] ∈ S
2(t, t+ δ;Rn)×
S2(t, t+ δ;R)×H2(t, t+ δ;Rd), and for p ≥ 2,
(i) E[ sup
t≤s≤t+δ
|X
u
s |
p + sup
t≤s≤t+δ
|Y
u
s |
p + (
∫ t+δ
t
|Z
u
s |
2ds)
p
2 | Ft] ≤ C(1 + |x|p), P-a.s.;
(ii) E[ sup
t≤s≤t+δ
|X
u
s − x|
p | Ft] ≤ Cδ
p
2 (1 + |x|p), P-a.s.;
(iii) E[(
∫ t+δ
t
|Z
u
s |
2ds)
p
2 | Ft] ≤ Cδ
p
2 (1 + |x|p), P-a.s.
(4.25)
According to the definition of the backward stochastic semigroup for fully coupled FBSDE, we have
G
t,x;u
s,t+δ[ϕ(t+ δ,X
u
t+δ)] = Y
u
s , s ∈ [t, t+ δ].
And due to the DPP (Theorem 3.1), we have
ϕ(t, x) =W (t, x) = ess sup u∈Ut,t+δG
t,x;u
t,t+δ[W (t+ δ, X˜
t,x;u
t+δ )], 0 ≤ δ ≤ δ¯1,
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where X˜t,x;u is defined by FBSDE (3.10).
From ϕ(s, y) ≥W (s, y), (s, y) ∈ [0, T )×Rn, and the monotonicity property of Gt,x;ut,t+δ[·] (see Theorem
6.2) we obtain
ess sup u∈Ut,t+δG
t,x;u
t,t+δ[ϕ(t+ δ,X
u
t+δ)]− ϕ(t, x) ≥ 0, 0 ≤ δ ≤ δ¯1. (4.26)
Now we set
Y
1,u
s = Y
u
s − ϕ(s,X
u
s )
=
∫ t+δ
s
f(r,X
u
r , Y
u
r , Z
u
r , ur)dr −
∫ t+δ
s
Z
u
rdBr + ϕ(t+ δ,X
u
t+δ)− ϕ(s,X
u
s ).
(4.27)
Applying Itoˆ’s formula to ϕ(s,X
u
s ), and setting Z
1,u
s = Z
u
s −Dϕ(s,X
u
s ).σ(s,X
u
s , Y
u
s , Z
u
s ), we obtain
Y
1,u
s =
∫ t+δ
s
[ ∂
∂r
ϕ(r,X
u
r ) +
1
2 tr (σσ
T (r,X
u
r , Y
u
r , Z
u
r )D
2ϕ(r,X
u
r ))
+Dϕ(r,X
u
r ).b(r,X
u
r , Y
u
r , Z
u
r , ur) + f(r,X
u
r , Y
u
r , Z
u
r , ur)]dr −
∫ t+δ
s
Z
1,u
r dBr,
Z
1,u
s = Z
u
s −Dϕ(s,X
u
s ).σ(s,X
u
s , Y
u
s , Z
u
s ).
(4.28)
From (4.26) and (4.27), we have
ess sup u∈Ut,t+δY
1,u
t ≥ 0. (4.29)
Define
L(s, x, y, z, u) = ∂
∂s
ϕ(s, x) +Dϕ(s, x).b(s, x, y + ϕ(s, x), z, u) + 12 tr (σσ
T (s, x, y + ϕ(s, x), z)D2ϕ(s, x))
+f(s, x, y + ϕ(s, x), z, u), (s, x, y, z, u) ∈ [0, T ]× Rn × R× Rd × U.
Notice now that
(i) |L(s, x, y, z, u)− L(s, x, y′, z′, u)| ≤ C(1 + |x|+ |y|+ |y′|+ |z|+ |z′|)(|y − y′|+ |z − z′|);
(ii) |L(s, x, y, z, u)| ≤ C(1 + |x|2 + |y|2 + |z|2), ∀(s, x, y, z, u) ∈ [0, T ]× Rn × R× Rd × U.
Therefore, equation (4.28) can be written into the following form:
dY
1,u
s = −L(s,X
u
s , Y
1,u
s , Z
u
s , us)ds+ Z
1,u
s dBs, s ∈ [t, t+ δ],
Z
u
s = Z
1,u
s +Dϕ(s,X
u
s ).σ(s,X
u
s , Y
1,u
s + ϕ(s,X
u
s ), Z
u
s ), s ∈ [t, t+ δ],
Y
1,u
t+δ = 0,
(4.30)
Obviously, (4.30) has a solution (Y
1,u
s , Z
1,u
s ) ∈ S
2(t, t + δ¯1;R) × H2(t, t + δ¯1;Rd), because (4.24) has a
unique solution (X
u
s , Y
u
s , Z
u
s )s∈[t,t+δ], and Y
1,u
s = Y
u
s − ϕ(s,X
u
s ), Z
1,u
s = Z
u
s − Dϕ(s,X
u
s ).σ(s,X
u
s , Y
1,u
s +
ϕ(s,X
u
s ), Z
u
s ) solves (4.30).
In order to complete the proof of Theorem 4.2, we need the following lemmas.
We need to consider the following BSDE combined with an algebraic equation:
dY
2,u
s = −L(s, x, 0, Zˆ
u
s , us)ds+ Z
2,u
s dBs, s ∈ [t, t+ δ],
Zˆus = Z
1,u
s +Dϕ(s, x).σ(s, x, Y
1,u
s + ϕ(s, x), Zˆ
u
s ), s ∈ [t, t+ δ],
Y
2,u
t+δ = 0,
(4.31)
where u(·) ∈ Ut,t+δ. For it, we have to study first the algebraic equation.
Remark 4.4. For m = 1, the matrix G becomes a vector in Rn, and without loss of generality, we may
assume G = (1, 0, · · · , 0) ∈ Rn. Thus, we have the following conditions from the monotonicity condition
(B2):
(i) 〈σ1(t, x, y, z)− σ1(t, x, y, z¯), z − z¯〉 ≤ −β2|z − z¯|2;
(ii) GTDϕ(s, x) ≥ 0, i.e.,Dx1ϕ(s, x) ≥ 0, Dxiϕ(s, x) = 0, 2 ≤ i ≤ n.
(4.32)
Indeed, (i) follows from (B2)-(i), and (ii) follows from (B2)’-(ii) satisfied by ϕ : 〈ϕ(s, x)−ϕ(s, x¯), G(x−x¯)〉 ≥
0, ϕ ∈ C3l,b([0, T ]× R
n).
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We have the following important Representation Theorem for the solution of the algebraic equation.
Proposition 4.1. For any s ∈ [0, T ], ζ ∈ Rd, y ∈ R, x¯ ∈ Rn, there exists a unique z such that z =
ζ +Dϕ(s, x¯).σ(s, x¯, y + ϕ(s, x¯), z). That means, the solution z can be written as z = h(s, x¯, y, ζ), where the
function h is Lipschitz with respect to y, ζ, and |h(s, x¯, y, ζ)| ≤ C(1 + |x¯| + |y| + |ζ|). The constant C is
independent of s, x¯, y, ζ. And z = h(s, x¯, y, ζ) is continuous with respect to s.
Proof. First Step. From Remark 4.4, we can prove that the equation z = Dϕ(s, x¯).σ(s, x¯, ϕ(s, x¯), z) has a
unique solution z.
Indeed, by fixing (s, x¯) and setting a := Dx1ϕ(s, x¯), σ1(z) = σ1(s, x¯, ϕ(s, x¯), z), we only need to consider the
equation z = aσ1(z).
(1) If a = 0, then z = 0 is the solution.
(2) Let a > 0, and ζ ∈ Rd. We choose a small δ ∈ (0, 1) to make the mapping z 7→ aδσ1(z) Lipschitz
with Lipschitz constant Lδ < 1, and we set δ0 =
1
1+[ 1
δ
]
, where [z] represents the integer part of the real
nonnegative number z. Then the mapping z 7→ aδ0σ1(z) is still Lipschitz with Lipschitz constant Lδ0 < 1.
For simplicity of the notations we still use δ to denote δ0. Obviously, there exists a unique fixed point zδ
such that zδ = ζ + δaσ1(zδ). We now consider z
n+1
δ = (ζ + δaσ1(z
n
δ )) + δaσ1(z
n+1
δ ), n ≥ 1, z
1
δ = 0, and we
put z¯nδ := z
n
δ − z
n−1
δ , n > 1. Then
|z¯n+1δ |
2 = δa〈σ1(znδ )− σ1(z
n−1
δ ), z¯
n+1
δ 〉+ δa〈σ1(z
n+1
δ )− σ1(z
n
δ ), z¯
n+1
δ 〉
≤ Lδ|z¯nδ | · |z¯
n+1
δ | − β2δa|z¯
n+1
δ |
2.
Thus, putting β¯2 := aδβ2 > 0, we have (1 + β¯2)|z¯
n+1
δ |
2 ≤ |z¯nδ | · |z¯
n+1
δ | ≤
1
2 |z¯
n
δ |
2 + 12 |z¯
n+1
δ |
2, from where we
get (12 + β¯2)|z¯
n+1
δ |
2 ≤ 12 |z¯
n
δ |
2, n ≥ 1. Therefore, there exists a unique z
′
δ, such that z
′
δ = ζ + 2δaσ1(z
′
δ).
Let N ≥ 1 such that Nδ = 1 and 1 ≤ k ≤ N . Suppose that ζ ∈ Rd, there exists a unique zδ such that
zδ = ζ + kδaσ1(zδ). Now we consider the equation z
n+1
δ = (ζ + δaσ1(z
n
δ )) + kδaσ1(z
n+1
δ ), n ≥ 1, z
1
δ = 0.
Using the above argument we see that also the equation zδ = ζ + (k + 1)δaσ1(zδ) has a unique fixed point
zδ, for all ζ ∈ Rd. This completes the proof of the first step.
Second step. From the above, since for any ζ ∈ Rd, there exists a unique z of the equation z =
ζ + Dϕ(s, x¯).σ(s, x¯, y + ϕ(s, x¯), z)(= ζ + Dx1ϕ(s, x¯)σ1(s, x¯, y + ϕ(s, x¯), z)). z is uniquely determined by
(s, x¯, y, ζ), and we can put z = h(s, x¯, y, ζ). This function h is measurable and it is Lipschitz with respect to
y, ζ.
Indeed, for any y¯, ζ¯ , yˆ, ζˆ, we consider:
z¯ = ζ¯ +Dx1ϕ(s, x¯)σ1(s, x¯, y¯ + ϕ(s, x¯), z¯), zˆ = ζˆ +Dx1ϕ(s, x¯)σ1(s, x¯, yˆ + ϕ(s, x¯), zˆ).
Then, taking into account Remark 4.4-(i) and ϕ ∈ C3l,b([0, T ]× R
n),
〈z¯ − zˆ, z¯ − zˆ〉
= 〈ζ¯ − ζˆ +Dx1ϕ(s, x¯)σ1(s, x¯, y¯ + ϕ(s, x¯), z¯)−Dx1ϕ(s, x¯)σ1(s, x¯, yˆ + ϕ(s, x¯), zˆ), z¯ − zˆ〉
= 〈ζ¯ − ζˆ , z¯ − zˆ〉+ 〈Dx1ϕ(s, x¯)σ1(s, x¯, y¯ + ϕ(s, x¯), z¯)−Dx1ϕ(s, x¯)σ1(s, x¯, y¯ + ϕ(s, x¯), zˆ), z¯ − zˆ〉
+〈Dx1ϕ(s, x¯)σ1(s, x¯, y¯ + ϕ(s, x¯), zˆ)−Dx1ϕ(s, x¯)σ1(s, x¯, yˆ + ϕ(s, x¯), zˆ), z¯ − zˆ〉
≤ C|ζ¯ − ζˆ|2 + 18 |z¯ − zˆ|
2 + C(−β2)|z¯ − zˆ|2 + C|y¯ − yˆ||z¯ − zˆ|
≤ C|ζ¯ − ζˆ|2 + 14 |z¯ − zˆ|
2 + C|y¯ − yˆ|2.
Therefore, we have |z¯ − zˆ| ≤ C(|ζ¯ − ζˆ|+ |y¯ − yˆ|).
Similarly we can prove |h(s, x¯, y, ζ)| ≤ C(1 + |x¯| + |y|+ |ζ|), where the constant C is independent of
s, x¯, y, ζ. Indeed, we have
〈z, z〉 = 〈ζ +Dx1ϕ(s, x¯)σ1(s, x¯, y + ϕ(s, x¯), z), z〉
= 〈ζ, z〉+ 〈Dx1ϕ(s, x¯)σ1(s, x¯, y + ϕ(s, x¯), z)−Dx1ϕ(s, x¯)σ1(s, x¯, y + ϕ(s, x¯), 0), z〉
+〈Dx1ϕ(s, x¯)σ1(s, x¯, y + ϕ(s, x¯), 0), z〉
≤ C|ζ|2 + 14 |z|
2 + C(−β2)|z|
2 + C(1 + |x¯|+ |y|)2,
which implies |z| ≤ C(1 + |x¯|+ |y|+ |ζ|).
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The fact that z = h(s, x¯, y, ζ) is continuous with respect to s can be proved similarly.
Indeed, let z1 = ζ+Dx1ϕ(s1, x)σ1(s1, x, y+ϕ(s1, x), z1), z2 = ζ+Dx1ϕ(s2, x)σ1(s2, x, y+ϕ(s2, x), z2), then,
〈z1 − z2, z1 − z2〉
= 〈Dx1ϕ(s1, x)σ1(s1, x, y + ϕ(s1, x), z1)−Dx1ϕ(s1, x)σ1(s1, x, y + ϕ(s1, x), z2), z1 − z2〉
+〈Dx1ϕ(s1, x)σ1(s1, x, y + ϕ(s1, x), z2)−Dx1ϕ(s2, x)σ1(s2, x, y + ϕ(s2, x), z2), z1 − z2〉
≤ 〈Dx1ϕ(s1, x)σ1(s1, x, y + ϕ(s1, x), z2)−Dx1ϕ(s2, x)σ1(s2, x, y + ϕ(s2, x), z2), z1 − z2〉
≤ C|s1 − s2|(1 + |x|+ |y|)|z1 − z2|+ C(|σ1(s2, x, y + ϕ(s1, x), z2)− σ1(s1, x, y + ϕ(s1, x), z2)|
+|s1 − s2|)|z1 − z2|
≤ C|s1 − s2|2(1 + |x|2 + |y|2) + C(|σ1(s2, x, y + ϕ(s1, x), z2)− σ1(s1, x, y + ϕ(s1, x), z2)|2
+|s1 − s2|2) +
1
2 |z1 − z2|
2,
therefore, we have
|z1 − z2|2 ≤ C|s1 − s2|2(1 + |x|2 + |y|2) + C|σ1(s2, x, y + ϕ(s1, x), z2)− σ1(s1, x, y + ϕ(s1, x), z2)|2
≤ C|s1 − s2|2(1 + |x|2 + |y|2) + C|ρ(δ)|2,
where ρ(δ) := sup
x∈Rn, y∈R, z∈Rd
|σ1(s2, x, y, z)−σ1(s1, x, y, z)|, s1, s2 ∈ [0, T ], for |s1− s2| ≤ δ, then from (B7)
we have ρ(δ)→ 0, as δ → 0. It follows that z = h(s, x¯, y, ζ) is continuous with respect to s.
Lemma 4.5. For every u ∈ Ut,t+δ,
E[
∫ t+δ
t
(|Y
1,u
s |+ |Z
1,u
s |)ds | Ft] ≤ Cδ
5
4 , P-a.s., 0 ≤ δ ≤ δ¯1, (4.33)
where the constant C is independent of the control u and of δ > 0.
Proof. From equation (4.30), we have that Z
u
s can be written as Z
u
s = h(s,X
u
s , Y
1,u
s , Z
1,u
s ), where h satisfies
the properties given in Proposition 4.1. Let F (s, x, y, z, u) = L(s, x, y, h(s, x, y, z), u). Then, (4.30) can be
rewritten as follows{
dY
1,u
s = −F (s,X
u
s , Y
1,u
s , Z
1,u
s , us)ds+ Z
1,u
s dBs, s ∈ [t, t+ δ],
Y
1,u
t+δ = 0.
(4.34)
Then the proof is similar to the proof of Lemma 4.1, we can get
|Y
1,u
s | ≤ Cδ
1
2 (1 + |X
u
s |), P-a.s., s ∈ [t, t+ δ]. (4.35)
On the other hand,
|Z
1,u
s | = |Z
u
s −Dϕ(s,X
u
s ).σ(s,X
u
s , Y
u
s , Z
u
s )| ≤ C(1 + |X
u
s |+ |Y
u
s |+ |Z
u
s |), P-a.s. (4.36)
And, from (4.27) and (4.35) we know,
|Y
u
s | ≤ C(1 + |X
u
s |), P-a.s., s ∈ [t, t+ δ]. (4.37)
From (4.34), (4.35), (4.36), (4.37) and (4.25),
|Y
1,u
t |
2 + E[
∫ t+δ
t
|Z
1,u
r |
2dr | Ft] = 2E[
∫ t+δ
t
Y
1,u
r F (r,X
u
r , Y
1,u
r , Z
1,u
r , ur)dr | Ft]
≤ CE[
∫ t+δ
t
|Y
1,u
r |(1 + |X
u
r |
2 + |Y
1,u
r |
2 + |Z
1,u
r |
2)dr | Ft]
≤ Cδ
1
2E[
∫ t+δ
t
(1 + |X
u
r |
2 + |X
u
r |
3)dr | Ft] + Cδ
1
2E[
∫ t+δ
t
(1 + |X
u
r |)|Z
u
r |
2dr | Ft] ≤ Cδ
3
2 , P-a.s.
(4.38)
Therefore,
E[
∫ t+δ
t
(|Y
1,u
s |+ |Z
1,u
s |)ds | Ft] ≤ Cδ
1
2E[
∫ t+δ
t
(1 + |X
u
r |)dr | Ft] + Cδ
1
2 (E[
∫ t+δ
t
|Z
1,u
r |
2dr | Ft])
1
2
≤ Cδ
5
4 , P-a.s., 0 ≤ δ < δ¯1.
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Remark 4.5. From (4.36), (4.37) and (4.25) we get
E[(
∫ t+δ
t
|Z
1,u
s |
2ds)2 | Ft] ≤ Cδ
2, P-a.s. (4.39)
Remark 4.6. From Proposition 4.1 and the fact that the solution (Y
1,u
, Z
1,u
) belongs to S2(t, t + δ;R) ×
H2(t, t+ δ;Rd), we see that the unique solution Zˆus of the equation
Zˆus = Z
1,u
s +Dϕ(s, x).σ(s, x, Y
1,u
s + ϕ(s, x), Zˆ
u
s ), s ∈ [t, t+ δ],
belongs to H2(t, t+ δ;Rd) and Zˆus = h(s, x, Y
1,u
s , Z
1,u
s ). Similar to Remark 4.5, we know
(i) E[
∫ t+δ
t
|Zˆus |
2ds | Ft] ≤ Cδ, P-a.s.; (ii) E[(
∫ t+δ
t
|Zˆus |
2ds)2 | Ft] ≤ Cδ2, P-a.s.
Then, from Lemma 2.1 in [16] BSDE (4.31) has a unique solution (Y
2,u
, Z
2,u
).
Lemma 4.6. For every u ∈ Ut,t+δ, we have
|Y
1,u
t − Y
2,u
t | ≤ Cδ
5
4 , P-a.s., 0 ≤ δ ≤ δ¯1,
where C is independent of the control process u and of δ > 0.
Proof. Similar to the proof of Lemma 4.2 we set g(s) = L(s,X
u
s , 0, Z
u
s , us)−L(s, x, 0, Z
u
s , us), ρ0(r) = (1+
|x|2+|Z
u
s |
2)(r+r2), r ≥ 0. Obviously, |g(s)| ≤ Cρ0(|X
u
s−x|), for s ∈ [t, t+δ], (t, x) ∈ [0, T )×R
n, u ∈ Ut,t+δ.
Therefore, we have, from equations (4.30) and (4.31), estimates (4.25), (4.35) and (4.39),
|Y
1,u
t − Y
2,u
t | = |E[(Y
1,u
t − Y
2,u
t ) | Ft]|
= |E[
∫ t+δ
t
(L(s,X
u
s , Y
1,u
s , Z
u
s , us)− L(s, x, 0, Zˆ
u
s , us))ds | Ft]|
≤ CE[
∫ t+δ
t
(ρ0(|X
u
s − x|) + C(1 + |X
u
s |+ |Y
1,u
s |+ |Z
u
s |)|Y
1,u
s |
+C(1 + |x|+ |Z
u
s |+ |Z
u
s − Zˆ
u
s |)|Z
u
s − Zˆ
u
s |)ds | Ft]
≤ Cδ
5
4 + CE[
∫ t+δ
t
|Z
u
s − Zˆ
u
s |ds | Ft] + CE[
∫ t+δ
t
|Z
u
s ||Z
u
s − Zˆ
u
s |ds | Ft]
+CE[
∫ t+δ
t
|Z
u
s − Zˆ
u
s |
2ds | Ft].
(4.40)
Furthermore,
〈Zˆus − Z
u
s , Zˆ
u
s − Z
u
s 〉
= 〈Dx1ϕ(s, x)σ1(s, x, Y
1,u
s + ϕ(s, x), Zˆ
u
s )−Dx1ϕ(s, x)σ1(s, x, Y
1,u
s + ϕ(s, x), Z
u
s ), Zˆ
u
s − Z
u
s 〉
+〈Dx1ϕ(s, x)σ1(s, x, Y
1,u
s + ϕ(s, x), Z
u
s )−Dx1ϕ(s, x)σ1(s,X
u
s , Y
1,u
s + ϕ(s,X
u
s ), Z
u
s ), Zˆ
u
s − Z
u
s 〉
+〈Dx1ϕ(s, x)σ1(s,X
u
s , Y
1,u
s + ϕ(s,X
u
s ), Z
u
s )−Dx1ϕ(s,X
u
s )σ1(s,X
u
s , Y
1,u
s + ϕ(s,X
u
s ), Z
u
s ), Zˆ
u
s − Z
u
s 〉
≤ −β2|Zˆus − Z
u
s |
2 + C|X
u
s − x||Zˆ
u
s − Z
u
s |+ C|X
u
s − x|(1 + |X
u
s |+ |Y
1,u
s |+ |Z
u
s |)|Zˆ
u
s − Z
u
s |
≤ C|X
u
s − x|
2 + 12 |Zˆ
u
s − Z
u
s |
2 + C|X
u
s − x|
2(1 + |X
u
s |+ |Y
1,u
s |+ |Z
u
s |)
2,
from Proposition 4.1 and Remark 4.4. Therefore, we have
|Z
u
s − Zˆ
u
s | ≤ C(1 + |X
u
s |)|X
u
s − x|+ C|X
u
s − x|(|Y
1,u
s |+ |Z
u
s |).
Then, from Lemma 4.5 and (4.25), the proof is complete.
We now consider the following equation
dY
3,u
s = −L(s, x, 0, ψ(s, x), us)ds+ Z
3,u
s dBs, s ∈ [t, t+ δ],
ψ(s, x) = Dϕ(s, x).σ(s, x, ϕ(s, x), ψ(s, x)), s ∈ [t, t+ δ],
Y
3,u
t+δ = 0.
(4.41)
Lemma 4.7. For every u ∈ Ut,t+δ, we have
|Y
2,u
t − Y
3,u
t | ≤ Cδ
5
4 , P-a.s., 0 ≤ δ ≤ δ¯1,
where C is independent of the control process u and of δ > 0.
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Proof. From (4.31) and (4.41), we get
|Y
2,u
t − Y
3,u
t | = |E[
∫ t+δ
t
(L(s, x, 0, Zˆus , us)− L(s, x, 0, ψ(s, x), us))ds | Ft]|
≤ CE[
∫ t+δ
t
(1 + |x|+ |Zˆus |)|Zˆ
u
s − ψ(s, x)|ds | Ft].
From Remark 4.6, Zˆus = h(s, x, Y
1,u
s , Z
1,u
s ), and from Proposition 4.1, ψ(s, x) = h(s, x, 0, 0), hence we obtain
|Zˆus − ψ(s, x)| ≤ C(|Y
1,u
s |+ |Z
1,u
s |). Notice
E[
∫ t+δ
t
|Zˆus ||Zˆ
u
s − ψ(s, x)|ds | Ft]
≤ C(E[
∫ t+δ
t
|Zˆus |
2ds | Ft])
1
2 (E[
∫ t+δ
t
(|Y
1,u
s |+ |Z
1,u
s |)
2ds | Ft])
1
2 ≤ Cδ
5
4 , P-a.s.,
where the last inequality is due to (4.38) and (i) in Remark 4.6. Furthermore, from Lemma 4.5, we have
|Y
2,u
t − Y
3,u
t | ≤ Cδ
5
4 , P-a.s.
Lemma 4.8. Let Y 0(·) be the solution of the following ordinary differential equation combined with an
algebraic equation: 
dY 0(s) = −L0(s, x, 0, ψ(s, x))ds, s ∈ [t, t+ δ],
ψ(s, x) = Dϕ(s, x).σ(s, x, ϕ(s, x), ψ(s, x)), s ∈ [t, t+ δ],
Y 0(t+ δ) = 0,
(4.42)
where the function L0 is defined by
L0(s, x, 0, z) = sup
u∈U
L(s, x, 0, z, u), (s, x, z) ∈ [t, t+ δ]× Rn × Rd.
Then, P-a.s.,
Y 0(t) = ess sup u∈Ut,t+δY
3,u
t .
Proof. Since L0(s, x, 0, z) = sup
u∈U
L(s, x, 0, z, u), we have
L0(s, x, 0, ψ(s, x)) ≥ L(s, x, 0, ψ(s, x), us), s ∈ [t, t+ δ], for all u ∈ Ut,t+δ,
we have Y 0(t) ≥ Y
3,u
t , P-a.s., for any u ∈ Ut,t+δ. Indeed, (4.42) can be regarded as a BSDE with the solution
(Ys, Zs) = (Y 0(s), 0). This allows to apply the comparison theorem of BSDEs.
On the other hand, since L0(s, x, 0, z) = sup
u∈U
L(s, x, 0, z, u), there exists a measurable function u˜ : [t, t+
δ]×Rn×Rd → U , such that L0(s, x, 0, ψ(s, x)) = L(s, x, 0, ψ(s, x), u˜(s, x, ψ(s, x))), for all s ∈ [t, t+δ]. We put
u˜s = u˜(s, x, ψ(s, x)), s ∈ [t, t+ δ], obviously u˜ ∈ Ut,t+δ, and L0(s, x, 0, ψ(s, x)) = L(s, x, 0, ψ(s, x), u˜s), s ∈
[t, t+ δ]. Consequently, from the uniqueness of the solution of the BSDE, we have (Y
3,u˜
t , Z
3,u˜
t ) = (Y 0(t), 0),
and particularly, Y 0(t) = Y
3,u˜
t , P-a.s. Therefore, Y 0(t) = ess sup u∈Ut,t+δY
3,u
t .
We are now able to finish the proof of Theorem 4.2.
Indeed, from (4.29) we know that
ess sup u∈Ut,t+δY
1,u
t ≥ 0, P-a.s.
Thus, from the Lemmas 4.6 and 4.7 we get ess sup u∈Ut,t+δY
3,u
t ≥ −Cδ
5
4 , P-a.s. Thus, by Lemma 4.8,
Y 0(t) ≥ −Cδ
5
4 , P-a.s., where Y 0 is the unique solution of (4.42). Consequently,
−Cδ
1
4 ≤
1
δ
Y 0(t) =
1
δ
∫ t+δ
t
L0(s, x, 0, ψ(s, x))ds, δ > 0,
from where, thanks to the continuity of s 7→ L0(s, x, 0, ψ(s, x)), it follows that
sup
u∈U
L(t, x, 0, ψ(t, x), u) = L0(t, x, 0, ψ(t, x)) ≥ 0,
where ψ(t, x) = Dϕ(t, x).σ(t, x, ϕ(t, x), ψ(t, x)) and from the definition of L we see that W is a viscosity
subsolution of (4.23). Similarly, we can prove that W is a viscosity supersolution of (4.23). Therefore, W is
a viscosity solution of (4.23).
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5 Examples
Now we give two examples associated with the two cases studied above. For simplification, we set m = n =
d = 1, and G = 1. In the first example, σ does not depend on z, but depends on u.
Example 5.1. We consider the following fully coupled FBSDE:
dXt,x;us = (3X
t,x;u
s + 5Z
t,x;u
s )ds+ (4X
t,x;u
s − 5Y
t,x;u
s + us)dBs,
dY t,x;us = −(2X
t,x;u
s + 3Y
t,x;u
s + 4Z
t,x;u
s + us)ds+ Z
t,x;u
s dBs, s ∈ [t, T ],
X
t,x;u
t = x, Y
t,x;u
T = X
t,x;u
T ,
(5.1)
where u ∈ U is an admissible control.
For a given admissible control u, the coefficients of equation (5.1) satisfy the assumptions (B1), (B2)
and (B4), then there exists a unique solution (Xt,x;u, Y t,x;u, Zt,x;u). We define
W (t, x) = ess sup u∈Ut,T Y
t,x;u
t , (5.2)
it follows from Theorem 4.1 that W (t, x) is the viscosity solution of the following PDE:
∂
∂t
W (t, x) + sup
u∈U
{ 12
∂2
∂x2
W (t, x)(4x− 5W (t, x) + u)2 + ∂
∂x
W (t, x)(3x + 5 ∂
∂x
W (t, x)(4x− 5W (t, x) + u))
+2x+ 3W (t, x) + 4 ∂
∂x
W (t, x)(4x − 5W (t, x) + u)} = 0, (t, x) ∈ [0, T )× R,
W (T, x) = x.
In the following example, σ depends on z, but does not depend on u.
Example 5.2. We consider the following fully coupled FBSDE:
dXt,x;us = (−(X
t,x;u
s )
+
− 4Y t,x;us + us)ds+ (−X
t,x;u
s − LσZ
t,x;u
s )dBs,
dY t,x;us = −(2X
t,x;u
s − (Y
t,x;u
s )
+
− Zt,x;us + us)ds+ Z
t,x;u
s dBs, s ∈ [t, T ],
X
t,x;u
t = x, Y
t,x;u
T = X
t,x;u
T ,
(5.3)
where the constant Lσ > 0 is sufficiently small, u ∈ U is an admissible control.
It is easy to check that the coefficients of equation (5.3) satisfy the assumptions (B1), (B2), (B4),
(B5), (B6) and (B7), hence there exists a unique solution (Xt,x;u, Y t,x;u, Zt,x;u). We define
W (t, x) = ess sup u∈Ut,T Y
t,x;u
t , (5.4)
and we associate (5.3) with the following partial differential equation,
∂
∂t
W (t, x) + sup
u∈U
{ 12
∂2
∂x2
W (t, x)(x + LσV (t, x))
2 + ∂
∂x
W (t, x)(−4W (t, x) − x+ + u) + 2x−W+(t, x)
−V (t, x) + u} = 0,
V (t, x) = ∂
∂x
W (t, x)(−x − LσV (t, x)), (t, x) ∈ [0, T )× R,
W (T, x) = x.
(5.5)
Therefore, from Theorem 4.2, W (t, x) defined by (5.4) is the viscosity solution of (5.5).
6 Appendix
In this subsection we prove some basic important estimates for fully coupled FBSDEs under monotonic
assumptions, and present new estimates and new generalized comparison theorem for FBSDEs on small time
interval. Let us now give four mappings:
b : Ω× [0, T ]× Rn × R× Rd → Rn, σ : Ω× [0, T ]× Rn × R× Rd → Rn×d,
f : Ω× [0, T ]× Rn × R× Rd → R, Φ : Ω× Rn → R,
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(b(t, x, y, z))t∈[0,T ], (σ(t, x, y, z))t∈[0,T ], (f(t, x, y, z))t∈[0,T ] are F-progressively measurable for each (x, y, z) ∈
R
n × R× Rd, and Φ(x) is FT -measurable for each x ∈ Rn, which satisfy (B1) and (B2), and also
(C1) there exists a constant K ≥ 0 such that, for any t ∈ [0, T ], (x, y, z), (x′, y′, z′) ∈ Rn × R× Rd, P-a.s.,
|l(t, x, y, z)− l(t, x′, y′, z′)| ≤ K(|x− x′|+ |y − y′|+ |z − z′|), where l = b, σ, f, respectively, and
|Φ(x)− Φ(x′)| ≤ K(|x− x′|);
(C2) there exists a constant L ≥ 0 such that, for any t ∈ [0, T ], (x, y, z) ∈ Rn × R× Rd, P-a.s.,
|b(t, x, y, z)|+ |σ(t, x, y, z)|+ |f(t, x, y, z)|+ |Φ(x)| ≤ L(1 + |x|+ |y|+ |z|).
We consider the following FBSDE parameterized by the initial condition (t, ζ) ∈ [0, T ]×L2(Ω,Ft, P ;Rn) :
dXt,ζs = b(s,X
t,ζ
s , Y
t,ζ
s , Z
t,ζ
s )ds+ σ(s,X
t,ζ
s , Y
t,ζ
s , Z
t,ζ
s )dBs,
dY t,ζs = −f(s,X
t,ζ
s , Y
t,ζ
s , Z
t,ζ
s )ds+ Z
t,ζ
s dBs, s ∈ [t, T ],
X
t,ζ
t = ζ, Y
t,ζ
T = Φ(X
t,ζ
T ).
(6.1)
Proposition 6.1. Under the assumptions (B1), (B2), (C1) and (C2), for any 0 ≤ t ≤ T and the associated
initial states ζ, ζ′ ∈ L2(Ω,Ft, P ;R
n), we have the following estimates, P-a.s.:
(i) E[ sup
t≤s≤T
|Xt,ζs −X
t,ζ′
s |
2 + sup
t≤s≤T
|Y t,ζs − Y
t,ζ′
s |
2 +
∫ T
t
|Zt,ζs − Z
t,ζ′
s |
2ds | Ft] ≤ C|ζ − ζ′|2;
(ii) E[ sup
t≤s≤T
|Xt,ζs |
2 + sup
t≤s≤T
|Y t,ζs |
2 +
∫ T
t
|Zt,ζs |
2ds | Ft] ≤ C(1 + |ζ|2).
If σ also satisfies:
(C3) for any t ∈ [0, T ], for any (x, y, z) ∈ Rn × R× Rd, P-a.s., |σ(t, x, y, z)| ≤ L(1 + |x|+ |y|),
then we can get
(iii) E[ sup
t≤s≤t+δ
|Xt,ζs − ζ|
2 | Ft] ≤ Cδ(1 + |ζ|2), P-a.s., 0 ≤ δ ≤ T − t.
Proof. From Lemma 2.1 we know, for the initial states ζ, ζ′ ∈ L2(Ω,Ft, P ;Rn), FBSDE (6.1) has a unique
solution (Xt,ζs , Y
t,ζ
s , Z
t,ζ
s )s∈[t,T ] ∈ S
2(t, T ;Rn) × S2(t, T ;R) × H2(t, T ;Rd), and (Xt,ζ
′
s , Y
t,ζ′
s , Z
t,ζ′
s )s∈[t,T ] ∈
S2(t, T ;Rn)×S2(t, T ;R)×H2(t, T ;Rd), respectively. We define Xˆs = Xt,ζs −X
t,ζ′
s , Yˆs = Y
t,ζ
s − Y
t,ζ′
s , Zˆs =
Zt,ζs − Z
t,ζ′
s , ∆h(s) = h(s,X
t,ζ
s , Y
t,ζ
s , Z
t,ζ
s )− h(s,X
t,ζ′
s , Y
t,ζ′
s , Z
t,ζ′
s ), where h = b, σ, f, A, respectively.
Applying Itoˆ’s formula to |Xˆs|2 we have
E[|Xˆs|2 | Ft] = |ζ − ζ′|2 + E[
∫ s
t
(2Xˆr∆b(r) + |∆σ(r)|2)dr | Ft]
≤ |ζ − ζ′|2 + CE[
∫ s
t
(|Xˆr|2 + |Yˆr|2 + |Zˆr|2)dr | Ft], t ≤ s ≤ T.
Then, from the Gronwall inequality, we obtain
E[|Xˆs|
2 | Ft] ≤ C(|ζ − ζ
′|2 + E[
∫ s
t
(|Yˆr|
2 + |Zˆr|
2)dr | Ft]), P-a.s., t ≤ s ≤ T. (6.2)
Apply Itoˆ’s formula to eβs|Yˆs|
2, taking β large enough, using standard methods for BSDEs we can get
E[|Yˆs|
2 | Ft] + E[
∫ T
s
|Yˆr|
2dr | Ft] + E[
∫ T
s
|Zˆr|
2dr | Ft]
≤ C(E[|XˆT |2 | Ft] + E[
∫ T
t
|Xˆr|2dr | Ft]), t ≤ s ≤ T.
(6.3)
Then from (6.2) it follows that
E[|Yˆs|2 | Ft] + E[
∫ T
s
|Yˆr|2dr | Ft] + E[
∫ T
s
|Zˆr|2dr | Ft]
≤ C|ζ − ζ′|2 + CE[
∫ T
t
(|Xˆr|2 + |Yˆr|2 + |Zˆr|2)dr | Ft], t ≤ s ≤ T.
(6.4)
On the other hand, applying Itoˆ’s formula to 〈GXˆr, Yˆr〉, from the assumption (B2) we get
〈GXˆs, Yˆs〉 = E[〈GXˆT , YˆT 〉 | Fs]− E[
∫ T
s
〈∆A(r), (Xˆr , Yˆr, Zˆr)〉dr | Fs]
≥ E[µ1|GXˆT |2 | Fs] + E[β1
∫ T
s
|GXˆr|2dr | Fs] + E[
∫ T
s
β2(|GT Yˆr|2 + |GT Zˆr|2)dr | Fs].
(6.5)
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Therefore, 〈GXˆs, Yˆs〉 ≥ 0, t ≤ s ≤ T, P-a.s.
If β2 > 0, then we get
〈GXˆt, Yˆt〉 = E[〈GXˆs, Yˆs〉 | Ft]− E[
∫ s
t
〈∆A(r), (Xˆr , Yˆr, Zˆr)〉dr | Ft]
≥ β2E[
∫ s
t
(|GT Yˆr|2 + |GT Zˆr|2)dr | Ft], t ≤ s ≤ T, P-a.s.
(6.6)
Therefore,
E[
∫ s
t
(|Yˆr |
2 + |Zˆr|
2)dr | Ft] ≤ C〈GXˆt, Yˆt〉, t ≤ s ≤ T, P-a.s. (6.7)
Then, from (6.2) we can get
E[|Xˆs|
2 | Ft] ≤ C|ζ − ζ
′|2 + C〈GXˆt, Yˆt〉, t ≤ s ≤ T, P-a.s. (6.8)
From (6.4) we have
E[|Yˆs|
2 | Ft] + E[
∫ T
s
(|Yˆr |
2 + |Zˆr|
2)dr | Ft] ≤ C|ζ − ζ
′|2 + C〈GXˆt, Yˆt〉, t ≤ s ≤ T, P-a.s. (6.9)
Therefore, recalling that Xˆt = X
t,ζ
t −X
t,ζ′
t = ζ − ζ
′,
|Yˆt|2 ≤ C|ζ − ζ′|2 + C〈GXˆt, Yˆt〉 ≤ C|ζ − ζ′|2 + C|Xˆt||Yˆt| ≤ C|ζ − ζ′|2 + C|Xˆt|2 +
1
2 |Yˆt|
2, P-a.s.
which means |Yˆt| ≤ C|ζ − ζ′|, P-a.s. Furthermore, from (6.8), (6.9), we can get
E[|Xˆs|
2 | Ft] + E[|Yˆs|
2 | Ft] + E[
∫ T
s
(|Yˆr |
2 + |Zˆr|
2)dr | Ft] ≤ C|ζ − ζ
′|2, t ≤ s ≤ T, P-a.s.
If β2 = 0, then according to assumption (B2), we have β1 > 0, µ1 > 0, m = n = 1, i.e., G ∈ R. From (6.5),
E[|XˆT |2 | Ft] + E[
∫ T
t
|Xˆr|2dr | Ft] ≤ CGXˆt · Yˆt, C > 0. From (6.3), |Yˆt|2 + E[
∫ T
t
(|Yˆr|2 + |Zˆr|2)dr | Ft] ≤
CGXˆt · Yˆt ≤ C|ζ − ζ′|2 +
1
2 |Yˆt|
2, therefore, |Yˆt|2 + E[
∫ T
t
(|Yˆr |2 + |Zˆr|2)dr | Ft] ≤ C|ζ − ζ′|2. Furthermore,
from (6.2), E[|Xˆs|2 | Ft] ≤ C|ζ − ζ′|2, t ≤ s ≤ T, P-a.s. Then from (6.3) we get E[|Yˆs|2 | Ft] +E[
∫ T
s
(|Yˆr|2+
|Zˆr|2)dr | Ft] ≤ C|ζ − ζ′|2, t ≤ s ≤ T, P-a.s. From above we always have
E[|Xˆs|
2 | Ft] + E[|Yˆs|
2 | Ft] + E[
∫ T
s
(|Yˆr |
2 + |Zˆr|
2)dr | Ft] ≤ C|ζ − ζ
′|2, t ≤ s ≤ T, P-a.s. (6.10)
Finally, from equation (6.1) and Buckholder-Davis-Gundy inequality we have
E[ sup
t≤s≤T
|Xˆs|2 | Ft] ≤ 3|ζ − ζ′|2 + CE[
∫ T
t
|∆b(r)|2dr | Ft] + CE[
∫ T
t
|∆σ(r)|2dr | Ft]
≤ 3|ζ − ζ′|2 + CE[
∫ T
t
(|Xˆr|2 + |Yˆr|2 + |Zˆr|2)dr | Ft]
≤ C|ζ − ζ′|2, P-a.s.;
and
E[ sup
t≤s≤T
|Yˆs|2 | Ft] ≤ CE[|X
t,ζ
T −X
t,ζ′
T |
2 | Ft] + CE[
∫ T
t
(|Xˆr|2 + |Yˆr|2 + |Zˆr|2)dr | Ft]
≤ C|ζ − ζ′|2, P-a.s.
Similarly we can prove (ii) by making full use of the monotonic assumption (B2).
Now it is not hard to prove (iii). Indeed, from (C3) we obtain,
E[ sup
t≤s≤t+δ
|Xt,ζs − ζ|
2 | Ft]
≤ 2E[|
∫ t+δ
t
b(r,Xt,ζr , Y
t,ζ
r , Z
t,ζ
r )dr|
2 | Ft] + CE[
∫ t+δ
t
|σ(r,Xt,ζr , Y
t,ζ
r , Z
t,ζ
r )|
2dr | Ft]
≤ CδE[
∫ t+δ
t
(1 + |Xt,ζr |
2 + |Y t,ζr |
2 + |Zt,ζr |
2)dr | Ft] + CE[
∫ t+δ
t
(1 + |Xt,ζr |
2 + |Y t,ζr |
2)dr | Ft]
≤ CδE[ sup
t≤r≤t+δ
(|Xt,ζr |
2 + |Y t,ζr |
2) +
∫ t+δ
t
|Zt,ζr |
2dr | Ft] + Cδ + CδE[ sup
t≤r≤t+δ
(|Xt,ζr |
2 + |Y t,ζr |
2) | Ft]
≤ Cδ(1 + |ζ|2), P-a.s.
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Remark 6.1. From Proposition 6.1, we have the following inequalities:
|Y t,ζt | ≤ C(1 + |ζ|); |Y
t,ζ
t − Y
t,ζ′
t | ≤ C|ζ − ζ
′|, P-a.s., (6.11)
where the constant C > 0 depends only on the Lipschitz constants and linear growth constants of b, σ, f and Φ.
Remark 6.2. Let Φ(x) = ξ ∈ L2(Ω,FT , P ;R). From the proof of Proposition 6.1 we see that:
under the assumptions (B1), (B2)-(i), (C1) and (C2), the statements of Proposition 6.1-(i) and (ii) still
hold true; if furthermore, assumption (C3) holds, then we also have the same result as Proposition 6.1-(iii).
Now we consider the continuous dependence of the fully coupled FBSDE on the terminal condition.
Proposition 6.2. Suppose the assumptions (B1), (B2), (C1) and (C2) are satisfied. For any 0 ≤ t ≤ T,
the associated initial state ζ ∈ L2(Ω,Ft, P ;Rn) and ξ ∈ L2(Ω,FT , P ;R), we let (Xt,ζs , Y
t,ζ
s , Z
t,ζ
s )s∈[t,T ] be the
solution of FBSDE (6.1) associated with (b, σ, f, ζ,Φ), and (X
t,ζ
s , Y
t,ζ
s , Z
t,ζ
s )s∈[t,T ] be the solution of FBSDE
(6.1) associated with (b, σ, f, ζ,Φ + ξ). Then we have
|Y t,ζt − Y
t,ζ
t |
2 + E[
∫ T
t
|Y t,ζr − Y
t,ζ
r |
2dr | Ft] + E[
∫ T
t
|Zt,ζr − Z
t,ζ
r |
2dr | Ft] ≤ CE[ξ
2 | Ft], P-a.s.
The proof is similar to Proposition 6.1, we omit it here.
Let us now introduce the random field:
u(t, x) = Y t,xs |s=t, (t, x) ∈ [0, T ]× R
n,
where Y t,x is the solution of FBSDE (6.1) with the initial state x ∈ Rn.
As a consequence of Remark 6.1 we have that, for all t ∈ [0, T ], P-a.s.,
(i) |u(t, x)− u(t, y)| ≤ C|x− y|, for all x, y ∈ Rn;
(ii) |u(t, x)| ≤ C(1 + |x|), for all x ∈ Rn.
(6.12)
Remark 6.3. Moreover, it is well known that, under the additional assumption that the functions
b, σ, f and Φ are deterministic, (6.13)
u is also a deterministic function of (t, x).
The random field u and Y t,ζ , (t, ζ) ∈ [0, T ]× L2(Ω,Ft, P ;Rn), are related by the following theorem.
Theorem 6.1. Under the assumptions (B1) and (B2), for any t ∈ [0, T ] and ζ ∈ L2(Ω,Ft, P ;Rn), we have
u(t, ζ) = Y t,ζt , P-a.s.
The proof of Theorem 6.1 is similar to that in Peng [16] for the decoupled FBSDE, or we can also
refer to the proof of Theorem A.2 in [2].
Remark 6.4. From Theorem 6.1, we can obtain Y t,ζs = Y
s,Xt,ζs
s = u(s,Xt,ζs ).
Proposition 6.3. Under the assumptions (B1), (B2), (C1), (C2) and (C3), for any p ≥ 2, 0 ≤ t ≤ T
and the associated initial state ζ ∈ Lp(Ω,Ft, P ;Rn), there exists δ˜0 > 0, which depends on p and Lipschitz
constant K and the linear growth constant L, such that
(i) E[ sup
t≤s≤t+δ˜0
|Xt,ζs |
p + sup
t≤s≤t+δ˜0
|Y t,ζs |
p + (
∫ t+δ˜0
t
|Zt,ζs |
2ds)
p
2 | Ft] ≤ Cp(1 + |ζ|p), P-a.s.;
(ii) E[ sup
t≤s≤t+δ
|Xt,ζs − ζ|
p | Ft] ≤ Cpδ
p
2 (1 + |ζ|p), P-a.s., 0 ≤ δ ≤ δ˜0,
where (Xt,ζs , Y
t,ζ
s , Z
t,ζ
s )s∈[t,T ] is the solution of FBSDE (6.1) associated with (b, σ, f, ζ,Φ).
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Proof. From Remarks 6.1 and 6.4, we have
|Y t,ζs | = |Y
s,Xt,ζs
s | ≤ C(1 + |X
t,ζ
s |), P-a.s. (6.14)
Since Y t,ζt = Y
t,ζ
s +
∫ s
t
f(r,Xt,ζr , Y
t,ζ
r , Z
t,ζ
r )dr −
∫ s
t
Zt,ζr dBr, t ≤ s ≤ t + δ, from Buckholder-Davis-Gundy
inequality,
E[(
∫ t+δ
t
|Zt,ζs |
2ds)
p
2 | Ft] ≤ CpE[ sup
t≤s≤t+δ
|
∫ s
t
Zt,ζr dBr|
p | Ft]
≤ CpE[ sup
t≤s≤t+δ
|Y t,ζs |
p + (
∫ t+δ
t
f(s,Xt,ζs , Y
t,ζ
s , Z
t,ζ
s )ds)
p | Ft]
≤ CpE[ sup
t≤s≤t+δ
|Y t,ζs |
p | Ft] + CpE[(
∫ t+δ
t
(1 + |Xt,ζs |+ |Y
t,ζ
s |+ |Z
t,ζ
s |)ds)
p | Ft]
≤ CpE[ sup
t≤s≤t+δ
|Y t,ζs |
p | Ft] + Cpδp + CpδpE[ sup
t≤s≤t+δ
|Xt,ζs |
p | Ft] + CpδpE[ sup
t≤s≤t+δ
|Y t,ζs |
p | Ft]
+Cpδ
p
2E[(
∫ t+δ
t
|Zt,ζs |
2ds)
p
2 | Ft]
= Cpδ
p + Cpδ
pE[ sup
t≤s≤t+δ
|Xt,ζs |
p | Ft] + (Cp + Cpδp)E[ sup
t≤s≤t+δ
|Y t,ζs |
p | Ft]
+Cpδ
p
2E[(
∫ t+δ
t
|Zt,ζs |
2ds)
p
2 | Ft],
there exists δ0 > 0, such that 1− Cpδ
p
2
0 > 0, then we get, for any 0 ≤ δ ≤ δ0, P-a.s.,
E[(
∫ t+δ
t
|Zt,ζs |
2ds)
p
2 | Ft] ≤ Cpδ
p +Cpδ
pE[ sup
t≤s≤t+δ
|Xt,ζs |
p | Ft] + (Cp +Cpδ
p)E[ sup
t≤s≤t+δ
|Y t,ζs |
p | Ft]. (6.15)
On the other hand, for t ≤ s ≤ T , from (6.1) and (6.14),
E[ sup
t≤r≤s
|Xt,ζr − ζ|
p | Ft]
≤ CpE[(
∫ s
t
|b(r,Xt,ζr , Y
t,ζ
r , Z
t,ζ
r )|dr)
p | Ft] + CpE[(
∫ s
t
|σ(r,Xt,ζr , Y
t,ζ
r , Z
t,ζ
r )|
2dr)
p
2 | Ft]
≤ CpE[(
∫ s
t
(1 + |Xt,ζr − ζ|+ |ζ|+ |Z
t,ζ
r |)dr)
p | Ft] + CpE[(
∫ s
t
(1 + |Xt,ζr |)
2dr)
p
2 | Ft]
≤ Cp(1 + |ζ|p)(s− t)
p
2 + Cp(s− t)
p
2E[(
∫ s
t
|Zt,ζr |
2dr)
p
2 | Ft] + CpE[
∫ s
t
|Xt,ζr − ζ|
pdr | Ft],
from Gronwall inequality,
E[ sup
t≤r≤s
|Xt,ζr −ζ|
p | Ft] ≤ Cp(1+ |ζ|
p)(s−t)
p
2 +Cp(s−t)
p
2E[(
∫ s
t
|Zt,ζr |
2dr)
p
2 | Ft], P-a.s., t ≤ s ≤ T. (6.16)
Then, from (6.15), (6.14) and (6.16) we have
E[(
∫ t+δ
t
|Zt,ζs |
2ds)
p
2 | Ft]
≤ Cpδ
p(1 + |ζ|p) + Cp|ζ|
p + Cp + (Cp + Cpδ
p)E[ sup
t≤s≤t+δ
|Xt,ζs − ζ|
p | Ft]
≤ Cp + Cp|ζ|p + Cpδ
p
2 (1 + |ζ|p) + (Cp + Cpδp)Cpδ
p
2E[(
∫ s
t
|Zt,ζr |
2dr)
p
2 | Ft],
taking 0 < δ˜0 ≤ δ0, such that 1− (Cp + Cpδ˜
p
0)Cpδ˜
p
2
0 > 0, then 0 ≤ δ ≤ δ˜0,
E[(
∫ t+δ
t
|Zt,ζs |
2ds)
p
2 | Ft] ≤ Cp(1 + |ζ|
p), P-a.s.
From (6.16), we get E[ sup
t≤s≤t+δ
|Xt,ζs − ζ|
p | Ft] ≤ Cpδ
p
2 (1 + |ζ|p), P-a.s., 0 ≤ δ ≤ δ˜0.
From (6.14) we have E[ sup
t≤s≤t+δ
|Y t,ζs |
p | Ft] ≤ Cp(1 + |ζ|p), P-a.s., 0 ≤ δ ≤ δ˜0.
Proposition 6.4. We suppose the assumptions (C1), (C2) and (C4) hold true, where the assumption (C4)
is the following hypothesis:
(C4) the Lipschitz constant Lσ ≥ 0 of σ with respect to z is sufficiently small, i.e., there exists small enough
Lσ ≥ 0 such that, for all t ∈ [0, T ], u ∈ U, x1, x2 ∈ Rn, y1, y2 ∈ R, z1, z2 ∈ Rd, P-a.s.,
|σ(t, x1, y1, z1, u)− σ(t, x2, y2, z2, u)| ≤ K(|x1 − x2|+ |y1 − y2|) + Lσ|z1 − z2|.
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Then, there exists a constant 0 < δ0, only depending on the Lipschitz constant K, such that for every
0 ≤ δ ≤ δ0 and ζ ∈ L2(Ω,Ft, P ;Rn), FBSDE (6.1) has a unique solution (Xt,ζs , Y
t,ζ
s , Z
t,ζ
s )s∈[t,t+δ] on the
time interval [t, t+ δ].
Proof. Let us give any 0 < T ≤ T0, and observe that for any pair v = (y, z) ∈ H
2(t, T ;R1+d) there exists a
unique solution V = (Y, Z) ∈ H2(t, T ;R1+d) to the following decoupled FBSDE:
dXs = b(s,Xs, ys, zs)ds+ σ(s,Xs, ys, zs)dBs,
dYs = −f(s,Xs, Ys, Zs)ds+ ZsdBs, s ∈ [t, T ],
Xt = ζ, YT = Φ(XT ).
(6.17)
We are going to prove that there exists a constant 0 < δ0, only depending on the Lipschitz constant K, such
that for every 0 ≤ δ ≤ δ0 the mapping defined by
I(v) = V : H2(t, t+ δ;R1+d)→ H2(t, t+ δ;R1+d)
is a contraction.
Let vi = (yi, zi) ∈ H2(t, t + δ;R1+d), and V i = I(vi), i = 1, 2. We define v̂ = (y1 − y2, z1 − z2), and
V̂ = (Y 1 − Y 2, Z1 − Z2), X̂ = X1 −X2. Then, we get
E[ sup
t≤s≤r
|X̂s|2 | Ft] ≤ 2E[(
∫ r
t
|b(s,X1s , y
1
s , z
1
s )− b(s,X
2
s , y
2
s , z
2
s)|ds)
2 | Ft]
+8E[
∫ r
t
|σ(s,X1s , y
1
s , z
1
s )− σ(s,X
2
s , y
2
s , z
2
s)|
2ds | Ft]
≤ 6(r − t)K2E[
∫ r
t
(|X̂s|2 + |ŷs|2 + |ẑs|2)ds | Ft]
+24E[
∫ r
t
(K2|X̂s|2 +K2|ŷs|2 + L2σ|ẑs|
2)ds | Ft],
(6.18)
and the Gronwall inequality yields
E[ sup
t≤s≤T
|X̂s|2 | Ft] ≤ CE[
∫ T
t
|ŷs|2ds | Ft] + (C(T − t) + CL2σ)E[
∫ T
t
|ẑs|2ds | Ft]
≤ C(T − t)E[ sup
t≤s≤T
|ŷs|2 | Ft] + (C(T − t) + CL2σ)E[
∫ T
t
|ẑs|2ds | Ft].
(6.19)
On the other hand, by using BSDE standard estimates combined with the help of (6.19), we get
E[ sup
t≤s≤T
|Ŷs|2 +
∫ T
t
|Ẑs|2ds]
≤ CE[|Φ(X1T )− Φ(X
2
T )|
2] + CE[
∫ T
t
|f(r,X1r , Y
1
r , Z
1
r )− f(r,X
2
r , Y
1
r , Z
1
r )|
2dr]
≤ CE[|X̂T |2] + CE[
∫ T
t
|X̂r|2dr]
≤ C(T − t)E[ sup
t≤s≤T
|ŷs|2] + (C(T − t) + CL2σ)E[
∫ T
t
|ẑs|2ds]
≤ (C(T − t) + CL2σ)(E[ sup
t≤s≤T
|ŷs|2] + E[
∫ T
t
|ẑs|2ds]).
Notice Lσ is sufficiently small such that CL
2
σ ≤
1
3 . Then there exists δ0 > 0 such that Cδ0 + CL
2
σ <
1
2 , and
therefore, for any 0 ≤ δ ≤ δ0, we have
E[ sup
t≤s≤t+δ
|Ŷs|2 +
∫ t+δ
t
|Ẑs|2ds] ≤
1
2 (E[ sup
t≤s≤t+δ
|ŷs|2] + E[
∫ t+δ
t
|ẑs|2ds]). (6.20)
It follows immediately that for any 0 ≤ δ ≤ δ0 this mapping I has a unique fixed point I(V ) = V , i.e.,
FBSDE (6.1) has a unique solution (Xt,ζs , Y
t,ζ
s , Z
t,ζ
s )s∈[t,t+δ] on the time interval [t, t+ δ].
Remark 6.5. In fact, from the proof we see that Lσ ≥ 0 with CL2σ < 1 is sufficient for Proposition 6.4.
Theorem 6.2. (Generalized Comparison Theorem) We suppose the assumptions (C1), (C2) and (C4) are
satisfied. Let δ0 > 0 be a constant, only depending on the Lipschitz constant K, such that for every 0 ≤
δ ≤ δ0 and ζ ∈ L2(Ω,Ft, P ;Rn), FBSDE (6.1) has a unique solution (X is, Y
i
s , Z
i
s)s∈[t,t+δ] associated with
(b, σ, f, ζ,Φi) on the time interval [t, t + δ], respectively. Then, if for any 0 ≤ δ ≤ δ0 we have Φ1(X2t+δ) ≥
Φ2(X2t+δ), P-a.s., (resp., Φ
1(X1t+δ) ≥ Φ
2(X1t+δ), P-a.s.), we also have Y
1
t ≥ Y
2
t , P-a.s.
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Proof. The proof is similar to that of Theorem 3.1 in Wu [18]. For notational simplification, we assume
d = n = 1. We define X̂ = X1 −X2, Ŷ = Y 1 − Y 2, Ẑ = Z1 − Z2, then (X̂, Ŷ , Ẑ) satisfies the following
FBSDE:
dX̂s = (b
1
sX̂s + b
2
sŶs + b
3
sẐs)ds+ (σ
1
sX̂s + σ
2
s Ŷs + σ
3
s Ẑs)dBs,
dŶs = −(f
1
s X̂s + f
2
s Ŷs + f
3
s Ẑs)ds+ ẐsdBs,
X̂t = 0, Ŷt+δ = ΦX̂t+δ +Φ
1(X2t+δ)− Φ
2(X2t+δ),
(6.21)
where
l1s =
l(s,X1s ,Y
1
s ,Z
1
s )−l(s,X
2
s ,Y
1
s ,Z
1
s )
X1s−X
2
s
, X̂s 6= 0;
l1s = 0, otherwise;
l2s =
l(s,X2s ,Y
1
s ,Z
1
s )−l(s,X
2
s ,Y
2
s ,Z
1
s )
Y 1s −Y
2
s
, Ŷs 6= 0;
l2s = 0, otherwise;
l3s =
l(s,X2s ,Y
2
s ,Z
1
s )−l(s,X
2
s ,Y
2
s ,Z
2
s )
Z1s−Z
2
s
, Ẑs 6= 0;
l3s = 0, otherwise,
l = b, σ, f respectively, and
Φ =
Φ1(X1t+δ)−Φ
1(X2t+δ)
X1
t+δ
−X2
t+δ
, X̂t+δ 6= 0;
Φ = 0, otherwise.
It’s easy to check that (6.21) satisfies (C1), (C2) and (C4). Therefore, from Proposition 6.4 there exists a
constant 0 < δ1 ≤ δ0, such that for every 0 ≤ δ ≤ δ1, (6.21) has a unique solution on [t, t+ δ], i.e., (X̂, Ŷ , Ẑ)
is the unique solution of (6.21) on [t, t+ δ], for every 0 ≤ δ ≤ δ1. Now we introduce the dual FBSDE
dPs = (f
2
sPs − b
2
sQs − σ
2
sKs)ds+ (f
3
sPs − b
3
sQs − σ
3
sKs)dBs,
dQs = (f
1
sPs − b
1
sQs − σ
1
sKs)ds+KsdBs,
Pt = 1, Qt+δ = −ΦPt+δ.
(6.22)
Similarly, (6.22) satisfies (C1), (C2) and (C4). Consequently, due to Proposition 6.4 there exists a constant
0 < δ2 ≤ δ1, such that for every 0 ≤ δ ≤ δ2, (6.22) has a unique solution (P,Q,K) on [t, t+ δ]. Using Itoˆ’s
formula to X̂sQs + ŶsPs, we deduce from the equations (6.21) and (6.22) that,
E[X̂t+δ(−ΦPt+δ)|Ft] + E[(ΦX̂t+δ +Φ
1(X2t+δ)− Φ
2(X2t+δ))Pt+δ |Ft] = Ŷt,
i.e.,
Ŷt = E[(Φ
1(X2t+δ)− Φ
2(X2t+δ))Pt+δ |Ft]. (6.23)
Since Φ1(X2t+δ) ≥ Φ
2(X2t+δ), P-a.s., if we can prove Pt+δ ≥ 0, P-a.s., then we can get Ŷt ≥ 0, P-a.s.
For this we define the following stopping time: τ = inf {s > t : Ps = 0} ∧ (t + δ), and consider the
following FBSDE (6.24) on [τ, t+ δ] (notice that τ > t, since P is continuous and Pt = 1):
dP˜s = (f
2
s P˜s − b
2
sQ˜s − σ
2
sK˜s)ds+ (f
3
s P˜s − b
3
sQ˜s − σ
3
sK˜s)dBs,
dQ˜s = (f
1
s P˜s − b
1
sQ˜s − σ
1
sK˜s)ds+ K˜sdBs,
P˜τ = 0, Q˜t+δ = −ΦP˜t+δ.
(6.24)
Similarly to the equation (6.22) we see that, (6.24) satisfies (C1), (C2) and (C4), and therefore, from
Proposition 6.4 there exists 0 < δ3 ≤ δ2 such that for every 0 ≤ δ ≤ δ3, (6.24) has a unique solution
(P˜ , Q˜, K˜) on [τ, t+ δ]. Clearly, (P˜s, Q˜s, K˜s) ≡ (0, 0, 0) is the unique solution of (6.24). Let
P s = I[t,τ ](s)Ps + I(τ,t+δ](s)P˜s,
Qs = I[t,τ ](s)Qs + I(τ,t+δ](s)Q˜s,
Ks = I[t,τ ](s)Ks + I(τ,t+δ](s)K˜s, s ∈ [t, t+ δ].
It’s easy to show that (P ,Q,K) is a solution of FBSDE (6.22). Therefore, from the uniqueness of solution
of FBSDE (6.22) on [t, t+ δ], where 0 ≤ δ ≤ δ3, we have P t = Pt = 1 > 0. Furthermore, from the definition
of τ we have P t+δ ≥ 0, P-a.s., that is, Pt+δ ≥ 0, P-a.s. Therefore, we have Y 1t ≥ Y
2
t , P-a.s.
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Proposition 6.5. Let Φ be deterministic. We suppose the assumptions (C1), (C2), and (C4) hold true.
Then, for every p ≥ 2, there exists sufficiently small constant δ˜ > 0, only depending on the Lipschitz constant
K, and some constant C˜p.K , only depending on p, the Lipschitz constant K and the linear growth constant
L, such that for every 0 ≤ δ ≤ δ˜ and ζ ∈ Lp(Ω,Ft, P ;Rn),
(i) E[ sup
t≤s≤t+δ
|Xt,ζs |
p + sup
t≤s≤t+δ
|Y t,ζs |
p + (
∫ t+δ
t
|Zt,ζs |
2ds)
p
2 | Ft] ≤ C˜p,K(1 + |ζ|p), P-a.s.;
(ii) E[ sup
t≤s≤t+δ
|Xt,ζs − ζ|
p | Ft] ≤ C˜p,Kδ
p
2 (1 + |ζ|p), P-a.s.;
(iii) E[(
∫ t+δ
t
|Zt,ζs |
2ds)
p
2 | Ft] ≤ C˜p,Kδ
p
2 (1 + |ζ|p), P-a.s.,
where (Xt,ζs , Y
t,ζ
s , Z
t,ζ
s )s∈[t,t+δ] is the solution of FBSDE (6.1) associated with (b, σ, f, ζ,Φ) and with the time
horizon t+ δ.
Proof. Due to Proposition 6.4 there exists a constant δ0 > 0, such that for every 0 ≤ δ ≤ δ0, (6.1) has a
unique solution on [t, t+ δ], i.e.,
Y t,ζs = Φ(X
t,ζ
t+δ) +
∫ t+δ
s
f(r,Xt,ζr , Y
t,ζ
r , Z
t,ζ
r )dr −
∫ t+δ
s
Zt,ζr dBr, t ≤ s ≤ t+ δ. (6.25)
We consider Y˜ t,ζs = Y
t,ζ
s − Φ(ζ), and for any β ≥ 0 by applying Itoˆ’s formula to e
βs|Y˜ t,ζs |
2, we get
E[eβs|Y˜ t,ζs |
2|Fs] + E[
∫ t+δ
s
{βeβr|Y˜ t,ζr |
2 + eβr|Zt,ζr |
2}dr|Fs]
= E[eβ(t+δ)|Y˜ t,ζt+δ|
2|Fs] + E[
∫ t+δ
s
eβr2Y˜ t,ζr f(r,X
t,ζ
r , Y
t,ζ
r , Z
t,ζ
r )dr|Fs]
= E[eβ(t+δ)|Y˜ t,ζt+δ|
2|Fs] + E[
∫ t+δ
s
eβr2Y˜ t,ζr (f(r,X
t,ζ
r , Y
t,ζ
r , Z
t,ζ
r )− f(r, ζ,Φ(ζ), 0) + f(r, ζ,Φ(ζ), 0))dr|Fs].
(6.26)
By taking β large enough and since |f(r, ζ,Φ(ζ), 0)| ≤ C(1 + |ζ|), we get by using BSDE standard methods
|Y˜ t,ζs |
2 + E[
∫ t+δ
s
{|Y˜ t,ζr |
2 + |Zt,ζr |
2}dr|Fs]
≤ CE[ sup
s≤r≤t+δ
|Xt,ζr − ζ|
2|Fs] + C(t+ δ − s)(1 + |ζ|2), P-a.s.,
(6.27)
where C only depends on K and L. Therefore, from (6.25) and (6.27) and Buckholder-Davis-Gundy inequal-
ity,
E[ sup
t≤s≤t+δ
|Y˜ t,ζs |
2|Ft] ≤ CE[ sup
t≤r≤t+δ
|Xt,ζr − ζ|
2|Ft] + Cδ(1 + |ζ|
2), P-a.s. (6.28)
On the other hand, from (6.27)
|Y˜ t,ζs |
2 ≤ CE[ sup
t≤r≤t+δ
|Xt,ζr − ζ|
2|Fs] + Cδ(1 + |ζ|
2), P-a.s., t ≤ s ≤ t+ δ. (6.29)
When p > 2, we define η = sup
t≤r≤t+δ
|Xt,ζr − ζ| ∈ L
2(Ω,Ft+δ, P ). Then Ms := E[η|Fs], s ∈ [t, t+ δ], is a
martingale, and from Doob’s martingale inequality, we have
E[ sup
t≤s≤t+δ
|Ms|
p
2 |Ft] ≤ CpE[|Mt+δ|
p
2 |Ft] ≤ CpE[η
p
2 |Ft]
= CpE[ sup
t≤r≤t+δ
|Xt,ζr − ζ|
p|Ft], P-a.s.
(6.30)
Therefore, from (6.29) and (6.30)
E[ sup
t≤s≤t+δ
|Y˜ t,ζs |
p|Ft] ≤ CpE[ sup
t≤r≤t+δ
|Xt,ζr − ζ|
p|Ft] + Cpδ
p
2 (1 + |ζ|p), P-a.s. (6.31)
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Now we consider Y t,ζs −Φ(ζ) = Φ(X
t,ζ
t+δ)−Φ(ζ) +
∫ t+δ
s
f(r,Xt,ζr , Y
t,ζ
r , Z
t,ζ
r )dr−
∫ t+δ
s
Zt,ζr dBr, t ≤ s ≤ t+ δ.
From Burkholder-Davis-Gundy inequality and (6.31),
E[(
∫ t+δ
t
|Zt,ζs |
2ds)
p
2 | Ft] ≤ CpE[ sup
t≤s≤t+δ
|
∫ s
t
Zt,ζr dBr|
p | Ft]
≤ CpE[ sup
t≤s≤t+δ
|Y˜ t,ζs |
p + (
∫ t+δ
t
|f(s,Xt,ζs , Y
t,ζ
s , Z
t,ζ
s )|ds)
p | Ft]
= CpE[ sup
t≤s≤t+δ
|Y˜ t,ζs |
p | Ft]
+CpE[(
∫ t+δ
t
|f(s,Xt,ζs , Y
t,ζ
s , Z
t,ζ
s )− f(s, ζ,Φ(ζ), 0) + f(s, ζ,Φ(ζ), 0)|ds)
p | Ft]
≤ (Cp + Cpδp)E[ sup
t≤s≤t+δ
|Xt,ζs − ζ|
p | Ft] + Cpδ
p
2 (1 + |ζ|p) + Cpδ
p
2E[(
∫ t+δ
t
|Zt,ζs |
2ds)
p
2 | Ft].
By choosing then 0 < δ1 ≤ δ0 such that 1− Cpδ
p
2
1 > 0, we get, for any 0 ≤ δ ≤ δ1, P-a.s.,
E[(
∫ t+δ
t
|Zt,ζs |
2ds)
p
2 | Ft] ≤ (Cp + Cpδ
p)E[ sup
t≤s≤T
|Xt,ζs − ζ|
p | Ft] + Cpδ
p
2 (1 + |ζ|p). (6.32)
Similarly, equation (6.1) and the estimates (6.31) and (6.32) yield
E[ sup
t≤r≤t+δ
|Xt,ζr − ζ|
p | Ft]
≤ CpE[(
∫ t+δ
t
b(r,Xt,ζr , Y
t,ζ
r , Z
t,ζ
r )dr)
p | Ft] + CpE[(
∫ t+δ
t
|σ(r,Xt,ζr , Y
t,ζ
r , Z
t,ζ
r )|
2dr)
p
2 | Ft]
≤ Cp(1 + |ζ|p)δ
p
2 + (Cpδ
p
2 + CpL
p
σ)E[(
∫ t+δ
t
|Zt,ζr |
2dr)
p
2 | Ft]
+Cpδ
p
2E[ sup
t≤r≤t+δ
|Xt,ζr − ζ|
pdr | Ft]
≤ Cp(1 + |ζ|p)δ
p
2 + (Cpδ
p
2 + CpL
p
σ)E[ sup
t≤r≤t+δ
|Xt,ζr − ζ|
p | Ft].
Let Lσ > 0 be sufficiently small such that CpL
p
σ < 1. Then there exists constant 0 < δ2 ≤ δ1 such that
1− (Cpδ
p
2
2 + CpL
p
σ) > 0, and we obtain,
E[ sup
t≤r≤t+δ
|Xt,ζr − ζ|
p | Ft] ≤ Cp(1 + |ζ|
p)δ
p
2 , P-a.s., t ≤ s ≤ t+ δ. (6.33)
Finally, (6.31) and (6.32) allow to complete the proof.
Similarly, we can prove the following proposition.
Proposition 6.6. Suppose that (bi, σi, fi,Φi), i = 1, 2 all satisfy the assumptions (C1), (C2) and (C4).
There exists a constant 0 < δ0, only depending on the Lipschitz constant K, such that for every 0 ≤ δ ≤ δ0,
the same initial state ζ ∈ L2(Ω,Ft, P ;Rn), (X is, Y
i
s , Z
i
s)s∈[t,t+δ] is the solution of FBSDE (6.1) associated
with (bi, σi, fi,Φi) on the time interval [t, t+ δ], respectively. Then we have: there exists a constant δ1 > 0,
such that for every 0 ≤ δ ≤ δ1,
|Y 1t − Y
2
t |
2 ≤ CE[|Φ1(t+ δ,X1t+δ)− Φ2(t+ δ,X
1
t+δ)|
2 | Ft]
+CδE[
∫ t+δ
t
|(b1 − b2)(s,X1s , Y
1
s , Z
1
s )|
2ds | Ft]
+CE[
∫ t+δ
t
|(σ1 − σ2)(s,X1s , Y
1
s , Z
1
s )|
2ds | Ft]
+CδE[
∫ t+δ
t
|(f1 − f2)(s,X1s , Y
1
s , Z
1
s )|
2ds | Ft], P-a.s.
Remark 6.6. When (b1, σ1, f1) = (b2, σ2, f2) in Proposition 6.6, we have
|Y 1t − Y
2
t | ≤ C(E[|Φ1(t+ δ,X
1
t+δ)− Φ2(t+ δ,X
1
t+δ)|
2|Ft])
1
2 , P-a.s.
Corollary 6.1. Under the assumptions (C1), (C2) and (C4), there exists a constant 0 < δ0, only depending
on the Lipschitz constant K, such that for every 0 ≤ δ ≤ δ0, the associated initial state ζ ∈ L2(Ω,Ft, P ;Rn)
and any ε > 0, (Xt,ζs , Y
t,ζ
s , Z
t,ζ
s )s∈[t,t+δ] is the solution of FBSDE (6.1) associated with (b, σ, f, ζ,Φ), and
(X
t,ζ
s , Y
t,ζ
s , Z
t,ζ
s )s∈[t,t+δ] is the solution of FBSDE (6.1) associated with (b, σ, f, ζ,Φ+ ε) on the time interval
[t, t+ δ], respectively. Then we have
|Y t,ζt − Y
t,ζ
t | ≤ Cε, P-a.s.
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