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Introduction
Les pages suivantes sont de´die´es a` l’e´tude de proble`mes d’optimisation de forme.
Cette the`se s’est de´roule´e en deux parties d’importances ine´gales.
La premie`re partie, portant sur l’e´tude de proble`mes faisant intervenir l’e´nergie
associe´e a` une EDP sur un domaine de Rd ainsi que son pe´rime`tre, et une contrainte ou
une pe´nalisation portant sur sa mesure, constitue l’apport essentiel de cette the`se. Outre
les re´sultats d’existence de solution a` de tels proble`mes, ou encore les questions relatives
au contexte que l’on doit choisir pour que le proble`me soit bien pose´, le proble`me de la
re´gularite´ des formes optimales a plus spe´cifiquement e´te´ traite´. La seconde partie de
la the`se, d’importance moindre, a porte´ sur le traitement nume´rique de proble`mes de
partitions optimales a` l’aide d’algorithmes ge´ne´tiques.
Le premier proble`me, portant sur les questions de re´gularite´ des formes optimales,
peut eˆtre pre´cise´ ainsi : soit D un ouvert de Rd avec d ≥ 2. Pour toute partie Ω
mesurable de D, P (Ω) de´signe le pe´rime`tre de cet ensemble (voir le chapitre 1), |Ω|
sa mesure de Lebesgue d-dimensionnelle, et J(Ω) une e´nergie associe´e a` un proble`me
d’EDP sur Ω (en pratique, on conside`rera l’e´nergie associe´e a` un proble`me de Poisson
avec condition au bord de type Dirichlet, ou encore une fonctionnelle associe´e a` un
proble`me de valeur propre).
Soit maintenant un m ∈ (0, |D|). Pour tout λ > 0, on de´finit
E(Ω) = J(Ω) + P (Ω),
Eλ(Ω) = J(Ω) + P (Ω) + λ
∣∣|Ω| −m∣∣.
On de´finit les ensembles admissibles au sens suivant :
A = {Ω ⊂ D : Ω mesurable, |Ω| <∞},
Am = {Ω ∈ A : |Ω| = m}.
Les proble`mes d’optimisation de forme conside´re´s sont alors les suivants :
(i) Le proble`me contraint :{
Ω∗ ∈ Am
E(Ω∗) = inf {E(Ω) : Ω ∈ Am} (P)
(ii) le proble`me pe´nalise´ : {
Ω∗λ ∈ A
Eλ(Ω∗λ) = inf
{Eλ(Ω) : Ω ∈ A} (Pλ)
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Remarquons tout d’abord que dans le cas ou` la fonctionnelle J est identiquement
nulle, il s’agit la` des proble`mes isope´rime´triques classiques. La re´gularite´ des formes
optimales associe´es est alors un proble`me difficile, mais aujourd’hui re´solu. Dans ce cas
particulier, on a
les frontie`res re´duites ∂redΩ
∗ et ∂redΩ∗λ sont des hypersurfaces analytiques,
et ∀s > d− 8, Hs(∂Ω∗\∂redΩ∗) = Hs(∂Ω∗λ\∂redΩ∗λ) = 0.
L’autre aspect des fonctionnelles conside´re´es se de´couvre lorsque l’on oˆte le terme de
pe´rime`tre dans E et Eλ pour ne plus conside´rer que la minimisation de la fonctionnelle
d’e´nergie avec contrainte ou pe´nalisation de mesure. On de´taillera dans la suite des
exemples de re´gularite´ de´ja` connus sur ce type de fonctionnelles.
L’ide´e sous-jacente aux travaux qui suivent est que, chacune des parties de E ou de
Eλ engendrant de la re´gularite´, on peut espe´rer obtenir de la re´gularite´ pour les formes
optimales, et c’est en effet les re´sultats obtenus dans la premie`re partie, pour quelques
exemples de fonctionnelles J :
(i) l’e´nergie de Dirichlet pour une re´gularite´ suffisante du second membre,
(ii) la premie`re valeur propre du Laplacien dans le cas ge´ne´ral.
Une des premie`res e´tapes du raisonnement consistera a` prouver que le proble`me (P)
est e´quivalent au proble`me (Pλ) pourvu que λ soit suffisamment grand. Une seconde
e´tape consiste a` prouver une re´gularite´ suffisante (on reviendra sur cette notion) pour la
fonction d’e´tat associe´e a` l’EDP conside´re´e. Une troisie`me partie consistera a` appliquer
des re´sultats connus sur les surfaces minimales pour obtenir un premier re´sultat de
re´gularite´ sur la frontie`re de la forme optimale. Enfin, on essayera de mettre en place
des me´thodes d’obtention de re´gularite´ supe´rieure.
La seconde partie de cette the`se a porte´ sur des questions nume´riques. Les proble`mes
qui y ont e´te´ e´tudie´s peuvent eˆtre formule´s dans un cadre ge´ne´ral de la manie`re suivante :
conside´rons un ouvert borne´ D de Rd et appelons forme admissible une famille a` k
e´le´ments (A1, . . . , Ak), les Ai e´tant des sous-ensembles de D deux a` deux disjoints et de
re´union D. On se donne une fonction F de´finie sur l’ensemble des formes admissibles
a` valeurs dans R et on cherche a` trouver les formes optimales de F .
Parmi les proble`mes e´tudie´s, citons, pour k = 2, celui de la fonctionnelle :
(A1, A2) 7→ λ1(A1) + λ1(A2),
et, pour k = 3, celui de la fonctionnelle
(A1, A2, A3) 7→ max
{
λ1(A1), λ1(A2), λ1(A3)
}
.
L’e´tude nume´rique de ces proble`mes a notamment permis d’obtenir des ide´es quant a` la
forme des partitions optimales pour certains domaines D ou` des conjectures a` ce sujet
existaient de´ja`, et ainsi de les “confirmer” ou de les “infirmer” nume´riquement.
Un autre proble`me e´tudie´ consiste a` mettre une contrainte de mesure sur l’union
des Ai. Les formes admissibles sont par exemple les couples (A1, A2), les ensembles A1
et A2 e´tant inclus dans D, d’intersection vide, et de re´union de mesure m fixe´e
dans
(
0, |D|). La premie`re e´tape a consiste´ a` se ramener a` un proble`me sans contrainte
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de mesure, mais avec une fonctionnelle pe´nalise´e. On traite alors nume´riquement ce
proble`me pe´nalise´.
Pour tous ces proble`mes, des me´thodes de type algorithmes ge´ne´tiques ont e´te´
mises en place. Ce choix a eu plusieurs motivations. La premie`re e´tait la mise en place
elle-meˆme de cette me´thode, du couplage avec le logiciel de calcul Melina, et de la
distribution des calculs sur un nombre conse´quent de machines. La seconde motivation
e´tait d’utiliser les algorithmes ge´ne´tiques pour obtenir des renseignements quant a`
l’allure des formes optimales, l’objectif e´tant d’utiliser ces renseignements pour lancer
ensuite des me´thodes de re´solution plus pre´cises, par exemple par variation de frontie`re.
12 INTRODUCTION
Premie`re partie
Re´sultats de re´gularite´
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Introduction
L’objectif de cette partie est de prouver des re´sultats de re´gularite´ des formes opti-
males dans des proble`mes d’optimisation de forme pe´nalise´s par le pe´rime`tre.
Les proble`mes traite´s dans cette partie apparaissent, par exemple, dans les
proble`mes de formage e´lectromagne´tique, ou` l’on cherche a` mode´liser la forme d’un
me´tal liquide contraint par un champ e´lectromagne´tique. Dans une approche varia-
tionnelle de ces proble`mes, la forme a` l’e´quilibre minimise l’e´nergie totale du syste`me
conside´re´. La formulation mathe´matique est donc naturellement celle d’un proble`me
d’optimisation de forme. On remarque d’abord qu’on impose une contrainte sur la me-
sure des formes, ce qui traduit le fait que l’on dispose d’une quantite´ donne´e de me´tal.
L’e´nergie totale est alors compose´e de deux termes : l’e´nergie de tension de surface qui,
comme d’habitude, est proportionnelle au pe´rime`tre de la forme occupe´e par le liquide,
et l’e´nergie e´lectromagne´tique, de´crite par le potentiel e´lectromagne´tique, solution d’un
proble`me de Dirichlet. De manie`re ge´ne´rale, ce genre de fonctionnelle apparaˆıt dans de
nombreuses applications (on pourra se reporter a` [HP05]).
Le proble`me conside´re´ est donc de la forme (P) dans le cas particulier ou` la fonc-
tionnelle J est la suivante
J(Ω) = inf
{
G(v) : v ∈ H10 (Ω)
}
(1)
ou`G(v) =
∫
Ω
1
2 |∇v|2−fv. Dans la suite, on appellera souvent J(Ω), par abus de langage,
l’e´nergie de Dirichlet associe´e a` la forme Ω. En effet, dans le cas ou` Ω est ouvert, on sait
que J(Ω) = G(uΩ) ou` uΩ est la solution du proble`me suivant, dit proble`me de Dirichlet
(ou` f est une fonction donne´e de L2(D)) :{ −∆uΩ = f dans Ω,
uΩ ∈ H10 (Ω).
(2)
Dans la suite, on appellera fonction d’e´tat associe´e a` Ω la fonction uΩ. La de´finition
de H10 (Ω) peut eˆtre e´tendue a` un ensemble Ω a priori seulement mesurable (pour cela
voir le chapitre 1) et la fonction d’e´tat uΩ est alors de´finie comme la seule fonction
de H10 (Ω) telle que J(Ω) = G(uΩ).
L’e´tude de la fonctionnelle sans terme de pe´rime`tre, i.e., la minimisation de la
fonctionnelle J , a de´ja` e´te´ faite. En particulier, quand f est borne´e et positive, la
re´gularite´ comple`te du bord est obtenue quand d = 2, et la re´gularite´ a` un ensemble
de mesure de Hausdorff Hd−1 nulle pre`s quand d ≥ 3 (on pourra se reporter a` [Bri04]
et a` [BHP05]). On remarquera que, meˆme dans le cas d = 2, des singularite´s de type
point de rebroussement peuvent apparaˆıtre quand le signe de f change. Dans tous les
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cas, une e´tape pre´liminaire reste l’e´tude de la fonction d’e´tat associe´e a` ce proble`me.
La re´gularite´ Lipschitz de la fonction d’e´tat est prouve´e dans [BHP05]. Dans le cas
ou` la fonctionnelle J est la premie`re valeur propre du Laplacien avec condition au
bord de Dirichlet, le meˆme type de re´sultat se trouve encore dans [BHP05]. Avec la
premie`re valeur propre, mais pour des ope´rateurs de type div(A∇), on pourra se re´fe´rer
a` [Wag05], et pour des ope´rateurs de type p-Laplacien non homoge`nes, a` [BW07].
De la meˆme manie`re, l’e´tude du terme de pe´rime`tre seul cette fois, est classique.
On pourra se re´fe´rer par exemple a` [Giu84], ou encore aux travaux de Tamanini et aux
re´fe´rences qui y sont donne´es ([Tam94], [Tam88], [GMT83]). Le re´sultat essentiel (et
que nous utiliserons indirectement) est que le bord re´duit des formes optimales est lisse,
et que le bord au sens de la mesure et le bord re´duit ne diffe`rent qu’a` un ensemble de
dimension de Hausdorff d− 8 pre`s (si l’on travaille en dimension d).
Le postulat de base des travaux qui suivent a consiste´ a` voir dans le pe´rime`tre un
terme re´gularisant. C’est a` dire, on a voulu utiliser sa pre´sence dans la fonctionnelle
de forme et ses proprie´te´s pour trouver de la re´gularite´ sur les formes optimales. Pour
ce faire, la premie`re chose a e´te´ d’“e´liminer” le terme associe´ a` l’EDP, et pour cela, il
fallait arriver a` prouver une re´gularite´ suffisante de la fonction d’e´tat. Notre contribu-
tion principale a e´te´ de prouver, quand la fonction f est positive et re´gulie`re, que la
fonction d’e´tat associe´e a` une forme optimale est lipschitzienne. Cette re´gularite´ nous a
alors permis d’utiliser les proprie´te´s du pe´rime`tre pour obtenir un premier re´sultat de
re´gularite´ sur le bord de la forme optimale. Ensuite, on a mis en oeuvre des proce´de´s
classiques faisant l’aller-retour entre la fonction d’e´tat et le bord du domaine pour
monter en re´gularite´.
On peut trouver un proble`me semblable dans [CL03]. Les auteurs y e´tudient un
proble`me voisin, avec un terme de compliance a` la place de l’e´nergie de Dirichlet, et
en dimension 2 uniquement. Ils prouvent que le bord des formes optimales est lisse, en
utilisant la re´gularite´ apporte´e par le pe´rime`tre, apre`s avoir fait disparaitre le terme de
compliance. Bien que la technique que nous allons de´velopper soit tre`s diffe´rente, de
meˆme que le contexte utilise´, les e´tapes cle´s (e´limination du terme EDP, utilisation du
pe´rime`tre, bootstrap) restent les meˆmes. Enfin, on trouve dans [ACKS01] l’e´tude d’un
couplage EDP pe´rime`tre. Le proble`me est diffe´rent du notre (il s’agit la` d’un proble`me
a` deux phases avec minimisation de l’e´nergie totale et de la surface de la frontie`re libre)
mais la technique qui y a e´te´ de´veloppe´e a e´te´ a` la base de notre analyse.
E´nume´rons les principales contributions de ce travail. Tout d’abord, on a cherche´
a` obtenir des re´sultats d’e´quivalence des proble`mes (Pλ) et (P) pour des λ grands. En
effet, l’observation du proble`me (P) nous a conduits a` remarquer qu’il est difficile de
perturber une forme optimale Ω. Par exemple, une perturbation e´le´mentaire et naturelle
du type Ω∪B, pour une boule quelconque B dans D, n’est plus admissible. D’un autre
coˆte´, ce type de perturbation est admissible en ce qui concerne le proble`me (Pλ). L’ide´e
de se ramener du premier au second type de proble`me est classique et a de´ja` e´te´ exploite´e
dans [BHP05] en ce qui concerne le proble`me de l’e´nergie de Dirichlet seule, ou encore
dans [GMT83] ou [Tam88] en ce concerne le pe´rime`tre seul. L’ide´e commune est toujours
que les re´sultats de re´gularite´ sont obtenus plus facilement pour le proble`me (Pλ) et
transfe´re´s, via le re´sultat d’e´quivalence, sur le proble`me (P). Dans notre e´tude, les
re´sultats d’e´quivalence prouve´s sont valides pour des domaines de travail D pre´sentant
une certaine structure. En effet, en pratique, l’obtention de ces re´sultats d’e´quivalence
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provient de notre capacite´ a` faire des perturbations d’un sous-ensemble de D tout
en controˆlant l’influence de ces perturbations a` la fois sur la variation de l’e´nergie de
Dirichlet et sur la variation du pe´rime`tre. Pour des domaines e´toile´s, sur lesquels a porte´
notre e´tude, les homothe´ties constituent des perturbations qui ont permis ce controˆle.
L’e´tape suivante, pre´alable a` toute e´tude de la re´gularite´ des formes optimales,
re´side dans l’e´tude de la re´gularite´ de la fonction d’e´tat. Pour une forme optimale Ω du
proble`me (Pλ), l’utilisation de perturbations de la forme Ω∪B pour des boules B nous a
conduit directement au premier re´sultat de re´gularite´ de la fonction d’e´tat uΩ, a` savoir la
1
2 -Ho¨lder continuite´. Ces re´sultats ont fait l’objet de la publication [Lan07a]. Ils passent
essentiellement par l’obtention de bonnes estimations sur la distribution ∆|uΩ|, proce´de´
utilise´ par exemple dans [BHP05]. Ces estimations ont e´te´ obtenues dans plusieurs
cadres :
(i) d’abord, lorsque la fonction d’e´tat est positive, de tre`s faibles hypothe`ses sur f
(f dans Lq pour q assez grand) suffisent.
(ii) Sans hypothe`se de signe, il faut cette fois estimer a` la fois ∆u+Ω et ∆u
−
Ω . Un outil in-
dispensable dans l’e´tude de ce couplage a` e´te´ le lemme de Monotonie de [ACF84].
Or, une hypothe`se fondamentale dans l’e´tude de ce lemme demande que les me-
sures ∆u+Ω et ∆u
−
Ω soient borne´es infe´rieurement. La preuve dans ce cadre requiert
donc comme hypothe`se supple´mentaire que la fonction f soit borne´e. De plus, un
pre´alable pour appliquer le lemme de Monotonie est aussi de prouver la continuite´
de uΩ.
(iii) On a enfin prouve´ ce re´sultat de re´gularite´ dans le cas ou` la fonctionnelle J n’est
plus associe´e au Laplacien, mais a` un ope´rateur plus ge´ne´ral de type elliptique
sous forme divergentielle (G(u) = 12
∫
ΩA(x)∇u(x) · ∇u(x)−
∫
Ω f u). On utilisera
ici une approche diffe´rente de (i) et (ii), exploitant a priori la re´gularisation par
le pe´rime`tre. On utilisera ensuite des re´sultats de la the´orie des ope´rateurs ellip-
tiques, et, en particulier, on demandera a` la fonction f d’eˆtre positive (plusieurs
applications du principe du maximum) et borne´e.
L’e´tude pre´ce´dente ne permet pas de conclure directement a` la re´gularite´ du bord
de la forme optimale dans les cas conside´re´s. En effet, il faudrait avoir prouve´ une
re´gularite´ de type (12 + ε)-Ho¨lder continuite´ pour pouvoir espe´rer conclure. Le re´sultat
suivant a consiste´ a` prouver que, si l’on suppose la fonction f borne´e, positive, et Ho¨lder
continue, alors la fonction d’e´tat associe´e a` une forme optimale est lipschitzienne. Ce
re´sultat s’appuie fortement sur les me´thodes de´veloppe´es dans [ACKS01]. Il a fait l’objet
de la publication [Lan07b].
Sous l’hypothe`se de lipschitziannite´ de la fonction d’e´tat associe´e a` une forme op-
timale, on peut appliquer la the´orie des quasi-minimiseurs et prouver ainsi, d’une part
que la frontie`re re´duite de la forme optimale a une structure de varie´te´ C1,α, et d’autre
part que la diffe´rence entre le bord (au sens de la mesure) de la forme optimale et ce
bord re´duit est de mesure Hs nulle pour tout s > d − 8. L’e´tape suivante a consiste´
alors en l’e´criture de l’e´quation d’Euler associe´e a` la forme optimale, formellement :
κΩ =
1
2
|∇uΩ|2 + constante,
ou` κΩ de´signe la courbure moyenne au bord. On prouve alors, par un argument de
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type “bootstrap”, que la` ou` la fonction f est de classe Ck,α, le bord re´duit de la forme
optimale est de classe Ck+3,α.
Enfin, l’inte´gralite´ de ces re´sultats a e´te´ transpose´e dans le cas ou` la fonctionnelle J
est remplace´e par λ1(Ω), la premie`re valeur propre de l’ope´rateur −∆ avec condition
de Dirichlet au bord. Notons que, dans ce cas, la fonction d’e´tat est e´galement positive
puisqu’il s’agit de la premie`re fonction propre.
E´nonc¸ons brie`vement le plan de cette partie.
– Dans un premier chapitre, on va rappeler un certain nombre de re´sultats utiles
dans la suite, concernant notamment les espaces H10 ainsi que la notion de
pe´rime`tre. On donnera un certain nombre de re´fe´rences bibliographiques en omet-
tant souvent les preuves des re´sultats e´nonce´s.
– Dans un second chapitre, on mentionnera brie`vement quelques re´sultats d’exis-
tence pour la classe de proble`mes e´tudie´e.
– Dans un troisie`me chapitre, on va e´tudier l’e´quivalence des proble`mes (P) et (Pλ).
– Dans un quatrie`me chapitre, on pre´sente la preuve de la 12 -Ho¨lder continuite´ dans
un cadre ge´ne´ral.
– Le cinquie`me chapitre est consacre´ a` la preuve de la Lipschitziannite´ de la fonction
d’e´tat.
– Le sixie`me chapitre vise a` appliquer les re´sultats pre´ce´dents en vue d’obtenir des
re´sultats de re´gularite´ sur la frontie`re d’une forme optimale. On y e´tudie aussi
l’obtention de re´gularite´ d’ordre supe´rieur.
– Dans le septie`me chapitre, on remplace la fonctionnelle J par λ1 la premie`re
valeur propre de l’ope´rateur−∆ avec conditions au bord de Dirichlet et on indique
comment les re´sultats pre´ce´dents s’adaptent.
– Enfin, dans un dernier chapitre, on remplace la fonctionnelle J par l’e´nergie as-
socie´e non plus a` l’ope´rateur −∆, mais a` un ope´rateur elliptique sous forme diver-
gentielle. On verra comment on prouve la continuite´ puis la 12 -Ho¨lder continuite´
de la fonction d’e´tat, sous de fortes hypothe`ses sur la fonction f .
Chapitre 1
Rappels
Les fonctionnelles que nous manipulerons dans la suite de cette partie feront in-
tervenir, de manie`re ge´ne´rale, un terme d’e´nergie associe´ a` une EDP et un terme de
pe´rime`tre. Afin de prouver les the´ore`mes d’existence, il sera souvent ne´cessaire de re-
laxer les proble`mes conside´re´s. En pratique, cela se re´sumera a` prendre pour formes
admissibles des ensembles seulement mesurables. L’objet de ce chapitre est de rappeler,
dans une premie`re partie, une de´finition ge´ne´rale que l’on peut donner aux ensembles
H10 , qui constituent le cadre que nous utiliserons pour les e´nergies d’EDP. Dans une
seconde partie, on rappellera la de´finition ge´ne´rale du pe´rime`tre et quelques re´sultats
de semi-continuite´ et de compacite´ utilise´s dans la suite.
1.1 Sur les ensembles H10
En pratique, on va travailler sur des sous-ensembles d’un domaine fixe D (ce sera
d’ailleurs le cadre des proble`mes d’optimisation de forme que nous conside`rerons plus
tard). On suppose donc que D est un ouvert re´gulier (pour l’instant non ne´cessairement
borne´) de Rd.
1.1.1 Premie`re de´finition
La de´finition de l’ensemble H10 pour un ouvert est classique (on notera, pour un
ouvert Ω, par C∞c (Ω) l’ensemble des fonctions de classe C∞ a` support compact inclus
dans l’ensemble Ω) :
De´finition 1.1. Soit Ω un ouvert inclus dans D. On de´finit la norme ‖.‖H1(Ω) par
∀ϕ ∈ C∞c (Ω), ‖ϕ‖2H1(Ω) = ‖ϕ‖2L2(Ω) + ‖∇ϕ‖2L2(Ω).
L’espace H10 (Ω) est alors de´fini comme le comple´te´ de l’espace C∞c (Ω) pour la
norme ‖.‖H1(Ω).
L’un des objectifs des re´sultats e´nonce´s ci-apre`s est de fournir une de´finition perti-
nente de l’ensemble H10 (Ω) quand l’ensemble Ω est “seulement” mesurable.
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1.1.2 Capacite´, fonction quasi-continue
C’est l’outil qui permet en quelque sorte de “mesurer” les ensembles du point de
vue de leur influence sur les espaces H10 . En voici la de´finition :
De´finition 1.2. Soit K un compact de Rd. On pose
cap(K) = inf
{‖v‖2H10 (Rd) : v ∈ C∞c (Rd), v ≥ 1 sur K}.
Pour un ouvert ω de Rd, on pose
cap(ω) = sup
{
cap(K) : K ⊂ Ω, K compact }.
Enfin, pour un sous-ensemble quelconque E de Rd, on pose
cap(E) = inf
{
cap(ω) : E ⊂ ω, ω ouvert }.
On a alors une de´finition e´quivalente :
cap(E) = inf
{‖v‖H1(Rd) : v ∈ H10 (Rd), v ≥ 1 p.p. sur un voisinage de E}.
(avec cap(E) =∞ si l’ensemble ci-dessus est vide).
Remarque. (i) De la meˆme manie`re que les ensembles de mesure nulle donnent naissance
a` la notion de presque partout, les ensembles de capacite´ nulle engendrent la notion de
quasi-partout.
(ii) En pratique, les ensembles de capacite´ nulle sont transparents vis-a`-vis des
espaces H10 .
(iii) Pour plus de de´tails sur les proprie´te´s des capacite´s, on pourra consul-
ter [HP05], [Zie89].
Voici une autre notion engendre´e par les capacite´s :
De´finition 1.3. Une fonction f : Rd → R est dite quasi-continue si et seulement si il
existe une suite de´croissante d’ouverts de Rd : (ωn)n, ve´rifiant
limn→∞ cap(ωn) = 0
la restriction de f au comple´mentaire de ωn est continue.
Cette notion est en fait conc¸ue pour les fonctions des espaces H10 . En effet, on a le
re´sultat suivant :
The´ore`me 1.1. Toute fonction f de H10 (R
d) admet un repre´sentant quasi-continu f˜
qui est unique modulo l’e´galite´ quasi-partout.
Remarque. Dans la suite, la notation .˜ de´signera toujours le repre´sentant quasi-continu.
De la meˆme manie`re que les ouverts sont associe´s aux fonctions continues, on de´finit
les quasi-ouverts :
De´finition 1.4. Un sous-ensemble Ω de D est dit quasi-ouvert s’il existe une suite
de´croissante d’ouverts (ωn)n telle que
limn→∞ cap(ωn) = 0,
∀n, Ω ∪ ωn est ouvert.
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On fait alors le lien entre fonction quasi-continue et quasi-ouvert (dans la suite, on
a utilise´ la notation [F > α] pour de´signer l’ensemble {x : F (x) > α}, et on de´finit de
fac¸on semblable les ensembles [F < α] et [F 6= α]) :
Proposition 1.2. Soient f : Rd → R une fonction quasi-continue et α un re´el. Alors
l’ensemble [f > α] est un quasi-ouvert. En particulier, si u est une fonction de H10 (R
d),
[u˜ > α] est un quasi-ouvert, et tout quasi-ouvert est de cette forme.
1.1.3 De´finition ge´ne´rale de l’espace H10
La de´finition ge´ne´rale des espaces H10 de´coule du re´sultat suivant :
The´ore`me 1.3. Soit Ω un ouvert quelconque contenu dans D. Alors(
u ∈ H10 (Ω)
)⇔ (u ∈ H10 (D) et u˜ = 0 quasi-partout sur D\Ω).
Une de´finition ge´ne´rale de l’espace H10 suit :
De´finition 1.5. Soit A un sous-ensemble de D. On pose
H10 (A) =
{
u ∈ H10 (D) : u˜ = 0 q.p. sur D\A
}
.
Remarque. (i) Avec cette de´finition, on remarque que, pour n’importe quelle fonction
u ∈ H10 (D), on peut de´finir le quasi-ouvert [u˜ 6= 0], et on a alors u ∈ H10
(
[u˜ 6= 0]).
(ii) Remarquons enfin que, pour u dans H10 (Ω), les fonctions u et ∇u sont de´finies
sur tout D, mais nulle presque-partout sur D\Ω. En pratique, cela signifie que l’on a∫
Ω
u2 =
∫
D
u2,
∫
Ω
|∇u|2 =
∫
D
|∇u|2.
En utilisant cette remarque, on “oubliera” parfois dans la suite d’e´crire sous le signe
∫
l’ensemble sur lequel porte l’inte´gration.
Dans la suite, une proprie´te´ fondamentale de ces espaces est la suivante :
Lemme 1.4 (Ine´galite´ de Poincare´). Soit Ω un sous-ensemble mesurable de Rd de
mesure finie. Alors,
∀v ∈ H10 (Ω),
∫
Ω
v2 ≤ C(d) |Ω| 2d
∫
Ω
|∇v|2.
Remarque sur la preuve. Elle est obtenue en utilisant la meˆme ine´galite´, plus facile,
lorsque les fonctions sont radiales, et le proce´de´ de syme´trisation radiale (voir [Cro91]).
Remarque. On peut alors de´finir de nouveau un proble`me de Dirichlet, en utilisant un
proce´de´ de minimisation. On cherche une fonction u ∈ H10 (Ω) re´alisant
G(u) = inf
{
G(v) : v ∈ H10 (Ω)
}
,
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ou` G(v) = 12
∫ |∇u|2 − f v. En utilisant l’ine´galite´ de Poincare´, on prouve, par l’e´tude
d’une suite minimisante qu’une telle fonction u existe, et qu’elle ve´rifie de plus
∀v ∈ H10 (Ω),
∫
Ω
∇u · ∇v =
∫
Ω
f v.
En particulier, on a donc ∫
Ω
|∇u|2 =
∫
Ω
f u.
Pour un sous-ensemble Ω de D, on notera uΩ cette fonction.
En ce qui concerne le rapport du passage a` la limite avec les capacite´s, on a le
re´sultat suivant :
Proposition 1.5. Soit (fp)p une suite de fonctions convergeant vers f dans H
1(Rd).
Alors, il existe une suite-extraite (fpm)m telle que f˜pm converge quasi-partout vers f˜ .
Un re´sultat sur les supports de fonctions, utilise´ dans le seconde partie de ce docu-
ment :
Proposition 1.6. Soient u et v deux fonctions dans H10 (D). Si u˜.v˜ = 0 quasi-partout,
alors il existe un autre repre´sentant quasi-continu U˜ de u (donc e´gal a` u˜ quasi-partout)
tel que [U˜ 6= 0] ∩ [v˜ 6= 0] = ∅.
Enfin, une notation pratique dans la suite :
De´finition 1.6. Soit u une fonction H10 (D), on de´finit Ωu = [u˜ 6= 0]. On remarque que
cet ensemble est de´fini a` un ensemble de capacite´ nulle pre`s.
1.1.4 Relaxation
Dans l’e´tude de suites minimisantes pour les proble`mes d’optimisation conside´re´s,
il sera souvent inte´ressant de regarder des proble`mes relaxe´s (On pourra se reporter a`
la remarque 4.5.4 dans [HP05]). Pour cela, on peut introduire les espaces suivants :
De´finition 1.7. Soit Ω un sous-ensemble de D. On pose
Hˆ10 (Ω) =
{
u ∈ H10 (D) : u = 0 presque partout dans D\Ω
}
.
Un proce´de´ pour prouver l’existence de forme optimale peut consister a` rempla-
cer l’espace H10 sur lequel on travaille par l’espace Hˆ
1
0 . On obtient ainsi une nouvelle
fonctionnelle de forme pour laquelle on arrive a` obtenir un re´sultat d’existence, puis a`
“remonter” a` la fonctionnelle originelle. Pour ce faire, on peut remarquer que pour un Ω
donne´ et un u ∈ Hˆ10 (Ω), l’ensemble Ω′ = Ω∪ [u˜ 6= 0] est e´quivalent au sens de la mesure
a` Ω (on entend par la` que |Ω∆Ω′| = 0) et la fonction u est cette fois dans H10 (Ω′). En
pratique, pour certains proble`mes, si Ω est une forme optimale pour le proble`me relaxe´,
Ω′ est alors une forme optimale pour le proble`me initial.
Remarque. Mentionnons qu’une autre technique pour obtenir des re´sultats d’existence
consiste a` rajouter des contraintes sur les formes admissibles, afin de cre´er de la com-
pacite´. Par exemple, on ne s’inte´resse qu’aux ouverts ve´rifiant une proprie´te´ de ε-coˆne,
ou seulement une contrainte de type capacitaire. En dimension 2, on peut donner des
contraintes sur le nombre de composantes connexes d’un ouvert et le nombre de com-
posantes connexes de son comple´mentaire. Un exemple d’application de cette me´thode
peut par exemple eˆtre trouve´ dans [CL03].
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1.2 Sur le pe´rime`tre
Pour trouver des de´tails concernant les re´sultats et de´finitions suivants, on pourra
consulter les ouvrages cle´s suivants : [Fed69], [Zie89], [EG92].
1.2.1 De´finition
Remarque. Pour un ouvert Ω borne´, a` bord re´gulier inclus dansRd, on a, par la formule
de Stokes, pour tout ϕ dans C∞c (Rd,Rd),∫
Ω
div ϕ =
∫
∂Ω
ϕ · n ou` n est la normale exte´rieure au bord de Ω
≤ Hd−1(∂Ω) ‖ϕ‖L∞(Rd).
De plus, le cas d’e´galite´ dans cette formule est re´alise´ (pour un Ω re´gulier) en prenant
pour ϕ un prolongement a` tout Rd de la normale exte´rieure au bord de Ω tel que
‖ϕ‖L∞(Rd) ≤ 1.
A` partir de cette remarque a e´te´ ge´ne´ralise´e la de´finition du pe´rime`tre :
De´finition 1.8. Soit Ω un ensemble mesurable inclus dans Rd. On de´finit le pe´rime`tre
de Ω par la formule
P (Ω) = sup
{∫
Ω
div ϕ : ϕ ∈ C∞c (Rd,Rd), ‖ϕ‖L∞ ≤ 1
}
,
ou` on a
‖ϕ‖2L∞(Rd) = sup
x∈Rd
d∑
i=1
ϕ2i (x).
Si l’on se donne un ouvert D de Rd, on de´finit de meˆme le pe´rime`tre relatif a` D par
P (Ω, D) = sup
{∫
Ω
div ϕ : ϕ ∈ C∞c (D,Rd), ‖ϕ‖L∞ ≤ 1
}
.
Remarque. (i) Remarquons tout d’abord que l’on a, selon cette de´finition, P (Ω) =
P (Ω,Rd).
(ii) Ensuite, dans le cas ou` l’ensemble Ω est re´gulier, ces formules co¨ıncident avec
les formules usuelles :
P (Ω) =
∫
∂Ω
dσ, P (Ω, D) =
∫
D∩∂Ω
dσ.
(iii) Pour un ensemble Ω de pe´rime`tre fini, l’application D 7→ P (Ω, D), a priori
de´finie sur les ouverts, se prolonge en une application de´finie sur tous les sous-ensembles
mesurables de Rd. Cette application a alors une structure de mesure sur Rd. On pourra
se re´fe´rer a` [Giu84], ou encore a` [EG92].
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Proposition 1.7. Deux proprie´te´s du pe´rime`tre que nous utiliserons beaucoup dans la
suite :
(i) Si Ω est un sous-ensemble mesurable de Rd et t un re´el strictement positif, on a
P (tΩ) = td−1P (Ω).
(ii) Si A et B sont deux sous-ensembles mesurables de Rd, on a
P (A ∪B) + P (A ∩B) ≤ P (A) + P (B).
1.2.2 Semi-continuite´, compacite´
Dans les proce´de´s d’optimisation, une e´tape importante sera l’e´tude de suites mini-
misantes d’ensembles. Pour cela, il sera important d’avoir deux proprie´te´s concernant
les suites d’ensembles : de la compacite´, et de la semi-continuite´. Pour ce faire, on
commence par repre´senter une suite d’ensembles par la suite des fonctions indicatrices
associe´es, suite qui peut eˆtre e´tudie´e dans L1(Rd) :
De´finition 1.9. Soient (Ωn)n une suite de sous-ensembles mesurables de R
d, et Ω un
sous-ensemble mesurable de Rd. On dira que (Ωn)n converge dans L
1(Rd) vers Ω si la
suite des fonctions indicatrices (1Ωn)n converge dans L
1(Rd) vers 1Ω.
Lemme 1.8 (Proprie´te´ de semi-continuite´). Soit (Ωn)n une suite de sous-ensembles
mesurables de Rd convergeant dans L1(Rd) vers un sous-ensemble mesurable Ω de Rd.
Alors, pour tout domaine D,
P (Ω, D) ≤ lim inf
n
P (Ωn, D).
Lemme 1.9 (Proprie´te´ de compacite´). Soient D un ouvert borne´ de Rd, (Ωn)n une
suite de sous-ensembles de D telle que la suite de re´els
(
P (Ωn, D)
)
n
est borne´e. Alors,
on peut en extraire une sous-suite qui converge dans L1(D) vers un certain sous-
ensemble mesurable Ω de D.
Remarque. On peut aussi faire le lien avec les fonctions BV (Cf. [Giu84]) : pour une
fonction f dans L1(D), on commence par de´finir la quantite´∫
D
|Df | = sup
{∫
D
f div ϕ : ϕ ∈ C∞c (D,Rd), ‖ϕ‖L∞(D) ≤ 1
}
.
Alors, on dit que la fonction f est dans BV (D) si
∫
D |Df | < ∞. L’espace BV (D) est
muni de la norme
‖f‖BV (D) = ‖f‖L1(D) +
∫
Ω
|Df |.
En pratique, les proprie´te´s de semi-continuite´ et de compacite´ pre´ce´demment e´nonce´es
sont des cas particuliers de proprie´te´s similaires pour des suites de fonctions borne´es
dans BV (D).
Chapitre 2
Re´sultats d’existence
Les re´sultats d’existence de solution aux proble`mes d’optimisation usuels pro-
viennent soit de l’e´tude de suites minimisantes, soit de conside´rations ge´ome´triques
(utilisation de syme´trisations). Cette seconde me´thode ne peut pas fonctionner dans
le cas qui nous inte´resse ici : nous n’avons en effet a priori aucune information sur la
“ge´ome´trie” du domaine conside´re´ D et surtout aucune information sur d’e´ventuelles
syme´tries de la fonction f . En premier lieu, on verra que si le domaine de travail D
est borne´, les re´sultats d’existence apparaˆıssent plutoˆt simplement par l’e´tude de suites
minimisantes. En revanche, on explicitera ensuite un contre-exemple ou`, avec un do-
maine D non-borne´, l’absence de structure de la fonction f nous conduit a` l’absence
de solution. Enfin, on e´noncera un certain nombre de re´sultats partiels dans le cas ou`
D = Rd.
Notation. Tout au long de ce document, lorsque l’on proce`de a` une inte´gration sans
pre´ciser le domaine, cela correspond a` une inte´gration sur le domaine de travail D :∫
F =
∫
D
F.
2.1 De´croissance de J
Commenc¸ons par rappeler la de´finition de J : pour un sous-ensemble mesurable Ω
de D,
J(Ω) = inf
{
G(u) : u ∈ H10 (Ω)
}
,
ou`, pour tout u dans H10 (Ω), on a
G(u) =
1
2
∫
Ω
|∇u|2 −
∫
Ω
f u.
De nombreux re´sultats dans la suite sont soit simplifie´s, soit simplement possibles, graˆce
a` la de´croissance de J :
Proposition 2.1. La fonction J est de´croissante : si Ω et Ω′ de´signent deux sous-
ensembles mesurables de D, alors
(Ω ⊂ Ω′)⇒ (J(Ω′) ≤ J(Ω)).
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De´monstration. Cela de´coule simplement de ce que, lorsque Ω ⊂ Ω′, on a
H10 (Ω) ⊂ H10 (Ω′).
2.2 Relaxation
L’e´tude de l’existence de formes optimales aux proble`mes (P) et (Pλ) peut eˆtre
re´solue en utilisant un proce´de´ de relaxation. Pour ce faire, rappelons la de´finition des
espace Hˆ10 :
Hˆ10 (Ω) =
{
u ∈ H10 (D) : u = 0 presque partout dans D\Ω
} ⊃ H10 (Ω).
Remarquons qu’en ge´ne´ral, les espaces H10 et Hˆ
1
0 sont diffe´rents. Il suffit simplement de
penser a` Ω =]0, 1[∪]1, 2[ en dimension 1.
On de´finit alors une relaxation de la fonctionnelle J :
Jˆ(Ω) = inf
{
1
2
∫
Ω
|∇u|2 −
∫
Ω
f u : u ∈ Hˆ10 (Ω)
}
,
et des relaxations des fonctionnelles E et Eλ :
Eˆ(Ω) = Jˆ(Ω) + P (Ω), Eˆλ(Ω) = Jˆ(Ω) + P (Ω) + λ
∣∣|Ω| −m∣∣.
Remarque. Remarquons que, a` l’instar de la fonctionnelle J , la fonctionnelle Jˆ est
de´croissante. En particulier. Comme de plus Jˆ(D) = J(D), on trouve que, pour tout
sous-ensemble mesurable Ω de D,
J(D) = Jˆ(D) ≤ Jˆ(Ω) ≤ J(Ω) ≤ 0.
On peut alors formuler des proble`mes relaxe´s :{
Trouver Ω∗ ∈ Am
Eˆ(Ω∗) = inf {Eˆ(Ω) : Ω ∈ Am} (Pˆ)
et {
Trouver Ω∗ ∈ A
Eˆλ(Ω∗) = inf
{Eˆλ(Ω) : Ω ∈ A} (Pˆλ)
La me´thode utilise´e consistera donc a` prouver que les proble`mes relaxe´s ont des solu-
tions, puis, a` partir de ces solutions, de construire des solutions aux proble`mes initiaux.
2.3 Cas ou` D est borne´
On commence par l’e´tude des proble`mes relaxe´s :
Lemme 2.2. Dans le cas ou` D est borne´, les proble`mes (Pˆ) et (Pˆλ) admettent des
solutions.
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De´monstration. On reprend essentiellement la preuve de [HP05].
(i) Cas du proble`me (Pˆ).
Conside´rons une suite minimisante (Ωn)n pour ce proble`me. En particulier, la
suite (P (Ωn) + Jˆ(Ωn))n est borne´e, par exemple par une constante M . En utilisant
la de´croissance de la fonctionnelle Jˆ , on trouve que,
∀n ≥ 0, P (Ωn) ≤M − Jˆ(Ωn) ≤M − J(D) <∞.
En particulier, la suite de fonctions (1Ωn)n est borne´e dans BV (D). En appliquant
le lemme 1.9, on peut supposer (quitte a` extraire) que cette suite converge vers une
fonction 1Ω dans L
1(D) (et meˆme presque partout). En particulier, de cette convergence
forte et de la semi-continuite´ du pe´rime`tre pour la convergence forte L1, on a
|Ω| = m et P (Ω) ≤ lim inf
n→∞ P (Ωn).
Pour tout Ωn, on appelle un = uΩn la fonction d’e´tat associe´e, i.e.
un ∈ Hˆ10 (Ωn) et Jˆ(Ωn) = G(un).
On a ∫
Ωn
|∇un|2 =
∫
Ωn
f un =
∫
D
f un ≤ C(D, d) ‖f‖L2(D) ‖∇un‖L2(D),
en utilisant l’ine´galite´ de Poincare´ dans D. En particulier, la suite (un)n est borne´e
dans H10 (D). On peut donc supposer, quitte a` extraire, qu’elle converge faiblement
dans H10 (D) vers un e´le´ment u ∈ H10 (D). Par les the´ore`mes de Rellich et de Lebesgue
inverse, on peut meˆme supposer, toujours quitte a` extraire, que la convergence est forte
dans L2(D) et presque partout. De cette convergence faible, et de la semi-continuite´
infe´rieure de la norme sur H10 (D), on de´duit
1
2
∫
D
|∇u|2 ≤ lim inf
n→∞
1
2
∫
D
|∇un|2, et
∫
D
f u = lim
n→∞
∫
D
f un.
En particulier,
P (Ω) +G(u) ≤ lim inf
n→∞ P (Ωn) + Jˆ(Ωn).
Et on peut conclure si l’on prouve que u ∈ Hˆ10 (Ω). Ceci provient de ce que, pour
tout n ≥ 0, la fonction un.(1− 1Ωn) est nulle presque partout. En passant a` la limite,
la fonction u.(1− 1Ω) est encore nulle presque partout, et donc u = 0 presque partout
dans D\Ω, i.e., u ∈ Hˆ10 (Ω). On a alors,
Jˆ(Ω) + P (Ω) ≤ lim inf
n
Jˆ(Ωn) + P (Ωn),
et donc Ω est une forme optimale du proble`me (Pˆ).
(ii) Cas du proble`me (Pˆλ).
On proce`de a` un raisonnement similaire, a` ceci pre`s que les e´le´ments de la suite mini-
misante n’ont pas tous ne´cessairement la meˆme mesure. En revanche, la convergence
L1 forte des fonctions caracte´ristiques nous donne la convergence de |Ωn| vers |Ω|.
L’ensemble Ω est, de la meˆme manie`re que dans le (i), une forme optimale pour le
proble`me (Pˆλ).
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On en de´duit le re´sultat sur les proble`mes initiaux :
The´ore`me 2.3. Dans le cas ou` D est borne´, les proble`mes (P) et (Pλ) admettent des
solutions.
De´monstration. On commence par introduire une solution au proble`me relaxe´. Soit Ω
une solution au proble`me (Pˆ) (resp. au proble`me (Pˆλ)) et soit u la fonction d’e´tat
associe´e, i.e.
u ∈ Hˆ10 (Ω) et G(u) = Jˆ(Ω).
Alors conside´rons l’ensemble Ω′ = Ω∪ [u˜ 6= 0]. Comme u est un e´le´ment de Hˆ10 (Ω), tout
repre´sentant de u est nul presque partout dans D\Ω, en particulier u˜. On en de´duit que
Ω et Ω′ ne diffe`rent que d’un ensemble de mesure nulle, ce qui implique en particulier
que
P (Ω) = P (Ω′) et |Ω| = |Ω′|.
Enfin, comme u est cette fois un e´le´ment de H10 (Ω
′) (puisque nul quasi-partout hors de
Ω′), on a J(Ω′) ≤ G(u) = Jˆ(Ω). Par conse´quent, l’ensemble Ω′ est une forme optimale
du proble`me (P) (resp. du proble`me (Pλ)).
Remarque. Dans le cas conside´re´ ci-dessus, a` savoir D borne´, on peut encore prouver
l’existence de formes optimales pour la fonctionnelle de forme obtenue en remplac¸ant,
dans les de´finitions de E et de Eλ, le pe´rime`tre de la forme P (Ω) par son pe´rime`tre
relatif P (Ω, D).
2.4 Contre-exemples avec D non borne´
2.4.1 Un contre-exemple portant sur la forme de D
Dans le cas ou` D est non borne´, il faudrait eˆtre capable d’utiliser la structure de
groupe sous-jacente a` Rd pour prouver l’existence (ce que nous ne savons pas encore
faire). Dans le cas ou` une telle structure est absente, on peut cependant prouver qu’il
n’y a pas de forme optimale.
En effet, dans le cas ou` la fonction f est identiquement nulle (et donc aussi re´gulie`re
que l’on veut !), la fonctionnelle J e´tant constante, les proble`mes (P) et (Pλ) ne sont
rien de plus que les proble`mes isope´rime´triques classiques. On exhibe ici un domaine
D ou` l’existence de forme optimale n’a pas lieu.
On se place sur R2. On conside`re une fonction g : R→ R+ ve´rifiant les conditions
suivantes :
g est strictement croissante sur R,
g est paire,
g(0) = 1/2, lim
x→∞ g(x) = 1.
On de´finit alors le domaine de travail
D =
{
(x, y) ∈ R2 : |y| ≤ g(x)}.
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Il suffit alors de remarquer que le proble`me isope´rime´trique avec comme contrainte de
volume le volume de la boule de rayon 1 dans R2 :{
Trouver Ω ⊂ D, mesurable, avec |Ω| = m tel que
∀Ω′ ⊂ D, mesurable, avec |Ω′| = m, P (Ω) ≤ P (Ω′)
n’a pas de solution sur ce domaine D.
Pour le cas de la fonctionnelle de forme obtenue en remplac¸ant le perime`tre de la
forme P (Ω) par son pe´rime`tre relatif P (Ω, D), et dans le cas ou` D est non borne´, on
peut encore trouver des domaines ou` il n’y a pas existence (voir [HP05]).
2.4.2 Un contre-exemple portant sur la re´gularite´ de f
On montre ici, dans le cas ou` D est non borne´, que le re´sultat d’existence d’une
forme optimale tombe en de´faut pour certains f ∈ L∞.
Conside´rons un re´el m strictement positif donne´, et posons D = Rd. Conside´rons
une suite de boules, deux a` deux disjointes, (Bn)n, dans R
d, ve´rifiant la condition de
volume : |Bn| = m.(1− 1n+2). Posons alors la fonction
f =
∑
n≥0
1Bn .
Proposition 2.4. Avec le domaine D = Rd et la fonction f de´finie ci-dessus (qui est
bien borne´e sur Rd), le proble`me (P) n’a pas de solution.
De´monstration. Tout d’abord, conside´rons une boule B dans Rd et de volume m. Soit
alors u la solution du proble`me { −∆u = 1 dans B,
u = 0 sur ∂B.
si
A =
1
2
∫
B
|∇u|2 −
∫
B
u+ P (B),
on ve´rifie que
inf
{E(Ω) : Ω ∈ Am} ≤ A.
En effet, si B˜n de´signe la boule de R
d de meˆme centre que Bn et de volume m, c’est
un e´le´ment de Am, P (B˜n) = P (B) et
lim
n
J(B˜n) =
1
2
∫
B
|∇u|2 −
∫
B
u.
Maintenant, soit une forme admissible Ω. Montrons que E(Ω) > A. De´ja`, par
l’ine´galite´ isope´rime´trique, on a P (Ω) ≥ P (B), l’e´galite´ n’ayant lieu que quand Ω est
une boule de meˆme mesure que B. Enfin par syme´trisation radiale, on trouve que
J(Ω) ≥ 1
2
∫
B
|∇u|2 −
∫
B
u.
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Supposons que l’on ait l’e´galite´ E(Ω) = A. On a donc en particulier P (Ω) = P (B), ce
qui signifie que Ω est une boule de volume m = |B|. On a uΩ ∈ H10 (Ω), mais −∆uΩ ne
peut eˆtre e´gal a` 1 sur tout Ω d’ou`, par stricte convexite´, on a
J(Ω) >
1
2
∫
B
|∇u|2 −
∫
B
u,
et donc, E(Ω) > A, ce qui nous donne une contradiction.
Par conse´quent, il n’y a pas de forme optimale pour ce proble`me.
2.5 Re´sultats partiels dans le cas D = Rd
Dans le cas ou` D est l’espace tout entier, et ou` la fonction f est une fonction
positive, non identiquement nulle et a` support compact, on s’attend a` avoir des re´sultats
d’existence.
2.5.1 Quelques estimations
Un des objectifs serait d’e´tudier le comportement de suites minimisantes. Remar-
quons que, lorsque les ensembles conside´re´s deviennent de plus en plus grands, le
pe´rime`tre et la mesure ont tendance a` croˆıtre, alors que l’e´nergie de Dirichlet a tendance
a` aller vers −∞. Le premier objectif est donc de savoir si les fonctionnelles conside´re´es
sont borne´es.
Proposition 2.5. Soit M un nombre re´el. Soit Ω ∈ Am tel que E(Ω) ≤M . Alors, on
a
max
{− J(Ω), |Ω|, P (Ω)} ≤ C(d, ‖f‖L2 ,m,M).
De´monstration. Soit u la fonction d’e´tat associe´e a` Ω. On a donc (voir le chapitre 1)∫
Ω
|∇u|2 =
∫
Ω
f u.
En appliquant au terme de droite l’ine´galite´ de Ho¨lder, puis celle de Poincare´
(lemme 1.4), on trouve
‖∇u‖2L2(D) ≤ C(d) ‖f‖L2 |Ω|
2
d ‖∇u‖L2(Ω).
On en de´duit que J(Ω) = −12‖∇u‖2L2(Ω) est borne´ dans R par des constantes de´pendant
de m, d et ‖f‖L2 . Le re´sultat de la proposition suit.
Proposition 2.6. Il existe un λ0 = λ0
(
d, ‖f‖L2
) ≥ 0 tel que,
∀λ > λ0, ∃C = C
(
d, ‖f‖L2 ,m, λ
) ∈ R, ∀Ω ∈ A, Eλ(Ω) ≥ C.
Pour d ≥ 3, on peut meˆme prendre λ0 = 0.
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De´monstration. On adapte ici une me´thode utilise´e dans [BHP05]. Pour cela, posons
x = ‖∇u‖L2(Ω) et y = |Ω|.
De l’ine´galite´ de Poincare´ (lemme 1.4), on de´duit
J(Ω) ≥ 1
2
x2 − C(d) ‖f‖L2 y
1
d x,
d’ou` l’estimation suivante sur Eλ :
Eλ(Ω) ≥ 1
2
x2 − C(d) ‖f‖L2 y
1
d x+ λ|y −m|
≥ 1
2
(
x− C(d) ‖f‖L2 y
1
d
)2
+ λ|y −m| − C(d)
2
2
‖f‖2L2 y
2
d .
Si d ≥ 3, le second membre de cette dernie`re ine´galite´ tend vers +∞ quand y tend
vers +∞. Si d = 2, c’est aussi le cas de`s que λ ≥ λ0 = C(d)2 ‖f‖2L2 , puisqu’on a alors
Eλ(Ω) ≥ C(d)
2
2
‖f‖L2 y − λ m ≥ −λ m.
Dans tous les cas, on trouve le re´sultat.
Corollaire 2.7. Si Eλ(Ω) ≤ M , pour λ > λ0 de´fini dans la proposition pre´ce´dente,
alors il existe C = C
(
d, ‖f‖L2 ,m,M
)
tel que
max
{− J(Ω), |Ω|, P (Ω)} ≤ C.
De´monstration. Les estimations obtenues dans la preuve de la proposition pre´ce´dente
nous montre donc, sous les hypothe`se Eλ(Ω) ≤M et λ > λ0, que l’on a
|Ω| ≤ C(d, ‖f‖L2 ,m,M).
les autres estimations s’obtiennent comme dans la preuve de la proposition 2.5.
2.5.2 E´tude de suites minimisantes
On va voir que l’e´tude d’un proce´de´ classique d’optimisation par des suites minimi-
santes n’est pas fructueuse. Pour cela, conside´rons une suite minimisante (Ωn)n pour le
proble`me (P) (ou pour le proble`me (Pλ) sous l’hypothe`se λ ≥ λ∗). Pour tout n, notons
un la fonction d’e´tat associe´e a` Ωn. Les estimations pre´ce´dentes nous donnent quelques
premiers re´sultats :
Proposition 2.8. (i) La suite (un)n est borne´e dans H
1(Rd).
(ii) La suite (1Ωn)n est borne´e dans BV (O) pour tout ouvert O borne´ de R
d.
On peut donc supposer, quitte a` conside´rer une suite extraite, qu’il existe un u
dans H1(Rd) et un sous-ensemble mesurable Ω de Rd tels que
un → u faiblement dans H10 (Rd), presque partout et dans L2loc(Rd),
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1Ωn → 1Ω dans L1loc(Rd).
Comme pre´ce´demment, on peut supposer, quitte a` remplacer Ω par Ω∪ [u˜ 6= 0], que
u ∈ H10 (Ω).
Le proble`me essentiel de cette me´thode est qu’un phe´nome`ne de fuite de la masse
a` l’infini peut avoir lieu. Le re´sultat suivant permet de conclure quand il n’y a pas de
fuite de la masse :
The´ore`me 2.9. Si limn |Ωn| = |Ω|, alors Ω est une forme optimale pour le
proble`me (P) (resp. pour le proble`me (Pλ)).
De´monstration. En effet, de l’hypothe`se limn |Ωn| = |Ω|, on de´duit que la suite (1Ωn)n
converge fortement dans L1(Rd) vers 1Ω. En effet, si l’on se donne un ε > 0, comme
|Ω| ≤ lim inf |Ωn| est fini, on trouve qu’il existe un R > 0 tel que |Ω∩B(0, R)| ≥ |Ω|−ε.
De la convergence de la suite (1Ωn)n vers 1Ω dans L
1
loc(R
d), on trouve que
lim
n
∣∣Ωn ∩B(0, R)∣∣ = ∣∣Ω ∩B(0, R)∣∣ ≥ |Ω| − ε = (lim
n
|Ωn|
)
− ε.
On en de´duit que, pour n grand (par exemple n plus grand qu’un N donne´),∣∣Ωn ∩B(0, R)∣∣ ≥ |Ωn| − 2ε, i.e., ∣∣Ωn\B(0, R)∣∣ ≤ 2ε.
D’ou` ∫
Rd
|1Ωn − 1Ω| ≤
∫
B(0,R)
|1Ωn − 1Ω|+
∣∣Ωn\B(0, R)∣∣+ ∣∣Ω\B(0, R)∣∣
≤
∫
B(0,R)
|1Ωn − 1Ω|+ 3ε.
De la convergence de la suite (1Ωn)n vers 1Ω dans L
1(B(0, R)), on de´duit que
lim sup
n
∫
Rd
|1Ωn − 1Ω| ≤ 3ε.
et ceci e´tant vrai pour tout ε > 0, on a donc
1Ωn → 1Ω dans L1(Rd).
Des proprie´te´s de semi-continuite´ du pe´rime`tre et de la fonctionnelle J , on de´duit
imme´diatement que Ω est une forme optimale.
Remarque. En supposant seulement f ∈ L∞(Rd), il est impossible de prouver ce
re´sultat de convergence des mesures. Le contre-exemple fourni ci-dessus montre jus-
tement un cas de fuite de la mesure vers l’infini. Avec la fonction f spe´cifie´e dans le
contre-exemple, il ne peut pas en eˆtre autrement.
Dans d’autre cas, on sait qu’il existe une forme optimale, mais ce re´sultat d’existence
provient de proce´de´s de syme´trisation, et pas de l’e´tude de suites minimisantes. Par
exemple, dans le cas ou` la fonctionnelle J est identiquement nulle, c’est a` dire quand
on e´tudie le proble`me isope´rime´trique, le re´sultat provient d’un re´arrangement de la
forme.
De manie`re ge´ne´rale, on s’attend a` devoir modifier la suite minimisante pour “tuer”
la fuite a` l’infini dans des cas ou` celle ci ne devrait pas avoir lieu. Par exemple, si la fonc-
tion f est positive, non identiquement nulle, lisse et a` support compact, la re´gularisation
de J tendra a` concentrer toute la masse pre`s du support de f .
Chapitre 3
Re´sultat d’e´quivalence
Dans cette section, on s’inte´resse avant tout a` l’e´quivalence entre les proble`mes (P)
et (Pλ). En effet, on espe`re ainsi prouver des re´sultats de re´gularite´ sur le proble`me
penalise´ (Pλ), puis les transfe´rer sur le proble`me contraint (P). On imagine que la
preuve de tels re´sultats de re´gularite´ sera plus aise´e pour le proble`me pe´nalise´, celui-ci
nous pre´sentant un nombre beaucoup plus grand de formes admissibles.
L’ide´e de base est la suivante : on conside`re une forme optimale Ω du proble`me
pe´nalise´ (Pλ) dont la mesure |Ω| n’est pas e´gale a` m. On cherche alors a` en de´duire
une borne supe´rieure sur λ qui soit inde´pendante de la forme optimale choisie. Pour
ce faire, on va chercher a` perturber la forme Ω. Remarquons que, dans le cas ou` le
domaine D est e´toile´ par rapport a` un point, on e´tablit une preuve simplifie´e du re´sultat
d’e´quivalence obtenu dans [BHP05] (ou` le proble`me contraint est la minimisation de
l’e´nergie de Dirichlet J(Ω) avec la contrainte de volume |Ω| ≤ m, et le proble`me pe´nalise´
la minimisation de la fonctionnelle J(Ω) + λ
[|Ω| −m]+).
3.1 Le re´sultat principal
Dans la suite, on dira qu’un sous-ensemble Ω de Rd est e´toile´ (sous-entendu par
rapport a` un point x de Ω) si,
∀y ∈ Ω, [x, y[ ⊂ Ω.
On peut alors e´noncer le re´sultat principal :
The´ore`me 3.1. On suppose ici que D est borne´ et e´toile´ et que f appartient a` L2(D).
Alors, il existe λ∗ = λ∗(m, f,D) tel que, pour tout λ ≥ λ∗, les proble`mes (Pλ) et (P)
ont les meˆmes solutions.
La preuve de ce the´ore`me utilise la constatation suivante :
Lemme 3.2. On suppose que, pour un λ donne´,
(i) il existe une forme optimale au proble`me (Pλ),
(ii) toute forme optimale du proble`me (Pλ) a pour mesure m.
Alors le proble`me (P) admet au moins une forme optimale et les formes optimales
de (P) sont exactement les formes optimales de (Pλ).
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De´monstration. Conside´rons tout d’abord une forme optimale Ω∗λ du proble`me (Pλ).
Par (ii), on a ne´cessairement |Ω∗λ| = m et donc cette forme est admissible pour (P).
Soit maintenant une forme Ω admissible pour (P). On a
P (Ω∗λ) + J(Ω
∗
λ) = E(Ω∗λ) = Eλ(Ω∗λ) ≤ Eλ(Ω) = E(Ω)
et donc toute forme optimale de (Pλ) est une forme optimale de (P).
Re´ciproquement, si maintenant Ω∗ de´signe une forme optimale de (P), et Ω une
forme admissible pour (Pλ), c’est a` dire un ensemble mesurable inclus dans D et de
mesure finie, alors
Eλ(Ω∗) = E(Ω∗) ≤ E(Ω∗λ) = Eλ(Ω∗λ) ≤ Eλ(Ω).
En particulier, toute forme optimale de (P) est optimale pour (Pλ).
Mise en route de la preuve du the´ore`me 3.1. A partir du lemme pre´ce´dent, e´tant
donne´s les re´sultats d’existence de´ja` e´tablis dans le cadre des hypothe`ses du the´ore`me,
i.e., quand D est borne´, on voit qu’il suffit de prouver qu’il existe un λ∗ > 0 tel que,
pour tout λ ≥ λ∗, pour toute forme optimale Ω∗λ de (Pλ), on a |Ω∗λ| = m.
On prouvera cette proprie´te´ par contrapose´e. On prendra Ω∗λ une forme optimale
du proble`me (Pλ) avec |Ω∗λ| 6= m et on prouvera que ne´ce´ssairement λ ≤ λ∗ pour un
certain λ∗ ne de´pendant pas du choix de Ω∗λ.
Dans un premier temps, on supposera que |Ω∗λ| < m et on prouvera que λ ≤ Λ1. Pour
ceci, la monotonie de J simplifiera notre travail et la preuve ne demandera quasiment
aucune hypothe`se sur la forme de D. Elle utilisera en revanche un re´sultat d’Italo
Tamanini ([Tam88]) dont nous prouvons ici une extension.
Dans un second temps, on supposera que |Ω∗λ| > m et on prouvera que λ ≤ Λ2.
Pour ceci, on ne pourra pas utiliser directement la monotonie de J et on devra trouver
un moyen de ge´rer a` la fois les termes J et le pe´rime`tre. Pour cela, on supposera
que le domaine est e´toile´ afin de pouvoir effectuer des homothe´ties sur les ensembles
conside´re´s.
Au final, en prenant λ∗ = max{Λ1,Λ2}, on aura prouve´ le the´ore`me.
3.2 Quelques estimations
Dans cette section, on va prouver un certain nombre d’estimations qui s’ave`reront
utiles dans la suite.
Lemme 3.3. On suppose ici D seulement ouvert. Il existe un M1 =M1(D,m) > 0 tel
que, pour tout λ > 0 et pour toute forme optimale Ω∗λ du proble`me (Pλ), on a
Eλ(Ω∗λ) ≤M1.
De´monstration. On affirme qu’il existe un ensemble A ∈ A tel que P (A) < ∞ et
|A| = m. En effet, il existe une famille finie de boules incluses dans D et dont la re´union
a pour mesure m. Pour le prouver, il suffit de remarquer que D, en tant qu’ouvert de
Rd, peut s’e´crire comme re´union de´nombrable de boules :
D =
⋃
n≥0
Bn
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ou` les Bn sont des boules incluses dans D. Alors, ne´cessairement,
lim
N→∞
∣∣∣∣∣
N⋃
n=0
Bn
∣∣∣∣∣ = |D| > m.
On choisit donc le premier N ≥ 0 tel que∣∣∣∣∣
N−1⋃
n=0
Bn
∣∣∣∣∣ ≤ m et
∣∣∣∣∣
N⋃
n=0
Bn
∣∣∣∣∣ > m.
Comme la fonction f : t ∈ [0, 1] 7→
∣∣∣tBN ∪⋃N−1n=0 Bn∣∣∣ est continue avec f(0) ≤ m et
f(1) > m, il existe un t ∈ [0, 1[ tel que f(t) = m. La famille (B0, . . . , BN−1, tBN ) ve´rifie
alors l’assertion.
Comme de plus on a
P
(
tBN ∪
N−1⋃
n=0
Bn
)
≤ P (tBN ) +
N−1∑
n=0
P (Bn) <∞,
l’ensemble A = tBN ∪
⋃N−1
n=0 convient.
Application. En particulier, comme, quel que soit le choix de λ, l’ensemble Ω∗λ est
une forme optimale, et comme la fonctionnelle J est a` valeurs ne´gatives, on a
Eλ(Ω∗λ) ≤ Eλ(A) = J(A) + P (A) + λ
∣∣|A| −m∣∣ ≤ P (A) =M1 <∞.
Quand maintenant le domaine D est borne´, on peut pre´ciser les diffe´rentes estima-
tions (on de´signe par u la fonction d’e´tat associe´e a` la forme Ω) :
Lemme 3.4. On suppose D borne´. Alors il existe une constanteM2 =M2(D, f,m) > 0
telle que, pour tout λ > 0, et pour toute forme optimale Ω∗λ du proble`me (Pλ), on a :
max
{
−J(Ω∗λ), P (Ω∗λ), λ
∣∣|Ω∗λ| −m∣∣,∫
Ω∗λ
|∇u|2
}
≤M2.
De´monstration. Le premier re´sultat de´coule de la monotonie de J . On a en effet Ω∗λ ⊂
D, et donc
−J(Ω∗λ) ≤ −J(D) <∞.
L’estimation sur
∫ |∇u|2 de´coule de l’e´galite´
J(Ω∗λ) =
1
2
∫
|∇u|2 −
∫
f u = −1
2
∫
|∇u|2.
De tout ceci l’on de´duit que
P (Ω∗λ) + λ
∣∣|Ω∗λ| −m∣∣ ≤M1 − J(D),
et le choix M2 =M1 − J(D) convient.
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Corollaire 3.5. En particulier, les mesures des formes optimales des proble`mes (Pλ)
tendent vers m quand λ tend vers ∞. Plus pre´cise´ment,
lim
λ→∞
(
sup
{∣∣|Ω∗λ| −m∣∣ : Ω∗λ forme optimale du proble`me (Pλ) }) = 0.
Remarque. Pour la suite, on fixe λ1 > 0 suffisamment grand tel que, pour tout λ ≥ λ1
et pour toute forme optimale Ω∗λ du proble`me (Pλ), on ait
|Ω∗λ| ≥
m
2
et |D\Ω∗λ| ≥
|D| −m
2
.
3.3 Preuve de l’e´quivalence : e´tude du cas |Ω∗λ| < m
3.3.1 Une extension d’un lemme d’I. Tamanini
L’essentiel de cette preuve repose sur la possibilite´ de faire des perturbations
exte´rieures de la forme optimale en conservant un controˆle sur le pe´rime`tre. Le lemme
suivant, issu de [Tam88] nous permet justement de faire ce genre de perturbations quand
D est un cube (nous avons volontairement choisi une version simplifie´e du lemme qui
va nous servir pour une version plus ge´ne´rale plus adapte´e au proble`me).
Enonce´ du lemme
Lemme 3.6 (I. Tamanini [Tam88]). Soit D un cube ouvert dans Rd. Soient L un
sous-ensemble mesurable de Rd, et α, β deux constantes strictement positives telles
que
|D ∩ L| ≥ α, |D\L| ≥ α, P (L,D) ≤ β.
Alors, il existe deux constantes strictement positives b = b(α, β) et c = c(α, β) (et
de´pendant aussi de la taille du cube) telles que, pour tout v ∈] − b, b[, il existe un
sous-ensemble mesurable L˜ de Rd tel que
L∆L˜ ⊂⊂ D, |L∆L˜| = |v|,
L ⊂ L˜ si v > 0, L˜ ⊂ L si v < 0, et
P (L˜,D) ≤ P (L,D) + c|v|.
Remarque. Le point important de ce lemme est que, quitte a` bien choisir les pertur-
bations de l’ensemble conside´re´, on peut supposer que les variations du pe´rime`tre sont
proportionnelles a` celles du volume.
On cherche maintenant a` e´tendre ce lemme a` des ensembles D beaucoup plus
ge´ne´raux, a` savoir des ouverts borne´s et connexes. On va plus pre´cise´ment prouver
le re´sultat suivant :
Lemme 3.7. Soit D un ouvert borne´ connexe inclus dans Rd. Soient L un sous-
ensemble mesurable de Rd, et α, β deux constantes strictement positives telles que
|D ∩ L| ≥ α, |D\L| ≥ α, P (L,D) ≤ β.
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Alors, il existe deux constantes strictement positives b = b
(
α, β, d,D
)
et c =
c
(
α, β, d,D
)
telles que, pour tout v ∈] − b, b[, il existe un sous-ensemble mesurable
L˜ de Rd tel que
L∆L˜ ⊂⊂ D, |L˜∆L| = |v|,
L ⊂ L˜ si v > 0, L˜ ⊂ L si v < 0, et
P (L˜,D) ≤ P (L,D) + c|v|.
Notation. Dans la suite, pour tout x = (x1, . . . , xd) ∈ Rd, et tout r > 0, on notera
Cd(x, r) le cube ferme´
∏d
i=1[xi − r, xi + r].
La preuve de l’extension utilise le lemme suivant :
Lemme 3.8. Si D est un ouvert borne´ connexe inclus dans Rd, alors pour tout ε > 0,
il existe un sous-ensemble ouvert et connexe C de D et un nombre re´el strictement
positif δ tels que
|D\C| ≤ ε et
∀x ∈ C, Cd(x, δ) ⊂ D.
De´monstration. On se donne un ε strictement positif et un x0 ∈ D. Pour tout δ > 0,
on de´finit
Dδ = {x ∈ D : Cd(x, δ) ⊂ D}.
Comme D est ouvert et que les cubes Cd(x, δ) sont ferme´s, l’ensemble Dδ est ouvert.
On de´finit alors Dˆδ comme la composante connexe de Dδ contenant x0 (pour les δ tels
que x0 /∈ Dδ, on posera Dˆδ = ∅).
En utilisant la connexite´ par arcs de D, on trouve que⋃
δ>0
Dˆδ = D,
et donc, comme l’application δ 7→ Dˆδ est de´croissante, on trouve que
lim
δ→0
|Dˆδ| = |D|.
En particulier, on prouve le lemme en choisissant δ assez petit pour que
|D\Dˆδ| ≤ ε.
On peut alors prouver l’extension. La me´thode consiste a` trouver un “bon”
de´coupage de l’ensemble D en cubes et a` appliquer le lemme 3.6 a` l’un de ces cubes :
Preuve du lemme 3.7. On conside`re le α > 0 spe´cifie´ dans l’e´nonce´. On applique le
lemme 3.8 a` ε = α2 pour obtenir un sous-ensemble ouvert et connexe C de D et un re´el
δ > 0 tel que
|D\C| ≤ α
2
et
∀x ∈ C, Cd(x, δ) ⊂ D.
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Dans la suite, Cd(x) de´signera Cd(x, δ).
On conside`re maintenant un ensemble L dans Rd tel que |D∩L| ≥ α et |D\L| ≥ α.
Alors on a |C ∩ L| ≥ α2 et |C\L| ≥ α2 . On va prouver que pour tout re´el strictement
positif h < 12 assez petit, il existe un x ∈ C tel que∣∣Cd(x) ∩ L∣∣ ≥ h∣∣Cd(x)∣∣ et ∣∣Cd(x)\L∣∣ ≥ h∣∣Cd(x)∣∣.
En effet, on va prouver que si un re´el h ∈]0, 12 [ ve´rifie
∀x ∈ C, ∣∣Cd(x) ∩ L∣∣ ≤ h∣∣Cd(x)∣∣ ou ∣∣Cd(x)\L∣∣ ≤ h∣∣Cd(x)∣∣. (∗)
alors il ve´rifie ne´cessairement
h ≥ h0 = h0
(
d, |D|, α) > 0.
Pour cela, conside´rons un h ∈]0, 12 [ ve´rifiant (∗). On prend alors un x0 dans C et on
suppose par exemple que
∣∣Cd(x0) ∩ L∣∣ ≤ h∣∣Cd(x0)∣∣. Soit alors un autre point x1 dans
C. Comme C est connexe et ouvert, il existe un chemin continu
γ : [0, 1]→ C
reliant γ(0) = x0 et γ(1) = x1. Maintenant, on remarque que l’application
G : t ∈ [0, 1] 7→ ∣∣Cd(γ(t)) ∩ L∣∣
est continue et prend une valeur infe´rieure a` h
∣∣Cd(x0)∣∣ en 0. Or, par l’hypothe`se (∗),
on trouve que,
∀t ∈ [0, 1], G(t) ≤ h∣∣Cd(x0)∣∣ ou G(t) ≥ (1− h)∣∣Cd(x0)∣∣.
La continuite´ de G et le choix de h strictement infe´rieur a` 1/2 implique donc que∣∣Cd(x1) ∩ L∣∣ ≤ h∣∣Cd(x1)∣∣.
Mais maintenant, C ⊂ ∪x∈CB(x, δ) ⊂ D et donc, en utilisant le the´ore`me de recou-
vrement de Besicovitch, on trouve N(d) familles de´nombrables
(xji )i∈IJ ∈ CIj , j ∈
{
1, . . . , N(d)
}
telles que, en prenant des indices distincts i et i′ dans un meˆme Ij , on a
B(xji , δ) ∩B(xji′ , δ) = ∅.
La constante N(d) est la constante de recouvrement, de´pendant seulement de la di-
mension d de l’espace. Et on a de plus que
C ⊂
N(d)⋃
j=1
⋃
i∈Ij
B(xji , δ).
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Soit maintenant un j dans
{
1, . . . , N(d)
}
. On peut estimer
card(Ij) ≤ |D|∣∣B(x0, δ)∣∣ ≤ C(d) |D|∣∣Cd(x0)∣∣ .
Et donc
α
2
≤ |C ∩ L| ≤
N(d)∑
j=1
∑
i∈Ij
∣∣Cd(xji ) ∩ L∣∣ ≤ C(d) N(d) h |D|.
Si au contraire on avait suppose´
∣∣Cd(x0)\L∣∣ ≤ h∣∣Cd(x0)∣∣, on aurait trouve´ par une
preuve similaire que
α
2
≤ C(d) N(d) h |D|.
Au final, pour tout h dans ]0, 12 [ ve´rifiant (∗), on a
h ≥ h0 = h0
(
d, |D|, α).
Comme conse´quence, prenons maintenant h = min
{
1
4
,
h0
2
}
. Les calculs pre´ce´dents
nous permettent donc de conclure a` l’existence d’un point x1 dans C tel que∣∣Cd(x1) ∩ L∣∣ ≥ h∣∣Cd(x1)∣∣ et ∣∣Cd(x1)\L∣∣ ≥ h∣∣Cd(x1)∣∣.
Comme, de plus, on a P
(
L,Cd(x1)
) ≤ P (L,D) ≤ β, et comme les constantes h et
δ de´pendent uniquement de α, de d et de D, on peut appliquer le lemme 3.6 au
cube Cd(x1) et a` L pour obtenir le re´sultat.
3.3.2 Application
Supposons ici que λ > λ1. On rappelle que cela implique entre autre que, pour toute
forme optimale Ω∗λ du proble`me (Pλ), on a
|Ω| ≥ m
2
et |D\Ω| ≥ |D| −m
2
.
Conside´rons une forme optimale Ω∗λ de (Pλ) telle que |Ω∗λ| < m. Ici, D est un ouvert
e´toile´, donc connexe. On applique alors le lemme 3.7 a`
L = Ω∗λ, α = min
{
m
2
,
|D| −m
2
}
, β =M2
(M2 la constante donne´e par le lemme 3.4) pour un v > 0 tel que |Ω∗λ| + v < m. On
trouve alors un L˜ mesurable tel que
L˜\L ⊂⊂ D, L ⊂ L˜,
|L˜\Ω∗λ| = v, P (L˜,D) ≤ P (L,D) + c v.
Comme la diffe´rence entre L et L˜ est strictement incluse dans D, on a de plus
P (L˜) ≤ P (L) + c v.
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Enfin, notons que la constante c ne de´pend que des donne´es du proble`me et pas du
choix de λ ou de Ω∗λ.
Par optimalite´ de Ω∗λ, on a
J(Ω∗λ) + P (Ω
∗
λ) + λ
(
m− |Ω∗λ|
)
= Eλ(Ω∗λ) ≤ Eλ(L˜) = J(L˜) + P (L˜) + λ
(
m− |L˜|).
Comme J est de´croissante pour l’inclusion, J(L˜) ≤ J(Ω∗λ), et en utilisant l’estimation
du pe´rime`tre de L˜, on a
λ
(
m− |Ω∗λ|
)
+ P (Ω∗λ) ≤ λ
(
m− |L˜|)+ P (Ω∗λ) + c v.
Comme de plus |L˜| = |Ω∗λ|+ v, on obtient
λ v ≤ c v
et donc λ ≤ c. En conclusion, en prenant Λ1 = max{λ1, c}, on a prouve´ le re´sultat
suivant :
Si une forme optimale Ω∗λ du proble`me (Pλ) ve´rifie |Ω∗λ| < m, alors λ ≤ Λ1.
3.4 Preuve de l’e´quivalence : e´tude du cas |Ω∗λ| > m
Dans cette partie de la preuve, la de´croissance de la fonctionnelle J ne peut plus
servir. Cela implique en particulier qu’il faut savoir traiter a` la fois le terme J et le
terme de pe´rime`tre. L’ide´e de base reste similaire : faire des variations d’une forme
optimale de mesures diffe´rentes de m pour obtenir une estimation sur λ. Mais cette
fois, les estimations a` obtenir sur la forme modifie´e doivent porter a` la fois sur J et
sur le pe´rime`tre. Nous n’avons pour l’instant effectue´ ce type d’ope´ration que dans les
cas ou` D a une ge´ome´trie simple nous permettant d’effectuer des variations globales
e´le´mentaires du type homothe´ties ou affinite´s.
Pour cela, l’hypothe`se D e´toile´ sera fondamentale dans la suite de cette partie.
On supposera de plus, sans perte de ge´ne´ralite´, que 0 appartient a` D. Pour une forme
admissible L (i.e., un sous-ensemble mesurable de D), on de´finit alors
tL = {tx ∈ D : x ∈ L}.
3.4.1 E´tude de la variation de J par des transformations e´le´mentaires
Lemme 3.9. On suppose que D est e´toile´ par rapport a` l’origine (non ne´cessairement
borne´), et que la fonction F : x 7→ xf(x) appartient a` L2(D). Soit L ⊂ D mesurable et
de mesure finie. Alors
lim sup
t→1,t<1
J(tL)− J(L)
1− t ≤ ‖F‖L2(D)
√
−2J(L).
De´monstration. Pour u = uL, on pose ut(.) = u(./t). Alors ut ∈ H10 (tL) et donc
J(tL)− J(L) ≤ G(ut)−G(u) = 1
2
(∫
D
|∇ut|2 −
∫
D
|∇u|2
)
−
∫
D
f (ut − u).
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On commence par calculer, par un changement de variable,
∫
D |∇ut|2 =
td−2
∫
D |∇u|2, et donc∫
D
|∇ut|2 −
∫
D
|∇u|2 = (td−2 − 1)
∫
D
|∇u|2 ≤ 0 quand t < 1.
On utilise alors le lemme suivant (que l’on prouve plus loin) :
Lemme 3.10. Soit v une fonction dans H10 (D). Alors, en de´signant encore une fois
par F la fonction
x ∈ D 7→ xf(x),
on a, pour t dans l’intervalle ]0, 1[, en notant vt(.) = v(./t),∣∣∣∣
∫
D f vt −
∫
D f v
t− 1
∣∣∣∣ ≤ 1t ‖F‖L2(D)‖∇v‖L2(D).
En appliquant ce lemme a` la fonction u, on trouve donc que∣∣∣∣
∫
D f ut −
∫
D f u
t− 1
∣∣∣∣ ≤ 1t ‖F‖L2(D)‖∇u‖L2(D).
Et donc, en utilisant le lien entre ‖∇u‖L2 et J(L),∣∣∣∣
∫
D f ut −
∫
D f u
t− 1
∣∣∣∣ ≤ 1t ‖F‖L2(D)√−2J(L).
Au final,
lim sup
t→1,t<1
J(tL)− J(L)
1− t ≤ ‖F‖L2(D)
√
−2J(L).
Pour que la preuve soit comple`te, il ne nous reste donc plus qu’a` de´montrer le
lemme 3.10 :
Preuve du lemme 3.10. Commenc¸ons par e´tudier le cas d’une fonction ϕ dans C∞c (D).
On e´crit, pour tout x dans D, que
ϕ(x)− ϕt(x) = ϕ(x)− ϕ(x/t) =
∫ 1
0
t− 1
t
∇ϕ
(
x
t
+ s
t− 1
t
x
)
· x ds.
On en de´duit que∣∣∣∣∫
D
f ϕ−
∫
D
f ϕt
∣∣∣∣ ≤ ∫
D
∫ 1
0
|t− 1|
t
∣∣xf(x)∣∣ ∣∣∣∣∇ϕ(xt + st− 1t x
)∣∣∣∣ ds dx.
Or, comme l’inte´grande est positive, les deux inte´grations dans le terme de droite com-
mutent :∣∣∣∣∫
D
f ϕ−
∫
D
f ϕt
∣∣∣∣ ≤ |t− 1|t
∫ 1
0
{∫
D
∣∣xf(x)∣∣ ∣∣∣∣∇ϕ(xt + st− 1t x
)∣∣∣∣ dx} ds.
42 CHAPITRE 3. RE´SULTATS D’EQUIVALENCE
Maintenant, par l’ine´galite´ de Ho¨lder,∫
D
∣∣xf(x)∣∣ ∣∣∣∣∇ϕ(xt + st− 1t x
)∣∣∣∣ dx ≤ ‖F‖L2(D)
{∫
D
∣∣∣∣∇ϕ(1 + s(t− 1)t x
)∣∣∣∣2 dx
} 1
2
.
On effectue un changement de variable dans l’inte´grale apparaˆıssant a` la droite de cette
expression : ∫
D
∣∣∣∣∇ϕ(1 + s(t− 1)t x
)∣∣∣∣2 dx = td∣∣1 + s(t− 1)∣∣d
∫
D
|∇ϕ|2.
Au final, on obtient (puisque t < 1)∣∣∣∣∫
D
f ϕ−
∫
D
f ϕt
∣∣∣∣ ≤ |t− 1| ‖F‖L2(D) ‖∇ϕ‖L2(D) t d2−1 ∫ 1
0
ds∣∣1 + s(t− 1)∣∣d/2 .
On calcule alors∫ 1
0
ds∣∣1 + s(t− 1)∣∣d/2 = 11− t
∫ 1
t
ds′
s′d/2
≤ 1
1− t
∫ 1
t
ds′
s′d/2
≤ 1
td/2
.
On peut alors conclure la preuve :∣∣∣∣∫
D
f ϕ−
∫
D
f ϕt
∣∣∣∣ ≤ |t− 1| ‖F‖L2(D)‖∇ϕ‖L2(D)t d2−1− d2 ≤ |t− 1|t ‖F‖L2(D)‖∇ϕ‖L2(D).
3.4.2 Application
Maintenant conside´rons une forme optimale Ω∗λ du proble`me (P) et supposons que
|Ω∗λ| > m. Pour perturber cette forme en diminuant sa mesure, l’utilisation d’ho-
mothe´ties fonctionne quand la forme du domaine D s’y preˆte, i.e., quand D est e´toile´.
Supposons donc que D est e´toile´ par rapport a` l’origine.
On fixe ε suffisamment petit pour que, pour tout t ∈]1 − ε, 1[, on ait |tΩ∗λ| > m.
Pour un t ∈]1− ε, 1[, en utilisant la condition d’optimalite´ de Ω∗λ, on a
J(Ω∗λ) + P (Ω
∗
λ) + λ
(|Ω∗λ| −m) ≤ J(tΩ∗λ) + P (tΩ∗λ) + λ(|tΩ∗λ| −m),
c’est a` dire, puisque l’on connaˆıt de manie`re explicite les expressions du pe´rime`tre et
de la mesure de tΩ∗λ,
(1− td−1)P (Ω∗λ) + λ(1− td)|Ω∗λ| ≤ J(tΩ∗λ)− J(Ω∗λ).
Puisque t < 1 et |Ω∗λ| ≥ m, on a
λ(1− td)m ≤ J(tΩ∗λ)− J(Ω∗λ).
Pour conclure, on divise par 1− t et on fait tendre t vers 1, pour obtenir, en utilisant
le lemme 3.9
dλm ≤ lim sup
t→1
J(tΩ∗λ)− J(Ω∗λ)
1− t ≤
∥∥f(x)x∥∥
L2(D)
√
−2J(Ω∗λ) ≤ C2 = C2(f,m,D).
On a ainsi prouve´, avec Λ2 =
C2
dm
, que
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Si une forme optimale Ω∗λ du proble`me (Pλ) ve´rifie |Ω∗λ| > m, alors λ ≤ Λ2.
La preuve du the´ore`me 3.1 est alors acheve´e en prenant λ∗ = max{Λ1,Λ2}.
3.5 Remarque sur un autre proble`me
L’estimation pre´ce´dente sur les variations de la fonctionnelles J lorsque l’on fait
des homothe´ties des ensembles donne en passant une preuve plus simple d’un re´sultat
d’e´quivalence que l’on peut trouver dans [BHP05] dans le cas ou` le domaine de travail
est e´toile´, et en particulier quand D est Rd tout entier. Le re´sultat est le suivant :
The´ore`me 3.11 ([BHP05]). Les proble`mes{
Trouver u ∈ H10 (D) avec
∣∣[u 6= 0]∣∣ ≤ m tel que
J(u) ≤ inf {J(v) : v ∈ H10 (D), ∣∣[v 6= 0]∣∣ ≤ m} (3.1)
et {
Trouver u ∈ H10 (D) avec
∣∣[u 6= 0]∣∣ <∞ tel que
∀v ∈ H10 (D), J(u) + λ
(∣∣[u 6= 0]∣∣−m)+ ≤ J(v) + λ(∣∣[v 6= 0]∣∣−m)+. (3.2)
ont les meˆmes solutions si λ est assez grand.
De´monstration. Le preuve suit un proce´de´ semblable a` celui de notre re´sultat
d’e´quivalence : tout d’abord, il s’agit de prouver que les deux proble`mes (3.1) et (3.2)
admettent des formes optimales. Ceci est fait dans [BHP05] dans le cas ge´ne´ral ou`
l’ensemble D est une ouvert quelconque de Rd, non ne´cessairement borne´, et ou` la
fonction f est dans L2(D).
Le re´sultat d’e´quivalence est alors prouve´ de la fac¸on suivante : on conside`re une
solution u du proble`me (3.2) telle que∣∣[u 6= 0]∣∣ > m.
Cela implique en particulier que, pour t dans ]0, 1[ assez proche de 1, en notant encore
ut(.) = u(./t)
J(u) + λ
(∣∣[u 6= 0]∣∣−m) ≤ J(ut) + λ(∣∣[ut 6= 0]∣∣−m),
c’est a` dire que
λ m(1− td) ≤ J(ut)− J(u).
En divisant par 1− t et en faisant tendre t vers 1, on trouve donc que
d λ m ≤ C(‖F‖L2(D),√−J(u)).
La preuve est alors acheve´e quand on prouve que J(u) est minore´ inde´pendamment de
λ assez grand, ce qui est fait dans [BHP05], lors de la preuve de l’existence de solutions
aux proble`mes (3.1) et (3.2).
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Chapitre 4
1
2-Ho¨lder continuite´ de la fonction
d’e´tat
Dans tout ce chapitre, ainsi que dans le suivant, on supposera que Ω est une forme
optimale du proble`me (Pλ). La fonction u = uΩ de´signe sa fonction d’e´tat. L’objec-
tif de cette section est de prouver que la fonction u est 12 -Ho¨lder continue sur D.
Notons d’abord que tous les re´sultats qui suivent sont purement locaux, et donc au-
cune hypothe`se particulie`re n’est faite sur la forme de D. En particulier, D n’est pas
ne´cessairement borne´. On remarquera que, graˆce au the´ore`me 3.1, tous les re´sultats
de re´gularite´ obtenus sur Ω ou sur sa fonction d’e´tat sont encore valables pour les
formes optimales du proble`me contraint (P) dans le cas ou` D ve´rifie les hypothe`ses du
the´ore`me d’e´quivalence.
L’e´tude de cette proprie´te´ de re´gularite´ se fera en plusieurs temps, et de plusieurs
points de vue. Dans la premie`re section, on va e´noncer un certain nombre de re´sultats
e´le´mentaires sur u et Ω. Ces premiers re´sultats, pour lesquels on a seulement besoin
de f dans L2(D), viennent de l’utilisation de l’optimalite´ de Ω pour des perturbations
locales obtenues par des re´unions de Ω avec de petites boules incluses dans D.
On obtient en particulier une premie`re estimation sur l’objet ∆u, qui est insuffisante
pour prouver le re´sultat de re´gularite´ voulu. Il nous faut en effet une information sur
la mesure ∆|u|. C’est l’objet de la seconde section, ou` cette information est obtenue de
deux fac¸ons diffe´rentes selon que
(i) la fonction u est positive, auquel cas ∆|u| = ∆u et on a de´ja` la bonne information,
(ii) la fonction u n’est pas de signe constant, et ∆|u| = ∆u+ + ∆u− et il faut arri-
ver a` de´duire de l’information connue sur ∆u des informations se´pare´es sur les
mesures ∆u+ et ∆u−. Nous avons effectue´ cette e´tape a` l’aide du lemme de Mo-
notonie d’Alt, Caffarelli et Friedman ([ACF84]) en se basant sur les re´sultats
de´veloppe´s dans [BHP05]. L’utilisation du lemme de Monotonie justifie l’hy-
pothe`se supple´mentaire que nous faisons dans cette partie de la preuve, a` savoir f
borne´e.
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4.1 Premie`res proprie´te´s de la forme optimale
On commence par e´nume´rer quelques proprie´te´s classiques de la forme optimale et
de sa fonction d’e´tat. Avant toute chose, remarquons que, Ω e´tant une forme optimale,
c’est en particulier une forme admissible pour le proble`me (Pλ), et donc c’est un en-
semble de mesure finie. Notons enfin que pour l’instant, nous supposons encore que la
fonction f est “seulement” dans L2(D).
Lemme 4.1. Soit B un boule ouverte incluse dans D et v ∈ H10 (Ω ∪B). Alors
J(Ω) ≤ G(v) + P (B)− P (Ω ∩B) + λ|Ωc ∩B|.
De´monstration. On utilise la condition d’optimalite´ satisfaite par Ω :
J(Ω)+P (Ω)+λ
∣∣|Ω|−m∣∣ = Eλ(Ω) ≤ Eλ(Ω∪B) = J(Ω∪B)+P (Ω∪B)+λ∣∣|Ω∪B|−m∣∣.
Comme on a J(Ω ∪B) ≤ G(v), on obtient
J(Ω) ≤ G(v) + P (Ω ∪B)− P (Ω) + λ∣∣|Ω ∪B| − |Ω|∣∣.
Le re´sultat vient alors de l’ine´galite´ classique P (Ω∪B) + P (Ω∩B) ≤ P (Ω) + P (B) et
de ce que |Ω ∪B| − |Ω| = |Ωc ∩B|.
Comme corollaire, on a les deux re´sultats suivants :
Lemme 4.2. Soit B(x, r) une boule incluse dans D avec r ≤ 1, et soit v la solution de{ −∆v = f dans B(x, r),
v ∈ u+H10
(
B(x, r)
)
.
Alors, ∫
B(x,r)
∣∣∇(u− v)∣∣2 ≤ C(λ)rd−1.
De´monstration. C’est une conse´quence du lemme pre´ce´dent en remarquant que
J(Ω)−G(v) = G(u)−G(v) = 1
2
∫
B(x,r)
∣∣∇(u− v)∣∣2
et que, puisque r ≤ 1,
P (B) + λ
∣∣Ωc ∩B(x, r)∣∣ ≤ C(λ)rd−1.
Lemme 4.3. Soit B un boule ouverte incluse dans D et ϕ ∈ C∞c (B). Alors,
| < ∆u+ f, ϕ > | ≤ 2
(∫
|∇ϕ|2
) 1
2 (
P (B)− P (Ω ∩B) + λ|Ωc ∩B|) 12 .
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De´monstration. Soit t ∈]0,+∞[. On applique le lemme 4.1 a` v = u+ tϕ ∈ H10 (Ω∪B) :
G(u) ≤ G(u+ tϕ) + P (B)− P (Ω ∩B) + λ|Ωc ∩B|.
En de´veloppant et en divisant par t on trouve que
< ∆u+ f, ϕ >≤ t
∫
|∇ϕ|2 + 1
t
(
P (B)− P (Ω ∩B) + λ|Ωc ∩ V |),
la valeur absolue sur le terme de gauche est alors obtenue en changeant ϕ en −ϕ.
Finalement, en minimisant le terme de droite en t, on obtient le re´sultat.
On peut maintenant de´ja` prouver la re´gularite´ de u dans “l’inte´rieur” de Ω.
Lemme 4.4. Soit B une boule ouverte incluse dans D telle que |Ωc ∩B| = 0. Alors u
est solution, au sens des distributions, de l’e´quation de Poisson suivante sur B :
−∆u = f.
De´monstration. En effet, comme |Ωc ∩ B| = 0, les ensembles Ω ∩ B et B ne diffe`rent
que d’un ensemble de mesure nulle. Donc P (Ω ∩ B) = P (B), d’ou` l’on a, en utilisant
le lemme 4.3, pour tout ϕ ∈ C∞c (B),
< ∆u+ f, ϕ >= 0.
Remarque. Rappelons que, e´tant donne´e la de´finition de H10 (Ω), la fonction u est nulle
quasi-partout hors de Ω, et donc a fortiori presque partout hors de Ω. Ceci nous donne
donc en un sens la re´gularite´ de u a` “l’exte´rieur” de Ω : si B est une boule ouverte dans
D telle que |B ∩ Ω| = 0, alors la fonction u est nulle presque partout sur B (et, par
analogie avec le lemme pre´ce´dent, ve´rifie l’e´quation de poisson −∆u = 0 au sens des
distributions sur B).
Maintenant que l’on connait ∆u dans “l’inte´rieur” et “l’exte´rieur” de Ω (on forma-
lisera bientoˆt ces deux notions), il nous reste a` e´tudier sa valeur sur le bord de la forme
optimale. Le lemme suivant donne une information cle´ a` ce propos.
Lemme 4.5. Il existe deux mesures positives µ+ et µ− telles que
∆u+ + f1[u>0] = µ+,
∆u− − f1[u<0] = µ−
les deux e´quations e´tant a` comprendre au sens des distributions sur D.
De´monstration. On prouve la premie`re e´quation, le raisonnement pour la seconde
e´quation e´tant tout a` fait similaire.
On de´finit pn, qn : R→ R par
pn(x) = nx1(0, 1
n
)(x) + 1[ 1
n
,∞)(x), qn(x) =
∫ x
0
pn(s)ds.
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Soit ψ ∈ C∞c (D) et t ∈ (0,∞). Comme v = u + tψpn(u) ∈ H10 (Ω), on a G(u) ≤ G(v),
i.e.,
t
∫
∇u∇(ψpn(u))+ t2 ∫ ∣∣∣∇(ψpn(u))∣∣∣2 ≤ t ∫ f ψpn(u).
En divisant par t et en faisant tendre t vers 0, on obtient∫
pn(u)∇u · ∇ψ +
∫
p′n(u)ψ|∇u|2 −
∫
fpn(u)ψ = 0.
i.e., au sens des distributions sur D, (on dira dans D′(D)) :
n|∇u|21[0<u<1/n] −∆
(
qn(u)
)− f pn(u) = 0.
Mais f pn(u) converge vers f1[0<u] dans L
1(D), et donc dans D′(D). De la meˆme
manie`re, qn(u) converge vers u
+ dans L2(D) et donc dans D′(D). Si maintenant on
note µn+ la mesure positive n|∇u|21[0<u<1/n], on a
∆
(
qn(u)
)
+ f pn(u) = µ
n
+ dans D′(D).
Comme le terme de gauche converge dans D′, il en est de meˆme du terme µn+. Au final,
la distribution ∆u+ + f1[0<u] est positive, et donc est une mesure de Radon positive,
que l’on note µ+. On a alors, dans D′(D),
∆u+ + f1[0<u] = µ+.
Et comme conse´quence de ce lemme :
Corollaire 4.6. Au sens des distributions sur D, u ve´rifie
−∆|u| ≤ |f |.
Quand f ∈ Lq(D) (pour un q > d/2), le fonction u est, en particulier, borne´e sur D et
on a l’estimation suivante :
‖u‖L∞(D) ≤ C
(
d, q, |Ω|, ‖f‖Lq(D)
)
.
De´monstration. On commence par calculer
−∆|u| = −∆u+ −∆u− = −µ+ − µ− + f1[0<u] − f1[0>u] ≤ |f |.
Ensuite, e´tant donne´ que Ω est de mesure finie, on peut trouver un ouvert ω inclus
dans D, contenant Ω et de mesure infe´rieure a` 2|Ω|. L’application du the´ore`me 8.16
de [GT83] donne alors l’estimation L∞ annonce´e.
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4.2 E´nonce´ du re´sultat
On a vu dans la section pre´ce´dente que l’on pouvait arriver a` prouver une certaine
re´gularite´ de la fonction d’e´tat dans l’inte´rieur et l’exte´rieur de Ω. Ces inte´rieurs et
exte´rieurs ne sont bien suˆr pas les inte´rieurs et exte´rieurs topologiques, mais sont a`
comprendre plutoˆt au sens de la mesure. On de´finit une fois pour toutes ces objets :
De´finition 4.1. Soit L un sous-ensemble mesurable de Rd. On appelle inte´rieur de L
au sens de la mesure l’ensemble
Lint =
{
x ∈ D : ∃r > 0, ∣∣B(x, r)\L∣∣ = 0}.
On appelle exte´rieur de L au sens de la mesure l’ensemble
Lext =
{
x ∈ D : ∃r > 0, ∣∣B(x, r) ∩ L∣∣ = 0}.
On appelle enfin bord de L au sens de la mesure l’ensemble
∂L =
{
x ∈ D : ∀r > 0, 0 < ∣∣B(x, r) ∩ L∣∣ < ∣∣B(x, r)∣∣}.
Remarque. On remarquera que les ensembles Lint et Lext sont ouverts. En pratique,
la notation ∂L de´signera toujours, dans la suite, le bord au sens de la mesure de
l’ensemble L. On notera alors ∂tL le bord topologique de L. Remarquons enfin que le
bord au sens de la mesure est ferme´ et que les trois ensembles ainsi de´finis forment une
partition de D.
Re´soudre la question de la re´gularite´ reviendra dans la suite a` pouvoir estimer assez
pre´cise´ment la mesure ∆|u| sur l’ensemble ∂Ω. L’estimation que l’on obtiendra nous
permettra alors de prouver le principal the´ore`me de ce chapitre :
The´ore`me 4.7. Soit Ω une forme optimale du proble`me (Pλ). Soit u la fonction d’e´tat
associe´e.
Si f ∈ L1(D) ∩ Lq(D) pour un q > d et u ≥ 0, alors la fonction u est localement
1
2 -Ho¨lder continue.
Si f ∈ L1(D) ∩ L∞(D), alors u est localement 12 -Ho¨lder continue, sans aucune
hypothe`se sur le signe de u.
4.3 Quelques rappels sur le Laplacien
L’ide´e de la preuve sera d’obtenir de bonnes estimations sur la mesure ∆|u| (rap-
pelons que u est la fonction d’e´tat associe´e a` la forme optimale) et d’en de´duire une
certaine re´gularite´ sur u elle-meˆme. Passer des estimations de ∆|u| a` la re´gularite´ de
u se fera essentiellement a` l’aide des deux lemmes suivants. Dans toute la suite, la
notation
∫
– de´signera l’inte´grale moyenne´e.
Lemme 4.8. Soient B(x0, r0) une boule ouverte et U ∈ C2
(
B(x0, r0)
)
. Alors, pour tout
r ∈]0, r0[, on a∫
–
∂B(x0,r)
U − U(x0) = (dωd)−1
∫ r
0
ds s1−d
∫
B(x0,s)
d(∆U). (4.1)
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Cette e´galite´ reste vraie pour tout U ∈ H1(B(x0, r0)) tel que ∆U est une mesure
ve´rifiant ∫ r
0
ds s1−d
∫
B(x0,s)
d|∆U | <∞, (4.2)
et ou` l’on a pose´
U(x0) = lim
r→0
∫
–
∂B(x0,r)
U. (4.3)
Enfin, (4.2) est en particulier ve´rifie´e si U ∈ L∞(B(x0, r0)) et s’il existe une fonction
g ∈ Lq(B(x0, r0)) avec q > d/2 telle que ∆U+ ≥ −g et ∆U− ≥ −g.
De´monstration. Pour une fonction U re´gulie`re, on a l’e´galite´
d
ds
∫
–
∂B1
U(s0 + sξ)dσ(ξ) =
∫
–
∂B1
∇U(x0 + sξ) · ξ = (dωd)−1s1−d
∫
B(x0,s)
d(∆U).
En inte´grant cette e´galite´ de ρ a` r, on a∫
–
∂B(x0,r)
U −
∫
–
∂B(x0,ρ)
U = (dωd)
−1
∫ r
ρ
ds s1−d
∫
B(x0,s)
d(∆U). (4.4)
Pour des fonctions plus ge´ne´rales U ∈ (L∞ ∩ H1)(B(x0, r0)) telles que ∆U est une
mesure finie sur B(x0, r0), on utilise une approximation a` l’aide d’une suite re´gularisante
Up = U ∗ ρp pour obtenir de meˆme l’e´galite´ (4.4).
Lorsque l’estimation (4.2) est satisfaite, alors la limite
lim
ρ→0
∫
–
∂B(x0,ρ)
U
existe et on peut prendre cette limite dans l’e´quation (4.4).
Maintenant, pour une fonction g ∈ Lq(B(x0, r0)) avec q > d/2, on a∫
B(x0,s)
|g| ≤ C(d)sd(1−1/q)
et ainsi la fonction
s 7→ g˜(s) = s1−d
∫
B(x0,s)
|g|
est dans L1(0, s0). Si U ∈ L∞ ∩ H1, ∆U e´tant une mesure finie et ∆U+ + g ≥ 0
sur B(x0, r0), alors en utilisant (4.4), on a∫ r
ρ
ds s1−d
∫
B(x0,s)
d(|∆U+|) ≤
∫ r
ρ
ds
[
g˜(s) + s1−d
∫
B(x0,s)
d(∆U+ + g)
]
≤ 2‖U‖∞ + 2
∫ r
ρ
g˜.
Comme le meˆme re´sultat est vrai pour U−, on obtient la condition (4.2) pour ce type
de fonctions.
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Remarque. La preuve montre en particulier que la condition (4.2) implique l’existence
d’une limite dans (4.3) pour tout x0. D’ou` la possibilite´ de prendre un repre´sentant
particulier de U de´fini a` l’aide de la formule (4.3).
Lemme 4.9. Soient B(x0, r0) une boule ouverte, r0 ≤ 1, et F ∈ Lq
(
B(x0, r0)
)
, q > d.
Alors il existe une certaine constante C = C
(
d, ‖F‖Lq(B(x0,r0))) telle que, pour tout
r ∈]0, r0[,
(i) si ∆U = F sur B(x0, r0), alors
‖∇U‖L∞(B(x0,r/2)) ≤ C
[
1 + r−1‖U‖L∞(B(x0,r))
]
, (4.5)
(ii) si ∆U ≥ F et U ≥ 0 sur B(x0, r0), alors
‖U‖L∞(B(x0,2r/3)) ≤ C
[
r +
∫
–
∂B(x0,r)
U
]
. (4.6)
De´monstration. Pour la solution du proble`me{ −∆W = G dans B1,
W ∈ H10 (B1),
on a, pour G ∈ Lq(D) avec q > d, et pour une constant C = C(d, q),
‖W‖C1(B1) ≤ C‖G‖Lq(B1).
On conside`re les fonctions renormalise´es :
∀ξ ∈ B1, V (ξ) = U(x0 + rξ), G(ξ) = r2F (x0 + rξ).
On remarque que ∆(V −W ) = 0 dans B1, de telle sorte que∥∥∇(W − V )∥∥
L∞(B1/2)
≤ C(d)‖V ‖L∞(∂B1).
Or, par la renormalisation de F , on a l’ine´galite´ suivante sur W :
‖W‖C1(B1) ≤ C‖G‖Lq(B1) ≤ Cr2−
d
q ‖F‖Lq(B(x0,r0)) ≤ Cr.
Ceci nous donne donc enfin
‖∇V ‖L∞(B1/2) ≤ C
[
r + ‖V ‖L∞(B1)
]
.
En renormalisant pour refaire apparaˆıtre U , on trouve l’e´galite´ (4.5).
Pour l’e´galite´ (4.6), remarquons tout d’abord que
−∆(V −W ) ≤ 0.
En particulier, cela implique que
(V −W )(x) ≤
∫
∂B1
Px(z)V (x)dσ(z)
ou` Px(.) de´signe le noyau de Poisson en x. En utilisant de nouveau l’estimation sur W
et la positivite´ de V , on a
‖V ‖L∞(B2/3) ≤ C
[
r +
∫
–
∂B1
V (z)dσ(z)
]
.
L’ine´galite´ (4.6) provient alors d’un changement de variables.
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4.4 Un lemme cle´
La preuve de la continuite´ Ho¨lder de´coule de l’obtention d’une bonne estimation
sur la mesure ∆|u|. Cette estimation est la suivante :
Lemme 4.10 (Estimation Cle´). Si f ∈ Lq(D) pour un certain q > d et u ≥ 0, ou
si f ∈ L∞(D) et u est de signe quelconque, alors pour tout δ ∈ (0, 1/2), il existe une
constante C = C(d, f, λ, δ) telle que, pour toute boule ouverte B(x0, δ) ⊂ D telle que
u(x0) = 0 et pour tout r ≤ δ/4, on a l’estimation∣∣∆|u|∣∣(B(x0, r)) ≤ Crd−1− 12 .
La preuve de ce lemme sera effectue´e de deux manie`res distinctes selon que u est
positive, ou que son signe change. Dans le premier cas, les re´sultats pre´liminaires per-
mettent de conclure directement. Dans le second, la preuve de la continuite´ de u consti-
tue une e´tape pre´liminaire ne´cessaire a` l’application d’un outil indispensable : le lemme
de Monotonie, qui permet de prouver l’estimation cle´. Dans un second temps, une fois
l’estimation obtenue, on prouvera la continuite´ Ho¨lder de la fonction d’e´tat.
Tout d’abord, remarquons que, a` partir du lemme 4.8, on peut expliciter un
repre´sentant particulier de u. En effet, on a vu, lors du lemme 4.5, que l’on avait
les ine´galite´s suivantes, au sens des distributions sur D :
∆u+ ≥ −|f |, ∆u− ≥ −|f |.
En utilisant alors le lemme 4.8, puisque dans les deux cas du lemme cle´, on a f ∈ Lq(D)
pour un q > d/2, la fonction u admet un repre´sentant de´fini ponctuellement par la limite
suivante :
∀x ∈ D, u(x) = lim
r→0
∫
–
∂B(x,r)
u.
On ve´rifie que, avec cette de´finition, on a de meˆme,
∀x ∈ D, u(x) = lim
r→0
∫
–
B(x,r)
u.
4.4.1 Cas ou` u est positive
Remarquons que dans ce cas, la distribution ∆|u| = ∆u = ∆u+ est une mesure de
Radon positive a` une fonction L∞ pre`s (c’est le lemme 4.5).
Preuve du lemme 4.10 dans le cas ou` la fonction u est positive. On conside`re une
boule ouverte B(x0, 2r) ⊂ D avec r ≤ 1. Soit ϕ ∈ C∞c
(
B(x0, 2r)
)
. Par le lemme 4.3, on
a
| < ∆u+ f, ϕ > | ≤ C1‖∇ϕ‖L2
(
rd−1 + λrd
) 1
2 ≤ C‖∇ϕ‖L2(B(x0,2r)) r
d−1
2 .
On choisit alors la fonction ϕ comme ve´rifiant les crite`res suivants :
ϕ = 1 dans B(x0, r), ϕ = 0 hors de B(x0, 2r),
0 ≤ ϕ ≤ 1, ‖∇ϕ‖L∞ ≤ C(d)
r
,
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et on obtient que
| < ∆u+ f, ϕ > | ≤ C(d, λ)rd−1− 12 .
On utilise alors le lemme 4.5, et plus pre´cise´ment que 0 ≤ µ+ = ∆u + f1[u>0]. On
trouve alors que
µ+
(
B(x0, r)) ≤ < µ+, ϕ >≤ | < ∆u+ f1[u>0], ϕ > | ≤ | < ∆u+ f, ϕ > |+
∫
D
|f | |ϕ|
≤ Crd−1− 12 +
∫
B(x0,2r)
|f |.
On estime alors, si 1/p+ 1/q = 1, ou` q est tel que f ∈ Lq(D) avec q > d.∫
B(x0,2r)
|f | ≤ ∣∣B(x0, 2r)∣∣ 1p ‖f‖Lq(B(x0,2r))
≤ C(d, q) rd(1−1/q)‖f‖Lq(D).
Maintenant, comme q > d, on a d(1− 1/q) > d− 1 > d− 1− 1/2, et comme r ≤ 1, on
a donc
rd(1−1/q) ≤ rd−1−1/2.
On a donc prouve´ que µ+
(
B(x0, r)
) ≤ Crd−1−1/2. On a de la meˆme manie`re, comme
∆u = µ+ − f1[u>0],
|∆u| ≤ µ+ + |f |,
et des estimations pre´ce´dentes on de´duit le re´sultat du lemme cle´.
4.4.2 Cas ge´ne´ral
La preuve du lemme cle´ va de´couler du lemme de Monotonie. Pour pouvoir l’ap-
pliquer, on a besoin de savoir que la fonction u est continue, ce qui constitue de´ja` un
re´sultat de re´gularite´ pre´liminaire non trivial.
Lemme 4.11. On suppose que f ∈ Lq(D) pour un q > d/2. Alors, la fonction u est
continue sur D.
De´monstration. Soit (xn)n une suite de D convergeant vers un x∞ dans D. On pose
δn = |xn − x∞|. On peut supposer que les δn de´croissent. Si, pour un certain n, on
a
∣∣B(x∞, δn) ∩ Ωc∣∣ = 0, alors on a vu que −∆u = f dans B(x∞, δn) et donc u est
continue en x∞.
On peut donc supposer que pour tout n,
∣∣B(x∞, δn) ∩ Ωc∣∣ 6= 0. On conside`re alors
les fonctions un(ξ) = u(x∞ + δnξ). Comme elles sont uniforme´ment borne´es, on peut
supposer (quitte a` extraire) qu’elles convergent, au moins dans L∞(Rd) muni de sa
topologie faible-∗, vers une fonction u∞ elle aussi dans L∞(Rd). L’objectif est donc de
prouver que u∞ = 0 et que la convergence est uniforme sur B1 : en effet, on aura alors
sup
|ξ|≤1
∣∣u(x∞ + δnξ)∣∣ →
n→∞ 0
et en particulier,
u(xn) = u
(
x∞ + (xn − x∞)
) →
n→∞ 0
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et la fonction e´gale a` un repre´sentant continu de u dans Ωint et a` 0 dans Ω
c
int est alors
un repre´sentant continu de u.
Pour tout R ≥ 1, on introduit vR la solution de{ −∆vR = f dans B(x∞, δnR),
vR ∈ u+H10
(
B(x∞, δnR)
)
.
On appelle alors vn(ξ) = vR(x∞ + δnξ). On a∫
BR
∣∣∇(un − vn)∣∣2 ≤ C(λ,R)δn,
et
−∆vn = δ2nf(x∞ + δξ).
En particulier, vn − un tend vers 0 dans H10 (BR). Comme de plus, vn est borne´e et
∆vn converge vers 0 dans L
q, si f est Lq avec q > d/2, vn converge uniforme´ment sur
tout compact de BR. La limite des vn est ne´cessairement u∞ est harmonique sur BR.
Comme R a e´te´ choisi de manie`re arbitraire, on a donc que u∞ est harmonique sur tout
Rd. Comme de plus u∞ est dans L∞, c’est ne´cessairement une constante. On peut de
plus supposer que la convergence des un a lieu dans H
1
loc(R
d).
On veut maintenant prouver que u∞ = 0. Pour cela, supposons par l’absurde que,
par exemple, u∞ > 0. Alors, u−n tend vers 0 dans H1loc(R
d). Comme de plus, on a
l’ine´galite´
−∆u−n ≤ δ2n
∣∣f(x∞ + δnξ)∣∣,
alors la convergence est uniforme sur tout compact.
Comme pour tout n, on a
∣∣B(x∞, δn) ∩ Ωc∣∣ 6= 0, on peut choisir yn = x∞ + δnξn
pour un certain ξn dans B1 avec u(yn) = 0. Notons alors Bs = B(yn, s). On utilise le
lemme 4.3 avec une fonction
ϕ ∈ C∞c (B2s), 0 ≤ ϕ ≤ 1,
ϕ|Bs = 1, ‖∇ϕ‖L∞(B2s) ≤ C/s.
On trouve, en utilisant la de´composition fournie dans le lemme 4.5
| < µ+ − µ−, ϕ > | ≤ Csd−1−1/2.
D’ou`, comme µ+ et µ− sont deux mesures de Radon positives :
µ+(Bs) ≤ Csd−1−1/2 + µ−(B2s)
soit encore,
∆u+(Bs) ≤ ∆u−(B2s) + Csd−1−1/2.
On multiplie cette dernie`re ine´galite´ par s1−d et on inte`gre entre 0 et δn pour obtenir∫
–
∂Bδn
u+ ≤
∫
–
∂B2δn
u− + C
∫ δn
0
s−1/2ds ≤
∫
–
∂B2δn
u− + C
√
δn,
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ce que l’on peut re´e´crire en∫
–
∂B1
u+n (ξn + ξ)dξ ≤
∫
–
∂B2
u−n (ξn + ξ)dξ + C
√
δn.
Or, la partie de droite dans cette dernie`re ine´galite´ tend vers 0 quand n tend vers∞, et
la partie de gauche est positive. Elle tend donc elle aussi vers 0. De plus, la suite (ξn)n
e´volue dans B1. On peut donc, quitte a` extraire, supposer qu’elle converge vers un ξ∞
lui aussi dans B1. Et on a alors la convergence de la suite
(
un(ξn + .)
)
n
dans H1loc(R
d)
vers u∞(ξ∞ + .) = u∞. D’ou` une contradiction. De meˆme en supposant initialement
que u∞ < 0. En conclusion, u∞ = 0.
Pour conclure, remarquons que
−∆|un| ≤ δ2n
∣∣f(x∞ + δnξ)∣∣.
En effet,
−∆|u| = −∆(u+)−∆(u−) (4.7)
= −µ+ − µ− + f1[u>0] − f1[u<0] (4.8)
≤ |f | (4.9)
et le re´sultat s’obtient par changement de variable. Si f e´volue dans Lq, pour un q > d/2
le terme δ2n
∣∣f(x∞ + δn.)∣∣ converge vers 0 dans Lq, et donc la convergence de un vers 0
a lieu uniforme´ment sur tout compact, ce qui ache`ve la preuve.
On suppose maintenant que f ∈ L∞(D). L’outil que l’on va utiliser dans la preuve
du lemme cle´ est le lemme suivant :
Lemme 4.12 (Lemme de Monotonie, [ACF84], [CJK02]). Soit U ∈ H1(Br0), continue
sur Br0, avec U(0) = 0 et telle que, pour un certain a ≥ 0, on ait
∆U+ ≥ −a, ∆U− ≥ −a sur Br0 .
On de´finit alors
Φ(r) =
(
1
r2
∫
Br
|∇U+|2
|x|d−2
)(
1
r2
∫
Br
|∇U−|2
|x|d−2
)
.
Alors, si a = 0, la fonction Φ est croissante sur ]0, r0[. Dans tous les cas, il existe une
constant C telle que
∀r ∈]0, r0/2[, Φ(r) ≤ C
[
1 +
∫
Br0
U2
]
.
Dans la preuve du lemme cle´ que nous pre´sentons maintenant, nous reprenons es-
sentiellement la de´monstration de [BHP05], mais avec des exposants diffe´rents pour les
puissances de r.
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Preuve du lemme 4.10 dans le cas ou` la fonction u est de signe quelconque et f borne´e.
On conside`re une boule ouverte B(x0, δ) ⊂ D avec u(x0) = 0. On peut alors appliquer
le lemme de Monotonie a` U(.) = u(x0 + .) sur Bδ, ceci car f est ici suppose´e borne´e.
Comme de plus u est borne´e sur D, la fonction Φ(r) est borne´e pour r ∈]0, δ/2[ par
une constante C(δ). En translatant on obtient, pour r ∈]0, δ/2[,
r−2d
(∫
B(x0,r)
|∇u+|2
)(∫
B(x0,r)
|∇u−|2
)
≤ Φ(r) ≤ C(δ). (4.10)
Pour tout r, on introduit les fonctions vr = vr+ − vr− et wr = wr+ − wr− ou` vr+, vr−, wr+
et wr− sont les solutions de
−∆vr+ = f+, −∆vr− = f− sur B(x0, r), vr+ − u+, vr− − u− ∈ H10 (B(x0, r)),
−∆wr+ = f+, −∆wr− = f− sur B(x0, r), wr+, wr− ∈ H10 (B(x0, r)).
Comme, pour i ∈ {+,−}, vri−wri est harmonique surB(x0, r) et e´gale a` ui sur ∂B(x0, r),
on a ∫
B(x0,r)
∣∣∇(vri − wri )∣∣2 ≤ ∫
B(x0,r)
|∇ui|2,
et aussi (comme vri − wri est harmonique et ui − vri + wri = 0 sur ∂B(x0, r)),∫
B(x0,r)
∣∣∇(ui − vri + wri )∣∣2 = ∫
B(x0,r)
∇(ui − vri + wri ) · ∇ui ≤ 2
∫
B(x0,r)
|∇ui|2.
D’ou`, en utilisant l’ine´galite´ (4.10), on a(
r−d
∫
B(x0,r)
∣∣∇(u+ − vr+ − wr+)∣∣2
)(
r−d
∫
B(x0,r)
∣∣∇(u− − vr− − wr−)∣∣2
)
≤ C(δ).
(4.11)
D’un autre coˆte´,∫
B(x0,r)
∣∣∇(u− vr + wr)∣∣2 ≤ C ∫
B(x0,r)
∣∣∇(vr − u)∣∣2 + ∣∣∇wr∣∣2.
On cherche maintenant a` obtenir des bornes sur les deux inte´grales de droite.
(i) Comme vr ∈ u+H10
(
B(x0, r)
)
, en utilisant la proposition 4.1, on a
G(u) ≤ G(vr) + Crd−1,
i.e., en remarquant que G(u) − G(vr) = 12
∫ |∇(u − vr)|2 (puisque −Dvr = f sur
B(x0, r)), on a ∫ ∣∣∇(u− vr)∣∣2 ≤ Crd−1.
(ii) Le second terme est borne´ par Crd et on a meˆme le re´sultat suivant :
Lemme 4.13. Puisque f ∈ Lq pour un q > d, on a ‖∇w‖L∞(B(x0,r)) ≤ Cr1−
d
q ≤ C et
r−d
∫
B(x0,r)
|∇wri |2 est borne´.
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Le bilan : ∫
B(x0,r)
∣∣∇(u− vr + wr)∣∣2 ≤ Crd−1.
Mais comme∫
B(x0,r)
∣∣∇(u− vr + wr)∣∣2 = ∫
B(x0,r)
∣∣∇(u+ − vr+ + wr+)∣∣2 + ∫
B(x0,r)
∣∣∇(u− − vr− + wr−)∣∣2
+ 2
∫
B(x0,r)
∇(u+ − vr+ + wr+) · ∇(u− − vr− + wr−),
on a (graˆce a` l’ine´galite´ de Cauchy Schwarz),∫
B(x0,r)
∣∣∇(u+ − vr+ + wr+)∣∣2 + ∫
B(x0,r)
∣∣∇(u− − vr− + wr−)∣∣2 ≤ Crd−1
+
∥∥∇(u+ − vr+ + wr+)∥∥L2(B(x0,r)∥∥∇(u− − vr− + wr−)∥∥L2(B(x0,r)).
Et avec l’estimation donne´e par le lemme de Monotonie, i.e., l’ine´galite´ (4.11),∫
B(x0,r)
∣∣∇(u+ − vr+ + wr+)∣∣2 + ∫
B(x0,r)
∣∣∇(u− − vr− + wr−)∣∣2 ≤ Crd−1.
Enfin, de la borne sur r−d
∫
B(x0,r)
|∇wri |2, on de´duit∫
B(x0,r)
∣∣∇(u+ − vr+)∣∣2 + ∫
B(x0,r)
∣∣∇(u− − vr−)∣∣2 ≤ Crd−1. (4.12)
On revient maintenant aux de´finitions de vr+ et v
r−. On a alors
∆(u+ − vr+) = µ+ + f+ − f1[u>0] ≥ µ+,
∆(u− − vr−) = µ− − f− + f1[u<0] ≥ µ−.
En proce´dant a` une inte´gration par partie, apre`s avoir remarque´ que u+ − vr+ est une
fonction ne´gative, on a∫
B(x0,r)
∣∣∇(u+ − vr+)∣∣2 = ∫
B(x0,r)
(vr+ − u+)d
(
∆(u+ − vr+)
) ≥ ∫
B(x0,r)
(vr+ − u+)dµ+.
Comme de plus µ+
(
[u 6= 0]) = 0, on a au final∫
B(x0,r)
∣∣∇(u+ − vr+)∣∣2 ≥ ∫
B(x0,r)
vr+dµ
+,
et le re´sultat similaire sur u−, vr− et µ− :∫
B(x0,r)
∣∣∇(u− − vr−)∣∣2 ≥ ∫
B(x0,r)
vr−dµ
−.
Au final, l’e´quation (4.12) devient∫
B(x0,r)
vr+dµ
+ +
∫
B(x0,r)
vr−dµ
− ≤ Crd−1.
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On applique maintentant la formule (4.1) a` la fonction U = u+− vr+ (de telle sorte que
∆U ≥ µ1 et U ≤ 0). On peut donc e´crire, pour tout z ∈ B(x0, r/4), (de telle sorte que
B(z, 3r/4) ⊂ B(x0, r)),
vr+(z) ≥
∫
–
∂B(z,3r/4)
U − U(z) ≥ C(d)
∫ 3r/4
0
ds s1−d
∫
B(z,s)
dµ+. (4.13)
On remarque tout d’abord que∫ 3r/4
0
ds s1−d
∫
B(z,s)
dµ+ ≥ (3r/4)1−d
∫ 3r/4
r/2
ds µ+
(
B(z, s)
) ≥ Cr2−dµ+(B(x0, r/4)).
D’ou`, en inte´grant (4.13) sur B(x0, r/4), on trouve
Crd−1 ≥ Cr2−d
(
µ+
(
B(x0, r/4)
))2
,
ou encore
µ+
(
B(x0, r/4)
) ≤ Crd−1−1/2.
On a le meˆme re´sultat sur µ−, et donc finalement sur
∣∣∆|u|∣∣.
4.5 Fin de la preuve du the´ore`me 4.7
Lemme 4.14. Si r ≤ 1 et B(x0, 2r) ⊂ D, on a∫ r
0
ds s1−d
∫
B(x0,s)
d
∣∣∆|u|∣∣ ≤ C√r.
De´monstration. Ceci de´coule directement de l’inte´gration de l’ine´galite´ obtenue dans
le lemme 4.10.
Remarque. Rappelons que, dans tout ce qui suit, ∂Ω de´signe toujours le bord au sens
de la mesure de Ω, c’est a` dire
∂Ω =
{
x ∈ D : ∀r > 0, 0 < ∣∣B(x, r) ∩ Ω∣∣ < ∣∣B(x, r)∣∣}.
De plus, on de´finit d(x) = d(x, ∂Ω).
Tout d’abord, on prouve que u (on parle toujours ici du repre´sentant de´fini a` partir
d’inte´grales sur des sphe`res) est une fonction nulle partout (et pas seulement presque
partout) hors de l’inte´rieur au sens de la mesure de Ω. Ce re´sultat est bien suˆr e´vident
en supposant de´ja` prouve´e la continuite´ de u. Ne´anmoins, notre objectif est de partir
uniquement des estimations des lemmes 4.10 et 4.14, ainsi que du repre´sentant de u
de´fini par des moyennes sur des sphe`res, sans aucune autre hypothe`se de re´gularite´,
et de prouver alors la continuite´ Ho¨lder. En particulier dans le cas ou` la fonction u
est positive, l’estimation du lemme 4.10 est obtenue facilement, dans avoir besoin de
prouver la continuite´, et les preuves suivantes permettent donc, dans ce cas la`, de
conclure directement a` la continuite´ Ho¨lder de u, sans avoir besoin a` aucun moment de
prouver la continuite´.
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Lemme 4.15. Soit x0 dans D tel que
∣∣B(x0, r) ∩ Ωc∣∣ > 0 pour tout r > 0 (i.e.,
x0 ∈ Ωcint). Alors u(x0) = 0.
De´monstration. Soit r > 0 tel que B(x0, 4r) ⊂ D et x1 ∈ B(x0, r) tel que u(x1) = 0
(un tel point existe bien puique u = 0 presque partout dans Ωc). Comme ∆|u| ≥ −|f |
(par le lemme 4.5), on peut appliquer le lemme 4.9 :
‖u‖L∞(B(x0,r)) ≤ ‖u‖L∞(B(x1,2r)) ≤ C
[
r +
∫
–
∂B(x1,2r)
|u|
]
.
Mais en appliquant le lemme 4.8 avec l’estimation du lemme 4.14, on obtient∫
–
∂B(x1,2r)
|u| =
∫
–
∂B(x1,2r)
|u| − |u|(x1) ≤ C
√
r
D’ou` ‖u‖L∞(B(x0,r)) ≤ C
√
r. Au final,
0 ≤ |u(x0)| ≤ lim inf
r→0
‖u‖L∞(B(x0,r)) = 0.
Preuve de la Ho¨lder continuite´ de u. Soit δ ∈ (0, 13). On de´finit
Dδ =
{
x ∈ D : d(x, ∂D) ≥ 6δ}.
Rappelons que l’on a de´fini la fonction
d : x ∈ D 7→ d(x, ∂Ω).
Lemme 4.16. Il existe Cδ = Cδ
(‖u‖∞) > 0 tel que pour tout x0 ∈ Dδ, ∣∣u(x0)∣∣ ≤
Cδd(x0)
1
2 .
De´monstration. Soit x0 dansDδ. On suppose tout d’abord que d(x0) ≥ δ. Alors, comme
u est borne´e, ∣∣u(x0)∣∣ ≤ ‖u‖∞√
δ
d(x0)
1
2 ≤ C(δ)d(x0) 12 .
Si maintenant r0 = d(x0) < δ, on choisit y0 ∈ ∂Ω tel que r0 = d(x0, y0). Par le
lemme 4.15, on a u(y0) = 0, de telle sorte que, en appliquant le lemme 4.8 et l’estimation
du lemme 4.14, on a∫
–
∂B(y0,2r0)
|u| =
∫
–
∂B(y0,2r0)
|u|−∣∣u(y0)∣∣ = (dωd)−1 ∫ 2r0
0
ds s1−d
∫
B(z0,s)
d
(
∆|u|) ≤ C√r0.
En appliquant enfin le (ii) du lemme 4.9 a` la fonction |u|, on obtient
‖u‖
L∞
(
B(x0,r0)
) ≤ ‖u‖
L∞
(
B(y0,2r0)
) ≤ C (3r0 + ∫–
∂B(y0,2r0)
|u|
)
et donc
∣∣u(x0)∣∣ ≤ Cd(x0) 12 .
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Lemme 4.17. Il existe C ′δ = C
′
δ
(‖u‖∞) > 0 tel que pour tout x0 ∈ Dδ avec d(x0) > 0,
on a
‖∇u‖
L∞
(
B
(
x0,
d(x0)
4
)) ≤ C ′δmax
{
1,
1
d(x0)
1
2
}
.
De´monstration. On suppose d’abord que
∣∣B(x0, d(x0))∩Ω∣∣ = 0. Graˆce au lemme 4.15,
on sait que la fonction u est identiquement nulle dans B
(
x0, d(x0)
)
. En particulier,∣∣∇u(x0)∣∣ = 0.
Si maintenant on a
∣∣B(x0, d(x0))∩Ωc∣∣ = 0, alors −∆u = f dans B(x0, d(x0)) (par
le lemme 4.4) de telle sorte que, en appliquant le (i) du lemme 4.9 et le lemme 4.16,
‖∇u‖
L∞
(
B
(
x0,
d(x0)
4
)) ≤ C [1 + 1
d(x0)
‖u‖
L∞
(
B
(
x0,
d(x0)
2
))] ≤ C [1 + 1
d(x0)
1
2
]
Maintenant, on peut conclure a` la Ho¨lder continuite´ de u. Soient x et y dans Dδ.
Supposons tout d’abord que x ou y est dans Ωcint. Alors, par les lemmes 4.15 et 4.16,
on prouve qu’il existe une constante C > 0 telle que∣∣u(x)− u(y)∣∣ ≤ Cd(x, y) 12 .
Supposons maintenant que x et y sont dans Ωint. Supposons d’abord que l’on a
d(x, y) ≤ d(x)/4. Comme u est re´gulie`re dans B(x, d(x)), en utilisant l’estimation
donne´e par le lemme 4.17, on trouve que
∣∣u(x)− u(y)∣∣ ≤ C ′δmax
{
1,
1
d(x)
1
2
}
d(x, y)
≤ Cmax
{
d(x, y), d(x, y)
1
2
}
≤ Cd(x, y) 12 .
Si d(x, y) ≤ d(y)/4, le re´sultat est le meˆme par syme´trie.
Si enfin d(x, y) ≥ max{d(y), d(x)}/4, alors∣∣u(x)− u(y)∣∣ ≤ 2max{u(x), u(y)} ≤ 2Cmax{d(x) 12 , d(y) 12} ≤ Cd(x, y) 12 .
Et donc il existe une constante C > 0 telle que pour tous x, y dans Dδ,∣∣u(x)− u(y)∣∣ ≤ Cd(x, y) 12 .
Chapitre 5
Lipschitziannite´ de la fonction
d’e´tat quand f ≥ 0
Dans cette section on va prouver le re´sultat principal de cette partie, c’est a` dire la
Lipschitziannite´ locale de la fonction d’e´tat dans le cas ou` la fonction f est positive et
Ho¨lder continue.
Tout d’abord, on va prouver un re´sultat de densite´ du comple´mentaire de la
forme optimale qui sera utilise´ tout a` la fin de la seconde partie de ce chapitre.
Ce re´sultat dit que pour tout point x sur le bord de la forme optimale, la quan-
tite´
∣∣Ωc ∩ B(x, r)∣∣/∣∣B(x, r)∣∣ est borne´e infe´rieurement inde´pendemment du choix de x
et de r. La preuve de la continuite´ Lipschitz utilisera ce re´sultat. En annexe a` ce cha-
pitre, on prouvera un re´sultat de densite´ similaire mais concernant la forme optimale
elle-meˆme. Le premier re´sultat de densite´ est vrai en toute ge´ne´ralite´, et n’utilise pas de
re´sultat de re´gularite´ de la fonction d’e´tat. En effet, la preuve utilise la de´croissance de
la fonctionnelle J et des perturbations de Ω de la forme Ω∪B pour des boules B incluses
dans D. Le second re´sultat de densite´, quant a` lui, demande une certaine re´gularite´ sur
la fonction d’e´tat. En pratique, la 1/2-Ho¨lder continuite´ prouve´e au chapitre pre´ce´dent
suffit.
Dans un second temps, on prouve alors la continuite´ Lipschitz de la fonction d’e´tat.
La preuve est directement inspire´e de celle de´veloppe´e pour le traitement d’un proble`me
voisin dans [ACKS01]. On suppose tout d’abord que la fonction f est borne´e sur D et α-
Ho¨lder continue pour un α > 0. On e´tudie alors, pour tout ε > 0, la fonction (u− ε)+.
Cette fonction est Lipschitzienne sur D avec une constante de Lipschitz Mε, et on
observe le point “le plus mauvais”, c’est a` dire celui re´alisant la constante de Lipschitz.
L’objet de la preuve est alors d’utiliser la structure de ce point pour obtenir une borne
sur Mε inde´pendante de ε.
5.1 Un re´sultat de densite´ exte´rieure
Le re´sultat suivant est vrai en toute ge´ne´ralite´, i.e., aucune hypothe`se n’est
ne´cessaire sur f autre que f ∈ L2(D).
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Lemme 5.1. Il existe des constantes C(d) et r0(d, λ) telles que,
∀x ∈ ∂Ω, ∀r ∈ (0,min{r0, d(x, ∂D)}), ∣∣Ωc ∩B(x, r)∣∣ ≥ Crd.
De´monstration. La preuve est classique. On peut la trouver par exemple dans [Giu84].
On conside`re des perturbations de Ω de la forme Ω˜ = Ω ∪ B(x, r) pour des boules
B(x, r) incluses dans D. En utilisant que Ω est une forme optimale du proble`me (Pλ),
on a
J(Ω) + P (Ω) + λ
∣∣|Ω| −m∣∣ = Eλ(Ω)
≤ Eλ
(
Ω ∪B(x, r))
≤ J(Ω ∪B(x, r))+ P (Ω ∪B(x, r))+ λ∣∣|Ω ∪B(x, r)| −m∣∣.
Mais comme la fonctionnelle J est de´croissante,
P (Ω) ≤ P (Ω ∪B(x, r))+ λ∣∣Ωc ∩B(x, r)∣∣. (5.1)
(i) D’un coˆte´, on peut estimer le pe´rime`tre par en dessous :
P (Ω) ≥ P (Ω, B(x, r))+ P (Ω, B(x, r)c). (5.2)
En effet, on peut e´crire
P (Ω) ≥ P (Ω, B(x, r))+ P (Ω, ∂B(x, r))+ P (Ω, B(x, r)c)
≥ P (Ω, B(x, r))+ P (Ω, B(x, r)c)
≥ P (Ωc, B(x, r))+ P (Ω, B(x, r)c).
(ii) On peut aussi estimer P
(
Ω ∪B(x, r)) pour presque tout r :
P
(
Ω ∪B(x, r)) = P (Ω, B(x, r)c)+Hd−1(∂B(x, r) ∩ Ωc). (5.3)
En effet,
P
(
Ω∪B(x, r)) = P (Ω∪B(x, r), B(x, r))+P (Ω∪B(x, r), ∂B(x, r))+P (Ω∪B(x, r), B(x, r)c),
et comme 1Ω∪B(x,r) = 1B(x,r) dans l’ouvert B(x, r), on a
P
(
Ω ∪B(x, r), B(x, r)) = 0,
et comme 1Ω∪B(x,r) = 1Ω dans l’ouvert B(x, r)
c
, on a
P
(
Ω ∪B(x, r), B(x, r)c) = P (Ω, B(x, r)c).
Enfin, pour presque tout r (voir [Giu84], remarque 2.14), on a
P
(
Ω ∪B(x, r), ∂B(x, r)) = Hd−1(∂B(x, r) ∩ Ωc).
(iii) En utilisant les ine´galite´s (5.1), (5.2) et (5.3), on obtient :
P
(
Ωc, B(x, r)
) ≤ Hd−1(∂B(x, r) ∩ Ωc)+ λ∣∣Ωc ∩B(x, r)∣∣.
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Mais, comme Ω est de pe´rime`tre fini, P
(
Ωc, ∂B(x, r)
)
est nul pour presque tout r, et
graˆce a` l’ine´galite´
P
(
Ωc ∩B(x, r)) ≤ P (Ωc, B(x, r))+Hd−1(∂B(x, r) ∩ Ωc)+ P (Ωc, ∂B(x, r)),
on a, pour presque tout r :
P
(
Ωc ∩B(x, r)) ≤ 2Hd−1(∂B(x, r) ∩ Ωc)+ λ∣∣Ωc ∩B(x, r)∣∣,
i.e., en utilisant l’ine´galite´ isope´rime´trique sur le terme de gauche
C(d)
∣∣Ωc ∩B(x, r)∣∣ d−1d − λ∣∣Ωc ∩B(x, r)∣∣ ≤ 2Hd−1(∂B(x, r) ∩ Ωc).
Comme
d
dr
∣∣Ωc ∩B(x, r)∣∣ = Hd−1(∂B(x, r) ∩ Ωc), on a, pour presque tout r,
C(d)
∣∣Ωc ∩B(x, r)∣∣ d−1d − λ∣∣Ωc ∩B(x, r)∣∣ ≤ 2 d
dr
∣∣Ωc ∩B(x, r)∣∣.
On peut e´tudier la fonction g(x) = C(d)x
d−1
d − λx, et voir que
lim
x
>→0
g(x)
x
d−1
d
= C(d).
Alors, pour r assez petit (i.e., plus petit qu’un certain r0(d, λ) et que d(x, ∂D)), et
toujours pour presque tout r,
C(d)
4
∣∣Ωc ∩B(x, r)∣∣ d−1d ≤ d
dr
∣∣Ωc ∩B(x, r)∣∣,
i.e., en divisant par
∣∣Ωc∩B(x, r)∣∣ d−1d et en inte´grant de 0 a` s < min{r0(d, λ), d(x, ∂D)} :
Cˆ(d)s ≤ ∣∣Ωc ∩B(x, r)∣∣ 1d , i.e., ∣∣Ωc ∩B(x, s)∣∣ ≥ ˆˆC(d)sd.
5.2 Lipschitziannite´, principe de la preuve
Rappelons que notre objectif principal est de prouver un re´sultat de re´gularite´ sur
la frontie`re de Ω. Une manie`re de faire consiste a` appliquer des re´sultats connus sur les
quasi-minimiseurs. Mais la re´gularite´ de´ja` connue sur la fonction d’e´tat ne suffit pas
pour ceci (voir le the´ore`me 6.2). Dans la preuve de la continuite´ Ho¨lder, on a fait des
variations de la forme optimale en prenant des unions avec des boules. Ici, on va utiliser
un autre type de perturbations exte´rieures, qui sera de´crit en 5.3.
A partir de maintenant, on supposera que la fonction f est positive, borne´e, et
localement α-Ho¨lderienne, pour un α > 0. Par conse´quent, la fonction u sera elle aussi
positive. Notons enfin qu’une conse´quence du chapitre pre´ce´dent est que la fonction u
est continue.
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On veut e´tudier la Lipschitziannite´ locale de u dans D, i.e., prouver que pour tout
point x de D, il existe un voisinage de x dans D tel que u est Lipschitzienne sur
ce voisinage. Lorsque le point x est dans Ωint (resp. dans Ωext), comme −∆u = f
dans Ωint (resp. −∆u = 0 dans Ωext), alors par les re´sultats classiques sur le proble`me
de Poisson, on sait que la fonction u est Lipschitzienne sur une boule B(x, r) telle que
B(x, r) ⊂ Ωint (resp. Ωext). Reste donc a` prouver la Lipschitziannite´ locale dans des
voisinages de points situe´s sur le bord de Ω.
On conside`re maintenant x ∈ ∂Ω (Rappelons que ∂Ω de´signe la frontie`re au sens
de la mesure de Ω). On suppose que B(x, δ) ⊂ D. On va prouver la Lipschitziannite´ de
la fonction u dans la boule B(x, δ32). En particulier, la proprie´te´ sera locale et, quitte a`
renormaliser, on pourra supposer que δ = 1. On de´signera donc par B1 = B(x, 1). Soit
ϕ une fonction re´gulie`re telle que 0 ≤ ϕ ≤ 1, ϕ = 0 dans B(x, 12)c, ϕ = 1 dans B(x, 14).
Soit ε > 0. On de´finit
wε = [u− ε]+.
La preuve pre´sente´e maintenant s’inspire directement de la seconde partie de [ACKS01].
On commence par de´finir Mε la plus petite constante telle que
∀x ∈ B1, Mεd(x) ≥ wε(x)ϕ(x),
ou` d(x) = d(x, ∂Ω). On veut trouver une borne supe´rieure surMε qui soit inde´pendante
du choix de ε. Le re´sultat souhaite´ sera alors une conse´quence directe du lemme suivant :
Lemme 5.2. On suppose qu’il existe une constante M <∞ telle que, pour tout ε > 0,
Mε <M. Alors u est Lipschitzienne dans B(x, 132).
De´monstration. Soient y et z dans B(x, 132).
Si y ou z sont dans ∂Ω, on a 0 =
∣∣u(y)− u(z)∣∣ ≤Md(y, z).
Si d(y) et d(z) sont tous les deux infe´rieurs a` d(y, z)/6, on trouve que
∣∣u(y)− u(z)∣∣ ≤ 2Mmax{d(y), d(z)} ≤ 2M
6
d(y, z).
Enfin si r = d(y) > d(y, z)/6, on a les estimations suivantes, en utilisant le
lemme 4.9 :
‖∇u‖L∞(B(y,r/6)) ≤ C +
C ′
r
‖u‖L∞(B(y,r/3)).
Soit y0 ∈ ∂Ω tel que r = d(y) = d(y, y0). On a B(y, r3) ⊂ B(y0, 2r3 ). Alors
‖u‖L∞(B(y,r/3)) ≤ 2M
r
3
,
d’ou`
‖∇u‖L∞(B(y,r/6)) ≤ C + C ′
M
3
, et
∣∣u(y)− u(z)∣∣ ≤ C(M)|y − z|.
Dans l’e´tude de Mε, on peut commencer par les deux proprie´te´s suivantes :
Lemme 5.3. ∀ε > 0,Mε <∞.
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De´monstration. Soit (Mnε )n une suite de re´els positifs strictement infe´rieurs a` Mε et
qui tendent vers Mε. Par de´finition de Mε, pour tout n, il existe un xn ∈ B1 tel que
wε(xn)ϕ(xn) > M
n
ε d(xn).
Tout d’abord, on peut supposer, quitte a` extraire, que la suite (xn) converge vers un
x∞ ∈ B1. Par continuite´ de wε, ϕ et d, on a
wε(x∞)ϕ(x∞) ≥Mεd(x∞).
Enfin remarquons que pour tout n, wε(xn) > 0, et donc u(xn) > ε. Toujours par
continuite´, on a donc encore que u(x∞) ≥ ε, et donc d(x∞) > 0. En particulier,
Mε ≤ wε(x∞)ϕ(x∞)
d(x∞)
<∞.
Lemme 5.4. Si Mε > 0, alors il existe un x0 ∈ B(0, 1) tel que
Mεd(x0) = wε(x0)ϕ(x0) > 0.
De´monstration. Il suffit de prendre pour x0 l’e´le´ment x∞ qui apparaˆıt dans la preuve
du lemme pre´ce´dent en remarquant que lorsque Mε > 0, on a Mεd(x∞) > 0 et donc
ϕ(x∞) > 0, ce qui implique x∞ ∈ B1.
Fixons maintenant un ε positif petit. On conside`re le x0 donne´ par le lemme
pre´ce´dent. Soit alors y0 sur ∂Ω tel que d(x0) = d(x0, y0). Quitte a` faire des rota-
tions et des translations bien choisies, on peut supposer que y0 = 0 et x0 = d(x0)e1, en
notant (e1, . . . , ed) la base standard de R
d. Remarquons que, puisque ϕ(x0) > 0, x0 est
dans B(x, 12) et ainsi d(x0) ≤ d(x0, x) < 12 , d’ou` finalement y0 est dans B(x, 1). Notre
objectif est ici de trouver une borne supe´rieure sur Mε qui soit inde´pendante de ε. On
supposera donc dans la suite que Mε ≥ 1, car dans l’autre cas l’estimation voulue est
imme´diate.
Dans la suite, on supposera que ε est fixe´ et on appellera M = Mε et w = wε.
L’objectif de ce qui suit est de trouver une estimation par au dessus de M qui soit
inde´pendante de ε.
5.3 Description des perturbations
On suppose (et on prouvera dans la suite que c’est bien le cas) qu’il existe une
surface C2 :
S =
{
(x1, x
′) ∈ V : x1 = ψ(x′)
}
dans un voisinage V (inclus dans B1) de y0 = 0 telle que ψ puisse eˆtre de´veloppe´e dans
le sens suivant :
ψ(x′) = Q′(x′) + ox′→0
(|x′|2)
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S
x1
ΩintΩext
∂Ω
Fig. 5.1 – les ensembles S et ∂Ω
ou` Q′ est une forme quadratique, le tout ve´rifiant la condition de courbure moyenne
suivante :
κ(S)(x′) ≤ 1
d− 1∆ψ(x
′) ≤ C
M
+
C
ϕ(x0)
(5.4)
ou` les constants note´es C ne de´pendent pas de ε, ni de x0, mais peuvent de´pendre de
la norme uniforme de ϕ ou de ses de´rive´es (et n’importe quelle constante note´e C dans
la suite sera de ce type). On suppose enfin (voir la figure 5.1) que
∂Ω ∩ V ⊂ {(x1, x′) ∈ V : x1 ≤ ψ(x′)}.
Comme x0 est situe´ dans le demi-plan [x1 > 0], on en de´duit que la surface S est incluse
dans Ωint, a` l’inte´rieur du voisinage V, et a` l’exception du point 0 (voir la figure 5.1).
On va perturber Ω a` partir de le´ge`res modifications de la surface S (voir la fi-
gure 5.2) :
S−t =
{
(x1, x
′) ∈ V : x1 = ψ−t (x′) = ψ(x′) +
δ0
ϕ(x0)
|x′|2 − t
}
et
S+t =
{
(x1, x
′) ∈ V : x1 = ψ+t (x′) = ψ(x′) + t
}
ou` t ≥ 0 et δ0 > 0 sont tous les deux petits. En utilisant l’hypothe`se faite sur la
courbure de la surface S, c’est a` dire l’e´quation (5.4), on remarque que, dans V, il
existe de nouvelles constantes C telles que
κ(S±t )(x) ≤
C
M
+
C
ϕ(x0)
.
Soit Zt le domaine entre S
+
t et S
−
t (voir la figure 5.2), i.e.,
Zt =
{
(x1, x
′) ∈ V : ψ−t (x′) < x1 < ψ+t (x′)
}
.
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Fig. 5.2 – l’ensemble Zt
Comme S+t et S
−
t s’intersectent pour |x′|2 = 2ϕ(x0)δ0 t, on aura Zt ⊂ V si t est assez petit
(δ0 e´tant fixe´). On peut de plus en de´duire la borne suivante sur les coordonne´es des
points de Zt :
∀(x1, x′) ∈ Zt, |x′|2 ≤ 2ϕ(x0)
δ0
t. (5.5)
Soit alors
Ωt = Ω ∪ Zt,
et (voir la figure 5.3)
Vt =
{
x1 > ψ
−
t (x
′)
}\Ω (= Zt\Ω pour t assez petit).
Soit enfin ut la solution au proble`me suivant (pour ut = u hors de Zt) :{ −∆ut = f dans Zt
ut ∈ u+H10 (Zt)
Comme l’ensemble Ω est une forme optimale du proble`me (Pλ), on a
J(Ω) + P (Ω) + λ
∣∣|Ω| −m∣∣ ≤ J(Ωt) + P (Ωt) + λ∣∣|Ωt| −m∣∣,
de telle sorte que (puisque J(Ω) = G(u) et J(Ωt) ≤ G(ut)),
G(u)−G(ut) ≤ P (Ωt)− P (Ω) + λ|Vt|.
5.4 Utilisation des perturbations
Dans cette section, on va trouver des estimations pour les diffe´rences P (Ωt)−P (Ω)
par au dessus, et G(u)−G(ut) par en dessous avec l’aide des |Vt| et |Vt/2| et atteindre
ainsi la borne sur M .
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Fig. 5.3 – l’ensemble Vt
5.4.1 Variations du pe´rime`tre
Lemme 5.5.
P (Ωt)− P (Ω) ≤ C
ϕ(x0)
|Vt|+ C
M
|Vt|.
De´monstration. On commence par donner une expression des deux pe´rime`tres :
P (Ωt, B1) = Hd−1(S−t \Ω) + P
(
Ω, B1\Zt
)
,
P (Ω, B1) ≥ P (Ω, Zt) + P
(
Ω, B1\Zt
)
.
En faisant la diffe´rence de ces deux e´quations, on trouve que
P (Ωt)− P (Ω) ≤ Hd−1(S−t \Ω)− P (Ω, Zt). (5.6)
Pour faire le calcul, si dt(.) = d(., S
−
t ) , on a (Cf. [GT83], chapitre 14.6), en notant
Ktj(y) la j-e`me courbure de la surface S
−
t au point y, et si dt(x) = |x − y| pour un
certain y ∈ S−t ,
∆dt(x) = −
d−1∑
j=1
Ktj(y)
1−Ktj(y)dt(x)
.
Soit maintenant, pour un t0 petit (i.e., pour que la quantite´ de´finie soit finie),
K = sup
1≤j≤d−1
sup
0≤t≤t0
sup
y∈B1/2∩S−t
∣∣Ktj(y)∣∣.
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On calcule, pour t < t0, pour x dans Vt et pour le y sur S
−
t tel que dt(x) = |x− y|,∣∣∣∣∣∣∆dt(x) +
d−1∑
j=1
Ktj(y)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
d∑
j=1
Kj
(
1
1− dt(x)Ktk(y)
− 1
)∣∣∣∣∣∣
≤
d∑
j=1
|Ktj(y)|2
dt(x)∣∣1− dt(x)Ktj(y)∣∣
≤ d K2 dt(x)
1− dt(x)K .
Or, comme K est fini et comme la fonction dt en restriction a` Vt tend vers 0 en norme
L∞, le terme de droite de la dernie`re ine´galite´ tend vers 0 quand t tend vers 0. Quitte
a` prendre t assez petit, on peut donc supposer, puisque ϕ(x0) ≤ 1, que∣∣∣∣∣∣∆dt(x) +
d−1∑
j=1
Ktj(y)
∣∣∣∣∣∣ ≤ 1ϕ(x0) ,
c’est a` dire
∆dt(x) ≥ −
d−1∑
j=1
Ktj(y)−
1
ϕ(x0)
= −C(d)κ(S−t )(y)−
1
ϕ(x0)
≥ − C
ϕ(x0)
− C
M
.
On a donc, en notant ν la normale exte´rieure ge´ne´ralise´e a` ∂redVt, le bord re´duit de Vt,
et en utilisant la formule de Stokes pour calculer l’inte´grale de ∆dt sur Vt :
−
(
C
ϕ(x0)
+
C
M
)
|Vt| ≤
∫
Vt
∆dt(x)dx =
∫
∂redVt
< ∇dt, ν > dHd−1
≤ −Hd−1(S−t \Ω) + P (Ω, Zt).
En utilisant alors (5.6), on en de´duit que
P (Ωt)− P (Ω) ≤ Hd−1(S−t \Ω)− P (Ω, Zt) ≤
(
C
ϕ(x0)
+
C
M
)
|Vt|,
ce qui conclut la preuve.
5.4.2 Variations de J
Avant de calculer la variation d’e´nergie, on a besoin d’un certain nombre d’esti-
mations sur u et ut qui nous sont donne´es par les lemmes suivants. Tout d’abord, le
re´sultat suivant de´coule facilement d’une renormalisation :
Lemme 5.6. Soient v et g deux fonctions et R un re´el strictement positif tels que{ −∆v = g dans BR
v ∈ H10 (BR).
On suppose que la fonction g est borne´e. Alors, v ∈ L∞(BR) et ‖v‖L∞(BR) ≤
C(d)‖g‖∞R2.
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A partir de la`, on obtient une premie`re estimation sur u :
Lemme 5.7. Il existe un voisinage V de 0 dans Rd tel que
∀x ∈ V, u(x) ≥ C(d, f)M
ϕ(x0)
(
x1 − ψ(x′)
)
.
Pour prouver ce lemme, on effectue un travail pre´liminaire dans la boule
B
(
x0, d(x0)
)
. Tout d’abord, notons ψ˜ le graphe de ∂B
(
x0, d(x0)
)
pre`s de 0, les or-
donne´es e´tant l’axe des x1.
Lemme 5.8. Il existe un voisinage V ′ de 0 dans Rd et une constante C ′ = C ′(d, f) > 0
tels que
∀x ∈ V ′ ∩B(x0, d(x0)), u(x) ≥ C ′M
ϕ(x0)
d
(
x, ∂B
(
x0, d(x0)
))
.
De´monstration. (i) Il existe deux constantes strictement positives α0 = α0
(
d, ‖f‖L∞
)
<
1/4 et C0 = C0(d) telles que
inf
B
(
x0,α0d(x0)
)u ≥ C0M d(x0)ϕ(x0) .
En effet, on conside`re α < 1/4 de telle sorte que r = αd(x0) < d(x0)/4 et on prend
pour w la solution de { −∆w = f dans B(x0, 2r)
w = 0 sur ∂B(x0, 2r).
Le lemme 5.6 nous dit que ‖w‖L∞ ≤ C(d)‖f‖L∞4r2. On remarque maintenant que u−w
est une fonction harmonique e´gale a` u sur ∂B(x0, 2r) de telle sorte que, en appliquant
l’ine´galite´ de Harnack a` la fonction u− w entre B(x0, r) et B(x0, 2r), on obtient
inf
B(x0,r)
u ≥ inf
B(x0,r)
(u−w) ≥ C(d)(u(x0)−w(x0)) ≥ C(d)(M d(x0)
ϕ(x0)
− 4r2C(d)‖f‖L∞
)
.
Mais comme r ≤ 4M d(x0)ϕ(x0) , on obtient
inf
B(x0,r)
u ≥ C(d)M d(x0)
ϕ(x0)
(
1− 4rC(d)‖f‖L∞
)
= C(d)M
d(x0)
ϕ(x0)
(
1− 4αd(x0)C(d)‖f‖L∞
)
,
et donc, comme d(x0) < 1,
inf
B(x0,r)
u ≥ C(d)M d(x0)
ϕ(x0)
(
1− 4αC(d)‖f‖L∞
)
,
ce qui nous donne α0.
(ii) Soit maintenant v la solution de
∆v = 0 dans B
(
x0, d(x0)
)\B(x0, α0d(x0))
v = C0M
d(x0)
ϕ(x0)
sur ∂B
(
x0, α0d(x0)
)
v = 0 sur ∂B
(
x0, d(x0)
)
.
Comme u ≥ v, et en calculant explicitement v, on obtient l’existence de la constante
strictement positive C ′(d, f) et le voisinage V ′ de 0 dans Rd de´sire´s.
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Preuve du lemme 5.7. Pour tout x sur S, on note nx le vecteur unitaire normal a` S
partant de x et oriente´ vers x0. Remarquons pour commencer qu’il existe un r1 ∈ R∗+
tel que la boule B(4r1n0, 4r1) est situe´e entie`rement au dessus de la surface S.
(i) En utilisant la re´gularite´ de la surface S, on trouve que pour tout x sur S dans
un voisinage de 0, on a
B(x+ 2r1nx, 2r1) ⊂ Ω.
Toujours en utilisant la re´gularite´ de S, on peut supposer que, pour tout x sur S assez
proche de 0, on a
x+ 2r1nx ∈ B
(
x0, d(x0)− r1
)
,
et donc, en utilisant le lemme 5.8, on a, pour tout x sur S assez proche de 0, (quitte a`
diminuer r1 pour rester dans le voisinage V1 donne´ dans le lemme pre´ce´dent)
u(x+ 2r1nx) ≥ C(d, f)M
ϕ(x0)
r1.
Par une estimation similaire a` celle utilise´e dans le (i) de la preuve du lemme pre´ce´dent,
on trouve des constantes α1(f, d) ∈]0, 1[ et C1 = C1
(
d, ‖f‖L∞
)
> 0 tels que, pour tout
x sur S assez proche de 0, on a
inf
y∈B(x+2r1nx,2r1α1)
u(y) ≥ C1M r1
ϕ(x0)
.
en utilisant alors la solution v de
∆v = 0 dans B(x+ 2r1nx, 2r1)\B(x+ 2r1nx, 2r1α1
)
v = C1M
r1
ϕ(x0)
sur ∂B(x+ 2r1nx, 2α1r1)
v = 0 sur ∂B(x+ 2r1nx, 2r1).
on trouve que l’existence d’une constante C2(d, f) telle que
∀x sur S proche de 0, ∀h ∈ (0, r1), u(x+ hnx) ≥ C2M h
ϕ(x0)
.
C’est a` dire, il existe un voisinage V ′′ de 0 dans Rd tel que
∀x ∈ V ′′ ∩ {x1 > ψ(x′)}, u(x) ≥ C2 M
ϕ(x0)
d(x, S).
Mais si x est assez petit, d(x, S) ≥ C(d)(x1 −ψ(x′)) ce qui nous donne le re´sultat.
Lemme 5.9.
inf
Zt/2
ut ≥ CM
ϕ(x0)
t.
De´monstration. On peut appliquer le lemme 5.7 pour obtenir, sur la surface S+t/2, l’es-
timation
inf
S+
t/2
u ≥ CM
ϕ(x0)
t.
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Fig. 5.4 – les points x+ et x−, et l’ensemble C
Conside´rons maintenant un point x = (x1, x
′) dans Zt/2. On construit les points (voir
la figure 5.4)
x− =
(
ψ−t/2(x
′), x′
)
et x+ =
(
ψ+t/2(x
′), x′
)
.
On prend r+ = d(x+, ∂Zt) et r
− = d(x−, ∂Zt). Une premie`re remarque, duˆe a` la
de´finition des fonctions ψ+t/2 et ψ
−
t/2 est que d(x
+, x−) ≤ t.
On prouve d’abord que si t est assez petit, r+ ≥ t/4 et r− ≥ t/4. Pour ce faire, si
l’on conside`re un point X =
(
ψ(x′′), x′′
)
sur ∂S−t . On veut donc prouver que, si t est
assez petit, on a que |x−−X| ≥ t/4. Tout d’abord, si l’on suppose que |x′− x′′| ≥ t/4,
le re´sultat est automatique puisque |x− −X| ≥ |x′ − x′′|. On peut donc supposer que
l’on a |x′ − x′′| ≤ t/4. On peut, en utilisant les expressions de ψ+t et ψ−t/2, e´valuer la
quantite´
|x− −X| =
{
(x′ − x′′)2 +
([
ψ(x′)− ψ(x′′)]+ ϕ(x0)
δ0
[|x′|2 − |x′′|2]+ t
2
)2} 12
≥
∣∣∣∣[ψ(x′)− ψ(x′′)]+ ϕ(x0)δ0 [|x′|2 − |x′′|2]+ t2
∣∣∣∣
≥ t
2
− ∣∣ψ(x′)− ψ(x′′)∣∣− ϕ(x0)
δ0
∣∣|x′|2 − |x′′|2∣∣
Mais comme les diffe´rences ψ(x′)−ψ(x′′) et |x′|2−|x′′|2 sont des o(t) quand t tend vers
0, car la fonction ψ et la fonction d’e´le´vation au carre´ sont de de´rive´e nulle en 0, on
trouve donc que, si |x′ − x′′| ≤ t/4,
|x− −X| ≥ t
2
− o(t).
On en de´duit alors que, pour t assez petit, et pour tout X sur ∂S−t , |x− −X| ≥ t/4.
Cela implique que d(x−, S−t ) ≥ t/4 pour t assez petit. On utilise une argumentation
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similaire pour prouver ensuite que, pour t petit, on a la meˆme minoration pour les
quantite´s
d(x−, S+t ), d(x
+, S+t ) et d(x
+, S−t .
Et l’assertion est prouve´e.
Conside´rons maintenant les ensembles C de´fini comme le plus petit ensemble
convexe contenant B(x+, t/4) ∪ B(x−, t/4) et C ′ de´fini comme le plus petit ensemble
convexe contenant B(x+, t/8) ∪ B(x−, t/8). On peut appliquer une ine´galite´ de Har-
nack uniforme au remplac¸ant harmonique de ut sur ces ensembles et prouver que (la
fonction ut, e´tant sur-harmonique, est supe´rieure a` son remplac¸ant harmonique, et de
plus ut ≥ u)
ut(x) ≥ inf
C′
ut ≥ C(d) sup
C′
ut ≥ C(d)ut(x+) ≥ C(d)u(x+) ≥ C(d) CM
ϕ(x0)
t.
Lemme 5.10.
G(u)−G(ut) ≥ CM
2
ϕ(x0)
|Vt/2|.
De´monstration. Rappelons d’abord que, graˆce a` la de´finition de ut, on a∫
Zt
∇ut · ∇(u− ut) =
∫
Zt
f (u− ut),
et donc
G(u)−G(ut) ≥ 1
2
∫ ∣∣∇(u− ut)∣∣2. (5.7)
Maintenant, pour y dans S−t , soit ly la droite passant pas y et suivant le vecteur e1.
Soit S′t l’ensemble de tous les points y de S
−
t tels que ly ∩ Vt/2 n’est pas vide. Pour un
tel point y, on appelle l′y l’ensemble (y, y + sye1) ou` sy = sup
{
s : y + se1 ∈ V t/2
}
. Au
final, soit
V ′t/2 = {y + se1 : 0 < s < sy, y ∈ S′t}.
En inte´grant sur les droites, on trouve que∫
V ′
t/2
∣∣De1(ut − u)∣∣dx ≥ ∫
S′t
dy
∫
l′y
De1(ut − u)ds
≥
∫
S′t
(ut − u)(y + sye1)dy =
∫
S′t
ut(y + sye1)dy.
Mais,
ut(y + sye1) ≥ CM
ϕ(x0)
t ≥ CM
ϕ(x0)
|l′y|,
et donc ∫
V ′
t/2
∣∣De1(ut − u)∣∣dx ≥ CMϕ(x0) |V ′t/2| ≥ CMϕ(x0) |Vt/2|.
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Mais, graˆce a` l’ine´galite´ de Schwarz,
∫
V ′
t/2
∣∣De1(u− ut)∣∣ ≤ |V ′t/2| 12
(∫
V ′
t/2
∣∣De1(u− ut)∣∣2
) 1
2
et donc∫
Ω
∣∣∇(u− ut)∣∣2 ≥ ∫
V ′
t/2
∣∣De1(u− ut)∣∣2 ≥ 1|V ′t/2|
(∫
V ′
t/2
∣∣De1(u− ut)∣∣
)2
≥ CM
2
ϕ(x0)2
|V ′t/2|
et donc, comme Vt/2 ⊂ V ′t/2, et comme ϕ(x0) ≤ 1,∫
Ω
∣∣∇(u− ut)∣∣2 ≥ CM2
ϕ(x0)
|Vt/2|,
ce qui, en utilisant (5.7), termine la de´monstration.
5.4.3 Conclusion
L’optimalite´ de Ω nous ame`ne donc, en utilisant les estimations pre´ce´dentes, a` :
|Vt/2|
CM2
ϕ(x0)
≤
(
C
ϕ(x0)
+ CM + λ
)
|Vt|.
Mais pour tout t assez petit, B(0, t/2) ⊂ Zt, et donc, graˆce au lemme 5.1, on a
|Vt| ≥
∣∣Ωc ∩B(0, t/2)∣∣ ≥ Ctd.
Donc, en utilisant le lemme 5.11, il existe une constante C(d) et une suite ti ↓ 0 telle
que
∀i, |V2ti | ≤ C(d)|Vti |.
En rassemblant tous les termes dans l’ine´galite´ de minimisation pour ti assez petit, et
apre`s division par |Vti |, on trouve que
CM2
ϕ(x0)
≤ C
ϕ(x0)
+ λ+
C
M
d’ou` l’on conclut queM ≤ C. Au final, la fonction u est donc localement Lipschitzienne
dans D.
5.5 Construction de la surface S
Par de´finition de x0, on a, pour tout y pre`s de x0,
Md(y) ≥Md(x0) + w(y)ϕ(y)− w(x0)ϕ(x0).
Maintenant, comme f est localement Ho¨lder continue et u(x0) > ε, la fonction u peut
eˆtre de´veloppe´e a` l’ordre 2 pre`s de x0. On a donc encore, pour tout y pre`s de x0,
Md(y) ≥Md(x0) +∇(wϕ)(x0) · (y − x0) +Q(y − x0) + o
(|y − x0|2). (5.8)
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Ici, Q est un polynoˆme d’ordre 2 tel que ∆Q = ∆(wϕ)(x0). Quelques conse´quences :
(i) En utilisant le lemme 5.15 en x0 avec l’ine´galite´ (5.8), on trouve que d est
diffe´rentiable en x0 et que
M∇d(x0) = ϕ(x0)∇w(x0) + w(x0)∇ϕ(x0).
(ii) En utilisant le lemme 5.12 en x0 avec l’ine´galite´ (5.8), on trouve (en identifiant
la forme quadratique Q avec sa matrive Q), que
Q∇d(x0) · ∇d(x0) ≤ 0.
Et on obtient que ∇d(x0) = x0 − y0|x0 − y0| = e1 d’ou`
Q1,1 = Qe1 · e1 ≤ 0.
(iii) On veut maintenant trouver une estimation de ∆Q par en dessous. On a
∆Q = ϕ(x0)∆w(x0) + 2∇w(x0) · ∇ϕ(x0) + w(x0)∆ϕ(x0).
En utilisant (i) et les estimations
∣∣∇ϕ(x0)∣∣ ≤ C et ∣∣∆ϕ(x0)∣∣ ≤ C, on trouve que
∆Q ≥ −C‖f‖L∞ − CM
ϕ(x0)
.
(iv) A partir du de´veloppement deMd obtenu dans (5.8), on trouve, pour x′ proche
de 0 dans Rd−1, en utilisant que ∇d(x0) = e1 et en posant Q′(x′) = Q(0, x′),
d
(
(d(x0), x
′)
) ≥ d(x0) + Q′(x′)
M
+ o
( |x′|2
M
)
avec, puisque Q1,1 ≤ 0,
∆Q′ ≥ −C‖f‖L∞ − CM
ϕ(x0)
.
(v) Pour tout x′ ∈ Rd−1 assez petit, en appelant y = (d(x0), x′), on de´finit
ψ(x′) = −w(y)ϕ(y)− w(x0)ϕ(x0)
M
.
Ce qui pre´ce`de nous permet de dire que ψ(x′) = −Q
′(x′)
M
+ o
( |x′|2
M
)
et que, pre`s de 0,
i.e., dans un voisinage V de 0 dans B1, ∂Ω est inclus dans l’ensemble{
(x1, x
′) : x1 ≤ ψ(x′)
}
,
i.e., se trouve sous la surface
S =
{
(x1, x
′) : x1 = ψ(x′)
}
.
et on peut estimer la courbure moyenne (vu par en dessus) de cette surface pre`s de
l’origine :
κ(S)(x) =
1
d− 1∆ψ(x
′) ≤ C
M
+
C
ϕ(x0)
.
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5.6 Quelques lemmes techniques
5.6.1 Un lemme utile
Lemme 5.11. On conside`re une fonction f :]0, r[→ R+ telle qu’il existe des constantes
strictement positives C0 et α avec
∀x ∈]0, r[, f(x) ≥ C0xα. (5.9)
Alors, il existe une certaine constante positive C(α) et une suite (tn)n dans (0, r/2)
convergeant vers 0 telle que
∀n, f(tn) ≤ C(α)f(tn/2).
De´monstration. Posons C = 2α+1. On va tout d’abord prouver que, pour tout r0 < r,
il existe un t dans ]0, r0 tel que f(t) ≤ Cf(t/2). D’ou` l’existence de tn par re´currence
en prenant r0 = min{1/n, tn−1}.
Pour prouver l’assertion annonce´e, supposons, par l’absurde, qu’il existe r0 dans
(0, r/2) tel que
∀t ∈ (0, r0), f(t) ≥ C f(t/2).
Alors, en prenant t0 dans (0, r0), on a
f(t0) ≥ Cf(t0/2) ≥ C2f(t0/4) ≥ Ckf(t0/2k) ≥ C
k
2αk
tα0C0 ≥
(
C
2α
)k
C0t
α
0 .
et ceci est impossible puisque f(t0) est fini, et que l’expression (C/2
α)k = (1 + 2−α)k
peut eˆtre aussi grande que l’on veut.
5.6.2 Quelques re´sultats sur la fonction distance
Dans toute cette partie, on e´tudie un certain nombre de proprie´te´s de la fonction
distance a` un ensemble. Dans ce qui suit, soit d(x) = d(x,A), ou` A est un ferme´ de Rd.
Lemme 5.12. Dans Ac, la fonction d(.) est une sur-solution de viscosite´ de l’e´quation
−∇2d ∇d · ∇d = 0,
i.e., d est une solution, au sens des solutions de viscosite´, de
∇2d ∇d · ∇d ≤ 0.
De´monstration. On commence par e´tudier les fonctions f : x 7→ d(x, y) sur Rd\{y}.
On a
∇f(x) = x− y|x− y|
et
∇2f(x) = Id|x− y| −
(x− y).(x− y)t
|x− y|3 ,
d’ou`
∇2f(x) ∇f(x) · ∇f(x) = 0,
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i.e., f est une solution classique de l’e´quation
H(∇f,∇2f) = 0
associe´e a` l’ope´rateur elliptique H(p,X) = −X p · p. Puisque l’on peut e´crire d sous la
forme
d(.) = inf
{
d(., y) : y ∈ A},
i.e., comme inf de solutions classiques, on trouve que d(.) est une sur-solution de vis-
cosite´ de la meˆme e´quation dans l’ouvert Ac.
Corollaire 5.13. Soient x0 un point de l’ouvert A
c, et f une fonction de classe C2
dans une certain voisinage de x0 avec
d(.) ≥ f(.) pre`s de x0, et
d(x0) = f(x0).
Alors
∇2f(x0) ∇f(x0) · ∇f(x0) ≤ 0.
Lemme 5.14. Soit x0 ∈ Rd. On suppose que d(x0) = r0 > 0. Alors, d(.) est
diffe´rentiable en x0 si et seulement si l’ensemble ∂B(x0, r0) ∩ A est un singleton {a}.
De plus, dans ce cas, on a
∇d(x0) = x0 − b|x0 − b| .
De´monstration. On commence par supposer que d est diffe´rentiable en x0. Puisque d
est 1-Lipschitzienne, on a |∇d|(x0) ≤ 1. Supposons par l’absurde qu’il existe (au moins)
deux points distincts a et b sur A ∩ ∂B(x0, r0). Pour tout t ∈ (0, 1), on de´finit
xa(t) = (1− t)x0 + ta,
xb(t) = (1− t)x0 + tb.
On e´tudie xa (xb ayant les meˆmes proprie´te´s). On a
d
(
xa(t)
)
= d
(
xa(t), a
)
= (1− t)|x0 − a|
d’ou`, pout t dans un certain voisinage de 0,
d
(
x0 − t(x0 − a)
) ≤ d(x0)− t|x0 − a|,
i.e.,
d
(
x0 + t(a− x0)
)− d(x0)
t
≤ −|x0 − a|,
et donc, en passant a` la limite t→ 0,
∇d(x0) · (a− x0) ≤ −|x0 − a|,
i.e.,
∇d(x0) · x0 − a|x0 − a| ≥ 1.
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Puisque |∇d(x0)| ≤ 1, cela implique que ∇d(x0) = x0−a|x0−a| . On a de manie`re similaire
∇d(x0) = x0−b|x0−b| ce qui est impossible. En particulier, comme A ∩ ∂B(x0, r0) n’est pas
vide, ce doit eˆtre un singleton.
Supposons maintenant que A ∩ ∂B(x0, d(x0)) est le singleton {a}. Remarquons
d’abord que, pour tout x, on a d(x) ≤ d(x, a). En particulier,
d(x) ≤ d(x0) + x− a|x− a| · (x− x0) + o
(|x− x0|).
Pour obtenir l’ine´galite´ dans l’autre sens, on fixe un ε > 0. On a
d
(
x0, A\B(a, ε)
)
> d(x0),
et donc, pour x proche de x0, on obtient
d(x) = d
(
x,A ∩B(a, ε)).
Soit maintenant b ∈ A ∩B(a, ε). On a
d(x, b) = d(x0, b)+
x0 − b
|x0 − b| ·(x−x0)+o
(|x−x0|) ≥ d(x0, a)+ x0 − b|x0 − b| ·(x−x0)+o(|x−x0|).
Dans cette ine´galite´, quite a` choisir ε assez petit, on peut supposer que le o(|x − x0|)
ne de´pend ni du choix de b, ni de celui de ε. On en de´duit que, pour x assez proche de
x0,
d(x)− d(x0)− x0 − a|x0 − a| · (x− x0) ≥ infb∈A∩B(a,ε)
{
x0 − b
|x0 − b| · (x− x0)−
x0 − a
|x0 − a| · (x− x0)
}
+o
(|x− x0|),
≥ − sup
b∈A∩B(a,ε)
{∣∣∣∣ x0 − b|x0 − b| − x0 − a|x0 − a|
∣∣∣∣} |x− x0|
+o
(|x− x0|).
Mais on peut choisir ε aussi petit que l’on veut. En particulier, quand ε → 0, le sup
pre´ce´dent tend aussi vers 0, ce qui donne
d(x) ≥ d(x0) + x0 − a|x0 − a| · (x− x0) + o
(|x− x0|).
Cela nous donne la diffe´rentiabilite´ de d en x0.
Lemme 5.15. Soit f une fonction de classe C1 dans un voisinage d’un point x0 de Ac
et ve´rifiant
d(.) ≥ f(.) pre`s de x0,
d(x0) = f(x0).
Alors la fonction d est diffe´rentiable en x0 et ∇f(x0) = ∇d(x0).
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De´monstration. (i) On prouve tout d’abord que
∣∣∇f(x0)∣∣ ≤ 1. Soit v ∈ Sd−1. En
utilisant la 1-Lipschitziannite´ de d, on a
f(x0 + tv)− f(x0) ≤ d(x0 + tv)− d(x0) ≤ t|v| ≤ t.
En divisant par t > 0 et en passant a` la limite t→ 0, on trouve que
∇f(x0) · v ≤ 1.
De la meˆme manie`re, quand t < 0, on trouve que
∇f(x0) · v ≥ −1.
Au final,
∣∣∇f(x0)∣∣ ≤ 1.
(ii) On suppose maintenant qu’il existe deux points distincts a et b sur A ∩
∂B
(
x0, d(x0)
)
. En conside´rant, comme dans la preuve du lemme pre´ce´dent
xa(t) = (1− t)x0 + ta,
xb(t) = (1− t)x0 + tb,
et en proce´dant a` une e´tude similaire, on trouve, t e´tant proche de 0, que
f
(
x0 − t(x0 − a)
) ≤ f(x0)− t|x0 − a|,
i.e.,
f
(
x0 + t(a− x0)
)− f(x0)
t
≤ −|x0 − a|,
et donc, a` la limite t→ 0 :
∇f(x0) · (a− x0) ≤ −|x0 − a|,
i.e.,
∇f(x0) · x0 − a|x0 − a| ≥ 1.
Puisque
∣∣∇f(x0)∣∣ ≤ 1, cela implique que ∇f(x0) = x0−a|x0−a| . On a alors un re´sultat
similaire sur b, ce qui est impossible
(iii) On conclut alors par l’application du lemme pre´ce´dent.
5.7 Annexe : Un re´sultat de densite´ inte´rieure
Le re´sultat suivant, obtenu “en passant” n’est pas utilise´ dans la suite. C’est ce-
pendant un premier re´sultat de re´gularite´ obtenu sur la forme optimale Ω en utilisant
seulement la continuite´ Ho¨lderienne prouve´e dans le chapitre pre´ce´dent.
Lemme 5.16. On suppose que u ∈ C0, 12 (D). Soit δ > 0. Soit x dans ∂Ω et tel que
d(x, ∂D) > δ. Alors, il existe des constantes C(d, δ) et r0(d, λ, δ) inde´pendantes du
choix de x telles que,
∀r ∈ (0,min{r0, d(x, ∂D)}), ∣∣Ω ∩B(x, r)∣∣ ≥ Crd.
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Etude des perturbations inte´rieures
On se donne un x sur ∂Ω tel que d(x, ∂D) > δ. On conside`re deux boules B(x, r) ⊂
B(x, r′) ⊂ D. On pose Ω˜ = Ω\B(x, r). On a alors
J(Ω) + P (Ω) + λ
∣∣|Ω| −m∣∣ ≤ J(Ω˜) + P (Ω˜) + λ∣∣|Ω˜| −m∣∣,
ce qui donne
J(Ω) + P (Ω) ≤ J(Ω˜) + P (Ω˜) + λ∣∣Ω ∩B(x, r)∣∣. (5.10)
On note
Mr′ = sup
B(x,r′)
u.
On conside`re la fonction g : [r, r′] → [0, 1] affine, valant 0 en r et 1 en r′. On de´finit
alors, dans B(x, r′)\B(x, r), la fonction Gr,r′(y) = g
(|y − x|). On conside`re enfin la
fonction v e´gale a` u sur B(x, r′)c, e´gale a` 0 sur B(x, r) et e´gale a` min{u,Mr′Gr,r′} sur
B(x, r′)\B(x, r). Notons que v ∈ H10 (Ω˜) ⊂ H10 (Ω). On a alors
J(u) ≤ J(v)
et donc
J(Ω˜)− J(Ω) ≤ 1
2
M2r′
∫
B(x,r′)∩Ω
|∇Gr,r′ |2 +
∫
B(x,r′)∩Ω
f.(u− v),
i.e.,
J(Ω˜)− J(Ω) ≤ C(d) M
2
r′
(r − r′)2
∣∣Ω ∩B(x, r′)∣∣+ C(‖f‖L∞)Mr′∣∣Ω ∩B(x, r′)∣∣.
A ce niveau, on peut faire intervenir la ho¨lde´riannite´ de´ja` prouve´e sur u :
M2r′ ≤ C sup
y∈B(x,r′)∩Ω
min
{
r′, d(y, ∂Ω)
}
Mais, pour tout y dans B(x, r′) ∩ Ω, on a
B
(
y, d(y, ∂Ω)
) ⊂ Ω.
On de´finit z comme le milieu du segment [x, y] et s = d(y, ∂Ω)/2. Alors, on a d’un coˆte´
que
B(z, s) ⊂ B(y, d(y, ∂Ω)) ⊂ Ω,
et de l’autre que B(z, s) ⊂ B(x, r′). On en de´duit que
B(z, s) ⊂ B(x, r′) ∩ Ω
et donc que
d(y, ∂Ω) ≤ ∣∣Ω ∩B(x, r′)∣∣ 1d .
On obtient donc l’estimation suivante sur Mr′ :
M2r′ ≤ C sup
y∈B(x,r′)∩Ω
min
{
r′, d(y, ∂Ω)
} ≤ C∣∣Ω ∩B(x, r′)∣∣ 1d .
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On en de´duit alors que
J(Ω˜)− J(Ω) ≤ C(d)
∣∣Ω ∩B(x, r′)∣∣1+ 1d
(r − r′)2 + C
(‖f‖L∞)∣∣Ω ∩B(x, r′)∣∣1+ 12d .
Pour e´tudier les variations de pe´rime`tre, notons juste que, pour presque tout r,
P
(
Ω˜, ∂B(x, r)
)
= Hd−1(Ω ∩ ∂B(x, r)),
d’ou`, en injectant les estimations pre´ce´dentes dans l’ine´galite´ (5.10), on a, pour presque
tout r,
P
(
Ω, B(x, r)
) ≤ Hd−1(Ω ∩ ∂B(x, r))+ C(d) ∣∣Ω ∩B(x, r′)∣∣1+ 1d
(r − r′)2
+C
(‖f‖L∞)∣∣Ω ∩B(x, r′)∣∣1+ 12d + λ∣∣Ω ∩B(x, r)∣∣. (5.11)
Un lemme pre´liminaire
Lemme 5.17. Soit (xm)m une suite dans R
+ telle que
xm+1 ≤ Cmxαm,
pour des constantes C > 0 et α > 1. Alors il existe une constante C ′ = C ′(C,α) telle
que si x0 < C
′, alors limm→∞ xm = 0.
De´monstration. Par re´currence, on a l’estimation suivante sur xm :
xm ≤ Cm+(m−1)α+(m−2)α2+···+αm−1xαm0 ≤ (max{C, 1})m+(m−1)α+(m−2)α
2+···+αm−1 xα
m
0 .
Soit maintenant un β strictement plus grand que 1. En e´tudiant la fonction
fβ : x ∈ (0,∞) 7→ x
βx
,
on montre que
∀m ≥ 1, m ≤ fβ
(
1
ln(β)
)
βm.
Appelons cβ la constante f
(
1
ln(β)
)
. On calcule
m+ (m− 1)α + (m− 2)α2 + · · ·+ αm−1 = αm−1
(
1 +
2
α
+
3
α2
+ · · ·+ m
αm−1
)
= αm−1
(
1 +
2√
α
1√
α
+
3√
α
2
1√
α
2 + · · ·+
m√
α
m−1
1√
α
m−1
)
≤ c√α αm−1
(
1 +
1√
α
+
1√
α
2 + · · ·+
1√
α
m−1
)
≤ c√α
1
1− 1√
α
αm−1,
≤ c(α) αm.
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En posant alors C ′(C,α) =
(
max{C, 1})c(α), on trouve que
xm ≤ C ′αmxαm0 = (C ′x0)α
m
et donc, si x0 <
1
C ′
, xm tend vers 0 quand m tend vers ∞.
Etude de la densite´ pre`s de la frontie`re
On se donne dans la suite un x0 dans ∂Ω. Conside´rons de plus un r0 tel que
B(x0, r0) ⊂ D. On construit une suite de rayons :
rm+1 = rm − r0
4
2−m.
On remarque que la suite (rm)m converge vers r∞ = r02 . Pour tout m, on pose enfin
Vm =
∣∣Ω ∩B(x0, rm)∣∣
et
Wm =
Vm
rd0
.
On a, pour presque tout r ∈]rm+1, rm[, en utilisant l’ine´galite´ isope´rime´trique sur l’en-
semble Ω ∩B(x0, r),
V
d−1
d
m+1 ≤
∣∣Ω ∩B(x0, r)∣∣ d−1d ≤ C(d){P (Ω, B(x0, r))+Hd−1(Ω ∩ ∂B(x0, r))} ,
i.e., en utilisant l’e´quation (5.11), pour presque tout r′ > r tel que B(x0, r′) ⊂ D,
V
d−1
d
m+1 ≤ C(d)
{
2Hd−1(Ω ∩ ∂B(x0, r))+ C(d) ∣∣Ω ∩B(x, r′)∣∣1+ 1d
(r − r′)2
+C
(‖f‖L∞)∣∣Ω ∩B(x, r′)∣∣1+ 12d + λ∣∣Ω ∩B(x, r)∣∣}.
On impose tout d’abord la contrainte r′ ≤ rm ce qui nous donne maintenant la formule :
V
d−1
d
m+1 ≤ C(d)
2Hd−1(Ω ∩ ∂B(x0, r))+ C(d) V
1+ 1
d
m
(r − r′)2 + C
(‖f‖L∞)V 1+ 12dm + λVm
 .
Comme ceci reste vrai pour presque tout r′ > r, on peut approcher rm par r′ et cela
nous donne donc, par continuite´ en r′ de la formule ci-dessus
V
d−1
d
m+1 ≤ C(d)
2Hd−1(Ω ∩ ∂B(x0, r))+ C(d) V
1+ 1
d
m
(r − rm)2 + C
(‖f‖L∞)V 1+ 12dm + λVm
 .
Conside´rons maintenant r′m+1 le milieu du segment ]rm+1, rm[. On a
rm − r′m+1 ≤
r0
8
2−m.
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La dernie`re majoration de Vm+1 e´tant valable pour presque tout r ∈]rm+1, rm[, on peut
l’inte´grer en r sur l’intervalle ]rm+1, r
′
m+1[ (voir la section 3.4.4. dans [EG92]). Cela
donne
r0
8
2−mV
d−1
d
m+1 ≤ C(d)
{
2.
∣∣Ω ∩ [B(x, r′m+1)\B(x, rm+1)]∣∣
+C(d)V
1+ 1
d
m
∫ r′m+1
rm+1
(r − rm)−2dr + r0
8
2−mC
(‖f‖L∞)V 1+ 12dm + λr0
8
2−mVm
}
.
On peut bien-suˆr majorer
∣∣Ω ∩ [B(x, r′m+1)\B(x, rm+1)]∣∣ par Vm, et,∫ r′m+1
rm+1
(r − rm)−2 =
[
(r − rm)−1
]r′m+1
rm+1
≤ (r′m+1 − rm)−1 ≤
8
r0
2m.
Au final, on trouve
r0
8
2−mV
d−1
d
m+1 ≤ C(d)
{
2Vm + C(d)V
1+ 1
d
m
8
r0
2m +
r0
8
2−mC
(‖f‖L∞)V 1+ 12dm + λr0
8
2−mVm
}
.
On cherche a` faire apparaˆıtre une ine´galite´ similaire, mais en les Wm, et pour cela, on
divise par rd0 . On obtient :
2−m
8
W
d−1
d
m+1 ≤ C(d)
2Wm + C(d)W 1+ 1dm 8.2m + r
3
2
0
8
2−mC
(‖f‖L∞)W 1+ 12dm + λr0
8
2−mWm
 .
On conclut enfin, en utilisant que lesWm sont borne´ par une constante C(d), e´tant une
densite´, et en utilisant que l’on peut supposer r0 < 1 :
2−m
8
W
d−1
d
m+1 ≤ C
(
d, ‖f‖L∞ , λ
)
CmWm,
soit encore
Wm+1 ≤ C
(
d, ‖f‖L∞ , λ
)m
W
d
d−1
m .
En utilisant le lemme 5.17, on en de´duit l’existence d’un C ′
(
d, ‖f‖L∞
)
tel que W0 < C
′
implique W∞ = 0, ce qui est impossible puisque x0 ∈ ∂Ω, par de´finition de ∂Ω.
On a donc prouve´ l’existence d’un C ′(x) > 0, que l’on peut choisir uniforme sur
des voisinages de tout point du bord, tel que, pour tout r assez petit (cette notion la`
pouvant elle aussi eˆtre de´finie de manie`re uniforme sur le voisinage du point du bord),∣∣Ω ∩B(x, r)∣∣ ≥ C ′∣∣B(x, r)∣∣.
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Chapitre 6
Re´gularite´ supe´rieure
Dans cette section on va s’inte´resser a` la re´gularite´ du bord de Ω. Tout d’abord, on
va prouver que, quand la fonction d’e´tat u est lipschitzienne, alors la forme optimale
Ω est un quasi-minimiseur. On en de´duira que le bord re´duit de Ω a une structure de
varie´te´ C1, 12 ainsi qu’une estimation sur la “taille” de l’ensemble ∂Ω\∂redΩ.
Dans une seconde partie, on e´crira, a` partir du re´sultat de re´gularite´ ainsi obtenu sur
le bord de Ω, l’e´quation d’Euler associe´e a` ce proble`me d’optimisation. Cette e´quation
s’e´crit formellement
κ(x) =
1
2
∣∣∇u(x)∣∣2 + C
ou` κ de´signe la courbure moyenne. Ce κ, dans le premier temps, correspond a` l’ope´rateur
(pour h le graphe du bord re´duit de Ω)
−div
(
∇h√
1 + |∇h|2
)
.
Mais cet ope´rateur est a` e´tudier alors comme ope´rateur elliptique sous forme divergen-
tielle, puisque l’on sait seulement pour l’instant que la fonction h est dans C1,
1
2 .
En utilisant des re´sultats classiques sur les e´quations elliptiques, on prouve que h
e´volue en re´alite´ dans C2, et on utilise alors un argument de “bootstrap” pour lier la
re´gularite´ de h a` celle de la fonction f .
6.1 Quasi-minimiseurs et conse´quences
Commenc¸ons par la de´finition :
De´finition 6.1. Un sous-ensemble mesurable E de l’ouvert D (⊂ Rd) est appele´ un α-
quasi-minimiseur (local) (pour un certain α ∈]0, 12 ]) si pour tout sous-ensemble A ⊂⊂ D
(i.e., tel que A est borne´ et inclus dans D), il existe un R ∈ (0,dist(A, ∂D)) et un C > 0
tels que
P
(
E,Br(x)
) ≤ P (E′, Br(x))+ Crd−1+2α
pour tous les x ∈ A, r ∈ (0, R) et E′ avec E∆E′ ⊂⊂ Br(x) (on rappelle d’ailleurs qu’on
a de´fini E∆E′ = (E\E′) ∪ (E′\E)).
85
86 CHAPITRE 6. RE´GULARITE´S SUPE´RIEURES
On va alors utiliser le re´sultat suivant (voir [Tam94] et [Alm76]) :
The´ore`me 6.1. Soit α ∈]0, 12 ]. On suppose que E est un α-quasi-minimiseur. Alors,
(i) ∂redE ∩D est une C1,α-hypersurface,
(ii) Hs[(∂E\∂redE) ∩D] = 0 pour tout s > d− 8.
The´ore`me 6.2. Supposons que f est borne´e et que Ω est une forme optimale du
proble`me (Pλ) telle que u = uΩ est localement Lipschitzienne sur D. Alors, Ω est
un 12 -quasi-minimiseur.
De´monstration. Soient A ⊂⊂ D et R ∈ ]0,dist(A, ∂D)[. Soit L une constante de
Lipschitz pour u sur A+B(0, R). On conside`re alors un x ∈ A, un r ∈]0, R[ et un
ensemble mesurable Ω′ tel que Ω′∆Ω ⊂⊂ B(x, r). Dans la fin de la preuve, on note
Br = B(x, r) et B2r = B(x, 2r).
Le cas ou` Br ⊂ Ω est facile, puisque l’on a
P (Ω′, Br) ≥ 0 = P (Ω, Br).
Supposons maintenant que Br ∩ ∂Ω n’est pas vide. Alors, ‖u‖L∞(B2r) ≤ 4rL. On
conside`re une fonction lisse ϕ telle que
ϕ = 0 dans Br, ϕ = 1 dans B
c
2r,
‖∇ϕ‖L∞ ≤ C
r
(C universelle) et ‖ϕ‖L∞ ≤ 1.
On peut alors estimer
J(Ω′)− J(Ω) ≤ G(ϕu)−G(u)
≤ 1
2
∫
B2r
(ϕ2 − 1)|∇u|2 +
∫
B2r
(∇u · ∇ϕ)uϕ+ 1
2
∫
B2r
u2|∇ϕ|2 +
∫
B2r
(1− ϕ)uf
≤ C(d, ‖f‖L∞ , L)rd
Et donc Ω est un 12 -quasi-minimiseur dans D.
On peut alors re´sumer les re´sultats pre´ce´dents dans le the´ore`me suivant :
The´ore`me 6.3. Supposons que f est borne´e et que Ω est une forme optimale du
proble`me (Pλ) telle que u = uΩ est localement Lipschitzienne sur D. Alors,
(i) ∂redΩ ∩D est une C1, 12 -hypersurface,
(ii) Hs[(∂Ω\∂redΩ) ∩D] = 0 pour tout s > d− 8.
Remarque. (i) Le the´ore`me pre´ce´dent s’applique aussi au proble`me (P), du moment que
le the´ore`me d’e´quivalence (the´ore`me 3.1) est valide, par exemple lorsque le domaine D
est un ouvert borne´ fortement e´toile´ par rapport a` un point.
(ii) Il aurait suffit, pour que la forme optimale Ω soit un quasi-minimiseur, d’avoir
l’estimation suivante :
∀B(x, r) ⊂ D,
∫
B(x,r)
|∇u|2 ≤ C rd−2+2α
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pour un α > 1/2. Cette estimation, qui se traduit entre autre par la α-Ho¨lder conti-
nuite´ de la fonction d’e´tat u, permet alors d’obtenir pour Ω une structure de
(
α− 12
)
-
quasi-minimiseur. En particulier, la 1/2-Ho¨lder continuite´ qui avait e´te´ prouve´e dans le
chapitre 4 n’est a priori pas suffisante en elle-meˆme pour prouver de la re´gularite´ sur
le bord de la forme optimale.
6.2 E´quation d’Euler
Tout d’abord, il faut remarquer que, hormis les points singuliers, ∂redΩ est de´ja` une
C1, 12 hyper-surface. L’e´quation d’Euler associe´e au proble`me d’optimisation de forme
donne´ va en fait nous permettre de prouver que le bord re´duit de la forme optimale est
C2,α, et meˆme parfois davantage.
On va commencer dans cette section par rechercher un “bon” repre´sentant de la
forme optimale. On cherchera alors a` e´crire le bord re´duit de Ω sous forme d’un graphe,
pour e´crire enfin l’e´quation d’Euler associe´e au proble`me (Pλ).
6.2.1 Le bon repre´sentant de la forme optimale
Rappelons tout d’abord que la forme optimale du proble`me conside´re´ est a priori
seulement mesurable. Ne´anmoins, connaissant sa fonction d’e´tat uΩ = u, on sait que u
est nul quasi-partout hors de Ω, et donc Ω ∪ [u˜ 6= 0] est un autre repre´sentant de Ω.
Rappelons encore que, u˜, le repre´sentant quasi-continu de u est de´fini a` un ensemble de
capacite´ nulle pre`s. Comme on a de´ja` prouve´ que u est Lipschitzienne, on peut supposer
que u et u˜ de´signe leur repre´sentant continu partout. De meˆme, quitte a` remplacer Ω
par Ω ∪ [u 6= 0], on peut supposer que Ω contient l’ouvert [u 6= 0].
Tout d’abord, on cherche a` e´vacuer le proble`me de la nature du bord. En effet, pour
notre forme optimale Ω, on est en pre´sence de deux de´finitions du bord, en ge´ne´ral
diffe´rentes, l’une e´tant le bord topologique (note´ ∂tΩ), l’autre le bord au sens de la
mesure (note´ ∂Ω, de´fini dans la section 2 du chapitre 4). En utilisant la proposition 3.1
de [Giu84] : on trouve un ensemble mesurable Ω˜ dans Rd tel que
|Ω˜∆Ω| = 0, et
∂tΩ˜ = ∂Ω˜,
Remarquons que de la premie`re e´galite´ vient que les ensembles Ω et Ω˜ sont deux
repre´sentants d’un meˆme ensemble (au sens de l’e´galite´ presque suˆre des fonctions
1Ω et 1Ω˜). En particulier, Ω et Ω˜ ont meˆmes pe´rime`tre et mesure. Toujours de cette
premie`re e´galite´, on de´duit que les deux ensembles ont le meˆme bord au sens de la
mesure. L’ensemble Ω˜ a cet avantage sur l’ensemble Ω que son bord topologique est
exactement son bord au sens de la mesure.
Enfin, on peut voir que l’ensemble ouvert [u 6= 0] est contenu dans Ω˜. En effet,
de l’e´galite´ Ω∆Ω˜ on de´duit tout d’abord que les deux ensembles Ω et Ω˜ ont le meˆme
inte´rieur au sens de la mesure et on a donc
[u 6= 0] ⊂ Ωint = Ω˜int ⊂ Ω˜.
On peut donc conclure de la fac¸on suivante :
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Proposition 6.4. Quitte a` choisir un bon repre´sentant de la forme optimale, on peut
supposer que Ω contient l’ouvert [u 6= 0], et que le bord topologique de Ω est exactement
son bord au sens de la mesure.
On supposera donc dans la suite que le repre´sentant choisi ve´rifie ces proprie´te´s.
6.2.2 E´criture sous forme de graphe du bord
On veut maintenant e´crire l’e´quation d’Euler associe´e au proble`me d’optimisation
pre`s d’un point de la frontie`re re´duite. Pour cela, fixons X ∈ ∂redΩ, et commenc¸ons par
utiliser la structure de varie´te´ de ∂redΩ. Quitte a` effectuer des rotations ade´quates, on
peut supposer qu’il existe une boule ouverte B1 de R
d−1, une boule ouverte B2 de R,
et une application h de B1 dans B2 de classe C1, 12 tels que
(i) X ∈ B1 ×B2,
(ii) ∂redΩ ∩B1 ×B2 =
{(
x, h(x)
)
: x ∈ B1
}
.
Ceci nous informe sur la structure du bord re´duit de Ω dans l’ouvert B1×B2. Dans
la suite, on notera U l’ouvert B1 ×B2.
Afin d’e´crire l’e´quation d’Euler, nous avons besoin d’informations sur tout le bord
de Ω a` l’inte´rieur de l’ouvert U . Pour cela, on peut utiliser le the´ore`me 4.4 de [Giu84],
et en particulier que, Ω e´tant un ensemble a` pe´rime`tre fini, son bord re´duit est dense
dans son bord au sens de la mesure. Le bord re´duit ayant une structure de varie´te´ dans
U , c’est un ensemble ferme´ dans cet ouvert. On en de´duit que
∂Ω ∩ U = ∂redΩ ∩ U .
En particulier, Ω est d’un seul coˆte´ de ∂redΩ. On re´sume tout cela dans la proposition
suivante :
Proposition 6.5 (Structure du bord dans U). Quitte a` choisir un bon repre´sentant
de la forme optimale Ω, on peut supposer que, outre les proprie´te´s e´nume´re´es dans la
proposition 6.4, Ω ve´rifie les proprie´te´s suivantes :
(i) ∂redΩ ∩ U = ∂Ω ∩ U =
{(
x, h(x)
)
: x ∈ B1
}
,
(ii) Ω ∩ U = {(x, y) ∈ U : y < h(x)}.
Quitte a` ope´rer des translations, et a` diminuer la taille de U , on pourra supposer
que les boules B1 et B2 sont centre´es en 0 et que le point X choisi sur le bord re´duit
est l’origine de Rd.
6.2.3 E´quation d’Euler
Pour e´crire l’e´quation d’Euler, conside´rons une fonction ϕ dans C∞c (B1) ve´rifiant∫
ϕ = 0. Alors, pour tout t suffisamment petit, la fonction h + tϕ est encore dans
C1, 12 (B1, B2). On de´finit alors l’ensemble
Ωh+tϕ = (Ω\U) ∪
{
(x, y) ∈ B1 ×B2 : y < h(x) + tϕ(x)
}
.
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R
y = h(x)
∂Ω
Rd−1
U
y = h(x) + tϕ(x)
Ω
Fig. 6.1 – les ensembles Ω et Ωh+tϕ
On remarque que les ensembles Ω et Ωh+tϕ ont exactement la meˆme mesure. On en
de´duit, en utilisant l’optimalite´ de Ω, que
P (Ω) + J(Ω) ≤ P (Ωh+tϕ) + J(Ωh+tϕ)
c’est a` dire, pour peu que les deux types de termes soient de´rivables :
lim
t→0
P (Ωh+tϕ)− P (Ω)
t
+ lim
t→0
J(Ωh+tϕ)− J(Ω)
t
= 0.
On cherche maintenant a` e´tudier l’existence de ces de´rive´es :
De´rivation du pe´rime`tre
Notons d’abord que, pour t suffisament petit,
P (Ω,Uc) = P (Ωh+tϕ,Uc).
Comme de plus on peut calculer
P (Ωh+tϕ,U) =
∫
B1
√
1 + |∇h+ t∇ϕ|2
on trouve que
lim
t→0
P (Ωh+tϕ)− P (Ω)
t
=
∫
B1
∇h · ∇ϕ√
1 + |∇h|2 . (6.1)
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De´rivation de l’e´nergie de Dirichlet
Commenc¸ons par remarquer que, maintenant que l’on sait que le bord est C1, 12 dans
notre ouvert U , on sait que la fonction d’e´tat u sera elle aussi C1, 12 (Ω ∩ U). En effet,
conside´rons une fonction ϕ constante e´gale a` 1 dans un voisinage de X, a` support
compact dans U , lisse et a` valeurs comprises entre 0 et 1. On a alors
∆(uϕ) = (∆u)ϕ+ 2∇u · ∇ϕ+ u(∆ϕ).
Donc, uϕ est une solution faible d’une e´quation de Laplace avec condition de Dirichlet
0 au bord. Notons ici que le second membre est a priori seulement borne´ (comme f).
Donc, la the´orie de la re´gularite´ au bord des solutions faibles du proble`me de Poisson
nous dit alors que la fonction uϕ est C1, 12 (Ω) (On pourra par exemple se re´fe´rer au
the´ore`me 8.34 dans [GT83]). Alors, quitte a` restreindre le domaine U , on peut donc
supposer que u ∈ C1, 12 (Ω ∩ U).
Pour de´river J , commenc¸ons par appeler ut la fonction d’e´tat associe´e a` Ωh+tϕ, c’est
a` dire, { −∆ut = f dans Ωh+tϕ,
ut = 0 sur ∂Ωh+tϕ.
La de´rivation s’effectue en deux e´tapes. Le premie`re e´tape consiste a` e´tudier la
de´rivabilite´ de l’application t 7→ ut. Cela se fait a` l’aide du the´ore`me suivant, ou` est
faite une hypothe`se de re´gularite´ supple´mentaire sur f :
The´ore`me 6.6. On suppose que f ∈ H1(D). Alors l’application t 7→ ut, vue comme
une fonction de´finie sur un voisinage de 0 dans R et a` valeurs dans L2(D), est de´rivable
en 0. Sa de´rive´e u′ est l’unique solution du proble`me
−∆u′ = 0 dans Ω
u′ = 0 sur ∂Ω\U
u′ + ϕ∇u · ed = 0 sur ∂Ω ∩ U .
De´monstration. La preuve est semblable a` celle propose´e dans le chapitre 5.3 de [HP05].
Pour cela, on conside`re une fonction Ψ re´gulie`re a` support compact dans 2U , e´gale a` 1
dans U . On de´finit alors l’application
Φ : (x′, y′) ∈ Rd−1 ×R 7→ ϕ(x′)Ψ(x′, y′)ed
et on applique les the´ore`me 5.3.1 et 5.3.2 de [HP05].
On peut re´e´crire la condition au bord ve´rifie´e par u′ :
u′
(
x′, h(x′)
)
+ ∂du
(
x′, h(x′)
)
ϕ(x′) = 0 pour x′ ∈ B1.
Comme maintenant on a J(Ωh+tϕ) = −12
∫
f ut, on trouve que
lim
t→0
J(Ωh+tϕ)− J(Ω)
t
= −1
2
∫
f u′.
Comme u′∆u = div (u′∇u)−∇u · ∇u′, on trouve que∫
f u′ =
∫
div (u′∇u)−
∫
∇u′ · ∇u
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et comme ∫
∇u′ · ∇u =< −∆u′, u >= 0,
on a finalement, par une inte´gration par partie :∫
f u′ =
∫
∂Ω
u′∇u · n =
∫
∂Ω∩U
u′∇u · n
ou` n de´signe la normale exte´rieure a` Ω. On suppose dans la suite que la fonction u est
positive. En particulier, cela nous donne que ∇u = −|∇u|n. D’ou`∫
f u′ =
∫
∂Ω∩U
|∇u|2ϕ ed · n.
Or, on peut calculer
n =
1√
1 + |∇h|2
( −∇h
1
)
.
D’ou` ed · n = 1√
1 + |∇h|2 et donc∫
f u′ =
∫
∂Ω∩U
|∇u|2ϕ√
1 + |∇h|2 .
Reste donc a` faire un changement de variable pour obtenir une inte´grale sur B1. Pour
cela, on utilise la formule suivante :∫
∂Ω∩U
G(y)dHd−1(y) =
∫
B1
G
(
x′, h(x′)
)√
1 +
∣∣∇h(x′)∣∣2dx′
d’ou`
lim
t→0
J(Ωh+tϕ)− J(Ω)
t
= −1
2
∫
B1
∣∣∇u(x′, h(x′))∣∣2ϕ(x′)dx′. (6.2)
Formulation de l’e´quation d’Euler
En utilisant alors les e´quations (6.1) et (6.2), on obtient, pour tout ϕ dans C∞c (B1,R)
et de moyenne nulle,∫
B1
∇h · ∇ϕ√
1 + |∇h|2 −
1
2
∫
B1
∣∣∇u(x′, h(x′))∣∣2ϕ(x′)dx′ = 0.
Cela revient donc a` dire, au sens des distributions, que pour tout ϕ dans C∞c (B1) et de
moyenne nulle, on a〈
−div
(
∇h√
1 + |∇h|2
)
, ϕ
〉
=
〈
1
2
∣∣∇u(., h(.))∣∣2, ϕ〉 .
Conside´rons maintenant une fonction θ particulie`re dans C∞c (B1) de moyenne e´gale a` 1.
Pour toute fonction ϕ dans C∞c (B1), on a ϕ− θ
∫
B1
ϕ de moyenne nulle et encore dans
C∞c (B1), et donc〈
−div
(
∇h√
1 + |∇h|2
)
, ϕ− θ
∫
B1
ϕ
〉
=
〈
1
2
∣∣∇u(., h(.))∣∣2, ϕ− θ ∫
B1
ϕ
〉
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d’ou` l’existence d’une constante C telle que, pour tout ϕ dans C∞c (B1),〈
−div
(
∇h√
1 + |∇h|2
)
, ϕ
〉
=
〈
1
2
∣∣∇u(., h(.))∣∣2, ϕ〉+ < C,ϕ >,
ce qui revient a` dire qu’au sens des distributions sur B1, h est solution de l’e´quation
suivante, dite e´quation d’Euler du proble`me :
−div
(
∇h√
1 + |∇h|2
)
=
1
2
|∇u|2 + C. (6.3)
On peut interpre´ter de`s a` pre´sent cette e´quation a` l’aide de la courbure moyenne (dont
la valeur en un point x de ∂redΩ est note´e κ(x)) par la formule :
∃C, ∀x ∈ D ∩ ∂redΩ, κ(x) = 1
2
∣∣∇u(x)∣∣2 + C. (6.4)
6.3 Re´solution dans le cas d = 2
Dans ce cas particulier, on a l’e´criture suivante :
−
(
h′√
1 + |h′|2
)′
=
1
2
|∇u|2 + C, (6.5)
et donc la fonction
h′√
1 + |h′|2 est dans W
1,∞.
Lemme 6.7. La fonction h est dans C1,α ∩W 2,∞
loc
.
De´monstration. On sait de´ja` que la fonction h est C1,α. De plus, la fonction h′ est
localement borne´e (puisque continue). On conside`re alors la fonction
g : t 7→ t√
1 + t2
.
On observe que
g′(t) =
1
(1 + t2)3/2
.
Conside´rons alors un ouvert borne´ O ⊂⊂ B1. Alors, pour tous x et y dans O, on a
∣∣g(h′(x))− g(h′(y))∣∣ = ∣∣∣∣∣
∫ h′(y)
h′(x)
g′(t)dt
∣∣∣∣∣ ≥
∣∣h′(x)− h′(y)∣∣(
1 + ‖h′‖L∞(O)
)3/2 .
En particulier, la fonction g◦h′ e´tant lipschitzienne (car de de´rive´e e´gale a` −12 |∇u|2+C),
on trouve le re´sultat.
Lemme 6.8. La fonction h est dans C2,α et on a
h′′ =
{
1
2
∣∣∇u(., h(.))∣∣2 + C}(1 + h′2)3/2.
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De´monstration. Pour cela, on va prouver le re´sultat suivant :
∀H ∈W 1,∞loc , g(H) ∈W 1,∞loc et
(
g(H)
)′
=
H ′
(1 +H2)3/2
.
Pour prouver cela, prennons une fonction H ∈ W 1,∞loc . La proprie´te´ a` de´montrer e´tant
locale, on peut supposer que H est a` support compact. On approche alors cette fonction
par une suite de fonctions Hn obtenue en ope´rant la convolution de H avec une suite
re´gularisante. La fonction H e´tant lipschitzienne, la suite Hn converge uniforme´ment
vers H. De plus, comme H ′ est dans L2, on peut supposer que H ′n converge faiblement
dans L2 vers H ′. En conside´rant une fonction ϕ ∈ C∞c (R), on calcule∫
g(Hn)ϕ
′ = −
∫
H ′n
(1 +H2n)
3/2
ϕ
et en passant a` la limite, on trouve bien que∫
g(H)ϕ′ = −
∫
H ′
(1 +H2)3/2
ϕ.
En particulier, en appliquant ceci a` H = h′ et en lisant (6.5), on a
h′′
(1 + h′2)3/2
=
1
2
|∇u|2 + C.
et donc,
h′′ =
{
1
2
|∇u|2 + C
}(
1 + h′2
)3/2
,
d’ou` l’on de´duit que la de´rive´e seconde de h est de classe Cα, ce qui prouve le re´sultat.
Remarque. On voit donc apparaˆıtre dans le lemme pre´ce´dent le lien entre la re´gularite´
de h et celle de u.
The´ore`me 6.9. On suppose que, dans U , la fonction f est de classe Ck,α. Alors, ∂Ω∩U
est le graphe d’une fonction Ck+3,α.
De´monstration. Pour cela supposons que ∂Ω est le graphe d’une fonction Cj,α (on
a vu que cela e´tait de´ja` le cas pour j = 2 d’apre`s le re´sultat pre´ce´dent) pour un
j ∈ {2, . . . , k + 2}. On a donc que j − 1 ≤ k, et donc f ∈ Cj−1,α. Alors, en appliquant
le the´ore`me 9.19 de [GT83], on trouve que u ∈ Cj,α(Ω). D’ou` ∇u ∈ Cj−1,α(Ω), et donc,
vue l’expression de h′′, on trouve que h ∈ Cj+1,α. Par re´currence finie, on trouve que
h ∈ Ck+3,α.
Corollaire 6.10. Si la fonction f est de classe C∞, alors le bord de Ω est une
varie´te´ C∞.
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6.4 Re´gularite´ C2,α dans le cas ge´ne´ral 2 ≤ d
The´ore`me 6.11. Si f ∈ H1(D) (condition ne´cessaire pour pouvoir e´crire la
de´rivation), f localement Ho¨lder continue, u localement lipschitzienne, alors le bord
re´duit de Ω a localement une structure locale de varie´te´ C2,α pour un certain α > 0.
De´monstration. En reprenant les notations pre´ce´dentes, on a vu que le bord re´duit de
Ω pouvait s’e´crire localement comme le graphe d’une fonction C1, 12 solution, au sens
des distributions dans une boule B de Rd−1, de l’e´quation
−div
(
∇h√
1 + |∇h|2
)
=
1
2
|∇u|2 + C.
Notons que, quitte a` diminuer la taille de la boule, on peut supposer que h est C1 dans le
compact B. En particulier, (∇h)2 est borne´ dans B, par une constanteM . Conside´rons
donc une fonction auxiliaire g : R→ R ve´rifiant les proprie´te´s suivantes :
(i) g ∈ C∞(R),
(ii) g est paire,
(iii) g|R+ est de´croissante,
(iv) g|(−M,M) est constante e´gale a` 1,
(v) g|(−2M,2M)c est constante nulle.
Alors, h est encore solution de l’e´quation
−div
 ∇h√
1 + |∇h|2g(|∇h|2)
 = 1
2
|∇u|2 + C.
Notons que le membre de droite de l’e´galite´ est une fonction que l’on peut supposer
Cα(B1) pour un certain α > 0. Notons F cette fonction. On introduit alors le proble`me
suivant, vu comme une e´quation elliptique en forme divergencielle :
−div
 ∇U√
1 + |∇U |2g(|∇U |2)
 = F dans B1,
U = h sur ∂B1.
(6.6)
Remarquons tout d’abord que, puisque
∃a0 > 0, ∃b0 > 0, ∀p ∈ Rd−1, a0 < 1√
1 + p2g(p2)
< b0,
l’e´quation (6.6) a bien un sens dans H1(B1). Cela donne la formulation suivante :
∀ϕ ∈ H10 (B1),
∫
B1
∇U · ∇ϕ√
1 + |∇U |2g(|∇U |2) =
∫
B1
F ϕ,
U ∈ h+H10 (B1).
(6.7)
Remarquons que h est solution du proble`me (6.7). La preuve du the´ore`me consistera
donc en l’obtention de deux re´sultats : l’unicite´ des solutions a` l’e´quation (6.7) et
l’existence de solutions re´gulie`res a` (6.7).
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Lemme 6.12. On note, pour p ∈ Rd−1, A(p) = p√
1 + p2g(p2)
. On a
∀p ∈ Rd−1, ∀ξ ∈ Rd−1, DA(p)ξ · ξ ≥ ξ
2(
1 + p2g(p2)
) 3
2
≥ a30ξ2.
Lemme 6.13. Il existe une solution U au proble`me (6.7) qui ve´rifie
U ∈ C2,α(B1) ∩ C0
(
B1
)
et U |∂B1 = h|∂B1 .
De´monstration. Tout d’abord, on utilise le the´ore`me 15.19 dans [GT83]. Cela nous
donne l’existence d’une fonction U ∈ C2,α(B1)∩C0
(
B1
)
ve´rifiant, pour tout ϕ ∈ C∞c (B1),∫
B1
∇U · ∇ϕ√
1 + |∇U |2g(|∇U |2) =
∫
B1
F ϕ, (6.8)
ainsi que la condition au bord
U |∂B1 = h|∂B1 .
Comme U est continue sur B1, c’est bien une fonction de L
2(B1). Il nous faut donc
maintenant ve´rifier que son gradient est bien lui aussi dans L2(B1). Formellement, le
calcul que l’on va faire revient, au moins formellement, a` prendre la fonction U − h
comme fonction test dans le proble`me (6.7). On obtient alors que∫
B1
∇U · ∇(U − h)√
1 + |∇U |2g(|∇U | =
∫
B1
F (U − h)
et donc on s’attend a` avoir l’estimation
a0
∫
B1
|∇U |2 ≤ b0
∫
B1
|∇U | |∇h|+
∫
B1
F (U − h) ≤ C‖∇U‖L2(B1) + C‖U − h‖L∞(B1).
Pour formaliser cela, commenc¸ons par remarquer que, U e´tant par exemple C1(B1),
l’e´quation (6.8) a bien un sens pour tout ϕ pris dans un H10 (O) pour n’importe quel
ouvert O ⊂⊂ B1. En particulier, si on prend ε > 0, la fonction (U − h − ε)+ est bien
de cette forme. Et son gradient s’e´crit (∇U −∇h)1[U−h>ε]. On a donc∫
[U−h>ε]
∇U · ∇(U − h)√
1 + |∇U |2g(|∇U |2) =
∫
[U−h>ε]
F (U − h− ε)+.
On en de´duit que
a0‖∇U‖2L2([U−h>ε]) ≤
∫
[U−h>ε]
∇U · ∇h√
1 + |∇U |2g(|∇U |2) +
∫
[U−h>ε]
F (U − h− ε)+,
≤ b0
∫
B1
|∇U | |∇h|+
∫
B1
F |U − h|,
≤ C‖∇U‖L2(B1) + C.
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En passant a` la limite ε→ 0, on trouve que
a0‖∇U‖2L2(U−h>0]) ≤ C‖∇U‖L2(B1) + C.
En utilisant comme fonction test la fonction (U − h+ ε)−, on trouve de meˆme que
a0‖∇U‖2L2(U−h<0]) ≤ C‖∇U‖L2(B1) + C.
Enfin, la fonction ∇(U − h) est nulle presque partout sur l’ensemble [U − h = 0]
(voir [HP05] par exemple), et donc
a0‖∇U‖2L2(B1) ≤ C‖∇U‖L2(B1) + C.
On en de´duit que ‖∇U‖L2(B1) <∞, i.e., que U ∈ H1(B1). Comme de plus U ∈ C0
(
B1
)
et U |∂B1 = h|∂B1 , on a bien U ∈ h+H10 (B1).
Lemme 6.14. Il existe au plus une solution au proble`me (6.7) qui soit dans C1(B1).
De´monstration. Soient U et V deux telles solutions. On a donc, pour tout ϕ ∈ C∞c (B1),∫
B1
∇U · ∇p√
1 + |∇U |2g(|∇U |2) =
∫
B1
∇V · ∇p√
1 + |∇V |2g(|∇V |2) ,
i.e., ∫
B1
(
A(∇U)−A(∇V )) · ∇ϕ = 0.
On de´finit alors la fonction
Ut(x) = tU(x) + (1− t)V (x).
Notons Ax(t) = A
(∇Ut(x)) = A(t∇U(x) + (1− t)∇V (x)). On a donc,
0 =
∫
B1
(Ax(1)−Ax(0)) · ∇ϕ(x)dx,
i.e.,
0 =
∫
B1
(∫ 1
0
A′x(t)dt
)
· ∇ϕ(x)dx,
i.e.,
0 =
∫
B1
(∫ 1
0
DA
(∇Ut(x))∇(U − V )(x)dt) · ∇ϕ(x)dx.
Maintenant, remarquons que la fonction A est C∞ sur toutRd−1, et e´gale a` l’identite´ sur
le comple´mentaire d’une boule assez grande. Donc, la fonction DA est borne´e. Comme
maintenant U et V sont dans H1(B1) et comme ϕ est dans C∞c (B1) donc dans H1(B1),
on trouve que ∫
B1
∫ 1
0
∣∣DA(∇Ut(x))∇(U − V )(x) · ∇ϕ(x)∣∣ dt dx <∞.
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Ainsi, en appliquant le the´ore`me de Fubini,
0 =
∫
B1
∫ 1
0
DA
(∇Ut(x))∇(U − V )(x) · ∇ϕ(x)dt dx.
Remarquons maintenant que l’e´galite´ pre´ce´dente est continue en ϕ par rapport a` la
topologie H10 (B1). Par densite´, on peut donc prendre ϕ = U − V . En utilisant le
lemme 6.12, on trouve que
0 =
∫
B1
∫ 1
0
DA
(∇Ut(x))∇(U − V )(x) · ∇(U − V )(x)dt dx ≥ a30‖∇(U − V )‖2L2(B1),
et donc U = V .
Et ce dernier lemme conclut la preuve du the´ore`me.
6.5 Re´gularite´ supe´rieure
Une fois la re´gularite´ C2,α obtenue pour le bord re´duit, il devient possible de re´e´crire
l’e´quation d’Euler
−div
(
∇h√
1 + |∇h|2
)
=
1
2
|∇u|2 + C
sous la forme
− ∆h√
1 + |∇h|2 +
∇h · ∇h(
1 + |∇h|2) 32 = 12 |∇u|2 + C
soit encore
−∆h =
√
1 + |∇h|2
(
1
2
|∇u|2 + C
)
+ 1− 1
1 + |∇h|2 . (6.9)
On peut alors mettre en place un argument de type bootstrap pour monter en re´gularite´.
Tout d’abord, comme le bord de Ω est, a` l’inte´rieur de l’ouvert U , de classe C2,α,
on trouve, si la fonction f est C0,α dans U , en utilisant le the´ore`me 9.19 dans [GT83],
que la fonction u est de classe C2,α au moins jusqu’au bord de Ω dans U , i.e., ∂Ω ∩ U .
On en de´duit que le second membre de l’e´quation 6.9 est de classe C1,α. Toujours en
utilisant le the´ore`me 9.19 dans [GT83], on en de´duit que h est de classe C3,α dans B1.
On peut alors prouver, par re´currence, le re´sultat suivant :
Proposition 6.15. Si la fonction f est de classe Ck,α dans le voisinage U e´tudie´, alors
le bord de Ω est de classe Ck+3,α dans U .
Et comme corollaire imme´diat :
Corollaire 6.16. Si la fonction f est de classe C∞ dans U , alors le bord de Ω est de
classe C∞ dans U .
On peut alors formuler un cas particulier du the´ore`me 6.3
The´ore`me 6.17. Supposons que f est une fonction C∞ positive sur D et que Ω est
une forme optimale du proble`me (Pλ). Alors
(i) ∂redΩ ∩D est une C∞-hypersurface,
(ii) Hs[(∂Ω\∂redΩ) ∩D] = 0 pour tout s > d− 8.
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Chapitre 7
Cas de la premie`re valeur propre
du Laplacien-Dirichlet
7.1 La fonctionnelle
On de´finit maintenant de la manie`re suivante la fonctionnelle d’e´nergie.
λ1(Ω) = inf
{∫
Ω |∇u|2∫
Ω u
2
: u ∈ H10 (Ω), u 6= 0
}
.
Les nouveaux proble`mes sont alors :{
Minimiser la quantite´ λ1(Ω) + P (Ω)
parmi les Ω ∈ Am, (P
lap)
et {
Minimiser la quantite´ λ1(Ω) + P (Ω) + λ
∣∣|Ω| −m∣∣
parmi les Ω ∈ A. (P
lap
λ )
On va prouver le re´sultat suivant :
The´ore`me 7.1. Soit Ω une forme optimale pour le proble`me (Plapλ ). Le bord
re´duit ∂redΩ est une C∞-hypersurface, et l’ensemble ∂Ω\∂redΩ est de mesure Hs nulle
pour tout s > d− 8.
Remarque. Le re´sultat s’e´tend par conse´quent aux formes optimales du proble`me (Plap)
quand existe une re´sultat d’e´quivalence entre les proble`mes (Plap) et (Plapλ ).
7.2 Re´sultats d’existence
L’existence de formes optimales est semblable au cas de l’e´nergie de Dirichlet.
Proposition 7.2. On suppose D borne´. Il existe des solutions aux proble`mes (Plap)
et (Plapλ ).
De´monstration. On proce`de comme dans le cas de l’e´nergie de Dirichlet, en relaxant le
proble`me a` l’aide des espaces Hˆ10 (Ω), puis en revenant au proble`me initial.
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Dans le cas ou` l’on travaille sur l’espace tout entier, on a cette fois, et contrairement
au cas de l’e´nergie de Dirichlet, un the´ore`me d’existence.
Proposition 7.3. On suppose que D = Rd. Il existe des solutions aux proble`mes (Plap)
et (Plapλ ).
De´monstration. Dans le cas du proble`me (Plap), conside´rons un sous-ensemble Ω me-
surable de Rd et de mesure m. Soit alors u une fonction propre du Laplacien-Dirichlet
sur Ω associe´e a` la premie`re valeur propre. En effectuant une syme´trisation radiale de Ω
et de u (voir [HP05]), on trouve, en notant B la boule de mesure m dans Rd centre´e a`
l’origine, que
λ1(B) + P (B) ≤ λ1(Ω) + P (Ω).
La boule B est donc une forme optimale au proble`me (Plap). On a de plus que toutes
les formes optimales a` ce proble`me sont des boules de mesure m.
Dans le cas du proble`me (Plapλ ), conside´rons une suite minimisante (Ωn)n. Pour
tout n, on appelle Bn la boule de Rd centre´e en 0 et de mesure |Ωn|. On a alors, pour
tout n,
λ1(B
n) + P (Bn) + λ
∣∣|Bn| −m∣∣ ≤ λ1(Ωn) + P (Ωn) + λ∣∣|Ωn| −m∣∣.
La suite (Bn)n est donc une nouvelle suite minimisante pour le proble`me (P
lap
λ ). Le
proble`me consiste donc maintenant a` minimiser la quantite´ λ1(B)+P (B)+λ
∣∣|B|−m∣∣
parmi toutes les boules B de Rd. Notons alors BR la boule de rayon R dans R
d centre´e
a` l’origine, et de´finissons la fonction
Φλ : R ∈ (0,∞) 7→ λ1(BR) + P (BR) + λ
∣∣|BR| −m∣∣.
On peut calculer
Φλ(R) = R
−2λ1(B1) +Rd−1P (B1) + λ
∣∣Rd|B1| −m∣∣.
On remarque alors que
Φλ(R) ∼
R→∞
λ |B1| Rd et Φλ(R) ∼
R→0
λ1(B1) R
−2
et donc Φλ atteint son minimum sur R en au moins un point R0. La boule BR0 est
alors une forme optimale du proble`me (Plapλ ).
7.3 Re´sultats d’e´quivalence
Tout d’abord, remarquons que la premie`re partie du raisonnement d’e´quivalence
du chapitre 3 peut eˆtre applique´e ici, la fonctionnelle λ1 e´tant elle-aussi de´croissante.
En ce qui concerne la seconde partie, il s’agit cette fois encore de de´river λ1 selon des
transformations classiques :
Proposition 7.4. Soit Ω un ensemble mesurable borne´ de Rd et t un re´el strictement
positif. Alors
λ1(tΩ) = t
−2λ1(Ω).
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En particulier,
lim
t→1,t<1
λ1(tΩ)− λ1(Ω)
1− t = 2λ1(Ω).
De´monstration. Remarquons que, pour tout u ∈ H10 (Ω), on a
ut(.) = u(./t) ∈ H10 (tΩ).
En particulier,
λ1(tΩ) ≤ inf
{∫ |∇ut|2∫
u2t
: u ∈ H10 (Ω)
}
≤ inf
{
t−2
∫ |∇u|2∫
u2
: u ∈ H10 (Ω)
}
≤ t−2λ1(Ω)
Comme de la meˆme manie`re, λ1(Ω) ≤ t2λ1(tΩ), on a meˆme l’e´galite´. D’ou` le re´sultat.
Le re´sultat d’e´quivalence de´duit de cette proposition est alors le suivant :
The´ore`me 7.5. On suppose ici que D est borne´ et fortement e´toile´. Alors, il existe λ∗ =
λ∗(m,D) tel que, pour tout λ ≥ λ∗, les proble`mes (Plapλ ) et (Plap) ont les meˆmes
solutions.
De´monstration. La preuve s’organise comme celle du chapitre 3. De´ja`, on a vu que
dans le cas ou` l’ensemble D est borne´, les deux proble`mes (Plapλ ) et (P
lap) admettent
des solutions. Pour prouver l’e´quivalence, on prend donc une forme optimale Ω du
proble`me (Plapλ ), ve´rifiant |Ω| 6= m, et on prouve que cela implique que λ ≤ C, pour
une constant C de´pendant de la dimension et du domaine D. Dans le cas ou` |Ω| < m,
on utilise la de´croissance de λ1 et la preuve s’organise comme dans la section 3.3.
Dans le cas ou` |Ω| > m, on utilise que l’ensemble D est fortement e´toile´ et des
perturbations de Ω par des homothe´ties. La proposition pre´ce´dente permet alors de
conclure.
Dans le cas de la premie`re valeur propre de l’ope´rateur Laplacien, cette e´quivalence
est insuffisante pour atteindre directement les re´sultats voulus. Le re´sultat suivant nous
permet alors de passer du proble`me (Pλ) a` un nouveau proble`me plus ade´quat a` la
preuve de la re´gularite´.
Corollaire 7.6. Soit Ω une forme optimale du proble`me (Plapλ ) et u ∈ H10 (Ω) un vecteur
propre associe´ a` la premie`re valeur propre du Laplacien-Dirichlet de norme L2 e´gale
a` 1. Alors pour tout Ω′ mesurable inclus dans D et tout v ∈ H10 (Ω′), on a[∫
|∇u|2 + P (Ω) + λ∣∣|Ω| −m∣∣] ≤ [∫ |∇v|2 + P (Ω′) + λ∣∣|Ω′| −m∣∣]
+
(
1−
∫
v2
)∫
|∇u|2 +
(∫
v2 − 1
)(
P (Ω′)− P (Ω))
+λ
∣∣|Ω′| − |Ω|∣∣ (1 + ∫ v2) .
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De´monstration. On suppose que v 6= 0. La proprie´te´ d’optimalite´ de Ω se traduit alors
par ∫
|∇u|2 + P (Ω) + λ∣∣|Ω| −m∣∣ ≤ ∫ |∇v|2∫
v2
+ P (Ω′) + λ
∣∣|Ω′| −m∣∣.
En multipliant par
∫
v2,
0 ≤
∫
v2(P (Ω′)− P (Ω)) + λ∣∣|Ω′| − |Ω|∣∣ ∫ v2 + ∫ |∇v|2 − ∫ v2 ∫ |∇u|2.
On ajoute alors a` cette ine´galite´ l’expression
∫ |∇u|2+P (Ω)+λ∣∣|Ω| −m∣∣ pour obtenir
l’ine´galite´ annonce´e.
7.4 12-Ho¨lder continuite´ de la fonction d’e´tat
Ici, le proce´de´ est tre`s similaire pour peu que l’on n’utilise pas directement le
proble`me (Plapλ ) mais le re´sultat du the´ore`me 7.6. Conside´rons donc une forme op-
timale Ω pour le proble`me (Plapλ ) et u une fonction propre associe´e a` l’ope´rateur
Laplacien-Dirichlet sur Ω. Quitte a` renormaliser, on peut supposer que
∫
u2 = 1. Et
en remarquant que u++ u− est aussi une fonction propre pour la meˆme valeur propre,
on peut donc supposer que u est une fonction positive. Commenc¸ons par e´tudier la
structure de ∆u :
Lemme 7.7. Il existe une mesure de Radon positive µ telle que
∆u+ λ1(Ω) u 1[u>0] = µ.
De´monstration. Soit ϕ ∈ C∞c (D,R+). On remarque que, pour t > 0, (u − tϕ)+ est
dans H10 (Ω), et n’est pas nul, pourvu que t soit assez petit. Donc,∫
|∇u|2 ≤
∫ ∣∣∇(u− tϕ)+∣∣2∫ ∣∣(u− tϕ)+∣∣2 .
Or, dans H10 (D), on a∫ ∣∣∇(u− tϕ)∣∣2 = ∫ ∣∣∇(u− tϕ)+∣∣2 + ∫ ∣∣∇(u− tϕ)−∣∣2,
et donc, en posant f(t) =
∫ ∣∣∇(u− tϕ)∣∣2 et g(t) = ∫ ∣∣(u− tϕ)+∣∣2, on a, pour t > 0,
f(t)
g(t)
− f(0)
g(0)
≥ 0.
Or, les fonction f et g sont de´rivables en 0, avec
f ′(0) = −2
∫
∇u · ∇ϕ
et
g′(0) = −2
∫
uϕ1[u>0].
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Et on a donc, en divisant par t > 0 et en faisant tendre t vers 0,
f ′(0)g(0)− f(0)g′(0)
g(0)2
≥ 0,
i.e.,
−2
∫
∇u · ∇ϕ+ 2λ1(Ω)
∫
uϕ1[u>0] ≥ 0.
Au final, on a donc, au sens des distributions sur D,
∆u+ λ1(Ω) u 1[u>0] ≥ 0,
et on identifie la distribution positive ainsi trouve´e avec une mesure de Radon positive.
D’ou` l’on de´duit une estimation L∞ de u.
Corollaire 7.8. La fonction u est dans L∞(D).
De´monstration. C’est l’application directe du the´ore`me 8.15 de [GT83].
Comme la fonction u est positive, on a vu, lors de l’e´tude du proble`me de Diri-
chlet, que la preuve de la continuite´ Ho¨lder passait par une bonne estimation de la
mesure |∆u|. Cette estimation provient du lemme suivant :
Lemme 7.9. Soit B un ouvert dans D et ϕ ∈ C∞c (B). Alors
< ∆u+
[
λ1(Ω) + P (Ω) − P (Ω ∪B)
]
u, ϕ > ≤
C
[∫
|∇ϕ|2 + ‖ϕ‖2∞ |B|
(
λ|B|+ P (B))] 12 [P (B) + λ|B|] 12 .
De´monstration. Pour cela, on applique le corollaire 7.6 en posant
Ω′ = Ω ∪B et v = u+ tϕ
pour un t re´el strictement positif que l’on fixera plus loin. En de´veloppant les diffe´rents
termes qui apparaˆıssent dans l’ine´galite´ obtenue, on obtient :
2t < ∆u+
[
λ1(Ω) + P (Ω) − P (Ω ∪B)
]
u, ϕ > ≤[
P (B) + 4λ|B|]+ t2 [∫ |∇ϕ|2 + P (B)∫ ϕ2 + 2λ|B|∫ ϕ2] .
En divisant par 2t et en regroupant les diffe´rentes constantes, on obtient
< ∆u+
[
λ1(Ω) + P (Ω) − P (Ω ∪B)
]
u, ϕ > ≤
C
t
[
P (B) + λ|B|]+ Ct [∫ |∇ϕ|2 + ‖ϕ‖2∞ |B| (P (B) + λ|B|)] .
En minimisant cette ine´galite´ en t, on obtient alors le re´sultat voulu.
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The´ore`me 7.10. Il existe une constante C > 0 telle que, pour tous r ∈ (0, 1) et x0 ∈ D
tels que B(x0, 2r) ⊂ D, on ait
|∆u|(B(x0, r)) ≤ Crd−1− 12 .
De´monstration. Pour prouver ce re´sultat, on va appliquer le lemme pre´ce´dent en pre-
nant pour B la boule B(x0, 2r), et pour ϕ une fonction C∞c (B(x0, 2r)) constante e´gale
a` 1 sur B(x0, r), uniforme´ment borne´e par 1 et de gradient uniforme´ment borne´ par un
C(d)/r. On calcule les ordres de grandeur des diffe´rents termes :∫
|∇ϕ|2 ≤ Crd−2,
P (B) ≤ Crd−1 et |B| ≤ Crd.
On a alors
< ∆u+
[
λ1(Ω)+P (Ω)−P (Ω∪B)
]
u, ϕ > ≤ C
[
rd−2 + rd(λrd + rd−1)
] 1
2
[
rd−1 + λrd
] 1
2
.
Comme r ≤ 1, chaque somme de rα peut eˆtre majore´e (a` une constante multiplicative
pre`s) par le terme de plus petit exposant, et donc
< ∆u+
[
λ1(Ω) + P (Ω)− P (Ω ∪B)
]
u, ϕ > ≤ C
[
rd−2
] 1
2
[
rd−1
] 1
2 ≤ Crd−1− 12 .
Maintenant, P (Ω∪B) ≤ P (Ω)+P (B) ≤ C, et donc, u e´tant une fonction borne´e sur D,
on a ∣∣< [P (Ω)− P (Ω ∪B)]u, ϕ >∣∣ ≤ Crd.
On trouve finalement que
< ∆u+ λ1(Ω)u, ϕ > ≤ Crd−1− 12 + Crd ≤ Crd−1− 12 .
Comme on a vu que la distribution ∆u+ λ1(Ω)u est une mesure positive sur D, on a
|∆u|(B(x0, r)) ≤ < |∆u|, ϕ >
≤ < |∆u+ λ1(Ω)u|, ϕ > + < |λ1(Ω)u|, ϕ >
≤ < ∆u+ λ1(Ω)u, ϕ > +Crd
≤ Crd−1− 12 + Crd
≤ Crd−1− 12 .
On en de´duit, comme dans le cas du proble`me de Laplace,
The´ore`me 7.11. Si Ω est une forme optimale du proble`me (Plapλ ) et u une fonction
propre associe´e a` cette forme, alors u est localement 12 -Ho¨lderienne.
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7.5 Lipschitziannite´ de la fonction d’e´tat
Dans la suite, Ω de´signe une forme optimale du proble`me (Plapλ ), et u une fonction
d’e´tat associe´e a` Ω. On suppose de plus que u est positive et que
∫
u2 = 1.
7.5.1 Re´sultat de densite´
E´tant base´ sur la de´croissance de la fonctionnelle d’e´nergie, le re´sultat de densite´
obtenu pour le proble`me (Pλ) se transpose imme´diatement au proble`me (P
lap
λ ) :
Lemme 7.12. Il existe des constantes C(d) et r0(d, λ) telles que,
∀x ∈ ∂Ω, ∀r ∈ (0,min{r0, d(x, ∂D)}), ∣∣Ωc ∩B(x, r)∣∣ ≥ Crd.
7.5.2 Preuve de la lipschitziannite´
La preuve est base´e sur le meˆme type de variation que pour la preuve de la lipschit-
ziannite´ pour le proble`me (Pλ). La surface est construite de la meˆme fac¸on en remar-
quant que la fonction u est solution, a` l’inte´rieur de Ω, de l’e´quation −∆u = λ1(Ω)u.
De la borne L∞ de u sur D, on de´duit le meˆme type d’estimations sur la courbure des
variations que dans le cas du proble`me de Laplace. On construit ainsi les “perturbe´s”
Ωt = Ω ∪ Zt
et la fonction ut solution de { −∆ut = λ1(Ω)u dans Zt,
ut ∈ u+H10 (Zt).
On a alors, en utilisant le re´sultat d’e´quivalence (7.6),[∫
|∇u|2 + P (Ω) + λ∣∣|Ω| −m∣∣] ≤ [∫ |∇ut|2 + P (Ωt) + λ∣∣|Ωt| −m∣∣]
+
(
1−
∫
u2t
)∫
|∇u|2 +
(∫
u2t − 1
)(
P (Ωt)− P (Ω)
)
+λ
∣∣|Ωt| − |Ω|∣∣ (1 + ∫ u2t) ,
i.e., ∫
|∇u|2 −
∫
|∇ut|2 − λ1(Ω)
(∫
u2 −
∫
u2t
)
≤ [P (Ωt)− P (Ω)] [∫ u2t]
+λ|Vt|
(
1 +
∫
u2t
)
.
Remarquons que, quitte a` prendre t petit, on peut supposer que
∫
u2t ≤ 1 +
∫
u2. On
obtient alors la majoration suivante du terme de droite de l’e´quation pre´ce´dente :
[
P (Ωt)− P (Ω)
] [∫
u2t
]
+ λ|Vt|
(
1 +
∫
u2t
)
≤
(
2 +
∫
u2
)([
P (Ωt)− P (Ω)
]
+ λ|Vt|
)
.
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Pour minorer la diffe´rence d’e´nergie, on remarque que, suite a` la de´finition de ut, on a∫
∇ut · ∇u−
∫
|∇ut|2 − λ1(Ω)
(∫
u2 −
∫
u.ut
)
= 0.
D’ou`∫
|∇u|2 −
∫
|∇ut|2 − λ1(Ω)
(∫
u2 −
∫
u2t
)
=
∫ ∣∣∇(u− ut)∣∣2 + λ1(Ω)∫ (u− ut)2.
Au final, on obtient∫ ∣∣∇(u− ut)∣∣2 + λ1(Ω)∫ (u− ut)2 ≤ (2 + ∫ u2)([P (Ωt)− P (Ω)]+ λ|Vt|) .
Soit encore, puisque λ1(Ω)
∫
(u− ut)2 ≥ 0,∫ ∣∣∇(u− ut)∣∣2 ≤ (2 + ∫ u2)([P (Ωt)− P (Ω)]+ λ|Vt|) . (7.1)
On reprend alors les estimations obtenues lors de l’e´tude du proble`me de Laplace :
P (Ωt)− P (Ω) ≤ C
ϕ(x0)
|Vt|+ C
M
|Vt|,
et ∫ ∣∣∇(u− ut)∣∣2 ≥ CM2
ϕ(x0)
|Vt/2|.
Au final, on obtient
CM2
ϕ(x0)
|Vt/2| ≤
(
2 +
∫
u2
)(
C
ϕ(x0)
|Vt|+ C
M
|Vt|+ λ|Vt|
)
.
≤ C
ϕ(x0)
|Vt|+ C
M
|Vt|.
Et on conclut a` la locale lipschitziannite´ de u comme dans le cas du proble`me de
Laplace.
7.6 Re´gularite´ supe´rieure
Dans cette partie, on suppose que la premie`re valeur propre de l’ope´rateur Laplacien-
Dirichlet sur Ω est simple. On proce`de alors comme pour le proble`me de Laplace, c’est
a` dire on e´crit que ∂∗Ω est une varie´te´ C1,α, et on travaille localement sur des graphes.
Sur un tel graphe (on note h la fonction de graphe de´finie sur une boule B1 de R
d−1 et
a` valeur dans une boule B2 de R), en utilisant le the´ore`me 5.7.1 de [HP05], on trouve
que, pour tout ϕ ∈ C∞c (B1,R) et de moyenne nulle,∫
B1
∇h · ∇ϕ√
1 + |∇h|2 −
∫
B1
∣∣∇u(x′, h(x′))∣∣2ϕ(x′)dx′ = 0.
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L’e´quation d’Euler devient donc, au sens des e´quation elliptiques en forme divergen-
tielle :
−div
(
∇h√
1 + |∇h|2
)
= |∇u|2 + C,
pour une constante C donne´e.
De la meˆme manie`re que dans le cas de l’e´quation de Laplace, on de´duit facilement
que le bord re´duit est une varie´te´ de classe C2,α, et on lance un argument de bootstrap
pour conclure la preuve du the´ore`me (7.1).
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Chapitre 8
Cas de l’e´nergie de Dirichlet
associe´e a` un ope´rateur elliptique
en forme divergentielle
Dans ce chapitre, on e´tudie une variation du proble`me initial, ou` l’EDP conside´re´e
n’est plus l’e´quation de Poisson −∆u = f , mais une version plus ge´ne´rale :
−div(A∇u) = f.
Le principal re´sultat de ce chapitre est la preuve de la 12 -Ho¨lder continuite´ de la fonction
d’e´tat d’une forme optimale, lorsque la fonction f est borne´e et positive. L’approche
est diffe´rente de celle du chapitre 4. Nous utiliserons d’abord le terme re´gularisant du
pe´rime`tre pour montrer un re´sultat de densite´ au bord de la forme optimale. Puis, nous
de´duirons la proprie´te´ de Ho¨lder continuite´ en utilisant quelques techniques utilise´es
aussi dans le chapitre 5.
8.1 Le proble`me
Soit D un ouvert borne´ re´gulier de Rd. Soit m un re´el dans l’intervalle
]
0, |D|[. On
s’inte´resse cette fois encore au proble`me{
Minimiser Eλ(Ω) = J(Ω) + P (Ω) + λ
∣∣|Ω| −m∣∣
parmi les sous-ensembles mesurables Ω de D.
(Pdivλ )
Ne´anmoins, la fonction J est maintenant l’e´nergie de Dirichlet associe´e a` un
ope´rateur elliptique de forme divergentielle. Soit donc une application
A : Rd 7→ Sd×d
ou` Sd×d de´signe l’ensemble des matrices syme´triques de taille d× d. On verra dans la
suite les conditions pre´cises de re´gularite´ et d’ellipticite´ de A selon les proprie´te´s que
l’on cherche a` prouver. Cependant, on peut de´ja` supposer que, pour tout x dans Rd,
la matrice A(x) est syme´trique de´finie positive.
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Soit f ∈ H−1(D). On de´finit alors l’e´nergie J par l’expression suivante :
J(Ω) = inf
{
G(u) : u ∈ H10 (Ω)
}
,
avec, pour tout u dans H10 (D),
G(u) =
1
2
∫
A(x)∇u(x) · ∇u(x)− < f, u > .
Une premie`re remarque, importante dans la suite, est la suivante :
Lemme 8.1. La fonctionnelle J est de´croissante.
On peut trouver une premie`re condition sur A pour que la fonctionnelle J soit bien
de´finie :
Lemme 8.2. Si la fonction A ve´rifie la condition suivante :
∃α > 0, ∀ξ ∈ Rd, A(x)ξ · ξ ≥ α|ξ|2,
alors, pour tout sous-ensemble mesurable Ω de D, il existe un u ∈ H10 (Ω) tel que J(Ω) =
G(u).
De´monstration. Conside´rons une suite minimisante (un)n dans H
1
0 (Ω). On peut sup-
poser que, pour tout n, G(un) ≤ G(0) = 0. Par conse´quent, pour tout n, on a
α
2
∫
|∇un|2 ≤ 1
2
∫
A∇un · ∇un ≤
∫
f un ≤ C‖f‖H−1(D)‖∇un‖L2(D),
en utilisant, pour obtenir la dernie`re ine´galite´, l’ine´galite´ de Poincare´ dans D. Par
conse´quent, la suite (un)n est borne´e dans H
1
0 (D), et on peut donc supposer qu’elle
converge faiblement (dans H10 (D)) vers une fonction u ∈ H10 (Ω). Par un argument de
semi-continuite´ infe´rieure de la norme
N(v) =
[∫
A∇v · ∇v
]1/2
pour la topologie faible, on trouve donc que
G(u) ≤ lim inf
n
G(un)
ce qui conclut la preuve.
On peut alors conclure a` l’existence de formes optimales :
The´ore`me 8.3. Sous la meˆme hypothe`se que dans le lemme pre´ce´dent pour la fonc-
tion A, on trouve que le proble`me (Pdivλ ) admet des formes optimales.
De´monstration. La preuve est sensiblement la meˆme que celle du cas de l’e´quation de
Poisson.
Dans la suite, on supposera que la fonction A ve´rifie la condition du the´ore`me
d’existence, i.e., que pour un α > 0, on a
∀x ∈ D, ∀ξ ∈ Rd, A(x)ξ · ξ ≥ α|ξ|2.
On de´signe par Ω une forme optimale au proble`me (Pdivλ ), et par u la fonction d’e´tat
associe´e a` Ω, qui ve´rifie, au moins formellement :{ −div(A∇u) = f dans Ω
u = 0 sur ∂Ω.
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8.2 Les estimations
On suppose dans la suite que la fonction f est dans L2(D).
8.2.1 Estimations directes
En utilisant la condition d’optimalite´ entre Ω et Ω ∪ B, on trouve tout d’abord
l’estimation suivante :
Lemme 8.4. Soit B une boule incluse dans D et v ∈ H10 (Ω ∪B). Alors,
J(Ω) ≤ G(v) + P (Ω ∪B)− P (Ω) + λ|B\Ω|.
D’ou` l’on de´duit le cas particulier suivant :
Lemme 8.5. Soit Br une boule incluse dans D et de rayon r ≤ 1. Alors soit v la
fonction e´gale a` u sur Bcr et ve´rifiant{ −div(A∇v) = f dans Br,
v ∈ u+H10 (Br).
Alors
α
∫ ∣∣∇(u− v)∣∣2 ≤ ∫ A∇(u− v) · ∇(u− v) ≤ C(λ, d)rd−1.
De´monstration. En effet, on remarque tout d’abord que
J(Ω)−G(v) = G(u)−G(v) = 1
2
∫
A∇(u− v) · ∇(u− v)
par de´finition de v, ensuite que
P (Ω ∪B)− P (Ω) ≤ P (B) ≤ C(d)rd−1,
et enfin que
λ|B\Ω| ≤ λCrd ≤ C(λ, d)rd−1
car r ≤ 1.
8.2.2 E´tude de la mesure div(A∇u)
On de´finit encore une fois les trois domaines au sens de la mesure :
Ωint =
{
x ∈ D : ∃B(x, r) ⊂ D, |B(x, r)\Ω| = 0},
Ωext =
{
x ∈ D : ∃B(x, r) ⊂ D, |B(x, r) ∩ Ω| = 0},
∂Ω =
{
x ∈ D : ∀B(x, r) ⊂ C, 0 < ∣∣B(x, r) ∩ Ω∣∣ < ∣∣B(x, r)∣∣}.
On remarque que Ωint et Ωext sont deux ouverts.
Lemme 8.6 (Re´gularite´ a` l’inte´rieur et l’exte´rieur de Ω). (i) Dans Ωint, la fonction
u est solution, au sens des distributions de l’e´quation
−div(A∇u) = f.
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(ii) La fonction u est nulle presque partout dans Ωext.
Lemme 8.7 (Structure de div(A∇u)). Il existe deux mesures de Radon positives µ+
et µ− telles que
div(A∇u+) + f1[u>0] = µ+,
div(A∇u−)− f1[u<0] = µ−.
De plus, si u est continue sur D,
µ+
(
[u 6= 0]) = µ−([u 6= 0]) = 0.
De´monstration. On conside`re une fonction ϕ ∈ C∞c (D,R+). Pour tout t > 0, on de´finit
alors la fonction
ut = (u− tϕ)+ − u− ∈ H10 (Ω).
On a donc G(u) ≤ G(ut), ce qui se traduit par
1
2
∫
A∇u+ · ∇u+ −
∫
f u+ ≤ 1
2
∫
A∇(u− tϕ)+ · ∇(u− tϕ)+ −
∫
f (u− tϕ)+.
On remarque d’une part que (u− tϕ)+ = (u+ − tϕ)+ et donc, puisque∫
A∇(u+ − tϕ)− · ∇(u+ − tϕ)− ≥ 0,
on a∫
A∇(u− tϕ)+ · ∇(u− tϕ)+ ≤
∫
A∇(u+ − tϕ)+ · ∇(u+ − tϕ)+ +
∫
A∇(u+ − tϕ)− · ∇(u+ − tϕ)−
≤
∫
A∇(u+ − tϕ) · ∇(u+ − tϕ).
On en de´duit :
0 ≤ −
∫
A∇u+ · ∇ϕ+ ε(t) +
∫
f (u− tϕ)+ − ∫ f u+
t
ou` limt→0 ε(t) = 0. Comme la limite de la fraction de droite est
∫
f ϕ 1[u>0], on trouve
donc que la distribution div(A∇u+) + f 1[u>0] est positive.
Le re´sultat sur u− est obtenu en prenant les fonctions u+ − (u+ tϕ)−.
Corollaire 8.8. En particulier, on trouve que
−div(A∇|u|) ≤ |f |,
et donc, si f est dans Lq(D) pour un q > d/2, on trouve que u est borne´e sur D.
De´monstration. C’est l’application du the´ore`me 8.16 de [GT83].
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8.3 Continuite´ de la fonction d’e´tat
Dans cette section, on fait les hypothe`ses supple´mentaires suivantes :
(i) la fonction f est dans Lq(D) pour un q > max{d/2, 2},
(ii) la fonction A est borne´e et Ho¨lder-continue sur D.
Dans la preuve de la continuite´, on utilisera le re´sultat suivant, qui a de´ja` e´te´ prouve´
dans l’e´tude de l’e´nergie de Dirichlet associe´ au Laplacien. Ce re´sultat n’utilise en re´alite´
que la de´croissance de J .
Lemme 8.9 (Une estimation de la densite´ au bord). Il existe des constantes C(d) et
r0(d, λ) telles que,
∀x ∈ ∂Ω, ∀r ∈ (0,min{r0, d(x, ∂D)}), ∣∣Ωc ∩B(x, r)∣∣ ≥ Crd.
The´ore`me 8.10. La fonction u est continue sur D.
De´monstration. Tout d’abord, remarquons que la fonction u est nulle presque partout
sur Ωext, et admet un repre´sentant continu sur Ωint (c’est l’application du the´ore`me 8.24
dans [GT83]). Dans la suite, on supposera donc que le repre´sentant choisi de u est e´gal
a` 0 sur Ωext et e´gal a` une fonction continue sur Ωint.
Pour prouver la continuite´, il suffit donc de prouver la continuite´ sur ∂Ω. Soit
alors x0 ∈ ∂Ω. Soit (δn)n un suite de´croissante de re´els strictement positifs tendant
vers 0. On suppose que δ0 ≤ 1. On conside`re alors la suite de fonctions
un(ξ) = u(x0 + δnξ).
Tout d’abord, comme la fonction u est borne´e, on remarque que les fonctions un sont
borne´es. On peut donc supposer qu’elles convergent vers une fonction u∞ dans L∞(Rd)
muni de sa topologie faible-∗.
Lemme 8.11. La suite (un)n est borne´e dans H
1
(
B(0, R)
)
pour tout R > 0.
De´monstration. On fixe R. On de´finit les fonctions V Rn et W
R
n par{ −div(A∇V Rn ) = f dans B(x0, δnR),
V Rn ∈ H10
(
B(x0, δnR)
)
.
et { −div(A∇WRn ) = 0 dans B(x0, δnR),
WRn ∈ u+H10
(
B(x0, δnR)
)
.
En utilisant le lemme 8.5, on trouve que∫
B(x0,δnR)
∣∣∇(u− (V Rn +WRn ))∣∣2 ≤ C(d, λ)Rd−1δd−1n .
En utilisant le lemme 8.18, on trouve que∫
B(x0,δnR)
|∇V Rn |2 ≤ C
(
d, ‖f‖Lq(D)
)
Rd−2δd−2n .
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Et en utilisant le lemme 8.19, on trouve que∫
B(x0,δnR/2)
|∇WRn |2 ≤ CRd−2δd−2n .
Au final, on a donc∫
B(x0,δnR/2)
|∇u|2 ≤ C
∫ ∣∣∇(u− (V Rn +WRn ))∣∣2 + C ∫ |∇V rn |2 + C ∫ |∇WRn |2
≤ C(d, ‖f‖Lq(D), R)(δd−1n + δd−2n + δd−2n ) ≤ C(d, ‖f‖Lq(D), R)δd−2n .
Soit, en renormalisant,∫
B(0,R/2)
|∇un|2 = δ2−dn
∫
B(0,δnR/2)
|∇u|2 ≤ C(d, ‖f‖Lq(D), R).
ce qui conclut la preuve du lemme.
On peut supposer de plus que la suite (un) converge vers u∞ dans H1
(
B(0, R)
)
pour sa topologie faible. En utilisant un the´ore`me de Rellich, on peut donc supposer
que la suite (un)n converge vers u∞ dans L2loc(R
d), et presque partout.
Lemme 8.12. La fonction u∞ est solution de
−div(A(x0)∇u∞) = 0
dans Rd.
De´monstration. On se donne un R > 0. Pour tout n, on de´finit{ −div(A∇Vn) = f dans B(x0, δnR),
Vn ∈ u+H10
(
B(x0, δnR)
)
.
On rappelle que l’on a ∫
B(x0,δnR)
∣∣∇(u− Vn)∣∣2 ≤ C(R)δd−1n .
On de´finit alors vn(ξ) = Vn(x0 + δnξ). On trouve donc que∫
B(0,R)
∣∣∇(un − vn)|2 ≤ C(R)δn.
En particulier, on trouve donc que la suite (∇vn)n converge faiblement dans L2(BR)
vers ∇u∞.
Mais on a
−div(An∇vn) = δ2nfn dans B(0, R)
ou` An(ξ) = A(x0 + δnξ) et fn(ξ) = f(x0 + δnξ). Si maintenant on prend ϕ ∈
C∞c
(
B(0, R)
)
, on a donc ∫
An∇vn · ∇ϕ = δ2n
∫
fnϕ.
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D’ou` ∣∣∣∣∫ An∇vn · ∇ϕ∣∣∣∣ ≤ Cδ2n.
Or, comme (∇vn)n converge faiblement vers ∇u∞ dans L2(BR) et comme
lim
n
∥∥An −A(x0)∥∥L∞(B(0,R)) = 0,
on trouve donc que ∫
A(x0)∇u∞ · ∇ϕ = 0.
Cette dernie`re e´galite´ est inde´pendante du R choisi et du ϕ choisi dans C∞c
(
B(0, R)
)
.
On en de´duit donc que la fonction u∞ est constante. En effet, par un changement de
variable, on se rame`ne a` une fonction u′∞ harmonique surRd et borne´e, donc constante.
De plus, on peut voir que u∞ est nulle. En effet, on de´finit l’ensemble
Cn =
[
Ωc ∩B(x0, δn)
]− x0
δn
.
Par le re´sultat de densite´ pre´ce´dent (lemme 8.9), on trouve donc que
|Cn| ≥ C
pour un C inde´pendant de n. Et comme la fonction un est identiquement nulle sur Cn,
C|u∞| ≤
∫
Cn
|u∞ − un| ≤
∫
B(0,1)
|u∞ − un|
≤ C‖u∞ − un‖L2(B(0,1)),
et cette dernie`re quantite´ tend vers 0 quand n tend vers ∞.
Maintenant, on peut voir que la suite (un)n converge uniforme´ment sur tout compact
de Rd vers 0. En effet, on voit facilement que
−div(An∇|un|) ≤ δ2n|fn|.
En utilisant alors le the´ore`me 8.17 de [GT83], on trouve que
sup
B(0,1/2)
|un| ≤ C
(
d, q, α, ‖A‖∞, q
)(‖un‖L2(B(0,1)) + ‖δ2nfn‖Lq(B1)).
mais on peut calculer
‖δ2nfn‖qLq(B1) ≤ δ
2q−d
n ‖f‖Lq(D),
et le terme de droite tend vers 0 quand n tend vers l’infini, puisque l’on a suppose´
q > d.
En conclusion,
lim
n
sup
B(x0,δn/2)
|u| = lim
n
sup
B(0,1/2)
|un| = 0.
De ces deux dernie`res limites, on de´duit donc que la fonction u est nulle presque partout
sur ∂Ω. Si l’on suppose donc que le repre´sentant choisi de u est nul partout sur ∂Ω, on
a donc, encore graˆce aux limites pre´ce´dentes, la continuite´ de u sur tout D.
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8.4 Ho¨lder continuite´ de la fonction d’e´tat
Dans cette section, on suppose toujours que A est borne´e et Ho¨lder continue sur D.
The´ore`me 8.13. On suppose que la fonction f est borne´e et a` valeurs positives. Alors,
la fonction u est
1
2
-Ho¨lder continue sur D.
Remarque. L’hypothe`se faite sur f dans l’e´nonce´ du the´ore`me est particulie`rement
importante, puisque la preuve utilise fortement les proprie´te´s de type surharmonicite´.
La cle´ de la preuve re´side dans le re´sultat suivant :
Lemme 8.14. Soit δ ∈]0, 1[. On pose Dδ =
{
x ∈ D : d(x, ∂D) > 2δ}. Alors, il existe
une constante C0 > 0 de´pendant des donne´es du proble`me et de δ telle que, pour tout
x dans Dδ tel que d(x, ∂Ω) ≤ δ, on ait
u(x) ≤ C0d(x, ∂Ω) 12 .
De´monstration. Pour cela, conside´rons un x0 ∈ Dδ tel que r0 = d(x0, ∂Ω) ≤ δ. Tout
d’abord, comme r0 ≤ 1, on suppose que u(x0) ≥ r0, car si ce n’est pas le cas, on a
automatiquement u(x0) ≤ r
1
2
0 .
On fixe un y0 ∈ ∂Ω tel que d(x0, y0) = r0. Alors, on a
d(y0, ∂D) ≥ d(x0, ∂D)− d(x0, y0) ≥ 2δ − δ = δ ≥ r0.
En particulier, B(y0, r0) ⊂ D. On conside`re alors l’ensemble Ω′ = Ω ∪ B(y0, r0) et
v la fonction solution de { −div(A∇v) = f dans B(y0, r0),
v ∈ u+H10
(
B(y0, x0)
)
.
Alors, on a vu que
α
2
∫
B(y0,r0)
∣∣∇(u− v)∣∣2 ≤ G(u)−G(v) ≤ C(d, λ)rd−10 . (8.1)
L’essentiel de la preuve consiste alors a` estimer infe´rieurement la quantite´∫
B(y0,r0)
|∇(v − u)|2.
Pour ce faire, remarquons d’abord que l’on peut supposer, quitte a` faire une trans-
lation et une rotation, que y0 = 0 et que x0 = r0ed. Dans la suite, on notera
B′ = B(y0, r0/2) et V = B′\Ω.
Remarquons, en passant, que, par l’estimation de´ja` mentionne´e de densite´ du
comple´mentaire de Ω au bord (lemme 8.9, on a |V | ≥ C(d)rd0 . On de´finit la demisphe`re
infe´rieure de ∂B(x0, r0) :
S =
{
(x1, . . . , xd) ∈ ∂B(y0, r0) : xd < 0
}
,
et pour tout y = (y1, . . . , yd) dans S, on de´finit ly :
ly =
{
(y1, . . . , yd−1, xd) : xd ≤ 0
}
.
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Soit alors S′ l’ensemble des y dans S tels que ly∩V 6= ∅. Pour tout y dans S′, on appelle
Xy le point de ly ∩ V de plus grand d-ie`me coordonne´e. On de´finit alors l′y comme le
segment (y,Xy).
L’objectif de cette construction est de permettre la de´coupe d’une inte´grale sur
B(y0, r0) en inte´grales sur les lignes l
′
y. Voici ce calcul :∫
B(y0,r0)
∣∣Dd(v − u)∣∣ ≥ ∫
S′
dy
∫
l′y
Dd(v − u)
≥
∫
S′
(v − u)(Xy) car v(y) = u(y)
≥
∫
S′
v(Xy) car Xy ∈ Ωcint
≥ inf
{
v(X)
r0
: X ∈ V
}
r0 |S′|
≥ C(d) inf
{
v(X)
r0
: X ∈ V
}
|V |.
Maintenant, graˆce a` l’ine´galite´ de Schwarz, on a
∫
B(y0,r0)
∣∣Dd(v − u)∣∣ ≤ ∣∣B(y0, r0)∣∣ 12
(∫
B(y0,r0)
∣∣Dd(v − u)∣∣2
) 1
2
,
et donc∫
B(y0,r0)
∣∣∇(u− v)∣∣2 ≥ ∫
B(y0,r0)
∣∣Dd(u− v)∣∣2
≥ 1∣∣B(y0, r0)∣∣
(∫
B(y0,r0)
∣∣Dd(u− v)∣∣
)2
≥ C(d) inf
{
v(X)
r0
: X ∈ V
}2 |V |2
rd0
≥ C(d)
(
inf
V
v
)2
rd−20 en utilisant l’estimation de densite´ du lemme 8.9.
En utilisant alors l’ine´galite´ (8.1), on trouve donc que(
inf
V
v
)2
≤ C(d, λ, α)r0.
La fin de la preuve va consister a` estimer infe´rieurement l’infimum de gauche. Pour ce
faire, on proce`de en deux e´tapes.
Lemme 8.15. Il existe deux constantes C ′0(d) et α0(d, ‖f‖∞) strictement positives
telles que
inf
B(x0,α0r0)
u ≥ C ′0u(x0).
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De´monstration. Soit α < 1/4 (donc tel que r = αr0 < r0/4). Soit w la solution de{ −div(A∇w) = f dans B(x0, 2r)
w = 0 sur ∂B(x0, 2r).
Puisque B(x0, 2r) ⊂ Ω, on y a aussi −div(∇u) = f . En particulier, u ≥ w sur B(x0, 2r).
On a aussi ‖w‖∞ ≤ C(d)‖f‖∞r2. En appliquant alors l’ine´galite´ de Harnack sur u− v,
on trouve (en utilisant que u(x0) ≥ r0 ≥ r),
inf
B(x0,r)
u ≥ inf
B(x0,r)
(u− w)
≥ C(d)(u(x0)− w(x0))
≥ C(d) (u(x0)− C(d)r2‖f‖∞)
≥ C(d)u(x0)
(
1− αC(d)‖f‖∞
)
≥ C(d)
2
u(x0),
la dernie`re ine´galite´ e´tant vraie pour tout α ≤ α0 ≤ 1
2C(d)‖f‖∞ .
Pour conclure, on conside`re w la solution du proble`me{ −div(A∇w) = 0 dans B(y0, r0),
w ∈ u+H10
(
B(y0, r0)
)
.
L’application du lemme pre´ce´dent et du lemme 8.20, ainsi que du principe du maximum,
nous donne donc l’estimation
inf
B(y0,r0/2)
w ≥ α1C ′0u(x0),
ou` la constante α1 de´pend du α0 du lemme pre´ce´dent, donc de d et de ‖f‖∞, de la
norme ‖A‖C0,β , et de α et Λ, la constante d’ellipticite´ et la norme infini de A, c’est a`
dire, en un mot, des donne´es du proble`me. On trouve alors que (noter que v ≥ w sur
B(y0, r0)) :
inf
V
v ≥ inf
B(y0,r0/2)
v
≥ inf
B(y0,r0/2)
w
≥ Cu(x0).
Au final, on obtient l’estimation cherche´e :
u(x0) ≤ Cr
1
2
0 .
A` partir de maintenant, on de´finit encore la fonction d : x ∈ D 7→ d(x, ∂Ω). On
prouve alors les deux corollaires suivants :
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Corollaire 8.16. Soit δ ∈]0, 1[. Il existe une constante c0 > 0 de´pendant des donne´es
du proble`me et de δ telle que, pour tout x0 dans Dδ,
u(x0) ≤ c0d(x0) 12 .
De´monstration. Soit x0 dans Dδ. Si d(x0) > δ, on a
u(x0) ≤ ‖u‖∞
δ
1
2
d(x0)
1
2 .
Si au contraire d(x0) ≤ δ, on applique le re´sultat pre´ce´dent et :
u(x0) ≤ C0d(x0) 12 .
Corollaire 8.17. Soit δ ∈]0, 1[. Il existe une constante c1 > 0 de´pendant des donne´es
du proble`me et de δ telle que, pour tout x0 dans Dδ avec d(x0) > 0,
‖∇u‖L∞(B(x0,d(x0)/4)) ≤ c1max
{
1,
1
d(x0)
1
2
}
.
De´monstration. Soit x0 dans Dδ tel que d(x0) > 0. Dans le premier cas, si x0 ∈ Ωext,
alors u est identiquement nul sur toute la boule B
(
x0, d(x0)
)
et le re´sultat est imme´diat.
Dans le cas contraire, on a B
(
x0, d(x0)
) ⊂ Ωint, et donc u est solution de l’e´quation
−div(A∇u) = f dans B(x0, d(x0)).
Dans le cas ou` d(x0) > 1, on trouve que
B
(
x0, d(x0)/2
) ⊂ Oδ = {y ∈ Ωint : d(y) ≥ 1/2}.
Or, u ∈ C1(Oδ) et donc
‖∇u‖∞,B(x0,d(x0)) ≤ ‖u‖∞,Ωδ .
Si au contraire d(x0) ≤ 1, l’estimation de´coule directement de l’application du
lemme 8.21.
Preuve du the´ore`me. Soient x et y dans Dδ. Supposons pour commencer qu’au moins
l’un des deux x ou y est dans Ωcint. Du premier corollaire, on de´duit que∣∣u(x)− u(y)∣∣ ≤ Cd(x, y) 12 .
On conside`re maintenant le cas ou` x et y sont tous les deux dans Ωint. On suppose
tout d’abord que d(x, y) ≤ d(x)/2. L’estimation du corollaire pre´ce´dent nous dit alors
que ∣∣u(x)− u(y)∣∣ ≤ c1max
{
1,
1
d(x)
1
2
}
d(x, y) ≤ Cd(x, y) 12 .
On trouve, par syme´trie, la meˆme estimation si l’on suppose que d(x, y) ≤ d(y)/2.
Si maintenant d(x, y) ≥ max{d(x), d(y)}/2, alors∣∣u(x)− u(y)∣∣ ≤ 2max{u(x), u(y)} ≤ 2C(max{d(x), d(y)}) 12 ≤ Cd(x, y) 12 .
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8.5 Quelques lemmes techniques
Dans les lemmes suivants, A de´signe une application d’un sous-ensemble D de Rd
(celui e´tudie´ dans le lemme correspondant) a` valeurs dans Sd×d. On note α et Λ ses
constantes associe´es :
∀x ∈ D, ∀ξ ∈ Rd, A(x)ξ · ξ ≥ αξ2,
sup
x∈D
sup
i,j
|aij(x)| ≤ Λ.
Lemme 8.18. Soit Br = B(x0, r) une boule incluse dans R
d avec r ≤ 1. Soit f ∈
Lq(Br) pour un q > max{d/2, 2} et v la solution de{ −div(A∇v) = f dans Br,
v = 0 sur ∂Br.
Alors ∫
Br
|∇v|2 ≤ C(d, α)rd−2‖f‖2Lq(Br).
De´monstration. On proce`de par renormalisation. Soit B1 = B(0, 1). On pose :
∀ξ ∈ B1, v˜(ξ) = v(x0 + rξ), A˜(ξ) = A(x0 + rξ), f˜(ξ) = f(x0 + rξ).
La fonction v˜ est alors solution du proble`me{ −div(A˜∇v˜) = r2f˜ dans B1,
v˜ = 0 sur ∂B1.
On a donc
α
∫
B1
|∇v˜|2 ≤
∫
B1
A˜∇v˜ · ∇v˜ = r2
∫
B1
f˜ v˜
≤ C(d)r2‖f˜‖L2(B1)‖∇v˜‖L2(B1).
Au final, on trouve donc que∫
B1
|∇v˜|2 ≤ C(d, α)r4
∫
B1
f˜2.
En faisant un changement de variables pour revenir sur Br, on trouve donc que∫
Br
|∇v|2 ≤ C(d, α)r2
∫
Br
f2.
Or, la fonction f est dans Lq(Br) pour un q > max{d/2, 2}. En particulier, on a q > 2,
et donc p = q/2 > 1. En appliquant alors l’ine´galite´ de Ho¨lder, en posant
1
p
+
1
p′
= 1,
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on trouve que ∫
Br
f2 ≤ |Br|
1
p′
(∫
Br
f2p
) 1
p
.
Et donc ∫
Br
|∇v|2 ≤ C(d, α)r2+ dp′ ‖f‖2Lq(Br).
En e´valuant maintenant l’exposant de r, sachant que 2p = q > d/2, on trouve que
2 +
d
p′
= 2 + d− d
p
> 2 + d− 4 = d− 2.
Et donc, comme r ≤ 1,
r
2+ d
p′ ≤ rd−2.
Lemme 8.19. Soit Br = B(x0, r) une boule incluse dans R
d. Soit u ∈ (H1∩L∞)(Br).
Soit alors w la solution de { −div(A∇w) = 0 dans Br,
w = u sur ∂Br.
Alors, si l’on suppose que A ∈ C0,β(Br) pour un certain β > 0, on a∫
Br/2
|∇w|2 ≤ C(d, α,Λ, ‖A‖C0,β(Br))rd−2‖u‖L∞(Br).
De´monstration. On renormalise une nouvelle fois : soit donc B1 = B(0, 1). On pose :
∀ξ ∈ B1, w˜(ξ) = w(x0 + rξ), A˜(ξ) = A(x0 + rξ), u˜(ξ) = u(x0 + rξ).
La fonction w˜ est alors solution du proble`me{ −div(A˜∇w˜) = 0 dans B1,
w˜ = u˜ sur ∂B1.
En appliquant le the´ore`me 8.36 de [GT83], on trouve donc que
‖∇w˜‖L∞(B(0,1/2)) ≤ C(d, α,Λ)‖w˜‖L∞(B1).
Mais on a
‖w˜‖L∞(∂B1) ≤ ‖u˜‖L∞(∂B1) ≤ ‖u‖L∞(Br).
Et par le principe du maximum,
‖w˜‖L∞(B1) ≤ ‖w˜‖L∞(∂B1) ≤ ‖u‖L∞(Br).
On trouve donc que
‖∇w˜‖L∞(B(0,1/2)) ≤ C(d, α,Λ) ‖u‖L∞(Br)
c’est a` dire, en revenant sur Br,
‖∇w‖L∞(B(x0,r/2)) ≤ C(d, α,Λ) ‖u‖L∞(Br)r−1,
et ceci donne le re´sultat.
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Lemme 8.20. On note X = ed = (0, . . . , 0, 1) ∈ Rd et B1 = B(0, 1). On suppose que
A ∈ C0,β(B1) pour un β > 0. Soit α0 > 0, et soit w la solution du proble`me
−div(A∇w) = 0 dans B1
w = 0 sur ∂B1\B(X,α0)
w = 1 sur ∂B(0, 1) ∩B(X,α0).
Alors, il existe une constante α1
(
d, α0, α,Λ, ‖A‖C0,β(B1)
)
> 0 telle que
inf
B(0,1/2)
w ≥ α1.
De´monstration. Par l’absurde, supposons que le lemme soit faux. On trouve donc une
suite (An)n borne´e dans C0,β(B1) et avec les meˆmes constantes d’ellipticite´ telle que,
en conside´rant les fonctions wn associe´es, on ait
lim
n
inf
B(0,1/2)
wn = 0.
Pour prouver que ceci est impossible, on commence par conside´rer une fonction ϕ ∈ C∞c
sur laquelle on fait les hypothe`ses suivantes :
0 ≤ ϕ ≤ 1, ϕB(X,α0)c = 0, ϕB(X,α0/2) = 1.
Soit alors vn les solutions des proble`mes{ −div(An∇vn) = 0 dans B1
vn = ϕ sur ∂B1.
Par le principe du maximum, on sait que, pour tout n, 0 ≤ vn ≤ wn. Comme les An ont
toutes le meˆme coefficient d’ellipticite´ et la meˆme norme uniforme, on peut appliquer
l’ine´galite´ de Harnack :
∀n, sup
B(0,1/2)
vn ≤ C(d, α,Λ) inf
B(0,1/2)
vn ≤ C(d, α,Λ) inf
B(0,1/2)
wn,
et ce dernier terme tend vers 0 quand n tend vers ∞. D’ou`
lim
n
‖vn‖L∞(B(0,1/2)) = 0.
Maintenant, la suite (vn) est borne´e dans H
1(B1). En effet, en utilisant la de´finition de
vn contre la fonction vn − ϕ, on trouve que∫
An∇vn · ∇(vn − ϕ) = 0
et donc
α‖∇vn‖2L2(B1) ≤
∫
An∇vn · ∇vn ≤
∫
An∇vn · ∇ϕ ≤ C‖∇vn‖L2(B1)‖∇ϕ‖L2(B1).
De cette borne sur ‖∇vn‖L2(B1) et de la condition de Dirichlet au bord ve´rifie´e par les vn,
on de´duit que (vn)n est une suite borne´e dans H
1(B1). On peut donc supposer (quitte
a` extraire), que la suite (vn)n converge faiblement dans H
1(B1) vers une fonction v∞.
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Comme les An sont borne´es dans C0,β(B1), on peut supposer, quitte a` extraire,
qu’elles convergent uniforme´ment sur tout compact de B1 vers une fonction A∞ dont
la norme uniforme est infe´rieure a` Λ et qui admet α comme constante d’ellipticite´.
Soit ψ ∈ C∞c (B1). En passant a` la limite dans l’e´quation∫
B1
An∇vn · ∇ψ = 0,
on trouve donc que ∫
B1
A∞∇v∞ · ∇ψ = 0,
et donc v∞ est solution du proble`me{ −div(A∞∇v∞) = 0 dans B1
v∞ = ϕ sur ∂B1.
Mais on peut de plus supposer que la suite (vn)n converge vers v∞ presque partout, et
donc la fonction v∞ est identiquement nulle sur B(0, 1/2). Par le principe du maximum,
ceci est impossible. Cela conclut la preuve.
Lemme 8.21. Soit Br = B(x0, r) une boule incluse dans R
d avec r ≤ 1. Soit f ∈
L∞(Br). On suppose que A appartient a` C0,β(Br). Soit u une fonction borne´e sur Br
ve´rifiant
−div(A∇u) = f dans Br.
Alors
‖∇u‖∞,B(x0,r/2) ≤ C
(
d, α, ‖A‖C0,β(Br), ‖f‖∞
)(
1 +
‖u‖∞,Br
r
)
.
De´monstration. On de´finit encore une fois,
∀ξ ∈ B1, u˜(ξ) = u(x0 + rξ), A˜(ξ) = A(x0 + rξ), f˜(ξ) = f(x0 + rξ).
Comme u˜ est solution de
−div(A˜∇u˜) = r2f˜ ,
en appliquant le the´ore`me 8.36 de [GT83], on trouve que
‖∇u˜‖∞,B(0,1/2) ≤ C
(
d, α, ‖A‖C0,β
)(‖u˜‖∞,B(0,1) + r2 ‖f˜‖∞,B(0,1)).
C’est a` dire,
r ‖∇u‖∞,B(x0,r/2) ≤ C
(
d, α, ‖A‖C0,β
)(‖u‖∞,B(x0,r) + r2 ‖f‖∞,B(x0,r))
et on obtient le re´sultat en divisant par r.
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Deuxie`me partie
Simulations nume´riques pour des
partitionnements optimaux
125

Introduction
Dans cette partie, on s’est inte´resse´ a` la re´solution nume´rique et a` quelques questions
the´oriques associe´es pour des proble`mes de partitionnements optimaux de domaines.
Les simulations nume´riques ont e´te´ effectue´es a` l’aide d’algorithmes ge´ne´tiques. Outre
la mise en place de ces algorithmes eux-meˆmes, ce qui a constitue´ la premie`re motivation
de ce travail, l’objectif e´tait d’utiliser ces me´thodes pour obtenir des renseignements
quant a` l’allure des formes optimales, afin d’utiliser ces informations pour lancer ensuite
des me´thodes de re´solution plus pre´cises, par exemple par variation de frontie`re.
Commenc¸ons par e´nume´rer les trois proble`mes e´tudie´s. Pour cela on de´finit, pour
un k ≥ 2 un ensemble de formes admissibles
Ak = {(A1, . . . , Ak) : ∀i, Ai ⊂ D, Ai mesurable, ∀j 6= i, Ai ∩Aj = ∅}.
Le premier proble`me concerne les partitions en deux domaines et la somme des
premie`res valeurs propres du Laplacien-Dirichlet associe´es :{
Trouver (A1, A2) dans A2 tel que, pour tout (B1, B2) ∈ A2,
λ1(A1) + λ1(A2) ≤ λ1(B1) + λ1(B2). (P1)
Le second proble`me concerne les partitions en trois domaines et le maximum des
premie`res valeurs propres :{
Trouver (A1, A2, A3) dans A3 tel que, pour tout (B1, B2, B3) ∈ A3,
max
{
λ1(A1), λ1(A2), λ1(A3)
} ≤ max{λ1(B1), λ1(B2), λ1(B3)}. (P2)
Un des objectifs principaux dans l’e´tude de ce proble`me a e´te´ de fournir un e´le´ment
de re´ponse a` des conjectures de B.Hellfer portant sur la nature des partages optimaux
dans les cas ou` le domaine D est un disque ou un carre´.
Enfin, le troisie`me proble`me fait apparaˆıtre une contrainte : on de´finit d’abord un
nouvel ensemble de formes admissibles, pour un m ∈ (0, |D|), par
Akm =
{
(A1, . . . , Ak) ∈ Ak : | ∪1≤i≤k Ai| ≤ m
}
.
Le troisie`me proble`me se formule alors de la manie`re suivante :{
Trouver (A1, A2) dans A2m tel que, pour tout (B1, B2) ∈ A2m,
λ1(A1) + λ1(A2) ≤ λ1(B1) + λ1(B2). (P3)
Ce dernier proble`me pre´sente certains aspects communs avec ceux traite´s dans la
premie`re partie, en particulier la contrainte de mesure. Et, de meˆme que l’on trai-
tait difficilement le proble`me contraint de la premie`re partie, il est difficile de traiter
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directement ce proble`me par un algorithme ge´ne´tique. En effet, les perturbations que
l’on effectue sur les approximations successives ne pre´servent pas la mesure. Il serait
donc ne´cessaire de de´finir une projection nume´rique de A2 sur A2m. On cherchera donc
plutoˆt a` e´tudier le proble`me pe´nalise´ suivant :
Trouver (A1, A2) dans A2 tels que, pour tous (B1, B2) ∈ A2,
λ1(A1) + λ1(A2) + Λ
[|A1 ∪A2| −m]+ ≤
λ1(B1) + λ1(B2) + Λ
[|B1 ∪B2| −m]+. (P
Λ
3 )
De la meˆme manie`re que pour les proble`mes (P) et (Pλ), on prouvera que, pour Λ assez
grand, les proble`mes (P3) et (PΛ3 ) ont les meˆmes formes optimales. On mettra ensuite
en place les me´thodes nume´riques de re´solution.
Cette partie sera de´coupe´e en deux chapitres :
– Dans un premier temps, on e´noncera quelques re´sultats the´oriques connus sur les
proble`mes ci-dessus. De plus, pour le premier proble`me, on de´taillera un exemple
e´tudie´ en re´ponse a` une question de G.Butazzo : pour un partitionnement opti-
mal (A1, A2) pour le proble`me (P1), a-t-on ne´cessairement λ1(A1) = λ1(A2) ? On
prouvera l’existence d’un ensemble ne ve´rifiant pas cette proprie´te´.
– Dans un second temps, on s’inte´ressera a` l’utilisation des algorithmes ge´ne´tiques
sur ces proble`mes. On commencera par faire un court inventaire des types de
me´thodes utilisables sur cette classe de proble`mes. Ensuite, apre`s avoir brie`vement
explique´ le mode de fonctionnement des algorithmes ge´ne´tiques et indique´
quelques re´fe´rences, on verra plus pre´cise´ment la fac¸on dont nous les avons mis en
place. On donnera alors les re´sultats de leur application aux proble`mes ci-dessus.
En particulier, dans l’e´tude du premier proble`me, on pre´sentera alors un contre-
exemple nume´rique a` la question de G. Butazzo mentionne´e pre´ce´demment.
Chapitre 9
Les proble`mes e´tudie´s
9.1 Proble`me de la somme des valeurs propres pour deux
domaines
9.1.1 Origine du proble`me, re´sultats connus
Le premier proble`me rencontre´ est un cas particulier d’un proble`me e´nonce´ par
exemple dans [CTV05b] dans un cas ge´ne´ral : on conside`re l’ensemble des formes ad-
missibles
Pk =
{
(A1, . . . , Ak) : Ai ouvert connexe ⊂ D, Ai ∩Aj si i 6= j
}
et, pour un p > 0, le proble`me de minimisation :
inf
(Ai)∈Pk
1
k
k∑
i=1
(
λ1(Ai)
)
. (9.1)
L’inte´reˆt the´orique de l’e´tude de ce proble`me est de´taille´ dans [CTV05b], en particulier
son importance dans l’obtention du lemme de Monotonie. Les auteurs prouvent en
particulier a` partir de ce proble`me (pose´ non plus dans Rd mais sur la sphe`re unite´ de
Rd) de nouveaux lemmes de Monotonie, ou` apparaissent plus de deux phases.
Dans cite [CTV05b], les auteurs obtiennent tre`s rapidement une nouvelle formula-
tion, fonctionnelle cette fois, du proble`me (9.1) :
inf
ui ∈ H10 (D)\{0}
ui · uj = 0
1
k
k∑
i=1
(∫
D |∇ui|2∫
D |ui|2
)p
. (9.2)
Les auteurs appliquent cette fois un certain nombre de leurs re´sultats pre´ce´dents a`
cette nouvelle formulation. En particulier, ils avaient e´tudie´ le proble`me suivant :
−div (ai(x) ∇ui(x)) = F (x, ui(x)) pour x ∈ [ui > 0],
ui · uj = 0 presque partout pour i 6= j,
ui = ϕi sur ∂D.
129
130 CHAPITRE 9. PROBE`MES E´TUDIE´S
qui, dans leur version optimisation s’e´crivent encore, en de´finissant les formes admis-
sibles
H =
{
(u1, . . . , uk) ∈
(
H1(D)
)k
: ∀i, ui|∂D = ϕi|∂D,∀j 6= i, ui·uj = 0 presque partout
}
,{
Trouver U = (u1, . . . , uk) dans H tel que, pour tout V dans H,∑k
i=1 Ji(ui) ≤
∑k
i=1 Ji(vi)
ou` chaque Ji est d’e´finie, par exemple, par
Ji(u) =
∫
Ω
1
2
ai(x)|∇u|2 − Fi(x, u(x)).
Les re´sultats d’existence et de re´gularite´ des solutions de ces proble`mes, ainsi que
la structure des lignes nodales (quand D est un domaine plan) pour ces proble`mes
d’exclusion a e´te´ e´tudie´e dans [CTV03], dans [CTV05c], et encore dans [CTV05a]
L’adaptation de ces re´sultats au proble`me (9.1) a e´te´ re´alise´e dans [CTV05b].
L’e´tude des re´sultats de re´gularite´ a e´te´ effectue´e dans un cas plus ge´ne´ral que celui
des formes optimales aux proble`mes conside´re´s. Elle a consiste´ a` e´tudier la famille de
k-uplets (voir [CTV05b])
S =
{
(v1, . . . , vk) ∈
(
H10 (D)
)k
:
vi ≥ 0, vi · vj = 0 si i 6= j
−∆vi ≤ fi(x, vi), −∆vˆi ≥ fˆ(x, vˆi).
}
.
ou` les fonctions fi et fˆ ve´rifient de “bonnes” proprie´te´s (voir encore [CTV05b]) et ou`
l’on a de´fini
vˆi = vi −
∑
j 6=i
vj .
Les auteurs prouvent alors que les solutions du proble`mes (9.2) appartiennent a` cette
classe de fonctions pour des donne´es fi et fˆ bien choisies. Ils utilisent alors les re´sultats
connus sur la classe de fonctions pour conclure. Pour ce faire, ils de´finissent, pour une
fonction v ∈ S et un point x dans D :
m(x) = card
{
i : ∀r > 0, ∣∣[vi > 0] ∩B(x, r)∣∣ > 0}.
Le the´ore`me de re´gularite´ est alors le suivant :
The´ore`me 9.1. ([CTV05c]) Soit (v1, . . . , vk) ∈ S. On note Ai = [vi > 0] et V =∑k
i=1 vi. Alors,
(i) la fonction V est lipschitzienne dans D. Si ∂D est re´gulier, V est meˆme lipschit-
zienne jusqu’au bord de D. En particulier, les ensembles [vi > 0] sont ouverts.
(ii) Si x ∈ Ω ve´rifie m(x) = 2, et les ensembles rencontre´s par x sont [vi > 0] et
[vj > 0], alors
lim
y → x
vi(y) > 0
∇vi(y) = lim
y → x
vj(y) > 0
∇vj(y).
(iii) En dimension d = 2, l’ensemble {x : m(x) ≥ 3} est constitue´ d’un nombre fini
de points ou` ∇V s’annule.
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(iv) En dimension d = 2, si x ∈ D ve´rifie m(x) = h, alors V admet un de´veloppement
autour de x de la forme
V (r, θ) = r
h
2
∣∣∣∣cos(h2 (θ + θ0)
)∣∣∣∣+ o(r h2 )
ou` (r, θ) est un syste`me de coordonne´es polaires autour de x.
(v) En dimension d = 2, l’ensemble {x : m(x) = 2} est constitue´ d’un nombre fini
d’arcs C1 se terminant soient a` des points y tels que m(y) ≥ 3, soit sur le bord
de D.
9.1.2 Deux formulations du proble`me
On commence par de´finir les formes admissibles :
A2 = {(A1, A2) : A1 ∪A2 ⊂ D, A1 ∩A2 = ∅, A1 et A2 ouverts}.
Le premier proble`me que nous conside´rons est alors le suivant :{
Trouver (A1, A2) dans A2 tel que, pour tout (B1, B2) ∈ A2,
λ1(A1) + λ1(A2) ≤ λ1(B1) + λ1(B2). (P1)
Ce proble`me ne posse`de a priori pas de solution. En effet, le caracte`re ouvert des
ensembles passe mal a` la limite, et rien ne permet donc de passer de l’e´tude d’une suite
minimisante a` l’obtention d’une forme optimale.
En revanche, on peut e´tudier un proble`me relaxe´. Pour n’importe quel sous-ensemble
mesurable Ω de D, on utilise la de´finition affaiblie des espaces H10 introduite au cha-
pitre 2 :
Hˆ10 (Ω) =
{
u ∈ H10 (D) : u = 0 presque partout dans Ωc
}
.
Cela permet de de´finir une version relaxe´e de la fonctionnelle λ1 :
λˆ1(Ω) = inf
{∫
D |∇u|2∫
D |u|2
: u ∈ Hˆ10 (Ω)\{0}
}
.
Les formes admissibles pour le proble`me relaxe´ sont donc :
Aˆ2 = {(A1, A2) : A1 ∪A2 ⊂ D, A1 ∩A2 = ∅, A1 et A2 mesurables}
et le proble`me relaxe´ consiste alors a` re´aliser l’infimum suivant :
inf
(A1,A2)∈Aˆ2
λˆ1(A1) + λˆ1(A2).
Ce dernier proble`me admet imme´diatement une formulation “fonctionnelle” : on de´finit
les fonctions admissibles par
F2 = {(u1, u2) ∈ (H10 (D)\{0})2 : u1 · u2 = 0 presque partout}.
132 CHAPITRE 9. PROBE`MES E´TUDIE´S
Et l’on peut alors formuler le proble`me :
Trouver (u1, u2) dans F2 tel que, pour tout (v1, v2) ∈ F2,∫
D |∇u1|2∫
D |u1|2
+
∫
D |∇u2|2∫
D |u2|2
≤
∫
D |∇v1|2∫
D |v1|2
+
∫
D |∇v2|2∫
D |v2|2
.
(Pf1 )
Les re´sultats obtenus dans [CTV05b] nous permettent alors d’affirmer que, pour toute
solution (u1, u2) du proble`me (Pf1 ), les fonctions u1 et u2 sont lipschitziennes, et donc
que le couple (
[u1 6= 0], [u2 6= 0]
)
est une forme optimale pour le proble`me (P1). Le proble`me de l’existence d’une forme
optimale quant a` lui est encore une fois de´veloppe´ dans [CTV05b]. Signalons encore que,
dans le contexte des quasi-ouverts, le re´sultat d’existence pour le proble`me ge´ne´ral des
partages optimaux a e´te´ e´tudie´ dans [BBH98]. On peut re´sumer toutes ces proprie´te´s
dans le re´sultat suivant :
Proposition 9.2. (i) Il existe des solutions aux proble`mes (P1) et (Pf1 ).
(ii) Si (u1, u2) est une solution du proble`me (Pf1 ), les fonctions u1 et u2 sont lip-
schitziennes et
(
[u1 6= 0], [u2 6= 0]
)
est une forme optimale du proble`me (P1).
(iii) Si (A1, A2) est une forme optimale du proble`me (P1), et si u1 (resp. u2) est
une fonction propre associe´e a` la valeur propre λ1(A1) (resp. a` λ1(A2)), alors le couple
(u1, u2) est une solution du proble`me (Pf1 ).
Remarque. En pratique, les deux formulations sont utiles. La premie`re, ensembliste,
sera celle utilise´e dans la re´solution de ce proble`me via les algorithmes ge´ne´tiques.
La seconde formulation a e´te´ utilise´e pour des re´solutions nume´riques par M.Conti,
S.Terracini et G.Verzini. Cette seconde formulation sera aussi importante dans l’e´tude
the´orique de´veloppe´e dans la section suivante.
9.1.3 Lien avec la γ-convergence, un contre-exemple
Proble`matique
Cette section est ne´e du proble`me suivant : si l’on conside`re un ouvert borne´
connexe D de Rd, et une forme optimale (A1, A2) du proble`me (P1),
a-t-on λ1(A1) = λ1(A2) ?
Cette question contient celle de savoir si la partition optimale du proble`me (P1)
correspond a` une deuxie`me fonction propre de D (auquel cas les ensembles nodaux
de cette fonction propre constitueraient une partition optimale et, si D est connexe,
donneraient un meˆme λ1 pour chacun d’eux).
La re´ponse est non et l’objectif de cette section est d’exhiber un contre-exemple.
Le re´sultat est clairement faux lorsque l’on conside`re un ouvert borne´ non connexe
bien choisi (par exemple, la re´union disjointe de deux boules, l’une de mesure double
de l’autre). L’ide´e est alors d’approcher cet ensemble par des ouverts connexes (au
sens de la γ-convergence) et de prouver que les solutions passent “bien” a` la limite.
Une autre contre-exemple, nume´rique cette fois, a e´te´ obtenu en effectuant des simu-
lations nume´riques du proble`me (P1) sur un domaine triangulaire. Il sera de´taille´ a` la
section 10.7.1.
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Le re´sultat de continuite´
Pour la de´finition de la γ-convergence et ses proprie´te´s, on pourra par exemple
consulter la section 3.5 dans [HP05].
The´ore`me 9.3. On se donne un ouvert borne´ B (qui ferra office de “boite” de travail)
dans Rd. On conside`re une suite d’ouverts (Dn)n inclus dans B et tendant, au sens de
la γ-convergence, vers un ouvert non vide D inclus dans B. Pour tout n, soit (un1 , u
n
2 )
une solution du proble`me (Pf1 ) sur Dn telle que
∫
(un1 )
2 =
∫
(un2 )
2 = 1. Alors,
(i) on peut extraire des sous-suites (unk1 )k et (u
nk
2 )k qui convergent (fortement) dans
H10 (B) vers des fonctions u1 et u2,
(ii) le couple (u1, u2) est une solution du proble`me (Pf1 ) sur D.
De´monstration. E´tape 1 : les suites (un1 )n et (u
n
2 )n sont borne´es dans H
1
0 (B).
En effet, D est ouvert, on peut trouver deux fonctions ϕ et ψ dans C∞c (D,R+), non
identiquement nulles, et dont les supports sont disjoints. En utilisant la γ-convergence,
on trouve des suites (ϕn)n et (ψn)n convergeant fortement dans H
1
0 (B) respectivement
vers ϕ et ψ et telles que, pour tout n, les fonctions ϕn et ψn soient dans H
1
0 (Dn). On
a alors, en utilisant que (un1 , u
n
2 ) est une solution du proble`me (Pf1 ) sur Dn,∫
|∇un1 |2 +
∫
|∇un2 |2 ≤
∫ |∇ϕn|2∫ |ϕn|2 +
∫ |∇ψn|2∫ |ψn|2 →n→∞
∫ |∇ϕ|2∫ |ϕ|2 +
∫ |∇ψ|2∫ |ψ|2 .
et donc les suites (un1 )n et (u
n
2 )n sont borne´es dans H
1
0 (B).
En particulier, on peut en extraire des sous-suites qui convergent faiblement dans
H10 vers des fonctions u1 et u2. En utilisant encore la γ-convergence, on trouve que
les fonctions u1 et u2 sont dans H
1
0 (D). Dans la suite, pour simplifier les notations,
on supposera que les suites (un1 )n et (u
n
2 )n tout entie`res convergent vers u1 et u2. En
utilisant l’injection compacte de H10 dans L
2, on a donc∫
|u1|2 =
∫
|u2|2 = 1.
Enfin, par une proprie´te´ de semi-continuite´ infe´rieure de la norme, on a donc, en par-
ticulier, ∫
|∇u1|2 +
∫
|∇u2|2 ≤ lim inf
n
∫
|∇un1 |2 +
∫
|∇un2 |2.
E´tape 2 : on a lim supn
∫ |∇un1 |2 + ∫ |∇un2 |2 ≤ ∫ |∇u1|2 + ∫ |∇u2|2.
En effet, on se donne un couple de fonctions (v1, v2) dans H
1
0 (D), toutes les deux
non identiquement nulles. En utilisant la γ convergence, on trouve des suites de fonc-
tions (vn1 )n et (v
n
2 )n qui convergent respectivement vers v1 et v2 dans H
1
0 (B), les fonc-
tions vn1 et v
n
2 e´tant dans H
1
0 (Dn). En particulier, pour n assez grand, les fonctions v
n
1
et vn2 sont toutes les deux non nulles, et on a donc, puisque (u
n
1 , u
n
2 )n est une solution
du proble`me (Pf1 ),∫
|∇un1 |2 +
∫
|∇un2 |2 ≤
∫ |∇vn1 |2∫ |vn1 |2 +
∫ |∇vn2 |2∫ |vn2 |2 →n→∞
∫ |∇v1|2∫ |v1|2 +
∫ |∇v2|2∫ |v2|2 . (9.3)
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En particulier, en prenant pour couple (v1, v2) le couple (u1, u2), on a l’ine´galite´ voulue.
E´tape 3 : la convergence des (un1 )n et (u
n
2 )n est forte dans H
1
0 .
En effet, des ine´galite´s pre´ce´dentes, on de´duit que
lim sup
n
∫
|∇un1 |2 +
∫
|∇un2 |2 ≤
∫
|∇u1|2 +
∫
|∇u2|2 ≤ lim inf
n
∫
|∇un1 |2 +
∫
|∇un2 |2.
Au final, on a donc
lim
n
∫
|∇un1 |2 +
∫
|∇un2 |2 =
∫
|∇u1|2 +
∫
|∇u2|2.
Comme on a de plus
lim inf
n
∫
|∇un1 |2 ≥
∫
|∇u1|2 et lim inf
n
∫
|∇un2 |2 ≥
∫
|∇u2|2,
a donc ne´cessairement limn |∇un1 |2 =
∫ |∇u1|2 et limn |∇un2 |2 = ∫ |∇u2|2. C’est a` dire
que la suite (un1 )n (resp. la suite (u
n
2 )n) converge fortement dans H
1
0 (B) vers u1 et u2.
E´tape 4 : (u1, u2) est une solution du proble`me (Pf1 ).
En effet, en utilisant encore une fois l’ine´galite´ (9.3), pour un couple de fonctions
de H10 (D) toutes deux non identiquement nulles, on trouve que∫
|∇u1|2 +
∫
|∇u2|2 ≤
∫ |∇v1|2∫ |v1|2 +
∫ |∇v2|2∫ |v2|2 ,
ce qui conclut la preuve.
Construction d’un contre-exemple
Soit D˜ l’union de deux boules disjointes B1 et B2 de R
d telles que |B2| = (1+ε)|B1|
pour un ε dans ]0, 1[. Alors, la seule partition optimale est forme´e par (B1, B2). En
effet, on peut raisonner par l’absurde : si (A1, A2) est une partition optimale telle que
|A1 ∩B1| > 0 et |A1 ∩B2| > 0, on a
λ1(Ai) = min
{
λ1(Ai ∩B1), λ1(Ai ∩B2)
}
.
Alors, deux cas se pre´sentent :
– ou bien |A1 ∩B2| ≤ |B1| et alors λ1(A1) ≥ λ1(B1) et λ1(A2) > λ1(B2),
– ou bien |A1 ∩B2| ≥ |B1| et alors |A2 ∩B2| ≤ ε|B1|, λ1(A2) > λ1(B1) et λ1(A1) ≥
min
{
λ1(B1), λ1(B2)
} ≥ λ1(B2).
Dans tous les cas, on a donc
λ1(A1) + λ1(A2) > λ1(B1) + λ1(B2)
ce qui contredit l’optimalite´ du partage (A1, A2).
On construit maintenant Dn comme la re´union de D˜ avec un cylindre reliant les
centres des deux boules et de rayon 1/n. Chaque Dn est connexe et la suite (Dn)n
γ-converge vers D˜.
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Supposons par l’absurde que, pour tout n, il y ait une partition optimale avec des
solutions (un1 , u
n
2 ) du proble`me (Pf1 ) sur Dn telles que∫
(un1 )
2 =
∫
(un2 )
2 = 1,
∫
|∇un1 |2 =
∫
|∇un2 |2.
En utilisant le the´ore`me pre´ce´dent, on peut donc supposer (a` extraction d’une sous-
suite pre`s) que (un1 , u
n
2 ) converge fortement dans H
1
0 vers un couple (u1, u2) solution du
proble`me (Pf1 ) sur D˜. D’apre`s la remarque pre´liminaire, les supports de u1 et u2 sont
respectivement B1 et B2, et donc
lim
n
∫
|∇un1 |2 = limn
∫
|∇u1|2 = λ1(B1) 6= λ1(B2) =
∫
|∇u2|2 = lim
n
∫
|∇un2 |2
ce qui est une contradiction. On peut re´sumer ce re´sultat dans la proposition suivante :
Proposition 9.4. Il existe un ouvert connexe D dans Rd tel que, pout forme optimale
(Ω1,Ω2) du proble`me (P1) sur D, on ait
λ1(Ω1) 6= λ1(Ω2).
9.2 Proble`me du maximum des valeurs propres pour trois
domaines
Le second proble`me conside´re´ se formule ainsi :{
Trouver (A1, A2, A3) dans A3 tel que, pour tout (B1, B2, B3) ∈ A3,
max
{
λ1(A1), λ1(A2), λ1(A3)
} ≤ max{λ1(B1), λ1(B2), λ1(B3)}. (P2)
ou` l’ensemble des formes admissibles est de´fini comme suit :
A3 = {(A1, A2, A2) : ∪iAi ⊂ D, Ai ∩Aj = ∅ si i 6= j, les Ai ouverts}.
Ce proble`me apparaˆıt naturellement dans l’e´tude des cas limites des proble`mes
pre´ce´dents. Ceci est de´veloppe´ dans [CTV05b]. Ce passage a` la limite de´coule de la
constatation classique :
lim
p→∞
(
k∑
i=1
api
) 1
p
= max{a1, . . . , ak}.
La the´orie de´veloppe´e dans [CTV05b] permet de prouver l’existence d’une forme opti-
male a` ces proble`mes ayant les proprie´te´s de re´gularite´ de´crites dans le the´ore`me 9.1.
En particulier, ces proprie´te´s sont obtenues par passage a` la limite, et on sait donc a
priori seulement qu’il existe une solution re´gulie`re.
Une approche semblable est re´alise´e dans [HHOT06]. Le proble`me ici provient de
l’analyse d’un ope´rateur de type Schro¨dinger. Les auteurs y e´tudient les relations entre
les domaines nodaux, les partitions minimales de proble`mes semblables a` (P2), et les
proprie´te´s spectrales des ope´rateurs associe´s. Les auteurs reviennent eux-aussi sur les
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proprie´te´s d’existence et de re´gularite´. En particulier, des conjectures y sont faites sur
l’eventualite´ d’avoir des syme´tries dans la forme optimale lorsque le domaine pre´sente
des syme´tries. Dans le cas ou` le domaine de travail est un carre´, la question est pose´e
de savoir si les formes optimales pre´sentes des syme´tries selon l’un des axes de syme´trie
du carre´. Une autre question est pose´e quant a` l’allure de la forme optimale dans le
cas d’un disque. En particulier, on se demande si cette forme optimale n’est pas un
de´coupage du disque en trois secteurs angulaires d’angle 120 degre´s.
Ces deux conjectures ont e´te´ e´tudie´es nume´riquement. Nous pre´sentons plus loin les
re´sultats obtenus.
9.3 Proble`me de la somme des valeurs propres avec
pe´nalisation de volume
9.3.1 Le proble`me
Le troisie`me proble`me est une adaptation du premier proble`me avec une contrainte
pose´e sur la mesure des ensembles e´tudie´s. L’objectif e´tait d’adapter le code pour
prendre en compte cette contrainte. L’ide´e, encore une fois, a e´te´ de prouver
l’e´quivalence entre le proble`me contraint et un proble`me pe´nalise´, lui tout a` fait adapte´
au code d’algorithmes ge´ne´tiques de´ja` existant. C’est l’objet de cette section.
Le proble`me e´tudie´ est une variante du proble`me (P1), a` savoir la somme de la
premie`re valeur propre associe´e a` deux domaines, muni d’une contrainte sur la mesure
de l’union de ces deux domaines.
Commenc¸ons par e´noncer le proble`me conside´re´. Soit D un ouvert re´gulier de Rd.
On a de´fini l’ensemble des formes admissibles comme
A2m =
{
(A1, A2) : A1 ∪A2 ⊂ D, A1 ∩A2 = ∅, |A1 ∪A2| ≤ m
}
.
et le proble`me se formule alors comme suit :{
Trouver (A1, A2) ∈ A2m tel que
λ1(A1) + λ2(A2) ≤ inf
{
λ1(B1) + λ1(B2) : (B1, B2) ∈ A2m
}
.
(P)
9.3.2 Proprie´te´ d’existence
The´ore`me 9.5. Lorsque le domaine D est borne´, il existe une solution au
proble`me (P).
De´monstration. Pour cela, on conside`re une suite minimisante
(
(A1n, A
2
n)
)
n
. Pour
tout n, les ensembles A1n et A
2
n sont tous deux mesurables, d’intersection vide, et leur
union a pour mesure m. Pour chaque n, on conside`re u1n et u
2
n des vecteurs propres de
norme L2 e´gale a` 1 associe´s aux ensembles A1n et A
2
n.
En particulier, les suites (u1n)n et (u
2
n)n sont des suites borne´es de H
1
0 (D). On
peut donc supposer, quitte a` extraire, qu’elles convergent faiblement dans H10 (D) vers
des e´le´ments u1 et u2 de H10 (D). On peut supposer de plus, en utilisant le the´ore`me
de Rellich, que la convergence est forte dans L2(D), et par le the´ore`me de Lebesgue
inverse, que la convergence est presque suˆre. Pour tout n, on a donc que
u1n · u2n = 0 presque partout.
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En passant a` la limite, on en de´duit donc que
u1 · u2 = 0 presque partout.
Il en est donc encore de meˆme pour le produit u˜1 · u˜2, mais comme la fonction u˜1 · u˜2
est quasi-continue, on a de plus
u˜1 · u˜2 = 0 quasi-partout.
En appelant N l’ensemble de capacite´ nulle [u˜1 · u˜2 6= 0], on de´finit alors
A1 = [u˜1 6= 0] et A2 = [u˜2 6= 0]\N.
Les ensembles A1 et A2 sont d’intersection vide, et on a ui ∈ H10 (Ai). On a alors, par
la convergence faible dans H10 et forte dans L
2 des (uin)n,
λ1(A
i) ≤
∫
|∇ui| ≤ lim inf
n
λ1(A
i
n).
Il ne reste donc plus a` ve´rifier qu’une condition de mesure, a` savoir |B1 ∪B2| ≤ m.
Et ceci provient de la proprie´te´ de semi-continuite´∣∣[ui 6= 0]∣∣ ≤ lim inf
n
∣∣[uin 6= 0]∣∣.
9.3.3 Re´sultat d’e´quivalence
Une remarque
Le re´sultat d’e´quivalence suit la remarque suivante : soit (u1, u2) un couple de
fonctions propres associe´es a` un partage optimal du proble`me (P). On peut supposer
que ∫
u21 =
∫
u22 = 1.
Alors,
λm =
∫
|∇u1|2 +
∫
|∇u2|2 = inf
{
λ1(A1) + λ2(A2) : A1 ∩A2 = ∅, |A1 ∪A2| ≤ m
}
.
Si maintenant (v1, v2) est un couple de fonctions toutes deux non nulles de H
1
0 (D)
ve´rifiant les conditions suivantes :∣∣[v1 6= 0] ∪ [v2 6= 0]∣∣ ≤ m
v˜1.v˜2 = 0 quasi-partout,
alors quitte a` choisir les bon repre´sentants quasi-continus de v1 et v2, on peut supposer
que la seconde condition est
v˜1.v˜2 = 0 partout.
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On peut donc supposer que les ensembles B1 = [v˜1 6= 0] et B2 = [v˜2 6= 0] sont disjoints
et ve´rifient |B1 ∪B2| ≤ m. On a donc
λm ≤ λ1(B1) + λ1(B2) ≤
∫ |∇v1|2∫
v21
+
∫ |∇v2|2∫
v22
.
En faisant le produit par
∫
u21.
∫
u22, on trouve que∫
v22
∫
|∇v1|2 +
∫
v21
∫
|∇v2|2 − λm
∫
v21
∫
v22 ≥ 0,
et donc, en ajoutant λm a` droite et a` gauche, on trouve que,
∀(v1, v2) ∈
(
H10 (D)
)2
tel que∣∣[v1 6= 0] ∪ [v2 6= 0]∣∣ ≤ m et v1.v2 = 0 quasi-partout,
∫
|∇u1|2 +
∫
|∇u2|2 ≤
∫
v22
∫
|∇v1|2 +
∫
v21
∫
|∇v2|2 + λm
(
1−
∫
v21
∫
v22
)+
.
≤
∫
v22
∫
|∇v1|2 +
∫
v21
∫
|∇v2|2 + (λm + 1)
(
1−
∫
v21
∫
v22
)+
.
Un nouveau proble`me
Suite a` la remarque pre´ce´dente, on va e´tudier le proble`me suivant. On de´finit l’en-
semble des couples de fonctions admissibles :
Af = {(u1, u2) ∈ (H10 (D))2 : u˜1 · u˜2 = 0 quasi partout }.
Et la fonctionnelle :
JΛ : (u1, u2) ∈ A2 7→
∫
u22
∫
|∇u1|2 +
∫
u21
∫
|∇u2|2
+(λm + 1)
(
1−
∫
u21
∫
u22
)+
+ Λ
(|Ωu1 ∪ Ωu2 | −m)+.
Le proble`me e´tudie´ est alors le suivant :{
Trouver (u1, u2) dans Af tel que
JΛ(u1, u2) = inf
{
JΛ(v1, v2) : (v1, v2) ∈ Af
}
.
(PfΛ)
Commenc¸ons par e´tudier l’existence de solutions a` ce proble`me :
Proposition 9.6. Si D est borne´, il existe des solutions au proble`me (PfΛ).
De´monstration. On conside`re une suite minimisante
(
(un, vn)
)
n
. On commence par
modifier cette suite en posant
Un =
un(∫
u2n
) 1
2
et Vn = vn
(∫
u2n
) 1
2
.
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On ve´rifie imme´diatement que la suite
(
(Un, Vn)
)
n
est encore une suite minimisante. Si
l’on conside`re un couple de fonctions (a1, a2) ∈ Af associe´es a` une forme optimale du
proble`me (P) et telles que
∫
a21 =
∫
a22 = 1, on voit qu’il s’agit d’un couple admissible
pour le proble`me (PfΛ) qui ve´rifie en outre
JΛ(a1, a2) = λm.
On peut donc supposer, pour tout n, que JΛ(Un, Vn) ≤ λm. En particulier, cela im-
plique, en utilisant la forme de JΛ et le fait que
∫
U2n = 1, que
∀n,
∫
|∇Vn|2 +
∫
V 2n
∫
|∇Un|2 + (λm + 1)
(
1−
∫
V 2n
)+
+Λ
(|ΩUn ∪ ΩVn | −m)+ ≤ λm.
Commenc¸ons par e´tudier la convergence de la suite (Vn)n. De ce que
∫ |∇Vn|2 ≤
λm, et comme D est borne´, on trouve que (Vn)n est borne´e dans H
1
0 (D), et on peut
donc supposer que cette suite converge vers un V∞, faiblement dans H10 (D), fortement
dans L2(D) et presque partout.
Maintenant, de ce que
(λm + 1)
(
1−
∫
V 2n
)+
≤ λm
on de´duit que ∫
V 2n ≥
1
λm + 1
,
et en particulier, V∞ n’est pas identiquement nulle.
Maintenant, de ce que
∫
V 2n ≥ 1λm+1 , on trouve que
1
λm + 1
∫
|∇Un|2 ≤ λm
et donc la suite (Un)n est borne´e dansH
1
0 (D). Encore une fois, quitte a` extraire, on peut
supposer qu’elle converge vers un U∞ dans H10 (D), faiblement dans H
1
0 (D), fortement
dans L2(D) (et donc
∫
U2∞ = 1), et presque partout.
On ve´rifie alors que (U∞, V∞) est bien une forme optimale au proble`me conside´re´.
Maintenant, on peut e´tudier plus pre´cise´ment une forme optimale :
Proposition 9.7. Il existe un Λ0 = Λ0(d,D,m) tel que, pour tout Λ > Λ0, toute forme
optimale (u, v) du proble`me (PfΛ) ve´rifie
|Ωu ∪ Ωv| ≤ m.
De´monstration. On conside`re une forme optimale. Comme on sait que l’infimum est
plus petit que λm, on voit que ne´cessairement u et v sont tous deux non identiquement
nuls.
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On travaille par contrapose´e. On suppose que |Ωu ∪Ωv| > m, et on veut en de´duire
une majoration de Λ. Comme |Ωu ∪Ωv| = |Ωu|+ |Ωv|, on peut supposer, sans perte de
ge´ne´ralite´, que |Ωu| ≥ m2 . Remarquons ensuite que, quitte a` remplacer u par |u| et v
par |v|, on peut supposer u et v positives. De meˆme, quitte a` remplacer v par vR
v2
et u
par u
∫
v2, on peut supposer que
∫
v2 = 1. Remarquons alors que
∫ |∇u|2 ≤ λm.
Maintenant, pour t suffisamment petit, on voit que la fonction ut = (u − t)+ est
encore non identiquement nulle, que ut.v est quasi-partout nul, et que |Ωut ∪Ωv| > m.
On de´duit alors de l’ine´galite´
JΛ(u, v) ≤ JΛ(ut, v)
que∫
|∇u|2 +
∫
u2
∫
|∇v|2 + (λm + 1)
(
1−
∫
u2
)+
+ Λ
(|Ωu ∪ Ωv| −m) ≤ ∫ |∇ut|2
+
∫
u2t
∫
|∇v|2 + (λm + 1)
(
1−
∫
u2t
)+
+ Λ
(|Ωut ∪ Ωv| −m)
On remarque que 0 ≤ ut ≤ u, d’ou` l’on voit que(∫
u2 −
∫
u2t
)∫
|∇v|2 ≥ 0
et donc ∫
|∇u|2 −
∫
|∇ut|2 + Λ|Ωu\Ωut | ≤ (λm + 1)
∣∣∣∣∫ u2 − ∫ u2t ∣∣∣∣ .
On en de´duit donc que∫
[0<u<t]
|∇u|2 + Λ∣∣[0 < u < t]∣∣ ≤ (λm + 1) ∣∣∣∣∫ u2 − ∫ u2t ∣∣∣∣
≤ (λm + 1)
∫
[0<u<t]
u2 + 2t(λm + 1)
∫
u.
En utilisant alors la formule de la coaire (les calculs suivants sont mene´s en re´alite´
seulement formellement, c’est a` dire en supposant que les fonctions sont re´gulie`res, mais
les estimations obtenues, elles, sont ge´ne´rales, en utilisant un proce´de´ de re´gularisation
pour les justifier), on trouve∫ t
0
ds
∫
[u=s]
[
|∇u|+ Λ− (λm + 1)s
2
|∇u|
]
dHd−1 ≤ 2t(λm + 1)
∫
u.
Maintenant, on remarque que, pour t suffisamment petit, la quantite´ Λ − (λm + 1)s2
est strictement positive pour tout s entre 0 et t. Sous de telles conditions, on trouve
que
|∇u|+ Λ− (λm + 1)s
2
|∇u| ≥ 2
√
Λ− (λm + 1)s2 ≥ 2
√
Λ− (λm + 1)t2.
En particulier, si t est assez petit, on peut supposer que
|∇u|+ Λ− (λm + 1)s
2
|∇u| ≥
√
2Λ.
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Si t est assez petit, on a donc
√
2Λ
∫ t
0
Hd−1([u = s])ds = √2Λ ∫ t
0
ds
∫
[u=s]
dHd−1 ≤ 2t(λm + 1)
∫
u.
En passant, remarquons que, graˆce a` l’ine´galite´ de Ho¨lder, puis a` l’ine´galite´ de Poincare´,∫
u ≤ |D|2
(∫
u2
) 1
2
≤ C(d,D)
(∫
|∇u|2
) 1
2
≤ C(d,D)
√
λm ≤ C(d,D,m).
D’ou`,
√
2Λ
∫ t
0
Hd−1([u = s])ds ≤ 2tC(d,D,m).
Maintenant, on utilise l’ine´galite´ isope´rime´trique pour minimiser le terme de gauche de
cette dernie`re ine´galite´ :
C(d)
∣∣[u ≥ s]∣∣ d−1d ≤ Hd−1([u = s]).
On trouve donc √
2Λ
∫ t
0
∣∣[u ≥ s]∣∣ d−1d ds ≤ 2tC(d,D,m).
En divisant par t (strictement positif) et en faisant tendre t vers 0, on trouve donc
√
2Λ
∣∣[u > 0]∣∣ d−1d ≤ 2C(d,D,m).
Comme maintenant on a choisi u tel que
∣∣[u > 0]∣∣ ≥ m2 , on a donc
Λ ≤ C(d,D,m),
ce qui conclut la preuve.
On peut alors caracte´riser l’infimum du proble`me (PfΛ) :
Proposition 9.8. Soient Λ ≥ Λ0 et (u, v) une solution du proble`me (PfΛ). Alors
JΛ(u, v) = λm.
De´monstration. Par la proposition pre´ce´dente, on a de´ja` vu que |Ωu ∪ Ωv| ≤ m. On a
donc, en particulier,
λm ≤
∫ |∇u|2∫
u2
+
∫ |∇v|2∫
v2
,
d’ou`
λm
∫
u2
∫
v2 ≤
∫
v2
∫
|∇u|2 +
∫
u2
∫
|∇v|2. (9.4)
Maintenant, on a de´ja` vu que JΛ(u, v) ≤ λm, c’est a` dire∫
v2
∫
|∇u|2 +
∫
u2
∫
|∇v|2 + (λm + 1)
(
1−
∫
u2
∫
v2
)+
≤ λm. (9.5)
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En utilisant les ine´galite´s (9.4) et (9.5), on trouve donc
λm
∫
u2
∫
v2 + (λm + 1)
(
1−
∫
u2
∫
v2
)+
≤ λm,
soit encore
λm
∫
u2
∫
v2 + λm
(
1−
∫
u2
∫
v2
)
+
(
1−
∫
u2
∫
v2
)+
≤ λm
et donc, apre`s simplification,(
1−
∫
u2
∫
v2
)+
≤ 0, c’est a` dire
∫
u2
∫
v2 ≥ 1.
Maintenant, remarquons que le cas
∫
u2
∫
v2 > 1 n’est pas possible. En effet, pour
un t proche de 1 et strictement infe´rieur a` 1, on aurait alors
JΛ(u, tv) < JΛ(u, v)
et ceci est impossible puisque (u, v) est solution de (PfΛ).
On a donc
∫
u2
∫
v2 = 1, et ceci signifie exactement que
JΛ(u, v) =
∫ |∇u|2∫
u2
+
∫ |∇v|2∫
v2
≥ λm.
L’ine´galite´ dans l’autre sens a de´ja` e´te´ vue.
On peut alors conclure au re´sultat d’e´quivalence voulu :
The´ore`me 9.9. Pour tout Λ ≥ Λ0(d,D,m), le proble`me{
Minimiser λ1(A1) + λ2(A2) + Λ
(|A1 ∪A2| −m)+ parmi les (A1, A2) tels que
A1 ⊂ D, A2 ⊂ D, A1 ∩A2 = ∅, A1, A2 mesurables .
(PΛ)
a exactement les meˆmes formes optimales que le proble`me (P).
De´monstration. L’existence de solutions au proble`me (PΛ) se montre de la meˆme
manie`re que pour le proble`me (P). Soit alors (A1, A2) une forme optimale au
proble`me (PΛ). Pour prouver le re´sultat, il suffit de prouver que |A1 ∪ A2| ≤ m.
Soit (u1, u2) un couple de fonctions telles que
ui ∈ H10 (Ai),
∫
u2i = 1, ui ≥ 0, λ1(Ai) =
∫
|∇ui|2.
Alors
λm ≤ JΛ(u1, u2) = λ1(A1) + λ1(A2) + Λ
(|A1 ∪A2| −m)+ ≤ λm.
D’ou` e´galite´. En particulier, le couple (u1, u2) est donc une solution du proble`me (P
f
Λ).
Par le re´sultat pre´ce´dent, on sait donc que |Ωu1 ∪ Ωu2 | ≤ m, et donc∫
|∇u1|2 +
∫
|∇u2|2 = λm.
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Et de cette dernie`re e´galite´, on de´duit enfin que
Λ
(|A1 ∪A2| −m)+ ≤ 0,
c’est a` dire
|A1 ∪A2| ≤ m,
ce qui conclut la preuve.
Remarque. Dans la suite, plutoˆt qu’essayer de re´soudre nume´riquement le proble`me (P),
on s’inte´ressera au proble`me (PΛ).
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Chapitre 10
Traitement nume´rique
Ce chapitre traite des simulations nume´riques qui ont e´te´ effectue´es sur les proble`mes
de partitionnement optimaux e´nonce´s dans le chapitre pre´ce´dent.
Ce chapitre s’organise comme suit :
– Tout d’abord, on va proposer un survol rapide des me´thodes nume´riques tradi-
tionnellement mises en place sur ces proble`mes.
– Dans un second temps, on de´crira le principe ge´ne´ral des algorithmes ge´ne´tiques
et l’imple´mentation qui en a e´te´ faite. On ne de´taillera pas les re´sultats the´oriques
existants sur ces me´thodes.
– Dans un dernier temps, on montrera quelques re´sultats obtenus sur les trois
proble`mes conside´re´s.
10.1 Un survol des me´thodes existantes
Les me´thodes nume´riques d’optimisation de forme sont traditionnellement classe´e en
deux parties : les me´thodes ge´ome´triques et les me´thodes nume´riques. Le cours [All07]
de´crit l’ensemble de ces me´thodes.
Les me´thodes ge´ome´triques sont base´es sur le de´placement de domaines selon une
direction privile´gie´e. Pour ce faire, on se donne une forme initiale, dont on va de´placer
la frontie`re (d’ou` le nom de me´thode de variation de frontie`re). Pour ce faire, il faut
pouvoir calculer la de´rive´e de la fonctionnelle de forme, et de´duire de cette de´rive´e un
“bon” champ de vecteur de de´placement. En pratique, cette me´thode pose un certain
nombre de proble`mes, d’abord la conservation de la topologie de la forme initiale, et
donc a priori la convergence vers seulement un minimum local, ensuite la ne´cessite´
d’avoir une fonctionnelle de forme de´rivable, ce qui n’est bien suˆr pas toujours le cas.
Enfin, cette me´thode, demandant des remaillages incessants des domaines conside´re´es,
passe difficilement a` des dimensions supe´rieures ou e´gales a` 3.
Les me´thodes topologiques sont a priori plus adaptables, notamment parce qu’elles
permettent, plus ou moins efficement de re´soudre le proble`me topologique pre´sent lors
de l’utilisation de la me´thode de variation de frontie`re. Une premie`re me´thode topo-
logique est celle des lignes de niveaux. C’est une me´thode de relaxation : plutoˆt que
de travailler sur les formes a` optimiser elles-meˆmes, ou de manie`re e´quivalente sur les
fonctions caracte´ristiques associe´es, c’est a` dire des fonctions a` valeurs dans {0, 1}, on
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peut essayer de relaxer le proble`me pour travailler sur l’ensemble des fonctions a` valeurs
dans [0, 1]. Par exemple, l’inte´grale d’une fonction sur la forme a` optimiser∫
Ω
u =
∫
D
1Ω u
est une notion que l’on e´largit a` toute fonction χ ∈ L∞(D, [0, 1]) (espace dans lequel
se trouvent entre autre les fonctions 1Ω) :∫
D
χ u.
Des proble`mes de partages optimaux ont ainsi e´te´ traite´s, par exemple dans [BC03].
On peut citer comme re´fe´rence sur cette classe de me´thodes [Ben95]. Ces me´thodes
ont e´te´ particulie`rement e´tudie´es dans les proble`mes de compliance optimale (premiers
travaux : [KS86a], [KS86b]).
Les algorithmes ge´ne´tiques constituent une seconde me´thode topologique. Le prin-
cipe en sera de´crit dans la section suivante. On peut commencer ne´anmoins a` citer
comme re´fe´rence la partie de la the`se d’E´douard Oudet qui leur est consacre´e (chapitre 3
dans [Oud02]), ou encore [KS96], ainsi que les travaux cite´s dans ces documents.
10.2 Le proble`me ge´ne´rique, son traitement
Le proble`me ge´ne´ral d’optimisation peut se formuler de manie`re ge´ne´rale de la fac¸on
suivante :
SoitX un ensemble, P une application de´finie surX a` valeurs dansR∗+. On suppose
que le maximum de P sur X est atteint en au moins un point de X. Le proble`me est
alors de trouver un tel point, i.e.,{
Trouver x ∈ X tel que
P (x) = max
{
P (y) : y ∈ X}.
Les algorithmes ge´ne´tiques tentent d’adapter les principes d’e´volutions des popula-
tions d’eˆtres vivants de´crits par C. Darwin afin de re´aliser cette maximisation. L’ide´e
sous-jacente est que l’e´volution des individus d’une espe`ce dans le temps ope`re une
maximisation de certains crite`res (re´sistance a` telle maladie, adaptation a` tel ou tel
milieu, etc.). On conside`re donc les e´le´ments de X comme individus potentiels d’une
espe`ce que l’on veut faire e´voluer afin de maximiser P . On conside`re donc une popu-
lation, i.e., un ensemble d’individus de X, et on fait e´voluer cette population dans le
temps en lui fixant un certain nombre de re`gles, en se fixant toujours pour but que cette
e´volution ait lieu vers la maximisation de la fonction P . En pratique, un e´le´ment x de X
sera appele´ dans la suite individu, et la quantite´ P (x) sera appele´e performance.
On commence par de´crire de manie`re abstraite le fonctionnement de cette me´thode.
10.2.1 Cre´ation d’une population
La premie`re e´tape consiste a` se donner une population initiale. Pour cela, on se
donne un nombre N , correspondant a` la taille de la population, et on choisit N e´le´ments
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dans l’ensemble X. Tous les e´le´ments de la population sont appele´s individus. On ap-
pelle P0 la population initiale, une liste de N e´le´ments de X.
On remarquera que le choix des individus de la population initiale fait intervenir
une part plus ou moins grande d’ale´atoire.
10.2.2 Description d’une ite´ration de l’algorithme ge´ne´tique
A` l’ite´ration i, on a construit la population Pi et on veut la faire e´voluer en une
population Pi+1. Pour ce faire, on proce`de en quatre e´tapes.
E´valuation
Cette e´tape ne modifie pas encore la population. On se contente, pour chaque indi-
vidu x de la population Pi, de calculer P (x).
Se´lection
Tout d’abord, on cre´e une population de transition P˜i, posse´dant elle aussi N indivi-
dus, et dans laquelle apparaissent des e´le´ments de la population Pi proportionnellement
a` leur performance.
En pratique, des trois e´tapes, la se´lection est celle qui assure la convergence de
l’algorithme.
Croisement
A` partir de la population de transition P˜i, on construit une seconde population de
transition Pˆi, obtenue en croisant un certain nombre de couples de la population P˜i.
En pratique, pour chaque croisement, on se´lectionne (la` encore avec plus ou moins
d’ale´a) un certain nombre de couples (xk, yk) d’e´le´ments de de la population P˜i, et on
applique a` chacun d’entre eux un ope´rateur C dit de croisement de manie`re a` obtenir
de nouveaux couples d’individus de X :
(x′k, y
′
k) = C
(
(xk, yk)
)
.
La population Pˆi est alors obtenue en remplac¸ant dans P˜i chaque couple parent (xk, yk)
par son couple enfant associe´ (x′k, y
′
k).
En pratique, le nombre d’individus ayant participe´ au croisement correspond a` un
certain pourcentage de la population, appele´ taux de croisement (et note´ τc), en ge´ne´ral
assez e´leve´ (de l’ordre de 1).
Mutation
Enfin, a` partir de la population de transition Pˆi, on construit la population Pi+1.
Pour cela, on choisit un certain nombre d’individus xk de la population Pˆi et on applique
a` chacun d’entre eux un ope´rateur M dit de Mutation :
x′k =M(xk).
La population Pi+1 est alors obtenue en remplac¸ant dans Pˆi tout xk par le x′k associe´.
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En pratique, le nombre d’individus ayant subi une mutation correspond a` un certain
pourcentage de la population, appele´ taux de mutation (et note´ τm), en ge´ne´ral assez
petit (de l’ordre de 0.01).
Au final
L’algorithme renvoie le meilleur individu parmi tous les individus qui ont e´te´
e´value´es durant le calcul.
10.2.3 Utilisation
La me´thode de´crite pre´ce´demment ne fait intervenir la fonction P qu’au moment
de l’e´valuation. En particulier, l’algorithme ge´ne´tique est un me´thode d’ordre 0. On
l’utilise en pratique dans les proble`mes ou` la re´gularite´ du crite`re d’optimisation fait
de´faut. On peut aussi remarquer que l’algorithme peut traiter les cas ou` existent de
nombreux optima locaux. Enfin, un dernier avantage consiste en ce que cette me´thode
est tre`s facilement paralle´lisable, les calculs des performances pouvant eˆtre se´pare´s
facilement entre plusieurs machines.
Au rayon des inconve´nients, cette fois, signalons le grand nombre de parame`tres
a` ajuster (taille de la population, taux de croisement, taux de mutation, principe de
se´lection, ope´rateur de croisement, ope´rateur de mutation), pour trouver un bon com-
promis entre les diffe´rents crite`res que sont la convergence de l’algorithme, la conver-
gence vers un optimum global, et la rapidite´ de convergence. Enfin signalons qu’il est
tre`s difficile d’e´tablir des re´sultats de convergence et de vitesse de convergence pour ces
algorithmes.
10.3 Notre proble`me, Question de la repre´sentation
Rappelons le proble`me e´tudie´ : SoientD un ouvert borne´ deRd, etK un entier stric-
tement positif. On de´finit les formes admissibles comme les K-partages (en ensembles
mesurables) de D, i.e.,
AK =
(D1, . . . , DK) :
∀k,Dk est un sous-ensemble mesurable de D
∪Kk=1Dk = D
∀(k, k′), si k 6= k′, alors Dk ∩Dk′ = ∅
 .
Le proble`me e´tudie´ est alors le suivant, ou` F est la fonctionnelle de forme de´finie sur AK
et a` valeurs dans R∗+ : {
Trouver A ∈ AK tel que
F(A) = inf {F(B) : B ∈ AK}.
Lors de la re´solution nume´rique du proble`me, on va chercher a` travailler sur un
maillage fixe de D, que l’on suppose constitue´ de M cellules : Ci (on supposera les Ci
ferme´s). On ne conside`rera donc comme formes admissibles que les partages de D
adapte´s a` ce maillage. On va pre´senter deux manie`res de repre´senter ces partages.
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10.3.1 Repre´sentation par liste de cellules
Un premie`re manie`re de repre´senter les partages, la plus directe, consiste a` travailler
que l’espace
X = {1, . . . ,K}M
ou` a` chaque individu x = (x1, . . . , xM ) ∈ X, on associera le partage de D
en
(
D1(x), . . . , DK(x)
)
avec
Dk(x) =
◦︷ ︸︸ ︷⋃
i ∈ {1, . . . ,M}
xi = k
Ci .
On e´tudie alors un proble`me d’optimisation sur l’espace X.
10.3.2 Repre´sentation par diagrammes de Vorono¨ı
Une autre possibilite´ de repre´sentation consiste a` faire abstraction du maillage fixe´.
Pour ce faire, on repre´sentera les partages a` l’aide de diagrammes de Vorono¨ı. On de´finit
alors l’ensemble Xv comme
Xv =
⋃
n>0
{(
(Pj , xj)
)
1≤j≤n : Pj ∈ D, 1 ≤ xj ≤ K
}
.
Un e´le´ment de X est donc une suite finie de couples (Pj , xj) constitue´s d’un point Pj
de D et d’un nume´ro de domaine xj . On de´finit la cellule de Vorono¨ı Vj associe´e a` Pj
comme (la fermeture de) l’ensemble des points de D plus proches de Pj que de tous les
autres Ph pour h 6= j. Toutes ces cellules de´finissent alors le partage (Dk)1≤k≤K par
Dk =
◦︷ ︸︸ ︷⋃
1 ≤ j ≤ n
xj = k
Vj
Pour continuer a` travailler sur les partages adapte´s a` un maillage donne´, on peut projeter
ce partage sur un partage adapte´. Pour chaque cellule Ci associe´e du maillage donne´,
on appelle Gi son centre de gravite´, et on pose alors
D′k =
◦︷ ︸︸ ︷⋃
Gi∈Dk
Ci
On e´tudie alors un proble`me d’optimisation sur l’espace Xv.
10.4 Imple´mentation des listes de cellules
Dans cette section, on va de´crire les me´canismes mis en place pour traiter les
diffe´rentes e´tapes de l’algorithme lorsque l’on a choisit de repre´senter les partages par
des listes de cellules.
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Une ide´e de base exploite´e tout du long est que, si les individus sont repre´sente´s
comme des M -uplets d’entiers compris entre 1 et K, ce sont avant tout des formes
ge´ome´triques. Une possibilite´ d’imple´mentation des algorithmes ge´ne´tiques consiste a`
traiter les individus e´tudie´s comme de pures listes de nombres. On observe cependant
une meilleure convergence si l’imple´mentation fait re´fe´rence a` une certaine structure ou
ge´ome´trie supe´rieure a` la repre´sentation sous forme de listes.
En particulier, dans les proble`mes que nous avons e´tudie´s, la fonctionnelle F e´tait
lie´e a` la premie`re valeur propre, souvent dans le sens suivant :
F( (A1, . . . , AK) ) = f( (λ1(A1), . . . , λ1(AK)) ).
ou` la fonction f est de´croissante variable par variable, i.e.,
∀k ∈ {1, . . . ,K}, ∀(α1, . . . , αK) ∈ RK , ∀α′k ∈ R,
( αk ≤ α′k )⇒
(
f(α1, . . . , αk−1, α′k, αk+1, . . . , αK) ≤ f(α1, . . . , αk−1, αk, αk+1, . . . , αK)
)
.
On peut alors prouver qu’il existe des partages optimaux en ensembles connexes. Une
application sera de chercher des croisements et des mutations ayant a` voir avec un
traitement des “grosses” composantes connexes, i.e., celles qui influent sur la premie`re
valeur propre.
10.4.1 Initialisation
La me´thode d’initialisation retenue est totalement ale´atoire. Pour chaque individu
que l’on cherche a` choisir au de´but, on tire M nombres choisis au hasard entre 1 et K
et on de´finit l’individu comme la liste constitue´e de ces M nombres.
10.4.2 Croisement
Croisement de listes
La premie`re me´thode de croisement mise en place est la me´thode classique de croi-
sement de listes. On conside`re deux listes (les parents)
x = (x1, . . . , xM ) et y = (y1, . . . , yM ).
La me´thode consiste a` choisir (a` chaque appel de la proce´dure de croisement) un
nombre i au hasard entre 1 et M , et a` construire les deux listes filles de la manie`re
suivante :
f = (x1, . . . , xi, yi+1, . . . , yM ) et g = (y1, . . . , yi, xi+1, . . . , xM ).
Croisement des domaines
Une autre me´thode, imple´mente´s ensuite et apportant de meilleurs re´sultats (pra-
tiques) de convergence est plus ge´ome´trique. Dans la me´thode pre´ce´dente, on inter-
vertissait les valeurs de xk et yk pour certaines valeurs de k. Mais ces interversions
n’avaient aucune proprie´te´ ge´ome´trique, et en particulier, lorsque les parents e´taient
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des partages en ensembles connexes, elles pouvaient cre´er des fils dont les ensembles de
base aient des multitudes de composantes. L’ide´e du croisement suivant est de faire un
croisement de liste, mais en tenant compte de la ge´ome´trie sous-jacente.
Le me´thode consiste tout d’abord a` choisir une droite “au hasard” (et ceci est encore
a` de´finir) coupant le domaine D. On note cette droite D. Cette droite coupe l’espace R2
en deux demi-espaces, E1 et E2 (on supposera E1 ferme´ et E2 ouvert). Pour chaque
cellule du maillage Ci, on peut calculer son centre de gravite´ gi (ope´ration plutoˆt simple
dans les cas des maillages que nous avons conside´re´s, toujours constitue´s de triangles),
et voir que celui ci est soit dans le domaine E1, soit dans E2. On de´finit donc deux
familles d’indices :
I1 =
{
i ∈ {1, . . . ,M} : gi ∈ E1
}
et I2 =
{
i ∈ {1, . . . ,M} gi ∈ E2
}
.
Alors, on a
{1, . . . ,M} = I1 ∪ I2 et I1 ∩ I2 = ∅.
On ope`re alors a` un croisement de listes selon ces deux ensembles d’indices. Si x =
(x1, . . . , xM ) et y = (y1, . . . , ym) sont les deux parents, on de´finit les fils f = (f1, . . . , fM )
et g = (g1, . . . , gM ) par
fi =
{
xi si i ∈ I1
yi si i ∈ I2. et gi =
{
yi si i ∈ I1
xi si i ∈ I2.
Voici une illustration de ce proce´de´ de croisement : on conside`re un maillage d’un
rectangle avec des triangles. On a indique´ les centres de gravite´ sur la figure.
On pre´sente, sur les deux figures suivantes, les deux individus parents ainsi que la
droite utilise´e pour le croisement. Ici, on travaille sur des partages en deux domaines,
le premier domaine e´tant grise´, le second laisse´ blanc :
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Apre`s croisement, les individus enfants sont alors suivants :
10.4.3 Mutation
Mutation des listes
A` l’instar de l’e´tape de croisement, on a commence´ par effectuer des mutations en
ne prenant en compte que la structure de liste. De manie`re ge´ne´rale, on a de´coupe´ le
proce´de´ de mutation en deux. Avec un certaine probabilite´, l’individu mute entie`rement,
i.e., est retire´ au hasard comme dans l’initialisation. Sinon, seule une partie de son
“ge´nome” est modifie´e. En pratique, le second type de mutation s’effectue ainsi : soit x =
(x1, . . . , xM ) l’individu que l’on veut faire muter. On choisit p nombres i1, . . . , ip deux
a` deux distincts entre 1 et K, le ratio pM correspondant au pourcentage du ge´nome que
n’on souhaite faire muter.
On de´finit alors l’e´le´ment mute´ x′ = (x′1, . . . , x
′
M ) de la fac¸on suivante : Si i n’est
pas un des ij , on pose x
′
i = xi, et, sinon, on prend pour x
′
i un nombre au hasard entre 1
et K.
Encore une fois, cette me´thode a l’inconve´nient majeur qu’elle ne prend pas
en compte la structure ge´ome´trique sous-jacente. En effet, perturber une cellule du
maillage n’ame´liore quasiment jamais la qualite´ des individus. Lorsque l’objectif est
d’acce´le´rer la convergence, la me´thode ge´ome´trique que l’on va de´crire est parti-
culie`rement efficace.
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Mutation des domaines
L’objectif est encore une fois de modifier une partie du ge´nome, mais plutoˆt que
de partir de la seule structure de liste, on pre´fe`re partir de la ge´ome´trie. Le proce´de´
de mutation sera donc le suivant : on va choisir au hasard un certain nombre de
disques D1, . . . , Dp dans le plan, chacun de ces disques intersectant le domaine D.
Pour chaque disque Di, on va choisir au hasard un nombre Xi compris entre 1 et K.
On conside`re l’individu x = (x1, . . . , xM ) que l’on veut faire muter. On commence par
faire muter les xj tels que le centre de gravite´ gj de la cellule Cj est dans le disque D1.
On de´finit alors un individu x1 = (x11, . . . , x
1
M ) tel que x
1
i = xi si gi n’est pas dans D1,
et x1i = X1 si gi est dans D1. On contruit par le meˆme proce´de´ a` partir de l’indi-
vidu x1 un nouvel individu x2 en utilisant le disque D2 et la valeur X2. Par re´currence,
on contruit ainsi x1, x2, . . . , xp. Et on finit par prendre pour mutation de x l’indi-
vidu x′ = xp.
Pour illustrer ce proce´de´ ge´ome´triquement, voici un individu avant (a` gauche) et
apre`s (a` droite) mutation, les disques a` l’inte´rieur desquels s’effectue la mutation e´tant
repre´sente´s sur les deux figures :
10.5 Imple´mentation des diagrammes de Vorono¨ı
Pre´sentons maintenant les de´tails de l’imple´mentation de l’algorithme lorsque l’on
a choisi de repre´senter les partages sous forme de diagrammes de Voronoo¨ı.
10.5.1 Initialisation
Pour chaque individu de la population, on tire un diagramme de Vorono¨ı au hasard
au sens suivant. On choisit le nombre de sites du diagramme : un nombre n tire´ au
hasard entre 1 et N (le nombre maximal de sites autorise´s). Pour le site d’indice j, on
tire alors au hasard un point Pj de D et un nume´ro de domaine xj , compris entre 1 et
K.
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10.5.2 Croisement
Pour le croisement, le proce´de´ est similaire a` celui utilise´ pour les listes de cellules.
Pour tout couple d’individus a` croiser, on prend une droite ∆ intersectant D et on
e´change les sites de Vorono¨ı situe´s de part et d’autre de ∆.
Avant croisement : les individus parents :
Apre`s croisement, les individus enfants :
10.5.3 Mutation
En ce qui concerne les mutations, elles peuvent eˆtre de quatre types :
(i) ajout un nouveau site,
(ii) suppression d’un site,
(iii) modification du nume´ro associe´ a` un site,
(iv) modification de la position d’un site.
10.5.4 Comparaison entre les deux repre´sentations
Les deux repre´sentations permettent d’explorer tous les partages adapte´s au
maillage donne´, mais en terme de temps de calcul les deux repre´sentation ne donnent
pas les meˆmes re´sultats.
En effet, lorsque les frontie`res libres des formes optimales sont re´gulie`re, l’utilisa-
tion des diagrammes de Vorono¨ı, elle permet de repre´senter des partages en domaines
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re´guliers et connexes avec trs peu d’information, alors que quel que soit la re´gularite´
des domaines, la repre´sentation sous forme de liste de cellule utilise toujours la meˆme
quantite´ d’information. Vu qu’on a alors une petite quantite´ d’information, on peut
alors utiliser en paralle`le de petites tailles de population, et des nombres d’ite´rations
faibles. La me´thode est dans ce cas la` plus rapide.
Nous avons vu dans le chapitre pre´ce´dent que l’on avait justement re´gularite´ C1 des
frontie`res libres dans les proble`mes conside´re´s. Pour comparer la vitesse et l’efficacite´ des
deux types de repre´sentation, on les a utilise´es toutes les deux sur les meˆmes donne´es,
et on a effectivement observe´ une convergence beaucoup plus rapide (on gagne au moins
un ordre de grandeur) avec l’utilisation des diagrammes de Vorono¨ı.
10.6 Mate´riel utilise´
10.6.1 Description
Le code produit a vise´ uniquement a` la mise en place de l’algorithme ge´ne´tique a`
proprement parler. La re´solution nume´rique du proble`me de la premie`re valeur propre
de l’ope´rateur Laplacien-Dirichlet a e´te´ traite´e en utilisant le logiciel Melina.
Afin d’obtenir de meilleurs temps de calculs, l’algorithme ge´ne´tique a e´te´ imple´mente´
de manie`re a` ce que les calculs soient distribue´s sur un certain nombre des ordinateurs
de l’Antenne de Bretagne de l’E´NS Cachan, en pratique un quadri-processeur Xe´on,
trois Core-2, seize Pentium 4, un bi-processeur G5, et trois quadri-processeur PowerPC.
En pratique, on fait tourner sur ce re´seau trente-six calculs de valeur propre en
paralle`le.
10.6.2 Exemples de temps de calculs
Voici deux exemples dans le cas de calculs portant sur un partage du domaine en
deux ensembles.
Premier exemple
Nombre de triangles dans le maillage 186
Taille de la population 2000
Nombre d’ite´rations 1500
nombre de calculs en paralle`le 19
temps de calcul total 4 jours et 13 heures
Nombre total de calcul de valeur propre 6000000
temps total divise´ par le nombre de calcul 0.065 secondes
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Fig. 10.1 – A` gauche : λ1(Ω1)+λ1(Ω2) (courbe du haut), λ1(Ω1), et λ1(Ω2) en fonction
des ite´rations. A` droite : meilleure performance et performance moyenne en fonction
des ite´rations.
Second exemple
Nombre de triangles dans le maillage 328
Taille de la population 3000
Nombre d’ite´rations 1000
nombre de calculs en paralle`le 32
temps de calcul total 3 jours et 5 heures
Nombre total de calcul de valeur propre 6000000
temps total divise´ par le nombre de calcul 0.045 secondes
10.7 Re´sultats
10.7.1 Premier proble`me
Sur le premier proble`me, on a travaille´ en deux temps. Tout d’abord, on a mis
en place un algorithme ge´ne´tique pour obtenir l’allure de la frontie`re libre, puis on a
pre´cise´ cette frontie`re en utilisant une me´thode de variation de frontie`re.
Les re´sultats qui suivent porte sur un triangle de coordonne´es (0, 0), (9, 0), et
(5.33, 5.96).
Algorithmes Ge´ne´tiques
Pour ce proble`me, ou` une me´thode plus fine suit, on s’est contente´ d’appliquer
l’algorithme ge´ne´tique sur un maillage plutoˆt grossier du triangle, ici, avec seulement
81 e´le´ments. On pre´sente sur la figure 10.1, les courbes de convergence.
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Fig. 10.2 – A` gauche : meilleur partage obtenu en 100 ite´ration. A` droite : re´sultats de
la me´thode de variation de frontie`re.
La partie gauche de la figure 10.2 quant a` elle montre le meilleur individu, qui sert
d’initialisation a` la me´thode de variation de frontie`re qui suit.
Me´thode de variation de frontie`re
La partie droite de la figure 10.2 fait le bilan de l’application de cette me´thode
a` notre proble`me. A` partir des informations obtenues pre´ce´demment, on initialise la
me´thode en regardant une frontie`re libre joignant les deux coˆte´s les plus longs du
triangle. Pour ce faire, on initialise la me´thode de variation de frontie`re par une droite
joignant les milieux de ces coˆte´s.
La diffe´rentielle de forme est obtenue de manie`re classique. On se donne un par-
tage (Ω1,Ω2) du triangle en deux ouverts connexes non vides, la frontie`re commune a`
ces deux ensembles e´tant un ensemble “re´gulier” Γ. On note u1 (resp. u2) la premie`re
fonction propre (positive et de norme L2 e´gale a` 1) de l’ope´rateur −∆ sur Ω1 (resp. sur
Ω2). Enfin, on notera n(x), en tout point x de Γ, la normale a` Γ oriente´e de Ω1 vers
Ω2.
On conside`re alors des de´placements selon un champ V de classe C∞ et a` support
compact inclus dans le triangle. En notant alors
E((Ω1,Ω2))
la fonctionnelle de forme conside´re´e, on trouve que
D E((Ω1,Ω2)) (V) = ∫ (|∇u2|2 − |∇u1|2)V · n.
Remarque. On a vu pre´ce´demment (proposition 9.4 l’exemple the´orique d’un domaine
ouvert connexe et borne´ D dans Rd tel que, tout partage optimal (A1, A2) pour le
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proble`me (P1) ve´rifie ne´cessairement
λ1(A1) 6= λ1(A2).
Ici, on a au contraire exhibe´ un exemple nume´rique illustrant encore cette proprie´te´.
Autres re´sultats
On s’est inte´resse´ dans la suite a` des cas pre´sentant de fortes ou` l’on s’attendait
a` une perte de vitesse duˆ a` la pre´sence de multiples optima globaux. La perte de
vitesse observe´e n’a e´te´ en rien significative, et on a pu observe´ que la convergence de
l’algorithme pouvait avoir lieu vers tous les optima. Cela de´pend en pratique fortement
du maillage conside´re´. Celui ci peut notamment de´truire certaines des syme´tries du
domaine. On a cependant effectue´es deux simulations avec les meˆmes parame`tres sur
le meˆme maillage et amenant a` des optima diffe´rents (illustration de droite et du bas
sur la figure 10.3).
10.7.2 Second proble`me
Pour ce proble`me, les re´sultats ont e´te´ plus difficiles a` obtenir, la convergence e´tant
nettement plus lente. La seule raison a` ceci semble eˆtre la partage en trois domaines
au lieu des deux pre´ce´dents. On pre´sente dans le tableau suivant les caracte´ristiques
des calculs dont les re´sultats sont pre´sente´s sur les figures 10.4 et 10.5 :
domaine me´thode
taille du
maillage
ite´rations
taille de la
population
temps de
calcul
carre´ listes 186 1300 2000 53h
disque listes 313 1300 3000 123h
disque Vorono¨ı 1003 300 100 6h
10.7.3 Troisie`me proble`me
On a e´tudie´ le proble`me (PΛ3 ) dans les deux cas distincts qui peuvent se pre´senter.
– D’abord le cas de non saturation, c’est a` dire, on peut placer deux boules disjointes
de mesure m/2 dans le domaine D. On sait alors que les optima globaux sont des
re´unions disjointes de deux boules de ce type.
– Ensuite, le cas contraire, ou` il est impossible de placer deux boules disjointes de
mesure m/2 a` l’inte´rieur du domaine D. Dans ce cas la`, les “partages” optimaux
(A1, A2) ont une partie de leur frontie`re en commun.
Ces deux proprie´te´s ont bien e´te´ illustre´es par les simulations nume´riques effectue´es.
On pre´sente dans le tableau suivant les caracte´ristiques des calculs dont les re´sultats
sont pre´sente´s sur les figures 10.6 et (10.7) :
PARTIE II. PARTAGES OPTIMAUX 159
domaine me´thode
taille du
maillage
ite´rations
taille de la
population
temps de
calcul
carre´ listes 186 500 2000 11h
carre´ listes 498 600 5000 245h
rectangle Vorono¨ı 634 400 300 15h
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Fig. 10.3 – trois simulations du proble`me (P1) sur le carre´ amenant a` des optima
diffe´rents.
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Fig. 10.4 – Re´sultats des simulations pour le proble`me (P2) sur un carre´ et sur un
disque.
Fig. 10.5 – Re´sultats d’une pour le proble`me (P2) sur un disque en utilisant les dia-
grammes de Vorono¨ı.
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Fig. 10.6 – Re´sultats des simulations pour le proble`me (PΛ3 ) sur un carre´ avec et sans
saturation. A` gauche, le partage optimal correspond a` l’ensemble clair et a` l’ensemble
fonce´. A` droite, le partage optimal correspond a` l’ensemble clair et a` l’ensemble grise´.
Fig. 10.7 – Re´sultats d’une simulation pour le proble`me (PΛ3 ) sur un rectangle avec
saturation en utilisant les diagrammes de Vorono¨ı.
Conclusion, Perspectives
En guise de conclusion, j’aimerais faire le point sur quelques proble`mes que j’ai
eu l’occasion d’attaquer pendant ma the`se et qui m’ont, malheureusement, beaucoup
re´siste´.
– Re´gularite´ Lipschitz. Dans le cas ge´ne´ral, i.e., quand la fonction f peut changer
de signe, prouver encore une fois la re´gularite´ Lipschitz de la fonction d’e´tat est
un des points les plus importants. D’abord pour la beaute´ du re´sultat en lui
meˆme, mais surtout car l’objectif sous-jacent dans la recherche de ce re´sultat est
l’obtention d’une preuve faisant l’impasse sur les proprie´te´ trop spe´cifiques des
fonctions harmoniques.
– Re´gularite´ Ho¨lde´rienne dans le cas des ope´rateurs sous forme divergentielle. Ici
encore, dans le cas ge´ne´ral. L’enjeu est le meˆme que pre´ce´demment. Ne´anmoins,
j’ai commence´ a` e´tudier certaines pistes pour ce re´sultat, notamment la me´thode
de´veloppe´e dans [BW07].
– Extension du re´sultat d’e´quivalence. Le re´sultat d’e´quivalene tel qu’e´nonce´ dans
ce travail est assez peu satisfaisant. On demande en effet au domaine e´tudie´
d’eˆtre fortement e´toile´ par rapport a` un point. Un objectif important reste donc
d’obtenir le meˆme re´sultat pour un domaine D qui soit seulement un ouvert borne´
connexe. De plus, le re´sultat d’e´quivalence e´tudie´ portait sur le pe´rime`tre total,
une autre extension a` e´tudier concernerait le pe´rime`tre relatif. Dans les deux cas,
il devient ne´cessaire de pratiquer des perturbations locales des ensembles en jeu
tout en gardant le controˆle des variations de pe´rime`tre et de l’e´nergie de Dirichlet.
– Enfin, un autre point qui aurait rendu l’e´tude plus comple`te concerne l’existence
de forme optimale dans le cas ou` le domaine D est l’espace Rd tout entier, et ou`
la fonction f est C∞c .
163
164 CHAPITRE 10. TRAITEMENT NUME´RIQUE
Bibliographie
[ACF84] H. W. Alt, L. A. Caffarelli, and A. Friedman. Variational problems with
two phases and their free boundaries. Transactions of the American Ma-
thematical Society, 282(2) :431–461, 1984.
[ACKS01] I. Athanasopoulos, L. A. Caffarelli, C. Kenig, and S. Salsa. An area-Dirichlet
integral minimization problem. Communications in Pure and Applied Ma-
thematics, 54(4) :479–499, 2001.
[All07] G. Allaire. Conception Optimale de Structures. Mathe´matiques et Appli-
cations. Springer, 2007.
[Alm76] F.J. Almgren. Existence and regularity almost everywhere of solutions to
elliptic variationnal problems with constraints, volume 165 of Memoirs of
the American Mathematical Society. 1976.
[BBH98] D. Bucur, G. Buttazzo, and A. Henrot. Existence results for some optimal
partition problems. Advances in Mathematical Sciences and Applications,
8(2) :571–579, 1998.
[BC03] B. Bourdin and A. Chambolle. Design-dependent loads in topology optimi-
zation. ESAIM : COCV, 9 :19–48, 2003.
[Ben95] M.P. Bendsoe. Optimization of Structural Topology, Shape and Material.
Springer-Verlag, 1995.
[BHP05] T. Brianc¸on, M. Hayouni, and M. Pierre. Lipschitz continuity of state func-
tions in some optimal shaping. Calculus of Variations and PDE, 23(1) :13–
32, 2005.
[Bri04] T. Brianc¸on. Regularity of optimal shapes for the Dirichlet’s energy with
volume constraint. ESAIM : COCV, 10 :99–122, 2004.
[BW07] C. Bandle and A. Wagner. Optimization problems for weighted Sobolev
constants. Calculus of Variations, 2007.
[CJK02] L. A. Caffarelli, D. Jerison, and C. E. Kenig. Some new Monotonicity theo-
rems with applications to free boundary problems. Annals of Mathematics,
155(2) :369–404, 2002.
[CL03] A. Chambolle and C. J. Larsen. C∞ regularity of the free boundary of a
two-dimensional optimal compliance problem. Calculus of Variations and
PDE, 18(1) :77–94, 2003.
[Cro91] M. Crouzeix. Variational approach of a magnetic shaping problem. Euro-
pean Journal of Mechanics B Fluids, 10 :527–536, 1991.
165
166 CHAPITRE 10. TRAITEMENT NUME´RIQUE
[CTV03] M. Conti, S. Terracini, and G. Verzini. An optimal partition problem related
to nonlinear eigenvalues. Journal of Functional Analysis, 198 :160–196,
2003.
[CTV05a] M. Conti, S. Terracini, and G. Verzini. Asymptotic estimates for the spatial
segregation of competitive systems. Advances in Mathematics, 195(2) :524–
560, 2005.
[CTV05b] M. Conti, S. Terracini, and G. Verzini. On a class of optimal partition
problems related to the Fucik spectrum and to the monotonicity formulae.
Calculus of Variations and PDE, 22 :45–72, 2005.
[CTV05c] M. Conti, S. Terracini, and G. Verzini. A variational problem for the spatial
segregation of reaction-diffusion systems. Indiana University Mathematics
Journal, 54(3) :779–815, 2005.
[EG92] L.C. Evans and R.F. Gariepy. Measure Theory and Fine Properties of
Functions. Studies in Advanced Math. CRC Press, 1992.
[Fed69] H. Federer. Geometric measure theory. Grundlehren des mathematischen
Wissenschaften. Springer-Verlag, New York, 1969.
[Giu84] E. Giusti. Minimal Surfaces and Functions of Bounded Variations.
Birka¨user, 1984.
[GMT83] E. Gonzalez, U. Massari, and I. Tamanini. On the regularity of boundaries
of sets minimizing perimeter with a volume constraint. Indiana University
Mathematics Journal, 32(1), 1983.
[GT83] D. Gilbarg and N. S. Trudinger. Elliptic Partial Differential Equations of
Second Order. Springer-Verlag, Berlin, 1983.
[HHOT06] B. Helffer, T. Hoffmann-Ostenhof, and S. Terracini. Nodal domains ans
spectral minimal partitions. 2006.
[HP05] A. Henrot and M. Pierre. Variation et Optimisation de Formes : une analyse
ge´ome´trique. Springer-Verlag, 2005.
[KS86a] R.V. Kohn and G. Strang. Optimal design and relaxation of variational
problems i-iii. Communications in Pure and Applied Mathematics, 39 :113–
137, 139–182, 353–377, 1986.
[KS86b] R.V. Kohn and G. Strang. Optimal design in elasticity and plasticity. In-
ternational Journal for Numerical Methods in Engineering, 22 :183–188,
1986.
[KS96] C. Kane and M. Schoenauer. Topological optimum design using genetic
algorithms. Control and Cybernetics, 5(25) :1059–1087, 1996.
[Lan07a] N. Landais. Ho¨lder continuity in a shape optimization problem with per-
imeter. Differential and Integral Equations, 20(6) :657–670, 2007.
[Lan07b] N. Landais. A regularity result in a shape optimisation problem with per-
imeter. Journal of Convex Analysis, 14, 2007.
[Oud02] E. Oudet. Quelques re´sultats en optimisation de forme et stabilisation, the`se
de doctorat. 2002.
CONCLUSION 167
[Tam88] Italo Tamanini. Variational problems of least area type with constraints.
Annals of the University of Ferrara, 34 :183–217, 1988.
[Tam94] Italo Tamanini. Regularity results for almost minimal oriented hypersurface
in Rn. Quaderni del dipartimento di Matematica, (1), 1994.
[Wag05] A. Wagner. Optimal shape problems for eigenvalues. Communications in
Partial Differential Equations, 30 :1039–1063, 2005.
[Zie89] W.P. Ziemer. Weakly differentiable functions. Graduate texts in Mathema-
tics. Springer-Verlag, Berlin, 1989.
