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Investigating the electronic structure of a supported
metal nanoparticle: Pd in SiCN
Tobias Schmidt,a Rodrigo Q. Albuquerque,bc Rhett Kempe,d and Stephan Kümmel⇤a
We investigate the electronic structure of a Palladium nanoparticle that is partially embedded in
a matrix of silicon carbonitride. From classical molecular dynamics simulations we first obtain a
representative atomic structure. This geometry then serves as input to density-functional theory
calculations that allow us to access the electronic structure of the combined system of particle and
matrix. In order to make the computations feasible, we devise a subsystem strategy for calculating
the relevant electronic properties. We analyze the Kohn-Sham density of states and pay particular
attention to d-states which are prone to be affected by electronic self-interaction. We find that the
density of states close to the Fermi level is dominated by states that originate from the Palladium
nanoparticle. The matrix has little direct effect on the electronic structure of the metal. Our results
contribute to explaining why silicon carbonitride does not have detrimental effects on the catalytic
properties of palladium particles and can serve positively as a stabilizing mechanical support.
1 Motivation
First-principles electronic-structure theory1–13 allows to gain un-
biased insights into the microscopic, quantum-mechanical effects
that are at the heart of modern nanotechnology14–24. How-
ever, often full ab-initio studies on systems of experimental rel-
evance remain challenging since the computational effort grows
immensely with system size25. For instance, in many experiments
metal nanoparticles that have a diameter of several nm and con-
tain several hundreds or thousands of atoms are used. For such
systems, tens of thousands of electrons have to be taken into
account for first-principles studies. Even with modern comput-
ers using massive parallelization, geometry optimizations and de-
tailed investigations of the electronic structure of systems of that
size are out of reach. Therefore, strategies have to be devised
how insights can be gained into large systems despite of these
computational limitations. In this work, we take a first step in
this direction and investigate a palladium nanoparticle which is
partially embedded in a matrix of silicon carbonitride (SiCN).
This system is of practical relevance because noble-metal
nanoparticles, in particular nanoparticles containing Pd, are ef-
fective catalysts for a wide range of chemical reactions26–30. In
comparison to bulk metals, nanoparticles exhibit a high surface-
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to-volume ratio and active atoms at the surface, resulting in a high
chemical activity31,32. However, the use of plain nanoparticles
as catalysts suffers from practical limitations such as aggregation
and deactivation during the reaction, resulting in an undesired
loss of their catalytic activity and an insufficient reusability33.
These limitations can be addressed by embedding the metal
nanoparticles in a solid supporting material34. Supported metal
nanoparticles (SMNPs) offer great advantages such as, for in-
stance, a high thermal and mechanical stability as well as long-
term durability32. Since SMNPs facilitate an effortless removal
from the reaction medium and prevent aggregation, they equip
the catalytic material with a higher reusability32. In particular
the concept of using a SiCN matrix has proven to be promising for
the design of SMNPs35,36. It was reported that SiCN-based SM-
NPs (denoted "M@SiCN", with "M" denoting the metal of which
the nanoparticle is composed) yield materials that are robust un-
der thermal and mechanical influences, while maintaining a high
chemical stability37–41. Thus, SiCN provides reliable support for
heterogeneous catalysts such as, for instance, Pd@SiCN41, result-
ing in a stable and highly reusable catalytic material for a mani-
fold of chemical reactions37,39,42,43.
In this paper, we take a look at Pd@SiCN from a theoretical
point of view. In particular, we investigate the influence of the
SiCN support on the electronic structure of a Pd nanoparticle with
a focus on properties that are typically related to catalytic activity.
For this, we explicitly consider a Pd nanoparticle with a diamater
of ⇡ 3 nm, containing a total of 586 Pd atoms. This nanopar-
ticle is partially embedded in a matrix of 2240 Si, 1904 C, and
2140 N atoms, a ratio that resembles typical experimental situa-
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tions. Due to the large number of atoms involved, ground-state
density-functional theory (DFT)44–46 is the method of choice for
electronic-structure calculations on Pd@SiCN. Unfortunately, it is
not feasible to include all 6870 atoms, many of which belong to
a transition metal with a substantial number of valence electrons,
in a DFT calculation for the whole system.
Therefore, we present a computational strategy to effectively
access the relevant electronic-structure properties of SMNPs by
employing a combination of methods: First, the geometry of
the embedded Pd nanoparticle is obtained by classical molecular-
dynamics (MD) simulations. Using the MD structure, we divide
the SMNP into subsystems of varying sizes around a reference
point at the Pd-SiCN interface. We then calculate the electronic
structure of representative subsystems with DFT. In particular,
we focus on the calculated density of states (DOS) close to the
Fermi edge as a general indicator for the chemical activity of the
nanoparticle19,21,30. We separate the influence of the support on
the electronic structure of the nanoparticle by explicitly calculat-
ing the DOS for the combined Pd@SiCN and contrast it with pure
Pd and pure SiCN of the same geometry.
In order to be sure about the reliability of our electronic struc-
ture results we calculate the DOS with different density function-
als. Primarily we use the generalized gradient approximation of
Perdew-Burke-Ernzerhof (PBE)47,48. However, we address the
question of electronic self-interaction49, which may affect the en-
ergetic position of states emerging from localized d-states50, by
also evaluating the DOS with the PBE051 and BHLYP52 hybrid
functionals. These partially counteract self-interaction50,53,54.
We thus ensure that the influence of the support on the electronic
structure of the nanoparticle is not merely a feature observed for
a particular density functional, but is truly of systematic character.
This paper is organized as follows: in Sec. 2 we provide details
on the MD simulations of Pd@SiCN and present the obtained ge-
ometry. The subsystem approach is introduced and discussed in
Sec. 3. In Sec. 4 we analyze the DOS for representative subsys-
tems and characterize the influence of the supporting material on
the electronic structure of the Pd nanoparticle. We discuss the
implications of our findings for the theoretical investigations of
SMNPs in general and for the practical use of Pd@SiCN as a cat-
alytic material in Sec. 5.
2 Molecular-Dynamics Simulations
One strategy for obtaining the structure of a Pd particle on a SiCN
support would be to use global optimization methods or schemes
like the Wulff-Kaischew construction55,56 to find low energy ge-
ometries. However, for a system as large as the one that we
consider here, global optimization techniques would be compu-
tationally overwhelming and would most likely lead to a very
large number of local minima. Furthermore, due to the amor-
phous character of our system, strategies based on crystal struc-
tures and symmetries are not applicable. However, this is not a
problem for the present study, because our focus is not on find-
ing the one lowest energy structure, but on obtaining a structure
that is reasonably close to a typical experimental situation. As
the experimental conditions41 can be expected to produce struc-
tures that share global characteristics but differ in their detailed
structure, the focus is on reproducing the relevant global charac-
teristics.
Therefore, as a starting point to our investigations, the struc-
ture of one supported Pd nanoparticle embedded in SiCN was cal-
culated using classical MD simulations. Initially, the Pd nanopar-
ticle was taken as a cutout from the fcc bulk crystal lattice con-
taining 586 Pd atoms, which is a magic number for a truncated
octahedron of about 3 nm in diameter. This cutout was then half-
embedded in a matrix of randomly distributed atoms (2240 Si,
1904 C, and 2140 N) in a box of 5.4⇥ 5.6⇥ 2.6 nm, leading to a
total of 6870 atoms in the simulation box. We have chosen to ad-
sorb the Pd NP onto the SiCN substrate via the 111 facet, which
is in agreement with the preferred epitaxy reported for other Pd-
supported systems56.
The interactions between the Pd atoms within the nanoparticle
were computed using the well-known embedded-atom model57,
while the interactions within the SiCN matrix were simulated
using the Tersoff potential58–60. The interactions between the
atoms of the support and the nanoparticle were computed based
exclusively on a Lennard-Jones potential, whose parameters were
previously optimized using DFT (PBE0/LANL2DZ/6-31G*) calcu-
lations. Periodic boundary conditions were applied to the x and
y directions and the NPT ensemble was adopted. All MD simula-
tions were carried out using the LAMMPS program package61 with
timesteps of 1 fs. The full system Pd@SiCN was initially heated
up to 300 K under 1 atm and then slowly cooled down to 10 K at
a cooling rate of 0.00036 K/step. The final structure was taken
as the atomic configuration to be used as an input to the DFT
calculations. The obtained structure is shown in Fig. 1.
As can be seen in panel (a) and (b) of Fig. 1, the half-embedded
Pd particle is somewhat deformed due to the interaction with the
SiCN support. At the base its overall diameter is ca. 3 nm. The
nanoparticle extends to ca. 0.5 nm into the SiCN support, and
its height is ca. 2 nm above the SiCN surface. Importantly, the
Pd particle clearly retains an organized, faceted structure in the
center. Thus, the result of the MD simulation captures decisive
features observed in experimental situations41.
In order to investigate the influence of the support on the elec-
tronic properties of the Pd nanoparticle, however, it is neces-
sary to access the system’s electronic structure. This cannot be
achieved with classical MD simulations. However, the combined
total system Pd@SiCN is considerably too large for a straight-
forward DFT calculation. In the following we therefore devise a
systematic scheme for selecting computationally manageable yet
representative subsystems from the total Pd@SiCN system.
3 The Subsystem Approach
The challenge that we need to address is the following: For rea-
sons of computational feasibility we can run DFT calculations not
for the total Pd@SiCN system, but only for a part of it. This part,
however, needs to be chosen such that it is representative of the
full system. To ensure that this is the case, we need some test of
“convergence” that allows us to estimate whether the subsystem
that we chose is sufficiently large to be representative.
We solved this problem by creating a set of subsystems accord-
ing to the following strategy: First, a reference point was chosen
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(a) Top view
(b) Front view
Fig. 1 Structure of the SMNP Pd@SiCN as obtained by the MD simula-
tion. Palladium atoms are represented in metallic blue, silicon in yellow,
carbon in green, and nitrogen in blue. The red, semitransparent sphere
marks the subsystem with a radius of R= 8.0 taken around the reference
point at the Pd-SiCN interface.
at the interface of the nanoparticle and the matrix as detailed be-
low. This reference point serves as the center of a sphere with
radius R. Each subsystem is then defined by its sphere radius and
contains all atoms that are located within this particular sphere.
(cf. Fig. 1, which shows the subsystem with R = 8.0 around the
reference point as an example). In principle, for very large R,
eventually all atoms would be included in the sphere and the cal-
culation for the atoms within the sphere is then identical to a
calculation for the entire system, i.e., the subsystem procedure
converges to the right limit with increasing R.
In the next step, DFT calculations were performed for subsys-
tems of increasing size. In order to ensure that the subsystem ap-
proach leads to results that reliably represent the behavior of the
overall system, the essential electronic-structure properties have
to be investigated for convergence with respect to the sphere ra-
dius. In particular, we used the quantity
SD(R) =
1
N(R)
Z eFermi
eFermi D
gR(e) de (1)
as an indicator for the behavior of the DOS in a certain energetic
range D under the Fermi level eFermi (i.e. the energetic position
of the highest occupied Kohn-Sham eigenvalue). The function
gR(e) denotes the DOS as obtained by a DFT calculation for a
particular subsystem with radius R. It was obtained by convolv-
ing the calculated spectrum of occupied Kohn-Sham eigenvalues
with Gaussians of a width of 0.08 eV. N(R) denotes the total num-
ber of atoms involved in the respective subsystem. The quantity
SD as defined in Eq. 1 was chosen because the DOS right below
the Fermi level is typically indicative for the chemical activity of
the corresponding system and, consequently, can be regarded as
the relevant electronic-structure property30. We divide by the
number of atoms for normalization reasons. Thus, values of SD
for different values of R become comparable.
The choice of the reference point is an important part of the
subsystem approach. It must be chosen such that all subsystems
are, as good as possible, representative for the total system. The
location of the reference point shown in Fig. 1 was chosen accord-
ing to two criteria: First, the reference point was placed on the
Pd-SiCN interface. Thus all subsystems contain chemically active
surface atoms, i.e., those atoms that are of relevance for the ques-
tion of how strongly the Pd nanoparticle interacts with the SiCN
matrix. Second, we required that the ratio of Pd to SiCN atoms
was approximately the same in all subsystems (i.e., for different
radii). In this way we ensure that the different subsystems are
comparable in terms of chemical composition. We further elabo-
rate on this criterion in Appendix A, where we demonstrate that
the number of atoms and electrons of type Pd, SiCN, and the com-
bined Pd@SiCN indeed scale similarly with the sphere radius.
We further note that we used this strategy to set up different
types of subsystems. Of primary interest are, of course, the sys-
tems that consist of Pd and SiCN, as just described. However, for
analysis purposes we also created subsystems of pure Pd by taking
the Pd@SiCN subsystems and removing all Si, C, and N atoms, or
vice versa, i.e., creating pure SiCN systems by removing all Pd
atoms. In doing so we deliberately did not perform any subse-
quent geometry optimization because we wanted to ensure that
all changes observed in the DOS are of direct electronic origin,
and not an indirect consequence of geometry changes.
We used the program package TURBOMOLE62 to perform self-
consistent DFT calculations. The PBE functional was utilized with
a def2-TZVPP basis set, while the hybrid functionals were eval-
uated using a def2-SVP basis set in a generalized Kohn-Sham
scheme63. We checked the accuracy of both the basis sets and
the resolution-of-identity approximation (see Ref.64 and refer-
ences therein) and found that they have negligible influence on
the quantity SD(R).
Even with the introduction of subsystems the electronic-
structure calculations remained challenging. However, using the
semilocal functional PBE, convergence could be reached for sub-
systems sizes up to R = 8.0 , which involved the explicit consid-
eration of a total of 1940 electrons for Pd@SiCN. Calculations of
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the combined system Pd@SiCN using the hybrid PBE0 could be
converged up to a size of R = 6.0 , in which case 890 electrons
were considered. The obtained results for the integrated DOS
as defined by Eq. 1 are given for D = 1 eV in panel (a) and for
D= 2 eV in panel (b) of Fig. 2.
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Fig. 2 Integrated DOS SD(R) as a function of the subsystem radius R as
obtained with PBE and PBE0 for the atoms of type Pd, SiCN, and the
combined Pd@SiCN.
The results for the integrated DOS clearly indicate that SD
reaches convergence for the PBE and, in case of only Pd and SiCN,
for the PBE0 functional for subsystem sizes above R = 6.5  7.0 .
This becomes clear because the lines level off and become hor-
izontal beyond these values of R. The observations is further
confirmed by extending the integration region from D = 1 eV
to D = 2 eV. Consequently, subsystems of sufficient size give a
reasonably reliable impression of the DOS of the Pd@SiCN sys-
tem and it appears justified to access the electronic structure of
the embedded nanoparticle by investigating representative sub-
systems.
4 Analyzing the Density of States
For the subsystem with R = 8.0 , which, as argued above, can be
considered as converged with respect to SD, the complete DOS
as obtained with PBE is shown in Fig. 3(a). The figure contains
the occupied DOS for the combined system Pd@SiCN, for only
Pd with all SiCN atoms removed, and for only SiCN with all Pd
atoms removed.
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Fig. 3 Occupied part of the DFT DOS obtained with PBE for the subsys-
tems with R = 8.0 (a) and R = 5.5 (b) for Pd only (red line), SiCN only
(blue), and the combined Pd@SiCN (black). The position of the highest
occupied KS states, i.e., the Fermi levels, are denoted by the colored
ticks at the top of each graph.
It can clearly be seen that the DOS in the chemically most rele-
vant region, i.e., the energetic domain close to the Fermi level, is
dominated by the DOS originating from the Pd atoms. In this re-
gion, both the graphs of the combined Pd@SiCN and only Pd ex-
hibit a similar structure and height, whereas the DOS of only SiCN
has little resemblance to the corresponding curve of Pd@SiCN.
Thus, it appears that the SiCN support does not interfere with
the electronic structure of the Pd atoms. Therefore, one can ar-
gue that the electronic properties of the Pd nanoparticle are only
weakly affected by the embedment.
A similar observation can be made for the results of the PBE
calculation of a smaller subsystem with R = 5.5 , which is shown
in Fig. 3(b). Also in this case, the DOS close to the Fermi level
is clearly dominated by the contribution from the Pd atoms, al-
though the features in this case appear less distinct in detail.
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We further support the conclusion that Pd retains its impor-
tant electronic-structure properties by recalculating the smaller
subsystem with R = 5.5 using different approximations for the
exchange-correlation energy in the DFT calculations. In this way,
we exclude the possibility that the observations based on Fig. 3
are merely features of the PBE functional, but rather are system-
atic results that are reproduced by other functional approxima-
tions. As mentioned above, hybrid functionals are of particular in-
terest in this case. Fig. 4(a) shows the DOS for PBE0 and Fig. 4(b)
the DOS for BHLYP.
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Fig. 4 DFT DOS obtained with PBE0 (a) and BHLYP (b) for the sub-
system with R = 5.5 for Pd only (red line), SiCN only (blue), and the
combined Pd@SiCN (black).
Calculations using hybrid functionals are computationally more
demanding because of the Fock integrals. However, because of
the (fraction of) Fock exchange, hybrids are expected to elimi-
nate important parts of the one-electron self-interaction error that
may displace the energetic position of Kohn-Sham states in the
DOS. It was repeatedly argued that functionals affected by elec-
tronic self-interaction erroneously shift states from localized or-
bitals to higher energies, while delocalized states suffer less from
self-interaction53,54,65–73. In the context of Pd@SiCN, in particu-
lar the cancellation of self-interaction for localized orbitals origi-
nating from d-states is important6,50,74,75.
The effect of counteracting self-interaction can clearly be seen
in Fig. 4(a): in the DOS obtained with PBE0, which includes 25 %
Fock exchange, a large number of states is shifted significantly
towards lower energies in comparison to the PBE result shown
in Fig. 3(b). This effect can also be seen in Fig. 2, since here
the values for SD(R) obtained with PBE0 are consistently smaller
than the ones obtained with pure PBE. Using BHLYP with its 50 %
of Fock exchange results in a even larger shift of states towards
lower energies, as seen in Fig. 4(b).
However, despite the shifts in the DOS that the hybrid func-
tionals introduce, the main conclusion from the PBE calculations
is confirmed by the hybrid calculations: The energetically high-
lying part of the DOS of Pd@SiCN originates mostly from the Pd
atoms and the SiCN support has only a minor direct electronic
effect on the DOS.
5 Conclusions
This study served a two-fold purpose. On the one hand, we tested
a subsystem scheme for investigating the electronic structure of a
particle partially embedded in a matrix. The scheme is useful
when the total system is too large for a straightforward first prin-
ciples calculation. Based on atomic positions that we obtained
from classical MD, we calculated the electronic structure with
DFT for subsystems of systematically increasing size with a com-
mon, diligently chosen reference point.
On the other hand, employing this scheme allowed us to ob-
tain insight into the properties of a Pd nanoparticle that is par-
tially embedded in a SiCN matrix. We found that the density of
states in the chemically most relevant region, i.e., closely below
the Fermi level, is dominated by states that originate from the Pd
atoms. The SiCN support has only a small direct influence on the
occupied density of states ⇤. We verified that this finding does not
depend on a specific choice of density functional, but is a general
and thus reliable observation.
This finding is relevant for understanding why the Pd@SiCN
system can serve as an efficient catalyst. In principle, there are
two possibilities why embedding can influence catalytic efficiency.
One option could be that the embedding changes the properties
of the embedded particle, in particular at the surface, with ei-
ther positive or detrimental consequences for the catalytic activ-
ity. The other option is that the support is irrelevant for the direct
electronic properties, but contributes positively in catalytic appli-
cations because it provides mechanical support and stability, im-
proves the nanoparticle handling and prevents coagulation. Our
study shows that only the latter option is relevant in Pd@SiCN.
A Subsystem scaling
We here give further details about the subsystem construction, in
particular on the scaling of the number of atoms and electrons
with increasing subsystem size. In Fig. 5(a) the number of atoms
is shown as a function of the radius R for the subsystems contain-
ing only Pd, only SiCN, and the combined Pd@SiCN. For these
systems, the corresponding number of electrons, which is the rel-
evant quantity to estimate the costs of a DFT calculation, is shown
⇤There may be some indirect influence when the embedded particle’s geometry differs
largely from the geometry of the free particle, but structural changes can be checked
experimentally.
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as a function of R in Fig. 5(b) (Note that for the SiCN support
all electrons were taken into account, while for Pd only the 18
electrons of the valence shell were counted due to the pseudopo-
tential representation in TURBOMOLE). Each curve is fitted by the
function
f (R) = a ·Rb (2)
and the values of the fitting parameter a and b are shown in the
figure.
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Fig. 5 Scaling of the numbers of atoms (a) and electrons (b) with respect
to the sphere radius R around the reference point for only Pd, only SiCN,
and the combined system Pd@SiCN. Each curve is fitted according to
Eq. (2) (dashed lines), and the corresponding values of the parameter a
and b are shown in the graphs.
Fig. 5 shows that the values of b for the subsystems containing
only Pd, only SiCN, and the combined Pd@SiCN, agree reason-
ably well. Therefore, at each radius R the ratio of Pd to SiCN
atoms is more or less the same. This supports the idea of the
subsystem construction.
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