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ABSTRACT
With increasing amounts of intermittent renewable energy sources in today’s grid, traditional
long term capacity expansion planning models require an external production cost model to ensure
that the flexibility requirements are met. However running a full year Production Cost Model is
computationally intensive involving billions of constraints and variables. An efficient way to solve
this problem is by selecting the best possible set of representative days for a whole year that best
represents the load, wind and solar conditions for the whole year. Several techniques and metrics
to select and validate the choice of representative days have been proposed in prior literature.
However, most of them are heuristic in nature and lack a mathematical or statistical validation.
In this work we develop a formal methodology to select the representative periods by reducing the
dimension of the netload data and using statistical metrics to find the optimal number of clusters.
We then validate the choice of days chosen by external metrics and also the results from running
the Production Cost model by scaling up the results of the representative days implementation.
We observe and analyse the differences in the results.
1
CHAPTER 1. OVERVIEW
1.1 Introduction
According to the International Energy Agency’s New Policies Scenario, renewable energy gen-
eration will triple by 2035 and contribute 30 % to total global power generation. Wind and Solar
power have reached significant levels of penetration in the modern power grid and are expected to
grow rapidly over the next few decades. This will fundamentally change how future power systems
are planned, operated and controlled. With an increasing deployment of variable renewable energy,
the uncertainties resulting from intermittent and stochastic forms of generation affect the reliability
of the power system. These new changes have forced power systems planners and policy makers to
revisit the question of how much operational detail must be captured to adequately assess long-term
planning options. This calls for more operational “flexibility” into long term power system plan-
ning models since at higher penetration levels the uncertainty can introduce operational challenges
as the generation mix has to deal with challenges like increased cycling of thermal units, fewer
hours of operation or minimum output limits, increased ramping requirements or increased reserve
needs. Traditionally, power system planning models use a non sequential load duration curves to
make their decisions, a simplification which does not take into consideration the faster operating
timescales that are needed to capture the dynamics of intermittent renewables. Power system
operational tools and long term planning decision making tools have tried to keep pace with this
dramatic increase in renewable generation by incorporating the Unit Commitment algorithm into
long term planning models to capture the intertemporal dynamics associated with rapidly varying
renewable sources of power. An example of this approach is laid out by Kirschen in [10] where
a modified Unit Commitment program has been used to provide operational decisions to provide
flexibility to long term planning models. However conventional unit commitment algorithms have
a optimization horizon of a few days or at most a week. Since a week is not a good representative
2
of all the possible operating conditions a system might face, different methods have been discussed
in to select representative days from a long term demand profile.
Figure 1.1: Conceptual Example of power system planning adopted from [1]
Traditional planning models typically do not fully model the variable and uncertain nature
related to certain renewables. They do not usually consider the generators flexibility characteristics
such as start up times or ramp rate levels. The green boxes in Figure 1.1 highlight how new
processes can be included at the planning stage to ensure that systems can also meet and deliver
the flexibility required for successful operation. In light of the need for enhanced power system
3
operational flexibility, a number of different entities – utilities, ISO’s/RTO’s, regulators, academia,
research bodies, consultants, and software firms have begun to develop tools and techniques that
consider and quantitatively measure system operational flexibility in a planning context.
1.2 Previous Studies on Operations Flexibility in Planning
A number of recent efforts have tried looking at the effects of integrating detailed intertemporal
production costing into the US power system. Two broadly different approaches currently exist
which address this issue. The first approach scrutinizes the results of long term system planning
model with the help of a short term operational model with the aim of better interpretation of
results [19]. The short term power systems model derives the electrical portfolio, demand and fuel
prices from the long term energy systems model while the energy systems model is enhanced by
output from the power systems model. In [20] the authors propose a bidirectional link between the
energy system and power system model. The second approach aims to directly increase the level
of detail in planning models [2],[21]. Some other major studies are as follows:
• The Western Wind and Solar Integration Study (WWSIS) explored the impacts of 35% re-
newables in the western US. It uses the MAPS production costing tool for detailed operations
simulations [22]. However this study only characterizes the capabilities of existing non re-
newable generation mixes.
• The complementary Eastern Wind Integration and Transmission Study (EWITS) explores
similar impacts for the Eastern US [23]. Special emphasis is laid on the role of transmission
to transport renewable energy to load centers. Operational simulations to capture flexibility
are modeled using PROMOD.
• The NREL Renewable Electricity Futures (RE Futures) looked at the potential for moderate
to high renewable penetrations (30-90% energy) in the US by 2050 [24]. It found that such
high percentages of renewables are possible and would rely on a diverse mix of renewable
sources, flexible generation, sufficient transmission, extensive storage, and other plausible
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changes.Dispatchable renewable sources such as biomass and geothermal are included. Still,
variable renewables (wind and solar)provide about 50% of the 2050 supply. Such observations
are seen for the WECC system study in this piece of work as well.
• ReEDS [25] is a rolling horizon UC model for the entire US. It has an extensive set of
capabilities including energy balance for hundreds of nodes and approximated transmission
flows. However it uses only 17 annual time slices from 4 representative days of each season in
a year. Inter-period constraints such as startup and ramping are not included. The in-depth
analysis of renewable impacts may be based on a sub-optimal generation mix.
1.3 Objective of this work
This work seeks to find an efficient way to integrate short term system dynamics into long term
expansion planning models. This requires preserving the chronology of the data and using unit
commitment constraints to model the intertemporal constraints. Since the computational burden
of running a year long unit commitment model (a production model) is immense, an attempt is
made to develop a set of representative days which best represents the operating conditions of an
entire year. This work asks questions like what the best representation of days are, how are these
sets of days evaluated and how is the result validated. This work is laid out as follows:
• Chapter 2 introduces a traditional expansion planning model using load blocks. It concludes
by highlighting the need for an external Production Simulation (PS) tool for greater granu-
larity.
• Chapter 3 lays out a rigorous analysis of the unit commitment algorithm used in the external
PS tool and how the mathematical model of such an algorithm has been implemented.
• Chapter 4 introduces the notion of selecting representative days and compares various meth-
ods laying out the pros and cons of each method.
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• Chapter 5 Compares the results of the Unit Commitment model when run for different sets
of days selected using the different methods from Chapter 4. Several metrics are defined and
used in this comparison process.
• Chapter 6 discusses the conclusions and future directions for similar work
1.4 Contributions of this work
The contributions of this work are:
• Developing a chronological production cost model in GAMS which captures the intertemporal
dynamics of the WECC subsystem.
• Developing a MATLAB based application which reduces the computational complexity of a
year long production cost model by choosing representative days and their associated weights
using statistical and algebraic algorithms.
1.5 Background
1.5.1 Overview of various power system models models
In this section a brief introduction to power system planning models across diverse timescales
is presented.
Load Flow Models: It checks the instantaneous balance of supply and demand and models
the physics of the lines and components as described by Kirchhoff’s and Ohm’s laws.
Economic Dispatch Models: This category of models attempt to allocate the total demand
among generating units so that production cost is minimized. The classical Economic Dispatch(ED)
equations are represented as:
C(PG) =
∑
i
Ci(PGi) (1.1)
∑
i
(PGi) = P
total
D + Ploss (1.2)
6
PminGi ≤ PGi ≤ PmaxGi (1.3)
where i is the index of generators, PGi the production level of generator i, P
min
Gi and P
max
Gi the min-
imum and maximum levels of generation, C(PG) is the total cost of generation. This combination
of economics and engineering enters into the realm of socio - technical modeling as required by all
later model types.
Unit Commitment Models: The unit commitment (UC) model attempts to determine the
operating schedule of generating units in a system such that demand is met at minimum cost.
Various physical constraints must be satisfied as well. It looks ahead a few hours to a few days to
determine which generators to turn on and have available for output. This requires considering a
large number of technical constraints on generators leading to a challenging optimization problem.
Unit commitment plays a central role in this work since it is able to capture the full range of gen-
erator intertemporal constraints which are so essential for ascertaining the flexibility requirements.
A chronological UC model is the backbone of a Production cost Model and has been described in
detail in Chapter 3.
Production Cost Models: When the time horizon reaches 8760 hours(a full year), planners
generally use production cost models to determine the expected cost of operating the power system
for an extended period of time. Production Cost models are an hourly chronological security
constrained unit commitment and economic dispatch simulation which require significant amounts
of data, long processing times. PROMOD is one such PCM used by the Midcontinent Independent
System Operator(MISO) which makes use of three loops to carry out the production costing.
• The deterministic annual loop which runs once through a year selecting various variables
based on probability distributions.
• The Unit Commitment loop which is typically implemented within the PCM on a weekly
basis or a day ahead basis. The day ahead UC is preferred since it is consistent with most
electricity markets which depend on the day ahead SCUC.
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• The hourly loop: The security constrained economic dispatch computes a hour by hour
simulation to dispatch available units at minimum cost. Reliability indices may be computed
as well in this loop.
The output of a Production Cost Model usually comprises of the hourly generation of units,
hourly production cost, hourly fuel consumption, hours online, rampup/rampdown capacities pro-
vided, hours profitable and hourly/monthly/yearly variable Operations & Maintenance cost, fuel
cost and emission cost. An important characterizing feature of PCM’s is that it makes UC and
dispatch decisions.
Capacity Planning Models: Capacity Planning models attempt to optimize generation and
transmission investments to match increasing load demand at least cost while maintaining reliabil-
ity and meeting environmental and other constraints. Generally transmission and generation are
planned separately as modelling both in the same mathematical formulation leads to greater com-
putation times. In [4] the authors show the benefit of cooptimization on a large 312 bus network
of the Western Interconnection. There are two interlinked sub-types: transmission and generation
planning, which are historically kept separate due to computational complexity.
Figure 1.2 is a visual representation of the above models showing the tradeoff between time
horizon and their detail.
1.5.2 Brief Description of the WECC subsystem
This study uses the reduced Western Electricity Coordinating Council (WECC) system as
detailed in the WECC Common Case 2014 report [26]. Figure 1.3 shows the location of the WECC
region within the US. Table 1.1 summarizes some of the important features of the system used in
this work. The Western Electricity Coordinating Council maintains bulk electric system stability
and reliability in the Western Interconnection. It is one of the eight regional entities of NERC
(North American Electric Reliability Corporation) which facilitates coordination in the planning
and operation of the electric system in Western North America [27]. WECC was designated a
Regional Entity for the Western Interconnection in 2007 after NERC (North American Electric
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Figure 1.2: Power System Model Types showing tradeoff between detail and timeframe from [2]
Reliability Corporation) delegated some of the authority it had received from FERC (Federal
Regulatory Energy Commission) to create, monitor and enforce reliability standards. As mentioned
in [28], it ”coordinates the supply and demand for electricity in a manner that avoids fluctuations
in frequency or interruptions in supply. WECC is geographically the largest of the eight regional
system operators and extends from Canada to Mexico including the provinces of Alberta and British
Columbia, the northern portion of Baja California, Mexico, and all or portions of the 14 Western
states between. It was originally formed in 1967 by 40 power systems, then known as the Western
Systems Coordinating Council (WSCC). Thirty-five years later in 2002, the WSCC became WECC
when three regional transmission associations merged”. The netload curves for two years: 2018 and
2024 are shown below. Figure 1.5 shows all regional interconnections in North America, Figure 1.7
shows the different load areas within the WECC region and Figure 1.6 shows the reduced WECC
subsystem from [4].
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Figure 1.3: Load profile for 2018
Figure 1.4: Load profile for 2024
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Figure 1.5: North American regional interconnections adopted from [3]
Table 1.1: Highlights of Reduced WECC system
Feature 2018 2024
Number of Generators 486 516
Number of PV Generators 72 94
Number of Wind Generators 65 73
Number of Thermal Generators 208 208
Number of Non Variable Renewable Generators 141 141
Generators contributing to spinning reserves 100 100
Number of AC Transmission Lines 649 649
Number of Buses 313 313
Peak system Load(MW) 2,219,193.9 2,363,663.2
Maximum Netload Ramp(MW/hr) 455,418.1 491,941.9
Minimum Netload Ramp(MW/hr) -471,246.2 -523,729
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Figure 1.6: Reduced WECC subsystem from [4]
Figure 1.7: WECC load areas adopted from [5]
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CHAPTER 2. TRADITIONAL APPROACH TO PRODUCTION COSTING
IN EXPANSION PLANNING MODELS
This section gives the reader an introduction to traditional and modern approaches to long term
expansion planning (EP) in high renewable scenarios. This aim of this chapter is to gain an insight
into the computational complexity associated with a embedded Production Cost Code within the
EP model and motivating the case for a dedicated external Production cost model (PCM) for
capturing chronological dynamics of a dynamic intermittent renewable energy system.
2.1 Long term expansion planning models
Traditional expansion planning models are computationally intensive and are usually not im-
plemented for each hour in a full year run. Instead the demand levels are used to divide the year
into load blocks. For its efficiency and computational tractability, load duration curves are a widely
adopted approximation that provide planners with relative accurate results. Figure 2.1 illustrates
a simple load duration curve, which is used to identify appropriate load blocks and the correspond-
ing duration. The procedure to generate load duration curves involve obtaining the chronological
load profiles and then dividing and reordering these profiles in order of magnitude into different
time periods according to the probabilities of particular loads being exceeded. In [29] the author
attempts to identify load blocks based on load, solar and wind conditions and develops twenty one
load blocks in a particular year after various heuristic techniques. However such load blocks are not
chronological and we cannot model the flexibility requirements of the system. They do not capture
inter temporal details like ramp rates, startup/shutdown costs or minimum up/down times which
makes it redundant while trying to capture short term dynamics. In [30] the authors show the
South Australian half hourly demand curve and a 12 block load duration curve. In Figure 2.2 and
Figure 2.3 we plot the netload duration curves of the reduced WECC system for 2018 and 2024.
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Figure 2.1: Load Duration curve
A traditional formulation [31] of a long term generation expansion problem is given below.
min
∑
i
∑
j
Ii,jCap
add
i,j +
∑
i
∑
j
FCi,jHj
∑
s
Pi,j,shs (2.1)
subject to
Capi,j = Cap
existing
i,j + Cap
add
i,j ,∀ i, j (2.2)
∑
i
∑
j
Pi,j,s =
∑
i
di,s ,∀ s (2.3)
0 ≤ Pi,j,s ≤ CCi,j,sCapi,j (2.4)
Capaddi,j ≥ 0 , ∀ i, j (2.5)
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Figure 2.2: Load Duration Curve for 2018
∑
i
∑
j
CCi,j,1Capi,j(t) ≥ (1 + r)
∑
i
di,1 ,∀ i (2.6)
∑
s
Pi,j,shs ≤ CFi,jCapi,j
∑
s
hs , ∀ i, j (2.7)
∑
j
Pi,j,s −
∑
l
∑
k
blSl,iSl,kθk,s = di,s , ∀i, s (2.8)
−Fmaxl ≥ bl
∑
i
Sl,iθi,s ≤ Fmaxl (2.9)
The first term in equation (2.1) represents the investment costs and the second term the op-
erational costs. The subscript i represents area, j represents the type of generation technology
and s the load block. Equation (2.2) computes total capacity from existing and added capacity,
(2.3) is a power balance equation, (2.4) constrains power generation to be within capacity and it
uses capacity credit for reliability calculations at peak load for each technology j and load block s.
Equation (2.6) accounts for the reserve requirements during certain time periods. Since the demand
is maximum during the first load block, the capacity constraint is formulated for the first period
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Figure 2.3: Load Duration Curve for 2024
(s=1). Equation (2.7) accounts for the capacity factor, which is the tendency of each technology
to produce over a time frame a certain fraction of the energy it would produce if it continuously
operated at its capacity during that time frame. Equations (2.8) and (2.9) are the DC transmission
constraints. Thus we observe that the generation expansion planning model has an intrinsic coarse
resolution production cost model embedded into it.
The cooptimized expansion planning (CEP) is a relatively recent formulation ([31],[32],[33],[4],[34])
that simultaneously optimizes two related resources (generation and transmission) within one op-
timization formula. The formulation is provided below.
2.1.1 Nomenclature
2.1.1.1 Indices
t: Index for year
b: Index of seasonal load scenario
τ : Index of hours in a typical(seasonal) day
k: Index of units
i: Index of nodes
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{i,j}: Receiving and sending nodes of line l
2.1.1.2 Parameters
I: Investment Cost of Units ($/MW)
OMF , OMV : Fixed and Variable Operation and maintenance cost of unit k ($/MW)
FC: Fuel Cost of units ($/MW)
H: Heat rate of units (MMBtu/MWh)
CF: Capacity Factor
D: Load Demand (MW)
Kl: Cost of adding new transmission line ($)
x{i,j}: Impedance of lines
ζ: Discount Factor
DECOM : Decommissioning Cost
2.1.1.3 Variables
Capadd: Added capacity of Candidate Units
Capret: Retired capacity of Units
f : Power flow in Lines (MW)
2.1.1.4 Sets
EEG: Existing Units
ECG: Candidate Units
EAG: All existing and Candidate Units
EEL: Existing Lines
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ECL: Candidate Lines
ET : Planning horizon
EN : Nodes
EB: Hours
2.1.1.5 Objective
The objective of a CEP model is to minimize the net-present value (NPV) of new generation
technology k represented by the continuous decision variable Capadd, new transmission technology
k represented by the continuous decision variable Tcapadd, retired generation represented by the
continuous decision variable Cret, the production cost of generation resources, represented by the
continuous decision variable P , and the fixed and variable operation and maintenance cost of new
and existing generation resources, denoted by parameters FOM and VOM. The model is extended
to multiple time periods by defining three new variables: t, which represents a single year, b which
represent season in that year, and τ which represents blocks in a season. The problem is formulated
as a linear programming model.
Objective Minimization
min CTot (2.10)
Objective Function
CTot = CI + CFM + CF + CVM + CT + CRet (2.11)
CI is the investment cost of centralised generation, CFM is the cost of fixed maintenance and
operation, CF is the fuel cost, CVM is the cost of variable maintenance and operation, CT is
the investment cost of transmission system infrastructure and CRet is the capital cost of retiring
generation resources.
Investment cost of centralised Generation
CI =
∑
t∈ET
ζt−1
∑
i∈EN
∑
k∈ECG
It,i,kCap
add
t,i,k (2.12)
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Fixed Operation and Maintenance
CFM =
∑
t∈ET
ζt−1
∑
i∈EN
∑
k∈EAG
OMFt,i,k
∑
b,τ∈EB
Pt,i,k,bhb,τ (2.13)
Fuel Cost
CF =
∑
t∈ET
ζt−1
∑
i∈EN
∑
k∈EAG
FCi,kHk
∑
b,τ∈EB
Pt,i,k,bhb,τ (2.14)
Variable Maintenance and Operation
CF =
∑
t∈ET
ζt−1
∑
i∈EN
∑
k∈EAG
OMVt,i,k
∑
b,τ∈EB
Pt,i,k,bhb,τ (2.15)
Investment Cost of Transmission System
CT =
∑
t∈ET
ζt−1
∑
l∈ECTL
Kt,l,trTcap
add
t,l,tr (2.16)
Expense of Retired Generation Resources
CI =
∑
t∈ET
ζt−1
∑
i∈EN
∑
k∈ECG
DECOM(k) ∗ Caprett,i,k (2.17)
2.1.1.6 Constraints
The CEP contains constraints for DC power flow, limits on the cumulative generation capacity,
capacity factor constraints for wind and solar unit and also limits on minimum dispatch. They are
listed below:
Generation Capacity Addition
Capt,i,k = Cap0,i,(k∈EEG) +
∑
t
(Capaddt,i,(k∈EEG) − Cap
ret
t,i,(k∈EEG)) ∀t (2.18)
Capaddt,i,k ≥ 0 ∀k ∈ ECG (2.19)
Generation Maximum Power Output
0 ≤ Pt,i,k,b,τ ≤ CCi,k,b,τCapt,i,k ∀k ∈ EAG, b, t (2.20)
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Capacity Factor
Pt,i,k,b,τ ≤ CFt,i,k,b,τCapt,i,k ∀k ∈ EAG, t (2.21)
Line flows in existing lines
fExt,{i,j},b,τ = (θi,t,b,τ − θj,t,b,τ )/x{i,j} ∀t, {i, j} ∈ E
EL, b (2.22)
Capacity Limit in existing lines
−fmaxt,{i,j},b,τ ≤ f
Ex
{i,j} ≤ f
max
t,{i,j},b,τ ∀t, {i, j} ∈ E
EL, b (2.23)
Pipes and bubbles model for Candidate Lines
TCap{i,j},t = TCap{i,j},t−1 + u{i,j},t.f
cand.max
{i,j} ∀{i, j} ∈ E
CL (2.24)
TCap{i,j},t=1 = u{i,j},t=1.f
cand.max
{i,j} ∀{i, j} ∈ E
CL (2.25)
∑
t
(u{i,j}, t) ≤ 1 ∀{i, j} ∈ ECL (2.26)
Nodal Power balance∑
i,j
−ft,{i,j},b,τ +
∑
i,j
ft,{j,i},b,τ +
∑
k∈EAG
Pt,i,k,t,τ = Dt,i,b,τ − LSt,i,b,τ ∀i, b, τ, t (2.27)
We observe that the cooptimized expansion formulation also has an intrinsic production cost
model which aggregates hours on the basis of seasonal demand profile. In [35] the author illustrates
five broad categories of representing the aggregation of time slices in long term capacity planning.
A succinct summary is given in Table 2.1.
2.2 Results of Expansion Planning for WECC Region
In [29] the author implements the CEP model for the WECC system (formulated in section
2.1.1) using CPLEX. The results of the CEP model for the year 2024 is given in Table 2.2. WC1B1,
WC1B2, WC1B3, WC2B1, WC2B2, WC3B1 represent different types of wind farms built depending
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Table 2.1: Time aggregation in capacity planning models
Model example Method
MARKAL [36] 2 time slices for each of 3 seasons
DIMENSION [37] 6 time slices for each of 4 seasons
TIMES [38] 3 time slices for each of 4 seasons
EPRI-REGEN [39] 86 representative hours chosen through clustering
NREL ReEDS [25] Representative day for each season, 4 time slices each
Berkeley SWITCH [40] Peak and median load day for each month
EMMA [41] Model every hour
on the capacity factors of wind in a particular geographical area. More details about these types
of wind resources can be found in [4]. We list the results of the CEP model here since later in
this work we implement an external Production cost model for the years 2018 and 2024 and the
generation investments for the year 2024 (Table 2.2) are added into the existing generator portfolio
to accurately capture the chronological decisions made. The Production Cost Model assumes all
wind farm types to have the same generator characteristics irrespective of its geographical location.
Table 2.2: Investments in 2024
Year Generator Type Capacity Invested(GW )
2024 Solar PV - Fixed Tilt 68.470
2024 WC1B1 1.379
2024 WC1B2 2.349
2024 WC1B3 2.676
2024 WC2B1 8.704
2024 WC2B2 5.455
2024 WC2B3 0.872
2024 WC3B1 5.969
2024 WC3B2 0.192
2.3 Chronological Production Costing for Expansion Planning with Flexibility
We observe from section 2.1 that the cooptimized expansion planning application seeks to
optimize the objective function over an extended period of time and the results decide what type of
units are going to be invested in which year as well as their locations. In all such formulations the
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operating conditions are a limited set of hours, often referred to as operating load blocks. At high
penetrations of variable renewable energy, such load blocks may cause unsatisfactory results due
to its non chronological representation. Traditionally the Production cost model within expansion
planning models convolved load duration curves with generation outage models based on merit order
commitment and block loading dispatch, to obtain the energy produced by each generation unit,
and thus each unit’s production cost, over the time period. Another non chronological approach as
discussed in [6] makes use of temporal and spatial aggregation to achieve some sort of computational
efficiency. A transmission constrained economic dispatch is applied on each operating condition
represented. Such approaches require the flexibility metrics of the system (such as regulation
required) to be exogenously defined and are often overestimated or underestimated. [6] highlights
a new CEP design with an external Production cost model shown in figure 2.8. In step 1, an
EP application generates a CEP solution on a reduced model. In step 2, the CEP solution is
translated to a full-size network model. In step 3, a full-scale external Production cost model is run
on the full size network model, and violations are identified in step 4. In step 5, these violations are
addressed by identifying reduced model constraints to add to the CEP. A similar idea was presented
in [30] where a PCM with finer granularity was said to have “less vision ahead” and was the last
sequential phase to be computed after CEP to increase the accuracy of the solution. This approach
is attractive because it remains computationally tractable for a high-fidelity external PCM. The
solutions produced by the CEP, depending on the fidelity of its internal PCM, may be far from
feasible, generating multiple violations in the Production costing application, thus requiring several
CEP-PCM iterations before it converges to a feasible solution. The problem we are tackling in this
work is solely within Step 3 as we aspire to reduce the computational burden of an external PCM
even furthur. We find that even with a relatively medium sized model consisting of 486 generators
and 649 lines the PCM model becomes intractable when the number of simulation hours exceeds
1200 because of the computationally burdening intertemporal constraints.
Some of the attributes which determines the computation time of the long term CEP are
• Network Size
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Figure 2.4: New CEP design in [6]
• Decision horizon
• Investment Periods
• Investment Candidates
• Number of Operating Intervals
• Modelling transmission investment
Thus the key takeaway at the end of this chapter is that traditional CEP models must be enhanced
by high fidelity external chronological Production costing tools which accurately compute the pro-
duction costs associated with increasing solar and wind in the grid. Traditional CEP models do
not have the capability to make decisions based on a dynamic conditions since it its time hori-
zon of interest is over a period of years. What is crucial is that the solutions generated by the
CEP must be validated by an external PCM which utilizes chronological representation of periods.
Implementing a full 8760 hour PCM is computationally untenable so the need arises for selecting
appropriate representative periods on which to run the external PCM application. Such methods
are explored furthur in Chapter 4.
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CHAPTER 3. FORMULATING THE HIGH FIDELITY PRODUCTION
COST MODEL
As already briefly discussed in Chapter 1, a production cost model is formulated as an hourly
chronological security constrained unit commitment problem. The Unit Commitment(hereafter
referred to as UC) problem is a highly complex Mixed Integer Linear Program (MILP) which
determines the commitment status of generating units such that sum of generating resources meets
the net demand at each bus in a system while satisfying the transmission and operating constraints.
The objective of the UC problem is to minimize the total production cost over the scheduling
horizon. The total production cost consists of fuel costs, start up costs and shut down costs. The
physical limits of the generating units like ramp up/down rates and minimum up/down times must
be taken into consideration as well .The Unit Commitment problem is generally formulated as a
mixed integer linear integer problem which can provide global optimal solutions for the commitment
decisions in a reasonable time. In the following sections we will look at a few of the traditional
methods of solving the unit commitment problem and the detailed Mixed Integer formulations of
the Unit Commitment problem including the formulation which has been incorporated into the
long term planning model.
3.1 Traditional Solution Techniques for the Unit Commitment Problem
3.1.1 Priority Ordering
The simplest unit commitment solution consists of creating a priority list of units. Such a list
can be obtained after an exhaustive enumeration of all unit combinations at each load level.This
is one of the simplest and earliest used methods for solving the UC problem [42]. Commitment
proceeds one hour at a time and units are brought online or offline depending on whether the load
increases or decreases. Units are brought online in the increasing order of their average full load
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cost and are brought offline in the decreasing order of their average full load cost, i.e the operation
of more economical units are maximized and operation of less economical units are minimized. A
detailed algorithm laying out the priority ordering technique is given in reference [8].The Priority
list method thus decides a rough framework where the most costly units are kept off and cheaper
units are on.
Figure 3.1: Sample Priority list solution from [7]
3.1.2 Dynamic Programming
Dynamical programming is a methodical procedure which evaluates a large number of possible
decisions in a multi step problem. In the UC problem, each possible decision involves the commit-
ment of different groups of generating units where each group is a subset of all possible generators
that can be committed. This procedure consists of two main parts: an evaluation of all possible
configurations in each hour from the beginning to the end of the problem, and a reverse opera-
tion from the end of the problem back to the beginning over the optimal path. As enumerated
in [43] the evaluation part of the procedure begins at the first hour of the study and moves on
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to each subsequent hour in sequence. This part of the procedure establishes the transition paths
which allow the optimal solution to be identified The disadvantage of dynamic programming are
its requirement to limit the commitments considered at any hour and its sub optimal treatment
of minimum up and downtime constraints and time-dependent startup costs. A forward dynamic
programming search path with X states to search each period and N paths to save at each step is
shown below.
Figure 3.2: Sample Priority list solution from [8] with N=3 and X=5
3.1.3 Lagrangian Relaxation
Lagrangian relaxation involves decomposition of the UC problem into a series of master problems
and subproblems whose solutions converge to to an ε-optimal solution to the original problem. It
is derived from the well known mathematical technique of using Lagrange multipliers for solving
constrained optimization problems but is really a decomposition technique for the solution of large
scale mathematical programming problems. This method generates easy subproblems for deciding
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generation and commitment schedules for single units over the planning horizon independent of the
commitment of other units. A Lagrange function encompassing loading constraints, unit limits,
minimum up/down time constraints of units and the objective function is written as:
L(P,U, λ) = F (P ti , U ti ) +
T∑
t=1
λt(P tload −
N∑
i=1
P tiU
t
i ) (3.1)
where F (P ti , U
t
i ) is the cost function, U
t
i is the binary variable signifying if unit i is on/off at
time t, P ti is the generation of unit i at time t. Note that the cost function, together with unit
limit and min up/down time constraints are separable over over units. The demand constraint
(P tload −
∑N
i=1 P
t
iU
t
i = 0) is on the other hand a coupling constraint since what we do to one unit
affects what will happen to other units. The Lagrange relaxation procedure solves the UC problem
by relaxing the coupling constraints and solving the problem as if they did not exist. This is done
through the dual optimization approach:
q?(λ) = max
λt
q(λ) where q(λ) = min
P ti ,U
t
i
L(P,U, λ) by finding a value for each λt which moves q(λ)
toward a larger value. By fixing the value of λt, the values of P t and U t are adjusted to find the
minimum of L. The expressions are so rewritten that the units in expression (3.1) are kept separate
from each other as follows:
N∑
i=1
(
T∑
t=1
{[Fi(P ti ) + SUCi,t]U ti − λtP tiU ti }) (3.2)
where SUCi,t denotes the startup costs of the units. The terms inside the outer brackets can be
solved separately for each generating unit without regard for what is happening in the other units.
The minimum of the Lagrangian is found by solving the minimum for each generating units over
all time periods i.e:
N∑
i=1
min
T∑
t=1
{[Fi(P ti ) + SUCi,t]U ti − λtP tiU ti } (3.3)
At U ti = 0, the value of the function is trivial, at U
t
i = 1 the function to be minimized is: (after
dropping start up costs since minimization is with respect to P ti )
min[Fi(Pi)− λtP ti ] (3.4)
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The minimum of the above function is found by taking the first derivative :
d
dP ti
[Fi(Pi)− λtP ti ] =
d
dP ti
Fi(Pi)− λt = 0 (3.5)
The solution to this equation is
d
dP ti
Fi(P
opt
i ) = λ
t (3.6)
Depending on whether P opti ≤ Pmini or Pmini ≤ P
opt
i ≤ Pmaxi or P
opt
i ≥ Pmaxi , the solution of the
two state dynamic program proceeds in the same manner as was done for dynamic programming
approach in the previous section.
3.2 Mixed Integer Linear Program formulation of Unit Commitment problem
in literature
A widely popular formulation of the MILP Unit Commitment which has been coded in GAMS
(General Algebraic Modeling Language) for this work is presented in this section. Early MILP
implementations used the branch-and-bound approach, in which integer variables are ordered into
a tree that is explored and pruned to find the optimum. At each node, bounds on the upper
and lower limits for the sub-branches are found using the Linear Program (LP) relaxation and
the LP-dual respectively. With the development of state-of-the-art, general-purpose commercial
solvers like CPLEX, Gurobi, XPRESS and MOSEK, modelers now largely use algebraic modeling
languages (GAMS being one such example) to communicate the mathematical description of the
mixed integer problems to the algorithms instantiated in the solvers.
3.2.1 Nomenclature
3.2.1.1 Sets
J : sets of generator unit index
Jr: sets of generators contributing towards spinning reserve
Js: sets of PV units
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Jw: sets of Wind units
T : sets of time periods
B: sets of buses
L: sets of branches
3.2.1.2 Constants and Parameters
Aj : Coefficient of piecewise linear production cost function of unit j
aj , bj , cj : Coefficients of the quadratic production cost function of unit j
D(t) : Demand at time interval t (MW)
LS(t): Level of Load Shedding at interval t (MW)
Flj : Slope of block l of the piecewise linear cost function of unit j ($/MWh)
NLj : Number of segments of the piece wise linear production cost function of unit j
Lj : Number of periods unit j must be initially offline due to its minimum down time con-
straint (hours)
Gj : Number of periods unit j must be initially online due to its minimum up time constraint
(hours)
T : Number of time periods in time horizon (hours)
UTj : Minimum uptime of unit j (hours)
DTj : Minimum downtime of unit j (hours)
Vj(0): Initial commitment state of unit j (binary: 0 or 1)
U0j : Number of periods unit j has been online prior to the first time period (hours)
RUj : maximum ramp up rate (MW/hour)
SUj : maximum startup ramp rate (MW/hour)
RDj : maximum ramp down rate (MW/hour)
SDj : maximum shutdown ramp rate (MW/hour)
cnlj (t) : No load cost of unit j in period t ($/hour)
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cuj (t) : Startup cost of unit j in period t ($/start)
cresj (t) : Reserve cost of unit j in period t ($/MWh)
P j : Minimum power output of unit j (MW)
P j : Capacity of unit j (MW)
Bcapl: Capacity of block l of operational cost curve (MW)
R(t): Spinning Reserve requirement in period t (MW)
α: Fraction of load to be met by spinning reserves (2 %)
β: Fraction of total generator capacity to be kept aside for spinning reserves (10 %)
Tr: Time taken by spinning reserves to come online
RRj : Reserve ramp up rate (MW/hour)
U0j : Number of periods unit j has been on prior to first period of horizon (hours)
S0j : Number of periods unit j has been off prior to first period of horizon (hours)
CFs: Capacity Factor of solar PV units
CFw: Capacity Factor of wind units
Xl: Reactance of line
I l: Flow limit of line l
3.2.1.3 Variables
pj(t): Power output schedule of unit j at time t (MW)
vj(t): Binary variable equal to 1 if unit j is online
yj(t): Binary variable equal to 1 if unit is starting up in period t
zj(t): Binary variable equal to 1 if unit is shutting down in period t
cpj (t): Operational Cost of unit j in period t ($/MWh)
δl(j, t): Power produced in block l of the piecewise linear cost function of unit j in period t
(MW)
pj(t): Maximum available power output of unit j in period t (MW)
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resj(t): Reserve schedule of unit j at time t (MW)
il,b,b′ : Current in branch l between buses b and b’
3.2.2 Formulation of the Core model
The basic deterministic MILP UC formulation as formulated in [44] is shown below.
min
pj(t)
∑
t∈T
∑
j∈J
[cpj (t) + c
u
j (t) + c
nl
j (t) + c
res
j (t)] (3.7)
such that
∑
j∈J
pj(t) = D(t), ∀t ∈ T (3.8)
∑
j∈J
pj(t) ≥ D(t) +R(t), ∀ t ∈ T (3.9)
pj(t), pj(t) ∈ πj(t), ∀j ∈ J, ∀t ∈ T (3.10)
pj(t) ≤ P j ∀j ∈ J, ∀t ∈ T (3.11)
pj(t) = δ1(j, t) + δ2(j, t) + δ3(j, t) + δ4(j, t) ∀j ∈ J,∀t ∈ T (3.12)
P j ≤ δ1(j, t) ≤ Bcap1j ∀j ∈ J, ∀t ∈ T (3.13)
Bcap1j ≤ δ2(j, t) ≤ Bcap2j ∀j ∈ J,∀t ∈ T (3.14)
Bcap2j ≤ δ3(j, t) ≤ Bcap3j ∀j ∈ J, ∀t ∈ T (3.15)
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Bcap3j ≤ δ4(j, t) ≤ P j ∀j ∈ J, ∀t ∈ T (3.16)
where each value of t ∈ T is a time period in the planning horizon, pj(t) denotes the quantity of
electricity generated by unit j at time t. cpj represents the cost of producing energy, c
u
j denotes the
cost of starting up unit j in period t, cnlj is the no load cost at each interval of time and c
res
j is the
cost of providing reserves. D(t) and R(t) represent the hourly load forecast and spinning reserve
requirements, pj(t) denotes the maximum available power at time t from unit j and πj(t) represents
the region of feasible production of generating unit j. Typically the quadratic production cost can
be formulated as
cpj (t) = ajvj(t) + bjpj(t) + cjp
2
j (t) ∀j ∈ J, ∀t ∈ T (3.17)
For practical purposes we use a linear piecewise approximation which is indistinguishable from
the nonlinear model if enough segments are used. The analytic representation of this approximation
is given in [9] and below in Figure 3.1 as
cpj (t) = Ajvj(t) +
NLj∑
l=1
Fljδl(j, t) ∀j ∈ J, ∀t ∈ T (3.18)
pj(k) =
NLj∑
l=1
δl(j, t) + P jvj(t) ∀j ∈ J, ∀t ∈ T (3.19)
Constraint (3.8) requires that total amount of generation at time t meets the demand for that
time period and constraint (3.9) requires that the maximum available production capacity equal
the demand and reserve requirement. For all Unit commitment formulations, a more detailed
formulation yields a better solution but at increased computational cost. In [45] the authors show
that UC formulations with 3 binary variables give superior results when compared to single binary
variable formulation. The authors hypothesize that larger number of binary variables seem to
provide better branching options with the generated cut at requisite depth. Thus three binary
variables are introduced in this formulation, vj(t) which equals 1 if unit j is on at time period t,
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Figure 3.3: Piecewise linear operating cost with 3 segments as used in [9]
yj(t) which equals 1 if unit j starts up at the beginning of time period t and zj(t) which equals 1
if unit j shuts down at the beginning of time period t. The following constraint provides a logical
relationship between the variables
vj(t− 1)− vj(t) + yj(t)− zj(t) = 0 , ∀j ∈ J,∀t ∈ T (3.20)
The startup cost, for simplicity is assumed constant but as shown in [46] the startup cost can be
modeled as a discrete non linear function of the number of hours a unit has been off. The discrete
nonlinear (exponential) startup cost is then formulated as a 0/1 linear expression. The startup cost
is then represented as:
cUj (t) ≥ KTj (vj(t)−
T∑
n=1
vj(t− n)) ∀j ∈ J, ∀t ∈ T, T = 0, 1, ....., T coldj (3.21)
where T coldj is the number of time periods unit j takes to cool down, and K
T
j is the cost of starting
up unit j after it has been shut down for T time periods.
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The power production of a generating unit are constrained by ramping constraints and startup as
well as shutdown rates. The rampup constraint is given as:
pj(t)− pj(t− 1) ≤ RUj vj(t− 1) + SUj yj(t) , ∀j ∈ J, ∀t ∈ T (3.22)
where RUj is the maximum ramp up rate of unit j and S
U
j is the maximum startup ramp rate. If
the unit is on in time period t-1, vj(t− 1) = 1 and increase in power output at time time t cannot
be larger than RUj while if the unit is turned on in the current time period (yj(t) = 1) then the
maximum output during this time period is SUj (t). Also equation (3.22) requires knowledge of vj(0)
and pj(0) i.e the generation status and generating levels of all units before the planning horizon
starts (t=0). The ramp down constraints are similar to the ramp up equations and are represented
as:
pj(t− 1)− pj(t) ≤ RDj vj(t− 1) + SDj zj(t) , ∀j ∈ J, ∀t ∈ T (3.23)
Minimum uptime and downtime constraints account for the fact that a particular generating
unit has to run for at least UTj time periods before it can be shut down or remain off for at least
DTj periods before it can be brought online. The uptime constraints are represented as shown
below:
t=Gj∑
t=1
[1− vj(t)] = 0, ∀j ∈ J (3.24)
n=t+UTj−1∑
n=t
vj(n) ≥ UTj [vj(t)− vj(t− 1)],∀j ∈ J, ∀t ∈ Gj + 1 ... T − UTj + 1 (3.25)
T∑
n=t
vj(n)− [vj(t)− vj(t− 1)] ≥ 0, ∀j ∈ J, ∀t ∈ T − UTj + 2 ... T (3.26)
where Gj = min{T, [UTj−U0j ]Vj(0)}. The minimum down time constraints are formulated below:
t=Lj∑
t=1
vj(t) = 0, ∀j ∈ J (3.27)
n=t+UTj−1∑
n=t
[1− vj(n)] ≥ DTj [vj(t− 1)− vj(t)], ∀j ∈ J, ∀t ∈ Lj + 1 ... T −DTj + 1 (3.28)
34
T∑
n=t
1− vj(n)− [vj(t− 1)− vj(t)] ≥ 0, ∀j ∈ J, ∀t ∈ T −DTj + 2 ... T (3.29)
where Lj = min{T, [DTj − S0j ][1− Vj(0)]}.
3.2.3 Reserve Constraints
Equations (3.30) to (3.34) model the reserve constraints within the UC model. (3.30) is a
capacity constraint that ensures that the reserve contribution of each reserve unit is lesser than or
equal to the difference between the capacity and generation schedule of each unit at each interval
of time. Equation (3.32) and (3.33) constrain the value of the total reserves in the system at any
interval of time to be at least greater than 2% of the net demand and at most 10% of the total
generation capacity. Equation (3.34) is the ramp up equation for spinning reserves and is similar
to (3.22) and (3.23). In this work we assume that renewable units, both variable and non variable
do not contribute towards spinning reserves. Only thermal units contribute towards meeting the
reserve requirements.
resj(t) ≤ P j − pj(t), ∀j ∈ J, ∀t ∈ T (3.30)
R(t) =
∑
j
resj(t), ∀j ∈ J (3.31)
R(t) ≥ α×D(t), ∀t ∈ T (3.32)
R(t) ≤ β
∑
j
P j , ∀j ∈ J, ∀t ∈ T (3.33)
[resj(t)− resj(t− 1)]
Tr
≤ RRj × vj(t), ∀j ∈ J, ∀t ∈ T (3.34)
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3.2.4 Capacity Factor Constraints
The fact that solar and wind power generation vary continuously is incorporated in the UC
model using their capacity factors. The wind and solar outputs are a function of the capacity
factors in equations (3.35) and (3.36).
pj(t) ≤ CFs × P j ∀j ∈ Js, ∀t ∈ T (3.35)
pj(t) ≤ CFw × P j ∀j ∈ Jw,∀t ∈ T (3.36)
3.2.4.1 Transmission Constraints
Equation (3.37) is a DC power flow expression for any branch in the system, Equation (3.38)
is a line flow limit constraint and equation (3.39) is a power balance equation at each node of he
system.
Xl × il,b,b′ = θb − θb′ ∀l ∈ L, {b, b′} ∈ B (3.37)
−I l,b,b′ ≤ il,b,b′ ≤ I l,b,b′ (3.38)
∑
B,L
il,b,b′ −
∑
B,L
il,b′,b + pj(t) = D(t)− LS(t) ∀l ∈ L, {b, b′} ∈ B (3.39)
3.3 Relevant Unit Commitment Data Used
In this section, the constant and parameter values used for calculating the Production Cost of
the WECC subsystem using the above UC model is presented.
3.3.1 Generator Costs
• Startup Costs - Before a thermal plant can feed electricity into the grid, it has to be ramped
up to at least the minimum generation level. This comes at a cost which does not depend on
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the output being produced. These costs are usually a result of the fuel required to start up the
generator as well as repairing the wear and tear undergone from the previous operation. With
increased renewable power integration, thermal plants are expected to face increased start up
and shut down rates. In [9] the authors show a staircase approximation to an exponential
startup cost function. Thus equation (3.21) is represented by Figure 3.4. We refer to [47]
to obtain the per MW startup cost of different types of dispatchable technologies. We make
no distinction between hot-start and cold-start units and assume that .Renewable units are
assumed to have zero startup costs.
Figure 3.4: Stairwise startup cost of [9]
Table 3.1: Generator Type wise Startup Costs
Unit Type Startup Cost($ per start per MW)
Gas Combustion Turbine 118
Coal 124
Gas CCGT 101
Nuclear 1000
Petroleum 70
Steam Turbine 89
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• Operating Costs - The operational costs (in $/h) comprise of a fixed charge (FOM) and
a variable fuel and maintenance cost (VOM) and are usually modelled as linearly increasing
segments. However for simplicity’s sake we model operation costs as fixed blocks having fixed
values for a certain range of generation output. We assume that non linear cost curve for each
of the 208 thermal generators is divided into 4 equal blocks with each block corresponding to
a fixed operational cost value. In our model we calculate the operational cost by multiplying
the generator scheduled output for a particular period (in MW) with the cost associated with
that block (in $/MW) since the generator offer curve is a step function rather than a line
with a slope. This is shown in Figure 3.5. For renewable non dispatchable units, we assume
that the cost is fixed for all ranges of generation and is determined by the LCOE (Levelised
Cost of energy) values from [48].
Figure 3.5: Operating Cost Approximation
• No Load Costs - The cost incurred while keeping the plant spinning and ready to increase
its output if needed. According to PJM in [49], it is the hourly cost required to create the
starting point of a monotonically increasing incremental offer curve for a generating unit. The
No-Load Fuel cost is the total fuel to sustain zero net output MW at synchronous generator
speed. For this work we assume that the no load costs (in $/MWh) are the same as the block
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1 operating cost of the unit. We also assume that all dispatchable thermal generators are
kept spinning and incur no load costs.
• Reserve Costs - Many attributes of a common power system are unpredictable such as
generation output, load levels and equipment availability. Therefore additional generation
capacity above that needed to meet actual load demands are made available either on-line or
on-standby so that it can be called on to assist if load increases or generation decreases. This
capacity referred to as operating reserves, is utilized for many different reasons and comes in
different shapes and sizes. Power systems with large amounts of variable generation which can
increase or decrease output unexpectedly raises the importance of both upward and downward
reserves. Certain procedures are set forth by different entities on the amount of Operating
Reserves required, who can provide them, when they should be deployed, and how they are
deployed. The standards are generally based on certain reliability criteria and allowable risk
criteria, but often differ, sometimes substantially, from region to region. The North American
Electricity Reliability Corporation (NERC) set reliability standards that include operating
reserve requirements. These standards describe the amounts and types of operating reserve
required. For this study we assume only thermal units having capacity greater than 100 MW
contribute towards the spinning reserve requirements.
3.3.2 Ramp Rates
The increase or reduction in generation output per minute is called the ramp rate and is usually
expressed as megawatts per minute (MW/min). Fast ramping thermal units are critical to maintain
system reliability where wind and solar outputs vary continuously throughout the day. In general,
upwards ramping is typically considered more important, since system operators can control wind
and solar by curtailing output to increase the net load and allow generators to come generate at
minimum stable level while insufficient upwards ramping may lead to shortage of operating reserves
or load shedding, which is typically considered more critical. In this work we refer to [50],[51],[52]
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to obtain values of ramp rates and start up ramp rates (RU/RD). The up/down, startup/shutdown
ramp rates (SU/SD RR) are presented below in Table 3.2
Table 3.2: Ramping Rates
Type of generator RU/RD(MW/hour) SU/SD RR(MW/hour)
Wind-Onshore 60 120
Coal-PC 4 8
Hydro 100 200
Gas Combustion Turbine 25 50
Gas CCGT 50 100
Solar PV 35 70
Nuclear 20 40
Biogas 20 40
SolarThermal 4 8
Petroleum 7 14
Geothermal 20 40
3.3.3 Capacity Factors
Capacity Factor is defined as the ratio between the sum of the generated power over a period of
time, to the generated power output if operating at nameplate capacity over a period of time. For
this work we integrate the capacity factor of non dispatchable sources like wind and solar plants
into the unit commitment model in equations (3.29) and (3.30). We assume that all wind and solar
units in the WECC subsystem have the same capacity factors for both 2018 and 2024. The values
of the capacity factors are obtained from [53] .Figure 3.6 and 3.7 is a visualization of the values for
the WECC subsystem. The average Capacity Factor for all hydro units were kept fixed at 0.4.
3.3.4 Minimum up/down times
As the name suggests minimum up down of an unit is the minimum number of periods a
generator must be producing energy after it is switched online while the minimum down time the
minimum number of periods a generator must be off after going offline. The minimum up/down
times for various generator types used in this work is presented in Table 3.5. We assume that
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Figure 3.6: Capacity factor - Solar Photovoltaic(PV)
Figure 3.7: Capacity factor - Wind
units of the same type, irrespective of capacity have the same minimum up/down times. Another
assumption is that renewable non dispatchable generator units have zero minimum up and down
times.
3.3.5 Initial states of generators
The number of hours that a particular unit is on/off before start of the Unit Commitment
horizon can play a crucial role in the final analysis. However due to a lack of sensitive generator
information we do not have access to such information. We assume that all non dispatchable
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Table 3.3: Minimum Up/Down Times
Type of generator Min Up Time (hrs) Min Down Time (hrs)
Wind-Onshore 0 0
Coal-PC 24 12
Hydro 0 0
Gas Combustion Turbine 12 6
Gas CCGT 6 3
Solar PV 0 0
Nuclear 72 24
Biogas 0 0
SolarThermal 0 0
Petroleum 12 6
Geothermal 12 6
renewable units are initially switched off and all dispatchable thermal units are switched on but
not producing any power at the beginning of the time horizon.
3.4 Equation Summary
An external production simulation was developed in GAMS based on equations (3.7)-(3.33).
The corresponding code is provided in Appendix A. Table 3.4 summarizes the GAMS identifiers
and the equation number for each of the production simulation equations.
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Table 3.4: Equation Summary
Equation name Equation Number and Purpose
Q LOAD BALANCE 3.8: Sum of all generator outputs equal load
Q GENTOTAL 3.13: Sum of generator block schedules equal net output
Q GEN BLOCK LIMIT 3.14 - 3.16: Block schedule of each generator within limits
Q GENLIMIT HIGH 3.11: Generator output within limits
Q GENLIMIT HIGH 2 3.9: Generator output within limits for units providing reserves
Q VARIABLE FORECAST 3.35 - 3.36: Capacity Factor of Renewable units considered
Q RAMP RATE UP 3.22: Ramp up rate limits
Q RAMP RATE DOWN 3.23: Ramp down rate limits
Q UPTIME 3.24 - 3.26: Minimum Run Time
Q DNTIME 3.27 - 3.29: Minimum Down Time
Q STARTUP 3.20: 3 binary variable startup constraints
Q RESERVE CAPABILITY 3.30: Generator output + reserve capacity must be within limits
Q RESERVE TOTAL 3.31: Total reserve capacity
Q RESERVE BALANCE 1 3.32: Reserve capacity must be greater than 2% of load demand
Q RESERVE BALANCE 2 3.33: Reserve capacity less than 10% of generator capacity
Q RESERVE RAMPUP LIMIT 3.34: Ramp up constraint of reserves
NLCOST Calculate no-load costs for the period
STUPCOST Calculate start-up costs for the period
RESCOST Calculate costs of providing spinning reserves for the period
OPCOSTA Calculate operational costs for the period
PRODCOST Calculate total production cost for the period
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CHAPTER 4. SELECTING REPRESENTATIVE DAYS FOR
PRODUCTION COST MODELS
4.1 Motivation
A full 8760 hour representation becomes necessary for the high penetration renewable systems
prevalent today. The solution of exact long term unit commitment is not possible due to exorbitant
computing time while on the other hand using too few representative periods for computing unit
commitment details often ignore short term details like demand levels, wind and solar generation
etc. Thus, with increasing share of renewable energy in power generation, properly accounting
for their temporal and spatial variability by using high temporal resolution models while keeping
them computationally tractable is of vital importance. Generally the variability in system demand
is broadly divided by time scale and frequency of occurrence. Typically there exists a seasonal
variability of demand, driven by levels of sunlight and temperature, a weekly variability highlighted
by falling demand during the weekend and also a diurnal variation. A convenient approach to
reconcile this requirement while keeping the problem computationally tractable is to select time
slices or select representative days which closely matches the output of a full 8760 hour run. The
challenge lies in developing a structured and reproducible algorithm that is suitable for a large
number of fluctuating time series data.
4.2 Literature Survey
In [11] the authors attempt to optimally select a number of weeks from a one year horizon
hourly netload series given the hourly availability of variable energy resources (VER) over the same
timeframe. The authors then develop an approximate net load duration curve by upscaling the
selected weeks and validate their results using error metrics like the root mean square error and
normalized root mean square error. [10] based their selection of representative days on seasonality
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and well known demand patterns. A total of 4 weeks were chosen from each season and the operating
cost of each week is weighed by the number of weeks in the season. In [54] the authors used k means
clustering on power demand data for a particular year over a period of 12 years and found that using
ten clusters to represent a year of data gave reasonably accurate simulation for many key metrics
like cost of electricity and generator revenues. In [55], the author explores the impact of three
different temporal resolutions (8760h, 288h and 16h) on model results and conclude that models
with lower temporal resolution may substantially overstate the amount of baseload generation that
would be economically optimal under high penetration of renewables while understating the need
for peaking and intermediate generation units.
4.3 Detailed review of various techniques in existing literature
4.3.1 Heuristic methods
In [10] the authors select one representative week from each season and an additional week is
used to represent extreme weather conditions. The load profile of each of these weeks is the average
of the load profiles of all the weeks of the season. Four representative weeks are linked together to
make up the 672 hours optimization horizon as shown in Figure 1. The the authors state “since
each of these weeks represents an average of all the weeks of a particular season, one can make the
assumption that it is followed by a similar week”, thus the final state of each representative week
should is made equal to its initial state. This approach focuses on load rather than netload and
ignores the correlation between demand and VER. In [40] the authors select 5 investment periods
and decisions within each investment period are optimized based on 12 days of sample data, two
for each even numbered month where one day corresponds to peak load day conditions and the
second day corresponds to a randomly selected day from the same month. Costs on the typical
days are given 29-30 times more weight than the peak load day so that the typical day has more
effect on the resources chosen for day to day operation of the system. An obvious disadvantage of
such methods is that there is consistent basis for selecting the weeks and no validation about the
accuracy of selection.
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Figure 4.1: Linkage of 4 representative weeks adapted from [10]
4.3.2 Selecting sample weeks and validating with external metrics
In [11] the approximate Net Load Duration Curve (NLDC) is obtained using the following three
steps:
• Sampling a given number of weeks from a full year of demand and renewable generation.
• Scaling up the hours (by multiplying with an integer weight) contained in the sample to one
year
• Sorting the series in decreasing order
The optimal approximation is then given by the solution to the following optimization problem:
v∗ ∈ argmin
v
‖NLDC − ˜NLDCv‖2 (4.1)
where v ∈Zn is the set of indices of the n weeks selected; v∗ ∈Zn is the set of indices for optimal
week combination; and NLDC, ˜NLDCv ∈R8736. The approximation’s performance is assessed
using metrics like RMSE and NRMSE which are defined as:
RMSEv =
√∑j=8736
j=1 (NLDCj − ˜NLDCv)2
8736
(4.2)
NRMSEv =
RMSEv
NLDCmax −NLDCmin
(4.3)
The selection algorithm consists of an exhaustive search throughout all the possible combina-
tions of weeks to determine which combination yields the minimum error. This enumeration process
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Figure 4.2: Four-week approximate net load profile constructed with 4 weeks selected from the
total of 52 weeks in one year adapted from [11]
is implemented by a number of nested loops equal to the number of weeks to be selected. As a
result, although the computation time required to choose the optimal sample set grows propor-
tionally with the number of possible combinations, the number of possible combinations grows as
the factorial of the number of sample weeks. The problem of selecting the representative weeks
by carrying out an exhaustive search throughout all the possible combinations is shown in Table
2. The authors conclude that while the approximations based on one and two weeks produce an
inaccurate representation of the NLDC with RMSE over 2%, the approximation using four weeks
closely matches the shape of the original NLDC. In [56] the authors propose a novel method which
accounts for the static and dynamic aspects as well as correlation between different time series of
load and wind/solar generation.
Table 4.1: Combinations and Computing time adapted from [11]
Number of weeks selected Possible Combinations Computing Time
1 52 0.05 secs
2 1326 1.5 secs
4 270,725 10 mins
5 2,598,960 100 mins
8 752,538,150 19 days
13 6.35E+11 46 years
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4.4 Clustering Techniques
A high level overview of all clustering approaches is given below.
Figure 4.3: Overview of clustering algorithms adapted from [12]
4.4.1 Hierarchical Clustering using Ward’s Algorithm
First described by [57], hierarchical clustering produces a nested hierarchical representation
of data where each level of hierarchy represents a cluster created by the merging of lower level
clusters. As shown in Figure 4.4 agglomerative hierarchical clustering algorithms start with single
observations, being clusters with just one member. Then similar clusters are iteratively grouped
together until only one cluster, containing all observations remains. Several clustering algorithms,
most notably k means and k medoids do not converge to the same clustering results because of
the randomness of the initialization. However hierarchical clustering algorithms are completely
reproducible and for a given dataset, the algorithm will always lead to the same cluster structure.
Agglomerative hierarchical clustering algorithms are of three major types: single linkage, complete
linkage and average linkage. In single linkage clustering the distance between one cluster and
another is equal to the shortest distance from any member of one cluster to any member of the
other cluster. In complete linkage clustering, the distance between one cluster and another is equal
to the greatest distance between any member of one cluster to any member of the other cluster.
In average linkage clustering the distance between one cluster and another is equal to the average
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distance between any member of one cluster to any member of the other cluster. The clusters are
formed on the basis of a “Proximity matrix” and once the complete hierarchical tree is developed
the links of the tree are cut at an appropriate height to obtain the desired number of clusters. The
steps of the single link hierarchical clustering algorithm are listed below.
• Begin with the disjoint clustering (all elements of dataset is an individual cluster) having level
0 and having sequence number 0. Each data point is denoted di. The proximity matrix D is
defined as D = [dist(di,dj)] for all possible pairs of i and j.
• Find the least dissimilar pair of clusters in the current clustering i.e for each pair of clusters
di and di+1 compute the minimum dist(di,di+1) = ‖di − di+1‖. Let these clusters be r and s.
• Increment the sequence number: m= m+1. Merge clusters dr and ds into into a single cluster
to form the next clustering m. The level of this clustering is set to dist(dr,ds).
• Update the proximity matrix D by deleting the rows and columns corresponding to clusters
r and s and adding a row and column corresponding to the newly formed cluster. The
proximity between the new cluster (denoted (dr, ds)) and old cluster (denoted dk) is defined
as dist(dk,(dr,ds)) = min(distdk,dr, distdk,ds). If all the objects are in one cluster, stop else go
to step 2.
In [12], the authors apply a multidimensional clustering algorithm on a number of time series data
of electricity demand and variable renewable energy (VRE) infeed which characterize each historical
day.The number of time slices per day is set endogenously beforehand. The clustering algorithm
groups the historical days into clusters with the objective of keeping the inner variance minimum.
The authors minimize the deviation between historical days Vd and representative days Vc
∗ where
V denotes a vector of diurnal load and VRE values. Thus if d is the index of days and c the index
of clusters Dc,
min
∑
c
∑
d∈Dc
‖Vd − Vc∗‖2 (4.4)
where the distance between two observations d1 and d2 is defined as the Euclidean distance distd1,d2.
distd1,d2 = ‖Vd1 − Vd2‖ (4.5)
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The mean vector of the observations Vd grouped into the same cluster c with n(Dc) days is given
by the centroid V̄c.
V̄c =
1
n(Dc)
∑
d∈Dc
Vd (4.6)
The hierarchical clustering algorithm (Ward’s algorithm) which iteratively joins two clusters whose
combination results in the smallest increase in the overall sum of squared errors (SSE) between Vd
and V̄c.
SSE =
∑
c
∑
d∈Dc
‖Vd − V̄c‖2 (4.7)
A pictorial representation of the increase in the overall SSE with the consecutive grouping of two
clusters into a joint cluster is shown below. With a merge of two observations d1 and d2 the sum
Figure 4.4: Hierarchical clustering algorithm
of squared errors increases as follows:
Incrd1,d2 = (Vd1 −
1
2
(Vd1 + Vd2))
2 + (Vd2 −
1
2
(Vd1 + Vd2))
2 =
1
2
dist2d1,d2 (4.8)
A new distance metric dist’ is defined between two clusters based on the increase in the overall SSE
when two clusters are merged.
dist′ =
√
2 Incr (4.9)
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After each merge step, the distance dist’ is calculated between the new cluster c1 +c2 to an existing
cluster c3. In each iteration the two clusters with smallest distance are merged and the number of
clusters are reduced by one. The representative days are weighed with a factor ωc according to the
relative size of the respective cluster. Thus,
ωc =
n(Dc)
n(D)
(4.10)
4.4.2 K means clustering
A sample number of days can only be a representative of a whole year if its behaviour mirrors
that of a 8760 hour dataset. Given 365 days (8760 hours) of load data, the K means algorithm
groups these days into clusters of similar days but several issues arise when implementing such an
algorithm. A few pressing questions include what features to use while clustering and determining
what the optimal number of clusters are. This type of algorithm falls within the category of
“unsupervised learning” and refers to the fact that they draw inferences from datasets consisting of
input data without labels or perform exploratory data analysis to find hidden patterns or grouping
in data. The k-means algorithm is used to partition a given set of observations into a predefined
amount of k clusters. The algorithm starts with a random set of k center-points (µ). During
each update step, all observations x are assigned to their nearest center-point. In the standard
algorithm, only one assignment to one center is possible. If multiple centers have the same distance
to the observation, a random one would be chosen.
S
(t)
i =
{
xp :
∥∥xp − µ(t)i ∥∥2 ≤ ∥∥xp − µ(t)j ∥∥2 ∀j, 1 ≤ j ≤ k} (4.11)
xp is a particular datapoint which belongs to cluster µ
(t)
i during iteration t. The Euclidean distance
between xp and all other centroids µ
(t)
j is larger than
{∥∥xp−µ(t)i ∥∥}2. Afterwards, the center-points
are repositioned by calculating the mean of the assigned observations to the respective center-points
.
µ
(t+1)
i =
1
|S(t)i |
∑
xj∈S
(t)
i
xj (4.12)
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The update process reoccurs until all observations remain at the assigned center-points and therefore
the center-points would not be updated anymore. These steps are shown in Figure 4.5, Figure 4.6
and Figure 4.7 below.
Figure 4.5: Step 1-Selection of centroids and assignment of data points from [13]
The main problem of k-means is its dependency on the initially chosen centroids. The centroids
could end up in splitting common data points whilst other, separated points get grouped together if
some of the centroids are more attracted by outliers. This points will get pulled to the same group
of data points. In Figure 4.8 we observe that if the initial centroids may determine the outcome of
the clustering. For initial medoids d2 and d5 K means converges to {{d1, d2, d3},{d4, d5, d6}} which
is suboptimal. For initial medoids d2 and d3 it converges to {{d1, d2, d4, d5},{d3, d6}}, the global
optimum. Figure 4.9 is another special case where k means clustering fails.
A big challenge when applying K means on real data is to determine the number of clusters
present in the data. For the hourly load data used clear patterns are not easily perceived. Unfortu-
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Figure 4.6: Steps 2 & 3-Recomputation of centroids and final convergence from [13]
nately there is no standard way to identify the right number of clusters. Figure 4.10 captures the
fact the variance across the clusters increases as the number of clusters increase. However there will
be a point at which increasing the number of clusters will not add to the variance among clusters.
Thus the total intra cluster variation will be minimized and the clusters will be compact. In [58]
the author concludes that the variance captured by the clusters changes drastically if the number of
clusters is less than 10. Table 4.1 below gives a summary of the parameters usually used in cluster
sampling statistics.
It is clear by now that the K means algorithm minimizes the total within-cluster variance by
minimizing the sum of distances of the points to each centroid in each cluster but fails in certain
special instances.
4.4.3 K medoids clustering
Also termed as the K-Means ++ algorithm, K-Medoids clustering is a partitioning method
commonly used in domains that require robustness to outlier data, arbitrary distance metrics, or
ones for which the mean or median does not have a clear definition. It is similar to k-means,
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Figure 4.7: Movement of the centroids from [13]
and the goal of both methods is to divide a set of measurements or observations into k subsets or
clusters so that the subsets minimize the sum of distances between a measurement and a center
of the measurement’s cluster. In the k-means algorithm, the center of the subset is the mean of
measurements in the subset, often called a centroid. In the k-medoids algorithm, the center of
the subset is a member of the subset, called a medoid. The k-medoids algorithm returns medoids
which are the actual data points in the data set. This allows us to use the algorithm in situations
where the mean of the data does not exist within the data set. This is the main difference between
k-medoids and k-means as the centroids returned by k-means may not be within the data set.
Hence k-medoids is useful for clustering categorical data where a mean is impossible to define or
interpret. We observe that the K medoids is an Expectation-Maximization class (EM) algorithm
just like k means described in the previous section. EM class algorithms work by initially assigning
each observation to a cluster and the optimal partition is reached by alternating the Expectation
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Figure 4.8: Outcome of Clustering depends on initial centroids from [14]
Figure 4.9: K means fails
and Maximization phases. In the former the center of a cluster is determined and in the latter each
observation is assigned to its nearest cluster. This alternation stops when no furthur changes occur
in the clusters.
4.4.3.1 Optimal number of clusters in k medoids algorithm
We have previously discussed how clustering algorithms aim to establish a structure within
the data, however most popular clustering algorithms expect the user to specify the the number
of clusters. Traditionally the optimal number of clusters is determined visually by plotting the
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Figure 4.10: Compactness of clusters change as the number of clusters increase from [15]
within-cluster sum of squares against the number of clusters and observing the elbow/knee. The
elbow of the “iris” dataset in MATLAB is shown in Figure 4.11 below. Several methods have
since been developed by statisticians to formalize this heuristic. In [59] several methods including
C-Index, Gamma, Point Biserial, David-Bouldin algorithms have been listed. We discuss in detail
two separate global methods to determine the optimal number of clusters, the Calinski-Harabasz
criterion and the gap statistic.
Figure 4.11: Elbow method in Clustering algorithms
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Consider a cluster S of n subjects. For each subject an outcome variable Y at t different
times is measured. The value of Y for subject i at time l is denoted yil. For subject i, the
sequence yil is called a trajectory and is denoted (yi1, yi2, ..., yit). nm is the number of trajectories
in cluster m; ym is the mean trajectory of cluster m; y is the mean trajectory of the whole set
S. The between clusters covariance is B =
∑k
m=1 nm(ym − y)(ym − y)
′
. High values of trace(B)
(sum of diagonal elements) denotes well defined clusters. The within cluster covariance matrix
is W =
∑k
m=1
∑nm
l=1(yml − ym)(yml − ym)
′
. According to [60] the optimal number of clusters
corresponds to the value of k that maximizes C(k) = trace(B)trace(W )
n−k
k−1 . This criterion was proposed by
Calinski and Harabasz.
In [61] the motivation behind the gap statistic is presented in detail. For a n × p data matrix
{xij}, i = 1, 2, ..., n; j = 1, 2, ..., p the gap algorithm attempts to standardize the graph of log(Wk)
by comparing it with its expectation under an appropriate null reference distribution of data.
Null reference distribution of data refers to generating random samples of testing data under null
hypothesis. A null hypothesis is a type of hypothesis that proposes that there is no statistical
relationship in a set of observed data. Here Wk is the pooled within cluster sum of squares around
cluster means written as Wk =
∑k
r=1
1
2nr
Dr where Dr =
∑
i,i′∈Cr dii′ . Here dii′ is euclidean distance
between observations i and i′ i.e
∑
j(xij−xi′j)2 and nr = |Cr|, the number of observations in cluster
r. The optimal number of clusters, k is the value maximizingGapn(k) = E
∗
nlog(Wk)−log(Wk) where
E∗n denotes expectation under a sample of size n from the reference distribution. The expectation
of log(Wk) is approximately log(pn/12) − (2/p)log(k). If the data has K well separated clusters
log(Wk) decreases faster than the expected rate of (2/p)log(k) for k ≤ K. The gap statistic is
largest when k = K. We use the gap statistic for our study as previous studies [61] have concluded,
after several real world implementations, that it finds the correct number of clusters in the case of
globular, Gaussian distributed, disjoint data sets.
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4.4.3.2 External Metrics used to compare K medoids clustering results
By applying appropriate weights to the medoid of each cluster we can compare the performance
of the representative days selected to a full yearly 8784 hour (366 day) run of the production cost
model. Some external metrics which have previously been used to compare the representative
profiles used in long horizon production cost models are:
• Relative Energy Error (REE) : This metric evaluates the measure of approximation of
the average value of the load as defined below:
REE = |
∑
t∈τ NLDCt −
∑
t∈τ
˜NLDCt∑
t∈τ NLDCt
| (4.13)
where t ∈ τ is the index to the time steps in the net load data, NLDCt is the netload duration
curve of the full dataset and ˜NLDCt is the approximated NLDCt, generated by scaling up
the number of hours in each period by a weight, often chosen as the number of data points
in a cluster.
• Normalized root mean square error (NRMSE) : Statistically speaking Normalized root
mean square error (NRMSE) calculates the normalized standard deviation of the residuals
(prediction errors). It is evaluated based on how well the set of representative days approxi-
mates the load data and frequency of occurrence of different levels of load. It is computed as
shown below:
NRMSE =
√(
1
τ
∑
t∈τ (NLDCt − ˜NLDCt)2)
max(NLDCt)−min(NLDCt)
(4.14)
• Normalized root mean square error of the ramp duration curve (NRMSERDCav ):
This metric determines the approximate hourly changes in the load (ramp). The ramp dura-
tion curve arranges the differences in hourly netload in descending order similar to the load
Duration Curve. It is computed as below:
NRMSERDC =
√(
1
τ
∑
t∈τ (RDCt − R̃DCt)2
)
max(RDCt)−min(RDCt)
(4.15)
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In [56] the authors introduce a correlation metric as well to find the correlation between the load
time series and the wind/solar generation time series. However since we use the netload data as our
input, we are inherently capturing this correlation between load demand and renewable generation.
4.4.4 K medoids Hierarchical Clustering
While hierarchical clustering methods are potentially better from the point of interpretability,
they have unfeasibly long run times for large datasets. Non hierarchical methods like K medoids,
although fast (O(n) time) lead to large and heterogeneous or small and exclusive clusters [62].
The K medoids hierarchical (kMHC) method seeks the benefit of each method by splitting each
heterogeneous K medoids cluster hierarchically.
4.5 Dimensionality Reduction of load data
This section is inspired by the work of [15] where the authors develop an algorithm to capture
details such as the peak demand, the hourly variations, and the ramp rates which are are critical
in characterizing the net load data as they affect the operation of power systems. In real world
problems, most of the data is not spread out uniformly across all dimensions. Many features are
constant while others are correlated. As a result all data is actually within a much lower dimen-
sional subspace of the high dimensional space. Some popular dimensionality reduction techniques
include PCA (Principal Component Analysis), Kernel PCA and LLE (Local Linear Embedding).
The Principal Component Analysis (PCA) is applied to represent the data by their principal com-
ponents, where PCA is defined as “the decomposition of data from a dynamical system into a
hierarchy of principal component vectors that are ordered from most correlated to least correlated
with the data i.e it looks to find a low-dimensional representation of the observation that explains a
good fraction of the variance. PCA is computed by taking the Singular Value Decomposition(SVD)
of the data. In this case, each singular value represents the variance of the corresponding principal
component (singular vector) in the data. The Principal Component Analysis reduces dimension-
ality. It does not change the number of observations nor does it change the order of the data. A
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brief mathematical survey of the SVD and PCA techniques are presented below. An expansive
treatment of the same can be found in [16].
4.5.1 Singular Value Decomposition
A singular value decomposition (SVD) is a factorization of a matrix into a number of constitutive
components all of which have a specific meaning in applications. Geometrically it is motivated by
the fact that the image of an unit sphere under any m×n matrix is a hyperellipse. A unit sphere in
Rm is stretched by factors σ1, σ2, ..., σm in orthogonal directions u1, u2, ...., um ∈Rm. The quantities
σjuj are the principal semi axis of the hyper ellipse with length σj
Figure 4.12: Unit Sphere transformed into a hyperellipse from [16]
This transformation can be succinctly written as
Avj = σjuj 1 ≤ j ≤ n (4.16)
If there are n vectors that are transformed under A, we write
AV = Û Σ̂ (4.17)
Then matrix Σ̂ is an n × n diagonal matrix, Û is an m × n matrix with orthonormal columns
and V is an n× n unitary matrix. The above equation can be written as
A = Û Σ̂V ∗ (4.18)
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Figure 4.13: Description of the reduced SVD (4.18) from [16]
The diagonal entries of Σ are nonnegative and ordered from largest to smallest such that σ1 ≥
σ2 ≥ .... ≥ σp ≥ 0 where p = min(m,n). A very useful result that comes out of this SVD algorithm
is an optimal low rank approximation of the data matrix X. This algorithm by Eckhart and Young
establishing truncated SVD as the optimal low-rank (r) approximation of the underlying matrix X
is given by equations (4.19),(4.20) and (4.21) and pictorially shown in Figure 4.13.
arg min
X̃ s.t rank(X̃)=r
‖X − X̃‖ = Ũ Σ̃Ṽ ∗ (4.19)
X̃ =
r∑
k=1
σkukv
∗
k = σ1u1v
∗
1 + σ2u2v
∗
2 + ....+ σrurv
∗
r (4.20)
X ≈ Ũ Σ̃Ṽ ∗ (4.21)
The SVD leads to several interesting results such as
XTXV = V Σ2 (4.22)
XXTU = UΣ2 (4.23)
Thus the eigenvalues of self adjoint correlation matrices XTX and XXT are the square of the
singular values of A in Σ. Thus the columns of U are eigenvectors of the correlation matrix XXT
and the columns of V are eigenvectors of XTX.The singular values are arranged in decreasing order
of magnitude. The columns of U are hierarchically ordered by how much correlation they capture in
the columns of X and V similarly captures correlation in the rows of X. Geometrically, the columns
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Figure 4.14: Truncated SVD from [17]
of U are an orthonormal basis for the column space of X. Similarly, the columns of V provide an
orthonormal basis for the row space of X.
The PCA method for dimensionality reduction borrows heavily from the SVD theory as the
number of Principal Components capturing the majority of variance in the data can be obtained
from the Σ matrix and the principal components can be obtained from the columns of the orthonor-
mal matrix V. The next subsection has more details.
4.5.2 Principal Components Analysis
In Figure 4.15, which has been adopted from [18] a two dimensional dataset is represented with
three different axes and on the right is the projection of this dataset onto each of these axes. The
projection onto axis c1 preserves the maximum variance. Thus this is the axis that minimizes
the mean squared distance between the original dataset and its projection onto that axis. This is
the idea underlying principal components analysis (PCA), a dataset of higher dimensions can be
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reduced to a lower dimension by projecting it onto a hyperplane defined by the first d principal
components. These principal components can be found using the matrix factorization technique
discussed above, the SVD. The computation of the PCA is generally done by the following steps:
Figure 4.15: Projection onto low dimension subspace from [18]
• The data is arranged in a matrix such that each row is an observation or sample and each
column is a dimension or variable.
• Each column of the data matrix is zero centred. The row wise mean is calculated as x̄j =
1
n
∑n
i=1Xij where n is the number of rows. The mean matrix is then X̄ =
( 11
.
.
1
)
x̄.
• Compute B = X−X̄. The Covariance matrix of the rows of B are given by C = 1n−1B
∗B. The
first principal component is given by u1 = arg max‖u1=1‖ u
∗
1B
∗Bu1 which is the eigenvector
of B∗B corresponding to largest eigenvalue. It is possible to obtain the principal components
by computing the eigendecomposition of C i.e CV = V D.
One important consideration while implementing the PCA is determining the number of princi-
pal components to choose i.e deciding which singular values to truncate. Often heuristic techniques
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like capturing 90 % variance or observing elbows in the singular value distribution curve are used
to truncate the SVD at rank a rank r. In [63] the authors determine an optimal hard threshold τ
for singular value truncation under the assumption that a matrix has a low rank structure contam-
inated with white noise. For a rectangular matrix X ∈ Rn×m and unknown noise γ, the threshold
is given by
τ = ω(β)σmed (4.24)
ω(β) = λ(β)/µβ (4.25)
λ(β) =
(
2(β + 1) +
8β
(β + 1) + (β2 + 14β + 1)1/2
)1/2
(4.26)
where β = nm , and µβ is the solution to∫ µβ
(1−β)2
[
((1 +
√
β)2 − t)(t− (1−
√
β)2
)
]1/2
2πt
dt =
1
2
(4.27)
4.6 Methods adopted in this work
So far we have seen (in sections 4.3 - 4.5) the various methods adopted in prior works for
obtaining the set of representative days. In this section, we describe the dimensionality reduction
followed by clustering approach adopted in this work. The results obtained after implementing
below procedures on the Netload matrix X lead to the results of Table 5.1 and 5.2 which are then
used to obtain the results in section 5.7.2 and 5.9.2. The matrix X contains yearly load data of 271
buses in the WECC region. The matrix is arranged day-wise into a 366×24 matrix where each day
is an individual observation consisting of 24 dimensions corresponding to each hour. Dimensionality
reduction using PCA is implemented next and the optimal number of dimensions are obtained by
the Gavish-Donoho criterion above. We show that nine optimal columns of the SVD should be
preserved and obtain the reduced data matrix containing the projection of the original matrix on
the first nine principal components obtained by the SVD. A k-medoids clustering algorithm is then
implemented on this low dimension data after determining the optimal number of clusters using
the Gap statistic criterion which has been briefly discussed in section 4.4.3.1. The optimal number
of k medoids cluster is 10 for the year 2018 and 11 for year 2024. In [64] the authors conclude
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that a minimum of 30 representative days is needed to capture the range of load,wind and solar
conditions. Ward’s Hierarchical clustering algorithm is implemented on each of the k-medoids
clusters to obtain 3 distinct clusters within each cluster from the k-medoids algorithm (henceforth
referred as kMHC clustering algorithm). The first element is each hierarchical cluster is chosen as
the final representative day. Each of these representative days are weighted by the number of days
in the cluster and the full 8760 hour run of the production cost model is compared to the scaled
up run on just the representative days using the external metrics of section 4.4.3.2.
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CHAPTER 5. RESULTS AND COMPARISONS
The Production Cost Model is used to identify the levels of generator dispatch for the years
2018 and 2024. We choose two different years to observe how the dispatch of generators and
associated costs change as the share of renewables increase in the system. We also seek to illustrate
whether the process adopted for choosing the representative days remain valid for different demand
scenarios. We compare various metrics computed by running the model for a full 8760 hours to the
model running for a scaled up representative set of 30 days (720 hours) for the year 2018 and 33
days (792 hours) for the year 2024. Figure 5.1 captures the high level overview of the steps carried
out in this chapter.
Figure 5.1: High level overview of steps executed
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5.1 Visualizing Netload Data (Year 2018)
We show a color coded coded representation of the 2D matrix containing the netload data of
2018. The dimensions of the matrix are R8784x271 with 8784 rows representing hours of a year and
271 columns representing each bus in the system which has a load associated with it. The netload
matrix is thus
NL8784,271 =

nl1,1 nl1,2 · · · nl1,271
nl2,1 nl2,2 · · · nl2,n
...
...
. . .
...
nl8784,1 nl8784,2 · · · nl8784,271

We normalize the yearly netload data at every bus and plot Figure 5.2, the bus-wise netload data
for 2018. We use the imagesc command in MATLAB to plot Figures 5.2 and 5.3 where each pixel
of the image corresponds to an element of the matrix being plotted. The netload across all 271
Figure 5.2: Netload data for 2018, normalized Bus-wise representation (R8784x271)
buses are then added for a particular hour and we obtain the netload data of the form X ∈ Rm×n
as shown in Figure 5.3 where m is the number of days i.e., 366 and n is the number of hours i.e., 24.
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We can observe that the load generally has two peaks during the day, one at hours seven through
ten and the other at hours seventeen through twenty-three.
Figure 5.3: Netload data for 2018, daily netload representation of entire system (R366x24)
So we now obtain
X366,24 =

X1,1 X1,2 · · · X1,24
X2,1 X2,2 · · · X2,24
...
...
. . .
...
X366,1 X366,2 · · · X366,24

We plot the covariance matrix which is obtained from above X. It is computed as CX =
1
n−1X
TX
where each vector in X has a zero mean. Large off diagonal entries can be observed thus we can
conclude that there exists a strong redundancy or dependence between two measurements. Hence
the covariance matrix must be diagonalized and written in terms of its principal components such
that the redundancies are removed and the common dynamics of the system are separated. The
covariance matrix is plotted in Figure 5.4. We observe that the covariance matrix is not a diagonal
matrix and so the entries of X are not uncorrelated. It suggests that there is a possibility of selecting
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a different set of basis vectors for representing matrix X, one which captures the underlying low
rank matrix with a diagonal covariance matrix that can approximate X.
Figure 5.4: Covariance Matrix of netload data for 2018 (R24x24)
5.2 Feature Extraction, PCA and clustering (Year 2018)
In Figure 5.5 we plot the singular values and cumulative energy captured by the singular values
of the netload matrix X. In Figure 5.6 we show the optimal threshold obtained by applying the
Gavish-Donoho criterion on the SVD of X by red colored modes. In the context of PCA, mode
refers to an individual rank one matrix which corresponds to a particular singular value i.e, if
X = σ1u1v
T
1 + σ2u2v
T
2 + ... + σnunv
T
n where u and v are left and right singular vectors of X,
the rank one matrix corresponding to σ1, i.e σ1u1v
T
1 is a particular mode. We observe that the
optimal number of modes which include the maximum variance in the data is nine. Thus the first
nine singular values capture the maximum variance of the matrix X. The MATLAB code used to
determine the threshold value is from [63]. Figure 5.5(a) is a visual representation of the singular
values of X. From Figure 5.5(b) we observe that the first nine modes captures around 90% of
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the cumulative energy of the matrix where cumulative energy refers to the sum of all rank one
submatrices that make up X . Thus, we project our data onto the first nine principal components
and apply the k medoids algorithm to obtain the clusters of representative days. To obtain the
optimal number of clusters we apply the gap statistic criterion. The criterion values are plotted
below in Figure 5.7 and we observe that the optimal number of clusters is ten. A bar graph showing
the number of hours in each cluster is shown in Figure 5.8.
Figure 5.5: (a)Singular Values. (b)Cumulative energy in the first k modes
Figure 5.6: Optimal Threshold for truncating SVD
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Figure 5.7: Optimal Number of Clusters using Gap Statistic Criterion
We now perform an agglomerative Hierarchical clustering using Ward’s criterion which mini-
mizes the inner variance to obtain 3 distinct days within each k medoids cluster. This is shown in
Figure 5.9 and 5.10 for each of the 10 clusters. We can observe figures 5.9 and 5.10 to determine
the weight associated with each representative day selected by the hierarchical clustering process.
Figure 5.9 and Figure 5.10 shows the agglomerative single link hierarchical clustering process of
the first k medoids cluster. If the MATLAB code provided in Appendix B is implemented, we find
that the first k medoids cluster has 23 days. Upon examining the first subplot in Figure 5.9 we find
that each of the 23 days are linked together based on the minimum sum of squared error (SSE)
mentioned in section 4.4.1. We see that days (17,19,1,3,5,11,21,6,7,8,9) make up the first cluster.
Cluster 2 comprises of just day 10 while cluster 3 is comprised of days (2,4,12,14,13,15,16,20). Table
5.1 is a summary of the weights of the clusters formed by hierarchical clustering of each kmedoids
cluster (the kMHC algorithm). This weight is the same as that mentioned in section 4.4.1. Since
there is no commonly agreed upon way to decide where to cut the tree we choose to cut it at a
height which generates three distinct clusters. The color coding scheme helps the reader see the
distribution of days in each cluster. Finally we also show the actual index of the day of the year
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which is chosen as the representative day after implementing the kMHC clustering algorithm in
Table 5.1. The weights in Table 5.1 are significant since it is vital information when scaling up
the results of the representative days implementation of the external production cost model (Table
5.11 and 5.19).
Figure 5.8: Number of hours in each k medoids cluster
72
Figure 5.9: Hierarchical Clustering of K Medoids Clusters(Clusters 1-5)
Figure 5.10: Hierarchical Clustering of K Medoids Clusters(Clusters 6-10)
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Table 5.1: Selected days and associated weights (Year 2018)
K-medoid’s Cluster Ward’s Cluster Weight Index of day chosen(1-366)
1 1 1 156
1 2 14 113
1 3 8 142
2 1 23 15
2 2 35 22
2 3 10 64
3 1 16 25
3 2 27 7
3 3 9 195
4 1 3 237
4 2 27 234
4 3 32 1
5 1 6 205
5 2 12 199
5 3 5 248
6 1 3 151
6 2 12 170
6 3 2 203
7 1 7 84
7 2 9 132
7 3 21 92
8 1 4 232
8 2 13 197
8 3 8 202
9 1 21 24
9 2 9 14
9 3 14 6
10 1 4 19
10 2 9 4
10 3 2 20
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5.3 Visualizing Netload Data (Year 2024)
The visualization, dimension reduction and clustering process was carried out for the netload
data of the year 2024. The steps are exactly same as that of year 2018. The visualisation plots and
clustering results are compiled in the next few pages. Figure 5.11 and 5.12 plot the netload data
while Figure 5.12 is a visualisation of the covariance matrix.
Figure 5.11: Netload data for 2024, normalized Bus-wise representation (R8784x271)
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Figure 5.12: Netload data for 2024, daily netload representation of entire system (R366x24)
Figure 5.13: Covariance Matrix of netload data for 2024 (R24x24)
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5.4 Feature Extraction, PCA and clustering (Year 2024)
Figure 5.14 plots the singular values and Figure 5.15 the optimal threshold of system modes
obtained by the Gavish-Donoho criterion. The number of modes required to capture maximum
variance is nine just like the year 2018. Figure 5.14(a) is a visual representation of the singular
values while Figure 5.14(b) captures the energy captured by the modes. Figure 5.15 shows the
results of applying the Gavish-Donoho criterion on the SVD of the netload matrix X.The optimal
number of clusters is determined by the gap statistic criterion and is determined to be 11. Figure
5.17 shows a bar graph showing the number of hours in each cluster. The results of an agglomerative
hierarchical clustering on these k medoids is shown in Figures 5.18 and 5.19.
Figure 5.14: (a)Singular Values. (b)Cumulative energy in the first k modes
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Figure 5.15: Optimal Threshold for truncating SVD
Figure 5.16: Optimal Number of Clusters using Gap Statistic Criterion
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Figure 5.17: Number of hours in each k medoids cluster
Figure 5.18: Hierarchical Clustering of K Medoids Clusters(Clusters 1-5)
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Figure 5.19: Hierarchical Clustering of K Medoids Clusters(Clusters 6-11)
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Table 5.2: Selected days and associated weights (Year 2024)
K-medoid’s Cluster Ward’s Cluster Weight Index of day chosen(1-366)
1 1 10 194
1 2 13 197
1 3 6 203
2 1 2 151
2 2 5 169
2 3 10 170
3 1 3 78
3 2 16 113
3 3 4 142
4 1 15 30
4 2 29 7
4 3 26 15
5 1 7 211
5 2 7 202
5 3 9 227
6 1 15 2
6 2 12 4
6 3 14 1
7 1 9 132
7 2 17 77
7 3 14 92
8 1 13 13
8 2 6 42
8 3 22 195
9 1 3 19
9 2 6 345
9 3 9 18
10 1 7 198
10 2 6 208
10 3 6 205
11 1 9 23
11 2 14 14
11 3 22 6
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5.5 Evaluating the Clusters Obtained using External Metrics
We evaluate the clusters obtained in the previous section using the metrics specified in section
4.4.3.2. The netload Duration curves (NLDC) of the scaled up representative days are overlaid
on a full 8760 hour netload curve and compared. We can compare the scaled up NLDC (plotted
in orange) in Figure 5.20 and Figure 5.21 with Figure 5.22 and Figure 5.23 to conclude that the
results of the kMHC algorithm are a much better estimate of the full year NLDC than a heuristic
three or five week selection.
Figure 5.20: NLDC of full and clustered data for 2018
Table 5.3: Evaluating clusters using external metrics
Metric of Evaluation Year Value
REE 2018 .004971
NRMSE 2018 .0349
NRMSERDC 2018 .0455
REE 2024 .0042
NRMSE 2024 .02645
NRMSERDC 2024 .0368
We observe that the NRMSE error metric values are comparable to that obtained by [12]
for 50 clusters. Hence we obtain similar accuracy using only 30 clusters derived by the kMHC
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Figure 5.21: NLDC of full and clustered data for 2024
algorithm. This can help mitigate the constraints of computational intractability as discussed in
Chapter 2. We can also observe that the REE metric value is around 0.5 % for both years. We can
also observe a correlation between the NRMSE and NRMSERDC similar to what was observed
in [65], i.e since the probability distribution of of the ramp of a time series depends on the actual
value of the time series, sets of days which minimize NRMSE have a higher chance of capturing
the distribution of ramps. We also compare the external metrics for the kMHC results with that
of three and five heuristically selected weeks as done in [10]. The results are compiled in Table 5.4
and Table 5.5. The plots of the NLDC corresponding to a 3 week heuristic criterion are shown
in Figure 5.21. The choice of weeks selected heuristically is totally user dependant and for this
study we divide the entire year into 3 parts containing 4 months each and select the week with the
highest netload in each 4 month period. The code corresponding to this section has been provided
in Appendix C.
Table 5.4: Comparison of external metrics(2018)
Metric 3 week heuristic 5 week heuristic kMHC Selection
REE .1678 .0987 .0049
NRMSE 11.7918 5.875 .0349
NRMSERDC .1433 .0986 .0455
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Figure 5.22: NLDC of 3 heuristically selected weeks for 2018
Table 5.5: Comparison of external metrics(2024)
Metric 3 week heuristic 5 week heuristic kMHC Selection
REE 0.1785 .0965 .0042
NRMSE 11.2325 4.942 .02645
NRMSERDC .1575 .0934 .0368
5.6 8760 hour implementation of an external Production Cost Model (2018)
In this section we show the results of implementing a full year 8760 hour external Production
cost model written in GAMS. The mathematical formulation of the Production cost model being
implemented is described in section 3.2. The model is formulated as a Mixed Integer program
(MIP) in GAMS and solved using Cplex. Hardware used consists of research servers at Iowa State
University with the following configuration: 4 Intel(R) Xeon(R) E5-2650 2.00GHz processors
each with 8 cores totaling 32 cores. We observe that solving the Production Cost model in
its current formulation leads to a shortage of memory causing the server to abort execution if the
number of intervals exceed 1200 hours. We thus, break up the total time horizon of 8760 hours
into nine sub-intervals. We implement the model with a block of 1000 hours for 8 separate runs
and 760 hours in the last run i.e, for the first run our time horizon is hours 1-1000, for the second
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Figure 5.23: NLDC of 3 heuristically selected weeks for 2024
run it is hours 1001-2000 and so on. The summary of the time for each run is presented in Table
5.6. We analyse the results of each 1000 hour run to modify the initial states of the generators for
the next run. The memory requirements and time taken to solve each run is compiled in Table 5.6
while the size of the problem solved is compiled in Table 5.7. In Table 5.8 we compare the time
requirements and size of a full year run to a reduced run on the representative days.
Table 5.6: Time Requirements of each run of external PS tool for 2018
Run Compilation Time(sec.) Execution Time(sec.) Total Time(min.)
1 .167 2522.81 51.16
2 .257 1351.91 31.28
3 .292 1699.45 37.23
4 .257 1512.89 34.15
5 .260 1532.73 34.38
6 .271 1716.88 37.43
7 .251 2141.21 44.40
8 .212 1668.13 37.24
9 .203 1482.79 30.44
Total 2.17 15,628.8 337.71
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Table 5.7: Result of each run for 2018
Run Number of Iterations Optimal objective(in billion $)
1 2,840,418 340.48
2 2,201,066 282.92
3 2,263,667 213.74
4 2,249,982 206.36
5 2,279,744 338.11
6 2,510,838 515.79
7 2,692,559 349.10
8 2,339,163 305.98
9 2,023,471 332.78
Total 21,400,908 2,885.26
Table 5.8: Comparing Full Run to Clustered Run for 2018
Metric Full Year Run Representative days Run
Compilation Time (sec) 2.17 .030
Execution Time (sec) 15,628 1,385
Total Time (min) 338 30
Iterations 21,400,908 1,609,513
The Production cost model is formulated as a mixed integer linear program (MILP) which is
solved by using a branch and cut algorithm by Cplex. A single mixed integer problems can generate
many subproblems and the number of iterations refers to the number of times the solver loops
through the possible space of solutions until a global optimal solution is found which minimizes the
objective function (production cost in our case) .We observe that running the external Production
Cost Model on only the representative hours causes a reduction in the number of iterations by a
factor of over 13 and a reduction in the total solving and reporting time by a factor of over 11.
5.7 Comparing Representative days to full year run based on Production Cost
Model Outputs (2018)
In this section we scale up (multiply by the appropriate weight from Table 5.1) the Production
Cost results from the representative days run and compare it to the full year run.
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5.7.1 Full Year Run
The results of the full 8760 hour run of the Production Cost Model is presented in Tables 5.9
and 5.10.
5.7.1.1 Startup and Reserve Costs
The startup costs arise due to generation units coming online and then reserve costs arise due
to allocation a certain portion of the generated energy for contingencies. These costs are presented
in Table 5.9.
Table 5.9: Startup and Reserve Costs of full year run (2018)
Run Startup Cost(in mil.$) Reserve Cost(in mil.$)
1 296.4 19.27
2 284.1 15.21
3 208.7 7.56
4 156.1 6.92
5 243.6 17.85
6 325.2 34.31
7 286.2 20.46
8 276.1 18.95
9 240.2 16.76
Total 2,316.5 157.29
Table 5.10: Amount of energy generation by type for 2018 (in MW-hours)
Run Wind PV Hydro Other Renewables Thermal
1 2,659,337 979,844 28,390,249 7,629,044 29,799,553
2 5,420,300 1,306,245 28,415,107 7,602,665 23,504,180
3 7,028,542 1,705,337 28,410,765 7,179,624 13,725,172
4 6,071,784 1,592,829 28,381,185 6,786,954 12,085,227
5 7,877,707 1,606,886 28,415,609 7,267,679 24,137,955
6 4,630,418 2,418,966 28,413,804 7,644,673 39,257,984
7 6,282,344 1,925,326 28,417,868 7,598,141 29,396,584
8 5,534,225 1,764,438 28,406,830 7,610,702 25,674,713
9 2,329,484 976,844 22,279,500 5,905,976 24,924,506
Total 47,834,143 14,276,718 249,530,917 65,225,460 222,505,877
Share 7.9% 2.4% 41.6% 10.9% 37.2%
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5.7.2 Scaled Up representative Days Run
Each day of the 30 representative days selected for the year 2018 have an associated Startup
and Reserve cost. The results of implementing the PCM on representative days and scaling them
up is presented below. The results of the Production Cost Model for the representative days are
analysed and scaled up by the weights from Table 5.1. We observe that after scaling up the
results from a reduced hour implememntation of the PCM, the % error in startup costs and costs
of providing spinning reserves are within 1% when compared to Table 5.7. This is a good indicator
that our set of representative days capture the underlying dynamics of a full year. In the following
table we present the generator portfolio that is in use during the selected hours and scale it up by
the appropriate weights similar to what was done in Table 5.9. We also observe that the % share of
non dispatchable resources in the generator portfolio decreases when the Production Cost Model is
run for only the representative hours. A preliminary analysis suggests this is because of increased
flexibilty requirements when scaling up the representative days. Since the scaled up hours have
steep load ramps at the end of each day, fast acting thermal units are required to be committed to
meet the sudden load and reserve requirements (usually provided by Gas Combined cycle plants).
Table 5.12 is a compilation of the results of tables 5.7-5.11.
5.8 8760 hour implementation of external Production Cost Model(2024)
We add the new invested generators from the results of the expansion planning model (Table
2.2) into our generator portfolio. We then repeat the steps of section 5.6. The results obtained are
tabulated below. Table 5.13 and 5.14 contain the results of each run of the Production cost model
for the 8760 hours of 2024.
5.9 Comparing Representative days to full year run based on Production Cost
Model Outputs(2024)
We repeat the steps elucidated in section 5.6 on our new available generator fleet and the results
are compiled in Tables 5.16 and 5.17.
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5.9.1 Full Year Run
First we repeat the steps 5.7.1 to implement our production cost model for the full year horizon
of 2024.
5.9.1.1 Startup and Reserve Costs
The Startup Costs and Reserve Costs presented below.
5.9.2 Scaled Up Representative Days Run
The scaled up results from the representative days of 2024 are presented in Table 5.18. The
weights are obtained from the hierarchical clustering results in Table 5.2.
Table 5.19 is a compilation of the results from the full year run and the representative days run.
We observe how the total production cost, startup cost, reserve cost and also the energy supplied
by the different types of generators vary with different fidelity of implementing the Production cost
model. We observe that the additional investments from Table 2.2 lead to an increase in the %
contribution of Wind and PV units. The contribution of thermal units have decreased as have the
number of startups/shutdowns of flexible Gas Turbine plants. This causes a reduction in the error
% of Startup Costs. The error of Reserve Cost and the total Production Cost remain roughly the
same. Thus we conclude that the K means Hierarchical Clustering is a valid method of selecting
representative days for different penetration of renewable generation.
5.10 Visualizing the final results
In this section we present the visual representation of the results of Table 5.13 and Table 5.20.
89
Figure 5.24: Comparison of generation portfolio for full year and representative periods run (2018)
Figure 5.25: Comparison of generation portfolio for full year and representative periods run (2024)
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Table 5.11: Cost Comparison 2018 (in mil. $)
Day Weight Startup Cost Scaled Startup Cost Reserve Cost Scaled Reserve Cost
156 1 7.308 7.308 .186 .186
113 14 3.431 48.039 .236 3.316
142 8 4.880 39.040 .113 .904
15 23 7.762 177.548 .147 3.399
22 35 5.687 199.046 .574 20.090
64 10 8.647 86.475 .283 2.836
25 16 6.952 111.235 .194 3.112
7 27 5.808 156.831 .363 9.825
195 9 5.410 48.692 .326 2.942
237 3 7.782 23.248 .312 .938
234 27 5.986 161.630 .650 17.551
1 32 9.486 303.582 .574 18.378
205 6 10.489 62.936 .704 4.228
199 12 8.921 107.063 1.058 12.707
248 5 7.231 36.155 .945 4.729
151 3 5.692 17.076 .528 1.586
170 12 7.355 88.265 .340 4.091
203 2 8.796 17.593 .380 .761
84 7 3.963 27.742 .459 3.215
132 9 1.967 17.704 .104 .942
92 21 4.240 8.905 .141 2.976
232 4 9.098 36.392 .293 1.175
197 13 9.184 119.400 .678 8.815
202 8 6.471 51.769 .680 5.443
24 21 7.449 156.643 .578 12.142
14 9 4.022 36.204 .257 2.316
6 14 4.938 69.132 .207 2.908
19 4 13.065 52.260 .634 2.536
4 9 8.113 73.021 .425 3.828
20 2 6.003 12.006 .723 1.447
Total 2,329 159.33
Change 0.56% 1.29%
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Table 5.12: Final Results (2018)
Metric Full Run Scaled Up representative run % change
Total Cost(in tril.$) 2.885 2.899 .51%
Startup Cost(in bil. $) 2.316 2.329 .56%
Reserve Cost(in bil. $) .15933 .15743 1.29%
Wind Generation(GW) 47.83 44.20 -7.5%
PV Generation (GW) 14.27 11.60 -21%
Hydro (GW) 249.53 243.56 -2.4%
Other Renewables(GW) 65.22 62.50 -4.17%
Thermal(GW) 223.80 241.20 7.77%
Total compute time (mins) 338 30 -1026.7%
Table 5.13: Time Requirements of each run of external PS tool for 2024
Run Compilation Time(sec.) Execution Time(sec.) Total Time(min.)
1 .055 2203.19 46.06
2 .304 2288.24 47.18
3 .283 1872.87 40.36
4 .280 2333.72 48.14
5 .268 2622.58 53.19
6 .271 1571.72 35.23
7 .287 2572.75 52.15
8 .317 1637.79 36.48
9 .265 1576.89 33.09
Total 2.33 18,765.8 391.88
Table 5.14: Result of each iteration (2024)
Run Number of Iterations Optimal objective(in billion $)
1 2,739,608 386.14
2 2,667,629 302.98
3 2,362,238 218.87
4 2,706,999 214.32
5 2,984,178 360.72
6 2,431,696 579.26
7 2,799,458 377.73
8 2,372,784 329.96
9 1,962,439 376.70
Total 23,027,029 3,146.18
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Table 5.15: Comparing Full Run to Clustered Run
Metric Full Year Run Representative days Run
Compilation Time (sec) 2.33 .038
Execution Time (sec) 18,766 1,170
Total Time (min) 392 27
Iterations 23,027,029 1,844,742
Table 5.16: Startup and Reserve Costs of full year run
Run Startup Cost(in mil.$) Reserve Cost(in mil.$)
1 372.6 23.66
2 348.9 13.93
3 260.3 7.97
4 189.6 9.57
5 282.3 19.47
6 414.3 35.37
7 366.9 21.87
8 352.8 16.92
9 309.6 19.43
Total 2897.7 168.28
Table 5.17: Amount of energy generation by type (in MW-hours)
Run Wind PV Hydro Other Renewables Thermal
1 3,879,288 1,538,765 28,384,646 7,600,044 35,429,320
2 7,854,992 1,808,521 28,417,825 7,313,851 27,166,688
3 9,909,172 2,047,675 28,415,187 6,455,732 16,087,149
4 8,487,580 2,179,537 28,382,587 6,356,993 15,150,208
5 11,429,472 3,166,952 28,417,302 6,935,606 27,327,345
6 6,765,287 3,773,287 28,415,951 7,621,048 43,975,170
7 9,098,631 2,819,529 28,417,867 7,347,028 32,835,991
8 8,036,077 2,610,278 72,325,188 7,428,559 29,165,969
9 3,317,259 1,508,974 22,279,608 5,838,633 29,140,970
Total 68,777,762 21,453,522 293,456,166 62,897,499 256,278,812
Share 9.78% 3.15% 41.65% 9.95% 35.46%
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Table 5.18: Cost Comparison 2024 (in mil. $)
Day Weight Startup Cost Scaled Startup Cost Reserve Cost Scaled Reserve Cost
194 10 6.920 69.201 .205 2.054
197 13 7.561 98.293 .694 8.442
203 6 8.107 48.647 .564 3.384
151 2 6.664 13.329 .386 0.773
169 5 9.094 45.470 .490 2.451
170 10 6.801 68.015 .406 4.060
78 3 9.965 29.896 .325 0.977
113 16 5.999 95.995 .147 2.358
142 4 5.253 21.012 .208 .834
30 15 10.955 164.235 .492 7.387
7 29 6.566 190.416 .526 1.526
15 26 9.076 235.976 .738 19.189
211 7 8.364 58.550 .843 5.902
202 7 7.526 52.687 .781 5.472
227 9 9.756 87.811 1.050 9.456
2 15 7.355 110.331 .462 6.941
4 12 9.826 117.921 .526 6.319
1 14 12.066 168.925 .564 7.897
132 9 2.798 25.190 .099 0.891
77 17 3.634 61.782 .111 1.889
92 14 4.497 62.960 .162 2.280
13 13 8.151 10.597 .366 4.769
42 6 7.493 42.961 .318 1.912
195 22 6.819 150.018 .378 8.326
19 3 12.778 38.335 1.028 3.084
345 6 14.021 84.128 1.071 6.428
18 9 12.354 111.187 .855 7.703
198 7 14.710 102.974 .754 5.281
208 6 7.400 44.403 .568 3.408
205 6 12.124 72.746 1.153 6.921
23 9 8.690 78.212 .347 3.129
14 14 5.153 72.154 .298 4.182
6 22 7.782 171.223 .231 5.099
Total 2911.10 170.48
Change 0.50% 1.3%
94
Table 5.19: Final Results (2024)
Metric Full Run Scaled Up representative run % change
Total Cost(in tril.$) 3.146 3.161 0.49%
Startup Cost(in bil.$) 2.897 2.911 0.50%
Reserve Cost(in bil.$) 0.16828 0.17048 1.3%
Wind Generation(GW-hrs) 68.77 62.88 -8.5%
PV Generation (GW-hrs) 21.45 17.25 -19.5%
Hydro (GW-hrs) 293.45 285.92 -2.5%
Other Renewables (GW-hrs) 62.89 62.73 -0.25%
Thermal(GW-hrs) 256.27 274.01 6.91%
Total Compute Time (mins) 392 27 -1351.8%
Figure 5.26: Comparison of costs for full year and representative periods run (2018)
Figure 5.27: Comparison of costs for full year and representative periods run (2024)
95
CHAPTER 6. CONCLUSIONS AND FUTURE DIRECTIONS
6.1 Summary
This work develops a method of finding representative days of a year which best represent the
correlated load and renewable generation data for a large electrical system. Chronological represen-
tations of power systems planning models are of utmost importance in today’s modern restructured
power system with high penetration of renewable. Traditional Expansion Planning models have
an embedded production cost model associated with the investment of new generation and trans-
mission resources using load blocks which do no take into account intertemporal constraints like
ramp rates and startup/shutdown times which play a vital role in the final. However, increasing
the fidelity of power system planning tools increases the computational time required to solve the
models and often running a chronological model for a full year becomes intractable. It is thus of
interest to select accurate representative periods in a year so that instead of running a full scale
model, power system planners can scale up the results of chronological production costing for those
representative periods of time. The main idea is to decrease the number of simulation periods to
an extent such that the results are still reliable. This problem has been tackled in prior literature
by selecting random seasonal time slices out of a full year of data or using clustering approaches
like kmeans, kmedoids or hierarchical clustering methods. Such methods suffer from selecting a
suboptimal set of representative periods. K means algorithms do not ignore data outliers hence
the the final clusters are not accurate. K medoids algorithms often lead to large heterogeneous
clusters and standalone hierarchical clustering techniques prove to be computationally taxing for
large datasets. Often these algorithms fail to identify the optimal clusters because of the “curse of
dimensionality”. In high dimension spaces, distance measures which are the backbone of clustering
algorithms do not work very well. In this work we develop a formal method to find the number of
optimal number of clusters on a reduced dimension dataset where the distance metrics make better
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sense. A combination of kmedoids and hierarchical clustering methods(called the kMHC algorithm)
are used on a dataset which has redundant correlations removed using the PCA algorithm. We
then test the results of the clustering algorithm using external metrics to validate the modified LDC
and also compare the results of the Production Cost model itself. We conclude that the scaled up
Netload duration curve of representative days have sufficiently small errors using some external
metrics and that the results of the Production Cost Model for the reduced set of periods have a
sufficiently small error when scaled up and compared to a full year run of the same model.
6.2 Future Directions of work
• This study has been conducted for the WECC subsystem. Similar analysis could be done for
other regions of North America and the world.
• We make several assumptions about the generator parameters (in section 3.3) like linearizing
the cost curves, assuming the initial on/off times, ramping rates, minimum up/down times
due to unavailability of data. Although obtaining the generator data for a large system like
the WECC is a complicated task, exact input data can increase the accuracy of the analysis
by a significant amount.
• We use the gap statistic metric to find the optimal number of kmedoids clusters in the dataset.
The pros and cons of using other metrics for obtaining the exact number of clusters while
implementing the k-medoids algorithm could be explored.
• We have used the PCA method for a deterministic dimension reduction algorithm. For vary-
ing netload data and different possible future scenarios of renewable penetration stochastic
dimension reduction techniques like t-SNE which converts similarities between data points
to joint probabilities and tries to minimize the Kullback-Leibler divergence between the joint
probabilities of the low-dimensional embedding and the high-dimensional data can be ex-
plored.
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• The existing Production Cost Model can be expanded to include transmission constraints if
correct transmission line data is obtained. (The transmission constraints are already included
in the code available in the GitHub repository). We have validated the choice of representative
periods by comparing Production Costs and portfolio of generation but this analysis could
be extended to compare LMP (Locational Marginal Prices) at each bus.
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APPENDIX A. PRODUCTION COSTING CODE
The Production Costing Code formulation in GAMS is presented below. The main aim of ap-
pendix A and B is to make this research reproducible for the wider power systems community. All
relevant generator data used for this model can be found at https://github.com/soummyaroy1/SCUC.
SET
INTERVAL
BUS
GEN
PVGEN
WINDGEN
THERMALGEN
RESERVEGEN
GENPARAM
COSTCURVEPARAM
SYSPARAM
BLOCK
GENBLOCK
BRANCH
;
ALIAS (BUS, BUS2,BUS3 ) ;
SET
BRANCHBUS(BRANCH, ∗ , ∗ ) MAPPING OF BRANCH AND BUSES
GENBUS(BUS, ∗ ) MAPPING OF GENS AND THEIR BUSES
THERMALGENBUS(BUS,THERMALGEN)
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RESERVEGENBUS(BUS,RESERVEGEN)
;
SCALAR
INTERVAL LENGTH
NUMINTERVAL
RESERVETIME
VOLL
;
PARAMETERS
SYSTEMVALUE
INTERVAL MINUTES(∗ )
BLOCK COST(∗ ,∗ ,∗ )
BLOCK CAP(∗ ,∗ ,∗ )
NOLOADCOST(∗ ,∗ )
STARTUPCOST(∗ ,∗ )
RESERVECOST(∗ ,∗ )
COST CURVE(∗ ,∗ )
LOAD(∗ )
LOADB(∗ ,∗ )
GENVALUE(∗ ,∗ ,∗ )
VG FORECAST(∗ ,∗ )
;
PARAMETERS
RESERVELEVEL(INTERVAL)
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;
PARAMETERS
CAPACITY FACTOR PV(INTERVAL)
CAPACITY FACTOR WIND(INTERVAL)
RAMPRATE(∗ ,∗ )
SURAMPRATE(∗ ,∗ )
MINRUNTIME(∗ ,THERMALGEN)
MINDOWNTIME(∗ ,THERMALGEN)
INITIALONPERIOD(∗ ,∗ )
INITIALOFFPERIOD(∗ ,∗ )
INITIALSTATUS(∗ ,∗ )
;
PARAMETERS
REACTANCE(∗ ,∗ ,∗ ) REACTANCE OF THE BRANCHES
FLOWLIMITS(∗ ,∗ ,∗ ) LINEFLOW LIMITS
;
$GDXIN GENERAL MODEL INPUT
$ load GEN
$ load BUS
$ load PVGEN
$ load WINDGEN
$ load THERMALGEN
$ load RESERVEGEN
$ load GENPARAM
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$ load COSTCURVEPARAM
$ load BLOCK
$ load GENBLOCK
$ load BRANCH
$GDXIN DASCUCINPUT1
$ load BLOCK COST
$ load BLOCK CAP
$ load NOLOADCOST
$ load STARTUPCOST
$ load RESERVECOST
$ load COST CURVE
$ load BRANCHBUS
$ load GENBUS
$GDXIN DASCUCINPUT2
$ load INTERVAL LENGTH
$ load NUMINTERVAL
$ load INTERVAL MINUTES
$ load GENVALUE
$ load INTERVAL
$ load LOAD
$ load LOADB
$ load VG FORECAST
$ load CAPACITY FACTOR PV
$ load CAPACITY FACTOR WIND
$ load RAMPRATE
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$ load SURAMPRATE
$ load MINRUNTIME
$ load MINDOWNTIME
$ load RESERVETIME
$ load INITIALONPERIOD
$ load INITIALOFFPERIOD
$ load INITIALSTATUS
$ load REACTANCE
$ load FLOWLIMITS
$ load VOLL
ALIAS (INTERVAL,H) ;
ALIAS (GEN,G) ;
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ MIN RUN/DOWN TIME PARAMETERS∗∗∗∗∗∗∗∗∗∗
SET CHAR /CH1∗CH2/ ;
PARAMETER UNIT(BUS,THERMALGEN,CHAR) ;
PARAMETER UNIT2(BUS,THERMALGEN,CHAR) ;
UNIT(BUS,THERMALGEN, ’CH1’ ) = NUMINTERVAL;
UNIT(BUS,THERMALGEN, ’CH2’ ) = (MINRUNTIME(BUS,THERMALGEN)−
INITIALONPERIOD(BUS,THERMALGEN))∗
INITIALSTATUS(BUS,THERMALGEN) ;
PARAMETER GJ(BUS,THERMALGEN) ;
GJ(BUS,THERMALGEN) = SMIN(CHAR,UNIT(BUS,THERMALGEN,CHAR) ) ;
UNIT2(BUS,THERMALGEN, ’CH1’ ) = NUMINTERVAL;
UNIT2(BUS,THERMALGEN, ’CH2’ ) = (MINDOWNTIME(BUS,THERMALGEN)−
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INITIALOFFPERIOD(BUS,THERMALGEN))∗(1−INITIALSTATUS(BUS,THERMALGEN) ) ;
PARAMETER FJ(BUS,THERMALGEN) ;
FJ(BUS,THERMALGEN) =
SMIN(CHAR, UNIT2(BUS,THERMALGEN,CHAR) ) ;
∗ $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
∗DECLARE GEN AND MAIN VARIABLES
VARIABLES
PRODCOST
OPCOST BY INTERVAL(INTERVAL)
TOTAL RESERVE(INTERVAL)
PNLS(∗ ,INTERVAL)
LINEFLOW(∗ ,∗ ,∗ ,INTERVAL)
;
POSITIVE VARIABLES
GEN OPCOST BY INTERVAL(∗ ,∗ ,INTERVAL)
GEN BLOCK SCHEDULE(∗ ,∗ ,BLOCK,INTERVAL)
GEN SCHEDULE(∗ ,∗ ,INTERVAL)
NOLOADCOST BY INTERVAL(INTERVAL)
STARTUPCOST BY INTERVAL(INTERVAL)
SHUTDOWNCOST BY INTERVAL(INTERVAL)
RESERVECOST BY INTERVAL(INTERVAL)
TLCOST(INTERVAL)
GEN RESERVE SCHEDULE(∗ ,RESERVEGEN,INTERVAL)
BRANCH SLACK1(BRANCH,INTERVAL)
110
BRANCH SLACK2(BRANCH,INTERVAL)
;
VARIABLES
UNIT STARTUP(∗ ,∗ ,INTERVAL)
UNIT STATUS(∗ ,∗ ,INTERVAL)
UNIT SHUTDOWN(∗ ,∗ ,INTERVAL)
;
VARIABLES
NET INJECTION(∗ ,INTERVAL)
SLACK1(BUS,INTERVAL)
;
VARIABLES
THETA(∗ ,INTERVAL)
;
UNIT STATUS.UP(BUS,GEN,INTERVAL) = 1 ;
UNIT STATUS.LO(BUS,GEN,INTERVAL) = 0 ;
UNIT STARTUP.UP(BUS,GEN,INTERVAL) = 1 ;
UNIT STARTUP.LO(BUS,GEN,INTERVAL) = 0 ;
UNIT SHUTDOWN.UP(BUS,GEN,INTERVAL) = 1 ;
UNIT SHUTDOWN.LO(BUS,GEN,INTERVAL) = 0 ;
THETA.UP(BUS,INTERVAL) = 180 ;
THETA.LO(BUS,INTERVAL) = −180;
THETA.UP(BUS2,INTERVAL) = 180 ;
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THETA.LO(BUS2,INTERVAL) = −180;
$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
EQUATIONS
OBJ1
OPCOSTA(INTERVAL)
OPCOSTB(∗ ,∗ ,INTERVAL)
NLCOST(INTERVAL)
STUPCOST(INTERVAL)
RESCOST(INTERVAL)
TRANSCOST(INTERVAL)
Q LOAD BALANCE(INTERVAL) GENERATION GREATER THAN OR EQUAL TO LOAD
Q GENTOTAL(∗ ,∗ ,INTERVAL) TOTAL BLOCK GENERATION EQUALS SCHEDULE
Q GEN BLOCK LIMIT1(∗ ,∗ ,BLOCK,INTERVAL) FOR BLOCK 1
Q GEN BLOCK LIMIT2(∗ ,∗ ,BLOCK,INTERVAL) FOR OTHER BLOCKS
Q GENLIMIT HIGH(∗ ,∗ ,INTERVAL) CAPACITY CONSTRAINT
Q GENLIMIT HIGH2(∗ ,∗ ,INTERVAL) CAPACITY CONSTRAINT WITH RESERVES
Q VARIABLE FORECAST PV(∗ ,∗ ,INTERVAL) CAPACITY FACTOR CONSTRAINT
Q VARIABLE FORECAST WIND(∗ ,∗ ,INTERVAL) CAPACITY FACTOR CONSTRAINT
Q RAMP RATE UP BASIC(∗ ,GEN,INTERVAL) RAMP UP LIMIT(SU)
Q RAMP RATE DOWN BASIC(∗ ,GEN,INTERVAL) RAMP DOWN LIMIT
Q RAMP RATE DOWN2(∗ ,GEN,INTERVAL) SD RAMPS
Q MIN RUN TIME(∗ ,THERMALGEN,INTERVAL) MIN RUN TIME CONSTRAINT
Q MIN RUN TIME2(∗ ,THERMALGEN,INTERVAL) MIN RUN TIME FOR ENDING INTERVALS
Q UPTIME1(∗ ,THERMALGEN) UT CONSTRAINT 1
Q UPTIME2(∗ ,THERMALGEN) UT CONSTRAINT 2
Q UPTIME3(∗ ,THERMALGEN,INTERVAL) UT CONSTRAINT 3
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Q DNTIME1(∗ ,THERMALGEN) DT CONSTRAINT 1
Q DNTIME2(∗ ,THERMALGEN) DT CONSTRAINT 2
Q DNTIME3(∗ ,THERMALGEN,INTERVAL) DT CONSTAINT 3
Q COMMITMENT HARD HI(∗ ,GEN,INTERVAL)
Q COMMITMENT HARD LO(∗ ,GEN,INTERVAL)
Q STARTUP(∗ ,GEN,INTERVAL) TO DETERMINE STARTUP SHUTDOWN VARIABLES
Q STARTUP2(∗ ,GEN,INTERVAL) TO DETERMINE STARTUP SHUTDOWN
VARIABLES FOR INTERVAL 0
Q STARTUP3(∗ ,GEN,INTERVAL) MAKE SURE UNIT CANNOT SU AND SD SIMULTANEOUSLY
Q RESERVE CAPABILITY1(∗ ,RESERVEGEN,INTERVAL) RESERVE
SCHEDULE LIES WITHIN UPPER LIMIT
Q RESERVE TOTAL(INTERVAL)
Q RESERVE BALANCE1(INTERVAL) SUM OF RESERVES
EQUAL(OR GREATER) TO REQUIREMENT
Q RESERVE BALANCE2(INTERVAL) SUM OF RESERVES
IS LESSER(OR EQUAL) TO MAX ALLOWABLE RESERVE CAPACITY
Q RESERVE RAMPUP LIMIT(∗ ,RESERVEGEN,INTERVAL) RESERVE RAMPUP LIMIT
Q NETINJ(BUS,INTERVAL) NET INJECTION AT EACH BUS
Q POWBAL2(∗ ,INTERVAL)
Q FLOWCALC(BRANCH,BUS, BUS2,INTERVAL) DC PF EQUATION
QMAXFLOW(BRANCH,BUS, BUS2,INTERVAL) MAX FLOW
Q MINFLOW(BRANCH,BUS, BUS2,INTERVAL) MIN FLOW
;
OBJ1 . .
PRODCOST =E= SUM(INTERVAL, OPCOST BY INTERVAL(INTERVAL)+
NOLOADCOST BY INTERVAL(INTERVAL)+
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STARTUPCOST BY INTERVAL(INTERVAL)+RESERVECOST BY INTERVAL(INTERVAL) )
;
OPCOSTA(INTERVAL ) . .
OPCOST BY INTERVAL(INTERVAL) =E= SUM( (BUS,GEN) $ (GENBUS(BUS,GEN) )
, GEN OPCOST BY INTERVAL(BUS,GEN,INTERVAL) )
;
OPCOSTB(BUS,GEN,INTERVAL) $ (GENBUS(BUS,GEN) ) . .
GEN OPCOST BY INTERVAL(BUS,GEN,INTERVAL) =E=
SUM(BLOCK, BLOCK COST(BUS,GEN,BLOCK)∗
GEN BLOCK SCHEDULE(BUS,GEN,BLOCK,INTERVAL) )
;
NLCOST(INTERVAL ) . .
NOLOADCOST BY INTERVAL(INTERVAL) =E= SUM( (BUS,THERMALGEN)
$ (GENBUS(BUS,THERMALGEN) ) , UNIT STATUS(BUS,THERMALGEN,INTERVAL)
∗NOLOADCOST(BUS,THERMALGEN)
∗GENVALUE(BUS,THERMALGEN, ”CAPACITY”))
;
STUPCOST(INTERVAL ) . .
STARTUPCOST BY INTERVAL(INTERVAL) =E= SUM( (BUS,GEN) $ (GENBUS(BUS,GEN) )
, UNIT STARTUP(BUS,GEN,INTERVAL)∗STARTUPCOST(BUS,GEN) )
;
RESCOST(INTERVAL ) . .
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RESERVECOST BY INTERVAL(INTERVAL) =E= SUM( (BUS,RESERVEGEN)
$GENBUS(BUS,RESERVEGEN) , GEN RESERVE SCHEDULE(BUS,RESERVEGEN,INTERVAL)
∗RESERVECOST(BUS,RESERVEGEN) )
;
TRANSCOST(INTERVAL ) . .
TLCOST(INTERVAL) =E= SUM(BUS, (VOLL∗SLACK1(BUS,INTERVAL) ) ) / 1 E6 ;
;
Q LOAD BALANCE(INTERVAL ) . .
SUM( (BUS,GEN) $ (GENBUS(BUS,GEN) )
,GEN SCHEDULE(BUS,GEN,INTERVAL) ) =G= LOAD(INTERVAL)
;
Q GENTOTAL(BUS,GEN,INTERVAL) $ (GENBUS(BUS,GEN) ) . .
GEN SCHEDULE(BUS,GEN,INTERVAL)
=E= SUM(BLOCK,GEN BLOCK SCHEDULE(BUS,GEN,BLOCK,INTERVAL) )
;
Q GEN BLOCK LIMIT1(BUS,GEN,BLOCK,INTERVAL)
$ (ORD(BLOCK) EQ 1 AND GENBUS(BUS,GEN) ) . .
GEN BLOCK SCHEDULE(BUS,GEN,BLOCK,INTERVAL) =L= BLOCK CAP(BUS,GEN,BLOCK)
;
Q GEN BLOCK LIMIT2(BUS,GEN,BLOCK,INTERVAL)
$ (ORD(BLOCK) GT 1 AND GENBUS(BUS,GEN) ) . .
GEN BLOCK SCHEDULE(BUS,GEN,BLOCK,INTERVAL)
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=L= BLOCK CAP(BUS,GEN,BLOCK) − BLOCK CAP(BUS,GEN,BLOCK−1)
;
Q GENLIMIT HIGH(BUS,GEN,INTERVAL) $ (GENBUS(BUS,GEN) ) . .
GEN SCHEDULE(BUS,GEN,INTERVAL) =L=
GENVALUE(BUS,GEN, ”CAPACITY”)∗
UNIT STATUS(BUS,GEN,INTERVAL) ;
;
Q GENLIMIT HIGH2(BUS,RESERVEGEN,INTERVAL)
$ (GENBUS(BUS,RESERVEGEN) ) . .
GEN SCHEDULE(BUS,RESERVEGEN,INTERVAL)
+ GEN RESERVE SCHEDULE(BUS,RESERVEGEN,INTERVAL)
=L= UNIT STATUS(BUS,RESERVEGEN,INTERVAL)∗
GENVALUE(BUS,RESERVEGEN, ”CAPACITY”)
;
Q VARIABLE FORECAST PV(BUS,PVGEN,INTERVAL) $
(GENBUS(BUS,PVGEN) ) . .
GEN SCHEDULE(BUS,PVGEN,INTERVAL)
=L= GENVALUE(BUS,PVGEN, ”CAPACITY”)∗
CAPACITY FACTOR PV(INTERVAL)
;
Q VARIABLE FORECAST WIND(BUS,WINDGEN,INTERVAL)
$ (GENBUS(BUS,WINDGEN) ) . .
GEN SCHEDULE(BUS,WINDGEN,INTERVAL) =L= GENVALUE(BUS,WINDGEN, ”CAPACITY”)∗
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CAPACITY FACTOR WIND(INTERVAL)
;
Q RAMP RATE UP BASIC(BUS,GEN,INTERVAL)
$ (ORD(INTERVAL) GT 1 AND GENBUS(BUS,GEN) ) . .
GEN SCHEDULE(BUS,GEN,INTERVAL) −
GEN SCHEDULE(BUS,GEN,INTERVAL−1) =L= (RAMPRATE(BUS,GEN)∗60
UNIT STATUS(BUS,GEN,INTERVAL−1)
+ UNIT STARTUP(BUS,GEN,INTERVAL)∗SURAMPRATE(BUS,GEN)∗60)
;
Q RAMP RATE DOWN BASIC(BUS,GEN,INTERVAL) $
(ORD(INTERVAL) GT 1 AND GENBUS(BUS,GEN) ) . .
GEN SCHEDULE(BUS,GEN,INTERVAL) −
GEN SCHEDULE(BUS,GEN,INTERVAL−1) =G=
−1∗ (RAMPRATE(BUS,GEN)∗60∗
UNIT STATUS(BUS,GEN,INTERVAL−1))
;
Q RAMP RATE DOWN2(BUS,GEN,INTERVAL)
$ (ORD(INTERVAL) LT NUMINTERVAL AND
GENBUS(BUS,GEN) ) . .
GEN SCHEDULE(BUS,GEN,INTERVAL)
=L= (UNIT STATUS(BUS,GEN,INTERVAL)−
UNIT SHUTDOWN(BUS,GEN,INTERVAL+1))∗
GENVALUE(BUS,GEN, ”CAPACITY”) +
UNIT SHUTDOWN(BUS,GEN,INTERVAL)∗
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SURAMPRATE(BUS,GEN)∗60
;
Q MIN RUN TIME(BUS,THERMALGEN,INTERVAL)
$ (ORD(INTERVAL) LE CARD(INTERVAL)−
MINRUNTIME(BUS,THERMALGEN)+1 AND
GENBUS(BUS,THERMALGEN) ) . .
SUM(H$ ( (ORD(H) GE ORD(INTERVAL) )
AND (ORD(H) LE ORD(INTERVAL)+
MINRUNTIME(BUS,THERMALGEN)−1)) ,
UNIT STATUS(BUS,THERMALGEN,INTERVAL) )
=G= MINRUNTIME(BUS,THERMALGEN)∗
(UNIT STATUS(BUS,THERMALGEN,INTERVAL) − UNIT STATUS(BUS,THERMALGEN,INTERVAL−1))
;
Q MIN RUN TIME2(BUS,THERMALGEN,INTERVAL)
$ (ORD(INTERVAL) GE CARD(INTERVAL)−
MINRUNTIME(BUS,THERMALGEN)+2 AND GENBUS(BUS,THERMALGEN) ) . .
SUM(H$ ( (ORD(H) GE (ORD(INTERVAL) ) )
AND (ORD(H) LE CARD(INTERVAL) ) ) ,
UNIT STATUS(BUS,THERMALGEN,H) )
=G= (CARD(INTERVAL) − ORD(INTERVAL)+1)∗ (UNIT STATUS(BUS,THERMALGEN,INTERVAL)
− UNIT STATUS(BUS,THERMALGEN,INTERVAL−1))
;
Q UPTIME1(BUS,THERMALGEN)
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$ (GJ(BUS,THERMALGEN)>0 AND GENBUS(BUS,THERMALGEN) ) . .
SUM(INTERVAL$(ORD(INTERVAL) LE GJ(BUS,THERMALGEN) ) ,
1−UNIT STATUS(BUS,THERMALGEN,INTERVAL) ) =E= 0
;
Q UPTIME2(BUS,THERMALGEN)
$ (MINRUNTIME(BUS,THERMALGEN)>1 AND GENBUS(BUS,THERMALGEN) ) . .
SUM(INTERVAL$(ORD(INTERVAL) > NUMINTERVAL−MINRUNTIME(BUS,THERMALGEN)+1)
,UNIT STATUS(BUS,THERMALGEN,INTERVAL)−
UNIT STARTUP(BUS,THERMALGEN,INTERVAL) ) =G= 0
;
Q UPTIME3(BUS,THERMALGEN,INTERVAL)
$ (GENBUS(BUS,THERMALGEN) AND
ORD(INTERVAL)>GJ(BUS,THERMALGEN)
AND ORD(INTERVAL)<NUMINTERVAL−MINRUNTIME(BUS,THERMALGEN)+2
AND NOT(GJ(BUS,THERMALGEN)>NUMINTERVAL−
MINRUNTIME(BUS,THERMALGEN) ) ) . .
SUM(H$ ( (ORD(H)>ORD(INTERVAL)−1) AND (ORD(H)<ORD(INTERVAL)+
MINRUNTIME(BUS,THERMALGEN) ) ) ,
UNIT STATUS(BUS,THERMALGEN,INTERVAL) ) =G= MINRUNTIME(BUS,THERMALGEN)∗
UNIT STARTUP(BUS,THERMALGEN,INTERVAL)
;
Q DNTIME1(BUS,THERMALGEN)
$ (FJ(BUS,THERMALGEN)>0 AND GENBUS(BUS,THERMALGEN) ) . .
SUM(INTERVAL$(ORD(INTERVAL) LE FJ(BUS,THERMALGEN) ) ,
119
UNIT STATUS(BUS,THERMALGEN,INTERVAL) ) =E= 0
;
Q DNTIME2(BUS,THERMALGEN)
$ (MINDOWNTIME(BUS,THERMALGEN)>1 AND GENBUS(BUS,THERMALGEN) ) . .
SUM(INTERVAL$(ORD(INTERVAL) > NUMINTERVAL−MINDOWNTIME(BUS,THERMALGEN)+1) ,
1−UNIT STATUS(BUS,THERMALGEN,INTERVAL)−
UNIT SHUTDOWN(BUS,THERMALGEN,INTERVAL) ) =G= 0
;
Q DNTIME3(BUS,THERMALGEN,INTERVAL)
$ (GENBUS(BUS,THERMALGEN) AND
ORD(INTERVAL)>FJ(BUS,THERMALGEN) AND ORD(INTERVAL)<
NUMINTERVAL−MINDOWNTIME(BUS,THERMALGEN)+2 AND NOT(FJ(BUS,THERMALGEN)>
NUMINTERVAL−MINDOWNTIME(BUS,THERMALGEN) ) ) . .
SUM(H$ ( (ORD(H)>ORD(INTERVAL)−1) AND (ORD(H)<ORD(INTERVAL)+
MINDOWNTIME(BUS,THERMALGEN) ) ) ,
1−UNIT STATUS(BUS,THERMALGEN,INTERVAL) ) =G= MINDOWNTIME(BUS,THERMALGEN)∗
UNIT SHUTDOWN(BUS,THERMALGEN,INTERVAL)
;
Q COMMITMENT HARD HI(BUS,GEN,INTERVAL) $ (GENBUS(BUS,GEN) ) . .
UNIT STATUS(BUS,GEN,INTERVAL) =G= 0
;
Q COMMITMENT HARD LO(BUS,GEN,INTERVAL) $ (GENBUS(BUS,GEN) ) . .
UNIT STATUS(BUS,GEN,INTERVAL) =L= 1
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;
Q STARTUP(BUS,GEN,INTERVAL) $ (ORD(INTERVAL) GT 1 AND GENBUS(BUS,GEN) ) . .
UNIT STARTUP(BUS,GEN,INTERVAL) −
UNIT SHUTDOWN(BUS,GEN,INTERVAL) =E=
UNIT STATUS(BUS,GEN,INTERVAL) − UNIT STATUS(BUS,GEN,INTERVAL−1)
;
Q STARTUP2(BUS,GEN,INTERVAL) $ (ORD(INTERVAL) EQ 1 AND GENBUS(BUS,GEN) ) . .
UNIT STARTUP(BUS,GEN,INTERVAL) −
UNIT SHUTDOWN(BUS,GEN,INTERVAL) =E=
UNIT STATUS(BUS,GEN,INTERVAL) −
GENVALUE(BUS,GEN, ” INITIAL STATUS”)
;
Q STARTUP3(BUS,GEN,INTERVAL) $ (GENBUS(BUS,GEN) ) . .
UNIT STARTUP(BUS,GEN,INTERVAL) +
UNIT SHUTDOWN(BUS,GEN,INTERVAL) =L= 1
;
∗$$$$$$$$$$$$ RESERVES $$$$$
Q RESERVE CAPABILITY1(BUS,RESERVEGEN,INTERVAL)
$ (GENBUS(BUS,RESERVEGEN) ) . .
GEN RESERVE SCHEDULE(BUS,RESERVEGEN,INTERVAL)
=L= GENVALUE(BUS,RESERVEGEN, ”CAPACITY”)
− GEN SCHEDULE(BUS,RESERVEGEN,INTERVAL)
;
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Q RESERVE TOTAL(INTERVAL ) . .
TOTAL RESERVE(INTERVAL) =E= SUM( (BUS,RESERVEGEN) $
(GENBUS(BUS,RESERVEGEN) ) ,
GEN RESERVE SCHEDULE(BUS,RESERVEGEN,INTERVAL) )
;
Q RESERVE BALANCE1(INTERVAL ) . .
TOTAL RESERVE(INTERVAL) =G= 0.02 ∗ LOAD(INTERVAL)
;
Q RESERVE BALANCE2(INTERVAL ) . .
TOTAL RESERVE(INTERVAL) =L= .1∗SUM( (BUS,RESERVEGEN) $
(GENBUS(BUS,RESERVEGEN) ) ,
GENVALUE(BUS,RESERVEGEN, ”CAPACITY”))
;
Q RESERVE RAMPUP LIMIT(BUS,RESERVEGEN,INTERVAL) $ (ORD(INTERVAL) GT 1
AND GENBUS(BUS,RESERVEGEN) ) . .
(GEN RESERVE SCHEDULE(BUS,RESERVEGEN,INTERVAL)−
GEN RESERVE SCHEDULE(BUS,RESERVEGEN,INTERVAL−1))/(RESERVETIME/60) =L=
RAMPRATE(BUS,RESERVEGEN)∗60∗UNIT STATUS(BUS,RESERVEGEN,INTERVAL)
;
$$$$$$$$$$ TRANSMISSION CONSTRAINTS(2/5) $$$$$
Q NETINJ(BUS,INTERVAL ) . .
−SUM(BRANCHBUS(BRANCH,BUS,BUS2) ,
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LINEFLOW(BRANCHBUS,INTERVAL))+
SUM(BRANCHBUS(BRANCH, BUS2,BUS) ,
LINEFLOW(BRANCHBUS,INTERVAL) ) + SUM(GENBUS(BUS,GEN) ,
GEN SCHEDULE(GENBUS,INTERVAL) ) =E=
LOADB(BUS,INTERVAL) + SLACK1(BUS,INTERVAL) ;
THETA.FX(”10011” , INTERVAL)=0;
Q FLOWCALC(BRANCHBUS(BRANCH,BUS,BUS2) ,INTERVAL ) . .
REACTANCE(BRANCH,BUS,BUS2)∗
LINEFLOW(BRANCH,BUS, BUS2,INTERVAL)
=E= THETA(BUS,INTERVAL) − THETA(BUS2,INTERVAL)
;
Q MINFLOW(BRANCHBUS(BRANCH,BUS, BUS2) ,INTERVAL ) . .
LINEFLOW(BRANCH,BUS, BUS2,INTERVAL) =G= −1∗FLOWLIMITS(BRANCH,BUS,BUS2)
;
QMAXFLOW(BRANCHBUS(BRANCH,BUS,BUS2) ,INTERVAL ) . .
LINEFLOW(BRANCH,BUS, BUS2,INTERVAL)
=L= FLOWLIMITS(BRANCH,BUS, BUS2)
;
MODEL SCUC/
OBJ1
OPCOSTA
OPCOSTB
NLCOST
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STUPCOST
RESCOST
TRANSCOST
Q LOAD BALANCE
Q GENTOTAL
Q GEN BLOCK LIMIT1
Q GEN BLOCK LIMIT2
Q GENLIMIT HIGH
Q GENLIMIT HIGH2
Q VARIABLE FORECAST PV
Q VARIABLE FORECAST WIND
Q RAMP RATE UP BASIC
Q RAMP RATE DOWN BASIC
Q RAMP RATE DOWN2
Q MIN RUN TIME
Q MIN RUN TIME2
Q UPTIME1
Q UPTIME2
Q UPTIME3
Q DNTIME1
Q DNTIME2
Q DNTIME3
Q COMMITMENT HARD HI
Q COMMITMENT HARD LO
Q STARTUP
Q STARTUP2
Q STARTUP3
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Q RESERVE CAPABILITY1
Q RESERVE TOTAL
Q RESERVE BALANCE1
Q RESERVE BALANCE2
Q RESERVE RAMPUP LIMIT
Q NETINJ
∗Q POWBAL2
Q FLOWCALC
Q MINFLOW
QMAXFLOW
/ ;
SCUC. i t e r l i m =500000;
SCUC. optcr = 0 . 0 1 ;
SCUC. r e s l i m = 18000 ;
opt ion s o l v e l i n k =0;
SCUC. o p t f i l e = 1 ;
heap l imi t = 200000000;
Option limrow= 1000 ;
SOLVE SCUC USING MIP MINIMIZING PRODCOST;
EXECUTE UNLOAD ’SCUCRESULTS’ ,GEN BLOCK SCHEDULE,
,GEN RESERVE SCHEDULE,GEN OPCOST BY INTERVAL,
NOLOADCOST BY INTERVAL,STARTUPCOST BY INTERVAL,
LINEFLOW,PNLS,THETA;
SCUC. savepo int = 2 ;
Option MIP = cplex ;
EXECUTE ’=GDX2ACCESS SCUCRESULTS.GDX’
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APPENDIX B. KMHC CLUSTERING CODE
All data files used for implementing this piece of code can be found at https://github.com/soummyaroy1/SCUC.
c l e a r a l l
c l o s e a l l
load = x l s r e ad ( 'Tr i a l . x l sx ' , 'CACV2024' , 'A2 : JK8785' ) ;
%% V i s u a l i z a t i o n
f i g u r e (1 ) ;
imagesc ( load )
s u r f ( load , ' edgeco l o r ' , 'none' ) ; view (2) ;
c = co l o rba r ;
c . Label . S t r ing = 'NetLoad (MW) ' ;
x l a b e l ( 'Bus Number' ) ;
y l a b e l ( 'hour o f the year ' ) ;
%%
loadsum = [ ] ;
hrs = s i z e ( load , 1 ) ;
f o r i = 1 : 1 : hrs
loadsum ( i , 1 ) = sum( load ( i , : ) , 2 ) ; % sum of loads a c r o s s a l l buses
f o r hour i
end
%%
A = reshape ( loadsum , [ 2 4 , 3 6 6 ] ) ;
X = A' ;
[ n ,m] = s i z e (X) ;
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meanrow = mean(X) ;
Xbar = ones ( s i z e (X, 1 ) ,1 ) * meanrow ;
B = X − Xbar ; % mean centred data
C = (B'*B) /(n−1) ; % covar iance mat o f rows o f B
[ v , lambda ] = e i g (C) ; %e igendecompos i t ion o f C
lambdav1 = v ( : , 1 ) . '*C*v ( : , 1 ) ; %v e r i f y i f matching l ead ing e i g enva lue
[U, S ,V] = svd (B, 'econ' ) ;
[ v1 , lambda1 ] = e i g (X'*X) ;
[ U1 , S1 , V1 ] = svd (X, 'econ' ) ;
lambdav2 = v1 ( : , 1 ) . '*X'*X*v1 ( : , 1 ) ; %v e r i f y i f matching l ead ing
e i g enva lue
s i g s = diag (S) ;
beta = s i z e (B, 2 ) / s i z e (B, 1 ) ;
thresh = optimal SVHT coef ( beta , 0 ) * median ( s i g s ) ;
f i g u r e (2 )
semi logy ( s i g s , '−ok' , 'LineWidth' , 1 . 5 )
g r id on ; hold on ;
xlim ( [ 0 l ength ( s i g s ) ] ) ;
yl im ( [ 1 10ˆ6 ] )
semi logy ( s i g s ( s i g s>thresh ) , ' ro ' , 'LineWidth' , 1 . 5 )
p l o t ([−20 l ength ( s i g s ) ] , [ thre sh thresh ] , 'b−−' , 'LineWidth' , 2 )
x l a b e l ( 'Threshold ' ) ;
y l a b e l ( 'modes' ) ;
[ c o e f f , score , exp la ined ] = pca ( z s c o r e (X) ) ;
%%
Xreduced = sco r e ( : , 1 : 9 ) ;
myfunc = @(Xreduced ,K) ( kmedoids ( Xreduced ,K, 'Star t ' , 'sample' ) ) ;
127
rng ( ' d e f a u l t ' ) ;
eva = e v a l c l u s t e r s ( Xreduced , myfunc , 'gap' , 'KList' , [ 3 : 1 5 ] , 'SearchMethod' ,
'globalMaxSE' )
rng ( ' d e f a u l t ' ) ;
f i g u r e (3 )
p l o t ( eva )
x l a b e l ( 'Number o f C lu s t e r s ' )
y l a b e l ( 'Gap C r i t e r i o n S t a t i s t i c Value' )
%%
f i g u r e (2 )
subplot ( 1 , 2 , 1 ) , semi logy ( diag (S) , 'k' )
t i t l e ( ' ( a ) ' , 'FontSize ' , 15) ;
x l a b e l ( 'mode' ) ;
y l a b e l ( 'S ingu la r Value' ) ;
subplot ( 1 , 2 , 2 ) , p l o t (cumsum( diag (S) ) /sum( diag (S) ) , 'k' )
t i t l e ( ' (b) ' , 'Fonts i z e ' , 15) ;
x l a b e l ( 'mode' ) ;
y l a b e l ( 'Cumulative Energy' ) ;
%% KMHC c l u s t e r i n g
rng ( ' d e f a u l t ' ) ;
[ idx ,C, midx ] = kmedoids ( Xreduced , eva . OptimalK ) ;
rng ( ' d e f a u l t ' ) ;
f o r i =1: eva . OptimalK
thours ( i )=sum( idx==i ) ; % number o f hrs in c l u s t e r
end
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f i g u r e (4 )
bar ( thours ) ;
x l a b e l ( 'Clus te r number' ) ;
y l a b e l ( 'Hours in c l u s t e r ' ) ;
%% H i e r a r c h i c a l c l u s t e r i n g
X1=Xreduced ( idx ==1 ,:) ; X2=Xreduced ( idx ==2 ,:) ; X3=Xreduced ( idx ==3 ,:) ; X4=
Xreduced ( idx ==4 ,:) ;
X5=Xreduced ( idx ==5 ,:) ; X6=Xreduced ( idx ==6 ,:) ; X7=Xreduced ( idx ==7 ,:) ; X8=
Xreduced ( idx ==8 ,:) ;
X9=Xreduced ( idx ==9 ,:) ; X10=Xreduced ( idx ==10 ,:) ; X11=Xreduced ( idx ==11 ,:) ;
Y1 = pd i s t (X1) ;
squareform (Y1) ;
Z1 = l i n k a g e (Y1 , 'ward' ) ;
T1 = c l u s t e r (Z1 , 'maxclust ' , 3 ) ;
c u t o f f 1 = median ( [ Z1 ( end−2 ,3) Z1 ( end−1 ,3) ] ) ;
Y2 = pd i s t (X2) ;
squareform (Y2) ;
Z2 = l i n k a g e (Y2 , 'ward' ) ;
T2 = c l u s t e r (Z2 , 'maxclust ' , 3 ) ;
c u t o f f 2 = median ( [ Z2 ( end−2 ,3) Z2 ( end−1 ,3) ] ) ;
Y3 = pd i s t (X3) ;
squareform (Y3) ;
Z3 = l i n k a g e (Y3 , 'ward' ) ;
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T3 = c l u s t e r (Z3 , 'maxclust ' , 3 ) ;
c u t o f f 3 = median ( [ Z3 ( end−2 ,3) Z3 ( end−1 ,3) ] ) ;
Y4 = pd i s t (X4) ;
squareform (Y4) ;
Z4 = l i n k a g e (Y4 , 'ward' ) ;
T4 = c l u s t e r (Z4 , 'maxclust ' , 3 ) ;
c u t o f f 4 = median ( [ Z4 ( end−2 ,3) Z4 ( end−1 ,3) ] ) ;
Y5 = pd i s t (X5) ;
squareform (Y5) ;
Z5 = l i n k a g e (Y5 , 'ward' ) ;
T5 = c l u s t e r (Z5 , 'maxclust ' , 3 ) ;
c u t o f f 5 = median ( [ Z5 ( end−2 ,3) Z5 ( end−1 ,3) ] ) ;
Y6 = pd i s t (X6) ;
squareform (Y6) ;
Z6 = l i n k a g e (Y6 , 'ward' ) ;
T6 = c l u s t e r (Z6 , 'maxclust ' , 3 ) ;
c u t o f f 6 = median ( [ Z6 ( end−2 ,3) Z6 ( end−1 ,3) ] ) ;
Y7 = pd i s t (X7) ;
squareform (Y7) ;
Z7 = l i n k a g e (Y7 , 'ward' ) ;
T7 = c l u s t e r (Z7 , 'maxclust ' , 3 ) ;
c u t o f f 7 = median ( [ Z7 ( end−2 ,3) Z7 ( end−1 ,3) ] ) ;
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Y8 = pd i s t (X8) ;
squareform (Y8) ;
Z8 = l i n k a g e (Y8 , 'ward' ) ;
T8 = c l u s t e r (Z8 , 'maxclust ' , 3 ) ;
c u t o f f 8 = median ( [ Z8 ( end−2 ,3) Z8 ( end−1 ,3) ] ) ;
Y9 = pd i s t (X9) ;
squareform (Y9) ;
Z9 = l i n k a g e (Y9 , 'ward' ) ;
T9 = c l u s t e r (Z9 , 'maxclust ' , 3 ) ;
c u t o f f 9 = median ( [ Z9 ( end−2 ,3) Z9 ( end−1 ,3) ] ) ;
Y10 = pd i s t (X10) ;
squareform (Y10) ;
Z10 = l i n k a g e (Y10 , 'ward' ) ;
T10 = c l u s t e r ( Z10 , 'maxclust ' , 3 ) ;
c u t o f f 1 0 = median ( [ Z10 ( end−2 ,3) Z10 ( end−1 ,3) ] ) ;
Y11 = pd i s t (X11) ;
squareform (Y11) ;
Z11 = l i n k a g e (Y11 , 'ward' ) ;
T11 = c l u s t e r ( Z11 , 'maxclust ' , 3 ) ;
c u t o f f 1 1 = median ( [ Z11 ( end−2 ,3) Z11 ( end−1 ,3) ] ) ;
f i g 1 = f i g u r e (5 ) ;
subplot ( 5 , 1 , 1 )
dendrogram (Z1 , 'ColorThreshold ' , c u t o f f 1 )
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subplot ( 5 , 1 , 2 )
dendrogram (Z2 , 'ColorThreshold ' , c u t o f f 2 )
subplot ( 5 , 1 , 3 )
dendrogram (Z3 , 'ColorThreshold ' , c u t o f f 3 )
subplot ( 5 , 1 , 4 )
dendrogram (Z4 , 'ColorThreshold ' , c u t o f f 4 )
subplot ( 5 , 1 , 5 )
dendrogram (Z5 , 'ColorThreshold ' , c u t o f f 5 )
han1=axes ( f i g1 , ' v i s i b l e ' , ' o f f ' ) ;
han1 . T i t l e . V i s i b l e='on' ;
han1 . XLabel . V i s i b l e='on' ;
han1 . YLabel . V i s i b l e='on' ;
y l a b e l ( han1 , 'Height o f Linkages ' ) ;
x l a b e l ( han1 , 'Elements o f kmedoid c l u s t e r ' ) ;
t i t l e ( han1 , 'H i e r a r c h i c a l c l u s t e r i n g o f K medoids c l u s t e r s ' ) ;
f i g 2 = f i g u r e (6 ) ;
subplot ( 6 , 1 , 1 )
dendrogram (Z6 , 'ColorThreshold ' , c u t o f f 1 )
subplot ( 6 , 1 , 2 )
dendrogram (Z7 , 'ColorThreshold ' , c u t o f f 2 )
subplot ( 6 , 1 , 3 )
dendrogram (Z8 , 'ColorThreshold ' , c u t o f f 3 )
subplot ( 6 , 1 , 4 )
dendrogram (Z9 , 'ColorThreshold ' , c u t o f f 4 )
subplot ( 6 , 1 , 5 )
dendrogram ( Z10 , 'ColorThreshold ' , c u t o f f 5 )
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subplot ( 6 , 1 , 6 )
dendrogram ( Z11 , 'ColorThreshold ' , c u t o f f 5 )
han2=axes ( f i g2 , ' v i s i b l e ' , ' o f f ' ) ;
han2 . T i t l e . V i s i b l e='on' ;
han2 . XLabel . V i s i b l e='on' ;
han2 . YLabel . V i s i b l e='on' ;
y l a b e l ( han2 , 'Height o f Linkages ' ) ;
x l a b e l ( han2 , 'Elements o f kmedoid c l u s t e r ' ) ;
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APPENDIX C. EVALUATING METRICS
c l e a r a l l
c l o s e a l l
%% read in va lue s
load = x l s r e ad ( ' h i e r a r c h i c a l w e i g h t s . x l sx ' , '366 24 2024 ' , 'A1 : X366' ) ;
%loadm = x l s r ea d (' h i e r a r c h i c a l w e i g h t s . x lsx ' , 'newNLDC 2024' , 'A1 : X366') ;
loadm = x l s r ea d ( ' h i e r a r c h i c a l w e i g h t s . x l sx ' , '2024 h e u r i s t i c ' , 'A1 : X366' ) ;
%%
load hour ly = reshape ( load ' , [ 8784 1 ] ) ;
loadm hourly = reshape ( loadm ' , [ 8784 1 ] ) ;
%%
hrs = s i z e ( load hour ly , 1 ) ;
s o r t e d l o a d h o u r l y = s o r t ( load hour ly , 'descend ' ) ;
t = ( 1 : 1 : hrs ) ' ;
f i g u r e (1 ) ;
p l o t ( t , s o r t ed l oad hour ly , 'LineWidth' , 1 ) ;
hold on
sorted loadm hour ly = s o r t ( loadm hourly , 'descend ' ) ;
p l o t ( t , sortedloadm hour ly , 'LineWidth' , 1 . 5 ) ;
t i t l e ( 'NLDC of 3 h e u r i s t i c a l l y s e l e c t e d weeks :2024 ' ) ;
x l a b e l ( 'hours (1−8760)' ) ;
y l a b e l ( 'net load (MW) ' ) ;
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legend ( 'Actual 8760 hour data' , 'Sca led up data from h e u r i s t i c a l l y
s e l e c t e d weeks' ) ;
%% Metr ics
REE = abs ( ( sum( s o r t e d l o a d h o u r l y )−sum( sorted loadm hour ly ) ) /sum(
s o r t e d l o a d h o u r l y ) ) ;
NRMSE = s q r t ( ( sum( so r t ed l oad hour ly−sorted loadm hour ly ) ) ˆ2/ hrs ) /(max(
s o r t e d l o a d h o u r l y )−min ( s o r t e d l o a d h o u r l y ) ) ;
rdc hour ly = [ ] ; rdc hourlym = [ ] ;
f o r i = 2 : hrs
rdc hour ly ( i −1) = s o r t e d l o a d h o u r l y ( i ) − s o r t e d l o a d h o u r l y ( i −1) ;
i = i +1;
end
f o r i = 2 : hrs
rdc hourlym ( i −1) = sorted loadm hour ly ( i ) − sorted loadm hour ly ( i −1) ;
i = i +1;
end
NRMSE RDC = s q r t ( ( sum( rdc hour ly '−rdc hourlym ') ) ˆ2/ hrs ) /(max( rdc hour ly
')−min( rdc hour ly ) ) ;
