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the Heston stochastic volatility and that with the Cox-Ingersoll-Ross (CIR) stochastic
interest rate are both considered. Due to the complexity of both problems, resulting
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1 Introduction
A bond is an instrument that can be treated as the issuer borrowing money from the
holders for a pre-specified period. If a clause is added to the contract so that the holders
can choose to convert the bond into a predetermined number of stocks or not, it then
becomes a convertible bond (CB). While it provides a great incentives to a bond holder to
invest in CBs rather than a conventional bond, this additional right of the holder indeed
makes its pricing problem much more complicated, since the bond price and the optimal
conversion price1 should be determined simultaneously.
In 1973, Black & Scholes [3] proposed to model the underlying price with a geometric
Brownian motion (GBM) for the option pricing problem, and shortly after, Ingersoll [25]
and Brennan & Schwartz [4] considered the valuation problem of CBs with the firm value
being taken as underlying variable following this particular Black-Scholes (B-S) model.
This approach was improved by McConnel & Schwartz [30] by replacing the firm value
with the stock price as the underlying variable since the firm value can not be directly
observed in real markets. Since then, various approaches have been proposed to price CBs.
For example, Nyborg [32] obtained a closed-form solution under the B-S model for a simple
convertible bond, which can only be converted at maturity, while Zhu [43] presented an
analytical solution under the same model for a convertible bond, which can be converted
at any time on or before maturity, using the homotopy analysis method.
If the issuer or the holder of a CB is entitled with some additional rights, different
kinds of CBs will be formulated, such as callable CBs, puttable CBs, resettable CBs and
so on, making the corresponding pricing problem even more complex. Thus, numerical
methods must be adopted in most cases. For example, Tsiveriotis & Fernandes [38] priced
the cash-only CBs by applying the finite difference method on the coupled B-S equations.
Ohtake et al. [33] presented the definitions of the call and reset clause, depending on which
1The optimal conversion price is referred to as the critical stock price beyond which the holder will
choose to convert the bond into stocks.
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resettable CBs were considered by Kimura & Shinohara [26] with the Monte Carlo method.
Recently, Zhu et al. [45] derived an integral equation formulation for pricing the puttable
convertible bond.
Of course, the B-S model is usually not adequate to model the underlying price, and
one of the most popular approaches is to introduce additional random variables into the
B-S model, which can mainly be divided into two categories, i.e., stochastic interest rate
models and stochastic volatility models. Examples in the former category include the
Merton model [31], CEV model [9, 12], Vasicek model [39], Dothan model [15], Brennan-
Schwartz model [5], CIR-VR model [10], GBM model [29] and CIR model [11], while the
Heston model [20] and Hull-White model [21] are very popular among many others included
in the latter category. Unfortunately, the additional random variables make the pricing
problem much more complicated, and thus the numerical methods are often resorted to in
these cases. In particular, the finite difference approach [42], the finite element approach
[2], the finite volume approach [47], the binomial tree method [7, 23] and the Monte Carlo
simulation method [1, 28] have already been adopted to price the convertible bonds under
these complex models.
Another popular numerical approach is the predictor-corrector scheme [6, 35]. It is a
method to solve the ordinary differential equation (ODE) with two steps; a prediction step
computing the value of the function at a preceding set of points to obtain the value of
this function at a subsequent point, and then a correction step refining the value of the
unknown function at the same subsequent point using a suitable approach. In other words,
it is a method with suitable association of an implicit scheme and an explicit scheme. In
fact, this method has already been applied to solve the pricing problem of the security
instruments, even though the governing equations for these pricing problems are all partial
differential equations (PDEs). A typical example is provided in [46], where Zhu & Zhang
chose a suitable combination of a prediction scheme and a correction scheme to obtain a
new scheme for evaluating American options under the B-S model. On the other hand, the
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Alternating Direction Implicit (ADI) method is a very useful technique to solve the PDEs
on the rectangular domains [13, 14, 22, 34], especially for the parabolic ones as for the other
two cases the problem can become quite complex [37]. Fortunately, the equations governing
the prices of financial derivatives under most existing models, including the B-S model and
the stochastic volatility/interest-rate models, are all parabolic differential equations, and
thus the ADI method is ideal to be utilized for these pricing problems [18, 24].
In this paper, we adopt a particular predictor-corrector scheme, constructed by the
two methods mentioned above being combined together with the ADI scheme used as
the correction step. It was proposed by Zhu & Chen [44] in solving the pricing problem of
American puts with stochastic volatility, which was utilized by Chen et al [8] for the pricing
of the stock loan with stochastic interest rate. In order to determine the price of CBs, we
firstly establish two PDE systems for the price of CBs under a stochastic volatility and a
stochastic interest rate model, respectively. Since the moving boundary exists in both of
the two systems, Landau transform [27] is used to transform the free boundary problem
into a fixed one, at the cost of the original linear PDE becoming a nonlinear one, after
which the predictor-corrector scheme is adopted for each time step to convert the nonlinear
PDE into two linearized difference equations associated with the prediction and correction
phase, respectively. For the prediction step, an explicit Euler scheme is used to predict the
value of the optimal conversion boundary, and at the correction step, the value of the bond
is then determined through the ADI scheme, based on which the correction of the optimal
conversion boundary is obtained. Another contribution of this paper is the proposition of
the boundary conditions along the volatility and interest rate direction, which contribute
to the development of the closed PDE system for pricing CBs under stochastic volatility
and interest rate models.
The paper is organized as follows. In Section 2, the pricing problem for CBs under a
stochastic volatility model is considered, presenting the numerical scheme as well as the
numerical results we obtain. In Section 3, how to price CBs under a stochastic interest
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rate model is illustrated. Concluding remarks are given in the last section.
2 Pricing convertible bonds with stochastic volatility
In this section, the pricing problem of convertible bonds when the volatility is made to
be another random variable is discussed. We will use the Heston model as an example to
illustrate this since the processes in solving the pricing problem under different stochastic
volatility models are very similar and the Heston model is one of the most popular models.
In the following, the PDE system governing the price of the CBs is firstly set up and
then how to obtain the predictor-corrector scheme with the ADI method to value the CBs
are illustrated, after which the accuracy of the proposed method is demonstrated through
numerical experiments and the properties of the CBs with stochastic volatility are also
studied.
2.1 The PDE system under the Heston model
To build the PDE system for pricing a CB, the dynamics of the adopted model should be
specified first. Let St be the underlying asset price, and then its dynamic under a risk-
neutral measure is assumed to satisfy the following stochastic different equation (SDE):
dSt = (r −D0)Stdt+
√
vtStdW1, (2.1)
where r is the risk-free interest rate and D0 is the continuous dividend rate. W1 is a
standard Brownian motion, and vt is the stochastic volatility, which is governed by the
following SDE:
dvt = κ(η − vt)dt+ σ
√
vtdW2, (2.2)
with κ denoting the rate of relaxation to this mean, η representing the long time mean
of vt, and σ being the volatility of volatility. W2 is also a standard Brownian motion,
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being correlated W1 with ρ ∈ [−1, 1]. It should be noted that as vt represents the value of
volatility, it should be greater than 0, and thus the so-called Feller condition [16] should
be imposed here to ensure that vt > 0 almost surely, which requires that the parameters
of the volatility process satisfy κη > 1
2
σ2. If the value of the bond is denoted by U(S, v, t),




















− rU + ∂U
∂t
= 0. (2.3)
The terminal condition for Equation (2.3) is actually the payoff function of CBs
U(S, v, T ) = max{CRS, Z}, (2.4)
where CR is the conversion ratio and Z is the face value of the bond. According to the
definition of a convertible bond, its holder can choose to convert it into a pre-determined
number of stocks when the stock price is high enough, and thus the continuation region
should be S ∈ (0, Sf (v, t)], with Sf (v, t) being the optimal conversion price. Therefore,
boundary conditions should be imposed along S = 0 and S = Sf (v, t). When S = 0,
the holder would never choose conversion, and instead, the bond would be held until the
expiry so that the holder could receive the face value. In this sense, taking into account
the discounting factor, the value of a CB should satisfy
lim
S→0
U(S, v, t) = Ze−r(T−t). (2.5)
The boundary conditions at the optimal conversion boundary S = Sf (v, t) can be derived
using the no-arbitrage argument [40]
U(Sf (v, t), v, t) = CR · Sf (v, t), (2.6)
∂U
∂S
(Sf (v, t), v, t) = CR. (2.7)
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It should be noted that all of the conditions mentioned above are very similar to that
under the B-S model, and the main difference between the B-S model and the stochastic
volatility model is that the bond price and the optimal conversion price are both the
functions of the volatility for the stochastic volatility model. Therefore, the boundary









(S, v, t) = 0. (2.9)
We would like to explain a bit on how we choose the boundary conditions in the direction
of v. On one hand, for the boundary condition at v = 0, it needs to be pointed out that
this boundary condition is not necessary if the Fichera function [17] along v = 0 satisfies
κη − σ2
2




. Clearly, when the Feller condition is imposed, no boundary condition along
v = 0 is needed as the system is already closed. However, if one only analyzes PDE (2.3),
values of κ, η and σ can of course be selected such that κη < σ2
2
, in which case a certain
boundary condition is still needed to ensure the uniqueness of the solution. Therefore,
financial arguments will be used to derive an appropriate boundary condition for this case.
The solution of SDE (2.1) when v = 0 can be approximated as, S = e(r−D0)tS0, there is
virtually no risk with the underlying asset. This demonstrates that if CRS > Ze−r(T−t),
there is no sense to hold the bond, and it should be exercised immediately, implying that
the bond price at this situation is CRS. In contrast, if CRS ≤ Ze−r(T−t), the bond should be
held until the expiry and its value should be Ze−r(T−t) instead. Therefore, both cases show
that the boundary condition at v = 0 is limv→0 U(S, v, t) = max{CRS, Ze−r(T−t)}. On the
other hand, when the volatility approaches infinity, the bond price should be independent
of the volatility change, otherwise, the bond price will reach infinity, since the bond price
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is an increasing function with respect to the volatility.
Combining all the discussions above, the PDE system for pricing a CB under the Heston


















+ κ(η − v)∂U
∂v
− rU + ∂U
∂t
= 0,
U(S, v, T ) = max{CRS, Z},
lim
S→0
U(S, v, t) = Ze−r(T−t),
U(Sf (v, t), v, t) = CR · Sf (v, t),
∂U
∂S
(Sf (v, t), v, t) = CR,
lim
v→0





(S, v, t) = 0,
(2.10)
for S ∈ (0, Sf (v, t)], v ∈ (0,∞) and t ∈ [0, T ]. In the following, we are going to present
the details on how to apply the predictor-corrector method with ADI scheme on the PDE
system governing the value of CBs.
It should be remarked that although CBs considered in this paper and American put
options discussed in [44] are both American-style financial derivatives, the corresponding
pricing PDE systems are quite different because of the nature of the two contracts. The
main difference that distinguishes the two PDE systems is the domain of the underlying
price; our PDE system is restricted on a finite domain, S ∈ (0, Sf (v, t)], as CBs are similar
to American call options, while the PDE system presented in [44] holds on a semi-infinite
domain, S ∈ (Sf (v, t),∞).
2.2 Discretize the PDE system
In this subsection, the PDE system is discretized with some rules. Before discretization,
it should be noted that one of the boundaries of System (2.10) in the direction of S is
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not fixed, which poses an obstacle in applying the predictor-corrector method. Therefore,
a classical transform, Landau transform [27], i.e. x = ln( S
Sf
), should be adopted to this
PDE system to solve this issue, and at the same time the value of the optimal conversion
boundary is now a part of the solution. Moreover, a simple transform, τ = T − t, is
also applied to the PDE system to change the terminal condition problem to an initial
counterpart. In addition, another transform, V (x, v, τ) = U(x, v, τ)− Ze−rτ , is also made
here so that the PDE system (2.10) can be rewritten as

LV (x, v, τ) = 0,
V (x, v, 0) = max{CR · Sf (v, 0) · ex − Z, 0},
lim
x→−∞
V (x, v, τ) = 0,
V (0, v, τ) = CR · Sf (v, τ)− Ze−rτ ,
∂V
∂x
(0, v, τ) = CR · Sf (v, τ),
lim
v→0





(x, v, τ) = 0,
(2.11)






























































+κ(η − v) ∂
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− r − ∂
∂τ
. (2.12)



















with which L can be represented by






































σ2vβ + r −D0 − κ(η − v)ξ, (2.18)
e(v) = κ(η − v). (2.19)
Before our approach can be applied to obtain the numerical solution, System (2.11)
should be discretized first. Specifically, the semi-infinite domain should be firstly truncated
into a finite one as follows
{(x, v, τ)|x ∈ [xmin, 0], v ∈ [0, vmax], τ ∈ [0, T ]}, (2.20)
and the values of xmin and vmax will be chosen when we present the numerical results.
Then, the finite domain will be separated into Nτ uniform grids in the direction of τ , Nx












τn = n∆τ, with τ0 = 0 and τNτ = T, (2.22)
xi = xmin + i∆x, with x0 = xmin and xNx = 0, (2.23)
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vj = j∆v, with v0 = 0 and vNv = vmax. (2.24)
In this case, the value of the unknown functions at a grid point, V (xi, vj, τn) and Sf (vj, τn),
are denoted as V (n)i,j and S
(n)
f (j), respectively, for i = 0, 1, · · · , Nx, j = 0, 1, · · · , Nv and
n = 0, 1, · · · , Nτ .
In order to apply our numerical method, we now classify the entire domain into two
parts, with the first one being the interior of the domain
D = {(xi, vj)|i = 1, · · · , Nx − 1, j = 1, · · · , Nv − 1}, (2.25)
and another one representing the boundaries. For each grid point in D, the standard
central difference scheme and the second-order half-central difference scheme are used to
approximate the first-order derivative (including the cross-derivative) and the second-order





































































For the boundary part, it is easy to deal with the Dirichlet boundary conditions, while
it is quite difficult to approximate the Neumann boundary condition. This is because in













whereas it is impossible to obtain the value of V (n)Nx+1,j. Therefore, we have to use an
alternative approach, the so-called one-sided difference, instead of the central one. It is a
form of extrapolation that determines the value of the unknown function on the boundary
in terms of its values at the interior grid points [37]. With the use of the Taylor series, we

































































is expressed in the form of the values for V (n)Nx−2,j, V
(n)
Nx−1,j, and the
unknown boundary value V (n)Nx,j approximately. In summary, the finite difference equation































− rV (n)i,j ,
V
(0)
i,j = max{CR · S
(0)
f (j)e

















= CR · S(n)f (j),
V
(n)
i,0 = max{CR · S
(n)
f (0)e































σ2vjβj + r −D0 − κ(η − vj)ξj, (2.39)




















It should be remarked here that the boundary condition in the FDE system is changed
from the Neumann one to the Dirichlet counterpart when v → ∞. This can be explained
by nothing that the initial Neumann boundary condition implies that the value of the bond
at v → ∞ should be a constant (independent on v), and such a constant should be equal
to 0 since the holder will not choose to convert the bond as the market is too volatile and
the bond price in this case should equal to Ze−rτ , or in other words, limv→∞ V (x, v, τ) = 0.
Another thing should also be noted that the time derivatives have not been discretized











, respectively, in the process of applying the predictor-
corrector scheme, the details of which are illustrated in the next two subsections.
2.3 Numerical scheme for the prediction step
It should be pointed out that the PDE system (2.35) is a linear one if the values of the
optimal conversion price S(n)f are known at the beginning of the (n + 1)th step, in which
case the bond price at the (n+1)th step can be directly derived. Thus, the prediction step
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that is used to predict the value of the optimal conversion boundary is actually a process
of linearizing the nonlinear PDE system.




= CR · S(n)f (j)− Ze
−rτn , (2.44)











Then, we can obtain










⇒ CR · S(n)f (j) =


























(3− 2∆x) · CR
. (2.46)
If we assume the values of the bond and its optimal conversion boundary at the nth
time step are known, the optimal conversion boundary at the (n + 1)th time step can be









(3− 2∆x) · CR
. (2.47)
With this newly obtained expression, if the explicit Euler scheme and the implicit Euler

















































} − r∆τV (n)i,j , i = Nx − 2, Nx − 1. (2.48)
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After some complex computation, the predicted value of the optimal conversion boundary
at (n+ 1)th time step, S̃f
(n+1)


















F = I+∆τ [ajδxx + bjδvv + cjδxv + (dj −
1
∆τ
)δx + ejδv]− r∆τ. (2.50)
Here, all the derivatives are replaced by the corresponding δ∗. Therefore, the predicted




= CR · S̃f
(n+1)
(j)− Ze−rτn+1 . (2.51)
In summary, the value of the optimal conversion boundary and the bond price on this
boundary can be predicted by Equation (2.50) and Equation (2.51), respectively, with
which the algorithm of ADI method is used to obtain all the values at the (n+ 1)th time




by using the newly obtained V (n+1)Nx−2 and V
(n+1)
Nx−1 .
2.4 Numerical scheme for the correction step
In this subsection, ADI method is utilized for the correction step. As mentioned above,
this method is a very useful technique to solve PDEs on rectangular domains, especially
for the parabolic ones. Moreover, what we choose in this study is the Douglas-Rachford
(D-R) method, whose accuracy is of first-order in time and second-order in space. Now,
the FDE should be rewritten, so that the ADI method can be applied
(I− ϕA1)(I− ϕA2)V (n+1) = [I+ A0 + (1− ϕ)A1 + A2]V (n) − (I− ϕA1)ϕA2V (n), (2.52)
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where ϕ ∈ [0, 1]. The procedures to obtain all operators, A0, A1 and A2, are left in
Appendix A. For the D-R method, there are two steps that need to be conducted before
we can obtain the final scheme. Firstly, we should calculate the intermediate value, Y ,
with the following equation
(I− ϕA1)Y = [I+ A0 + (1− ϕ)A1 + A2]V (n), (2.53)
where we fix the v direction. Then, the above equation can be simplified as
AYj = Pj + Bxj, (2.54)
with the details of A, Yj, Pj and Bxj being presented in Appendix B. It should be noted
that matrix A is a tridiagonal, and thus the Thomas algorithm [37] can be applied to
improve the speed and the accuracy of our method. It should also be pointed out that the
value Y is actually obtained by the loop of j and each Yj is a vector with (Nx + 1) × 1.
Once the value of Y is known, we can then compute V (n+1) from the following equation
(I− ϕA2)V (n+1) + ϕA2V (n) = Y, (2.55)
with the x direction being fixed. This equation can be further represented as
CV (n+1)i = Qi + Bvi, (2.56)
and the details of C, V (n+1)i , Qi and Bvi are left in Appendix C. Similarly to Equation
(2.54), Matrix C is also a tridiagonal, and the Thomas algorithm is utilized here again.
For this equation, the loop of i is used to obtain the value of V (n+1), leading to our desired
result, since it can be easily proved that solving Equation (2.54) and Equation (2.56)
means solving the initial Equation (2.52). Clearly, with these two steps illustrated in this
subsection, the algorithm to derive the corrector scheme has already been designed.
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In order to numerically implement our scheme in the next subsection, we need to make
it clear how to calculate the boundary value of the intermediate value Y , which is presented
as
Y0 = 0, (2.57)






= (I− ϕA2)(CR · S̃f
(n+1) − Ze−rτn+1) + ϕA2V (n)Nx , (2.58)
with the use of the predicted value of S̃f
(n+1). Clearly, this has completed the establishment
of the predictor-corrector scheme with the ADI method for pricing CBs if we combine the
predictor scheme presented in the previous subsection and the corrector scheme shown in
this subsection.
Figure 1: Schematic flow chart of the scheme.
To make it easier for readers to understand this approach, a schematic flow chart on




f and V (n) have been obtained from the last loop, the values of S̃f
(n+1) and Ṽ (n+1)Nx can
then be derived utilizing Equations (2.49) and (2.51), respectively, in the predictor phase.
Based on these, the value of V n+1 can be obtained using the ADI scheme, which also gives
rise to that of S(n+1)f , in the corrector phase. By repeating this process until the expiry
time, we are able to calculate all the values for the target bond prices as well as optimal
conversion boundary. Following this, we are now ready to conduct numerical experiments
to study the properties of CBs under the stochastic volatility model, the details of which
are shown in the next subsection.
Before we present any numerical results, it should be pointed out that the discussion
on the convergence of the scheme is omitted here as the PDE considered here is the same
as the one discussed in [44]. Interested readers are referred to [44] or Section 3.2 of this
paper for a similar discussion.
2.5 Numerical examples
In this subsection, the accuracy of our method is tested first, and then the numerical results
are provided to illustrate several properties of the convertible bond under a stochastic
volatility model. Unless otherwise stated, the parameters used are listed below:
• Face value Z = 10,
• Conversion ratio CR = 1,
• Maturity T = 1 (year),
• Risk-free annual interest rate r = 0.1,
• Rate of continuous dividend payment D0 = 0.07,
• Reversion rate κ = 1.5,
• Reversion level η = 0.16,
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• Volatility of the volatility σ = 0.4,
• Correlation factor ρ = 0.1.
Before we present the numerical results, it is necessary to determine the domain that we are
going to operate on. Although x can take any value being less than 0, we need to truncate
the semi-infinite domain into a finite one so as to implement our numerical scheme. As
mentioned in [40] that it suffices to set the minimum of x to be − ln 5, the domain of our
model is assumed as
{(x, v, τ)|x ∈ [− ln 5, 0]× [0, 1]× [0, 1]}. (2.59)
Here, setting vmax = 1 is sufficient and reasonable since the value of the volatility is usually
very small. After the domain is uniformly discretized, with the step size in the direction
of x, v and t being 101, 201 and 5001, respectively, the numerical results are presented in
the following. It should also be pointed out that all of our calculations in this paper are
done using Matlab R2017a on a PC with the following specifications: Intel(R) Core(TM),
i7-4790 CPU@3.60GHz 3.60 GHz, and 16.0 GB of RAM.
Table 1: Convergence test on the optimal conversion boundary
Volatility value (Nx,Nv,Nt) ADI IE Relative error
(25, 50, 1250) 12.8669 5.97× 10−3
v = 0.1 (50, 100, 2500) 12.8110 12.7905 1.61× 10−3
(100, 200, 5000) 12.7969 5.00× 10−4
(25, 50, 1250) 15.7500 6.17× 10−3
v = 0.2 (50, 100, 2500) 15.6796 15.6533 1.67× 10−3
(100, 200, 5000) 15.6618 5.38× 10−4
(25, 50, 1250) 21.2244 8.19× 10−3
v = 0.4 (50, 100, 2500) 21.1017 21.0519 2.36× 10−3
(100, 200, 5000) 21.0709 9.00× 10−4
To validate our numerical scheme, a degenerate case is considered as the benchmark,
where the volatility is a fixed value instead of being stochastic, and the values of the optimal
conversion boundary calculated with our method and those derived through the integral
equation approach [45] are displayed in both Table 1 and Figure 2. In particular, Table 1
19


























Figure 2: The comparison of the optimal conversion boundary obtained by our method
and that from the integral equation method [45], at v = 0.1.
shows the prices of the optimal conversion boundary at the current time, t = 0, and one
can easily observe that with the increase in the number of grid points, our results converge
to the benchmark, as the relative error between the two prices are decreasing. If we turn
to Figure 2, it is clear that both values match very well with each other, demonstrating
the accuracy of our method for this case. Of course, we still need to check whether our
approach works for the general case when the stochastic volatility is incorporated. Thus,
the values of CBs obtained from our method are also compared with those generated
through the Monte Carlo method, the results of which are presented in Figure 3. It can be
easily noticed that both prices are point-wisely close to each other, which certainly reflects
that our method is reliable. On the other hand, it should be point out that the average
CPU time consumed by the Monte Carlo method, with 100 time steps and 500, 000 sample
paths, is 10.3828 seconds, while it only takes 7.9× 10−7 seconds to produce one price with
the method introduced by this paper. Such a great difference certainly indicates that the
20























Figure 3: The comparison of the bond prices obtained by our method and those from the
Monte Carlo method, at t = 0 and v = 0.4.
proposed predictor-corrector scheme is much more efficient.
With the confidence in our approach, we are now studying the properties of the optimal
conversion boundary as well as the bond prices when the stochastic volatility is considered.
Depicted in Figure 4 and Figure 5 are the values of the optimal conversion boundary with
respect to the time to expiry and the volatility, respectively. An interesting phenomenon
that can be observed in Figure 4 is that the optimal conversion boundary is not a monotonic
increasing function of the time to expiry; it increases with the time to expiry when the
time to expiry is small, and it will show a downward trend once the time to expiry is large
enough. This is consistent with the theoretical result [41] that the value of the perpetual
optimal conversion boundary equals to zero. From the financial point of view, it can be
understood from the extreme case that when the time to expiry approaches infinity, the
current value of the face value is almost zero, implying that it is meaningless to continue
to hold the CB and the investor should convert it into stocks immediately. On the other
21




























Figure 4: The optimal conversion price.




























Figure 5: The optimal conversion price.
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hand, when we turn to Figure 5, it should be noted that the optimal conversion boundary
is always a monotonic increasing function of the volatility, no matter the value of the time
to expiry, which is reasonable since a higher volatility means a higher risk, leading to a






















Figure 6: The bond price at τ = 1.
What is shown in Figure 6 is the change of the bond price with respect to the volatility
and the underlying price, when the CB has not been converted into stocks. Clearly, no
matter what the value of the underlying asset is, the bond price is a monotonic increasing
function of the volatility as a larger volatility always implies a higher risk. Moreover,
a higher value of the underlying asset leads to the larger slope of the bond price with
respect to the volatility. In other words, the bond price is also an increasing function of
the underlying asset, when the volatility is fixed, which is also clearly presented in Figure
7. This is financially meaningful since when the underlying asset price increases, there will
be a higher probability for the holder to convert the bond, leading to the higher value of
the bond. Another phenomenon that can be noticed here is that increasing the value of
23































Figure 7: The bond price at τ = 1.
the volatility is actually increasing the value of the optimal conversion boundary, which
confirms the result presented in Figure 5.
3 Pricing convertible bonds with stochastic interest
rate
In this section, we study the pricing problem of the convertible bond with a stochastic
interest rate model (CIR model). Given the fact that the PDE system in this section is
very similar to that in the last section and the same predictor-corrector scheme will also
be utilized here, the details on some tedious but very similar computational processes are
thus omitted.
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3.1 The PDE system and its numerical scheme
We now begin by assuming that the stochastic interest rate satisfies the following SDE





where κ, η and ξ are the mean reversion speed, the long term mean and the volatility of
the interest rate, respectively, while W3 is another standard Brownian motion. Due to the
existence of √rt, the value of the interest rate should also be non-negative, and thus the
Feller condition should again be imposed here, which leads to κη > 1
2
ξ2. In addition, the
dynamics of the underlying asset price is assumed as
dSt = (rt −D0)Stdt+ σStdW 1t , (3.2)
which is the same as Equation (2.1) except that the constant volatility of the underlying
asset is denoted as σ. The correlation between W1 and W3 is also represented by ρ, which
can vary within [−1, 1]. In this case, if the bond price is denoted as U(S, r, t), its governing
25





















+ κ(η − r)∂U
∂r
− rU + ∂U
∂t
= 0,
U(S, r, T ) = max{CR · S, Z},
lim
S→0
U(S, r, t) = E[Ze−
∫ T
t r(s)ds|rt] , Z · F (r, t),
U(Sc(r, t), r, t) = CR · Sc(r, t),
∂U
∂S
(Sc(r, t), r, t) = CR,
lim
r→0
U(S, r, t) = UBS(S, t),
lim
r→∞
U(S, r, t) = 0,
(3.3)
where Sc(r, t) and UBS(S, t) are the optimal conversion boundary and the convertible bond













(r, t)− rF (r, t) = 0,
F (r, T ) = 1.
(3.4)
The solution to this PDE system can be found as
F (r, t) = eA(t)−B(t)r, (3.5)
where
A(t) = −κη{ 4
(m− κ)(m+ κ)
ln[










2m+ (κ+m)(em(T−t) − 1)
, (3.7)
2The PDE can be directly derived using the Feynman-Kac theorem, and it is slightly different from the
PDE discussed in [44] as the stochastic sources of the two problems are different. The boundary conditions
in the two PDEs are also different as the domains of the underlying price are distinct, which is resulted




κ+ 2ξ2, the derivation of which can be found in [19]. Before we proceed
further, it is necessary for us to explain the boundary conditions we gave in the system
in the direction of r. On one hand, for the boundary condition at r = 0, it needs to be
pointed out that this boundary condition is not necessary if the Fichera function [17] along
r = 0 satisfies κη − ξ2
2
≥ 0, while a boundary condition at r = 0 is needed to close the
system when κη < ξ2
2
. Again, there is no need to impose the Feller condition, a boundary
condition at r = 0. However, the PDE system itself does not require the satisfaction of
the Feller condition, and thus it is still necessary to present a suitable boundary condition
at r = 0. We adopt the bond price under the Black-Scholes model with r = 0 as an
approximation, which is based on an assumption that when O(κη∂U
∂r
) is much smaller
than the order of the other terms in (3.3) when r = 0, the resulting equation degenerates
to the Black-Scholes equation. On the other hand, when the value of the risk-free interest
rate goes to infinity, the best way to achieve the best return for an investor is leave the
money in a risk-free bank account, which implies that no one would invest in a convertible
bond, resulting in the bond value being equal to zero. It should also be noted that the
boundary conditions in the direction of S can be derived using a similar argument adopted
for the case of stochastic volatility. The boundary value along S = 0 is still equal to the
expectation of discounted face value, but it takes a different form because the interest rate
is now stochastic, making the discounting factor a random variable as well.
Now, applying the following transform
V (S, r, t) = U(S, r, t)− E[Ze−
∫ T
t r(s)ds|rt] = U(S, r, t)− Z · F (r, t), (3.8)
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+ κ(η − r)∂V
∂r
− rV + ∂V
∂t
= 0,
V (S, r, T ) = max{CR · S − Z, 0},
lim
S→0
V (S, r, t) = 0,
V (Sc(r, t), r, t) = CR · Sc(r, t)− Z · F (r, t),
∂V
∂S
(Sc(r, t), r, t) = CR,
lim
r→0
V (S, r, t) = UBS(S, t)− Z · F (0, t),
lim
r→∞
V (S, r, t) = 0.
(3.9)
Then, in order to transform the target PDE system to a dimensionless one and also trans-
form the free boundary problem into a fixed boundary one to facilitate the numerical
computation, we make the following transformation
τ = T − t, x = ln( S
Sc
), (3.10)
so that we have
L[V ] = 0,
V (x, r, 0) = max{CR · Sc(r, 0) · ex − Z, 0},
lim
x→−∞
V (x, r, τ) = 0,
V (0, r, τ) = CR · Sc(r, τ)− Z · F (r, τ),
∂V
∂x
(0, r, τ) = CR · Sc(r, τ),
lim
r→0
V (x, r, τ) = UBS(Sc(0, τ) · ex, τ)− Z · F (0, τ),
lim
r→∞














































ξ2rβ + r −D0 − κ(η − r)ζ, (3.16)



















Since this system is very similar to the last one, the FDE system is directly provided below































− rjV (n)i,j ,
V
(0)
i,j = max{CR · S
(0)




























with the divided finite domain being {(xi, rj, τn)|xi = xmin+ i∆x, for i = 0, · · · , Nx; rj =








and ∆τ = T
Nτ






























ξ2rjβ + rj −D0 − κ(η − rj)ζj, (3.23)




















In order to numerically solve the PDE system, we are now ready to set up the predictor-
corrector scheme again with two steps. We will first briefly discuss how the predictor scheme
can be established, which has the effect of linearizing the nonlinear PDE system (3.19).
By using the boundary conditions at x = 0














= CR · S(n)c (j)− Z · F (n)(j), (3.29)
we can further obtain










⇒ CR · S(n)c (j) =















⇒ S(n)c (j) =
3Z · F (n)(j)− V (n)Nx−2,j + 4V
(n)
Nx−1,j
(3− 2∆x) · CR
. (3.30)
Therefore, if we assume the value of the bond and that of the optimal conversion boundary
at nth time step are known, then the optimal conversion price at (n+ 1)th time step can
be expressed
S(n+1)c (j) =
3Z · F (n+1)(j) + 4V (n+1)Nx−1,j − V
(n+1)
Nx−2,j
(3− 2∆x) · CR
. (3.31)

































c (j)− S(n)c (j)











} − rj∆τV (n)i,j , i = Nx − 2, Nx − 1. (3.32)





















F = I+∆τ [ajδxx + bjδrr + cjδxr + (dj −
1
∆τ
)δx + ejδr]− rj∆τ. (3.34)
Here, all the derivatives are again replaced by the corresponding δ∗. Hence, the predicted




= CR · S̃c
(n+1)
(j)− Z · F (n+1)(j). (3.35)
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By now, the numerical scheme for the prediction step, where the optimal conversion
price is predicted via Equation (3.34), and the bond price at x = 0 is predicted through
Equation (3.35), have been obtained, and the next step is to correct the values of S(n+1)c




Nx−1 at the prediction step using the ADI
technique.
We are now again presenting the numerical scheme for the correction step directly,
while omitting the details for the derivation. In order to apply the ADI method, the FDE
also needs to be reformulated as
(I− ϕA1)(I− ϕA2)V (n+1) = [I+ A0 + (1− ϕ)A1 + A2]V (n) − (I− ϕA1)ϕA2V (n), (3.36)
where the definitions of all operators, A0, A1 and A2, are left in Appendix D. For the
adopted D-R method, two steps should be taken into consideration. Firstly, we should fix
the r direction, and a intermediate value, Y , satisfies the following equation
(I− ϕA1)Y = [I+ A0 + (1− ϕ)A1 + A2]V (n), (3.37)
should be determined. Simplifying this equation leads to
AYj = Pj + Bxj, (3.38)
with the definitions of A, Yj, Pj and Bxj left in Appendix E, and solving the set of equations
here will give the value of Y . Once the value of Y is known, the value of V (n+1) can be
obtained from the following equation
(I− ϕA2)V (n+1) + ϕA2V (n) = Y, (3.39)
with the x direction being fixed. To deal with the above equation, it is again transformed
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into a set of equations
CV (n+1)i = Qi + Bri, (3.40)
with the details of C, V (n+1)i , Qi and Bri left in Appendix F. Of course, it is also easy to
show that solving Equation (3.38) and Equation (3.40) means solving the initial Equation
(3.36). In order to numerically implement our scheme, we need to make it clear how to
calculate the boundary value of the intermediate value Y , which is presented as
Y0 = 0, (3.41)






= (I− ϕA2)(CR · S̃c
(n+1) − Z · F (n+1)) + ϕA2V (n)Nx , (3.42)
with the use of the predicted value of S̃c
(n+1). With the numerical scheme being established
for the PDE system governing the bond price under the stochastic interest rate model, we
are now ready to conduct numerical experiments, the details of which are presented in the
following subsection. It should be pointed out that the implementation of this scheme is
very similar to that of the one for the case of stochastic volatility, and thus the schematic
flow chart for this case is omitted here as it can be similarly established as Figure 1.
3.2 Convergence of the proposed scheme
According to the Lax Equivalence Theorem [36], the the convergence of a numerical scheme
is equivalent to its consistency and stability. Although the consistency of our approach is
very straightforward to prove and thus details are omitted, the proof of stability is not so
trivial, since we are applying a hybrid finite difference scheme to a problem with variable
coefficients. Following the discussion in [44], the stability requirements of the explicit Euler
scheme Equation (3.32) and the ADI scheme Equations (3.37) and (3.39) is presented in
this subsection, based on which a conditional stability of the predictor-corrector scheme is
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established, using the local von Neumann stability analysis.
Although the von Neumann stability analysis is often restricted to problems with con-
stant coefficients, the conditions for the stability of constant coefficient schemes can be
used to impose stability conditions for the same scheme applied to equations with variable
coefficients. This is mainly because instability is essentially a local phenomenon with the
high frequency modes being the most unstable ones that would result in the collapse of a
numerical scheme [36]. In this case, for the stability of a variable coefficient problem, one
would only need to discuss frozen coefficient problems with constant coefficients obtained
by fixing the coefficients at their values attained at each grid point in the computational
domain. The target variable coefficient problem can be regarded as stable if each frozen
coefficient problem is stable [36]. For simplicity, we do not take into account the overall
effect of the boundary conditions between sub-domains in the following discussion.
As a prior step of the frozen coefficient technique, we need to “freeze” all the coefficients
of the governing equation in (3.19) across the whole computational domain for a typical
node (i, j, n) so that they can be treated as constants. Thus, we just need to first discuss the
stability condition of the D-R method when it is applied to a two-dimensional convection-



















where a, b and r are all the positive. Following the standard procedure of von Neumann
stability analysis, V (n)i,j and Yi,j in Equations (3.37) and (3.39) should be expressed by
gneliφeljθ and g̃gneliφeljθ, respectively [36], where g and g̃ are respectively the amplifica-
tion factors of Equation (3.39) and Equation (3.37) with φ, θ ∈ [−π, π], and l being the
imaginary unit. As a result, Equations (3.37) and (3.39) are directly transformed into:
g̃(1− ϕz1) = 1 + z0 + (1− ϕ)z1 + z2; (3.44)
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g(1− ϕz2) = g̃ − ϕz2, (3.45)
which further yields
g = 1 +































sinφ sin θ, (3.49)
after some algebraic manipulations.




then for ϕ ≥ 1
2
, the D-R method (Equations (3.37) and (3.39)) is unconditionally stable,
i.e., |g| ≤ 1.
(ii)Assuming that the coefficients satisfy c2 ≤ 4ab, the fully explicit scheme (Equations








Theorem 1 Assuming that the optimal exercise price is known in advance, and all the
variable coefficients are both bounded and sufficiently smooth, the D-R method that is applied





Theorem 2 Assuming that the optimal exercise price is known in advance, and all the
variable coefficients are both bounded and sufficiently smooth, the fully explicit scheme that













(Here, we further assume that the correlation factor ρ ≥ 0.)
Proof. By making use of the second part of Lemma 3.1 as well as the frozen coefficient

























r − ξ2rζ, (3.58)
since











r − ξ2rζ)2 (3.59)
= (σ2 + ξ2rζ − 2σρξ
√
rζ)ξ2r − σ2ρ2ξ2r − ξ4r2ζ2 + 2σρξ3ζr3/2 (3.60)
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= σ2ξ2r − σ2ρ2ξ2r (3.61)
= σ2ξ2r(1− ρ2) (3.62)
≥ 0, (3.63)







Given that the optimal exercise price Sc(r, τ) is a monotonic decreasing function of r,
and all the coefficients are assumed to be bounded, there must exist a ζmin, such that
ζmin ≤ ζj ≤ 0, implying that 4amax(∆x)2 = a1,
4bmax
(∆r)2
= a2. This has completed the proof.
It should be remarked that the stability condition of the fully explicit scheme depends
heavily on the value of ξ, and more steps in the time direction are needed when ξ is large.
Based on the discussion above, we are now able to present the stability condition of the
predictor-corrector method, which is illustrated in the following theorem.
Theorem 3 If g1 is the amplification factor of the explicit Euler scheme used in the
predictor, and g2 is the one of the ADI scheme used in the corrector, then the predictor-
corrector method is stable if and only if |g1g2| ≤ 1 +M∆τ .
Proof. The values that are obtained after the predictor will be expressed with tildes,






3Z · F (n+1) + 4Ṽ (n+1)Nx−1 − Ṽ
(n+1)
Nx−2
(3− 2∆x) · CR
, (3.65)











(3− 2∆x) · CR
. (3.66)
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Since F (n+1) is a constant, the predictor is stable if and only if the process of computing
Ṽ (n+1) is stable.
By making use of Equation (3.32), we can formulate
Ṽ (n+1) = (I+ A∗0 + A∗1 + A∗2)V (n), (3.67)
where a star denotes the parameter ϕ = 0, and V (n) is obtained through solving
(I− ϕA1)Y = [I+ A0 + (1− ϕ)A1 + A2]Ṽ (n−1), (3.68)
(I− ϕA2)V (n) = Y − ϕA2Ṽ (n−1). (3.69)
Here Ṽ (n−1) is obtained after the predictor of the nth time step. To apply the von Neumann
analysis, all the variable coefficients are frozen as constant. Applying the Fourier transform
on Equations (3.67) and (3.68)-(3.69) leads to
ˆ̃V
(n+1)













i,j = 1 +








where ˆ̃V (n+1)i,j and V̂
(n)












implying that the overall amplification factor g for the predictor-corrector approach is
actually g = g1g2.
Therefore, we can easily deduce that our method is stable if and only if
|g1(xi, rj, τn; ∆τ)g2(xi, rj, τn; ∆τ)| ≤ 1 +M∆τ, (3.73)
where M is a constant being independent of φ, θ, as well as all the step sizes, and i, j, n
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are defined over the whole computational domain. This has completed the proof.
3.3 Numerical examples
In this subsection, the numerical examples are presented with the same values of the
corresponding parameters used in the last section. The only exception is that the constant
volatility, σ, is assumed to be 0.4 in this section. Although the scheme for the case of
stochastic interest rate is almost as same as that for the case of stochastic volatility, which
has been confirmed as accurate in the last section, we still provide its verification here to
make sure that the numerical results obtained in this section are correct.
Table 2: Convergence test on the optimal conversion boundary
Interest rate value (Nx,Nr,Nt) ADI IE Relative error
(25, 50, 1250) 14.6237 5.82× 10−3
r = 0.1 (50, 100, 2500) 14.5606 14.5390 1.49× 10−3
(100, 200, 5000) 14.5447 3.88× 10−4
(25, 50, 1250) 13.2321 5.78× 10−3
r = 0.2 (50, 100, 2500) 13.1750 13.1560 1.44× 10−3
(100, 200, 5000) 13.1606 3.45× 10−4
(25, 50, 1250) 10.8335 5.75× 10−3
r = 0.4 (50, 100, 2500) 10.7868 10.7715 1.42× 10−3
(100, 200, 5000) 10.7750 3.17× 10−4
First of all, a degenerate case with the interest rate being fixed is adopted as a special
benchmark, and the values of the optimal conversion boundary obtained with our method
are compared with those from the integral equation approach [45]. In specific, Table 2
displays the convergence of our optimal conversion boundary to the benchmark at the
current time with the increase in the number of grid points, and the magnitude of the
relative error between the two prices clearly demonstrates the accuracy of our approach.
This is also confirmed by Figure 8, where it is shown that the values from both approaches
agree very well with each other. Of course, the accuracy of the degenerate case is not
adequate, and we still need to provide evidence on whether our approach also works for
the general case with the presence of the stochastic interest rate. Therefore, Figure 9
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Figure 8: The comparison of the optimal conversion boundary obtained by our method
and that from the integral equation method [45].
compares the bond prices from our method and those generated through the Monte Carlo
simulation. The point-wise closeness between both prices clearly reveals the validity of our
method. One may also be interested in the efficiency of our method, as the computational
speed is one of the most important factors that affect practical applications. Therefore, it
is worthwhile to mention here that it only costs 8.0× 10−7 seconds on average to produce
one price with our method, while it takes the Monte Carlo method, with 100 time steps
and 500, 000 sample paths, 12.2600 seconds to produce the same price. This clearly shows
the efficiency of our proposed predictor-corrector scheme.
Firstly, a similar phenomenon as shown in the case of stochastic volatility can be
observed in Figure 10 that the optimal convertible price is not an increasing function of
the time to expiry; the value of the optimal conversion boundary increases with the time
to expiry initially, before it decreases. The main explanation for this is also the fact that
the optimal conversion boundary of a perpetual CB is zero, as discussed in the case of
40
















Figure 9: The comparison of the bond prices obtained by our method and those from the
Monte Carlo method.





























Figure 10: The optimal conversion price.
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Figure 11: The optimal conversion price.
stochastic volatility. When we look at Figure 11, we can find that the value of the optimal
conversion boundary is actually a decreasing function of the interest rate, no matter what
the lifetime of the bond is. This is also financially reasonable since the higher the interest
rate, the lower the present value of the face value will be, implying that the holder will
choose to convert the bond at a smaller underlying price.
In Figure 12, the effects of the interest rate and the underlying price on the bond price
with a certain time to expiry are demonstrated, and we again only consider the case when
the CB has not been converted. When the interest rate is taken into consideration, it is not
difficult to find that the price of the CB is a monotonic decreasing function with respect to
the interest rate, which is reasonable since a higher value of the interest rate means that it
is more incentive for the holder to leave their money in a risk-free environment than buying
a risky bond, leading to a lower bond value. When we turn to the underlying price, the
effect of which is displayed in Figure 13, it can be observed that the price of the convertible






















Figure 12: The bond price at τ = 1.































Figure 13: The bond price at τ = 1.
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with a similar reason as provided for the case of stochastic volatility.
4 Conclusion
In this paper, the pricing problems of convertible bonds with a stochastic volatility model
and a stochastic interest rate model are considered, respectively. An efficient numerical
scheme, the predictor-corrector scheme, is established for these two cases. Being able to
provide the entire optimal conversion boundary as part of the solution procedure, this
new approach requires no embedded iterations at all. Finally, numerical experiments are
also carried out to show the reliability of our approach, and different properties of the
convertible bond price as well as the optimal convertible boundary are investigated.
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Appendix A









































A0 = ∆τ · cjδxv, (A.3)








then the PDE can be derived
[I− (A0 + A1 + A2)]V (n+1)i,j = V
(n)
i,j +O((∆τ)2). (A.6)
Similarly, if the explicit Euler scheme used instead of the implicit one, we obtain
[I+ (A0 + A1 + A2)]V (n)i,j = V
(n+1)
i,j +O((∆τ)2). (A.7)
Therefore, the weighted average of these two scheme can be displayed
[I− ϕ(A0 + A1 + A2)]V (n+1)i,j = [I+ (1− ϕ)(A0 + A1 + A2)]V
(n)
i,j +O((∆τ)2). (A.8)
It should be noted that when ϕ equals to zero and one, the above equation is as same
as the explicit Euler scheme and the implicit Euler scheme, respectively. In addition, the
Crank-Nicolson scheme is derived when ϕ equals to 1/2.
Now, adding ϕ2A1A2V (n+1)i,j to both sides of the above equation
[I− ϕA0 − ϕA1 − ϕA2 + ϕ2A1A2]V (n+1)i,j





⇒ [I− ϕA0 − ϕA1 − ϕA2 + ϕ2A1A2]V (n+1)i,j






⇒ [I− ϕA0 − ϕA1 − ϕA2 + ϕ2A1A2]V (n+1)i,j
= [I+ (1− ϕ)A0 + (1− ϕ)A1 + (1− ϕ)A2 + ϕ2A1A2]V (n)i,j +O((∆τ)2)
⇒ [I− ϕA1 − ϕA2 + ϕ2A1A2]V (n+1)i,j






⇒ [I− ϕA1 − ϕA2 + ϕ2A1A2]V (n+1)i,j
= [I+ A0 + (1− ϕ)A1 + (1− ϕ)A2 + ϕ2A1A2]V (n)i,j +O((∆τ)2)
⇒ (I− ϕA1)(I− ϕA2)V (n+1)i,j
= [I+ A0 + (1− ϕ)A1 + A2]V (n)i,j − (I− ϕA1)ϕA2V
(n)
i,j , (A.9)
where two mergers appear since ϕ2A1A2(V (n+1)i,j − V
(n)





i,j ) ∼ O((∆τ)2).
In summary, the linear operators A0, A1 and A2 at the (n+ 1)th time step are
A0 = ∆τ · cjδxv
= ∆τ · [ρσvj − σ2vjξj]δxv, (A.10)



































































































. . . . . . . . .
−ϕ( aj∆τ(∆x)2 −
d′j∆τ




















Yj = (Y1,j, Y2,j, · · · , YNx−1,j)T , (B.3)




















































































where d′j = dj + λj.
Appendix C
























. . . . . . . . .
−ϕ( bj∆(∆v)2 −
ej∆τ
















































































A0 = ∆τ · cjδxr
= ∆τ · [σρξ√rj − ξ2rjζj]δxr, (D.1)
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Yj = (Y1,j, Y2,j, · · · , YNx−1,j)T , (E.3)




















































































where d′j = dj + λj.
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