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ON THE NUMBER OF RATIONAL POINTS OF BOUNDED
HEIGHT ON SMOOTH BILINEAR HYPERSURFACES IN
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Abstract
Asymptotic formulae for the number of rational points of bounded height on flag varieties have earlier
been established. In the paper these asymptotic formulae are recovered by a new method for varieties
in biprojective space defined over 1 that are isomorphic to the flag variety of lines in hyperplanes.
The result is obtained by an application of Heath-Brown’s new form of the circle method. It serves as
a pointer to the investigation of rational points of bounded height on varieties in multiprojective space.
1. Introduction
Let k be a number field. In the last few years a great deal of effort has been exerted
to establish some asymptotic formulae for the number of k-rational points of
bounded height on Fano arieties X. One expects results of the following form.
Suppose that the k-rational points are dense in X and that there exists a Zariski-
open subset U of X defined over k, in which the k-rational points are in some precise
sense ‘homogeneous’ and their density ‘minimal ’. Let H be one of the multiplicative
anticanonical heights on X and let q be the rank of the Picard group PicX. Then, as
B tends to infinity, the integer
N(U,B)fl card†P ‘U(k) rH(P)!B·
satisfies
N(U,B)CCB(log(B))q−",
where C is some constant that depends only on X and k.
Asymptotic formulae of this type have been established for certain classes of Fano
varieties, for example in [1–3, 6, 12, 15, 16, 20]. These results are in agreement with
general interpretations by Batyrev, Manin and Peyre, which state a deep relationship
between geometry and arithmetic on Fano varieties. For precise statements we refer
for example to [1, 6, 12].
For a summary of the research in this area we may also refer to [11,
‘Anticanonical varieties and rational points ’].
2. On the method of Schanuel, Peyre and Salberger
A method that has been developed in [12, 16, 17] to tackle this type of problem
is now presented.
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Let / be the ring of integers of k. One proves, under some additional conditions
on X, that there exist a finite set of places S of k, /
S
-models Xh of X and Rh of the
Ne! ron–Severi-torus of X (the dual of the Picard-group-scheme), and a finite family of
/
S
-schemes 4a, such that
pa :4a MNXh
are torsors (principal homogeneous spaces) oer Xh under Rh , and such that as a disjoint
union
5
a
pa4a(/
S
)flXh (/
S
).
As X is projective one also has
X(k)flXh (/
S
).
Thus, after choosing sets $a of representatives for the action of Rh (/
S
), one obtains a
one-to-one parametrisation of the k-rational points on X by the /
S
-points in
5
a
$af4a(/
S
).
For toric varieties each 4a is the complement in some !n/
S
of a finite union of
subvarieties of at least codimension 2. Hence, the initial problem reduces to that of
counting points in !n(/
S
) that satisfy some primitiveness conditions and various
inequalities. Such lattice point problems are classical and can be solved by methods
from algebraic number theory and the geometry of numbers.
The next natural class of varieties to be considered is the class of smooth
hypersurfaces X in a toric Fano variety Y. In this case, one can try to attack the
problem by the following programme.
If Y is, say, of dimension greater than or equal to 3, then PicX and PicY are, by
a well known theorem of Grothendieck and Lefschetz (see for example [7, Chapter IV,
Theorem 3.1 and Corollary 3.3]), isomorphic, and one can find torsors 4a
X
over X
with the above properties by restricting similar torsors
pa :4a
Y
MNY.
Therefore the 4a
X
are open subsets of hypersurfaces in affine spaces. Thus
choosing appropriate /
S
-models one can parametrise the k-rational points on X by
the /
S
-points on affine hypersurfaces that satisfy some primitiveness conditions and
various inequalities. One hopes to solve this last problem, at least for certain classes
of varieties, by the circle method.
This hope is justified by the fact that, when Y is the projective space, various
results obtained by the circle method, for example in [4, 8, 9, 18], fit into this
programme. For a discussion in detail we may refer to [6, 12].
3. On bilinear hypersurfaces in biprojectie space
Let n& 2, and let X be a hypersurface in 0n1‹0n1 defined by an equation
F(x‹y)fl3
n
i=!
3
n
j=!
m
ij
x
i
y
j
fl 0,
where x‹y or (x
!
:… :x
n
)‹(y
!
:… :y
n
) are bihomogeneous coordinates, and [m
ij
] is a
matrix with entries in 1. Note that X is smooth if and only if [m
ij
] is regular. The
dimension of X is 2nfi1.
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Let Yh be the subscheme of 0n:‹0n:, defined by x[yfl 0. As [mij] is regular, one has
XFYflYh C: 1.
The condition x[yfl 0 may be seen as an incidence relation. In fact X is
isomorphic to the flag variety of lines in hyperplanes.
Recall that 0n1‹0n1 is a smooth toric Fano variety, that is a variety with ample
anticanonical class. By the adjunction formula the anticanonical sheaf of X can be
obtained by restriction from 0n‹0n to X of the sheaf /(n, n). It follows that X is itself
Fano. An embedding of X into projective space can be given by a choice of a set of
generators for the space of global sections C(X,O(n, n)), that is by a set of monomials
of bidegree (n, n). Such an embedding will be called anticanonical.
For any projective embedding u of X the notion of height can be defined. Let -
be the set of all places of 1, and let r r) be for all ) ‘- the usual )-adic norm (we write
at infinity r r for the usual real norm). The height H(p) of a 1-rational point p in
projective space represented by homogeneous coordinates (p
!
:… :p
i
:… :p
n
) is defined
by the formula
H(p)fl 0
)‘-
max
i
rp
i
r).
This height is by the product formula
0
)‘-
rqr) fl 1
for q ‘1* independent on the choice of the representative coordinates. In particular
if p is represented by relatively prime integral coordinates one has
H(p)flmax
i
rp
i
r.
The height H(x‹y) of a point x‹y of X(1) attached to an embedding u is defined
by the formula
Hu(x‹y)flH(u(x‹y)).
As outlined in the introduction one is interested in the asymptotical behaviour of
counting functions
N(X,u,B)fl card†x‹y ‘X(1) rHu(x‹y)%B·.
Asymptotic formulae for counting functions of rational points on flag varieties
have been established in [6, 20]. The purpose of this paper is to give an alternative
proof of the following theorem.
Theorem 1. Assume that n& 3, and let u be an embedding attached to the sheaf
O(1, 1). There exists a positie constant C such that for B tending to infinity
N(X,u,B)CCBn log (B).
C depends on the embedding, however, the order of magnitude does not. In fact,
by a theorem of Weil (see for example [10]), for any pair of embeddings u and u«
attached to the sheafs O(1, 1) and O(n, n), respectively, there exists a positive constant
C, such that for any point x‹y in X(1) one has
C−"Hu(x‹y)n %Hu«(x‹y)%CHu(x‹y)n.
It follows in particular, as the rank of PicX is 2, that this result is in accordance with
the general philosophy outlined in the introduction.
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By similar arguments, one sees that for any embedding u attached to O(1, 1) the
behaviour of N(X,u,B) for B tending to infinity is similar to the one of N(Y,w,B),
where w is the Segre embedding that maps a point x‹y to
(x
!
y
!
:… :x
i
y
j
:… :x
n
y
n
).
It suffices therefore to prove Theorem 1 for N(Y,w,B).
The method of Schanuel, Peyre and Salberger reduces in this case to the fact that
each point in Y(1) can be represented uniquely by an integral point in its affine cone
whose coordinates are relatively prime and contained in a fundamental domain for
the four possible choices of signs. Indeed, let 4 be the regular subscheme of
!n+": ‹!n+": associated to the affine cone of Y. One can show that 4 is a torsor over
Yh under ’#
m
, the Ne! ron–Severi-torus of Yh . Hence, each point in Yh (:) is (up to the
action of ’#
m
(:)) in bijection with a point in 4(:).
Define
H(x‹y)flmax
i,j
rx
i
y
j
r,
where x‹y or (x
!
,… ,x
n
)‹(y
!
,… , y
n
) are now affine coordinates. Then for integral
points given by relatively prime coordinates one has (carrying on with this precarious
notation) the identity
H(x‹y)flHw(x‹y).
Now, to determine the asymptotical behaviour of N(Y,w,B), one will proceed as
follows. At a first stage one forgets about the primitiveness condition and establishes
an asymptotic formula for N(B), the cardinality of the set
3(B)fl†x‹y ‘:n+"‹:n+" rx
max
" 0, y
max
" 0,x[yfl 0,H(x‹y)%B·,
where the index ‘max’ indicates the coordinate whose absolute value is maximal. At
a second stage, one takes into account of the primality conditions by a sieve-
argument, the so-called Mo$ bius-inversion, which is particularly simple in this case.
4. On the method of Heath-Brown
We begin by defining
x
!
(x)fl
1
2
3
4
exp(fi(1fix#)−"), rxr! 1,
0, rxr& 1,
and
c
!
fl&
¢
−¢
x
!
(x) dx,
as well as
x(x)fl 4c−"
!
x
!
(4xfi3),
and
h(x, y)fl3
j
1
xj
†x(xj)fix(ryr}xj)·.
Remark 2. h(x, y) is an infinitely differentiable real function defined on
(0,¢)‹2, which is non-zero only for
x%max(1, 2ryr),
and which satisfies for all y
rh(x, y)r’
1
x
.
smooth bilinear hypersurfaces in biprojective space 37
The following result is due to Duke, Friedlander and Iwaniec [5].
Theorem 3. For any integer n let
d
n
fl
1
2
3
4
1, nfl 0,
0, n1 0.
Then for any Q" 1 there is a positie constant c
Q
, which satisfies
c
Q
fl 1›O
N
(Q−N)
for any N" 0, such that
d
n
fl c
Q
Q−# 3
¢
q="
3
d(q)
* e
q
(dn) h 0qQ ,
n
Q#1 .
Here the notation e(x) for exp(2pix), e
q
(x) for e(x}q), and d(q) for dmod q, has
been introduced. Moreover 3* indicates a summation for residues d with (d, q)fl 1.
Let F(x) be a polynomial in n variables with coefficients in :, and let w(x) be a
bounded function well-defined on the integral points of a compact subset of 2n. The
aim is to estimate
N(F,w)fl3w(x),
the sum being taken over all x ‘:n for which F(x)fl 0.
Observe that
N(F,w)fl3w(x) d
F(x)
.
Hence Theorem 3 leads immediately to the following corollary.
Corollary 4. For any constant Q" 1
N(F,w)fl3
x
c
Q
Q−# 3
¢
q="
3
d(q)
*w(x) e
q
(dF(x)) h 0qQ ,
F(x)
Q# 1 ,
with
c
Q
fl 1›O
N
(Q−N)
for any N" 0.
The starting point of the method of Heath-Brown is the following result, which
can be derived from Corollary 4.
Theorem 5. If, moreoer, w is a ‘smooth weight function’, that is an infinitely
differentiable function with compact support, then
N(F,w)fl 3
c‘:n
3
¢
q="
q−nS
q
(c) I
q
(c),
where
S
q
(c)fl 3
d(q)
* 3
b(q)
e
q
(dF(b)›c[b)),
and
I
q
(c)fl&
2n
c
Q
Q−#w(x) h 0qQ ,
F(x)
Q# 1 eq(fic[x) dx.
This is [9, Theorem 2].
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Remark 6. For a generalisation along the lines of [13] of the classical circle
method and its application to hypersurfaces of the former type we refer to [14].
5. On smooth weights
Let 0! e! 1}4n. Define the weights
xe(x)fl c−"
!
e−"&x−
e
−¢
x
!
(e−"y) dy,
and xa e(x) by replacing ‘xfie ’ by ‘x›e ’.
Assume now that, say,
x
!
flmax
i
rx
i
r, y
!
flmax
i
ry
i
r.
This is case A. Case B, in which the maximal indices differ, can be treated
similarly, and is in fact slightly simpler. Some details are given in Section 6 and in
Section 7.
Set
xfl (x
"
,… ,x
n
), yfl (y
"
,… , y
n
).
Define w e,B, (!,!)
flw e,B(x!, y!,x, y) as the product of
w e,B(x!
, y
!
)flxe(x
!
fi1)xe(Bfix
!
y
!
)xe(y
!
fioB),
and
w e(x
!
,x)fl 0
i1!
xe(1firxir}x!)we(x!,x),
with
w
e
(x
!
,x)fl 1fi00
i1!
xe(1}2nfirxir}x!)1 ,
as well as
w e(y
!
, y)fl 0
i1!
xe(1firyir}y!).
Define w e,B, (!,!)
flwe,B(x!, y!,x, y) in a similar way.
This choice is justified on the one hand by the fact that by [9, Theorem 5] the
number of points whose coordinates are bounded by oB is O(Bn). On the other hand
in Section 7 it will be shown that there exists a positive constant C
!,!
and a function
B(e) such that for B&B(e)
rN(F,w e,B(x!
, y
!
,x, y))fiC
!,!
Bn log(B)r%O(e)Bn log(B),
where
F(x
!
, y
!
,x, y)flx
!
y
!
›x[y.
It will also be shown that a similar inequality with the same constant C
!,!
holds if w
is replaced by w. Similar results, with constants C
i,j
, hold for all other choices of pairs
of indexes.
Hence, one concludes for B tending to infinity that
N(B)C 23
i,j
N(F,we,B, (i, j) C 23
i,j
C
i,j
Bn log(B),
where it makes no difference if w is underlined or overlined. Note that the
asymmetries of the weights are corrected by the factor 2.
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The identity
x
!
y
!
›x[yfl 0
implies the extra condition
rx
i
r&
x
!
n
(1)
for at least one index i1 0. Thus the extra factor w
e
has no influence on the counting
problem. As will become clear in Section 7, its role is purely technical.
Remark 7. In case B no extra factor is needed.
Finally, one is led to evaluate N(F,we,B(x!
, y
!
,x, y)). Drop all the indices and
subscripts and write this cardinal as
3
x
!
,y
!
3
x,y
w(x
!
, y
!
,x, y) d
F(x
!
,y
!
,x,y)
.
Split the inner sum into
3
x
!
,y
!
w(x
!
, y
!
)3
x
w(x
!
,x)3
y
w(y
!
, y) d
F(x
!
,y
!
,x,y)
,
and apply to the innermost sum Corollary 4 with
Qflox
!
y
!
.
Then Theorem 5 states that the innermost sum can be replaced by
3
c‘:n
3
¢
q="
q−nS
q
(x
!
, y
!
,x) (c) I
q
(x
!
, y
!
,x) (c),
where S
q
(x
!
, y
!
,x) (c) is equal to
3
d(q)
* 3
b(q)
e
q
(dF(x
!
, y
!
,x, b)›c[b),
and I
q
(x
!
, y
!
,x) (c) is up to a factor c(x
!
, y
!
) equal to
&
2n
w(y
!
, y)
x
!
y
!
h 0 qox
!
y
!
,
x
!
y
!
›x[y
x
!
y
!
1 eq(fic[y) dy.
As on suppw(x
!
, y
!
,x, y)
)x! y!›x[yx
!
y
!
)’ n›1,
by Remark 2 these integrals are non-zero only if
q’ox
!
y
!
. (2)
Therefore this condition will be set through this paper as a general assumption.
Note that despite having defined weights on all x
i
and y
j
Theorem 5 is in fact
applied only to y. Hence the preceding step may be viewed as an application of the
method of Heath-Brown to an inhomogeneous linear equation.
6. On the error term
This section is devoted to the proof of the following proposition.
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Proposition 8. The expression
) 3
x
!
,y
!
w(x
!
, y
!
) 3
x‘:n
w(x
!
,x) 3
c‘:n
c1
!
3
q’ox
!
y
!
q−nS
q
(x
!
, y
!
,x) (c) I
q
(x
!
, y
!
,x) (c))
is Oe(Bn).
To handle I
q
(x
!
, y
!
,x) (c) write
yfl y
!
v.
Then I
q
(x
!
, y
!
,x) (c) transforms up to the factor x−"
!
yn−"
!
(and the negligible factor
c(x
!
, y
!
)) into
&
2n
w(v) h 0 qox
!
y
!
, 1›x}x
!
[v1 eq(c[y! v) dv, (3)
where w(v) is the corresponding transformed weight.
Set
x
"
(s)flx
! 0 s2n1 .
Then, as in [9, Section 7], one may use the Fourier transform to write
x
"
(1›x}x
!
[v) h 0 qox
!
y
!
, 1›x}x
!
[v1fl&
¢
−¢
p(t) e(t(1›x}x
!
[v)) dt,
where
p(t)fl&
¢
−¢
h 0 qox
!
y
!
, s1x"(s) e(fits) ds.
On suppw(v) (and for the x
!
and x one is interested in) the expression
r1›x}x
!
[vr
is bounded by 2n, and therefore the expression
x
"
(1›x}x
!
[v)
is strictly greater than some positive constant. Hence integral (3) may be expressed as
&
¢
−¢
&
2n
p(t)w(v) e(u(v, t)) dv dt,
where
w(v)fl
w(v)
x
"
(1›x}x
!
[v)
and
u(v, t)fl t(1›x}x
!
[v)fi
c
q
[y
!
v.
One needs now several results on oscillatory integrals. One could invoke [19,
Chapter VIII] or follow [9, Section 6, Section 7]. In what follows the second alternative
has been chosen.
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Lemma 9. For all c1 0, for all sufficiently small e" 0, and for all positie integers
N one has
)&
rtr%("/#n)(rcr/q)y!
&
2n
p(t)w(v) e(u(v, t)) dv dt)’e,N rcr−#NxN! y−N! .
Set, say,
rc
"
rflmax
i
rc
i
r.
To prove Lemma 9 use now the fact that inside suppw and for
rtr%
1
2n
rcr
q
y
!
the partial derivative of u with respect to 
"
satisfies
)tx"}x!fiy! c"q )& "$ y!
rc
"
r
q
;
recall that rx
"
r}x
!
% 1›e.
On repeated integration by parts and estimating q by (2) Lemma 9 follows from
&
2
w(v) e(u(v)) d
"
fl&
2
w(v)D#N(e(u(v))) d
"
fl&
2
(Dt)#N (w(v)) e(u(v)) d
"
,
where D stands for the differential operator
Df(
"
)fl (iu«(
"
))−" f «(
"
)
and Dt for its transpose
Dtf(
"
)flfi0 f(")iu«(
"
)1
!
,
and from the fact that Remark 2 yields
&
2
p(t) dt’ 1.
Lemma 10. For all sufficiently small e" 0, for all c with
rcr" 0c!
ox
!
y
!
q 1
e
and for all positie integers N" 1}e one has
)&
rtr&("/#n)(rcr/q)y!
&
2n
p(t)w(v) e(u(v, t)) dv dt)’e,N rcr−NxN! y−N! .
Lemma 10 is an immediate consequence of the second statement of [9, Lemma 17]
(note that the function p in [9] contains an additional multiplicative factor q}ox
!
y
!
).
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Lemma 11. For all positie integers N one has
rp(t)r% 0ox! y!qt 1
N
.
By (2) there exists a positive constant c
!
such that
q% c
!
ox
!
y
!
.
Following [9] a point x ‘:n such that gradu is small at x is called a ‘bad point ’.
Precisely, x is said to be ‘bad’, if its distance from the line segment
xfl
x
!
y
!
qt
c,
with
rtr&
1
2n
rcr
q
y
!
,
is smaller than
0c!
ox
!
y
!
q 1
e
.
Lemma 12. For all rcr with
c% 0ox! y!q 1
e
,
for all positie integers N, and for all x that are not ‘bad’ one has
)&
rtr&("/#n)(rcr/q)y!
&
2n
p(t)w(v) e(u(v, t)) dv dt)’e,N rcr−#NxN! y−N! .
If x is ‘bad’ then one has instead
)&
rtr&("/#n)(rcr/q)y!
&
2n
p(t)w(v) e(u(v, t)) dv dt)’e,N rcr−#Nox! y!q xN! y−N! .
The first statement in Lemma 12 is obtained on the one hand, following the proof
of Lemma 9, on repeated integration by parts with respect to the variable 
i
for which
u«(
i
) is maximal at x. On the other hand one makes use of the estimate of Lemma
11 as in the proof of Lemma 10.
The second statement in Lemma 12 is weaker, as integration by parts is no longer
available. It follows as Lemma 10 immediately from Lemma 11.
Putting Lemmas 9, 10 and 12 together one is led to evaluate the expressions
3
x
w(x
!
,x) 3
c1
!
3
q’ox
!
y
!
q−nS
q
(x
!
, y
!
,x) (c) rcr−NxN−"
!
y−N+n−"
!
(4)
and
3
x‘bad’
w(x
!
,x) 3
c1
!
3
q’ox
!
y
!
q−n−"S
q
(x
!
, y
!
,x) (c) rcr−Nox
!
y
!
xN−"
!
y−N+n−"
!
. (5)
Note that in the first expression one could limit the summation to the x which are not
‘bad’.
To tackle expression (4) one uses the following lemma.
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Lemma 13. For all c1 0 one has
)3
x
w(x
!
,x)S
q
(x
!
, y
!
,x) (c))’ qmax†qn,xn!·.
Indeed, write the left-hand side as
)3
d(q)
*3
x
w(x
!
,x) 3
b(q)
e
q
(dx
!
y
!
›(dx›c)[b)) ,
and observe that by elementary properties of Gauss sums this is equal to
)3
d(q)
* e
q
(dx
!
y
!
) 3
x3−d*c(q)
w(x
!
,x) qn) ,
where d* is defined by d*d3 1(q). Lemma 13 follows now from
3
x3−d*c(q)
w(x
!
,x)’max(1,xn!qn* .
Applying Lemma 13 to expression (4) one is finally led to evaluate
3
x
!
,y
!
w(x
!
, y
!
)xN−"
!
y−N+n−"
!
3
c1
!
rcr−N 3
q’ox
!
y
!
q"−n max†qn,xn
!
·,
which is O(Bn) for an appropriate choice of N.
To tackle expression (5) one makes use of the observation that the maximal
number of ‘bad points ’ contained in suppw(x) is bounded by a multiple of
x
! 0c!
ox
!
y
!
q 1
e(n−")
.
With the trivial estimate
rS
q
(x
!
, y
!
,x) (c)r% qn+",
one is finally led to evaluate
3
x
!
,y
!
w(x
!
, y
!
)ox
!
y
!
"+
e(n−") xN
!
y−N+n−"
!
3
q’ox
!
y
!
q−e(n−") 3
c1
!
rcr−N,
which is O(Bn/#+") for an appropriate choice of N and e. This concludes the proof of
Proposition 8.
Remark 14. In case B assume that, say,
x
"
flmax
i
rx
i
r, y
!
flmax
i
ry
i
r.
Choosing
Qflox
"
y
!
,
and writing
y
i
fl y
!

i
,
one has to turn u(v) in the previous computations into
t 0x!x
"
›
"
›
x
#
x
"

#
›…›
x
n
x
"

n1fiy!q (c" "›…›cn n).
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This slight modification, however, implies no significant modification in the proofs of
Lemmas 9, 10 and 12. Hence Proposition 8 remains valid if (x
!
, y
!
) is replaced by
(x
"
, y
!
).
Recalling Theorem 1, it makes sense to speak about such expressions as error
terms.
7. On the main term
Proposition 8 suggests that the main contribution to N(B) comes from the
summands with cfl 0. One is therefore led to evaluate
3
x
!
y
!
w(x
!
, y
!
)3
x
w(x
!
,x) 3
q’ox
!
y
!
q−nS
q
(x
!
, y
!
,x) (0) I
q
(x
!
, y
!
,x) (0). (6)
A necessary condition for
S
q
(x
!
, y
!
,x) (0)fl 3
d(q)
* 3
b(q)
e
q
(dF(x
!
, y
!
,x, b))
to be different from zero is
x3 0(q).
If q"x
!
this implies that xfl 0. However, as the origin is not contained in
suppw(x
!
,x), this possibility may be excluded, and one may assume that q%x
!
.
Expression (6) can now be rewritten as
3
x
!
,y
!
c(x
!
, y
!
)
x
!
y
!
w(x
!
, y
!
) 3
q%x
!
3
a(q)
q−nS
q
(x
!
, y
!
, a) (0) I(x
!
, y
!
,x), (7)
where
I(x
!
, y
!
,x)fl 3
x3a(q)
w(x
!
,x)&
2n
w(y
!
, y) h 0 qorx
!
y
!
r
, 1›
x
x
!
[
y
y
!
1 dy.
Remark 15. In case B a necessary condition for S
q
(x
!
, y
!
,x) (0) to be different
from zero is x
max
3 0(q). Thus, one may assume that q%x
max
.
Now, to ensure that condition (1) may be applied, a partition of the domain of
integration is needed. One defines the weights
w
i
(x
!
,x)flw(x
!
,x) (1fixe(1}nfirxir}x!))0
i−"
j="
xe(1}nfirxjr}x!),
for ifl 1,… , nfi1, and
w
n
(x
!
,x)fl 0
n−"
j="
xe(1}nfirxjr}x!).
Then one has
w(x
!
,x)fl3
n
j="
w
j
(x
!
,x),
and I(x
!
, y
!
,x) can be written as the sum of the
I
i
(x
!
, y
!
,x)fl 3
x3a(q)
w
i
(x
!
,x)&
2n
w(y
!
, y) h 0 qorx
!
y
!
r
, 1›
x
x
!
[
y
y
!
1 dy.
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Replace now y
i
by
tfl 1›
x
x
!
[
y
y
!
to obtain
I
i
(x
!
, y
!
,x)flx
!
y
!&
2
J
i
(t) h 0 qox
!
y
!
, t1 dt,
where
J
i
(t)fl 3
x3a(q)
w
i
(x
!
,x)
rx
i
r &2n−" wi(y!, t, y# ) dy# .
Here the ‘hat ’ stands for the fact that the ith variable has been dropped, and
w
i
(y
!
, t, y# ) denotes the corresponding transformed weight function.
Next, one wants to make use of the fact that, by [9, Lemma 9], for small values
of x the function h(x, y) acts very much like a delta-function. Precisely, one has the
following lemma.
Lemma 16. Let f be an infinitely differentiable function with compact support.
Suppose that on supp f
r f (k)(t)r’ 1, kfl 0, 1, 2,… .
Then, for s’ 1, and for any N" 0
& f(t) h(s, t) dyfl f(0)›ON(sN).
Condition (1) ensures that w(y
!
, t, y# ) and, as a consequence, J
i
(t) and the
corresponding higher derivatives may be bounded by constants that depend only on
e on suppw
i
(x
!
,x)w(y
!
, t, y# ). Hence, the hypotheses of Lemma 16 are fulfilled, and
one concludes that I
i
(x
!
, y
!
,x) can be written as
x
!
y
! 0 3
x3a(q)
w
i
(x
!
,x)
rx
i
r &2n−" w(y!, 0, y# ) dy# ›ON 00
q
ox
!
y
!
1N11 . (8)
Note, that by (2) the second term of (8) is O
N
(1). Its contribution to (7) is therefore
bounded up to a multiplicative constant by
3
x
!
,y
!
w(x
!
, y
!
) 3
"
%q%x
!
3
a(q)
q−nS
q
(x
!
, y
!
, a) (0) (x
!
}q)n. (9)
Here one uses that (x
!
}q)n & 1. The fact that this expression is O
N
(Bn/#+"), and
therefore belongs to the error term, follows with bfl 1 from Lemma 17. This lemma
will also be used later in the paper.
Lemma 17. For all x
!
, y
!
, and b& 1, one has
3
b%q
q−#n 3
a(q)
S
q
(x
!
, y
!
, a) (0)flO(b−n+").
In case B a similar result holds, except for nfl 3, and x
!
3 y
!
3 0(q). In that case one
has
3
b%q
q−#n−" 3
a(q)
S
q
(x
!
, y
!
, a) (0)flO(b−n+").
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The first statement of Lemma 17 is a direct consequence of [9, Lemma 25] applied
to the quadratic form x[y.
The second statement follows from [9, Lemma 25] in a similar elementary way.
Note that the first statement is also a direct consequence of the precedent
observation that
S
q
(x
!
, y
!
, a) (0)fl
1
2
3
4
qn if a3 0,
0 if aJ 0.
Remark 18. The treatment of the main term in case B is simpler, as no partition
of the domain of integration is needed. If, say,
x
"
flmax
i
rx
i
r, y
!
flmax
i
ry
i
r,
then replace y
"
by
tfl
x
!
x
"
›
y
"
y
!
›
x
#
y
#
x
"
y
!
›…›
x
n
y
n
x
"
y
!
,
and proceed as in case A. Note, that for nfl 3 one has to replace (x
!
}q)n by (x
!
}q)n+"
in (9). The upper bound for (9) will be slightly weaker, but still sufficient.
Next, one wants to replace the sums over the x
i
by integrals. As e% 1}4n one has
(1fixe(1}nfirxir}x!))xe(1}2nfirxir}x!)fl 0.
Thus, for ifl 1,… , nfi1, the weight w
i
(x
!
,x) can be written as
0
n
j="
wh
j
(x
!
,x
j
),
with factors that depend on i. For ifl n the weight may be written as a difference of
two such products, and the subsequent argument is similar.
Write
3
x3a(q)
w
i
(x
!
,x)
rx
i
r
fl 3
x3a(q)
wh
i
(x
!
,x
i
)
rx
i
r
0
j1i
wh
j
(x
!
,x
j
) (10)
or
3
z
0
n
j="
wh
j
(x
!
, a
j
(q)›qz
j
)
ra
i
(q)›qz
i
r
.
For
3
zj
wh
j
(x
!
, a
j
(q)›qz
j
), j1 i,
Euler’s summation formula yields
&
2
wh
j
(x
!
, a
j
(q)›qz
j
)dz
j
›&
2
(z
j
fi[z
j
])
ƒwh
j
ƒz
j
(x
!
, a
j
(q)›qz
j
) dz
j
.
Since ƒwh
j
}ƒz
j
is Oe(qx−"
!
), and is non-vanishing on a set of measure Oe(x
!
q−"), the last
expression is
1
q&2 wh j(x!,xj) dxj›Oe(1).
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Similarly
3
zi
wh
i
(x
!
, a
j
(q)›qz
j
)
ra
i
(q)›qz
i
r
can be evaluated by
1
q&2
wh
i
(x
!
,x
i
)
rx
i
r
dx
j
›Oe(x−"
!
).
Using the facts that
&
2
wh
j
(x
!
,x
j
) dx
j
flOe(x
!
),
and
&
2
wh
i
(x
!
,x
i
)
rx
i
r
dx
j
flOe(1),
expression (10) may be replaced by
q−n&
2n
w
i
(x
!
,x)
rx
i
r
dx›Oe(xn−#
!
q−n+").
Observe that the second summand belongs to an error term. Indeed, plugging this
summand into (7) and treating the cases q%ox
!
and q&ox
!
separately, one is led
on the one hand to evaluate after multiplication with an extra x"/#
!
q−"-factor
3
x
!
,y
!
w(x
!
, y
!
)xn−$/#
!
yn−"
!
3
q%ox
!
3
a(q)
q−#nS
q
(x
!
, y
!
, a) (0),
where one makes use of
&
2n−"
w(y
!
, 0, y# ) dy# flOe(yn−"
!
).
Lemma 17 then ensures that this expression is Oe(Bn). On the other hand one has to
evaluate after multiplication with an extra x
!
q−"-factor
3
x
!
,y
!
w(x
!
, y
!
)xn−"
!
yn−"
!
3
ox
!
%q%x
!
3
a(q)
q−#nS
q
(x
!
, y
!
, a) (0).
By Lemma 17 this expression is bounded by
3
x
!
,y
!
w(x
!
, y
!
)xn/#−"/#
!
yn−"
!
flOe(Bn).
Remark 19. To be able to proceed in a similar way for nfl 3 in case B, one
has to split the summation in a slightly different way: q%x"/$
!
, x"/$
!
% q%x#/$
!
, x#/$
!
%
q%x
!
.
Concerning the main term one is left to evaluate, after the transformations
xflx
!
u and y# fl y
!
v# , the expressions
3
x
!
,y
!
c(x
!
, y
!
)w(x
!
, y
!
)xn−"
!
yn−"
!
3
q%x
!
3
a(q)
q−#nS
q
(x
!
, y
!
, a) (0)&
2#n−"
1
ru
i
r
w
i
(u)w(v# ) dv# du,
(11)
where w
i
(u) and w(v# ) denote the corresponding transformed weights.
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Since
3
x
!
,y
!
c(x
!
, y
!
)w(x
!
, y
!
)xn−"
!
yn−"
!
3
q%x
!
3
a(q)
q−#nS
q
(x
!
, y
!
, a) (0)
is by Lemma 17 bounded up to a multiplicative constant by
3
x
!
,y
!
c(x
!
, y
!
)w(x
!
, y
!
) yn−"
!
,
which is O(Bn), one may sum in (11) over all q%oB. By the same argument one may
reduce the summation to q% log(B)"/#−e.
Remark 20. To make this argument work in case B and for nfl 3 one has, as for
previous contributions to the error term, to introduce an extra x
!
}q-term.
Note at this stage that the integral in (11) contributes to the Tamagawa number
at infinity. To see the link with the treatment of the constant in [9], one has to make
use of [9, Theorem 3]. A ‘ light ’ version of this theorem is reproduced next.
Theorem 21. Let G(s
"
,… , s
n
) be a real function, and w(s
"
,… , s
n
) be a smooth
weight function. Suppose that the gradient of G does not anish on the closure of the
support of w. Suppose that on the same set firstly s
i
is uniquely determined by the
condition G(s)fl 0, and secondly ƒG}ƒs
i
is positie and bounded from below. Then
lim
d!
!
1
2d&rG(s)r%d w(s) dsfl&2n−" 0
ƒG
ƒs
i
1−"w(s# ) ds# ,
where s
i
is gien by G(s)fl 0.
In the present case set
G(u, v)fl‡(1›u[v)
depending on ‡u
i
" 0. As
ƒG
ƒ
i
fl‡u
i
fl‡x
i
}x
!
( 1
the hypotheses of Theorem 21 are satisfied on the two disjunct subsets of
suppw
i
(u)w(v) characterised by ‡u
i
" 0. Hence the inner integral in the above
expression may be replaced by
1
2d&r
"+
u[vr%d
w
i
(u)w(v) dv du›O(d),
for d arbitrarily small.
Let w(u) be the sum of the w
i
(u). Set
r
(!,!)
(w)fl lim
d!
!
1
2d&r
"+
u[vr%d
w(u)w(v) du dv.
Remark that
r
(!,!)
(w)flr#
(!,!)
›O(e),
with r#
(!,!)
flr
(!,!)
(v), where v is the characteristic function of the 1-box at the
origin.
Remark 22. In a similar way one obtains constants r#
(i,j)
for the remaining
pairs (i, j).
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As the third sum in
3
q%log(B)"/#−
e
3
a
!
(q),a!
!
(q)
a(q)
q−#nS
q
(a
!
, a!
!
, a) (0) 3
x
!
3a
!
(q)
y
!
3a!
!
(q)
c(x
!
, y
!
)w(x
!
, y
!
)xn−"
!
yn−"
!
is
1
q# 0
1
2n
Bn log(B)›Oe(Bn log(B)"−#
e)1 ,
it remains to evaluate
3
q%log(B)"/#−
e
q−(#n+#)S
q
(0),
where
S
q
(0)fl 3
a(q),a
!
(q),a!
!
(q)
S
q
(a) (0).
Following the final part of [9, Section 11], one begins with the observation that the
corresponding infinite sum is absolutely convergent, and that one can show that
3
q%log(B)"/#−
e
q−(#n+#)S
q
(0)fl 3
¢
q="
q−(#n+#)S
q
(0)›O(log(B)("−n)/#+e).
Moreover q−(#n+#)S
q
(0) is multiplicative. Therefore
3
¢
q="
q−(#n+#)S
q
(0)fl 0
pprime
r
p
,
where
r
p
fl3
¢
t=!
p−(#n+#)tS
p
t(0)
or, as in the usual analysis of the singular series,
r
p
fl lim
k!¢
p−(#n+")k card†(x, y) (pk) rx‹y3 0(pk)·.
The various findings can be summarised as follows.
Proposition 23. One has
3
i,j
N(F,we,B,(i,j))fl
1
2n
0
p
r
p 03
i,j
r#
(i,j)1Bn log(B) (1›o(1)),
and in particular
3
i,j
N(F,w e,B,(i,j))C3
i,j
N(F,we,B,(i,j)).
The following corollary is an immediate consequence.
Corollary 24. One has
N(B)fl
1
n
0
p
r
p
r¢ Bn log(B) (1›o(1)),
where
r¢ fl3
i,j
r#
(i,j)
.
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8. On the constant
To derive Theorem 1 from Corollary 24 one writes
N(X,u,B)fl3
¢
l
3
¢
k
l(l )l(k)N(B}kl ),
where l denotes the standard MoX bius function. Therefore
N(X,u,B)fl
1
n
0
p
r!
p
r
p
r¢ Bn log(B) (1›o(1)),
where
r!
p
fl (1fip−n)#.
This concludes the proof of Theorem 1. Finally some considerations should be
made on the constant. Observe that
r!
p
r
p
fl lim
k!¢
p−(#n+")k card†(x, y) (pk) rx‹y3 0(pk), (x, p)fl (y, p)fl 1·.
The model has good reduction. Hence the limit stabilises at kfl 1, and
r!
p
r
p
fl
card†4(&
p
)·
p#n+"
fl
card†’#
m
(&
p
)·
p#
card†Yh (&
p
)·
p#n−"
,
with &
p
fl:}p:.
As r¢ is the Tamagawa factor at infinity, r¢0pr!p rp admits an interpretation as
the Tamagawa number of the variety X, which is in accordance with [12, 16].
In [12] it is conjectured that, beside the Tamagawa number of the variety, an
additional constant should appear in the asymptotical formula. It should be equal to
a particular measure of a domain in 2q, where q is the rank of PicX. For a precise
statement see [12, Definition 2.4].
In the present case the 1-dimensional domain in 2# that has to be considered is
given with respect to the anticanonical sheaf by
z
"
, z
#
& 0, nz
"
›nz
#
fl 1,
and the constant turns out to be equal to 1}n#.
Passing from O(n, n) to O(1, 1) involves a factor n. Therefore the present result is
in accordance with Peyre’s conjecture, and the asymptotical formula is in accordance
with the general philosophy on the interplay of geometry and arithmetics on Fano
varieties.
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