Abstract -Optimization models for multi-server queueing systems are very appropriate capacity planning and design tools for manufacturing, telecommunication, transportation, and facility modelling applications. A design methodology based on a two-moment approximation algorithm is utilized for optimizing the number of servers, arrival and service rates, and amount of waiting room in these M/G/c/K multi-server systems where service in the system is from a general distribution. A property describing the relationship between K and ρ bounds the region in which optimal results should be found for K. Extensive computational results are provided to evaluate the efficacy and usefulness of this optimization methodology on a number of different system problems.
INTRODUCTION AND MOTIVATION
M/G/c/K systems are quite prevalent in manufacturing and service systems. Poisson arrival processes are reasonable assumptions and general service times with finite waiting room proliferate in most systems. One would like to have efficient and insightful tools to allow one to estimate the capacity of systems accurately and quickly. Such tools should be able to measure the performance of a system and at the same time be insightful as to the optimal operating settings of such systems including the buffer size, the number of servers, and the arrival and service rates among other decisions.
Motivation
We are interested in queueing models as a prescriptive tools rather than merely using them as descriptive tools [8] . We are also mostly interested in static optimization models as these type of models are very useful in the design process, whereas dynamic and real-time models are more appropriate for control problems.
One of the main objectives of this research is to provide a flexible computing environment in order to achieve optimal results for the buffer size K, service rate µ, arrival rate λ, and the number of servers c. As one generalizes the service time distribution, the type of results will necessarily be more complex because of the range of the parameters involved. Simple tables or formulas no longer seem adequate, so a set of flexible software tools is needed to deal with the range of situations encountered in practice.
Another objective of this research is to quantify and characterize the impact of finite buffers on these optimization problems. For many of the problems examined within the paper as the traffic intensity level increases (ρ), the effect of K dramatically effects the objective functions. As will be shown, most of the research in the past has focused on static and dynamic optimization for infinite networks rather than finite networks.
Outline of Paper
In §2 of the paper, we outline the problems that will be dealt with in the paper and also review the literature surrounding the problems. In §3, the elements of the mathematical models surrounding the problem are defined and the seven interrelated optimization models are presented. §4 presents the two-parameter performance models and resulting methodology. In §5, we array the optimization problems to be studied and optimize the individual decision variable problems, then finally focus on optimizing simultaneously {K, c} and {µ, λ}. §6 presents some open questions, summarizes, and concludes the paper.
LITERATURE REVIEW
The foundation of the search for optimal results for finite queueing systems depends critically on the performance model used to measure the blocking probability, throughput, work-in-process, utilization and other parameters and the ways of measuring these performance variables. In general, this is a difficult task. Craybill, Gross, and Magazine present a useful characterization of the work published in the design and control of queues, see [8] . Our characterization of optimal design of queues is slightly different in that we include some of the control parameters as design parameters and we focus on static optimization of finite queues. We exclude the work on optimization of queueing networks as this is a subject for future papers.
Recently, there has been a resurgence of results for general distribution two-parameter models as well as for diffusion approximations with the advent of call center design and analysis problems [14, 4] .
Let us look at the four key parameters K, λ, µ, c of the problem and some of their combinations of the M/G/c/K queue in seven different optimization problems as a way of illustrating how all of them function both individually and in concert. Some skeptics may argue that such a detailed undertaking is overly complicated, but the argument is that it is informative and helpful and illustrates connections that only looking at certain individual problems, parameters, and subsets may overlook.
Optimal K
The search for the optimal buffer size K in M/G/c/K systems has a long history. Probably the first monograph was created by Morse [27] in his classic work where he developed some closed form expressions for K in exponential systems.
While K is often considered to be an integer variable, it can be modelled as a continuous variable, as will be shown, and this makes its optimization search and property characterization somewhat more flexible. The performance and combined optimization models developed in this paper treat K as a continuous variable for the most part to a decided computational advantage.
Optimal λ, µ, c
The search for the optimal service rates µ and the optimal number of servers c has been the avid interest of a number of authors, since it is an essential problem for most queueing systems. One of the first tradeoff curves students encounter in operations research concerns the cost of waiting versus the cost of service. Most of the research efforts have been for infinite queueing systems. While complete enumeration of c is the typical approach for determining the optimal value in finite systems, marginal allocation algorithms will largely be followed here.
Related to the integer variable c is the optimal value of µ and since this is a continuous variable, optimization of µ it is a bit easier to deal with than optimizing c. There are many papers which deal with the optimization of µ in a control context [43] . Most of the papers in this context treat µ with infinite buffer systems [29] although some more recently have examined finite systems [1] .
Finally, optimization of λ has also largely been seen as a control problem [45] , but we shall look at the optimal assignment of traffic to these queues as a design problem much in the manner of [47] and show the critical dependence of finite buffers K on this solution process. The influence of finite buffers on the optimization process is of central interest in this paper.
Optimal K, λ, µ, c
Simultaneously optimizing K, λ, µ, and/or c has fewer results, since the problems get extremely more complex, especially in general service situations and realtime contexts. Marginal allocation algorithms will be followed for these integer combined optimization problems involving K and c much like [51] while nonlinear optimization techniques will be utilized for the continuous problems in {λ, µ}. We shall be largely interested in numerical experiments designed to elicit the solutions to these static optimization problems. General properties of the solutions to these problems have already been demonstrated in previous papers [10, 46] . Figure 1 illustrates a sampling of the range of approaches over the years to these various optimization problems.
MATHEMATICAL MODELS
Below is the general approach for the mathematical modelling of this optimization process.
Assumptions
The main assumptions made are that Poisson arrival processes occur with arrival rate λ and multiple servers c occur with the same cumulative distribution G(t) and with mean service rate µ. There is a finite amount of waiting room at the queue K ≥ c which includes the room for the servers. Customers will try to enter the queue if they are not blocked, otherwise, they are lost from the system with the blocking probability denoted as p K .
Notation
C µ := Cost of service through the service rate. K := Buffer capacity including those in service.
L :=Average number of customers in the system.
L q :=Average number of customers waiting in the queue.
p K := Blocking probability of finite queue of size K.
p 0 :=Unconditional probability that there is no customer in the service channel (either being served or being held after service). W :=Average number of customers waiting in the system.
W q :=Average number of customers waiting in the queue.
Design, Contextual, and Performance Variables
In the context of the problem, there are a number of decision variables one can utilize in the optimization process. To a certain extent, these will all be examined in this paper including λ, since it is also important for the design of control or admission problems. How λ, µ, c interact with K is deemed critical to the performance of these queueing systems, so they shall be examined in some detail in the various models. In one sense, a main result of this paper is that one needs to incorporate the finiteness of the queueing system rather than simply assume infinite waiting time systems, otherwise, the optimal results could be misinterpreted. Design variables := {λ, µ, K, c}. Those variables not under our control are viewed as contextual variables. These include : {p K , ρ, s 2 }. These contextual variables shall be treated as controlling parameters which affect the performance of the system and the values that the decision variables can assume. Those variables which monitor the performance of the system are referred to as performance variables and these include := {Θ, L, L q , W, W q }. In one way or another, all the performance measures are closely related. Which ones are chosen in the objective function is a matter of preference rather than being something absolute.
Motivating Topology
In order to provide a common background for treating the optimization problems, it is useful at this point to posit a queueing network topology which will help frame the optimization problems, see Figure 2 . Although we will not be treating this as a complete blocking finite queueing network optimization problem (blocking across the split at node 1 due to nodes #2 through n), the topology exists as a useful backdrop to define the various optimization problems. Node #1 acts as a switching mechanism. This type of splitting topology occurs in airline ticket counters [7] , related airport security gate traffic problems, telephony switching centers [3] , manufacturing and assembly settings [40] , evacuation network decisions, and many other routing and resource allocation problem contexts. In these systems, Poisson arrivals are normally a reasonable assumption, while finite buffer and general services times is also the norm. Given the decision variable and problem at hand, different objectives can be generated. We illustrate some (but not all) of the objectives possible for these design problems in the next section.
M/G/c/K model Optimization Formulations
Since the system performance models are available for various ranges of number of servers c, the application of them to various system optimization problems is the logical next step. Seven different sets of optimization DocNum problems will be examined at this point. Why the seven problems stems from the four key decision variables {K, µ, c, λ} and their respective integrality and continuous subset combinations {K, c} and {µ, λ}. These different optimization problems are closely intertwined, although, we will see different interpretative results during the exposition. Figure 3 illustrates the different optimization problems examined in this paper. The ones on the left part (P 1 , P 3 , P 5 ) are concerned with the integer variables {K, c} while the problems on the right (P 2 , P 4 , P 6 ) are mostly concerned with the continuous variables {λ, µ}. The last one is a composite of all the design variables. The formulations are defined in relation to the splitting topology, Figure 2 . All the problems are nonlinear in the objective function and equality constrained together with bounds, so that their solution is non-trivial. Because the service times are generally distributed, a closed-form expression of the objective function in a Lagrangian type optimization approach is not readily available. They represent a collection of challenging nonlinear knapsack type problems.
In the first problem P 1 , one seeks to maximize the throughput of the finite system. K will be the key decision variable of interest and we wish to see how K changes as a function of changes in the general service time distribution via its squared coefficient of variation s 2 . We also constrain the number of buffers allocated in the splitting topology so as to make it more practical. We will examine an approach to allocate the buffers based upon a marginal allocation algorithm.
In the second set of problems P 2 , the optimal service rate µ i will be examined where K i is essentially fixed, and the total service allocation is also bounded by some large value M . K i can be allowed to vary but our focus is on µ i . λ, c and the other decision variables are also fixed. A constraint on the total service allocation also occurs along with lower and upper bounds on µ i make this problem difficult.
In the third set of problems P 3 , the optimal number of servers will be examined at the expense of the number in the system. K i are fixed. The total number of servers C to be allocated is also fixed. As opposed to complete enumeration, a marginal allocation algorithm similar to the one used in P 1 will be employed.
In the fourth set of problems P 4 , the optimal control admission policy through λ will be examined. This is a nonlinear continuous optimization problem with side constraints. This also becomes more difficult since the bounds on the decision variables become critical in the search for optimal λ.
In the next two sets of optimization problems, we first examine P 5 , the simultaneous optimization of K, c. In one sense, K and c are similar, since adding more c increases the buffer and adding more K increases the number of customers waiting. However, if we add the throughput in the objective function then one needs to balance K and c as it affects Θ and the mean number in the system L. A marginal allocation algorithm will be used to distribute K, c.
In a penultimate problem, P 6 , we optimize µ, λ simultaneously along with some side constraints on the traffic intensity in the system. This will be treated within this paper as a continuous, constrained nonlinear optimization problem bounded in the decision variables.
The final problem, P 7 , involving simultaneously optimizing {K, c, µ, λ} and is very ambitious since it represents a mixed integer, nonlinear optimization problem. We will relax this problem and allow all variables involving {K, c, µ, λ} to be continuous and allow for rounding on K and c.
PERFORMANCE MODELS
One of the most challenging tasks for the optimization process is to derive the performance measures in the objective function of the problem. Since this paper is based on two-parameter models, we will concentrate on these approaches. Two-parameter models are robust tools and have been successfully used by a number of authors. The basis for these two-parameter models was initiated by Tijms, who posed the expression as a viable means for characterizing finite systems.
2-Parameter Models
Tijm's two-moment approximation [9, 48, 50] relies on a weighted combination of an exact (if available) expression of the M/D/1/K blocking probability as well as the blocking probability of the M/M/1/K formula. Equation (1) represents the buffer size as a function of the squared coefficient of variation of a deterministic and a Markovian queue.
Of course, if exact expressions are available for both formulas, then Tijm's approximation is exact for the two extreme cases. Kimura, on the other hand, also has a two-moment approximation that turns out to be a little simpler and is the one built upon since it utilizes Markovian approximations as its basis. His expression is:
where N IN T is the nearest integer. As argued in this paper, this weighted combination of the optimal buffer values of Markovian systems is a very effective strategy. The key element in his approximation is the term from equation (2) (
which is actually based on the graph as seen in Figure 4 .
The θ(G) on the y-axis in Figure 4 is used by Kimura to describe how the variability of the service time CDF G(t) of the queue affects the buffer size. Thus, a square
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root function of ρ is a very reasonable functional approximation for this problem. After much experimentation by the author, it was realized that when s 2 ∈ [0, 1] the formula should be more appropriately modified to the formula on the left below:
p K Calculations
If one starts with the blocking probability of the M/M/1/K system and treats K continuously, utilizing equation (2) and its modification, one can generate an expression for the continuous optimal buffer size as a function of p K and s 2 . If one fixes the number of servers, one can solve for the blocking probability of the system. In the case of c = 1, the following expression is obtained for the blocking probability:
This expression of the blocking probability is especially useful when 0 ≤ s 2 ≤ 1. This process can be extended for c > 1, in fact, expressions for p K of up to c = 500 have been found. Please see some of the other references for further details, [39, 40] . To show how this process unfolds, the following demonstration is provided.
M/M/c/K p K Expression
Analytical results from the M/M/c/K model provide the following expression for p K :
where for λ/(cµ) = 1: 
The M/M/c/K composite formula for the blocking probability is given by:
Since the blocking probability function is very complex, one cannot express the value of K without fixing c. If one fixes c = 1, the function becomes the same as the one which was derived from the previous formula for the M/M/1/K system.
M/G/2/K p K Expression
If one fixes c = 2, the following closed form expression can be developed from the M/M/c/K formula:
If we add a modified square root function as discussed in [39] , we achieve the following approximation for the buffer size B of an M/G/2/K system:
Now, if we invert this function and solve for p K and re-introduce K in the equation, we achieve:
As we shall argue and show, we can continue this process for c ≥ 3.
L q Calculations
The two-moment approach allows one to develop closed form expressions for the performance measures of M/G/c/K systems. While these closed form expressions are also very complex and cannot be used directly without some difficulties, they can be translated into an effective numerical tool for measuring performance. An alternative approach, however, would be to develop the entire probability distribution for each model, but it will be argued that this is much more difficult to carry out and will not be recommended.
The methodology which underlies the approach has the following structure:
Step 1.0 Fix c, then estimate K in closed form for the M/G/c/K model as a function of the threshold blocking probability p K and s 2 .
Step 2.0 Given K in closed form, use a two-moment approach to estimate p K (s 2 ).
Step 3.0 Estimate L q for the system with the same twomoment methodology, then utilizing p K and L q , estimate W q and finally W, L
The methodology is totally dependent on fixing c which is only reasonable and then one must treat each case separately, see [42] for further details. This is tedious, but once this is done for the desired c server value, everything else follows. The methodology is flexible in that better approximations for p k can then yield better performance measures overall.
OPTIMIZATION EXPERIMENTS
In the optimization experiments which follow, we will also examine the unconstrained problem to see what convexity properties in the objective function may occur. Since the constraints in the seven problems are linear, we wish to see if the problems are convex. This property will aid in the optimization process. Another property relevant to the optimization process is given in the following. DocNum 
Relation between K and ρ
If one solves for K in equation (6), we get a very complex expression:
However, one can see that the denominator of the formula for K * in equation (10) is ln( λ cµ ) so that no matter what value of c is chosen, the value of K * is bounded by ρ, so that ρ = 1, otherwise we would divide by zero. Therefore, we have the following proposition.
Proposition 1:
For fixed values of λ, µ, p K , c, the optimal threshold value for K and these parameters in M/M/c/K systems is bounded by ρ < 1.
What this means is that we should look for optimal values of K in M/M/c/K systems where ρ is bounded between 0 ≤ ρ < 1. We conjecture, but do not prove, that this property holds for the M/G/c/K case.
Even though the finite buffer queue is not restricted to ρ < 1, from an optimization perspective, it makes the most sense to restrict the search for this traffic intensity, so that meaningful optimization results can be achieved. Proposition 1 will become important in different ways as will be shown in the various optimization problems. What are the implications of Proposition 1 in the various optimization problems is one of the issues we wish to explore.
P 1 Optimal Buffer Size
Let's examine the throughput part of the objective function for P 1 from a general service time perspective. We see that it is a smooth concave function for variations is the squared coefficient of variation s 2 and ρ, see Figure  5 .
Given the concavity of the objective function in this range ρ < 1, it makes sense that some type of marginal allocation algorithm should be effective in allocating the buffers to the split topology system. If we did not restrict ρ < 1, then the function becomes the one in Figure  6 where we no longer have a concave function. In Figure 6 , ρ ranges from 0.15 − 4.0. 
Marginal Allocation Algorithm
In order to solve the constrained optimization problem P 1 , a marginal allocation algorithm will be employed.
The marginal allocation algorithm is based upon the concavity (convexity) of the objective function. The basic algorithm is due to Fox [12] and we generally follow the exposition of the algorithm due to Rolfe [33] .
Step Step 2.0: Set ℓ = 1
Step 3.0: Set K (ℓ) = K (ℓ−1) + e i where e i is the ith unit vector and i is any index for which
is a minimum.
Step 4.0: Stop if ℓ = K max − N + λi µici otherwise ℓ → ℓ + 1 and return to Step 3.0.
Experimental Results
In Figure 7 , we indicate a 2-stream experiment where the buffers are systematically allocated between the streams based upon maximizing the incremental Θ i of each stream in the system. Notice how the algorithm in Table 1 nicely balances the buffers and incrementally adjusts the Θ i and blocking probabilities in each stream p Ki . The variability s 2 in the second stream is twice as high as the first. The algorithm can allocate buffers to any number of streams. It is effective and very fast. Because our estimation of the parameters is an approximation for general service times, one cannot guarantee optimality, except in the case of exponential service.
P 2 Optimal Service Rate
In this sub-section, we treat the problem of optimizing the service rate µ along with the effects of K, focusing on µ. We also include continuous variations in K, but One would like to minimize the average number in the system while also balancing the cost of service through its service rate. We actually vary K continuously and µ here. Let's first look at the objective function more closely independent of the constraints and the bounds of our general problem. The unconstrained problem with λ, c fixed:
This problem is very interesting. Let's examine the situation for c = 1, λ = 1 where K and µ are allowed to vary. Figure 8 illustrates the 3-D relationship of the decision variables in this cost optimization problem. The objective function appears to be quasi-convex.
Optimal Buffer Size Further, if K is fixed at various buffer values, K = {5, 15, 50} and C w = 5 and C µ = 10 and also allow s 2 = {0, 1/2, 1, 2}, then one can generate the following DocNum graphs of the optimal µ * value for these variations is service time variability situations as follows in Figure 9 . In Figure 9 , the top curve corresponds to K = 5, the middle curve corresponds to K = 15, while the lower curve corresponds to K = 50. Notice that as the service time variability increases, that the optimal µ value shifts to the right, which is intuitively understandable. This occurs for all values of K. Notice also that as K → ∞ increases, there is a more pronounced envelope of convex functions for µ.
P 2 Constrained Optimization Problem
For the constrained problem, the total service rate becomes a knapsack constraint and since we have a continuous decision variable:
we will utilize a nonlinear solver, called sequential quadratic programming (SQP), that is very reliable.
Figure 10: P 2 Example Split 3-node topology
Let's run the following experiments where we have 2 streams, (see Figure 10) we fix K 2 = 20, K 3 = 50 and λ 2 = 2, λ 3 = 3 but the squared coefficient of variations c, s 2 are allowed to vary. In Table 2 the effect of variability is to reduce L i whereas allocating more servers as in experiments #6 and #8 has the most dramatic effect on reducing Z. Experiment #7 where the extra server is allocated to the smaller buffer, does not have as much effect on reducing Z but dramatically increases the service rate on the second stream. All these results make intuitive sense. Table 2 
: 2 Streams µ Experiments
In the following problem P 3 , c i is treated as an integer, so the optimization problem is more difficult than P 2 . Again, a marginal allocation procedure will be followed as in P 1 .
P 3 Optimal # of Servers
This is a classical optimization problem in queueing.
Here one wishes to minimize the number of servers and Smith the number waiting in the system. K will be fixed along with λ, µ and c is varied discretely. The unconstrained problem is:
We wish to see how s 2 will affect K. Since there is really only one variable to optimize, complete enumeration is provided. For one example problem, let's assume that λ = 10, µ = 6, K = 15, C t = 15, C w = 10. Figure 11 illustrates the graphs for the optimal number of servers as a function of s 2 . In all cases, c * = 3 is optimal for the different s 2 . There is a certain robustness about the solution. Again, the results for s 2 = 1 are exact. Notice that the curve for s 2 = 0 overlaps the other curves initially, then goes below the other curves. It is not clear why this is the case except perhaps that the ratio of λ/µ is larger than 1 in the initial experiments until c = 2 which underscores the value of Proposition 1. Table 3 for a detailed output analysis of the experiment. In this case the optimal c value is not shared by the different coefficients of variation, see Figure 12 . For the lighter variability systems s 2 = {0, 1/2} c = 3 is optimal, however, for the more variable systems, s 2 = {1, 2} then c = 4 is optimal. This makes eminent sense. Also, notice once again that the curve for s 2 = 0 overlaps the other curves until c = 2, then goes underneath the other curves. This appears to be due to the traffic intensity being greater than 1 until c = 3.
Marginal Allocation Algorithm
For the constrained problem in the split topology, we have 
The marginal allocation algorithm is pretty much the same as for P 1 except that instead of optimizing the throughput Θ i , we focus on minimizing L i in each stream. Again the marginal allocation assumes the convexity of the performance measure L i .
P 3 Experimental Results

Λ = 15
λ 2 = .60 One can see in Table 4 that the marginal allocation algorithm does a very nice job of balancing the number of servers allocated to the two streams.
ci Wq W L Lq PK Table 4 : 2 Streams c Experiments
P 4 Optimal λ Control
In this section of the paper, how λ might be optimized will be examined and it will be shown that the effect of K is really significant in this process. Our constrained optimization problem is to to assign incoming traffic to a split topology of M/G/c/K servers, please see Figure 14 for an illustration of the context of this optimization problem. In order to minimize the number in the system L but at the same time constrain the assignment of the traffic to the overall arrival rate. Again, blocking across the split junction at node #1 is not allowed.
Figure 14: P 4 Split 3-node Example topology
where L i := the average number at each queue, C w is the cost of waiting, λ i := are the optimal arrival rates and Λ := the total amount of traffic to be allocated. The difficult part about this problem for numerical optimization is not necessarily the linear equality but the bounds on λ i . Simply relaxing the equality in the problem and using a lagrangian approach with an unconstrained optimization algorithm will not be effective unless one controls the inequalities on the decision variables. So this becomes a somewhat difficult nonlinear optimization problem.
For the first experiment we have two streams with (µ 1 , µ 2 ) = (2, 1) respectively. The total arrival rate is Λ = 2.70. This experiment was modelled after the one in Tavana and Rappaport [47] where they optimized an infinite system. We wish to examine how the constrained finite waiting room affects the optimal allocation of service rates. For the experiments that follow C w = 10, we use the SQP package to generate the solutions available in IMSL. In Table 5 , it is interesting to notice that for the low values of K, the faster server is favored, but as K increases, L i increases at the faster server, so λ i is shifted to the slower server. Even though for K = 5, 10, ρ > 1 it indicates that we can carry out this result, even though it violates the bound by Proposition 1. Since we are op-timizing λ and not K, we have ignored this aspect of the problem. As can be also seen in Table 5 , the amount of buffer needed to approach the infinite solution is quite large, even with K = 100 in each stream, we are asymptotically approaching, but not equivalent to the optimal solution of the ∞−system. In Table 6 with s 2 = 0 the average number in the system is smaller and it seems to approach the asymptotic limit much faster and which is much significantly different roughly half than for s 2 = 1. This intuitively makes sense.
Finally, in Table 7 we examine the case where
here, again, we see the algorithm converging to the asymptotic value and the number in the system approximately between the s 2 ∈ [0, 1] systems. 
Results
In another type of experiment involving three traffic streams, Figure 15 illustrates the problem and Table 8 illustrates the allocation of the traffic to the streams as a function of the variation in K as contrasted with the infinite buffer system and finally variations in s 2 ∈ {0, 1, 2}. For this series of experiments C w = 1. Again, as can be seen in Table 8 , for s 2 = 0, the average number in the system is roughly reduced by half over the s 2 = 1 system. Notice that at K = 100 the system is beginning to approach the result for the infinite buffer system. So, to summarize at this point, P 4 illustrates the critical nature of K in the optimization process, it's relationship to the infinite system, and the effect of s 2 .
P 5 Simultaneous Optimization of K, c
This problem represents a composite of problems P 1 , P 3 . In general, this is a very difficult problem be-
Figure 15: Split 3-stream Second Example topology cause of the simultaneous integrality of K, c. We will treat the problem through the marginal allocation algorithm and tradeoff the two performance measures in the allocation of K, c. Alternatively, one could treat this problem exhaustively, but it is more elegant to use marginal allocation. To accomplish this multi-objective integration of P 1 , P 3 , we will define a ratio of the two cost parameters of the problem, ψ = CΘ Cw so that in effect we have a single optimization problem.
Marginal Allocation Algorithm
The marginal allocation algorithm also represents a composite of the ones used in P 1 , P 3 . Since K ≥ c, is a critical bound, we iterate over c, allowing K to also vary and choose the most critical performance measure, DocNum 
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Experimental Results
Let's first solve a two stream problem as depicted in Figure 16 The results are interesting. According to Proposition #1, the traffic intensity ρ = λ cµ is critical to this process. All the performance measures are included Table 9 . The second stream has more variability and is allocated increased buffers and servers over the first stream. We start out allocating buffers, then one server is allocated to the second stream and the marginal allocation algorithm continues to add more servers favoring the second stream. The cost ratio was ψ = 50 for this experiment. Now, let's say that we now have four streams (see Figure 
Figure 17: P 5 Split 4-node Example topology
We wish to see how the marginal allocation algorithms handles this larger problem. Again, it nicely balances the buffers and servers. Table 10 illustrates the allocation of the buffers and servers for this experiment, we defined ψ = 100. Notice that stream #4 initially receives additional buffers for the first couple of iterative steps to improve its throughput (it only starts out with 1 server), then a server is allocated to stream #4, and, finally, servers are allocated to the other streams as the L i term dominates in the objective function.
P 6 Continuous optimization {µ, λ}
As a penultimate simultaneous optimization demonstration, we shall treat the following constrained non- 
This is a difficult optimization problem because of all the inequalities and bounds on the decision variables and the nonlinearity of the objective function. This type of optimization problem is appropriate where one seeks to optimize the throughput of the system at the same time as minimizing the work-in-process and the cost of service. A good application would be in airport-security screening in order to control the traffic flow into the streams and the service rates of the different streams. Notice that we control ρ here through equation (27) in the model formulation. If we did not control ρ then, it would be hard to control λ. Also, the bounds of µ i are critical here, otherwise, the tendency is for one to allocate all the traffic λ i to a single stream, and no traffic to the others. Figure 18 illustrates the topology we are considering here.
Figure 18: P 6 Split 3-stream Example topology
In one series of experiments, three streams with s 2 = 1, C w = 10, C µ = 25 and different sized buffers and numbers of servers are utilized to yield the following results in Table 11 . Λ = 13 in the first experiment and Λ = 21 in the second. The bottleneck stream is the middle stream because its s 2 is twice the two outer traffic streams. In Table 11 , it is interesting as the λ is increased in value, the middle stream is largely avoided until it can no longer be avoided since the bound on µ requires some allocation of traffic to the middle stream. The blocking probabilities in the three streams were effectively zero.
In a final set of experiments, Table 12 , we have a mix of servers and s 2 = varies, C w = 10, C µ = 15, K = (25, 25, 25) . There are two single servers on the outer streams, 2-servers in the middle, and the s 2 is (1/2, 1, 1/2) in the first experiment. So again, the bottleneck is roughly in the middle, but there are two servers here. There is traffic allocated to the middle stream because the combination of two servers and higher s 2 is somewhat equivalent to a single server and lower s 2 for the outer streams.
In the second experiment in Table 12 , where the two outer streams which clearly have lower variability, then no traffic is allocated to the middle bottleneck stream. The algorithmic results, in general, look very reassuring.
P 7 Composite Problem
The last problem combines all the decision variables and is most ambitious. There could be a number of interesting subproblems where three decision variables at a time are selected out of the four, but we will not explore these at this time. Dealing with the four variables will be enough of a challenge. Optimizing all four decision variables together becomes quite complex because of the integer nature of c, K and would normally require either exhaustive enumeration or a type of mixed integer, nonlinear branch-and-bound process. We shall relax this approach and look at rounding the continuous quantities of c, K.
We will only focus on one three-stream problem instance which involves the variation of {K, c, µ, λ} while fixing s 2 and C. We will build on our nonlinear programming approach and use roundoff to achieve an integer solution of K, c. Because we use equality constraints on K, c, this seems to help in the optimization process to force K, c to be integer. Proposition #1 is reinforced here through constraint #34.
P 7 Algorithm and Experiments
The algorithm used here is the nonlinear sequential quadratic programming SQP routine used in the previous problems P 4,6 . All decision variables will be considered. For the sake of the argument, we will experiment with three traffic streams, see Figure 19 , although our approach is not restricted to just three streams.
Figure 19: P 7 Split 3-stream Example topology
Let's first assume that C w = 10, C µ = 15, C Θi = 50, Λ = 18, M = 29, K = 75. We will also fix s 2 = {1/2, 1/2, 2} to make it interesting. We will run four experiments with varying parameters given in Table 13 where the C bound on the number of servers will guide the optimization process. In Table 13 , we are maximizing Θ as much as possible while balancing L i and W q and allocating the buffers uniformly. In the first pair of experiments, with the maximum number of servers Table 13 : Simultaneous Optimization of {λ, µ, K, c} with C w = 10, C µ = 15, C Θi = 50, Λ = 18, M = 29, K = 75 C = 3, there was a non-integer result on the buffers K i , so we re-ran the experiment with the buffers rounded to the nearest integer, and the resulting objective function value was nearly identical to the continuous solution. This is very reassuring.
In the second pair of experiments, with C = 4, and a starting solution of c = (1, 1, 1), a non-integer solution occurred on the server allocation so the experiment was re-done once again, with c = (1, 1, 2) , based on the integer round-off and the solution appears in the second line of the table for this pair of experiments. Again, this is very reassuring.
In the third set of experiments, with C = 5, a noninteger solution on the number of servers occurred once again. This solution was more difficult to interpret, because the algorithm equally allocated the servers to the three streams. Based upon our understanding of the problem and what happened previously with the variability of stream #3, we re-initialized the search, but with a starting solution, c = (1, 1, 3 ) and the optimization returned the next result with c = (2, 2, 1). This server allocation result was surprising. In order to check this solution, we tried a starting solution, c = (2, 2, 1) and it returned the third line for this pair, indicating that the c = (2, 2, 1) was very good and even the objective function value had increased over and above the continuous relaxation.
Finally, in the last experiment, C = 6 the algorithm returned an all integer solution. Thus, even though the process is somewhat tedious, the continuous relaxation of all the variables works pretty well. Notice that in this sequence of problems, the Z-values were monotonically increasing in the profit value which makes sense. All the run times were very fast for the SQP process on a PC running Windows XP. It appears that some type of marginal allocation algorithm could be developed here for this problem in K, c, yet that would not work for λ, µ so the SQP and integer rounding approach makes the most sense. We could also continue this experimental process, but for the sake of the argument, we will stop here.
SUMMARY AND CONCLUSIONS
We have presented a comprehensive analysis of M/G/c/K single-variable and multi-variable optimization problem formulations and experiments. A number of different software tools were developed based both upon marginal allocation algorithms and nonlinear programming solvers. These software tools are available from the author upon request. The nonlinear programming solvers utilize the SQP algorithm in the IMSL library, while the marginal allocation algorithms are coded in Fortran-77 and do not need any function calls to IMSL.
The most logical extension of this research is to embed these tools and techniques for networks of finite queues, and this process is currently under development. Also, an extension to networks with feedback is under consideration.
The uniqueness of this research methodology is that it involves a two-moment approximation for the performance measures of M/G/c/K queues. The importance of the finite buffers through the decision variable K and its effect on the optimization process was highlighted throughput the process. The performance algorithm embedded in the optimal design methodology for this type of problem worked very well in most all cases, yielding interesting and intuitively appealing results. The range of K was shown to be a critical centerpiece of all the optimization problems and its restrictions to those situations where the traffic intensity 0 ≤ ρ < 1 was emphasized.
