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1. Introduction
Let G be a ﬁnite group, and let p be a prime dividing |G|. We want to compute a minimal presen-
tation of the cohomology ring H∗(G;Fp) as a graded commutative Fp-algebra.
For a graded commutative algebra R over a ﬁeld K , we denote the degree-n part by R(n) rather
than Rn , in order to distinguish it from the n-fold product. Since R is graded commutative, we have
a · b = (−1)|a| |b|b · a for all a,b ∈ R . Hence, if K is of characteristic two, then R is commutative; but
otherwise, a graded commutative K -algebra is not necessarily commutative.
Given a minimal K -algebra presentation of R , the generators and relations out to degree n deﬁne
a graded commutative ring τnR that can be presented in degree at most n, together with a homomor-
phism αn : τnR → R inducing an isomorphism of vector spaces in each degree d n. This is called an
approximation [5] out to degree n of R . We give a more precise deﬁnition in the next section.
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Since any modular cohomology ring of a ﬁnite group has a ﬁnite presentation, αn is a graded ring
isomorphism, provided that n is large enough. Let n0 be the smallest number such that αn is an iso-
morphism for all n n0. A completeness criterion is an algorithmic procedure that can decide whether
αn is an isomorphism. To be precise:
(1) Effectiveness: There is some number N such that the criterion asserts that αn is an isomorphism,
for all n N .
(2) Correctness: Let N0 be the smallest number such that the criterion asserts that αN0 is an isomor-
phism. Then N0  n0.
For practical computations, it is important that N0 −n0 is small. And of course, it is also important
that the computations, which the completeness criterion relies on, are not too diﬃcult.
J.F. Carlson [7] proposed the ﬁrst completeness criterion. Even though the effectiveness of his crite-
rion relies on an unproven conjecture, it was an essential ingredient of the ﬁrst complete computation
of modular cohomology rings for all 267 groups of order 64 [8, Appendix].
D.J. Benson gave a completeness criterion [5] that does not rely on a conjecture. For Benson’s
criterion, one needs to construct elements ζ1, . . . , ζr ∈ τnH∗(G;Fp) in degrees at least two whose
images under αN provide a ﬁlter-regular homogeneous system of parameters (f.-r. hsop, for short) of
H∗(G;Fp), for suﬃciently large N  n.
Benson suggests to construct the f.-r. hsop using Dickson invariants in the cohomology rings of p-
elementary abelian subgroups of G . The resulting degrees of the parameters grow exponentially in the
p-rank rkp(G), and one has N0 >
∑
(|ζi | − 1) for this criterion. Moreover, it involves the computation
of the kernels of the multiplication maps associated with ζi to determine the so-called ﬁlter degree
type. Both the large degree and the computation of the ﬁlter degree type can be problematic.
With D.J. Green [13], we modiﬁed Benson’s criterion, so that it can apply much earlier. On the one
hand, it is based on an improved construction of a ﬁlter-regular hsop, often yielding fairly small de-
grees. On the other hand, it uses an existence result for ﬁlter-regular parameters in even smaller
degrees over a ﬁnite extension ﬁeld. This criterion was involved in the ﬁrst computation of the
modular cohomology rings of all groups of order 128 [13], of the Sylow 2-subgroup of the third
Conway group [15], and of all but six groups of order 243 [12]. However, it is still needed to explic-
itly construct a f.-r. hsop and compute the ﬁlter degree type, which in some cases is very diﬃcult.
For instance, the computation of the ﬁlter degree type of the mod-2 cohomology of NHS(Z(Syl2HS)),
where HS is the Higman–Sims group, took several days of computation time on a decent computer.
P. Symonds [18, concluding remark] suggests a different criterion. It relies on constructing homo-
geneous elements ζ1, . . . , ζr ∈ τnH∗(G;Fp) whose images in H∗(G;Fp) generate a sub-algebra over
which H∗(G;Fp) is a ﬁnitely generated module. By abuse of the usual notion, we refer to such ele-
ments as parameters, even though they may be algebraically dependent.
The Symonds criterion detects completeness if n >
∑
(|ζi | − 1) and τnH∗(G;Fp) is generated in
degree at most n as a module over the parameters. While it is not needed to compute the ﬁlter degree
type, Symonds’ criterion requires the explicit construction of parameters. If the parameter degrees are
fairly high then N0 can be much larger than n0, which would be a problem. But the construction of
parameters in small degrees can be a problem as well. It seems impossible to improve the criterion
by exploiting an existence proof for parameters over ﬁnite extension ﬁelds as in [13]. However, once
the parameters are constructed, the application of Symonds’ criterion is easy.
In this paper, we suggest a completeness criterion for H∗(G;Fp) in the case that G is a ﬁnite group
that is not of prime power order. It relies on knowing H∗(U ;Fp) for a subgroup U < G whose index
in G is co-prime to p. When using the stable element method (see, e.g., [9, XII §10]), knowledge of
H∗(U ;Fp) is granted anyway.
The criterion, that we call the Hilbert–Poincaré criterion, has two parts. The ﬁrst part, namely The-
orem 2.2, is used to test whether τnH∗(G;Fp) contains all generators of H∗(G;Fp), hence, whether
αn is surjective. It relies on the assumption that G is not of prime power order and that we know
H∗(U ;Fp).
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the existence of parameters in small degrees for the cohomology ring of G with coeﬃcients in a ﬁnite
extension ﬁeld. It then relates the Hilbert–Poincaré series of τnH∗(G;Fp) with the degrees of these
parameters and with the depth of H∗(U ;Fp) to test whether αn is an isomorphism. Proposition 3.2
provides one way to prove the existence of small parameters.
Hence, the Hilbert–Poincaré criterion combines the advantages of the improved Benson criterion
(the existence of small parameters over an extension ﬁeld can be used) and the Symonds criterion
(the application of the criterion only involves a relatively easy computation).
Even if a different criterion is used to detect completeness, Theorem 2.2 is very handy when
computing a cohomology ring approximation with the stable element method. Here, H∗(G;Fp) is
identiﬁed with a graded sub-ring of H∗(U ;Fp), where U < G is a subgroup containing a Sylow p-
subgroup of G . For any degree d, H (d)(G;Fp) can be computed by solving a system of linear equations
(the stability conditions) in H(d)(U ;Fp). However, if Theorem 2.2 asserts that αn is surjective, then
solving the stability conditions is not needed, for d n.
Section 2 is devoted to proving Theorem 2.2. Section 3 proves the second part of the Hilbert–
Poincaré criterion. Section 4 illustrates the beneﬁts of the ﬁrst part of the Hilbert–Poincaré criterion
by an example and suggests heuristics to make best use of the available completeness criteria.
2. Surjectivity of the approximation
Let p be a prime number. Let G be a ﬁnite group whose order is divisible by p but is not a prime
power. Let U < G be a proper subgroup such that p does not divide [U : G]. The embedding of U in G
induces the restriction map ResGU : H∗(G;Fp) → H∗(U ;Fp). On the other hand, we have the transfer
map trUG : H∗(U ;Fp) → H∗(G;Fp).
Let us recall some well-known facts available, e.g., in [11]. For x ∈ H∗(U ;Fp) and y ∈ H∗(G;Fp),
we have trUG (Res
G
U (y)) = [G : U ] · y and trUG (ResGU (y) · x) = y · trUG (x). Since [G : U ] is invertible in Fd , it
follows that ResGU is injective.
Deﬁnition. Let K be a ﬁeld, let R be a graded commutative K -algebra. An approximation of R is
(1) a sequence of graded commutative K -algebras τkR presentable in degree at most k, for any posi-
tive integer k,
(2) a sequence of K -algebra homomorphisms αk : τkR → R for k = 1,2, . . . whose restriction on de-
gree d is an isomorphism of vector spaces, for any d k, and
(3) a K -algebra homomorphism λk : τkR → τk+1R such that αk = αk+1 ◦ λk , for k = 1,2, . . . .
We refer to τnR resp. to αn : τnR → R as an approximation out to degree n of R . We note, however,
that we always imply that an approximation out to degree n is part of a sequence of approximations,
as in the preceding deﬁnition.
If one can compute generators of a complement of αn((τnR)(n+1)) in R(n+1) , and if one can com-
pute the degree-(n + 1)-part of ker(αn), then one obtains an approximation out to degree (n + 1)
of R .
In the case where U is a Sylow p-subgroup of G , [9, XII §10] shows that the image of ResGU is
characterised by so-called stability conditions, that are associated with double cosets of U \ G/U . The
method of proof works equally well in the general case [4, Prop. 3.8.2]. Hence, if H∗(U ;Fp) is known
then one can compute H(n)(G;Fp) by solving systems of linear equations in H(n)(U ;Fp), for any n. In
particular, one can compute approximations of H∗(G;Fp) out to any ﬁnite degree.
Deﬁnition. Let an approximation out to degree n of H∗(G;Fp) be given. We consider H∗(U ;Fp) as a
τnH∗(G;Fp)-module via ResGU ◦αn . Let
gendegn(G,U ) = min
{
d ∈N: H∗(U ;Fp) = Im
(
ResGU ◦αn
) · Hd(U ;Fp)
}
.
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τnH∗(G;Fp) is part of. Note that gendegn(G,U ) = ∞ if H∗(U ;Fp) is not ﬁnitely generated as a
τnH∗(G;Fp)-module.
Lemma 2.1. For a given approximation of H∗(G;Fp), one has gendegn+1(G,U ) gendegn(G,U ).
Proof. The statement follows from Im(αn) = Im(αn+1 ◦ λn) ⊂ Im(αn+1). 
Theorem2.2. Choose an approximation of H∗(G;Fp) out to degree n and a subgroup U < G of index co-prime
to p. If n is suﬃciently large then gendegn(G,U ) is ﬁnite. If n gendegn(G,U ), then αn is surjective.
Proof. Let ng be such that H∗(G;Fp) is generated by ⋃ngd=1 H(d)(G;Fp). Then αn is surjective, for all
n ng , since αn is a homomorphism that is surjective on H(d)(G;Fp) for each d n. It is well known
that H∗(U ;Fp) is ﬁnitely generated as an H∗(G;Fp)-module via restriction. Since αn is surjective for
n ng , the ﬁrst statement follows.
We prove the second statement. Let n  gendegn(G,U ), and let y ∈ H∗(G;Fp). We have to show
that y ∈ Im(αn). If |y| n then y ∈ Im(αn), since αn is an isomorphism out to degree n.
Let |y| > n gendegn(G,U ). By deﬁnition of gendegn(G,U ), there are x1, . . . , xk ∈ Hgendegn(G,U )(U ;
Fp) and y1, . . . , yk ∈ τnH∗(G;Fp) such that
ResGU (y) =
k∑
i=1
ResGU
(
αn(yi)
) · xi .
Hence,
[G : U ] · y = trUG
(
ResGU (y)
)=
k∑
i=1
αn(yi) · trUG (xi).
Since |xi |  gendegn(G,U )  n and αn is an isomorphism out to degree n, trUG (xi) ∈ Im(αn). Since[G : U ] is invertible in Fp , it follows that y ∈ Im(αn). 
3. Completeness of the ring approximation
Let R be a ﬁnitely generated graded commutative Fp-algebra. If X ⊂ R is a set of homogeneous
elements, we denote by 〈X〉 ⊂ R the two-sided ideal generated by X . We denote the Hilbert–Poincaré
series of R by HP(R; t) and consider it as a rational function (in particular, we are interested in its
degree). Denote RL = L ⊗Fp R for any extension ﬁeld L of Fp , and consider R ⊂ RL by slight abuse of
notation. We denote the Krull dimension [3] of R by dim(R).
Deﬁnition. A subset P ⊂ R is a homogeneous system of parameters (or hsop, for brevity) of R , if all
elements of P are homogeneous and R is a ﬁnitely generated module over the sub-algebra spanned
by P .
Note that we do not assume that a hsop is an algebraically independent set. Of course, if we hap-
pen to consider a ﬁlter-regular hsop (hence, a hsop whose elements form a ﬁlter-regular sequence),
then the hsop is algebraically independent. The aim of this section is to prove the following theorem
and proposition.
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tion out to degree n of H∗(G;Fp). Assume that there is a ﬁnite extension ﬁeld K of Fp such that RK has a hsop
{p1, . . . , pr} in degrees d1, . . . ,dr . Denote N =∑ri=1 di − depth(H∗(U ;Fp)). Assume that αn is surjective,
and n  N. Then, αn is an isomorphism, if and only if HP(R; t) ·∏ri=1(1 − tdi ) is a polynomial of degree at
most N.
Note that the statement of the theorem would still hold when depth(H∗(U ;Fp)) is replaced by any
lower bound for depth(H∗(G;Fp)). Since we want to apply the theorem as a completeness criterion
in a computation of H∗(G;Fp), the lower bound for the depth must be computable without complete
knowledge of H∗(G;Fp), only based on an approximation of H∗(G;Fp) and on the cohomology rings
of proper subgroups.
The hypothesis of the theorem asks for the existence of a hsop in known degrees over a ﬁnite
extension ﬁeld. The following proposition is useful to establish that hypothesis.
Proposition 3.2. Let R be a ﬁnitely generated graded commutative Fp algebra. Let X ⊂ R be formed by
homogeneous elements. Assume that R/〈X ∪ R(d)〉 is a ﬁnite dimensional Fp-vector space, for some d ∈ N.
Then there exists a ﬁnite extension ﬁeld K of Fp so that RK has a hsop formed by X together with dim(R/〈X〉)
elements of degree d.
We start with proving Proposition 3.2, but need some lemmas. The ﬁrst is one way of proving
Noether normalisation.
Lemma 3.3. (See [1, Chapter 5, Exercise 16].) Let K be an inﬁnite ﬁeld, and let R be a ﬁnitely generated
commutative K -algebra, with generators x1, . . . , xn. There is an algebraically independent set formed by linear
combinations of the x1, . . . , xn, over which R is integral.
Lemma 3.4. Let R be a ﬁnitely generated graded commutative algebra over a ﬁeld K . Let L be an algebraic ﬁeld
extension of K . Then dim(R) = dim(R ⊗K L).
Proof. If K is of characteristic 2, then R is commutative. Otherwise, x2 = 0 for all x ∈ R of odd
degree. Therefore, R is ﬁnite over the sub-algebra Rc formed by all elements of even degree, which
yields dim(Rc) = dim(R). But Rc is commutative, and thus, without loss of generality, we can focus
on the commutative case.
Let R be a ﬁnitely generated commutative K -algebra, and let RL = R ⊗K L. We show that RL is
integral over R ⊗K K . Let B be a basis of R as a K -vector space. Then, BL = {b ⊗ 1: b ∈ B} is a basis
of RL as an L-vector space.
Any f ∈ RL can be written as f =∑i∈ J αibi with a ﬁnite index set J , bi ∈ BL and αi ∈ L, for all
i ∈ J . Let L f = K (αi: i ∈ J ), which is a sub-ﬁeld of L and is a ﬁnite extension of K . In particular, its
normal closure N f has a ﬁnite Galois group G f , and f ∈ R f = R⊗K N f ⊂ RL . Any σ ∈ G f gives rise to
an endomorphism of R f by linear extension using the basis BL . The polynomial p f (t) =∏σ∈G f (t −
σ( f )) in R f [t] is G f -invariant, thus its coeﬃcients lie in R ⊗K K , it is monic, and p f ( f ) = 0. Hence,
RL is integral over R⊗K K ∼= R . The Cohen–Seidenberg ﬁrst theorem [16, Section III.A.2, Proposition 2]
implies that dim(RL) = dim(R ⊗K K ) = dim(R). 
Proof of Proposition 3.2. If p = 2, then R is commutative. Otherwise, x2 = 0 for all x ∈ R of odd
degree. Therefore, R is ﬁnite over the sub-algebra Rc formed by all elements of even degree. In
particular, a hsop of Rc is a hsop of R . Moreover, if we are in the non-commutative case and d is odd,
then R/〈X ∪ R(d)〉 being a ﬁnite dimensional vector space implies that R/〈X〉 is a ﬁnite dimensional
vector space as well. Hence, X is a hsop of R , in this case, and there is nothing to prove. Therefore,
if p > 2, we can replace R by Rc . But Rc is commutative, and thus, without loss of generality, we can
assume that R is commutative.
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closure of Fp . Any Fp-vector space basis Bd of R˜(d) can also be interpreted as an L-vector space basis
of R˜(d)L = (R˜ ⊗Fp L)(d) .
Consider the sub-algebra R˜ ′ of R˜ L generated by Bd . Since R˜ ′ is ﬁnitely generated and L is inﬁnite,
it follows from Lemma 3.3 that there is an algebraically independent set {p1, . . . , pr}, formed by L-
linear combinations of elements of Bd , over which R˜ ′ is integral. Since R˜ ′ is ﬁnitely generated, it
follows that R˜ ′ is ﬁnite over {p1, . . . , pr}, hence, {p1, . . . , pr} is an algebraically independent hsop
of R˜ ′ . By our hypothesis, R˜ L is ﬁnite over R˜ ′ . Hence, {p1, . . . , pr} is an algebraically independent hsop
of R˜ L as well.
Now, let K be the smallest sub-ﬁeld of L containing the coeﬃcients of all the pi , expressed as
L-linear combinations of Bd . There are only ﬁnitely many coeﬃcients, and thus K is a ﬁnite ﬁeld
extension of Fp . Then, X together with the pi yields a hsop of RK . There remains to remark that
r = dim R˜ L = dim R˜ by Lemma 3.4. 
We now come to a proof of Theorem 3.1. The key ingredient is the following lemma.
Lemma 3.5. Let K be a ﬁeld, P = K [x1, . . . , xn] a polynomial ring, denoting the degree of xi by |xi |, for i =
1, . . . ,n. Let M be a ﬁnitely generated graded P-module of Castelnuovo–Mumford regularity Reg(M). Then
deg(HP(M; t)) Reg(M) − depth(M).
Proof. Denote σ(P ) =∑ni=1(|xi | − 1). The Hilbert–Poincaré function of P is HP(P ; t) =
∏n
i=1 11−t|xi |
and is thus of degree −σ(P ) − n.
Consider a minimal free graded P -resolution of M , · · · → P2 → P1 → P0 → M . Its length, the pro-
jective dimension of M , coincides with depth(P ) − depth(M), by the Auslander–Buchsbaum formula
[10, Theorem 3.1]. Since P is a polynomial ring on n generators, its depth is n.
The resolution is free, and hence P j is a direct sum of copies of P (possibly in shifted degrees) for
all j. Therefore, its Hilbert–Poincaré series is of the form f j ·HP(P ; t), where f j is a polynomial in the
variable t . If P j = 0 then let β Pj (M) be the degree of f j , which is the largest degree of a generator of
P j as a P -module; otherwise, let β Pj (M) = −∞.
The Hilbert–Poincaré series of M can be expressed as an alternating sum of the Hilbert–Poincaré
series of the P j . In particular,
deg
(
HP(M; t))
(
sup
j
β Pj (M)
)
− σ(P ) − n.
According to [5, Corollary 5.7], the regularity of M is
Reg(M) =
(
sup
j
(
β Pj (M) − j
))− σ(P ).
Since β Pj (M) = −∞ for j > n − depth(M), we obtain
Reg(M)
(
sup
j
β Pj (M)
)
− n + depth(M) − σ(P )
 deg
(
HP(M; t))+ depth(M)
as claimed. 
Proof of Theorem 3.1. We have H∗(G; K ) ∼= K ⊗Fp H∗(G;Fp), and the given approximation of
H∗(G;Fp) gives rise to an approximation of H∗(G; K ) for which RK = τnH∗(G; K ).
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to H∗(G;Fp), since it is a ﬁnitely generated module over a sub-algebra generated by an algebraically
independent hsop: This sub-algebra is isomorphic to a polynomial ring. Hence, as a rational function,
deg
(
HP
(
H∗(G;Fp); t
))
 Reg
(
H∗(G;Fp)
)− depth(H∗(G;Fp)
)
.
By a result of Symonds on Castelnuovo–Mumford regularity [18], one has Reg(H∗(G;Fp)) = 0.
Moreover, we have depth(H∗(G;Fp)) depth(H∗(U ;Fp)) by [2, Thm. 2.1].1 Hence,
deg
(
HP
(
H∗(G;Fp); t
))
−depth(H∗(U ;Fp)
)
.
Since αn is surjective, the parameters pi of RK correspond to parameters of H∗(G; K ) of the
same degrees. Therefore and since HP(H∗(G; K ); t) is equal to HP(H∗(G;Fp); t), we obtain that
p(t) = HP(H∗(G;Fp); t) ·∏ri=1(1 − tdi ) is a polynomial. Since HP(H∗(G;Fp); t) is a rational function
of degree at most −depth(H∗(U ;Fp)), it follows that deg(p(t)) N . This proves the “only if ” part of
the theorem.
Conversely, let q(t) = HP(R; t) ·∏ri=1(1 − tdi ). By deﬁnition of the Hilbert–Poincaré series, the co-
eﬃcient of HP(R; t) of td is dimFp (R(d)) = dimK (R(d)K ), and the ﬁrst N coeﬃcients of q(t) can be
computed from these data as well.
Let p(t) be deﬁned as above. We have dimFp (R
(d)) = dimFp (H(d)(G;Fp)) for d = 1, . . . ,N , since
n  N . It follows that p(t) and q(t) coincide out to degree N . We already know that p(t) is a poly-
nomial of degree at most N . Hence, if q(t) is a polynomial of degree at most N , then q(t) = p(t) and
thus HP(R; t) = HP(H∗(G;Fp); t). Since αn is surjective, this implies that αn is an isomorphism. 
4. Application of the criteria
4.1. On Theorem 2.2
When computing an approximation of a cohomology ring with the stable element method, then
it is very handy to know surjectivity of αn . Namely, identify H(n)(G;Fp) with the stable subspace of
H(n)(U ;Fp) for an appropriate subgroup U < G . The stable subspace is characterised by systems of
linear equations in H(n)(U ;Fp). The number of equations grows depending on the number of double
cosets of U in G , and on the dimension of H(n)(U ∩ Uc;Fp), where Uc denotes the conjugate of U
under a double coset representative c.
Typically, if the last generator of a minimal ring presentation of H (n)(G;Fp) can be found in de-
gree d, then the last relation can be found in degree 2d. And typically, the size of the equation
systems grows rapidly with the degree: In high degrees, the formulation and solution of the stability
conditions would often require a considerable amount of computation time. This can be avoided with
Theorem 2.2.
Let us assume that we have an approximation of the cohomology ring out to degree n − 1. To
extend the approximation out to degree n, one starts with computing all degree-n products of the
previously computed generators of H∗(G;Fp) in smaller degrees.2 Linear relations between these
products yield algebraic relations in degree n between the generators.
Next, if surjectivity of αn−1 is not known, one computes H(n)(G;Fp) by solving the stability con-
ditions. It contains the subspace spanned by the degree-n products of generators, that were already
computed. If the subspace is proper, then a basis for its complement in H (n)(G;Fp) yields degree-n
generators of H∗(G;Fp). But if αn−1 is surjective, then there are no degree-n generators: All degree-n
1 Note that the statement originally is for a Sylow p-subgroup, but the proof only requires the index to be coprime to p.
2 In fact, if one ﬁxes a monomial ordering, one can focus on products corresponding to degree-n standard monomials of the
ideal spanned by the previously computed relations in smaller degrees.
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equations in H(n)(U ;Fp).
As an example, we consider the cohomology ring of SuzukiGroup(8) with coeﬃcients in F2. It
turns out that this is isomorphic to the cohomology ring of group number 179 of order 448 in the
Small Groups library [6], here denoted by G; this group is isomorphic to the normaliser of the centre
of a Sylow 2-subgroup S of SuzukiGroup(8). It turns out that six double cosets of S in G are enough
to determine the stability conditions that describe H∗(G;F2) as a graded sub-ring of H∗(S;F2).
When computing a ring approximation of H∗(G;F2) in increasing degrees, the major part of the
computation time is spent on the stability conditions. One ﬁnds 99 generators out to degree 28. It
turns out that H∗(S;F2) is not a ﬁnitely generated module over τnH∗(G;F2), for any n < 28. But
H∗(S;F2) can be generated as a module over τ28H∗(G;F2) by elements of degree at most 29. Hence,
gendeg28(G, S) = 29, and Theorem 2.2 asserts that a minimal ring presentation of H∗(G;F2) has no
generators in degree > 29.
It turns out that indeed there are three generators in degree 29. But in degree 30 and beyond, it is
not needed to consider the stability conditions. This saves enough resources to allow for a complete
computation of a minimal ring presentation of H∗(G;F2), which is formed by 102 generators of
degree at most 29, and 4790 relations of maximal degree 58.
4.2. Comparing the different criteria
We consider different criteria to prove completeness of an approximation of a modular cohomology
ring: The (modiﬁed) Benson criterion, the Symonds criterion and the Hilbert–Poincaré criterion. It is
not a priori clear which criterion will be best or easiest to use. Hence, given an approximation of a
speciﬁc cohomology ring, it makes sense to let heuristics decide which criterion should be used to
test completeness. In this subsection, we discuss the reasoning behind such heuristics, namely the
advantages and disadvantages of the different criteria. Let G be a ﬁnite group.
For the Benson and the Hilbert–Poincaré criteria, it helps to have a lower bound for the depth of
the cohomology ring H∗(G;Fp). In any case, the depth is at least the rank of the centre of a Sylow
p-subgroup of G , by Duﬂot’s theorem [8, Thm. 12.3.3]. This bound is, of course, easy to obtain. If G is
not of prime power order and H∗(G;Fp) is computed by the stable element method using a subgroup
U < G , then the depth of H∗(G;Fp) is at least the depth of H∗(U ;Fp). It can be diﬃcult to compute
the depth of H∗(U ;Fp). If it turns out to be too diﬃcult, then one should resort to Duﬂot’s bound,
although that might be weaker. In the following paragraphs, let D be a lower bound for the depth of
H∗(G;Fp).
All criteria considered here involve degrees of parameters of modular cohomology rings. Benson’s
criterion additionally needs parameters that are ﬁlter-regular. How can a ﬁlter-regular hsop be found?
According to Benson, one can ﬁnd elements that simultaneously restrict to powers of the Dickson
invariants in the cohomology rings of all maximal p-elementary abelian subgroups. They form a ﬁlter-
regular hsop. Since one has explicit formulae for the Dickson invariants, the simultaneous lifts can
be effectively constructed in a ring approximation of suﬃcient degree. The Dickson invariants have
degrees pr − pk , where r is the p-rank of G and k = 0, . . . , r − 1.
In [13], we proposed a slightly different construction that is always available if G is of prime power
order: One can choose the generators of H∗(G;Fp) so that they contain a sequence of elements that
restrict to a regular sequence in the cohomology of Ω1(Z(Sylp(G))), and there are elements that
simultaneously restrict to the Dickson invariants in the cohomology rings of the complements of
Ω1(Z(Sylp(G))) in the maximal p-elementary abelian subgroups of G . The method is not guaranteed
to work for groups that are not of prime power order. But if it works, then one obtains a ﬁlter-
regular hsop that is formed by c generators together with elements of degrees pr−c − pk , where c
is the rank of Z(Sylp(G)), and k = 0, . . . , r − c − 1. Moreover, [13] provides some ways to improve a
given f.-r. hsop.
By now, we assume that we have constructed ﬁlter-regular parameters in degree d1, . . . ,dr . If one
uses these parameters in the Hilbert–Poincaré criterion, then it can only apply in degree  d1 + · · · +
dr − D . Using the same parameters, Symonds’ criterion can only apply in degree d1 + · · · + dr − r + 1.
The same holds for Benson’s criterion, unless D > 1: In this case, Benson’s criterion could already
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parameters, it seems that Benson’s criterion will always be best.
In [13], we have shown how to modify Benson’s by using an existence proof for ﬁlter-regular
parameters over a ﬁnite ﬁeld extension. In many cases, there exist a f.-r. hsop in smaller degrees
d˜1, . . . , d˜r (over a ﬁnite ﬁeld extension) than the one that was explicitly constructed. If D > 1, the
modiﬁed Benson criterion could potentially detect completeness in degree d˜1 + · · · + d˜r − r, and the
Hilbert–Poincaré criterion could apply in degree d˜1 + · · ·+ d˜r − D . Again, it seems that Benson’s crite-
rion will be best.
However, Symonds’ criterion has the advantage that it can work with parameters that do not
form a ﬁlter-regular sequence and are not even algebraically independent. We suggest two ways to
construct such parameters.
The ﬁrst approach starts with a ﬁlter-regular hsop. One could then mod out all but one of the
parameters, and try to ﬁnd a smaller one by enumeration. Of course, enumeration can be very ex-
pensive in general. But Proposition 3.2 helps to restrict the search, so that an enumeration often
becomes feasible. The result is a set of algebraically independent parameters, but is not necessarily
ﬁlter-regular.
The second approach starts with verifying that the cohomology rings of maximal p-elementary
abelian subgroups are ﬁnitely generated modules over the restriction of τnH∗(G;Fp). If this is the
case, then H∗(G;Fp) is ﬁnite over the image of αn by [7], and hence any hsop in τnH∗(G;Fp) maps
to a hsop of H∗(G;Fp). One tries to ﬁnd a minimal subset S of the generators of τnH∗(G;Fp) such
that the quotient of τnH∗(G;Fp) by the sub-algebra spanned by S is a ﬁnite dimensional vector space
over Fp . Then, S maps to a hsop of H∗(G;Fp) that, in general, is algebraically dependent. Sometimes,
the second method yields a better degree sum for the parameters than the ﬁrst method.
Let e1, . . . , en be the degrees of the parameters thus obtained; we have n r, and n > r if and only
if the hsop is algebraically dependent. Symonds’ criterion would potentially apply in degree e1 +· · ·+
en − n + 1, while the Hilbert–Poincaré criterion would potentially apply in degree e1 + · · · + en − D .
There are cases in which this is better than the bound obtained with the modiﬁed Benson criterion.
Since D  r and often r < n, it would seem that typically Symonds’ criterion will be slightly bet-
ter than the Hilbert–Poincaré criterion. However, Proposition 3.2 may be able to prove the existence
of parameters with a smaller degree sum, over some extension ﬁeld. We found in practical compu-
tations: If Proposition 3.2 states the existence of parameters of a certain degree over an extension
ﬁeld, then we are usually able to ﬁnd such parameters without a ﬁeld extension, by enumeration. But
the point is that enumeration can be quite expensive. While the Hilbert–Poincaré criterion can ex-
ploit the mere existence of parameters in small degrees, the Symonds criterion relies on their explicit
construction.
These considerations give rise to the following heuristics3 that are used in our optional pack-
age [14] for the open source computer algebra system Sage [17]. Compute approximations of
H∗(G;Fp) in increasing degree, until τnH∗(G;Fp) contains a hsop for H∗(G;Fp). Use Theorem 2.2
if G is not of prime power order. If there is a generator in degree d that is not a regular element,
then compute the approximation at least out to degree 2d. If this degree is attained, try to prove
completeness (and terminate the computation, if possible) as follows.
• Find a hsop S among the generators of τnH∗(G;Fp). If their degrees are small enough for
Symonds’ criterion to apply, then try to prove completeness by that criterion.
• Construct a ﬁlter-regular hsop F for H∗(G;Fp), by methods from [13], say. Try to improve it
by enumeration in small degrees (say, one and two), and obtain a potentially smaller but not
necessarily ﬁlter-regular hsop F ′ .
• If the parameter degrees in F ′ are small enough for Symonds’ criterion to apply, then try to prove
completeness by that criterion.
3 The heuristics try to minimise the effort needed to prove completeness, and are guaranteed to terminate in ﬁnite time.
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of parameters in degrees small enough for the Hilbert–Poincaré criterion to apply, then try to
prove completeness by that criterion.
• Try to test completeness with the modiﬁed Benson criterion from [13], but skip the test if the
computation of the ﬁlter degree type turns out to be too diﬃcult.
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