ABSTRACT This paper studies the delay-optimal virtual machine (VM) scheduling problem in cloud computing systems, which have a constant amount of infrastructure resources, such as CPU, memory, and storage in the resource pool. The cloud computing system provides VMs as services to users. Cloud users request various types of VMs randomly over time, and the requested VM-hosting durations vary vastly. We first adopt a queuing model for the heterogeneous and dynamic workloads. Then, we formulate the VM scheduling in such a queuing cloud computing system as a decision-making process, where the decision variable is the vector of VM configurations and the optimization objective is the delay performance in terms of average job completion time. A low-complexity online scheme that combines the shortest-job-first (SJF) buffering and min-min best fit (MMBF) scheduling algorithms, i.e., SJF-MMBF, is proposed to determine the solutions. Another scheme that combines the SJF buffering and reinforcement learning (RL)-based scheduling algorithms, i.e., SJF-RL, is further proposed to avoid the potential of job starvation in SJF-MMBF. The simulation results show that SJF-RL achieves its goal of delay-optimal scheduling of VMs by provisioning a low delay at various job arrival rates for various shapes of job length distributions. The simulation results also illustrate that although SJF-MMBF is sub-delay-optimal in a heavyloaded and highly dynamic environment, it is efficient in throughput performance in terms of the average job hosting rate provisioning.
I. INTRODUCTION
We have witnessed the success of cloud computing services in supporting high performance computing and big data applications in recent years. For instance, public clouds, such as Amazon EC2 [1] and Windows Azure [2] , as well as Aliyun [3] , are commercially available and support a wide range of both enterprises and personal computing applications. A cloud platform dynamically segments the physical resources (e.g., CPU, memory, and storage space) into a limited number of virtual machines (VMs) via virtualization technologies in an on-demand fashion such that cloud users can run their cloud computing and big data applications over the dedicated VMs.
With the popularity of big data applications, the number of cloud users has grown exponentially in recent years. However, due to the continuing high cost of purchasing and maintaining cloud infrastructures, it is impractical to overpurchase cloud infrastructures to immediately respond to all cloud users' resource requirements. Therefore, queueing is inevitable in a cloud system, resulting in a non-zero response time for responding to cloud user requests, where the response time is defined as the time interval between the time a request arrives and the time the cloud allocates a VM instance and hosts it. The delay performance, including the response time, has a significant impact on a cloud user's behavior [4] - [6] . For example, a cloud user that experiences a short response time is likely to continue renting cloud resources in comparison with a user who experiences a long response time.
The delay performance depends heavily on the scheduling decisions regarding how many VM instances can be served in parallel and which instances to run first. However, the heterogeneous and dynamic workload feature of cloud computing environments makes the design of a delay-optimal scheduling scheme challenging. In a cloud system, users generally request various jobs in terms of various types of VMs and various job lengths, where a type of VM represents a specified resource set, including the CPU, memory and storage [1] , [7] . The job length describes the durations in which a job is expected to run. This particular feature makes VM scheduling issues in a cloud computing system significantly different from traditional scheduling optimization issues, where a job requires only a single-dimensional resource, i.e., a task scheduling problem concerning the CPU resource.
This paper focuses on the design and implementation of several online algorithms to optimize the VM scheduling in such a queueing cloud system, aiming at minimizing the delay performance of all jobs over time. The main contributions of the paper are as follows.
• We formulate the delay-optimal scheduling of VMs as a decision-making process by using a feasible VM configuration to present the physical resource requirements.
• A low-complexity online scheme is proposed to determine the solutions by buffering arriving jobs with the shortest-job-first (SJF) policy and scheduling them with the min-min best fit (MMBF) algorithm.
• To avoid the potential of job starvation in the first scheme, another scheme that combines the SJF buffering and reinforcement learning (RL)-based scheduling algorithms is further proposed.
• Simulations are carried out to validate the efficiency of the proposals. The remainder of this paper is organized as follows. Section II introduces the related work. Section III formulates the VM scheduling problem. Section IV proposes the first scheme to solve the problem. Section V designs another scheme to optimize the solutions. Section VI validates the efficiency of the proposals by simulations. Finally, Section VII concludes this paper.
II. RELATED WORK
A number of VM scheduling algorithms have been proposed in recent years. Hu et al. proposed a genetic algorithm (GA) that schedules VM resources to achieve load balancing [8] .
In the proposal, a decision regarding how many VM instances can be served in the current state is made using GA by considering the historical data and present state. This scheduling strategy alleviates load imbalance in a cloud system. Cho et al. proposed a hybrid meta-heuristic algorithm, namely, ant colony optimization with particle swarm (ACOPS), that solves VM scheduling problems to also achieve load balancing [9] . ACOPS uses historical information to predict the workload of new requests to adapt to dynamic environments. Note that ACOPS rejects a request if the present available resources of a system cannot satisfy the resource requirement of that request. Rampersaud et al. studied the sharing-aware VM packing problem [10] . They designed several online algorithms, including firstfit-sharing (FFS) and best-fit-sharing (BFS), that determine the assignment of user-requested VM instances to physical servers to minimize the number of physical servers. Implicitly, the above proposals designed their VM scheduling algorithms based on the assumption that the resource pool of a cloud system is sufficient; thus, any number of VM instances can be assigned at any time to any cloud user such that cloud users experience almost zero queueing delay when using these scheduling algorithms.
Maguluri et al. released this assumption and designed a non-preemptive scheduling scheme, called the jointhe-shortest-queue (JSQ) routing algorithm and Myopic MaxWeight scheduling policy, to solve the VM scheduling problem to achieve throughput optimization [11] . In the proposal, VMs are classified into a limited number of types, where a VM type corresponds to a specified resource set, including the CPU, memory and storage. The arriving requests are distributed to physical servers based on JSQ, which routes a request to a physical server that has the shortest queue length considering the user-requested VM type. Then, each physical server independently schedules VM instances using the Myopic MaxWeight policy, a variant of MaxWeight. Theoretical analysis showed that the policies in [11] can be made nearly throughput-optimal by choosing sufficiently long frame durations. The simulations indicate that the policies can also yield good delay performances.
In addition to the aforementioned studies, which focus on VM resource scheduling, a number of heuristic algorithms have been explored for task scheduling that require a single-dimensional resource in cloud computing environments, including first-come-first-serve (FCFS), minimum completion time (MCT), minimum execution time (MET), max-min, min-min and GA algorithms as well as their variants [12] - [14] . These algorithms mainly focus on addressing the problem of task assignment among various VMs, aiming at minimizing the performance metrics in terms of makespan (the time interval between the starting of the first task and the finished time of the last task), cost, degree of imbalance among VMs, etc. Madni et al. compared the performance of several of the above heuristic algorithms, including FCFS, max-min, min-min and so on, for task scheduling through simulations [15] . The simulation results based on the performance metrics in terms of cost, degree of imbalance, makespan and throughput shown that, the min-min algorithm performs better than others in homogeneous and heterogeneous environments no matter using workload traces or not.
The performance of the above algorithms as well as their variants for task scheduling in the cloud computing environment have also been studied via simulations in recent years [16] - [18] .
What's more, a number of delay-optimal scheduling policies have also been explored for jobs with a singledimensional resource. The SJF algorithm was initially proposed to address the delay-optimal scheduling problem in machine repair [19] , [20] and then was extended to computer systems for use in CPU scheduling [21] . In SJF, the CPU resource is allocated to the shortest job first, then the next shortest, and so on. The round-robin (RR) preemptive scheduling discipline was proposed to minimize the per-user response time in CPU scheduling [21] , [22] . Sun et al. studied the delay-optimal scheduling of replications in scheduling tasks of a computer system [23] .
This paper differs from the existing works in two aspects: First, our study is carried out under queueing system settings. Specifically, in this paper, we assume that events of job arrival rates exceeding the resource capacity of a physical server occur with a nontrivial probability; thus, queueing is inevitable in any scheduler. Second, we study delay-optimal scheduling for VM instances in a multi-class multi-resource parallel queueing system with a heterogeneous and dynamic workload. To the best of our knowledge, this is the first work that addresses the delay-optimal scheduling of VM instances in such a queueing cloud system.
III. MODEL DESCRIPTION AND PROBLEM FORMULATION A. SYSTEM MODEL
We consider a cloud system with a resource pool consisting of a number of cloud computing infrastructure resources, including a CPU, memory and storage. These infrastructure resources are rented out to cloud users in the form of VM instances via virtualization technologies. Generally, the capacity of a resource pool is much larger than that of a VM instance. Therefore, multiple VM instances can be hosted in a resource pool in parallel.
Assume that VM instances can be classified into a limited number of types via clustering technologies (i.e., K-means), where a VM type requires a set of resources. As an example, Table 1 lists three types of VM instances, which indeed are available in Amazon EC2 [1] , [11] . Assume that there are V distinct types of VMs provided by a cloud system, where each type of VM is specified by K different resources.
Let V = (1, · · · , V ) and K = (1, · · · , K ) be the spaces of VM types and resource types, respectively. Let R vk be the amount of type-k resources required by a type-v VM.
Let C k be the amount of type-k resources in the system. Then, the system can support a type-v VM instance if and only if the following resource constraint is satisfied.
(1) 
The maximum number of type-v jobs N max v for v ∈ V that can be supported is defined as
where X represents the maximum integer number that does not exceed X .
B. TRAFFIC MODEL
A heterogeneous and dynamic workload model is considered:
(1) V types of VM requests arrive stochastically; (2) for each type of VM, the arriving number of jobs per time slot follows an independent and identical distribution (i.i.d), and the length of jobs belonging to the same type also follows an i.i.d; (3) different types of VM requests arrive independently. Assume that a VM request from a cloud user specifies the type of VM required and the amount of time needed to run the instance. A job is said to be a type-v job if a type-v VM instance is required. The length of a job is called S if an instance needs to host for S time slots. We consider a nonpreemptive time-slotted system. Non-preemptive indicates that once a job with length S starts, it will continue for S time slots.
Let J v (t) ≥ 0 be the number of type-v jobs that arrive during the time interval [t, t + 1) and S j v (t) be the length of the j th type-v job, where 0 ≤ j th < J v (t).
Let N N v (t) be the number of type-v jobs that begin to be served at starting at time t and N P v (t) be the number of type-v jobs that were served before t and require continuation. Then, the total number of type-v jobs that will be served by t is derived as
where N v (t) should satisfy the resource constraint in Eq. (2). Let Q v (t) denote the number of type-v jobs queueing in the system starting at time t. Then, the evolution of queue length Q v follows
Notice that if a job is scheduled, it leaves the queue.
Let W v (t) denote the accumulative workload of type-v jobs starting at time t. Then, the evolution of W v follows
Note that queue length Q v (t) represents the accumulative number of type-v jobs that compete for the shared available resources at time t, while W v (t) represents the accumulative workload requirement regarding job numbers and job lengths.
The details of some notations are listed in Table 2 . 
C. OPTIMIZATION OBJECTIVE
While there are many performance metrics associated with VM scheduling in such cloud systems for investigating the delay performance, here, we mainly focus on the average job completion time. The average job completion time is the average job completion time over all types of VMs and over all time. It has some advantages as a performance metric for investigation, in terms of the average job completion time, over other performance metrics for delay-optimal VM scheduling. First, since the completion time of a job is the summation of its queueing delay and its hosting duration, minimizing the average job completion time implies minimizing the average queueing delay such that the quality of the experiences of cloud users is improved. Second, under the same traffic characteristics and resource configurations, the better the performance in terms of the average job completion time, the more efficient the VM scheduling in resource utilization [24] . Let T j v be the job completion time of the j th type-v job, which is defined as
where D j v is the queueing delay (also called the response time [25] ) and S j v is the length of the job. The long-term job completion time of type-v jobs is derived using
The goal of this paper is to design and implement a scheduling scheme that solves the following problem:
Subject to:
where Eq. (9) is the average job completion time of all jobs. Eq. (10) is the cloud resource constraint. Eq. (11) follows Eq. (5), Eq. (12) follows Eq. (6), and Eq. (13) follows Eq. (4). As shown in Eqs. (10)- (13), the decision variables are N v (t) and N N v (t). According to Eq.
is also determined. Therefore, the above problem is equivalent to determining a sequential optimal N * v (t) for t = 0, · · · , ∞ to achieve the objective.
D. RESOURCE ABSTRACTION AND PROBLEM TRANSFORMATION
To solve the problem described in Eq. (9), we introduce a resource array N A t ×V = (N (a t , v)) A t ×V , which represents the set of supportable scheduling strategies with respect to the multi-resource requirements of various types of VMs and the capacity of a cloud system. The definition of the resource array is as follows.
Definition 2 (Resource Array): N A t ×V is said to be a resource array at time t for t = 0, · · · , ∞ if and only if the a th t row vector N a t
= (N (a t , v)) 1×V for a t = 1, · · · , A t is a feasible VM configuration at time t, where a V -elemental VM configuration N a t = (N (a t , 1), · · · , N (a t , V )) at
time t is said to be feasible if and only if the following constraints are satisfied:
where For example, consider a resource pool that is configured with specified amounts of memory, CPU and storage resources of (30, 30, 4 ,000), respectively, and consider three types of VMs with different resource requirements of (15, 8, 1, 690 ), (17.1, 6.5, 420) and (7, 20, 1, 690) , respectively.
Then, according to Definition 2, A t = 7, and the VOLUME 6, 2018 resource array at time t is abstracted as
which means that there are seven feasible VM configurations. If we choose a = 7 such that the VM configuration (2 0 0) is selected, then the system will schedule two type-1 jobs and none of the other two types of jobs simultaneously at time t.
Assume that
for v ∈ V and N P (t) = (1 0 0); then, according to Definition 2, A t = 3, and the resource array becomes
With the introduction of the resource array, the optimal problem shown in Eq. (9) becomes a decision-making problem with a decision regarding which a t ∈ {1, · · · , A t } should be selected at time t for t = 0, · · · , ∞ such that the long-term
On the other hand, according to Eq. (4), the number of typev jobs completed at time t is derived as follows
A lossless system is considered; then, the average job completion time of type-v jobs at the beginning of time t for t > 0 could be approximated as
which is a function of a sequential N v (τ ) for τ = 0 to t − 1.
Let g({N a t }) denote a function of a sequential N a t for t = 0, · · · , ∞ that represents the average job completion time of all jobs in the long run. Notice that lim t→∞
holds for all v ∈ V in a lossless system. Accordingly, the optimal problem shown in Eq. (9) is transformed into Minimize:
Therefore, the optimal problem is equivalent to determining a sequential a * t such that a sequential N a * t minimizes the longterm g( ).
IV. JOINT SHORTEST-JOB-FIRST BUFFERING AND MIN-MIN BEST FIT SCHEDULING POLICY
Because of the high degree of heterogeneity and dynamism in workloads, it would be difficult and very costly to accurately model the traffic characteristics (e.g., expected arrival rate and average job size) by predicting future resource demands. Therefore, traditional ''offline'' methods such as the linear/nonlinear programming solver are unsuitable for solving the optimal problem described in Eqs. (17)- (18) . Accordingly, this paper considers the solutions with online algorithms.
A. MIN-MIN BEST FIT SCHEDULING POLICY
Intuitively, in every decision epoch, if we choose an action that uses the most resources among all actions that can be selected, then the average queueing delay would be shortened such that the average job completion time would also be shortened. Therefore, we propose our first algorithm, called MMBF, to determine a sequential N a * t . Originally, best fit was designed to schedule single-resource jobs, such as those involving memory or storage [26] , [27] . The main idea of best fit is to find the smallest free resource among multiple segmented free resources that is large enough to satisfy a request, aiming at minimizing the amount of wasted free resources. In contrast, in MMBF, the best fit action is defined as the action that minimizes the remaining multi-resources. Then, the output scheduler always selects the best fit action in every decision epoch to minimize the long-term average job completion time. The details regarding MMBF are as follows.
Let k (a t ) denote the k th normalized remaining resource under scheduling decision N a t ⊆ N A t ×V , a t ∈ {1, · · · , A t }, which is derived as
Let (a t ) denote the minimum value of k (a t ) for
Then, under the MMBF scheduling policy, the solution a * t to problem in Eq. (17) at time t is the one that satisfies completion time of all types of jobs in the long run by maximizing the resource utilization in every decision epoch. Since MMBF is not delay-optimal, in this section, we focus on the extended problem of how to select jobs of the same type for scheduling when the number of jobs is determined, with the goal of obtaining delay-optimal solutions. Studies [21] , [28] shown that SJF is an efficient nonpreemptive scheduling scheme for achieving average job completion time optimization in a system consisting of a single resource. In SJF, a system schedules the shortest job first, then the next shortest, and so on [21] . Since jobs requesting the same VM type require the same amount of multiresources, it is possible to buffer them in the same queue and apply SJF to determine their queueing positions such that their scheduling priorities are determined intra-queue to improve the performance in terms of the average job completion time. Therefore, the SJF buffering policy is designed to address the problem of how to select jobs of the same type for scheduling. Specifically, as shown in Fig. 1 , jobs of the same type are buffered in the same virtual queue in ascending order of their lengths. Once a * t is determined, the N (a * t , v) number of typev jobs will be de-queued in a head-of-line (HOL) manner and hosted on the cloud in parallel at time t. The details of this process are shown in Algorithm 1.
Algorithm 1 SJF Buffering
While a type-v job f arrives in time interval [t, t + 1), do 1) Find a position j in type-v queue that satisfies
2) Insert job f into type-v queue in a position after j , and let
End while where S f is the length of the new arriving job f and S j v is the length of the j th job in the type-v queue.
Finally, we combine the SJF buffering and MMBF scheduling policies to form the first scheme, called SJF-MMBF, to solve the problem described in Eqs. (17)- (18) . The details of SJF-MMBF are shown in Algorithm 2. 
) type-v jobs are de-queued from the v th queue in an HOL manner and begin to be served for v ∈ V. The number of jobs waiting in the queue and the accumulative workload requirement are updated, respectively, as follows
As an example, Fig. 2 illustrates the scheduling policy of the SJF-MMBF scheme. In the example, there are three types of jobs, with the resource requirements shown in Table 1 , waiting in the system starting at time 0, where the workload requirement is as described in Fig. 2(a) . Each job is labeled with (vi − j, s), where i represents the type of VM instance, j is the job index in that queue and s is the length of the job. For simplification, assume that no job arrives during time interval (0, 7). Assume that the capacity of the resource pool is (30, 30, 4 ,000) for memory, CPU and storage, respectively. Let the resource pool be idle starting at time 0. According to the SJF buffering principle, jobs belonging to the same type are buffered in ascending order of their lengths. Then, according to the MMBF policy, N = (2 0 0) is a best fit action among all feasible VM configurations when the system is idle. Therefore, two type-1 jobs are scheduled in parallel from time 0 to time 1. Starting at time 2, N P = (1 0 0) and Q = (1 2 2) ; therefore, N = (2 0 0) is also a best fit action. Thus, the 3 rd type-1 job begins to be served at time 2. Starting at time 4, the 2 nd job of the type-1 VM instance finishes, with N P = (1 0 0) and Q = (0 2 2). Accordingly, N = (1 0 1) is a best fit action; thus, the 3 rd type-1 job continues to be served, and the 1 st type-3 job begins to be served at time 4. Starting at time 6, the 3 rd type-1 job finishes, with N P = (0 0 1) and Q = (0 2 0). Thus, N = (0 1 1) is a best fit action under MMBF; accordingly, the 1 st type-2 job begins to be served at time 6.
It is easy to see from Algorithm 1 that the time complexity of the SJF buffering algorithm is O(max v∈V Q v ), where Q v is the number of jobs waiting in the type-v queue. As shown in Algorithm 2, the time complexity of MMBF is O(AV ), where A is the number of feasible VM configurations and V is the Table 1 . The capacity of the resource pool is (30, 30, 4000) for memory, CPU and storage, respectively. Initially (t < 0), there are three type-1 jobs, two type-2 jobs and two type-3 jobs waiting in the system. A job is labeled with (vi − j , s), where i represents the job type, j is the index and s is the length. Assume that no job arrives during the time interval (0, 7). Then, under SJF, jobs of the same type are buffered in ascending order of their lengths. Under MMBF, (2 0 0 
V. POLICY OPTIMIZATION VIA REINFORCEMENT LEARNING
Although SJF is efficient in terms of the average job completion time optimization, it has the potential for job starvation under the SJF-MMBF scheme for VM scheduling in a cloud system. This is because the behavior of MMBF, which always selects an action minimizing the remaining resources, will be detrimental to some types of jobs. As illustrated in Fig. 2(b) , the scheduler serves two type-1 jobs from time 0 to 3 until there are no jobs waiting in the type-1 queue, as this action is the best action for minimizing the remaining resources in comparison with other actions. Accordingly, jobs from the type-2 and type-3 queues will experience extremely long queueing delays if type-1 jobs arrive continually. To overcome the disadvantage of SJF-MMBF, we propose another scheduling scheme, which combines shortest-job-first buffering and reinforcement-learning-based scheduling (SJF-RL), to optimize the long-term average job completion time g( ). Specifically, as shown in Fig. 1 , in the SJF-RL scheme, the SJF discipline is used to buffer arriving jobs and the RL-based scheduling policy is designed to determine a sequential a * t and N a * t to minimize the long-term g( ). If a state is defined as a cloud environmental vector containing all useful information from its history that affects the present a * t selection, then the sequential decisions a * t are indeed a Markovian decision process (MDP). Therefore, in the RL-based scheduling policy, we introduce reinforcement learning to construct the problem described in Eq. (17) and determine the optimal a * t via gradient-descent-based temporal difference (TD) learning [29] - [32] .
There are some advantages of using gradient-descentbased TD learning to discover the optimal scheduling decisions. First, according to the reinforcement learning theory, if a reward signal is given to a scheduler, then it can discover which decision yields the most rewards by training. In this case, it is possible to find out the optimal decisions that are adaptive to the dynamism of cloud environments by carefully designing a reward signal. Second, decisions based on reinforcement learning may affect not only the immediate reward but also all subsequent rewards. Since the delay performance metric, in terms of the average job completion time, is a long-term performance metric, it is possible to achieve a good delay performance via optimal sequential decisions. Third, decisions based on reinforcement learning can influence the subsequent environments. Thus, it is possible for an optimal scheduling policy to avoid the event in which some type of VM instance experiences extremely long queueing delays due to the continual arrival of another type of VM instance. In addition, the gradient-descent-based TD method can quickly learn the dynamism of environments; thus, the scheduler can quickly adjust its scheduling policy to maximize its value function. Actually, reinforcement learning has been successfully applied in learning problems that have the Markovian property, particularly in recent years [33] - [35] .
A. CONSTRUCTION OF VM SCHEDULING VIA RL 1) FEATURES OF A STATE
As shown in Eq. (14) and Eqs. (17)- (18), the values of N P v (t), Q v (t) and W v (t) affect the selection behavior of action a t . Accordingly, these parameters are used as features to represent a state. That is, s t = (N v (t), Q v (t), W v (t)).
2) DECISION EPOCHS AND ACTION SPACE
In this paper, a decision epoch is defined as the beginning of a time slot. In each decision epoch, a scheduling decision is made to decide which types of VMs and how many of them should be scheduled. Since the resource requirements of various types of VMs and the resource capability of a resource pool have been abstracted using the resource array N A t ×V , as described in Section III-D, the decision indeed is a determination regarding which row vector to select from the resource array. That is, a decision is an action a t in the action space A t such that the row vector N a t = (N (a t , v) ) 1×V is the determined scheduling behavior at time t, where N a t ∈ N A t ×V , a t ∈ A t . (N (a t , v) ) 1×V is a row vector representing the number of type-v jobs to be scheduled in time slot t under action a t for v ∈ V.
To simplify the calculation of state-action values, similar to the method adopted in the literature [35] , a binary plane is used to represent the state and action features with respect to VM types. The details of the features used for the state and action representation are listed in Table 3 .
Notice that since the number of jobs waiting in a queue as well as the workload may be extremely long with a high dynamic arrival process, we classify their values into (N + 1) grades and then map them into one of (N + 1) planes with respect to their VM types. Thus, the state space is limited.
3) REWARD FUNCTION
The reward function defines the goal we would like to achieve via reinforcement learning [30] . A reward of a state-action indicates the desirability of that action in that state, which is usually represented by R. The total amount of reward an agent can expect to accumulate in the future from that state is called the value of that state-action pair, which is usually represented by V (s, a) , where s is a state and a is an action at that state. The relationship between reward R and state-action value V (s, a), based on the Bellman expectation equation, is as follows [30] : (25) where R t+1 is the immediate reward of action a in state s in time slot t, V (S t+1 , A t+1 ) is the state-action value in time slot t + 1 and γ is a step-size parameter.
The design of a suitable reward function is a key step toward achieving our goal of minimizing g( ) via reinforcement learning. However, since g( ) is a long-term performance metric, it is difficult to evaluate whether the present
E[T (t)] is good or not before the end of the scheduling process. Furthermore, E[T (t +1)] may be larger than E[T (t)]
under all actions due to traffic burst. Therefore, it is unsuitable to use per-time-slotted E[T (t)] to evaluate the immediate reward of a state-action pair.
This paper introduces a delay-based performance metric in terms of the guarantee rate to evaluate the immediate reward of a state-action pair. The guarantee rate is defined as the proportion of the number of delay-guaranteed jobs to the number of jobs finished under an action, where a delay-guaranteed job refers to a finished job whose queueing delay is less than a delay threshold. The guarantee rate is evaluated and updated at the time immediately after the execution of each scheduling decision. The details regarding reward discipline in our proposal are listed in Table 4 .
4) -GREEDY ACTION POLICY
An -greedy policy is used to choose an action in the scheduling process. Specifically, the action that achieves the 
B. DISCOVERING OPTIMAL SOLUTIONS VIA GRADIENT-DESCENT-BASED LEARNING As shown in Eqs. (25)- (26), the state-action value function V (s, a) is required for action selection. Since the actual stateaction value of an action in a state for a decision epoch is a future value, we have to predict it. Generally, historical state-action values can be used to predict a future one. However, storing and updating the state-action value function V (s, a) during a scheduling process is impractical for large state and action spaces in dynamic scheduling environments. This paper introduces a parameter function approximator V (s, a, w) to represent the state-action value function, where w is an adjustable parameter vector of the approximator [31] . In this case, only the parameter vector w needs to be stored, and the storage requirements are much smaller than in the exact case. Specifically, the following linear combination function is used to approximate the state-action value:
where x(s, a) is a binary state-action feature vector, as shown in Table 3 , and w is an adjustable parameter vector.
Eq. (27) shows that the crucial factor for a successful stateaction value approximation is the accurate representation of state-action features x(s, a) and a suitable parameter vector w. Since the features in Table 3 have enough state and action information to make decisions, we introduce a method for obtaining the adjustable parameter vector w for state-action value learning as well as the optimal scheduling process in this section.
The desired parameter vector w is expected to minimize the mean-squared error between the actual state-action value and the approximated state-action value. Therefore, J (w) is used to represent a differentiable mean-squared error function between the actual state-action value V π (s, a) and the approximated state-action valueV (s, a, w) of parameter vector w, that is,
According to [30] , the gradient of J (w) is defined as
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Substituting Eqs. (27) and (28) into Eq. (29), we have
To find a local minimum of J (w), adjusting w in the direction of the negative gradient, that is,
where α is the step-size parameter. Then, we have
Since V π (s, a) is a target value that is not known before the end of the evaluation period, the TD target R t+1 + γ V (s t+1 , a t+1 ) is used to substitute for the target value in Eq. (32) . Then, we have
is the prediction error and x(s, a) is a feature vector. Notice that J (w) is the mean-squared error in a time slot; however, the parameter vector w is used to learn all state-action values within a simulation period. Therefore, the mean-squared error should be investigated throughout the whole simulation period. Let LS(w) be the summation of mean-squared errors betweenV (s, a, w) and the target value V π in time interval T ; then, we have
To obtain the minimum value of LS(w), the expected update must be zero, that is, T −1 t=0 w = 0. Substituting Eqs. (33) and (27) and after some calculations, we have
The above formula shows that w can be learned by observing the state-action features and corresponding rewards within a simulated time period. Therefore, a modified leastsquares policy iteration (LSPI) is designed to learn w based on Eq. (35) . Initially, LSPI is a model-free and off-policy method that uses sample experiences re-iteratively to find an optimal policy [36] . However, it is impractical to implement LSPI directly when evaluating and learning scheduling policies with large and dynamic traffic arrival rates in cloud computing systems. This paper modifies LSPI to learn a parameter vector w on demand with a batch of the latest traffic characteristics. That is, if the system finds that the performance degrades with the present scheduling policy, then the modified LSPI algorithm will be initiated to find a new parameter vector adaptive to the dynamism of cloud computing environments. The details regarding the modified LSPI are shown in Algorithm 3. (s t , a, w) .
Algorithm 3 Learning w * via modified LSPI
d) Learn state-action features x(s t , a t ) using Table 3 . e) Schedule jobs via action a t . f) Observe reward R t+1 using principle given in Table 4 . g) Observe next state s t+1 . h) Select next action a t+1 with -greedy using Eq. (36), and learn next state-action features x(s t+1 , a t+1 ) using Table 3 . i) Update A and b using Eq. (37) .
2) Calculate the parameter vector
Once w is learned, the state-action value can be approximated using Eq. (27) , and the optimal action can further be determined using Eq. (26).
C. JOINT SJF BUFFERING AND RL SCHEDULING
Finally, we combine SJF buffering and RL-based scheduling to form the SJF-RL scheme to achieve the goal of minimizing the long-term average job completion time, as shown in Algorithm 4.
VI. PERFORMANCE EVALUATION
In this section, simulations are used to evaluate the performances of SJF-MMBF and SJF-RL. We compare the delays as well as throughput performance of SJF-MMBF, SJF-RL, MaxWeight and a scheme that combines MaxWeight scheduling with SJF buffering (namely, SJF-MaxWeight), where the MaxWeight scheduling algorithm was proposed in [11] . The details of SJF-MaxWeight are as follows: the MaxWeight algorithm is used to determine the scheduling vectors, e.g., a * t and N a * t , of the optimal problem in Eqs. (17)- (18), and SJF is used to determine which N N a * t jobs should be de-queued from the corresponding queues, which is similar to the process in Algorithm 2.
Notice that, the existing VM scheduling algorithms (GA, ACOPS, etc.) that focused on load balancing and the 3) Scheduling process: a) Scheduling: for v ∈ V, continue to serve N P v (t) type-v jobs, and de-queue (N (a * t , v)−N P v (t)) typev jobs from the v th queue in an HOL manner and begin to serve them. The number of jobs waiting and the accumulative workload requirement are updated, respectively, as follows
b) Calculate the time-averaged job completion time as follows
where α ∈ (0, 1) is a weight parameter.
c) If E[ T(t)] > E[T * ], then update parameter vector
w * using Algorithm 3. d) Store the latest T number of traffic arrival information
state-of-the-art heuristic algorithms (FCFS, max-min, GA, etc.) for task scheduling are difficult to compare with the proposed SJF-MMBF and SJF-RL schemes since they are considered under different assumptions. For example, the GA and ACOPS algorithms are considered in a non-queueing cloud. The heuristic algorithms for task scheduling are suitable for a single-dimensional resource single-class system. Differently, the proposals in this paper focus on delay-optimal scheduling of VMs in a multi-class multi-resource parallel queueing system.
Three typical VM types are used to represent VM requests for standard (Type 1), high-memory (Type 2) and high-CPU (Type 3) resources, respectively. The details regarding the VM configuration are listed in Table 1 . The simulated cloud system consists of 1,000 physical servers; each server is configured with an independent and identical resource set (30 GB of memory, 30 EC2 unit of CPU, 4,000 GB of storage). Accordingly, the average capacity region of a server could be approximated as N ≈ (0.14, 0.07, 0.11) jobs/time unit. In addition, arriving VM requests are distributed to physical servers using a load balancing algorithm; for example, in each simulation, arriving jobs are routed to the server with the minimum workload with respect to the type of VM instance. Each server buffers and schedules its arriving jobs independently, and we observe the average performances over all physical servers for different VM scheduling schemes.
The results of Google trace show that the number of jobs that arrive every 5 minutes follows a Poisson distribution [25] . The job duration follows a heavy-tailed distribution, shaped with 80% of jobs in the trace being shorter than the average job duration [25] , [37] . Therefore, in the simulation, an exponential function is used to generate a per-time-slot number of arriving jobs. To model the heavy-tailed properties of job lengths, a generalized Pareto random number function is used to generate the job length requirements [38] - [40] , whereas the tail index k (k ∈ [0.5, 1), the shape parameter) is a heavytailed variable for which the larger the tail index, the heavier the job lengths. Table 5 .
To evaluate the efficiency of the proposals for VM scheduling, we investigate the delay performance in terms of average job completion time and throughput performance in terms of average job hosting rate at various traffic intensities under four scenarios with a discrete event-based simulator that combines Matlab and C++. The first two scenarios evaluate the performance of MaxWeight, SJF-MaxWeight, SJF-MMBF and SJF-RL at various job arrival rates. The second two scenarios evaluate the performance of the previous VM scheduling schemes under various shapes of job lengths. The length of each type of job sequence is set to 2 14 timeunits, which indicates that within time interval [0, 2 14 − 1], a job arrival occurs with an arrival rate and lengths following the parameters given in Table 5 . Every scenario is repeated 10 times and the simulation results are the average value of simulations of 10 times. 
A. DELAY PERFORMANCE 1) VARIOUS ARRIVAL RATE CASES
In scenario 1, we vary the arrival rate of a random VM job type and compare the delay performance in terms of the average job completion time of MaxWeight, SJF-MaxWeight and the proposed SJF-MMBF and SJF-RL. Fig. 3 shows the variation of the average job completion time for various arrival rates of type-1 jobs under MaxWeight, SJF-MaxWeight, SJF-MMBF and SJF-RL. As shown in Fig. 3 , the average job completion time provided by all schemes increases as the arrival rate of type-1 jobs increases. Particularly, when the arrival rate of type-1 jobs violates its bound (e.g., E[J 1 ] > 0.14 jobs/time unit), the average job completion times given by MaxWeight and SJF-MMBF increase faster than those given by the other two schemes with the inscreasing arrival rate of type-1 jobs. SJF-RL outperforms the other schemes by provisioning the lowest average job completion time under various type-1 job arrival rates. For example, even when the system is heavy-loaded due to the continual arrival of type-1 jobs (e.g., E[J 1 ] = 0.35 jobs/time unit), the average job completion time given by SJF-RL could still be bounded under 100 time units.
In scenario 2, the arrival rates of all types of jobs are initially set to 0.1 jobs/time unit per server. As shown in Fig. 4 , all the schemes could provision a good delay performance by providing a low average job completion time when the workload is not so heavy (e.g.,
13 jobs/time unit). However, the average job completion time given by MaxWeight increases faster than those given the other schemes with the increasing arrival rates, as shown in Fig. 4 . The SJF-MaxWeight scheme outperforms the MaxWeight scheme by providing an explicitly lower average job completion time under various arrival rates, which illustrates the efficiency of the SJF buffering policy in terms of the delay guarantee.
For the MaxWeight algorithm, a VM configuration that minimizes the bound on the queue lengths of various types of jobs [11] is chosen; thus, the queue lengths of the three simulated types of jobs are more similar under the MaxWeight scheme. Differently, in MMBF, a VM configuration for maximizing the resource utilization is chosen, which may cause the queue lengths of the type-2 and type-3 jobs to be explicitly longer than that of the type-1 jobs. Therefore, when the system has been in a heavy-loaded state (e.g.,
14 jobs/time unit), an extremely long queueing delay occurs with higher probability under MMBF in comparison with that under MaxWeight as the arrival rates continually increase. Thus, it is unsurprising that the delay performance of SJF-MMBF is worse than that of SJF-MaxWeight, as shown in Fig. 4 . SJF-RL outperforms the above three schemes by providing the lowest average job completion time under various arrival rates. Particularly, the average job completion time given by SJF-RL is still bounded under 200 time units, while that provided by MaxWeight exceeds 1300 time units for an arrival rate of E[
18 jobs/time unit. This result occurs because in SJF-RL, the delay performance in terms of the guarantee rate is used as a reward signal. The VM scheduling policy described in Algorithm 4 selects the action that maximizes the reward to maximize the guarantee rate. Since the guarantee rate is defined as the proportion of the number of delay-guaranteed jobs to the number of finished jobs, the maximum guarantee rate indicates the maximum number of delay-guaranteed jobs. Therefore, the minimum value of the long-term average job completion time under various arrival rates is achieved under the SJF-RL scheme by carefully designing the delay thresholds of various types of VMs.
2) VARIOUS SHAPES OF JOB LENGTH CASES
The shape of job lengths describes the heavy-tailed property of a job length distribution. The larger the tail index, the heavier the job lengths, indicating the high probability of extremely large job lengths. To investigate the efficiency of Table 5 .
In scenario 3, the delay performance in terms of average job completion time of the previous four schemes is investigated by varying the shape of a random VM type, e.g., type-1. As shown in Fig. 5 , SJF-RL outperforms the other schemes by providing the lowest average job completion time under various tail indexes of type-1 jobs. SJF-MMBF outperforms MaxWeight but is worse than SJF-MaxWeight by providing a medium delay performance in comparison with that of MaxWeight and SJF-MaxWeight.
In scenario 4, the shapes of all types of jobs are initially set to 0.6. Then, the delay performance under the investigated schemes is observed by increasing the shapes of all types of jobs simultaneously. As shown in Fig. 6 , when the lengths of all jobs are slightly dynamic (e.g., the tail indexes of all types of jobs are less than 0.65), all schemes could provision a good delay performance by providing a low average job completion time. However, when the tail indexes of all types of jobs exceed 0.65, the average job completion times given by MaxWeight, SJF-MaxWeight and SJF-MMBF increase exponentially with the tail indexes. However, SJF-RL can still provide a good delay performance even when the tail indexes reach 0.8.
The reason for the efficiency of SJF-RL is that SJF-RL discovers the optimal VM scheduling policy that is adaptive to the dynamism of job lengths by using the delay performance as a signal to reward the action immediately and then using the greedy policy to maximize the reward to maximize the long-term value function. In SJF-RL, the larger the value function, the better the delay performance. Therefore, the minimum average job completion times for various shapes of job lengths are obtained by maximizing the value function via gradient-descent-based learning, as described in subsection V-B.
Notice that, as shown in Fig. 6 , SJF-MMBF outperforms SJF-MaxWeight by providing a lower average job completion time when the tail indexes of all types of jobs exceed 0.65, which differs from the previous results in scenarios 1-3, where SJF-MaxWeight outperforms SJF-MMBF when the arrival rate varies and when only one type of job varies its job length shapes. The result indicates that a scheme that determines the VM scheduling actions based on resource utilization, such as MMBF, works better than a scheme that makes scheduling decisions based on the queue length, such as MaxWeight, when the job lengths have heavy-tailed properties.
B. THROUGHPUT
To investigate the throughput performance, the average job hosting rates given by MaxWeight, SJF-MaxWeight, SJF-MMBF and SJF-RL in the previous simulated scenarios are considered. The average job hosting rate is defined as the proportion of the per-unit-time number of jobs actually scheduling to the per-unit-time number of jobs requesting scheduling over a long term. length shapes. This result occurs because first, in SJF-MMBF, the MMBF algorithm is proposed to determine the VM configurations in a sequential decision epochs, which always selects the best-fitted VM configurations to minimize the normalized remaining resources. Second, when a type of VM is determined to be scheduled under MMBF, the job with the shortest length among all queueing jobs of this type is always scheduled first under the SJF buffering policy.
Regarding SJF-RL, since its goal is to minimize the average job completion time, which is different from the performance in terms of throughput, it is unsurprising that the throughput performance in terms of the average job hosting rate is worse than that of SJF-MMBF. However, this scheme could also provide a better throughput performance in terms of average job hosting rate in comparison with MaxWeight and SJF-MaxWeight, as shown in Figs. 7 and 8.
VII. CONCLUSIONS
This paper proposed two online schemes, SJF-MMBF and SJF-RL, to address the delay-optimal VM scheduling problem in a queueing cloud computing system with heterogeneous and dynamic workloads. The simulation results show that the SJF-RL scheme has achieved its goal of delay-optimal scheduling of VMs by providing low delay performance in terms of average job completion time and acceptable throughput performance in terms of job hosting rate in a queueing cloud system with workloads range both from light-loaded to heavy-loaded and from slightly dynamic to highly dynamic. The simulation results also illustrated that although SJF-MMB is sub-delay-optimal in a heavy-loaded and highly dynamic environment, it is efficient in throughput performance in terms of job hosting rate provisioning.
Future work involves releasing the non-preemptive assumption and investigating the efficiency of the proposals, including the convergence rate of SJF-RL, in environments with commercial servers. 
