Most decisions are made in the face of uncertainty due to incomplete evidence. The strength/weight hypothesis is that people are more persuaded when that evidence is extreme (high strength) than when it is reliable (high weight), even when these two dimensions of evidence are equivalent according to Bayes Rule. We investigate this hypothesis in an incentive-compatible revealed preference experiment. We confirm the hypothesis. Although earlier researchers using hypothetical, stated preference methods have found a pattern of overconfidence for high strength/low weight information, and underconfidence for low strength/high weight information, we find that underconfidence is the main direction of the bias. Moreover, the strength/weight effect in our revealed preference experiment was much smaller than in earlier stated preference studies.
Introduction
The diagnostic value of information depends on both its extremity and its reliability. As an illustration, consider two earnings forecasts for different companies and by different analysts.
Analyst S predicts an extreme increase in earnings-per-share (EPS) of 15% for his company, which he has been following for a year. Analyst W predicts a moderate increase of 3% in EPS for her company, but she is an experienced and reliable analyst who has been following her company for more than a decade. Imagine an investor who receives both forecasts. Which company should this investor expect to have the greater increase in earnings? The answer depends on the appropriate rate at which information extremity and information reliability should be traded off. Griffin and Tversky (1992) refer to information extremity as strength, and to information reliability as weight. A high strength low weight forecast (Analyst S) might warrant a lesser, equal or greater response than a low strength high weight forecast (Analyst W). Bayes rule provides a procedure for making the trade-off between strength and weight. We investigate how well people conform to this Bayesian ideal. Griffin and Tversky (1992) hypothesized what we call the strength/weight effect, which is that if the Bayesian diagnosticity of information is held constant, judgment and choice will be more influenced by strength than weight. In our example, if both forecasts are identical from a Bayesian perspective, meaning they should lead their respective recipients to draw identical conclusions about the likely EPS increase of the two firms, it is nonetheless likely that the expectation formed by the investor who consults Analyst S will be more favorable than that formed by the investor who consults Analyst W.
The strength/weight hypothesis has been highly influential, especially in economics where it has been used to interpret phenomena that apparently contradict the efficient market hypothesis. Barberis, et al. (1998) , for example, argued that it can explain momentum and reversals in stock prices (Jegadeesh and Titman, 1993; DeBondt and Thaler, 1985) . According to Barberis et al. (1998) , momentum occurs when the market underreacts to low strength/high weight signals, while price reversals can occur when the market overreacts to high strength/low weight signals. Massey and Wu (2005) proposed that the effect can account for the failure of organizations to recognize "regime shifts," or situations in which the underlying market fundamentals have changed. Related applications were proposed by Sorescu and Subrahmanyam (2006) , Liang (2003) , Bloomfield and Hales (2002) and Nelson et al. (2001) .
We test the strength/weight effect using a novel experimental procedure, drawing on the same conceptual logic as Griffin and Tversky (1992) , who operationalized strength as the proportion of a sample showing an attribute and weight as the size of that sample. One major departure from Griffin and Tversky (1992) is that we use methods of experimental economics, including the use of a physical process to generate samples varying in strength and weight, and the reliance on revealed rather than stated preference. Griffin and Tversky (1992) tested the strength/weight effect by asking people to give verbal probability judgments. We tested it by observing choices and inferring the underlying probabilities consistent with these choices, obviating the need for explicit and truthful reporting (or even awareness) of subjective probabilities. Despite this change in design we confirm the strength/weight effect, although it is substantially reduced relative to that reported by Griffin and Tversky (1992) .
Our design also allows us to investigate further questions. One is whether the strength/weight effect would be reflected in how confidently people hold their beliefs, or in the "precision" of subjective probabilities. Griffin and Tversky (1992) initially undertook to reconcile two apparently contradictory findings in decision science --overconfidence in some studies but underconfidence (or "conservatism") in others. They argued that people were overconfident when the information they had on which to base their judgment on was high in strength, and underconfident when it was high in weight. Their measure of confidence was the stated probability of the focal hypothesis, and the measure of overconfidence was the signed difference between the stated probability and the correct Bayesian posterior. The strength/weight effect can thus be restated as "people are relatively more confident when they are responding to high strength/low weight than to low strength/high weight information."
In addition to stated probabilities, confidence has also been measured as belief precision, usually indexed by eliciting a range of values which the agent believes has a given probability of containing the correct value -a psychological confidence interval. Confidence about a stated probability could therefore be a stated range that the decision maker believes has an X% chance of containing the correct probability. In our experiment we measured belief precision in an alternative way. Our design ensured that respondents frequently made repeated judgments about the same information, and we measured belief precision as the variation in choice probabilities reflected in these repeated judgments. While the effect was weak, such belief precision also showed a strength/weight effect.
Another innovation of our study is to examine how inferences about the strength/weight effect change when we allow for risk aversion. We jointly estimate risk aversion coefficients and choice probabilities using a structural maximum likelihood model. To estimate risk aversion we use choices made over a series of lotteries in a separate task, following Hey and Orme (1994) .
In the next section (2) we discuss the relevant literature and provide a review of previous literature, pointing out how our work differs from earlier studies. In subsequent sections we discuss our experimental procedure (3), our results when we assume risk neutrality (4) , and when we adjust for risk aversion (5). Griffin and Tversky (1992) tested the strength/weight effect in a simple experimental setting. Their respondents judged the probability a coin would be biased in a particular direction based on the outcome of samples of hypothetical coin spins that varied in strength and weight. Respondents were first asked to imagine two classes of coins that differed in their bias to fall heads up or tails up when spun, with one class coming up heads 60% of the time and the other coming up heads 40% of the time. Respondent then estimated the probability the coin being spun was a "60%" coin based on sample evidence consisting of N coin spins, where the sample size N and the number of heads in that sample was varied systematically. Griffin and Tversky (1992) operationalized evidence weight as the size of each sample of coin spins (N), and strength as the proportion of heads in that sample, or h/N, where h is the numbers of heads.
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A sample of 3 heads and 0 tails, for example, has Weight = 3 and Strength =1, while a sample of 10 heads and 7 tails has Weight = 17 and Strength = 10/17. Both samples, however, have equal diagnosticity, with Bayes' rule giving a posterior of 0.77. Nonetheless, and consistent with the strength/weight hypothesis, Griffin and Tversky's (1992) respondents gave higher hypothetical stated probabilities for the high strength/low weight sample than for the low strength/high weight one --the average probability estimates were 0.85 and 0.60, respectively. In general, the stated probability for the high strength/low weight samples were too high (overconfidence), and those for the Bayesianequivalent low strength/high weight sample were too low (underconfidence or "conservatism"). A regression analysis confirmed that probability judgments increased more rapidly with Bayesianequivalent increases in strength than weight. Kraemer and Weber (2004) also examined the strength/weight effect by means of stated probabilities, using as respondents students of economics and decision-making. In their experiment respondents were asked to imagine there were two possible states of the world, either A or B, and that they had received a series of "a" and "b" signals which varied in "quality." Quality was interpreted for respondents as follows: "a signal that has a quality of 60% can be interpreted as a random draw from an urn containing 60% 'correct' signals, and 40% 'wrong' signals (drawn with replacement)" (p. 137).
In fact, all of the experimental signals in the experiment had a quality of 60%, meaning there was a 60% chance that an "a" signal would be observed if the state of the world was A.
The participants in Kraemer and Weber's (2004) study were informed of hypothetical signal sets, having sample sizes of 5, 15 or 25. In every set the number of a signals and b signals differed by only 1. For instance, when the sample size was 25 there were 13 a and 12 b signals. The correct posterior probability was, therefore, always 0.6. For each signal set, respondents provided a stated-probability by means of a slider bar. Respondents were incentivized by being paid in inverse proportion to how much their stated probabilities diverged from the correct Bayesian posterior. This formal procedure differed from Griffin and Tversky (1992) , who paid $20 to the respondent whose judgments "most closely" matched the correct values.
Our design advances on those used by both Kraemer and Weber (2004) and Griffin and Tversky (1992) . First, as already mentioned, we measure choice-probabilities, revealed in the incentivized decisions made by respondents, rather than hypothetical stated-probabilities. Our method is based on the principles of subjective probability elicitation initially outlined by Ramsey (1931) and Savage (1954; 1971) . Our respondents chose between bets, or options varying in the payoff they offered if different states of the world were true, and we inferred the underlying subjective probabilities from the pattern of bets made.
Such choice probabilities have advantages over stated probabilities. First, they better reflect the key economic role of information as a basis for action, and not for talk. Second, they do not depend on the ability to translate feelings or judgments into verbal reports, or indeed that there even be any feelings or judgments to translate. Ramsey himself, in 1931, had expressed doubts about the possibility of making probability statements, and underlined the primacy of the propensity to act in the measurement of probability. Pronin, 2009; Wilson, 2003) . The process of stating probabilities need not access, as Ramsey (1931) assumed, "what determines us to act," nor does it need to even reflect those determinants. 3 And this is quite apart from the lack of any incentive to report accurately.
To extend this argument, it is possible that if people do not have access to a reportable "feeling" of probability, then stated probabilities may be based on whatever they can report. To illustrate one possibility, consider that the sample strength in Griffin and Tversky (1992) is the proportion of successes in a sample (h/N). This proportion is easy to compute, and if respondents simply used a "proportion heuristic" to answer the question "what is the probability this is a 60% coin?" then the strength/weight effect would be perfectly confirmed . 4 In fact, the median probabilities reported by Griffin and Tversky (1992) are highly consistent with this interpretation, since they are very close to those ratios. This general procedure, in which an easy judgment (a ratio)
is substituted for a hard one (a Bayesian posterior) has been termed "attribute substitution" by Kahneman and Frederick (2002) .
A further difference between our experiment and earlier ones is that the samples in previous studies were hypothetical outcomes from hypothetical processes. That is, in the earlier studies respondents were asked to imagine a given outcome was the result of either spinning a coin (Griffin and Tversky, 1982) or an unspecified signal generation process (Kraemer and Weber, 2004) . Both earlier studies restricted what respondents saw to a subset of samples that favored one specific hypothesis, and even within that restriction certain samples could never occur. We generated random samples by means of a physical generating process that was instantiated in front of our respondents. Moreover, respondents saw, and responded to, all samples drawn using that physical process.
A final innovation is that we were able to examine how inferences about the magnitude of the strength/weight effect are influenced when we drop the assumption of risk-neutrality. We elicited preferences toward risk using a series of lotteries based on Hey and Orme (1994) , and used these measures to adjust subjective choice-probability estimates for non-linear utility. Kraemer and Weber (2004) implicitly used a linear scoring rule to incentivize respondents, and this scoring rule also needs to be corrected for the distorting effect of risk aversion (Andersen et al., 2010 ).
Methods
Respondents
We recruited 111 respondents from the University of Durham, UK. All received a £5 show up fee.
Payments for the experiment totaled £2,692, for an average payment of £24.26 per subject. Table 1 gives sample demographics.
Experimental procedures
The experimental session included two tasks: belief elicitation, in which choices were made that allowed us to infer choice probabilities, and the measurement of risk attitude. The two tasks were counterbalanced. Respondents participated in groups of about 10. Our focus is on the belief elicitation task, although we use the risk attitude task to control for the effects of non-linear utility.
We implemented the Savage/Ramsey method of probability elicitation. There were two equally likely states of the world, the "White" and the "Blue." Respondents were provided with relevant sample information, after which they chose between pairs of acts (or "bets") that offered different payoffs depending on which state of the world actually obtained. Choice probabilities were inferred from the pattern of acts chosen.
The belief elicitation task was based around a physical randomization device, as in other studies investigating Bayesian inference in the laboratory (Grether, 1980; Holt and Smith, 2009 ). The randomization devices were 6-sided and 10-sided dice. Part of the design was implemented in private, so one participant in each group was chosen as a "monitor" who supervised the rolling and counting of dice, announced the outcomes, and kept the experimenters honest in the minds of the respondents.
The monitor was chosen randomly from amongst all the participants in each session, and received a flat payment of £10 for the session.
Each experimental session involved 30 trials. For each trial we used three cups containing dice. The
Choice cup contained one 6-sided die with three blue and three white sides, and was used to select between the Blue and the White cup. Both colored cups contained N 10-sided dice, where N varied from trial to trial (3, 5, 9 and 17) . The numbers of dice in the cups matched the number of coin spins in Griffin and Tversky (1992; Experiment 1) . The N dice in the White cup had six white and four blue sides, while the N dice in the Blue cup had six blue and four white sides. The die in the Choice cup was rolled first. If blue came up we rolled the dice in the Blue cup, otherwise we rolled the dice in the White cup. This procedure was conducted behind a screen but observed by the monitor. We then announced the outcome of the N dice rolls and wrote the information on a whiteboard visible to all.
After the sample information was announced, respondents placed "bets" on White and Blue, using a decision sheet adapted from Fiore et al. (2009) . Respondents were asked to conceptualize the task as one of making 19 separate bets. These bets were presented simultaneously in a multiple price list.
Each row of the list offered a choice between betting on the White or the Blue set, with the odds of each outcome differing across the 19 rows. Figure 1 shows the betting interface used to elicit subjective beliefs about posterior probabilities. The complete set of instructions for the belief elicitation task is reproduced in Appendix 2. To illustrate how inferences are made from this task, imagine a respondent who bets on White in row 5 and Blue in row 6. If the respondent is risk neutral, the bet on White for row 5 would indicate a probability of White higher than 25%, while the bet on Blue for row 6 would indicate a probability of White of 30% or less. This subject's choice probability would therefore be bracketed between 25% and 30%.
In each session respondents saw 30 samples, 4 samples of three dice (i.e., N=3), 14 of five dice, 6 of nine dice and 6 of seventeen dice. The distribution of sample sizes was chosen to ensure that, across sample sizes, we roughly equalized the frequency of the least likely sample distributions. 5 Once responses to all 30 samples were completed we randomly picked one sample to be played out for each subject and then randomly picked one of the 19 bets that the subject made for that sample. The subject was paid according to the outcome of that bet.
As explained by Savage (1971) and Kadane and Winkler (1988) , subjective probabilities estimated on the assumption of risk neutrality will only correspond to "true" latent subjective probabilities if the respondents are truly risk neutral. The intuition is obvious from inspection of the two possible earnings in Figure 1 : risk averse bettors are drawn to report closer to the bet that gives them £6 in each state of the world. 6 We controlled for risk attitudes using the experimental design of Hey and Orme (1994) . All respondents made a series of 20 choices between two lotteries, each offering between 1 and 3 prizes valued at £5, £10 or £15. 
Testing the strength/weight hypothesis
To test the strength/weight hypothesis we must first separate strength from weight, and then test how much each component predicts choice probabilities. Recall that respondents made decisions based on which of two sets of dice had been rolled. Each set had N dice with blue and white faces, with the dice in one set having a 60% chance of a blue face; and those in the other set having a 40% chance of a blue face (or 60% chance of white). The strength of the evidence is the ratio of successes to trials, while its weight is the sample size N.
As discussed in Appendix 1, for computational purposes, and following earlier researchers, we normalize strength to facilitate the interpretation of regression analyses. This normalized index, which we denote S, is the absolute value of the difference in the number of successes for each outcome, divided by N. If we denote the number of blue and white faces in a sample as b and w, then S = abs (b-w) /N. Appendix 1 shows that in this Bayesian framework the log odds ratio for the two mutually exclusive hypotheses can be written as:
We estimate (1) with the following statistical model, setting the left-hand side of the equation equal to y for simplicity:
where y i,j is the log odds ratio implied by the choices made by individual i in task j. If Bayes' Rule is followed without error, then α=β=1 and c=0. That is, a given change in the log of the sample size should have the same impact as the same change in the log of S. The strength/weight hypothesis is that α<β, or that a marginal increase in strength will increase choice-probabilities more than a marginal increase in weight. The strength/weight hypothesis implies no restriction on c.
Results assuming risk neutrality
Choice probability
The analysis in this section assumes that respondents are risk neutral, an assumption relaxed in Section 5. Table 2 presents the main findings. The first column shows the Bayesian posterior. This posterior, and all statistics in the table, are for the most likely set. That is, for samples having more white than blue sides coming up (Panel A) it is the probability of the White set, otherwise when more blue than white sides come up (Panel B) it is the probability of the Blue set. The second and third column presents weight and strength. The fourth column shows the mean estimates of choice probabilities under the assumption of risk neutrality using an interval regression model, and the standard errors of these estimates are in the fifth column. The sixth and seventh columns show the estimated posterior probabilities and standard errors respectively when we controlled for risk aversion (Section 5). The final column shows the frequency of each sample. 7 One way of stating the strength/weight hypothesis is that if we hold the posterior probability constant, then choice-probabilities will increase in evidence strength (or, equivalently, decrease in weight). This hypothesis is strongly supported, as can be seen informally by scanning down the values for choiceprobabilities from Table 2 within each Bayesian probability group. For each group, mean choiceprobability increases monotonically in strength. Table 3 depicts results from testing the model in (2) using a truncated regression model. 8 Because we have multiple observations from the same individual (i.e., j=1,…,n for each i), the standard errors were calculated by clustering on the respondent level (a procedure used for all statistical analyses).
Consistent with the strength/weight hypothesis, we found that strength has roughly twice the influence on subjective probabilities as weight; the estimated coefficient of strength is 1.92 with a standard error of 0.52, and the estimated coefficient of weight is 0.94 with a standard error of 0.28. 9 The hypothesis that the strength and weight coefficients are equal is safely rejected (p < 0.001). The constant term in the regression is also reliably different from 0 (p < 0.001), which suggests there is some "systematic noise" in subjective probabilities. Overall these results support the strength/weight hypothesis. Figure 3 shows a comparison between our findings and those of Griffin and Tversky (1992) . We plotted choice probabilities for each pattern in each posterior probability group against the statedprobabilities from Griffin and Tversky (1992, Table 2 ) from our data when we assume risk neutrality, and the third column depicts estimated choice probabilities when we allow for risk aversion. The dotted line in each group shows the correct Bayesian posterior.
The comparison shows that, although the strength/weight effect is strongly present in both datasets, it is less pronounced in our study. For the posterior group with Bayesian probability equal to 0.88, for instance, Griffin and Tversky (1992) report a bias of roughly 28%, while in our study it is 15%. This reduction could be due to a number of reasons, as the two experimental designs are very different, with the reduced opportunity to use the proportion heuristic being a plausible contributor. 10 An additional result is that Griffin and Tversky (1992) found a pattern of overconfidence for high strength samples, and underconfidence for low strength samples. In our data we observe average underconfidence, with approximately correct levels of confidence for high-strength samples.
Strength, weight and belief precision
Our random sampling procedure meant each subject typically made more than one response for formally identical samples. For instance, a subject might make several choices based on the observation of three white and two blue sides for the roll of five dice. We were therefore able to measure how "confidently" the choice probabilities were held, by looking at the variation in those probabilities from trial to trial. 11 We calculate the variance of subjective probabilities at all strength/weight combinations and investigate the expanded strength/weight hypothesis, which is that higher strength not only leads to higher choice-probabilities, but also to choice-probabilities that are less likely to vary from estimate to estimate.
Whenever the same respondent i saw an identical sample j times, we obtained n choice probabilities from their responses. We calculated the standard deviation of these probabilities, σ ,i,i, as a measure of the dispersion in the subjective distribution of probabilities that underlies the specific sample for subject i, and then estimated a statistical model relating it to strength and weight. Because the distribution of σ i,j is highly non-normal (it assumes only positive values since it is a standard deviation, and 40% of the observations are equal to 0) we used a maximum likelihood hurdle specification. 12 These results show whether relative increases of strength decrease the dispersion in this subjective distribution of probabilities, in effect making individuals more confident.
The hurdle model has two parts. The first is a probit specification where we model the relationship between the explanatory variables and the probability that the dependent variable assumes a value greater than a threshold, taken here to be 0. In this specification a negative coefficient on strength, for example, implies that increases in strength reduce the probability that the dependent variable is greater than 0. Behaviorally this then implies that increases in strength reduce the dispersion in the subjective distribution of probabilities, in effect making respondents more confident. The second specification is a constrained OLS model where we model the relationship between strength, weight and the standard deviation, σ i,j , conditional on σ i,j exceeding the 0 threshold. Again a negative coefficient implies lower dispersion and therefore greater confidence.
The results are shown in Table 4 . The probit model in Panel A shows that the probability of σ i,j being larger than 0 decreases significantly with both strength (coefficient: -0.727, p <0.001) and weight (coefficient: -0.042, p <0.001), which suggests that increases in these variables increase confidence.
From the constrained OLS model in Panel B we observe that strength continues to exert a negative impact on σ i,j (coefficient: -0.359, p=0.025), whereas the effect of Weight is non-significant (coefficient: -0.010, p=0.174). Due to the non-linearity of the estimator in Table 4 we also provide the marginal effects associated with strength and weight in both the probit and the constrained OLS specifications.
Overall, this test provides support for the strength/weight hypothesis. Whereas both strength and weight have an equal effect on the probability of respondents having non-zero dispersion in their beliefs, only strength is negatively related to the magnitude of this dispersion.
The "cost" of the strength/weight heuristic
Using the strength/weight heuristic will incur economic costs. In this section we provide an estimate of these costs for the respondents in our study, and compare them with the costs that would have been incurred if the biases were equivalent to those reported by Griffin and Tversky (1992) . For each specific dice outcome we examine how a representative respondent, whose beliefs are given by the median choice probabilities from Figure 3 , would place their bets, and how those bets would differ from those made by a Bayesian. We also consider the expected cost to this representative respondent for being non-Bayesian.
The analysis is summarized in Table 5 . The first two columns describe the dice rolls in terms of strength and weight. The next columns show the Bayesian probability, the representative median probabilities from our study (OS), and from Griffin and Tversky (GT). The next columns show the decisions that would be made by the representative subject when facing the odds in our multiple price list (collapsing over the symmetric halves of the price list) The dark line dividing the table in two shows the switching point of a risk neutral Bayesian respondent, and the labels OS and GT indicate where, respectively, the OS agent and the GT agent would choose differently than the Bayesian agent.
If these different choices are to the left of the Bayesian line it indicates underconfidence, if they are to the right it indicates overconfidence. The final two columns show the expected loss in earnings, in percentage terms, for the OS and GT agents relative to the Bayesian one.
The economic cost for an agent behaving consistently with our estimates is very low. Over all samples, the average loss is just over 2% of earnings, if we assume all dice rolls are equally likely. This is substantially below the cost of an agent who behaves consistently with the estimates of Griffin and Tversky (1992), which is almost 6%. All the cost in our study is due to underconfidence, or switching too soon.
Subjective Expected Utility preferences
Choice probabilities will be affected by risk attitude. To illustrate why, go back to our earlier illustration of an agent who bets on White in row 5 and Blue in row 6. If the agent was risk neutral, this would imply a choice-probability interval for Blue between 70% and 75% (or equivalently 25%
and 30% for the White). Now imagine a risk averse agent, in the context of Expected Utility Theory (EUT), whose risk preferences are characterized by a Constant Relative Risk Aversion (CRRA) utility function with r = 0.5, assuming a functional form of the type u(x) = x 1-r /(1-r). For the risk-neutral agent we computed the relevant choice-probabilities by directly taking the ratio between the White payoff and the sum of the White and Blue payoffs. When we allow for non-linear utility we adjust by taking the ratio between the utility of the White payoff, and the sum of the utilities of the two payoffs.
For bookie #5 this would be: U(£4)/(U(£4)+U(£1.33)) = 63%, and for bookie #6 this would be U(£3.33)/(U(£3.33)+U(£1.43)) = 60%. Therefore, the inferred probability range for the Blue-set changes from {70%, 75%} to {60%, 63%}. Figure 4 shows this more systematically. It depicts the objective probability implied by different switch points. However, these switch points do not reflect the latent belief of a risk averse individual.
Due to diminishing marginal utility this agent requires a larger payoff to bet on the alternative that is least likely. So he will delay his switching point until that payoff is reached. This implies that his belief is closer to 0.5 than the observed switch point actually suggests. The y-axis in Figure 4 shows the implied, risk averse probability for an agent with CRRA utility and different values of r. The figure shows that risk neutral probabilities that are furthest from 0.5 undergo the largest transformation, and that this transformation is increasing in r. 13 We can use the choices made in the risk task to construct a likelihood function to estimate risk attitude, assuming CRRA and EUT. We use the choices made in the belief task to construct another likelihood from which we estimate choice probabilities, conditional on the risk attitude estimated from the risk task. The resulting parameters (risk attitudes and choice probabilities) are those that jointly maximize the sum of the two likelihood functions. The joint estimation approach is discussed in more detail in Appendix 4.
The coefficient of risk aversion we estimate from this joint estimation is equal to 0.562 and is highly significant, indicating risk aversion. The sixth column in Table 2 shows the estimate of the choice probabilities for each dice pattern obtained from the joint estimation. While the gap between the high and low strength choice probabilities of equal posterior is reduced, it remains strongly monotonic in the direction predicted by Griffin and Tversky (1992) .
We can estimate the model in (1), controlling for risk attitude by modifying the log likelihood according to equations (10)- (13) in Appendix 4 and estimating the coefficients on strength and weight. The results are shown in Table 7 . We obtain a larger coefficient on strength than on weight (0.736 vs. 0.442). The hypothesis that these coefficients are equal is safely rejected. However, the difference between the two coefficients is smaller compared to the risk neutral case.
Conclusion
1 Summary
Most decisions are made in the face of uncertainty due to incomplete information. Griffin and Tversky (1992) and others (Kraemer and Weber 2004; Wu and Massey, 2005) have developed the strength/weight hypothesis, which is that decision makers are more responsive to the extremity (strength) of the information they have than to its predictive validity (weight), even when both strength and weight are equally diagnostic.
We tested the strength/weight hypothesis by means of an experiment using a novel design that allowed people to reveal their subjective "choice probabilities" through their betting decisions with real monetary incentives. We provide respondents with imperfect information about the true state of the world, and ask them to reveal their subjective belief about the likelihood of the true state by making a series of bets. The design is based on the logic of Savage (1954; 1971) and Ramsey (1926) .
Our results confirmed the predictions of Griffin and Tversky (1992) . We found that, holding objective probability constant, decision makers perceived events as more likely when the available evidence had high strength and low weight, than when it had low strength and high weight. Although this pattern matched the one observed by Griffin and Tversky (1992) , in a qualitative sense there were some differences. First, the effect we observed was considerably smaller. The associated monetary costs of the bias we observed was less than half of that which would be incurred based on the responses elicited by Griffin and Tversky (1992) . Second, whereas Griffin and Tversky (1992) observed a pattern of overconfidence (or too-high probability estimation) for high strength/low weight samples we observed either no bias for these samples or slight conservatism.
Discussion
The strength/weight effect appears to be robust, although less quantitatively important than previously
found, but what is its underlying cause? One possibility is that people are generally less able to incorporate some features of decision-relevant information (weight) into their decision than others (strength). Another possibility is that the effect arises from how specific information is made more or less salient by the context in which it is presented. We suspect the strength/weight effect is driven by both forces. Weight is harder to incorporate into decision making than strength, but how much harder depends on the choice context. In the case of strength and weight, there is a fundamental asymmetry between them since strength can be applied with little contextual support, while weight requires much more of this support.
To illustrate how strength is generally easier than weight to incorporate into decision making we can return to the example with which we started. Imagine you are considering the purchase of a stock.
You have limited access to a single analyst, about whom you know nothing. The analyst could be very reliable or very unreliable -he or she is a random draw from the distribution of all advisors. You can choose one piece of information -either how reliable the analyst is (weight), or the forecast that analyst will make about your stock (strength). Which do you choose? It is clear that while the forecast value (or strength) provides some information even if you don't know the forecaster's reliability (weight), the forecaster's reliability is valueless if you don't know the forecast. Similarly, in the context of our experiment, imagine two people each given a piece of information about a sample of dice rolls. Person A is told only that 17 dice were rolled (weight only), while Person B is
told that approximately 60% of the dice rolled showed a blue face (strength only). Again only Person
B can use what they have learned to help them make a decision 14 . One reason strength has primacy in our thinking might be that it is useful by itself, while weight is only interpretable when combined with strength.
Building on this point, it is likely that even if both strength and weight information are available, and even if we do not inherently undervalue weight, we will give primacy to strength because of this ready interpretability. Our attention must be expressly drawn to weight information and its significance to give it its due "weight." An example of apparent weight neglect is given in investors'
response to advertising by mutual funds (see Jain and Wu, 2000; Koehler and Mercer, 2009 ). Koehler and Mercer (2009) observed that mutual fund companies typically advertise only a high performing subset of funds, and not their entire fund portfolio. In our language, the strength of a company's advertisement would be the performance of the advertised funds, while one component of weight would be the number of funds in the company's portfolio that are not advertised. Koehler and Mercer (2009) found that people were completely insensitive to weight information, treating a company that advertised all of its funds just like one who advertised only a subset of funds, unless their attention was explicitly drawn to this fact. This finding illustrates again that evidence on the reliability of information typically captures too little attention unless it is explicitly highlighted and perhaps even interpreted for the respondent. Choice probabilities (RN) are obtained using an interval regression model, where the dependent variable is the high and low probability implied by a subjects' switch point. Choice probability (RA) are estimated from a maximum likelihood model that accounts for subjects risk aversion. This procedure is discussed in Appendix 4. Standard errors are clustered on the subject level. Estimates of the coefficients on strength and weight. The dependent variable σ i,j is the standard deviation of choice probabilities derived from subject i's responses in relation to sample j. Because the distribution of σ i,j is highly non-normal we used a maximum likelihood hurdle specification whereby we estimate a probit specification to model the relationship between the explanatory variables and the probability that the dependent variable assumes a value greater than a threshold, taken here to be 0. The second specification is a constrained OLS model where we model the relationship between strength, weight and the standard deviation, σ i,j , conditional on σ i,j exceeding the 0 threshold. ). We also provide the marginal effects associated with strength and weight in both the probit and the constrained OLS specifications. Here we provide the general procedure for computing the posterior probability that a given set of dice (White or Blue, W or B) was chosen given the sample outcome (w,b). The posterior probability, π, that W was chosen is:
The posterior probability of B is then 1-π. The likelihoods are the probabilities of given data, in this case (w,b), given the hypothesis, in this case W or B. The likelihood of W and B are therefore:
The odds ratio is p(w,b|W)/p(w,b|B) which taking into account the fact that p(B) = 1-p(W) , reduces with some simple algebra to the following:
To separate out the effects of strength and weight we first take the log on both sides of the equation:
Again taking the log on both sides gives the expression for weight and strength from Griffin and Tversky (1992) :
Multiplying the two right-hand terms by α and β, respectively, we generate expression (1) from our paper:
Bayes Rule holds iff α=β=1.
Appendix 2: Instructions for the Belief Elicitation Task
In this stage of the experiment you will be betting on the outcomes of uncertain events. Usually we bet on events like football matches or elections, but in this task the events will be random choices made by the experimenter between two boxes, one blue and the other white. The experimenter will not tell you which box was chosen. At the start each box will have the same chance of being chosen, but once it has been chosen the experimenter will give you some information to help you work out the chances that it was blue or white. Armed with this information, you will make bets on which box was chosen.
The procedure, which is summarized on the accompanying picture, is as follows. The experimenter will first choose the box by rolling a 6-sided die with three blue and three white sides. If blue comes up he will choose the blue box, if white comes up he will choose the white one.
Both the white and blue boxes contain several dice, each having 10 sides. Both boxes have the same number of dice, which will vary over the course of the experiment. The dice in the blue box always have 6 blue sides and 4 white ones, while those in the white box have 4 blue sides and 6 white ones.
The experimenter will roll all the dice in the chosen box and tell you how many blue and white sides came up. He will not tell you which box was chosen.
Because the dice in the blue box have more blue sides than those in the white box, knowing the number of blue and white sides that come up can help you work out the chances that each box was chosen. For example, if more blue sides come up this means it is more likely to be the blue box, and if more white sides come up it is more likely to be the white box.
Once you have the information about the dice rolls, you will then make bets on which box was chosen.
About betting
You will be making bets with several betting houses or "bookies," just as you might bet on a football game or a horse race.
To familiarize you with betting, we will illustrate how it works with the example of a horse race.
Imagine a two horse race between Blue Bird and White Heat. Several bookies offer different odds for both horses. The table below shows the odds offered by three bookies along with the amounts they would pay if you staked £10 on the winning horse. The earnings are calculated by multiplying the odds by the stake. In this experiment you will be making bets on which box was chosen using a There is no right choice for everyone. In a horse race you might want to bet on the long-shot since it will bring you more money if it wins, but you also might want to bet on the favourite since it is more likely to win something.
For each bookie, whether you would choose to bet on Blue Bird or White Heat will depend on three things: your judgment about how likely it is each horse will win, the odds offered by the bookie, and how much you like to gamble or take risks.
Your choices
Now you are familiarized with odds, we can go back to the experimental betting task. Recall that the experimenter will first make a random choice of a blue or white box. Then he will roll the dice in the chosen box and tell you how many white and blue sides came up. Then you will consider the chances that the box chosen was blue or white, and make a series of bets.
You have a booklet of record sheets. Each record sheet shows the bookies you will be dealing with, and the odds they offer. There are 19 bookies on each sheet, and each offer different odds for the two outcomes. Take a minute to look at one such record sheet, shown on the next page.
There will be 30 separate events, and 19 bookies offer odds for each event. You will make bets at all 19 bookies for all 30 events.
For each bet, you have a £3 stake, and the record sheet shows the payoffs you will receive if you bet on the box that was actually chosen.
There is a separate record sheet for each of the 30 events. On each sheet you should circle W or B to indicate the bet you want to make with all 19 bookies.
One and only one of the bets in the entire experiment will pay off for real. Therefore, please consider each bet as if it is the only one that will be paid out. After you have placed all your bets, you will roll a 30-sided die to determine which event will be played out, and a 20-sided die to determine which bookie will determine your earnings.
Appendix 3: Instructions for the Risk Elicitation Task
This stage is about choosing between lotteries with varying prizes and chances of winning. You will be shown a series of 20 lottery pairs, and you will choose the lottery you prefer from each pair. You will actually get the chance to play one of the lotteries you choose, and will be paid according to the outcome of that lottery, so you should think carefully about your preferences.
Here is an example of one lottery pair. You will have to think about which lottery you would prefer to play and tick the appropriate box below
The outcome of the lotteries will be determined by the draw of a random number between 1 and 100. We will ask you to roll a 100-sided die that is numbered from 1 to 100, and the number on the die will determine the outcome of the lotteries.
In the above example the left lottery pays five pounds (£5) if the number on the die is between 1 and 40, and it pays fifteen pounds (£15) if the number is between 41 and 100. The light green segment of the pie chart corresponds to 40%, and the orange segment corresponds to 60% of the area. Now look at the pie chart on the right. It pays five pounds (£5) if the number drawn is between 1 and 50, ten pounds (£10) if the number is between 51 and 90, and fifteen pounds (£15) if the number is between 91 and 100. As with the lottery on the left, the pie slices represent the fraction of the possible numbers which yield each payoff. For example, the size of the £15 pie slice is 10% of the total pie.
Each of the 20 lottery pairs will be shown on a separate sheet of paper. On each sheet you should indicate your preferred lottery by ticking the appropriate box. After you have worked through all the lottery pairs, please raise your hand. You will then roll a 20-sided die to determine which pair of lotteries will be played out, and then roll the 100-sided die to determine the outcome of the chosen lottery.
For instance, suppose you picked the lottery on the left in the above example. If you roll the 100-sided die and the number 37 is shown, you would win £5; if it was 93, you would get £15. If you picked the lottery on the right and drew the number 37, you would get £5; if it was 93, you would get £15.
Therefore, your payoff is determined by three things:
 which lottery pair is chosen to be played out using the 20-sided die;  which lottery you selected, the left or the right, for the chosen lottery pair; and  the outcome of that lottery when you roll the 100-sided die.
This is not a test of whether you can pick the best lottery in each pair, because none of the lotteries are necessarily better than the others. Which lotteries you prefer is a matter of personal taste.
Please work silently, and think carefully about each choice.
All payoffs are in cash, and are in addition to the £5 show-up fee that you receive just for being here.
where I() is the indicator function, y i =1(-1) denotes the choice of the Option R (L) lottery in risk aversion task i, and X is a vector which contains  and any other data, such as demographics and task characteristics.
We now explain how we use the choices in the belief task to construct the second likelihood to estimate choice probabilities. As shown in Figure 2 , the subject that selects event W from a given betting house receives EU W = π W  U(payout if W | bet on W) + (1-π W )  U(payout if B | bet on W)
where π w is the subjective probability that W will occur. The payouts that enter the utility function are defined by the odds that each bookie offers. We similarly define the EU received from a bet on event B as the complement of event A: 
We observe the bet made by the subject for a range of odds, so we can calculate the likelihood of that choice given values of r, π w and μ, again assuming EUT and CRRA. The rest of the structural specification is exactly the same as for the choices over lotteries with objective probabilities. Thus the likelihood function for the observed choices in the belief task is:
ln L(r, π W , μ; y, X) =  i [ (ln Φ(EU)I(y i = 1)) + (ln (1-Φ(EU))I(y i = -1)) ]
The joint estimation problem is to find values for r, π w and μ that maximize the sum of (6) and (9) .
Using this joint estimation framework we can estimate the model in (1), controlling for risk attitude. We can replace π w with two parameters, α and β, that define π w in terms of the strength and weight of the sample data, as shown by (1) . For the case in which w>b we specify: γ = α log N + β log((w-b)/N) 
By re-arrangement we obtain:
A similar specification when b<w yields:
Using these derivations we can express π w in the maximum likelihood model in terms of α and β, and then estimate these parameters using the joint estimation procedure explained above.
