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Zusammenfassung
Das Newtonverfahren ist eine der a¨ltesten und einfachsten iterativen Methoden, um
die Nullstellen von Funktionen approximativ zu bestimmen. Es ist von Interesse, eine
mo¨glichst kleine Menge von Startwerten anzugeben, mit denen man alle Nullstellen der
betrachteten Funktion findet. Fu¨r das Newtonverfahren komplexer Polynome vom Grad
d geben Hubbard, Schleicher und Sutherland im Jahr 2001 eine Menge von Startwerten
der Kardinalita¨t O(d(ln(d))2) an.
In der vorliegenden Arbeit konstruieren wir eine Menge Sd,R von Startwerten, um die
Nullstellen ganzer, transzendenter Funktionen der Gestalt f(z) = p(z)ez−1, wobei p ein
geeignet normiertes Polynom vom Grad d ist, durch das Newtonverfahren appoximativ
zu bestimmen. Die Menge Sd,R ist nur vom Grad des Polynoms p und den Betra¨gen der
Koeffizienten des Polynoms abha¨ngig. Daru¨ber hinaus ist Sd,R so gestaltet, dass fu¨r ein
R > 0 alle Nullstellen in D(0,R) von f mit nur endlich vielen Startwerten gefunden
werden. In D(0,R)C beno¨tigen wir fu¨r jede Nullstelle genau einen Startwert.
Die Konstruktion gliedert sich in drei Abschnitte. Im ersten werden wir die Nullstellen
einer Funktion f der obigen Gestalt in D(0,R)C fu¨r ein R > 0 approximieren. Wir zei-
gen, dass die Approximationspunkte im sogenannten unmittelbaren Einzugsgebiet der
Nullstelle liegen, also in dem Gebiet, dessen Punkte unter dem Newtonverfahren gegen
diese Nullstelle konvergieren und welches diese auch entha¨lt. Im zweiten Teil werden wir
zeigen, dass die unmittelbaren Einzugsgebiete der betraglich kleinen Nullstellen in einem
horizontalen Streifen liegen und im Realteil nach +∞ unbeschra¨nkt sind. Im dritten Ab-
schnitt zeigen wir, dass diese unmittelbaren Einzugsgebiete eine gewisse Mindestbreite
aufweisen. Diese Tatsache benutzen wir dazu, die Startwerte a¨quidistant so auf einem
Geradenstu¨ck zu platzieren, dass pro unmittelbarem Einzugsgebiet mindestens ein Start-
wert in diesem liegt.
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Abstract
Newton’s method is one of the oldest and simplest iterative methods to approximate
zeros of differentiable functions. It is of interest to give a small set of starting points
that yields all zeros of the considered functions. For complex polynomials of degree d
Hubbard, Schleicher und Sutherland constructed in 2001 such a set of starting points.
The cardinality of this set is O(d(ln(d))2).
In this thesis we construct a set Sd,R of starting points for the Newton’s method to
approximate the zeros of functions of the form f(z) = p(z)ez − 1, where p is a suitably
normalised polynomial of degree d. This set Sd,R only depends on the degree of the
polynomial p and an upper bound of the zeros of p. Moreover, Sd,R is such that for all
zeros in D(0,R)C we need exactly one starting point, while for all zeros in D(0,R) we
need only finitly many starting points.
The construction is done in three parts. First we approximate zeros of a function f of
the above form in D(0,R)C for some R > 0 depending only on d and R. We show that
these approximation points are in the immediate basin of a zero. The immediate basin
of a fixed point is the maximal domain, which contains the fixed point and where the
iterates converge to it. In the second part we show that immediate basins of zeros of
small modulus are contained in a horizontal strip and that they are unbounded to the
right. The third part is to show that these immediate basins have a certain width. We
use this to construct equidistant starting points on a vertical line in the right half plane
in such a way that for each zero of small modulus there is at least one point, which is
contained in the immediate basin.
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VIII
1 Einleitung
Das Newtonverfahren ist eines der a¨ltesten und einfachsten Verfahren, um die Lo¨sungen
von Gleichungen zu bestimmen. Umso erstaunlicher ist es, dass sich nach fast 400 Jahren
aktuelle Forschung diesem Verfahren widmet. Aufgrund der Bedeutung ist ein erbitterter
Streit daru¨ber gefu¨hrt worden, wer letztlich der Urheber dieser Methode ist. Es scheint
unstrittig, dass sich Newton von einer Arbeit von Vieta inspirieren ließ, siehe [Deu12].
Weitere Mathematiker wie Raphson und Simpson werden als Entdecker diese Methode
genannt. Es herrscht inzwischen auch Einigkeit daru¨ber, dass es auf Simpson zuru¨ckgeht,
dieses Verfahren als iterative Methode zu betrachten. Als einen Meilenstein bezeichneten
Alexander, Iavernaro und Rosa [AIR12] die Aussage von Schro¨der, dass fu¨r das Studium
dieser und anderer Algorithmen zur Auflo¨sung von Gleichungen [Sch70] das Versta¨ndnis
von Iterationen sehr hilfreich sei. Alexander, Iavernaro und Rosa gehen dabei so weit,
das Newtonverfahren als Inspirationsquelle der komplexen Dynamik zu bezeichnen. Die
heute u¨bliche Notation geht auf Fourier zuru¨ck. Fu¨r eine differenzierbare Funktion f :
C→ C ist ihre Newtonfunktion gegeben durch die meromorphe Funktion
Nf : C→ Ĉ, z 7→ z − f(z)
f ′(z)
.
Die Iteration der Funktion Nf wird als Newtonverfahren bezeichnet.
Unmittelbar aus dieser Definition ergibt sich die Frage, welche Startwerte fu¨r das New-
tonverfahren geeignet sind. Denn nicht jeder Startwert konvergiert zu einer gewu¨nschten
Nullstelle. Es gibt beispielsweise Werte, die unter Iteration 2-periodisch sind. So gilt
zum Beispiel fu¨r die Newtonfunktion von f(z) = z3 − z, dass Nf
(
1√
5
)
= − 1√
5
und
Nf
(
− 1√
5
)
= 1√
5
.
Es ist klar, dass zum Auffinden aller Nullstellen einer Funktion mindestens so viele Start-
werte beno¨tigt werden, wie sie Nullstellen hat. Um den Rechenaufwand mo¨glichst gering
zu halten, ist es von Interesse, eine mo¨glichst kleine Menge von Startwerten anzugeben.
Diese Menge soll dennoch gewa¨hrleisten, dass alle Nullstellen der untersuchten Funktion
gefunden werden. Die bestmo¨gliche Wahl fu¨r eine solche Menge ist die der Nullstellen,
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welche aber aus offensichtlichen Gru¨nden ausscheidet. Jedoch genu¨gen Startwerte, die
genu¨gend nah an einer Nullstelle liegen. Diesen Umstand werden wir spa¨ter nutzen.
Es ist sinnvoll, diese Fragestellung auf Funktionenklassen einzuschra¨nken. Hubbard,
Schleicher und Sutherland betrachteten im Jahr 2001 [HSS01] komplexe Polynome vom
Grad d. Diese lassen sich so normieren, dass deren Nullstellen nur in der Einheitskreis-
scheibe liegen. Sie gaben eine Menge von Startwerten fu¨r das Newtonverfahren an, um
alle Nullstellen von allen normierten Polynomen mit vorgegebenem Grad d zu finden.
Die Kardinalita¨t dieser Menge ist 1,11d(ln(d))2.
Die Hauptaussage des Artikels von Hubbard, Schleicher und Sutherland, dass es eine
universelle Menge von Startwerten gibt, wurde dabei bisher noch nicht auf ganze, trans-
zendente Funktionen u¨bertragen. Die hier vorliegende Arbeit ist ein Teilergebnis in diese
Richtung. A¨hnlich wie die genannten Autoren geben wir eine Menge Sd,R von Startwerten
an, um von Funktionen der Gestalt
f(z) = p(z)eaz+b − c,
wobei p ein komplexes Polynom und a, b, c ∈ C sind, alle Nullstellen von f zu finden.
Wie wir in Kapitel 4 zeigen werden, du¨rfen wir ohne Beschra¨nkung der Allgemeinheit
annehmen, dass a = 1, b = 0 und c = 1 und der fu¨hrende Koeffizient des Polyoms p
gleich 1 ist. Die Gestalt der Funktion f ist somit die folgende:
f(z) = p(z)ez − 1. (1.1)
Fu¨r die Konstruktion ist es gu¨nstig, die Koeffizientensumme zu kontrollieren. Wir be-
trachten im Hauptresultat dieser Arbeit die Funktionenklasse:
Fd,R :=
{
f
∣∣∣∣∣ f(z) = p(z)ez − 1, p(z) = zd +
d−1∑
k=0
akz
k, max
{
1,
d−1∑
k=0
|ak|
}
< R
}
,
wobei d ∈ N, R > 1 sind. Ziel dieser Arbeit ist der Beweis des folgenden Satzes.
HAUPTSATZ
Seien d ∈ N und R > 0. Dann existiert R > 0 und eine Menge Sd,R derart, dass fu¨r alle
f ∈ Fd,R und fu¨r jede Nullstelle w von f ein Punkt z ∈ Sd,R existiert, sodass die Folge(N nf (z))n∈N gegen w konvergiert. Dabei sind fu¨r jede Nullstelle nur endlich viele Punkte
in Sd,R no¨tig, um diese zu finden. Fu¨r Nullstellen mit einem Betrag gro¨ßer als R genu¨gt
jeweils genau ein Punkt aus Sd,R.
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Da diese Menge Sd,R nur vom Grad d des Polynoms p und von der Summe der Koeffizi-
enten abha¨ngt, finden wir mit dieser Menge alle Nullstellen von all den Funktionen, die
der Klasse Fd,R angeho¨ren. Die Endlichkeit der Menge Sd,R ist aus dem einfachen Grund
nicht mehr aufrecht zuhalten, als dass eine Funktion f der Gestalt (1.1) unendlich viele
Nullstellen hat. Jedoch gelingt es in dieser Arbeit, ab einer gewissen Schranke an den
Absolutbetrag der Nullstellen jede Nullstelle zu approximieren und somit genau einen
Startwert fu¨r eine solche Nullstelle anzugeben. Dieses Approximationsargument ist eine
modifizierte Idee von Jankowski, vergleiche [Jan96], und wir widmen uns diesem in Ka-
pitel 5.
In Kapitel 6 zeigen wir, dass die unmittelbaren Einzugsgebiete der Nullstellen mit
genu¨gend großem Absolutbetrag eine invariante Kurve enthalten, sodass es fu¨r alle x ∈ R
einen Punkt z der Spur der Kurve gibt mit Re(z) = x. Damit befinden sich die unmit-
telbaren Einzugsgebiete der Nullstellen kleinem Betrages in einem horizontalen Streifen
endlicher Ho¨he.
Weiter zeigen wir in Kapitel 7, dass unter den Zuga¨ngen nach ∞ in den unmittelbaren
Einzugsgebieten der Nullstellen kleinen Betrages einer ist, welcher eine gewisse Mindest-
breite hat. Diese unmittelbaren Einzugsgebiete sind daru¨ber hinaus im Realteil nach
+∞ unbeschra¨nkt. Fu¨r die betraglich kleinen Nullstellen geben wir somit die Startwerte
fu¨r das Newtonverfahren auf einem Geradenstu¨ck endlicher La¨nge an, welches genu¨gend
weit in der rechten Halbebene und parallel zu der imagina¨ren Achse liegt. Wir platzieren
die Startwerte dann so a¨quidistant auf diesem Geradenstu¨ck, dass der Abstand kleiner
ist als die minimale Breite jenes Zugangs nach ∞. Diese dazu verwendete Konstrukti-
onsmethode ist eine adaptierte Version der in [HSS01] verwendeten.
Diese Arbeit ist wie folgt aufgebaut: In Kapitel 2 illustrieren wir durch mehrere Bil-
der das Newtonverfahren fu¨r Polynome und die in dieser Arbeit betrachteten ganzen,
transzendenten Funktionen der Gestalt (1.1). Kapitel 3 gibt einen U¨berblick u¨ber die
beno¨tigten Grundlagen. In Kapitel 4 fu¨hren wir das Newtonverfahren ein und fu¨hren
erste Aussagen u¨ber die Konjugerten in der Einheitskreisscheibe an. In Kapitel 5 bis 7
fu¨hren wir die einzelnen Schritte des Beweises aus. Abschließend geben wir in Kapitel 8
einen zusammenfassenden Beweis des Hauptsatzes an und diskutieren die Ergebnisse.
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Abbildung 2.1: Dieses Bild ist eine Visualisierung des Newtonverfahrens des Polynoms
f(z) = z5 − z4 + 1. Die unterschiedlich farbigen Bereiche sind die Ein-
zugsgebiete der einzelnen Nullstellen der Funktion f . Die Sa¨ttigung der
Farben gibt einen Hinweis, wieviele Iterationen notwendig sind, um unter
Iteration in eine kleine Umgebung der Nullstelle zu gelangen. Die weißen
Punkte deuten die Position der Nullstellen an.
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Abbildung 2.2: Dieses Bild ist eine Visualisierung des Newtonverfahrens des Polynoms
f(z) = z2(z + i)(z − (1 + i))(z − (1 − 2i)) (z − (−1
2
+ i
))
. Hier ist Null
eine doppelte Nullstelle und hat drei Zuga¨nge nach∞. Hubbard, Schlei-
cher und Sutherland gaben in ihrem Artikel [HSS01] eine Menge von
Startwerten Sd der Ma¨chtigkeit 1,1d log
2(d) an, mit der Sie alle Nullstel-
len eines jeden Polynoms vom Grad d finden ko¨nnen, dessen Nullstellen
alle in der komplexen Einheitskreisscheibe sind. In Kapitel 9 geben die
Autoren folgende Werte fu¨r die Konstruktion dieser Menge an. Auf s =
d0.2663 log(d)e Kreisen mit den Radien rν =
(
1 +
√
2
) (
d−1
d
) 2ν−1
4s , wobei
ν ∈ { 1, . . . , s }, verteilen sich a¨quidistant pro Kreis d8.32547d log(d)e
Startwerte. In diesem Beispiel hier erhalten wir somit 90 Startwerte auf
einem Kreis. Eine a¨hnliche Menge von Startwerten fu¨r die Funktionen
f(z) = p(z)ez − 1 zu konstruieren, ist die Aufgabe der hier vorliegenden
Arbeit.
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Abbildung 2.3: Dieses Bild ist eine Visualisierung des Newtonverfahrens der Funktion
f(z) = z5ez − 1. Dieses Bild hat die typische Gestalt fu¨r die in dieser
Arbeit betrachteten Funktionen vom Typ f(z) = p(z)ez− 1, wobei p ein
komplexes Polynom mit fu¨hrendem Koeffizienten eins ist. Jede Nullstelle
hat nur einen Zugang nach unendlich. Dieser ist im Realteil nach +∞
unbeschra¨nkt. Es ist auch gut im Zentrum des Bildes zu erkennen, dass
dieser Bereich unter dem Einfluss des Polynom p steht. Der obere und
der untere Teil des Bildes gleichen sich. Hier schwa¨cht sich dieser Einfluss
ab.
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Abbildung 2.4: Dieses Bild ist eine Visualisierung des Newtonverfahrens der Funktion
f(z) =
(
1− z2
2
+ z5
)
ez − 1. Dieses Bild weist große A¨hnlichkeit zu Ab-
bildung 2.3 auf. Im zentralen Bereich ist jedoch ein großer Unterschied zu
erkennen. Im Gegensatz zu der vorigen Abbildung 2.3 hat ein Fixpunkt
fu¨nf Zuga¨nge nach unendlich. Das liegt daran, dass im unmittelbaren
Einzugsgebiet der 0 insgesamt vier kritische Punkte liegen, von denen 0
einer ist, vergleiche dazu Kapitel 7.
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Abbildung 2.5: Dieses Bild ist eine Visualisierung des Newtonverfahrens der Funktion
f(z) = (z9 + z7 − z6 + z2 − z − 9) ez − 1. In diesem Bespiel haben wir
zwei unmittelbare Einzugsgebiete, welche mehrere Zuga¨nge nach unend-
lich haben. Es ist zu erkennen, dass diese Zuga¨nge jeweils eine unter-
schiedliche Breite haben. Da das Polynom keine mehrfachen Nullstellen
besitzt, mu¨ssen weitere kritische Punkte in den Einzugsgebieten sein,
vergleiche dazu Kapitel 7. Hier ohne die Lage der Nullstellen.
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3 Grundlagen
3.1 Notationen
Wir bezeichnen fu¨r r ∈ R und z0 ∈ C mit
D(z0, r) := { z ∈ C | |z − z0| < r }
den Kreis mit Radius r um z0 und mit D(z0, r)
C dessen Komplement. Des Weiteren
bezeichne
D := D(0, 1) die Einheitskreisscheibe,
Ĉ := C ∪ {∞ } die Riemannsche Zahlenkugel und
C∗ := C \ { 0 }.
Fu¨r ein Gebiet G ⊂ C sei ∂G der Rand von G in Ĉ.
Wir verwenden außerdem die Bezeichnung Hlw (beziehungsweise Hrw) fu¨r die linke (rech-
te) Halbebene { z | Re(z) < Re(w) }. Es sei noch darauf hingewiesen, dass das Symbol
K das Ende eines Beweises anzeigt.
3.2 Funktionentheoretische Grundlagen
In diesem Kapitel werden wir Grundlegendes aus der Funktionentheorie auflisten. Die
Begriffe und Sa¨tze haben große Auswirkungen auf die Beweise. So wird zum Beispiel mit
dem Riemannschen Abbildungssatz eine Fragestellung in den Einheitskreis verschoben
und dort gekla¨rt.
Riemann fu¨hrte 1851 den grundlegenden Begriff des einfachen Zusammenhangs ein,
vergleiche [Rem95b, S. 149] beziehungsweise im Original in seiner Inauguraldisserta-
tion [Rie90, S. 49]. Dieser Begriff ist so wichtig, dass er in vielen bedeutenden Sa¨tzen
als Voraussetzung genannt wird. Es gibt aus diesem Grund eine beachtliche Anzahl an
Charakterisierungen, vergleiche [FB00, S. 248ff]. Wir werden jene verwenden, die grob
gesprochen aussagt, dass einfach zusammenha¨ngende Mengen keine Lo¨cher enthalten.
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Definition 3.2.1 (Einfach zusammenha¨ngend)
Eine Teilmenge der komplexen Zahlen G ⊂ C heißt einfach zusammenha¨ngend, falls
jede geschlossene Kurve in G nullhomotop ist. Das heißt, dass fu¨r jede geschlossene
Kurve γ : [0, 1] → G mit γ(0) = γ(1) ein Punkt c ∈ G und eine stetige Funktion
H : [0, 1]× [0, 1]→ G mit H(0, t) = γ(t) und H(1, t) = c existieren.
Definition 3.2.2 (Zusammenhangskomponente und Zusammenhangszahl)
Sei G ⊂ C. Eine bezu¨glich Inklusion maximale zusammenha¨ngende Teilmenge von G
heißt Zusammenhangskomponente. Die Zusammenhangszahl ist die Zahl der Zusammen-
hangskomponenten des Komplements Ĉ \G, wobei ∞ zugelassen sei.
Zuna¨chst zitieren wir den Riemannschen Abbildungssatz, siehe [Rem95b, Kapitel 8.2].
Satz 3.2.3 (Riemannscher Abbildungssatz)
Jedes einfach zusammenha¨ngende Gebiet G ⊂ C mit G 6= C ist biholomorph auf die
Einheitskreisscheibe D abbildbar.
Dieser Satz hat enorme Auswirkungen auf viele Beweise, insbesondere in dieser Arbeit,
da unmittelbare Einzugsgebiete der Newtonfunktion einfach zusammenha¨ngend sind und
mit Hilfe dieses Satzes zu einem Blaschke-Produkt konjugiert werden ko¨nnen, vergleiche
Satz 4.1.8 und 4.3.1.
Der Satz von Rouche´, ermittelt die Nullstellen mit Hilfe eines Vergleichs mit einer weite-
ren Funktion. Es sei auf das Buch von Remmert [Rem95a, Kapitel 13.2] verwiesen. Wir
wenden dies in Kapitel 5 an, um die Lage der Nullstellen der in der Einleitung genannten
Funktionen zu bestimmen.
Satz 3.2.4 (Satz von Rouche´)
Es seien f und g in einem Gebiet G holomorphe Funktionen. Seien z ∈ G und r ∈ R
derart, dass D(z, r) ⊂ G. Es gelte |f(z)− g(z)| < |g(z)| fu¨r alle z ∈ ∂D(z, r). Dann
haben f und g gleich viele Nullstellen in D(z, r).
Der folgende Satz ist eines der entscheidenden Werkzeuge, um die Berechenbarkeit der
Startwerte aus Sd,R zu gewa¨hrleisten, vergleiche dazu Milnor [Mil06].
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3.2 Funktionentheoretische Grundlagen
Satz 3.2.5 (Holomorphe Fixpunkt-Formel)
Sei f eine rationale Funktion vom Grad d mit den Fixpunkten ζ1, . . . , ζd+1. Des Weiteren
gelte f ′(ζj) 6= 1 fu¨r alle j ∈ { 1, . . . , d+ 1 }. Dann gilt:
d+1∑
j=1
1
f ′(ζj)− 1 = −1.
Fu¨r das Maximum- beziehungsweise das Minimumprinzip verweisen wir auf [Rem95a,
Kapitel 8.2].
Satz 3.2.6 (Maximumprinzip)
Sei G ⊂ C ein beschra¨nktes Gebiet, f : G→ C stetig und f |G holomorph. Dann gilt fu¨r
alle z ∈ G:
|f (z)| ≤ max
z∈∂G
|f(z)| .
Satz 3.2.7 (Minimumprinzip)
Sei G ⊂ C ein Gebiet, f : G→ C holomorph und z0 ∈ G. Es gebe eine Umgebung U von
z0, sodass |f (z0)| ≤ |f(z)| fu¨r alle z ∈ U gelte. Dann ist f (z0) = 0 oder f(z) = f (z0)
fu¨r alle z ∈ G.
Wir werden auch den Spezialfall fu¨r beschra¨nkte Gebiete verwenden.
Korollar 3.2.8 (Minimumprinzip fu¨r beschra¨nkte Gebiete)
Sei G ⊂ C ein beschra¨nktes Gebiet, f : G → C stetig und f |G holomorph. Dann hat f
Nullstellen in G oder |f | nimmt das Minimum auf dem Rand ∂G an:
|f (z)| ≥ min
ζ∈∂G
|f(ζ)| ,
fu¨r alle z ∈ G.
Wir ko¨nnen diese Aussagen nutzen, um den folgenden Satz zu beweisen.
Satz 3.2.9
Sei f : D→ C stetig, auf D holomorph und es gelte |f(z)| = 1 fu¨r alle z ∈ ∂D. Dann ist
f ein Blaschke-Produkt.
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Beweis Sei B ein Blaschke-Produkt mit den gleichen Nullstellen wie f . Setze h := f
B
.
Dann hat h keine Nullstellen in D. Da sowohl |f(z)| = 1 als auch |B(z)| = 1 fu¨r alle
z ∈ ∂D gilt, folgt |h(z)| = 1 fu¨r alle z ∈ ∂D. Nach dem Minimumprinzip fu¨r beschra¨nkte
Gebiete, vergleiche Korollar 3.2.8, gilt dann fu¨r alle z ∈ D:
|h(z)| ≥ min |h(ζ)|
ζ∈∂D
= 1.
Nach dem Maximumprinzip, vergleiche Satz 3.2.6, gilt fu¨r alle z ∈ D:
|h(z)| ≤ max |h(ζ)|
ζ∈∂D
= 1.
Nach Minimumprinzip, vergleiche Satz 3.2.7, folgt h ≡ 1 und damit f = B. K
Der folgende Satz wurde von Koebe im Jahr 1907 formuliert und teilweise bewiesen.
Bieberbach vollsta¨ndigte den Beweis, vergleiche Milnor [Mil06, Theorem A.7].
Satz 3.2.10 (Koebe-Bieberbach 1/4-Satz)
Sei a ∈ C, r ≥ 0 und f : D(a, r)→ C holomorph und injektiv. Dann gilt:
D
(
f(a),
r |f ′(a)|
4
)
⊂ f (D(a, r)) .
Der nachstehende Satz gibt eine obere Schranke fu¨r den Betrag von Nullstellen eines
Polynoms an, die sich nur aus Koeffizienten des Polynoms berechnet. Diese Schranke
werden wir spa¨ter dazu verwenden, den Betrag der kritischen Punkte der Newtonfunk-
tion nach oben abzuscha¨tzen.
Satz 3.2.11 (Maximaler Betrag einer Nullstelle eines Polynoms)
Sei p : C→ C, z 7→ zn +
n−1∑
k=0
bkz
k ein komplexes Polynom. Dann ist
Rp := max
{
1,
n−1∑
k=0
|bk|
}
.
eine obere Schranke fu¨r den Radius des Kreises, der alle Nullstellen von p entha¨lt.
Beweis Sei z ∈ C eine Nullstelle von p. Fu¨r |z| < 1 ist die Aussage klar.
Sei |z| ≥ 1. Dann ist −zn =
n−1∑
k=0
bkz
k. Aus der Dreiecksungleichung und |z|k−n−1 ≤ 1 fu¨r
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alle 0 ≤ k ≤ n− 1 folgt:
|z| ≤
n−1∑
k=0
|bk| |z|k−(n−1) ≤
n−1∑
k=0
|bk| .
K
Eine Verallgemeinerung dieses Satzes 3.2.11 ist der Satz von Gerschgorin. Letzterer
macht eine Aussage u¨ber die Lage der Eigenwerte einer quadratischen Matrix in der
komplexen Zahlenebene, vergleiche zum Beispiel [Bel65]. Via Begleitmatrizen fu¨r Poly-
nome ist der hier angegebene Satz 3.2.11 ableitbar.
3.3 Eigentliche Funktionen
Es ist bekannt, dass eigentliche Funktionen im Einheitskreis D nach D eine speziel-
le Gestalt haben. Sie werden als Blaschke-Produkte bezeichnet. Wir werden in Kapi-
tel 7 zeigen, dass die in dieser Arbeit betrachteten Newtonfunktionen ganzer Funktio-
nen eingeschra¨nkt auf ein unmittelbares Einzugsbiet eigentliche Abbildungen und somit
mit Hilfe des Riemannschen Abbildungssatzes, siehe Satz 3.2.3, zu Blaschke-Produkten
konjugiert sind. Damit ko¨nnen wir gewonnene Erkenntnisse u¨ber (spezielle) Blaschke-
Produkte auf die Newtonfunktionen u¨bertragen. Wir beziehen uns auf das Buch von
Steinmetz [Ste93a].
Definition 3.3.1 (Eigentliche Abbildungen)
Sei G ⊂ C ein Gebiet und f : G→ H eine holomorphe Funktion. f heißt eigentlich, falls
Urbilder kompakter Teilmengen von H kompakt sind.
Definition 3.3.2 (Abstand zum Rand)
Sei U ⊂ C eine Menge und z ∈ C. Dann ist der Abstand dist(z, ∂U) von z zum Rand
von U und definiert durch
dist(z, ∂U) := inf { dist(z,w) | w ∈ ∂U } ,
distχ(z, ∂U) := inf { χ(z,w) | w ∈ ∂U } ,
wobei dist(z,w) der euklidische und χ(z, w) der chordale Abstand von z zu w ist.
Definition 3.3.3 (Randfolge)
Eine Folge (un)n∈N in U bezeichnen wir als Randfolge, falls (dist (un, ∂U))n∈N beziehungs-
weise (distχ (un, ∂U))n∈N eine Nullfolge ist.
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Satz 3.3.4 (Charakterisierung von eigentlichen Funktionen)
Sei f : U → V eine holomorphe Abbildung. Dann sind a¨quivalent:
(i) Die Funktion f ist eine eigentliche Abbildung.
(ii) Es existiert ein k ∈ N, sodass es fu¨r alle v ∈ V exakt k Urbilder in U gibt, geza¨hlt
gema¨ß Vielfachheit.
(iii) Ist (un)n∈N eine Randfolge in U , dann ist (f (un))n∈N eine Randfolge in V .
Ist U = V einfach zusammenha¨ngend, so ist zusa¨tzlich a¨quivalent:
(iv) Es existiert ein endliches Blaschke-Produkt B : D → D, welches zu f durch eine
biholomorphe Abbildung φ : U → D konjugiert ist.
Bemerkung 3.3.5
1. Die Implikation von (ii) nach (iii) ist fu¨r k = 1 von besonderem Interesse.
2. Die Implikation (iii) nach (iv) geht auf Fatou zuru¨ck und die Implikation von (ii) nach
(iv) ist Fatou und Rado´ anzurechnen. Vergleiche dazu [Fat19] und [Rad22] (Quelle
[NT13]).
3. Die Zahl k aus (ii) heißt (topologischer) Abbildungsgrad von f .
4. Insbesondere folgt aus (ii) auch, dass eigentliche Funktionen surjektiv sind.
5. Fu¨r eine holomorphe Funktion f ist eine bekannte Folgerung aus dem Argument-
prinzip, dass fu¨r eine w-Stelle z mit endlicher Vielfachheit k eine Umgebung U von
z derart existiert, dass f |U : U → f(U) eigentlich ist. Wir werden spa¨ter den obi-
gen Satz 3.3.4 verwenden, um zu zeigen, dass diese lokale Eigenschaft fu¨r das ganze
unmittelbare Einzugsgebiet gilt.
Zur Bestimmung des Abbildungsgrades einer eigentlichen Funktion ist die Riemann-
Hurwitz-Formel sehr hilfreich. Es sei auf den Artikel von Steinmetz [Ste93b] fu¨r weitere
Informationen und den Beweis verwiesen.
Satz 3.3.6 (Riemann-Hurwitz-Formel)
Seien U, V ⊂ C Gebiete mit endlicher Zusammenhangszahl m beziehungsweise n. Wei-
ter sei f : U → V eine eigentliche Abbildung vom Abbildungsgrad k mit r kritischen
Punkten, geza¨hlt gema¨ß Vielfachheit. Dann gilt:
m− 2 = k(n− 2) + r.
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3.4 Hyperbolische Metrik
In gewissem Sinne ist die hyperbolische Metrik die natu¨rliche Metrik auf der Einheits-
kreisscheibe D. Wie wir spa¨ter sehen werden, sind die konformen Automorphismen von
D Isometrien der hyperbolischen Metrik. Weil eine explizite Darstellung der hyperbo-
lischen Metrik im Poincare´-Kreisschreiben-Modell existiert, ko¨nnen wir mit Hilfe des
Riemannschen Abbildungssatzes 3.2.3 und des Lemmas von Schwarz-Pick 3.4.8 diese
auf ein unmittelbares Einzugsgebiet eines Fixpunktes der von uns betrachteten New-
tonfunktion u¨bertragen. Wir werden die Symbole der hyperbolischen Dichte, La¨nge und
Metrik in D ohne Index verwenden, wa¨hrend diese in einem einfach zusammenha¨ngenden
Gebiet mit dessen Namen indiziert werden.
Fu¨r weitere Informationen u¨ber die hyperbolische Metrik, deren Anwendungen und Be-
weise dieses Abschnittes verweisen wir auf den einfu¨hrenden und umfassenden Artikel
von Beardon und Minda [BM07].
Definition 3.4.1 (Hyperbolische Dichte in D)
Wir definieren die hyperbolische Dichte ρ : D→ R>0 durch
ρ(z) =
2
1− |z|2 .
Mit Hilfe dieser erhalten wir die
Definition 3.4.2 (Hyperbolische La¨nge und Metrik in D)
Die hyperbolische La¨nge einer glatten Kurve γ : [0, 1]→ D ist definiert durch
` (γ) :=
∫
γ
ρ(z) |dz| .
Fu¨r z, w ∈ D ist die hyperbolische Metrik ρ : D× D→ R≥0 definiert durch
ρ(z, w) := inf
γ
` (γ) ,
wobei das Infimum u¨ber alle glatten z und w verbindende Kurven γ : [0, 1]→ D gebildet
wird. Wir werden den Ausdruck ρ(z,w) den hyperbolischen Abstand von z und w nennen.
Die Isometrien der hyperbolischen Metrik beziehungsweise die des hyperbolischen Ab-
standes sind die Mo¨biustransformationen.
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Satz 3.4.3 (Isometrien der hyperbolischen La¨nge und des hyperbolischen Ab-
standes in D)
Sei f : D→ D holomorph. Dann sind a¨quivalent:
(i) Die Funktion f ist biholomorph.
(ii) Die Funktion f ist eine Einschra¨nkung einer Mo¨biustransformation auf D.
(iii) Die Funktion f ist eine Isometrie der hyperbolischen La¨nge. Das heißt, fu¨r alle
z ∈ D gilt:
ρ(z) = ρ(f(z)) |f ′(z)| .
(iv) Die Funktion f ist eine Isometrie des Abstandes ρ(·, ·). Das heißt, fu¨r alle z, w ∈ D
gilt:
ρ(z, w) = ρ(f(z), f(w)).
Bemerkung 3.4.4
Die Einschra¨nkung einer Mo¨biustransformation f auf D hat die Form
f(z) = eiθ
z − a
1− az ,
mit einem a ∈ D und θ ∈ [0,2pi).
Satz 3.4.5 (Lemma von Schwarz)
Sei f : D→ D eine holomorphe Abbildung mit f(0) = 0. Dann gilt fu¨r alle z ∈ D:
|f(z)| ≤ |z| und |f ′(0)| ≤ 1.
Existiert ein w ∈ D \ { 0 } mit f(w) = w oder gilt f ′(0) = 1, so hat f die Gestalt
f(z) = zeiλ mit λ ∈ R.
Es gibt mehrere explizite Darstellungen des hyperbolischen Abstandes im Poincare´-
Kreisscheiben-Modell. Wir werden mit der folgenden Gestalt arbeiten.
18
3.4 Hyperbolische Metrik
Satz 3.4.6 (Explizite Darstellung des hyperbolischen Abstandes in D)
Seien z, w ∈ D. Der hyperbolische Abstand von z und w ist durch
ρ(z, w) = ln
( |1− zw|+ |z − w|
|1− zw| − |z − w|
)
gegeben.
Wie schon angeku¨ndigt, werden wir dieses Konzept nun mit Hilfe einer biholomorphen
Funktion auf einfach zusammenha¨ngende Gebiete u¨bertragen.
Definition 3.4.7 (Hyperbolische Dichte, La¨nge und Metrik in einfach zusam-
menha¨ngenden Gebieten )
Sei U ein einfach zusammenha¨ngendes Gebiet mit U 6= C und sei f : U → D eine
biholomorphe Abbildung. Wir definieren die hyperbolische Dichte ρU : U → R>0 von U
durch
z 7→ ρ (f(z)) |f ′(z)| .
Analog zu den Definitionen in der Einheitskreisscheibe ist die La¨nge einer glatten Kurve
γ : [0, 1]→ D durch
`U (γ) :=
∫
γ
ρU(z) |dz|
definiert und der hyperbolische Abstand von z, w ∈ U durch
ρU(z, w) := inf
γ
`U (γ) ,
wobei das Infimum u¨ber alle glatten, z und w verbindende Kurven γ : [0, 1]→ U gebildet
wird.
Die Unabha¨ngigkeit der Ausdru¨cke von der Wahl der biholomorphen Abbildung ist wie
folgt einzusehen. Wird eine biholomorphe Abbildung f : U → D fixiert, so haben alle
weiteren biholomorphen Abbildungen g : U → D eine Darstellung der Form g = h ◦ f ,
wobei h ein Automorphismus von D ist. Sei also g = h ◦ f : U → D eine weitere
biholomorphe Abbildung. Seien z ∈ U und w = f(z). Mit Hilfe der Kettenregel und
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Satz 3.4.3 erhalten wir
ρ(g(z)) |g′(z)| = ρ(h(f(z))) |h′(f(z))|
= ρ(h(w)) |h′(w)|
= ρ(w).
Der nun folgende Satz ist insofern entscheidend, als dass die Ergebnisse, die zum Bei-
spiel mit Hilfe der expliziten Darstellung aus Satz 3.4.6 gewonnen werden, auf einfach
zusammenha¨ngende Gebiete u¨bertragen werden ko¨nnen.
Satz 3.4.8 (Lemma von Schwarz-Pick)
Sei U 6= C ein einfach zusammenha¨ngendes Gebiet und sei f : D→ U eine holomorphe
Abbildung. Dann gilt entweder
(a) f ist eine hyperbolische Kontraktion, das heißt, fu¨r alle z, w ∈ D mit z 6= w gilt:
ρU(f(z), f(w)) < ρ(z, w) und ρU (f(z)) |f ′(z)| < ρ(z),
oder
(b) f ist eine hyperbolische Isometrie, das heißt, fu¨r alle z, w ∈ D gilt:
ρU(f(z), f(w)) = ρ(z, w) und ρU (f(z)) |f ′(z)| = ρU(z).
Insbesondere ist f genau dann eine hyperbolische Isometrie, falls f eine biholomorphe
Abbildung ist.
Eine weitere Abscha¨tzung wird sehr ha¨ufig in den Beweisen verwendet. Sie verbindet
den euklidischen Abstand zum Rand mit der hyperbolischen Dichte. Sie wird mitunter
auch
”
Standardabscha¨tzung“ genannt.
Lemma 3.4.9
Sei U 6= C ein einfach zusammenha¨ngendes Gebiet und z ∈ U . Dann gilt:
1
2 dist (z,∂U)
≤ ρU(z) ≤ 2
dist (z,∂U)
.
Der Faktor 4 zwischen linker und rechter Seite folgt aus der Anwendung des Koebe-
Bieberbach 1/4-Satzes, vergleiche Satz 3.2.10.
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In diesem Abschnitt werden wir die Begriffe und Sa¨tze zusammenfassen, die im Rahmen
der Arbeit beno¨tigt werden. Eine ausfu¨hrliche U¨bersicht gibt Bergweiler in [Ber93a]. Sei
f : C → Ĉ eine meromorphe Funktion. Wir bezeichnen mit fn die n-te Iterierte von
f und diese ist rekursiv durch f 1 := f und fn := f ◦ fn−1 definiert. Sollte einer der
iterierten Punkte auf ∞ abgebildet werden, so muss zwischen ganz transzendenten und
rationalen meromorphen Funktionen unterschieden werden. Eine rationale Funktion f
la¨sst sich f sinnvoll und meromorph nach ∞ fortsetzen und man fa¨hrt fort wie oben.
Jedoch existiert fu¨r ganz transzendentes f nach dem Satze von Casorati-Weierstraß keine
sinnvolle Fortsetzung. Wir lassen die Iteration an dieser Stelle stoppen. Von Interesse
ist das Verhalten der Folge (fn(z))n∈N. Fu¨r diese Arbeit sind Fixpunkte von f von einer
u¨bergeordneten Rolle. Diese lassen sich wie folgt klassifizieren.
Definition 3.5.1 (Periodische Punkte, Fixpunkte und deren Klassifikation)
Sei f : C → Ĉ eine meromorphe Funktion. Ein Punkt w ∈ C heißt periodischer Punkt,
falls ein m ∈ N existiert mit fm(w) = w. Die Periode n von w, ist das kleinste m mit
dieser Eigenschaft. Ist n = 1, so bezeichnet man w auch als Fixpunkt von f .
Der Multiplikator λ von w wird definiert durch
λ :=

(fn)′ (w) , falls w 6=∞
d
dz
(
1
fn( 1z )
)∣∣∣∣
z=0
, falls w =∞.
Die Charakterisierung eines Fixpunktes wird anhand des Multiplikators durchgefu¨hrt.
Gilt

λ = 0
0 ≤ |λ| < 1
|λ| = 1
|λ| > 1
, so heißt der Fixpunkt

superattraktiv
attraktiv
indifferent
repulsiv
.
Die suggestive Namensgebung in dieser Definition erschließt sich beim Betrachten der
Folge (fn(z))n∈N fu¨r ein z aus einer Umgebung eines Fixpunktes ζ. Falls ζ ein (super-)
attraktiver Fixpunkt von f ist, so gilt etwa fn(z) −→ ζ fu¨r n → ∞. Wir werden
zeigen, dass die hier betrachteten Newtonfunktionen ausschließlich attraktive Fixpunkte
haben. Die Aufgabe im Beweis des Hauptsatzes wird sein, Punkte im so genannten
unmittelbaren Einzugsgebiet zu finden.
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Definition 3.5.2 (Einzugsgebiet)
Sei w ein attraktiver Fixpunkt einer meromorphen Funktion f . Die Teilmenge A(w) von
Ĉ, deren Elemente unter Iteration gegen den Fixpunkt w konvergieren, heißt Einzugs-
gebiet von w. Die Zusammenhangskomponente von A(w), die den Fixpunkt w entha¨lt,
heißt unmittelbares Einzugsgebiet und wird mit U(w) bezeichnet.
Wir zitieren noch zwei Sa¨tze aus der lokalen Fixpunkttheorie. Im ersten Satz geben
wir lokale Koordinaten fu¨r einen Fixpunkt an, der entweder attraktiv und nicht su-
perattraktiv oder repulsiv ist. Der zweite Satz behandelt den Fall, dass der Fixpunkt
superattraktiv ist. Schro¨der hat diese Funktionalgleichung in den Jahren 1870 und 1871
erstmals betrachtet.
Satz 3.5.3 (Schro¨der-Funktionalgleichung)
Sei w ∈ C ein weder indifferenter noch superattraktiver Fixpunkt einer holomorphen
Funktion f : U → C. Sei weiter λ := f ′(w). Dann existiert eine Umgebung V von 0 und
eine holomorphe Funktion S : V → C derart, dass S(0) = w, S ′(0) = 1 und fu¨r alle
z ∈ V mit λz ∈ V
f (S (z)) = S (λz) (3.1)
gilt. Die Funktion S ist in dem Sinne eindeutig, als dass zu gegebenem Gebiet V ho¨chstens
eine solche Funktion existiert.
Ein a¨hnliches Resultat gilt auch fu¨r superattraktive Fixpunkte.
Satz 3.5.4 (Bo¨ttcher-Funktionalgleichung)
Sei w ∈ C ein superattraktiver Fixpunkt einer holomorphen Funktion f : U → C. Sei
weiter m ∈ N minimal mit f (m)(w) 6= 0. Dann gilt:
f(z) = w + am(z − w)m +O
(
(z − w)m+1) , fu¨r z → w,
wobei am 6= 0. Sei b1 ∈ C mit bm−11 = am. Dann existiert eine Umgebung V ⊂ f(U) von
w und eine holomorphe Funktion Φ : V → C mit Φ(w) = 0 und Φ′(ζ) = b1, also
Φ(z) = b1(z − w) +O
(
(z − w)2) , fu¨r z → w,
sodass fu¨r alle z ∈ V
Φ (f (z)) = Φ (z)m
gilt. Zu einem gegebenen Gebiet V existiert ho¨chstens eine solche Funktion Φ.
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Ein weiteres Konzept, die sogenannten Zuga¨nge nach ∞ im unmittelbaren Einzugsge-
biet, vergleiche [BFJK14a, Kapitel 2], ist fu¨r die vorliegende Arbeit wichtig. In diesem
Abschnitt fu¨hren wir die Zuga¨nge ein und betrachten diese genauer in Kapitel 4.3.
Definition 3.5.5 (Erreichbarer Randpunkt)
Sei U 6= C ein einfach zusammenha¨ngendes Gebiet. Ein Punkt v ∈ ∂U heißt erreichbar
von U , falls es eine Kurve γ : [0, 1]→ Ĉ mit γ ([0, 1)) ⊂ U und γ(1) = v gibt. Wir sagen
auch, dass γ in v landet.
Definition 3.5.6 (Zuga¨nge)
Sei U 6= C ein einfach zusammenha¨ngendes Gebiet und f : U → U holomorph. Fixieren
wir die Punkte z0 ∈ U und v ∈ ∂U , so nennen wir eine Homotopieklasse A mit festen
Endpunkten aus Kurven γ : [0, 1]→ Ĉ mit γ ([0,1)) ⊂ U , γ(0) = z0 und γ(1) = v einen
Zugang nach v von U .
Ein Zugang A heißt invariant, falls ein γ ∈ A existiert mit f(γ) ∪ η ∈ A, wobei η eine
z0 und f(z0) verbindende Kurve in U ist. Existiert diese Eigenschaft fu¨r alle γ ∈ A, so
nennen wir diesen Zugang stark invariant.
Ein allgemeines Prinzip in der komplexen Dynamik besagt, dass das Verhalten der kriti-
schen Punkte großen Einfluss auf die Dynamik hat. Vergleiche dazu etwa Kapitel 4.3. In
Kapitel 4.1 charakterisieren wir die kritischen Punkte der in dieser Arbeit betrachteten
Newtonfunktionen und stellen fest, dass es keine endlichen asymptotischen Werte gibt,
siehe Lemma 4.1.11. Zuna¨chst geben wir die Definition der Singularita¨ten der Umkehr-
funktion beziehungsweise die der kritischen Punkte an.
Definition 3.5.7 (Kritische Punkte und asymptotischer Wert)
Sei f : C→ Ĉ eine meromorphe Funktion. Ein Punkt z ∈ C heißt kritischer Punkt von
f , falls f in w nicht lokal injektiv ist. Der Wert f(z) = w heißt kritischer Wert. Ein
Punkt v ∈ C heißt asymptotischer Wert von f , falls es eine Kurve γ : [0, 1) → C mit
lim
t→1
γ(t) =∞ und lim
t→1
f (γ(t)) = v gibt.
Es ist bekannt, dass die Menge der kritischen Werte und der asymptotischen Werte die
der Singularita¨ten der Umkehrfunktion ist und wir bezeichnen sie mit sing (f−1). Sie
wird auch Menge der singula¨ren Werte von f−1 genannt.
Ein bekannter Satz der komplexen Dynamik stellt einen Zusammenhang zwischen kri-
tischen Punkten beziehungsweise kritischen Werten und den unmittelbaren Einzugsge-
bieten her, siehe [Ber93a, Theorem 7].
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Satz 3.5.8
Sei f eine meromorphe Funktion und w ein attraktiver Fixpunkt von f . Dann entha¨lt
das unmittelbare Einzugsgebiet U(w) von w einen Punkt aus sing (f−1).
3.6 Spezifische Konstruktionen
In diesem Abschnitt fu¨hren wir ein Hilfsmittel fu¨r die spa¨teren Rechnungen ein. Dieses
wurde von Jankowski in seiner Doktorarbeit [Jan96, Abschnitt 3.3.4] entwickelt und
untersucht, sodass wir hier die beno¨tigten Ergebnisse lediglich zitieren werden.
Die Nullstellen w von f : C→ C mit z 7→ zdez − 1 erfu¨llen die folgende Gleichung:
wdew = 1.
Die Idee der Konstruktion der Kurven ΓK ist, dass die rechte Seite durch K > 0 ersetzt
wird. Wir betrachten die stetige Funktion
h : R→ R, h(x) = exp
(−2x
d
)
K
2
d
− x2.
Da h(x) −→ −∞ fu¨r x → −∞ und h(x) −→ +∞ fu¨r x → +∞, folgt aus dem Zwi-
schenwertsatz, dass ein x˜ ∈ R existiert mit h(x˜) = 0. Definiere x0 := min { h(x) ≥ 0 }.
Nun die formale Definition dieser Kurven.
Definition 3.6.1 (Kurve ΓK)
Seien z = x+ iy ∈ C, d > 0 und K ∈ R>0 mit
y2 =
exp
(−2x
d
)
K
2
d
− x2. (3.2)
Nach der Bemerkung vor dieser Definition existiert ein x0 ∈ R mit y(x0)2 = 0 und
y(x)2 > 0 fu¨r x < x0. Es bezeichne y
+(x) die positive Wurzel der rechten Seite der
Gleichung (3.2) (in Abha¨ngigkeit von x) und y−(x) die negative. Definiere
γ± : (−∞, x0]→ C, x 7→ x+ iy±(x)
Setze die Kurve
ΓK : (∞,∞)→ C, x 7→
γ+(x0 + x) , falls x ≤ 0γ−(x0 − x) , falls x ≥ 0.
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Mit HrΓK und H
l
ΓK
bezeichnen wir die Mengen der komplexen Zahlen rechts respektive
links von ΓK .
Abbildung 3.1: Visualisierung der Kurven ΓK fu¨r d = 5
Fu¨r spa¨tere Rechnungen machen wir die folgenden zwei weitere Bemerkungen.
Bemerkung 3.6.2
Die Gleichung (3.2) ist a¨quivalent zu:
x = −d
2
ln(x2 + y2)− ln(K).
Bemerkung 3.6.3
Die Spur der Kurve ΓK fu¨r ein K ∈ R>0 ist eine Teilmenge der Punktmenge, die durch
folgende Gleichung definiert wird ∣∣∣∣e−zzd
∣∣∣∣ = K.
Diese Bemerkung rechtfertigt die folgende Definition.
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Definition 3.6.4
Seien z ∈ C und d ∈ N. Setze dann
K(z) :=
∣∣∣∣e−zzd
∣∣∣∣ .
Es folgt, dass fu¨r K1 6= K2 die Spuren der Kurven ΓK1 und ΓK2 disjunkt sind. Die beiden
na¨chsten zitierten Lemmata machen Aussagen u¨ber die Lage der Bilder der Kurven
zueinander, vergleiche [Jan96, Abschnitt 3.3.4]
Lemma 3.6.5
Sei K1 < K2. Dann liegt das Bild der Kurve ΓK1 links von dem Bild der Kurve ΓK2.
Lemma 3.6.6
Sei K1 < K2. Sei z ∈ C zwischen ΓK1 und ΓK2 mit |z| hinreichend groß. Dann gilt:
K1 <
∣∣∣∣e−zzd
∣∣∣∣ < K2.
Das na¨chste Lemma beschreibt die Steigung der Kurve ΓK .
Lemma 3.6.7
Sei K, c > 0. Sei y± : (−∞, x0) → C aus der Definition von ΓK, vergleiche Definition
3.6.1. Dann gilt fu¨r x <
(−∞,min{ x0,− d2 (1 +√1 + c2) }):∣∣∣(y±)′ (x)∣∣∣ > c.
Beweis Wir fu¨hren den Beweis fu¨r y+. Das heißt, wir verwenden den positiven Zweig
der Wurzel von (3.2). Sei x ∈ (−∞,min{ x0,− d2 (1 +√1 + c2) }). Wir differenzieren
y+ und stellen fest, dass y+ eine fallende, positive Kurve ist. Es gilt y′(x) < −c genau
dann, wenn
1
y+(x)
(
−e−2xd
dK
2
d
− x2 + x2 − x
)
< −c
ist. Wir multiplizieren mit y+(x), verwenden (3.2) und erhalten
(
y+(x)
)2 − cdy+(x)− x2 + dx > 0.
26
3.6 Spezifische Konstruktionen
Mit Hilfe der binomischen Formel erhalten wir(
y+(x) +
cd
2
)2
−
(
cd
2
)2
−
(
x+
d
2
)2
− d
2
4
≥
(
x+
d
2
)2
− d
2
4
(
c2 + 1
)
.
Wegen x < −d
2
(
1 +
√
1 + c2
)
ist die rechte Seite gro¨ßer Null, was zu zeigen war. K
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4.1 Fragestellung, Normierung und Notation
Das Newtonverfahren ist eine klassische und sehr einfache Fixpunktiterationsmetho-
de, um Nullstellen von differenzierbaren Funktionen na¨herungsweise zu bestimmen. Die
Schlichtheit macht sie auch fu¨r Computeranwendungen interessant. Selbst wenn die
Auflo¨sung einer Gleichung mo¨glich ist, etwa durch Radikale, wird oft das Newtonverfah-
ren bevorzugt, da hier der Rechenaufwand geringer ist.
Wie schon in der Einleitung erwa¨hnt wurde, ist unklar, wer der Urheber dieser Metho-
de ist. Deshalb sind auch andere Namen, wie zum Beispiel Newton-Raphson-Verfahren
oder Newton-Fourier-Verfahren in der Literatur zu finden. Wir werden im Folgenden bei
der weit verbreiteten Bezeichnung Newtonverfahren beziehungsweise Newtonfunktion
bleiben. Die heute u¨bliche Formulierung geht auf Fourier zuru¨ck.
Definition 4.1.1 (Newtonverfahren, Newtonfunktion)
Sei f : C→ C eine ganze Funktion. Dann heißt die meromorphe Funktion
Nf : C→ Ĉ, z 7→ z − f(z)
f ′(z)
die Newtonfunktion von f . Die Iteration der Newtonfunktion wird dann das Newtonver-
fahren genannt.
Startwerte, die nahe einer einfachen Nullstellen liegen, konvergieren in diesem Verfahren
sehr schnell gegen diese Nullstellen.
Die Frage ist, ob das Verfahren fu¨r beliebige Startwerte konvergiert. Die Antwort auf
diese Frage ist im Allgemeinen negativ. Gibt es dennoch eine Menge von Startwerten, die
sicher gegen Nullstellen von f konvergieren? Ungeachtet des Falles, in dem f u¨berhaupt
keine Nullstellen besitzt, ist die Antwort auf diese Frage
”
Ja“. Die Menge aller Nullstel-
len von f wa¨re als Menge von Startwerten eine hervorragende Wahl, wu¨rde diese Lo¨sung
nicht wieder auf das eigentliche Problem zuru¨ckfu¨hren. Nichtsdestoweniger existiert je-
weils eine offene Umgebung des Fixpunktes, die den Fixpunkt selbst entha¨lt und deren
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Elemente unter der Iteration von Nf gegen diese konvergiert, sogenannte Einzgsgebiete,
vergleiche 3.5.2. Die pra¨zisere und scha¨rfere Fragestellung ist also:
Fragestellung 4.1.2
Gibt es eine
”
mo¨glichst kleine“ Menge von Startwerten, sodass wir alle Nullstellen von
f approximativ finden und deren Elemente sich ohne Kenntnis der Nullstellen aus den
Parametern der Funktion
”
einfach“ berechnen lassen?
Es ist sinnvoll, diese Fragestellung noch auf Klassen von Funktionen einzuschra¨nken.
Fu¨r Polynome gaben Hubbard, Schleicher und Sutherland im Jahr 2001, vergleiche
[HSS01], eine in der Einleitung beschriebene Antwort auf diese Frage. Auch probabi-
listische Ansa¨tze sind erfolgreich. Kriete beweist in [Kri94, Theorem 1.5] fu¨r Polynome
p(z) = zd +
d−2∑
k=0
akz
k mit |ak| ≤ 1 und d ≥ 3, dass zu vorgegebener Wahrscheinlich-
keit q eine Menge von Startwerten so konstruiert werden kann, dass alle Nullstellen
mit Wahrscheinlichkeit q gefunden werden. Auch Bolloba´s, Lackmann und Schleicher
untersuchten fu¨r komplexe Polynome, deren Nullstellen sa¨mtlich in der Einheitskreis-
scheibe liegen und dessen Grad gro¨ßer gleich drei ist, einen probabilistischen Ansatz,
vergleiche [BLS13, Theorem 1]. Ihre Konstruktion liefert eine Wahrscheinlichkeit alle
Nullstellen zu treffen, die gro¨ßer als 1− 1
d
ist, wobei d der Grad der untersuchten Poly-
nome ist.
Wir geben in dem Hauptsatz dieser Arbeit jedoch eine abza¨hlbare Menge von Startwer-
ten an, sodass fu¨r Funktionen der Gestalt f(z) = p(z)eaz+b − c, wobei p ein komplexes
Polynom und a, b, c ∈ C ist, alle Nullstellen sicher gefunden werden. Diese ist so gestaltet,
dass fu¨r ein R > 0 alle Nullstellen in D(0,R) von f mit nur endlich vielen Startwerten
gefunden werden. In D(0,R)C beno¨tigen wir fu¨r jede Nullstelle genau einen Startwert.
Dass heißt, die Anzahl der beno¨tigen Startwerte ist n(R)+O(1) fu¨rR →∞, wobei n(R)
die Anzahl der Nullstellen von f in D(0,R). Die folgende Proposition, beziehungsweise
das anschließende Korollar, sagt aus, dass wir ohne Beschra¨nkung der Allgemeinheit ein
normiertes Polynom mit ad = 1 sowie a = c = 1 und b = 0 voraussetzen du¨rfen.
Proposition 4.1.3
Seien f und g ganze Funktionen mit f(z) = αg(βz + γ) und α, β, γ ∈ C. Dann sind
die Newtonfunktionen Nf und Ng von f respektive g konjugiert durch die Mo¨biustrans-
formation z 7→ βz + γ.
Beweis Nach Voraussetzung ist f(z) = αg(βz + γ). Dann folgt fu¨r die Ableitungen
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f ′(z) = αβg′(βz+γ). Einsetzen in die Newtonfunktion und eine kurze Rechnung ergeben
dann:
βNf (z) + γ = (βz + γ)− g(βz + γ)
g′(βz + γ)
= Ng(βz + γ).
Das heißt, Nf ist konjugiert zu Ng durch z 7→ βz + γ. K
Korollar 4.1.4
Sei f(z) = p(z)eaz+b−c. Dann existiert ein normiertes Polynom p˜ so, dass Nf konjugiert
zu Ng mit g(z) = p˜(z)ez − 1 ist.
Die Fa¨lle a = 0 und c = 0 schließen wir aus, weil dann entweder f ein Polynom ist
oder die Nullstellen von f die Nullstellen eines Polynom sind. Diese Fa¨lle sind mit dem
Ergebnis von Hubbard, Schleicher und Sutherland [HSS01] abgedeckt.
Beweis Wende Prop. 4.1.3 mit α = 1
c
, β = 1
a
und γ = 1
a
ln
∣∣∣ cadadeb ∣∣∣, wobei ad der fu¨hrende
Koeffizient des Polynoms p ist, an. K
Bevor wir den Hauptsatzes formulieren, definieren wir fu¨r R > 0 und d > 0 die folgende
Menge
Fd,R :=
{
f
∣∣∣∣∣ f(z) = p(z)ez − 1, p(z) = zd +
d−1∑
k=0
akz
k, Rp < R
}
,
wobei Rp := max
{
1,
n−1∑
k=0
|ak|
}
fu¨r ein komplexes Polynom p : C→ C, z 7→ zn+
n−1∑
k=0
akz
k
ist. Vergleiche auch Satz 3.2.11. Weiter seien k0 ∈ N, R, H,M ∈ R. Diese Konstanten
werden im Laufe der Arbeit konkretisiert. Setze
S1 :=
{
zk
∣∣∣∣ ∀k ∈ Z, |k| > k0 : Im(zk) := sgn(−k)dpi2 + 2pik ∧ Re(zk) := −d ln(|yk|)
}
und
S2 := { z ∈ C | Re(z) = R+ 1 ∧ Im(z) = (1− ε)kH, k ∈ (−M,M) } .
Das Ziel dieser Arbeit ist der Beweis des folgenden Satzes.
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HAUPTSATZ
Seien d ∈ N und R > 0. Dann existieren k0 ∈ N und R, H,M ∈ R derart, dass die
Menge Sd,R := S1 ∪ S2 fu¨r alle f ∈ Fd,R und fu¨r jede Nullstelle w von f einen Punkt
z ∈ Sd,R entha¨lt, sodass die Folge
(N nf (z))n∈N gegen w konvergiert.
Dabei sind fu¨r jede Nullstelle nur endlich viele Punkte in Sd,R no¨tig, um diese zu finden.
Fu¨r Nullstellen mit einem Betrag gro¨ßer als R genu¨gt jeweils genau ein Punkt aus Sd,R.
Bemerkung 4.1.5
Wir werden zeigen, dass wir alle Nullstellen w mit |w| > R mit Hilfe der Startwerte
aus S1 und die Nullstellen mit |w| < R mit Hilfe der Startwerte aus S2 finden. Daru¨ber
hinaus werden wir einsehen, dass die Folge
(N nf (z))n∈N fu¨r jeden Startwert z ∈ S1 gegen
eine Nullstelle von f konvergiert. Weiter werden wir zeigen, dass wir k0,R, H,M in
Abha¨ngigkeit von d und R angegeben ko¨nnen.
Wir legen uns auf die folgende Notation fest.
Von nun an sei p : C → C, z 7→ p(z) := zd +
d−1∑
k=0
akz
k ein komplexes Polynom vom
Grad d ∈ N. Weiter sei
f : C→ C, z 7→ p(z)ez − 1. (4.1)
Es bezeichne
Nf : C→ Ĉ, z 7→ z − f(z)
f ′(z)
die Newtonfunktion zur Funktion f .
Es ist an der Definition der Newtonfunktion zu erkennen, dass eine einfache Nullstelle
von f ein Fixpunkt von Nf ist. Dies gilt auch fu¨r mehrfache Nullstellen. Denn ist ζ ∈ C
eine Nullstelle der Vielfachheit ` ∈ N von f , so gibt es ein r > 0 und eine auf D(ζ, r)
holomorphe Funktion g mit g(ζ) 6= 0 und f(z) = (z − ζ)`g(z) fu¨r alle z ∈ D(ζ, r). Es
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folgt fu¨r ` ≥ 2:
N ′f (ζ) =
f(z)f ′′(z)
(f ′(z))2
∣∣∣∣
z=ζ
=
(z − ζ)`g(z) (`(`− 1)(z − ζ)(`−2)g(z) + `(z − ζ)(`−1) (g(z) + g′(z)) + `(z − ζ)`g′′(z))
(`(z − ζ)(`−1)g(z) + (z − ζ)`g′(z))2
∣∣∣∣∣
z=ζ
=
g(z)(z − ζ)2(`−1) (`(`− 1)g(z) + 2`(z − ζ)(g(z) + g′(z)) + (z − ζ)2g′′(z))
((z − ζ)`−1 (`g(z) + (z − ζ)g′(z)))2
∣∣∣∣
z=ζ
=
g2(ζ)`(`− 1)
(g(ζ)`)2
=
`− 1
`
< 1. (4.2)
Fu¨r ` = 1 gilt: N ′f (ζ) = 0.
Bemerkung 4.1.6
Wir haben gezeigt, dass die Nullstellen von f attraktive Fixpunkte von Nf sind.
Damit sind Nullstellen von f dasselbe wie Fixpunkte von Nf . Dass umgekehrt jede
Funktion, bei der alle Multiplikatoren diese Form haben, von einem Newtonverfahren
herru¨hrt, ergibt sich mit
f = c · exp
(∫
dζ
ζ −N (ζ)
)
, (4.3)
wobei c ∈ C \ { 0 }. Wir erhalten einen Satz, welcher von Ru¨ckert und Schleicher in dem
Artikel [RS07] angegeben ist.
Satz 4.1.7 (Charakterisierung einer meromorphen Funktion als Newtonfunk-
tion)
Sei N : C → Ĉ eine meromorphe Funktion. Genau dann ist N Newtonfunktion ei-
ner ganzen Funktion f , falls es fu¨r jeden Fixpunkt ζ von N eine natu¨rliche Zahl ` mit
N ′(ζ) = `−1
`
gibt.
Ist dies der Fall, so existiert eine Konstante c ∈ C\{ 0 }, sodass f die Gestalt (4.3) hat.
Einige hilfreiche Resultate, welche den Beweis des Hauptresultats ermo¨glichen, sind
schon erzielt worden und sollen in diesem Abschnitt pra¨sentiert werden.
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Mayer und Schleicher untersuchten die unmittelbaren Einzugsgebiete dieser Fixpunkte,
vergleiche [MS06, Theorem 2.8].
Satz 4.1.8
Sei Nf die Newtonfunktion einer ganzen Funktion f und U das unmittelbare Einzugs-
gebiet des attraktiven Fixpunktes w. Dann ist U einfach zusammenha¨ngend und unbe-
schra¨nkt.
Weiter entha¨lt U eine Kurve nach ∞.
Bemerkung 4.1.9
Im Sinne von Definition 3.5.6 bedeutet dies, dass jedes unmittelbare Einzugsgebiet U
eines Fixpunktes von Nf fu¨r eine ganze Funktion f einen Zugang nach ∞ besitzt.
Dieser Satz setzt das mit den Artikeln [Prz89] und [Shi09] begonnene Programm, das
fu¨r die Newtonfunktion einer ganzen Funktion f jede Fatoukomponente einfach zusam-
menha¨ngend ist, fort. Weitere Autoren vervollsta¨ndigten dieses Programm, siehe da-
zu [BT96,FJT08,FJT11,BFJK14b]. Siehe auch [BFJK15] fu¨r einen einheitlichen Zugang.
Wie schon in Kapitel 3.5, zum Beispiel Satz 3.5.8, angedeutet, determinieren kritische
Punkte die Dynamik, vergleiche zum Beispiel [Ber93a, Abschnitt 4.3] und im Speziellen
fu¨r die hier behandelten Newtonfunktionen Abschnitt 7.1. Wir machen zwei Bemer-
kungen zu den Singularita¨ten der Umkehrabbildung von Nf . Die kritischen Punkte der
Newtonfunktion sind nach Definition 3.5.7 die Nullstellen der ersten Ableitung
N ′f =
ff ′′
f ′2
.
Die Nullstellen von f ′′, die keine Nullstellen von f oder f ′ sind, nennen wir freie kritische
Punkte von Nf . Wenn es etwa einen anziehenden periodischen Zykel ho¨herer Ordnung
gibt, so muss der einen kritischen Punkt oder einen asymptotischen Wert anziehen. Die
Nullstellen von f sind aber Fixpunkte, die von f ′ Pole. Dieser kritische Punkt muss also
eine Nullstelle von f ′′ sein, die keine Nullstelle von f oder f ′ ist.
Im Fokus dieser Arbeit liegen die ganzen Funktionen f der Gestalt f(z) = p(z)eaz+b− c,
wobei p ein Polynom vom Grad d ist. Dann sind die Nullstellen von f ′ und f ′′ gerade
die Nullstellen von den Polynomen p+ p′ respektive p+ 2p′+ p′′. Es existieren somit nur
endlich viele freie kritische Punkte. Wir erhalten das folgende Lemma.
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Lemma 4.1.10
Es gibt maximal d freie kritische Punkte von Nf und diese liegen in einem Kreis um 0
mit dem Radius
R1 := max { 1, Rp+2p′+p′′ } .
Beweis Es gilt fu¨r alle z ∈ C:
N ′f (z) =
f(z)f ′′(z)
(f ′(z))2
,
mit
f ′(z) = (p(z) + p′(z))ez und f ′′(z) = (p(z) + 2p′(z) + p′′(z))ez.
Die Nullstellen von f ′′ sind also die Nullstellen von dem Polynom p + 2p′ + p′′, also
maximal grad (p+ 2p′ + p′′) = d. Durch die Anwendung des Satzes 3.2.11 auf diese
Polynome folgt die Behauptung. K
Das na¨chste Lemma sagt aus, dass die Menge der singula¨ren Werte nur aus kritischen
Werten besteht.
Lemma 4.1.11
Nf hat keine endlichen asymptotischen Werte.
Bergweiler merkt dies in [Ber93b] an, Jankowski greift das in [Jan96, S. 28] wieder auf
und beweist es.
4.2 Darstellung und asymptotische Gestalten
Durch elementare Umformungen lassen sich zwei fu¨r spa¨tere Rechnungen nu¨tzliche Dar-
stellungen von Nf erzeugen. Es gilt fu¨r alle z ∈ C:
p(z) + p′(z) =
d∑
k=0
akz
k +
d−1∑
k=0
(k + 1)ak+1z
k
= zd +
d−1∑
k=0
(ak + (k + 1)ak+1)z
k.
35
4 Newtonverfahren
Damit folgt fu¨r alle z ∈ C∗ \ { z ∈ C | p(z) + p′(z) = 0 }:
Nf (z) = z − p(z)e
z − 1
(p(z) + p′(z)) ez
= z − p(z)
(p(z) + p′(z))
+
e−z
zd
(
1 +
d−1∑
k=0
(ak + (k + 1)ak+1)zk−d
)
= z − 1 + p
′(z)
p(z) + p′(z)
+
e−z
zd
1
1 +
d−1∑
k=0
(ak + (k + 1)ak+1)zk−d
(4.4)
= z − 1 + p
′(z)
p(z) + p′(z)
+
e−z
zd
− e
−z
zd

d−1∑
k=0
(ak + (k + 1)ak+1)z
k−d
1 +
d−1∑
k=0
(ak + (k + 1)ak+1)zk−d
 .(4.5)
Wir betrachten nun die asymptotische Gestalt der Newtonfunktion in der rechten Halb-
ebene. Die folgende Proposition werden wir fu¨r den Beweis der Existenz eines invarianten
Zugangs nach∞ verwenden und fu¨r die Konstruktion der Approximationspunkte fu¨r be-
traglich große Nullstellen.
Proposition 4.2.1 (Asymptotische Gestalt von Nf in der rechten Halbebene)
Fu¨r alle ε ∈ (0, 1
2
)
existiert ein R > 0, sodass fu¨r alle z ∈ C mit |z| > R und Re(z) > 0
gilt:
|Nf (z)− (z − 1)| < ε
Diese Aussage ist durch die Darstellung (4.4) der Newtonfunktion evident. Da wir jedoch
an der Schranke R interessiert sind, werden wir den Beweis fu¨hren. Vor dem Beweis
fu¨hren wir noch zwei U¨berlegungen an.
Lemma 4.2.2
Seien A ≥ 0 und ε ∈ (0, 1
2
)
.
(a) Fu¨r A ∈ [0, ε) ∪ (2− ε,∞) gilt |1− A| ≥ 1− ε und
(b) fu¨r A ∈ [ε, 2− ε]gilt |1− A| ≤ 1− ε.
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Korollar 4.2.3
Sei ε ∈ (0, 1
2
)
und |z| > Rp+p′
ε
. Dann folgt:
∣∣∣∣p(z) + p′(z)zd
∣∣∣∣ =
∣∣∣∣∣1 +
d−1∑
k=0
(ak + (k + 1)ak+1)z
k−d
∣∣∣∣∣ > 1− ε
Beweis Seien ε ∈ (0, 1
2
)
und k ∈ { 0, . . . , d− 1 }. Weil Rp+p′ ≥ 1 ist, erhalten wir
|z| > 1. Durch Anwendung der Dreiecksungleichung und |z|k−d ≤ |z|−1 < 1 folgt:
∣∣∣∣∣
d−1∑
k=0
(ak + (k + 1)ak+1)z
k−d
∣∣∣∣∣ ≤ Rp+p′|z| .
Es folgt mit der inversen Dreieckungleichung:∣∣∣∣∣1 +
d−1∑
k=0
(ak + (k + 1)ak+1)z
k−d
∣∣∣∣∣ > 1− Rp+p′|z| > 1− ε.
K
Beweis von Proposition 4.2.1
Sei ε ∈ (0, 1
2
)
und |z| > max
{
R1,
3(2d−1)
ε(1−ε) ,
2dRp
ε
,
3Rp+p′
ε(1−ε)
}
und Re(z) > 0. Zum Beweis
der Behauptung ku¨rzen wir im dritten Summanden in (4.5) mit zd−1 und wenden die
Dreiecksungleichung an:
∣∣∣∣ p′(z)p(z) + p′(z)
∣∣∣∣ =
∣∣∣∣∣∣∣∣∣
zd−1
(
d−1∑
k=0
(k + 1)ak+1z
k−(d−1)
)
zd +
d−1∑
k=0
(ak + (k + 1)ak+1)zk
∣∣∣∣∣∣∣∣∣ (4.6)
≤
∣∣∣∣1z
∣∣∣∣
d−1∑
k=0
(k + 1) |ak+1| |z|k−(d−1)∣∣∣∣1 + d−1∑
k=0
(ak + (k + 1)ak+1)zk−d
∣∣∣∣
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Weiter scha¨tzen wir den Za¨hler mit Hilfe von |z|k−d ≤ |z|−1 < 1
Rp
ab:
d+
d−2∑
k=0
(k + 1) |ak+1| |z|k−(d−1) ≤ d+ |z|−1 (d− 1)
d−2∑
k=0
|ak+1|
≤ d+ |z|−1 (d− 1)Rp
≤ d+ (d− 1)Rp
Rp
= 2d− 1 (4.7)
Mit Korollar 4.2.3 scha¨tzen wir den Nenner ab und es folgt mit (4.6) und (4.7) insgesamt:∣∣∣∣ p′(z)p(z) + p′(z)
∣∣∣∣ ≤ 1|z| 2d− 11− ε < ε3 . (4.8)
Wir betrachten den letzten Summanden in (4.5). Wir verwenden |z|k−d ≤ |z−1| < 1 in
der Abscha¨tzung des Za¨hlers und Korollar 4.2.3 und erhalten:∣∣∣∣∣∣∣∣∣
d−1∑
k=0
(ak + (k + 1)ak+1)z
k−d
1 +
d−1∑
k=0
(ak + (k + 1)ak+1)zk−d
∣∣∣∣∣∣∣∣∣ ≤
1
|z|Rp+p′
1− ε ≤
ε
3
. (4.9)
Wegen Re(z) > 0 ist
∣∣ ez
zd
∣∣ < 1 und mit Dreiecksungleichung folgt die Behauptung. K
Wir setzen
R2 := max
{
R1,
3(2d− 1)
ε(1− ε) ,
2dRp
ε
,
3Rp+p′
ε(1− ε)
}
. (4.10)
Wir nutzen (4.4), um die Newtonfunktion nahe einer betraglich großen Nullstelle w auf
eine approximative Weise zu beschreiben. Das hat den Vorteil, dass wir explizit rechnen
ko¨nnen, wenn wir den Fehler kontrollieren wollen. Wir formulieren dies in der na¨chsten
Proposition 4.2.4 (Gestalt von Nf nahe eines Fixpunktes)
Sei t ∈ [0, 1
2
]
. Fu¨r eine Nullstelle w von f mit |w| , |w + t| > 2R2 ist
∣∣Nf (w + t)− (w + t− 1 + e−t)∣∣ ≤ 2 (d+R1)
(1− ε)
1
|w + t| .
Fu¨r den Beweis beno¨tigen wir die folgende Abscha¨tzung:
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4.2 Darstellung und asymptotische Gestalten
Lemma 4.2.5
Seien t ∈ [0, 1
2
]
, m ∈ { 0, . . . , d } und |w| , |w + t| > 2R2. Dann gilt:
m∑
l=1
(
m
l
)
tl
|w + t|l ≤
4m
|w + t|
(
e
t
4 − 1
)
<
1
2
(
8
√
e− 1) .
Es sei daran erinnert, dass wir
0∑
k=1
ak := 0 als leere Summe auffassen.
Beweis Es gilt R2 ≥ 2dRpε > 4d und wir erhalten aus t ∈
(
0, 1
2
)
die zweite Ungleichung.
Seien k,m ∈ { 1, . . . , d } mit k ≤ m. Dann ist
m− k
|w + t| <
d
4d
=
1
4
.
Wir verwenden die Reihendarstellung der Exponentialfunktion und erhalten:
m∑
`=1
(
m
`
)
t`
|w + t|` =
m
|w + t|
m∑
`=1
t`
`!
`−1∏
k=1
m− k
|w + t|
≤ m|w + t|
∞∑
`=1
t`
`!
(
1
4
)`−1
≤ 4m|w + t|
(
e
t
4 − 1
)
.
K
Beweis von Proposition 4.2.4
Wir setzen voraus, dass |w| , |w + t| > 2R2 ist. Setze q(z) :=
d−1∑
k=0
(ak + (k + 1)ak+1)z
k−d.
Aus (4.4) folgt:
∣∣Nf (w + t)− (w + t− 1 + e−t)∣∣ ≤ ∣∣∣∣ p′(w + t)p(w + t) + p′(w + t)
∣∣∣∣+ e−t ∣∣∣∣ e−w(w + t)d 11 + q(w + t) − 1
∣∣∣∣
Den ersten Summanden ko¨nnen wir wie in (4.6) gegen 1|w+t|
2d−1
1−ε abscha¨tzen. Da w eine
Nullstelle von f ist, gilt:
e−w = p(w) =
d∑
k=0
akw
k.
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Fu¨r den zweiten Summanden verwenden wir dies, die Dreieckungleichung und den bino-
mischen Lehrsatz und erhalten:∣∣∣∣ 11 + q(w + t) p(w)(w + t)d − 1
∣∣∣∣ =
∣∣∣∣∣ 11 + q(w + t)
d∑
k=0
ak
wk
(w + t)d
− 1
∣∣∣∣∣
≤
∣∣∣∣∣ 11 + q(w + t)
(
w
w + t
)d
− 1
∣∣∣∣∣
+
∣∣∣∣ 11 + q(w + t)
∣∣∣∣ 1|w + t|
d−1∑
k=0
|ak|
∣∣∣∣ ww + t
∣∣∣∣k
≤
∣∣∣∣ 11 + q(w + t)
∣∣∣∣
∣∣∣∣∣
(
1− t
w + t
)d
− 1− q(w + t)
∣∣∣∣∣
+
∣∣∣∣ 11 + q(w + t)
∣∣∣∣ 1|w + t|
d−1∑
k=0
|ak|
∣∣∣∣1− tw + t
∣∣∣∣k
≤
∣∣∣∣ 11 + q(w + t)
∣∣∣∣ d∑
l=1
(
d
l
)
tl
|w + t|l +
∣∣∣∣ q(w + t)1 + q(w + t)
∣∣∣∣
+
∣∣∣∣ 11 + q(w + t)
∣∣∣∣ 1|w + t|
d−1∑
k=0
|ak|
(
1 +
k∑
l=1
(
k
l
)
tl
|w + t|l
)
.
Es sei daran erinnert, dass
d−1∑
k=0
|ak| ≤ R1. Mit R1 > Rp+p′ gilt nach (4.9):
∣∣∣∣ q(w + t)1 + q(w + t)
∣∣∣∣ ≤ 1|w + t| R11− ε.
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Weiter gilt:
∣∣∣ 11+q(w+t) ∣∣∣ ≤ 11−ε . Zusammen mit Lemma 4.2.5 ergibt sich somit:
∣∣∣∣ 11 + q(w + t) p(w)(w + t)d − 1
∣∣∣∣ ≤ ∣∣∣∣ 11 + q(w + t)
∣∣∣∣ d∑
l=1
(
d
l
)
tl
|w + t|l +
∣∣∣∣ q(w + t)1 + q(w + t)
∣∣∣∣
+
∣∣∣∣ 11 + q(w + t)
∣∣∣∣ 1|w + t|
d−1∑
k=0
|ak|
(
1 +
k∑
l=1
(
k
l
)
tl
|w + t|l
)
≤ 1
(1− ε)
4d ( 8
√
e− 1)
|w + t| +
R1
(1− ε) |w + t|
+
1
(1− ε)
1
|w + t|
(
d−1∑
k=0
|ak|+
d−1∑
k=0
|ak|
k∑
l=1
(
k
l
)
tl
|w + t|l
)
.
≤ 1
(1− ε)
1
|w + t|
(
4d
(
8
√
e− 1)+R1)
+
1
(1− ε)
1
|w + t|
(
R1 +
d−1∑
k=0
|ak| 4(d− 1) (
8
√
e− 1)
|w + t|
)
.
≤ 1
(1− ε)
1
|w + t|
(
4d
(
8
√
e− 1)+ 2R1 +R1 4(d− 1) ( 8√e− 1)|w + t|
)
≤ 1
(1− ε)
1
|w + t|
(
4d
(
8
√
e− 1)+ 2R1 + 4(d− 1) ( 8√e− 1))
≤ 1
(1− ε)
1
|w + t|
(
11d
10
+ 2R1
)
≤
11d
10
+ 2R1
(1− ε)
1
|w + t| (4.11)
K
4.3 Konjugierte der Newtonfunktion im Einheitskreis
Sei fu¨r diesen Abschnitt von nun an U das unmittelbare Einzugsgebiet eines attraktiven
Fixpunktes w von Nf mit f wie in (4.1). Deimling hat in [Dei11, Satz 2.2.1] gezeigt,
dass die Einschra¨nkung der Newtonfunktion auf das unmittelbare Einzugsgebiet eines
Fixpunktes konjugiert zu einem Blaschke-Produkt ist. Wir formulieren dies in dem fol-
genden Satz.
Satz 4.3.1
Es enthalte U keine asymptotischen Werte von Nf und ho¨chstens endlich viele kritische
Punkte von Nf . Dann ist Nf |U : U → U konjugiert zu einem Blaschke-Produkt.
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Lemma 4.1.11 besagt, dass Nf keine asymptotischen Werte hat. Weil es nur endlich viele
freie krititschen Werte gibt, vergleiche Lemma 4.1.10, du¨rfen wir dieses Lemma in der
vorliegenden Situation anwenden. Deimling verwendet im Beweis die A¨quivalenz von (i)
und (iii) in Satz 3.3.4 und nimmt an, dass es eine Randfolge (un)n∈N in U gibt, dessen
Bildfolge (Nf (un))n∈N keine Randfolge in U ist. Dies fu¨hrt sie zum Widerspruch zu dem
Satz 4.1.11, der besagt, dass Nf keine asymptotischen Werte hat.
Nach der Charakterisierung von eigentlichen Funktionen, vergleiche Satz 3.3.4, ist die
Aussage von Satz 4.3.1 a¨quivalent dazu, dass Nf |U einen endlichen Abbildungsgrad
g = grad (Nf |U) hat. Mit Hilfe der Riemann-Hurwitzformel, Satz 3.3.6, ist der Grad
bestimmbar. Sei mU die Anzahl der kritischen Punkte von Nf in U . Weil U einfach
zusammenha¨ngend ist, siehe Satz 4.1.8, gilt nach besagter Formel:
g = mU + 1.
Bemerkung 4.3.2
Bis auf endlich viele Fa¨lle ist der einzige kritische Punkt im unmittelbaren Einzugsgebiet
der Fixpunkt selbst. Denn es gibt nach Lemma 4.1.10 nur endlich viele freie kritische
Punkte und jedes unmittelbare Einzugsgebiet entha¨lt nach Satz 3.5.8 mindestens einen
kritischen Punkt. In den Fa¨llen, in denen der Fixpunkt der einzige kritische Punkt im
unmittelbaren Einzugsgebiet ist, ist der Abbildungsgrad g gleich 2. Wie im Folgenden
gezeigt wird, ist dann das zu Nf |U konjugierte Blaschke-Produkt B(z) = z2.
Weiter folgt aus der Tatsache, dass U nach Satz 4.1.8 einfach zusammenha¨ngend ist,
und aus dem Riemannschen Abbildungssatz, siehe Satz 3.2.3, die Existenz einer biholo-
morphen Abbildung Φ : D → U mit Φ(0) = w. Wir setzen B := Φ−1 ◦ Nf |U ◦ Φ. Ohne
Beschra¨nkung der Allgemeinheit ko¨nnen wir von B(1) = 1 ausgehen, da wir anderenfalls
Φ mit einer Mo¨biustransformation komponieren. Im nachfolgenden Text dieser Arbeit
bezeichne Φ diese Abbildung. Da Nf eine eigentliche Funktion ist, ist auch B eigentlich.
Nach Lemma 3.3.4 ist B ein Blaschke-Produkt vom endlichen Grad g. Wir bemerken
noch u¨ber den Randfixpunkt 1 der inneren Funktion B von Nf |U folgendes.
Lemma 4.3.3
B′(1) ist reell und gro¨ßer 1.
Mit anderen Worten ist die Aussage des Lemmas, dass 1 ein abstoßender Fixpunkt von
B ist.
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Beweis Da B ein Blaschke-Produkt mit B(1) = 1 und B(0) = 0 ist, hat B die Gestalt
B(z) = eiθz`
g−`∏
m=1
z − am
1− amz ,
mit am ∈ D fu¨r allem ∈ { 1, . . . , g − ` } und θ ∈ [0,2pi). Wir berechnen die logarithmische
Ableitung:
B′(z)
B(z)
=
`
z
+
g−`∑
m=1
1− |am|2
(z − am)(1− amz) .
Da B(1) = 1, folgt unmittelbar
B′(1) = `+
g−`∑
m=1
1− |am|2
(1− am)(1− am)
= `+
g−`∑
m=1
1− |am|2
|1− am|2
(4.12)
und damit die erste Behauptung.
Weil B(0) = 0 ist, gilt ` ≥ 1. Weil die Summe in (4.12) gro¨ßer gleich Null ist, folgt die
zweite Behauptung. K
Am Ende dieses Abschnittes wollen wir den Korrespondenzsatz zwischen Zuga¨ngen
nach∞ und Punkten des Einheitskreises zitieren, vergleiche [BFJK14a, Correspondence
Theorem]. Wir werden im Laufe dieser Arbeit zeigen, dass jedes unmittelbare Einzugs-
gebiet einen Zugang nach ∞ besitzt, der eine gewisse Dicke nicht unterschreitet.
Satz 4.3.4 (Korrespondenz-Theorem)
(i) Sei A ein Zugang nach ∞ in U . Dann existiert ein Punkt η in ∂D, so dass der
radiale Grenzwert von Φ in η gleich ∞, dass heißt lim
t↗1
Φ(tη) =∞, ist. Weiter gilt
fu¨r jedes γ ∈ A, dass Φ−1(γ) in η landet.
(ii) Falls der radiale Grenzwert von Φ in einem Punkt η ∈ ∂D gleich ∞ ist, so existiert
ein Zugang A nach ∞ von U , der alle Bilder von Kurven γ in D entha¨lt, die in η
landen und deren Bilder ebenfalls in einem Punkt aus Cˆ landen. Dieser Landepunkt
ist dann ebenfalls ∞.
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Wir haben mit Lemma 4.3.3 gezeigt, dass der korrespondierende Punkt eines Zugangs
nach ∞ ein repulsiver Fixpunkt von B ist.
Auch u¨ber die Anzahl der invarianten Zuga¨nge nach ∞ innerhalb eines unmittelbaren
Zugangs nach ∞ wird in [BFJK14a, Corollary C] eine Aussage gemacht.
Satz 4.3.5 (Anzahl der invarianten Zuga¨nge innerhalb U)
Sei f eine ganze Funktion. Weiter sei g der Abbildungsgrad von Nf |U . Dann existieren
genau D invariante Zuga¨nge nach ∞ mit 1 ≤ D und g − 1 ≤ D ≤ g + 1.
Bemerkung 4.3.6
Fu¨r ganze Funktionen f der Gestalt (4.1) ist die Anzahl der invarianten Zuga¨nge nach
∞ in U gleich g − 1.
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5 Startpunkte in D(0,R)C
5.1 Motivation
In diesem Kapitel geben wir Approximationspunkte fu¨r die Nullstellen der Funktion
f(z) = p(z)ez − 1 außerhalb eines Kreises um den Ursprung an.
Der Leitgedanke bei diesem Konzept ist, dass p(z) ≈ zd fu¨r betraglich großes z ∈ C und
d = grad(p) ist. Durch diese Na¨herung ergibt sich fu¨r eine Wurzel w = u + iv ∈ C der
Gleichung ez = z−d durch Anwenden des Logarithmus der Real- respektive Imagina¨rteil
u = −d ln |w| und v = −d arg(w) + 2pik , k ∈ Z. (5.1)
Es wird deutlich, dass, falls k groß genug ist, der Imagina¨rteil der dominante Part des
Betrages von w ist und darum das Argument der Lo¨sung w fu¨r w gegen ∞ gegen ±pi
2
strebt. Dies liefert die Idee fu¨r die Wahl des Imagina¨rteils der Approximationspunkte.
Ebenso wird ersichtlich, dass der Fehler durch das Weglassen des Realteils auf der rech-
ten Seite in der ersten Gleichung von (5.1) kleiner wird, je weiter der Ursprung entfernt
ist. Der Unterschied zu der Untersuchung von Jankowski in [Jan96] ist, dass Jankowski
den Realteil nicht unterdru¨ckt. Dadurch verliert er die Berechenbarkeit des Approxima-
tionspunktes. Fu¨r uns ist das aber der wesentliche Aspekt. Fu¨r k ∈ Z\{±d
4
}
definieren
wir den Approximationspunkt zk := xk + iyk der Nullstelle durch:
yk := sgn(−k)dpi
2
+ 2pik und xk := −d ln(|yk|).
Die Approximationspunkte außerhalb eines noch zu definierenden Kreises um den Ur-
sprung fassen wir in der folgenden Menge zusammen. Fu¨r k0 ∈ N sei
S1 :=
{
zk
∣∣∣∣ Im zk := sgn(−k)dpi2 + 2pik ∧ Re zk := −d ln(|yk|) , |k| > k0
}
. (5.2)
Dabei k0 wird so gewa¨hlt, dass beno¨tigte Abscha¨tzungen funktionieren. Der Wert wird im
Beweis des Hauptsatzes, siehe Abschnitt 8.1, angegeben. Wir formulieren obige Aussage
in dem folgenden Satz.
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Satz 5.1.1
Es existiert ein k0 ∈ N, sodass fu¨r alle k ∈ Z mit |k| > k0 der Kreis D(zk, 0,0115) genau
eine Nullstelle w von f entha¨lt und zk im unmittelbaren Einzugsgebiet von w liegt, wobei
zk ∈ S1 ist.
5.2 Abstand des Fixpunktes zum Rand des
unmittelbaren Einzugsgebietes
Der na¨chste Satz macht eine Aussage u¨ber den Abstand eines Fixpunktes der Newton-
funktion zum Rand seines unmittelbaren Einzugsgebietes.
Satz 5.2.1
Sei w ein superattraktiver Fixpunkt von Nf mit |w| > R2, sodass in dessen unmittelbarem
Einzugsgebiet U(w) kein weiterer kritischer Punkt von Nf liegt. Fu¨r alle r ∈
(
0, 1
2
)
mit
|w| > R2(2r+1)
1−2r gilt:
D (w, r) ⊂ U(w).
Beweis von Satz 5.2.1 Sei w ein superattraktiver Fixpunkt der Newtonfunktion Nf
mit |w| > R2 und U das unmittelbare Einzugsgebiet von w. Dann gilt N ′f (w) = 0.
Alle Polstellen von Nf liegen nach dem Satz 3.2.11 wegen f ′(z) = (p(z) + p′(z)) ez in
dem Kreis D (0, Rp+p′). Weil R2 > Rp+p′ ist, gilt f
′(w) 6= 0. Ebenso erhalten wir aus
R2 > Rp+2p′+p′′ , dass f
′′(w) 6= 0 ist.
Nach dem Riemannschen Abbildungssatz, Satz 3.2.3, existiert eine biholomorphen Ab-
bildung Φ : D → U mit Φ(0) = w und Φ′(0) > 0. Weil U nach Voraussetzung keinen
weiteren kritischen Punkt und nach Lemma 4.1.11 keinen asymptotischen Wert entha¨lt,
ist die Komposition B := Φ−1 ◦ Nf |U ◦ Φ nach Satz 4.3.1 ein Blaschke-Produkt. Nach
Bemerkung 4.3.2 du¨rfen wir von B(z) = z2 ausgehen. Es gilt dann:
Φ(z2) = Nf (Φ(z)).
Zweimaliges Differenzieren von linker sowie rechter Seite ergibt:
Φ′′(z2)(2z)2 + 2Φ′(z2) = N ′′f (Φ(z))(Φ′(z))2 +N ′f (Φ(z))Φ′′(z).
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Weil N ′f (Φ(0)) = N ′f (w) = 0 und Φ′(0) > 0 ist, folgt fu¨r z = 0:
Φ′(0) =
2
N ′′f (w)
.
Dann ist nach dem Satz von Koebe, Satz 3.2.10, ein Kreis um w mit Radius∣∣∣∣∣ 12N ′′f (w)
∣∣∣∣∣
in U enthalten.
Man kann noch etwas mehr aussagen. Es gilt:
N ′′f (z) =
f ′′(z)
f ′(z)
+
f(z)f ′′′(z)
f ′2(z)
− 2f(z)f
′′2(z)
f ′3(z)
.
Da f(w) = 0 und f ′(w) 6= 0 ist, folgt:
N ′′f (w) =
f ′′(w)
f ′(w)
.
Mit Hilfe der Dreiecksungleichung und analog zum Beweis von Korollar 4.2.3 folgt:
∣∣N ′′f (w)∣∣ = |p(w) + 2p′(w) + p′′(w)||p(w) + p′(w)|
≤
1 + R2|w|
1− R2|w|
.
Es folgt D(w, r) ⊂ U , falls r die Ungleichung
r <
1− R2|w|
2
(
1 + R2|w|
)
erfu¨llt. Diese Ungleichung impliziert die Behauptung. K
Bemerkung 5.2.2
Fu¨r die spa¨tere Anwendung sind zwei Radien von besonderem Interesse. Fu¨r |w| ≥ 1,1R2
gilt D (w, 0,0115) ⊂ U(w) sowie D (w, 0,45) ⊂ U(w) fu¨r |w| ≥ 19R2 .
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5.3 Beweis von Satz 5.1.1
Beweis von Satz 5.1.1 Wir verwenden eine Folgerung aus dem Minimumprinzip, sie-
he 3.2.8. Seien dazu υ ∈ C mit |υ| < 0,0115 und ε ∈
(
0, 1
15(1+|ev |) min|u|=|υ|
|eu − 1|
)
. Weiter
sei
k01 :=
max

R2p
((
1 + 1
Rp
)d
− 1
)2
2piε2
,
Rp
ε(1− ε)pi ,
(1 + |υ|)d − 1
2piε
,
1,1R2
2pi
+
d
4
(5.3)
und k > k01 . Beachte, dass durch diese Wahl
√|yk| > Rp > 1 ist. Wir setzen zk + υ in
die Funktion f(z) = p(z)ez − 1 ein und erhalten die Gleichung:
f(zk + υ) =
p(zk + υ)
(iyk)
d
eυ − 1,
wobei wir ezk = e− ln(yk)−2ipik+i sgn(−k)
dpi
2 = (iyk)
−d verwenden. Wir zeigen, dass der Bruch
p(zk+υ)
(iyk)
d fu¨r |zk| → ∞ gegen 1 strebt, gleichma¨ßig in υ, und folgern daraus, dass f(zk)
gegen Null streben muss. Wir erweitern den Bruch um p(zk) und z
d
k und erhalten das
Produkt:
p(zk + υ)
(iyk)
d
=
p(zk + υ)
p(zk)
p(zk)
zdk
zdk
(iyk)
d
=
(zk + υ)
d
(zk)d

1 +
d−1∑`
=1
a`(zk + υ)
`−d
1 +
d−1∑`
=1
a`z
`−d
k

(
1 +
d−1∑
`=1
a`z
`−d
k
)(
1− ixk
yk
)d
=
(
1 +
υ
zk
)d1 +
d−1∑`
=1
a`
(
(zk + υ)
`−d − z`−dk
)
1 +
d−1∑`
=1
a`z
`−d
k

(
1 +
d−1∑
`=1
a`z
`−d
k
)(
1− ixk
yk
)d
.
(5.4)
Durch diese Gleichungskette sehen wir ein, dass p(zk+υ)
(iyk)
d die Gestalt 1 + ϕ(υ) annimmt,
mit geeigneter Funktion ϕ. Wir erhalten damit:
f(zk + υ) = (1 + ϕ(υ)) e
υ − 1.
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Wir ko¨nnen folgern:
f(zk) = ϕ(0). (5.5)
Wir zeigen, dass ϕ(υ) fu¨r |zk| → ∞ gegen Null strebt, gleichma¨ßig in υ. Dazu scha¨tzen
wir die einzelnen Faktoren ab.
Weil |zk| > 1 und |υ| < 1 sind, folgt fu¨r den ersten Faktor:
∣∣∣∣1 + υzk
∣∣∣∣d =
∣∣∣∣∣1 +
d∑
`=1
(
d
`
)(
υ
zk
)`∣∣∣∣∣
d
≤ 1 + (1 + |υ|)
d − 1
|zk| (5.6)
Wegen
∣∣∣xkyk ∣∣∣ = ln|yk||yk| ≤ 1√|yk| < 1, folgt analog fu¨r den vierten Faktor:
∣∣∣∣1− ixkyk
∣∣∣∣d ≤ 1 + d∑
`=1
(
d
`
) ∣∣∣∣−ixkyk
∣∣∣∣`
≤ 1 + Rp√|yk|
d∑
`=1
(
d
`
)
1
R`p
≤ 1 +
Rp
((
1 + 1
Rp
)d
− 1
)
√|yk| . (5.7)
Fu¨r die Abscha¨tzung der verbleibenden zwei Faktoren erinnern wir an den Satz 3.2.11
beziehungsweise an die Definition von Rq := max
{
1,
dq−1∑`
=1
b`
}
, wobei q(z) =
dq∑`
=1
b`z
`
ein komplexes Polynom vom Grad dq sei. Fu¨r den dritten Faktor folgt unmittelbar aus
|zk| > 1 und der Definition von Rp:∣∣∣∣∣1 +
d−1∑
`=1
a`z
`−d
k
∣∣∣∣∣ ≤ 1 + Rp|zk| . (5.8)
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Weil |zk| > Rpε ist, folgt aus der inversen Dreiecksungleichung:∣∣∣∣∣1 +
d−1∑
`=1
a`z
`−d
k
∣∣∣∣∣ ≥ 1− Rp|zk|
≥ 1− ε.
Da |xk| > 1 ist, gilt 1|z+w| < 1|yk| . Wir erhalten somit fu¨r den zweiten Faktor:∣∣∣∣∣∣∣∣∣
1 +
d−1∑`
=1
a`(zk + υ)
`−d
1 +
d−1∑`
=1
a`z
`−d
k
∣∣∣∣∣∣∣∣∣ ≤ 1 +
∣∣∣∣∣∣∣∣∣
d−1∑`
=1
a`(zk + υ)
`−d −
d−1∑`
=1
a`z
`−d
k
1 +
d−1∑`
=1
a`z
`−d
k
∣∣∣∣∣∣∣∣∣
≤ 1 +
Rp
|yk| +
Rp
|zk|
1− ε
≤ 1 + 1|yk|
2Rp
1− ε. (5.9)
Nach Wahl von k sind die einzelnen Faktoren von (5.4) wegen der Abscha¨tzungen (5.6),
(5.7), (5.8) und (5.9) kleiner als 1 + ε. Aus der Beziehung (5.5) folgt
|ϕ(v)| ≤ (1 + ε)4 − 1
≤ 15ε. (5.10)
Insbesondere haben wir
|ϕ(0)| ≤ (1 + ε)3 − 1
≤ 8ε.
gezeigt. Es gilt wegen (5.10) und nach Wahl von ε:
|f(zk + υ)| = |(1 + ϕ(υ)) eυ − 1|
≥ |eυ − 1| − |ϕ(υ)ευ|
≥ min
|u|=δ
|eu − 1| − |ϕ(υ)eυ|
≥ min
|u|=δ
|eu − 1| − 15ε |eυ|
> 15ε.
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5.3 Beweis von Satz 5.1.1
Nach Minimumprinzip fu¨r beschra¨nkte Gebiete, Korollar 3.2.8, existiert somit eine Null-
stelle von f in D (zk, |v|) ⊂ D (zk, 0,0115). Der Index k ist so gewa¨hlt, dass |zk| > 1,1R1
ist. Somit gilt nach Satz 5.2.1 beziehungsweise der anschließenden Bemerkung:
D (zk, |v|) ⊂ U,
was den Beweis abschließt. K
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6 Existenz einer invarianten und
unbeschra¨nkten Kurve
6.1 Motivation
In diesem Kapitel wird die Lage der unmittelbaren Einzugsgebiete beschrieben. Der
Hauptsatz dieses Abschnittes sagt aus, dass das unmittelbare Einzugsgebiet eines be-
traglich großen und superattraktiven Fixpunktes der Newtonfunktion Nf von der Funk-
tion f(z) = p(z)ez − 1 in einem horizontalen Streifen liegt. Wir werden weiter zeigen,
dass in diesem unmittelbaren Einzugsgebiet so eine Kurve liegt, dass fu¨r alle z aus der
Spur dieser Kurve die Differenz der Imagina¨rteile des Fixpunktes w und z kleiner als ei-
ne Konstante ist. Dies impliziert, dass alle unmittelbaren Einzugsgebiete von betraglich
großen superattraktiven Fixpunkten in einem horizontalen Streifen liegen.
Ru¨ckert und Schleicher haben gezeigt, dass die unmittelbaren Einzugsgebiete attraktiver
Fixpunkte von Newtonfunktionen ganzer Funktionen eine unbeschra¨nkte Kurve enthal-
ten, vergleiche [RS07, Theorem 2.2]. Jankowski betrachtet in seiner Dissertation [Jan96]
das Newtonverfahren von Funktionen der Gestalt f(z) = R(z)ez − 1, wobei R eine
rationale Funktion ist. Er hat unter anderem gezeigt, dass in dem unmittelbaren Ein-
zugsgebiet von einem betraglich großen und superattraktiven Fixpunkt eine invariante
Kurve existiert, die
”
im Realteil“ nach +∞ strebt. Dies gilt insbesondere fu¨r betraglich
große und superattraktive Fixpunkte der Newtonfunktion von f(z) = p(z)ez − 1. Wir
zeigen hier, dass diese Kurve ein Urbild
”
links“ von diesem Fixpunkt hat und das Urbild
in diesem landet. Somit haben wir eine invariante Kurve im unmittelbaren Einzugsgebiet
gefunden, die sich
”
im Realteil“ von −∞ nach +∞ erstreckt. Wir formulieren nun die
Aussage pra¨size in dem folgenden Satz.
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Satz 6.1.1
Es existiert ein R > 0 derart, dass fu¨r alle Nullstellen w von f mit |w| > R eine
invariante Kurve γ in U(w) existiert, sodass fu¨r alle x ∈ R ein z ∈ Spur(γ) existiert
mit Re(z) = x. Daru¨ber hinaus existiert ein von w unabha¨ngiges C > 0, sodass fu¨r alle
z ∈ Spur(γ) gilt:
|Im(w − z)| < C.
Wir zeigen dies in drei Schritten. Ist w eine Nullstelle, wie oben gefordert, so zeich-
nen wir in Abschnitt 6.3 zuna¨chst die Konstruktion von Jankowski in [Jan96, Abschnitt
3.3.5] nach und zeigen damit, dass es eine Kurve γ : [0,∞) → U(w)
”
rechts von w“
mit γ(0) = w und lim
t→∞
Re(γ(t)) = +∞ gibt. Im zweiten Schritt konstruieren wir dann
ein Urbild dieser Kurve
”
links von w“, siehe Abschnitt 6.5. Den Zusatz beweisen wir in
Abschnitt 6.4.
Bevor wir uns der Vorbereitung widmen, diskutieren wir noch den Einsatz von Satz 5.2.1.
Dieser besagt, dass das unmittelbare Einzugsgebiet eines superattraktiven Fixpunktes
mit einem Betrag gro¨ßer als eine gewisse Schranke, welches keine freien kritischen Punkte
entha¨lt, einen gewissen Kreis um diesen entha¨lt. Wir diskutieren, warum der Satz 5.2.1
außerhalb eines Kreises um die 0 fu¨r jeden Fixpunkt anwendbar ist. Denn a priori ist
nicht klar, warum die Voraussetzungen ab einer gewissen Schranke fu¨r alle Fixpunkte
erfu¨llt sein sollte. Zuna¨chst folgt aus Satz 3.2.11, dass die Nullstellen von f ′ oder f ′′
in D (0,R2) liegen. Deshalb sind die Fixpunkte mit einem Betrag gro¨ßer als R2, siehe
(4.10), superattraktiv. Haben wir gezeigt, dass das unmittelbares Einzugsgebiet eines
Fixpunktes w eine im Imagina¨rteil beschra¨nkte Kurve entha¨lt, die sich im Realteil von
−∞ nach +∞ erstreckt, so ko¨nnen die unmittelbaren Einzugsgebiete der Fixpunkte, die
im Betrag gro¨ßer sind als w, keinen freien kritischen Punkt enthalten. Der Grund ist
der, dass dieses Gebiet anderenfalls diese Kurve schneiden mu¨sste, was jedoch nicht sein
kann, da die Einzugsgebiete unterschiedlicher Fixpunkte disjunkt sind.
6.2 Vorbereitung
Nach dem vorigen Kapitel wissen wir, dass die Abbildungsvorschrift der Newtonfunktion
von f in der folgenden Gestalt geschrieben werden kann:
Nf (z) = z − 1 + p
′(z)
p(z) + p′(z)
+
e−z
zd
1
1 +
d−1∑
k=0
(ak + (k + 1)ak+1)zk−d
.
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6.2 Vorbereitung
Weiter beno¨tigen wir, dass die Newtonfunktion in gewissen Bereichen lokal injektiv ist.
Im nachfolgenden Lemma geben wir Bereiche an, in denen die Newtonfunktion sicher
lokal injektiv ist. Wir werden dieses Lemma spa¨ter dazu verwenden, die Existenz des
Urbildes der invarianten Kurve zu beweisen.
Lemma 6.2.1
Es existiert ein R > 0, sodass die Newtonfunktion eingeschra¨nkt auf(
HlΓ1+ε ∪HrΓ1−ε
) ∩D (0,R)C lokal injektiv ist.
Beweis Wir mu¨ssen zeigen, dass N ′f keine Nullstellen in
(
HlΓ1+ε ∪HrΓ1−ε
) ∩ D (0,R)C
hat. Weil die Funktion f ′′ in D (0,R)C keine Nullstellen hat, genu¨gt es wegen
N ′f (z) =
f(z)f ′′(z)
(f ′(z))2
zu zeigen, dass auch f in diesem Bereich keine Nullstellen hat. Wir zeigen die a¨quivalente
Aussage, dass alle Nullstellen von f , die betraglich gro¨ßer als ε−1Rp sind, in dem Streifen
HrΓ1+ε ∩HlΓ1−ε liegen. Fu¨r eine solche Nullstelle z von f gilt:
1 = p(z)ez =
p(z)
zd
ezzd.
Wegen
∣∣∣p(z)zd ∣∣∣ = ∣∣∣ e−zzd ∣∣∣, siehe Defintion 3.6.4, folgt:∣∣∣∣p(z)zd
∣∣∣∣ = K(z).
Wir erhalten mit ad = 1:
|K(z)− 1| =
∣∣∣∣∣∣∣∣p(z)zd
∣∣∣∣− 1∣∣∣∣
≤
∣∣∣∣∣
d∑
k=1
akz
k−d − 1
∣∣∣∣∣
≤
d−1∑
k=1
|ak| |z|k−d
= |z|−1
d−1∑
k=1
|ak|
≤ Rp|z|
≤ RpR .
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Und damit gilt fu¨r eine Nullstelle z von f :
1− RpR ≤ K(z) ≤ 1 +
Rp
R .
Weil R > Rp
ε
ist, folgt die Behauptung. K
6.3 Kurve von einer Nullstelle nach +∞
In diesem Abschnitt zeichnen wir die Konstruktion einer Kurve γ : [0, 1) → U(w) mit
γ(0) = w und lim
t→1
γ(1) = +∞ von Jankowski nach, vergleiche [Jan96, Abschnitt 3.3.5].
Seien ε ∈
(
0, 3
20
√
13
)
, R3 :=
110d+2R1
(1−ε) , δ := 1− e−0,1(1 + ε)
(
1− 0,112ε
2
)−1
und
k02 :=

(√√
2R2 +
1
2
)2
2pi
+
d
4
 . (6.1)
Sei w ∈ C ein superattraktiver Fixpunkt von Nf derart, dass fu¨r alle t ∈
(
0, 1
2
)
die
Betra¨ge |w| , |w + t| > R4 := max
{
R3, 19R1, 2R2,
∣∣zk02 ∣∣ } sind und das unmittelba-
re Einzugsgebiet U(w) keinen freien kritischen Punkt entha¨lt. Es sei daran erinnert,
dass Nf keine asymptotischen Werte besitzt, vergleiche Lemma 4.1.11. Die Bedingung
|w| > ∣∣zk02 ∣∣ beno¨tigen wir fu¨r den na¨chsten Abschnitt.
Solch ein Fixpunkt existiert. Denn es gibt maximal grad(p′′+ 2p′+ p) = d freie kritische
Punkte von Nf , vergleiche Lemma 4.1.10. Unter den d + 1 betraglich na¨chstgro¨ßeren
Fixpunkten muss es also einen geben, dessen unmittelbares Einzugsgebiet keinen freien
kritischen Punkt entha¨lt, da U(u) ∩ U(v) = ∅ fu¨r verschiedene Fixpunkte u und v.
Nach Proposition 4.2.4, genauer (4.11), ist
Nf (w + 0,4835) = w + 0,10012 . . .+O
(
1
w + t
)
. (6.2)
Der Radius R4 beziehungsweise R3 ist gerade so gewa¨hlt, dass der Fehlerterm betraglich
kleiner als 10−2 ist. Nach der Wahl von R4 folgt aus Satz 5.2.1:
Nf (w + 0,4385) ∈ D (w, 0,112) ⊂ U(w).
Es folgt: |Nf (w + 0,4385)| ≥ |w| − 0,112. Wir zeigen, dass Nf (w+ 0,4385) rechts von Γ1
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ist. Nach Bemerkung 3.6.3 genu¨gt es, das Folgende zu zeigen:∣∣∣∣∣exp (−Nf (w + 0,4385))(Nf (w + 0,4385))d
∣∣∣∣∣ < 1.
Wegen (6.2) und der Wahl von R3 gilt sogar:
Re (Nf (w + 0,4385)) ≥ Re (w) + 0,1.
Aus dieser Abscha¨tzung und einer Erweiterung um wd ergibt sich:∣∣∣∣∣exp (−Nf (w + 0,4385))(Nf (w + 0,4385))d
∣∣∣∣∣ ≤
∣∣∣∣∣exp (−w − 0,1)(|w| − 0,122)d
∣∣∣∣∣
≤ e−0,1
∣∣∣∣exp (−w)wd
∣∣∣∣ ( |w||w| − 0,112
)d
.
Die Funktion g : [1,∞)→ R, d 7→ (1− 0,112ε
2d
)−d
ist monoton fallend. Aus dieser Mono-
tonie und den beiden Ungleichungen
∣∣∣ exp(−w)wd ∣∣∣ ≤ (1 + ε) und |w| > R1ε ≥ 2dε folgt:∣∣∣∣∣exp (−Nf (w + 0,4385))(Nf (w + 0,4385))d
∣∣∣∣∣ ≤ e−0,1(1 + ε)
(
1− 0,112ε
2
)−1
< 1, (6.3)
weil ε < 3
20
√
13
. Es folgt Nf (w + 0,4385) ∈ HrΓ1 .
Wegen δ = 1 − e−0,1(1 + ε) (1− 0,112ε
2
)−1
folgt dann aus (6.3) und Lemma 3.6.5, dass
Nf (w + 0,4385) ∈ HrΓ1−δ . Es existiert eine Kurve γ˜0 : [0,1]→ U(w) mit
γ˜0(0) = Nf (w + 0,4385) =: s0 und γ˜0(1) = w + 0,4385 =: s1.
Diese ist realisierbar als Vereinigung der beiden Strecken [Nf (w + 0,4835), w + 0,10012]
und [w + 0,10012, w + 0,4835]. Es gilt Spur(γ˜0) ⊂ HrΓ1−δ .
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Im
Re
U
w
Nf
γ˜0 γ˜1 γ˜1
s0 s1 s1 + 1
1− δ
s2 s2 + 1
1− δ
s3
Abbildung 6.1: Visualisierung der Anwendung des Satzes von Rouche´
Wir mo¨chten nun diese Kurve durch ihr Urbild
”
nach rechts“ fortsetzen. Dazu verwenden
wir den Satz von Rouche´. Sei z ∈ D(0,R)C ∩HrΓ1−δ . Dann gilt
∣∣∣ e−zzd ∣∣∣ ≤ 1−δ. Es folgt aus
der Darstellung (4.5) und den Abscha¨tzungen (4.8) und (4.9) fu¨r z ∈ ∂D (s1 + 1, 1− δ2):
|Nf (z)− s1 − (z − (s1 + 1))| = |Nf (z)− (z − 1)|
≤
∣∣∣∣e−zzd
∣∣∣∣
∣∣∣∣∣∣∣∣
d−1∑
n=0
(an + (n+ 1)an+1)z
n−d
1 +
d−1∑
n=0
(an + (n+ 1)an+1)zn−d
∣∣∣∣∣∣∣∣
+
∣∣∣∣e−zzd
∣∣∣∣+ ∣∣∣∣ p′(z)p(z) + p′(z)
∣∣∣∣
≤ (1− δ)ε
3
+ 1− δ + ε
3
< 1− δ
2
= |z − (s1 + 1)| . (6.4)
Die letzte Ungleichung gilt fu¨r ε < 3
20
√
13
, was eine Rechnung mit der Definition von
δ zeigt. Es existiert nun nach dem Satz von Rouche´, vergleiche Satz 3.2.4, ein Punkt
s2 ∈ D
(
s1 + 1, 1− δ2
)
mit Nf (s2) = s1. Nach Lemma 6.2.1 ist Nf in einer Umgebung
von s1 eindeutig umkehrbar. Wir fixieren diesen Zweig der Umkehrabbildung und finden
mit diesem ein Urbild der Kurve γ˜0. Wir bezeichnen dieses Urbild mit γ˜1 und es gilt:
Nf (Spur(γ˜1)) = Spur(γ˜0). Wa¨re s1 nicht der Endpunkt von γ˜1, so erhielten wir wegen
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(6.4) einen Widerspruch zum Satz von Rouche`, Satz 3.2.4. Es sei noch angemerkt, dass
die Konstruktion fu¨r alle Punkte aus Spur (γ˜0) mo¨glich ist.
Dieses Verfahren setzen wir rekursiv fort und erhalten fu¨r k ∈ N
Nf (sk+1) = sk und Nf (Spur (γ˜k+1)) = Spur (γ˜k) .
Durch Vorwa¨rtsiteration von γ˜0 unter Nf finden wir eine Folge (γ˜−n)n∈N von Kurven
mit lim
n→∞
γ˜−n(0) = w. Wir vereinigen beide Konstruktionen zu einer Kurve γ :=
⋃
n∈Z
γ˜n,
die von der Nullstelle w aus im Realteil nach +∞ strebt. Nach Konstruktion ist diese
Kurve vollsta¨ndig im unmittelbaren Einzugsgebiet von w enthalten.
6.4 Kurve von beschra¨nktem Imagina¨rteil
Wir mo¨chten zeigen, dass γ in einem horizontalen Streifen von endlicher Ho¨he enthal-
ten ist. Dazu zeigen wir die sta¨rkere Behauptung, dass die Reihe u¨ber die Differenzen
der Imagina¨rteile der
”
Stu¨tzstellen“ sj, wie in der Konstruktion angegeben, endlich ist.
Zuna¨chst zeigen wir dies fu¨r die angegebenen Stu¨tzstellen. Da diese Methode fu¨r belie-
bige Spurpunkte der Kurve von s0 nach s1 funktioniert, erhalten wir eine gleichma¨ßige
obere Schranke an die Differenzen und somit die gewu¨nschte sta¨rkere Behauptung. Wir
bedienen uns der Idee von Jankowski in [Jan96, Abschnitt 3.3.5]. Wir fu¨hren dessen
U¨berlegungen aber weiter aus, da wir an expliziten Schranken beziehungsweise Werten
interessiert sind. Sei dazu s0 ∈ Spur(γ˜0) und sj =: rj + itj fu¨r alle j ∈ N wie in Abschnitt
6.3 konstruiert.
Satz 6.4.1
Es gilt:
∞∑
j=0
|Im(sj)− Im(sj−1)| <∞.
Beweis von Satz 6.4.1 Wir unterteilen die Summe in eine bestimmte Partialsumme
und die entsprechende Restsumme. In der Abscha¨tzung der Partialsumme werden wir
Abscha¨tzungen aus der Konstruktion der Kurve γ nutzen. Fu¨r die Restsumme wer-
den bessere Abscha¨tzungen verwendet. Der erste Teil des Beweises leitet die letzteren
Abscha¨tzungen her. Sei k > k02 >
(√√
2R2+
1
2
)2
2pi
− d
4
.
Fu¨r alle j ∈ N mit rj ≥ 0 und tj >
(
2
3
ε(1− ε))− 1d ist nach Definition von K(sj), siehe
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Definition 3.6.4,
K (sj) <
2
3
ε(1− ε).
Es folgt aus der Darstellung (4.4):
|Nf (sj)− (sj − 1)| ≤ ε
3
+
K (sj)
1− ε < ε
und damit
rj−1 = Re (Nf (sj)) ≥ rj − (1 + ε) . (6.5)
Nach Konstruktion gilt fu¨r alle j ∈ N:
r0 +
δ
2
j ≤ rj ≤ r0 + 1 +
(
1 +
δ
2
)
j. (6.6)
Sei n ≥
⌈
−2(r0−1)
δ
⌉
=: N . Wir weisen darauf hin, dass r0 negativ ist. Dann folgt aus
(6.6):
rn ≥ 1 > 0. (6.7)
Aus (6.5) und (6.7) folgt somit fu¨r alle ` ∈ N:
rN+` ≥ rN + ` (1− ε) ≥ ` (1− ε) . (6.8)
Den dritten Summanden aus der Darstellung der Newtonfunktion (4.4) ko¨nnen wir ana-
log zu (4.6) und (4.7) im Beweis von Proposition 4.2.1 abscha¨tzen:∣∣∣∣Im( p′ (sj)p′ (sj) + p (sj)
)∣∣∣∣ ≤ ∣∣∣∣ p′ (sj)p′ (sj) + p (sj)
∣∣∣∣
≤
d|tj |
|sj |2 +
R1(d−1)
|sj |2
1− ε .
Aus der Beziehung Nf (sj) = sj−1 folgt damit die Abscha¨tzung der Summanden der
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betrachteten Reihe:
|Im (sj)− Im (sj−1)| = |Im (sj)− Im (Nf (sj))| (6.9)
= |Im (sj −Nf (sj))|
≤ 1
1− ε
(
d |tj|
|sj|2
+
R1(d− 1)
|sj|2
+
e−rj
|sj|d
)
. (6.10)
Nach Wahl von k02 gilt |sj| > R2 > R1 und es folgt fu¨r j < N die Ungleichung:
R1
|sj|2
≤ R1
R21
≤ 1
R1
;
fu¨r j ≥ N folgt aus (6.8):
R1
|sj|2
≤ R1|rj|2
≤ R1
(j −N)2(1− ε)2 . (6.11)
Somit erhalten wir eine verallgemeinerte harmonische Reihe und rechnen aus:
∞∑
j=1
R1(d− 1)
|sj|2
≤ N(d− 1)
R1
+
∞∑
j=N+1
R1(d− 1)
(j −N)2(1− ε)2 (6.12)
≤ N(d− 1)
R1
+
R1(d− 1)
(1− ε)2
∞∑
k=1
1
k2
≤ N(d− 1)
R1
+
R1(d− 1)pi2
6(1− ε)2 =: C1.
Wir verwenden sj ∈ D(0, R1)C ∩ HrΓ1−δ ist. Es folgt mit der geometrischen Reihe und
aus (6.8):
∞∑
j=1
e−rj
|sj|d
≤
N∑
j=1
∣∣∣∣∣e−sjsdj
∣∣∣∣∣+
∞∑
j=N+1
e−rj
|rj|d
≤
N∑
j=1
(1− δ) +
∞∑
j=N+1
e−rj
|rj|
≤ N(1− δ) +
∞∑
j=N+1
e−(j−N)(1−ε)
(j −N)(1− ε) .
In der Summe verschieben wir den Index und scha¨tzen e
−j(1−ε)
j
durch e−(1−ε) ab. Wegen
ε < 1 ist der letzte Ausdruck kleiner 1. Wir verwenden den Grenzwert der geometrischen
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Reihe. Es folgt:
∞∑
j=1
e−rj
|sj|d
≤ N(1− δ) +
∞∑
j=1
(
e−(1−ε)
)j
(1− ε)
≤ N(1− δ) + e
−(1−ε)
(1− ε) (1− e−(1−ε)) =: C2.
Es bleibt der erste Summand in (6.10) abzuscha¨tzen. Wir schreiben mit Hilfe einer
Teleskopsumme:
∞∑
j=1
d |tj|
|sj|2
≤ d
∞∑
j=1
|t0|+ |tj − t0|
|sj|2
≤ d
∞∑
j=1
|t0|
|sj|2
+
∞∑
j=1
j∑
m=1
|tm − tm−1|
|sj|2
. (6.13)
Die Differenz der Imagina¨rteile scha¨tzen wir gegen den aus Abschnitt 4.2 bekannten
Term ab. Es gilt:
|tj − tj−1| = |Im (sj)− Im (sj−1)|
= |Im (sj −Nf (sj))|
=
∣∣∣∣Im(1− p′(sj) + e−sjp(sj) + p′(sj)
)∣∣∣∣
=
∣∣∣∣Im( p′(sj) + e−sjp(sj) + p′(sj)
)∣∣∣∣
≤
∣∣∣∣ p′(sj) + e−sjp(sj) + p′(sj)
∣∣∣∣ .
Sei j > N und damit Re(sj) > 0. Es sei daran erinnert, dass |sj| > R2 ist. Mit (4.8) und
(4.9) aus dem Beweis von Proposition 4.2.1 scha¨tzen wir den letzten Ausdruck ab und
erhalten
|tj − tj−1| ≤
∣∣∣∣ p′(sj) + e−sjp(sj) + p′(sj)
∣∣∣∣
≤ 1|sj|
2d− 1 + 1
(1− ε) .
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Wie in (6.11) folgt fu¨r j > N :
|tj − tj−1| ≤ 2d
(j −N)(1− ε)2 . (6.14)
Den zweiten Summanden in (6.13) teilen wir zuna¨chst in zwei Summen auf und verwen-
den dann die gro¨bste uns zur Verfu¨gung stehende Ungleichung |tm − tm−1| < 1. Diese
Ungleichung folgt aus der Tatsache, dass nach Konstruktion sm ∈ D
(
sm−1 + 1,1− δ2
)
.
Es gilt wegen |sj| > R2:
∞∑
j=1
j∑
m=1
|tm − tm−1|
|sj|2
=
N∑
j=1
j∑
m=1
|tm − tm−1|
|sj|2
+
∞∑
j=N+1
j∑
m=1
|tm − tm−1|
|sj|2
≤
N∑
j=1
j
R22
+
∞∑
j=N+1
1
|sj|2
(
N∑
m=1
|tm − tm−1|+
j∑
m=N+1
|tm − tm−1|
)
.
Wiederum verwenden wir |tm − tm−1| < 1. Fu¨r j > N folgt aus (6.8) die Abscha¨tzung
|sj| > (j − N) (1− ε), welche wir fu¨r die zweite Summe verwenden. Fu¨r den dritten
Summanden verwenden wir zusa¨tzlich (6.14). Wir erhalten:
∞∑
j=1
j∑
m=1
|tm − tm−1|
|sj|2
≤ 1
R22
N∑
j=1
j +
∞∑
j=N+1
1
|sj|2
(
N +
j∑
m=N+1
2d
(m−N)(1− ε)2
)
≤ 1
R22
N(N + 1)
2
+
∞∑
j=N+1
1
(j −N)2(1− ε)2
(
N +
j−N∑
m=1
2d
m(1− ε)2
)
≤ N(N + 1)
2R22
+
N
(1− ε)2
∞∑
j=1
1
j2
+
2d
(1− ε)4
∞∑
j=1
1
j2
j∑
m=1
1
m
Es gilt
j∑
m=1
1
m
= 1 +
j∑
m=2
1
m
≤ 1 + ln(j). Mit
∞∑
j=1
1
j2
= pi
2
6
erhalten wir:
∞∑
j=1
j∑
m=1
|tm − tm−1|
|sj|2
=
N(N + 1)
2R22
+
Npi2
6(1− ε)2 +
2d
(1− ε)4
∞∑
j=1
1 + ln(j)
j2
=: C4
Fu¨r numerische Berechnungen ist die Abscha¨tzungen
∞∑
j=1
1+ln(j)
j2
< 2,5 geeignet.
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Die erste Reihe in (6.13) scha¨tzen wir analog zu (6.12) ab:
d |t0|
∞∑
j=1
1
|sj|2
≤ Nd |t0|
R21
+
d |t0|pi2
6(1− ε)2 =: C3.
All diese Reihen sind absolut konvergente Reihen. Wir erhalten insgesamt fu¨r die im
Satz betrachte Reihe absolute Konvergenz und diese ist kleiner als die Summe u¨ber die
Ck’s. Wir erhalten also:
∞∑
j=0
|Im(sj)− Im(sj−1)| ≤
4∑
k=1
Ck <∞. K
Wir haben gezeigt, dass die Kurve γ in einem horizontalen Streifen von endlicher Ho¨he
enthalten ist. Fu¨r den spa¨teren Gebrauch setzen wir
C :=
4∑
k=1
Ck. (6.15)
6.5 Kurve von einer Nullstelle nach −∞
Wir werden in diesem Abschnitt beweisen, dass die Kurve γ aus dem Abschnitt 6.3 ein
Urbild besitzt, welches im Realteil nach −∞ strebt. Die Beweisidee ist die Folgende,
vergleiche Abbildung 6.2. Wir zeigen zuna¨chst, dass das Urbild γ−1 von γ in Hl1−δ ist.
Dies geschieht per Widerspruch zur Argumentation am Ende des Abschnittes 6.3. Das
heißt, dass ein zweites Urbild von sk bzw. sj nicht in der Na¨he von γ liegen kann. Den
Abschluss liefert dann die Einsicht, dass N−1f (γ)∩Ψ±pi∩HlΓ1−δ = ∅ ist. Dazu zeigen wir,
dass das Bild von z ∈ Ψ±pi in einem nach links offenen Winkelraum mit O¨ffnungswinkel
ε
1−ε und Spitze in z ist und dieser in H
l
Γ1−δ ist.
Sei w die Nullstelle aus dem Abschnitt 6.3 und U deren unmittelbares Einzugsgebiet.
Dann wissen wir, dass ein ` ∈ Z existiert mit Im(w) + d arg(w) ≈ 2pi`. Sei dieses ` fest
gewa¨hlt.
Da die Newtonfunktion Nf |U eine 2-zu-1 Abbildung ist, siehe Bemerkung 4.3.2, und
Spur (γ) ⊂ N−1f (γ) ist, existiert ein weiteres Urbild von γ in U , welches wir mit γ−1
bezeichnen.
Angenommen, das Urbild γ−1 erstreckt sich nach HrΓ1−δ . Sei j ∈ N nun so groß, dass
sj ∈ HrΓ1−δ ist. Wegen |Nf (z)− sj − (z − (sj + 1))| ≤ |z − (sj + 1)| mu¨ssen dann die
Urbilder von sj in D
(
sj + 1, 1− δ2
)
sein, wobei δ wie in Abschnitt 6.3 sei. Das wider-
spricht aber dem am Ende des Abschnittes 6.3 ausgefu¨hrten Rouche`-Argument, wo wir
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γ−1
γ˜
Ψ+pi
Ψ−pi
N−1f (w) w sj
sk
γ
Γ1−δ Im
Re
Abbildung 6.2: Skizze der Beweisidee
gezeigt haben, dass in D
(
sj + 1, 1− δ2
)
nur ein Urbild von sj liegen kann. Somit ist das
Urbild γ−1 eine Teilmenge von HlΓ1−δ .
Fu¨r die weiteren U¨berlegungen definieren wir fu¨r α ∈ [−pi, pi] und k ∈ Z die Menge:
Ψk,α := { z ∈ C | Im(z) + d arg(z) = 2pik + α } .
Es bleibt zu zeigen, dass γ−1 zwischen Ψ`,+pi und Ψ`,−pi liegt.
Sei z ∈ Ψ`,±pi∩HlΓ1−δ . Wir zeigen, dass das Bild von z ∈ Ψ±pi in einem nach links offenen
Winkelraum mit O¨ffnungswinkel ε
1−ε und Spitze in z ist und dieser in H
l
Γ1−δ ist.
Es gilt ei(Im(z)+d arg(z)) = −1. Es folgt:
e−z
zd
= −
∣∣∣∣e−zzd
∣∣∣∣ = −K(z).
Wir verwenden die Darstellung (4.5) der Newtonfunktion:
Nf (z) = z − 1 + p
′(z)
p(z) + p′(z)
+
e−z
zd
1−
d−1∑
k=0
(ak + (k + 1)ak+1)z
k−d
1 +
d−1∑
k=0
(ak + (k + 1)ak+1)zk−d
 .
Wegen |z| > R2 ist nach (4.8) der dritte Summand betraglich kleiner ε.
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Nach (4.9) ist ∣∣∣∣∣∣∣∣∣
d−1∑
k=0
(ak + (k + 1)ak+1)z
k−d
1 +
d−1∑
k=0
(ak + (k + 1)ak+1)zk−d
∣∣∣∣∣∣∣∣∣ < ε
und damit ist der zweite Faktor im letzten Summanden betraglich gro¨ßer als 1 − ε. Es
folgt wegen K(z) > 1− δ:
Re (Nf (z)) ≤ Re(z)− 1−K(z)(1− ε) + ε ≤ Re(z)− 1
und
|Im (Nf (z))| ≤ |Im(z)|+K(z)ε+ ε.
Fu¨r die Steigung einer z und Nf (z) verbindenden Geraden g folgt somit:∣∣∣∣Im (Nf (z)− z)Re (Nf (z)− z)
∣∣∣∣ ≤ ε+K(z)ε1 +K(z)−K(z)ε− ε
≤ ε (1 +K(z))
(1− ε) (1 +K(z))
=
ε
1− ε.
Wa¨hlen wir in Lemma 3.6.7 c := ε
1−ε erhalten wir, dass auch Nf (z) in HlΓ1−δ liegt. Wir
ko¨nnen somit schließen γ−1 ∩Ψ`,±pi = ∅. Die Pole von Nf liegen in D (0,R2) liegen. Die
Kurven Ψ`,+pi und Ψ`,−pi liegen in einem horizontalen Streifen liegen, welcher keine Pole
entha¨lt. Denn wegen ` > k02 folgt: min
z∈Ψ`,±pi
Im(z) > R2. Somit ist das Urbild γ
−1 unbe-
schra¨nkt. Es bleibt fu¨r γ−1 nur die Mo¨glichkeit, sich im Realteil nach −∞ zu erstrecken.
Weil der Fixpunkt w der einzige kritische Punkt in U ist, ist nach Bemerkung 4.3.2
B : D → D, B(z) = z2 das zu Nf konjugierte Blaschke-Produkt. Fu¨r das Urbild von w
folgt (Nf |U)−1 (w) = { w }. Also landet γ−1 in w. Die Verknu¨pfung von γ und γ−1 liefert
die gewu¨nschte Kurve und den Beweis von Satz 6.1.1.
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7.1 Motivation
In diesem Kapitel beginnen wir mit den ersten Schritten zur Konstruktion der Menge
S der Startwerte. Wir unterteilen die Konstruktion in zwei wesentliche Segmente. Nach
Bemerkung 4.3.2 besitzt die Newtonfunktion nur endlich viele mehrfache Nullstellen.
Zusammen mit der Tatsache, dass es nur endlich viele freie kritische Punkte gibt, Lem-
ma 4.1.10, impliziert Satz 4.3.5, dass es nur endlich viele unmittelbare Einzugsgebiete
mit mehr als einem invarianten Zugang nach unendlich geben kann. Das heißt, dass die
Nullstellen außerhalb eines gewissen Kreises einfach sind. Alle bis auf endlich viele der
einfachen Nullstellen haben wir in Kapitel 5 mit jeweils nur einem Startwert approxi-
miert. In diesem Kapitel werden wir die Startwerte fu¨r die restlichen, betraglich kleinen
Nullstellen angeben.
7.2 Mindestbreite eines Zugangs nach ∞
Die Idee fu¨r die Startwerte der Newtonfunktion ist die Folgende:
Wir wissen aus Satz 4.1.8, dass jeder unmittelbare Einzugsbereich einer Nullstelle min-
destens einen invarianten Zugang nach unendlich hat. Aus dem vorherigen Kapitel 6
wissen wir, dass fu¨r jede Nullstelle mit großem Betrag unter diesen einer ist, der eine
Kurve entha¨lt, die im Realteil nach ∞ strebt. Zusammen mit deren Urbild, welches im
Realteil nach −∞ strebt, erhielten wir eine invariante Kurve, deren Spurpunkte unter
Iteration gegen diesen Fixpunkt strebt. Das impliziert, dass unmittelbare Einzugsgebiete
von Fixpunkten mit kleinerem Betrag in einem horizontalen Streifen liegen mu¨ssen. Ziel
dieses Abschnittes ist es, zu zeigen, dass auch die Nullstellen mit kleinem Betrag einen
nach rechts offenen Zugang nach ∞ haben. Wir beno¨tigen daru¨ber hinaus, dass dieser
Zugang eine gewisse Mindestbreite besitzt, damit wir die Startpunkte der Menge Sd,R
entsprechend platzieren ko¨nnen.
Wir werden zuna¨chst zeigen, dass es einen Zugang nach ∞ geben muss, der eine ge-
wisse Mindestbreite hat. Am Ende des Abschnittes werden wir dann zeigen, dass ein
nach links geo¨ffneter Zugang diese Bedingung nicht erfu¨llen kann und es somit einen
nach rechts geo¨ffneten Zugang geben muss. Im Beweis von Lemma 7.2.1 verwenden wir
eine Idee von Deimling [Dei11] und im Beweis von Lemma 7.2.2 eine Idee von Hubbard,
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Schleicher und Sutherland aus [HSS01].
Sei w ein Fixpunkt von Nf mit |w| < R4 und U := U(w) dessen unmittelbare Einzugs-
gebiet. Zur Bestimmung einer unteren Schranke fu¨r die Breite eines Zugangs nach ∞
in U brauchen wir eine obere Schranke an den hyperbolischen Abstand eines Punktes
z ∈ U ∩D(0, R4)C und dessen Bild Nf |U(z). Wir erinnern zuna¨chst an die Konjugierte
in der Einheitskreisscheibe, vergleiche Kapitel 4.3. Es existiert eine biholomorphe Ab-
bildung Φ : D→ U , sodass Φ(0) = w. Wir setzen weiter B := Φ−1 ◦ Nf |U ◦ Φ, wobei Φ
dabei so normiert sei, dass B(1) = 1, vergleiche Absatz vor Lemma 4.3.3. Da Nf eine ei-
gentliche Funktion ist, ist auch B eigentlich. Nach Satz 3.3.4 ist B ein Blaschke-Produkt
vom endlichen Grad grad(B). Wir setzen noch λ := B′(1).
Lemma 7.2.1
Sei ε > 0. Es existiert eine invariante und unbeschra¨nkte Kurve γ : [0, 1) → U im
unmittelbaren Einzugsbereich U , sodass fu¨r alle z ∈ Spur(γ) und w := Nf (z) gilt:
ρU (z, w) ≤ ln ((1 + ε)B′(1)) .
Beweis Nach dem Satz 3.5.3 existiert eine Umgebung V der 0 und eine konforme Ab-
bildung S : V → C mit S(0) = 1 und S ′(0) = 1, welche eine Lo¨sung der Schro¨derschen
Funktionalgleichung (3.1) ist. Dann exisiert τ0 ∈ R, τ0 > 0, sodass [−λτ0, 0] ⊂ V ist.
Dann ist S ([−τ0, 0]) das konforme Bild eines Geradenstu¨cks in D, welches radial in 1
landet. Dieses ist wegen der Schro¨derschen-Funktionalgleichung (3.1) invariant unter B.
Die Vereinigung aller Iterierten
⋃
n∈N
Bn (S ([−τ0, 0])) ist das Bild einer unter B invarian-
ten Kurve β, welche u¨ber das Interval [0,1) parametrisiert sei. Wir werden zeigen, dass
γ := Φ ◦ β die gesuchte Kurve ist. Weil β(t) fu¨r t→ 1 radial in 1 landet, existiert somit
fu¨r alle Winkel φ ∈ (0, pi
2
]
ein tΦ ∈ (t0, 1), sodass das Endstu¨ck β|(tφ,1) der Kurve β
in dem nach links geo¨ffneten Winkelraum Wφ := { 1− re−iϕ | ϕ ∈ (−φ,φ) , r ≥ 0 } mit
Spitze in 1 liegt. Wir fixieren zuna¨chst ein φ ∈ [0, pi
2
]
.
Ein Punkt ζ ∈ Spur
(
β|(tφ,1)
)
hat dann die Gestalt ζ = 1 − δ, wobei δ ∈ C. Wir
berechnen nun den hyperbolischen Abstand von 1 − δ und B(1 − δ). Dazu betrachten
wir die Taylorreihe von B um den Entwicklungspunkt 1. Es ist
B(1− z) = 1− λz + P (z),
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wobei P das entsprechende Restglied mit P (z) = O (z2) fu¨r z → 0 ist. Mit der expliziten
Darstellung des hyperbolischen Abstands in D, siehe 3.4.6, folgt:
ρ (B (1− δ) , 1− δ) = ρ (1− λδ + P (δ), 1− δ)
= ln

∣∣∣1− (1− λδ + P (δ)) (1− δ)∣∣∣+ |1− λδ + P (δ)− (1− δ)|∣∣∣1− (1− λδ + P (δ)) (1− δ)∣∣∣− |1− λδ + P (δ)− (1− δ)|

= ln
(∣∣λδ − P (δ) + δ (1− λδ + P (δ))∣∣+ |δ(1− λ) + P (δ)|∣∣λδ − P (δ) + δ (1− λδ + P (δ))∣∣− |δ(1− λ) + P (δ)|
)
= ln

∣∣∣λ− P (δ)δ + δδ (1− λδ + P (δ))∣∣∣+ ∣∣∣(1− λ) + P (δ)δ ∣∣∣∣∣∣λ− P (δ)δ + δδ (1− λδ + P (δ))∣∣∣− ∣∣∣(1− λ) + P (δ)δ ∣∣∣
 .
Wir betrachten den Grenzwert φ, δ → 0 derart, dass δ ∈ { 1− z | z ∈ Wφ }. Unter diesem
Grenzwert gilt: δ
δ
→ 1. Da P (z) = O (z2) fu¨r z → 0 ist, folgt auch P (δ)
δ
→ 0. Beachte,
dass λ > 1 ist. Wir erhalten insgesamt unter dieser Grenzwertbildung, vergleiche Lemma
4.3.3:
ρ (B (1− δ) , 1− δ) −→ ln
( |λ+ 1|+ |1− λ|
|λ+ 1| − |1− λ|
)
= ln
(
λ+ 1 + λ− 1
λ+ 1− λ+ 1
)
= ln (λ) .
Fu¨r alle ε > 0 existiert dann ein Kurvenendstu¨ck von β, ergo ein tφ ∈ (t0, 1), sodass
fu¨r alle z ∈ Spur (β|(tφ,1)) der hyperbolische Abstand zum Bildpunkt B(z) kleiner als
ln ((1 + ε)λ) ist. Weil die Kurve β invariant ist, folgt aus dem Lemma von Schwarz-Pick,
vergleiche Satz 3.4.8, fu¨r alle z ∈ Spur (β):
ρ (B (z) , z) ≤ ln ((1 + ε)λ) .
Mit dem Teil (b) vom Lemma von Schwarz-Pick, vergleiche Satz 3.4.8, angewandt auf
die Bijektion Φ folgt die Behauptung. K
Wir haben nun die Hilfsmittel zusammengetragen, um die Mindestbreite eines Zugangs
im unmittelbaren Einzugsgebiet U anzugeben.
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Satz 7.2.2 (Abstand zum Rand des unmittelbaren Einzugsgebietes)
Sei γ die invariante und unbeschra¨nkte Kurve aus Lemma 7.2.1. Dann existiert ein
R > 0, sodass fu¨r alle z ∈ Spur(γ) ∩D (0,R)C gilt:
dist (z, ∂U) ≥ |z −Nf (z)|
exp (2ρU (z,Nf (z)))
≥ |z −Nf (z)|
((1 + ε)(d+ 2))2 − 1 .
Beweis Sei R := R4. Nach Lemma 7.2.1 gilt fu¨r alle z ∈ Spur(γ):
ρ (z,Nf |U(z)) ≤ ln ((1 + ε)B′(1)) .
Sei z ∈ Spur (γ) ∩ D (0,R)C . Sei α : [0, L] → U eine nach Bogenla¨nge parametrisierte
Geoda¨te bezu¨glich der hyperbolischen Metrik, welche z = α(0) mit Nf (z) = α (L)
verbindet. Zuna¨chst scha¨tzen wir den euklidischen Abstand von z zum Rand von U ab.
Sei dazu t ∈ [0, L]. Wir benutzen, dass α nach Bogenla¨nge parametrisiert ist. Es folgt
aus dem Mittelwertsatz:
dist (α(t), ∂U) ≤ |α(t)− α(0)|+ dist (α(0), ∂U)
= |t− 0|+ dist (α(0), ∂U)
= t+ dist (α(0), ∂U) .
Fu¨r die Abscha¨tzung des hyperbolischen Abstandes eines Punktes zu seinem Bild ver-
wenden wir die Standardabscha¨tzung, siehe Lemma 3.4.9, und erhalten:
ρU (z,Nf (z)) =
∫
α
ρU(ξ) |dξ|
≥
∫
α
1
2 dist (ξ, ∂U)
|dξ|
≥ 1
2
L∫
0
1
t+ dist (α(0), ∂U)
dt
=
[
1
2
ln (t+ dist (α(0), ∂U))
]L
0
=
1
2
ln
(
1 +
L
dist (α(0), ∂U)
)
.
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Wir wenden auf beiden Seiten der Ungleichung die Exponentialabbildung an und erhal-
ten:
exp (2ρU (z,Nf (z))) ≥ 1 + L
dist (α(0), ∂U)
.
Wir formen a¨quivalent um und erinnern uns, dass α(0) = z und wegen der speziellen
Parametrisierung L ≥ |z −Nf (z)| ist:
dist (z, ∂U) ≥ |z −Nf (z)|
exp (2ρU (z,Nf (z)))− 1 .
Es folgt mit Hilfe von Lemma 7.2.1
dist (z, ∂U) ≥ |z −Nf (z)|
exp (2 ln ((1 + ε)B′(1)))− 1
=
|z −Nf (z)|
((1 + ε)B′(1))2 − 1 .
Bevor wir uns damit bescha¨ftigen, dass dieser Zugang nach rechts unbeschra¨nkt ist,
werden wir den im Allgemeinen nicht berechenbaren Teil, also B′(1), eliminieren. Nach
Bemerkung 4.1.6 und (4.2) existiert ein k ∈ { 0, . . . , grad(B) }mit B′(0) = N ′f (w) = k−1k .
Dabei ist k die Vielfachheit der Nullstelle w von f . Wegen
B(z) = eiθz`
g−`∏
m=1
z − am
1− amz
ist ∞ ein Fixpunkt von B mit demselben Multiplikator wie der Fixpunkt 0, vergleiche
Definition 3.5.1. Wir erhalten aus der Fixpunkt-Formel, siehe Satz 3.2.5:
−1 =
grad(B)+1∑
j=1
1
B′(ζj)− 1
= −2k +
∑
ζj∈∂D
1
B′(ζj)− 1 ,
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wobei ζj die grad(B)− 1 Fixpunkte von B auf ∂D sind. Da k ≥ 1 ist, folgt:
1 ≤ 2k − 1
=
∑
ζj∈∂D
1
B′(ζj)− 1 .
Da B′(ζj) > 1 fu¨r alle ζj ∈ ∂D, existiert eine natu¨rliche Zahl j ∈ { 1, . . . , grad(B)− 1 }
mit 1
B′(ζj)−1 ≥ 1grad(B)−1 , denn |{ ζj }| = grad(B)− 1. Dies ist a¨quivalent zu:
B′(ζj) < grad(B).
Die maximale Anzahl der freien kritischen Punkte, also der Nullstellen von f ′′, die keine
Nullstellen von f oder f ′ sind, ist gleich d, vergleiche Lemma 4.1.10. Ist die Nullstelle
einfach, so ist diese ein kritischer Punkt. Ist sie nicht einfach, so ist sie nach (4.2) ein
attraktiver, aber nicht superattraktiver Fixpunkt und somit auch kein kritischer Punkt.
Die maximale Anzahl der kritischen Punke in dem unmittelbaren Einzugsgebiet ist also
gleich d + 1. Der Grad des Blaschke-Produkt B ist also beschra¨nkt durch d + 2, also
grad(B) ≤ d + 2. Fu¨r alle z ∈ Spur(γ) ∩D (0,R)C gilt: |z −Nf (z)| > 1− ε. Insgesamt
erhalten wir eine untere Schranke fu¨r den Abstand zum Rand.
dist (z, ∂U) ≥ |z −Nf (z)|
((1 + ε)(d+ 2))2 − 1 >
1− ε
((1 + ε)(d+ 2))2 − 1 =: H. (7.1)
K
Fu¨r die Konstruktion der Startpunkte fu¨r den Bereich mit |w| ≤ R bleibt zu zeigen,
dass diese unmittelbaren Einzugsgebiete U nach rechts offen sind. Wie schon in der
Einleitung dieses Abschnittes begru¨ndet, ist γ nach links oder nach rechts unbeschra¨nkt.
Angenommen, γ ist nach links unbeschra¨nkt. Dass heißt, Re (γ(t)) → −∞ fu¨r t → 1.
Dann existiert ein z ∈ Spur (γ) mit Re(z) < −R. Wir verwenden die Darstellung (4.5)
der Newtonfunktion. Mit (4.8) und (4.9) folgt dann |z −Nf (z)| ≥
∣∣∣ e−zzd ∣∣∣ (1− ε)− ε− 1,
wobei ε ∈
(
0, 3
20
√
13
)
ist. Dann folgt mit Lemma 7.2.2:
dist (α(0), ∂U) ≥
∣∣∣ e−zzd ∣∣∣ (1− ε)− ε− 1
(2B′(1))2 − 1 −→∞ fu¨r Re(z)→ −∞.
Wie wir in Kapitel 6 gesehen haben, ist der Za¨hler eine nach unendlich strebende Funk-
tion fu¨r Re(z) → −∞. Das bedeutet, dass der Abstand zum Rand ebenfalls gegen ∞
strebt und das unmittelbare Einzugsgebiet aus dem mo¨glichen Streifen hinausragt, was
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ein Widerspruch ist. Also ist die Kurve γ und damit das unmittelbare Einzugsgebiet von
w mit |w| < R nach rechts unbeschra¨nkt.
7.3 Konstruktion der Startwerte in D(0,R)
Wie wir in Abschnitt 7.2 gesehen haben, enthalten alle unmittelbaren Einzugsgebiete von
attraktiven Fixpunkten der Newtonfunktion von f(z) = p(z)ez − 1 einen Zugang nach
∞, der nach rechts unbeschra¨nkt ist und eine gewisse Breite nicht unterschreitet. Wir
werden Punkte a¨quidistant auf einem Geradenstu¨ck mit einem Abstand kleiner als diese
Breite verteilen. Wie lang dieses Geradenstu¨ck sein muss, haben wir im Wesentlichen
schon in Abschnitt 6.4 behandelt. Es genu¨gt, den horizontalen Streifen zu u¨berdecken,
welcher symmetrisch zur reellen Achse ist und von den unmittelbaren Einzugsgebieten
der Nullstellen w mit |w| > R4 begrenzt wird. Seien ε ∈
(
0, 3
20
√
13
)
und ` ∈ Z. Seien
k > k0 := max { k01 , k02 } und R := max {R4, |zk0| }. Setze
L := R+ C,
wobei C wie in (6.15) ist. Die Startpunkte fu¨r das Newtonverfahren fu¨r den Streifen um
die reelle Achse sind die Punkte der folgenden Menge:
S2 := { z ∈ C | Re(z) = R+ 1 ∧ Im(z) = (1− ε)`H, ` ∈ (−M,M) } , (7.2)
wobei M :=
⌈
L
H
⌉
mit H wie in (7.1).
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8 Beweis, Fazit und Ausblick
8.1 Beweis des Hauptsatzes
Beweis des Hauptsatzes Sei R > 0 und f ∈ Fd,R. Sei k0 := max { k01 , k02 }, wobei
k01 wie in (5.3) und k02 wie in (6.1) sind. Verwende in den Definitionen der Rj fu¨r
j ∈ { 1, . . . , 4 } zusa¨tzlich Rp < R und Rp+p′ < (d+1)R sowie Rp+2p′+p′′ < (d2 +d+1)R.
Setze dann R := max {R4, |zk0| } mit den angepassten Rj.
Seien S1 wie in (5.2) und S2 wie in (7.2). Setze
Sd,R := S1 ∪ S2.
Fu¨r jeden Fixpunkt w von Nf mit |w| > R existiert nach Kapitel 5 in Sd,R genau ein
Approximationspunkt zk ∈ S1. Dieser konvergiert unter Iteration nach Konstruktion
gegen den Fixpunkt w.
Das unmittelbare Einzugsgebiet eines Fixpunktes w mit |w| ≤ R entha¨lt einen Zugang
nach ∞, welcher einen gewissen Mindestabstand zum Rand des unmittelbaren Einzugs-
gebietes hat. Nach Konstruktion der Startwerte liegt dann ein Punkt aus S2 in diesem
Gebiet. Damit konvergiert dieser unter Iteration gegen den Fixpunkt. K
Beispiel 8.1.1
Fu¨r d = 3 und R = 1 und ε = 3
20
√
13
ergeben sich folgende Werte:
R = 36697, L = 40315, H ≈ 0,0586,M = 688139.
Der Vorteil des hier vorgestellten Beweises ist, dass der numerische Wert der Konstan-
ten konkret benannt werden kann. Allerdings sind diese im Allgemeinen sehr groß. Zwei
wesentliche Faktoren treiben die Anzahl der Punkte in die Ho¨he. Die untere Schranke
an k0 aus (5.3) ist der eine wesentliche Term, der zweite ist die Ho¨he des horizontalen
Streifens, in dem sich die Kurve aus Kapitel 6 befindet, vergleiche (6.15). Dies fu¨hrt ver-
mutlich dazu, dass nur die angegebenen Startwerte fu¨r den Bereich D(0,R)C praktische
Anwendungen finden werden.
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Die nun folgende Abbildung vermittelt einen Eindruck der Konstruktion der Startwerte.
Abbildung 8.1: In dieser Abbildung ist die Verteilung der Startwerte aus S2 schematisch
angedeutet. In Wirklichkeit liegen die Punkte wesentlich dichter zusam-
men und das Geradenstu¨ck, auf dem die Punkte liegen, ist weiter in der
rechten Halbebene.
8.2 Diskussion einer alternativen Beweisidee
Die Approximation von ez durch (1 + z/n)n ist ein alternativer Ansatz fu¨r die Untersu-
chung der Newtonfunktion von f(z) = p(z)ez − 1. Da die so erhaltene approximieren-
de Funktion ein Polynom ist, kann nach entsprechender Normierung das Resultat von
Hubbard, Schleicher und Sutherland angewendet werden. Kriete zeigt in [Kri01], dass
die Juliamenge der approximierten gegen die der urspru¨nglichen Funktion konvergiert.
Dies ist ein Indiz dafu¨r, dass dieser alternative Ansatz funktionieren ko¨nnte. Es ist je-
doch zu diskutieren, welche Nullstellen ab welchem Index der Approximation gefunden
werden. Da auch u¨berpru¨ft werden mu¨sste, ob und ab welchem Index der Startwert fu¨r
die Newtonfunktion der approximierten Funktion im Einzugsgebiet der Newtonfunktion
der urspru¨nglichen Funktion liegt, scheint dieser Ansatz sehr komplex zu sein.
Die Mindestbreite der Zuga¨nge nach ∞ ist reziprok abha¨ngig von dem Grad des Po-
lynoms. Dadurch wird der beno¨tigte Abstand zwischen den Startwerten entsprechend
klein, was die Anzahl der beno¨tigten Startwerte in die Ho¨he treibt. Der in dieser Arbeit
gewa¨hlte Ansatz hat den Vorteil, dass fu¨r betraglich große Nullstellen genau ein Start-
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wert genu¨gt. Nur fu¨r betraglich kleine Nullstellen, also dort, wo der polynomiale Anteil
der Funktion f dominiert, beno¨tigt der hier gewa¨hlte Ansatz mehrere Startwerte pro
Nullstelle.
8.3 Ausblick
Es ist sehr wahrscheinlich, dass die hier verwendete Methodik sich auf das relaxierte
Newton-Verfahren anwenden la¨sst.
Eine weitere Funktionen-Klasse, wo eine Erfolgsaussicht besteht, ist die Laguerre-Po´lya-
Klasse. Deimling zeigt in [Dei11], dass, falls ein unmittelbares Einzugsgebiet eines Fix-
punktes der Newtonfunktion einer solchen Funktion keine transzendente Singularita¨t
entha¨lt, sie in diesem Einzugsgebiet konjugiert zu einem endlichen Blaschke-Produkt
ist. Man kann den Abbildungsgrad dieser Blaschkeprodukte gleichma¨ßig beschra¨nken.
Sie erha¨lt zu Lemma 7.2.1 und 7.2.2 analoge Lemmata. Damit ist ein Teil der hier verwen-
deten Methode abgeschlossen. Es besteht somit die Hoffnung, dass ein zum Hauptsatz
a¨hnliches Resultat erzielt werden kann.
Auch die Newtonfunktion der Lo¨sungen der Differentialgleichung u′′+Ru = 0, wobei R
eine geeignet normierte rationale Funktion ist, die Bergweiler und Terglane in [BT98] be-
trachten, hat eingeschra¨nkt auf die unmittelbaren Einzugsgebiete attraktiver Fixpunkte
endlichen Abbildungsgrad, sodass auch hier die Hoffnung auf ein a¨hnliches Resultat be-
steht.
Andere Klassen von Funktionen scheinen den Computerbildern nach ein a¨hnliches Ver-
halten aufzuweisen, wie Funktionen der in dieser Arbeit betrachteten. Als ein Beispiel
ist hier die Riemannsche Zetafunktion zu nennen. Schleicher befasst sich mit dieser in
dem Artikel [Sch08]. Ein weiteres Beispiel sind die Newtonfunktionen der Funktionen
der Form f(z) = p(z)ez + z. In [BFJK14a, Example 7.4] wird ein Vertreter dieser Klasse
betrachtet.
77

Abku¨rzungsverzeichnis
A(w) Einzugsgebiet von einem Fixpunkt w, Seite 22
B Zu Nf Konjugiertes Blaschke-Produkt , Seite 42
D(z0, r) Kreis mit Radius r um z0 ∈ C, Seite 11
H Mindestbreite eines Zugangs nach ∞, Seite 72
K(z) K(z) =
∣∣ ez
zd
∣∣ fu¨r z 6= 0, Seite 26
L La¨nge des Geradenstu¨cks, welches die Startwerte kleinem Betrag entha¨lt,
Seite 73
Rp obere Schranke fu¨r den Betrag einer Nullstelle des Polynoms p, Seite 14
U(w) Einzugsgebiet von einem Fixpunkt w, Seite 22
A Zugang nach ∞, Seite 23
D Einheitskreisscheibe, Seite 11
ΓK Die Kurve ΓK mit K =
∣∣ ez
zd
∣∣, Seite 25
HlΓK , H
r
ΓK
Der Teil der komplexen Zahlen, der links bzw. rechts von der Kurve ΓK ist,
Seite 25
Nf Newtonfunktion von f , Seite 29
dist(z, ∂U) euklidischer Abstand von z ∈ U zum Rand ∂U von U , Seite 15
` (γ) hyperbolische La¨nge einer Kurve γ in der Einheitskreisscheibe D, Seite 17
`U hyperbolische La¨nge einer Kurve γ in einem einfach zusammenha¨ngendem
Gebiet U 6= C, Seite 19
grad(f) Abbildungsgrad von f , Seite 42
λ(w) Multiplikator eines Fixpunktes w, Seite 21
79
Abku¨rzungsverzeichnis
∂G Rand eines Gebietes G in Ĉ, Seite 11
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