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Absfracr: This paper describes a simple algorithm for calculat- 
ing the carryover term fi in the conjugate-gradient method. The 
proposed algorithm incorporates an orthogonality correction as 
well as an automatic restart. Its performance is compared with 
alternate /3 forms reported, using five test functions and two 
cases of parameter estimation. 
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Nomenclature 
b 
; 
g 
H 
n 
X 
iB 
; 
E 
0 
* 
f, 
n X 1 vector of constants, 
scalar constant, 
objective function, 
n x 1 gradient vector, 
n X n real symmetric matrix 
number of independent variables, 
n x 1 vector of independent variables; 
Greek 
step length in the direction of search, 
carryover term, 
orthogonality correction factor, 
n x 1 direction vector, 
positive prescribed constant; 
Superscripts 
initial value, 
optimum value, 
iteration number, 
transpose. 
1. introduction 
The method of conjugate gradient (CGM) was 
first introduced by Hestenes and Stiefel [I] as a 
tool for solving a set of simultaneous linear alge- 
braic equations. For this purpose, they applied the 
Gram-Schmidt orthogonalization procedure [2] to 
develop a set of conjugate vectors using the lin- 
early independent gradient vectors as the base. 
In applying CGM to minimize a quadratic 
function 
f(x) = +x*Hx + bTx + c, (1) 
one calculates in each iteration the new direction 
of search by 
[I+’ = _gl+i + P’(‘* (2) 
The initial direction of search is to = -go, in 
other words, the search starts in the direction of 
steepest descent. 
The movement in each direction of descent is 
obtained from, 
X 
i+1 = xi + &(.I 
(3) 
where LY’ being the step length in the direction 5’ is 
determined by a univariate search seeking a local 
minimum of f(x) in the direction [‘. 
Since the direction vectors .$’ and 4”’ are con- 
jugate, they have to satisfy the condition, 
(<‘+‘)THti=O. (4) 
By substituting for [‘+’ and .$‘, respectively, from 
(2) and (3) into (4), we get 
)+I _ g,)Tg,+~ 
;,,+I _gt)T5, ’ (5) 
Powell [3] used (5) for calculating p’. From the 
orthogonality condition 
( gr)rg;+r = 0. (6) 
Furthermore, if the one-dimensional search for 
finding a(’ in (3) is perfect and free of any numerical 
errors, then 
(gj+i)TSl=O. (7) 
When the conditions (6) and (7) hold well, 
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Fletcher and Reeves [4] proposed to calculate, 
p = (b++l)Tgr+’ 
( 81)Tg’ 
As long as a function is well represented by a 
quadratic throughout the search, the carryover term 
/?‘, as calculated from (8) will contain useful infor- 
mation and the minimum may be located in ut- 
most n iterations for a quadratic of n variables. 
However, for nonquadratics if the starting point 
x0 is a poor approximation, the error developed in 
pi due to the initially distorted nature of the 
function proves to be detrimental to convergence. 
To overcome this drawback, Fletcher and Reeves 
[4] suggested to revert to the direction of steepest 
descent (5 = -g) after every n or (n + 1) itera- 
tions. 
Relaxing the condition of orthogonality (6), at 
the same time assuming a perfect line search in the 
current iteration, i.e., satisfying (7), Dixon [5] sug- 
gested to calculate, 
p, = (g’+’ _ g’)Tg’+’ 
_(gi)T<’ . 
However, assuming a perfect line search 
throughout Polak and Ribiere [6] modified (9) as 
follows: 
p’ = 
tgi+’ _gr)Tgi+~ 
(gi)Tg’ . 
Incorporating some of the features of the 
quasi-Newton algorithm into the conjugate-gradi- 
ent procedure, Perry [7] proposed to calculate, 
p,= [(gi+l _gi)_ai~~]Tg~+l 
(g r+~ _ g,)T5, ’ 
Mukai [8] assumed that orthogonality condition 
(6), holds well but the one-dimensional search is 
perfect only in the current iteration. This results 
into, 
pi = (g’+‘)Tg’+l 
-(g’)T[’ . 
(12) 
In the present paper, the authors suggest a For the Rosenbrock’s function, in less number 
simple algorithm for automatic orthogonality cor- of function evaluations (NFE), the present algo- 
rection of the search vectors; in doing so, restart is rithm performs better than the equations (5) and 
also automatically applied even before n or (n + 1) (11) and much better than others. In case of the 
iterations are performed. Results of testing the helical valley function, in the same NFE, equation 
algorithm with several multivariable functions are 
presented, along with those calculated by the 
authors using (5) and (8)-(12). 
In addition, performance of the algorithm is 
tested in two typical cases of parameter estimation 
for highly nonlinear chemical engineering models. 
2. Algorithm 
Rearranging (lo), 
p’ = )I(1 - Y’) 
where 8’ is given by (8), and 
(13) 
v* = (dTd+l 
(gi+l)Tgi+l ’ (14) 
If the two consecutive gradient vectors g’ and 
g ‘+I are orthogonal, then i’ = 0 and p’ = PI. On 
the other extreme, if V’ = 1, then p’ = 0 and the 
search automatically reverts to the direction of 
steepest descent. Hence, magnitude of Y’ as de- 
fined by (14) represents a deviation from ortho- 
gonality of the gradient vectors. Therefore, the 
proposed algorithm works as follows. 
(1) If IV’] -z E where E is a small prescribed posi- 
tive constant, then /3’ = B’, thus the formula of 
Fletcher and Reeves is used. 
(2) If ]yi( > E, then /? is calculated from (lo), 
i.e. using the formula of Polak and Ribiere. 
3. Testing 
Five typical test functions of various dimen- 
sions (Table 1) are used to compare the perfor- 
mance of the proposed algorithm with several 
forms of pi ((5), (8)-(12)). These functions are 
minimized starting from the same initial values of 
variables as given in Table 1. The converged re- 
sults are presented in Table 2. While comparing 
these results, it must be borne in mind that only 
(5) represents the derived form of p’, whereas (11) 
incorporates an additional term. Rest of the equa- 
tions (9), (lo), (8) and (12), in that order, are based 
on different assumptions. 
B.S.N. Murr_y, A. Husarn / Orthogonoli!,~ correction in coqugare gradrent merhod 301 
(5) provides the best result followed by (11) and On the overall basis, a proper choice of E seems to 
the present algorithm. be in a range 0.150 to 0.200. 
For sum of the two exponentials, the result 
obtained by the present algorithm is the best of all. 
For the Powell’s quartic, all the results are more or 
less on the same level in almost the same NFE. 
For the extended Powell’s function, the present 
algorithm provides the best result. 
Thus the results given in Table 2 clearly indi- 
cate superiority of the present algorithm. 
5. Parameter estimation 
Case 1 (Heat conduction problem ([14]). It has 
to solve a partial differential equation relating 
temperature as a function of position on a rectan- 
gular plate (5 x 4 units) with an internal source of 
heat. An approximation to the partial differential 
equation is obtained by replacing derivatives with 
central differences, which are established on a 
regular square mesh. Out of the twelve mesh points, 
by symmetry only four have different tempera- 
tures - T,, T,, T,, T,. Four nonlinear simultaneous 
equations thus obtained are, 
4. Choice of E 
In order to arrive at the proper choice of E, 
three test functions, namely of Rosenbrock’s, 
Powell’s quartic and extended functions, are mini- 
mized for various values of e using the present 
algorithm. The converged results are given in Ta- 
ble 3 including the number of times the ortho- 
gonality correction is applied. It can be seen from 
the tabulated values that for the Rosenbrock’s 
function the best choice of E lies in the range 
0.175-0.200, for the Powell’s quartic 0.100-0.165 
and for the extended Powell function 0.100-0.185. 
The above values indicate that the choice of E is 
rather function dependent. However, this cannot 
be conclusive in the light of limited data available. 
Table 1 
Test functions 
z2 = TI + 
T;’ - 15OT, + 400 
40 
i T4=0, 
T; - 19OT, + 400 
(15) 
z3 = 2T, + 
40 
+ T4=0, 
zq = Td’ - 15OT, + 4OT, + SOT, + 400 = 0. 
Equations (15) are solved for Tit T,, T3 and T4 
NNIle Dimension f(x) x0 x* /*(x) 
Banana function 2 100(x, - x:,2 +(I - X,)2 (-1.2,l) (1.1) 0 
Rosenbrock [9] 
Helical valley 3 
/ 
100(x, - 108)2 +(\iX: + X; - 1)2 + .x: (-1.0.0) (1.0.0) 0 
in x3 direction. where 
Fletcher & Powell [lo] 
@=-&tan-‘(x,/r,); x,>O 
@=-&tan-‘(x,/r,)+~; X, < 0 
Sum of two 
exponentials, 
Box [ll] 
2 ,[ [(exp(- x,l,)-exp(- x,r,)) 
-(exp( - f,)-exp( - 10r,))12 
where I, = O.li 
(0.20) (1,10) 0 
Quartic with 4 (x, +10x,)2 +5(x, - X4)2 (3, -l,O,l) (0.0.0.0) 0 
singular Hessian, +(x2 -2x,)4 +10(X, - x4)4 
Powell [12] 
Extended Powell 
function 113) 
80 f KG-3 +10%_2)2 +Xx,,_, -X4,)2 (3, - 1.0. 3. 3. - 1.0, (0) 0 
r-l 
+(*4,-2-2*4,_,1)4+10(~q,_j-Xq,)41 3 ,...* 3, -1.0,3) 
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Table 3 
Converged results showing effect of E; S, = Number of times Step 1 is used; S, = Number of times Step 2 is used 
Function e = 0.100 P = 0.150 
Rosenbrock's function NFE = 51-53 
f*(x) 2.06E-16 l.O6E-16 
St 6 6 
Sa 19 19 
Powell’s quartrc NFE = 53-54 
/*fx) 6.56E-07 6.56E-07 
St 9 9 
s2 15 15 
Extended Powell function NFE = 140-144 
f*(x) 2.9E-06 1.24E-10 
St 41 28 
s2 13 24 
E = 0.165 E = 0.175 E = 0.185 e = 0.200 E = 0.300 
2.06E-16 9.37E-19 l.l2E-20 l.lZE-20 2.14E-19 
6 5 5 5 6 
19 17 17 17 16 
6.56E-07 2.48E-05 2.48E-05 2.48E-05 1.68E-05 
9 13 13 13 12 
15 11 11 11 12 
1.24E-10 1.24E-10 1.24E-10 3.71E-07 3.11E-05 
28 28 28 31 43 
24 24 24 21 11 
Table 4 
u, Yr u, Y/ 
4.00 0.1957 0.1670 0.0627 
2.00 0.1947 0.1250 0.0456 
1.00 0.1735 0.1000 0.0342 
0.50 0.1600 0.0833 0.0323 
0.25 0.0844 0.0714 0.0235 
0.0625 0.0246 
Table 5 
Converged results of parameter estimation 
by minimizing the composite function, 
4 
f(T)= c z,‘. 
1 
Case y(Enzyme problem 1151) Find the param- 
eter values x = (x1, x2, x3, x4)T so that the sum of 
squares, 
07) 
Powell 
(5) 
Fletcher 
& Reeves 
(8) 
Dixon 
(9) 
Polak & 
Ribiere 
(10) 
Perry 
(11) 
Mukai 
(12) 
Present 
algorithm 
Reported 
1. Heat conduction 
e = 0.20 [I41 
NFE 29 29 29 29 29 29 29 
f’(x) 2.33E-05 5.42E-08 2.33B05 2.23E-05 2.33E-05 5.42E-08 9.29E-10 
Tl 4.85154 4.85202 4.85154 4.85154 4.85154 4.85136 4.85205 4.85205 
=2 6.05371 6.05445 6.05371 6.05371 6.05371 6.05220 6.05449 6.05449 
=3 6.40261 6.40410 6.40261 6.40261 6.40261 6.40316 6.40419 6.40419 
r, 8.13713 8.13824 8.13713 8.13713 8.13713 8.13699 8.13831 8.13831 
2. Enzyme problem 
E = 0.15 1151 
NFE 72 73 70 72 72 72 69 
P(x) 0.3108E-03 0.3108E-03 0.3107E-03 0.3105B03 0.3106E-03 0.3111 E-03 0.3104E-03 0.3104B03 
x1 0.1936 0.1936 0.1938 0.1932 0.1932 0.1930 0.1930 0.1920 
x2 0.1804 0.1867 0.1756 0.1850 0.1915 0.1767 0.1934 0.1912 
x3 0.1244 0.1288 0.1207 0.1231 0.1281 0.1166 0.1244 0.1230 
x4 0.1305 0.1332 0.1299 0.1331 0.1353 0.1297 0.1368 0.1360 
. 
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is minimized for the values of y, and U, as given in 
Table 4. 
The converged results for both the case-studies 
are presented in Table 5, along with the reported 
values of the parameters. For Case 1, Surkan and 
Wu [14] applied a steepest descent search followed 
by Newton-Raphson. It is clear that only the 
present algorithm has computed correct values of 
all the four parameters in equal NFE. Neither 
equation (8) nor (10) alone could compute these 
values correctly, although both the equations are 
incorporated in the proposed algorithm. 
For Case 2, Law and Farris [15] used transfor- 
mational discrimination method as proposed by 
them. Here also the present algorithm provided 
the best possible match among the parameter val- 
ues in less NFE. Even the results reported in [15] 
for this problem obtained by different methods do 
not show complete match among the parameter 
values for the same value of f*(x). 
6. Conclusion 
A simple algorithm is described to calculate 
carryover term /3 in the conjugate gradient method 
which ensures that the direction vectors remain 
mutually conjugate. This is achieved by applying 
an orthogonality correction whenever needed. The 
restart procedure is automatically applied, even 
before ‘n’ iterations are performed. Superiority of 
the algorithm is demonstrated by its performance 
in minimizing functions upto 80 variables and two 
typical cases of parameter estimation of highly 
nonlinear models. 
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