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We study Mn substitution for Ti in BaTiO3 with and without compensating oxygen vacancies using density
functional theory (DFT) in combination with dynamical mean field theory (DMFT). We find strong charge
and spin fluctuations. Without compensating oxygen vacancies, the ground state is found to be a quantum
superposition of two distinct atomic valences, 3d4 and 3d5. Introducing a compensating oxygen vacancy at
a neighboring site reduces both charge and spin fluctuations due to the reduction of electron hopping from
Mn to its ligands. As a consequence, valence fluctuations are reduced, and the valence is closely fixed to the
high spin 3d5 state. Here we show that inclusion of charge and spin fluctuations is necessary to obtain an
accurate ground state of transition metal doped ferroelectrics.
PACS numbers: 74.70.Xa, 74.25.Jb, 75.10.Lp
I. INTRODUCTION
Multiferroics respond to both electric and magnetic
fields, and their coupling is an exciting field of research
for both understanding their fundamental physics and for
potential device applications. One promising route to
magnetoelectric materials is to dope ferroelectrics with
magnetic ions1–4. Such materials are of interest for elec-
tronics that can integrate data processing and mem-
ory operation in a single solid state device1,2,5,6. Many
commercial transducer materials are doped with tran-
sition metal impurities to improve piezoelectric proper-
ties, mechanical quality factor, and coercive field, and
to decrease electrical conductivity1–3,5–15, but the ex-
act role of the doped impurities is unclear. Defect
dipoles formed by transition metal dopants with oxy-
gen vacancy neighbors can greatly enhance electrome-
chanical coupling16–20. Thus, the electronic structure of
transition metal dopants is of great interest in general,
and in particular in multiferroics and dilute magnetic
semiconductors21,22.
When a transition metal ion is doped into a classic
ferroelectric material like BaTiO3, whether the impurity
would be an acceptor or a donor of electrons depends on
the number of valence electrons and 3d occupation, i.e
oxidation state. Valence, charge, or oxidation state are
concepts commonly used in chemistry. Oxidation state is
an ill-defined quantity in quantum mechanics, although
it has proven extremely useful in chemical intuition23–29.
Oxidation state can be a point of confusion as very of-
ten the charge or oxidation state of a cation differs sig-
nificantly from the Born transverse effective charges, or
the static charges computed by projection onto local or
Wannier orbitals or from orbital occupations24–28. The
d-occupation remains invariant in charge order driven
metal-insulator transitions24, but does depend on the
choice of orbitals. The d occupation is also related to
the ion magnetic moment.
Mn commonly has three different oxidation states
(Mn4+, Mn3+, Mn2+) in perovskites. Mn4+ and Mn2+
have an electronic configuration of d3 and d5 respectively,
or half-filled t2g or t2g+eg manifolds in octahedral sym-
metry. Which states of valence the paramagnetic ions
are incorporated into the BaTiO3 and other perovskites
is an open and long standing problem7–15. The mag-
netic moment of Mn substituting for Ti on the B-site
in Mn doped BTO without any compensating oxygen
vacancy is 3 µB (Mn
4+)18,30 in conventional DFT and
DFT+U. Electron paramagnetic resonance (EPR) and
X-ray photoelectron spectroscopic measurements on Mn
doped BTO show that Mn can exist in various charge
states in BTO; some EPR measurements performed on
Mn doped BTO nanoparticle show a high spin state of
Mn with the moment of 5 µB (Mn
2+)6, whereas Mn4+
with 3µB is also found
7. The oxidation state of the Mn
depends on the oxygen fugacity during growth or anneal-
ing, and depends on the concentration of compensating
oxygen vacancies or other impurities and defects. Using
density functional calculations, Nossa et al. found that
depending on the oxygen vacancy, Mn ions in BaTiO3
can exist either on high spin state ( Mn2+ ) or low spin
state (Mn4+)18.
In this paper, we carefully investigate electronic struc-
ture of Mn doped BTO with and without compensating
O-vacancies in the paramagnetic phase of Mn. Using a
state-of-the-art DFT+DMFT method, we focus on un-
derstanding the charge and spin states Mn exhibits in
these prototypical systems in order to combine both d0
states and partially occupied d -states to unite ferroelec-
tricity and magnetism in one material. We compare our
results with conventional DFT and DFT+U in the fer-
romagnetic phase of Mn. We then describe the effects of
oxygen vacancies on the charge and spin fluctuations of
Mn and explore the change in local magnetic moment of
Mn.
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2II. METHODS AND STRUCTURAL DETAILS
To understand better the electronic structure of tran-
sition metal dopants in dielectrics, in general, and
MnTi±VO in BaTiO3 in particular, we use dynamical
mean-field theory (DMFT)31, a sophisticated method,
which includes quantum dynamical effects, and takes
into account both valence and spin fluctuations. In
contrast, DFT includes only average interactions, and
DFT+U includes only a single configuration, ignoring
multiplet effects. DFT+DMFT has been very suc-
cessful in describing strongly correlated materials like
high temperature superconductors, Mott insulators and
several transition metal bearing compounds32–41. In
DFT+DMFT, the self-energy that samples all local skele-
ton Feynman diagrams is added to the DFT Kohn-
Sham Hamiltonian31,42. This implementation is fully
self-consistent34,42. The iterations stop after full conver-
gence of the charge density, the impurity level, the chem-
ical potential, the self-energy, and the lattice and impu-
rity Green’s functions. The lattice is represented using
the full potential linear augmented plane wave (LAPW)
method, implemented in the Wien2k43 package in its
generalized gradient approximation (Wu-Cohen-GGA)44.
The continuous time quantum Monte Carlo method is
used to solve the quantum impurity problem and to ob-
tain the local self-energy due to the correlated Mn 3d or-
bitals. The self-energy is analytically continued from the
imaginary to real axis using an auxiliary Green’s func-
tion to obtain the partial density of states. A fine k-point
mesh of at least 4× 4 × 4 k-points in Monkhorst-Pack
k-point grid and a total 40 million Monte Carlo steps
for each iteration are used for the paramagnetic phase of
the Mn doped BTO at T=300K. The Coulomb interac-
tion U and Hund’s coupling JH are fixed at 6.0 eV and
0.8 eV, respectively45, and we have tested varying these
parameters. We use the fully localized limit (FLL) dou-
ble counting46, as well as “exact” double counting47. For
DFT and DFT+U, we use the all electron LAPW method
as implemented in Wien2k43. The same U and JH of
6.0 eV and 0.8 eV are used for DFT+U computations
respectively.
We study a paramagnetic Mn dopant in a supercell
with (MnTiVO) and without (MnTi) a neighboring com-
pensating oxygen vacancy using DFT-DMFT48 computa-
tion at room temperature. Two 2×2×2 supercell struc-
tures are considered here; one structure with one Mn-
replacing Ti atom, and the other structure is with Mn-
replacing Ti with an Oxygen vacancy next to the Mn
atom along c-axis. These structures were optimized using
DFT+U as implemented in ABINIT49,50 and also used
in Ref.18 to understand the role of Mn doping in BTO.
For DFT computations, we consider ferromagnetic order
with a single Mn-atom in the supercell.
(a) (b) 
(c) (d) 
FIG. 1. (Color online) (a) Schematic representation of the
structure for Mn-doped (at Ti-site) BaTiO3 without any com-
pensating oxygen vacancy. Isosurface plot of electron den-
sity difference between (b) DFT and DFT+ U (c) DFT and
DFT+DMFT and (d) DFT+U and DFT+DMFT methods.
The green or red means increase or decrease of 0.85 × 10−3 e
/ A˚3 upon the DMFT calculation.
III. RESULTS AND DISCUSSIONS
Firstly, we describe the effects of a Mn impurity with-
out any compensating oxygen vacancy (MnTi). The
charge density ρ(r) is computed using spin-polarized
DFT, DFT+U, and DFT+DMFT (Fig. 1). The differ-
ence in ρ(r) in DFT and DFT+U shows that DFT places
more charge on the Mn atoms compared to DFT+U
(Fig1b). DFT+DMFT always places more charge on the
Mn atom than other two methods.
To better understand these differences, we compare
the total and the partial densities of states (DOS) for
spin-polarized DFT, DFT+U, and DFT+DMFT (Fig.
2). The partial DOS shows that most of the contribu-
tion around EF is from O-atoms (Fig. 2a-c). The 3d
-occupation is consistent with Mn4+ in both DFT and
DFT+U, as found in previous DFT-based studies18,30
(Table I). Although the non-magnetic DFT predicts the
occupation to be 4.65, it puts the Mn d orbital at EF ,
and results a metallic solution30. The magnetic moment
in DFT+U is 2.67 µB inside the Mn muffin-tin sphere,
0.24 µB for the interstitial, and 0.09 µB inside the other
spheres, giving a total moment of 3.00 µB (Table I). The
equal magnetic moment in DFT and DFT+U can also
be noticed from from the integration of the spin-density
(Fig. 2d) of the d orbital until EF .
The computed Mn 3d occupation in DFT+DMFT is
4.44, and the average fluctuating local moment is 2.90µB .
We compare our results with different double counting
3Method System Magnetic Moment (µB) Occupation Band Gap (eV)
NM-DFT MnTi – 4.65 0.00
SP-DFT MnTi 3.00 3.16(up),0.87(dn) 1.46
DFT+U MnTi 3.00 3.42(up), 1.07 (dn) 1.70
DFT+DMFT MnTi 2.90 4.44 1.14
NM-DFT MnTiVO – 4.79 0.00
SP-DFT MnTiVO 4.47 3.78(up), 0.51 (dn) 0.00
DFT+U MnTiVO 5.00 3.34(up), 0.34 (dn) 1.15
DFT+DMFT MnTiVO 4.05 4.80 1.80
TABLE I. Computed magnetic moment (in µB), occupation of Mn d-orbital, and band gap(eV) for Mn in BaTiO3 with and
without O-vacancy obtained within non-magnetic (NM) DFT, spin-polarized(SP) DFT with ferromagnetic order, DFT+U and
DFT+DMFT methods. Here DFT+DMFT is performed in paramagnetic phase of the materials and the magnetic moments in
DFT+DMFT represent the average fluctuating local moment; the occupations in DFT and DFT+U are obtained by integrating
the projected DOS to the Fermi energy.
SP-DFT
(a)
DFT+DMFT
(d)
𝜌↑- 𝜌↓
(c)
(b)
DFT+U
FIG. 2. (Color online). Spin decomposed total and projected densities of states (DOS) computed in (a) DFT, (b) DFT+U,
and (c) DFT+DMFT methods for Mn substitution of Ti in BaTiO3 without any compensating oxygen vacancy ( MnTi); (d)
Computed spin density (ρ↑ − ρ↓) with DFT and DFT+U (d) for the same system.
(DC) schemes; a fully localized limit form of double
counting or FLL as introduced in Ref.46, “nominal” DC
as introduced in42,51 and “exact” double counting47. We
use both density-density form of the Coulomb repulsion
(Ising) and the full Coulomb repulsion (Full) in rota-
tionally invariant Slater form (Table II)52. Changing U
does not affect the d-occupation significantly. Keeping
JH=0.8 eV and varying U from 2 eV to 6 eV, the occu-
pation changes from 4.74 to 4.78. Also keeping U fixed
at 6 eV and varying JH from 0 to 1.2 eV, the occupation
changes from 4.30 and 4.40 and reaches its maximum
value of 4.77 for JH=0.8 eV.
We next discuss the results for Mn doped BTO with
a compensating oxygen vacancy along the z-direction
(MnTiVO)
18. Interestingly, the computed occupancy of
MnTi -VO is found to be 3d
5 in either DFT, DFT+U, or
DFT+DMFT (Table I). For DFT and DFT+U, we find
the moment to be 4.47 and 5.00 µB respectively for the
entire cell. In DFT+U, the moment in the Mn muffin-tin
sphere is 4.28 µB , in the interstitial is 0.51 µB , and the
other spheres have a moment of 0.21 µB , giving a total
of 5.00 µB for the cell. Whereas the magnetic moment
computed in DFT and DFT+U are for the ferromagnetic
phase, for DFT+DMFT we compute the average fluctu-
ating moment (< mz >) in the paramagnetic phase of
Mn using the formula : < mz >= 2 ×
∑
i Pi × |Sz|i,
where Pi is the probability of the i
th multiplet in the
CTQMC impurity solver and |Sz|i is the absolute value
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FIG. 3. (Color online). DFT+DMFT computed atomic histogram of the Mn 3d shell for Mn substituted BaTiO3 (left) without
(MnTi) and (right) with (MnTiVO) compensating oxygen vacancy: (a -b)decomposed in number of particles N and (inset)
spin-state (SZ); probability distribution for all 2
10(=1024) atomic configurations sorted for each N (c-d) and for each spin-state
(e-f); N and SZ values are denoted with various colors.
DC Coulomb nd
Exact Ising 4.44
Exact Full 4.39
Nominal Ising 4.75
FLL Full 4.76
FLL Ising 4.77
TABLE II. DFT+DMFT computed occupation of d-orbital
in MnTi using different double counting and Coulomb
schemes42,46,47,51,53.
of the corresponding moment. In DFT+DMFT the mag-
netic moment is mostly concentrated on the magnetic ion;
the induced moment on the interstitial charge or other
non-magnetic ions in the unit cell is very small. Hence we
can compare DFT+DMFT local moment with the total
moment of the cell within DFT and DFT+U calculations
(table I).
We now discuss the valence fluctuations of Mn in
DFT+DMFT, where the ground-state wave function is
not restricted to being a single multiplet, as in DFT+U.
On a single atom, there are 1024 different possible multi-
plets for d-electrons, characterized by different valences,
orbital occupations, and spins34. The histograms in Fig.
3 describe the probability of finding a Mn atom in the
solid in each multiplates, and show that any method
that considers only a single multiplet, such as even sin-
gle determinant group state Quantum Monte Carlo will
only be approximate. We find many occupied multiplets,
such as 3d3, 3d4 and 3d5 with a maximum occupation of
3d4 for MnTi and 3d
5 for MnTi-VO (Fig. 3a-b). With-
out compensation, we find only about 5% weight in the
most probable configurations. With a compensating va-
cancy, the fluctuations are smaller, but still there is only
about 20% weight in the most likely multiplets. In MnTi
the sum of the probabilities are found to be 0.43, 0.34,
0.09 respectively for N=4, 5, and 6. Thus the system
is in a mixed valence state with an average d occupa-
tion of ∼ 4.4. For MnTi-VO, the sum of the probabili-
5(a)
(b)
FIG. 4. (Color online) DFT+DMFT computed squared
fluctuating local moment or the averaged spin-spin correlation
function (a) for Mn substituted BaTiO3 without (MnTi) and
(b) with compensating oxygen vacancy (MnTiVO).
ties are 0.28, 0.57, 0.11 for N=4, 5, and 6 respectively.
The difference in probabilities between N=4 and N=5
reduces with compensating oxygen vacancy in MnTiVO
(Fig. 3b); the probability for N=5 increases and becomes
the most probable state. This leads to an increase in av-
erage 3d occupation from 4.4 to 4.8 with compensating
O-vacancy.
The histograms of the CTQMC (Inset of Fig. 3a-b)
show the largest probability for the spin state Sz=1.5
for MnTi and Sz=2.5 for MnTiVO. The histograms also
show strong spin fluctuations. To identify the associated
spin state for each eigenstate, we present them in vari-
ous colors in Fig. 3(e-f). Here the first (last) few states
with a particular N show the high (low) spin state (Fig.
3c-f). For MnTi, we clearly see the spikes in probability
for the high spin states (Sz= 2, 2.5) at the beginning of
the constant N interval as well as for the low spin states
(Sz= 0, 0.5), at the end of the constant N interval (Fig.
3c and 3e). For MnTiVO we see spikes in probability for
high spin states (Sz=2, 2.5) are dominated than that for
the low spin states (Sz= 0,0.5) (Fig. 3d and 3f) for N=4
and N=5. The overall probability distribution changes
significantly with oxygen vacancy and peaks mainly for
N=5 and Sz= 2.5. Thus both the charge and spin fluctu-
ations are reduced in MnTiVO since the hopping of the
electrons from Mn to neighboring oxygen is reduced due
to the compensating vacancy. The dominance of the Sz =
2.5 configuration implies that Mn in BTO has a predom-
inantly high spin state in MnTiVO. The increase in mag-
netic moment with O-vacancy, as found in Table I, can
be explained from the DFT+DMFT computed time av-
eraged spin-spin correlation function (<S(τ=0)S(τ=0)>)
or the squared fluctuating local moment (Fig. 4), where
we find an increase in the local moment in MnTiVO.
Reduced fluctuation and increased probability for elec-
tron to spend more time in the high spin states with O-
vacancy gives rise to the increase in average fluctuating
local moment.
IV. CONCLUSIONS
Unlike previous density functional based studies yield-
ing either high ( Mn2+ ) or low spin ( Mn4+ ) state
of Mn in BaMn1−xTixO3 with and without compensat-
ing oxygen vacancy respectively, DFT+DMFT predicts
a mixed valence state of Mn in either system. With-
out compensating oxygen vacancies, the ground state in
DFT+DMFT is found to be a quantum superposition of
two distinct atomic valences, 3d4 and 3d5. Introducing
a compensating oxygen vacancy at a neighboring site of
Mn reduces hopping of electron from Mn to its ligand.
This results in reduction of both charge and spin fluc-
tuations. We conclude that the charge and valence fluc-
tuations in 3d-transition metal doped BTO are strong,
and are not captured by conventional DFT or DFT+U.
DFT+DMFT predicted average valence of Mn in BTO is
3d2+ and 3d3.5+ with and without compensating oxygen
vacancy respectively. The most important result pre-
sented here are the extreme fluctuations predicted, with
only a small fraction in any given multiplet, and very
different from DFT+U which assumes a single multiplet
to be occupied. Even very accurate methods such as
diffusion Monte Carlo generally consider only a single
Slater determinant for solids. DFT+DMFT gives a new
insight into the fluctuating states in correlated solids,
which is presently challenging to represent by other stan-
dard methods. Our predictions of valence fluctuations in
transition metal doped ferroelectrics can be verified, as
was done in heavy Fermion system through hard X-ray
photoemission study54, in topological Kondo insulators
through muon spin relaxation studies55,56 and in per-
ovskite through Mossbauer spectroscopy57 and NMR58.
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