In this paper, the building energy performance modelling tools TRNSYS (TRaNsient SYstem Simulation program) and TRNFlow (TRaNsient Flow) have been used to obtain the energy demand of a domestic building that includes the air infiltration rate and the effect of natural ventilation by using window operation data. An initial model has been fitted to monitoring data from the case study, building over a period when there were no heat gains in the building in order to obtain the building infiltration air change rate. After this calibration, a constant air-change rate model was established alongside two further models developed in the calibration process. Air change rate has been explored in order to determine air infiltrations caused by natural ventilation due to windows being opened. These results were compared to estimates gained through a previously published method and were found to be in good agreement. The main conclusion from the work was that the modelling ventilation rate in naturally ventilated residential buildings using TRNSYS and TRNSFlow can improve the simulation-based energy assessment.
Introduction
Heating, ventilation, and air-conditioning of buildings account for a significant part of global energy consumption [1] . Studies have determined that buildings represent more than 40% of total energy consumption in the European Union [2, 3] . Efforts have been made to reduce the energy demand of buildings by reducing losses through the envelope, generally through improving insulation. Energy strategies have emerged at a European level, with building energy certifications becoming a requirement in order to implement energy audits in order to apply energy saving measures [3] .
Energy demand reduction in domestic buildings is a key international issue, both to decrease carbon emissions and to improve energy security, but also to the householder, who faces increasing energy bills. Space heating and air conditioning are responsible for the largest energy demand in cold and hot climates, respectively. In both cases, balancing air infiltration is key to ensure both low energy demand and a healthy internal environment. In domestic dwellings where ventilation is still supplied by purge ventilation (UK or Spain for example), ventilation practices and rates vary significantly.
Methods that can provide better estimates of air change rates on a house by house basis are valuable when understanding energy demand reduction measures in the home [4] . The most significant energy losses occur through the envelope, due poor insulation, ventilation, and infiltration. Additionally, studies have shown that losses due to air leaks can generate problems of lower thermal comfort, in addition to a deterioration in ventilation systems [5] .
Methods have been developed to determine the building air change rate (ACR) in residential buildings [1] and its impact on the energy performance studied within cold climate countries [5] . The most widespread technique used is the blower door test that quantifies the flow of air due to losses when a pressure difference is applied in a sealed building. There have been several infiltration studies over the last few decades [6] and there are standards to govern the determination of the air infiltration rate, the most utilized being the European Standard EN 13829 [7] .
The quantification of ventilation rates has been a matter of interest in research over the last century, however there is little work evaluating how purge ventilation and behavioral patterns affect whole house energy consumption [4] . Although other measurement techniques, such as use of tracer gas, and steady-state analysis of CO 2 concentrations [8] , have been developed, the main drawbacks are usually the cost and on-site implementation. Also, these measurement methods limit the estimation of infiltration to a specific moment and are unable to characterize a wide range of building operating conditions usually required in modelling and simulation [4, 9] .
Although studies indicate that heating energy demand derived from air infiltration can be considerable [6] , the oversimplification of its treatment in modelling and analysis is recognized [1, [10] [11] [12] . In residential buildings where natural ventilation is not controlled, the prediction of air change rate is complicated by its dependence on temperature difference and wind speed. There are studies that have shown the variability of infiltration rates [13] that depend on window position and local wind conditions and therefore fluctuate considerably. Simple representations of ventilation and infiltration rates are therefore unlikely to be adequate [14] .
UK building regulations require that the airtightness must be less than 10 m 3 /m 2 h at 50 Pa [15] . Studies have found that there is little difference in airtightness between naturally and mechanically ventilated dwellings in the UK [16] . The infiltration rate in an UK dwelling vary between 0.02 and 2.77 h −1 , and probably less than 1.13 h −1 for a detached house [17] .
In the assessment field, software programs for simulating the building energy performance have become essential tools, for example, Energy Plus, DOE-2, TRNSYS (TRaNsient SYstem Simulation program), or ESP-r (Environmental Systems Performance-Research) [1, [9] [10] [11] [12] [13] [14] [18] [19] [20] [21] , which typically assume constant air infiltration rates [12] . A number of assumptions need to be made and these can vary between buildings, hence model calibration is an important factor [19] . In the calibration process, a model is developed through observed data recorded from the real system and is adjusted to obtain predicted results in order to align with either energy demand or indoor temperature and it is systematically evaluated, the most common method being from ASHRAE [22] . This paper combines the modelling tool TRNSYS with monitoring data to generate hourly mean air change rate (ACR) estimates. The results are compared to published work [4] by the authors, to gain confidence in the method. The paper describes the approach, studies ACR in natural ventilated buildings, and the impact of ACR on energy demand.
Description of the Experimental System and Methods

Building Description
The two-storey house used for the study was built in 1970 and is a 140 m 2 detached building sited in a residential area located in Loughborough, within the UK East Midlands (Figure 1 ). The living spaces are placed in the ground floor and the first floor. The ground floor area is 64 m 2 (without the garage and the utility, which are not considered habitable spaces), the first floor area is 76 m 2 , and the height is 2.7 m in both levels. The house's main entrance orientation is South East. Walls are solid masonry for the external layer and there is insulation and plaster board on the internal side of the façade (U-value = 0.10 W/m 2 K). The roof shape is gable roof and the area under the roof is non-habitable (U-value = 0.35 W/m 2 K). The floor is covered with concrete insulation and wood (U-value = 0.35 W/m 2 K). In addition, the internal walls are made with plaster board and mineral wool (U-value = 0.37 W/m 2 K).
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Measurement and Monitoring
This work was developed using data from the LEEDR (Low Effort Energy Demand Reduction) project home energy dataset that supports this work, together with a full description of the measurement devices, calibration details, data visualization, etc. can be freely downloaded [23] . Data from January to April 2013 was used. Measurements include gas volumetric flow rate [24] , indoor temperature, electricity consumption in Watts, and window and door state (open/closed).
The indoor temperature was measured in different rooms (marked with a star in Figure 2 ). The average temperature of the house was obtained considering all the room sensors that have been monitored. The measured average indoor temperature is used to validate the model developed in TRNSYS. Householders reported a ventilation strategy when windows were selected and opened every day for around one hour.
The indoor temperature was measured in different rooms (marked with a star in Figure 2 ). The average temperature of the house was obtained considering all the room sensors that have been monitored. The measured average indoor temperature is used to validate the model developed in TRNSYS. The window and door opening sensors are shown in Figure 2 , represented with a blue arrow. In total, ten opening sensors have been monitored and maintained throughout the period considered. When analyzing the data from the ten monitored dwelling openings (without taking into account period 5 (see Table 2 ), the following results have been obtained: the front door was open 1% of the total time: the opening dimensions of 0.80 m wide by 2.1 m high were assumed. For the window openings, an opening of 0.30 m of width by 1 m of height was assumed. The kitchen and dining room windows were opened 2% of the time and the living room window did not open during the period. In bedroom 1 windows were opened 29% of the time, in bedroom 2 the windows were not opened, in bedroom 3 windows were opened 3% of the time, and in bedroom 4 windows were opened 6% of the time (see Table 1 ). The bathroom window was opened 5% of the time. This data was used to evaluate the effect of natural ventilation through window operation in the building simulation to each indoor space. Non-conditioned spaces were also considered, accounting for the opening between the hall and the utility that remained opened 54% of the time and the opening between the utility and the garage, which remained opened 40% of the time.
The following data was used to inform the models:
• air temperature, humidity, solar radiation, wind velocity, and wind direction, collected from a MIDAS (Met Office Integrated Data Archive System) [25] located at Sutton Bonington, 6.5 km from the house; • indoor temperature; • gas consumption (m 3 ); • electricity consumption (W); and, • windows opening position (0 = closed-1 = opened).
During the monitoring period, some data was lost through battery discharge or weak connectivity, the data was checked, and missing days of data were discarded in the analysis. To validate the TRNSYS models, sixty-four days were used ( Table 2 ). Further information about the data treatment can be found in Buswell et al. [26] . 
Simulation Methodology
Simulation Software
TRNSYS-16 simulation software was used in the study, which enables the creation of a numerical model to predict and analyze different parameters of a building. The TRNFlow (TRaNsient Flow) tool was used to analyze the ventilation and infiltration. The main challenge was to estimate the house infiltration and the ventilation rates derived from the use of windows, based on opening position data. Transient states were calculated using a 10-min timestep and the results were compared to monitoring data from the modelled building.
Model Description
The house model was created using Type-56 which allows the generation of a multizone building with geometric surface information. Later, the typology was changed by Type-56 TRNFlow, which calculates the ventilation and infiltration rates based on external conditions (wind velocity and direction, outdoor temperature, humidity, and solar radiation). The weather data was input in the house thermal balance, introducing the weather collected data with the TRNSYS Type-99. Thermal gains from gas and electricity consumption were considered. When using Type-56 TRNFlow, windows position data were introduced to calculate the ventilation rates.
Four house models were developed and analyzed (see Figure 3 ) using the specified data:
-Model 1. In this model the infiltration and ventilation were considered when windows were open on the house using Type-56 TRNFlow. An input for each window was introduced to signal when the window was opened or closed. The air infiltration is considered by estimated cracks and gaps based on the construction process and the building lifetime [27] . Figure 3 shows the developed thermal model. Model 3. This model was used to compare estimated energy demand to the measured gas consumption, using the Type-56 TRNSFlow. Model 1 was used removing the gas consumption measurement as a heat gain in the house. Then, a heating system was considered, where the energy demand was obtained introducing the set-point at 18.7 • C, as suggested in previous work [4] . The remaining data for window position and infiltration remains the same as in Model 1. -Model 4. This model was developed using TRNSYS Type-56, where air infiltration and ventilation rates were established as a constant value, the output average from Model 1 without measured gas gains, and as in Model 3, the energy demand was obtained when the set-point is at 18.7 • C, considering the same constant value for infiltration and ventilation. In this case, temperature and energy demand can be compared with the collected data to validate the model. Figure 4 presents the model diagram. The building was modeled with Type-56 or Type-56 TRNFlow, where geometry, construction elements, and occupancy were defined. To introduce the weather data, Type-99 was introduced, using an ascii text file with all the collected data to obtain the simulation. Input values with monitored gas, electricity, and windows data were introduced with Type-99, where the data interval is defined every 10 min. Figure 4 presents the model diagram. The building was modeled with Type-56 or Type-56 TRNFlow, where geometry, construction elements, and occupancy were defined. To introduce the weather data, Type-99 was introduced, using an ascii text file with all the collected data to obtain the simulation. Input values with monitored gas, electricity, and windows data were introduced with Type-99, where the data interval is defined every 10 minutes. Figure 4 presents the model diagram. The building was modeled with Type-56 or Type-56 TRNFlow, where geometry, construction elements, and occupancy were defined. To introduce the weather data, Type-99 was introduced, using an ascii text file with all the collected data to obtain the simulation. Input values with monitored gas, electricity, and windows data were introduced with Type-99, where the data interval is defined every 10 minutes. Several internal gains were considered. The metered volume of gas was converted to heat, assuming a calorific value [28] and boiler efficiency [29] . The space-heating schedule (on/off) was based on the measured gas consumption. The set-point used in all the heated rooms was 18.7 • C. Electricity consumption was considered to contribute to heat gains in the building [30] . Four people occupied the house, whose heat gains were estimated by applying an occupancy profile. Kitchen and Living.
Occupation of two people in a schedule of 06:00-09:00 am and from 16:00 to 20:00 pm. Timetables for the rooms are as follows: from 0:00 to 07:00 am and from 16:00 to 24:00 pm. Occupants per dormitory are: Bedroom 1 (2 people); Bedroom 2 (No occupancy); Bedroom 3 (1 person); Bedroom 4 (1 person). The kitchen and the living room were assumed to be occupied from 07:01 to 10:00 and from 16:00 to 20:00, and the bedrooms occupancy was from 00:00 to 07:00 and from 20:01 to 23:59. Minutely data was measured for each opening, recording their position (opened or closed). Those data were used to calculate the natural ventilation through the windows. Also, an infiltration rate was considered for each façade, by estimating the area of the infiltration pathway parameter in the model during the holiday period (Period 5, see Table 2 ), when the house was completely vacated and all windows were closed.
Calibration
Several indexes are generally used to obtain the quality of the building energy simulation models, and most of them are described in the ASHRAE Guideline 14-2014 [22] . In this work, we have used normalized mean bias error (NMBE) and coefficient of variation of the root mean square error (CV(RMSE)).
NMBE (normalized mean bias error) outputs the total difference between the measured values (m i ) and the simulated ones (s i ). Equation (1) shows the formula to obtain NMBE values; and for calibration purposes, p is suggested to be zero [31] . The approach is a normalization of the mean bias error (MBE) index scale divided by the measured values mean (m). Positive values presume that the simulation is predicting below the measurement and negative values presume that the model is over-predicting.
where n is the number of measured data points, and p is the number of adjustable model parameters. CV(RMSE) (coefficient of variation of the root mean square error) outputs the variation between the measured values (m i ) and the simulated ones (s i ). Equation (2) shows the formula to obtain CV(RMSE) values, and in this case, p is suggested to be one. According to [31] , it represents variation of the prediction with respect to the measurement without considering or being affected when a positive value cancels a negative one, and this is the reason why it is recommended by AHSRAE Guidelines as an index to verify the accuracy of predictions [22] .
Results
The results obtained during the calibration process and the accuracy of the models developed were calculated by minimizing the indexes of the simulation models. For each model used in this study and for the period considered, the average of the different temperatures was obtained.
Calibration Results
Infiltration was estimated during a holiday period (Period 5, see Table 2 ), when the house was vacated for five days and the heating system was switched off. In this period, air infiltration rate was calculated to obtain similar temperatures to those measured indoors, which enabled the estimation of the infiltration model parameters. The bulk average indoor temperature was compared with the real collected data to validate the model. The air change rate (1/h) from the air leaks and from natural ventilation were obtained. The process was based on minimizing the coefficient of variation of the root mean square error, CV(RMSE), as defined in Equation (2).
Coefficient of variation root mean square error, CV(RMSE), and normalized mean bias error (NMBE) for Model 1 were 5.25% and −0.38, respectively (See Table 3 ). The indexes obtained were within a range of values that were considered acceptable and similar to those obtained in previous works using TRNSYS [19] and the ASHRAE Guideline 14 criteria to validate simulations of an entire building a NMBE and a CV(RMSE) should be lower than 10% and 30%, respectively, when hourly data are compared [19] . Figure 5 shows the indoor air temperatures simulated with Model 1 and 2 versus the experimental data for the building during the holiday period (Period 5, see Table 2 ). According to the quantity of data introduced in Model 1, it was impossible to discriminate between air leaks and natural ventilation using windows opening data, except for the holidays period (Period 5, see Table 2 ). When there were no energy gains during that period, it was possible to fit the model and to obtain the air infiltration value 0.72 (h −1 ). Table 3 ). The indexes obtained were within a range of values that were considered acceptable and similar to those obtained in previous works using TRNSYS [19] and the ASHRAE Guideline 14 criteria to validate simulations of an entire building a NMBE and a CV(RMSE) should be lower than 10% and 30%, respectively, when hourly data are compared [19] . Figure 5 shows the indoor air temperatures simulated with Model 1 and 2 versus the experimental data for the building during the holiday period (Period 5, see Table 2 ). According to the quantity of data introduced in Model 1, it was impossible to discriminate between air leaks and natural ventilation using windows opening data, except for the holidays period (Period 5, see Table  2 ). When there were no energy gains during that period, it was possible to fit the model and to obtain the air infiltration value 0.72 (h −1 ). Figure 5 . Indoor air temperature (°C) with simulation models 1 and 2 versus the experimental data for the building (Period 5, see table 2) and weather conditions (outdoor temperature (°C)) and solar radiation (W/m 2 ).
Model Validation
After the calibration process of Model 1, the air change rate obtained was 0.72 (h −1 ). For each model used in this study, and for the period considered, the average of the different temperatures were obtained.
The calculated quality indexes for the Models 1 to 4 are shown in Table 2 . The NMBE ranged from −2.17% in Model 3 to 7.64% in Model 4. The CV(RMSE) ranged from 5.25% in Model 1 to 8.74% in Model 4. Overall, the models obtained a very good CV(RMSE) value, being lower than 10%. Figure  6 shows the measured indoor air temperatures and those simulated by Models 1 and 2. 
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Model Validation
The calculated quality indexes for the Models 1 to 4 are shown in Table 2 . The NMBE ranged from −2.17% in Model 3 to 7.64% in Model 4. The CV(RMSE) ranged from 5.25% in Model 1 to 8.74% in Model 4. Overall, the models obtained a very good CV(RMSE) value, being lower than 10%. Figure 6 shows the measured indoor air temperatures and those simulated by Models 1 and 2. Figure 6 . Indoor air temperature with simulation models 1 and 2 versus the experimental data for the building and weather conditions (outdoor temperature (°C) and solar radiation (W/m 2 )).
Energy Demand
Models 3 and 4 were developed to determine energy demand by assuming the ACR values obtained in Models 1 and 2, respectively (see Figure 3 for the inputs and outputs for each model). The boiler efficiency was used to obtain the energy demand for gas consumption measured in a value of It is noteworthy to remark that despite very good fit in the indoor temperatures in Models 3 and 4, there is a remarkable difference in the energy demand results. ASHRAE Guideline 14 criteria establishes that to validate simulations of monthly natural gas when [22] CVRMSE is less than 15% [32] . Figure 7 shows the obtained hourly energy demand (kJ/h) in models 3 and 4 and measured gas when boiler efficiency was used to obtain the energy demand. Results show that Model 4 performed better than Model 3, which shows low energy demand. 
Air Change Rates
Model 1 was developed further in TRNSYS using Type-56 TRNFlow, so that the dependency of ventilation and infiltration rates on wind velocity, direction, and air temperature, humidity, and solar Figure 6 . Indoor air temperature with simulation models 1 and 2 versus the experimental data for the building and weather conditions (outdoor temperature ( • C) and solar radiation (W/m 2 )).
Energy Demand
Models 3 and 4 were developed to determine energy demand by assuming the ACR values obtained in Models 1 and 2, respectively (see Figure 3 for the inputs and outputs for each model). The boiler efficiency was used to obtain the energy demand for gas consumption measured in a value of It is noteworthy to remark that despite very good fit in the indoor temperatures in Models 3 and 4, there is a remarkable difference in the energy demand results. ASHRAE Guideline 14 criteria establishes that to validate simulations of monthly natural gas when [22] CVRMSE is less than 15% [32] . Figure 7 shows the obtained hourly energy demand (kJ/h) in models 3 and 4 and measured gas when boiler efficiency was used to obtain the energy demand. Results show that Model 4 performed better than Model 3, which shows low energy demand.
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Air Change Rates
Model 1 was developed further in TRNSYS using Type-56 TRNFlow, so that the dependency of ventilation and infiltration rates on wind velocity, direction, and air temperature, humidity, and solar 
Model 1 was developed further in TRNSYS using Type-56 TRNFlow, so that the dependency of ventilation and infiltration rates on wind velocity, direction, and air temperature, humidity, and solar radiation can be accounted for. An input for each window was introduced to signal when the window opens and closes. Table 4 shows values obtained in Model 1 and in a previously published hybrid-heat balance (HHB) method [4] . The work demonstrated the influence (and variation) of opening time air change rate. Model 1 shows an air change rate lower than that in the HHB method results, except for the minimum. Figure 8 shows the air change rate (h −1 ) obtained in model 1, compared with number of windows opening, values are low compared with other methods, however, the average value used in Models 2 and 4 are in close agreement with measured values (indoor temperature and energy demand). radiation can be accounted for. An input for each window was introduced to signal when the window opens and closes. Table 4 shows values obtained in Model 1 and in a previously published hybrid-heat balance (HHB) method [4] . The work demonstrated the influence (and variation) of opening time air change rate. Model 1 shows an air change rate lower than that in the HHB method results, except for the minimum. Figure 8 shows the air change rate (h −1 ) obtained in model 1, compared with number of windows opening, values are low compared with other methods, however, the average value used in Models 2 and 4 are in close agreement with measured values (indoor temperature and energy demand). 
Discussion
TRNSYS and TRNFlow have demonstrated the possibility to obtain energy demand in buildings. Furthermore, a new approach has been tried to model air infiltration and natural ventilation input window-opening data in TRNSYS. A model developed using TRNSYS software and the TRNFlow tool was fitted based on a holiday period to obtain the building air change rate.
For the first model used in the calibration process during the holiday period, it obtained the air change rate by trying to discriminate between air infiltrations from natural ventilation due to windows openings. These results were compared with reported results using a simple steady-state heat-balance calculation method to estimate air change rates.
After the calibration process, a new model was developed using the output air change rate as a constant value for the whole period. Overall, all models obtained a very good CV(RMSE) value, lower than 10%.
To estimate the energy demand, another two models were developed without using gas consumption as an input but establishing a set-point. Despite the good results in the temperature comparison, a noticeable difference was obtained in these models. Results showed that one model obtained a very good energy demand estimation. It would be useful to have supplemented the validation data with other methods, such as blower door tests.
Studies in residential built environments in the UK have shown that ventilation rates were dependent on windows opening and were more stable when the windows were closed [33] . There 
Studies in residential built environments in the UK have shown that ventilation rates were dependent on windows opening and were more stable when the windows were closed [33] . There are studies which have concluded that there is a considerable number of dwellings in Europe that are under-ventilated [34] . Results showed an ACR with 0.72 h −1 , which is confirmed to not be an under-ventilated dwelling (more than 0.5 h −1 ), so it would be a healthy home.
Conclusions
In this research, the energy performance of a naturally ventilated building in the UK was modelled to allow for window opening to be driven from measured data in order to improve the estimation of air change rate using TRNSYS and TRNFlow. The work represents a new approach in the consideration of window opening in the energy simulation in dwellings using measured data.
The models developed were proven to provide a reliable estimation of indoor air temperature and energy demand. The NMBE ranged from −6.7% to 7.6% and the CV(RMSE) had a range of 5.3% to 8.7% for the period. In general, all models obtained very good CV(RMSE) values, less than 10%. The average ACR calculated by the simulation was 0.7 h −1 , which is not a dwelling that is under-ventilated (more than 0.5 h −1 ), so it would be a healthy home.
The potential for this approach could be for analyzing householder behavior and to provide a smart way to assess the most effective natural ventilation strategies for lower energy demand and healthy conditions.
