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Abstract
To better understand the approximation capabilities of various currently available neural network architectures,
this paper studies the universal approximation property itself across a broad scope of function spaces. We charac-
terize universal approximators, on most function space of practical interest, as implicitly decomposing that space
into topologically regular subspaces on which a transitive dynamical system describes the architecture’s structure.
We obtain a simple criterion for constructing universal approximators as transformations of the feed-forward ar-
chitecture and we show that every architecture, on most function spaces of practical interest, is approximately
constructed in this way. Moreover, we show that most function spaces admit universal approximators built using
a single function. The results are used to show that certain activation functions such as Leaky-ReLU, but not
ReLU, create expressibility through depth by eventually mixing any two functions’ open neighbourhoods. For
those activation functions, we obtain improved approximation rates described in terms of the network breadth and
depth. We show that feed-forward networks built using such activation functions can encode constraints into their
final layers while simultaneously maintaining their universal approximation capabilities. We construct a modifi-
cation of the feed-forward architecture, which can approximate any continuous function, with a controlled growth
rate, uniformly on the entire domain space, and we show that the feed-forward architecture typically cannot.
Keywords: Universal Approximation Property, Transitive Activation Functions, Constrained Neural Networks,
Approximation Bounds, Universal Approximation, Deep Learning.
1 Introduction
Neural networks have their organic origins in [38] and in [49], wherein the authors pioneered a method for emulat-
ing the behavior of the human brain using digital computing. Their mathematical roots are traced back to Hilbert’s
13th problem, which postulated that all high-dimensional continuous functions are a combination of univariate
continuous functions.
Arguably the second major wave of innovation in the theory of neural networks happened following the uni-
versal approximation theorems of [26], [13], and of [24], which lined these two seemingly unrelated problems
by demonstrating that the feed-forward architecture is capable of approximating any continuous function between
any two Euclidean spaces, uniformly on compacts. This series of papers initiated the theoretical justification of
the empirically observed performance of neural networks, which had up until that point only been justified by
analogy with the Kolmogorov-Arnold Representation Theorem of [34]. Since then, and due to numerous hard-
ware advances, neural networks have found ubiquitous use in a number of areas, ranging from computer vision
to finance. As a result, a variety of neural network architectures have emerged with the common thread between
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them being that they describe an algorithmically generated set of complicated functions obtained by combining
elementary functions in some manner. Analogously, with when the feed-forward architecture’s expressibility was
justified using [34], the approximation capabilities of these new architectures is often only by analogy with the
results of [45, 32, 54], or similar results, and in general the approximation capabilities of most architectures are
still not well-understood.
In an attempt to better understand these learning structures, this paper studies the universal approximation
property itself, and it is organized as follows. After overviewing the necessary topological background, in the
next section, Section 2 contains the paper’s results. These are a characterization of most universal approximators
in terms of a set of dynamical systems, a Lemma used to construct new universal approximators from the feed-
forward architecture, a guarantee that most universal approximators can be approximately constructed using this
Lemma, and an existence result confirming that most spaces of interest to indeed admit universal approximators.
Section 3 specializes and applies the main theoretical results to the feed-forward architecture. We characterize
activation functions which have better topological properties, and we use these activation functions to encode con-
straints into the output layers of narrow feed-forward networks while maintaining their approximation capabilities.
Moreover, it is shown that the approximation bounds for shallow feed-forward networks, obtained by [3, 14], can
be improved on and extrapolated to deep-feed forward networks if such activation functions are used. We provide
an architecture which can approximate any continuous function with a controllable decay rate, uniformly on all
of Rm and not only on compact subsets thereof. Our existence theorem is then used to provide a representation
of a small universal approximator on L∞(R), which provides the first concrete step towards obtaining a universal
approximator thereon.
Preliminaries
Background
Typically, two points x,y ∈ Rm are thought of as being near to one another if their Euclidean distance ‖x− y‖ is
small. However, not all familiar notions of closeness arising in approximation theory can be described by a distance
function, for example, the point-wise convergence of a sequence of functions { fn}n∈N to another function f cannot
be described by a distance function (see [40, page 362]). In these cases, it is more convenient to work directly with
topologies; these are collections of open subsets of a given set X satisfying certain conditions emulating the basic
properties of the familiar open subsets of Rm (see [39, Chapter 2]). A topological space is a pair of a set X and a
topology thereon. We usually follow the usual convention and denote topological spaces using the same symbol as
used for their underlying set.
A continuous function f : X → Y between is a function between two topological spaces, which satisfies the
additional constraint that it preserves open sets, that is, f−1[U ] must be open in X if U is open in Y . Therefore, f
transfers information describing closeness of any points in X to Y . If f is invertible with continuous inverse then
X and Y are topologically identical. Such maps are called homeomorphisms and we are interested in them since
they preserve the approximation capabilities of any subset of a topological space. More generally, if f is only a
homeomorphism onto its image then f is said to be an embedding.
When the topology on X is defined by a distance function, as in Rm, then a subset A⊆ X is dense if any x ∈ X
can be expressed as the limit of a sequence of elements in A. Thus, the smallest set containing all the limits of
sequences in A is X itself. More generally, a subset of an arbitrary topological space is said to be dense if the
only closed subset containing it is the entire space. For example, the classical universal approximation theorems
of [13, 25], state that the set of feed-forward networks are dense in the space of continuous functions from Rm to
Rn, denoted byC(Rm,Rn), with topology given by the distance function
ducc( f ,g) ,
∞
∑
k=1
supx∈[−k,k]m ‖ f (x)− g(x)‖
2k
(
supx∈[−k,k]m ‖ f (x)− g(x)‖
) .
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The topology described by this distance function is called the topology of uniform convergence on compacts. We
follow that convention of denotingC(Rm,R1) byC(Rm).
The space C(Rm) is a prototypical example of a large and well-behaved class of topological spaces called
Fréchet spaces. Briefly, these are both topological spaces and topological spaces in which both structures are
compatible, and whose topology is induced by a complete distance function which is invariant under translation,
and satisfies an additional technical condition described in [41, Section 3.7]. Other common examples of Fréchet
spaces include Banach spaces, such as the space L1µ(R
m,Rn) of all equivalence classes of Borel measurable func-
tions f : Rm → Rn, identified up to µ-null sets, for which the integral ´x∈Rm ‖ f (x)‖pdµ(x); where, here µ is a
fixed Borel measure on Rm. We follow the convention of denoting Lpµ(Rm,Rn) by Lp(Rm) when µ is the Lebesgue
measure on Rm and Rn = R.
Throughout this paper, we focus on a class of topological spaces which we call function spaces. A function
space X is a topological space whose elements are equivalence classes of functions between two sets X and Y .
For example, when X = R = Y then X may be C(Rm) or Lp(Rm). We refer to X as a function space between
X and Y and we omit the dependence to X and Y if it is clear from the context. The elements in X are called
functions, whereas function between sets are referred to as set-functions. By a partial function f : X →Y we mean
a binary relation between the sets X and Y which attributes at-most one output in Y to each input in X .
Remark 1.1 (Notational Conventions). Let us fix some notation before moving on. We denote the set of positive
integers by N+ and we set N, N+∪{0}. For any n ∈ N+ we denote the n-fold Cartesian product of a set A with
itself by An. When defining a partial function f , we only specifying its non-empty outputs.
Definition 1.2 (Architecture). Let X be a function space. An architecture on X is a pair (F ,	) of a set-
functions F between (possibly different) sets and a partial function 	:
⋃
J∈NF J → X , satisfying the following
non-triviality condition: there exists some f ∈X , J ∈ N+, and f1, . . . , fJ ∈F satisfying
f =	 ( fJ , . . . , f1) ∈X . (1)
The set of all functions f in X for which there is some J ∈ N+ and some f1, . . . , fJ ∈F satisfying the representa-
tion (1) is denoted by N N (F ,	).
Many familiar structures in machine learning, such as convolutional neural networks, trees, radial basis func-
tions, or various other structures can be formulated as architectures. To fix notation, we formulate deep feed-
forward networks as an architecture.
Example 1.1 (Feed-Forward Architecture). Fix a continuous function σ : R → R and denote component-wise
composition by •. Let X =C(Rm,Rn), let F be the set of functions from Rk to some Rs, for some k,s ∈ N, with
representation W2 ◦σ •W1 where W1 and W2 are affine maps and the composition W2 ◦W1 is well-defined. Define
	 ( f1, . . . , fJ) , f j ◦ · · · ◦ f1 whenever f j ◦ · · · ◦ f1 is well-defined. Since the composition of two affine functions
is again affine then N N (F ,	) describes the set of deep feed-forward networks from Rm to Rn with activation
function σ .
Example 1.2 (Shallow Feed-ForwardArchitecture). WithF as in Example 1.1. Instead, if we define	 ( fJ, . . . , f1),
∑Jj=1 f j whenever each f j maps fromR
m toRn, thenN N (F ,	) describes the set of shallow feed-forward networks
studied in [13, 25].
Building on the terminology of [21, Section 6.4.1], an architecture is referred to as a universal approximator if
its, a priori algebraic, structure (F ,	) generates a generic set of functions N N (F ,	) in X . Formally, we have
the following.
Definition 1.3 (Universal Approximation Property). An architecture (F ,	) has the universal approximation prop-
erty (UAP), if N N (F ,	) is dense in X .
Paraphrasing [21, page 67], a universal approximator on X is an architecture thereon with UAP.
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2 Main Results
Our first result shows that the apriori algebraic structure of a universal approximator (F ,	) on X implicitly
decomposes X into subspaces on which N N (F ,	) contains the orbit of a topologically generic dynamical sys-
tem. Moreover, this type of decomposition fully-characterizes the universal approximation property itself. As we
will see shortly, the structure offered by this decomposition can be used to incorporate additional properties into a
universal approximator, other than just the UAP.
Theorem 2.1 (Structure of Universal Approximators). Let X be a function space which is homeomorphic to an
infinite-dimensional Fréchet space and let (F ,	) be an architecture on X . Then, the following are equivalent:
(i) (F ,	) is a universal approximator,
(ii) There exist subspaces {Xi}i∈I ofX , continuous functions {φi}i∈I with φi :Xi→Xi, and {gi}i∈I ⊆N N (F ,	)
such that:
(a)
⋃
i∈I Xi is dense in X ,
(b) For each i ∈ I and every pair of non-empty open U,V ⊆Xi, there is some Ni,U,V ∈N satisfying
φNi,U,V (U)∩ (V ) 6= /0,
(c) For every i ∈ I, gi ∈Xi and {φni (gi)}n∈N is a dense subset of N N (F ,	)∩Xi,
(d) For each i ∈ I, Xi is homeomorphic to C(R).
In particular, {φni (gi) : i ∈ I, n ∈ N} is dense in N N (F ,	).
Theorem 2.1 describes the structure of universal approximators, however, it does not describe an explicit means
of constructing them. Nevertheless, Theorem 2.1 (ii.a) and (ii.d) suggest that universal approximators on most
function spaces can be built by combining multiple, non-trivial, transformations of universal approximators on
C(Rm,Rn). The most well-known example of such a transformation is found in the proof of [25, Corollary 2.7]
which infers the universal approximation capabilities of feed-forward networks inC(Rm,Rn) from those inC(Rm).
This approach is also implicitly used throughout geometric-deep learning whereby non-Euclidean inputs and out-
puts are feed-to and obtained-from an architecture via carefully chosen modifications to that architectures’ initial
and final layers. Some examples include the hyperbolic feed-forward architecture of [17], the low-rank matrix-
valued architectures of [2, 9], the shape space regressors of [16], and many others.
Proposition 2.2 (Construction of Universal Approximators). Let n,m,∈N+, X be a function space, (F ,	) be a
universal approximator on C(Rm,Rn), and {Φi}i∈I be a non-empty set of continuous functions from C(Rm,Rn) to
X satisfying the following condition: ⋃
i∈I
Φi (C(R
m
,Rn)) is dense in X . (2)
Then (FΦ,	Φ) is a universal approximator on X , where FΦ ,F × I and where
	Φ
({ f j, i j}Jj=1),ΦIJ (	 ({ f j}Jj=1)) .
The alternative approach to architecture development, subscribed to by authors such as [27, 8, 33, 50], is to
specify the elementary functionsF and the way to combining them, which implicitly specifies the partial function
	. The next result shows that these two approaches are equivalent, as every universal approximator is found to
be an approximate transformation of the feed-forward architecture on C(Rm). Note, if X is homeomorphic to a
Fréchet space E , then the topology on X is induced by the metric dX ( f ,g) , dE (Φ( f ),Φ(g)) where dE is the
translation-invariant metric on E defining its Fréchet topology.
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Theorem 2.3 (Equivalence of Universal Approximators to the Feed-Forward Architecture).
Let σ be a continuous, non-polynomial activation function, and let (F0,	0) denote the feed-forward architecture
of Example 1.1. Let X be a function space which is homeomorphic to an infinite-dimensional Fréchet and let
(F ,	) be a universal approximator on X . There exists a family {Φi}i∈I of embeddings Φi : C(R)→ X such
that for every ε > 0, f ∈N N (F ,	) there exists some i ∈ I, gε ∈N N (F0,	0), and fε ∈N N (F ,	) satisfying
dX ( f ,Φi(gε))< ε and ducc
(
gε ,Φ
−1
i ( fε )
)
< ε.
The previous two results describe the structure of universal approximators but they do not imply the existence
of such an architecture. Indeed, the existence of a universal approximator on X can always be obtained by setting
F = X and 	 ( f ) = f ; however, this is uninteresting since F is large and the structure of 	 is trivial. Instead,
the next result shows that, for a broad range of function spaces, there exist universal approximators for which F
is a singleton, and the structure of 	 is parameterized by any prescribed separable metric space. This description
is always possible by appealing to a canonical space of measures on X .
We require some additional terminology. Assume X to be a pointed metric space, that is, the topology on X
is induced by the metric dX and there is a fixed reference-point in X , which we denote by 0X . A continuous
map f :X →Y between pointed metric spaces X and Y is said to be reference-point preserving if f (0X ) = 0Y .
Given a pointed metric space (X ,dX ), the collection of all reference-point preserving Lipschitz functions from
X to R mapping 0X to 0 defines a Banach space, denoted by Lip0 (X ,dX ). For every f1, . . . , fn ∈ X and
α1, . . . ,αn ∈ R, the linear combination of Dirac measures ∑ni=1 αiδ fi defines a continuous linear functional on
Lip0(X ,dX ) by F 7→
´
g∈X F(g)
(
∑ni=1αiδ fi
)
= ∑ni=1 αiF( fi). As described by [1], the Free-space over X is the
Banach space B(X ) obtained by completing the vector space of finite linear combinations of Dirac measures on
X with respect to the norm ∥∥∥∥∥
n
∑
i=1
αi fi
∥∥∥∥∥
B(X )
, sup
‖F‖≤1;F∈Lip0(X )
ˆ
g∈X
F (g)
n
∑
i=1
αi fi. (3)
As shown in [19, Proposition 2.1], the map f 7→ δ f is a (non-linear) isometry fromX to B(X ). In particular, since
all isometries between metric spaces are globally Lipschitz, they are in particular continuous. Therefore f 7→ δ f
can be interpreted as a non-linear isometric, and therefore continuous, feature map.
In [19], a continuous map ρ : B(X )→X is called a barycenter if ρ ◦δ = 1X , where IX denotes the identity
on X . We only require that there exists a dense subset X0 ⊆ X such that the sub-metric space X0 admits a
barycenter. That is, there exists a continuous map ρ0 : B(X0)→X0 satisfying ρ0 ◦ δ |X0 = 1X0 . Following [20],
such a subspace is called barcycentric. Examples of barycentric spaces are Banach spaces [18], Cartan-Hadamard
manifolds described (see [29, Corollary 6.9.1]), and other structures described in [4]. Accordingly, many function
spaces of potential interest contain a dense barycentric subspace.
Theorem 2.4 (Existence of Small Universal Approximators). Let X be a separable pointed metric space with at
least two points, let X be a function space which is a pointed metric space, and let X0 be a dense barycentric
sub-space of X . Then, there exists a non-empty set I with pre-order ≤, such that for every set of points {xi}i∈I
in X −{0X} there exist triples {(Bi,Φi,φi)}i∈I of linear subspaces Bi of B(X0), bounded linear isomorphisms
Φi : B(X)→ Bi, and bounded linear maps φi : B(X)→ B(X) satisfying:
(i) B(X0) =
⋃
i∈I Bi,
(ii) For every i≤ j, Bi ⊆ B j,
(iii) For every i ∈ I, ⋃n∈N+ Φi ◦φni (xi) is dense in Bi with respect to its subspace topology,
(iv) The architecture F = {xi}i∈I, and 	 |F J : (x1, . . . ,x j) ,
{
ρ ◦Φi ◦φ ji ◦ δxi : if xi = x1 = · · ·= x j is a uni-
versal approximator on X .
Furthermore, if X = X then I is a singleton and Φi is the identity on B(X0).
The rest of this paper is devoted to the concrete implications of these results in deep learning theory.
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3 Applications
The dynamical systems described by Theorem 2.1 (ii) can, in general, be complicated. However, when (F ,	)
is the feed-forward architecture with certain specific activation functions then these dynamical systems explicitly
describe the addition of deep layers to a shallow feed-forward network. We begin the next section by characterizing
those activation function before outlining their approximation properties.
3.1 Depth as a Transitive Dynamical System
The impact of different activation functions on the expressiveness of neural network architectures is an active
research area. For example, [48] empirically studies the effect of different activation function on expressiveness
and in [45] a characterization of the activation functions for which shallow feed-forward networks are universal is
also obtained. The next result characterizes the activation functions which produce feed-forward networks with the
UAP even when no weight or bias is trained and the matrices {An}Nn=1 are sparse, but the final layers of the network
are slightly perturbed. Equivalently, the result characterizes the activation functions for which the addition of depth
homogenizes the function space by eventually mixing and two function’s open neighborhoods, as described shortly.
Fix an activation function σ : R → R. For every m×m matrix A and b ∈ Rm, define the associated com-
position operator ΦA,b : f 7→ f ◦ σ • (A ·+b), with terminology rooted in [35]. The family of composition
operators {ΦA,b}A,b creates depth within an architecture (F ,	) by extending it to include any function of the
form ΦAN ,bN ◦ · · · ◦ΦA1,b1
(
	 ({ f j}Jj=1)
)
, for some m×m matrices {An}Nn=1, {bn} in Rm, and each f j ∈ F for
j = 1, . . . ,J. In fact, many of the results only require the following smaller extension of (F ,	), denoted by(
Fdeep;σ ,	deep;σ
)
, where Fdeep;σ ,F ×N and where
	deep;σ
({( f j,n j)}Jj=1),ΦNJIm ,b (	 ({ f j}Jj=1)) ,
and b is any fixed element of Rm with positive components.
Theorem 3.1 (Characterization of Transitivity in Deep Feed-Forward Networks). Let (F ,	) be an architecture
on C(Rm,Rn), σ be a continuous activation function, fix any b ∈Rm with strictly positive components. Then ΦIm,b
is a well-defined continuous linear map from C(Rm,Rn) to itself and the following are equivalent:
(i) Transitive Activation Functions: σ is injective and has no fixed-points,
(ii) Expressiveness of Depth: For every g ∈ (F ,	) and every δ > 0, there exists some g˜ ∈ C(Rm,Rn) with
ducc(g, g˜)< δ such that, for each f ∈C(Rm,Rn) and each ε > 0 there is a Ng, f ,ε,δ ∈ N satisfying
ducc( f ,Φ
Ng, f ,ε,δ
Im ,b
(g˜))< ε,
(iii) Topological Transitivity of Depth: For each δ ,ε > 0 and every f ,g ∈ C(Rm,Rn) there is some NU,V ∈ N+
such that {
ΦNε,δ ,g, f (g˜) : ducc(g˜,g)< δ
}∩{ f˜ : ducc( f˜ , f ) < ε} 6= /0.
Remark 3.2. A characterization is given in Appendix B when A 6= Im, however, this less technical formulation is
sufficient for all our applications.
We call an activation function transitive if it satisfies any of the conditions (i)-(iii) in Theorem 3.1.
Example 3.1. The ReLU activation function σ(x) =max{0,x} does not satisfy Theorem 3.1 (i).
Example 3.2. The following variant of the Leaky-ReLU activation of [37] does satisfy Theorem 3.1 (i)
σ(x),
{
1.1x+ .1 x≥ 0
0.1x+ .1 x< 0.
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More generally, transitive activation functions also satisfying the conditions required by the central results of
[45, 32] can be build via the following.
Proposition 3.3 (Construction of Transitive Activation Functions). Let σ˜ : R→ R be a continuous and strictly
increasing function satisfying σ˜(0) = 0. Fix hyper-parameters 0 < α1 < 1, 0 < α2 such that α2 6= σ˜ ′(0)− 1, and
define
σ(x),
{
σ˜(x)+ x+α2 : x≥ 0
α1x+α2 : x< 0.
Then, σ is continuous, injective, has no fixed-points, is non-polynomial, and is continuously differentiable on
infinitely many points. In particular, σ satisfies Theorem 3.1 (i).
Transitive activation functions allow one to automatically conclude that
(
Fσ ;deep,	σ ;deep
)
is a universal ap-
proximator onC(Rm,Rn) if (F ,	) is a universal approximator on some non-empty open subset thereof.
Corollary 3.4 (Local-to-GlobalUAP). LetX be a non-empty open subset ofC(Rm,Rn) and (F ,	) be a universal
approximator on X . If any of the conditions described by Lemma B.1 (i)-(iii) hold, then
(
Fσ ;deep,	σ ;deep
)
is a
universal approximator on C(Rm,Rn).
The function space affects which activation functions are transitive. Since most universal approximation results
hold in the space C(Rm,Rn) or a space of integrable functions, we describe the integrable variant of transitive
activation functions next.
3.1.1 Integrable Variants
Some notation is required when expressing the integrable variants of the Theorem 3.1 and its consequences. Fix
a σ -finite Borel measure µ on Rm. Unlike in the continuous case, the operators ΦA,b may not be well-defined or
continuous from L1µ(R
m) to itself. We require the notion of a push-forward measure by a measurable function is
required. If S :Rm →Rm is Borel measurable and µ is a finite Borel measure on Rm, then its push-forward by S is
the measure denoted by S#µ and defined on Borel subsets B⊆ Rm by S#µ(B) , µ
(
S−1[B]
)
. In particular, if µ is
absolutely continuous with respect to the Lebesgue measure µM onRm, then as discussed in [51, Chapter 2.1], S#µ
admits a Radon-Nikodym derivative with respect to the Lebesgue measure onRm. We denote this Radon-Nikodym
derivative by dS#µdµM . A finite Borel measure µ on R
m is equivalent to the Lebesgue measure thereon, denoted by µM ,
if both µM and µ are absolutely continuous with one another.
Recall that, if a function is monotone onR, then it is differentiable outside a µM-null set. We denote the µM-a.e.
derivative of any such a function σ by σ ′. Lastly, we denote the essential supremum of any f ∈ L1µ(Rm) by ‖ f‖L∞ .
The following Lemma is a rephrasing of [51, Corollary 2.1.2, Example 2.17].
Lemma 3.5. Fix a σ -finite Borel measure µ on Rm equivalent to the Lebesgue measure, let 1≤ p< ∞, b ∈Rm, A
be an m×mmatrix, and let σ :R→R be a Borel measurable. Then, the composition operatorΦA,b : L1(Rm;Rn)→
L1(Rm;Rn) is well-defined and continuous if and only if (σ • (A ·+b))#µ is absolutely-continuous with respect to
µ and ∥∥∥∥d(σ • (A ·+b))#µdµM
∥∥∥∥
L∞
< ∞. (4)
In particular, when σ is monotone then ΦIm,b is well-defined if and only if there exists some M > 0 such that for
every x ∈ R, M ≤ σ ′(x+ b).
For g ∈ L1µ(Rm,Rn) and δ > 0, we denote the set of all functions f ∈ L1µ(Rm,Rn) satisfying
´
x∈R ‖ f (x)−
g(x)‖dµ(x)< ε by BallL1µ (Rm,Rn)(g,δ ). Recall also that a function is called Borel bi-measurable if both the image
and pre-images of Borel sets, under that map, are again Borel sets.
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Corollary 3.6 (Transitive Activation Functions (Integrable Variant)). Let µ be a σ -finite measure on Rm, let
b ∈ Rm with bi > 0 for i= 1, . . . ,m, and suppose that σ is injective, Borel bi-measurable, that σ(x) > x except on
a Borel set of µ-measure 0. Suppose moreover, that µ is such that condition (4) holds. If (F ,	) has the UAP on
Ball(g,δ ) for some f ∈ L1µ(Rm) and some δ > 0 then, for every f ∈ L1µ(Rm) and every ε > 0 there exists some
fε ∈N N (F ,	) and Nε,δ , f ,g ∈ N such that
ˆ
x∈Rm
∥∥∥ f (x)−ΦNε,δ , f ,gIm,b ( fε (x))∥∥∥dµ(x)< ε.
We call activation functions satisfying the conditions of Corollary 3.6 Lpµ -transitive. The following is a suffi-
ciency condition analogous to the characterization of Proposition 3.3.
Corollary 3.7 (Construction of Transitive Activation Functions (Integrable Variant)). Let µ be a finite Borel mea-
sure on Rm which is equivalent to µM . Let σ˜ : [0,∞)→ [0,∞) be a surjective continuous and strictly increasing
function satisfying σ˜(0) = 0, let 0< α1 < 1, and define the activation function σ by
σ(x),
{
σ˜(x)+ x : x≥ 0
αx : x< 0.
Then σ is Borel bi-measurable, σ(x) > x outside a µM-null-set, µM is non-polynomial, and µM is differentiable
µM-a.e.
Different function spaces can have different transitive activation functions. By shifting the Leaky-ReLU variant
of Example 3.2 we obtain an Lp-transitive activation function which fails to be transitive.
Example 3.3 (Rescaled Leaky-ReLU is Lp-Transitive). The following variant of the Leaky-ReLU activation func-
tion
σ(x),
{
1.1x x≥ 0
0.1x x< 0,
is a continuous bijection on R with continuous inverse and therefore it is injective and bi-measurable. Since 0 is
its only fixed point, then the set {σ(x) 6> x} = {0} is of Lebesgue measure 0, and thus of µ measure 0 since µ and
µM are equivalent. Hence, σ satisfies the conditions required in (3.6). However, since 0 is a fixed point of σ then
it does not meet the requirements of Theorem 3.1 (i).
3.2 Deep Networks with Constrained Final Layers
The requirement that the final few layers of a neural network to resemble the given function fˆ is in effect a
constraint on the network’s output possibilities. The next result shows that, if a transitive activation function is
used, then a deep feed-forward network’s output layers may always be forced to approximately behave like fˆ
while maintaining that architecture’s universal approximation property. Moreover, the result holds even when the
network’s initial layers are sparsely connected and have breadth less than the requirements of [42, 32]. Note that,
the network’s final layers must be fully connected and are still required to satisfy the width constraints of [32]. For
a matrix A (resp. vector b) the quantity ‖A‖0 (resp. ‖b‖0) denotes the number of non-zero entries in A (resp. b).
Corollary 3.8 (Feed-Forward Networks with Approximately Prescribed Output Behavior). Let fˆ : Rm → Rn,
ε,δ > 0, and let σ be a transitive activation function which is non-affine continuous and differentiable at-least
at one point. If there exists a continuous function f˜0 : Rm →Rn such that
ducc( f0, f˜0)< δ , (5)
then there exists fε,δ ∈ N N (F ,	), J,J1,J2 ∈ N+, 0 ≤ J1 < J, and sets of composable affine maps {Wj}Jj=1,
{W˜j}J2j=1 such that fε,δ =WJ ◦σ • · · · ◦σ •W1 and the following hold:
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(i) Constrained Layers: ducc
(
fˆ ,WJ ◦σ • · · · ◦σ •WJ1
)
< δ ,
(ii) Universal Approximation: ducc
(
f , fε,δ
)
< ε ,
(iii) Sparsity: max j=1,...,J1 ‖AWj‖0 ≤ m,
(iv) Narrowness: Wj :Rd j → Rd j+1 is such that d j ≤ m+ n+ 2 if J1 < j ≤ J and d j = m if 0≤ j ≤ J1.
If J1 = 0 we make the convention that WJ1 ◦σ • · · · ◦σ •W1(x) = x.
We consider an application of Corollary 3.8 to deep transfer learning. As described in [7], deep transfer learning
is the practice of transferring knowledge from a pre-trained model into a neural network architecture which is to be
trained on a, possibly new, learning task. Various formalizations of this paradigm are described in [52] and the next
example illustrates the commonly used approach, as outlined in [12], where one first learns a feed-forward network
fˆ : Rm → Rn and then uses this map to initialize the final portion of a deep feed-forward network. Here, given a
neural network fˆ , typically trained on a different learning task, we seek to find a deep feed-forward network whose
final layers are arbitrarily close to fˆ while simultaneously providing an arbitrarily precise approximation to a new
learning task.
Example 3.4 (Feed-Forward Networks with Pre-Trained Final Layers are Universal). Fix a continuous activation
functionσ , let N> 0 be given, let (F ,	) as in Example 1.1, let K be a non-empty compact subset ofRm, and let fˆ ∈
N N
(F ,	). Corollary 3.8 guarantees that there is a deep feed-forward neural network fε,δ =WJ ◦σ • · · · ◦σ •W1
satisfying
(i) Transfer Learning: supx∈K
∥∥ fˆ (x)−WJ ◦σ • · · · ◦σ •WJ1(x)∥∥< N−1,
(ii) Universal Approximation: supx∈K
∥∥ f (x)− fε,δ (x)∥∥< N−1,
(iii) Sparsity: max j=1,...,J1 ‖AWj‖0 ≤ m,
(iv) Narrowness: Wj :Rd j → Rd j+1 is such that d j ≤ m+ n+ 2 if J1 < j ≤ J and d j = m if 0≤ j ≤ J1.
The structure imposed on the architecture’s final layers can also be imposed by a set of constraints. The next
result shows that, for a feed-forward network with a transitive activation function, the architecture’s output can
always be made to satisfy a finite number of compatible constraints. These constraints are described by a finite set
of continuous functionals {Fn}Nn=1 onC(Rm,Rn) together with a set of thresholds {Cn}Nn=1, where eachCn > 0.
Corollary 3.9 (Feed-Forward Networks with Constrained Final Layers are Universal). Let σ be a transitive ac-
tivation function which is non-affine continuous and differentiable at-least at one point, let (F ,	) denote the
feed-forward architecture of Example 1.1, {Fn}Nn=1 be a set of continuous functions from C(Rm,Rn) to [0,∞), and
{Cn}Nn=1 be a set of positive real numbers. If there exists some f0 ∈C(Rm,Rn) such that for each n = 1, . . . ,N the
following holds
Fn( f0)<Cn, (6)
then for every f ∈C(Rm,Rn) and every ε > 0, there exist f1,ε , f2,ε ∈N N (F ,	), diagonal m×m-matrices {A j}Jj=1
and b1, . . . ,bJ ∈Rm satisfying:
(i) Well-Definedness: f2,ε ◦ f1,ε is well-defined,
(ii) Universal Approximation: ducc ( f , f2,ε ◦ f1,ε)< ε ,
(iii) Constrained Final Layer: f2,ε ∈
⋂N
n=1F
−1
n [[0,Cn)],
(iv) Narrow and Shallow Initial Layers: f1,ε(x) = σ • (An ·+bn)◦ · · · ◦σ • (A1x+ b1).
Remark 3.10. The function f1,ε can be viewed as a feature map fed through the input of the constrained feed-
forward network f2,ε .
Next, we show that transitive activation functions can be used to extend the currently-available approximation
rates for shallow feed-forward networks to their deep counterparts.
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3.3 Approximation Bounds for Deep Networks with Transitive Activation Function
In [3, 14], it is shown that the set of feed-forward neural networks of breadth N ∈ N+, can approximate any
function lying in their closed convex hull of at a rate of O(N
−1
2 ). These results do not incorporate the impact of
depth into its estimates and the next result builds on them by incorporating that effect. As in [14], the convex-hull
of a subset A ⊆ L1µ(Rm) is the set co(A) , {∑ni=1 αi fi : fi ∈ A, αi ∈ [0,1], ∑ni=1 αi = 1} and the interior of co(A),
denoted int(co(A)), is the largest open subset thereof.
Corollary 3.11 (Approximation-Bounds for Deep Networks). Let µ be a finite Borel measure on Rm which is
equivalent to the Lebesgue measure, F ⊆ L1µ(Rm) for which int(co(F )) is non-empty and co(F )∩ int(co(F )) is
dense therein. If σ is a continuous non-polynomial L1-transitive activation function, b ∈ Rm have positive entries,
and that (4) is satisfied, then the following hold:
(i) Approximation Bounds for Deep Networks: For each f ∈ L1µ(Rm) and every n ∈ N, there is some N ∈ N
such that the following bound holds
inf
fi∈F ,∑ni=1αi=1,αi∈[0,1]
ˆ
x∈Rm
∥∥∥∥∥
n
∑
i=1
αiΦ
N
A,b ( fi)(x)− f (x)
∥∥∥∥∥dµ(x)≤
∥∥∥ d(σ•(·+b))#µdµM ∥∥∥N2∞√
n
(
1+
√
2µ(Rm)
)
.
,
(ii) Untrained Depth Has a Negative Effect on the Rate of Approximation: There exists some κ > 1 such that∥∥∥ d(σ•(·+b)#µdµM ∥∥∥∞ > κN . In particular, limN→∞
∥∥∥ d(σ•(·+b))#µdµM ∥∥∥Np∞ = ∞,
(iii) Universal Approximation:
{
∑ni=1 αiΦ
N
Im,b
( fi) : N,n ∈ N, fi ∈F , αi ∈ [0,1], ∑ni=1 αi = 1
}
is dense in L1µ(R
m).
Remark 3.12. Unlike in [14], Corollary 3.11 (i) holds even when the function f does not lie in the closure of
co(F ). This is entirely due to the topological transitivity of the composition operatorΦIm,b and is therefore entirely
due to the depth present in the network. In particular, Corollary 3.11 (iii) implies that universal approximation
can be achieved even if a feed-forward networks’ output weights are all constrained to satisfy ∑ni=1 αi = 1 and
αi = [0,1], even if all but the architecture’s final two layers are sparsely connected and not trainable.
To date, we have focused on the application and interpretation of Theorem 2.1. Next, Theorem 2.3 is used to
modify and improve the approximation capabilities of universal approximators onC(R).
3.4 Improving the Approximation Capabilities of an Architecture
Most currently available universal approximation results for spaces of continuous functions, provide approximation
guarantees for the topology of uniform convergence on compacts. Unfortunately, this is a very local form of
approximation and there is no guarantee that the approximation quality holds outside a prespecified bounded set.
For example, the sequence fn(x), e
− 1
1−(x−n)2 I|x−n|≤1 converges to the constant 0 function, uniformly on compacts
while maintaining the constant error supx∈R ‖ fn(x)− 0‖= 1.
These approximation guarantees are strengthened bymodifying any given universal approximator onC(Rm,Rn)
to obtain a universal approximator in a more smaller space of continuous functions for a much finer topology. We
introduce this space as follows.
Let Ω be a finite set of non-negative-valued, continuous functions ω from [0,∞) to [0,∞) for which there is
some ω0 ∈Ω satisfying ω0(·) = 1. LetCΩ(Rm,Rn) be the set of all continuous functions whose asymptotic growth-
rate is controlled by some ω ∈ Ω, in the sense that, CΩ(Rm,Rn) ,
⋃
ω∈ΩCω(Rm,Rn), where f ∈ Cω (Rm,Rn)
if ‖ f‖ω,∞ , ‖ f (x)‖ω(‖x‖)+1 < ∞. Each Cω(Rm,Rn) is a special case of the weighted spaces studied in [46], which
are Banach spaces when equipped with the norm ‖ · ‖ω,∞. Accordingly, CΩ(Rm,Rn) is equipped with the finest
topology making eachCω (Rm,Rn) into a subspace. Indeed, such a topology exists by [10, Proposition 2.6].
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Example 3.5. If Ω= {max{t, t i}}i>0 then f ∈CΩ(Rm,Rn) if and only if f has asymptotically polynomial behavior,
in the sense that, there is a polynomial p :Rm → Rn with lim
‖x‖→∞
‖ f (x)‖
‖p(x)‖ = 1.
Given an architecture (F ,	) on C(Rm,Rn), define its Ω-modification to be the architecture (FΩ,	Ω) on
CΩ(Rm,Rn) given by FΩ ,F ×Ω× (0,∞)2 and where
	
({
f j ,α j,ω j ,b j,a j
}J
j=1
)
,ωJ(‖ · ‖+ 1)
[(
fe
− bJ
bJ−‖·‖2 + aJ
)
I‖·‖<bJ +
(
aJe
−| f(·)|(‖x‖−bJ)
)
I‖·‖≥bJ
]
,
f ,	 ( fJ , . . . , f1)
Therefore, the functions in N N (FΩ,	Ω) are capable of adjusting to the different growth rates of functions in
CΩ(Rm,Rn) into continuous functions of different growth rates; whereas those in (F ,	) need not be.
Theorem 3.13 (Universality of (FΩ,	Ω) on CΩ(Rm,Rn)). If (F ,	) is a universal approximator on C(Rm,Rn)
for which each f ∈N N (F ,	) satisfies the following growth condition
sup
x∈Rm
‖ f (x)‖e−‖x‖ < ∞,
then (FΩ,	Ω) is a universal approximator on CΩ(Rm,Rn).
The architecture (FΩ,	Ω) often provides a strict improvement over (F ,	).
Proposition 3.14. Let (F ,	) be a universal approximator on C(Rm,Rn) such that each f ∈N N (F ,	) is either
constant or supx∈Rm ‖ f (x)‖ = ∞, and let Ω , {exp(−kt) : n ∈ N}. Then (F ,	) is not a universal approximator
on CΩ(Rm,Rn).
3.5 Representation of Approximators on L∞
There is currently no available universal approximation theorem describing an architecture on L∞(Rm,Rn) with
the UAP. Indeed, even trees are not dense therein since the Lebesgue measures is σ -finite and not finite. A direct
consequence of Theorem 2.4 is the guarantee that a minimal architecture on L∞(R) exists and admits the following
representation.
Corollary 3.15 (Existence and Representation of Minimal Universal Approximator on L∞). There exists a non-
empty set I with pre-order≤, such that for every set of points {xi}i∈I in L1−{0} there exist triples {(Bi,Φi,φi)}i∈I
of linear subspaces Bi of B(L∞), bounded linear isomorphisms Φi : L1 → Bi, and bounded linear maps φi : L1 →
B(L∞) such that:
(i) B(L∞) =
⋃
i∈I Bi,
(ii) For every i≤ j, Bi ⊆ B j,
(iii) For every i ∈ I, ⋃n∈N+ Φi ◦φni (xi) is dense Bi for its subspace topology,
(iv) The architecture (F ,	) defined by
F = {xi}i∈I, 	 |F J : (x1, . . . ,x j),
{
ρ ◦Φi ◦φ ji ◦η(xi) : if xi = x1 = · · ·= x j
/0 : else
, (7)
has the UAP on X , where η : R→ L1 and ρ : B(L∞)→ L∞ are respectively defined as the linear extensions
of the maps
η(r),
{
I[0,r) : s> 0
−I[−r,0) : s< 0,
ρ
(
n
∑
i=1
αiδ fi
)
,
1
n
n
∑
i=1
αi fi.
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4 Conclusion
In this paper, we studied the universal approximation property in a scope applicable to most architectures on most
function spaces of practical interest. Our results were used to characterize, construct, and establish the existence
of such structures on many familiar and exotic spaces. Moreover, our results were used to improve, introduce, and
characterize a new subclass of activation functions with many desirable properties. Specifically, they allow us to
obtain improved approximation bounds for feed-forward networks, which incorporate the effect of depth, and they
allow us to encode constraints into the final layers of the networks making up the feed-forward architecture. We
showed how our general construction results can be used to improve the approximation capabilities of an architec-
ture by explicitly constructing a modification of the feed-forward architecture capable of uniform approximation
across all of Rm and not only on compact subsets thereof and we show that this expressibility improvement is often
strict. Finally, representations for approximators on function spaces in which no results are currently available
were obtained as well as existence guarantees.
We believe that the results, structures, andmethods introduced in this paper provide a flexible and broad toolbox
to the machine learning community for building, improving, and understanding universal approximators.
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Appendix A Proofs of Main Results
Theorem 2.1 is encompassed by the following broader but more technical result.
Lemma A.1 (Characterization of the Universal Approximation Property). Let X be a function space, E is an
infinite-dimensional Fréchet space for which there exits some homeomorphism Φ : X → E, and (F ,	) be an
architecture on X . Then the following are equivalent:
(i) UAP: (F ,	) has the UAP,
(ii) Decomposition of UAP via Subspaces: There exist subspaces {Xi}i∈I of X such that:
(a)
⋃
i∈I Xi is dense in X ,
(b) For each i∈ I, Φ(Xi) is a separable infinite-dimensionalFréchet subspace of E andΦ
(
N N
(F ,	)∩Xi
)
contains a countable, dense, and linearly-independent subset of Φ(Xi),
(c) For each i ∈ I, there exists a homeomorphism Φi : Xi → L2(R).
(iii) Decomposition of UAP via Topologically Transitive Dynamics: There exist subspaces {Xi}i∈I of X and
continuous functions {φi}i∈I with φi : Xi →Xi such that:
(a)
⋃
i∈I Xi is dense in X ,
(b) For every pair of non-empty open subsets U,V of X and every i ∈ I, there is some Ni,U,V ∈ N such that
φNi,U,V (U ∩Xi)∩ (V ∩Xi) 6= /0,
(c) For every i∈ I, there is some gi ∈N N (F ,	)∩Xi such that {φni (gi)}n∈N is a dense subset ofN N (F ,	)∩
Xi, and in particular, it is a dense subset of Xi,
(d) For each i ∈ I, Xi is homeomorphic to C(R).
(iv) Parameterization of UAP on Subspaces: There are triples {(Xi,Φi,ψi)}i∈I of separable topological spaces
Xi, non-constant continuous functions Φi : Xi →X , and functions ψi : Xi → Xi satisfying the following:
(a)
⋃
i∈I Φi(Xi) is dense in X ,
(b) For every i ∈ I and every pair of non-empty open subsets U,V of Xi, there is some Ni,U,V ∈ N such that
ψNi,U,V (U ∩Xi)∩ (V ∩Xi) 6= /0,
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(c) For every i ∈ I, there is some xi ∈ N N (F ,	) ∩ Xi such that {Φi ◦ψni (xi)}n∈N is a dense subset of
N N
(F ,	)∩Φi(Xi), and in particular, it is a dense subset of Φi(Xi).
Moreover, if X is separable, then I may be taken to be a singleton.
Proof of Lemma A.1. Suppose that (ii) holds. Since
⋃
i∈I Xi is dense in X and since
⋃
i∈I N N
(F ,	) ∩Xi ⊆
N N
(F ,	), then, it is sufficient to show that
⋃
i∈I N N
(F ,	)∩Xi is dense in ⋃i∈I Xi to conclude that is is dense
in X . Since each Xi is a subspace of X then, by restriction, each Xi is a subspace of
⋃
i∈I N N
(F ,	)∩Xi with
its relative topology.
Let X˜ denote the set
⋃
i∈I Xi equipped with the finest topology making each Xi into a subspace, such a topol-
ogy exists by [10, Proposition 2.6]. Since each Xi is also a subspace of
⋃
i∈I Xi with its relative topology and since,
by definition, that topology is no finer than the topology of X˜ then it is sufficient to show that
⋃
i∈I N N
(F ,	)∩Xi
is dense in X˜ to conclude that it is dense in
⋃
i∈I Xi equipped with its relative topology.
Indeed, by [10, Proposition 2.7] the space X˜ is given by the (topological) quotient of the disjoint union ⊔i∈IXi,
in the sense of topological spaces (see [10, Example 3, Section 2.4]), under the equivalence relation fi ∼ f j if
fi = f j in X . Denote the corresponding quotient map by QX˜ . Since a subsetU of the quotient topology is open
(see [10, Example 2, Section 2.4]) if and only if Q−1
X˜
[U ] is an open subset of ⊔i∈IXi and since a subset V of
⊔i∈IXi is open if and only if V ∩Xi is open for each i ∈ I in the topology of Xi thenU ⊆ X˜ is open if and only
if Q−1
X˜
[U ]∩Xi is open for each i ∈ I. Since {N N (F ,	) ∩Xi}n∈N+ is dense in Xi then for every open subset
U ′ ⊆Xi
/0 6=U ′∩N N (F ,	)∩Xi ⊆U ′∩
⋃
i∈I
N N
(F ,	)∩Xi. (8)
In particular, (16) implies that for every open subsetU ⊆ X˜
/0 6= N N (F ,	)∩Xi∩
[
Q−1
X˜
[U ]∩Xi
]
⊆U ∩
⋃
i∈I
N N
(F ,	)∩Xi. (9)
Therefore,
⋃
i∈I N N
(F ,	) ∩Xi is dense in X˜ and therefore it is dense in ⋃i∈I Xi equipped with its relative
topology. Hence, F has the UAP and therefore (i) holds.
In the next portion of the proof, we denote the (linear algebraic) dimension of any vector space V by dim(V ).
Recall, that this is the cardinality of the smallest basis for V . We follow the Von Neumann convention and, when-
ever required by the context, we identify the natural number n with the ordinal {1, . . . ,n}.
Assume that (i) holds. For the first part of this proof, we would like to show that D contains a linearly inde-
pendent and dense subset D′. Since X is homeomorphic to some infinite-dimensional Fréchet space E , then there
exists a homeomorphismΦ :X → E mappingN N (F ,	) to a dense subsetD of E . We denote the metric on E by
d. A consequence of [44, Theorem 3.1], discussed thereafter by the authors, implies that since E is an infinite di-
mensional Fréchet space then it has a dense Hamel basis, which we denote by {ba}a∈A. By definition of the Hamel
basis of E we may assume that the cardinality of A, denoted byCard(A), is equal to dim(E). Next, we use {ba}a∈A
to produce a base of open sets for the topology of E of cardinality equal to dim(E). Since E is a metric space, then
its topology is generated by the open sets {BallE(ba,q)}a∈A,r∈(0,∞), where BallE(ba,r) , {d(ba,x)< r} . Indeed,
since Q is dense in R, then for every a ∈ A and r ∈ (0,∞) the basic open set BallE(ba,r) can be expressed by
BallE(ba,r) =
⋃
q∈Q∩(0,r)BallE(ba,q). Hence, {BallE(ba,q)}a∈A,q∈Q∩(0,∞) generates the topology on E . Moreover,
the cardinality the indexing set A×Q is computed by
Card(A×Q∩ (0,∞)) =max{Card(A),Card(Q)}=max{dim(E),Card(Q)}= dim(E),
since E is infinite and therefore at-least countable. Therefore, {BallE(ba,q)}a∈A,q∈Q∩(0,∞) is a base for the topology
on E of Cardinality equal to dim(E). Let ω be the smallest ordinal withCard(ω)= dim(E)=Card(A×Q∩(0,∞)).
In particular, there exists a bijection F : ω → A×Q∩ (0,∞) which allows us to canonically order the open sets
{BallE(F( j)1,F( j)2)} j≤ω , where for any j < ω we denote F( j)1 ∈ A and F( j)2 ∈Q∩ (0,∞).
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We construct D′ by induction using ω . Indeed since 1< ω , then since D is dense in E and
{BallE(F( j)1,F( j)2)} j≤ω defines a base for the topology of E , then there exists some
U1 ∈ {BallE(F( j)1,F( j)2)} j≤ω containing some d1 ∈ D. For the inductive step, suppose that for all i ≤ j for
some j< ω , we have constructed a linearly independent set {di}i< j with di ∈ {BallE(F(i)1,F(i)2)} for every i≤ j.
Since j<ω and {di}i< j containsCard( j) and {di}i< j is a Hamel basis of span({xi}i< j) then dim(span({xi}i< j))<
dim(E). Hence, span({xi}i< j) has empty interior and therefore it cannot contain any {BallE(F( j)1,F( j)2)} j≤ω . In
particular, there is an open subset V ′ ⊆ BallE(F( j)1,F( j)2)− span({xi}i< j) and since D was assumed to be dense
in E then there must be some d j ∈V ′ ⊆BallE(F( j)1,F( j)2). This completes the inductive step and therefore there
is a linearly independent and dense subset D′ , {d j} j≤ω contained in D of cardinalityCard(ω) = dim(E).
Next, let I be the set of all countable sequences of distinct elements in ω . For every i ∈ I, let Ei , span j∈i(d j),
where A denotes the closure of a subset A ⊆ E in the topology of E . Then, each Ei is a linear subspace of E
with countable basis {d j} j∈i. Since any Fréchet space with countable basis is separable and therefore each Ei is a
separable Fréchet space. Moreover, by construction,
D′ ⊆
⋃
i∈I
Ei ⊆ E (10)
and therefore
⋃
i∈I Ei is dense in E since D′ is dense in E . Since Φ is a homeomorphism then Φ−1 : E →X is a
continuous surjection, and since the image of a dense set under any continuous map is dense in the range of that
map then Φ−1(D′) is dense in X . Moreover, using the fact that inverse images commute with unions and the fact
that that Φ is a bijection, we compute that
Φ−1(D′)⊆ Φ−1
[⋃
i∈I
Ei
]
=
⋃
i∈I
Φ−1 [Ei] . (11)
Since Φ as a bijection and D was defined as the image of N N (F ,	) in E under Φ, then D′ ⊂ N N (F ,	)
and D′ is dense in X . In particular, (11) implies that
⋃
i∈I Φ−1[Ei] ⊆
⋃
i∈I(N N
(F ,	) ∩Φ−1[Ei]) and therefore⋃
i∈I(N N
(F ,	)∩Φ−1[Ei]) is dense in X . In particular, ⋃i∈I Φ−1[Ei] is dense in X , and for each i ∈ I, if we de-
fine Xi ,Φ−1[Ei] then we obtain (ii.a). Since Φ is a homeomorphism then it preserves dense sets and in particular
since {di} j∈i is a countable, dense, and linearly independent subset of Φ−1[{d j} j∈i] then it is a dense countable
subset ofXi. Hence, each Xi is separable. This gives (ii.b). Lastly, by [30] any two separable infinite-dimensional
Fréchet space are homeomorphic. In particular, since L2(R) is a separable Hilbert space is a separable Fréchet
space. Therefore, for each i ∈ I, there is a homeomorphism Φi : Ei → L2(R). In particular, Φi ◦Φ : Xi → L2(R)
must be a homeomorphism and therefore (ii.b) holds. Therefore, (i) implies (ii).
Suppose that (ii) holds. Then, (iii.a) holds by (ii.a). For each i ∈ I, let {dn,i}n∈N be a countable dense subset
of Xi ∩N N (F ,	) for which Φ({dn,i}n∈N) is a linearly independent, and let Ei = span({dn,i}n∈N). Let D ,⋃
i∈I{dn,i}n∈N and D′ , Φ(D). Thus, for every i ∈ I, D′∩Ei is a countably infinite linearly independent and dense
subset of Ei then by [22, Theorem 8.24] there exists a continuous linear operator Ti : D∩Ei →D∩Ei satisfying
T ni (dn,i) = dn+1,i,
for each n ∈ N and each i ∈ I. In particular, {T ni (d0,i)} is dense in Ei. For each i ∈ I, define φi , Φ−1 ◦Ti ◦Φ and
gi ,Φ−1(d0,i) and observe that for every n ∈ N
φni (gi) =(Φ
−1 ◦Ti ◦Φ)◦ · · ·◦ (Φ−1 ◦Ti ◦Φ)︸ ︷︷ ︸
n−times
(Φ−1(di,0))
=Φ−1 ◦Tni (d0,i).
(12)
Since {T ni (d0,i)}n∈N is dense in Ei and Φ is a homeomorphism from Xi to Ei then
Φ−1 [{T ni (d0,i)}n∈N] = {φni (gi)}n∈N
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is dense in Xi. Thus, (iii.c) holds. For any i ∈ I, define the map ψi : L2(R)→ L2(R) by
ψi , (Φi ◦Φ)−1 ◦φi ◦ (Φi ◦Φ),
and define the vector g˜i ∈L2(R) by g˜i,Φi◦Φ(gi). Since Φ andΦi are homeomorphisms and since φi is continuous
then ψi is well-defined and continuous. Moreover, analogously to (12) we compute that {ψni (g˜i)}n∈N is dense in
L2(R). Since L2(R) is a complete separable metric space with no isolated points and ψi is continuous self-map
of L2(R) for which there is a vector g˜i ∈ L2(R) such that the set of iterates {ψni (g˜i)}n∈N is dense in L2(R) then
Birkhoff Transitivity Theorem, see the formulation of [22, Theorem 1.16], implies that for every pair of non-empty
open subsets U˜,V˜ ⊆ L2(R) there is some nU˜,V˜ satisfying
φnU˜,V˜ (U˜)∩ V˜ 6= /0. (13)
Since Φi ◦Φ is a homeomorphism, then [22, Proposition 1.13] and (13) imply that for every pair of non-empty
open subsetsU ′,V ′ ⊆Xi there exists some nU ′ ,V ′ ∈N satisfying
φnU ′,V ′ (U ′)∩V ′ 6= /0. (14)
Since Xi is equipped with the subspace topology then every non-empty open subset U ′ ⊆ Xi is of the form
U ∩Xi for some non-empty open subsetU ⊆X . Therefore, (14) implies (iii.b). Since both L2(R) andC(R) are
separable infinite-dimensional Fréchet spaces then the [30, Anderson-Kadec Theorem] implies that there exists a
homeomorphism Ψ : L2(R)→C(R). Therefore, for each i ∈ I, Ψ◦Φi ◦Φ : X →C(R) is a homeomorphism and
thus (ii.c) implies (iii.d).
Suppose that (iii) holds. For every i ∈ I, set Xi ,Xi, let Φi , 1Xi be the identity map on Xi, set ψi , φi, and set
xi , gi. Therefore, (iv) holds.
Suppose that (iv) holds. By (iv.c), for each i ∈ I, N N (F ,	)∩Xi is dense in Xi. Therefore,⋃
i∈I
Xi =
⋃
i∈I
N N
(F ,	)∩Xi ⊆
⋃
i∈I
N N
(F ,	)∩Xi ⊆X . (15)
By (iv.a) since
⋃
i∈I Xi is dense in X therefore its closure is X and therefore the smallest, and thus only, closed
set containing
⋃
i∈I Xi is X itself. Therefore, by (15) the smallest set containing
⋃
i∈I N N
(F ,	) ∩Xi must be
X . Therefore, N N (F ,	) is dense in X and (i) holds. This concludes the proof.
Proof of Proposition 2.2. By the [30, Anderson-Kadec Theorem] there is no loss of generality in assuming that
m = n = 1, since C(Rm,Rn) and C(R) are homeomorphic. Let X ′ ,
⋃
i∈I Φi(C(R)). By (2), X ′ is dense in X
and since density is transitive, then it is enough to show that
⋃
i∈I Φi(N N
(F ,	)) is dense in X ′ to conclude that
it is dense in X . Since each Φi is continuous, then, the topology on X ′ is no finer than the finest topology on⋃
i∈I Φi(C(R)) making each Φi continuous and by [10, Proposition 2.6] such a topology exists. Let X ′′ denote⋃
i∈I Φi(C(R)) equipped with the finest topology making each Φi(C(R)) into a subspace. By construction, if
U ⊆X ′ is open then it is open in X ′′ and therefore if⋃i∈I Φi(N N (F ,	)) intersects each non-empty open subset
of X ′′ then it must do the same for X ′. Hence, it is enough to show that
⋃
i∈I Φi(N N
(F ,	)) is dense in X ′′ to
conclude that it is dense in X ′ and therefore,
⋃
i∈I Φi(N N
(F ,	)) is dense in X .
We proceed similarly to the proof of Lemma A.1. Indeed, by [10, Proposition 2.7] the space X ′′ is given by
the (topological) quotient of the disjoint union ⊔i∈IΦi(C(R)), in the sense of topological spaces (see [10, Example
3, Section 2.4]), under the equivalence relation fi ∼ f j if fi = f j in X . Denote the corresponding quotient map by
QX ′ . Since a subsetU of the quotient topology is open (see [10, Example 2, Section 2.4]) if and only if Q
−1
X ′ [U ] is
an open subset of ⊔i∈IΦi(C(R)) and since a subset V of ⊔i∈IΦi(C(R)) is open if and only if V ∩Φi(C(R)) is open
for each i∈ I in the topology of Φi(C(R)) thenU ⊆X ′′ is open if and only if Q−1X ′ [U ]∩Φi(C(R)) is open for each
i ∈ I. Since {N N (F ,	)∩Φi(C(R))}n∈N+ is dense in Φi(C(R)) then for every open subsetU ′ ⊆ Φi(C(R))
/0 6=U ′∩N N (F ,	)∩Φi(C(R))⊆U ′∩
⋃
i∈I
N N
(F ,	)∩Φi(C(R)). (16)
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In particular, (16) implies that for every open subsetU ⊆X ′′
/0 6= N N (F ,	)∩Φi(C(R))∩
[
Q−1
X ′ [U ]∩Φi(C(R))
] ⊆U ∩⋃
i∈I
N N
(F ,	)∩Φi(C(R)). (17)
Therefore,
⋃
i∈I N N
(F ,	)∩Φi(C(R)) is dense in X ′′ and therefore it is dense in ⋃i∈I Φi(C(R)) equipped with
its relative topology. Hence, (FΦ,	Φ) has the UAP on X ′′ and therefore it has the UAP on X itself.
Proof of Theorem 2.3. Let σ be a continuous and non-polynomial activation function. Then [45] implies that the
architecture (F0,	0), as defined in Example 1.1, is a universal approximator onC(R).
By Theorem 2.1, since (F ,	) has the UAP on X and since X is homeomorphic to an infinite-dimensional
Fréchet space then there are homeomorphisms {Φi}i∈I fromC(R) onto a family of subspaces {Xi}i∈I of X such
that
⋃
i∈I Xi is dense. Fix ε > 0 and f ∈X . Since
⋃
i∈I Xi is dense in X there exists some i ∈ I and some fi ∈Xi
such that
dX ( f , fi)<
ε
2
. (18)
Since Φi is a homeomorphism then it must map dense sets to dense sets. Since (F0,	0) has the UAP onC(R) then
N N
(F0,	0) is dense in C(R) and therefore, for each i ∈ I, Φi(N N (F0,	0)) is dense in Xi. Hence, there exists
some g˜ε ∈ Φi(N N (F0,	0)) such that dX ( fi, g˜ε) < ε2 . Since Φi is a homeomorphism, it is a bijection, therefore
there exists a unique gε ∈N N (F0,	0) with Φi(gε) = g˜ε . Hence, the triangle inequality and (18) imply that
dX ( f ,Φi(gε))≤ dX ( f , fi)+ dX ( fi,Φi(gε))< ε. (19)
This yields the first inequality in the Theorem’s statement.
By Theorem 2.1 since, for each i ∈ I, N N (F ,	)∩Xi is dense in Xi and since Φ−1i is a homeomorphism on
Xi then Φ
−1
i
(
N N
(F ,	)∩Xi
)
is dense in C(R). In particular, there exits some f˜ε ∈ Φ−1i
(
N N
(F ,	)∩Xi
)
satisfying
ducc
(
gε(x), f˜ε (x)
)
< ε. (20)
Since Φi is a bijection then there exists a unique fε ∈N N (F ,	) such that Φ−1i ( fε ) = f˜ε . Therefore, (20) and the
triangle inequality imply that
ducc
(
gε(x),Φ
−1
i ( fε )(x)
)
< ε.
Therefore the conclusion holds.
RemarkA.2. By the [30, Anderson-KadecTheorem], since both L2(R) andC(R) are separable infinite-dimensional
Fréchet spaces then there exists a homeomorphism Φ : L2(R)→C(R). Therefore, the proof of Corollary 2.3 holds
(mutatis mutandis) with each Φ replaced by Φi ◦Φ−1 and with C(R) in place of L2(R).
The proof of the next result relies on some aspects of inductive limits of Banach spaces. Briefly, an inductive
limit of Banach spaces is a locally convex space B for which there exists a pre-ordered set I, a set of Banach sub-
spaces {Bi}i∈I with Bi ⊆ B j if i ≤ j. The inductive limit of this direct system is the subset ⋃i∈I Bi equipped with
the finest topology which simultaneously makes each Bi into a subspace and makes
⋃
i∈I Bi into a locally-convex
spaces. Spaces constructed in this way are called ultrabornological and more details about them can be found in
[43, Chapter 6].
Proof of Theorem 2.4. Since B(X0) and B(X) are both infinite-dimensional Banach spaces, then they are infinite-
dimensional ultrabornological, in the sense of [43, Definition 6.1.1]. Since X is separable, then as observed in [18],
B(X) is separable. Therefore, [43, Theorem 6.5.8] applies; hence, there exists a directed set I with pre-order ≤, a
collection of Banach subspaces {Bi}i∈I satisfying (i) and (ii), and a collection of continuous linear isomorphisms
Φi : B(X)→ Bi. Furthermore, the topology on B is coarser than the inductive limit topology lim−−−→i∈I Bi. Since each
B(X) and Bi are Banach spaces, and in particular normed linear spaces, then by the results of [36, Section 2.7] the
maps Φi are bounded linear isomorphisms.
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Let i ∈ I, and fix any xi ∈ X −{0X} then since δX : X → B(X) is base-point preserving then δXxi 6= 0 and
therefore there exists a linearly independent subset Bxi of B(X) containing δ
X
xi . Since B(X) is separable then Bxi
is countably infinite and therefore [22, Theorem 8.24] there exists a bounded linear map φi : B(X)→ B(X) such
that {φni (δXxi )}n∈N+ is a dense subset of B(X).
Since Φi is a continuous linear isomorphisms then it is in particular a surjective continuous map from B(X)
onto Bi. Since the image of a dense set under a continuous surjection is itself dense then {Φi ◦φni (δxi)}n∈N+ is a
dense subset of Bi. Moreover, this holds for each i ∈ I.
By definition, the topology on lim−−−→i∈I Bi is at-least as fine as the Banach space topology on B(X0), since each
Bi is a linear subspace of B(X0). Moreover, the topology on lim−−−→i∈I Bi is no finer than the finest topology on
⋃
i∈I Bi
making each Bi into a topological space (but not requiring that
⋃
i∈I Bi be locally-convex), which exists by [11,
Proposition 6]. Denote this latter space by B˜. Therefore, if⋃
i∈I;n∈N+
{Φi ◦φni (δxi)} , (21)
is dense in B˜ then it is dense in lim−−−→i∈I Bi and in B(X0). Hence, we show that (21) is dense in B˜. That is, it is enough
to show that every open subset of B˜ contains an element of (21).
By [10, Proposition 2.7] the space B˜ is given by the topological quotient of the disjoint union ⊔i∈IBi, in the
sense of topological spaces (see [10, Example 3, Section 2.4]), under the equivalence relation xi ∼ x j for any i≤ j
if xi = x j in B j. Denote the corresponding quotient map by QB˜. Since a subsetU of the quotient topology is open
(see [10, Example 2, Section 2.4]) if and only if Q−1
B˜
[U ] is an open subset of ⊔i∈IBi and since a subset V of ⊔i∈IBi
is open if and only ifV ∩Bi is open for each i∈ I in the topology of Bi thenU ⊆ B˜ is open if and only ifQ−1B˜ [U ]∩Bi
is open for each i ∈ I. Since {Φi ◦φni (xi)}n∈N+ is dense in Bi then for every open subsetU ′ ⊆ Bi
/0 6=U ′∩{Φi ◦φni (xi)}n∈N+ ⊆U ′∩
⋃
i∈I;n∈N+
{Φi ◦φni (δxi)} . (22)
In particular, (22) implies that for every open subsetU ⊆ B˜
/0 6= {Φi ◦φni (xi)}n∈N+ ∩
[
Q−1
B˜
[U ]∩Bi
]
⊆
⋃
i∈I;n∈N+
{Φi ◦φni (δxi)}∩U. (23)
Therefore, (21) is dense in B˜ and, in particular, it is dense in B(X0).
Since X0 was barycentric, then there exists a continuous linear map ρ : B(X0)→X0 which is a left-inverse of
δX0 . Thus, for every f ∈X0, ρ ◦ δX0f = f and therefore ρ is a continuous surjection. Since the image of a dense
set under a continuous surjection is dense and since (21) is dense then⋃
i∈I;n∈N+
{ρ ◦Φi ◦φni (δxi)} , (24)
is a dense subset of X0. Since X0 has assumed to be dense in X and since density is transitive then (24) is dense
in X . This concludes the main portion of the proof.
The final remark follows from the fact that if X = X0 then the identity map 1X : X →X0 is an isometry and
therefore the universal property of B(X) described in Theorem [53, Theorem 3.6] implies that 1X uniquely extends
to a bounded linear isomorphism L between B(X) and B(X0) satisfying
L◦ δX = δX0 ◦ 1X = δX0 and L−1 ◦ δX0 = δX ◦ 1−1X = δX .
Hence L must be the identity on B(X).
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Appendix B Proof of Applications of Main Results
Lemma B.1. Fix some b∈Rm, and let σ :R→R be a continuous activation function. Then ΦA,b is a well-defined
and continuous linear map from C(Rm,Rn) to itself and the following are equivalent:
(i) For each δ > 0,ε > 0 and each f ,g ∈C(Rm,Rn) there is some NU,V ∈ N+ such that{
ΦNU,V (g˜) : ducc(g˜,g)< δ
}∩{ f˜ : ducc( f˜ , f ) < ε} 6= /0,
(ii) σ is injective, A is of full-rank, and for every compact subset K ⊆ [a,b] there is some NK ∈ N+ such that
SN(K)∩K = /0,
where S(x) = σ • (Ax+ b).
If A is the m×m-identity matrix Im and bi > 0 for i= 1, . . . ,m then (i) and (ii) are equivalent to
(iii) σ is injective and has no fixed-points.
Lemma B.1. By [39, Theorem 46.8] the topology of uniform convergence on compacts is the compact-open topol-
ogy onC(Rm,Rn) and by [39, Theorem46.11] composition is a continuous operation in the compact-open topology.
Therefore, ΦA,b is well-defined and continuous map. Its linearity follows from the fact that
ΦA,b(a f + g) = (a fg)◦ S= a( f ◦ S)+ g ◦ S.
Since the topology of uniform convergence on compacts is a metric topology, with metric ducc, then{
U f ,ε : f ∈C(Rm,Rn), ε > 0
}
defines a base for this topology, where U f ,ε , {g ∈C(Rm,Rn) : ducc( f ,g)< ε}.
Therefore, Lemma B.1 (i) is equivalent to the statement: for each pair of non-empty open subsetsU,V ∈C(Rm,Rn)
there is some NU,V ∈N+ such that ΦNU,VI,b (U)∩V 6= /0.Without loss of generality, we prove this formulation instead.
Next, by [31, Corollary 4.1] ΦA,b satisfies Theorem 2.1 (ii.b) if and only if S(x) , σ(Ax+ b) is injective and
for every compact subset K ⊆ Rm there exists some NK ∈N+ such that
SNK (K)∩K = /0. (25)
Therefore, A must be injective which is only possible if A is of full-rank. This gives the equivalence between (i)
and (ii).
We consider the equivalence between (ii) and (iii) in the case where A is the identity matrix and bi > 0 for
i = 1, . . . ,m. Since S(x) = (σ(x+ b1), . . . ,σ(x+ bm)) it is sufficient to verify condition (25) in the case where
m= 1. Since bi > 0 for 1, . . . ,m then it is clear that S is injective and has no fixed points if and only if σ is injective
and has no fixed points. We show that S is injective and has no fixed points if and only if (ii) holds. Indeed, note
that if S has not fixed points, then since bi > 0 for i= 1, . . . ,m then S has no fixed points if and only if σ no fixed
points.
From here, we proceed analogously to the proof of [47, Lemma 4.1]. If S has a fixed-point then for every
N ∈ N+, SN(x) = {x} which is a non-empty compact subset of R. Therefore, (25) cannot hold. Conversely,
suppose that S has no fixed points. The intermediate-value theorem and the fact that S has no fixed-points that
either S(x) < x or S(x) > x. Mutatis mutandis, we proceed with the first case. Since σ is injective and S has not
fixed points then S must be a strictly increasing function; thus S([a,b]) = [S(a),S(b)] for every a< b.
Let K be a non-empty compact subset of R. By the Heine-Borel theorem K is closed and bounded, thus it is
contained in some [a,b] for a< b. Therefore, it is sufficient to show the results for the case where K = [a,b]. Since
S is increasing then for every n ∈ N, the sequence {Sn(a)}n∈N satisfies Sn(a) < Sn+1(a). If this sequence is not
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unbounded then there would exist some a0 ∈ R such that a0 = lim
n→∞S
n(a). Therefore, by the continuity of S we
would find that
a0 = lim
n→∞S
n(a) = lim
n→∞S
n+1(a) = lim
n→∞S(S
n(a)) = S
(
lim
n→∞S
n(a)
)
= S(a0),
but since S has not fixed points then there cannot exist such an a0 since otherwise a0 = S(a0). Therefore, a0 does
not exist and thus {Sn(a)}n∈N is unbounded. Hence, for every a< b there exists some N[a,b] ∈ N+ such that
SN[a,b]([a,b])∩ [a,b] = /0.
Thus, (ii) and (iii) are equivalent when A= Im.
Next, assume that any of (i) to (iii) hold, that X is a non-empty subset of C(Rm,Rn), and that (F ,	) has the
UAP on X . Then for any other non-empty open subsetU ⊆C(Rm,Rn) there exists some NX ,U ∈ N such that
Φ
NX ,U
A,b [X ]∩U 6= /0. (26)
Since ΦA,b is continuous then so is ΦNA,b and therefore (Φ
NX ,U
A,b )
−1[U ] is a non-empty open subset of C(Rm,Rn).
Since the finite intersection of open sets is again open, then we have that
(Φ
NX ,U
A,b )
−1
[
Φ
NX ,U
A,b [X ]∩U
]
= X ∩ΦNX ,UA,b [U ]. (27)
This implies that X ∩ΦNX ,UIm ,b [U ] is a non-empty open subset of C(Rm,Rn) contained in X . Since (F ,	) has te
UAP on X , then there exists some f ∈ N N (F ,	) ∩ [X ∩ΦNX ,UA,b [U ]]. Thus, ΦNX ,U ( f ) ∈U and, by definition,
ΦNX ,U ( f ) ∈N N (Fσ ;deep,	σ ;deep).
Thus, for eachU in
{{g ∈C(Rm,Rn)ducc(g, f )< ε}} f∈C(Rm,Rn),ε>0 , (28)
there exists some NU ∈ N+ and some fU ∈ N N (F ,	) such that ΦNU ( fU ) ∈ U . In particular, since (28) is a
base for the topology on C(Rm,Rn) and since the intersection of open sets is again open, then every non-empty
open subset ofU is contained an element of (28) which, in turn, contains an element of the form ΦNU ( fU ). Thus,
N N (Fσ ;deep,	σ ;deep)∩U 6= /0. Hence, N N (Fσ ;deep,	σ ;deep) has the UAP onC(Rm,Rn).
Proof of Theorem 3.1. The equivalence between (i) and (iii) follows from Lemma B.1. The equivalence between
(ii) and (iii) follows from the formulation of Birkhoff’s transitivity theorem described in [22, Theorem 2.19].
Proof of Proposition 3.3. Since α1 < 1 then σ(x) > x for every x < 0. Since 0 < α2 then σ(0) = 0 < α2. Lastly,
since σ˜ is monotone increasing then for every x> 0 we have that
σ(x)> x+α2 > x.
Therefore, σ cannot have a fixed point. Moreover, since σ˜ is strictly increasing it must be injective, since if x< y
then σ(x)< σ(y) and therefore σ(x) 6= σ(y) if x 6= y. Hence, σ is injective. Moreover, since the sum of continuous
functions is again continuous, then σ is continuous.
Since α1x+α2 is affine then it is continuously differentiable. Thus σ is continuously differentiable on any
x < 0. Lastly, setting α2 not equal to σ˜ ′(0)− 1 ensure that σ is not differentiable at 0 and therefore it cannot be
polynomial. In particular, it cannot be affine.
For convenience, we denote the collection of set-functions from Rm to Rn by [Rm,Rn].
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Proof of Corollary 3.8. Since ducc is a metric on [Rm,Rn] and since C(Rm,Rn) ⊆ [Rm,Rn], then the map F :
C(Rm,Rn)→C(Rm,Rn) defined by F(g), ducc( f˜0,g) is continuous. Therefore, the set F−1 [(−∞,δ )] is an open
subset of C(Rm,Rn). In particular, (5) guarantees that it is non-empty. Since σ is non-affine and continuously
differentiable at-least at one point then [32, Theorem 3.2] applies, whence the set X0 of continuous functions
h :Rm → Rn with representation
h(x) =WJ ◦σ • · · · ◦σ •W1,
whereWj : Rd j → Rd j+1 , for j = 1, . . . ,J− 1, are affine and nm+ 2 ≥ d j if j 6∈ {1,J} and d1 = m, and dJ = n, is
dense in C(Rm,Rn). Therefore, since F−1 [(−∞,δ )] is an open subset of C(Rm,Rn) then X0 ∩F−1 [(−∞,δ )] is
dense in F−1 [(−∞,δ )].
Fix some b ∈ Rm with bi > 0 for i = 1, . . . ,m. Since σ is continuous, injective, and has no fixed-points
then applying Lemma B.1 implies that X1 , {ΦNIm,b( f ) : f ∈ F−1[(−∞,δ )]∩X0, N ∈ N+}, is a dense subset
of C(Rm,Rn). This gives (i). Moreover, by construction, every g ∈ X1 admits a representation satisfying (iii)
and (iv). Furthermore, since WJ ◦σ • · · · ◦σ •W1 ∈ X2 and by construction there exists some g ∈ X1 for which
ducc (WJ ◦σ • · · · ◦σ •W1,g)< δ ,; then (ii) holds.
Proof of Corollary 3.9. Since each Fn, for n = 1, . . . ,N, is a continuous function from C(Rm,Rn) to [0,∞] then
each F−1n [[0,Cn)] is an open subset of C(Rm,Rn). Since the finite intersection of open sets is itself open, then
∩Nn=1F−1n [[0,Cn)] is an open subset ofC(Rm,Rn). Since there exists some f0 ∈C(Rm,Rn) satisfying (6) thenU is
non-empty. Since (F ,	) has the UAP onC(Rm,Rn) then (F ,	)∩U is dense inU .
Fix b ∈ Rm with bi > 0 for i = 1, . . . ,m and set A= Im. Since σ is a transitive activation function then Corol-
lary 3.4 applies and therefore the set
{
ΦNIm ,b( f ) : f ∈N N (F ,	)∩U
}
is dense in C(Rm,Rn). Therefore (i)-(iv)
hold.
Proof of Corollary 3.6. Let S(x) = σ • (x+ b) and let B , {x ∈ Rm : σ(x)> x}. By hypothesis B is Borel and
µ(B)> 0. For each i= 1, . . . ,m we compute σ • (xi+ bi)> xi+ bi ≥ xi. Therefore, for µ-a.e. every x ∈ B, N ∈ N
and each i= 1, . . . ,m
SN(x)i ≥ xi+Nbi.
Since bi > 0 then lim
N→∞
SN(x) = ∞. Therefore, the condition [5, Corollary 1.3 (C2)] is met, and by the discussion
following the result on [5, page 127], condition [5, Corollary 1.3 (C1)] holds; i.e.: for every non-empty open subset
U,V ⊆ L1µ(Rm,Rn) there exists some NU,V ∈ N such that
Φ
NU,V
Im,b
(U)∩V 6= /0. (29)
By Lemma 3.5, the map ΦIm,b and therefore the map Φ
NU,V
Im ,b
is continuous. Thus, (Φ
NU,V
Im ,b
)−1[V ] is a non-empty
open subset of L1µ(R
m,Rn) and therefore U ∩ (ΦNX ,UIm,b )−1[V ] is a non-empty open subset of U . Taking U =
BallL1µ (Rm,Rn)(g,δ ) and V = BallL1µ (Rm,Rn)( f ,ε) we obtain the conclusion.
Proof of Corollary 3.7. By Proposition 3.3 and the observation in its proof that σ(x) > x we only need to verify
that σ is Borel bi-measurable. Indeed, since σ is continuous and injective then by [23, Proposition 2.1], σ−1 exists
and is continuous on the image of σ . Since σ was assumed to be surjective then σ−1 exists on all of R and is
continuous thereon. Hence, σ−1 and σ are measurable since any continuous function is measurable.
Proof of Theorem 3.11. Fix A= Im and b∈Rm with bi > 0 for i= 1, . . . ,m. Since int(co(F )) is a non-empty open
set then there exists some f ∈ int(co(F )) and some δ > 0 for which
BallL1µ (Rm)( f ,δ ) ,
{
g ∈ L1µ(Rm) :
ˆ
x∈Rm
‖ f (x)− g(x)‖dµ(x)< δ
}
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is an open subset of int(co(F )). Since co(F )∩ int(co(F )) is dense in int(co(F )) then its intersection with any
non-empty open subset thereof is also dense; in particular, co(F )∩BallL1µ (Rm)( f ,δ ) is dense in BallL1µ (Rm)( f ,δ ).
Since σ is L1-transitive then (iii) follows from Corollary 3.6.
Since L1µ is a metric space then
{
BallL1µ (Rm)(g,δ ) : g ∈ L1µ(Rm), δ > 0
}
is a base for the topology thereon.
Therefore, Corollary 3.6 implies that for any two non-empty open subsetsU,V ∈ L1µ(Rm) there exists some NU,V ∈
N satisfying ΦNU,V (U)∩V 6= /0. Hence, ΦIm,b is topologically transitive on L1µ(Rm), in the sense of [22, Definition
1.38]. Moreover, since ΦIm,b is a continuous linear map then Birkhoff’s transitivity theorem, as formulated in [22,
Theorem 2.19], applies and therefore ΦIm,b is a hypercylic operator on L
1
µ(R
m). Therefore, [22, Proposition 5.8]
implies that ‖ΦIm,b‖op > 1. Setting κ , ‖Φ‖op yields (ii).
It remains to show the approximation bound of described by (i). Fix f ∈ L1µ(Rm). Since L1µ(Rm) is a Banach
space then it has no isolated points and since ΦIm ,b is a hypercylic operator then Birkhoff’s transitivity theorem,
as formulated in [22, Theorem 2.19], implies that there exists a dense Gδ -subset HC(ΦIm,b) ⊆ L1µ(Rm) such that
for every g ∈ HC(ΦIm ,b) the set {ΦNIm,b(g)}N∈N is dense in L1µ(Rm). Therefore, every non-empty open subset of
L1µ(R
m) contains some element of HC(Φ). In particular, there is some g ∈HC(Φ)∩ int(co(F )) since int(co(F ))
is a non-empty open subset of L1µ(R
m).
Since co(F )∩ int(co(F )) is dense in int(co(F )) then, in particular, g ∈ int(co(F )). Therefore, the condi-
tions of [14, Theorem 2] and [14, Equation (23)] are met, hence, for each n ∈ N+ the following approximation
bound holds
inf
fi∈F ,∑ni=1αi=1,αi∈[0,1]
ˆ
x∈Rm
∥∥∥∥∥
n
∑
i=1
αi fi(x)− g(x)
∥∥∥∥∥dµ(x)≤
√
2µ(Rd)√
n
, (30)
Since {ΦN(g)}N∈N is dense in L1µ(Rm) then there exists some N ∈ N for which ΦN(g) ∈ BallL1µ (Rm)
(
f , 1√n
)
.
Thus, the following bound holds ˆ
x∈Rm
‖ f (x)−ΦN(g)(x)‖dµ(x)≤ 1√
n
, (31)
Since ΦIm ,b is a continuous linear map from the Banach space L
1
µ(R
m) to itself then it is Lipschitz with constant
‖ΦIm,b‖op, where ‖ · ‖op denotes the operator norm, and by [51, Corollary 2.1.2] we have
‖ΦIm,b‖Nop =
∥∥∥∥d(σ • (·+ b))#µdµM
∥∥∥∥N
∞
. (32)
Moreover, by Lemma 3.5, we know that the right-hand side of (32) is finite. Therefore (31) implies that for every
f1, . . . , fn ∈F , α1, . . . ,αn ∈ [0,1] with ∑ni=1 αi = 1, the following holdsˆ
x∈Rm
∥∥∥∥∥ΦNIm ,b
(
n
∑
i=1
αi fi
)
(x)− f (x)
∥∥∥∥∥dµ(x)
≤
ˆ
x∈Rm
∥∥∥∥∥ΦNIm ,b
(
n
∑
i=1
αi fi
)
(x)−ΦNIm,b (g)(x)
∥∥∥∥∥dµ(x)
+
ˆ
x∈Rm
∥∥ f (x)−ΦNIm,b (g)(x)∥∥dµ(x)
≤
∥∥ΦNIm ,b∥∥op
(ˆ
x∈Rm
∥∥∥∥∥
n
∑
i=1
αi fi(x)− g(x)
∥∥∥∥∥dµ(x)
)
+
ˆ
x∈Rm
∥∥ΦNIm,b (g)(x)− f (x)∥∥dµ(x)
≤
∥∥∥∥d(σ • (·+ b))#µdµM
∥∥∥∥N
∞
(ˆ
x∈Rm
∥∥∥∥∥
n
∑
i=1
αi fi(x)− g(x)
∥∥∥∥∥dµ(x)
)
+
1√
n
.
(33)
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Combining the estimates (30) to (33) we obtain
inf
fi∈F ,∑ni=1αi=1,αi∈[0,1]
ˆ
x∈Rm
∥∥∥∥∥ΦNIm ,b
(
n
∑
i=1
αi fi
)
(x)− f (x)
∥∥∥∥∥dµ(x)
≤
∥∥∥∥d(σ • (·+ b))#µdµM
∥∥∥∥N
∞
(ˆ
x∈Rm
∥∥∥∥∥
n
∑
i=1
αi fi(x)− g(x)
∥∥∥∥∥dµ(x)
)
+
1√
n
≤
∥∥∥∥d(σ • (·+ b))#µdµM
∥∥∥∥N
∞
√
2µ(Rd)√
n
+
1√
n
=
1√
n
(
1+
√
2µ(Rm)
)
.
(34)
Since ΦNIm,b is linear, then the right-hand side of (34) reduces and we obtain the following estimate
inf
fi∈F ,∑ni=1αi=1,αi∈[0,1]
ˆ
x∈Rm
∥∥∥∥∥
n
∑
i=1
αiΦ
N
Im ,b ( fi)(x)− f (x)
∥∥∥∥∥dµ(x)≤ 1√n
(
1+
√
2µ(Rm)
)
. (35)
Therefore, the estimate in (i) holds.
For the statement of the next lemma concerns the Banach space of functions vanishing at infinity. Denoted
by C0(Rm,Rn), this is the set of continuous functions f from Rm to Rn such that, given any ε > 0 there exists
some compact subset Kε ⊆ Rm for which supx∈Kε ‖ f (x)‖< ε. As discussed in [6, VII],C0(Rm,Rn) is made into a
Banach space by equipping with the supremum norm ‖ f‖∞ , supx∈Rm ‖ f (x)‖.
Lemma B.2 (Uniform Approximation of Functions Vanishing at Infinity). Suppose that (F ,	) is a universal
approximator on C(Rm,Rn), then for every f ∈ C0(Rm,Rn) and every ε > 0 there exists gε ∈ C0(Rm,Rn) with
representation
fε (·) =
(
gεe
− b
b−‖·‖2 + a
)
I‖·‖<b+
(
ae−|gε (·)|(‖x‖−b)
)
I‖·‖≥b, (36)
the absolute value |·| is applied component-wise, gε ∈N N (F ,	), and a,b> 0, and satisfying the uniform approx-
imation bound
‖ f − fε‖∞ < ε.
Proof of Lemma B.2. Let (F ,	) be a universal approximator onC(Rm,Rn), let f ∈C0(Rm,Rn), and ε > 0. Since
f vanishes at infinity then there exists some non-empty compact Kε, f ⊆ Rm for which ‖ f (x)‖ ≤ ε2−1 for every
x 6∈ Kε, f . By the Heine-Borel theorem Kε, f is bounded and therefore there exists some b⋆ > 0 such that Kε, f ⊆
BallRm(0,b⋆), {x ∈Rm : ‖x‖< b⋆}. Therefore,
sup
x∈Rm−BallRm (0,b⋆)
‖ f (x)‖ < ε2−1. (37)
Since the bump function x 7→ e−1
1
1−x2 I|x|<1 is continuous, affine functions are continuous, f ∈C(Rm,Rn), and
the composition andmultiplication of continuous functions is again continuous then the function x 7→ [ f (x)− ε2−1]e b⋆b⋆−‖x‖2 I‖x‖<b⋆
is itself continuous. Observe also that the set Ball(0,b⋆) = {x ∈ Rm : ‖x‖ ≤ b⋆} is closed and bounded, thus it is
compact by the Heine-Borel theorem. Since (F ,	) is a universal approximator onC(Rm,Rn) for the topology of
uniform convergence on compacts then there exists some gε ∈N N (F ,	) satisfying
sup
x∈Ball(0,b⋆)
∥∥∥∥gε(x)− [ f (x)− ε2−1]e b⋆b⋆−‖x‖2 I‖x‖<b⋆
∥∥∥∥< ε2−1. (38)
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Since 0≤ e−
b⋆
b⋆−‖x‖2 ≤ 1 for every x ∈ Rm, then from (38) we compute
sup
x∈Ball(0,b⋆)
∥∥∥∥gε(x)e− b⋆b⋆−‖x‖2 I‖x‖<b⋆ + ε2−1I‖x‖<b⋆− f (x)
∥∥∥∥
≤ sup
x∈Ball(0,b⋆)
∥∥∥∥gε(x)e− b⋆b⋆−‖x‖2 + ε2−1− f (x)
∥∥∥∥
≤ sup
x∈Ball(0,b⋆)
∥∥∥∥gε(x)e− b⋆b⋆−‖x‖2 + ( f (x)− ε2−1)e b⋆b⋆−‖x‖2 e− b⋆b⋆−‖x‖2
∥∥∥∥
≤ sup
x∈Ball(0,b⋆)
e
− b⋆
b⋆−‖x‖2
∥∥∥∥gε(x)+ ( f (x)− ε2−1)e b⋆b⋆−‖x‖2
∥∥∥∥
≤ sup
x∈Ball(0,b⋆)
∥∥∥∥gε(x)+ ( f (x)− ε2−1)e b⋆b⋆−‖x‖2
∥∥∥∥
≤ε
2
.
(39)
Observe that, for every x ∈ Rm−Ball(0,b⋆) we have ‖x‖− b⋆ ≥ 0, −|gε(x)| ≤ 0 and therefore
0≤ ε2−1e−|gε (x)|(‖x‖−b⋆) ≤ ε. (40)
Combining (37), (39), and (40) we compute the following bound
sup
x∈Rm
∥∥∥∥
(
gε(x)e
− b⋆
b⋆−‖x‖2 + ε2−1
)
I‖x‖<b⋆ + ε2−1e−|gε (x)|(‖x‖−b)I‖x‖≥b⋆− f (x)
∥∥∥∥
≤max
{
sup
x∈Ball(0,b⋆)
∥∥∥∥gε(x)e− b⋆b⋆−‖x‖2 I‖x‖<b⋆ + ε2−1e−|gε(x)|(‖x‖−b)I‖x‖<b⋆− f (x)
∥∥∥∥ ,
sup
x∈Rm−Ball(0,b⋆)
∥∥∥∥gε(x)e− b⋆b⋆−‖x‖2 I‖x‖<b⋆ + ε2−1e−|gε(x)|(‖x‖−b)I‖x‖<b⋆− f (x)
∥∥∥∥
}
≤max
{
ε, sup
x∈Rm−Ball(0,b⋆)
∥∥∥∥gε(x)e− b⋆b⋆−‖x‖2 I‖x‖<b⋆ + ε2−1e−|gε(x)|(‖x‖−b)I‖x‖<b⋆− f (x)
∥∥∥∥
}
=max
{
ε, sup
x∈Rm−Ball(0,b⋆)
∥∥∥ε2−1e−|gε (x)|(‖x‖−b)I‖x‖<b⋆− f (x)∥∥∥
}
≤max
{
ε, sup
x∈Rm−Ball(0,b⋆)
∥∥∥ε2−1e−|gε (x)|(‖x‖−b)∥∥∥+ sup
x∈Rm−Ball(0,b⋆)
‖ f (x)‖
}
=max{ε,ε2−1+ ε2−1}= ε.
(41)
Thus, the result holds.
Proof of Theorem 3.13. For eachω ∈Ω, define themapΦω :C0(Rm,Rn)→Cω (Rm,Rn) byΦω ( f ), (ω(‖ · ‖)+ 1) f .
For each f ,g ∈C0(Rm,Rn) we compute
‖Φω ( f )−Φω(g)‖ω,∞ = sup
x∈Rm
‖Φω ( f )−Φω(g)‖
ω(‖ · ‖)+ 1
= sup
x∈Rm
‖(ω(‖ · ‖)+ 1) f (x)− (ω(‖ · ‖)+ 1)g(x)‖
ω(‖ · ‖)+ 1
= sup
x∈Rm
(ω(‖ · ‖)+ 1)‖ f (x)− g(x)‖
ω(‖ · ‖)+ 1
=‖ f − g‖∞.
(42)
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Therefore, for each ω ∈ Ω, the map Φω is an isometry. For each ω ∈ Ω, define the map Ψω : Cω(Rm,Rn)→
C0(Rm,R) by Ψω ( f˜ ),
1
ω(‖·‖)+1 f˜ . For each f˜ ∈Cω(Rm,Rn) and compute
Φω ◦Ψω( f˜ ) =Φω
(
1
ω(‖ · ‖)+ 1 f˜
)
= (ω(‖ · ‖)+ 1) 1
ω(‖ · ‖)+ 1 f˜ = f˜ . (43)
Hence, Ψω is a right-inverse of Φω . Since every isometry is a homeomorphism onto its image and since Φω is sur-
jective isometry thenΦω defines a homeomorphism fromC0(Rm,Rn) ontoCω (Rm,Rn). In particular,Φω (C0(Rm,Rn))=
Cω(Rm,Rn). Therefore,
CΩ(R
m
,Rn) =
⋃
ω∈Ω
Cω(R
m
,Rn) =
⋃
ω∈Ω
Φω (C0(R
m
,Rn)) =Cω (R
m
,Rn).
Hence, condition (2) holds.
Since it was assumed that supx∈Rm ‖ f (x)‖e−‖x‖ < ∞ holds, then Lemma B.2 applies, whence,{(
f e
− b
b−‖·‖2 + a
)
I‖·‖<b+
(
ae−| f (·)|(‖x‖−b)
)
I‖·‖≥b : 0< b,a, f ∈N N (F ,	)
}
is dense inC0(Rm,Rn). Therefore, the conditions for Proposition 2.2 are met. Hence,⋃
ω∈Ω
Φω
({(
f e
− b
b−‖·‖2 + a
)
I‖·‖<b+
(
ae−| f (·)|(‖x‖−b)
)
I‖·‖≥b : 0< b,a, f ∈N N (F ,	)
})
(44)
is dense in CΩ(Rm,Rn). By definition, (44) is a subset of N N
(FΩ,	Ω) and therefore N N (FΩ,	Ω) is dense in
CΩ(Rm,Rn). Hence, (FΩ,	Ω) is a universal approximator onCΩ(Rm,Rn).
Proof of Proposition 3.14. For each k,m ∈ N with n≤ m, we have that exp(−kt)> exp(−mt) for every t ∈ [0,∞).
Thus,
Cexp(−k·)(Rm,Rn)⊆Cexp(−m·)(Rm,Rn), (45)
and the inclusion is strict if n < m. Moreover, for n ≤ m, the inclusion of each ikm : Cexp(−n·)(Rm,Rn) into
Cexp(−m·)(Rm,Rn) is continuous. Thus,
{
Cexp(−k·)(Rm,Rn), ikm
}
n∈N is a strict inductive system of Banach spaces.
Therefore, by [28, Proposition 4.5.1] there exists a finest topology on
⋃
k∈NCexp(−k·)(Rm,Rn) both making it into
a locally-convex space and ensuring that each Cexp(−k·)(Rm,Rn) is a subspace. Denote
⋃
k∈NCexp(−k·)(Rm,Rn)
equipped with this topology byCLCSΩ (R
m,Rn).
If f ∈ CLCSΩ (Rm,Rn) then by construction there must exist some K ∈ N such that f ∈ Cexp(−K·)(Rm,Rn). By
[15, Propositions 2 and 4], a sequence { ft}t∈N converges to some f if and only if there exists some K ∈ N and
some NK ∈ N+ such that for every t ≥ NK every ft ∈Cexp(−K·)(Rm,Rn) and the sub-sequence { ft}t≥NK converges
in the Banach topology of Cexp(−K·)(Rm,Rn) to f . In particular, since Cexp(−0·)(Rm,Rn) = C0(Rm,Rn) then the
function f (x) , (exp(−|x|), . . . ,exp(−|x|)) ∈Cexp(−0·)(Rm,Rn). Since each f ∈N N (F ,	) is either constant of
supx∈Rm ‖ f (x)‖ = ∞ then for any sequence { ft}t∈N ∈ N N (F ,	) there exists some N0 ∈ N+ for which the sub-
sequence { ft}t≥N0 lies in Cexp(−0·)(Rm,Rn) = C0(Rm,Rn) if and only if for each t ≥ N0 the map ft is constant.
Therefore, for each t ≥ N0 we compute that
‖ f − ft‖exp(0·),∞ = ‖ f − ft‖∞ ≥ inf
c∈Rm
sup
x∈Rm
|exp(−|x|)− c|> 1
2
.
Hence, ft cannot converge to f in CΩ(Rm,Rn) and therefore (F ,	) does not have the UAP onCΩ(Rm,Rn).
Proof of Corollary 3.15. Let X , R and X0 ,X , L∞. Since every Banach space is a pointed metric space with
reference-point its zero vector and since R is separable then Theorem 2.4 applies. We only need to verify the form
of η and of ρ . Indeed, the identification of B(R) with L1(R) and explicit description of η is constructed in [53,
Example 3.11]. The fact that L∞ is barycentric follows from the fact that it is a Banach space and by [20, Lemma
2.4].
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