Generalizations of Worpitzky's convergence theorem for ordinary continued fractions are proved for vector valued continued fractions deÿned by the Samelson inverse for vectors. Our convergence proof is constructive and thus yields more reÿned truncation-error estimates. This work shows that some of our results are exact generalizations or improvements of the scalar ones.
Introduction
We concern ourselves with the formal expressioñ
in which the a i are complex numbers and theb i are complex vectors in C d ; d ∈ N. The above evaluation process is based on the use of the Samelson inverse for vectors [see [2, 6] ]:
whereb * is denotes the complex conjugate of the proper vectorb and b is the norm ofb.
(1.1) is called the vector valued continued fractions. Graves-Morris [2, 3] and Gu [4] showed explicitly that vector valued continued fractions could be used to deÿne vector valued Thiele-type
The work is supported by the National Science Foundation of China.rational interpolants and vector valued rational approximants. Zhao et al. [7] gave a few simple convergence theorems for vector valued continued fractions by means of a so-called backward three-term recurrence algorithm. But many of the best known and most often used convergence criteria for ordinary continued fractions (such as see [5] ) are not still generalized to the vector case.
The ÿrst object of this paper is generalization of the well-known Worpitzky convergence criterion for ordinary continued fractions.
Let {t n (!)} be a sequence of vector linear fractional transformations(l.f.ts) of the form t 0 (w) =b 0 +w; t n (w) = a ñ b n +w ; a n = 0; n ¿ 1;b n ;w ∈ C d :
then T n is a vector valued l.f.t.. Clearly, T n (0) is a vector continued fraction itself, i.e.,
so T n (0) is called its nth convergent. Without lose of generality, we letb 0 =0 in this paper. Continued fractions K(a n =b n ) with |a n | 6 1 and b n = 2 for all n will be called Worpitzky type vector valued continued fractions (in short W-fractions) in this paper. If z 6 1, then t (z) 6 |a n | 6 1 so that 
so that the T n ( D) form a nested decreasing vector sequence of compact discs. We denote the radius of T n ( D) by r n , i.e., r n = 1=2diam(T n ( D)) = 1=2 sup{d(T n (w 1 ); T n (w 2 ));w 1 ;w 2 ∈ D}:
In the scalar case, it is known that the radius r n of T n ( D) (at this moment, d = 1) satisÿes
In [1] , by using a geometric argument, Beardon gave the following result:
: : a n−1 | + 3=|a 1 : : : a n | :
Clearly, as |a n | 6 1, inequality (1.6) is stronger than (1.4) so that bound (1.6) does indeed contain the best possible bound for r n . Also (1.6) implies that if |a n | 6 ¡ 1 for all n, then (1.5) is valid. Moreover, with the assumption k |a 1 : : : a k | = A ¡ ∞, he gave a faster rate of convergence:
The second objective of this paper is to give estimates of the rate of convergence for vector valued W-fractions, which are more reÿned than (1.6) or (1.7) (see (3.1) and Corollary 1 in Section 3), and so it also improves the corresponding scalar results.
Deÿnition, notation and di erence formula
Throughout this paper, we denote byR n the nth convergent of the vector valued continued fractions, namely,
and we denote byR i n the ith tail ofR n ; namelỹ
For n = 0 one obtains the continued fractions itself and hence one usually omits the superscripts in this case, i.e.
The proofs of our main results are based on the use of the following Theorem 1. Before proving Theorem 1, we give two lemmas.
Lemma 1 directly comes from the deÿnition (1.2).
Proof.
(1) It is clearly from the deÿnition (1.2).
(2) The proof of (2) can be achieved by noting that
We leave the details to the reader. The following backward algorithm for vector valued continued fractions is stated in [7] . 
n ; (i = n − 2; : : : ; 1; 0) (2.7)
then we have (1 6 i 6 n); (2.9) .7) is not of technical nature, but it is of fundamental interest as it leads to some interesting results. Now we can give a di erence formula for two convergents of vector valued continued fractions, i.e. Theorem 1. For any n ∈ N,w 1 ,w 2 ∈ C d , the formula
holds true for two convergentsÃ n (w 1 )=B n (w 1 ) andÃ n (w 2 )=B n (w 2 ) of the vector valued continued fraction (1.1).
Proof. Let
; 0 6 i 6 n, for i = 0, from (2.6) and (2.9), one ÿnds
Using Lemma 1, one gets
By continuing the above process, one sees that
where
sinceb n has to be replaced byb n +w.
Paying attention to (2.9), one can write (2.12) as
B 0 n (w 1 ) B 0 n (w 2 ) which completes the proof of Theorem 1.
A convergence theorem and truncation error
Now, by Theorem 1, we can give an exact generalization of Worpitzky's Theorem.
Theorem 2 (Worpitzky's Theorem). If |a n | 6 1 for all n, b n = 2, then vector continued fractions K(a n =b n ) converge, the radius r n of T n ( D) satisÿes r n 6 min{ 1 ; 2 ); (3.1)
Proof. We restrict our considerations to the nth convergent T n (w) (T n (w) =Ã n (w)=B n (w)) wherẽ w ∈ D. In view of (2.7) and b i = 2, one can write
n (w) for anyw ∈ D and 0 6 i 6 n − 2:
Furthermore, from |a i | 6 1 for all i ∈ N, one gets
Continuing the above process, one ÿnds that
By letting i = 0 in (3.4), and repeated application of (3.4), one has
As B n−1 n (w) = b n +w , one can write
On the other hand, letting i = 0 in (3.3), and using (3.3) and (3.4), one obtains
Applying (3.6) repeatedly yields
From B n−1 n (w) = b n +w , we can write (3.7) as
Now, from (3.5), (3.8) and Theorem 1, one ÿnds
and So from (3.11)-(3.13), one obtains r n 6 min{ 1 ; 2 ); (3.14) where 1 ; 2 are deÿned by (3.2).
In particular, for any, n; m ∈ N, one obtains Ã n+m B n+m −Ã n B n 6 2r n 6 2 min{ 1 ; 2 ) 6 2 n + 1 : (3.15)
Hence, from (3.15), the vector sequence {Ã n =B n } is a Cauchy sequence, and thus according to the Cauchy criterion for convergence, it converges to a vector valuef. Let m → ∞ in (3.15),
