ABSTRACT. We prove that the divisor class group of any open Richardson variety in the Grassmannian is trivial. Our proof uses Nagata's criterion, localizing the coordinate ring at a suitable set of Plücker coordinates. We prove that these Plücker coordinates are prime elements by showing that the subscheme they define is an open subscheme of a positroid variety. Our results hold over any field and over the integers.
INTRODUCTION
Let X γ β ⊂ Gr(k, n) be an open Richardson variety in the Grassmannian, over an arbitrary field or the integers. The purpose of this paper is to prove the following theorem.
Theorem 1. The divisor class group of X γ β is trivial.
The corresponding statement for Schubert cells is clear, since every Schubert cell is isomorphic to affine space. The divisor class group and the Picard group of Schubert varieties in a generalized flag manifold (over a field) were computed by Mathieu [11] (see also [1] , for an overview of these and other related results). This is made even more explicit in [14] .
Comparatively little appears to be known about the divisor class group and the Picard group of Richardson varieties. Open Richardson varieties are smooth, affine, and rational, but these facts do not determine the divisor class group. On the other hand, each of the following statements is equivalent to Theorem 1 (see e.g. [13, §14.2 
]):
• Every divisor on X γ β is principal.
• The coordinate ring of X γ β is a unique factorization domain.
• The Picard group of X γ β is trivial.
• The divisor class group of the closed Richardson variety X γ β is generated by the boundary divisors of X γ β . We prove Theorem 1 by showing that the homogeneous coordinate ring is a unique factorization domain. This is done by a suitable application of Nagata's criterion. As part of our argument, we study the principal ideals defined by certain Plücker coordinates, ∆ δ 1 , . . . , ∆ δ k−1 . We show that the subscheme of X γ β defined by each of these ideals is at ∆ δ 1 , . . . , ∆ δ k−1 , which amounts to a statement about existence of certain LU decompositions. As a consequence, we also obtain a description of this nicely parameterizable subscheme as the complement of a union of positroid varieties in the Richardson variety (see §7).
It is important for us that Theorem 1 holds without working over an algebraically closed field, because this paper was written with a specific application in mind. For one of the results in [10] , we needed to show that a certain divisor on X γ β is principal over . This was not obvious from the definition of the divisor, and Theorem 1 arose as the most expeditious way to prove it.
It would be interesting to generalize Theorem 1 beyond the Grassmannian. David Speyer has suggested to us that it may be possible prove an analogous statement for flag varieties, using the Deodhar cell [2] in place of W γ β . This would be more complicated and would require some different tools, as the part of this story involving positroid varieties is necessarily specific to the Grassmannian.
SUBSCHEMES OF THE GRASSMANNIAN
Let (k, n) denote the set of all k-element subsets of [n] = {1, . . . , n}. For α ∈ (k, n), write α(i) for the i th smallest element of α. There is a natural poset structure
We will also use this notation to denote intervals in other posets.
Let be a field. The Grassmannian Gr(k, n) is the projective scheme whose points represent k-planes in n . Formally, Gr(k, n) = Proj A,
where ∆ α are indeterminates called the Plücker coordinates, and I is the Plücker ideal. I is generated by quadratic elements of the form
where α, β ∈ (k, n) and i ∈ β \α. The precise signs in (1) are not too hard to describe, but we will not do so here, since we will not need them. Fix β ≤ γ ∈ (k, n), and let 
X β is a Schubert variety, X γ is an opposite Schubert variety, and X
γ β = X β ∩ X γ is aA β = A β [∆ −1 β ] X β = Proj A β A γ = A γ [∆ −1 γ ] X γ = Proj A γ A γ β = A γ β [∆ −1 β , ∆ −1 γ ] X γ β = Proj A γ β . Then X β ⊆ X β is the Schubert cell, X γ ⊆ X γ is
Lemma 3 (Nagata's Criterion). Suppose R is a Noetherian domain, and S ⊂ R is a multiplicative subset generated by prime elements of R. R is a unique factorization domain if and only if S −1 R is a unique factorization domain.
We apply this as follows. Define δ 0 , . . . , δ k ∈ (k, n) by
In particular, δ 0 = γ and δ k = β. Consider the ring
] .
Proof of Proposition 2.
We will show that B Remark 4. In many references (e.g. [7, 13] ), the Proj construction is defined only for non-negatively graded rings R = d≥0 R d . However, the construction can be applied more generally to -graded rings R = d∈ R d , in which negative degrees are allowed. As d>0 R d is not necessarily an ideal of R, the irrelevant ideal R + is defined as the ideal generated by homogeneous elements of positive degree; this is the only change required. If R is a -algebra, this is equivalent to defining Proj R as the GIT quotient Spec R// m , for the linearized m action on Spec R defined by the grading (see [3, §8.3] for examples). In the -graded rings above ( A β , A γ , etc.), the irrelevant ideal is 〈1〉, which implies Proj R = Spec R 0 , and Spec R = Proj R × m . We make use of this implicitly in our arguments.
2.1. Working over Spec . The rings and schemes of the previous section are also defined for = . We briefly say how to extend Proposition 2 and Theorem 1 to this case. The exception is Theorem 13 on integrality (in particular, torsion-freeness) of positroid varieties. This step would follow if their Hilbert functions were known to be the same over any field (e.g. by Grobner basis arguments).
For the remainder of the paper, we work over an arbitrary field. In this section, we show that W γ β is parameterized by matrices of the form in Figure 1 ; in particular, it is a product of affine space and a torus. We thereby deduce that B 
. Let M = ψ(N ). Immediately, we have that M i,β(i) is invertible, and M i,γ(
, which shows that φ and ψ are mutually inverse isomorphisms.
Corollary 8. B γ β
is an unique factorization domain.
SOME IMPLICATIONS OF THE PLÜCKER RELATIONS
To complete the proof of Proposition 2, we must show that ∆ δ t is either a unit or a prime of A γ β . To this end, we study the principal ideal 〈∆ δ t 〉 ⊆ A γ β . We begin by identifying other Plücker coordinates that must be in this ideal. Let
Note that δ t ∈ t . Also note that the interval [β(t + 1), γ(t)], which appears in definition of t , is empty if β(t + 1) > γ(t); in this case t is also empty.
Proof. First, note that if α ∈ t , we must have α(1) < · · · < α(t) < β(t + 1) and γ(t) < α(t + 1) < · · · < α(k). We define a new partial order
. . , t, and α(i) ≥ α ′ (i) for i = t + 1, . . . , k. This makes δ t the unique minimal element of t with respect to t .
Let t = {α ∈ t | ∆ α / ∈ 〈∆ δ t 〉}. We must show that t is empty. Suppose to the contrary that t = , and take α ∈ t which is minimal with respect to t . Certainly α = δ t , so we have either
Suppose (i) is true. Take i to be the smallest integer such that α(i) > β(i), and consider the Plücker relation (1) . Notice that for all j ∈ α\β, we have either α\{ j}∪{i} ≺ t α or α\{ j}∪{i} / ∈ [β, γ]. In either case, we have ∆ α\{ j}∪{i} ∈ 〈∆ δ t 〉 (in case (i) because of the minimality of α, and in case (ii) because this Plücker coordinate is already zero in A γ β
If (ii) is true, a similar argument applies. Take i to be the largest integer such that α(i) < γ(i), and use γ in place of β in the Plücker relation.
Corollary 10. If t is empty, then ∆ δ t is a unit in X
Proof. By Lemma 9, if t is empty, we have ∆ α ∈ 〈∆ δ t 〉 for all α ∈ [β, γ]. In particular, ∆ β ∈ 〈∆ δ t 〉. As ∆ β is a unit, this implies that ∆ δ t is also a unit.
POSITROIDS
We now show that when t is non-empty, it is (the set of bases of) a positroid. The concept of a positroid comes from the theory of total non-negativity: a positroid is a matroid that is representable by a totally non-negative matrix. However, we will not need this definition. There are many equivalent characterizations of positroids; for our purposes, Theorem 11 below may be taken as a definition.
Let S n denote the symmetric group of permutations of [n], generated by the simple transpositions s 1 , . . . , s n−1 ∈ S n . There is a natural projection map π k : S n → (k, n), given by π k (w) = {w (1), . . . , w(k)} . The Bruhat order on S n is the partial order characterized by the fact that u ≤ v iff
Theorem 11 (Postnikov [12] ). A subset
is a positroid if and only if
Hence, t is either empty or it is a positroid.
Note that π t (w β s t ) = {β(1), . . . , β(t − 1), β(t + 1)}, and π t (w γ ) = {γ(1), . . . , γ(t)}. It follows that
. From here, one can easily check that in case (i), w α ∈ [w β s t , w γ ], and in case (ii),
POSITROID VARIETIES For
⊆ (k, n), we can consider the scheme defined by the vanishing of Plücker coordinates not in :
Such schemes are unions of strata in the GGMS stratification of the Grassmmannian [6] ; in general, they can be quite badly behaved, even if is a matroid (see e.g. discussion in [9, §1] ). However, when is a positroid X has many nice properties, including the following. , and therefore the intersection with X γ β is non-empty. The fact that the codimension is 1 follows from (2), as 〈∆ δ t 〉 is a principal ideal.
As for proving (2), first note that both sides are subschemes of the Grassmannian defined by the vanishing and non-vanishing of certain Plücker coordinates. X t is defined by the vanishing of {∆ α | α ∈ (k, n) \ t }, and the non-vanishing of {∆ β , ∆ γ }. , which is equivalent.
REMARKS
As an additional consequence of Theorems 7 and 14, we obtain a description of the nicely parametrizable scheme W 
