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1 INTRODUCTION 
When a given time series Yt becomes stationary after differencing d times, and the 
degree of differentiation or memory parameter, d, is a real number, then the series is said 
to be fractionally integrated of order d, denoted Ye - FI(d). These processes have 
received an increasing attention because of their ability to provide a natural and flexible 
characterization of the nonstationary and persistent characteristics of economic time 
senes. 
A fractionally integrated process is both stationary and invertible if d E ( - t ' t) and 
(weakly) nonstationary if d ~ t. In spite of being nonstationary, the process is mean-
reverting with transitory memory, i.e., with any random shock having only a temporary 
influence on the series, if d < 1, in contrast with the case when d ~ 1, where the process 
is both nonstationary and not mean-reverting with permanent memory, i.e., with any 
random shock having now a permanent effect on the present and future path of the 
series. On the other hand, a stationary fractionally integrated process has short-memory, 
with autocorrelations decaying at an exponential rate, if d < 0, whereas it has long-
memory, with autocorrelations 'that die out at the slower hyperbolic rate, if 0 < d < 1/2 
and as such may be expected to be useful in modelling long-term persistence. When 
d = 0, the process is white noise, with zero correlations and constant spectral density. 
The implications of the fractionally integrated processes in economic data are, at least 
potentially, profound. They allow for more parsimoni,?us models. Moreover, this class of 
processes is naturally introduced when we consider the aggregation of heterogeneous 
time series (Granger, 1980, Gonyalves and Gourieroux, 1987). Lastly, by allowing a rich 
range of spectral behavior near the origin, they can provide superior approximations to 
the Wold representations of many economic time series (Granger, 1966). 
Hence, it seems quite reasonable to assume that the macroeconomic time series achieve 
stationarity after applying a fractional filter. However, it is not by large an easy task to 
discriminate whether a real economic time series is trend stationary or fractionally 
integrated. ~mpirically, macroeconomic variables appear to be fractionally integrated in 
the post-Second World War quarterly data, whilst as for the· historical data covering 
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eighty or more years, it is difficult to offer unequivocal judgement as to whether many 
real economic variables are fractionally integrated or trend stationary. See Baillie (1996) 
for a recent survey and review of the major econometric work on fractionally integrated 
processes and their applications in economics and finance. 
As an illustration of this difficulty, Chambers (1996) used fractional models to test 
trend and difference (d = 1) stationarity in the logarithms of five u.K. macroeconomic 
time series, covering from 1955(2) to 1992(2), i.e., a total of 148 observations. The 
author concluded that three of these series (GNP, consumption and investment) were 
found to be consistent with the hypothesis of difference stationarity, while the remaining 
two series (exports and imports), however, rejected both trend and difference 
stationarity, suggesting, therefore, that these series were consistent with a fractional 
model. 
Consequently, the empirical and theoretical debate of whether an economic series are 
best described as being trend stationary, difference stationary or fractionally integrated 
continues unresolved. The purpose of this paper is to analyze the effects of spuriously 
detrending a nonstationary fractionally integrated process (henceforth denoted NFJ). In 
doing this, the asymptotic distributions of Durlauf and Phillips (1988), which regressed a 
difference stationary process onto a constant and a linear time trend, are embedded in 
our results. 
Moreover, we proof that the Durbin-Watson statistic is a valid diagnostic against 
~ 
misspecification even in the case where we ignore not only the stochastic trends but also 
misspeciry the non-detenninistic component of the underlying series of interest. 
Therefore, the results of this paper continue strongly supporting the importance of 
combining hypothesis testing with specification analysis as a powerful method of 
exposing spurious relationships. 
The paper is organized as follows. In Section 2 we derive the asymptotic distributions 
of the traditional least squares statistics in a time trend regression when in fact the time 
series is in reality a nonstationary fractionally integrated process. Section 3 extends these 
results to the case of nonstationary fractionally. integrated- process with drift, whereas in 
3 
Section 4 we provide some experimental evidence on the power of the Durbin-Watson 
statistic in finite samples. Finally, some concluding remarks are collected in Section 5. 
Proofs are given in the Appendix. 
With respect to the notation employed, the symbols "~", "-4" and "=" denote 
weak convergence, convergence in probability and equality in distribution, respectively, 
while [.] denotes "integer part". Stochastic processes such that Y",(r) with r E[O, 1] are 
frequently written as Yco' Similarly, we write integrals with respect to Lebesgue measure 
such asflco(r)dr as f Yco' The symbol L~=, is denoted simply as L and r(.) denotes 
the gamma function. Finally, all limits given in the paper are as the sample size r ~ 00 
unless otherwise stated. 
2 TIME TRENDS VS. NFI PROCESSES 
Let us initially consider the analysis of the following least squares regression: 
(1) Yr = a+/Jt+ul' 1= 1,2, ... ,T, 
where Ye is assumed to be a stationary time trend process. 
In 1988, Durlauf and Phillips considered the estimation of this model when in fact the 
true data generating process (DCP) for Ye is a difference stationary process, .1Yt = Cl' 
with the {ce} sequence assumed to satisfy a functional central limit theorem (FeLl) of 
the type discusses in Phillips (1987), allowing for weak dependence and some 
heterogeneity over time. 
Under this DGP, Durlauf and Phillips (1988) found that the estimated time trend 
coefficient in (1) was consistent, jJ = 0 p (r- 1/2 ), converging to the true structural 
coefficient of zero and that the constant term a diverged in distribution, a = 0 p (r"2) as 
the significance (Ho: a = 0, f3 = 0) I-Student tests, t a = 0 p ( r"2 ), t p = 0 p ( r"2 ). In the 
same manner, the coefficient of determination R2 was found to have a nondegenerate 
limiting distribution, whilst the Durbin-Watson (DU') statistic converged in probability to 
zero at a super consistent Op(r-l) rate, indicating the presence of some kind of 
misspecification in the time regres~ion (1) proposed. 
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In this section, we will extend Durlauf and Phillips' findings from the assumption that 
the true DGP for YI is a difference stationary process to the following generating 
mechanism: 
DGP-A: 
tlYI = Et' d?lj2, where El -i.i.d(o,d), EIEl <00, q?max{d-l/2,2}. 
Throughout this paper, we shall assume, without any loss of generality, that 
Er = 0 for t :::; O. In order to derive the behavior of the OLS statistics in model (1), we 
need the following result: 
LE:tvfMA 1: Under DGP-A, 
r 
(2) 1/2-d (J f( )d-I d () T Y[Tr) => r(d) 0 r-s W s [== yJr), say], 
T 1 
(3) r I/2 -d :LYI => r Y<£J(r)dr, 
1=1 ~ 
T I 
(4) r 3/2 - d :Ltyl => f ry<t)(r)dr, 
1=1 0 
T I 
(5) r2d:Ly; => f y!(r)dr, 
1=1 ~ 0 
where W(r) - N( O,r) is a standard Brownian motion associated with the {EJ 
sequence. 
Result (2) is a FCLT for NF/(d) processes due to Akonom and Gourieroux (1988) 
and results (3)-(5) follow in a direct manner from (2) by applying the continuous 
mapping theorem (CM7). See also Marmol (1995). 
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THEOREM 1: Under DGP-A, 
1 
(6) Tl/2-d ex ~ -6 J (r - 2/3)y<x> (r)dr , 
o 
1 
(7) T3/2-d,B~12J(r-l/2)y<x>(r)dr, 
o 
(8) 
(9) 
(l0) 
(11 ) 
if d E[t,t), and 
(12) 
if d ~ 3/2, where ~Y<x> = ((J" ) r (r - st-2 dW(s) - FI(d -1). r d -1 Jo 
Thus, when the true DGP is assumed to be a NFI( d) process, we have that the 
constant tenn ex in regression (1) diverges in distribution with a rate of convergence 
Op (Td - 1/2 ) that depends on the memory parameter d, except in the particular d = tease, 
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where ex has a nondegenerate limiting distribution. With respect to the estimated time 
trend coefficient /3, from expression (7) we can see that it has a well-defined limiting 
distribution upon suitable standardization given by T3/2- d • Consequently, this estimator 
will be consistent only if d < t. When d> t, /3 actually diverges in distribution at a rate 
that depends on d. Equally, in the particular case where d = t, /3 has a nondegenerate 
limiting distribution. 
As regards the hypothesis testing, from expressions (9) and (10) we have that the 
distributions of both traditional I-Student tests diverge at a rate, 0 p (T"2), that does not 
depend on d. Consequently, the possible consistency of jJ (if d < +) to the true structural 
coefficient of zero does not translate into desirable properties for these conventional 
significance tests. This latter result mirrors the asymptotic behavior of the I-Student 
statistic in the general spurious framework recently studied by Marmol (1996a), which 
allows for the presence of deterministic trends of general form in a multivariate set-up of 
nonstationary fractionally integrated processes with different memory parameters and 
possibly co integrated in the Engle and 'Granger (1987) sense. 
With respect to the R2 statistic, we observe that it converges weakly to the 
nondegenerate random variable given in expression (8), independently, hence, of d. This 
result is also obtained in the case where we regress a set of stocastically independent 
integrated processes with different memory parameters (Marmol, 1996b) with or without 
the presence of deterministic trends (Marmol, 1996a). When we allow for the presence 
, 
of cointegrating relationships, then R2 ~ 1, as proved by Haldrup (1994) and Marmol 
(1996a). 
Finally, as regards the DW statistic, it converges in probability to zero for all d ~ t, 
even that at a different rates, depending on d. For d ~.t, we have from expression (12) 
that D W = 0 p (r2), whereas in the case where d < t, D W = 0 p (T'-2d) depending, 
consequently, on the memory parameter d. This implies, in particular, that in the 
degenerate case d = t, DW ~ Op(l), having, therefore, a well-defined limiting 
7 
distribution. Indeed, even in this case the D W statistic car be a valid method of exposing 
the spurious regression (see Section 4 below). 
In this sense, Marmol (1995, 1996b) proved that when we regress two integrated 
processes (with or without the same memory parameters) with no deterministic 
components except for a constant term in the spurious regression, then D W = 0 p (rl) if 
d < f whereas D W = 0 p (r2) otherwise. By contrast, Marmol (1996a) proved that if we 
regress a multivariate set of fractionally integrated processes with different memory 
parameters, possibly cointegrated, with deterministic components, then the results 
obtained in Theorem 1 for the DW statistic reemerge and DW = Op( r l- 2d") for d" < f 
and D W = 0 p ( r-2) for d· ~ f, with d· being the minimum order of differentiation 
included in the underlying spurious regression. 
A 
A 
To close this section, it is worth ·noting that a and {3, suitable standardize, have 
Gaussian limiting distributions, in spite of be functionals of the fractional Brownian 
motion y"". To prove this claim, we need the following lemma, which is of interest in its 
own: 
LEMMA 2: Under DGP-A, 
(13) yjr) - N(O, dr 2d- 1 ). 
(14) I (2d) f y",,(r)dr -JV 0, ( )( )' 
o d + 1 2d + 1 
(15) fl ()dr N(O 2 d ) oryoor - '(d+2)(2d+3)' 
and 
I 
(16) f(r-a)yjr)dr-N(O,eJ, 
o 
where a E 9t and 
8 
° =2d[ 1 + a
2 
_ a(2d+3) ] 
a - (d + 2)(2d + 3) (d + 1)(2d + 1) (d + 1)(d + 2)(2d + 2) . 
Now, with the help of the above lemma, it is straightforward to prove the following 
result: 
COROLLARY 1: Under DCP-A, the OLS estimators of a,/3 in (1) have the following 
limiting distributions: 
r 1/2- d ex = N(O,0 a ), 
r 3/2 - d/J= N(O,0/1), 
with 0 a = 3602/3 , O/1 = 144°1/2 and with ° a as defined in expression (16). 
3 NFI PROCESSES WITH DRIFT 
Consider now the following DCP for the Ye sequence, where we allow for the 
presence of a non-zero drift, acting as a nuisance parameter: 
DGP-B: 
(i) tlYe =f1+&(, d~1/2'&e -i.i,d(O,d), EI&J <00, q~max{d-1/2,2}. 
Moreover, throughout this section we shall assume the following truncated property 
for the lld operator: 
ASSUMPTION 1: 
-d e r(d + j) 
!i - ~ r(d)r(l + j)' t = 1,2, .... 
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DurIauf and Phillips (1988) were also concerned with the effect of estimating (1) when, 
in fact, the true DGP was a difference stationary process with drift, 6Yt = f.1 + &1' 
showing that the regression theory for this DCP was identical to the driftless case. 
The intuition behind this result is that a difference stationary process with drift can be 
converted into a time trend plus a driftless difference stationary process 
A A-I A-I 111-LlYt = f.1 + &e <=> Ye = Ll f.1 + Ll &e = ,.... + Ye' 
assummg zero initial conditions. Consequently, in the difference stationary case, 
regressing this sum against a time trend will generate identical results to those obtained 
in Section 2 where fJ = o. 
The same results will be obtained in the fractional case if we assume that Y t has been 
generated according to 
o ' 0 Ye = a + pt + Ye = r;e + Ye 
where r = (a, p)", ;, = (1, t Y and y~ is a NFI( d) process generated under DCP-A. In 
this case, least squares estimation of r in (1) yields 
and by defining the diagonal matrix .3r = diag{l, T} jointly with the CMT and Lemma 1, 
we have that 
TII2-d.3~I(Y-r)=>(J rir(J!J'J 
where r= (1, r)' so that 
I 
T1i2- d ( a- a) => -6 f (r - 2/3)yoo (r)dr 
o 
and 
I 
T3/2- d (p - p) => 12 f (r -l/2)y 00 (r)dr 
o 
as in Theorem 1. Consequently, if we only erroneously ignore stochastic regressors in 
model (1) but we correctly specifjed the deterministic components, then the regression 
theory is identical to the case where Ye is assume to be generated without these non-
10 
stochastic trends. Moreover, this result can be extended in a straightforward manner to 
general polynomial trends as noted by Haldrup (1991 a, b) in the d = 2 case. 
However, if we assume true DGP-B, then things change drastically. In effect, in this 
case, a reparametrization of y/ allows us to write it as the sum of a driftless NFI(d) 
process plus a deterministic function of time 
lld y/ = J..l+ £/ 
A-d A-d 
<=> y/ = L1 J..l + L1 £/ 
<=> y/ = ;/ + Yt' 
where ;/ = ll-d J..l and y/ = Kd £/. As regards the;/ term, under Assumption 1, it follows 
that 
where the approximation follows from Sheppard's formula. See Granger (1988) for a 
detailed justification of this truncated deterministic filter. 
Hence, by assuming true DGP-B, if we implement a least squares testing procedure in 
model (1) we are mistakenly ignore stochastic regressors and misspecifying the non-
stochastic component. In this section we will explore the consequences of this double 
misspecification on the asymptotic behavior of the traditional least squares statistics. For 
this, let us first announce the following results. 
LEMMA 3: 
(17) 
(18) 
(19) 
(20) 
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(21) 
LEMMA 4: Under DGP-B, 
(22) 
(23) 
(24) 
(25) r 2- d "" t ~ f1. L. Ye r(d + 2)' 
(26) 
Using the above results and the methods employed in Theorem 1, it is now easy to find 
the relevant asymptotic theory for model (1). 
THEOREM 2: 
(i) Under DGP-B, if d :;to I, 
(27) 
(28) TI-df3~ p 6d ~f1. r(d +3)' 
(29) R2~_6d_-3_ ( ) 
----r 2 ~O, (d +2) 
(30) ( )
1/2 
r-1 /2 p d 6d + 3 
1 tp~ , 
d-1 
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(31) ( )
1I~ 
1/2 P 2d + 1 -
r ta~ d ' 
(32) ifl/2 5,d < 1, 
(33)ifd>l, 
TDW~ -2 (2d+l)[r
2(d+3)+36r 2(d+l)(2d-l) 
(d _1)2 r2(d)(2d -1) 
-12r(d)r(d +3)(2d -1)] 
r2(d)(2d -1) 
(ii) Under DGP-B, in the case where d = I, 
whilst R2, ta' tp and DW have the same limiting distributions as ill Theorem l. 
First at all, notice that, when d = I, in model (l) we only misspecify the stochastic 
trends. Consequently, and according to aforementioned comments, the asymptotic 
behavior of the OLS statistics obtained in the second part of the theorem is the same than 
• 
in the driftless case. 
On the other hand, when d:t:. 1 all the statistics converge in probability to some 
constant after suitable standardization. This constitutes a kind of return to more classical 
asymptotic results with stationary variables, and, of course, this fact is due to the 
asymptotically dominant ~t tenn. The influence of this deterministic component on the 
relevant asymptotic theory for the OLS statistics that we are examining only cancels 
exactly when d = 1. 
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O~herwise, in the case where d ~ 1, we can see in the first part of the theorem that the 
constant tenn is 0 p (Td ), i. e., it diverges and a rate that depends on d. By contrast, the 
estimated time trend coefficient f3 diverges when d> 1 but converges to the true 
structural coefficient of zero when d < 1. Further, the coefficient of detennination R2 
converges in probability to a non-negative constant and the I-Student tests diverge at the 
rate Op(TI/2), as always. Finally, as in the driftless case, DW ~O for all d z. t, and, 
hence, it remains to be a valid tool against misspecification. 
4 SOME MONTE CARLO EVIDENCE 
In this section we perfonn some Monte Carlo experiments to examine the power of the 
DW statistic as a misspecification test against spurious detrending in small to moderate 
samples. The parameter space consider in this study is the following: 
{T = 50; 100;200} 181 {d = 0.5; 0.6;0.8; 1; 1.2; 1.5; 1.8;2} 181 {.u = 0; I} 181 { () = 0;0.4;0.8}. 
Observations on the NFI( d) proces·s were generated in the following manner: First, 
we simulate a stationary '11 - SFI( 0) process for 0 E [ - t, t). In this case we have that 
'11 = KOul , where the perturbation tenn ul is generated as ul = Cl - SCI_I> where Cl is a 
sequence of identically and independently distributed N( 0,1) variables. The fractional 
difference operator KO is defined as an infinite lag polynomial, so that we must truncate 
it in some point m. Herein we choose m= 10,000. Now to mimic the sample path of the 
NFI(d) process YI , for d E[t,2], we simply take partial sums of '11 with initial 
, 
condition Yo = o. Thus, as a matter of definition, YI is NFI (l. 4) if ~YI = '11 - SFI( 0.4) . 
Using this procedure, for each sample size T, we generate T + 100 observations. Then, 
the first 100 observations are discarded in order to eliminate the influence of the initial 
conditions. 
The results of our experiments are given in Tables 1-3. These results were generated 
by a simulation using 20,000 replications. As is well-known, a serious shortcoming of the 
D W test is that its exact distribution depends on the data matrix. Notwithstanding, the 
true distribution of the DW statistic lies between that of two other statistics, d1 (the 
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lower bound) and do (the upper bound), which only depend on T and the number of 
regressors. The null hypothesis of no autocorrelation is rejected against the alternative of 
positive autocorrelation if DW < d; (Region 1) against the alternative of negative 
autocorrelation if DW > 4 - d; (Region 5) and not rejected if d: < DW < 4 - d: (Region 3), 
where asterisks indicate tabulated values at appropriate significance levels (e.g., Savin 
and White, 1977). If d; < DW < d: (Region 2) or if 4 - d: < DW < 4 - d; (Region 4) the test 
is inconclusive. For each point of the parameter space, tables give percent of times each 
of these five region contains the DW statistic. 
Table 1 gives the power of the DW statistic in the most favorable situation, namely, 
where the true model is a pure NFI with white noise innovations. In Tables 2 and 3 we 
compare power in the presence of a NFI with moderate to large AL1(1) innovations, 
respectively. Some results are clear and in accord with the asymptotics of the previous 
sections. With other things held constant, (i) power increases as T increases This is a 
reflection of the consistency of the test. (ii) Power is higher when d is larger, i.e., as the 
alternative hypothesis becomes further from the null. 
Other important practical conclusions that 'can be drawn from our simulations are the 
following. First, the presence or absence of the drift term f-l does not change the power 
properties of the DW statistic. Durlauf and PhiIlips (1988) and our Theorem 2 prove that 
this must be the case for d = 1. However, Tables 1-3 show that this result remains true 
for all d ~ t. Consequently, it seems that the power properties of the DW statistic are 
independent of misspecifications in the detenninistic part. Second, the percent of times 
the DW statistic lies in Regions 2 and 4 (the inconclusive regions) are almost zero in all 
cases (perhaps to a surprising degree, in fact). 
On the other hand, the DW statistic has good power properties for all d ~ t in the 
presence of moderate moving average innovations (Table 2). Indeed, this power can be 
very low for d < 1 against NFI processes with large moving average innovations (Table 
3), pointing out the presence of severe identification problems. For instance, when 
d = 0.8 the null hypothesis of correct specification is accepted in about 70% for T = 200. 
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.,.::::, note that, for this sample size, for d = 0.5 or d = 0.6, the DW statistic lies in 
.Jil 5 in almost all the occasions. 
5 CONCLUSIONS 
.~ }lm of this paper has been to provide a generalization of the available results on 
(~ behav;or of difference stationary processes which are misspecified as trend stationary 
'le ')'::~'-'S to the more general framework of misspecified nonstationary fractionally 
cgrated processes . 
. ;::::::1 conclusions can be drawn from our study. First, depending on the memory 
. iameter d, the estimated time trend coefficient can either diverge or converge to the 
.e structural parameter of zero. Second, when we assume that the true generating 
echanism includes a non-zero drift, then the asymptotic behavior of the standard OLS 
.. i::icics changes w1th respect to the driftless case, with the only exception of the case 
:lcre d:::: 1, i.e., in the difference stationary case. This is due to the fact that, except in 
',? unit root case, for st of values of d, a least squares regression in model (1) 
.. plies to commit two different misspecijicatiolls, namely, to ignore the stochastic trends 
~j to misspecify the deterministic component of the underlying series of interest. 
,ird, in any case, the conventional I-Student statistics diverge at the rate Op( Tl/2). 
Jnsequently, they w111, w1th probability one, reject the null hypothesis of no 
snificance. Hence, standard OLS inference remains invalid, as in the difference 
. :ionary case. Finally, we showed that, in any case, DW ~ 0 for all d ~ +, and, 
:lcrefore, this statistic w11l, w1th probability one, reject the hypothesis of correct model 
~pecification, as T ~ 00. This, in turn, constitutes an useful diagnostic against 
!sspecification. However, from our Monte Carlo experiments we conclude that, in 
)derate samples and for d < 1, the D W statistic has important identification problems 
cept in the simplest case of a pur.e NFI process with white noise innovations. 
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TABLE 1 
p owero fth DW e statIstIC agaInSt spunous 
T f.1 Region 0.5 0.6 
50 0 1 0.8770 0.9560 
50 0 2 0.0370 0.0160 
50 0 3 0.0860 0.0280 
50 0 4 0.0000 0.0000 
50 0 5 0.0000 0.0000 
50 1 1 0.8670 0.9550 
50 1 2 0.0350 0.0170 
50 1 3 0.0980 0.0280 
50 1 4 0.0000 0.0000 
50 1 5 0.0000 0.0000 
100 0 1 0.9970 1.0000 
100 0 2 0.0010 0.0000 
100 0 3 0.0020 0.0000 
100 0 4 0.0000 0.0000 
100 0 5 0.0000 0.0000 
100 1 1 0.9950 1.0000 
100 1 2 0.0000 0.0000 
100 1 3 0.0050 0.0000 
100 1 4 0.0000 0.0000 
100 1 5 0.0000 0.0000 
200 0 1 1.0000 1.0000 
200 0 2 0.0000 0.0000 
200 0 3 0.0000 0.0000 
200 0 4 0.0000 0.0000 
200 0 5 0.0000 0.0000 
200 1 1 1.0000 1.0000 
200 1 2 0.0000 0.0000 
200 1 3 0.0000 0.0000 
200 1 4 0.0000 0.0000 
200 1 5 0.0000 0.0000 
True model: t:,.d y, = J.1+ C" c, - NIID( 0,1). 
Estimated model: y, = a+Pt+res. 
d etren din 19 
0.8 1 
0.9970 1.0000 
0.0020 0.0000 
0.0010 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.9970 0.9990 
0.0000 0.0010 
0.0030 0.0000 
0.0000 0.0000 
0.0000 0.0000 
1.0000 1.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
1.0000 1.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
1.0000 1.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
1.0000 1.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
0.0000 0.0000 
Value old 
1.2 1.5 1.8 2 
0.9990 1.0000 1.0000 1.0000 
0.0000 0.0000 0.0000 0.0000 
0.0010 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
1.0000 1.0000 0.9990 1.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0010 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
1.0000 1.0000 1.0000 1.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
1.0000 1.0000 1.0000 1.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
1.0000 1.0000 1.0000 1.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
1.0000 1.0000 1.0000 1.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
Regions 1 and 5: regions of rejection of the null hypothesis of correct specification. Region 3: region of 
no rejection of the null hypothesis of correct specification. Regions 2 and 4: inconclusive regions. 5% 
significance level. 
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TABLE 2 
p ower 0 fth DW e statlstlC agamst spunous d etren din 19 
T J-l Region 0.5 0.6 0.8 1 
50 0 I 0.0960 0.2570 0.7540 0.9600 
50 0 2 0.0340 0.0880 0.0640 0.0140 
50 0 3 0.8050 0.6410 0.1790 0.0260 
50 0 4 0.0340 0.0060 0.0030 0.0000 
50 0 5 0.0310 0.0080 0.0000 0.0000 
50 1 1 0.1010 0.2490 0.7380 0.9460 
50 1 2 0.0390 0.0810 0.0580 0.0200 
50 1 3 0.7870 0.6500 0.2040 0.0340 
50 1 4 0.0290 0.0100 0.0000 0.0000 
50 1 5 0.0440 0.0100 0.0000 0.0000 
100 0 1 0.2790 0.6530 0.9890 1.0000 
100 0 2 0.0550 0.0470 0.0030 0.0000 
lOO 0 3 0.6360 0.2970 0.0080 0.0000 
100 0 4 0.0110 0.0010 0.0000 0.0000 
100 0 5 0.0190 0.0020 0.0000 0.0000 
100 1 I 0.2700 0.6680 0.9910 1.0000 
100 1 2 0.0500 0.0490 0.0020 0.0000 
100 I 3 0.6630 0.2800 0.0070 0.0000 
100 1 4 0.0070 0.0010 0.0000 0.0000 
lOO I 5 0.0100 0.0020 0.0000 0.0000 
200 0 1 0.6410 0.9590 1.0000 1.0000 
200 0 2 0.0250 0.0040 0.0000 0.0000 
200 0 3 0.3330 0.0370 0.0000 0.0000 
200 0 4 0.0010 0.0000 0.0000 0.0000 
200 0 5 0.0000 0.0000 0.0000 0.0000 
200 I 1 0.6510 0.9670 1.0000 1.0000 
200 1 2 0.0380 0.0080 0.0000 0.0000 
200 1 3 0.J080 0.0250 0.0000 0.0000 
200 1 4 0.0000 0.0000 0.0000 0.0000 
200 1 5 0.0030 0.0000 0.0000 0.0000 
True model: t/ y, = J.1+ u" u, = c, - 0.4 c'_1' c, - NIID( 0, I). 
Estimated model: y, = a+/Jt + res. 
Value ofd 
1.2 1.5 1.8 2 
0.9680 0.9520 0.9600 0.9490 
0.0130 0.0180 0.0090 0.0200 
0.0190 0.0300 0.0310 0.0310 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.9610 0.9590 0.9680 0.9560 
0.0160 0.0140 0.0110 0.0120 
0.0230 0.0260 0.0210 0.0320 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
1.0000 1.0000 1.0000 1.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
1.0000 1.0000 1.0000 1.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 . 
0.0000 0.0000 0.0000 0.0000 
1.0000 1.0000 1.0000 1.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
1.0000 1.0000 1.0000 1.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
Regions 1 and 5: regions of rejection of the null hypothesis of correct specification. Region 3: region of 
no rejection of the null hypothesis of correct specification. Regions 2 and 4: inconclusive regions. 5% 
significance level. 
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TABLE 3 
p owero fth DW t st e sta 1 le aga inst spunous det d' ren mg 
T f.1 Region 0.5 0.6 0.8 1 
50 0 1 0.0000 0.0000 0.0130 0.1580 
50 0 2 0.0000 0.0020 0.0150 0.0730 
50 0 3 0.2880 0.4650 0.8110 0.7200 
50 0 4 0.1300 0.1350 0.0580 0.0220 
50 0 5 0.5820 0.3980 0.1030 0.0270 
50 1 I 0.0000 0.0000 0.0170 0.1860 
50 1 2 0.0000 0.0000 0.0120 0.0680 
50 1 3 0.3010 0.4680 0.7960 0.7160 
50 1 4 0.1150 0.1320 0.0790 0.0080 
50 1 5 0.5840 0.4000 0.0960 0.0220 
100 0 1 0.0000 0.0000 0.0530 0.5730 
100 0 2 0.0000 0.0010 0.0140 0.0440 
100 0 3 0.0860 0.2670 0.8030 0.3820 
100 0 4 0.0380 0.0780 0.0300 0.0000 
100 0 5 0.8760 0.6540 0.1000 0.0010 
100 1 1 0.0000 0.0000 0.0520 0.5860 
100 1 2 0.0000 0.0000 0.0300 0.0540 
100 1 3 0.0760 0.2640 0.7840 0.3560 
100 1 4 0.0430 0.0530 0.0320 0.0020 
100 1 5 0.8810 0.6830 0.1020 0.0020 
200 0 1 0.0000 0.0000 0.2000 0.9610 
200 0 2 0.0000 0.0000 0.0310 0.0090 
200 0 3 0.0090 0.1190 0.7190 0.0300 
200 0 4 0.0010 0.0300 0.0060 0.0000 
200 0 5 0.9900 0.8510 0.0440 0.0000 
200 1 1 0.0000 0.0010 0.2270 0.9580 
200 1 2 0.0000 0.0000 0.0240 0.0070 
200 1 3 0.0060 0.1060 0.6940 0.0340 , 
200 1 4 0.0010 0.0320 0.0070 0.0010 
200 1 5 0.9930 0.8610 0.0480 0.0000 
True model." fly, = f.J+u" u, = &, -0.8&,_1' &, - NIID(O,I) 
Estimated model: y, = a+pt+res. 
Value ofd 
1.2 1.5 l.8 2 
0.2040 0.1850 0.1860 0.1810 
0.0640 0.0580 0.0660 0.0730 
0.7060 0.7280 0.7220 0.7160 
0.0140 0.0150 0.0090 0.0160 
0.0120 0.0140 0.0170 0.0140 
0.1920 0.1760 0.1630 0.1940 
0.0650 0.0600 0.0890 0.0550 
0.7210 0.7440 0.7250 0.7280 
0.0150 0.0100 0.0130 0.0110 
0.0070 0.0100 0.0100 0.0120 
0.6130 0.5790 0.5990 0.5760 
0.0490 0.0530 0.0550 0.0460 
0.3380 0.3640 0.3450 0.3770 
0.0000 0.0020 0.0010 0.0000 
0.0000 0.0020 0.0000 0.0010 
0.6430 0.5890 0.6050 0.5600 
0.0450 0.0550 0.0490 0.0500 
0.3090 0.3520 0.3440 0.3890 
0.0010 0.0020 0.0010 0.0000 
0.0020 0.0020 0.0010 0.0010 
0.9540 0.9550 0.9480 0.9530 
0.0100 0.0060 0.0130 0.0110 
0.0360 0.0390 0.0390 0.0360 
0.0000 0.0000 0.0000 0.0000 
0.0000 0.0000 0.0000 0.0000 
0.9670 0.9530 0.9410 0.9480 
0.0070 0.0080 0.0150 0.0080 
0.0260 0.0390 0.0430 0.0440 
0.0000 0.0000 0.0010 0.0000 
0.0000 0.0000 0.0000 0.0000 
Regions 1 and 5: regions of rejection of the null hypothesis of correct specification. Region 3: region of 
no rejection of the null hypothesis of correct specification. Regions 2 and 4: inconclusive regions. 5% 
significance level, 
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APPENDIX 
PROOF OF THEOREM 1: First, consider the OLS estimators of a and f3 in model (1) 
and 
where e= T'L.t2 -('L.tr. Given the general result 
(AI) 
it follows that 
(A2) 
Therefore, using Lemma 1, (A2) and the CMT, we have that 
T1/2-d a = (r e) -I [ r 3 'L. t2 r 1/2-d 'L.Yr - r 3/2-d 'L. tyr r 2 'L. t] 
and 
, 
With respect to the R2 statistic, 
R2 = 'L.(Yr - y)2 = 1- 'L. ur2 
'L.(Yr - y)2 'L.(Yr _ y)2' 
using Lemma 1, (AI) and the CMT, we get the following results 
(A3) r2d'L.(Yr - y)2 = r2d'L.Y~ -(rl/2-d'L.YrY => f y~ -{f YroY, 
(A4) r 3/2-d'L. (Yr - y)(t - t) => f (r -1/ 2)yc<l, 
and 
(AS) r2d'L.u~ = r 2d 2:(Yr - y)2 - T3/2-d'jJr3/2-d'L.(Yr - y)(t-l) 
20 
where y = r 1 LYt and t = r 1 Lt. Now, (A3)- (AS) and the CMT together imply 
Consider now the t-Student statistics, 
and 
In this case, from (6), (7), (AI), (AS) and the CMT, it is straightforward to show that 
and 
Finally, consider the asymptotic behavior of the DW statistic, defined as 
21 
Manipulating the numerator, we get 
~).1UJ2 = ~).1Yt)2 + T/f - 2/1I..1Yt. 
Let us first assume that d ~ 3/2. In this case, .1Yt is a NFI(d - 1) process and hence, 
using Lemma 1, it follows that 
(A6) T2- 2d :L(.1yJ2 ~ f(.1y"J, 
and 
Consequently, using (7), (AS)- (A7) and the CMT, it can be deduced that 
In the same manner, consider the case where d < 3/2. Now, observe that .1Yt is a 
SFI(d - 1) process, and standard asymptotic results can be applied to its sample 
moments, yielding 
(A8) 1 1:L.1Yt ~O 
and 
(A9) 
Hence, by virtue of expressions (7), (AS), (A8), (A9) and the CMT, it is direct to show 
that 11 :L(.1uJ2 ::=::11:L (hyJ2 which, in turn, implies that 
as required. 
Q.E.D. 
PROOF OF LEMMA 2: Given that W(r) is a Brownian motion, we know, by linearity 
with respect to W(r), that y"", f y"", fry"" and f(r-a)y"" are also Gaussian processes. 
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Indeed, expression (13) follows from Jonas (1983). To prove expression (14), notice 
from (13) that 
1 1 
(AIO) f y", (r)dr = aJ rd-1 W(r)dr. 
o o 
Now, given that 
1 1 
E f rd-1 W(r)dr = f rd-1 E( W(r) )dr = ° 
o 0 
and 
I 1 I 
var f rd-1W(r)dr = E f f rd-1sd-1W(r )W(s)drds 
000 
1 j 
= f f rd-1sd-1E(W(r )W(s))drds 
o 0 
fl d_l[Sd+l r Sd l]d fl d_l[r
d
+
1 
r-rd]d 2 
= 0 r d + 1 0 +rd r r = 0 r d + 1 +-d- r = (d + 1)(2d + 1)' 
we get f~ rd-IW(r )dr - N( 0, 2/(d + 1)(2d + 1)), meaning that 
1 ( 2d) f yJr )dr - N 0, ( )( ). 
o , d+12d+l 
Similarly, it can be proved that f>dW(r)dr - N(O, 2/(d +2)(2d +3)), implying 
1 ( 2d) f ryJr)dr - N 0, ( )( ). 
o d+2 2d+3 
Finally, to prove expression (16), notice that 
1 1 1 
f(r-a)yJr)dr= fryJr)dr-afyJr)dr. 
o 0 0 
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Hence, 
1 1 1 
E f (r-a)yJr)dr = f rE(yJr))dr -a f E(yJr))dr = 0 
000 
and 
1 1 1 
var f(r-a)yJr)dr=0 a =var fryJr)dr+a 2 var fyJr)dr 
0 0 
Thus, given that 
1 I 
= f f rE(yJr)yJs))drds, 
o 0 
with E(yJr)yJs)) = drd-lsd-1E(WJr)WJs)), we obtain after some manipulations 
(
I 1 J 1 1 
COy f ryJr)dr,f yJr)dr = d f f rd-lsd-1min{r,s}drds 
o 0 0 0 
- (2d + 2)(d + l)(d + 2)· 
Therefore, 
o = 2d + 2a2 d _ 2ad(2d +3) 
a (d+2)(2d+3) (d+l)(2d+l) (2d+2)(d+l)(d+2) 
=2d[ 1 + a2 _ a(2d+3) ] 
(d+2)(2d+3) (d+l)(2d+l) (d+l)(d+2)(2d+2)· 
Q.E.D. 
PROOF OF LEMMA 3: Straightforward using Lemma 1 and the CMT 
24 
1 
r2d-1/2 L ~tYt = rl L (rd~J( T l/2-d Yt) => ~ f rd yjr)dr. 
o 
Q.E.D. 
PROOF OF LEMMA 4. Using Lemma 1, Lemma 3 and the CMT, expressions (22)-
(26) can be proved in the following manner: 
2 
+2~r1l2r.1/2-2d"",,~ -~ J.1. 
r(d) . L. tYt r2(d + 1)(2d + 1)' 
rl-2d:L(Yt _ y)2 = rl-2dLY; _(rdy)2 
and 
Q.E.D. 
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PROOF OF THEOREM 2. Under DGP-B, 
a= g-1[:L t2 :LYt - :Llyt:Lt] 
Ifd:,t:I, then :Lt2:L~t:,t: :Lt~t:Lt. Hence, using (AI), Lemma 1, Lemma 2 and the 
CMT 
where in the last equality we have employed the well-known recursion formula 
r(z+ 1) = zr(z),z E9r. 
~ 
With respect to /3, we have that, under DGP-B, 
When d:,t: 1, T:Lt~t - :L':L ~t :,t: Gf'(d). Therefore, using again Lemma 1, Lemma 2 
and the CMT we get 
TI-d/J= (T.-4'er r1/2[ r 3/2-d:LtYt - r2:Ltrl/2-d:LYt] 
p p 6 ~ ~ 
~ r(d) (d + 1)(d +2) = P r(d)d(d + 1)(d +2) = P r(d +3)" 
As regards the coefficient of determination given that 
then, under DGP-B, if d :,t: 1, from (24), (26) and the CMT it follows that 
26 
(All) 
Hence, using (24), (All) and the CMTyields 
With respect to the t-ratios, using (AI), (A2), (28), (All) and the CMT, it is direct to 
show that 
and 
Finally, with respect to tqe DW statistic, under DGP-B, when d ~ 3/2, 
Consequently, using (AI), Lemma I and the CMT, it follows that 
and 
27 
which implies, using (All) and the CMT, that 
2 (2d+1) [2( ) 
T DW ~ 2()( )( )2 r d+3 + r d 2d-I d-I 
36r2 (d + 1)(2d -1) -I2r(d)r(d + 3)(2d -1)]. 
When d < 1, 
and 
J1 I", d-I _ p (_)_dr(3-2d) 
+2-(-) r L...JI ~Yt ~var ~Yt - ( ). r d r 2-d 
Hence, 
Similarly, when 1 < d < 372, 
and 
28 
so that 
Consequently, collecting the above results we obtain 
-12r(d + 3 )r(d)(2d -1)] 
r 2(d)(2d-l) 0 
Finally, it is straightforward to prove that, if d = 1, the OLS statistics have the same 
-
limiting distributions as in Theorem 3 under DGP-A. For instance, when d = 1, ;1 = t 
and r(d) = r(l) = 1. Hence, 
:Lt2'L~I- :Lt~,:Ll=:L/2:Lt- :L /2 :L1=O 
and 
so that 
and 
/3- JJ = (FI[ T:LtY, - :L/:Ly,], 
as in the driftless case, i.e., under DGP-A. Consequently, when d = 1, Corollary 1 applies 
and, then, using expression (16) in Lemma 2, we obtain 11120:= N(O,e a) and 
TI/2(p_ JJ) = N(O,eP), where ea = 2cr /15 and e P = 6cr /15. 
Q.E.D. 
29 
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