Abstract. Given a complex curve C of genus 2, there is a well-known relationship between the moduli space of rank 3 semistable bundles on C and a cubic hypersurface known as the Coble cubic. Some of the aspects of this is known to be related to the geometric invariant theory of the third exterior power of a 9-dimensional complex vector space. We extend this relationship to arbitrary fields and study some of the connections to invariant theory, which will be studied more in-depth in a followup paper.
Introduction
Let C be a smooth genus 2 curve over a field k with a Weierstrass point P defined over k. In the case when k is algebraically closed and of characteristic 0, the following situation has been studied in [Mi, O] . First, using (C, P ), we get a canonically defined divisor Θ on the Jacobian J(C) of degree 0 line bundles on C. We correspondingly get an embedding J(C) ⊂ |3Θ| * ∼ = P 8 . Then there exists a unique cubic hypersurface in P 8 , the Coble cubic of C, whose singular locus is J(C) (see [Ba, Co] and also [Be] for a concise proof). Furthermore, let SU 3 (C) be the moduli space of semistable rank 3 bundles on C with trivial determinant. Then there is a natural surjective map SU 3 (C) → |3Θ| of degree 2 (see §3) whose branch locus is a sextic hypersurface. Dolgachev conjectured that these two hypersurfaces are projectively dual to one another, and this was proven in [O] and independently in [Mi] .
In [GS, GSW] , it was shown that the construction of the Coble cubic is closely connected to the invariant theory of the group SL 9 (k) acting on 3 (k 9 ) and also of the group SL 8 (k) acting on 2 (k 8 ). In fact, the construction associates to each stable element in 3 (k 9 ) a smooth curve of genus 2, and this construction is surjective on moduli. This naturally leads to the question of whether one can construct the trivector from the curve. This question is studied in [RS] , where the approach is relatively elementary, but requires one to solve an overdetermined system of linear equations to reconstruct the trivector, and it would thus be of interest to have a more direct construction.
The construction in [GS, GSW] is based on viewing an element of 3 (k 9 ) as a family of elements of 2 (k 8 ) (i.e., as a section of Ω 2 (3) on P 8 ), but we can equally well view it as a family of elements of 3 (k 8 ) (i.e., as a section of 3 Q where Q is the tautological quotient bundle on P 8 ). In characteristic 0, the stabilizer of a generic element of P( 3 (k 8 )) in PGL 9 (k) can be shown to be (geometrically) isomorphic to Aut(sl 3 ) (this was shown implicitly in [LR, §6.2] , where the projective normalizer in SL 8 was computed; for an alternate proof valid in arbitrary characteristic, see Proposition 2.7 and Corollary 2.8 below), and to be the unique trivector stabilized by that group. Since this group has two components, this induces a natural double cover of 3 (k 8 ), which in our setting pulls back to a double cover Date: September 5, 2017 . 2010 Mathematics Subject Classification. 14H60, 15A72. SS was partially supported by a Miller research fellowship and NSF DMS-1500069.
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of P 8 , which furthermore comes with a (generic) identification of its tangent spaces with sl 3 . This both suggests that this double cover of P 8 should be a moduli space of rank 3 vector bundles (in particular, SU 3 (C), since this is known to be a double cover of P 8 ), and that we should be able to reconstruct the trivector from a suitable family of trivectors in the tangent bundle of SU 3 (C).
Our aim in the present article is to make these heuristics precise and to extend these results to an arbitrary ground field k. Namely, we show that there is a degree 2 map SU 3 (C) → |3Θ| of degree 2 which is branched along an irreducible sextic hypersurface. Outside of characteristic 2, this is a reduced hypersurface and its projective dual is a cubic hypersurface whose singular locus is isomorphic to J(C) (Theorem 5.4); for characteristic 2, see Remark 5.8. We also explain how all of these schemes may be constructed directly from a vector γ ∈ 3 (k 9 ) which is stable with respect to the action of SL 9 (k).
2. Invariant theory of ∧ 3 (8)
Let V 8 be an 8-dimensional vector space. Consider the action of GL(V 8 ) on 3 V 8 . There is a unique GL(V 8 )-invariant hypersurface if k has characteristic 0, its degree is 16, and GL(V 8 ) acts transitively on its complement (when k = k) [SK, §5, Prop. 10 ]. So we can clear denominators to get a multiple that is defined over Z (we will isolate a particular multiple in Lemma 2.2). We call this hypersurface the hyperdiscriminantal locus.
For any n, there is a natural trilinear form 3 pgl n → k defined by
where X i is a preimage of X i in gl n . It is easily seen that it is skew-symmetric and that the value is independent of the choices of lifts.
Lemma 2.2. There is a unique multiple of the degree 16 equation with integer coefficients which is a nonzero square modulo 4 and nonzero modulo every odd prime. Furthermore, this equation does not vanish on the trilinear form defined in (2.1) for n = 3.
We postpone the proof of this fact until the end of the section. Let f 16 (x) be this multiple of the equation and write f 16 = f (x) 2 + 4g(x) where f, g are nonzero polynomials with integer coefficients. Introduce a new variable y of degree 8 and consider the equation
This defines a double cover of 3 V 8 defined over Z which is branched along f 16 (x) = 0, and which is a reduced scheme modulo any prime p.
Let e 8 denote the split Lie algebra of type E 8 . If we coarsen the root space grading by just taking the coefficient of α 2 (in Bourbaki notation), we get a Z-graded decomposition e 8 = 3 i=−3 g i where
Proposition 2.4. Let k be a field of characteristic 0.
(a) There are finitely many orbits of the group GL(V 8 ) on both g 1 and g −1 .
(b) There is a bijection between orbit (closures) in g 1 and g −1 . Namely, given an orbit Proposition 2.5. (a) Pick γ ∈ 3 V 8 and a 5-dimensional subspace U. Pick a basis u 1 , u 2 , u 3 for (V 8 /U) * and let
The unstable locus is an irreducible hypersurface and is set-theoretically defined by f 16 .
Proof. (a) Set W = V 8 /U. If P is the parabolic subgroup that preserves U, then 3 V 8 has a filtration whose quotients are 3 U, 2 U ⊗ W , U ⊗ 2 W , and 3 W . Since the Lie bracket
On the other hand, if we restrict the bracket to various components, we get isomorphisms
* . Pick γ and assume that V 3 exists. Pick a basis e 1 , . . . , e 5 for U and extend it to a basis {e 1 , . . . , e 8 } of V 8 . Then γ is a sum of trivectors [i, j, k] where |{i, j, k} ∩{6, 7, 8}| ≤ 1. In particular, given the diagonal 1-parameter subgroup ρ(t) = (t 3 , t 3 , t 3 , t 3 , t 3 , t −5 , t −5 , t −5 ), we have lim t→0 ρ(t) · γ = 0 (since each [ijk] gets scaled either by t 9 or t), so γ is unstable. In particular, let Gr(5, V 8 ) be the Grassmannian of 5-dimensional subspaces of V 8 . Let R 5 be the rank 5 tautological bundle. The trivial bundle 3 V 8 has a rank 40 subbundle 3 R 5 + 2 R 5 ⊗ (V 8 /R 5 ), call this bundle E. Then E is the total space of a variety whose image under the projection 3 V 8 × Gr(5, V 8 ) → 3 V 8 is contained in the unstable locus by the previous paragraph. In characteristic 0, the image has codimension 1 by (a) and Proposition 2.4. In particular, the function n → χ(Gr(5, V 8 ); Sym n (E * )) is a polynomial of degree 55. By flatness, the same is true in any characteristic, so the image has codimension 1 always.
So the image is an irreducible hypersurface and it is contained in the unstable locus. In characteristic 0, the unstable locus is an irreducible hypersurface defined by f 16 because every invariant polynomial is of the form λf k 16 for λ ∈ k. So the two hypersurfaces coincide in this case. In general, let R be a complete DVR with residue field k and characteristic 0 fraction field. Choose a destabilizing 1-parameter subgroup of γ and diagonalize it so that we can lift it to a diagonal subgroup over R. In particular, we can choose a lift γ of γ over R which is destabilized by this subgroup. The locus of 5-dimensional subspaces U such that γ ∈ 3 U + 2 U ⊗ (V 8 /U) is a closed subvariety of Gr(5, R 8 ). In particular, there exists such a subspace for γ over k. This implies that the two hypersurfaces coincide in any characteristic and proves (c).
2.1. Proof of Lemma 2.2. Let α denote the form in (2.1).
Lemma 2.6. Let X ∈ pgl n . Then X can be lifted to a rank 1 element of gl n if and only if the alternating bilinear form α(X, −, −) has rank 2n − 2.
Proof. Pick any lift X ∈ gl n of X. Since the trace pairing on gl n is perfect, it follows that [A, B] = 0 if and only if α(A, B, C) = 0 for all C. In particular, α(X, −, −) has rank 2n − 2 if and only if the centralizer of X in gl n has codimension 2n − 2, if and only if X has an eigenspace of dimension n − 1. Subtracting this eigenvalue gives a rank 1 lift of X.
Proposition 2.7. For n ≥ 3, the projective stabilizer of the form
Proof. The stabilizer certainly contains Aut(PGL n ), so we need simply show that there are no more automorphisms. By Lemma 2.6, it suffices to show this for the automorphism group of the rank 1 locus in P(pgl n ). Since n ≥ 3, an element of pgl n with a rank 1 lift has a unique such lift, and thus the rank 1 locus in P(gl n ) embeds in P(pgl n ). Moreover, since the rank 1 locus is isomorphic to P(V n ) × P(V * n ), the pullback of O P(gl n ) (1) is the unique nth root of the anti-canonical bundle. It follows that any linear automorphism of the locus in P(pgl n ) lifts to a linear automorphism in P(gl n ) preserving the identity. In other words, the stabilizer of the rank 1 locus in P(pgl n ) is contained in the subgroup of the automorphism group of P(V n ) × P(V * n ) preserving the natural incidence relation. As this is precisely Aut(PGL n ), the claim follows.
Note that pgl * n is canonically identified with sl n : In characteristic 0, we may use the Killing form to identify pgl n with its dual (up to an overall scalar). This fails in characteristic dividing n, however, in which case there is an Aut(pgl n )-invariant linear functional on pgl n , but no Aut(pgl n )-invariant element. Indeed, gl n has both an invariant functional Tr and an invariant element 1, and since Tr(1) = 0 in characteristic dividing n, the trace functional survives. We see that in fact the dual of pgl n = gl n /1 is canonically identified with the annihilator of 1 under the trace pairing, i.e., the Lie algebra sl n of traceless matrices.
Corollary 2.8. The orbit GL(sl 3 )α is dense in 3 (sl 3 ).
Proof. By Proposition 2.7, the dimension of the orbit is dim(GL(sl 3 )) − dim(Aut(PGL 3 )) = 64 − 8 = 56 = dim( 3 (sl 3 )).
For any commutative ring R, any element of R[ , and this determines ι up to a sign. Since (sl 3 , ω sl 3 , α sl 3 ) projectively generates a dense orbit in all characteristics (Corollary 2.8), ι(sl 3 , ω sl 3 , α sl 3 ) is nonzero modulo all primes, and is thus a unit. We may thus choose the representative of ι such that ι(sl 3 , ω sl 3 , α sl 3 ) = 1. Lemma 2.9. A triple (V 8 , ω, α) over an algebraically closed field is equivalent to (sl 3 , ω sl 3 , α sl 3 ) if and only if ι(V 8 , ω, α) = 1.
Proof. Since triples equivalent to (sl 3 , ω sl 3 , α sl 3 ) are dense in 3 (Z 8 )//G m , every triple with nonzero invariant is equivalent to one of the form (sl 3 , ω sl 3 , cα sl 3 ) for some c = 0. It suffices to show that two such triples are equivalent if and only if they have the same invariant. Since the invariant is c 16 , there is nothing to show in characteristic 2, while in odd characteristic we need simply show that the triples with parameter c and ζ 16 c are equivalent. Such an equivalence is given by the determinant 1 endomorphism A → −ζ 16 A T of sl 3 .
Proposition 2.10. ι is a nonzero square modulo 4.
For any geometric point of Y , the rank 4 locus Z of the corresponding trilinear form is isomorphic to P 2 × P 2 . There are two isomorphism classes of line bundles on P 2 × P 2 with Hilbert polynomial (k + 1)(k + 2) 2 (k + 3)/4 relative to the ample bundle O(1, 1), and thus the corresponding subscheme of Pic(Z/Y ) is anétale double cover X of Y .
Since Y is affine with Pic(Y ) = 1, X is affine and has an equation of the form y 2 +f y +g = 0, where since X isétale, f 2 − 4g must be a unit. The unit group is generated by ±1 and ι, so f 2 − 4g = ±ι ℓ for some integer ℓ. By clearing denominators, we may ensure that f and g are polynomials, making ℓ ≥ 0. If ℓ > 1, then f is congruent mod 2 to a multiple of ι, and thus we may add a suitable polynomial to y to make f a multiple of ι, and thus g a multiple of ι 2 , and we may eliminate the common factor. We thus have an expression for X as y 2 + f y + g = 0 where f 2 − 4g is one of {1, −1, ι, −ι}. Now, consider points of Y (R) equivalent to α sl 3 and α su 3 (with an arbitrary choice of volume form in the latter case). The first point has ι = 1 and has a pair of real preimages in X, and thus f 2 − 4g cannot be −1 or −ι. In contrast, the rank 4 locus of α su 3 is the restriction of scalars of P 2 C , and thus that point has no real preimage, ruling out f 2 − 4g = 1. In particular, ι = f 2 − 4g, which finishes the proof.
Remark 2.11. By taking the integral closure of Z[
, we obtain a natural extension of this double cover to all of 3 (V 8 ), which again over Z[1/2] is given by y 2 = ι, and over any field has ramification locus ι = 0.
In particular, ι defines an irreducible hypersurface in all characteristics and is reduced in characteristics different from 2.
Generalities on vector bundles on a genus 2 curve
Some general background for this section can be found in [P] . Let C be a smooth curve of genus 2 over a field k and assume that there is a k-rational Weierstrass point P . Let J 1 (C) denote the space of line bundles of degree 1 over C, which has a natural divisor Θ given by {L | H 0 (C; L) = 0}. Let J(C) = J 0 (C) be the Jacobian of C, i.e., the space of line bundles of degree 0 over C.
Let SU 3 (C) be the coarse moduli space of rank 3 semistable vector bundles on C modulo S-equivalence [P, §2.5 ]. Let SU s 3 (C) be the subscheme of stable vector bundles in SU 3 (C). [HL, Theorem 4.5.4 ]. Given a vector bundle E over C, define
Lemma 3.1. If E is a semistable rank 3 vector bundle with trivial determinant, then Θ E is a divisor in J 1 (C) which is linearly equivalent to 3Θ.
Proof. By Riemann-Roch, χ(E ⊗ L) = 0, so Θ E is the zero locus of a determinant (see, for example, [P, §3] ) and hence has codimension at most 1. By [Ra, Corollaire 1.7.4] , there exists L ∈ J 1 (C) with H 0 (C; E ⊗ L) = 0, so the codimension of Θ E is exactly 1.
So, the locus
is a divisor in SU 3 (C) × J 1 (C) and hence is the zero section of some line bundle whose fibers over a fixed point [E] of SU 3 (C) are the line bundles cutting out Θ E , so we see that they are algebraically equivalent to one another, and hence we get a map f :
for line bundles L i (which must be of degree 0 by semistability), we see that Θ E is linearly equivalent to Θ L 1 + Θ L 2 + Θ L 3 , which in turn is linearly equivalent to 3Θ via the theorem of the square.
We see that f contracts positive dimensional subvarieties (in particular, curves). Now let M be an ample line bundle on Jac(C). Then f * (M) is constant along such curves and hence cannot be ample. Finally, the Picard group of SU 3 (C) is isomorphic to Z with ample generator [Ho, Corollary 3.4 ], so we conclude that f * (M) is trivial, which implies that f is a constant map. Hence, Θ E is linearly equivalent to 3Θ for all E.
Lemma 3.1 implies that there is a well-defined morphism
Proposition 3.2. θ commutes with the involution E → ι * E * on SU 3 (C), and this involution is not the identity map on SU 3 (C).
Proof. We may assume that k is algebraically closed.
The first statement is [O, Proposition 4.1] . For the second statement, we will adapt the argument in [O, §4] , which uses results only stated in characteristic 0.
Let L be a line bundle on C of degree 1 with ι * L ∼ = L, and let SU 2 (C; L) be the moduli space of isomorphism classes of stable rank 2 vector bundles with determinant L. As in [O, §4] , it is sufficient to find
as the complete intersection of two quadrics (see [DR, Theorem 1] if the characteristic is = 2, and [Bh] for characteristic 2) and its Picard group is isomorphic to Z [Ho, Corollary 3.4] . Furthermore, only one of the generators of its Picard group has global sections, and so any automorphism of SU 2 (C; L) is trivial on its Picard group. Since SU 2 (C; L) is linearly normal in P 5 , any automorphism of SU 2 (C; L) extends to an automorphism of P 5 . We finish by using the proof of [N, Lemma 7] .
generates the Picard group of SU 3 (C), which is isomorphic to Z. Furthermore, SU 3 (C) is a normal, Gorenstein, locally factorial, projective, geometrically irreducible variety and its canonical bundle is O SU 3 (C) (−6).
Proof. The fact that SU 3 (C) is a locally factorial projective variety is [Ho, Corollary 3.8] and Pic(SU 3 (C)) ∼ = Z is [Ho, Corollary 3.4] . The normal and Gorenstein properties are shown in [BM, §2] . The calculation of the canonical bundle was done in characteristic 0 in [DN, §7.5] , but subject to the other properties above being known, the same proof goes through.
Proposition 3.4. θ is a surjective, finite, flat morphism of degree 2. It is branched along a degree 6 hypersurface in |3Θ| ∼ = P 8 .
Proof. We may assume that k is algebraically closed. Let R be a complete DVR whose residue field is k and whose fraction field K is of characteristic 0. Then there exists a smooth curve C over R such that C k = C and C K is smooth. From [Lan, Theorem 4 .1], there is a projective scheme M C/R (r, d) of finite type over R so that for any R-scheme T , Hom(T, M C/R (r, d)) is the set of S-equivalence classes of families of rank r semistable bundles of degree d on the geometric fibers of T × R C → T which are flat over T . Consequently, given E K ∈ SU 3 (C K ), we can extend it uniquely to a flat bundle E R over C R and then reduce it to a bundle E k ∈ SU 3 (C). This gives a commutative square
We know that θ K is a surjective degree 2 morphism [Las, §V, Lemma 5] . The bottom map is surjective onto k-points, and if we pick a preimage in |3Θ| K of each point in |3Θ|, then the restriction of the composition SU 3 (C K ) → |3Θ| K → |3Θ| to points that lie over these preimages is surjective and generically of degree 2. We deduce that θ is surjective and of degree at most 2. To get that the degree is 2, we use Proposition 3.2.
Since SU 3 (C) is Cohen-Macaulay (Proposition 3.3 gives Gorenstein), θ is a finite flat morphism and so θ * O SU 3 (C) is a rank 2 vector bundle on
where the ramification divisor is a section of R. By Proposition 3.3, we conclude that
. We conclude that θ is branched along a degree 6 hypersurface. 
Proof. We can embed SU 3 (C) as a degree 6 hypersurface in a weighted projective space P with 9 variables of degree 1 and 1 variable of degree 3. So it has a locally free resolution 0
is at most in a single degree (either 0 or 9). Hence, the cohomology of O SU 3 (C) (d) is at most in a single degree (either in 0 or 8). So its Hilbert polynomial is independent of characteristic, and can be read off from the locally free resolution.
Discriminants
As in the previous section, let C be a smooth genus 2 curve over k, and let P ∈ C(k) be a Weierstrass point. Let J 1 (C) be the space of degree 1 line bundles over C with its divisor Θ from above. From Proposition 3.4, we have a degree 2 map
which is branched along a degree 6 hypersurface in P 8 . Let (P 8 ) s be the image of the stable locus in SU 3 (C) under θ.
Using (2.1), we have maps
C ) ∼ = k where the last isomorphism is well-defined up to a global choice (independent of E) of scalar. This gives a map
Lemma 4.1. The composition descends as an anti-symmetrized form on (P 8 ) s , so it gives a section of ( 3 T (P 8 ) s )(−3) where T denotes the tangent sheaf.
Proof. The involution E → ι * E * induces an involution on θ * O SU 3 (C) which we denote by ι. We have an exact sequence
is the image of the map 1 − ι.
First suppose that the characteristic of k is different from 2. Then ι acts as −1 on γ since E → ι * E * acts contravariantly on maps and in particular, γ is in the image of 1 − ι. If the characteristic of k is 2, then we can write γ E as the difference of the two forms (X 1 , X 2 , X 3 ) → Tr( X 1 X 2 X 3 ) and (X 1 , X 2 , X 3 ) → Tr( X 2 X 1 X 3 ) = Tr( X 3 X 2 X 1 ) where we have chosen lifts X i ∈ H 0 (C; gl(E) ⊗ ω C ) with trace 0 to make it well-defined. These two forms are swapped under the involution on SU 3 (C), so again, γ is in the image of 1 − ι.
So γ descends to a form Ω
The complement of the stable locus in SU 3 (C) has codimension 3, and so its image in P 8 has codimension ≥ 3. In particular, given a vector bundle on P 8 , any section of it over (P 8 ) s extends to a section on all of P 8 . So we get a section of (
Definition 4.2. The fiber of ( 3 T P 8 )(−3) over a point of P 8 is of the form 3 (k 8 ); in §2, we identified a GL 8 -invariant hypersurface in 3 (k 8 ), which we called the hyperdiscriminant. Given a section γ ∈ H 0 (P 8 ; ( 3 T P 8 )(−3)), let D γ be the subscheme of points where the corresponding element in the fiber has vanishing hyperdiscriminant.
Locally, the hyperdiscriminant is a degree 16 equation, and in basis-independent terms, the line that it spans is given by (det
As an aside, we can interpret P 8 as parametrizing lines in a 9-dimensional vector space, so it has a tautological rank 8 quotient bundle Q, and
The following two statements are the main results about γ (C,P ) for this section. Their proofs are given below in separate subsections. Lemma 4.5. Let C be a hyperelliptic curve over an algebraically closed field with hyperelliptic involution ι, and let L be a line bundle such that ι
Proof. If h 0 (L) = 0, any lift of L satisfies the condition. Now, suppose h 0 (L) = 1. Then L is represented by a unique effective divisor, which must therefore be ι-invariant. If the support of this divisor contains a non-Weierstrass point, or a Weierstrass point with multiplicity greater than 1, then we can replace that subdivisor by any representative of the hyperelliptic class η, contradicting uniqueness. So L is uniquely represented by a multiplicity-free sum of Weierstrass points; since Weierstrass points lift to characteristic 0, it follows that L lifts as well.
Since π : C → P 1 is flat and 0-dimensional, π * L is a rank 2 vector bundle on P 1 , and has the same cohomology as L. Since χ(L) = 0, we also have χ(π * L) = 0, so it follows that
We then find immediately that η −d ⊗ L is an ι-invariant line bundle with h Lemma 4.6. Let E be a vector bundle on a hyperelliptic curve C of genus g with det E ∼ = O C . Then for any theta-characteristic θ (i.e., θ 2 ∼ = ω C ), we have
Proof. First assume that the characteristic is different from 2. Note that E ⊗ ι * E ⊗ θ has the structure of an ι-equivariant sheaf (in two ways, depending on a choice of ι-equivariant structure on θ). The eigenspaces on the fibers over Weierstrass points of the natural equivariant structure on E ⊗ ι * E are the symmetric and anti-symmetric forms, and this will remain true after twisting by θ, except that the eigenspaces will swap at g + 1 − h 0 (C; θ) Weierstrass points (for one of the two equivariant structures on θ).
Let π : C → P 1 be the double covering map and let π * V be the largest equivariant subsheaf of E ⊗ ι * E ⊗ θ that descends to P 1 ; π * V is the kernel of the map to the −1 eigenspaces of the fibers at the Weierstrass points. Since χ(E ⊗ ι * E ⊗ θ) = 0, we have
and thus deg(V) = deg(π * V)/2 = −r 2 + h 0 (C; θ)r.
But then Riemann-Roch gives χ(V) = h 0 (C; θ)r, so that V, thus π * V, has at least that many global sections. Now we handle the case that k has characteristic 2. We may as well assume that k is algebraically closed. By Lemma 4.5, we can lift (C, θ) to a pair ( C, θ) in characteristic 0 satisfying h 0 (θ) = h 0 ( θ). Let E be any lift of E to C. Then
Corollary 4.7. If E is a stable rank 3 vector bundle on C with trivial determinant, then pgl(E) ⊗ O(P ) has a nonzero global section if and only if E ∼ = ι * E * .
Proof. Note that χ(pgl(E)⊗O(P )) = 0, so by Serre duality and Riemann-Roch, pgl(E)⊗O(P ) has a nonzero global section if and only if the same is true for sl(E) ⊗ O(P ), and we will work with the latter condition. Since E is stable, h 0 (C; gl(E)) = 1, and H 0 (C; gl(E)) is spanned by the identity map E → E. In particular, this has nonzero image under the trace map gl(E) → O C , so H 0 (C; sl(E)) = 0. Let E be a universal sheaf on C × SU s 3 (C) with projection maps p, q. Apply
to get the 4-term exact sequence (q * sl(E ) = 0 by what we just argued)
The locus of interest, that is, stable bundles E where H 0 (C; sl(E) ⊗ O(P )) = 0, is settheoretically defined by det(α). Let F and G denote the source and target of α, respectively.
is the line bundle associated to a section of a product. Also, s * (sl(E )) ∼ = sl(s * E ), and sl of any vector bundle has trivial determinant. So det(F) = O SU s 3 (C) . So α is a section of O SU s 3 (C) (6). We have an exact sequence
The third term has dimension 1, and by Lemma 4.6 with η = O(P ), the second term has dimension ≥ 3 when
The ramification locus is branched along a sextic in P 8 , so it is a zero section of O SU s 3 (C) (3). So det(α) contains the ramification locus with either multiplicity 1 or 2. But on the ramification locus, the rank of α drops by at least 2, so the multiplicity is at least 2. So we conclude that H 0 (C; sl(E) ⊗ O(P )) = 0 if and only if E ∼ = ι * E * .
Proof of Proposition 4.3. Let E be a rank 3 stable bundle with trivial determinant. The form γ E may be defined as the composition of either of two maps in the following commutative square:
.
In particular, γ E has nonzero hyperdiscriminant if and only if the restriction
is an isomorphism. By considering the short exact sequence
is an isomorphism if and only if
. By Corollary 4.7, this is equivalent to E ∼ = ι * E * . Putting this together, γ E has nonzero hyperdiscriminant if and only if E ∼ = ι * E * . So by Proposition 3.2, D γ and the branch locus of θ are the same as sets. Both of them are degree 6 hypersurfaces, and we will show in Corollary 5.3 that D γ is irreducible. In particular, they must be equal as schemes.
Proof of Proposition 4.4.
Lemma 4.8. The map ϕ : U 2 (C) → SU 3 (C) given by E → E⊕det(E) −1 is the normalization of its image, which is the singular locus of SU 3 (C).
Proof. As a morphism to its image, ϕ is quasi-finite and projective, and hence finite. Since ϕ is also birational, it is the normalization map.
The stable locus of SU 3 (C) is smooth, and the image of ϕ is precisely the complement of the stable locus. Showing that the singular locus is all of the image reduces to showing that the generic point in the image of ϕ has larger than expected tangent space; this follows by semicontinuity from characteristic 0.
Lemma 4.9. The determinant map det : U 2 (C) → J(C) induces an isomorphism of schemes
Proof. Since det is a morphism to an abelian variety, it factors through the Albanese torsor, and it remains only to show that the induced morphism Alb 1 (U 2 (C)) → J(C) is an isomorphism. The preimage of 0 ∈ J(C) is a torsor over a subgroup scheme of Alb 0 (U 2 (C)), so it remains to show that this torsor is a reduced point. The preimage of 0 ∈ J(C) in Alb 1 (U 2 (C)) agrees with the image in Alb 1 (U 2 (C)) of SU 2 (C). Since SU 2 (C) is a smooth proper variety, the map SU 2 (C) → Alb 1 (U 2 (C)) factors through Alb 1 (SU 2 (C)), and since SU 2 (C) ∼ = P 3 , Alb 1 (SU 2 (C)) is a single point.
Lemma 4.10. If X is a subvariety of P n such that none of its irreducible components is contained in a hyperplane, then any element of PGL n+1 that fixes X pointwise is trivial.
Proof. Pick n + 1 points on X which linearly span P n . For each subset of n points, take the hyperplane spanned by them. By our assumptions, X is not contained in the union of these n + 1 hyperplanes. So take a point in X outside of the union of these hyperplanes. This collection of n + 2 points gives a projective coordinate frame. Indeed, if we lift the vectors to k n+1 , then there is a unique linear dependency up to scalar among these points and none of the coefficients can be 0 otherwise it would contradict the construction of the last point. So any element of PGL n+1 that fixes X pointwise also fixes these n + 2 points, and hence must be the identity.
Lemma 4.11. The automorphism group of SU 3 (C) is finite.
Proof. We have homomorphisms
where the second map comes from Lemma 4.8 and the isomorphism comes from Lemma 4.9. By Proposition 3.3, Pic(SU 3 (C)) is infinite cyclic and only one of its generators has sections (for example, by Corollary 3.5), so any automorphism of SU 3 (C) has to preserve O(1), and in particular, the map θ. In particular, Aut(SU 3 (C)) is affine (being an extension with finite kernel of a linear group scheme).
So its image in Aut(J(C)) is finite, and it suffices to show that the kernel K of this composition is finite. A point E in SU 3 (C) that splits as a sum of three line bundles L 1 ⊕ L 2 ⊕ L 3 is determined by the subscheme of J(C) which is the image of ϕ −1 (E) (ϕ being the map in Lemma 4.8) in Alb 1 (U 2 (C)) (geometrically, this consists of the points
It follows therefore that E is fixed by K, and hence K pointwise fixes the locus X of points in SU 3 (C) representing vector bundles that are sums of three line bundles.
Note that X is irreducible since it is the image of
is a reduced Heisenberg-invariant subscheme and so is not contained in any hyperplane of P 8 : indeed, the given representation of the Heisenberg group is irreducible (even for non-ordinary curves of characteristic 3) by [Se, Appendix] . So by Lemma 4.10, any element of PGL 9 which fixes θ(X) is trivial, and hence K is finite.
Proof of Proposition 4.4. First, we claim that the stabilizer in SL 9 (k) is finite. For this, it suffices to show that the projective stabilizer of the line [γ (C,P ) ] in PGL 9 (k) is finite. Note that any element in the projective stabilizer gives a linear change of coordinates of P 8 which preserves the branch locus of θ, and hence gives an automorphism of SU 3 (C), so we can use Lemma 4.11 to finish the proof of our claim.
If
is Heisenberg-invariant, so can be conjugated into the subspace h spanned by the vectors in [RS, (2.4) ], and it follows in particular that there exist such elements with finite stabilizer. Hence, by dimension considerations, if U ⊂ h is the open subset on which the stabilizer is finite, then SL 9 · U is Zariski dense in 3 (V 9 ). It follows in particular that over any field, the generic point of h is stable, and since the non-stable locus is everywhere of codimension at most 1 [RS, Proposition 2.10], it follows that the non-stable locus in h over Z is the Zariski closure of the characteristic 0 non-stable locus. The latter is a union of hyperplanes [RS, Proposition 2.8] , and thus the same holds over any field. Any element of such a hyperplane can clearly be lifted to characteristic 0 in such a way as to remain a non-stable element of the h. In particular, the lift has infinite stabilizer, so the same holds for the original element.
It follows that γ (C,P ) is stable for all but the codimension ≥ 2 locus of non-ordinary curves of characteristic 3. Again, [RS, Proposition 2 .10] tells us that the non-stable locus is everywhere of codimension at most 1, and must therefore be empty in the moduli stack of pairs (C, P ) with C smooth.
Projective duality and Coble hypersurfaces
Let V 9 be a 9-dimensional vector space. Fix a stable vector γ ∈ 3 V 9 with respect to the natural action of SL(V 9 ). Let P(V * 9 ) denote the space of lines in V * 9 . Apply the comultiplication map 3 V 9 → 2 V 9 ⊗ V 9 to γ, use the natural surjection V 9 ⊗ O P(V * 9 ) → O P(V * 9 ) (1), and interpret 2 V 9 as the space of skew-symmetric matrices V * 9 → V 9 . This allows us to interpret γ as a family of skew-symmetric matrices
Improving upon [GS, GSW] , the following theorem is proven in [RS, §3] .
Theorem 5.1. (a) Y γ is a cubic hypersurface whose singular locus is X γ .
(b) X γ is smooth of dimension 2, and the locus where rank Φ γ ≤ 2 is empty.
(c) If X γ has a rational point, then it is isomorphic to the Jacobian of a smooth genus 2 curve C γ . Furthermore, the line bundle giving the embedding X γ ⊂ P(V * 9 ) is a (3, 3) polarization.
In Definition 4.2, we constructed a sextic hypersurface D γ ⊂ P(V 9 ). Proof. We may assume, without loss of generality, that k is algebraically closed. We introduce an auxiliary variety. Let F be the variety of flags of the form
denote the tautological flag of subbundles on F . Then 3 V 9 has a homogeneous subbundle ξ which has a filtration by (homogeneous) subbundles whose associated graded is
Let Z γ be the subvariety of F where the image of γ under 3 V * 9 → ξ * is 0. Let π 1 : F → P(V * 9 ) and π 2 : F → P(V 9 ) be the maps sending V 1 ⊂ V 3 ⊂ V 8 to V 1 and V 8 , respectively. Pick a point x ∈ Z γ and choose a basis e 1 , . . . , e 9 for V 9 so that x is the standard coordinate flag (V i is spanned by e * 1 , . . . , e * i ). Write [ijk] in place of e i ∧ e j ∧ e k . The conditions imposed by the composition 3 V * 9 → ξ * being 0 are that the coefficients of the following monomials are 0:
In particular, the 9 × 9 skew-symmetric matrix Φ γ (π 1 (x)) only has nonzero entries in the bottom right 6 × 6 corner, so has rank ≤ 6, and so π 1 (x) ∈ Y γ . Conversely, given a point y ∈ Y γ \X γ (so rank Φ γ (y) = 6), we may choose a basis so that this point is given by e i (y) = 0 for i > 1 and the elements in its kernel satisfy e i = 0 for i > 3. We may also arrange for the coefficients of [23j] to vanish for j = 4, . . . , 8. Then the standard coordinate flag in F maps to y. So π 1 (Z γ ) = Y γ . We claim that the tangent space to y in Y γ is V 8 /V 1 . In our coordinates, y = [1 : 0 : 0 : 0 : 0 : 0 : 0 : 0 : 0], so we work in the affine subspace given by e 1 = 1. The equation of the tangent space is i ∂f ∂e i (0)e i where f is the Pfaffian of Φ γ (y) after specializing e 1 = 1 (and deleting the first row and column). Let M be this 8 × 8 skew-symmetric matrix (so f = Pf(M)). Using the Laplace expansion for Pfaffians, we can compute f by taking a signed sum of M 1,i P i where 2 ≤ i ≤ 8 and P i is the Pfaffian of the result of deleting rows and columns 1 and i from M. Note that P i (0) = 0 unless i = 2 since the entries of Φ 2 (y) are concentrated in the bottom right 6 × 6 matrix. Since e 1 does not appear in rows 1 and 2 (before specializing e 1 = 1), this implies that the equation of the tangent space is i ∂M 1,2 P 2 ∂e i (0)e i . From the constraints on γ above, M 1,2 is the coefficient of [239] times e 9 .
In particular, the equation of the tangent space is a (nonzero, since y is smooth) multiple of e 9 = 0, so the claim is proven. In particular, π 1 is injective over the smooth locus (we have shown that V 3 and V 8 in any flag in π −1 1 (y) are both determined by y). Since Y γ is normal (its singular locus X γ has codimension 5), this implies that π 1 is birational.
The image of γ under the projection 3 V * 9 → 3 (V 8 ) *
x has the property that γ(v 1 , v 2 , v 3 ) = 0 whenever two of the vectors belong to (V 3 ) x . But V * 8 is the pullback along π 2 of the bundle Q in Definition 4.2, so this is the same trilinear form used there. In particular, the hyperdiscriminant of this form vanishes by Proposition 2.5, so π 2 (x) ∈ D γ .
Conversely, given a point y ∈ D γ whose associated 3-form has vanishing hyperdiscriminant, there is a 3-dimensional space V 3 with the property that γ(v 1 , v 2 , v 3 ) = 0 whenever two of the vectors belong to V 3 (Proposition 2.5). As above, we can pick a basis so that the standard coordinate flag lies in Z γ and maps to y under π 2 . So π 2 (Z γ ) = D γ .
In particular, we conclude that D γ is the closure of the set of tangent hyperplanes to smooth points of Y γ , so the two hypersurfaces are projectively dual to one another. Proof. If Y γ were reducible, then it would be singular in codimension 1, but we know that its singular locus is X γ , which has codimension 5 in Y γ . The projective dual of an irreducible variety is irreducible [GKZ, §1.1, Proposition 1.3], so D γ is also irreducible.
Theorem 5.4. Let C be a smooth genus 2 curve. In characteristic different from 2, the branch locus of θ : SU 3 (C) → |3Θ| is a degree 6 hypersurface whose projective dual is a J(C)[3]-invariant cubic hypersurface whose singular locus is a torsor for J(C).
Proof. We may as well assume that k is algebraically closed. From Corollary 5.3, the branch locus is irreducible. Since the characteristic is different from 2, irreducibility of SU 3 (C) combined with this fact implies that the branch locus is a reduced hypersurface.
Pick any Weierstrass point P ∈ C. The construction in §4 gives a vector γ (C,P ) ∈ 3 V 9 with V 9 = H 0 (SU 3 (C); Θ) * so that D γ (C,P ) is the branch locus of θ (Proposition 4.3). Furthermore, γ (C,P ) is stable by Proposition 4.4. By Proposition 5.2, the projective dual of D γ (C,P ) is a cubic hypersurface, and from Theorem 5.1, the singular locus of the cubic hypersurface is isomorphic to J(C).
Remark 5.5. In characteristics different from 3, it is easy to show using the techniques in [Be] that there is a unique J(C)[3]-invariant cubic hypersurface whose singular locus is J(C). In particular, Theorem 5.4 generalizes the main result of [Mi, O] to characteristics different from 2 and 3.
Remark 5.6. We have seen how to construct the Coble cubic and its projective dual directly from γ. Using the equation (2.3), we can also build, directly from γ, a double cover of P(V 9 ) which is branched along D γ . However, we also know that this double cover is SU 3 (C), so we have an invariant-theoretic construction for it.
Finally, we make some comments about the case when k is a field of characteristic 2.
Lemma 5.7. Let V be a vector space over a field of characteristic 2, and let k > 1 be an integer. Then there is a unique quadratic map Q : k V → 2k V which vanishes on pure tensors and satisfies
The line bundle O(1, 1) ⊗ O(−X) has divisor class 3π * 1 Θ + 3π * 2 Θ − Θ diag . This is the pullback of a principal polarization on J(C) × J(C) via the endomorphism
The kernel of this map is the diagonal copy of J(C) [3] which has degree 81. In particular, O(1, 1) ⊗ O(−X) has a single cohomology group of dimension 9 = √ 81. We will see that it has nonzero global sections by exhibiting bilinear equations that vanish on X. 1) ) vanishes on X. In particular,
If L is a line bundle of degree 0 on C, then the locus
is a double cover of a hyperplane in P 8 . In particular, it is smooth away from the ramification locus, so that L determines a codimension 1 subspace of the tangent space at E, and thus an element λ L of the cotangent space (modulo scalars).
Generically, Θ E is a reduced divisor of J 1 (C), and so dim Hom(L, E(P )) = 1. By Serre duality and Riemann-Roch, dim Hom(E, L(P )) = 1, and thus for generic E, we have a unique (modulo scalars) composition
is λ L (up to nonzero scalar).
Proof. A standard calculation with cocycles over the dual numbers (see [Mu, Proposition 2.6]) shows that the tangent space of Θ L;SU 3 (C) at E is the kernel of the cup product with any nonzero element in Hom(E, L(P )):
Twist the map L(P ) → E(2P ) by ω −1 C ; this gives a nonzero map Hom(E, E) → Hom(L(−P ), E), which is an isomorphism since both are 1-dimensional (dim Hom(E, E) = 1 since E is stable). By Serre duality, the dual map Ext 1 (E, L(P )) → Ext 1 (E, E ⊗ ω C ) is also an isomorphism. So being in the kernel of (A.3.1) is equivalent to being in the kernel of the cup product map with λ L : H 1 (C; sl(E)) ⊂ Ext 1 (E, E) → Ext 1 (E, E ⊗ ω C ).
In other words, λ L induces a linear functional on H 1 (C; sl(E)) whose kernel is the tangent space to Θ L;SU 3 (C) and so agrees with λ L up to nonzero scalar multiple.
Lemma A.4. Let L 1 , L 2 be line bundles such that dim Hom(L i , E(P )) = 1 so that λ L i (P ) are defined.
(1) λ L i (P ) is a rank ≤ 1 endomorphism of the fiber E P .
(2) If dim Hom(L 1 , L 2 (P )) = 1, then λ L 1 (P ) and λ L 2 (P ) commute.
Proof. (1) is an immediate consequence of the fact that λ L i factors through a line bundle.
(2) is vacuous if L 1 ∼ = L 2 . Otherwise, it suffices to show that both compositions vanish. Consider the composition
Since L 1 ∼ = L 2 , Riemann-Roch gives dim Hom(L 1 (P ), L 2 (3P )) = 1. By our assumption, it follows that the above composition factors through L 2 (2P ) → L 2 (3P ), which is 0 when restricted to P . The other composition is 0 by the same argument if we swap L 1 and L 2 ; we note that dim Hom(L 2 , L 1 (P )) = 1 by Serre duality and Riemann-Roch.
Lemma A.5. For a generic pair (L 1 , L 2 ) ∈ J(C) × J(C) with dim Hom(L 1 , L 2 (P )) = 1, there exists a stable rank 3 bundle E with E ∼ = ι * E * such that dim Hom(L 1 , E(P )) = dim Hom(L 2 , E(P )) = 1.
Proof. Let X be the set of triples (L 1 , L 2 , E) ∈ J(C)×J(C)×SU 3 (C) where Hom(L 1 , L 2 (P )) = 0, Hom(L 1 , E(P )) = 0, and Hom(L 2 , E(P )) = 0. Let X 0 be an irreducible component of X whose image in J(C) × J(C) dominates the divisor {(L 1 , L 2 ) | Hom C (L 1 , L 2 (P )) = 0}. Now, let (L 1 , E) be a pair with dim Hom(L 1 , E(P )) = 1 and dim Hom(E, ι * E * ) = 0 (such a pair exists, since each condition is separately a nonempty open condition on the locus {(L 1 , E) | Hom(L 1 , E(P )) = 0} inside J(C) × SU 3 (C)). The loci {L 2 | Hom(L 1 , L 2 (P )) = 0} and {L 2 | Hom(L 2 , E(P )) = 0} are sections of Θ L 1 and 3Θ, respectively, and thus have intersection multiplicity 3Θ 2 = 6. Moreover, there exists a section of 3Θ meeting the given section of Θ L 1 at the point representing L 1 with multiplicity 1 (take any hyperplane through L 1 not containing the tangent vector), so this is true for the generic such section, and can be imposed as a further nonempty open condition on E. We thus see that any such pair (L 1 , E) can be extended to a triple (L 1 , L 2 , E) in X 0 (note that Hom(L 1 , L 2 (P )) = 0 implies that dim Hom(L 1 , L 2 (P )) = 1).
But then the locus in X 0 for which dim Hom(L 1 , L 2 (P )) = dim Hom(L 1 , E(P )) = dim Hom(L 2 , E(P )) = 1 and dim Hom(E, ι * E * ) = 0 is an intersection of nonempty open sets, and is thus (by irreducibility) nonempty.
Proof of Theorem A.1. (a) If not, then there is an 8-dimensional subspace V 8 ⊂ V 9 so that γ ∈ 3 V 8 . In this case, D γ contains the hyperplane P(V 8 ). But this cannot happen: in odd characteristic, D γ is a reduced irreducible sextic by Corollary 5.3 and Theorem 5.4, while in even characteristic, it is the square of a reduced irreducible cubic by Remark 5.8.
(b) A line bundle L ∈ J(C) corresponds to a hyperplane in V 9 . The preimage of this hyperplane is Θ L;SU 3 (C) as defined in (A.2) (recall that we used P to identify J(C) with J 1 (C)). So it suffices to show that for generic choice of (L 1 , L 2 ), the linear map γ(λ L 1 , λ L 2 , −) is identically 0. Furthermore, since γ is alternating, it suffices to check this on the subspace Θ L 1 ;SU 3 (C) ∩ Θ L 2 ;SU 3 (C) . By Lemma A.5, there is a stable bundle E ∈ SU 3 (C) with E ∼ = ι * E * such that dim Hom(L 1 , L 2 (P )) = dim Hom(L 1 , E(P )) = dim Hom(L 2 , E(P )) = 1.
By Lemma A.4, λ L i : E → E ⊗ ω C commute. So, for any element α ∈ H 0 (C; pgl(E) ⊗ ω C ), the section Tr([λ L 1 , λ L 2 ]α) vanishes at P . So γ(λ L 1 , λ L 2 , −) vanishes for generic E in Θ L 1 ;SU 3 (C) ∩ Θ L 2 ;SU 3 (C) , so we are done.
