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Abstract
This document discusses for the first time the experimental prospects on the measurement of cross
section and the forward-backward asymmetry in e+e-→cc collisions at 250 GeV at the International
Linear Collider operating polarised beams. The cross section will be normalised to the total hadronic
cross section. We discuss the results for an analysis assuming the integrated luminosity of 2000
fb−1 foreseen in the baseline project. The measurement requires determining the charge of both jets
identified as originated by a c-quark. The charge measurement is optimally performed using the
precise micro-vertex detector of the detector ILD and the charged kaon identification provided by the
dE/dx information of its TPC. Thanks to the beam polarisation, we can separate the four independent
chirality combinations of the electroweak couplings, enhancing in this way the sensitivity to new physics
effects. We show that due to the unprecedented precision that will be achieved by the ILC for these
observables, the ILC will be sensitive to the existence of beyond the standard model Randal Sundrum
resonances of several tens of TeV.
1. Introduction
The c-quark (and b-quark) electroweak couplings to the Z-boson have been determined [1] by the
LEP1 detector collaborations and the SLD Collaboration in e+e-→cc (and e+e-→bb) collisions at the
Z-pole. These couplings are usually determined from the measurement of experimental distributions
such as the e+e-→cc (and e+e-→bb) cross section divided by the total hadronic cross section and
the forward-backward asymmetry. The measurements done by LEP1 detector collaborations profited
from higher luminosities recorded than the SLD (∼ ×20 times more). Despite the large difference on
integrated recorded luminosity, the SLD obtained a similar precision measurements due to the benefits
of having a polarised beam and a smaller radius of the vacuum beam pipe that permitted instrumenting
the tracker closer to the interaction point.
The cross section normalised to the total hadronic cross section is defined as:
Rq =
σqq¯
σhad.
(1)
where σqq¯ is the e+e-→qq total cross section for given q-quark flavour and σhad. is the cross section
for all q-quark flavours.
The forward-backward asymmetry is defined as:
Aqq¯FB =
σqq¯F − σqq¯B
σqq¯F + σ
qq¯
B
(2)
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where σqq¯F,B is the differential e
+e-→qq cross section integrated over the forward/backward hemisphere
as defined by the polar scattering angle θ of the ~pbb¯ = ~pb−~pb¯. The z-axis of the right-handed coordinate
frame is given by the direction of the incoming electron beam.
These two observables have been measured at the Z-pole by the LEP experiments and by the SLD.
At the Z-pole, the Rq observable is interpreted as Rq =
Γqq¯
Γhad.
where Γqq¯ is the decay width of Z → qq
and Γhad. is the total hadronic Z-decay width. The Rc and A
cc¯
FB observables were measured with
experimental precisions of 2% and 4% respectively.
The International Linear Collider (ILC) [2, 3, 4, 5, 6] is a linear electron-positron collider with
polarised beams that will produce collisions at several energies. In this document, we discuss the
prospects for the measurements of these two observables an the ILC operating at a centre of mass
energy of 250 GeV (ILC250). At energies far above the Z-pole the experimental observables are
sensitive to the interference between the γ the Z and potential new vector bosons.
The International Large Detector (ILD) [6] is one of the proposed detectors to measure the inter-
actions. This detector will be optimised to use Particle Flow (PF) reconstruction algorithms [7, 8, 9]
in order to reconstruct and separate individual particles produced in the collisions. For this, a high
granularity calorimetric system is foreseen to be placed inside a ∼4 T magnetic field. Moreover, the
ILD will have a high precision tracking system with the first layer placed at 16 mm from the interaction
point to maximise the tracking and vertex reconstruction capabilities. The central tracker of the ILD
is a Time Projection Chamber (TPC) that provides pattern recognition with more than 200 space
points.
2. Event reconstruction and selection
All results shown here are obtained using detailed simulation of the ILD concept [6].The experi-
mental studies are made for the case in which the electron and positron beams are 100% polarised. We
use the following notation: eLpR for the cases in which the electron beam has 100% left polarisation
and the positron beam has 100% right polarisation (and vice versa for eRpL). The size of the analysed
samples is the equivalent of 250 fb−1 for each of the processes while the ILC250 programme foresees a
total of 2000 fb−1 shared between the different beam polarisations schemes: 900 fb−1 for each of the
P (e−, e+) = (±80%,∓30%) and 100 fb−1 for P (e−, e+) = (±80%,±30%). Final results will be scaled
to the foreseen luminosity.
The events are generated at leading order using the WHIZARD 1.95 [10, 11] event generator. The
parton showering and hadronisation are simulated by the Pythia 6.422 event generator [12]. The ILD
detector geometry and the interaction of the particles with the detector are simulated within the Mokka
framework interfaced with the Geant4 toolkit [13, 14, 15]. The different reconstruction algorithms are
implemented in the ILCSoft toolkit. We make use of the tracking, quark-tagging, particle identification
in the TPC and jet clustering algorithms described in Ref.[16]. The primary and secondary vertex
reconstruction has special importance for this analysis. Therefore they were optimised to fit the high
precision requirements of this analysis (see, again, Ref. [16] for more details).
The e+e-→qq events have a very distinguishable signature, in which both quarks are observed as a
two jet back-to-back system at same energy. Events are reconstructed using the Durham jet algorithm
forced to form two jets. Leptonic events are removed by a selection of two hadronic jets. Backgrounds
are given by: the events that are subject to a radiative return to the Z-pole due to initial state radiation
and di-boson events with hadronic decays. These backgrounds are rejected by a combination of three
cuts:
1. A cut on the y23 distance that defines the Durham distance at which a two jet system would be
reconstructed as a three jet system;
2. A cut on the sum of the two jet masses. This cut helps reducing the impact of QCD final state
radiation that dilutes the back-to-back configuration of the two jets and also helps suppressing
the background from WW/ZH/ZZ events.
2
3. A cut on the sphericity of the event. This cut depends on the polar angle at which the jets are
reconstructed since by ISR the system receives a boost, i.e. is not back-to-back anymore and/or
receives a transverse momentum.
The values of these cuts can be found in the legend of the Figure 1, left. A more detailed discussion
on the selection procedure can be found at the Appendix 6. With these cuts, we select a clean sample
of e+e-→qq with q = u, d, s, c, b. The efficiency of selection is shown as a function of the cos θq angle
absolute value. The selection efficiency is slightly different between the light and heavy quarks. These
differences come from the quark mass differences: the larger the quark mass, the harder and less
collinear the gluon final state radiation [17, 18] and are well explained by QCD.
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Figure 1: Left plot: efficiency of the preselection for the different quark flavours vs the angular distribution of the two
jet system. Right plot: efficiency and purity of the c-quark tagging.
For the final step of our pre-selection of e+e-→cc, we suppress the most dominant background, the
e+e-→qq (q = u, d, s, b), by requiring that one or two jets have a large c-tag value (c-tag> 0.875). The
quality, in terms of efficiency and purity, of the c-quark tagging for 125 GeV jets as a function of the
c-tag value is shown in the right plot from Figure 1.
The impact of all the selection cuts on the signal selection efficiency and the ratio of background
vs signal is summarised in Table 1 and in Figure 2.
3. Rc measurement
To reach the maximum of precision on the measurement of Rc, we will measure it at the same time
as we measure the c-quark tagging efficiency applying the Double Tag approach described in [1]. The
method is as follows: first we count the fraction of jets in the preselected events that are tagged as a
c-jet. This ratio is denominated f1. To use this method we have to assume that we know the value of
Rb, b and uds or that we measure them at the same time. This measurement will also depend on the
other sources of backgrounds which are very much reduced by the preselection and that are expected
to be known to the percent level or better, so they can be ignored at the first approach. Secondly,
we measure the fraction of preselected events in which both jets have been tagged as c-jets. This
quantity is f2 and has similar dependencies as f1 with the addition of the correlation variable ρc. This
correlation factor accounts for the correlations due to displacements of primary vertex determination
(common for both jets), purely geometric correlations associated to differences between the detector
3
eLpR
Signal [%] Background processes [%] (B/S [%])
cc bb qq (uds) γqq ZZ WW HZ
Cut1 85.6 85,2 (69,1) 87,2 (224,0) 69,0 (53,2) 15,4 (3,1) 16,7 (35,1) 11,0 (0,2)
Cut1 + Cut2 82,1 82,1 (69,4) 83,7 (224,4) 65,7 (52,8) 8,2 (1,7) 10,5 (23,1) 5,3 (0,1)
Cut1 + Cut2 + Cut3 78.5 78,4 (69,4) 80,0 (224,4) 24,5 (20,6) 4,1 (0,9) 3,2 (7,4) 2,3 (0,0)
Cut1 + Cut2 + Cut3 + 1ctag 38.9 2,1 (3,8) 0,2 (0,9) 1,1 (1,9) 0,3 (0,1) 0,2 (0,8) 0,1 (0,0)
Cut1 + Cut2 + Cut3 + 2ctag 7.3 0,0 (0,2) 0,0 (0,0) 0,1 (0,7) 0,0 (0,0) 0,0 (0,1) 0,0 (0,0)
eRpL
Signal [%] Background processes [%] (B/S [%])
cc bb qq (uds) γqq ZZ WW HZ
Cut1 85.6 85,1 (35,8) 87,1 (161,4) 69,0 (38,8) 17,7 (3,6) 7,8 (0,4) 10,9 (0,4)
Cut1 + Cut2 82.2 82,0 (36,0) 83,7 (161,5) 65,7 (38,5) 10,7 (2,3) 4,7 (0,2) 5,3 (0,2)
Cut1 + Cut2 + Cut3 78.6 78,2 (35,9) 80,0 (161,5) 24,4 (15,0) 5,5 (1,2) 1,4 (0,1) 2,3 (0,1)
Cut1 + Cut2 + Cut3 + 1ctag 38.9 2,1 (2,0) 0,2 (0,6) 1,3 (1,6) 0,4 (0,2) 0,2 (0,0) 0,1 (0,0)
Cut1 + Cut2 + Cut3 + 2ctag 7.3 0,0 (0,1) 0,0 (0,0) 0,1 (0,7) 0,0 (0,1) 0,0 (0,0) 0,0 (0,0)
Table 1: Percentage of the signal and the different background events remaining after each selection step. For complete-
ness, the background to signal ratio (in % units) is also quoted. It is important to remark that the efficiencies shown for
γqq are calculated for a sample which has already a cut at the generation level to remove most of the radiative return
events. All these events are removed with the first two cuts.
inhomogeneities and QCD related effects associated to hard gluon emission. The two ratios and their
dependence on the different terms are described in the following equations:
f1 = cRc + bRb + uds(1−Rc −Rb) + F (c, b, uds, BKG)
f2 = 
2
c(1 + ρc)Rc + 
2
bRb + 
2
uds(1−Rc −Rb) + F (2c , 2b , 2uds, BKG)
(3)
In this method, the statistical uncertainty is determined by the size of the double tagged sample,
which is proportional to the square of the tagging efficiency. In the past, only the SLD Collaboration
was able to present a high precision Rc measurement using the Double Tag technique [19], thanks to
a superior c-quark tagging. For the ILD case, the c is of the order of the 35% which is almost twice
what the SLD achieved [19].
The reconstructed f1 and f2 distributions are shown in the second and third rows of Figure 2. The
angular distribution of the estimated c and ρc can be seen in Figure 3 (red graphs).
3.1. Experimental systematic uncertainties
The tagging efficiency c is the main source of uncertainty on the determination of Rc, and we find
that it can be determined at the per mile level. The other systematic uncertainties considered are
close to negligible.
Correlation factor
The correlation factor is compatible with zero for most values of cos θ and therefore it will not
affect to the measurement of Rc and c. It is important to remark that for the measurements made
at LEP1 and SLD, this factor was of the order of the few percent and had a significant impact on the
systematic uncertainty not only for the c-quark case, but also for the b-quark case. Due to the small
size of the beam spot expected at the ILC and the proximity to the beam line of the first tracking
layers in the ILD, the correlation effects will be very much reduced.
For 250 GeV collisions, Rb is more or less a factor two lower than Rc and it will be measured at
the per mile level [20], when recorded 2000 fb−1 of luminosity.
Tagging and mistagging efficiencies
The high purity of the c-tagging of ILD corresponds to small values of b of 1.3%. Using control
samples (for example, considering only events in which one jet is tagged as a b-quark jet with high
purity) this value could be measured to better than 1%, assuming a factor two improvement from
[19]. For the lighter quarks, uds, is almost negligible uds = 0.1% and has a minimal impact on the
extraction of c and Rc. It can be extracted from MC: current knowledge of the g → cc¯ coupling is
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Figure 2: First row: distribution of preselected 2-jet distributions. Second row: the f1 distribution as defined in Eq.
3. Third row: the f2 distribution as defined in Eq. 3. All distributions are shown for the 100% left and right handed
polarisarion cases.
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known to 12%[1]. The value of both mistagging efficiencies b and uds should also account for the
small differences observed in the preselection between flavours, due to the quark mass effects. These
differences are of the order of the 1-2% and are estimated to be known to 1-10% [17, 18]. Therefore
this effect will affect minimally the determination of the different c.
Background subtraction
In contrast with previous experiments where the collisions occurred at the Z-mass resonance dom-
inating the signal, we will have other background contributions to the preselection that will be of the
order of the 20% of the total cc signal. The dominating one will be the radiative return. We expect
to understand this background to better than 1% level from e+e-→Z→qq measurements during the
GigaZ physics program of the ILC [21, 22]. Therefore, this effect will also have minimal impact on the
determination of the different q.
Beam polarisation
For the estimation of the uncertainties due to the measurement of the beam polarisation, we take
the numbers from [23].
Beam polarisation uncertainty
∆P−
e− [%] ∆P
+
e− [%] ∆P
−
e− [%] ∆P
+
e+
[%]
0.1 0.04 0.1 0.14
Table 2: Uncertainty on the beam polarisation. Numbers extracted from [23]
Since the total cross section depends on the polarisation of the beams, it will affect the final result.
However, due to the reduced beam polarisation uncertainties and that the observable is a ratio, the
impact is negligible.
3.2. Results
After all these considerations, we estimate that the c will be determined with a precision of at
least 0.2% for a recorded luminosity of 2000 fb−1. This is translated to the following expectations for
the precision on Rc for the two beam polarisations for the ILC250 physics programme:
∆Rc(eLpR) = 0.10%(stat.) + 0.16%(syst.)
∆Rc(eRpL) = 0.13%(stat.) + 0.17%(syst.)
(4)
for a total luminosity of 2000 fb−1.
4. Measurement of Acc¯FB
After the selection of a highly pure cc sample, we need to determine the jet charges to reconstruct
the angular distribution. The c-quarks mostly produce D0/D±/Ds-mesons. The decay branching ratio
of D0 to charged kaons is ∼ 50%. For the Ds this number is somewhat lower: ∼ 33%. The D± produce
one and three prongs in their decays, with only ∼ 30% of the cases having a charged kaon in the final
state. In all cases, identifying a kaon in a secondary vertex gives direct information on the charge
of the original c-quark. This method of quark charge determination is called Kaon-method. If the
Kaon is not identified, the total charge of the reconstructed secondary vertex is used. This is specially
interesting for the decays involving D±-mesons. This second method is called Vtx-method. To apply
these methods, we require excellent tracking, vertexing and particle identification capabilities. While
ILD has a 99% probability to reconstruct the relevant charged tracks, this probability falls to 96%
for tracks connected to the micro-vertex and having a significant offset. Revisiting the tracking and
vertexing algorithms to improve this value is an ongoing activity in the collaboration. This probability
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Figure 3: Efficiency (left) and correlation factor (right) for c-quark tagging and c-quark charge measurement.
drops rapidly for jets reconstructed at | cos θ| > 0.9 due to imprecise track reconstruction outside of
the acceptance of the micro-vertex detector. Modifying this geometry and/or prolonging the first layer
of the barrel is under consideration by the collaboration. Due to the high granularity of the ILD TPC,
the power of separation of kaons and other hadrons is large enough to provide kaon identification with
high efficiency and purity for jets with | cos θ| < 0.9 and momentum above 3 GeV. For this process,
kaons are identified with a purity reaching 90% at 88% efficiency.
The charge measurement allows us to attribute a sign to the reconstructed cos θc value. However
a sign-flip may be induced due the missed tracks in a reconstructed vertex and the misidentification
of kaons. In order to correct for that, we need to know with high precision the probability of getting
the charge correctly using the different methods. This probability is called purity and it is measured
using the data itself by comparing two different reconstructed samples in which the charge of both jets
has been measured: the sample in which both jets were estimated to have different/the same charge.
The method is described in detail in [20]. The purity of each method is shown in the left plot of
Figure 4. Once that the purity of each method is well known, we can apply it to correct the charge
mismeasurements on the reconstructed distributions. The performance of the method is shown in the
left plot of Figure 4.
The final reconstruction efficiency requiring at least one jet with the charge measured is of the
25.7% (20.8% using the Kaon-method and using the 5.9% Vtx-method). The determination of the
Acc¯FB value is done by integrating the measured distribution. This distribution is shown in Figure
5 (upper row) for both polarisations. For completeness, we also show the distributions with double
charge measurement. This is done after the correction of the charge migrations and after the selection
efficiency corrections are applied. The latter is done by measuring the c-tagging plus charge calculation
efficiency, c,charge, in the same way as in the Rc case, but applying c-tagging and charge measurement
at the same time.
4.1. Experimental systematic uncertainties
The measurement of Acc¯FB mostly suffers from the same systematic uncertainties as Rc. Therefore
we will only describe the points that are specific for this observable.
The expected c,charge and the corresponding correlation factor are shown in Figure 3 as blue dotted
lines and will be determined with a precision of the order of 0.3%. It is important to remark that as the
Acc¯FB is a ratio in which the tagging efficiency will appear in both the numerator and denominator. For
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Figure 4: Left plot: Measured purity of each method. Right plot: the performance of the p-q in single events: p-q is
calculated using double tagged events but it is applied to single charge events.
Rc, the tagging efficiency (and mistagging efficiencies) appeared only in the numerator. Therefore, we
are not interested in the global value of c,charge but in the relative variations between the correction
factors. In any case, for safety, we will reduce the analysis of the distribution to values of | cos θ| < 0.75
before the drop in c,charge. There is a second effect that is also corrected for: the inhomogeneities on
the preselection efficiency as a function of | cos θ|. This is seen in the left plot of Figure 1 where small
differences of the ∼1% are observed. Due to the reduced size of such inhomogeneities, their impact
will be minor and will not affect the final result if they are known at the level of a few percent which
will be achievable with controlled samples or with simulations.
4.2. Results
The final distributions for both polarisations fitted to the leading-order estimation are shown in
Figure 6.
The expected precision on the forward-backward asymmetry measurements are, for a recorded
luminosity of 2000 fb−1:
∆Acc¯FB(eLpR) = 0.16%(stat.) + 0.09%(syst.)
∆Acc¯FB(eRpL) = 0.20%(stat.) + 0.10%(syst.)
(5)
5. Prospects for BSM discoveries
The results on the expected experimental precisions foreseen for ILC running at 250 GeV are
summarised in the previous sections. For both observables, and both polarisations, total experimental
uncertainties of ∼ 0.2% are expected for the full 2000 fb−1 program. Such accuracies consist a challenge
to theoretical high order corrections, particularly for what concerns the electroweak corrections. It is
out of the scope of this document to discuss this issue.
Many beyond standard models with extended gauge structures [24, 25, 26] predict large corrections
for the standard model electroweak couplings. Therefore, these models predict large modifications
of the forward backward asymmetry and the cross section. Some of these models, for example [25],
predict that such kind of effects for all fermions (not only for the heaviest). The unprecedented
precision that will be achieved at the ILC allows to deeply investigate all these models. Of particular
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Figure 5: Differential signal and background distributions after the charge calculation using the Vtx- and Kaon-method
defined above. We compare distributions in which both jets have compatible charges (lower row) or in which only one
jet with charge is required (upper row).
importance is the fact that - thanks to the beam polarisation at the ILC - we could inspect the different
helicity amplitudes in order to disentangle between the different models. The expected precision on
the determination of the helicity amplitudes can be compared with the SM and any BSM predictions.
This is done in Figure 7 for several models, extracting the helicity amplitudes from the Rc, A
cc¯
FB and
Rb, A
bb¯
FB [20]. It shows that a modest energy of 250 GeV, the ILC has a reach which extends well
aboce LHC direct searches. For what concerns the Hosotani model [25], the large effect seen for a 8
TeV resonance indicates that ILC250 can extend its sensitivity even far beyond. In the absence of a
signal, one would conclude that such a Z′ is heavier than 34 TeV at 95% C.L.
6. Summary
This document summarises the results of a realistic analysis based on full detector simulation and
reconstruction of e+e-→cc processes at the ILC. The results show a large improvement on the reachable
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Figure 6: Reconstructed angular distribution for both polarisations. The red empty dots shows the reconstructed
distribution before the efficiency and acceptance correction. The blue circles shows the corrected distribution. The
shaded grey are shows the prediction at leading order (LO) and the grey curve shows the result of the fit of the LO to
the final distribution in a constrained range of cos θc.
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Figure 7: Expected number of standard deviations for different BSM scenarios when determining the different EW
couplings to c- and b-quark at ILC250. The x-axis shows the different couplings for different chiralities, following the
notation from [20]. The expectations for different BSM scenarios are shown: 1) for Djouadi [24] one assumes mZ′ = 3
TeV; 2) for the Peskin et al. model [26], two versions are given, labelled as Peskin 4 and Peskin 5; 3) for Hosotani et
al.[25] one assumes mZ′ ∼ 8 TeV for the 3 resonances. These prospects assume the input from the ILC GigaZ programme
running at the Z-Pole [22] in order to improve by a factor ∼5 the current precision on the SM Z-boson couplings to the
different quarks measured at the Z-pole.
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precisions compared with previous experiments. The measurement requires determining the charge of
both jets identified as originated by a c-quark. This is possible thanks to expected exceptional vertexing
capabilities of the ILD and the charged kaon identification provided by the dE/dx information of its
high granularity TPC. Also highlighted is a major advantage compared with other experiments: the
power of separation and the independent determination of the left and right handed components of
the electroweak couplings thanks to the beam polarisation.
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Appendix: Preselection
The event pre-selection proceeds as follows: we reconstruct events with two jets using the Durham
algorithm. We could apply a cut in the invariant mass of the two jet system, in order to remove the
most dominant background: radiative return to the Z-pole through ISR. However, this cut in the
invariant mass would introduce a large difference on the preselection of the different quark flavours
since the tails of the distribution highly depends on the quark flavour. This is mainly associated to the
presence of neutrinos in the hadronisation and decay process, which is more common for heavy than
light quarks. The invariant mass distribution of the two reconstructed jets can be seen in Figure 8.
To avoid the issue discussed above, we use topological variables instead of purely kinematic quanti-
ties. The first variable to be used is the Durham-distance y23. The distribution of y23 for the different
signals and backgrounds is shown in Figure 9, left plot. This variable corresponds to the jet clustering
distance cut, as defined by the Durham algorithm, at which a two jet system would be reconstructed
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as a three jet system. A cut of y2 < 0.02 is applied. This cut introduces a residual flavour dependence
due to the differences on QCD FSR due to the quark masses: the larger is the quark mass, the harder
and less collinear is the QCD FSR therefore and therefore the higher is the possibility to have a 3-jet
like event.
Further, a cut in the sum of the two jet masses is applied: if the sum of the two jet masses is greater
than 100 GeV, the event is rejected. This cut helps reducing the impact of QCD final state radiation
that dilutes the back-to-back configuration of the two jets and also helps suppressing the remaining
background from ZZ events. See Figure 9 middle plot.
A last cut in the sphericity of the event follows. The sphericity tensor is defined as
Sα,β =
Σip
α
i p
β
i
Σi|~pi|2 α, β = 1, 2, 3 (6)
where pαi is the α-component of the momentum of the i-particle or jet. The eigenvalues of the sphericity
tensor are called λ1, λ2 and λ3 (with λ1 ≥ λ2 ≥ λ3 and λ1 +λ2 +λ3 = 1). The sphericity is defined as
3/2(λ2+λ3. Two jet like event have sphericity equal zero while completely isotropic events tend to have
sphericity values equal to one. The sphericity distribution for the different signals and backgrounds
is shown in Figure 9, last plot. The presence of ISR radiation has an impact in the sphericity of the
event by unbalancing the momentum of the two jets. The ISR impact on the sphericity is dependent
on the localisation of the event in the detector: two jets in the barrel in an event with ISR will have
larger sphericity than an event with the same amount of ISR but with the two jets located in the
forward/backward region. Therefore, applying a simple cut in the sphericity will give a difference
on acceptance between the central and forward regions. We, therefore, apply a differential cut. The
parametrisation of such cut is derived from Figure 10 (top left plot). The final efficiency as a function
of cos θ after the differential cut is shown in Figure 1. Similar cuts could be done using other related
event shapes variables as the thrust or acolinearity. These options have been investigated and both
perform similarly to the sphericity.
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