In this letter, a minimum jitter probability (MJP) route selection algorithm for wireless mesh networks (WMNs) is proposed. To create the MJP algorithm, the inter-arrival packet jitter probability mass function (PMF) for differentiated service (DiffServ) priority classes is derived, which considers the effect of retransmissions due to packet errors in WMNs. Simulation results show the effectiveness of the proposed MJP algorithm compared to the popular minimum hop (MH) and expected transmission count (ETX) WMN routing schemes.
Introduction
Packet jitter is one of the most important parameters for real-time data transfer [1] . Research on WMNs in support of DiffServ based on IEEE 802.11e have been presented in [2] . The authors of [3] introduce routing metrics and protocols for WMNs. Among existing routing protocols, none are capa-ble of MJP routing-path setup, in addition, there is no routing metric that includes the effects on jitter considering both packet errors and DiffServ priority classes for time division multiplexed (TDM) WMNs. Therefore, in this letter, first the packet jitter PMFs for individual DiffServ priority classes considering the effects of retransmissions due to packet errors are derived. Next, using the derived PMFs, a new MJP route selection algorithm is proposed.
Network and system model
In this letter, the network model assumes that each packet is transmitted in a time-slot of a statistical TDM network applying selective repeat. TDM transmission is used in IEEE 802.16 and deterministic synchronized multichannel extension (DSME) of IEEE 802.15.4e standards, which both can support WMNs. The DiffServ model uses ascending order non-preemptive priority class packets. Among the same priority class packets, first-in first-out transmission ordering applies. Network systems are based on a discrete time queueing process where a time-slot is defined as the time interval [t − 1, t), where t ≥ 0. We define the mth time-slot interval of a tagged stream's mth packet as [mT, (m + 1)T ), where m and T are non-negative integers. Any individual periodic T traffic stream of interest among the assigned DiffServ class could be the tagged stream. Therefore, the delay jitter of a tagged stream with period T for a specified class is derived, which is transmitted with a mixture of packets to form the combined background traffic of numerous T period streams from different sources. The amount of packets arriving in each slot will depend not only on the data sources, but also on the number of packets that need to be retransmitted. Hence, the period of each renewal cycle is T = T +T P e , where P e represents the packet retransmission probability, which is
where p is the packet error probability, and ε is the limit of the number of retransmissions. The network's packet processing rate is μ packets/s and the arrival rate of class-n traffic at node i is λ n,i , and it is assumed that there are θ classes of service. The utilization of class-n traffic is denoted as ρ n,i , which can be obtained from ρ n,i = (λ n,i + P e λ n,i )/μ and ρ i = ∀n ρ n,i for node i. In Eq. (2), the probability of jitter is derived based on the jitter random variable J m,n,i , which is based on the position difference between the mth and (m + 1)th packet of the nth class tagged stream at node i that originates from the same source.
A (m+1),n,i represents the total number of class-n packets that arrive in the (m + 1)th time-slot group, b (m+1),(n−1),i represents the average number of higher priority packets and ARQ packets that arrive in the (m + 1)th period, which can be calculated from
represents the number of all (n − 1)th priority packets that enter the buffer before the class -(n − 1) tagged stream's (m + 1)th packet at node i. In Eq. (2), the binomial distribution is based on
represents the probability of higher priority packets occupying a time-slots before the class-n tagged packet enters service, where
for a ≤ |j|, and the term p (n−1),i is the probability of arrival of the higher priority packets including the retransmission packets of classes 1 through n at node i, which can be obtained from p [1] . Eq. (3) represents the probability that the time-slot position of two sequentially arriving frames will be offset by a jitter of +j or −j slot(s).
Assuming ergodic conditions and that the traffic, router systems, and channel statistics remain constant, the random variable J m,n,i can be written in a form (excluding the notation of the mth packet) of a generalized jitter random variable J n,i of the ith node's nth class traffic.
Proposed MJP routing algorithm
The proposed algorithm for computing the minimum jitter probability route is presented. R n (r a , r b ) represents the set of a sequence of nodes that form the selected routing path from nodes r a to r b for the tagged nth priority traffic stream. For R n (r a , r b ) = {r a , . . . , r b } the end-to-end jitter J n (r a , r b ) can be obtained from the summation of the jitter random variables J n (r a , r b ) = J n,ra + · · · + J n,r b . The PMF of J n (r a , r b ) can be obtained from the convolution (denoted as ⊗) of the PMFs of J n,ra , . . . , J n,r b (i.e., P {J n (r a , r b )} = P {J n,ra }⊗· · ·⊗P {J n,r b }). In the proposed algorithm, the MJP route is setup based on selecting the minimum jitter variance route. The jitter variance σ 2 n,i of the nth traffic class of the ith node can be obtained from Eq. (4).
The variance of J n (r a , r b ) can be obtained from
which includes the covariance C n (i, j) of class n traffic between nodes i and j. If the jitter among nodes are assumed to be independent then C n (i, j) = 0. In the simulations, the MJP route selection was conducted considering jitter dependency among neighboring nodes, and also for the case where independence among nodes is assumed. Simulation results show a negligible difference in MJP selected routes. Therefore, the authors recommend to use σ 2 Jn(ra,r b ) = ∀i∈Rn(ra,r b ) σ 2 n,i in the MJP route selection, which significantly simplifies the amount of required computation. The MJP routing algorithm uses the following notation: V is the set of all nodes in the network, M = {1, . . . , θ} is the set of traffic priority classes supported by network, s represents the source node, Γ n is the set of nodes selected by the MJP algorithm for class-n, H i is the set of 1-hop neighboring nodes of node i, L n (s, i) is the cost of the routing path from node s to node i of the nth class priority traffic. The MJP route selection pseudo-code is presented below.
In step-1 the algorithm starts with only s in Γ n , and step-2 through step-9 continues to add one MJP route connection to Γ n at a time until all nodes are elements of Γ n , which is repeated for all traffic classes.
Step-4 selects the MJP node y to connect to node x. In step-5, node y is added to Γ n and y's variance is added to the link cost of the selected route in step-6.
Step-6 could be modified to include dependency among nodes by using Eq. (5). In step-7, R n (s, y) ← R n (s, x) ⊕ y refers to the process where R n (s, y) is set to R n (s, x) with node y added as the last element.
Performance analysis
The performance of the proposed algorithm was evaluated through Matlab simulation using 10,000 iterations averaged for each point based on the 40-node network presented in Fig. 1 [4] . The WMN was set to have 5 DiffServ classes where each class uses 20% of the overall capacity and P e has ten levels of 0.01, 0.02, . . . , 0.10 where all 40 nodes randomly select one of these P e values. The network traffic model is assumed to be time-slot-based with T = 30 slots and μ = 30 packets/s. The MJP routing algorithm was applied to optimized link state routing (OLSR) [3] , and the results were compared to OLSR applying MH and ETX. In ETX, the link cost (L ET X x,y ) from node x to node y is obtained from the delivery ratio of probes sent on the forward (d f ) Fig. 2 , the probability of packet arrival within jitter bound (P B ) for the routing path is presented for a WMN with utilization of 1. As shown in Fig. 2 , the proposed algorithm enables 99% of all class-1 and class-3 traffic to arrive within 2 and 8 timeslots, respectively. In comparison, MH and ETX perform nearly the same by enabling 99% of all class-1 and class-3 traffic to arrive within 4 and 12 timeslots, respectively, which is significantly worse compared to MJP algorithm. Fig. 3 presents the average of the end-to-end routing path jitter of class-2, 3, and 4 traffic for a wide range of utilization cases; and the variance values are recorded above/below the average value legends, all in units of time-slots. In Figs. 2 and 3 , MH and ETX perform similarly. In [5] it is shown that MH and ETX perform well for jitter, however neither is always better. But unlike MJP, neither can take full advantage of the WMN's jitter probability. Results show that MJP results in approximately 66% of end-to-end jitter average and 70% of variance compared to MH and ETX applied to OLSR. 
Conclusion
In this letter, a new MJP route selection algorithm is proposed and applied to OLSR routing over a WMN. The simulation results show that the proposed MJP algorithm can provide significant benefits in jitter performance compared to using MH or ETX as metrics of OLSR.
