Abstract. Wind and solar power generators are commonly described by a system of stochastic ordinary differential equations (SODEs) where random input parameters represent uncertainty in wind and solar energy. The existing methods for SODEs are mostly limited to delta-correlated random parameters, while the uncertainties from renewable generation exhibit colored noises. Here we use the probability density function (PDF) method, together with a novel large-eddy-diffusivity (LED) closure, to derive a closed-form deterministic partial differential equation (PDE) for the joint PDF of the SODEs describing a power generator with correlated-in-time power input. The proposed LED accurately captures the effect of nonzero correlation time of the power input on systems described by a divergent stochastic drift velocity. The resulting PDE is solved numerically. The accuracy of the PDF method is verified by comparison with Monte Carlo simulations.
equation for the joint PDF of phase angle and speed. Numerical solutions of the PDF equation are presented and compared with the results of MCS in section 4. Conclusions are given in section 5.
Problem formulation.
We consider a simple power system consisting of a single generator and an infinite bus. The electromechanical behavior of this system can be described by the following set of ordinary differential equations (ODEs) [1] : (2.1b) where the state variables are the phase angle θ ∈ [0, 2π) between the axis of the generator and the magnetic field and the generator angular speed ω ∈ (−∞, ∞). The generator has inertia H, internal voltage E, base speed ω B , and synchronization speed ω s ; the bus has voltage V , the generator supplies electric power P e to the infinite bus, and the system has total reactance X. Additionally, the damping factor D is introduced to ensure the stability of the system.
The generator electrical power is given by the algebraic relation in terms of θ and the various voltages,
For general power systems, the voltage V can be a function of the phase angles given by a set of algebraic constraints so that one obtains a set of differential algebraic equations (DAEs) governing the electromechanical behavior of the system.
The generator has a "renewable" power input P m (t), which is modeled as a stochastic time process characterized by its mean P m > 0, variance σ 2 , and correlation function ρ(t, s, λ) with correlation time λ, P m (t)P m (s) = σ 2 ρ(t, s, λ), (2.3) where P m = P m + P m , and P m is the process's zero-mean fluctuation.
In the following, we substitute (2.2) into (2.1b) to obtain the ODEs (2.4b) subject to the initial conditions θ(t = 0) = θ 0 , ω(t = 0) = ω 0 , (2.5) where P max = EV /X. Downloaded 10/01/15 to 146.137.70.71. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 3. PDF method.
3.1. PDF formulation. Mechanical power P m (t) from renewable sources typically exhibits random variability in time. Combined with potential uncertainty from initial system states, any prediction of the system's electromechanical behavior (2.4) is rendered uncertain. Our goal here is to derive a closed-form computable equation for the joint PDF of angle and speed, p(Θ, Ω; t), for (2.4) with P m having an arbitrary correlation function ρ and nonzero correlation time λ. To do so, we employ the PDF method originally developed in the context of turbulent flows [4] and later extended for advective-reactive transport in porous media [29] and general Langevin equations [32] .
We start by introducing the "raw" (or "fine-grained") PDF of system state (θ, ω) at time t,
Here, 0 ≤ Θ < 2π and −∞ < Ω < ∞ are variables covering the outcome space of the random quantities θ(t) and ω(t), respectively.
By construction, the ensemble average of Π over all possible realizations of (θ, ω) at time t yields the joint PDF of θ and ω:
where A = [0, 2π) ∪ (−∞, +∞) is the outcome space.
In Appendix A, we show that Π(Θ, Ω; t) obeys the first-order hyperbolic partial differential equation (PDE)
where x = (Θ, Ω) , ∇ x = (∂/∂Θ, ∂/∂Ω) T . The stochastic drift "velocity" v(x) is given by
The initial condition for (3.3a) corresponds to that of the swing equation (2.4):
Furthermore, we impose periodic boundary conditions on the Θ direction and vanishing boundary conditions on the Ω direction:
Representing the random fields Π and v in (3.3) as sums of their ensemble means and respective zero-mean fluctuations, and taking the ensemble average of (3.3), we obtain the equation for p,
where the mean advective velocity v(x) is given by
Equation (3.6) contains the cross-covariance term P m Π , which cannot be computed exactly without solving the original stochastic ODEs (2.4). In the following section we propose a large-eddy-diffusivity closure for P m Π .
3.2.
Large-eddy-diffusivity closure. To obtain a closed-form PDF equation, we employ a closure scheme-variously known as the large-eddy-diffusivity (LED) closure [16] or the weak approximation [22] -which has been previously used in stochastic averaging of advective transport of a passive scalar in random velocity fields [29, 31, 32, 33, 34] . In contrast to existing LED closures and the weak approximation, our proposed closure allows us to capture the effect of nonzero correlation times in the cross-covariance term P m Π for systems described by a velocity field v(x) of nonzero divergence.
The derivations of the PDF equation are given in Appendix B, and its final form is
where the "eddy-diffusivity" (second-rank) tensor D has the nonzero components
In (3.9), χ(s|x, t) = (Θ(s|x, t),Ω(s|x, t)) denotes the Lagrangian coordinate at time s, defined as the solution at time s of the ODE
with terminal condition χ(t|x, t) = x, where x is the Eulerian coordinate.
Boundary conditions of the joint PDF equation (3.8) are obtained by taking the ensemble average of (3.5):
condition (3.12) , it is guaranteed that the solution of (3.8), (3.11)-(3.12) is nonnegative for any t > 0 given that p(x, 0) ≥ 0. Similarly, being governed by a conservation law, it follows from A p(x, 0) dx = 1 that the PDF integrates to one for any t > 0.
Compared to standard practices described in the introduction, the formulation of the PDF equation of (3.8) offers a number of advantages. Unlike the Fokker-Planck equation (FPE), the PDF method is applicable to SODEs driven by noise with arbitrary stationary or nonstationary correlation structure and nonzero correlation length. Also, the derivation of the PDF equation imposes no assumptions on the one-point PDF of the noise P m . The PDF equation is linear, which facilitates the analytical and numerical analysis of (nonlinear) SODEs. Last and most importantly, by going beyond conventional mean and variance, the PDF equation provides a full one-point stochastic characterization of system states, including one-point statistics of arbitrary order and probabilities of rare events, useful for probabilistic risk assessment.
The proposed LED closure is distinguished from classical LED closures [16, 22] by the appearance of the terms ∂Ω/∂Ω (s|x, t) and ∂Θ/∂Ω (s|x, t) in (3.9). These terms capture the effect of the divergence of the stochastic drift velocity in the diffusion tensor, which plays an important role starting at second order of the correlation time. If these terms were not considered, the element D ΩΘ of the diffusion tensor would be neglected, leading to an inaccurate approximation of the dynamics of the PDF.
The damping factor in (2.4) induces the damping rate γ = Dω s /2H. In Appendix C, we demonstrate that for correlation times shorter than the relaxation time-scale γ −1 , i.e., for λDω s /2H
1, the components of the diffusion tensor can be approximated as
For the particular case of the exponential correlation function
we can evaluate the integrals in (3.13) analytically, obtaining
Disregarding transients, these diffusion coefficients simplify to
Comparison against the FPE.
It is interesting to evaluate how the PDF equation obtained via the proposed LED closure compares against the FPE corresponding to a white noise approximation of the zero-mean fluctuation P m . It has been noted that the classical LED closure is consistent with the FPE [30, 31] . In this section we assess the consistency of the proposed LED closure.
In the white noise approximation, we replace the colored fluctuation with a Gaussian noise process of correlation structure P m (t)P m (t − τ ) = σ 2 λδ(τ ). For such a process, the evolution of the PDF is given exactly by the FPE [27] ∂p ∂t
Comparing the diffusion coefficients of the FPE to the diffusion coefficients of (3.15), we can see that the white noise approximation is a first-order in λ approximation of the correct behavior of the PDF. For small but nontrivial correlation times, the white noise approximation overestimates the diffusion coefficient D ΩΩ by a factor of approximately 1 + λDω s /2H and thus overestimates the uncertainty of the process driven by colored noise.
It is important to point out that for the white noise correlation structure, the coefficients of the LED diffusion tensor (3.9) reduce to
which shows that the proposed LED closure is exact for Gaussian white noise.
Numerical implementation.
Various approaches have been proposed for the numerical solution of the FPE and similar equations (see, e.g, [5, 27] ). In the following computational examples, we solve the PDF equation (3.8) numerically using a flux-based finite difference (FD) scheme for spatial discretization. In this scheme, discrete values in each grid point
To prevent numerical diffusion due to discretization of the advection term, and to avoid nonlinear instabilities due to sharp solution gradients, we adopt a nonlinear fifth-order essentially nonoscillatory scheme [14] . For time discretization, we use the strong-stabilitypreserving (SSP) Runge-Kutta (RK) scheme [28] . The resulting system of linear equations is solved using the high-performance numerical library PETSc [2, 3] .
Computational example.
We solve the PDF equation (3.8) with the diffusion coefficient (3.14). We assume that P m (t) has zero mean, variance σ 2 , and an exponential correlation function with correlation time λ,
The PDF equation is solved subject to the initial condition
where θ eq and ω eq are the steady state operation (or nominal) values of the phase angle and angular speed. In steady state operation, the angular speed is equal to the synchronization speed, and the average mechanical power input P m is equal to the electrical power output P max sin θ, or
In the first computational example, we set the values of the system's parameters to P max = 2.1, H = 5, D = 5, and ω B = 120π, typical of power systems [17] . For the stochastic mechanical power input, we choose its average as P m = 0.9 and standard deviation σ = 0.1 so that the generator is operated in steady state equilibrium at a nominal angle θ eq well below π/2 (the point of instability for the system (2.4)) and the phase angle has an adequate margin to oscillate and return to its nominal angle.
The FD grid is chosen so that x eq = (θ eq , ω eq ) is a grid point. Numerically, the Dirac delta initial condition (4.1) is implemented as p i = 1/(ΔΘΔΩ) for x i = x eq and zero otherwise, which is mass-equivalent to the Dirac delta for the grid average FD formulation employed.
Finally, we use the correlation time λ = 10/ω B ≈ 0.0265, chosen to be smaller than the damping time-scale but nontrivial.
A set of Monte Carlo simulations (MCS) is also conducted to validate the PDF method. The SDEs (2.4) are integrated numerically using a second-order strong RK scheme [21] , together with an evolution equation for the Ornstein-Uhlenbeck (O-U) process that generates the exponentially correlated Gaussian fluctuations P m . The initial value of P m is drawn directly from the stationary Gaussian distribution of the O-U process. The time-step Δt satisfies Δt ≤ λ/5 in order to sufficiently resolve variations in P m . Figure 1 shows the comparison of the marginal PDFs p θ (Θ, t) and p ω (Ω, t),
obtained from the PDF equation (3.8) with diffusion coefficient (3.14), and MCS. This figure shows the marginal PDFs at the times t = 0.5, t = 1.0, and t = 5.0. The comparison shows good agreement between the PDF solutions and MCS.
Figures 2 and 3 present various temporal snapshots of the marginal PDFs p θ and p ω , together with 50 realizations of the solution to the SDEs (2.4), illustrating the convergence of the marginal PDFs to their steady state counterparts, and the evolution of the system towards stochastic stationarity. It can be seen that the PDFs widen with time, i.e., uncertainty in the rotational speed and angle increases, and eventually approach steady state configurations. The steady state coefficient of variance (CV) of angle (σ θ / θ = 0.2217) is two orders of magnitude larger than the CV of speed (σ ω / ω = 0.0023); i.e., there is significantly more uncertainty in the prediction of θ than in that of ω.
Effect of correlation time.
According to (3.9), the correlation time λ impacts the evolution of p θ and p ω through the LED dispersion coefficient D. Figure 4 shows p θ and p ω for three values of the correlation time: λ = 5 × 10 −4 , λ = 5 × 10 −3 , and λ = 5 × 10 −2 . In Figure 4 , the marginal PDFs are presented at time t = 1.0.
It follows from (3.14) that D ΩΩ and D ΩΘ are functions of the correlation time. They are both equal to zero for λ = 0 and grow with increasing λ for λDω s /H < 1. For λDω s /H > 1, D ΩΩ decreases, and D ΩΘ keeps increasing quadratically with λ. As a consequence, the variance of the joint PDFs increases with increasing λ for the values of λ considered, as can be seen in Figure 4 . It can be seen that the computed marginal PDFs agree well with their MCS counterparts.
The approximated diffusion coefficients (3.14) are valid only for correlation times shorter than the relaxation time-scale. As the correlation time approaches, and exceeds, the relaxation time-scale, we expect the approximated diffusion coefficients to become progressively less accurate and eventually nonphysical. It is therefore expected that the PDFs computed via the PDF equation would be less accurate with respect to MCS as the correlation time increases. Such an effect would be strongly noticeable at the stationary state. We numerically verify this behavior in Figure 5 , where we present stationary marginal PDFs computed for λ = 10/ω B , 20/ω B , and 50/ω B . It can be seen that as the correlation time increases, the computed marginal PDFs progressively deviate from their MCS counterparts, overestimating the uncertainty of both phase angle and angular speed.
Nevertheless, we can derive a PDF equation accurate for very long correlation times by employing a dimension reduction argument. For very long but finite λ, we observe that the angular speed stabilizes to the deterministic value ω s over the correlation time-span, while the phase angle stabilizes to an uncertain value θ ≈ arcsin P m /P max . Over multiple correlation time-spans, the behavior of the system is thus approximately overdamped, so that we may disregard the inertia term dω/dt in (2.4), effectively removing the angular speed variable and reducing the problem to a single Langevin equation for θ(t).
In Appendix D, we show that the resulting approximate equation governing the marginal PDF p θ is
where the inhomogeneous coefficient D ΘΘ (not a diffusion coefficient) is given by
The marginal PDF of the angular speed is p ω = δ(Ω − ω s ). We recover a transport equation by approximating cos Θ in (4.5) with cos θ eq . The stationary solution of this equation in the limit λ → ∞ is shown in Figure 6 . It can be seen that it compares favorably with the corresponding MCS, computed for λ = 1 × 10 5 /ω B . 
Effects of variance of P m .
Uncertainty of the mechanical input P m is characterized by its variance σ 2 . Figure 7 shows the effect of σ 2 on the marginal PDFs. In this figure, the marginal PDFs are shown for σ 2 = 1× 10 −4 , σ 2 = 1× 10 −3 , and σ 2 = 1× 10 −2 at time t = 1.0. As expected, increasing σ 2 leads to widening of the marginal PDFs. Figure 8 illustrates the stochastic behavior of the system for σ 2 = 0.25 and σ 2 = 1.0, which are an order of magnitude larger than the largest variance used in the simulations in Figure 7 . It can be seen that for these large values of σ 2 the stationary marginal distribution of the phase angle is approximately uniformly distributed over the support [0, 2π), as opposed to the unimodal behavior centered around θ eq that is observed for the smaller variances. The shifted stationary marginal distribution of the angular speed in Figure 8 indicates that for large variance the generator rotates with a speed different from the synchronization speed ω s . The PDFs computed for the large variance scenarios compare favorably with their MCS counterparts, indicating that the LED closure remains accurate for large variances in the Gaussian noise case.
Effect of damping coefficient D.
Here we consider the effect of a damping coefficient on the solution of the PDF equation subject to the equilibrium initial condition for a system with parameters σ 2 = 0.01, P max = 2.1, H = 5, ω B = 120π, and P m = 0.9. Figure 9 shows the mean and variance of θ and ω versus time for D = 0, 5, and 50. The mean and variance were found from the solution of the PDF equation by computing the moment integrals θ = 
Effects of nonequilibrium initial conditions.
In the above scenarios, we used the equilibrium initial conditions and found that for sufficiently small σ and large D, ω and θ (the centers of mass of the marginal PDFs) stay at their respective equilibrium values throughout the simulation. In this section we consider the effect of nonequilibrium initial conditions on the joint and marginal PDFs of θ and ω. Specifically, we solve the PDF equation subject to the nonequilibrium initial condition (3.12) with θ 0 = 0.89θ eq and ω 0 = 0.99ω eq and two damping coefficients, D = 0 ( Figure 10 ) and D = 50 ( Figure 11) . Figure 10 shows a set of temporal snapshots of the joint PDF p, marginal PDFs, and means θ and ω for the simulation with D = 0. We can see that θ and ω oscillate around the corresponding equilibrium values, while the overall predictive uncertainty (width of the PDFs) increases with time. In the simulation with strong damping (D = 50, Figure 11 ), θ and ω oscillate but converge to their equilibrium values. The joint and marginal PDFs initially widen but approach steady state values with time. These figures also show a good agreement between the PDFs found from the solution of the PDF equation and MCS.
Although not presented in this work, similar behavior of the PDF equation is observed for other nonequilibrium initial conditions, namely (θ 0 = 0.89θ eq , ω 0 = 1.01ω s ), (θ 0 = 1.11θ eq , ω 0 = 0.99ω s ), and (θ 0 = 1.11θ eq , ω in = 1.01ω s ).
Conclusion.
We presented the PDF method for the SODEs describing the dynamics of a generator with uncertain power input. The uncertain power input is treated as a stochastic time-correlated process with a known covariance function. We used the PDF method in combination with the LED closure to obtain a deterministic equation for the joint PDF of the generator phase angle and angular speed of a generator. We solved the resulting equation numerically. The accuracy of the LED closure and numerical solutions was verified via comparison with MCS.
Our analysis leads to the following conclusions: 1. Good agreement with MCS shows that the PDF method in combination with the LED closure gives an accurate estimate of the PDFs of the system states for the various cases studied.
2. The resultant PDFs of phase angle and angular speed enable one to compute the probability of rare events, which is of particular interest to power system design and reliability analysis. For example, it enables one to choose the damping coefficient D so as to keep ω and θ within design range of values with the desired probability. 3. Unlike most of the existing methods for deriving PDF equations for Langevin equations, the proposed PDF method allows one to write a closed-form PDE equation for the PDF of a system of stochastic ODEs such as (2.4) without any restriction on the correlation structure of the noise terms and for nonzero correlation times.
4. The LED closure in the derivations of the PDF equation does not require any assumptions on the distribution of uncertain input signals. We demonstrated that for autocorrelated fluctuations the PDFs obtained with the LED approximation agree well with the MCS. By comparison with the corresponding FPE, we demonstrated that the LED approximation is exact for delta-correlated Gaussian fluctuations.
5. The derivation of PDF equations can be easily extended to power grid systems with multiple generators by using the presented LED closure. While other closures have been proposed for single Langevin equations or Kramers equations which cover a wider range of correlation times (see [7, 9] ), our approach is distinguished by its weak assumptions and straightforward extensibility. The extension of the LED closure to higher powers of the correlation time is the topic of ongoing research.
6. It is observed that the system exhibits unimodal stochastic behavior when the standard deviation σ of the power input fluctuations is small with respect to the peak electrical power P max and the damping factor D is sufficiently large. Under such conditions, the stationary average angular speed ω is equal to the synchronization speed ω s . When σ is of the same order of magnitude of P max , the system switches to operation conditions with ω s = ω s . Appendix A. Derivation of stochastic equation for raw PDF. Following the derivation of PDF equations for transport of a scalar in a turbulent velocity field [25] and randomly heterogeneous porous media [29] , the partial derivative in time of the raw PDF Π is given by Multiplying (2.4a) and (2.4b) by ∂Π/∂Ω and ∂Π/∂Θ, respectively, yields
Invoking the shifting property of the Dirac-delta function, g(θ)δ(θ − Θ) = g(Θ)δ(θ − Θ), we rewrite (A.2a) and (A.2b) as dθ dt where n denotes the outward vector normal to the boundary of A, ∂A.
We now invoke the boundary conditions for p (3.11) and Π (3.5), and compute their counterparts for Π = Π − p, from which we can see that the second integral on the left-hand side of (B.5) vanishes identically. Substituting (B.2) into (B.5), employing the initial condition for the Green's function, and denoting by Q the cross-correlation v Π , we obtain Π = − We replace cos Θ inside each nested integral with cos Θ (i.e., we linearize around time t) so that we can compute the series of integrals in closed form, resulting in the power series expansion This linearization argument is equivalent to the local linearization (LL) approach presented for single Langevin equations driven by O-U noise in [7] .
