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ON CONTROL OF SOBOLEV NORMS FOR SOME SEMILINEAR
WAVE EQUATIONS WITH LOCALIZED DATA
TRISTAN ROY
Abstract. Consider the semilinear wave equations in dimension 3 with a de-
focusing and superconformal power-type nonlinearity and with data lying in
the Hs × Hs−1 (s < 1) closure of smooth functions that are compactly sup-
ported inside a ball with fixed radius. We establish new bounds of the Sobolev
norms of the solution. In particular, we prove that the Hs norm of the high
frequency component of the solution grows like T∼(1−s)
2+ in a neighborhood
of s = 1. In order to do that, we perform an analysis in a neighborhood of the
cone, using the finite speed of propagation, an almost Shatah-Struwe estimate
[17], an almost conservation law and a low-high frequency decomposition [3, 5].
1. Introduction
In this paper we consider the semilinear wave equations on R3 with a defocusing
power-type nonlinearity:
(1.1) ∂ttu−∆u = −|u|p−1u
with data u(0) := u0, ∂tu(0) := u1.
The existence of smooth solutions of (1.1) for all time has received a great deal of
attention from the community. This problem was addressed in [8] for subcritical
powers (i.e p < 5). The critical power (i.e p = 5) was solved in [13] for small data,
in [18] for large and radial data and in [7] for large and general data. No result is
known for the supercritical powers, i.e p > 5.
The next step is to construct solutions of (1.1) with rougher data. In this paper we
restrict ourselves to the subcritical and superconformal exponents, i.e 3 ≤ p < 5.
It is known (see [10]) that (1.1) is locally well-posed in Hs×Hs−1 for s > 32 −
2
p−1 .
By that we mean that
• given (u0, u1) ∈ Hs ×Hs−1 there exists Tl > 0 and a unique (u, ∂tu) lying
in a subspace of C([0, Tl], Hs) × C([0, Tl], Hs−1) such that u satisfies the
Duhamel formula for all t ∈ [0, Tl], i.e
(1.2) u(t) = cos (tD)u0 +
sin(tD)
D
u1 −
∫ t
0
sin
(
(t−t′)D
)
D
[
|u|p−1(t
′
)u(t′)
]
dt
′
:= Ψt(u0, u1)
• (u0, u1)→ Ψt(u0, u1) is uniformly continuous in the Hs ×Hs−1 topology
The notation ∼ f(s) means that there exists α(s) defined in a neighborhood of 1 such that
∼ f(s) := α(s)f(s) and lims→1− α(s) = C with C > 0.
1
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Moreover the time of local existence Tl depends on the size of the initial data, i.e
Tl := (‖(u0, u1)‖Hs×Hs−1). Here Hs is the standard inhomogeneous Sobolev space
i.e Hs is the completion of the Schwartz space S(R3) with respect to the norm
‖f‖Hs := ‖〈D〉sf‖L2(R3),
where D is the operator defined by
〈̂D〉f (ξ) := (1 + |ξ|2)
1
2 fˆ(ξ)
and fˆ denotes the Fourier transform, i.e
fˆ(ξ) :=
∫
R3
f(x)e−ix·ξ dx·
By the local well-posedness theory, the global behavior of Hs solutions of (1.1) is
closely related to the growth of the Sobolev norms ‖(u(T ), ∂tu(T ))‖Hs×Hs−1 for
T < T∗ where T∗ is the maximal time of existence. In particular, if one can find a
finite bound of ‖(u(T ), ∂tu(T ))‖Hs×Hs−1 for all time T , then one can prove that the
Hs solutions of (1.1) exist for all time T . The equation (1.1) enjoys the following
energy conservation law
(1.3)
E(u(t)) := 12
∫
R3
|∂tu(t, x)|2 dx+
1
2
∫
R3
|∇u(t, x)|2 dx+ 1
p+1
∫
R3
|u(t, x)|p+1 dx
Therefore, by using this energy conservation law, we immediately see that H1-
solutions of (1.1) exist for all time. It remains to better understand the global
behavior of Hs- solutions of (1.1) if s < 1. This question is delicate since there
there is no known conservation law at these levels of regularity. It has been studied
in [9, 6, 1, 14, 15] (see [11] for higher dimensions). To our knowledge, the best
results regarding the optimal index of regularity for which the solution exists for
p = 3 and for all time T are obtained in [15] for general data (s > 1318 ) and in [14]
for radial data (s > 710 ).
The purpose of this paper is to improve the bounds of the Hs norms of the solu-
tion for a class of rough and localized data, that is, (u0, u1) ∈ Cl (C∞c (B(0, R)), H
s)×
Cl
(
C∞c (B(0, R)), H
s−1), where R > 0 is an arbitrary but fixed positive number
and Cl (C∞c (B(0, R)), H
s)× Cl
(
C∞c (B(O,R)), H
s−1) is the closure of smooth and
compactly supported functions inside the ball B(O,R) :=
{
x ∈ R3 : |x| < R
}
with
respect to the Hs ×Hs−1 topology. Our main result is 1:
Theorem 1.1. Let u be the solution of (1.1) with data (u0, u1) ∈ Cl (C∞c (B(0, R)), H
s)×
Cl
(
C∞c (B(0, R)), H
s−1). Let
θ := 4p−12(p−1)(7−p)
Then, if 1 > s > sp := 1−
(5−p)(1−θ)
2(p+1) and T ≥ 1
(1.4)
‖(P>1u(T ), ∂tu(T ))‖2Hs×Hs−1 . T
4(1−s)2+
( 2θ+p−11−θ s−(
2θ+p−1
1−θ
−
5−p
2 ))(
5−p
2
−
(1−s)(p+1)
1−θ )
1Here P<1f (resp. P>1f) denotes the low frequency part (resp. the high frequency part) of a
function f , i.e P̂<1f(ξ) := φ(ξ)fˆ(ξ), P̂>1f(ξ) := (1− φ(ξ)) fˆ(ξ) with φ(ξ) a smooth, real, radial,
nonincreasing function that is equal to one on B(O, 1) and that is supported on B(O, 2).
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and
(1.5) ‖P<1u(T )‖
2
HsT
−3p−5
p+1 . T
4(1−s)+
(p+1)( 5−p2 −
(1−s)(p+1)
1−θ )
Comparison with the existing results : we shall compare the results with [9, 15,
14].
• p = 3 2: then one gets from (1.4) and (1.5)
‖(P>1u(T ), ∂tu(T ))‖
2
Hs×Hs−1 . T
4(1−s)2
(4s−3)(2s−1)+
and
‖P<1u(T )‖
2
Hs T
−1 . T
1−s
4s−3+
Comparison with [15, 14]. We recall the method used in these papers in
order to estimate ‖P>1u(T ), ∂tu(T )‖2Hs×Hs−1 and ‖P<1u(T )‖
2
Hs . If s = 1
then it is pretty easy to estimate these norms by using the conservation of
the energy (1.3). If s < 1 then one cannot use the energy by itself since it
can be infinite. Instead one introduces the following functional
(1.6)
E(INu(t)) :=
1
2
∫
R3
|∂tINu(t, x)|2 dx+
1
2
∫
R3
|∇INu(t, x)|2 dx+
1
p+1
∫
R3
|INu(t, x)|p+1 dx,
where the multiplier IN is defined by
ÎNf(ξ) = mN (ξ)fˆ(ξ),
with mN (ξ) := η
(
ξ
N
)
, η is a smooth, radial, nonincreasing function in |ξ|
such that
η(ξ) :=
{
1, |ξ| ≤ 1
1
|ξ|1−s , |ξ| ≥ 2,
and N ≫ 1 is a dyadic number playing the role of a parameter to be
chosen. This is the I-method, designed in [5] and inspired from the Fourier
truncation method, designed in [3]. The main interest of introducing this
multiplier IN is that (1.6) is finite in H
s ×Hs−1 for s < 1. Moreover the
variation of (1.6) is expected to be slow forN ≫ 1 , since the multiplier IN is
close to the identity. Once we have estimated the variation of E(INu(t)) for
a well-chosen N ≫ 1, we can easily estimate for data (u0, u1) ∈ Hs×Hs−1
the norms of the solution through the following inequalities
(1.7) ‖(P>1u(T ), ∂tu(T ))‖2Hs×Hs−1 . supt∈[0,T ]E(INu(t))
(1.8)
‖P<1u(T )‖2Hs . T
2 supt∈[0,T ] ‖∂tINu(t)‖
2
L2
. T 2 supt∈[0,T ]E(INu(t))
2the cubic power has attracted much attention from the community: see recent work regarding
probabilistic well-posedness in [4]
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In the case of data (u0, u1) ∈ Cl (C∞c (B(O,R)), H
s)×Cl
(
C∞c (B(O,R)), H
s−1),
we can upgrade (1.8) using the finite speed of propagation and (2.8) in the
following fashion
(1.9)
‖P<1u(T )‖2HsT
− 32 . T−
3
2 ‖INu(T )‖2L2
∼ T−
3
2 ‖INu(T )‖2L2(B(0,R+1+T ))
. ‖INu(T )‖2L4(B(0,R+1+T ))
. supt∈[0,T ]E
1
2 (INu(t))
By using this method and by an adapted linear-nonlinear decomposition, it
was proved in [15] that the solution of (1.1) exists globally for s > 1318 and,
moreover,
supt∈[0,T ]E(INu(t)) . T
8(1−s)
18s−13+
Hence, for data (u0, u1) ∈ Cl (C∞c (B(O,R)), H
s)×Cl
(
C∞c (B(O,R)), H
s−1),
we have
‖(P>1u(T ), ∂tu(T ))‖2Hs×Hs−1 . T
8(1−s)
18s−13+
and
‖P<1u(T )‖2HsT
− 32 . T
4(1−s)
18s−13+
So our result is an improvement up to s > 51+
√
17
68 ≈ 0.81.
Comparison with [14]. Under the additional assumption of radial sym-
metry, it was proved in [14] by the use of a weighted Morawetz estimate
and a radial Sobolev inequality that the solution of (1.1) exists globally for
s > 710 and, moreover
supt∈[0,T ]E(INu(t)) . T
2(1−s)
2s−1 +, 1 > s ≥ 56
supt∈[0,T ]E(INu(t)) . T
4(1−s)
10s−7 +, 56 ≥ s >
7
10
So we get in a similar fashion
‖(P>1u(T ), ∂tu(T ))‖2Hs×Hs−1 . T
2(1−s)
2s−1 +, s ≥ 56
‖(P>1u(T ), ∂tu(T ))‖2Hs×Hs−1 . T
4(1−s)
10s−7 +, 56 ≥ s >
7
10
and
‖P<1u(T )‖2HsT
− 32 . T
1−s
2s−1+, 1 > s ≥ 56
‖P<1u(T )‖2HsT
− 32 . T
2(1−s)
10s−7 +, 56 ≥ s >
7
10
So the improvement holds up to s > 56 .
Comparison with [9]. The comparison can only be partial since the au-
thors considered data in slightly different spaces, i.e (u0, u1) × H˙s ∩ L4 ×
H˙s−1. It was proved in [9] that the solution exists globally for s > 34 and,
moreover,
u(t) = cos (tD)u0 +
sin (tD)
D
u1 + z(t)
with
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(1.10) supt∈[0,T ]
(
‖∂tz(t)‖L2, ‖∇z(t)‖L2, ‖z(t)‖
2
L4
)
. T
1−s
4s−3+
Consider data (u0, u1) ∈ Cl (C∞c (B(O,R)), H
s), )×Cl
(
C∞c (B(O,R)), H
s−1),
that is (u0, u1) lies in the closure of smooth and compactly support func-
tions inside the ballB(O,R) with respect to theHs×H˙s−1 topology. Notice
that
Cl (C∞c (B(O,R)), H
s)× Cl
(
C∞c (B(O,R)), H˙
s−1
)
⊂ (H˙s ∩ L4 × H˙s−1) ∩ (Hs ×Hs−1)
Using (1.10) and ( 1.9 ) we have
(1.11)
‖P<1u(T )‖2Hs . ‖P<1 cos (TD)u0‖
2
Hs +
∥∥∥P<1 sin (TD)D u1∥∥∥2
Hs
+ ‖P<1z(T )‖
2
Hs
. max (T 2, T
3
2T
1−s
4s−3+)
Moreover
‖(P>1u(T ), ∂tu(T ))‖2Hs×Hs−1 . T
2(1−s)
4s−3 +
So the improvement holds up to s > s3 :=
3
4 .
• 3 < p < 5 It was proved in [9] that the solution exists globally for 1 > s >
sp :=
26p−3p2−39
2(p−1)(7−p) with data (u0, u1) ∈ H˙
s ∩ Lp+1 × H˙s−1, and, moreover
(1.12) supt∈[0,T ]
(
‖∂tz(t)‖L2 , ‖∇z(t)‖L2, ‖z(t)‖
p+1
2
Lp+1
)
. T
1−s
1−s−β+
with β := p−32 + p(1 − s) − 1 +
2(1−s)(p−1)
5−p . Consider data (u0, u1) ∈
Cl (C∞c (B(O,R)), H
s, )× Cl
(
C∞c (B(O,R)), H˙
s−1
)
. Again, notice that
Cl (C∞c (B(O,R)), H
s)× Cl
(
C∞c (B(O,R)), H˙
s−1
)
⊂ (H˙s ∩ Lp+1 × H˙s−1) ∩ (Hs ×Hs−1)
By the same token as (1.11) and by modifying slightly (1.9)
‖P<1u(T )‖2Hs . max
(
T 2, T
3(p−1)
p+1 T
4(1−s)
(p+1)(1−s−β)
+
)
·
Moreover
‖(P>1u(T ), ∂tu(T ))‖
2
Hs×Hs−1 . T
2(1−s)
1−s−β+
So the improvement holds up to s > sp.
Conclusion.
• ‖(P>1u(T ), ∂tu(T ))‖
2
Hs×Hs−1 grows more slowly in a neighborhood of s =
1 for data (u0, u1) ∈ Cl (C∞c (B(O,R)), H
s) × Cl
(
C∞c (B(O,R)), H˙
s−1
)
,
Cl (C∞c (B(O,R)), H
s)× Cl
(
C∞c (B(O,R)), H
s−1) than those found in [15,
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14], [9] respectively. Indeed, it grows like T∼(1−s)
2+ instead of T∼(1−s)+ 3.
If 5 > p > 3 then the improvement holds up to sp.
• ‖P<1u(T )‖2Hs grows more slowly in a neighborhood of s = 1 for data
(u0, u1) ∈ Cl (C∞c (B(O,R)), H
s)× Cl
(
C∞c (B(O,R)), H˙
s−1
)
,
Cl (C∞c (B(O,R)), H
s)× Cl
(
C∞c (B(O,R)), H
s−1) than those found in [15,
14], [9] respectively. Indeed it grows like T
3p−5
p+1 + in a neighborhood of s = 1
instead of T 2. If 5 > p > 3 then the improvement holds up to sp.
Remark 1.2. If 3 < p < 5 notice that, to our knowledge, the use of the Morawetz
estimate and the use of the radial Sobolev inequality have not been implemented for
radial data; the adapted linear-nonlinear decomposition has not been implemented
for general data but we expect the same phenomena to occur as p = 3, i.e the
improvement should hold for s˜p < s < 1 with s˜p a number satisfying 1 > s˜p > sp.
We set some notation that appear throughout the paper.
Let W be the set of wave-admissible points, i.e
W :=
{
(x, y) ∈ R2, (x, y) ∈ (2,∞]× [2,∞), 1
x
+ 1
y
≤ 12
}
Let W˜ be the dual set of W , i.e
(1.13) W˜ :=
{
(x′, y′) ∈ R2, ∃(x, y) ∈ W s.t 1
x
+ 1
x′
= 1, 1
y
+ 1
y′
= 1
}
Given m ∈ [0, 1], we say that (q, r) is m− wave admissible if
• (q, r) ∈W
• (q, r) satisfies 1
q
+ 3
r
= 32 −m
• q > 2+ if m = 1
Given (x0, R0) ∈ R3 × R+, let B(x0, R0) := {x ∈ R3 : |x − x0| < R0}. Let χR0
be a smooth function supported on B
(
0, R0 +
1
2
)
and such that χR0(x) = 1 if
|x| ≤ R0. We say that x . y if there exists 0 < C := C(‖(u0, u1)‖Hs×Hs−1 , R)
such that x ≤ Cy. We say that C˜ is the constant determined by x . y if C˜ is
the smallest constant such that x ≤ Cy holds. More generally, given n ≥ 1 and
(a1, ...., an) ∈ Rn, we say that x .a1,...,an y if there exists
C := C(a1, ..., an, ‖(u0, u1)‖Hs×Hs−1 , R) > 0 such that x ≤ Cy. We say that x .∞−
y∞− if for every q ≥ 1, there exists C := C(q, ‖(u0, u1)‖Hs×Hs−1 , R) > 0 such that
x ≤ Cyq. We say that x≪ y if there exists 0 < c := c(‖(u0, u1)‖Hs×Hs−1 , R)≪ 1
such that x ≤ cy. In a similar fashion we extend this definition to x≪a1,...,an y.
Some estimates that we establish throughout the paper require a Paley-Littlewood
decomposition. We set it up now. Let φ(ξ) be a smooth, real, radial, nonincreasing
function that is equal to one 1 on B(O, 1) and that is supported on B(O, 2). Let
ψ denote the function ψ(ξ) := φ(ξ) − φ(2ξ). Let ψ˜ denote the function ψ˜(ξ) :=
φ( ξ8 )−φ(8ξ). If (M,M1,M2) ∈ (2
N
∗
)3 are three dyadic numbers such thatM2 ≥M1
then
3The notation x grows like T y in a neighborhood of s = 1 means that there exists α(s) defined
in a neighborhood of s = 1 such that x = O
(
T y+α(s)
)
and lims→1− α(s) = 0
CONTROL OF SOBOLEV NORMS 7
P̂≤Mf(ξ) := φ
(
ξ
M
)
fˆ(ξ)
P̂Mf(ξ) := ψ
(
ξ
M
)
fˆ(ξ)
P̂≪Mf(ξ) := P̂≤ M128 f(ξ)
P̂&Mf(ξ) := fˆ(ξ)− P̂≪Mf(ξ)
φ˜(ξ) := φ
(
ξ
4
)
− φ(4ξ)
̂˜PMf(ξ) = ψ˜
(
ξ
M
)
f̂(ξ)
PM1≤·≤M2f := P≥M2f − P<M1f
Notice that f = P≪Mf + P&Mf and that P˜MPM = PM . Let
KR0(J) := {(t, x) : t ∈ J, t > |x| −R0}
∂KR0(J) := {(t, x) : t ∈ J, t = |x| −R0}
KcR0(J) := {(t, x) : t ∈ J, t < |x| −R0}
and
E(INu(t)) :=
1
2
∫
R3
|∂tINu(t, x)|
2 dx+ 12
∫
R3
|∇INu(t, x)|
2 dx+ 1
p+1
∫
R3
|INu(t, x)|
p+1 dx
ER0,sec(INu(t)) :=
1
2
∫
|x|≤t+R0 |∂tINu(t, x)|
2 dx + 12
∫
|x|≤t+R0 |∇INu(t, x)|
2 dx
+ 1
p+1
∫
|x|≤t+R0 |INu(t, x)|
p+1
ER0,ext(INu(t)) :=
1
2
∫
|x|>t+R0 |∂tINu(t, x)|
2 dx+ 12
∫
|x|>t+R0 |∇INu(t, x)|
2 dx
+ 1
p+1
∫
|x|>t+R0 |INu(t, x)|
p+1 dx
F lux(INu, ∂KR0([a, b])) :=
1√
2
∫
∂KR0([a,b])
1
2
∣∣∣∇INu·x|x| + ∂tINu∣∣∣2 + |INu|p+1p+1 dσ
Given J and interval and f a differentiable in time and smooth function let
Zm,s(J, f) := sup(q,r)−m−wave admissible ‖∂tD
−mINf‖LqtLrx(J) + ‖D
1−mINf‖LqtLrx(J)
and
Z(J, f) := supm∈[0,1] Zm,s(J, f)
If we work with the same parameter N , then we forget it in all the expressions
where it appears in order to simplify the notation and we write I for IN .
Let R′ := R+ 1. Let sc := 32 −
2
p−1 .
With this notation in mind, we now recall two propositions. The Strichartz
estimates can be stated as follows:
Proposition 1.3. (Strichartz estimates) (See [10].) Assume that u satisfies the
following wave equation on R3
∂ttu−△u = G
u(0, x) := u0(x)
∂tu(0, x) := u1(x)
Let T ≥ 0. Then, if m ∈ [0, 1]
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‖u‖LqtLrx(J) + ‖∂tD
−1u‖LqtLrx(J) + ‖u‖L∞t H˙m(J) + ‖∂tu‖L∞t H˙m(J)
. ‖u0‖H˙m + ‖u1‖H˙m−1 + ‖F‖Lq˜tLr˜x(J)
under the following assumptions:
• (q, r) is m-wave admissible
• (q˜, r˜) satisfies the following conditions:
(1) (q˜, r˜) ∈ W˜
(2) 1
q˜
+ 3
r˜
− 2 = 1
q
+ 3
r
The second proposition shows that the initial mollified energy at time 0 is finite
in Hs ×Hs−1 and in fact bounded by N2(1−s):
Proposition 1.4. (Initial mollified energy at time 0 is bounded by N2(1−s)). (See
[14].) There exists CE := CE(‖(u0, u1)‖Hs×Hs−1) > 0 such that
(1.14) E(Iu0) ≤ CEN2(1−s)·
Now we explain the main ideas of this paper. It is well-known that the long-time
behavior of solutions of semilinear wave equations with a defocusing nonlinearity
is closely related to the Morawetz-type decay estimates. In [14], a mollified variant
of the Morawetz-Strauss estimate [12] was used, namely
(1.15)
∫ T
0
∫
R3
|u|4
|x| dxdt . E,
in the study of the long-time behavior of solutions of (1.1) with p = 3 and data in
Hs ×Hs−1, s < 1. Under the assumption of the radial symmetry, one was able to
control a mollified variant of
(1.16)
∫ T
0
∫
R3
|u|6(t, x) dx dt . E2,
by combining (1.15) with a radial Sobolev estimate, namely
|u(t, x)| .
‖u(t)‖H˙1
|x| 12
·
Notice that a mollified variant of (1.16) is pretty useful for regularity purposes since
it is a decay estimate with respect to a mollified variant of the energy that measures
the smoothness of the solution. Indeed, if we ignore the integration with respect
to time in (1.16), we have a decay of the form ‖u(t)‖6L6 . E
2, which is better
than the Sobolev embedding ‖u(t)‖6
L6
. ‖∇u(t)‖6
L2
. E3. Therefore it is useful to
estimate the Hs norms of the solution “far” from s = 1 4. But notice that (1.15)
is a weighted estimate and the decay is slow with respect to time, and even after
combining this inequality with the radial Sobolev inequality, one loses integrability
in time. In [15], an adapted linear-nonlinear decomposition based upon the fact
that the nonlinear part of the solution is smoother than Hs was performed but
this tool can only be used for regularity purposes and it does not yield information
regarding the asymptotic behavior of the solution, in particular close to s = 1. In
4More precisely, the computations show that it is useful close to s = 7
10
: see [14] for more
information
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the study of the energy-critical wave equation (i.e p = 5), a Morawetz-type estimate
using the scaling multiplier inside the cone was used, namely 5∫
|x|≤T+R |u|
6(T, x) dx . R
T+RE + ER,sec(u(T ))− ER,sec(u(0))
+(ER,sec(u(T ))− ER,sec(u(0)))
1
3
This estimate with general data is a weak decay since it is only valid inside the
cone and depends on the flux
Flux(u, ∂KR([0, T ])) :=
1√
2
∫
∂KR([0,T ])
1
2
∣∣∣∇u·x|x| + ∂tu∣∣∣2 + |u|66 dσ
= ER,sec(u(T ))− ER,sec(u(0))
But, if we work with compactly supported data inside the ball B(O,R), then it
is much stronger since the flux on the boundary vanishes and, by finite speed of
propagation, the solution is localized inside a cone. Getting back to (1.1), it is
worth trying to establish a decay estimate by using the same multiplier for these
data. One finds that, for 3 ≤ p ≤ 5,
(1.17)
∫
|x|≤T+R |u|
p+1(T, x) dx . R
T+RE·
Notice that this estimate, unlike (1.15), is “unweighted” and pointwise in time.
Therefore, it can be used everywhere. The next step is to find the right framework
in which we can use this estimate in rougher spaces, i.e Hs×Hs−1, s < 1. It seems
natural to choose data (u0, u1) ∈ Cl (C∞c (B(O,R)), H
s)×Cl
(
C∞c (B(O,R)), H
s−1).
Then we would like to use a low-high frequency decomposition [3, 5] in order to
estimate the Hs norms of the solution. By introducing the multiplier I, one would
like to
(1) compare the Hs norms of the solution with the mollified energy E(Iu(T ))
(2) estimate the slow variation of E(Iu(T )) by using Strichartz estimates and
a decay looking like
(1.18)
∫
|x|≤R+T |Iu(T, x)|
p+1 dx . R
T+RE(Iu(0)) + Error T erms,
the error terms coming from the fact that the multiplier I does not commute
with the nonlinearity.
But before starting the procedure, one must be careful. Indeed, recall that the decay
estimate (1.17) is useful if we work with data compactly supported inside B(0, R).
The introduction of the multiplier I in the Fourier domain kills the localization of
the data and consequently, the localization of the solution inside the cone. But
although we cannot perform an analysis inside the cone, we manage to perform
an analysis in a neighborhood of it and outside it in order to control all the error
terms: see Proposition 2.4, Proposition 2.5 and their proofs. (1.18) is established
in Proposition 2.5. This is enough to establish (1.5): see the beginning of the proof
of Theorem 1.1. The proof of (1.18) relies upon the variation of a mollified energy
E(IN0u). One cannot use this mollified energy in order to find an upper bound of
‖(P>1u(T ), ∂tu(T )‖2Hs×Hs−1 of the solution since
5see for example [2]: here we assume that we work with large energy, i.e E & 1.
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• the error appearing in the process of proving (1.18) is more difficult to
control than that appearing in the process of estimating the variation of
E(IN0u).
• both errors involve the same parameter N0
The idea is to introduce a new parameter N1, a new mollified energy E(IN1u) and
to use this decay estimate in order to control the variation of E(IN1u): see Section
2.
2. Proof of Theorem 1.1
In this section we prove Theorem 1.1, assuming that some propositions are true.
We now state these propositions.
This first proposition, proved in Section 4, shows that if we have an a priori bound
of the mollified energy on an interval J , then we can control Z(J, u) assuming that
J is small in some sense (see (2.2) and (2.3)):
Proposition 2.1. (Local boundedness). Let u be a solution of (1.1) on [0, T ]. Let
J := [a, b] ⊂ [0, T ]. Assume that
(2.1) supt∈J E(Iu(t)) . N
2(1−s)·
There exists ǫ > 0 small enough such that if
(2.2) ‖Iu‖
(1−θ)(p−1)
L∞t L
p+1
x (KR′(J))
|J |
(1−θ)(p−1)+
p+1 N (1−s)θ(p−1)+ ≤ ǫ
and
(2.3) |J |+ ≤ ǫN((p−1)s−(p−1−
5−p
2 ))+,
then
Z(J, u) . N1−s.
The second proposition, proved in Section 3 shows that we have a partial decay
estimate of the potential term of the mollified energy. The decrease is partial since
only the first term of the right-hand side of (2.4) shows that there is decay:
Proposition 2.2. (Partial decay estimate of potential term of mollified energy).
Let (a, b, R′) ∈ R+ × R+. Let u be a solution of (1.1) on [a, b]. Then
(2.4)∫
|x|≤b+R′ |Iu(b, x)|
p+1 dx . a+R
′
b+R′ E(Iu(a)) +
1√
2(b+R′)
∫
∂KR′([a,b])
|∇Iu·x+(t+R′)∂tIu+Iu|2
t+R′ dσ
+ 1
b+R′
∫
KR′([a,b])
ℜ
(
(t+R′)∂tIu+ x · ∇Iu+ Iu(
|Iu|p−1Iu− I(|u|p−1u)
) ) dz.
The third proposition, proved in Section 7, in an estimate of an integral
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Proposition 2.3. (Estimate of integral). Let J be an interval and let w be a
function. Then
(2.5) ‖I(|w|p−1w) − |Iw|p−1Iw‖L1tL2x(J) .
Zp(J,w)|J|+
N
5−p
2
−
.
The fourth proposition, proved in Section 5, shows that if a function is localized,
then its smoothness is also more or less localized:
Proposition 2.4. (Spatial concentration of smoothness). Let (R0, L,R
′
0) ∈ (R
+)3
such that L ≥ N and R
′
0 − R0 ≥
L
N
. Let q ≥ 1. Let f be a smooth function
supported on the ball B(O,R0). Then
(2.6) ‖If‖Lq(|x|≥R′0) .∞−
1
N∞−
‖If‖Lq ,
and
(2.7) ‖∇If‖L2(|x|≥R′0) .∞−
1
N∞−
(‖If‖L2 + ‖∇If‖L2) .
In particular, if R′0 := R0 + 1, then
(2.8) ‖If‖Lq ∼ ‖If‖Lq(|x|≤R′0).
The last proposition, proved in Section 6, shows that, for a large class of potential
terms of mollified energies defined by (2.9), the decay is total. The proof uses the
results from Proposition 2.2, Proposition 2.3, Proposition 2.4 and finite speed of
propagation.
Proposition 2.5. (Final decay estimate for a class of potential terms of mollified
energies). Let u be a solution of (1.1) on [0, T ]. Assume that
(2.9) N
5−p
2 − (1−s)(p+1)1−θ
0 ≫ T
1+.
Let t ∈ [0, T ]. Then we have
(2.10)
∫
|x|≤R′+t |IN0u(t, x)|
p+1 dx . R
′
R′+tN
2(1−s)
0 .
We are now in position to prove Theorem 1.1.
We fist estimate ‖P<1u(T )‖2Hs . We have, by finite speed of propagation and (2.8)
(2.11)
‖P<1u(T )‖2Hs . ‖IN0u(T )‖
2
L2
∼ ‖IN0u(T )‖
2
L2(B(O,R′+T ))
. T
3p−5
p+1 N
4(1−s)
p+1
0 ·
(1.5) follows from optimizing the last inequality in N0, in view of the constraint
(2.9).
Next we estimate ‖(P>1u(T ), ∂tu(T ))‖2Hs×Hs−1 . We define
FT =
{
t ∈ [0, T ], supt∈[0,T ]E(IN1u(t)) ≤ CN
2(1−s)
1
}
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for N1 such that
(2.12)
N1 = CN
2(1−s)
2θ+p−1
1−θ
s−( 2θ+p−11−θ −
5−p
2 )
+
0 〈T 〉
+
and for C := C(‖(u0, u1)‖Hs×Hs−1 , R) fixed and large enough such that all the
estimates below are true. We claim that FT = [0, T ]. Indeed
• 0 ∈ FT
• FT is closed by continuity
• FT is open. Indeed let T˜ ∈ [0, T ]. Then there exists δ > 0 such that for all
T˜ ∈ (T
′
− δ, T
′
+ δ) ∩ [0, T ] such that
supt∈[0,T˜ ]E(IN1u(t)) ≤ 2CN
2(1−s)
1
We aim at proving that in fact
(2.13) supt∈[0,T˜ ]E(IN1u(t)) ≤ CN
2(1−s)
1
We divide [0, T˜ ] into subintervals (Jj = [j−1, j])1≤j≤J and we partition each
Jj into subintervals Jj,k such that |Jj,k| = ǫ
′
(
R′+j
R′
)1−
N
(s−1)θ(p+1)
1−θ −
1 N
2(s−1)−
0 ,
with ǫ
′
a fixed constant such that ǫ
′
≪ ǫ a fixed constant (ǫ is the constant
defined in Proposition 2.1), except maybe the last one. We see from (2.8)
and (2.10) that
(2.14)
‖IN1u‖
(1−θ)(p−1)
L∞t L
p+1
x (KR′(Jj,k))
|Jj,k|
(1−θ)(p−1)
p+1 +N
(1−s)θ(p−1)+
1
. ‖IN1u‖
(1−θ)(p−1)
L∞t L
p+1
x (Jj,k)
|Jj,k|
(1−θ)(p−1)
p+1 +N
(1−s)θ(p−1)+
1
. ‖IN0u‖
(1−θ)(p−1)
L∞t L
p+1
x (Jj,k)
|Jj,k|
(1−θ)(p−1)
p+1 +N
(1−s)θ(p−1)+
1
. ‖IN0u‖
(1−θ)(p−1)
L∞t L
p+1
x (KR′ (Jj,k))
|Jj,k|
(1−θ)(p−1)
p+1 +N
(1−s)θ(p−1)+
1
≤ ǫ,
since N1 ≪ N0. By Proposition 2.3 we see that
|E(IN1u(T˜ ))− E(IN1u0)| =
∣∣∣∫ T˜0 ∫ ℜ (∂tIN1u (|IN1u|p−1IN1u− IN1(|u|p−1u))) dx dt∣∣∣
.
∑
j,k ‖∂tIN1u‖L∞t L2x(Jj,k)‖IN1(|u|
p−1u)− |IN1u|
p−1IN1u‖L1tL2x(Jj,k)
.
N
(p+1)(1−s)
1 N
(1−s)θ(p+1)
1−θ
+
1 N
2(1−s)+
0 T
+
N
5−p
2
−
1
≪ N
2(1−s)
1 ,
by our choice of N1.
Therefore we see from this inequality and (1.14) that (2.13) holds.
Combining (2.13) with (2.9) and (2.12) and optimizing in N0 we see that (1.4)
holds, by (1.7).
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3. Proof of Proposition 2.2
In this section we prove Proposition 2.2.
Letting u˜ be such that u˜(t+R′, x) := u(t, x), we see that we may assume, without
loss of generality, that R′ = 0.
ℜ
(
(t∂tIu+ x · ∇Iu+ Iu)(∂ttIu−△Iu+ I(|u|p−1u))
)
=
ℜ
(
(t∂tIu+ x · ∇Iu+ Iu)(∂ttIu−△Iu+ |Iu|p−1Iu)
)
+ℜ
(
(t∂tIu+ x · Iu+ Iu)(I(|u|p−1u)− |Iu|p−1Iu)
)
= A1 +A2
We use an argument from Shatah-Struwe [17] to estimate A1
A1 = ∂tP −∇ ·Q+
p−3
p+1 |Iu|
p+1
with
P := t2 |∂tIu|
2 + t2 |∇Iu|
2 + ℜ
(
(x · ∇Iu)∂tIu
)
+ t |Iu|
p+1
p+1 + ℜ
(
Iu∂tIu
)
and
Q := tℜ
(
∂tIu∇Iu
)
+ ℜ
(
(x · ∇Iu)∇Iu
)
− |∇Iu|
2
2 x+
|∂tIu|2
2 x− x
|Iu|p+1
p+1 + ℜ
(
Iu∇Iu
)
Integrating by part A1 +A2 = 0 inside K0([a, b]), we have
(3.1)
p−3
p+1
∫
K0([a,b])
|Iu|p+1 dz +
∫
K0([a,b])
A2 dz +H(b) = H(a) +
1√
2
∫
∂K0([a,b])
(
P +Q · x|x|
)
dσ
with
H(t) =
∫
|x|≤t P (t, x) dx·
We have
H(t) =
∫
|x|≤t

t
2
(
|∂tIu|2 +
∣∣∣∇Iu+ Iux|x|2 ∣∣∣2)
−t∇ ·
(
|Iu|2x
2|x|2
)
+ ℜ
(
∂tIu(Iu + x · ∇Iu)
)
+t |Iu|
p+1
p+1
 dx
One one hand, by Hardy’s inequality and integration by part, we see that
(3.2) H(t) +
∫
|x|=t
|Iu|2(t,x)
2 dσ . tE(Iu(t))
On the other hand, since
|∂tIu(Iu+ x · ∇Iu)| ≤
t
2
(
|∂tIu|2 +
∣∣∣∇Iu+ Iux|x|2 ∣∣∣2) , |x| ≤ t
we see, after integration by part, that
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(3.3) t
∫
|x|≤t
|Iu|p+1
p+1 dx−
∫
|x|=t
|Iu|2
2 dσ ≤ H(t)
and, on {(t, x), t ∈ [a, b], t = |x|} , we have
P = t2 |∂tIu|
2 + t2 |∇Iu|
2 + t
p+1 |Iu|
p+1 + ℜ
(
∂tIu(x · ∇Iu+ Iu)
)
= t2 |∂tIu|
2 + t2
(
|(Iu)r|2 +
|(Iu)⊥|2
r2
)
+ t
p+1 |Iu|
p+1 + ℜ
(
∂tIu(r(Iu)r + Iu)
)
= t2 |∂tIu+ (Iu)r|
2 + 12r |(Iu)⊥|
2 + t
p+1 |Iu|
p+1 + ℜ(∂tIuIu),
Q · x|x| = tℜ
(
∂tIu(Iu)r
)
+ r2 |(Iu)r|
2 − |(Iu)⊥|
2
2r +
r|∂tIu|2
2 −
r|Iu|p+1
p+1 + ℜ
(
I¯u(Iu)r
)
and
P +Q · x|x| = t|∂tIu+ (Iu)r|
2 + ℜ
(
I¯u(∂tIu+ (Iu)r)
)
·
Hence
(3.4)
1√
2
∫
∂K0([a,b])
P +Q · x|x| dσ
= 1√
2
∫
∂K0([a,b])
|∇Iu·x+t∂tIu+Iu|2
t
dσ − 1√
2
∫
∂K0([a,b])
ℜ(I¯u(t∂tIu+x·∇Iu))+|Iu|2
t
dσ
= 1√
2
∫
∂K0([a,b])
|∇Iu·x+t∂tIu+Iu|2
t
dσ −
∫
a≤|y|≤b∇ ·
(
|Iv|2y
2|y|
)
dy
= 1√
2
∫
∂K0([a,b])
|∇Iu·x+t∂tIu+Iu|2
t
dσ −
(∫
|y|=b
|Iu|2(b,y)
2 dσ −
∫
|y|=a
|Iu|2(a,y)
2 dσ
)
,
where v(y) := u(|y|, y). We conclude from (3.1), (3.2), (3.3) and (3.4) that (2.4)
holds (with R = 0).
4. Proof of Proposition 2.1
In this section we prove Proposition 2.1. Throughout the proof we constantly
use (2.8). Let J = [a, b]. Let
Z¯(J, u) := sup{Z1,s(J, u), Zsc,s(J, u), Z 32− 52p ,s(J, u)}
First we estimate Z1,s(J, u). We have
(4.1)
Z1,s(J, u) . ‖(∂tIu(a), DIu(a))‖L2 + ‖|u|
p−1u‖L1tL2x(J)
. N1−s + ‖|P≪Nu|p−1P≪Nu‖L1tL2x(J) + ‖|P≪Nu|
p−1P&Nu‖L1tL2x(J)
+‖|P&Nu|
p−1P≪Nu‖L1tL2x(J) + ‖|P&Nu|
p−1P&Nu‖L1tL2x(J)
. N1−s +A1 +A2 +A3 +A4·
We deduce from our choice of R′, Bernstein’s inequality, (2.2) and (2.8) that
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A1 . ‖P≪Nu‖
p−1
L
2(p−1)
t L
2(p−1)
x (J)
‖P≪Nu‖L2tL∞x (J)
. N+|J |+‖P≪Nu‖
θ(p−1)
L8tL
8
x(J)
‖P≪Nu‖
(1−θ)(p−1)
L
p+1
t L
p+1
x (J)
‖P≪Nu‖L2+t L∞−x (J)
. N+|J |
(1−θ)(p−1)
p+1 +‖Iu‖
θ(p−1)
L8tL
8
x(J)
‖Iu‖
(1−θ)(p−1)
L∞t L
p+1
x (J)
‖Iu‖L2+t L
∞−
x (J)
. N+|J |
(1−θ)(p−1)
p+1 +‖Iu‖
θ(p−1)
L8tL
8
x(J)
‖Iu‖
(1−θ)(p−1)
L∞t L
p+1
x (KR′(J))
‖Iu‖L2+t L
∞−
x (J)
. o
(
Z¯θ(p−1)+1(J,u)
N(1−s)θ(p−1)
)
A2 . ‖P≪Nu‖
p−1
L
p−1
t L
6(p−1)
p−3
x (J)
‖P&Nu‖
L∞t L
6
6−p
x (J)
. N+|J |+‖P≪Nu‖
p−1
L
(p−1)+
t L
6(p−1)
p−3
−
x (J)
‖DIu‖
L∞
t
L2x(J)
N
5−p
2
−
. |J |+N (1−s)+ Z¯
p−1(J,u)
N
5−p
2
−
A3 . ‖P&Nu‖
p−1
L
2(p−1)
t L
2(p−1)
x (J)
‖P≪Nu‖L2tL∞x (J)
. N+|J |+ 1
N
5−p
2
−
‖D1−scIu‖p−1
L
2(p−1)
t L
2(p−1)
x (J)
‖P≪Nu‖L2+t L∞−x (J)
.
|J|+
N
5−p
2
−
Z¯p(J, u)
and
A4 . ‖P&Nu‖
p
L
p
tL
2p
x (J)
.
‖D1−(
3
2
− 5
2p )Iu‖p
L
p
t
L
2p
x (J)
N
5−p
2
−
.
Z
p
3
2
− 5
2p
,s
(J,u)
N
5−p
2
−
Then we estimate Zm,s(J, u) for m ∈
{
sc,
3
2 −
5
2p
}
. We have
Zm,s(J, u) . ‖(∂tIu(a), DIu(a))‖L2 + ‖D
1−mI(|u|p−1u)‖
L
2
1+m
t L
2
2−m
x (J)
. N1−s + ‖D1−mIu‖
L
2
m
t L
2
1−m
x (J)
‖u‖p−1
L
2(p−1)
t L
2(p−1)
x (J)
. N1−s + Zm,s(J, u)
(
‖P≪Nu‖
p−1
L
2(p−1)
t L
2(p−1)
x (J)
+ ‖P&Nu‖
p−1
L
2(p−1)
t L
2(p−1)
x (J)
)
. N1−s + o
(
Z¯θ(p−1)+1(J,u)
N(1−s)θ(p−1)
)
+ |J|
+
N
5−p
2
−
Z¯p(J, u)
where, at the last line, we used similar arguments to estimate A1 and A3.
Now, by combining all the estimates above and by a continuity argument, we see
that Z¯(J, u) . N1−s.
In particular we see that Z1,s(J, u) . N
1−s. By (2.1), we also have Z0,s(J, u) .
N1−s. Now, by interpolating between m = 0 and m = 1, we see that Zm,s(J, u) .
N1−s also holds if m ∈ (0, 1).
5. Proof of Proposition 2.4
In this section we prove Proposition 2.4.
First we prove the following lemma
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Lemma 5.1. We have
(5.1) ‖P≪N (χR0g)‖Lq(|x|≥R′0) .∞−
1
L∞−
‖g‖Lq(|x|≤R′0)
(5.2) ‖∇P≪N (χR0g)‖L2(|x|≥R′0) .∞−
1
L∞−
(
‖∇g‖L2(|x|≤R′0) + ‖g‖L2(|x|≤R′0)
)
(5.3) M & N : ‖PMI(χR0g)‖Lq(|x|≥R′0) .∞−
N1−s
M1−s
(
N
LM
)∞−
‖g‖Lq(|x|≤R′0)
and
(5.4)
M & N : ‖∇PMI(χR0g)‖L2(|x|≥R′0) .∞−
N1−s
M1−s
(
N
LM
)∞− (
‖∇g‖L2(|x|≤R′0) + ‖g‖L2(|x|≤R′0)
)
Proof. We prove (5.1). We have
(5.5)
‖P≪N (χR0g)‖Lq(|x|≥R′0) .
∥∥N3 ∫ φˇ(128Ny)χR0(x− y)g(x− y)∥∥Lq(|x|≥R′0)
.∞− N3‖g‖Lq(|x|≤R′0)
∫
|Ny|≥N(R′0−(R0+ 12 ))
1
|Ny|∞− dy
.∞− 1L∞− ‖g‖Lq(|x|≤R′0),
the third inequality following from Minkowski’s inequality, the supports of the func-
tions, and the fast decay of φˇ.
The proof of (5.2) is a straightforward modification of the proof of (5.1): it is left
to the reader.
In order to prove (5.3) we write
P̂MIf(ξ) =
N1−s
M1−s
ψ
(
ξ
M
)
fˆ(ξ), M ≫ N
P̂MIf(ξ) = ψ˜
′
(
ξ
N
)
fˆ(ξ), M ∼ N
with ψ˜
′
being a localized bump function around |ξ| ∼ 1 (like ψ). Next we follow
the same steps, as in (5.5), noticing that R
′
0 −R0 &
LM
N
M
. (5.4) follows easily from
(5.3).

Now we prove (2.6) and (2.8). (2.8) is an easy consequence of (2.6). So it is
enough to prove (2.6). We have
‖If‖Lq(|x|≥R′0) . ‖P≪NI(χR0f)‖Lq(|x|≥R
′
0)
+ ‖P&NI(χR0f)‖Lq(|x|≥R′0)
= A1 +A2·
We deal with A1. We have
A1 . ‖P≪N (χR0P≪Nf)‖Lq(|x|≥R′0) +
∑
M∼N ‖P≪N (χR0PMf)‖Lq(|x|≥R′0)
+
∑
M≫N ‖P≪N(χR0 P˜MPMf)‖Lq(|x|≥R′0)
= A1,1 +A1,2 +A1,3
So by applying Lemma 5.1 we see that
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A1,1, A1,2 .∞− 1L∞− ‖If‖Lq ·
Next we turn to A1,3. The kernel KM of P≪N (χR0 P˜M ) is
(5.6) KM (x, y) :=
∫ ∫
φ
(
128ξ
N
)
χ̂R0(ξ − η)ψ˜
(
η
M
)
eiξ·xe−iη·y dξ dη·
We get the pointwise bound
(5.7) |KM (x, y)| .∞−
〈R0〉3
M∞−
On the other hand, by stationary phase in the direction of ξ we have for all k ∈ N
(5.8) |KM (x, y)| .k,∞−
〈R0〉3+k
M∞−|x|k
and, by stationary phase in the direction of η we have
(5.9) |KM (x, y)| .k,∞−
〈R0〉3+k
M∞−|y|k
Hence we see that
(5.10)
|KM (x, y)| .∞−
〈R0〉3
M∞−
min
(
1, 1(
|x|
〈R0〉
)3+
)
|KM (x, y)| .∞−
〈R0〉3
M∞−
min
(
1, 1(
|y|
〈R0〉
)3+
)
and, by Schur’s lemma, we have
A1,3 .∞−
∑
M≫N
1
M∞−
‖PMf‖Lq
.∞− 1N∞− ‖If‖Lq ·
Now we deal with A2. We have
A2 .
∑
M1&N,M2≫M1 ‖PM1I(χR0P˜M2PM2f)‖Lq(|x|≥R′0)
+
∑
M1&N
‖PM1I(χR0P≪Nf)‖Lq(|x|≥R′0)
+
∑
M1&N,N.M2.M1
‖PM1I(χR0PM2f)‖Lq(|x|≥R′0)
= A2,1 +A2,2 +A2,3·
We are interested in estimating A2,2 and A2,3. Using (5.3) we see, after summation,
that
(5.11) A2,2, A2,3 .∞− 1L∞− ‖If‖Lq
We are interested in estimating A2,1. The kernel of the operator PM1I(χR0 P˜M2) is
KM1,M2(x, y) =
∫ ∫
ψ
(
ξ
M1
)
N1−s
|ξ|1−s χ̂R0(ξ − η)ψ˜
(
η
M2
)
eiξ·xe−iη·y dξ dη·
By slightly modifying the steps from (5.7) to (5.9) we see that
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|KM1,M2(x, y)| .∞−
〈R0〉3
M
∞−
2
min
(
1, 1(
|x|
〈R0〉
)3+
)
,
|KM1,M2(x, y)| .∞−
〈R0〉3
M
∞−
2
min
(
1, 1(
|y|
〈R0〉
)3+
)
and by Schur’s lemma
A2,1 .∞−
∑
M1&N,M2≫M1
1
M
∞−
2
‖PM2f‖Lq
.∞− 1
M
∞−
2
‖If‖Lq ·
We turn to (2.7). We have
(5.12)
‖∇If‖
L2(|x|≥R′0) . ‖∇P≪NI(χR0f)‖L2(|x|≥R
′
0)
+ ‖∇P&NI(χR0f)‖L2(|x|≥R′0)
= B1 +B2
By decomposition and the boundedness of the Riesz transforms we see that
‖∇P≪NI(χR0f)‖L2(|x|≥R′0) . ‖∇P≪N (χR0P≪Nf)‖L2(|x|≥R
′
0)
+
∑
M∼N ‖∇P≪N (χR0PMf)‖L2(|x|≥R′0)
+
∑
M≫N ‖DP≪N (χR0 P˜MPM )‖L2
= B1,1 + B1,2 +B1,3·
We are interested in estimating B1,1 and B1,2. We see from (5.2), Lemma 5.1, that
B1,1 .∞− 1L∞− (‖∇If‖L2 + ‖If‖L2)
and
B1,2 .∞−
∑
M∼N
1
L∞−
(‖∇PMf‖L2 + ‖PMf‖L2)
.∞− 1L∞− ‖∇If‖L2·
We are interested in estimatingB1,3. Again, the kernel of the operatorDP≪N (χR0P˜M )
is given by
KM (x, y) := N
∫ ∫
φ˜
(
128ξ
N
)
χ̂R0(ξ − η)ψˆ
(
η
M
)
eiξ·xe−iη·y dξ dη,
where φ˜ is a localized bump function around B(O, 1), like φ. By repeating the steps
from (5.7) to (5.9) we see that (5.10) holds. Therefore, by Schur’s lemma
B1,3 .∞−
∑
M≫N
1
M∞−
‖PMf‖L2
.∞− 1N∞− ‖∇If‖L2·
Now we deal with B2. We have
‖∇P&NI(χR0f)‖L2(|x|≥R′0) .
∑
M1&N,M2≫M1 ‖DPM1I(χR0 P˜M2PM2f)‖L2
+
∑
M1&N
‖∇PM1I(χR0P≪Nf)‖L2(|x|≥R′0)
+
∑
M1&N,N.M2.M1
‖∇PM1I(χR0PM2f)‖L2(|x|≥R′0)
= B2,1 +B2,2 +B2,3·
We see from (5.4) that
CONTROL OF SOBOLEV NORMS 19
B2,2 .∞− 1L∞− (‖∇If‖L2 + ‖If‖L2) ,
B2,3 .∞− 1L∞− ‖∇If‖L2·
In order to estimate B2,1, we follow similar steps to those to estimate A2,1. We find
B2,1 .∞− 1M∞−2
‖∇If‖L2·
6. Proof of Proposition 2.5
In this section we prove Proposition 2.5.
We define the following set
FT :=
{
T
′
∈ [0, T ],
supt∈[0,T ′ ]E(IN0u(t)) ≤ C1N
2(1−s)
0∫
|x|≤t+R′ |IN0u(t, x)|
p+1 dx ≤ C2
R′
t+R′N
2(1−s)
0 , t ∈ [0, T
′
]
}
·
We claim that FT = [0, T ] for some constants C1 := C1(‖(u0, u1)‖Hs×Hs−1) > 0,
C2 := C2(‖(u0, u1)‖Hs×Hs−1) > 0 fixed and large enough such that all the estimates
below are true. Indeed
• FT 6= ∅: indeed 0 ∈ FT by (1.14) and the elementary estimate ‖IN0u0‖
p+1
Lp+1
.
E(IN0u0),
• FT is closed by continuity,
• FT is open. Indeed let T
′
∈ FT . Then, by continuity in time, there exists
δ > 0 such that for all T˜ ∈ (T
′
− δ, T
′
+ δ) ∩ [0, T ] and for all t ∈ [0, T˜ ]
(6.1) supt∈[0,T˜ ]E(IN0u(t)) ≤ 2C1N
2(1−s)
0
and
(6.2)
∫
|x|≤t+R′ |IN0u(t, x)|
p+1 dx ≤ 2C2
R′
R′+tN
2(1−s)
0 ·
We aim at proving that in fact
(6.3) supt∈[0,T˜ ]E(IN0u(t)) ≤ C1N
2(1−s)
0
and
(6.4)
∫
|x|≤t+R′ |IN0u(t, x)|
p+1 dx ≤ C2
R′
R′+tN
2(1−s)
0
To this end
– we divide [0, T˜ ] into subintervals (Jj := [j− 1, j])1≤j≤J , except maybe
the last one.
– we partition each Jj into subintervals (Jj,k)1≤k≤K such that |Jj,k| =
ǫ˜
(
j+R′
R′
)1−
N
s−1
1−θ ((p−1)θ+2)−
0 , with ǫ˜ a fixed positive constant such that
ǫ˜≪ ǫ (ǫ is defined in Proposition 2.1), except maybe the last one.
Notice that there are at most ∼R′ 〈T˜ 〉+N
1−s
1−θ (θ(p−1)+2)+
0 subintervals Jj,k.
Notice also from (6.1), (6.4) and Proposition 2.1 that Z(Jj,k, u) . N
1−s
0 .
Therefore we get after iterating Proposition 2.3 over j and k
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(6.5) ‖IN0(|u|
p−1u)− |IN0u|
p−1IN0u‖L1tL2x([0,T˜ ]) .
〈T˜ 〉+N
1−s
1−θ
(θ(p−1)+2)+
0 N
p(1−s)
0
N
5−p
2
−
0
and, for all t ∈ [0, T˜ ]
|E(IN0u(t))− E(IN0u0)| . ‖∂tIN0u‖L∞t L2x([0,t])‖IN0(|u|
p−1u)− |IN0u|
p−1IN0u‖L1tL2x([0,t])
.
〈T˜ 〉+N
1−s
1−θ
(θ(p−1)+2)+
0 N
(p+1)(1−s)
0
N
5−p
2
−
0
≤ 1100CEN
2(1−s)
0 ,
the last inequality following from our choice of N0: see (2.9). Therefore
(6.3) holds.
Next we turn to the proof of (6.4). Using (2.4) with a := 0 and b := T˜ we
have
∫
|x|≤T˜+R′ |IN0u(T˜ , x)|
p+1 dx . R
′
T˜+R′
N
2(1−s)
0 +X1 +
∑
j,kX2,j,k
with
X1 :=
1√
2(T˜+R′)
∫
∂KR′([0,T˜ ])
|∇IN0u·x+(t+R′)∂tIN0u+IN0u|2
t+R′ dσ
and
X2,j,k :=
1
T˜+R′
∫
KR′(Jj,k)
[
ℜ((t+R′)∂tIN0u+ x · ∇IN0u+ IN0u)(
|IN0u|
p−1IN0u− IN0(|u|
p−1u)
) ] dz
First we estimate X1. We write
(6.6)
X1 .
∫
∂KR′([0,T˜ ])
∣∣∣∇IN0u·x|x| + ∂tIN0u∣∣∣2 dσ + ∫∂K
R
′ ([0,T˜ ])
|IN0u|2
|t+R′|2 dσ
. Flux(IN0u, ∂KR′([0, T˜ ])) + Flux
2
p+1 (IN0u, ∂KR′([0, T˜ ]))
(
1
R
′
5−p
p−1
− 1
(T˜+R′)
5−p
p−1
) 1
2
where we applied Ho¨lder inequality at the last step.
0 = ℜ
(
∂tIN0u(∂ttIN0u−△IN0u− IN0(|u|
p−1u))
)
= ℜ
(
∂tIN0u(∂ttIN0u−△IN0u− |IN0u|
p−1IN0u)
)
+ ℜ
(
∂tIN0u(|IN0u|
p−1IN0u− IN0(|u|
p−1u))
)
we see that, after integration by part of this identity on Kc
R
′ ([0, T˜ ]) that
Flux(IN0u, ∂KR′([0, T˜ ])) + ER′ ,ext(IN0u(T˜ )) = ER′ ,ext(IN0u0)
+
∫
Kc
R
′ ([0,T˜ ])
ℜ
(
∂tIN0u
(
IN0(|u|
p−1u)− |IN0u|
p−1IN0u
))
dz
= Z1,1 + Z1,2·
We estimate Z1,1 and Z1,2. By (2.7) and (6.3) we have
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‖∇IN0u0‖L2(|x|≥R′) .∞−
1
N
∞−
0
(‖IN0u0‖L2 + ‖∇IN0u0‖L2)
.∞− 1
N
∞−
0
Similarly, by (2.6), (6.3) and the finite speed of propagation we have
‖IN0u0‖Lp+1(|x|≥R′) .∞−
1
N
∞−
0
,
‖∂tIN0u(t)‖L2(|x|≥R′+t) .∞−
1
N
∞−
0
·
Therefore
Z1,1 .∞− 1
N
∞−
0
and, using also (6.5), we see that
(6.7)
Z1,2 . ‖∂tIN0u‖L∞t L2x(Kc
R
′ ([0,T˜ ]))
‖IN0(|u|
p−1u)− |IN0u|
p−1IN0u‖L1tL2x([0,T˜ ])
.∞− 1
N
∞−
0
We turn to X2,j,k. By Ho¨lder inequality and (6.2) we see that, for t ∈ Jj,k
‖IN0u(t)‖L2x(|x|<t+R′) . (t+R
′)
3(p−1)
2(p+1) ‖IN0u(t)‖Lp+1x (|x|<t+R′)
. (t+R′)
3(p−1)
2(p+1)N
2(1−s)
p+1
0
and, combining this estimate with Proposition 2.3 we see that
|X2,j,k| . ‖(∂tIN0u,∇IN0u, IN0u)‖(L∞t L2x(Jj,k))3‖IN0(|u|
p−1u)− |IN0u|
p−1IN0u‖L1tL2x(Jj,k)
.
N
(p+1)(1−s)
0
N
5−p
2
−
0
and, after iterating over j and k we get
∫
|x|≤R′+T˜ |IN0u(T˜ , x)|
p+1 dx− Cpot
R
′
R
′+T˜
N
2(1−s)
0 .
N
(p+1)(1−s)
0 〈T˜ 〉+N
1−s
1−θ
(θ(p−1)+2)+
0
N
5−p
2
−
0
≪ Cpot
R
′
R
′+T˜
N
2(1−s)
0
with Cpot constant determined by (2.4). So (6.4) holds.
7. Proof of Proposition 2.3
In this section we prove Proposition 2.3. Let F (x) := |x|p−1x. Then
‖IF (w)− F (Iw)‖L1tL2x(J) . ‖IF (w) − F (w)‖L1tL2x(J) + ‖F (w) − F (Iw)‖L1tL2x(J)
= X1 +X2
We estimate X1 (see [16] for a similar argument):
F (w) = F (P≪Nw + P&Nw)
= F (P≪Nw) +
(∫ 1
0 |P≪Nw + sP&Nw|
p−1 ds
)
P&Nw
+
(∫ 1
0
P≪Nw+sP&Nw
P≪Nw+sP&w
|P≪Nw + sP&Nw|p−1 ds
)
P&Nw·
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Hence
X1 . ‖P&NF (P≪Nw)‖L1tL2x(J) + ‖P&Nw|P≪Nw|
p−1‖L1tL2x(J) + ‖|P&Nw|
p‖L1tL2x(J)
= X1,1 +X1,2 +X1,3·
We have
X1,1 .
1
N
‖∇F (P≪Nw)‖L1tL2x(J)
. 1
N
‖P≪Nw‖
p−1
L
4(p−1)
7−p
t L
4(p−1)
p−3
x (J)
‖∇P≪Nw‖
L
4
p−3
t L
4
5−p
x (J)
. 1
N
5−p
2
−
|J |+‖Iw‖p−1
L
4(p−1)
7−p
+
t L
4(p−1)
p−3
−
x (J)
‖D1−(
p−3
2 )Iw‖
L
4
p−3
t L
4
5−p
x (J)
.
|J|+Zp(J,w)
N
5−p
2
−
·
We estimate X1,2, X1,3 by using similar arguments to estimate A2 and A3 respec-
tively in the proof of Proposition 2.1. We find
(7.1)
X1,2 . ‖P≪Nw‖
p−1
L
p−1
t L
6(p−1)
p−3
x (J)
‖P&Nw‖
L∞t L
6
6−p
x (J)
.
|J|+Zp(J,w)
N
5−p
2
−
and
X1,3 . ‖P&Nw‖
p
L
p
tL
2p
x (J)
.
|J|+Zp3
2
− 5
2p
−,s
(J,w)
N
5−p
2
−
.
|J|+Zp(J,w)
N
5−p
2
−
·
We turn to X2. We write
F (w) − F (Iw) = (w − Iw)O
(
|Iw|p−1 + |w|p−1
)
= (w − Iw)|P≪Nw|p−1 + (w − Iw)|P&N Iw|p−1 + (w − Iw)|P&Nw|p−1
= Y1 + Y2 + Y3·
We estimate Y1 by using similar arguments to estimate X1,2 and we estimate Y2
and Y3 by using similar arguments to estimate X1,3. We find
(7.2) X2 .
|J|+Zp(J,w)
N
5−p
2
−
·
So we proved (2.5).
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