Coaxioms have been recently introduced to enhance the expressive power of inference systems, by supporting interpretations which are neither purely inductive, nor coinductive. This paper proposes a novel approach based on coaxioms to capture divergence in semantic definitions by allowing inductive and coinductive semantic rules to be merged together for defining a unique semantic judgment. In particular, coinduction is used to derive a special result which models divergence. In this way, divergent, terminating, and stuck computations can be properly distinguished even in semantic definitions where this is typically difficult, as in big-step style. We show how the proposed approach can be applied to several languages; in particular, we first illustrate it on the paradigmatic example of the λ-calculus, then show how it can be adopted for defining the big-step semantics of a simple imperative Java-like language. We provide proof techniques to show classical results, including equivalence with small-step semantics, and type soundness for typed versions of both languages.
INTRODUCTION
An important issue in semantic definitions of programming languages is to properly model and allow reasoning on non termination. Let us consider, for instance, small-step and big-step operational semantics. Both are formally expressed as relations (judgments) defined by an inference system, so that each judgment has a finite proof tree. However, in small-step semantics the judgment models a single step of computation, hence a divergent computation is modeled as an infinite sequence of steps. This has the advantage that non terminating computations are clearly distinguished from stuck computations, and for this reason small-step semantics is usually preferred to prove soundness of type systems by progress and subject reduction properties, as pioneered by Wright and Felleisen [Wright and Felleisen 1994] . However, in this way divergence is modeled at the meta-level rather than by an inference system. On the other side, in big-step semantics the judgment models the 81:2 Davide Ancona, Francesco Dagnino, and Elena Zucca overall result of a computation, hence non terminating and stuck computations are identified, since in both cases there exist no derivable judgment.
In both approaches, it is possible to express divergence as well by an inference system, by introducing a separate judgment defined by inference rules which are interpreted coinductively [Cousot and Cousot 1992; Leroy and Grall 2009] . Leroy and Grall [Leroy and Grall 2009] investigate also the possibility of providing a unique definition by interpreting coinductively the standard rules for the big-step operational semantics (coevaluation). In other words, showing that a computation returns a result by a possibly infinite proof tree. Unfortunately, this approach does not fully capture divergence. Indeed, first of all coevaluation is non deterministic, in the sense that some diverging terms, e.g., Ω = (λx.x x)(λx.x x), coevaluate to any value. On the other hand, with a left-to-right call-by-value evaluation strategy some other diverging terms, e.g., Ω (0 0), do not coevaluate as expected, that is, still have no proof tree. See Sect. 3 at page 8 for a formal account.
Another drawback of coevaluation is that there exist well-typed non terminating terms for which the coinductive semantics is not defined, since only well-founded values are considered. In [Ancona 2012 ] it is shown that, for a Java-like language, by considering non well-founded values as well, the claim of soundness holds when expressed in terms of a coinductive big-step semantics. Unfortunately, the proof requires advanced mathematical concepts based on the notion of complete or compact metric space.
Coaxioms are a recently introduced notion [Ancona et al. 2017 ] which enhances the expressivity of inference systems, by supporting interpretations which are neither purely inductive, nor coinductive. This paper proposes a novel approach based on coaxioms to capture divergence in semantic definitions by allowing inductive and coinductive semantic rules to be merged together for defining a unique semantic judgment. In particular, coinduction is used to derive a special result which models divergence. In this way, divergent, terminating, and stuck computations can be properly distinguished even in semantic definitions where this is typically difficult, as we demonstrate for the big-step style. This semantics can be seen as a filtered coevaluation. Indeed, it is coevaluation in the sense that infinite proof trees are allowed, but appropriate coaxioms are introduced to filter out unwanted results. Notably, for all terms expected to diverge, it is only possible to derive divergence as result, and no spurious values can be obtained. This solves all the above mentioned problems of coevaluation.
We show how proofs can be performed in this framework, notably equivalence with small-step semantics and type soundness. We first illustrate the approach on the paradigmatic example of the λ-calculus, then show its effectiveness on a simple imperative Java-like language.
The paper is structured as follows. Sect. 2 briefly recalls the notions and results from [Ancona et al. 2017 ] needed to make the paper self-contained. In Sect. 3 we introduce the approach using the λ-calculus as example. Then, we consider a simple imperative Java-like language in Sect. 4. Sect. 5 contains the complete proof of type soundness. Finally, the most relevant related work is surveyed in Sect. 6, and Sect. 7 concludes and outlines directions for further investigation.
COAXIOMS IN A NUTSHELL
In this section, we provide a short introduction to generalized inference systems [Ancona et al. 2017] . Although two equivalent model-and proof-theoretic semantics are provided for generalized inference systems [Ancona et al. 2017] , we focus here on the more intuitive proof-theoretic view, which is crucial in this paper to understand how coaxioms can be used to model divergence.
First of all we recall standard notions about inference systems [Aczel 1977; Leroy and Grall 2009] . Assume a set U called the universe, whose elements are called judgments. An inference system consists of a set of inference rules, which are pairs Pr c , with Pr ⊆ U the set of premises, c ∈ U the As the example shows, coaxioms filter out undesired infinite proof trees. Note that the inductive and coinductive interpretation can be obtained as special cases of the interpretation generated by coaxioms of an inference system, notably:
• the inductive interpretation when the set of coaxioms is empty • the coinductive interpretation when the set of coaxioms is the universe.
In set-theoretic terms, Gen(I, γ ) = CoInd(I ⊓Ind(I ⊔γ ) ), that is:
(1) first, we take the inductive interpretation of I ⊔γ (2) then, we take the coinductive interpretation of the inference system I ⊓Ind(I ⊔γ ) obtained from I by keeping only rules with consequence in Ind(I ⊔γ ).
In [Ancona et al. 2017] it is shown that this corresponds to taking a fixed point of F I which is, in general, neither the least, nor the greatest, called bounded fixed-point generated by γ . We show now how some recursive definitions of functions can be expressed as inference systems with coaxioms. Let Z denote the set of integers, L the set of (finite and infinite) lists of integers, Λ the empty list and x:l the list with head x and tail l.
The first example is the function which checks whether all the elements of a list are positive, expressed by judgments of shape allPos(l, b) with l ∈ L and b ∈ {T , F }.
With the coaxioms, we obtain the expected function also on infinite lists of positives: indeed, we only consider the infinite trees where the nodes have a finite proof tree in the inference system enriched by the coaxioms. In this way, the infinite tree where b = F is filtered out.
The function which checks whether an element belongs to a list, expressed by judgments of shape member(x, l, b) with x ∈ Z, l ∈ L and b ∈ {T , F }, is a very similar example, with the difference that the coaxioms map every list into false rather than true. The only aim of the side condition in the third rule is avoiding useless rule overlapping.
Analogously to the previous example, with the coaxioms we obtain the expected result also on infinite lists which do not contain the element.
The function which returns the set of the elements contained in a list (with finite carrier) is expressed by judgments of shape elems(l, xs), with l ∈ L and xs ∈ ℘ f (Z), where elements of ℘ f (Z) are finite sets of integers. 3 elems(Λ, ∅) elems(l, xs) elems(x:l, {x } ∪ xs)
In this case, without coaxioms the inductive interpretation gives the expected result only on finite lists, and the coinductive interpretation fails to be a function on infinite lists. For instance, for l the infinite list of 1s, any judgment elems(l, xs) with 1∈xs can be derived. Indeed, for any such judgment we can construct an infinite proof tree which is a chain of applications of the last metarule. With the coaxioms, we only consider the infinite trees where the node elems(l, xs) has a finite proof tree in the inference system enriched by the coaxioms. This is only true for xs = {1}.
Finally, the function which returns the greatest element contained in a (non empty) list is expressed by judgments of shape max(l, x ), with l ∈ L and x ∈ Z.
Analogously to the previous example, without coaxioms the coinductive interpretation fails to be a function (for instance, for l the infinite list of 1s, any judgment max(l, x ) with x ≥ 1 can be derived), and the coaxioms "filter out" the wrong results.
Several proof techniques have been proposed for inference systems with coaxioms [Ancona et al. 2017] . For the aim of this paper, we only need the bounded coinduction principle illustrated below, which is a generalization of the standard coinduction principle.
Assume that Gen(I, γ ) is the interpretation generated by coaxioms for some (I, γ ), and that S (for "specification") is the intended set of judgments, called valid in the following.
Completeness, that is, the property that each valid judgment can be derived (S ⊆ Gen(I, γ )), can be proved as follows: Theorem 2.3 (Bounded coinduction principle). If the following two conditions hold:
(1) S ⊆ Ind(I ⊔γ ), that is, each valid judgment has a finite proof tree in I ⊔γ ; (2) S ⊆ F I (S), that is, each valid judgment is the consequence of an inference rule in I where all premises are in S then S ⊆ Gen(I, γ ).
The standard coinduction principle can be obtained as a specific instance of the principle above, when γ = U ; for this particular case the first condition trivially holds.
We illustrate the technique on the inference system with coaxioms (I, γ ) which defines the judgment allPos(l, b) (page 4). Set S allPos the set of pairs (l, b) where b is T if all the elements in l are positive, F otherwise. Completeness means that the judgment allPos(l, b) can be proved for all (l, b) ∈ S allPos . By the bounded coinduction principle, we have to prove conditions (1) and (2). To prove the first condition, we have to show that, for each (l, b) ∈ S allPos , allPos(l, b) has a finite proof tree in I ⊔γ . This can be easily shown, indeed:
• If l contains non positive elements, let us denote with x the first of such elements, hence l = x 1 : . . . : x n : x : l ′ with x i > 0 for i ∈ [1..n], x ≤ 0, and b = F then we can reason by arithmetic induction on n. Indeed, for n = 0, (l, b) is the consequence of the second rule with no premises, and for n > 0 it is the consequence of the third rule where we can apply the inductive hypothesis to the premise.
• If l contains only positive elements, hence b = T , then (l, b) is a coaxiom, hence it is the consequence of a rule with no premises in I ⊔γ .
To prove the second condition, we have to show that, for each (l, b) ∈ S allPos , allPos(l, b) is the consequence of a rule with premises in S allPos . This can be easily shown, indeed:
is the consequence of the first rule with no premises.
• If l = x : l ′ with x ≤ 0, hence b = F , then allPos(l, F ) is the consequence of the second rule with no premises.
• If l = x : l ′ with x > 0, and b = T , hence (l ′ ,T ) ∈ S allPos , then allPos(l,T ) is the consequence of the third rule with premise (l ′ ,T ), and analogously if b = F . To show that the inference system with coaxioms exactly defines the valid judgments, we also need to prove soundness, that is, that allPos(l, b) can only be proved if (l, b) ∈ S allPos . Such soundness proof can be found in [Ancona et al. 2017] .
COAXIOMS FOR DIVERGENCE
In this section we show how coaxioms can be used to provide a big-step semantics which includes divergence among the possible results of a computation.
In the following, given an inference system with coaxioms (I, γ ), we will often simply write a judgment j to mean that j is derivable in (I, γ ), as it is common practice. However, when this is needed to avoid confusion, we will explicitly write (I, γ ) ⊢ j, and we will abbreviate (I, ∅) ⊢ j by I ⊢ j.
We assume a universe {c ⇒ r ∞ | c ∈ C, r ∞ ∈ R ∪ {∞}} of big-step judgments, where C and R are sets of configurations and (standard) results, respectively, with ∞ R. The big-step judgment has general shape c ⇒ r ∞ , meaning that either c evaluates to a standard result, when r ∞ ∞, or diverges, when r ∞ = ∞.
Big-step semantics will be expressed by a generalized inference system (I, γ ), with γ = {c ⇒ ∞ | c ∈ C}, which satisfies the following conservativity property. Informally, this means that including divergence among the results of a computation should not affect the result of non divergent computations. More precisely, the definition above corresponds to require that:
• non divergent computations are always derivable without using the coaxioms, that is, with a finite proof tree
• divergent computations are only derivable by using the coaxioms, that is, with an infinite proof tree. We illustrate the notion by the standard call-by-value λ-calculus. In this simple case, configurations and results correspond to expressions and values of the calculus, respectively. In more complex languages, configurations and results will typically include auxiliary structures, as will be shown in Sect. 4. Fig. 1 shows syntax and big-step semantics as initially defined by Ancona et al. [Ancona et al. 2017] . In this section, besides showing an initial simple example of coevaluation with coaxioms, our novel contribution is formally proving several expected properties of the semantic definition: conservativity w.r.t. the standard inductive big-step semantics, equivalence with the small-step semantics, and soundness of simply-typed λ-calculus with recursive types. We assume infinite sets
e 1 e 2 ⇒ ∞ of variables x and integer constants i. The unique coaxiom 4 ensures that an infinite proof tree is only allowed for deriving divergence. Rule (val) is standard. Rule (app) looks the standard application rule. However, note that v ∞ is used for the result, that is, the rule also covers the case when the evaluation of the body of the lambda abstraction diverges. On the other hand, application is performed only when both expressions e 1 and e 2 do not diverge, as indicated by the meta-variable v in the second premise. As usual, e[x ← v] denotes capture-avoiding substitution modulo α-renaming. Rules (l-div) and (r-div) cover the cases when either e 1 or e 2 diverges when trying to evaluate application, assuming that a left-to-right evaluation strategy has been imposed.
As an example, we show that the only judgment derivable for Ω = (λx.x x)(λx.x x) is Ω ⇒ ∞. Indeed, we can exhibit an infinite proof tree, not using the coaxiom, for the judgment
In this particular case the proof tree is also regular, but of course there are examples of divergent computations whose proof tree is not regular. The vertical dots indicate that the proof continues with the same repeated pattern.
Then, we have to construct a finite proof tree, employing also the coaxiom, for all the nodes of the above infinite proof tree. It is easy to see that this is only possible when v ∞ = ∞. In other
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Davide Ancona, Francesco Dagnino, and Elena Zucca words, the coaxiom plays a crucial role by filtering out all undesired results, leaving only the result ∞ representing divergence.
Coevaluation as in [Ancona 2012; Leroy and Grall 2009] corresponds to considering only rules (val) and (app) of Fig. 1 and interpreting them coinductively. Then, as mentioned in the Introduction, the term Ω coevaluates to any value, by the infinite derivation shown above. However, Ω (0 0) has no derivation since the subterm 0 0 has no derivation: there exists no v ∞ such that 0 0 coevaluates to v ∞ . In other words, a non terminating term applied to a "wrong" term has no derivation, whereas it should be non terminating (assuming left-to-right evaluation). In our approach, instead, for the term Ω (0 0) we correctly derive the judgment Ω (0 0) ⇒ ∞, by rule (l-div) .
It is easy to see that a judgment of shape e ⇒ v is derivable if and only if it corresponds to the usual big-step semantics of λ-calculus, that is, the judgment inductively defined by the inference system which only includes rules (val) and (app) (note, indeed, that rules (l-div) and (r-div) are useless without the coaxiom). In other words, values obtained as results are exactly those obtained by the inference system which does not consider divergence. This is formally expressed by the theorem below. For the proof we refer to the analogous proof of conservativity (Theorem 4.1) for the imperative Java-like language in Sect. 4.
Given a conservative big-step semantics, we will often need to prove completeness of divergence with respect to a given subset C of configurations (corresponding to a property of interest), that is, that all the configurations in C which do not reduce to a standard result should diverge. 5 This can be proved with an instantiation of the bounded coinduction principle.
Theorem 3.3 (Divergence consistency principle). Let (I, γ ) be a conservative big-step semantics. Given C ⊆ C, set C ∞ = {c | c ∈ C and ∄r∈ R such that (I, γ ) ⊢ c ⇒ r}; if the following holds:
c ∈ C ∞ implies that c ⇒ ∞ is the consequence of a rule where, for all premises of shape c ′ ⇒ ∞, c ′ ∈ C ∞ and, for all premises of shape c ′ ⇒ r, with r ∈ R,
Proof. We consider the set S = {c ⇒ ∞ | c ∈ C ∞ } ∪ {c ⇒ r | r ∈ R, (I, γ ) ⊢ c ⇒ r}, and prove that S ⊆ Gen(I, γ ) by bounded coinduction (Theorem 2.3).
• S ⊆ Ind(I ⊔γ ). Indeed, for each c ⇒ ∞ ∈ S, c ⇒ ∞ is a direct consequence of the coaxiom, and for each c ⇒ r ∈ S, with r ∈ R, since (I, γ ) ⊢ c ⇒ r holds, c ⇒ r has a finite proof tree in I ⊔γ by definition.
-for each c ⇒ ∞ ∈ S, by hypothesis it is the consequence of a rule where, for all premises of shape c ′ ⇒ ∞, c ′ ∈ C ∞ holds, hence c ′ ⇒ ∞ ∈ S, and, for all premises of shape c ′ ⇒ r, (I, γ ) ⊢ c ′ ⇒ r holds, hence c ′ ⇒ r ∈ S as well. -for each c ⇒ r ∈ S, with r ∈ R, by conservativity I ⊢ c ⇒ r holds, hence it is the consequence of a rule where, for all premises, necessarily of shape c ′ ⇒ r ′ , with r ′ ∈ R, I ⊢ c ′ ⇒ r ′ holds, hence again by conservativity c ′ ⇒ r ′ ∈ S.
□ 5 Note that this implies that none of such configurations will be stuck. This sounds like the progress part of a traditional soundness result, and indeed one use of the divergence consistency principle in the following will be the proof of soundness of type systems.
We will use this proof principle to obtain two results for the example of the λ-calculus: equivalence with the small-step semantics and soundness of the type system.
The definition of the small-step semantics is shown in Fig. 2 .
Fig. 2. λ-calculus: small-step semantics
We denote by → ⋆ the reflexive and transitive closure of the relation →, and by InfSS the set of expressions which have an infinite sequence of small steps, which can be coinductively defined by: if e ′ ∈ InfSS and e → e ′ , then e ∈ InfSS.
The proof of equivalence needs the following standard lemma, see [Leroy and Grall 2009] .
Lemma 3.4. For all expressions e, exactly one of the following conditions holds: either e ∈ InfSS or there exists e ′ such that e → ⋆ e ′ and e ′ ̸ →, that is, ∄e ′′ such that e ′ → e ′′ .
Theorem 3.5. e ⇒ v iff e → ⋆ v, and e ⇒ ∞ iff e ∈ InfSS.
Proof. We prove separately the two statements.
(1) By Theorem 3.2, e ⇒ v is derivable iff it is derivable in the inference system consisting of only rules (val) and (app), hence the equivalence can be proved by standard inductive techniques.
Shortly, e ⇒ v implies e → ⋆ v can be proved by induction on such rules, whereas e → ⋆ v implies e ⇒ v can be proved by arithmetic induction on the number of steps in e → ⋆ v, plus the fact that e → e ′ and e ′ ⇒ v implies e ⇒ v, which can be proved by induction on the rules which define e → e ′ . (2)(a) e ⇒ ∞ implies e ∈ InfSS can be proved by coinduction on the definition of InfSS.
(b) e ∈ InfSS implies e ⇒ ∞ can be proved by divergence consistency (Theorem 3.3). Set InfSS ∞ = {e | e ∈ InfSS and ∄v such that e ⇒ v} and note that InfSS ∞ = InfSS by point (1) and Lemma 3.4. Thanks to Theorem 3.3, it is enough to show that, for each e ∈ InfSS ∞ , e ⇒ ∞ is the consequence of a rule where, for all premises of shape e ′ ⇒ ∞, e ′ ∈ InfSS ∞ and all premises of shape e ′ ⇒ v are derivable. The proof is by case analysis over e.
v Empty case since values evaluate to themselves. x Empty case since variables cannot be reduced. e 1 e 2 If e 1 e 2 has an infinite reduction sequence, then, by Lemma 3.4, there are three possible cases:
• e 1 has an infinite reduction sequence. In this case, e 1 e 2 ⇒ ∞ is the consequence of rule (l-div) where, for the premise e 1 ⇒ ∞, e 1 ∈ InfSS.
• e 1 has no infinite reduction sequence and e 2 has an infinite reduction sequence. In this case, it holds necessarily that e 1 → ⋆ v, otherwise e 1 e 2 would be stuck, contradicting the hypothesis. Hence, e 1 e 2 ⇒ ∞ is the consequence of rule (r-div) where, for the premise e 2 ⇒ ∞, e 2 ∈ InfSS, and the premise e 1 ⇒ v is derivable by point (1).
• e 1 and e 2 have no infinite reduction sequence. In this case, it holds necessarily that e 1 → ⋆ λx.e and e 2 → ⋆ v, otherwise e 1 e 2 would be stuck, contradicting the hypothesis, and e[x ← v] has necessarily an infinite reduction sequence. Hence, e 1 e 2 ⇒ ∞ is the consequence of rule (app) where, for the premise e[x ← v] ⇒ ∞, e[x ← v] ∈ InfSS, and the premises e 1 ⇒ λx.e and e 2 ⇒ v are derivable by point (1). □
We illustrate now how to prove type soundness. We will consider simply-typed λ-calculus with recursive types, obtained by interpreting the production τ ::= int | τ 1 → τ 2 coinductively. Enabling recursive types makes the calculus non-normalizing and allows one to write interesting programs such as Ω above.
The typing rules are recalled in Fig. 3 . Type environments, written Γ, are finite maps from variables to types. The type system is sound when, informally, well-typed programs cannot "go wrong", following Robin Milner's slogan [Milner 1978 ]. In small-step style, as firstly formulated by Wright and Felleisen [Wright and Felleisen 1994] , this can be expressed as follows: well-typed programs (closed terms) never reduce to terms which neither are values, nor can be further reduced (called stuck terms). The standard proof technique is to ensure soundness by subject reduction (well-typedness is preserved by reduction) and progress (a well-typed closed term is not stuck).
In big-step style with coaxioms, soundness of the type system can be directly expressed as follows: well-typed programs (closed terms) always reduce to a result (including divergence). Formally: Theorem 3.6 (Soundness). If ∅ ⊢ e : τ for some τ , then e ⇒ v ∞ for some v ∞ .
Note that we cannot prove soundness by induction on the typing rules. Indeed, for rule (t-app) , by inductive hypothesis we would get that e 1 and e 2 reduce to a result. Even assuming canonical forms and substitution lemmas, in the case both are values, say, λx.e and v, respectively, we would be not able to apply rule (app) since we have no inductive hypothesis on the term e[x ← v].
Soundness can be shown, instead, as a direct consequence (rephrasing) of progress stated as below.
Theorem 3.7 (Progress). If ∅ ⊢ e : τ for some τ , and ∄v such that e ⇒ v, then e ⇒ ∞.
Let WT be the set of well-typed programs, that is, WT = {e | ∅ ⊢ e : τ for some τ }, and WT ∞ = {e | e ∈ WT and ∄v such that e ⇒ v}.
Thanks to Theorem 3.3, to prove progress it is enough to prove the following progress lemma.
Lemma 3.8 (Progress lemma). If e ∈ WT ∞ , then e ⇒ ∞ is the consequence of a rule where, for all premises of shape e ′ ⇒ ∞, e ′ ∈ WT ∞ , and all premises of shape e ′ ⇒ v are derivable.
The proof needs substitution and type preservation (the analogous of subject reduction) lemmas, which can be proved in the standard inductive way. Proof. By induction on the rules which define e ⇒ v. □ Proof of Lemma 3.8 (Progress lemma). The proof is by case analysis over e.
v Empty case since values evaluate to themselves.
x Empty case since variables have no type in the empty environment. e 1 e 2 The typing judgment ∅ ⊢ e : τ has been derived by rule (t-app), hence ∅ ⊢ e 1 : τ ′ → τ and ∅ ⊢ e 2 : τ ′ hold as well. We have the following subcases:
• ∄v 1 such that e 1 ⇒ v 1 . In this case, e 1 e 2 ⇒ ∞ is the consequence of rule (l-div) , where, in the premise e 1 ⇒ ∞, e 1 ∈ WT ∞ .
• e 1 ⇒ v 1 , and ∄v 2 such that e 2 ⇒ v 2 . In this case, e 1 e 2 ⇒ ∞ is the consequence of rule (r-div) , where, in the premise e 2 ⇒ ∞, e 2 ∈ WT ∞ .
• e 1 ⇒ v 1 and e 2 ⇒ v 2 . In this case, e 1 e 2 ⇒ ∞ is the consequence of rule (app) 
AN IMPERATIVE JAVA-LIKE LANGUAGE
In this section we present a simple imperative Java-like language, to show in a more significant case the effectiveness of our approach. With the big-step style handling imperative features is easier than in small-step semantics; indeed, one does not have to introduce runtime terms for expressly modeling intermediate steps of computations in case of method calls and stack frames management, since these details are abstracted away by the big-step style. The syntax is defined in Fig. 4 . We write cd n for the sequence cd 1 . . . cd n , or simply cd when the length is not relevant, and analogously for other sequences. We assume sets of variables (parameters) x, including this, class names c, including Object, field names f , and method names m. p ::= cd e cd ::= class c 1 extends c 2 { fd md } fd ::= τ f ;
Fig. 4. FJ-like language: syntax
The language is a minimal imperative extension of Featherweight Java (FJ for short) [Igarashi et al. 2001] , where variables and fields can be updated. Furthermore, conditional expressions and boolean constants have been added, while type casts have been omitted. For sake of simplicity, there are no statements, hence assignment is an expression with side effect, returning the value of its right-hand side expression.
We assume standard syntactic restrictions: inheritance is acyclic, names are distinct in class, method, field, and parameter declarations, Object cannot be declared, class names other than Object that appear in method headers and field declarations must be declared.
A program consists of a sequence of class declarations and a main expression. Types are either class names or the primitive type bool; however, for simplicity, bool is considered a predefined class which has no fields and methods, directly extends Object, and has false and true as only instances.
A class declaration contains field and method declarations, and is equipped with an implicit constructor with parameters corresponding to all fields, in the same order as they are inherited and declared. Method declarations are standard. In the body, the target object can be accessed via the implicit parameter this, therefore all explicitly declared parameters must be different from this; moreover, this cannot be assigned. Expressions include instance creation, variables, boolean constants, field selection, method invocation, conditional expression, and variable and field update.
We define now the big-step semantics of the language; as for the case of λ-calculus we define a fully deterministic semantics based on the left-to-right call-by-value evaluation strategy. Values, results and evaluation contexts are defined in Fig. 5 . We assume an infinite set of references ι. Values are either boolean constants or (object) references. Standard results are triples consisting of a value, an evaluation environment (stack frame) and a heap. The stack frame Π of the method under execution is modeled as a finite partial map from variables (this and the explicit parameters of the method) to values. The heap H is a finite partial map from references to objects, which are are obj(c, ρ), where c is the object's class and ρ is a finite partial map from field names to values. We use the usual set-theoretic representation for finite maps, in particular for heaps H and maps ρ from fields to values; the operator ⊎ denotes union of maps with disjoint domains.
Evaluation contexts contain one or more holes at depth 6 1, and allow a more compact definition of divergence propagation (see rule (div) in Fig. 6 ).
The big-step semantics is formalized by the judgment Π; H ; e ⇒ r ∞ , meaning that, in stack frame Π and heap H , expression e either converges to value v, stack frame Π ′ , and heap H ′ , or diverges, written Π; H ; e ⇒ ∞.
This big-step semantics is an instance of the general framework introduced in Sect. 3, where configurations are triples Π; H ; e, and standard results are triples v; Π; H .
Heaps are required to be closed w.r.t. references: for all references ι, if H (ι) = obj(c, ρ), then for all f ∈ dom(ρ), ρ (f ) ∈ dom(H )∪{false, true}. In other words, heaps cannot contain dangling references; this is a natural requirement for a language and a semantics where object references cannot be deallocated. In the claims in the rest of the paper we implicitly assume that heaps are closed w.r.t. references.
The semantic rules are defined in Fig. 6 . As usual, the judgment should be indexed over class declarations contained in the program, however for brevity we leave implicit such an index.
The straightforward definitions of the auxiliary functions fields, meth, and restore can be found in Fig. 7 .
Rules are almost standard. The left-to-right call-by-value strategy affects the divergence propagation described in rules (div), (iff), (ift) and (inv) . Indeed subexpressions are evaluated from left to right and the first subexpression that diverges makes the whole expression diverge, without considering remaining subexpressions.
Rule (div) deals with all those cases where divergence changes the normal control flow of the program because not all subexpressions that should be evaluated are reached; all such situations Reasoning on Divergent Computations with Coaxioms 81:13 are captured by the evaluation contexts defined in Fig. 5 . Recall that the multiple arguments to an evaluation context are given in the order they should be evaluated in left-to-right call-by-value evaluation strategy. In rule (inv), auxiliary function restore is used for restoring the stack frame of the caller, that is, the stack frame Π n+1 obtained after evaluating the last argument e n of the method invocation, in case the evaluation of the body of the invoked method terminates; if the method diverges, then divergence is propagated, hence restore(Π n+1 , ∞) = ∞.
As already noted in Sect. 3, the unique coaxiom (coa) is crucial to ensure that divergence is captured in a proper way, indeed it allows infinite proofs only for divergence.
For instance, assuming the following class declaration class C extends Object { bool m (){ this .m ()}} and the expression e = new C().m(), there exist no value v, stack frame Π, and heap H s.t. ∅; ∅; e ⇒ v; Π; H , even though the class C and the expression e are well-typed. On the other hand, if we consider the coinductive interpretation of the semantics rules (and disregard the coaxiom), we have that ∅; ∅; new C().m() ⇒ r ∞ is derivable for all possible results r ∞ , since we can always build an infinite proof tree for the judgment, as depicted in Fig. 8 . Indeed, this example is analogous to the Ω example for the λ-calculus, and, analogously, using (coa) infinite trees are only allowed if all nodes in the tree are provable with a finite tree using (coa) as axiom, therefore the tree in Fig. 8 is valid only when r ∞ = ∞.
The following example shows that an ill-typed expression with a divergent subexpression correctly diverges, analogously to the example Ω (0 0) for the λ-calculus.
Let us consider again class C: The expression e =if(new C().m()) true.m() else true.m() diverges according to the proof tree in Fig. 9 , because the guard is evaluated first, and since it diverges, other subexpressions are not considered.
We show now an example which illustrates the difference with the approach in [Ancona 2011 [Ancona , 2012 [Ancona , 2014 , where, in order to have soundness of the type system, non well-founded values (that is, values corresponding to infinite trees) were considered. In an imperative language, this would correspond to allowing heaps to have infinite domain, since the abstract structure of values can be recovered from the heap. The approach with coaxioms allows us to be more restrictive, requiring heaps to be finite partial maps, since divergence is captured by the special result ∞.
Let us consider for instance the following class declarations: The infinite but regular proof tree for the judgment ∅; ∅; new M().m() ⇒ ∞ is shown in Fig. 10 . This expression tries to build the regular object X = new L(X), and this causes the expression to diverge.
To conclude this section we state in a more formal way the relationship between the standard big-step semantics, that is, the inductive interpretation of the inference rules, and the interpretation generated by coaxioms. That is, we show that the big-step semantics in Fig. 6 is conservative according to Def. 3.1.
Theorem 4.1 (Conservativity). If Π; H ; e ⇒ r ∞ holds then r ∞ ∞ if and only if the judgment has a finite proof tree.
Proof. Let us denote by (I, γ ) the generalized inference system defining Π; H ; e ⇒ r ∞ in Fig. 6 , and by I ⊔γ the (standard) inference system obtained considering (coa) as axiom. If Π; H ; e ⇒ r ∞ is derivable in (I, γ ) , by definition each judgment of the proof tree, including the judgment itself, must also have a finite proof tree in I ⊔γ . Noting that a rule's consequence is a divergent judgment iff at least one of the premises is divergent (rules (div), (ift), (iff) and (inv)), by induction on the depth of the tree it can be shown that r ∞ = ∞ iff we use (coa) in the tree. It follows that r ∞ ∞ iff we do not use (coa) in the finite proof tree in I ⊔γ . Hence, this proof tree is a finite proof tree in (I, γ ) as well, as needed. □
In other words, this theorem states that the set of convergent judgments corresponds exactly to the set inductively defined by the rules of the big-step semantics. This means that we can reason by induction when we have to define functions or to prove properties on convergent judgments.
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Davide Ancona, Francesco Dagnino, and Elena Zucca Moreover this theorem implies that this big-step semantics is an instantiation of the general framework introduced in Sect. 3, therefore we can apply the divergence consistency principle.
SOUNDNESS OF THE TYPE SYSTEM
This section briefly defines the standard type system of the language based on nominal types and then shows its soundness applying the technique described in Sect. 3. All definitions are pretty standard, and have been included for sake of completeness.
The typing rules can be found in Fig. 11 . A type environment Γ is a finite sequence x : τ , where all variables x are distinct, denoting a finite partial function mapping variables to types (∅ denotes the empty type environment, dom(Γ) the domain of Γ). Rules (t-pro), (t-cla), and (t-met) define well-typed programs, classes, and methods, respectively. The other rules define well-typed expressions w.r.t. a given type environment. Let us recall that, as for the operational semantics, all typing judgments are implicitly indexed over a class table.
Besides functions fields and meth, introduced in the big-step semantics, the typing rules are based on the following auxiliary functions/operators, whose straightforward definition can be found in Fig. 12 .
For the standard subtyping relation ≤ between nominal types, we assume that bool ≤ Object, that is, that Boolean values are convertible to instances of class Object. When c contains the declaration τ m(τ x n ) {e}, override(c, m) holds iff for the direct superclass c ′ of c, either meth(c ′ , m)
is undefined, or meth(c ′ , m) = τ ′ x ′ n .e : τ ′ , τ ′ n ≤ τ n , and τ ≤ τ ′ . The join operator ∨ computes the least upper bound ∨(τ 1 , τ 2 ) of two types τ 1 and τ 2 (this is always defined since inheritance is single, and bool is a subtype of the top type Object). 
Fig. 13. Type assignment for values
Let us now formalize and prove the main claim of soundness. We first introduce the judgment H ⊢ v:τ assigning types to values w.r.t. a heap; such a relation corresponds to the intended semantics of types as set of values [Ancona and Corradi 2014] , and is defined by the rules in Fig. 13 . Since a heap can contain a loop, rules must be interpreted coinductively; this is specified by the coaxiom (v-coax) for which any typing is allowed, hence no judgment is filtered out, and, hence, the unbounded greatest fixed point of the definition is considered. The judgment supports subsumption to guarantee the validity of type preservation (Lemma A.10); subsumption is ensured by the side condition c ≤ c ′ in rule (v-obj) , and by rule (v-bool-1) needed to derive that a boolean value has type Object, besides type bool (rule (v-bool-2) ).
Agreement of evaluation environments and heaps with type environments is defined on top of the judgment H ⊢ v:τ . Clearly, as a particular case of the theorem above, we get that if cd e is a well-typed program, according to rule (t-pro) , then there exists r ∞ s.t. ∅; ∅; e ⇒ r ∞ .
To prove Theorem 5.2 we first rephrase it in the following progress theorem.
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Davide Ancona, Francesco Dagnino, and Elena Zucca Theorem 5.3 (Progress). Let cd be well-typed class declarations. If Γ ⊢ e : τ in cd , (Π; H ):Γ and ∄r such that Π; H ; e ⇒ r, then Π; H ; e ⇒ ∞ holds.
We prove the theorem above by the technique described in Sect. 3. Indeed, it follows from Theorem 3.3 and the following progress lemma. Set WT = {Π; H ; e | ∃Γ, τ . Γ ⊢ e : τ and (Π; H ):Γ} and WT ∞ = {Π; H ; e | Π; H ; e ∈ WT and ∄r. Π; H ; e ⇒ r}.
Lemma 5.4 (Progress lemma). If Π; H ; e ∈ WT ∞ then Π; H ; e ⇒ ∞ is the consequence of a rule where, for all premises of shape Π ′ ; H ′ ; e ′ ⇒ ∞, Π ′ ; H ′ ; e ′ ∈ WT ∞ , and all premises of shape Π ′ ; H ′ ; e ′ ⇒ r are derivable.
The proof of the progress lemma is provided in the Appendix.
RELATED WORK
Related work includes papers proposing techniques for proving type soundness of type systems, as well as investigation of more convenient ways to define the operational semantics of languages.
Milner and Tofte [Milner and Tofte 1991] have been among the first who employed coinduction for proving properties of a type system for a simple functional language; coinduction is used to reason on closures corresponding to recursive functions. However, they only prove consistency of static and dynamic semantics, which is weaker than type soundness, and, indeed, their semantic rules are interpreted inductively, and their semantics does not capture diverging evaluations.
In the work by Ernst et al. [Ernst et al. 2006 ] type soundness of a calculus of virtual classes is proved in terms of a big-step operational semantics thanks to a coverage lemma ensuring that errors do not prevent expressions from evaluating to a result. Such a result is achieved by introducing a finite evaluation relation indexed over natural numbers which allows managing divergence in a similar way as in the approaches based on approximating big-step semantics [Ancona 2014 ], functional big-step semantics [Owens et al. 2016] and definitional interpreters [Amin and Rompf 2017] with step counters (see details below regarding these approaches). A terminating expression is one for which there exists a natural number n such that the finite evaluation indexed by n returns a value (which may include also the usual runtime errors); the solution proposed by Ernst et al. requires introducing extra rules for dealing with runtime errors generation and propagation, hence it shares redundancy issues with other approaches. Kusmierek and Bono [Kusmierek and Bono 2010] propose a different approach and prove type soundness in terms of an inductive big-step operational semantics; their proposal is centered on the idea of tracing the intermediate steps of a program execution with a partial derivation-search algorithm which deterministically computes the value and the proof tree of evaluation judgments. Similar approaches, although their corresponding semantics are not deterministic, are those of Ager [Ager 2004 ] and Stoughton [Stoughton 1997 ].
Ancona studies the big-step operational semantics of a simple non imperative Java-like language [Ancona 2012 ] by interpreting the standard rules coinductively; he shows that if the set of values includes also non well-founded ones, then it is possible to correctly express and prove a type soundness claim. Anyway, the proposed proof technique is rather complex, and the semantics fails to properly capture divergence; for instance, there exist divergent programs for which the coevaluation judgment returns any value, thus exhibiting a fully non deterministic behavior. In a followup paper [Ancona 2014 ], he proposes a simplified approach based on the notion of approximating big-step semantics, based on an inductively defined evaluation judgment able to approximate coevaluation; in this way, the proof of type soundness can be simplified.
Cousot and Cousot [Cousot and Cousot 1992] were the first to propose a coinductive big-step definition of divergence for the call-by-value λ-calculus, by introducing two different judgments defined in a stratified way: terminating computations are modeled by a standard inductive judgment, while divergence is characterized by a coinductive judgment, whose definition depends from the inductive judgments.
The approach has the drawback that some metarules have to be duplicated for both judgments because the two inference systems require two different interpretations, one inductive and the other coinductive; in the simple case of λ-calculus, only the metarule for function application is duplicated, but for more complex languages several rules need to be repeated; for instance, for the imperative Java-like language formalized in Sect. 4, rules (iff), (ift) and (inv) should be duplicated.
This redundancy is avoided in followup work [Cousot and Cousot 2009 ] based on the notion of bi-inductive semantics, where a unique inference system is provided for modeling both terminating and diverging computations; the semantics of the inference system is neither the standard inductive nor the coinductive ones, but is defined in terms of the least fixed point with respect to a nonstandard ordering. It is not so clear how this approach can easily scale to more complex languages, such as the imperative object-oriented language we consider here.
In their work Leroy and Grall [Leroy and Grall 2009] analyze two kinds of big-step operational semantics for the call-by-value λ-calculus, study their relationships with the small-step and denotational semantics, and their suitability for type soundness and compiler correctness proofs.
One semantics is based on the approach followed by Cousot and Cousot [Cousot and Cousot 1992] with two stratified judgments, one inductive for terminating computations, and the other coinductive, to capture divergence, defined on top of the inductive one; as already observed previously, such an approach suffers from redundancy, since some metarules have to be duplicated for both judgments.
The other semantics is obtained by simply interpreting coinductively the standard evaluation rules for terminating evaluations. However, this semantics fails to capture divergence, as happens for the approach followed by Ancona [Ancona 2012 [Ancona , 2014 ; furthermore, differently from the work by Ancona, type soundness cannot be proved because the judgment is defined only for well-founded values, and thus, there exist well-typed divergent terms for which the judgment returns no well-founded value.
Nakata and Uustalu Uustalu 2009, 2010a ] define a coinductive trace-based bigstep semantics for an imperative language. Traces keep track of all intermediate states of the computation; since traces are allowed to be infinite, and the judgment is defined coinductively, the semantics captures divergence; in a followup paper [Nakata and Uustalu 2010b] , they define several big-step semantics for a simple imperative language with interactive I/O which are based on resumptions (trees representing possible runs of a program) and require nesting inductive definitions in coinductive ones.
Pretty-big-step semantics has been proposed by Charguéraud [Charguéraud 2013 ] with the main aim of solving the problem of duplicated rules which prevents several approaches from scaling up to realistic programming languages; this is achieved by decomposing complex metarules into simpler ones with less premises, and by introducing intermediate runtime terms to avoid undesired overlapping between the metarules; anyway, as in previous approaches [Cousot and Cousot 1992; Leroy and Grall 2009] , to model divergence, a separate coinductively defined judgment needs to be introduced, with similar problems of duplication. To assess scalability a formalization is provided for a non trivial subset of Caml, including exceptions and imperative features.
There exist several proposals based on Reynolds' original idea of definitional interpreters. Danielsson [Danielsson 2012] shows how big-step or small-step operational semantics for lambda-calculi can be defined as total, computable functions with the coinductive partiality monad.
Owens et al. [Owens et al. 2016] propose functional big-step semantics as a way to give a more readable account of a semantics; in their approach big-step semantics consists of a total function rather than of a judgment defined by a set of inference rules. To ensure totality even in the presence of divergent computations, a clock is introduced to be decreased in certain recursive calls and in loops; in this way, a non terminating computation always returns a timeout for any initial value of the clock, hence induction can be used to reason on divergence, as it is the usual case for small-step semantics, and as happens also for the approximating big-step semantics [Ancona 2014] , and definitional interpreters with a step counter; furthermore, I/O and non-determinism can be supported with the use of an oracle. Besides readability, authors claim that functional big-step semantics can ease mechanized proofs based on rewriting; to this aim, they include a proof showing that a compiler implements one of the allowed input/output behaviors specified by a non-deterministic semantics for the source language.
Amin and Rompf [Amin and Rompf 2017] exploit the possibility of defining operational semantics with high-level definitional interpreters as total functions parametric in a step counter, and propose purely inductive proof strategies for type soundness properties that can scale to advanced polymorphic type systems as System F <: .
Reachability logic has been employed [Stefanescu et al. 2016 ] to prove divergence without touching the semantics of the language at all (although working with a small-step semantics). The formal relationship with our approach deserves further investigation; overall, the reachability logic approach is focused on the more ambitious aim of expressing in the same formalism both language semantics and specifications of properties to be proved, while our main concern is investigating new techniques to define language semantics in better ways.
For what concerns core calculi to model the static and dynamic semantics of Java, or to investigate more advanced type systems, there exist several proposals, although most of them consider non imperative subsets of Java which are variations of FJ [Igarashi et al. 2001] . Anyway, all of them prove type soundness in terms of a small-step operational semantics.
Among imperative calculi for Java, it is worth mentioning the work of Drossopoulou and Eisenbach [Drossopoulou et al. 1999] , which covers a large part of Java, including exceptions, but not multithreading, and Welterweight Java [Östlund and Wrigstad 2010] which models Java's thread-based concurrency and lock-based synchronization. Also for the imperative case, all calculi are based on a small-step operational semantics.
CONCLUDING DISCUSSION AND FUTURE WORK
We have shown that coaxioms can be conveniently adopted in the context of operational semantics to express terminating and divergent computations in a compact way by a unique judgment. We have demonstrated the idea on big-step semantics, leaving for future work to experiment with other semantic approaches, such as small-step, CHAM, reduction semantics with evaluation contexts, continuation-based, etc.
The approach is based on a coevaluation judgment defined by a generalized inference system with coaxioms. The metarules for defining the coevaluation judgment can be obtained by adapting and extending in the following way the metarules that would define the standard inductive big-step evaluation judgment (for convenience we call them standard metarules):
• the set of results has to be extended with a single value representing divergence (denoted by ∞ in this paper); • accordingly, in all standard metarules, meta-variables referring to results must range over the extended set of results to correctly take into account divergence. In simple cases, as shown for the λ-calculus, no further adaptation of the standard metarules is required, while for more complex languages, as the imperative FJ-like language defined in Sect. 4, some metarule (in the concrete example, only metarule (inv) for method invocation) may need some adjustment; this happens whenever the result that has to be returned in case of a terminating computation does not coincide with any of the results returned in the premises of the metarule. For instance, this happens in Sect. 4 because results contain stack frames, and in metarule (inv) the stack frame of the caller has to be restored.
• a new metarule for divergence propagation has to be added, to manage all those cases where divergence modifies the normal control flow (that is, the control flow specified by the standard rules) because not all subexpressions that should be evaluated are reached; to avoid replication, such a metarule can be defined in terms of a set of evaluation contexts that have to be properly defined, to capture all possible cases where the control flow is modified by divergence.
• finally, a single coaxiom has to be introduced, stating that the only admissible result for judgments derived with infinite proof trees is divergence (that is, ∞); this allows filtering out all spurious results different from divergence when the proof tree for the coevaluation judgment is infinite.
We have shown that such an extension is conservative, in the sense that it preserves the inductive semantics of standard rules, hence, the semantics of terminating computations is not affected. Under this conservativity assumption a divergence consistency principle can be conveniently used for proving properties involving divergent computations.
We have studied the approach for two different example languages, the λ-calculus (Sect. 3), and an imperative FJ-like language (Sect. 4); for the λ-calculus we have proved the equivalence of our big-step semantics with the standard small-step semantics, and then shown how type soundness can be proved for the simply-typed λ-calculus; for both properties, the divergence consistency principle can be exploited to simplify the proofs. The same technique followed for the λ-calculus is adopted in Sect. 5 to prove type soundness of the FJ-like imperative language. For the FJ-like language we did not prove equivalence with the small-step semantics for space limitations, but we expect that the same proof techniques used for the λ-calculus can be applied also in this case.
To assess the applicability and generality of our approach much work is still needed. We are currently considering to apply coaxioms to other kinds of semantics; in particular, trace semantics seems particularly interesting for investigating whether our approach is suitable for formalizing and proving important safety properties of non terminating programs, as ensuring that a server will never try to use infinite resources. Other approaches based on definitional interpreters [Danielsson 2012] , and the adoption of step counters [Amin and Rompf 2017; Ancona 2014; Ernst et al. 2006; Owens et al. 2016] seem to be appealing for proving type soundness properties with big-step semantics, and other results concerning program equivalence; however, it is not clear whether these solutions work well for other kinds of properties. For instance, if a program consists of an infinite loop that allocates new heap space at each step without releasing it, one would like to conclude that it will eventually crash even though a definitional interpreter returns timeout for all possible values of the step counter.
Besides experimenting with other kinds of semantics, also more realistic languages should be considered with additional features, such as exceptions. Then it would be interesting to study whether non-determinism could be addressed to be able to formalize the standard specification of languages where, for instance, no particular evaluation order is fixed in some cases (consider, for instance, computing the arguments in a C function call).
Finally, to gain greater confidence in the effectiveness of our approach to prove program properties in realistic programming languages, it would be useful to check and mechanize proofs with the support of a theorem prover. Lemma A.8. If ι dom(H ) and for all f ∈ dom(ρ), ρ (f ) ∈ dom(H )∪{ι}, then H ⊎{ι → obj(c, ρ)} ≤ H .
Proof. The prove proceeds by coinduction on the definition of H ⊢ v:τ and exploits the trivial facts that H ′ = H ⊎ {ι → obj(c, ρ)} iff (ι ∈ dom(H ′ ) and H = H ′ \ {ι → obj(c, ρ)}) and that if H (ι ′ ) is defined, then ι ′ ι, and
Proof. Analogously to the previous lemma, the prove proceeds by coinduction on the definition of H ⊢ v:τ . The case v ι is straightforward; if v = ι, then the coinduction principle can be applied by virtue of the hypotheses τ f in fields(c), and H ′ ⊢ u f :τ . □ Now we are ready to prove the type preservation lemma.
Lemma A.10 (Type preservation). If Γ ⊢ e : τ , Π; H ; e ⇒ v; Π ′ ; H ′ and (Π; H ):Γ hold, then
Proof. We prove both statements by induction on the rules of the big step semantics; this is possible thanks to Theorem 4.1.
(1) For rules (var) , (tru), (fal) there is nothing to prove. For rule (new) , the thesis follows from the inductive hypothesis, Lemma A.8 and Lemma A.2. For rule (ift), (iff), (fld) and (vas), the thesis follows from the inductive hypothesis and Lemma A.2. For rule (inv) first note that by rule (t-inv) premises are well typed and meth(τ 0 , m) = τ x n .e : τ and, since class declarations are well typed, Γ ′ ⊢ e : τ holds, with Γ ′ = {this : τ 0 , x : τ n }; furthermore, by hypothesis H 1 (v 0 ) = obj(c, ρ) with c ≤ τ 0 , meth(c, m) = τ ′ x ′ n .e ′ : τ ′ and by Lemma A.7 τ ′ ≤ τ and τ i ≤ τ ′ i for all i = 1..n, so using the inductive hypothesis, Lemma A.2, Lemma A.4, Def. 5.1 and rule (v-obj) 
Thus the thesis follows from the inductive hypothesis and Lemma A.2. For rule (fas), the thesis follows from the inductive hypothesis, Lemma A.9 and Lemma A.2. (2) For rules (tru) and (fal) the thesis is trivial.
For rule (var) the thesis holds since by hypothesis (Π; H ):Γ, therefore by Def. 5.1, H ⊢ Π(x):Γ(x). For rule (new) by rule (t-new) premises are well typed, so by inductive hypothesis H i ⊢ v i :τ i holds for all i = 1..n, by Lemma A.8 For rule (ift) and (iff) the thesis follows from the inductive hypothesis, Lemma A.5 and point (1). For rule (fld) by hypothesis and rule (t-fld) Γ ⊢ e : c for some class c. By inductive hypothesis H 1 ⊢ ι:c and H 1 (ι) = obj(c ′ , ρ) with c ′ ≤ c, by Lemma A.6 τ f is in fields(c ′ ) and by rule (v-obj) H 1 ⊢ ρ (f ):τ . For rule (inv) as noted previously (Π ′ ; H n+1 ):Γ ′ where Γ ′ = {this : τ 0 , x : τ n } and 
□
Now we are ready to prove Lemma 5.4. Proof of Lemma 5.4 (Progress lemma). We proceed by case analysis on e. e = true ∨ e = false Empty cases since by rule (tru) and (fal) boolean values evaluate to themselves. e = x Empty case since by rule (t-var) we have Γ(x ) = τ and since (Π; H ):Γ by Def. 5.1 x ∈ dom(Π); therefore by rule (var) we get Π; H ; x ⇒ Π(x); Π; H . e = new c(e) By rule (t-new) we have that for all i = 1..n Γ ⊢ e i : τ i , fields(c) = τ ′ f and τ i ≤ τ ′ i . Set Π 0 = Π and H 0 = H , we have two cases:
• If for all i = 1..n Π i−1 ; H i−1 ; e i ⇒ v i ; Π i ; H i holds, then by rule (new) e converges, and this contradicts the hypothesis of the lemma; • If there exists a first index i s.t. there is no r i = v i ; Π i ; H i s.t. Π i−1 ; H i−1 ; e i ⇒ r i and for all j = 1..i − 1, Π j−1 ; H j−1 ; e j ⇒ v j ; Π j ; H j holds; then by Lemma A.10 we get also that for all j = 1..i − 1, (Π j ; H j ):Γ and in particular (Π i−1 ; H i−1 ):Γ, so Π i−1 ; H i−1 ; e i ∈ WT ∞ and we conclude by rule (div). e = e ′ .f By rule (t-fld) we get that Γ ⊢ e ′ : c and fields(c) = τ f with f = f i and τ = τ i for some i = 1..n. We have two cases: f is a field of c ′ , therefore by rule (fld) we get that Π; H ; e ⇒ v i ; Π ′ ; H ′ holds, and this contradicts the hypothesis of the lemma; • If there is no r s.t. Π; H ; e ′ ⇒ r, then, Π; H ; e ′ ∈ WT ∞ and so we conclude by rule (div). e = e 0 .m(e n ) By rule (t-inv) for all i = 0..n, Γ ⊢ e i : τ i , meth(τ 0 , m) = τ ′ x n .e ′ : τ and for all i = 1..n τ i ≤ τ ′ i . Set Π 0 = Π and H 0 = H , and note that if Π 0 ; H 0 ; e 0 ⇒ v 0 ; Π 1 ; H 1 holds, then by Lemma A.10 we get H 1 ⊢ v 0 :τ 0 and by rule (v-obj) H 1 (v 0 ) = obj(τ ′ 0 , ρ) with τ ′ 0 ≤ τ 0 ; furthermore by Lemma A.7 we have meth(τ ′ 0 , m) = τ ′ x n .e ′ : τ ′ with τ ′ ≤ τ and τ ′′ i ≤ τ ′ i for all i = 1..n. We have three cases • if for all i = 0..n Π i ; H i ; e i ⇒ v i ; Π i+1 ; H i+1 and Π ′ ; H n+1 ; e ′ ⇒ r where Π ′ = {this → v 0 , x n → v n }, thanks to the observation above, by rule (inv) we get Π; H ; e ⇒ r, and this contradicts the hypothesis of the lemma; • if for all i = 0..n Π i ; H i ; e i ⇒ v i ; Π i+1 ; H i+1 , but Π ′ ; H n+1 ; e ′ ⇒ r where Π ′ = {this → v 0 , x n → v n } does not hold, then (Π ′ ; H n+1 ):Γ ′ holds where Γ ′ = {this : τ ′ 0 , x : τ ′ n }, indeed dom(Γ ′ ) ⊆ dom(Π ′ ) by construction and H n+1 ⊢ v i :τ ′ i for all i = 0..n because, by Lemma A.10, H n+1 ≤ H i and H i+1 ⊢ v i :τ i for all i = 0..n, by Lemma A.4 H n+1 ⊢ v i :τ i for all i = 0..n and by definition H n+1 ⊢ v i :τ ′ i for all i = 0..n since τ i ≤ τ ′′ i ≤ τ ′ i . Hence by definition Π ′ ; H n+1 ; e ′ ∈ WT ∞ , and so we conclude by rule (inv); • if there exists i = 0..n s.t. Π i ; H i ; e i ⇒ r i does not hold for any r i , and for all j = 0..i − 1, Π j ; H j ; e j ⇒ v j ; Π j+1 ; H j+1 holds, then by Lemma A.10 for all j = 0..i − 1, (Π j+1 ; H j+1 ):Γ and in particular (Π i ; H i ):Γ. Therefore by definition Π i ; H i ; e i ∈ WT ∞ , and so we conclude by rule (div) . e = if (e 0 ) e 1 else e 2 By rule (t-if) we get that Γ ⊢ e 0 : bool, Γ ⊢ e 1 : τ 1 and Γ ⊢ e 2 : τ 2 with τ = ∨(τ 1 , τ 2 ). We have two cases:
• if Π; H ; e 0 ⇒ v; Π ′ ; H ′ holds, then by Lemma A.10 H ′ ⊢ v:bool, that implies by rule (vbool-2) either v = true or v = false. Suppose v = true (the case v = false is symmetric). Now if Π ′ ; H ′ ; e 1 ⇒ r holds by rule (ift) we conclude Π; H ; e ⇒ r, and this contradicts the hypothesis of the lemma. If, on the other hand, there is no r s.t. Π ′ ; H ′ ; e 1 ⇒ r, then by Lemma A.10 (Π ′ ; H ′ ):Γ, hence by definition Π ′ ; H ′ ; e 1 ∈ WT ∞ , therefore we conclude by rule (ift).
• If there is no r s.t. Π; H ; e 0 ⇒ r then by definition Π; H ; e 0 ∈ WT ∞ , therefore we conclude by rule (div) . e = x = e ′ By rule (t-vas) we get that Γ ⊢ e ′ : τ , Γ(x) = τ ′ and τ ≤ τ ′ . We have two cases:
• if Π; H ; e ′ ⇒ v; Π ′ ; H ′ holds for some r = v; Π ′ ; H ′ , then by Lemma A.10 we get (Π ′ ; H ′ ):Γ that implies, by Def. 5.1, x ∈ dom(Π ′ ); therefore by rule (vas) we conclude that Π; H ; e ⇒ v; Π ′′ ; H ′ , and this contradicts the hypothesis of the lemma; • if there is no r s.t. Π; H ; e ′ ⇒ r, then by definition Π; H ; e ′ ∈ WT ∞ , thus we conclude by rule (div). e = e 1 .f = e 2 By rule (t-fas) we get Γ ⊢ e 1 : c, fields(c) = τ f n with f = f i , Γ ⊢ e 2 : τ and τ ≤ τ i . Set Π 0 = Π and H 0 = H , we have two cases:
• If for all i = 1, 2, Π i−1 ; H i−1 ; e i ⇒ v i ; Π i ; H i holds, then by Lemma A.10 we have H 1 ⊢ v 1 :c, that implies, by rule (v-obj) , that H 1 (v 1 ) = obj(c ′ , ρ) with c ′ ≤ c and by Lemma A.6 τ i f i appears in fields(c ′ ); therefore by rule (fas) we get Π; H ; e ⇒ v 2 ; Π 2 ; H 2 , and this contradicts the hypothesis of the lemma; • If exists i = 1, 2 s.t. there is no r i s.t. Π i−1 ; H i−1 ; e i ⇒ r i and for all j = 1..i − 1 we have Π j−1 ; H j−1 ; e j ⇒ r j , by Lemma A.10 we have that (Π i−1 ; H i−1 ):Γ. Therefore by definition Π i−1 ; H i−1 ; e i ∈ WT ∞ , hence we conclude by rule (div).
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