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Abstract
The existence of a lot of redundant information
in convolutional neural networks leads to the slow
deployment of its equipment on the edge. To
solve this issue, we proposed a novel deep learn-
ing model compression acceleration method based
on data distribution characteristics, namely Pruning
Filter via Gaussian Distribution Feature(PFGDF)
which was to found the smaller interval of the con-
volution layer of a certain layer to describe the
original on the grounds of distribution character-
istics . Compared with previous advanced meth-
ods, PFGDF compressed the model by filters with
insignificance in distribution regardless of the con-
tribution and sensitivity information of the convo-
lution filter. The pruning process of the model
was automated, and always ensured that the com-
pressed model could restore the performance of
original model. Notably, on CIFAR-10, PFGDF
compressed the convolution filter on VGG-16 by
66.62%, the parameter reducing more than 90%,
and FLOPs achieved 70.27%. On ResNet-32,
PFGDF reduced the convolution filter by 21.92%.
The parameter was reduced to 54.64%, and the
FLOPs exceeded 42%.
1 Introduction
In recent years, deep neural networks (DNN) have achieved
remarkable performance in various fields, such as image clas-
sification [Simonyan and Zisserman, 2014], and face recog-
nition [Sun et al., 2018], etc. These jobs rely on deep
networks with millions or even billions of parameters. The
availability of GPUs with extremely high computing power
plays a key role in their success. These breakthroughs are
closely related to the amount of existing training data and
more powerful computing resources. However, it is deployed
in many deep learning applications (e.g. advertisement rank-
ing, robots and self-driving cars). DNN models are con-
strained by latency, energy and model size budget. This is
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Figure 1: Illustration of iterative filter pruning procedure.
mainly because embedded devices or mobile devices can-
not reproduce high computing power resources due to their
size, space and other constraints. This makes their comput-
ing and storage resources very valuable. Fortunately, many
methods [Robles and Vanschoren, 2019; He et al., 2019;
He et al., 2017] have been successfully proposed to im-
prove the hardware deployment of neural networks through
the model compression. Under the premise of ensuring that
the performance of the model is not significantly reduced, the
model is compressed and accelerated by cutting the model’s
redundant parameter information or redundant structural in-
formation.
In this work, we proposed the Pruning Filter via Gaus-
sian Distribution Feature (PFGDF) method. This method fo-
cused on trimming the model’s convolution filter to reduce the
model’s parameter and FLOPs. Compared with unstructured
sparse pruning [Louizos et al., 2018; Zhu and Gupta, 2017;
Han et al., 2015a], this method didn’t introduce sparseness,
so it does not require any special acceleration libraries, such
as the BLAS library, nor did it require any special hard-
ware to achieve the final compression and acceleration of the
model [Han et al., 2016]. We find that the current advanced
model compression methods are more focused on the aspects
of smaller-norm-less-important [He et al., 2018b], sensitiv-
ity [Li et al., 2016], geometric distance [He et al., 2019],
but it lacks evaluation from the characteristic information of
the learned model itself. On the other hand, according to
the knowledge we have at present, some parameter‘s distri-
bution methods was adopted during the initialization stage
of the model, such as random initialization, Xavier initial-
ization [Glorot and Bengio, 2018], MSRA initialization [He
et al., 2018a], which can improve the speed of model train-
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ing convergence and the performance of the model network.
The converged model (like the initialization process) may
also meet certain convergence feature distribution informa-
tion. Based on this consideration, we had carried out re-
lated pruning and compression work. We proposed a model
compression algorithm based on the distribution features of
trained model, named Pruning Filter via Gaussian Distribu-
tion Feature (PFGDF). Different from the current methods,
the process was based on features, the pruning process was
automated without the need to manually set relevant compres-
sion hyper-parameter information. Specifically, our method
was a coupled pruning operation. The trained model was an-
alyzed layer-by-layer with distribution characteristics to en-
sure that the model could recover the performance of original
model as much as possible to cut out convolution filters that
was not significantly distributed on this layer. This meant that
the performance of the pruned model would not be lower than
that of the original model, and fine-tuning was not necessary.
The implementation process was shown in Figure 1.
Contributions. We had four contributions:
• A neural network model compression method based on
the Gaussian Distribution Feature was proposed to prune the
redundant convolution filter in the deep learning, retaining the
information that could better describe the model convolution
filter.
• The trained model parameter information met a certain
statistical distribution rule. During the training process, the
distribution of weight information was always adjusted. Af-
ter achieving fine inference performance at the end, the dis-
tribution of parameter information always obeyed a certain
statistical distribution.
• The method was automated and had no hyper-parameter
information that needed to be manually adjusted. The param-
eter were obtained by searching during the pruning process,
which did not need to be determined manually based on ex-
perience. Compared with other methods, the method was to
extract the statistical performance characteristics of the model
and performed the model compression, so that it was easier
to implement.
• After pruning the model, fine-tuning was not necessary.
Even without fine-tuning, the pruned model still had similar
reasoning performance. If the model was fine-tuned, the ac-
curacy of the final model might still improve.
2 Related work
Network Pruning. It is mainly used to solve the complexity
of the model, the cost of calculation of the model and to some
extent can reduce the over-fitting issue of the model. The
process of network pruning can be divided into three steps:
Train, Prune, and Fine-tuning.
Currently in the field of pruning, related methods can be
roughly divided into two categories: unstructured pruning
and structured pruning. [Hanson and Pratt, 1989; LeCun
et al., 1990; Hassibi and Stork, 1993; Han et al., 2015b;
Han et al., 2015a; Louizos et al., 2018]focus on pruning un-
structured pruning. [Han et al., 2015b] proposes to prune
network weights with small magnitude, and the technique is
further incorporated into the “Deep Compression” pipeline
(a) initialization (b) 16 epochs
(c) 32 epochs (d) 160 epochs
Figure 2: Illustrating the convolution filter f(i, j) ’s Gaussian distri-
bution during training. In CIFAR-10, the distribution of the second-
level convolution filter of VGG-16 during the training processes.
Blue: Gaussian distribution characteristics changing. Orange: Den-
sity changing.
( [Han et al., 2015a]) to obtain highly compressed mod-
els. [Louizos et al., 2018] proposes to encourage the model
to become more sparse in the training process by introduc-
ing L0 regular terms to the objective function and design-
ing the HARD CONCRETE DISTRIBUTION method dur-
ing model training. In contrast, structured pruning methods
prune [Li et al., 2016; He et al., 2019; He et al., 2018b;
Lin et al., 2019] at the level of channels or even layers. [Li et
al., 2016] uses the lasso regression method to guide the model
weight sparseness, tailor the sparse channel to achieve the
compression of the model, and transform the pruning com-
pression problem into an optimization problem. [He et al.,
2019] calculates the distance between a filter and the center
of the filter to determine whether the filter should be pruned.
The method is a norm-independent filter evaluation method
FPGM, which breaks the limitations of norm-based criterion.
Discusion. Compared with structured pruning, unstruc-
tured pruning compresses the model by changing the unim-
portant weight parameter of the model to zero and making
the model sparse.It does not directly compress and accelerate
the model so that it requires a special hardware/librarie [Han
et al., 2016].
3 Method
3.1 Preliminaries
Symbols and notations in this subsection were formally in-
troduced. Suppose a neural network had L layers. Ni and
Ni+1(1 ≤ i + 1 ≤ L) were represented as the ith layer in-
put and output channel information. Mi was expressed as
the total number of convolution filters in the ith layer. The
height and width of the input feature map at level Ni were
Figure 3: Illustration of hypothetical rationality. On CIFAR-10, all the convolutional layers of VGG-19 were checked for the rationality of
the Gaussian distribution on the QQ diagram. The points corresponding to Q−Q′ are approximately distributed near the straight line.
Algorithm 1 A algorithm for minimizing Eq. 8.
Input: Training set {(xi, yi)}
Parameter:auto-prune parameter α
Output: The compact model
1: Compute layers L
2: α← default
3: prune layer ← 0
4: while each layer index ∈ L do
5: for prune layer ∈ T do
6: Compute µ, σ
7: Gauss analysis
8: Find h(j) filters that satisfy 8
9: end for
10: Re-train
11: if pruned acc > original acc then
12: each layer index← +1
13: α← default
14: else
15: Adjust α
16: end if
17: end while
represented as hi/wi. The convolutional layer of this layer
converted the input feature map xi ∈ RNi∗hi∗wi into the out-
put feature map xi+1 ∈ RNi+1∗hi+1∗wi+1 . The 3D convolu-
tion filter acting on the Ni input channel was represented as
Fi,j ∈ RNi∗k∗k. Each convolution filter consisted of 2D con-
volution kernel K ∈ k ∗ k(e.g., 5 ∗ 5). The L1 norm of each
convolution filter was expressed as
f(i, j) = |Fi,j | (1)
The convolution filter of this layer could be expressed as
Fi = {f(i, j)} (2)
3.2 Analysis and Hypothesis
We found in the course of the experiment that the trained
baseline model, theL1 norm f(i, j) of any layer of the convo-
lution filter of Ni, met certain statistical characteristics in the
distribution. We made f(i, j) ∈ x, took Q(x) as a Gaussian
function, then we had
Q(x) =
1
σ
√
2 pi
e−
(x−µ)2
2σ2 , x ∼ N (µ, σ) (3)
Before and after training, the model showed the follow-
ing characteristics on the Gaussian distribution function, as
shown in Figure 2:
1.With the model training,Fi appeared sparsely distributed
at both ends of the Gaussian function.
2.Fi appeared to converge to a certain center of the Gaus-
sian distribution.
Based on such characteristics, we made the following as-
sumptions:
Hypothesis 1: Distribution Hypothesis. Fi of any con-
volutional layer of the model obeyed Gaussian distribution.
Hypothesis 2: Convergence Hypothesis. Based on hy-
pothesis 1, we thought that during training, Fi should con-
verge to a center of the Gaussian distribution, and the con-
volution filter that couldn’t converge to it might be redun-
dant. The information could be compressed, and the convo-
lution filterf(i, j) distributed near the center had better learn-
ing ability. During the retraining phase, the convolution filter
f(i, j) distributed in the center was re-learned. It could re-
learn the convolution filter that was considered redundant but
it was actually an effective convolution filter information.
Based on the above hypothesis theory, we thought that
there always existed an interval [a, b] containing important in-
formation in the convolution layer, and the convolution filter
f(i, j) outside this interval was the filter that could be pruned,
and the wrongly pruned convolution filter could be relearned
by the filter in the interval [a, b] during the re-training.
Rationality of the distribution hypothesis. We per-
formed a rough verification of the convolution filter distri-
bution of each layer. In the paper, we showd the rationality of
the convolutional layers of VGG-19 on the Gaussian distribu-
tion, as shown in Figure 3. We found that the convolution
filters of these layers were approximately distributed near a
straight line. A few convolution filters had large deviations
at both ends of the line. But in the overall data, they were
always distributed near the straight line. So we had reason to
believe that the assumptions were reasonable.
3.3 Convolution filter selection
Based on previous analysis, the convolutionFi of any layer of
the trained baseline model was derived from the distribution
Q(x). The distribution learned by the model at the i layer was
Qi(x), then Eq. 3 at this layer ment that the equivalent was:
Qi(x), h(j) ∈ x, x ∈ T (4)
T was the set of the information learned by the ith layer
convolution filter. Based on hypothesis theory, we imple-
mented the pruning of the model, which was to find a subset
x ∈ S, S ⊆ T = {t1, t2, · · · , tMi}. Then we did not need
any h(j) if h(j) /∈ S and these filters could be safely re-
moved without demaging the performance of the model. The
problem became the following optimization problem:
argmin {Qi(x), h(j) ∈ S} (5)
If h(j) was not close to a certain center of the gaussian dis-
tribution, it might be redundant. Therefore, the search for the
subset S was equivalent to deleting the redundant data on the
left and right ends of the distribution T , which was expressed
as:
S = T− Tleft − Tright
Tleft = {t1, t2, t3, . . . , tm}
Tright = {tp+1, tp+2, tp+3, . . . , tMi}
(6)
Here, T = S ∪ T1eft ∪ Tright , and S ∩ T1eft ∩ Tright = ∅.
It was not easy for us to find Tleft and Tright. We expressed
Eq. 6 equivalently as:
S = Tmiddlle
Tmiddlle = {tm+1, tm+2, tm+3, . . . , tp} (7)
According to the hypothesis, Tmiddlle was distributed near a
certain center of the gaussian distribution Qi(x). For further
simplification, we approximated that the center was gaussian
mean µ, so Tmiddlle belonged to the bilateral symmetrical in-
terval of µ. Therefore, Eq.5 was simplified to:
argmin {Qi(x), h(j) ∈ (µ− ασ, µ+ ασ)} (8)
It should be noted that the h(j) of each layer was distributed
in (µ− ασ, µ+ ασ) The numbers on both sides of the inter-
val were not symmetrical.
4 Experiment
Prune setting. In the filter pruning step, PFGDF firstly
loaded the baseline model completed in the training phase,
then performed statistical analysis of the data distribution
layer by layer, and deleted unimportant convolution filters
based on the results of the analysis. Different with other
methods [He et al., 2019; Li et al., 2016], the pruning pro-
cess was automatic with the default pruning parameters (from
α = 0.3) which was confirmed using a grid algorithm with-
out the need for human intervention. The greedy algorithm
strategy was adopted in the process of pruning, and ensuring
that the accuracy of the original model could be restore. It
was worth noting that the pruning process started from the
last layer of the most abstract convolutional layer of seman-
tic information and gradually operated towards the beginning
of the network. Each time the pruning completed the spec-
ified convolutional layer, we adopted the latest research re-
sults of [Frankle and Carbin, 2018] and [Liu et al., 2019]
that is to re-initialize the convolutional layer after pruning,
and the other convolutional layers that had not been pruned
would keep the original learned parameter, and then trained
the entire network. During the pruning process, if the pruning
granularity of the li−1 layer was so large that the performance
of the model of the li layer could not be recovered, PFGDF
would automatically adjust the granularity of the last pruning
operation in the li−1 layer and prune again.
4.1 Result on VGG
We performed experiments on CIFAR-10 and CIFAR-100.
Detail information as shown in the table 1. The baseline
of VGG-16 achieved the classification accuracy 93.25% on
CIFAR-10. Without fine-tuning, the accuracy of PFGDF
reached 93.48%, which was higher than the baseline accu-
racy. 90.81% parameter information was compressed, and
70.27% FLOPs was pruned. Compared with CIFAR-100,
the parameters and the compression of FLOPs on CIFAR-10
were larger. After the pruning, there was no loss of accuracy.
The reason was that PFGDF, in the process of pruning, should
ensure that the model can restore the performance similar to
the original model when pruning each layer. Therefore, fine-
tuning of the model after cutting was not necessary, and it
could be directly deployed to the corresponding environment.
Ours A was the performance of the model after pruning, and
ours B was a fine-tuning training from ours A. It could be
found that the effect of our B was almost better. Compared
to VGG-16, the cutting granularity of VGG-19 on FLOPs
was larger, reaching CIFAR-10 and CIFAR-100 to 72.80%
and 68.34% respectively. In convolution filter compression,
VGG-19 was only better than VGG-16 in CIFAR-100.
4.2 Result on ResNet
We also explored the effects of PFGDF on ResNet. We used
ResNet-20 and ResNet-32 as our baseline models. ResNet
on the CIFAR-10 dataset has a total of 3 different residual
blocks which are 32x32, 16x16, and 8x8 respectively. Each
residual block has the same number of convolution filters.
In experiment, in order to ensure the integrity of the model
structure that the residual block contains a lot of informa-
tion, PFGDF just pruned the first layer of each residual block
, and did not take any action on the first convolution layer.
As shown in Figure 2.On ResNet-20, the compression effect
was not particularly obvious. The compression of parameters
Dataset Model Result Accuracy Filters Pruned Parameters Pruned FLOPs Pruned
CIFAR-10
VGG-16
Base 93.25% 4224 - 1.50E+07 - 1.88E+09 -
ours A 93.48% 1410 66.62% 1.38E+06 90.81% 5.60E+08 70.27%
ours B 93.63% - - - - - -
VGG-19
Base 93.45% 5504 - 2.03E+07 - 2.39E+09 -
ours A 93.46% 1878 55.54% 2.00E+06 90.14% 6.51E+08 72.80%
ours B 93.73% - - - - - -
CIFAR-100
VGG-16
Base 72.83% 4224 1.50E+07 1.88E+09
ours A 72.97% 1535 62.38% 1.88E+06 87.52% 7.38E+08 59.82%
ours B 72.99% - - - - - -
VGG-19
Base 71.28% 5504 2.03E+07 2.39E+09
ours A 71.29 1535 72.11% 1.94E+06 90.49% 7.58E+08 68.34%
ours B 71.54% - - - - - -
Table 1: The accuracy and pruning effect of VGG-NET on CIFAR-10 and CIFAR-100. We calculated the filters, FLOPs and parameters of
PFGDF for VGG-NET. Ours A was the result without fine-tuning training, and Ours B was the result of fine-tuning from ous A.
Model Result Accuracy Filters Pruned Parameters Pruned FLOPs Pruned
ResNet-20
Base 91.79% 688 - 2.70E+05 - 2.45E+08 -
ours A 91.85% 634 7.85% 2.27E+05 16.00% 2.04E+08 16.62%
ours B 91.80% - - - - - -
ResNet-32
Base 91.97% 1136 - 2.70E+05 - 2.45E+08 -
ours A 91.99% 887 21.92% 1.22E+05 54.64% 1.41E+08 42.32%
ours B 92.01% - - - - - -
Table 2: The accuracy and pruning effect of ResNet in CIFAR-10. We calculated the filters, FLOPs and parameters for ResNet of different
depths. Ours A was the result of no fine-tuning training, and Ours B was fine-tuning result.
Dataset Model Method Top-1 Acc. #Param ↓ #FLOPs ↓
CIFAR-10
VGG-16
[Li et al., 2016] +0.15% 64.00% 34.20%
[Zhao et al., 2019] -0.07% 73.34% 39.10%
GAL-0.05 [Lin et al., 2019] +0.19% 77.60% 39.60%
GAL-0.1 [Lin et al., 2019] +0.54% 82.20% 45.20%
[Huang and Wang, 2018] +0.33% 66.70% 36.30%
[Huang and Wang, 2018] +0.94% 73.80% 41.60%
[Xu et al., 2018] +0.10% - 61.45%
[Liu et al., 2017] -0.14% 88.50% 51.00%
ours A +0.23% 90.81% 70.27%
ours B +0.38% 90.81% 70.27%
VGG-19
[Liu et al., 2017] -1.33% 80.07% 42.65%
[Wang et al., 2019] -0.19% 78.18% 37.13%
ours A +0.01% 90.14% 72.80%
ours B +0.28% 90.14% 72.80%
CIFAR-100 VGG-16
[Zhao et al., 2019] +0.07% 37.87% 18.05%
ours A +0.07% 87.52% 59.84%
ours B +0.16% 87.52% 59.84%
Table 3: Compare VGG network with other method on CIFAR
dataset.
and FLOPs was higher than 16%, while the convolution fil-
ter only compresses 7.85%. After compression, the accuracy
was better than the baseline. In contrast, PFGDF achieved
better compression on ResNet-32. The parameter of 54.64%
was pruned, and the FLOPs of 42.32% was compressed. In
brief, the PFGDF always guaranteed that the test accuracy of
the model was not lower than the original accuracy during
pruning, and a better achievement was achieved.
4.3 Comparison with Other Method
As shown in Table 3. We compared our experimental re-
sults with other advanced model compression methods. There
were some obvious advantages. The accuracy of PFGDF dur-
Model Method Top-1 Acc.#Param ↓#FLOPs ↓
ResNet-20
[Zhao et al., 2019] -0.35% 20.41% 16.47%
[He et al., 2018b] +0.04% - 15.20%
ours A +0.06% 16.00% 16.62%
ours B +0.01% - -
ResNet-32
[He et al., 2018b] +0.590% - 14.90%
ours A +0.02% 54.64% 42.32%
ours B +0.04% - -
Table 4: Compare ResNet network with other method on CIFAR
dataset.
ing pruning always stayed above the baseline. This meant
that there was no loss in performance of the pruned model.
After fine-tuning, the accuracy of the model might still be
further improved. The search process for compressed hyper-
parameter did not need to be determined by human experi-
ence, and it was simpler to implement by using a grid search
method to determine by a program. [Zhao et al., 2019] used
the Variational CNN Pruning method to trim redundant chan-
nels through the significant characteristics of the BN layer
distribution, which was similar to our method. The difference
was that the method in the paper was based on the distribu-
tion characteristics of filters itself. For VGG-16 on CIFAR-
10, the amount of parameters was reduced by 73.34% and
by 39.1% FLOP with Variational CNN Pruning, but the re-
sults of PFGDF were much better. 88.50% parameter and
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Figure 5: Accuracy recouvery curves of the compression. We re-
vealed the details of the accuracy recovery of the model during the
pruning compression of VGG-19 on CIFAR-10.
51.00% FLOPs were compressed by [Liu et al., 2017]. In
contrast, the compression of parameter had reached a conse-
quence similar to PFGDF, but the effect of compression of
FLOPs was lower than PFGDF approximately 20% and its
accuracy had dropped by 0.14%. On CIFAR-100, compres-
sion results of PFGDF on VGG-16 were also very significant
compared with other methods.
The performance of ResNet on CIFAR-10 was shown in Ta-
ble 4. . Similarly, PFGDF on ResNet was better than the
method of [Zhao et al., 2019]. There was no loss of accu-
racy after pruning but in the fine-tuning stage, the accuracy
improved slightly by 0.01% on ResNet-20, which was still
better than [Zhao et al., 2019] and [He et al., 2018b]. The
compression effect of ResNet-32 was very significant, and
the amount of parameters and FLOPs exceeded 40%. These
results indicated that PFGDF had significant compression ac-
celeration for parameters and FLOPs.
4.4 Pruning Analysis
As shown in Figure 4. We showed detailed information
about the pruning of VGG-19 on the CIFAR-10 dataset. We
counted the PFGDF’s convolution filter information in 16’s
layers. The trimming occurance was mainly concentrated in
the back end of the network. We guessed that part of the rea-
son was that the number of convolution filters on the back
of the network were much more than on the front of the net-
work when the network was designed. PFGDF compressed
results showed that these designs has a lot of redundant se-
mantic information. With the network deepening, the num-
ber of convolution filters at each layer showed an increasing
trend. The number retained was more than the number of
front-end networks. This meant that more abstract semantic
information was extracted with the deepening of the network,
which was very important for image recognition. We revealed
the accuracy recovery details for each layer during the com-
pression. As shown in Figure 4. On CIFAR-10, the accuracy
curves was showed for VGG-19 when appropriate compres-
sion hyper-parameters were found in each layer. The diagram
showed that the convolutional layers at 3, 6, 10 were rela-
tively slow in the early stage of recovery but the others layers
after compression were very fast. This showed that the small
degree of front-end network compression did not speed up the
accuracy recovery of the model, and there was no relationship
between them. After compression of almost all convolutional
layers, the accuracy of the model recovered more than 90% at
80 epochs and was close to the original model performance.
Meanwhile, the process of restoration could be ended before
the preset 160 epochs, and then the pruning operation of the
next layer was entered. This also indicated that the struc-
tural information retained by PFGDF had better model perfor-
mance recovery capabilities. These experiments proved that
PFGDF could effectively prune a lot of invalid information
in the model and saved the others with better characteriza-
tion capabilities, which could efficiently restored the original
performance of the model. Futher more, some of parameters
and activations in deep model are invalid and cumbersome in
deep model.
5 Conclusion
We proposed a pruning filter method via gaussian distribution
feature(PFGDF) for removing invalid and cumbersome filters
in convolutional neural networks. We extracted the distribu-
tion features of the trained model and analyzed the changes in
the convolution filter during the Gaussian distribution. Based
on the changing characteristics, we put forward the hypoth-
esis and check the rationality. PFGDF was an automatic it-
erative pruning method. During the pruning, it was always
guaranteed that the compressed model had no performance
loss. A grid search algorithm was adopted in the compres-
sion for hyper-parameter without human intervention. This
also meant that fine-tuning after compression was not neces-
sary for PFGDF. If the compressed model was fine-tuned, the
performance might still continue to improve. The extensive
experiments demonstrated the effectiveness of PFGDF. In fu-
ture research apart from pruning, we thought that the distri-
bution characteristics of the model could be used to explain
the reason for the effective initialization of the model, and to
find a better initialization method to speed up the training of
the model and the phenomenon was expected to be used in
the model’s interpretability.
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