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Abstract
The aim of this paper is to obtain the existence of solution for the
fractional p-Laplacian Dirichlet problem with mixed derivatives
tD
α
T
(
|0D
α
t u(t))|
p−2
0D
α
t u(t)
)
= f(t, u(t)), t ∈ [0, T ],
u(0) = u(T ) = 0,
where 1p < α < 1, 1 < p <∞ and f : [0, T ]×R→ R is a Carathe´odory
function wich satisfies some growth conditions. We obtain the exis-
tence of nontrivial solution by using the Mountain Pass Theorem.
Key words: Fractional calculus, mixed fractional derivatives, bound-
ary value problem, p-Laplacian operator, mountain pass thoerem
MSC
1 Introduction
Recently, a great attention has been focused on the study of boundary value
problems (BVP) for fractional differential equations. They appear in math-
ematical models in different branches in Science as physics, chemistry, biol-
ogy, geology, as well as, control theory, signal theory, nanoscience and so on
[2, 9, 14, 16, 17, 24] and references therein.
Physical models containing left and right fractional differential operators
have recently renewed attention from scientists which is mainly due to ap-
plications as models for physical phenomena exhibiting anomalous diffusion.
Specifically, the models involving a fractional differential oscillator equation,
which contains a composition of left and right fractional derivatives, are pro-
posed for the description of the processes of emptying the silo [10] and the
heat flow through a bulkhead filled with granular material [19], respectively.
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Their studies show that the proposed models based on fractional calculus are
efficient and describe well the processes.
The existence and multiplicity of solutions for BVP for nonlinear frac-
tional differential equations is extensively studied using various tools of non-
linear analysis as fixed point theorems, degree theory and the method of
upper and lower solutions [3, 4]. Very recently, it should be noted that crit-
ical point theory and variational methods have also turned out to be very
effective tools in determining the existence of solutions of BVP for fractional
differential equations. The idea behind them is trying to find solutions of
a given boundary value problem by looking for critical points of a suitable
energy functional defined on an appropriate function space. In the last 30
years, the critical point theory has become a wonderful tool in studying the
existence of solutions to differential equations with variational structures, we
refer the reader to the books due to Mawhin and Willem [11], Rabinowitz
[15], Schechter [18] and papers [6, 7, 8, 20, 21, 22, 23, 24].
The p-Laplacian operator was considered in several recent works. It arises
in the modelling of different physical and natural phenomena; non-Newtonian
mechanics, nonlinear elasticity and glaciology, combustion theory, population
biology, nonlinear flow laws, system of Monge-Kantorovich partial differen-
tial equations. There exists a very large number of papers devoted to the
existence of solutions of the p-Laplacian operator in which the authors used
bifurcation, variational methods, sub-super solutions, degree theory, in order
to prove the existence of solutions of this nonlinear operator, for detail see
[5].
Motivated by these previous works, we consider the solvability of the
Dirichlet problem with mixed fractional derivatives
tD
α
T (|0D
α
t u(t))|
p−2
0D
α
t u(t)) = f(t, u(t)), t ∈ [0, T ],
u(0) = u(T ) = 0, (1.1)
where 1 < p < ∞, 1
p
< α < 1 and we assume that f : [0, T ] × R → R is a
Carathe´odory function satisfying:
f1 There exists C > 0 and 1 < q <∞, such that
|f(t, ξ)| ≤ C(1 + |ξ|q−1) such that for a.e. t ∈ [0, T ], ξ ∈ R
f2 There exists µ > p and r > 0 such that for a.e. t ∈ [0, T ] and r ∈ R,
|ξ| ≥ r
0 < µF (t, ξ) ≤ ξf(t, ξ),
where F (t, ξ) =
∫ ξ
0
f(t, σ)dσ.
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f3 limξ→0
f(t,ξ)
|ξ|p−1
= 0 uniformly for a.e. t ∈ [0, T ].
We say that u ∈ Eα,p0 is a weak solution of problem (1.1), if∫ T
0
|0D
α
t u(t)|
p−2
0D
α
t u(t)0D
α
t ϕ(t)dt =
∫ T
0
f(t, u(t))ϕ(t)dt,
for any ϕ ∈ Eα,p0 , where space E
α,p
0 will be introduced in Section § 2.
Let I : Eα,p0 → R the functional associated to (1.1), defined by
I(u) =
1
p
∫ T
0
|0D
α
t u(t)|
pdt−
∫
R
F (t, u(t))dt (1.2)
under our assumption I ∈ C1 and we have
I ′(u)v =
∫ T
0
|0D
α
t u(t)|
p−2
0D
α
t u(t)0D
α
t v(t)dt−
∫ T
0
f(t, u(t))v(t)dt. (1.3)
Moreover critical points of I are weak solutions of problem (1.1).
Using the Mountain pass Theorem, we get our main result.
Theorem 1.1. Suppose that f satisfies (f1) − (f3). If p < q < ∞ then the
problem (1.1) has a nontrivial weak solution in Eα,p0 .
The rest of the paper is organized as follows: In Section §2 we present
preliminaries on fractional calculus and we introduce the functional setting
of the problem. In Section §3 we prove Theorem 1.1.
2 Fractional Calculus
In this section we introduce some basic definitions of fractional calculus which
are used further in this paper. For the proof see [9, 14, 17].
Let u be a function defined on [a, b]. The left (right ) Riemann-Liouville
fractional integral of order α > 0 for function u is defined by
aI
α
t u(t) =
1
Γ(α)
∫ t
a
(t− s)α−1u(s)ds, t ∈ [a, b],
tI
α
b u(t) =
1
Γ(α)
∫ b
t
(s− t)α−1u(s)ds, t ∈ [a, b],
provided in both cases that the right-hand side is pointwise defined on [a, b].
The left and right Riemann - Liouville fractional derivatives of order α > 0
for function u denoted by aD
α
t u(t) and tD
α
b u(t), respectively, are defined by
aD
α
t u(t) =
dn
dtn a
In−αt u(t),
tD
α
b u(t) = (−1)
n dn
dtn t
In−αb u(t),
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where t ∈ [a, b], n− 1 ≤ α < n and n ∈ N.
The left and right Caputo fractional derivatives are defined via the above
Riemann-Liouville fractional derivatives [9]. In particular, they are defined
for the function belonging to the space of absolutely continuous function,
namely, If α ∈ (n − 1, n) and u ∈ ACn[a, b], then the left and right Caputo
fractional derivative of order α for function u denoted by caD
α
t u(t) and
c
tD
α
b u(t)
respectively, are defined by
c
aD
α
t u(t) = aI
n−α
t u
(n)(t) =
1
Γ(n− α)
∫ t
a
(t− s)n−α−1un(s)ds,
c
tD
α
b u(t) = (−1)
n
tI
n−α
b u
(n)(t) =
(−1)n
Γ(n− α)
∫ b
t
(s− t)n−α−1u(n)(s)ds.
The Riemann-Liouville fractional derivative and the Caputo fractional
derivative are connected with each other by the following relations
Theorem 2.1. Let n ∈ N and n − 1 < α < n. If u is a function defined
on [a, b] for which the Caputo fractional derivatives caD
α
t u(t) and
c
tD
α
b u(t)
of order α exists together with the Riemann-Liouville fractional derivatives
aD
α
t u(t) and tD
α
b u(t), then
c
aD
α
t u(t) = aD
α
t u(t)−
n−1∑
k=0
u(k)(a)
Γ(k − α+ 1)
(t− a)k−α, t ∈ [a, b],
c
tD
α
b u(t) = tD
α
b u(t)−
n−1∑
k=0
u(k)(b)
Γ(k − α+ 1)
(b− t)k−α, t ∈ [a, b].
In particular, when 0 < α < 1, we have
c
aD
α
t u(t) = aD
α
t u(t)−
u(a)
Γ(1− α)
(t− a)−α, t ∈ [a, b] (2.1)
and
c
tD
α
b u(t) = tD
α
b u(t)−
u(b)
Γ(1− α)
(b− t)−α, t ∈ [a, b]. (2.2)
Now we consider some properties of the Riemann-Liouville fractional in-
tegral and derivative operators.
(1)
aI
α
t (aI
β
t u(t)) = aI
α+β
t u(t) and
tI
α
b (tI
β
b u(t)) = tI
α+β
b u(t) ∀α, β > 0,
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(2) Left inverse. Let u ∈ L1[a, b] and α > 0,
aD
α
t (aI
α
t u(t)) = u(t), a.e. t ∈ [a, b] and
tD
α
b (tI
α
b u(t)) = u(t), a.e. t ∈ [a, b].
(3) For n − 1 ≤ α < n, if the left and right Riemann-Liouville fractional
derivatives aD
α
t u(t) and tD
α
b u(t), of the function u are integral on [a, b],
then
aI
α
t (aD
α
t u(t)) = u(t)−
n∑
k=
[aI
k−α
t u(t)]t=a
(t− a)α−k
Γ(α− k + 1)
,
tI
α
b (tD
α
b u(t)) = u(t)−
n∑
k=1
[tI
k−α
n u(t)]t=b
(−1)n−k(b− t)α−k
Γ(α− k + 1)
,
for t ∈ [a, b].
(4) Integration by parts∫ b
a
[aI
α
t u(t)]v(t)dt =
∫ b
a
u(t)tI
α
b v(t)dt, α > 0, (2.3)
provided that u ∈ Lp[a, b], v ∈ Lq[a, b] and
p ≥ 1, q ≥ 1 and
1
p
+
1
q
< 1+α or p 6= 1, q 6= 1 and
1
p
+
1
q
= 1+α.
∫ b
a
[aD
α
t u(t)]v(t)dt =
∫ b
a
u(t)tD
α
b v(t)dt, 0 < α ≤ 1, (2.4)
provided the boundary conditions
u(a) = u(b) = 0, u′ ∈ L∞[a, b], v ∈ L1[a, b] or
v(a) = v(b) = 0, v′ ∈ L∞[a, b], u ∈ L1[a, b],
are fulfilled.
2.1 Fractional Derivative Space
In order to establish a variational structure for BVP (1.1), it is necessary to
construct appropriate function spaces. For this setting we take some results
from [7, 8, 24].
Let us recall that for any fixed t ∈ [0, T ] and 1 ≤ p <∞,
‖u‖Lp[0,t] =
(∫ t
0
|u(s)|pds
)1/p
, ‖u‖Lp =
(∫ T
0
|u(s)|pds
)1/p
and ‖u‖∞ = max
t∈[0,T ]
|u(t)|.
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Definition 2.1. Let 0 < α ≤ 1 and 1 < p < ∞. The fractional derivative
spaces Eα,p0 is defined by
Eα,p0 = {u ∈ L
p[0, T ]/ 0D
α
t u ∈ L
p[0, T ] and u(0) = u(T ) = 0}
= C∞0 [0, T ]
‖.‖α,p
.
where ‖.‖α,p is defined by
‖u‖pα,p =
∫ T
0
|u(t)|pdt+
∫ T
0
|0D
α
t u(t)|
pdt. (2.5)
Remark 2.1. For any u ∈ Eα,p0 , nothing the fact that u(0) = 0, we have
c
0D
α
t u(t) = 0D
α
t u(t), t ∈ [0, T ] according to (2.1).
Proposition 2.1. [7] Let 0 < α ≤ 1 and 1 < p < ∞. The fractional
derivative space Eα,p0 is a reflexive and separable Banach space.
We recall some properties of the fractional space Eα,p0 .
Lemma 2.1. [7] Let 0 < α ≤ 1 and 1 ≤ p < ∞. For any u ∈ Lp[0, T ] we
have
‖0I
α
ξ u‖Lp[0,t] ≤
tα
Γ(α + 1)
‖u‖Lp[0,t], for ξ ∈ [0, t], t ∈ [0, T ]. (2.6)
Proposition 2.2. [8] Let 0 < α ≤ 1 and 1 < p < ∞. For all u ∈ Eα,p0 , we
have
‖u‖Lp ≤
T α
Γ(α+ 1)
‖0D
α
t u‖Lp. (2.7)
If α > 1/p and 1
p
+ 1
q
= 1, then
‖u‖∞ ≤
T α−1/p
Γ(α)((α− 1)q + 1)1/q
‖0D
α
t u‖Lp. (2.8)
Remark 2.2. Let 1/p < α ≤ 1, if u ∈ Eα,p0 , then u ∈ L
q[0, T ] for q ∈
[p,+∞]. In fact
∫ T
0
|u(t)|qdt =
∫ T
0
|u(t)|q−p|u(t)|pdt
≤ ‖u‖q−p∞ ‖u‖
p
Lp.
In particular the embedding Eα,p0 →֒ L
q[0, T ] is continuos for all q ∈ [p,+∞].
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According to (2.7), we can consider in Eα,p0 the following norm
‖u‖α,p = ‖0D
α
t u‖Lp, (2.9)
and (2.9) is equivalent to (2.5).
Proposition 2.3. [8] Let 0 < α ≤ 1 and 1 < p < ∞. Assume that α > 1
p
and {uk}⇀ u in E
α,p
0 . Then uk → u in C[0, T ], i.e.
‖uk − u‖∞ → 0, k →∞.
Now, we are going to prove that Eα,p0 is uniformly convex, for this fact
we consider the following tools (see [1] for more details).
(1) Reverse Ho¨lder Inequality: Let 0 < p < 1, so that p′ = p
p−1
< 0. If
u ∈ Lp(Ω) and
0 <
∫
Ω
|g(x)|p
′
dx <∞,
then ∫
Ω
|f(x)g(x)|dx ≥
(∫
Ω
|f(x)|pdx
)1/p(∫
Ω
|g(x)|p
′
)1/p′
. (2.10)
(2) Reverse Minkowski inequality: Let 0 < p < 1. If u, v ∈ Lp(Ω), the
‖|u|+ |v|‖Lp ≥ ‖u‖p + ‖v‖p (2.11)
(3) Let z, w ∈ C. If 1 < p ≤ 2 and p′ = p
p−1
, then
∣∣∣∣z + w2
∣∣∣∣
p′
+
∣∣∣∣z − w2
∣∣∣∣
p′
≤
(
1
2
|z|p +
1
2
|w|p
)1/(p−1)
. (2.12)
If 2 ≤ p <∞, then∣∣∣∣z + w2
∣∣∣∣
p
+
∣∣∣∣z − w2
∣∣∣∣
p
≤
1
2
|z|p +
1
2
|w|p (2.13)
Lemma 2.2. (Eα,p0 , ‖.‖α,p) is uniformly convex.
Proof. Let u, v ∈ Eα,p0 satisfy ‖u‖α,p = ‖v‖α,p = 1 and ‖u− v‖α,p ≥ ǫ, where
ǫ ∈ (0, 2).
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Case p ≥ 2. By (2.13), we have∥∥∥∥u+ v2
∥∥∥∥
p
α,p
+
∥∥∥∥u− v2
∥∥∥∥
p
α,p
=
∫ T
0
∣∣∣∣0Dαt u(t) + 0Dαt v(t)2
∣∣∣∣
p
dt+
∫ T
0
∣∣∣∣0Dαt u(t)− 0Dαt v(t)2
∣∣∣∣
p
dt
≤
1
2
∫ t
0
|0D
α
t u(t)|
pdt+
1
2
∫ T
0
|0D
α
t v(t)|
pdt
=
1
2
‖u‖pα,p +
1
2
‖v‖pα,p = 1. (2.14)
It follows from (2.14) that ∥∥∥∥u+ v2
∥∥∥∥
p
α,p
≤ 1−
ǫp
2p
.
Taking δ = δ(ǫ) such that 1− (ǫ/2)2 = (1− δ)p, we obtain that∥∥∥∥u+ v2
∥∥∥∥
α,p
≤ (1− δ).
Case 1 < p < 2. First, note that
‖u‖p
′
α,p =
(∫ T
0
(
|0D
α
t u(t)|
p′
)p−1
dt
) 1
p−1
,
where p′ = p
p−1
. Using the reverse Minkowski inequality (2.11) and the
inequality (2.12), we get
∥∥∥∥u+ v2
∥∥∥∥
p′
α,p
+
∥∥∥∥u− v2
∥∥∥∥
p′
α,p
=

∫ T
0
(∣∣∣∣0Dαt u(t) + 0Dαt v(t)2
∣∣∣∣
p′
)p−1
dt


1
p−1
+

∫ T
0
(∣∣∣∣0Dαt u(t)− 0Dαt v(t)2
∣∣∣∣
p′
)p−1
dt


1
p−1
≤

∫ T
0
(∣∣∣∣0Dαt u(t) + 0Dαt v(t)2
∣∣∣∣
p′
+
∣∣∣∣0Dαt u(t)− 0Dαt v(t)2
∣∣∣∣
p′
)p−1
dt


1
p−1
≤
[∫ T
0
(
|0D
α
t u(t)|
p
2
+
|0D
α
t v(t)|
p
2
)
dt
]p′−1
=
(
1
2
‖u‖pα,p +
1
2
‖v‖pα,p
)p′−1
= 1. (2.15)
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By (2.15), we have ∥∥∥∥u+ v2
∥∥∥∥
p′
α,p
≤ 1−
ǫp
′
2p′
.
Taking δ = δ(ǫ) such that 1− (ǫ/2)p
′
= (1− δ)p
′
, we get the desired claim. 
3 Proof of Theorem 1.1
Through this section we consider: p < q and 1
p
< α ≤ 1. For u ∈ Eα,p0 we
define
J(u) =
1
p
∫ T
0
|0D
α
t u(t)|
pdt, H(u) =
∫ T
0
F (t, u(t))dt,
and
I(u) = J(u)−H(u).
Obviously, the energy functional I : Eα,p0 → R associated with problem (1.1)
is well defined.
Lemma 3.1. If f satisfies assumption (f1), then the functionalH ∈ C
1(Eα,p0 ,R)
and
〈H ′(u), v〉 =
∫ T
0
f(t, u(t))v(t)dt for all u, v ∈ Eα,p0 .
Proof.
(i) H is Gaˆteaux-differentiable in Eα,p0 .
Let u, v ∈ Eα,p0 . For each t ∈ [0, T ] and 0 < |σ| < 1, by the mean value
theorem, there exists 0 < δ < 1,
1
σ
(F (t, u+ σv)− F (t, u)) =
1
σ
∫ u+σv
0
f(t, s)ds−
1
σ
∫ u
0
f(t, s)ds
=
1
σ
∫ u+σv
u
f(t, s)ds = f(t, u+ δσv)v.
By (f1) and Young’s inequality, we get
|f(t, u+ δσv)v| ≤ C(|v|+ |u+ δσv|q−1|v|)
≤ C(2|v|q + |u+ δσv|q + 1)
≤ a2q(|v|q + |u|q + 1).
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Since q > 1, by (2.7) we have u, v ∈ Lq[0, T ]. Moreover, the Lebesgue
Dominated Convergence Theorem implies
lim
σ→0
1
σ
(H(u+ σv)−H(u)) = lim
σ→0
∫ T
0
f(t, u+ δσv)vdt
=
∫ T
0
lim
σ→0
f(t, u+ δσv)vdt =
∫ T
0
f(t, u)vdt.
(ii) Continuity of Gaˆteaux-derivative.
Let {un}, u ∈ E
α,p
0 such that un → u strongly in E
α,p
0 as n → ∞.
Without loss of generality, we assume that un(t) → u(t) a.e. in [0, T ].
By (f1), for any I ⊂ [0, T ],∫
I
|f(t, un)|
q′dt ≤ Cq
′
∫
I
(1 + |un|
q−1)q
′
dt
≤ Cq
′
2q
′
∫
I
(1 + |un|
q)dt
≤ C[µ(I) + ‖un‖
q
∞µ(I)], (3.1)
where µ denotes the Lebesgue measure of I. It follows from (3.1) that
the sequence {|f(t, un) − f(t, u)|
q′} is uniformly bounded and equi-
integrable in L1[0, T ]. The Vitali Convergence Theorem implies
lim
n→∞
∫ T
0
|f(t, un)− f(t, u)|
q′dt = 0.
Thus, by Ho¨lder inequality and Remark 2.2, we obtain
‖H ′(un)−H(u)‖(Eα,p0 )∗ = sup
v∈Eα,p0 ,‖v‖α,p=1
∣∣∣∣
∫ T
0
(f(t, un)− f(t, u))vdt
∣∣∣∣
≤ ‖f(t, un)− f(t, u)‖Lq′‖v‖Lq
≤ K‖f(t, un)− f(t, u)‖Lq′
→ 0,
as n→∞. Hence, we complete the proof of Lemma. 
Lemma 3.2. The functional J ∈ C1(Eα,p0 ,R) and
〈J ′(u), v〉 =
∫ T
0
|0D
α
t u(t)|
p−2
0D
α
t u(t)0D
α
t v(t)dt,
for all u, v ∈ Eα,p0 . Moreover, for each u ∈ E
α,p
0 , J
′(u) ∈ (Eα,p0 )
∗, where
(Eα,p0 )
∗ denotes the dual of Eα,p0 .
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Proof.
First, it is easy to see that
〈J ′(u), v〉 =
∫ T
0
|0D
α
t u(t)|
p−2
0D
α
t u(t)0D
α
t v(t)dt, (3.2)
for all u, v ∈ Eα,p0 . It follows from (3.2) that for each u ∈ E
α,p
0 , J
′(u) ∈
(Eα,p0 )
∗.
Next, we prove that J ∈ C1(Eα,p0 ,R). For the proof we need the following
inequalities, (see [5])
(i) If p ∈ [2,∞) then it holds∣∣|z|p−2z − |y|p−2y∣∣ ≤ β|z − y|(|z|+ |y|)p−2 for all y, z ∈ R, (3.3)
with β independent of y and z;
(ii) If p ∈ (1, 2] then it holds:∣∣|z|p−2z − |y|p−2y∣∣ ≤ β|z − y|p−1 for all y, z ∈ R, (3.4)
with β independent of y and z.
We define g : Eα,p0 → L
p′[0, T ] by
g(u) = |0D
α
t u|
p−2
0D
α
t u,
for u ∈ Eα,p0 . Let us prove that g is continuous.
Case p ∈ (2,∞). For u, v ∈ Eα,p0 , by (3.3) and Ho¨lder inequality we have:∫ T
0
|g(u)− g(v)|p
′
dt =
∫ T
0
∣∣|0Dαt u|p−20Dαt u− |0Dαt v|p−20Dαt v∣∣ dt
≤ β
∫ T
0
|0D
α
t u− 0D
α
t v|
p′ (|0D
α
t u|+ |0D
α
t v|)
p′(p−2) dt
≤ β
(∫ T
0
|0D
α
t u− 0D
α
t v|
pdt
)p′/p(∫ T
0
[|0D
α
t u|+ |0D
α
t v|]
p dt
) p′(p−2)
p
= β‖0D
α
t u− 0D
α
t v‖
p′
Lp‖|0D
α
t u|+ |0D
α
t v|‖
p′(p−2)
Lp
≤ C‖u− v‖p
′
α,p (‖u‖α,p + ‖v‖α,p)
p′(p−2) (3.5)
with C constant independent of u and v.
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Case p ∈ (1, 2]. For u, v ∈ Eα,p0 , by (3.4) it follows∫ T
0
|g(u)− g(v)|p
′
dt =
∫ T
0
∣∣|0Dαt u|p−20Dαt u− |0Dαt v|p−20Dαt v∣∣p′ dt
≤ β
∫ T
0
|0D
α
t u− 0D
α
t v|
p′(p−1)dt
≤ C1‖u− v‖
p−1
α,p (3.6)
with C1 constant independent of u and v. From (3.5) and (3.6) the continuity
of g is obvious.
On the other hand, we claim that
‖J ′(u)− J ′(v)‖(Eα,p0 )∗ ≤ K‖g(u)− g(v)‖Lp′ (3.7)
with K > 0 constant independent of u, v ∈ Eα,p0 . Indeed, by the Ho¨lder
inequality we have:
|〈J ′(u)− J ′(v), ϕ〉| ≤
∫ T
0
|g(u)− g(v)||0D
α
t ϕ|dt
≤
(∫ T
0
|g(u)− g(v)|p
′
) 1
p′
(∫ T
0
|0D
α
t ϕ|
pdt
) 1
p
≤ K‖g(u)− g(v)‖Lp′‖ϕ‖α,p
for u, v, ϕ ∈ Eα,p0 , proving (3.7).
Now, by the continuity of g and (3.7), the conclusion of the Lemma follows
in a standard way. 
Combining Lemma 3.1 and Lemma 3.2, we get that I ∈ C1(Eα,p0 ,R) and
〈I ′(u), v〉 =
∫ T
0
|0D
α
t u|
p−2
0D
α
t u0D
α
t vdt−
∫ T
0
f(t, u)vdt,
for all u, v ∈ Eα,p0 .
Lemma 3.3. Suppose that f satisfies (f1) − (f3). Then there exist ρ > 0
and β > 0 such that
I(u) ≥ α > 0,
for any u ∈ Eα,p0 with ‖u‖α,p = ρ.
Proof. By assumptions (f1) and (f3), for any ǫ > 0, there exists Cǫ > 0 such
that for any ξ ∈ R and a.e. t ∈ [0, T ], we have
|f(t, ξ)| ≤ pǫ|ξ|p−1 + qCǫ|ξ|
q−1. (3.8)
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It follows from (3.8) that
|F (t, ξ)| ≤ ǫ|ξ|p + Cǫ|ξ|
q. (3.9)
Let u ∈ Eα,p0 . By (3.9), Proposition 2.2 and Remark 2.2, we obtain
I(u) =
1
p
∫ T
0
|0D
α
t u(t)|
pdt−
∫ T
0
F (t, u(t))dt
≥
1
p
∫ T
0
|0D
α
t u(t)|
pdt− ǫ
∫ T
0
|u(t)|pdt− Cǫ
∫ T
0
|u(t)|qdt
≥
1
p
‖u‖pα,p −
ǫT α
Γ(α+ 1)
‖u‖pα,p + CǫK‖u‖
q
α,p (3.10)
where
K =
T αq+1−
q
p
(Γ(α)[(α− 1)q + 1]1/q)q−pΓ(α+ 1)p
.
Choosing ǫ = Γ(α+1)
2pTα
, by (3.10), we have
I(u) ≥
1
2p
‖u‖pα,p − C‖u‖
q
α,p ≥ ‖u‖
p
α,p
(
1
2p
− C‖u‖q−pα,p
)
,
where C is a constant only depending on α, p, T . Now, let ‖u‖α,p = ρ > 0.
Since q > p, we can choose ρ sufficiently small such that
1
2p
− Cρq−p > 0,
so that
I(u) ≥ ρp
(
1
2p
− Cρq−p
)
=: β > 0.
Thus, the Lemma is proved. 
Lemma 3.4. Suppose that f satisfies (f1) − (f3). Then there exists e ∈
C∞0 [0, T ] such that ‖e‖α,p ≥ ρ and I(e) < β, where ρ and β are given in
Lemma 3.3.
Proof. From assumption (f2) it follows that
F (t, ξ) ≥ r−µmin{F (t, r), F (t,−r)}|ξ|µ (3.11)
for all |ξ| > r and a.e. t ∈ [0, T ]. Thus, by (3.11) and F (t, ξ) ≤ max|ξ|≤r F (t, ξ)
for all |ξ| ≤ r, we obtain
F (t, ξ) ≥ r−µmin{F (t, r), F (t,−r)}|ξ|µ−max
|ξ|≤r
F (t, ξ)−min{F (t, r), F (t,−r)},
(3.12)
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for any ξ ∈ R and a.e. t ∈ [0, T ]. Since C∞0 [0, T ] ⊂ E
α,p
0 , we can fix
u0 ∈ C
∞
0 [0, T ] such that ‖u0‖α,p = 1. Now, let σ ≥ 1, by (3.12), we have
I(σu0) =
σp
p
‖u0‖
p
α,p −
∫ T
0
F (t, σu0(t))dt
≤
σp
p
− r−µσµ
∫ T
0
min{F (t, r), F (t,−r)}|u0(t)|
µdt
+
∫ T
0
max
|ξ|≤r
F (t, ξ) + min{F (t, r), F (t,−r)}dt.
From assumption (f1) and (f2), we get that 0 < F (t, ξ) ≤ C(|r| + |r|
q) for
|ξ| ≤ r a.e.t ∈ [0, T ]. Thus,
0 < min{F (t, r), F (t,−r)} < C(|r|+ |r|q) a.e. t ∈ [0, T ].
Since µ > p, passing to the limit as t → ∞, we obtain that I(tu0) → −∞.
Thus, the assertion follows by taking e = Tu0 with T sufficiently large. 
Lemma 3.5. Suppose that f satisfies (f1) − (f3). Then the functional I
satisfies (PS) condition.
Proof. For any sequence {un} ⊂ E
α,p
0 such that I(un) is bounded and
I ′(un)→ 0 as n→∞, there exists M > 0 such that
|〈I ′(un), un〉| ≤M‖un‖α,p and |I(un)| ≤ M.
For each n ∈ N, we denote
Ωn = {t ∈ [0, T ]| |un(t)| ≥ r}, Ω
′
n = [0, T ] \ Ωn.
We have
1
p
‖un‖
p
α,p −
(∫
Ωn
F (t, un) +
∫
Ω′
n
F (t, un)
)
≤M. (3.13)
We proceed with obtaining estimations independent of n for the integrals in
(3.13). Let n ∈ N be arbitrary chosen. From assumption (f1), we have
|F (t, ξ)| ≤ 2C(|ξ|q + 1). (3.14)
If t ∈ Ω′n, then |un(t)| < r and by (3.14), it follows
F (t, un) ≤ 2C(|un|
q + 1) ≤ 2C(rq + 1)
and hence ∫
Ω′
n
F (t, un)dt ≤ 2CTr
q + T = K1. (3.15)
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If t ∈ Ωn, then |un(t)| ≥ r and by (f2) it holds
F (t, un) ≤
1
µ
f(t, un(t))un(t)
which gives∫
Ωn
F (t, un)dt ≤
∫
Ωn
1
µ
f(t, un(t))un(t)dt =
1
µ
(∫ T
0
f(t, un)undt−
∫
Ω′
n
f(t, un)undt
)
(3.16)
By (f1), we deduce∣∣∣∣
∫
Ω′
n
f(t, un)undt
∣∣∣∣ ≤
∫
Ω′
n
C(|un|+ |un|
q)dt
≤ CTr + CTrq = K2,
which yields
−
1
µ
∫
Ω′
n
f(t, un)undt ≤
K2
µ
. (3.17)
Finally, by (3.13), (3.15), (3.16) and (3.17) we obtain
1
p
‖un‖
p
α,p −
1
µ
∫ T
0
f(t, un)undt ≤ M +K1 +
K2
µ
= K,
1
p
‖un‖
p
α,p −
1
µ
〈H ′(un), un〉 ≤ K (3.18)
On the other hand, since |〈I ′(un), un〉| ≤M‖un‖α,p for n ≥ n0. Consequently,
for all n ≥ n0, we have
|‖un‖
p
α,p − 〈H
′(un), un〉| ≤M‖un‖α,p
which gives
−
1
µ
‖un‖
p
α,p −
M
µ
‖un‖α,p ≤ −
1
µ
〈H ′(un), un〉. (3.19)
Now, from (3.18) and (3.19) it results(
1
p
−
1
µ
)
‖un‖
p
α,p −
M
µ
‖un‖α,p ≤ K
and taking into account that µ > p, we conclude that {un} is bounded. Since
Eα,p0 is a reflexive Banach space, up to a subsequence, still denoted by {un}
such that un ⇀ u in E
α,p
0 . Then 〈I
′(un), un − u〉 → 0. Thus, we obtain
〈I ′(un), un − u〉 =
∫ T
0
|0D
α
t un|
p−2
0D
α
t un(0D
α
t un − 0D
α
t u)dt−
∫ T
0
f(t, un)(un − u)dt
→ 0 (3.20)
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as n→∞. Moreover, by Proposition 2.3,
un → u strongly in C[0, T ]. (3.21)
From (3.21), {un} is bounded in C[0, T ], the by assumption (f1), we have∣∣∣∣
∫ T
0
f(t, un)(un − u)dt
∣∣∣∣ ≤
∫ T
0
|f(t, un)||un − u|dt
≤ C
∫ T
0
|un − u|dt+ C
∫ T
0
|un|
q−1|un − u|dt
≤ CT‖un − u‖∞ + CT‖un‖
q−1
∞ ‖un − u‖∞.
This combined with (3.21) follows
lim
n→∞
∫ T
0
f(t, un)(un − u)dt = 0,
hence one has∫ T
0
|0D
α
t un|
p−2
0D
α
t un(0D
α
t un − 0D
α
t u)dt→ 0 as n→∞. (3.22)
Using the standard inequality given by
(|z|p−2z − |y|p−2y)(z − y) ≥ Cp|z − y|
p if p ≥ 2
(|z|p−2z − |y|p−2y)(z − y) ≥ C˜p
|z − y|2
(|z|+ |y|)2−p
if 1 < p < 2.
(see [13]). From which we obtain for p > 2∫ T
0
|0D
α
t un − 0D
α
t u|
pdt ≤
1
Cp
∫ T
0
[
|0D
α
t un|
p−2
0D
α
t un − |0D
α
t u|
p−2
0D
α
t u
]
(0D
α
t un − 0D
α
t u)dt
→ 0, (3.23)
as n→∞. For 1 < p < 2, by reverse Ho¨lder inequality, we have
∫ T
0
|0D
α
t un − 0D
α
t u|
pdt ≤ C˜
− p
2
p
(∫ T
0
(|0D
α
t un|+ |0D
α
t u|)
pdt
) 2−p
2
×
(∫ T
0
[|0D
α
t un|
p−2
0D
α
t un − |0D
α
t u|
p−2
0D
α
t u](0D
α
t un − 0D
α
t u)dt
)p/2
≤ C
(∫ T
0
[|0D
α
t un|
p−2
0D
α
t un − |0D
α
t u|
p−2
0D
α
t u][0D
α
t un − 0D
α
t u]dt
)p/2
→ 0, (3.24)
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as n→∞. Combing (3.23) with (3.24), we get that un → u strongly in E
α,p
0
as n→∞. Therefore, I satisfies (PS) condition. 
Proof of Theorem 1.1. Since Lemma 3.3 - Lemma 3.5 hold, the Mountain
pass Theorem (see [15]) gives that there exists a critical point u ∈ Eα,p0 of I.
Moreover,
I(u) ≥ β > 0 = I(0).
Thus, u 6= 0. 
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