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< ·, · >: VxV → K
donde V es el espacio vectorial y K es el cuerpo sobre el que está
definido, que tiene que cumplir:
1) < ax + by , z >= a < x , z > +b < y , z >
(lineal en el primer componente)
2) < x , y >= < x , y >
(hermítica)
3) < x , x >≥ 0, y < x , x >= 0
si y sólo si (definida positiva)
donde x , y , z son vectores arbitrarios,a,b representan escalares
cualesquiera y < x , y > es el conjugado del complejo < x , y > .
José Bartolomé Asensio García Reconocimiento de patrones usando la desigualdad de Cauchy-Schwarz
Normalización de un vector
Longitud o norma de un vector
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Si x e y son elementos de un espacio prehilbertiano se verifica:
| < x , y > |2 ≤< x , x > · < y , y >
Y se da la igualdad si y solo si x y y son linealmente dependientes, es
decir x=ay para un escalar a
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Definición del filtro
Supongamos que tenemos el patrón de búsqueda y . Entonces lo que
tenemos que hacer es compararlo con los posibles vectores x
mediante el siguiente filtro
< x , y >√
< x , x > · √< y , y >. (1)
Un valor del filtro igual a 1 indicará que el vector x es igual al patrón.
Si el valor es distinto a 1, entonces será menor. Lo interesante es
que cuanto más próximo esté el valor a 1 más se parecerán x e y .
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Este filtro también es común verlo para vectores normalizados
previamente, es decir, ||y || = 1, ||x || = 1. En este caso el filtro
consiste simplemente en realizar el producto escalar de los vectores
< x , y > . (2)
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Es interesante recordar que
< x , y >= ||x ||||y ||cos(θ), (3)
donde θ es el ángulo formado por los vectores x e y . Como tanto la
función norma como la función coseno son funciones continuas, esto
implica que pequeñas variaciones en y o en x darán pequeñas
variaciones en el valor del filtro. Esta propiedad será crucial para
obtener un algoritmo estable frente a pequeñas transformaciones
bien del patrón o bien del espectro de vectores donde se realiza la
búsqueda.
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Normalizar el template y
Para cada una de las posibles muestras x del tamaño del
template contenidas en la señal hacer:
Normalizar x
Calcular el filtro < x , y >
Comparar con el valor anterior del filtro. Si es mayor guardar la
posición de x en la variable posicion
La variable posicion contiene la localización del template
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Algoritmo en 2D
Obtener las versiones discretizadas de la imagen y del template
Normalizar el template V
Para cada una de las posibles muestras U del tamaño del
template contenidas en la imagen hacer:
Normalizar U
Calcular el filtro < U,V >
Comparar con el valor anterior del filtro. Si es mayor guardar la
posición de U en la variable posicion
La variable posicion contiene la localización del template
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Robustez del algoritmo. Transformaciones
de una señal de audio y de una imagen
digital.
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Filtro de Mediana
El nivel de gris de cada píxel se reemplaza por la mediana de los
niveles de gris en un entorno de este píxel
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Filtro de Vecindad
El valor del nivel de gris de la imagen suavizada g(x , y) en el punto
(x , y) se obtiene promediando valores de nivel de gris de los puntos
de f contenidos en una cierta vecindad de (x , y).






donde x , y = 0,1, ...,N − 1. S es el conjunto de coordenadas de los
puntos vecinos a (x , y), incluyendo el propio (x , y), y M es el número
de puntos de la vecindad
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Ruido gaussiano
El ruido gaussiano tiene un efecto general en toda la imagen, es
decir, la intensidad de cada píxel de la imagen se ve alterada en
cierta medida con respecto a la intensidad en la imagen original
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Ruido gaussiano de media 0 y varianza 0,3
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Ruido sal y pimienta
Se caracteriza por la aparición de píxeles con valores arbitrarios
normalmente detectables porque se diferencian mucho de sus
vecinos más próximos. La distribución viene dada por:
g(x , y) =
 0 si r(x , y) < p/2L− 1 si p/2 ≤ r(x , y) < pf (x , y) si r(x , y) ≥ p
donde L es el número de niveles de grises, r(x , y) es un número
aleatorio con distribución uniforme en [0,1) y p es la probabilidad de
ocurrencia del ruido aleatorio, es decir, el porcentaje de puntos de la
imagen que se verán afectados por el ruido impulsivo del total de
puntos de la imagen
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Ruido sal y pimienta con densidad 0,3
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Ruido multiplicativo
El ruido multiplicativo ó speckle es el patrón de interferencia que se
forma cuando una imagen se obtiene a partir de la iluminación de un
medio con una radiación, el cual degrada significativamente la
calidad de la imagen
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Ruido multiplicativo con varianza 3
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Compresión en JPEG
JPEG (Joint Photograpic Experts Group) es un método de
compresión con perdida para imágenes estandarizado por ISO. El
concepto de compresión se define como el proceso de conseguir un
volumen de datos inferior al original para representar una
determinada información.
Dispone de un parámetro de calidad. Obviamente a mayor calidad
menor compresión
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Ecualización
La ecualización del histograma de una imagen es una transformación
que pretende obtener para una imagen un histograma con una
distribución uniforme. Es decir, que exista el mismo número de pixels
para cada nivel de gris del histograma de una imagen
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Patrón de búsqueda
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Reconocimiento del patrón en la imagen ecualizada
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Conclusiones
El algoritmo de Reconocimiento de Patrones funciona de
manera muy eficiente y robusta.
En los casos prácticos considerados sobre las transformaciones
de la imagen, los experimentos en la mayoría de los casos nos
dan unos niveles de eficiencia muy altos
Hay que deteriorar mucho la imagen, a veces casi por completo
para que el patrón o template no se encuentre sobre la imagen.
Los resultados obtenidos en este proyecto han sido los
esperados, e incluso han superado las expectativas.
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A diferencia del estudio de los mecanismos de la visio´n humana, el proce-
samiento y ana´lisis de ima´genes digitales nace en el momento en que se
dispone de recursos tecnolo´gicos para captar y manipular grandes cantidades
de informacio´n espacial en forma de matrices de valores. Esta distincio´n situ´a
al procesamiento y ana´lisis de ima´genes digitales como una tecnolog´ıa aso-
ciada a las Ciencias de la Computacio´n y por tanto cabe pensar de ella
como una proyeccio´n del te´rmino Visio´n Artificial dentro del a´mbito de la
Inteligencia Artificial.
Histo´ricamente la primera vez que se hizo uso de las te´cnicas de ima´genes
digitales fue en los an˜os veinte en la trasmisio´n de ima´genes de fotograf´ıas
period´ısticas a trave´s de cable submarino entre Londres y New York. Esto
supuso que el tiempo entre emisio´n y recepcio´n de las ima´genes pasase de
una semana (por barco) a tres horas (por cable). A partir de esto y durante
algu´n tiempo, se desarrollaron las te´cnicas de codificacio´n y reproduccio´n
de las ima´genes logrando pasar en la representacio´n de ima´genes de cinco a
quince tonos de gris.
Pero estos hechos pueden considerarse aislados y no es hasta los an˜os
50− 60 en que aparecen los primeros computadores digitales y la necesidad
de disponer de te´cnicas para la transmisio´n y procesamiento de ima´genes
desde sate´lite, cuando estas te´cnicas empiezan a ser desarrolladas de forma
sistema´tica (ver [9]).
Cabe citar el empuje dado a las te´cnicas de trasmisio´n, realce y restau-
racio´n de ima´genes por el Jet Propulsion Laboratory (EEUU), encargado
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del procesamiento de las ima´genes mandadas por los primeros sate´lites de
la carrera espacial.
Al mismo tiempo y como consecuencia de los resultados obtenidos sobre
las ima´genes de sate´lite distintas administraciones y organismos llevaron a
a cabo durante los an˜os setenta y finales de los sesenta grandes proyectos de
investigacio´n para el desarrollo de te´cnicas relativas tanto al estudio de los
mecanismos de la visio´n como al tratamiento y ana´lisis de ima´genes digitales.
As´ı el National Institute of Health (EEUU) dedico´ considerable esfuerzo al
estudio de ima´genes de rayos X, microscop´ıa o´ptica y electro´nica.
El MIT (Massachusetts Institute of Technology) junto con la Universidad
de Stanford trabajaron durante los an˜os setenta en temas de visio´n aplica-
da a robo´tica bajo el proyecto Hand-Eye. Otros proyectos que tambien han
influido en el desarollo de estas te´cnicas son el PIPS (Pattern-Information
Processing System) japone´s y el Norteamericano UIS (Image Understanding
System). Este u´ltimo proyecto marca el comienzo del uso de estas te´cnicas
en aplicaciones de tipo militar lo que ha supuesto, desde entonces, una fuente
importante de inversiones para su desarrollo.
Dentro del contexto europeo tan solo cabe destacar la investigacio´n de-
sarrollada, durante los an˜os setenta, por los profesores G. Matheron y J.
Serra de la E`cole National Supe`rieure des Mines de Paris (Francia) con base
en resultados de la geometr´ıa integral y el ca´lculo de probabilidades para la
caracterizacio´n y medicio´n de formas. Esta metodolog´ıa se denomina Mor-
folog´ıa Matema´tica y ha tenido sus principales a´reas de aplicacio´n en los
campos de la geolog´ıa, la biolog´ıa y la medicina.
Es a partir de este momento cuando se puede observar el comienzo de
cierta especializacio´n y catalogacio´n de las te´cnicas existentes. As´ı, aparecen
los conceptos de te´cnicas para el procesamiento de ima´genes digitales como
el conjunto de todas aquellas te´cnicas asociadas a la captura, codificacio´n y
representacio´n de las ima´genes que no introducen sobre las mismas ningu´n
tipo de interpretacio´n, y te´cnicas para el ana´lisis de ima´genes digitales, te´cni-
cas de visio´n por computador o visio´n mediante robot como acepciones que
se refieren a aquellas te´cnicas que tratan de extraer la informacio´n presente
en la imagen con el fin u´ltimo de hacer una interpretacio´n de las escena
representada por dicha imagen.
Durante los an˜os ochenta las te´cnicas de ana´lisis de ima´genes se desa-
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rrollan de forma vertiginosa como consecuencia de la gran cantidad de apli-
caciones que aparecen y la madurez alcanzada en el disen˜o de arquitectura de
computadores. Las mayores contribuciones se han centrado en el desarrollo
de algoritmos para la deteccio´n de caracter´ısticas ( bordes, l´ıneas , texturas)
que ayudan a definir lo que David Marr y su equipo del Massachusetts In-
stitute of Technology llamo´ el esbozo primitivo, as´ı como en el desarrollo
de te´cnicas globales de segmentacio´n de una imagen en regiones . A este
u´ltimo respecto cabe destacar aquellas aproximaciones que introdujeron la
informacio´n de contexto en los procesos de clasificacio´n y segmentacio´n.
De especial significacio´n han sido tambie´n los numerosos trabajos que
han usado te´cnicas de representacio´n del conocimiento para los problemas
de interpretacio´n de ima´genes, en relacio´n con aplicaciones de ambiente in-
dustrial, iniciando una fuerte hibridacio´n entre las te´cnicas de la Inteligencia
Artificial para la representacio´n del conocimiento y los te´cnicas de inter-
pretacio´n de escenas a partir de ima´genes digitales.
A partir de la segunda mitad de la de´cada de los 80 se inicia un cre-
ciente intere´s hacia el desarrollo de nuevas teor´ıas y algoritmos para la in-
terpretacio´n de la imagen 2D como proyecciones de escenas 3D. En partic-
ular cabe mencionar los problemas asociados a la reconstruccio´n de escenas
a partir de distintas proyecciones, el estudio del flujo o´ptico y sus mu´lti-
ples aplicaciones a la caracterizacio´n de superficies 3D, la caracterizacio´n de
superficies a partir del estudio del movimiento, el estudio de las formas a
partir de las sombras, las te´cnicas de representacio´n y bu´squeda de objetos,
el estudio de la orientacio´n a partir de texturas.
Este intere´s por el estudio de problemas de mayor complejidad ha ido
paralelo al desarrollo de nuevas generaciones de ordenadores que a precio
asequible permiten la experimentacio´n con ima´genes cada vez ma´s comple-
jas en su interpretacio´n .
Vemos pues el creciente auge de las te´cnicas de procesamiento digital de
ima´genes y su notable importancia en el mundo que nos rodea. A lo largo de
este proyecto nosotros vamos a desarrollar un estudio sobre un campo con-
creto como es el del reconocimiento de patrones. El abordaje que utilizamos
esta´ asociado a la desigualdad matema´tica de Cauchy-Schwarz (ver [3]).
Vamos a abordar el estudio centra´ndonos primero en el caso unidimen-
sional que aplicaremos a la bu´squeda de patrones en sen˜ales de audio, y
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posteriormente haremos un estudio similar con ima´genes digitales que co-
rresponde al caso dos dimensional.
Como un ejemplo del caso unidimensional podemos ver en la Figura 1.1
la sen˜al chirp y en la Figura 1.2 el patro´n a buscar. En la Figura 1.3 vemos
el resultado de la bu´squeda, donde en rojo queda marcada la localizacio´n del
patro´n dentro de la sen˜al original. Durante este proyecto experimentaremos
hasta que punto el algoritmo sigue detectando el patro´n.
Figura 1.1: Sen˜al uno dimensional
Figura 1.2: Patro´n a buscar
En el caso dos dimensional usaremos cualquier tipo de imagen a color o
en tonalidades de grises como escenario de nuestros experimentos. Nuestro
objetivo es encontrar un patro´n (template) dentro de la imagen original.
Para ello utilizaremos el filtro basado en la citada desigualdad de Cauchy-
Schwarz. Nuestro intere´s es testar la robusted del algoritmo frente a ciertas
transformaciones de la imagen original. En particular le aplicaremos rui-
do de varios tipos, rotaremos la imagen, la someteremos a un proceso de
ecualizacio´n o de compresio´n para ver los efectos que ello conlleva en los
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Figura 1.3: Resultado de la bu´squeda del patro´n de la Figura 1.2
resultados de la bu´squeda y as´ı realizar un estudio sobre hasta que punto el
algoritmo testado es ciertamente fiable.
En la Figura 1.4 vemos una t´ıpica imagen de co´mic, donde se trata de en-
contrar a Wally. Nuestro patro´n, que podemos ver en la Figura 1.5, se trata
como no, del retrato de Wally. Nuestro algoritmo va a buscar por nosotros
la localizacio´n de nuestro amigo Wally dentro del escenario de la Figura 1.4.
Podemos comprobar los resultados del algoritmo en la Figura 1.6 donde
se muestra la localizacio´n resultante del filtro basado en la desigualdad de
Cauchy-Schwarz.
En la Figura 1.7 vemos el resultado de aplicar una rotacio´n a la imagen
de Wally. ¿Es el algoritmo suficientemente estable para seguir localizando
a Wally correctamente? Este tipo de cuestiones sera´n analizadas durante el
proyecto.
Los experimentos nume´ricos los realizamos en el lenguaje de progra-
macio´n Matlab (ver [7], [10]).
En el cap´ıtulo 2 se recuerdan las nociones de producto escalar, espa-
cio prehilbertiano y espacio de Hilbert, as´ı como la famosa desigualdad de
Cauchy-Schwarz, que sera´ la motivacio´n para la definicio´n del filtro que per-
mite llevar a cabo el reconocimiento de patrones.
Finalizaremos el cap´ıtulo con la definicio´n del algoritmo 1D a que da
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Figura 1.4: T´ıpica imagen de co´mic: Buscando a Wally
Figura 1.5: Template en el que se puede ver perfectamente la imagen de
Wally
lugar dicho filtro.
En el cap´ıtulo 3 se utiliza la definicio´n del algoritmo en 1D para apli-
carlo al procesamiento de las sen˜ales de audio. Explicaremos en detalle el
programa de audio, en el cual introducimos una sen˜al (puede ser cualquier
pista de mu´sica por ejemplo) que sometemos a diversos cambios aplicando
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Figura 1.6: Encuentra el patro´n en la imagen de co´mic
ruido, y un template (muestra de la sen˜al anterior) dando como resultado
la localizacio´n del patro´n dentro de pista de audio.
En el cap´ıtulo 4 se define el algoritmo en 2D para aplicarlo al proce-
samiento de ima´genes digitales. Tambie´n en este caso explicaremos en detalle
el programa realizado de reconocimiento de patrones. En este programa se
introduce una imagen (tanto a color como en tonos de grises) y un template
(patro´n o imagen de bu´squeda), obteniendo como resultado la localizacio´n
del template dentro de la imagen.
En el cap´ıtulo 5 analizaremos diversos tipos de transformacio´n sobre
ima´genes digitales que son de uso muy usual. Explicaremos minuciosamente
cada transformacio´n, de manera teo´rica y con casos pra´cticos. Entre las
transformaciones consideradas esta´ la rotacio´n, los filtros de suavidad como
el de mediana y el de vecindad, la adicio´n de ruido bien sea gaussiano, mul-
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Figura 1.7: Rotacio´n de la imagen Buscando a Wally
tiplicativo o sal y pimienta, la compresio´n de ima´genes digitales en formato
JPEG, y para terminar nos centraremos en la ecualizacio´n de histogramas.
La imagen original puede someterse a diversos cambios aplicando estas trans-
formaciones antes de realizar la bu´squeda del patro´n. Estudiaremos la ro-
bustez del algoritmo de reconocimiento de patrones frente a estas transfor-
maciones.
En el cap´ıtulo 6 analizaremos el desarrollo de los programas en Matlab, y
escribiremos el co´digo fuente de los programas para los distintos algoritmos
que hemos realizado. Los programas se facilitara´n tanto con interfaz gra´fica
como sin ella.





El reconocimiento de patrones, tambie´n llamado lectura de patrones,
identificacio´n de figuras y reconocimiento de formas consiste en la bu´squeda
de una muestra o patro´n dentro de una sen˜al de mayor taman˜o. No so´lo es
un campo de la informa´tica sino un proceso fundamental que se encuentra
en casi todas las acciones humanas.
El punto esencial del reconocimiento de patrones es la clasificacio´n: se
quiere clasificar una sen˜al dependiendo de sus caracter´ısticas. Sen˜ales, ca-
racter´ısticas y clases pueden ser de cualquiera forma, por ejemplo se puede
clasificar ima´genes digitales de letras en las clases ((A)) a ((Z)) dependiente de
sus p´ıxeles o se puede clasificar ruidos de cantos de los pa´jaros en clases de
o´rdenes aviares dependiente de las frecuencias.
El objetivo es clasificar patrones con base en un conocimiento a priori
o informacio´n estad´ıstica extra´ıda de los patrones. Los patrones a clasificar
suelen ser grupos de medidas u observaciones, definiendo puntos en un es-
pacio multidimensional apropiado.
Un sistema de reconocimiento de patrones completo consiste en un sen-
sor que recoge las observaciones a clasificar, un sistema de extraccio´n de
caracter´ısticas que transforma la informacio´n observada en valores nume´ri-
cos o simbo´licos, y un sistema de clasificacio´n o descripcio´n que, basado en
las caracter´ısticas extra´ıdas, clasifica la medicio´n.
La clasificacio´n utiliza habitualmente uno de las siguientes procedimien-
tos: clasificacio´n estad´ıstica (o teor´ıa de la decisio´n) o clasificacio´n sinta´ctica
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(o estructural). El reconocimiento estad´ıstico de patrones esta´ basado en las
caracter´ısticas estad´ısticas de los patrones, asumiendo que han sido genera-
dos por un sistema probabil´ıstico. El reconocimiento estructural de patrones
esta´ basado en las relaciones estructurales de las caracter´ısticas.
Para la clasificacio´n se puede usar un conjunto de aprendizaje, del cual
ya se conoce la clasificacio´n de la informacio´n a priori y se usa para entrenar
al sistema, siendo la estrategia resultante conocida como aprendizaje super-
visado. El aprendizaje puede ser tambie´n no supervisado, el sistema no tiene
un conjunto para aprender a clasificar la informacio´n a priori, sino que se
basa en ca´lculos estad´ısticos para clasificar los patrones.
Entre las aplicaciones del reconocimiento de patrones son el reconocimien-
to de voz, la clasificacio´n de documentos (por ejemplo spam/no spam), el
reconocimiento de escritura, reconocimiento de caras humanas y muchas
ma´s. Los dos u´ltimos ejemplos son representativos del ana´lisis de ima´genes,
un subconjunto del reconocimiento de patrones que toma ima´genes digitales
como entradas del sistema.
El reconocimiento de patrones es ma´s complejo cuando se usan planti-
llas para generar variantes. Por ejemplo, en castellano, las frases a menudo
siguen el patro´n ”sujeto-predicado”, pero se requiere cierto conocimiento de
la lengua para detectar el patro´n. El reconocimiento de patrones se estudia
en muchos campos, incluyendo psicolog´ıa, etolog´ıa, informa´tica y procesado
digital de la sen˜al.
En este proyecto vamos a estudiar unos algoritmos de reconocimiento
de patrones basados en el producto escalar, y ma´s particularmente en la
desigualdad de Cauchy-Schwarz. Aplicaremos dichos algoritmos en 1D a
sen˜ales de audio y en 2D a ima´genes digitales. Vamos primero a recordar las
nociones de producto escalar y espacio de Hilbert que necesitaremos para
abordar la desigualdad de Cauchy-Schwarz y posteriormente la definicio´n de
los filtros que permiten llevar a cabo la bu´squeda de patrones.
2.1. Producto Escalar
El producto escalar, tambie´n conocido como producto interno o produc-
to punto, es una funcio´n definida sobre un espacio vectorial cuyo resultado
es una magnitud escalar. El nombre espacio escalar se utiliza para denomi-
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nar un espacio vectorial real sobre el que se ha definido una operacio´n de
producto interior que tiene como resultado un nu´mero real (ver [4]).
2.1.1. Definicio´n general
El producto interior o producto escalar de dos vectores en un espacio
vectorial es una forma sesquilineal, hermı´tica y definida positiva, i.e., una
operacio´n:
< ·, · >: V xV → K
donde V es el espacio vectorial y K es el cuerpo sobre el que esta´ definido,
que tiene que cumplir:
1) < ax+ by, z >= a < x, z > +b < y, z >
(lineal en el primer componente)
2) < x, y >= < x, y >
(hermı´tica)
3) < x, x >≥ 0, y < x, x >= 0
si y so´lo si (definida positiva)
donde x, y, z son vectores arbitrarios,a, b representan escalares cualesquiera
y < x, y > es el conjugado del complejo < x, y > .
Si el cuerpo tiene parte imaginaria nula (v.g.,R), la propiedad de ser
sesquilineal se convierte en ser bilineal y el ser hermı´tica se convierte en ser
sime´trica.
Un espacio vectorial sobre el cuerpo R o C dotado de un producto es-
calar se denomina espacio prehilbert o espacio prehilbertiano. Si adema´s es
completo, se dice que es un espacio de hilbert, y si la dimensio´n es finita, se
dira´ que es un espacio eucl´ıdeo.
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Todo producto escalar induce una norma sobre el espacio en el que
esta´ definido, de la siguiente manera:
||x|| := √< x, x >
A continuacio´n y por completitud an˜adimos la nocio´n de Espacio de
Hilbert aunque no es necesaria su lectura para la comprensio´n del resto.
2.2. Espacio de Hilbert
Un espacio de Hilbert es un espacio de producto interior que es com-
pleto con respecto a la norma vectorial definida por el producto interior.
Los espacios de Hilbert sirven para clarificar, y para generalizar el concep-
to de extensio´n de Fourier, ciertas transformaciones lineales tales como la
transformacio´n de Fourier, y son de importancia crucial en la formulacio´n
matema´tica de la meca´nica cua´ntica. El espacio de Hilbert y sus propiedades
se estudia dentro del ana´lisis funcional.
Cada producto interior < ., . > en un espacio vectorial H, que puede ser
real o complejo, da lugar a una norma ||.|| que se define como:
||x|| = √< x, x >
Decimos que H es un espacio de Hilbert si es completo con respecto a
esta norma. Completo en este contexto significa que cualquier sucesio´n de
Cauchy de elementos del espacio converge a un elemento en el espacio, en
el sentido que la norma de las diferencias tiende a cero. Cada espacio de
Hilbert es as´ı tambie´n un espacio de Banach (pero no viceversa).
Todos los espacios finito-dimensionales con producto interior (tales co-
mo el espacio eucl´ıdeo con el producto escalar ordinario) son espacios de
Hilbert. Esto permite que podamos extrapolar nociones desde los espacios de
dimensio´n finita a los espacios de Hilbert de dimensio´n infinita (por ejemplo
los espacios de funciones). Sin embargo, los ejemplos infinito-dimensionales
tienen muchos ma´s usos. Estos usos incluyen:
La teor´ıa de las representaciones del grupo unitarias. La teor´ıa de pro-
cesos estoca´sticos cuadrado integrables. La teor´ıa en espacios de Hilbert de
ecuaciones diferenciales parciales, en particular formulaciones del problema
de Dirichlet. Ana´lisis espectral de funciones, incluyendo teor´ıas de wavelets.
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Formulaciones matema´ticas de la meca´nica cua´ntica. El producto interior
permite que uno adopte una visio´n ‘geome´trica’ y que utilice el lenguaje
geome´trico familiar de los espacios de dimensio´n finita. De todos los espa-
cios vectoriales topolo´gicos infinito-dimensionales, los espacios de Hilbert
son los de ‘mejor comportamiento’ y los ma´s cercanos a los espacios finito-
dimensionales.
Los elementos de un espacio de Hilbert abstracto a veces se llaman ‘vec-
tores’. En las aplicaciones, son t´ıpicamente sucesiones de nu´meros complejos
o de funciones. En meca´nica cua´ntica por ejemplo, un conjunto f´ısico es des-
crito por un espacio complejo de Hilbert que contenga las ‘funciones de
ondas’ para los estados posibles del conjunto.
Una de las metas del ana´lisis de Fourier es facilitar un me´todo para es-
cribir una funcio´n dada como la suma (posiblemente infinita) de mu´ltiplos
de funciones bajas dadas. Este problema se puede estudiar de manera abs-
tracta en los espacios de Hilbert: cada espacio de Hilbert tiene una base
ortonormal, y cada elemento del espacio de Hilbert se puede escribir en una
manera u´nica como suma de mu´ltiplos de estos elementos bajos.
Los espacios de Hilbert fueron nombrados as´ı por David Hilbert, que los
estudio´ en el contexto de las ecuaciones integrales. El origen de la desig-
nacio´n, aunque es confuso, fue utilizado ya por Hermann Weyl en su famoso
libro la teor´ıa de grupos y la meca´nica cua´ntica publicado en 1931. John
von Neumann fue quiza´s el matema´tico que ma´s claramente reconocio´ su
importancia (ver [7]).
2.3. Desigualdad de Cauchy-Schwarz
La desigualdad de Cauchy-Schwarz, tambie´n conocida como desigual-
dad de Schwarz o la desigualdad de Cauchy-Bunyakovski-Schwarz es una
desigualdad que establece que si x e y son elementos de un espacio pre-
hilbertiano se verifica:
| < x, y > |2 ≤< x, x > · < y, y >
Y se da la igualdad si y solo si x y y son linealmente dependientes, es decir
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x=ay para un escalar a.
2.4. Algoritmo de Reconocimiento de Patrones basa-
do en la Desigualdad de Cauchy-Schwarz
Utilizando la desigualdad de Cauchy-Schwarz estudiada en la seccio´n
2.3 podemos definir un algoritmo de reconocimiento de patrones mediante
el siguiente filtro. Supongamos que tenemos el patro´n de bu´squeda y. En-
tonces lo que tenemos que hacer es compararlo con los posibles vectores x
mediante el siguiente filtro:
< x, y >√
< x, x > · √< y, y >. (2.1)
Un valor del filtro igual a 1 indicara´ que el vector x es igual al patro´n.
Si el valor es distinto a 1, entonces sera´ menor. Lo interesante es que cuanto
ma´s pro´ximo este´ el valor a 1 ma´s se parecera´n x e y.
Este filtro tambie´n es comu´n verlo para vectores normalizados previa-
mente, es decir, ||y|| = 1, ||x|| = 1. En este caso el filtro consiste simplemente
en realizar el producto escalar de los vectores:
< x, y > . (2.2)
Es interesante recordar que
< x, y >= ||x||||y||cos(θ), (2.3)
donde θ es el a´ngulo formado por los vectores x e y. Como tanto la funcio´n
norma como la funcio´n coseno son funciones continuas, esto implica que
pequen˜as variaciones en y o en x dara´n pequen˜as variaciones en el valor del
filtro. Esta propiedad sera´ crucial para obtener un algoritmo estable frente
a pequen˜as transformaciones bien del patro´n o bien del espectro de vectores
donde se realiza la bu´squeda.
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Cap´ıtulo 3
Definicio´n del Algoritmo en
1D. Aplicacio´n al procesado
de sen˜ales de audio
En este cap´ıtulo vamos a presentar un algoritmo de reconocimiento de
patrones para sen˜ales uno dimensionales. El algoritmo esta´ basado en el fil-
tro dado en las fo´rmulas (2.1)-(2.2). Vamos a explicar el algoritmo paso a
paso con la ayuda de la funcio´n de la Figura 3.1.
g( t )
t
s 1 s 2
Figura 3.1: Sen˜al continua
Se trata de una funcio´n continua que vamos a discretizar para pasar a
trabajar en un espacio finito dimensional. Igualmente tenemos tambie´n un
patro´n a buscar dentro de la sen˜al, el cual es a su vez una sen˜al continua,
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como muestra la Figura 3.2, que tendremos que discretizar. Supongamos
pues que la funcio´n g de manera discreta viene representada por el vector
n-dimensional v, y que el patro´n f lo esta´ por el vector m-dimensional y.
f ( t )
t
Figura 3.2: Sen˜al continua que utilizamos de patro´n de bu´squeda
El primer paso del algoritmo sera´ normalizar y hacie´ndolo as´ı unitario.
Podemos suponer de esta manera que y tiene norma 1. El segundo paso
sera´ ir tomando muestras del vector v de taman˜o m < n. Podemos tomar
n − m + 1 muestras. LLamaremos x a una de estas muestras. El camino
a seguir consistira´ en normalizar x para hacerlo unitario y pasar entonces
el filtro con entradas los vectores x e y. Este proceso debera´ realizarse con
cada una de las posibles muestras x contenidas en el vector v, comparando a
cada paso los valores del filtro, queda´ndonos siempre con la posicio´n inicial
de la muestra que da un valor ma´s aproximado de 1. E´sa sera´ la posicio´n
donde el algoritmo detecta el patro´n dentro de la sen˜al. En el caso del ejemp-
lo esta posicio´n coincidira´ con el punto S1 como puede verse en la Figura 3.1.
Esquema´ticamente podemos expresar los diferentes pasos del algoritmo
de la siguiente manera
Algoritmo 1D
Obtener las versiones discretizadas de la sen˜al y del template
Normalizar el template y
Para cada una de las posibles muestras x del taman˜o del template
contenidas en la sen˜al hacer:
26
• Normalizar x
• Calcular el filtro < x, y >
• Comparar con el valor anterior del filtro. Si es mayor guardar la
posicio´n de x en la variable posicion
La variable posicion contiene la localizacio´n del template
3.1. Aplicacio´n a las sen˜ales de audio
Las sen˜ales de audio son un caso particular de sen˜ales uno dimensionales
a las que les podemos aplicar el algoritmo anterior. Pensar por ejemplo en
una pista de mu´sica en la cual queremos localizar una parte concreta. Esta
parte concreta a localizar sera´ nuestro template en el algoritmo de bu´squeda.
Para este fin hemos desarrollado una interfaz gra´fica que permite al
usuario ejecutar los programas realizados en lenguaje Matlab de una mane-
ra sencilla. En la Figura 3.3 se muestra la interfaz gra´fica creada. En ella
vemos que aparece las siguientes opciones: lectura de una sen˜al; audicio´n de
la sen˜al; adicio´n de ruido a la sen˜al; lectura de un template; audicio´n del
template; aplicacio´n del algoritmo de bu´squeda.
Vamos a llevar a cabo una bu´squeda en concreto. Para ello leemos la
sen˜al ‘heli.wav’ que contiene el sonido generado por un helico´ptero (ver Figu-
ra 3.4).
En primer lugar realizaremos el experimento sin adicionar ruido. Con lo
que el segundo paso consistira´ en leer el template de bu´squeda, en nuestro
caso la sen˜al ‘template heli.wav’ (ver Figura 3.5).
A continuacio´n so´lo tenemos que picar en el boto´n Aplicar para ejecutar
el algoritmo. El resultado de la bu´squeda aparece en la Figura 3.6, donde
se ha marcado en rojo la parte de la sen˜al buscada. La posicio´n exacta y el
valor nume´rico exacto del filtro se ofrecen justo encima de la sen˜al. Que el
filtro tenga valor 1 nos indica que el template esta´ contenido tal cual en la
sen˜al.
Para testar la robustez del algoritmo vamos a adicionar a la sen˜al ‘he-
li.wav’ ruido blanco antes de realizar la bu´squeda. Empezamos con un ruido
27
Figura 3.3: Interfaz para reconocimiento de patrones en sen˜ales de audio
de varianza σ = 0,01 y como podemos comprobar en la Figura 3.7 la bu´sque-
da se realiza con e´xito.
El siguiente paso sera´ adicionar ruido de mayor varianza hasta que el
algoritmo deje de localizar el patro´n con exactitud. En la Figura 3.8 vemos
como el algoritmo ya ha sido afectado por una cantidad excesiva de ruido.
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Figura 3.4: Lectura de la sen˜al de audio ‘heli.wav’
Como conclusio´n de este apartado podemos decir que el algoritmo no
es muy sensitivo a cantidades moderadas de ruido. La razo´n para que esto
ocurra nos la ofrece la fo´rmula 2.3, donde se ve que el filtro es una funcio´n
continua.
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Figura 3.5: Lectura del patro´n de bu´squeda para la sen˜al de audio ‘heli.wav’
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Figura 3.6: Bu´squeda del patro´n en la sen˜al de audio ‘heli.wav’
31
Figura 3.7: Bu´squeda del patro´n en la sen˜al de audio ‘heli.wav’ alterada con
ruido gausiano de varianza σ = 0,01
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Figura 3.8: Bu´squeda del patro´n en la sen˜al de audio ‘heli.wav’ alterada con




Definicio´n del Algoritmo en
2D. Aplicacio´n al procesado
de ima´genes digitales
En este cap´ıtulo vamos a presentar un algoritmo de reconocimiento de
patrones para sen˜ales dos dimensionales. El algoritmo esta´ basado en el fil-
tro dado en las fo´rmulas (2.1)-(2.2). Vamos a explicar el algoritmo paso a
paso con la ayuda de la Figura 4.1.
Supongamos que tenemos discretizada la imagen de manera que estamos
trabajando en un espacio finito dimensional. Igualmente tenemos tambie´n
un patro´n a buscar dentro de la sen˜al, el cual es a su vez una imagen dis-
cretizada, llamemosla V , como muestra la Figura 4.1.
El primer paso del algoritmo sera´ normalizar el patro´n V hacie´ndolo









Podemos suponer de esta manera que V tiene norma 1. El segundo paso
sera´ ir tomando muestras de la imagen del mismo taman˜o que V . LLame-
mos U a una de estas muestras. El camino a seguir consistira´ en normalizar
U para hacerlo unitario y pasar entonces el filtro con entradas las matrices
U y V , las cuales previamente las hemos dispuesto en forma de vector. Este
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Figura 4.1: Explicacio´n gra´fica del algoritmo de patrones en 2D
proceso debera´ realizarse con cada una de las posibles muestras U contenidas
en la imagen, comparando a cada paso los valores del filtro, queda´ndonos
siempre con la posicio´n inicial de la muestra que da un valor ma´s aproxima-
do de 1. E´sa sera´ la posicio´n donde el algoritmo detecta el patro´n dentro de
la sen˜al. En el caso del ejemplo de la Figura 4.1 el valor del filtro sera´ exac-
tamente 1 para la muestra contenida en la matriz U2.
Esquema´ticamente podemos expresar los diferentes pasos del algoritmo
de la siguiente manera:
Algoritmo 2D
Obtener las versiones discretizadas de la imagen y del template
Normalizar el template V
Para cada una de las posibles muestras U del taman˜o del template
contenidas en la imagen hacer:
• Normalizar U
• Calcular el filtro < U, V >
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• Comparar con el valor anterior del filtro. Si es mayor guardar la
posicio´n de U en la variable posicion
La variable posicion contiene la localizacio´n del template
4.1. Aplicacio´n a las ima´genes digitales
Hemos desarrollado una interfaz gra´fica que permite al usuario ejecu-
tar los programas realizados en lenguaje Matlab que llevan a cabo el re-
conocimiento de patrones descrito de una manera sencilla.
En la Figura 4.2 se muestra la interfaz gra´fica creada. En ella vemos
que en la parte superior derecha se encuentran las opciones para cargar
una imagen y un patro´n a buscar. En la parte izquierda aparecen las sigu-
ientes opciones para transformar una imagen digital: rotacio´n; filtro de suavi-
dad con sus respectivas modalidades de mediana y vecindad; el ruido con
sus diferentes modalidades: gaussiano, sal y pimienta y multiplicativo;
compresio´n en JPEG; ecualizacio´n; todo ello, para estudiar la robustez
del algoritmo.
Una vez marcadas los campos elegidos se ejecuta el programa pinchando
en el boto´n Aplicar en la parte inferior derecha de la interfaz.
Vamos a llevar a cabo una bu´squeda en concreto. Para ello leemos la
imagen ‘ciclo.png’ que contiene una imagen real del autor del proyecto en su
tiempo libre dirigiendo una clase de ciclo indoor (ver Figura 4.3). En primer
lugar cargaremos la imagen ′ciclo.png′ incorporando la ruta para que el pro-
grama la localice y la imagen sea cargada sin problemas.
El segundo paso consistira´ en leer el template de bu´squeda, en nuestro ca-
so la muestra de la imagen ’template-ciclo.png’ (ver Figura 4.4) an˜adie´ndole
la ruta del directorio donde tenemos la imagen.
A continuacio´n so´lo tenemos que picar sobre cualquiera de las distintas
transformaciones an˜adie´ndole los valores que estimemos oportunos en cada
caso. Por ejemplo, si queremos aplicar la Rotacio´n tenemos que meter un
a´ngulo de los grados en los que queramos rotar la imagen.
Si queremos aplicar el Filtro de Suavidad tendremos que seleccionar
uno de los 2 tipos que tiene, ya sea el Filtro de Vecindad o´ el Filtro de
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Figura 4.2: Interfaz para reconocimiento de patrones en ima´genes digitales
Mediana y para cualquiera de los 2 casos hay que introducir un valor para
N y otro para M que son las dimensiones de la ma´scara.
Si queremos aplicar Ruido tendremos que seleccionar uno de los 3 tipos
que tiene, ya sea el Gaussiano, el Sal y Pimienta o el Multiplicativo.
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Figura 4.3: Lectura de la imagen digital ′ciclo.png′
Para el Ruido Gaussiano hay que introducir un valor para la V arianza y
otro para la Media. Para el Ruido Sal y Pimienta hay que introducir un
valor para la Densidad. Para el Ruido Multiplicativo hay que introducir
un valor para la V arianza.
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Figura 4.4: Lectura del patro´n de bu´squeda para la imagen digital
′template− ciclo.png′
Si queremos aplicar un Factor de Compresio´n del tipo JPEG a la
imagen hay que introducir un valor para determinar la Calidad. Veremos
en el Cap´ıtulo 5 los distintos tipos de compresio´n digital y veremos que el
formato JPEG es muy eficiente y que en la actualidad es uno de los me´todos
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ma´s utilizado por los usuarios.
Y para terminar tambie´n tenemos la posibilidad de aplicar una Ecuali-
zacio´n a una imagen digital. Todos estos ejemplos con ima´genes,los vere-
mos detalladamente en el cap´ıtulo 5, explicando cada transformacio´n y los
respectivos resultados de los experimentos.
El resultado de aplicar este algoritmo sin seleccionar ninguna transforma-
cio´n sobre la imagen es reconocer el template o´ patro´n de bu´squeda dentro
de la propia imagen mediante un cuadrado de color rojo, como se puede ver
en la figura 4.5.
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Tipos de transformaciones de
ima´genes
5.1. Rotacio´n
Es una transformacio´n que consiste en rotar una imagen un determinado
a´ngulo.
Figura 5.1: Efecto de la rotacio´n
Si cada cuadrito es un p´ıxel esta claro que los p´ıxeles de la imagen gi-
rada no coincidira´n con la rejilla que genera una imagen nueva, o visto de
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otra manera, cuando estemos hallando a que p´ıxel corresponde el (x, y) de
la imagen girada nos dara´ un (x′, y′) donde x′ e y′ no sera´n necesariamente
enteros. Esto nos obliga a tener que hacer una interpolacio´n.














para un giro de a´ngulo alfa.
En teor´ıa se puede girar una imagen un a´ngulo alfa y luego menos alfa
para volver a dar la imagen original. Esto es simplemente usar la misma
matriz en la que los te´rminos sin cambian de signo, ya que:
sin(−α) = − sin(α)
Esto tambie´n quiere decir que la matriz resultante de hacer esa operacio´n
es la inversa de la original. En la realidad si hacemos el primer giro, inter-
polamos, y esto puede conllevar una pe´rdida de informacio´n que nos impida
recuperar la imagen original exactamente.
5.1.1. Comandos
Los comandos utilizados en Matlab para rotar una imagen son los sigu-
ientes:
>> a = imread (filename); % lee la imagen
>> variable = imrotate(x,30,’nearest’,’crop’); % gira la imagen
>> imshow (variable, map) % muestra la imagen
5.1.2. Experimentos y resultados
Para realizar todos los experimentos tomaremos la imagen ’camera2.png’
que se puede ver en la figura 5.2 y y el patro´n a buscar en la figura 5.3.
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Figura 5.2: Imagen elegida a la que le vamos a aplicar las transformaciones
Figura 5.3: Template elegido al que le vamos a aplicar las transformaciones
A continuacio´n, pondremos un ejemplo del ca´lculo de una rotacio´n de
un a´ngulo de 10 grados como vemos en la figura 5.4 y veremos que el al-
goritmo ha funcionado eficientemente porque, aunque rotada la imagen, ha
encontrado el patro´n como vemos en la figura 5.5.
A continuacio´n, pondremos un ejemplo para mostrar que el algoritmo
es robusto frente a rotaciones. Para ello hemos rotado la imagen un a´ngulo
de 30 grados como vemos en la figura 5.6 y el algoritmo sigue reconociendo
perfectamente el patro´n seleccionado previamente dentro de la imagen como
vemos en la figura 5.7.
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Figura 5.4: Imagen rotada con un a´ngulo de 10 grados
Figura 5.5: Reconocimiento del patro´n dentro de la imagen rotada 10 grados
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Figura 5.6: Imagen rotada con un a´ngulo de 30 grados
Figura 5.7: Reconocimiento del patro´n dentro de la imagen rotada 30 grados
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5.2. Filtros de suavidad
Las operaciones de suavizado se utilizan para disminuir los efectos nega-
tivos que se pueden presentar en una imagen digital como consecuencia de
un sistema de muestreo pobre o del canal de transmisio´n. Por ejemplo ruido.
5.2.1. Filtro de Mediana
Los filtros de suavizado lineales o filtros paso bajo tienden a difuminar
los ejes a causa de que las altas frecuencias de una imagen son atenuadas.
La visio´n humana es muy sensible a esta informacio´n de alta frecuencia. La
preservacio´n y el posible realce de este detalle es muy importante al filtrar.
Cuando el objetivo es ma´s la reduccio´n del ruido que el difuminado, el em-
pleo de los filtros de mediana representan una posibilidad alternativa.
A menudo, las ima´genes digitales se corrompen con ruido durante la
transmisio´n o en otras partes del sistema. Esto se ve a menudo en las
ima´genes convertidas a digital de una sen˜al de la televisio´n. Usando te´cnicas
del filtrado de ruido, el ruido puede ser suprimido y la imagen corrompida se
puede restaurar a un nivel aceptable. En aplicaciones de ingenier´ıa ele´ctrica,
el ruido se elimina comu´nmente con un filtro paso bajo. El filtrado paso bajo
es satisfactorio para quitar el ruido gaussiano pero no para el ruido impulsi-
vo. Una imagen corrupta por ruido impulsivo tiene varios p´ıxeles que tienen
intensidades visiblemente incorrectas como 0 o 255. Hacer un filtrado paso
bajo alterara´n estas sen˜ales con los valores extremos sobre la vecindad del
p´ıxel. Un me´todo mucho ma´s eficaz para eliminar el ruido impulsivo es el
filtrado de mediana.
En el filtrado de mediana, el nivel de gris de cada p´ıxel se reemplaza por
la mediana de los niveles de gris en un entorno de este p´ıxel, en lugar de por
la media. Recordar que la mediana M de un conjunto de valores es tal que
la mitad de los valores del conjunto son menores que M y la mitad de los
valores mayores que M, es decir en un conjunto ordenado de mayor a menor
o viceversa, ser´ıa el valor de la posicio´n central.
El filtro de la mediana no puede ser calculado con una ma´scara de con-
volucio´n, ya que es un filtro no lineal. Podemos ver como este tipo de filtro
elimina totalmente el punto que tenia un valor muy diferente al resto de
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sus vecinos. Como se selecciona el valor de centro, el filtrado de mediana
consiste en forzar que puntos con intensidades muy distintas se asemejen
ma´s a sus vecinos, por lo que observamos que el filtro de mediana es muy
efectivo para eliminar p´ıxeles cuyo valor es muy diferente del resto de sus
vecinos, como por ejemplo eliminando ruido de la imagen.
Al implementar el filtro de mediana encontramos el mismo problema
de bordes que ten´ıamos en la convolucio´n: cua´ndo la ventana de filtrado
esta´ centrada en el p´ıxel (0,0), el filtrado lineal (media) da un mejor resultado
a la hora de eliminar ruido gaussiano, mientras que el filtrado no lineal
(mediana) es ma´s adecuado a la hora de eliminar ruido impulsivo.
Figura 5.8: Aplicacio´n del filtro de mediana
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5.2.2. Filtro de Vecindad
Dada una imagen f(x, y) de taman˜o nxm, para aplicar un filtro a la
imagen es necesario definir una matriz que contendra´ los coeficientes del
filtro, lo que a su vez define los p´ıxeles del entorno que sera´n utilizados
como argumento del filtro que alterara´ el valor del p´ıxel. A esta matriz se
le denomina ma´scara con dimensio´n [m, n]. El valor del nivel de gris de la
imagen suavizada g(x, y) en el punto (x, y) se obtiene promediando valores







donde x, y = 0, 1, ..., N−1. S es el conjunto de coordenadas de los puntos
vecinos a (x, y), incluyendo el propio (x, y), y M es el nu´mero de puntos de
la vecindad. Por ejemplo, imaginemos la subimagen y la ma´scara siguientes:
f(x− 1, y − 1) f(x, y − 1) f(x+ 1, y − 1)
f(x− 1, y) f(x, y) f(x+ 1, y)
f(x− 1, y + 1) f(x, y + 1) f(x+ 1, y + 1)




Tabla 5.2: Valores de la ma´scara del filtro
y que queremos reemplazar el valor de f(x, y) por el promedio de los
puntos en una regio´n de taman˜o 3x3 centrada en (x, y), es decir, queremos
asignar el valor promedio a g(x, y):
g(x, y) = 1/9(f(x− 1, y − 1) + f(x− 1, y) + f(x+ 1, y − 1)
+ f(x− 1, y) + f(x, y) + f(x+ 1, y)
+ f(x− 1, y − 1) + f(x, y + 1) + f(x+ 1, y + 1))
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Esta operacio´n se puede realizar de forma general centrando la ma´scara
en (x, y) y multiplicando cada punto debajo de la ma´scara por el correspon-
diente coeficiente de la matriz y sumando el resultado.
El problema del filtro de vecindad es que aparece la difuminacio´n de
bordes. Por ejemplo a un filtro de vecindad es preciso proporcionarle dos
implementaciones de imagen: la que tiene la informacio´n y aquella donde se
desea obtener el resultado, ya que es posible que el usuario desee implementa-
ciones distintas en ambas ima´genes. En ciertos casos es posible devolver el
resultado en una de las ima´genes de entrada, e´sta en general es la opcio´n ma´s
eficiente si solo es importante el resultado y hemos adoptado como pol´ıtica
que en los algoritmos donde es posible devolver el resultado en uno de los
para´metros de entrada, se usa esta opcio´n por defecto. Es responsabilidad
del usuario mantener una copia de la entrada de ser necesario. El caso del
filtro de vecindad es un t´ıpico ejemplo donde es preciso devolver el resultado
en otra imagen ya que es naturalmente destructivo
( no puedo calcular correctamente el valor de la vecindad de un pixel en la
imagen, si previamente modifique´ el pixel anterior ). En este caso el usuario
debe proporcionar dos ima´genes: una de donde leer la informacio´n que se
devuelve inalterada y otra donde se escribe el resultado.
5.2.3. Comandos
Filtro de mediana:
a=imread(filename); % lee la imagen
[na,ma,ban]=size(a); % calcula el tama~no de la imagen
for k=1:lg % bucle que recorre las bandas
a(:,:,k)=medfilt2(a(:,:,k),[N,M]); % aplica el filtro en cada banda
end
Filtro de vecindad:
mascara=1/N/M*ones(N,M); % ma´scara de filtro
a=conv2(a,mascara,’same’); % aplicacio´n del filtro de convolucio´n
5.2.4. Experimentos y resultados
Vamos a comenzar con la primera transformacio´n dentro de los filtros de
suavidad que es el filtro de mediana. A continuacio´n, pondremos un ejemplo
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del ca´lculo de la aplicacio´n de un filtro de mediana poniendo a N y M el
valor de 5, como vemos en la figura 5.9 el ca´lculo ha sido hallado eficien-
temente ya que aplicando el filtro de mediana a la imagen, el algoritmo ha
encontrado el patro´n a buscar, como vemos en la figura 5.10.
Figura 5.9: Imagen filtrada con el filtro de mediana N =M = 5
A continuacio´n, pondremos un ejemplo donde comprobamos que el al-
goritmo es preciso incluso con valores elevados de N y M . En la figura 5.11
vemos el resultado de aplicar el filtro de mediana con N =M = 20 a la im-
agen y en la figura 5.12 mostramos el resultado del algoritmo de bu´squeda.
Hemos testado as´ı la robustez frente a este tipo de transformacio´n.
Vamos a continuar con la segunda transformacio´n dentro de los filtros
de suavidad que es el filtro de vecindad. Aplicamos a la imagen un filtro de
vecindad con N y M iguales a 5. El resultado lo vemos en la figura 5.13. A
continuacio´n aplicamos el algoritmo de reconocimiento de patrones y obser-
vamos que la salida es satisfactoria, como vemos en la figura 5.14.
A continuacio´n, le aplicamos a la imagen el filtro de vecindad con los
valores de N y M de 20 (ver la figura 5.15), y comprobamos que el algorit-
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Figura 5.10: Reconocimiento del patro´n dentro de la imagen filtrada con un
filtro de mediana N =M = 5
mo reconoce perfectamente el patro´n (ver la figura 5.16). As´ı una vez ma´s
hemos podido testar la robustez.
5.3. Ruido
Se denota por ruido cualquier entidad en las ima´genes, datos o resulta-
dos intermedios que no son interesantes para la computacio´n que se pretende
llevar a cabo, que no se corresponde exactamente con la realidad.
El ruido se debe, la mayor´ıa de las veces al equipo electro´nico utilizado
en la captacio´n de las ima´genes (ruido de cuantificacio´n de la imagen, efecto
de niebla en la imagen... etc) y al ruido an˜adido en los tramos de transmisio´n
(posibles interferencias o errores al transmitir los bits de informacio´n). Va-
mos a distinguir tres clases diferentes de ruido: gaussiano, sal y pimienta y
multiplicativo.
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Figura 5.11: Imagen filtrada con el filtro de mediana con valores altos de
N =M = 20
5.3.1. Ruido Gaussiano
Se caracteriza por tener un espectro de energ´ıa constante para todas las
frecuencias. Cuando se presenta este problema, el valor exacto de cualquier
p´ıxel es diferente cada vez que se captura la misma imagen. Este efecto,
suma o resta un determinado valor al nivel de gris real y es independiente
de los valores que toma la imagen.
El ruido gaussiano tiene un efecto general en toda la imagen, es decir, la
intensidad de cada p´ıxel de la imagen se ve alterada en cierta medida con
respecto a la intensidad en la imagen original. Por el contrario, se observa
que el ruido impulsivo tiene un efecto ma´s extremo sobre un subconjunto
del total de p´ıxeles de la imagen. Un tanto por ciento de los p´ıxeles de la
imagen toman arbitrariamente el valor extremo 0 o 255.
Una forma de eliminar el ruido de una imagen es mediante el suavizado
de ima´genes. Dicho de otro modo, el filtrado paso bajo se emplea no so´lo
para el suavizado de ima´genes, sino tambie´n para la eliminacio´n de ruido.
De hecho, el filtrado paso bajo es una manera efectiva de reducir el ruido
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Figura 5.12: Reconocimiento del patro´n dentro de la imagen filtrada con un
filtro de mediana N =M = 20
gaussiano en una imagen, mientras que no es tan efectivo con el ruido impul-
sivo. Como promediar reduce los valores extremos de la vecindad del p´ıxel,
hacer un filtro de media tiende a reducir el contraste de las ima´genes, pues
los valores extremos, altos y bajos, son cambiados por valores medios.
El problema con la utilizacio´n de filtros paso bajo para eliminar el ruido
de ima´genes consiste en que los bordes de los objetos se vuelven borrosos.
Los bordes contienen una cantidad enorme de informacio´n de una imagen.
Filtrando el ruido impulsivo de una imagen, el filtrado de mediana puede
ser una mejor opcio´n. Los filtros de mediana hacen un mejor trabajo con-
servando los bordes.
5.3.2. Ruido Sal y Pimienta o´ Impulsivo
Se caracteriza por la aparicio´n de p´ıxeles con valores arbitrarios normal-
mente detectables porque se diferencian mucho de sus vecinos ma´s pro´ximos.
La distribucio´n viene dada por:
55
Figura 5.13: Imagen filtrada con el filtro de vecindad
g(x, y) =

0 si r(x, y) < p/2
L− 1 si p/2 ≤ r(x, y) < p
f(x, y) si r(x, y) ≥ p
(5.1)
donde L es el nu´mero de niveles de grises, r(x, y) es un nu´mero aleatorio
con distribucio´n uniforme en [0, 1) y p es la probabilidad de ocurrencia del
ruido aleatorio, es decir, el porcentaje de puntos de la imagen que se vera´n
afectados por el ruido impulsivo del total de puntos de la imagen.
5.3.3. Ruido Multiplicativo
El ruido multiplicativo o´ speckle es el patro´n de interferencia que se for-
ma cuando una imagen se obtiene a partir de la iluminacio´n de un medio
con una radiacio´n, el cual degrada significativamente la calidad de la imagen,
aumentando de esta forma la dificultad de discriminar detalles finos en las
ima´genes durante un examen de diagnostico. Tambie´n dificulta el procesado
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Figura 5.14: Reconocimiento del patro´n dentro de la imagen filtrada con un
filtro de vecindad N =M = 5
de las ima´genes, tales como la segmentacio´n y la deteccio´n de bordes.
Cuando el medio contiene una distribucio´n aleatoria de dispersores den-
tro de la celda de resolucio´n. Estos elementos dispersores surgen de las irregu-
laridades y estructuras microsco´picas que son ma´s pequen˜as que la celda de
resolucio´n.
El speckle se puede considerar como ruido, sin embargo, tambie´n se puede
considerar que aporta informacio´n sobre la estructura interna del tejido.
Existen varias aproximaciones para describir el speckle. Varios investi-
gadores de ima´genes de ultrasonido, usan un ana´lisis estoca´stico para de-
scribir las caracter´ısticas del Speckle. Debido a que es formado por la suma
de ecos de sen˜ales, generadas aleatoriamente en los centros de difusio´n, cada
uno proviendo una cantidad aleatoria de energ´ıa. Esta demostrado que la
estad´ıstica del brillo en una imagen de ultrasonido depende mayormente del
numero de celdas de resolucio´n y en la distribucio´n espacial de los puntos
de difusio´n.
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Figura 5.15: Imagen filtrada con el filtro de vecindad con valores altos de
N = 20 y M = 20
Tres modelos pueden ser identificados (ver [5]). El primero es para cuando
hay un presencia grande de puntos de difusio´n, modelado por la distribu-
cio´n de Rayleigh. El segundo es para cuando agregamos la componente en
fase, entonces el brillo puede ser estimado por la distribucio´n de Rician. El
tercero es cuando existe un bajo numero de puntos efectivos de difusio´n, en
este casa es modelado por la distribucio´n K.
Tiene, por tanto, caracter´ısticas aleatorias por estar formada por la suma
de sen˜ales procedentes de elementos situados en en posiciones aleatorias. Es
posible que algunos de estos elementos presenten cierta periodicidad en su
colocacio´n, lo que provoca la aparicio´n de una componente determinista en
la sen˜al.
Las reflexiones especulares, ma´s fuertes que los ecos procedentes de la
dispersio´n, tambie´n contribuyen con componentes deterministas. Podemos
afirmar que la sen˜al recibida esta´ formada por componentes aleatorias y
componentes deterministas. Para la recepcio´n se utiliza un detector de en-
volvente (no coherente), por tanto se pierde la fase de la sen˜al. Si la dis-
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Figura 5.16: Reconocimiento del patro´n dentro de la imagen filtrada con un
filtro de vecindad N =M = 20
tribucio´n espacial de los dispersores es completamente aleatoria, la fase es
una funcio´n aleatoria uniforme, por lo que el hecho de descartar la fase de
la sen˜al recibida no supone una pe´rdida importante de la informacio´n. Se
analizara´n las envolventes.
5.3.4. Comandos
Ruido de tipo gaussiano:
>> a_ruido=imnoise(a,’gaussian’, media, varianza);
Ruido de tipo sal y pimienta (impulsivo):
>> a_ruido=imnoise(a,’salt & pepper’, densidad);
Ruido Multiplicativo con distribucio´n uniforme a la imagen i:
>> a_ruido=imnoise(a,’speckle’, varianza);
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5.3.5. Experimentos y resultados
Vamos a comenzar mostrando los experimentos realizados con el primer
tipo de ruido que en este caso es el Gaussiano. A continuacio´n, pondremos
un ejemplo del ca´lculo de la aplicacio´n de ruido gaussiano a una imagen
poniendo los valores de la media a 0 y de la varianza a 0,05 (ver la figura
5.17). Al aplicar el algoritmo vemos que encuentra el patro´n, como se ob-
serva en la figura 5.18.
Figura 5.17: Imagen con ruido del tipo gaussiano con media 0 y varianza
0,05
A continuacio´n, pondremos un ejemplo para mostrar que el algoritmo
tambie´n es robusto frente al ruido gaussiano. Para ello subimos el valor de
la varianza a 0,3 (ver la figura 5.19) y obtenemos todav´ıa unos resultados
precisos en la bu´squeda como muestra la figura 5.20.
Vamos a continuar con el segundo tipo de ruido que en este caso es el
de Sal y Pimienta. Para este caso utilizamos un valor de la densidad igual
a 0,1 (ver la figura 5.21). El algoritmo encuentra el patro´n adecuadamente,
como vemos en la figura 5.22.
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Figura 5.18: Reconocimiento del patro´n dentro de la imagen con ruido gaus-
siano de media 0 y varianza 0,05
A continuacio´n, y como hemos hecho en transformaciones anteriores ex-
aminaremos la robustez del algoritmo testa´ndolo con valores ma´s elevados
de ruido. Para ello colocamos la densidad a 0,3. Los resultados pueden verse
en las figuras 5.23 y 5.24.
Para terminar con los experimentos de los distintos tipos de ruido vere-
mos el multiplicativo. A continuacio´n, pondremos un ejemplo del ca´lculo de
la aplicacio´n de ruido multiplicativo a una imagen poniendo la varianza con
un valor de 0,1, como podemos ver en la figura 5.25. A pesar de aplicar ruido
multiplicativo a la imagen, el algoritmo ha encontrado el patro´n a buscar,
como vemos en la figura 5.26.
A continuacio´n, pondremos un ejemplo de hasta donde es preciso el algo-
ritmo y podemos comprobar que hasta que no le aplicamos a la varianza un
valor alto, el algoritmo sigue detectando el patro´n. Como un caso particular
hemos considerado varianza 3, obteniendo los resultados de las figuras 5.27
y 5.28.
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Figura 5.19: Imagen con ruido del tipo gaussiano con media 0 y varianza 0,3
5.4. Compresio´n y formatos de la imagen
Compresio´n sin pe´rdida de calidad: La imagen original se puede re-
cuperar a pesar de poder reducir de un 10% al 40% el taman˜o de la imagen.
Ejemplos: TIFF y PNG.
Compresio´n con pe´rdida en la calidad: No se puede recuperar la
calidad de la imagen original Ejemplos: GIF (mayor de 256 colores) y JPEG.
TIFF (File Image File Format, .tif): Se utilizan para almacenar ima´genes
de alta calidad. Es el formato preferido de foto´grafos para crear copias im-
presas.
PNG (Portable Network Graphics, .png): Me´todo de compresio´n sin
pe´rdida de calidad, ocupa menos espacio que el formato TIFF.
GIF (Graphics Interchange Format, .gif): Representa ima´genes de mejor
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Figura 5.20: Reconocimiento del patro´n dentro de la imagen con ruido gaus-
siano de media 0 y varianza 0,3
calidad que el formato JPEG en pa´ginas Web.
JPEG (Joint Photographic Experts Group, .jpg): Adecuada relacio´n en-
tre el nivel de calidad y el taman˜o que ocupa en soportes digitales.
RELACIO´N ENTRE FORMATOS:
FORMATO TAMAN˜O COMPRESIO´N
Imagen original 136,5kB 1x
JPEG 46,3kB 136,5kB/46,3kB = 2,95x
TIFF 138,5kB 136,5kB/138,5kB = 0,985x
PNG 96,3kB 136,5kB/96,3kB = 1,42x
GIF 38,2kB 136,5kB/38,2kB = 3,6x
Tabla 5.3: Ejemplo de tasas de compresio´n para una imagen particular con
diferentes tipos de formato
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Figura 5.21: Imagen con ruido del tipo sal y pimienta con densidad 0,1
Nosotros nos vamos a centrar en este proyecto en la compresio´n utilizan-
do el formato jpeg, que es uno de los formatos con pe´rdida que podr´ıan dar
lugar a una modificacio´n de la imagen lo suficientemente importante como
para que el algoritmo de reconocimiento de patrones no funcionase correcta-
mente. Como veremos esto no sucede as´ı, y podremos concluir una vez ma´s
que el algoritmo es estable.
5.4.1. Compresio´n JPEG
JPEG (Joint Photograpic Experts Group) es un me´todo de compresio´n
con perdida para ima´genes estandarizado por ISO. El concepto de compre-
sio´n se define como el proceso de conseguir un volumen de datos inferior al
original para representar una determinada informacio´n.
Fundamentalmente se distinguen dos tipos de compresiones: las compre-
siones sin pe´rdida y las compresiones con perdida. Las primeras permiten re-
cuperar la representacio´n original de la informacio´n de forma exacta a partir
de la versio´n comprimida. Las compresiones con pe´rdida permiten solo una
reconstruccio´n aproximada de la representacio´n original. Como se afirmo´ an-
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Figura 5.22: Reconocimiento del patro´n dentro de la imagen con ruido sal y
pimienta con densidad 0,1
teriormente, JPEG es un me´todo de compresio´n con pe´rdida, el cua´l dispone
de un para´metro de calidad. Obviamente a mayor calidad menor compresio´n.
ESQUEMA DE COMPRESIO´N
Supongamos que se dispone de una imagen en color presentada en el
modelo RGB (Red Green Blue), con tres matrices M x N que representan
un nivel de intensidad de 0 a 255 de cada una de las componentes rojo,
verde y azul por cada pixel. Los pasos necesarios para realizar la compresio´n
JPEG de esta imagen sera´n los que se muestran en el esquema de la figura
5.29.
Los diferentes pasos se detallan a continuacio´n:
1. Transformacio´n del modelo de representacio´n de una imagen
en color
El primer paso para realizar la compresio´n JPEG de una imagen, es
obtener su representacio´n en el formato YUV. Este modelo representa en
tres matrices las componentes de luminancia (Y), crominancia azul (U) y
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Figura 5.23: Imagen con ruido sal y pimienta con un valor de densidad 0,3
crominancia roja (V) de una imagen. Teniendo en cuenta que se ha conside-
rado que la representacio´n de la imagen sera´ proporcionada en el modelo
RGB (Red Blue Green), se muestran a continuacio´n las formulas que per-
miten realizar la conversio´n del modelo RGB al modelo YUV y viceversa.
Y = 0,299R+ 0,587G+ 0,114B
U = −0,1687R− 0,3313G+ 0,5B + 128
V = 0,5R− 0,4187G− 0,0813B + 128
R = Y + 1,402(V − 128)
G = Y − 0,3441(U − 128)− 0,7139(V − 128)
B = Y + 1,770(U − 128)
Tabla 5.4: Conversio´n entre los formatos de color RGB y YUV
2. Reduccio´n de la resolucio´n de la crominancia
Habitualmente se reduce en un factor de 2, verticalmente y horizontal-
mente, las componentes de crominancia U y V. Realizando esto, se obten-
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Figura 5.24: Reconocimiento del patro´n dentro de la imagen con ruido sal y
pimienta de densidad 0,3
dr´ıan dos nuevas matrices U’ y V’ cuatro veces mas pequen˜as. Un posible
me´todo para calcular estas matrices ser´ıa realizar la descomposicio´n en blo-
ques de 4 pixels. Posteriormente realizar para cada bloque la media entre
sus pixels seguido de un redondeo. Finalmente asignar estos valores a las
dos nuevas matrices de resolucio´n 4 veces menor.
Procesado individual de las tres matrices
A partir de este punto realizamos las siguientes acciones de forma in-
dependiente para cada una de las tres matrices Y, U ′ y V ′. Consideraremos
estas matrices como la matriz X en el proceso siguiente.
3. Centrado
A la matriz X se le resta el valor 128 para que sus valores queden cen-
trados en 0, obtenemos as´ı, una nueva matriz Xc.
4. Divisio´n en bloques de 8x8
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Figura 5.25: Imagen con ruido del multiplicativo de varianza 0,1
La matriz Xc se divide en bloques Xcb de 8x8 pixels.
Procesado individual de cada bloque
Se realizan las operaciones que se describen en los siguientes puntos para
cada bloque Xcb .
5. DCT-2D (Transformada discreta del coseno 2D)
Se la aplica la transformada discreta del coseno en dos dimensiones a la
matriz Xcb . La formula de la DCT-2D es la siguiente:




























2 si n = 0
1 si n 6= 0 (5.2)
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Figura 5.26: Reconocimiento del patro´n dentro de la imagen con ruido mul-
tiplicativo de varianza 0,1
Una vez realizado este paso se obtiene un nuevo bloque Cb del mismo
taman˜o con valores ma´s altos en las proximidades de la esquina superior
izquierda y valores ma´s bajos en las proximidades de la esquina inferior
derecha.
6. Cuantificacio´n
Este paso sera´ el que determine el factor de compresio´n y la pe´rdida de
la calidad de la imagen.
7. Zig-Zag Scan
Una vez obtenido el bloque cuantificado, representado ahora mediante
nu´meros enteros, se recorre el bloque en Zig-Zag y se obtiene un vector.
8. Representacio´n RLE y Huffman
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Figura 5.27: Imagen con ruido multiplicativo con un valor de varianza 3
En este punto se realiza la codificacio´n entro´pica de los vectores obtenidos
en el punto anterior.
5.4.2. Comandos
>> imwrite(a,’Auxiliar.jpeg’,’jpeg’,’Quality’, calidad);
5.4.3. Experimentos y resultados
Vamos a comenzar mostrando los experimentos realizados con la com-
presio´n JPEG. A continuacio´n, pondremos un ejemplo del ca´lculo de una
compresio´n con valor 25 de calidad ( tasa de compresio´n del 93%) como
vemos en la figura 5.30 y veremos que la bu´squeda ha sido llevada a cabo
eficientemente porque aunque comprimida la imagen, el algoritmo ha encon-
trado el patro´n, como vemos en la figura 5.31.
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Figura 5.28: Reconocimiento del patro´n dentro de la imagen con ruido mul-
tiplicativo de varianza 3
5.5. Ecualizacio´n de histogramas
La ecualizacio´n del histograma de una imagen es una transformacio´n
que pretende obtener para una imagen un histograma con una distribucio´n
uniforme. Es decir, que exista el mismo nu´mero de pixels para cada nivel de
gris del histograma de una imagen monocroma.
En la transformacio´n, todos los pixels de un mismo nivel de gris se trans-
formara´n a otro nivel de gris, y el histograma se distribuira´ en todo el rango
disponible separando en lo posible las ocupaciones de cada nivel.
Vamos a desarrollar dicho concepto en forma discreta. Para niveles de
gris que toman valores discretos, el ca´lculo de las funciones de densidad de





Figura 5.29: Esquema de la compresio´n JPEG
con 0 ≤ rk ≤ 1 y k = 0, 1, 2, ..., L− 1, siendo L el nu´mero de niveles de gris,
pr(rk) es la probabilidad del k-e´simo nivel de gris en la imagen, y n es el
nu´mero total de puntos.
Se llama histograma al diagrama de pr(rk) frente a rk. Las te´cnicas us-
adas para obtener histogramas uniformes son algoritmos de ecualizacio´n. La
forma discreta de la ecuacio´n es:









con 0 ≤ rk ≤ 1 y k = 0, 1, 2, ..., L− 1.
Ejemplo de uso de la ecuacio´n:
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Figura 5.30: Imagen comprimida con jpeg con calidad de 25
Supongamos que tenemos una imagen de 64x64 (4096 pixels) con 8 nive-
les de gris distribuidos segu´n la siguiente tabla:
rk nk pk(rk) = nkn
r0 = 0 790 0,19
r1 = 1/7 1023 0,25
r2 = 2/7 850 0,21
r3 = 3/7 656 0,16
r4 = 4/7 329 0,08
r5 = 5/7 245 0,06
r6 = 6/7 122 0,03
r7 = 1 81 0,02
Tabla 5.5: Ejemplo de distribucio´n de los p´ıxeles de una imagen en 8 niveles
de gris
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Figura 5.31: Reconocimiento del patro´n dentro de la imagen comprimida
con jpeg con calidad 25
mediante la funcion de transformacio´n se obtiene:




s1 = T (r1) =
1∑
j=0
pr(rj) = 0,19 + 0,25 = 0,44
de forma similar se obtiene:
s2 = 0,65 s3 = 0,81 s4 = 0,89 s5 = 0,95 s6 = 0,98 s7 = 1,00
como solo esta´n permitidos 8 valores igualmente espaciados, cada nivel
de gris obtenido se debe aproximar a su valor va´lido ma´s cercano, de manera
que nos queda que:




5.5.2. Experimentos y resultados
Vamos a mostrar un experimento realizado con la ecualizacio´n. En la
figura 5.32 vemos la foto de un reloj que carece de luminosidad. En la figura
5.33 el patro´n que queremos encontrar dentro de la imagen. En la figura 5.34
mostramos la imagen ecualizada del reloj y en la figura 5.35 la bu´squeda del
patro´n.
Figura 5.32: Imagen original
Figura 5.33: Patro´n de bu´squeda
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Figura 5.34: Imagen ecualizada
Figura 5.35: Reconocimiento del patro´n dentro de la imagen ecualizada
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Cap´ıtulo 6
Desarrollo de los programas
en Matlab
6.1. Co´digo fuente del algoritmo en 1D para proce-
sado de sen˜ales de audio
6.1.1. Programa en 1D sin interfaz gra´fica
function patrones_1D (v,template)
% patrones 1D (v,template);
% Variables de entrada:
% v vector sobre el que buscar un patro´n
% template patro´n de bu´squeda
% ca´lculo de las longitudes de los vectores
n=length(v); m=length(template);
% normalizamos el template
template_n=template/norm(template,’fro’)
% recorremos el vector v y cada m coordenadas hacemos el producto
% escalar euclideo con el template tras haber previamente
% normalizado ambos vectores
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for i=1:n-m+1
% vamos tomando muestras en el vector v del mismo tama~no
% que el template
muestra=v(i:i+m-1);
% normalizamos la muestra tomada
muestra=muestra/norm(muestra,’fro’)
% calculamos el producto escalar en norma 2 de el template %
normalizado con la muestra normalizada
p(i)=sum(muestra.*template_n);
end
% calculamos el ma´ximo valor del filtro
[maxVal,x]=max(p)
6.2. Co´digo fuente del algoritmo en 2D para proce-
sado de ima´genes digitales





% leer una imagen y ecualizarla. Si la imagen es de color,
% ecualiza cada banda por separado.
% Ecualizar por bandas separadas no siempre funciona bien
% Variables de entrada:
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% a imagen a ecualizar
% Variables de salida:
% b imagen ecualizada
a=uint8(a); [n,m,l]=size(a);





Experimento: Crear funcion Patrones 2D
El primer paso para realizar el co´digo en Matlab de los programas es
crear una funcio´n llamada Patrones 2D que realiza la bu´squeda de un tem-
plate (matriz pequen˜a) dentro de una matriz dada. Este programa no esta
conectado mediante una interfaz gra´fica sino que se ejecuta directamente.
function patrones_2D(a,template)
% patrones 2D(a,template);
% Variables de entrada:
% a matriz sobre la que buscar un patro´n
% template patro´n de bu´squeda
% ca´lculo de las dimensiones de las matrices
[ng,mg]=size(a); [np,mp]=size(template);
% normalizamos el template
template_n=template/norm(template,’fro’);
% recorremos la matriz a y para cada submatriz de tama~no npxmp
% con filas y columnas correlativas
% hacemos el producto escalar en la norma frobenius con el template




% vamos tomando muestras en la matriz a del mismo tama~no que el
% template
muestra=a(i:i+np-1,j:j+mp-1);
% normalizamos la muestra tomada
muestra=muestra/norm(muestra,’fro’);
% calculamos el producto escalar en norma frobenius




% calculamos el ma´ximo valor del filtro
[maxVec,x]=max(p); [maxVal,y]=max(maxVec);
[x(y),y] maxVal
6.2.2. Programa en 2D sin interfaz gra´fica
function [coor,maxVal]=impatrones_2D(im,name_template)
% [coor,maxVal]=impatrones 2D(im,name template);
% Variables de salida:
% coor vector con las coordenadas [x, y] del punto donde se
% alcanza el mayor valor del filtro
% maxVal valor ma´ximo alcanzado por el filtro
% Variables de entrada:
% im nombre de la imagen sobre la que buscar un patro´n
% name template imagen que constituye el patro´n de bu´squeda
close all




% ca´lculo de las dimensiones de las ima´genes
[ng,mg,lg]=size(a); [np,mp,lp]=size(template);
if (lg~=lp)
fprint(’La imagen y el patro´n deben ser ambas ima´genes en escala ...
de grises o ima´genes en color\n’);
return;
end
% inicializacio´n de las matrices auxiliares q y p
q=zeros(ng-np+1,mg-mp+1); p=zeros(ng-np+1,mg-mp+1,lg);
% bucle para recorrer las bandas de color
for k=1:lg
% normalizamos el template
template_n(1:np,1:mp,k)=template(1:np,1:mp,k)/(norm(template(1:np,1:mp,k),’fro’)...
+10^(-10));
% recorremos la matriz a y para cada submatriz de tama~no npxmp
% con filas y columnas correlativas
% hacemos el producto escalar en la norma frobenius con el template
% tras haber previamente normalizado ambas matrices
for i=1:ng-np+1
for j=1:mg-mp+1
% vamos tomando muestras en la matriz a del mismo tama~no que el
% template
muestra(1:np,1:mp)=a(i:i+np-1,j:j+mp-1,k);
% normalizamos la muestra tomada
muestra=muestra/(norm(muestra,’fro’)+10^(-10));
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% calculamos el producto escalar en norma frobenius






% calculamos el mayor valor del filtro
[maxVec,x]=max(q); [maxVal,y]=max(maxVec);
coor(1)=x(y); coor(2)=y;
% mostramos las diferentes figuras
clim_inf=min(min(a)); clim_sup=max(max(a));
figure(’Tag’,’Original’,’Name’,[blanks(6),’IMAGEN ORIGINAL’],...
’Position’,[6 25 1270 710])
hy=min([1,ng/710]); hx=min([1,mg/1270]); axes(’Position’,[0.5-hx/2








’Position’,[6 25 1270 710])












’Position’,[6 25 1270 710])
hy=min([1,ng/710]); hx=min([1,mg/1270]); axes(’Position’,[0.5-hx/2
















A lo largo de este proyecto hemos desarrollado un estudio sobre un cam-
po tan concreto como es el del reconocimiento de patrones asociado a la
desigualdad matema´tica de Cauchy-Schwartz y hemos realizado el estudio
centrando primero nuestra atencio´n en el caso unidimensional (aplicado a
la bu´squeda de patrones en sen˜ales de audio), y posteriormente en otro
estudio similar con ima´genes digitales que corresponde al caso dos dimen-
sional. Hemos explicado minuciosamente diferentes transformaciones sobre
las sen˜ales de audio y las ima´genes, y con casos pra´cticos hemos testado la
robusted del algoritmo propuesto frente a dichas transformaciones. Como
resultado podemos decir que el algoritmo de Reconocimiento de Patrones
funciona de manera muy eficiente y robusta.
Podemos sen˜alar que en los casos pra´cticos considerados sobre las trans-
formaciones de la imagen, los experimentos en la mayor´ıa de los casos nos
dan unos niveles de eficiencia muy altos, es decir, hay que deteriorar mucho
la imagen, a veces casi por completo para que el patro´n o template no se
encuentre sobre la imagen. Los resultados obtenidos en este proyecto han
sido los esperados, e incluso han superado las expectativas, lo cual nos ha
sido muy grato.
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