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1. Introduction
Let Pn = k[x1, x2, . . . , xn] be the polynomial algebra in the variables x1, x2, . . . , xn over
a constructive field k. One of the first applications of Gro¨bner bases (see, for example [5])
gives the decidability of the ideal membership problem for Pn, i.e., there exists an effective
algorithm which for any finite sequence of elements f, f1, . . . , fm ∈ Pn determines whether
f belongs to the ideal (f1, . . . , fm) or not. Another application of Gro¨bner bases [23] gives
the decidability of the subalgebra membership problem for Pn, i.e., there exists an effective
algorithm which for any finite sequence of elements f, f1, . . . , fm ∈ Pn determines whether
f belongs to the subalgebra 〈f1, . . . , fm〉 or not. The subalgebra membership problem in
characteristic zero was also solved in [18] without Gro¨bner bases.
Traditionally, the ideal membership problem for free algebras is called the word prob-
lem for corresponding variety of algebras. The word problem is undecidable for many
subvarities of semigroups [8], groups, and associative and Lie algebras [9, 22]. More de-
tails on this classical problem can be found in a survey paper [11]. The decidability of the
word problem, in general, is related to the study of Gro¨bner-Shirshov bases [2]. The word
problem is decidable for polynilpotent N2A-groups [10] and for polynilpotent N2Nc-Lie
algebras [1].
A well known Nielsen-Schreier Theorem states that the subgroups of free groups are
free [15] and a Shirshov-Witt Theorem states that the subalgebras of free Lie algebras are
free [24, 31]. These results easily imply the decidability of the subalgebra membership
problem for free groups and free Lie algebras. The subalgebra membership problem is
decidable also for free metabelian groups [21] and free metabelian Lie algebras [32]. It is
undecidable for free associative algebras [27] and for free solvable Lie algebras [28] and for
free solvable groups [29] of solvability index ≥ 3. The subalgebra membership problem
for free metanilpotent Lie algebras, i.e., NsNt-Lie algebras, is decidable [6, 7].
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The basic concepts of differential algebras can be found in [12, 20, 25]. Let ∆ =
{δ1, . . . , δm} be a basic set of derivation operators and let Φ{x1, x2, . . . , xn} be the differ-
ential polynomial ring in free differential variables x1, x2, . . . , xn over an arbitrary com-
mutative ring Φ with unity such that δi(Φ) = 0 for all i. There are several approaches
to define analogues of the Gro¨bner bases for differential polynomial algebras [4, 17, 19]
and some recent results can be found in [13]. The differential ideal membership prob-
lem is solved positively only in some interesting particular cases (see, for example in
[14, 33]). At the moment the membership problem for differential ideals generated by a
single polynomial is still open. It is negatively solved for recursively generated differential
ideals [3]. The membership problem for finitely generated differential ideals of differential
polynomial algebras was formulated by J.F. Ritt in [20, p. 177, Question 2].
In this paper we prove that the membership problem for finitely generated differential
ideals is algorithmically undecidable, i.e., the word problem for differential algebras is un-
decidable. The main instrument of proving this is an interpretation of Minsky machines.
The proof uses the fact that every recursive function can be calculated by Minsky ma-
chines without cycles [27]. Using a method of interpreting the ideal membership problem
from [30], we also prove that the membership problem for finitely generated differential
subalgebras is undecidable.
Our proofs need at least two derivation operators. Thus, these problems are still open
for ordinary differential polynomial algebras.
The rest of the paper is organized as follows. In Section 2 we fix some standard notations
and recall some definitions on differential algebras. In Section 3, we give an interpretation
of the Minsky machines and prove the undecidability of the ideal membership problem.
In Section 4 we give an interpretation of the ideal membership problem and prove the
undecidability of the subalgebra membership problem.
2. Differential polynomial algebras
All our rings are assumed to be commutative and with unity. Let R be an arbitrary
ring. A mapping d : R→ R is called a derivation if
d(s+ t) = d(s) + d(t)
d(st) = d(s)t+ sd(t)
holds for all s, t ∈ R.
Let ∆ = {δ1, . . . , δm} be a basic set of derivation operators.
A ring R is said to be a differential ring or ∆-ring if all elements of ∆ act on R as a
commuting set of derivations, i.e., the derivations δi : R → R are defined for all i and
δiδj = δjδi for all i, j.
Let Θ be the free commutative monoid on the set ∆ = {δ1, . . . , δm} of derivation
operators. The elements
θ = δi11 . . . δ
im
m
of the monoid Θ are called derivative operators. The order of θ is defined as |θ| =
i1 + . . .+ im.
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Let R be a differential ring. Denote by Re the free left R-module with a basis Θ. Every
element u ∈ Re can be uniquely written in the form
u =
∑
θ∈Θ
rθθ
with a finite number of nonzero rθ ∈ R. We turn R
e to a ring by
δir = rδi + δi(r)
for all i and r ∈ R. It is well known [13] that these relations uniquely define a structure
of a ring on Re and every left module over Re is called a differential module over R. In
particular, R is a left Re and every I ⊆ R is a differential ideal of R if and only if I is an
Re-submodule of R. The ring Re is called the universal enveloping ring of R.
Let xΘ = {xθ|θ ∈ Θ} be a set of symbols enumerated by the elements of Θ. Consider
the polynomial algebra R[xΘ] over R generated by the set of (polynomially) independent
variables xΘ. It is easy to check that the derivations δi can be uniquely extended to a
derivation of R[xΘ] by δi(x
θ) = xδiθ. Denote this differential ring by R{x}; it is called the
ring of differential polynomials in x over R.
By adjoining more variables, we can obtain the differential ring R{x1, x2, . . . , xn} of the
differential polynomials in x1, x2, . . . , xn over R. Let M be the free commutative monoid
generated by all elements xθi , where 1 ≤ i ≤ n and θ ∈ Θ. The elements of M are called
monomials of R{x1, x2, . . . , xn}. Every element a ∈ R{x1, x2, . . . , xn} can be uniquely
written in the form
a =
∑
m∈M
rmm
with a finite number of nonzero rm ∈ R.
Every ring can be considered as a differential ring under the trivial action of all deriva-
tion operators. If all differential operators act as zeroes on R, then R{x1, x2, . . . , xn}
becomes an R-algebra. In studying of Gro¨bner bases, we usually assume that R is a
constructive field k or the ring of integers Z.
3. The ideal membership problem
Minsky machines are multi-tape Turing machines [16]. The hardware of a two-tape
Minsky machine consists of two tapes and a head. The tapes are infinite to the right and
are divided into infinitely many cells numbered from the left to the right, starting with
zero. The external alphabet consists of 0 and 1. The first cells on both tapes always
contain 1 and all other cells have 0. The head may acquire one of several internal states:
q0, q1, . . . , qn; q0 is the terminal state. At every moment the head looks at one cell of the
first tape and at one cell of the second tape.
The program of a Minsky machine consists of a set of commands of the form
qiεσ → qjTαTβ,(1)
where 1 ≤ i ≤ n, 0 ≤ j ≤ n, ε, σ ∈ {0, 1}, α, β ∈ {−1, 0, 1}, and α ≥ 0 if ε = 1 and β ≥ 0
if σ = 1. This means that if the head is in the state qi observing a cell containing ε on
the first tape and a cell containing σ on the second tape, then it acquires the state qj and
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the first (the second) tape is shifted α (resp. β) cells to the left relative to the head. If
α = −1, for example, then the first tape is shifted one cell to the right.
A configuration of a Minsky machine can be described by a triple [i,m, n], where m
and n are the numbers of the cells observed by the head in the first and the second tapes,
respectively, and qi is the internal state of the head. We write
[i,m, n]→ [j, p, q],
if a Minsky machine at the configuration [i,m, n] gets the configuration [j,p,q] in one step,
i.e., as a result of execution of one (a unique!) command of the type (1).
Recall that in algorithmic theory the set of natural numbers includes 0, i.e., N =
{0, 1, 2, . . .}. Minsky [16] proved that for every partial recursive function f : N → N
there exists a Minsky machine that calculates f(x), i.e., for every natural x it passes from
the configuration [1, 2x, 0] to the configuration [0, 2f(x), 0] if f(x) is defined, and operates
infinitely, never reaching the terminal state q0, if f(x) is not defined.
We say that a Minsky machine has a cycle if there exists a configuration [i,m, n] such
that the machine starting work at this configuration returns to the same configuration in
a finite number of positive steps. A Minsky machine without cycles is called acyclic.
We need the next lemma.
Lemma 1. [27] Let S be a recursively enumerable subset of natural numbers N. Then
there exists a two-tape acyclic Minsky machine that for every x ∈ N starting work at
the configuration [1, 22
x
, 0] reaches [0, 1, 0] in finitely many steps if x ∈ S and operates
infinitely if x /∈ S.
First of all we assume that the basic set of derivations ∆ = {δ1, . . . , δm} contains at least
two elements. Moreover, we may assume that ∆ = {δ1, δ2} since the other derivations do
not hurt our proofs.
We also fix a recursively enumerable subset S of the set of natural numbers N and fix an
acyclic Minsky machine M that calculates the characteristic function of S as in Lemma
1. Assume that (1) is the set of all commands of M .
Let Φ be an arbitrary ring. We consider all our algebras over Φ. In the case of
positive solutions of algorithmic problems we have to assume that Φ is constructive (or
computable). But it is not mandatory for negative solutions. Of course, we assume that
Φ contains a nonzero unity.
We consider Φ as a differential ring with the trivial action of the derivation operators.
Let A = Φ{x1, x2, q0, q1, . . . , qn} be the free differential algebra over Φ in free differential
variables x1, x2, q0, q1, . . . , qn.
With each command of M of the type (1) we associate the element
f(i, ε, σ) = xε1x
σ
2δ
1−ε
1 δ
1−σ
2 (qi)− x
ε
1x
σ
2δ
1−ε+α
1 δ
1−σ+β
2 (qj)
of the algebra A, where 1 ≤ i ≤ n and ε, σ = 0, 1. Denote by I the differential ideal of A
generated by all elements f(i, ε, σ).
Denote by J the differential ideal of A generated by the elements
δ1(x2), δ2(x1).
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Put also
fm = x1x2δ
22
m
1 (q1)− x1x2δ1(q0)
for all m ∈ N.
Proposition 1. Element fm of A belongs to the differential ideal I + J if and only if
m ∈ S.
The rest of this section is devoted to the proof of this proposition.
Denote by B the quotient algebra A/J .
Lemma 2. The algebra B is a polynomial algebra over Φ in the polynomial variables
δi1(x1), δ
i
2(x2), δ
i
1δ
j
2(q0), . . . , δ
i
1δ
j
2(qn),(2)
where i, j ≥ 0.
Proof. Let R be a polynomial algebra over Φ in the set of variables (2). We can turn
R to a differential algebra by
δ1(δ
i
1(x1)) = δ
i+1
1 (x1), δ2(δ
i
1(x1)) = 0, δ2(δ
i
2(x2)) = δ
i+1
1 (x2),
δ1(δ
i
2(x2)) = 0, δ1(δ
i
1δ
j
2(y)) = δ
i+1
1 δ
j
2(y), δ2(δ
i
1δ
j
2(y)) = δ
i
1δ
j+1
2 (y),
for all i, j ≥ 0 and y ∈ {q0, . . . , qn}.
Consider the differential homomorphism ϕ : A → R defined by ϕ(x) = x for all
x = xi, qi. Obviously, ϕ(J) = 0 and it easy to check that the induced homomorphism
A/J → R is an isomorphism. 
We continue to work with the algebra B. The images of elements of A in B will be
written in the same way as in the algebra A. The images of f(i, ε, σ), fm, and I will be
denoted by g(i, ε, σ), gm, and I˜, respectively.
Notice that B is homogeneous with respect to each of its polynomial generators (2).
Moreover, the elements g(i, ε, σ) and gm are homogeneous with respect to each of the
polynomial variables
δi1(x1), δ
i
2(x2), i ≥ 0,(3)
and with respect to the group of variables
δi1δ
j
2(q0), . . . , δ
i
1δ
j
2(qn), i, j ≥ 0.(4)
Denote by V the set of all monomials in the set of commuting variables (2). Every
element of the universal enveloping algebra Be can be uniquely represented as a linear
combination of elements of the form
vδi1δ
j
2, v ∈ V, i, j ≥ 0.(5)
Let deg be the standard polynomial degree function on B, i.e., deg(y) = 1 for all
elements from (2). All elements g(i, ε, σ) and gm are homogeneous with respect to deg
and
deg(g(i, ε, σ)) = 1 + ε+ σ, deg(gm) = 3.
We also define polynomial degree functions deg1 and deg2 onB as follows: deg1(δ
i
1(x1)) =
i + 1 for all i ≥ 0 and deg(y) = 0 for all other variables from (2); deg2(δ
j
2(x2)) = j + 1
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for all j ≥ 0 and deg(y) = 0 for all other variables from (2). For any v ∈ V put
Deg(v) = (deg1(v), deg2(v)). Let ≤ be the lexicographic order on N
2 (recall that N in-
cludes 0). For any v ∈ V denote by v its highest homogeneous part with respect to Deg.
The elements g(i, ε, σ) and gm are also homogeneous with respect to Deg.
Lemma 3.
δs1δ
t
2g(i, ε, σ) = (δ
s
1(x1))
ε(δt2(x2))
σδ
(s+1)(1−ε)
1 δ
(t+1)(1−σ)
2 (qi)
−(δs1(x1))
ε(δt2(x2))
σδ
(s+1)(1−ε)+α
1 δ
(t+1)(1−σ)+β
2 (qj).
Proof. We consider only the case ε = 1 and σ = 0 since the other cases can be treated
similarly. We have
g(i, 1, 0) = x1δ
1
2(qi)− x1δ
α
1 δ
1+β
2 (qj).
Consequently,
δs1δ
t
2g(i, 1, 0) = δ
s
1δ
t
2(x1δ
1
2(qi)− x1δ
α
1 δ
1+β
2 (qj))
= δs1(x1δ
t+1
2 (qi)− x1δ
α
1 δ
t+1+β
2 (qj))
=
s∑
r=0
(δr1(x1)δ
s−r
1 δ
t+1
2 (qi)− δ
r
1(x1)δ
s−r+α
1 δ
t+1+β
2 (qj)).
Consequently,
δs1δ
t
2g(i, 1, 0) = δ
s
1(x1)δ
t+1
2 (qi)− δ
s
1(x1)δ
α
1 δ
t+1+β
2 (qj).
This proves the statement of the lemma for ε = 1 and σ = 0. 
With each element of B of the form
u = δa1(x1)δ
b
2(x2)δ
s
1δ
t
2(qi), a, b ≥ 1, s, t ≥ 0,(6)
we associate the configuration [i, s, t] of the Minsky machine M .
Denote by Vεσ the set of all elements of B
e of the form
w = (δa1(x1))
1−ε(δb2(x2))
1−σδs1δ
t
2,
where a, b ≥ 1 and s, t ≥ 0
Every v ∈ V can be uniquely represented as v = v1v2, where v1 is a monomial in the
variables (3) and v2 is a monomial in the variables (4). We have Deg(v) = Deg(v1) and
Deg(v2) = (0, 0). We denote v1 by {v}.
Lemma 4. Let u and v be two elements of the form (6). Then
u− v = wg(i, ε, σ)(7)
for some w ∈ Vεσ if and only if {u} = {v} and [u] → [v] as a result of the execution of
the command (1) (or [v]→ [u] if 1 + 1 = 0 in Φ).
Proof. We consider only the case ε = 1 and σ = 0. Then w ∈ V10 has the form
w = δr2(x2)δ
s
1δ
t
2.
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By Lemma 3,
w(g(i, 1, 0)) = δr2(x2)δ
s
1δ
t
2(g(i, 1, 0))
= δs1(x1)δ
r
2(x2)δ
t+1
2 (qi)− δ
s
1(x1)δ
r
2(x2)δ
α
1 δ
t+1+β
2 (qj)
Assume that 1 + 1 6= 0 in Φ. Then (7) holds if and only if
u = δs1(x1)δ
r
2(x2)δ
t+1
2 (qi), v = δ
s
1(x1)δ
r
2(x2)δ
α
1 δ
t+1+β
2 (qj).
Notice that u, v has the form (6), {u} = {v}, and [u] = [i, 0, t+1] and [v] = [j, α, t+1+β].
We get [u]→ [v] as a result of the execution of the command (1).
If 1 + 1 = 0 in Φ, then
v = δs1(x1)δ
r
2(x2)δ
t+1
2 (qi), u = δ
s
1(x1)δ
r
2(x2)δ
α
1 δ
t+1+β
2 (qj)
is possible. In this case we get [v]→ [u]. 
For each ε, σ = 0, 1, denote by Wεσ the set of all elements of the form
x1−ε1 x
1−σ
2 δ
i
1δ
j
2, i, j ≥ 0,
such that i = 0 if ε = 1 and j = 0 if σ = 1. In particular, we have W11 = {1}.
Corollary 1. Let u and v be two elements of the form (6) such that {u} = {v} = x1x2.
Then the equality (7) holds only if w ∈ Wεσ and in this case
u− v = wg(i, ε, σ).
Proof. Again consider only the case ε = 1 and σ = 0. If {u} = {v} = x1x2, then using
the proof of Lemma 4, we get
s = 0, r = 0,
and consequently,
u = x1x2δ
t+1
2 (qi), v = x1x2δ
α
1 δ
t+1+β
2 (qj), w = x2δ
t
2 ∈ W10.
Then
w(g(i, 1, 0)) = u− v. 
Corollary 2. If m ∈ S, then gm ∈ I˜.
Proof. If m ∈ S, then there exists a sequence of configurations
[1, 22
m
, 0] = c0 → c1 → . . . cr = [0, 1, 0].
of the Minsky machine M . For each configuration ci there exists a unique element ui of
the form (6) such that [ui] = ci and {ui} = x1x2. Notice that gm = u0 − ur. By Lemma
3 and Corollary 1, we have ui − ui+1 ∈ I˜ for all 0 ≤ i < r. Consequently,
gm = u0 − ur = (u0 − u1) + (u1 − u2) + . . .+ (ur−1 − ur) ∈ I˜ . 
Lemma 5. If gm is a linear combination of elements of the form
wg(i, ε, σ),
where w ∈ Wεσ, then m ∈ S.
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Proof. Put u = x1x2δ
22
m
1 (q1) and v = x1x2δ1(q0). Then gm = u − v. By Lemma 4, we
may assume that
u− v = λ1(u1 − v1) + λ2(u2 − v2) + . . .+ λr(ur − vr),(8)
where all ui, vi are elements of the form (6) and [ui]→ [vi] for all 1 ≤ i ≤ r. Assume that
r is the minimal number satisfying (8). This condition immediately implies that ui 6= vi.
In order to prove that m ∈ S, it is sufficient to show the existence of a sequence of
configurations of the form
[u]→ . . .→ [v].
If ui = uj, then vi = vj since [ui]→ [vi] for all i. Consequently, we may assume that all
u1, u2, . . . , ur are different. The machine M at the configuration [v] = [0, 1, 0] immediately
stops its work since it is in the internal state q0. For the same reason, the machine at the
configurations [u1], [u2], . . . , [ur] is not in the internal state q0. This means that v contains
q0 and u1, u2, . . . , ur do not contain it.
All elements u, v, u1, v1, . . . , ur, vr belong to a linearly independent set of elements (6).
Then the equality (8) implies that v coincides with one of v1, v2, . . . , vr. Without loss of
generality, we may assume that v = v1. If u = u1, then [u] = [u1]→ [v1] = [v]. Otherwise
(8) implies that u1 coincides with one of v2, . . . , vr. Without loss of generality, we may
assume that u1 = v2.
Continuing this discussion, we may assume that v = v1, u1 = v2, . . . , us = vs+1, u 6=
u1, u2, . . . , us, and s is the maximal number with this property. If u = us+1, then
[u] = [us+1]→ [vs+1] = [us]→ . . .→ [v1] = [v].
If u 6= us+1, then (8) implies that us+1 coincides with one of v1, v2, . . . , vr. If us+1 = vj for
some 1 ≤ j ≤ s+ 1, then we get
(uj − vj) + (uj+1 − vj+1) + . . .+ (us+1 − vs+1) = 0.
This allows to reduce the number r in (8).
Consequently, us+1 coincides with one of vs+2, . . . , vr. We may assume that us+1 = vs+2
and this contradicts the maximality of s. 
We intentionally avoided to use the acyclicity of M in the proof of Lemma 6. The next
lemma is not true for machines without cycles.
Lemma 6. The set of elements of the form
wg(i, ε, σ),(9)
where w ∈ Vεσ, 1 ≤ i ≤ n, and ε, σ ∈ {0, 1}, are linearly independent over Φ.
Proof. By Lemma 4, every element of the form (9) can be represented as u− v, where
u and v are elements of the form (6) such that {u} = {v} and [u]→ [v].
First of all, notice that u− v 6= 0. If u = v, then [u] → [v] = [u] becomes a nontrivial
cycle of the machine M . Recall that M is acyclic.
A nontrivial linear dependence of elements of the form (9) can be written in the form
λ1(u1 − v1) + λ2(u2 − v2) + . . .+ λr(ur − vr) = 0,(10)
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where 0 6= λ1, λ2, . . . , λr ∈ Φ and ui and vi are elements of the form (6) such that
{ui} = {vi} and [ui]→ [vi] for all i.
We noticed that ui = uj implies vi = vj . Therefore, we may assume that all u1, u2, . . . , ur
are different. Start with v1 as in the proof of Lemma 5. We have [u1] → [v1]. Then (10)
implies that u1 coincides with one of v2, v3, . . . , vr. We may assume that u1 = v2. If
u2 = v1, then we get a cycle [u2] → [v2] = [u1] → [v1] = [u2] of the machine M . We also
know that u2 6= v2. Consequently, u2 coincides with one of v3, . . . , vr.
Assume that u1 = v2, . . . , us = vs+1 and s is the maximal number with this property.
If us+1 = vj for some 1 ≤ j ≤ s+ 1, the we get a cycle
[us+1]→ [vs+1] = [us]→ [vs]→ . . .→ [vj ] = [us+1]
of M . Consequently, us+1 6= v1, v2, . . . , vs+1. Then (10) implies that us+1 coincides with
one of vs+2, . . . , vr. We may assume that us+1 = vs+2 and this contradicts to the maxi-
mality of s. 
Lemma 7. If gm ∈ I˜, then m ∈ S.
Proof. Let gm ∈ I˜. Then
gm =
∑
s,i,ε,σ
λs,i,ε,σws(ε, σ)g(i, ε, σ),(11)
where λs,i,ε,σ ∈ Φ and ws(ε, σ) ∈ B
e are elements of the form (5).
Notice that all elements ws(ε, σ)g(i, ε, σ) and gm are homogeneous with respect to each
set of variables (3)-(4) and with respect to degree function deg. Recall that
deg(gm) = 3, deg(g(i, ε, σ)) = 1 + ε+ σ.
Consequently, we may assume that ws(ε, σ) ∈ Vε,σ in (11).
Suppose that there exists at least one ws(ε, σ) that does not belong to Wε,σ. In this
case we get Deg(ws(ε, σ)g(i, ε, σ)) > (1, 1) by Corollary 1. Let (c, d) be the highest
degree of all elements ws(ε, σ)g(i, ε, σ) participating in (11) with respect to Deg. We have
(c, d) > (1, 1) = Deg(gm). Then the equality (11) implies a nontrivial linear dependence
of the highest homogeneous parts ws(ε, σ)g(i, ε, σ) of elements ws(ε, σ)g(i, ε, σ) with the
degree (c, d). It is impossible by Lemma 6.
Therefore, we may assume that all ws(ε, σ) in (11) belong to Wε,σ. Then Lemma 5
implies that m ∈ S. 
Proof of Proposition 1. Notice that fm ∈ I+J in the algebra A if and only if gm ∈ I˜
in the algebra B. By Corollary 2 and Lemma 7, gm ∈ I˜ if and only if m ∈ S. 
Proposition 1 immediately implies the next result.
Theorem 1. The ideal membership problem for differential polynomial algebras with at
least two basic derivations is algorithmically undecidable.
Proof. Let S be a recursively enumerable but nonrecursive set [16]. This means that
there is no algorithm which determines for every natural m whether m ∈ S or not.
Assume that the algebra A and its ideal I + J are constructed by the commands of an
acyclic machine M calculating the characteristic function of S. By Proposition 1, m ∈ S
if and only if fm ∈ I + J . Consequently, there is no algorithm which determines for all m
whether fm ∈ I + J or not. 
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4. The subalgebra membership problem
Let ∆ = {δ1, . . . , δm} be a basic set of derivation operators and Θ is the free commu-
tative monoid on ∆. Let A = Φ{x1, x2, . . . , xn} be a differential polynomial algebra over
Φ and let I = [f1, f2, . . . , fr] be a differential ideal of A generated by f1, f2, . . . , fr. Let
B = Φ{x1, x2, . . . , xn, t} be a differential polynomial algebra with one more free differen-
tial variable t. We identify A with the corresponding subalgebra of B. Denote by SI the
differential subalgebra of B generated by
x1, x2, . . . , xn, δ1(t), δ2(t), . . . , δm(t), tf1, tf2, . . . , tfr.
Proposition 2. Let f ∈ A. Then f ∈ I if and only if tf ∈ SI .
Proof. Let M be the free commutative monoid generated by all elements xθi , where
1 ≤ i ≤ n and θ ∈ Θ. Then every element of Ae is a linear combination of elements of
the form
mθ, m ∈M, θ ∈ Θ.
If f ∈ I, then
f =
∑
m,θ,i
λm,θ,imθfi
for some λm,θ,i ∈ Φ, m ∈M , θ ∈ Θ, and 1 ≤ i ≤ r.
Let T be the subalgebra of SI generated by the elements
x1, x2, . . . , xn, δ1(t), δ2(t), . . . , δm(t).
Notice that M ⊂ A ⊂ T . It is easy to check that
θ(tfi) = tθ(fi) + g, g ∈ T.(12)
Consequently,
tf =
∑
m,θ,i
λm,θ,imtθ(fi) =
∑
m,θ,i
λm,θ,imθ(tfi) + g, g ∈ T.
Therefore, tf ∈ SI .
Denote by degt the polynomial degree function on B such that degt(t
θ) = 1 and
degt(x
θ
i ) = 0 for all i and θ. All generates of the subalgebra SI are homogeneous with
respect to degt. Denote by H the subspace of all homogeneous elements of degree 1 of SI
with respect to degt. Then every element of H is a linear combination of elements of the
form
mtθ1 , mθ(tfi),
where θ1, θ ∈ Θ, |θ1| ≥ 1, m ∈ M , and 1 ≤ i ≤ r. Taking into account (12), we may
assume that every element of H is a linear combination of elements
mtθ1 , mtθ(fi).
Moreover, every element of H divisible by t is a linear combination of elements
mtθ(fi), m ∈M, θ ∈ Θ, 1 ≤ i ≤ r.
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Assume that tf ∈ SI for some f ∈ A. We have tf ∈ H and tf divisible by t. Then
tf =
∑
m,θ,i
λm,θ,imtθ(fi).
Consequently,
f =
∑
m,θ,i
λm,θ,imθ(fi) ∈ I. 
Theorem 2. The subalgebra membership problem for differential polynomial algebras with
at least two basic derivations is algorithmically undecidable.
Proof. By Theorem 1, the ideal membership problem is undecidable. By Proposition 2,
if the ideal membership problem for A is undecidable, then the subalgebra membership
problem for B is also undecidable. 
The method of this section gives the undecidability of the subalgebra membership
problem for free algebras of many varieties of algebras [30]. But this method does not
work for subfields of fields. Recall that the subfield membership problem for fields of
rational functions k(x1, x2, . . . , xn) over a constructive field k is also positively solved by
means of Gro¨bner bases [26]. The subfield membership problem for differential fields of
rational functions remains open.
References
[1] L.K. Bektursynova, U.U. Umirbaev, Systems of linear equations and the word problem for varieties
of Lie N2Nc-algebras. (Russian) Sibirsk. Mat. Zh. 40 (1999), no. 2, 254–265; English translation in
Siberian Math. J. 40 (1999), no. 2, 214–224.
[2] L.A. Bokut, Y. Chen, Gro¨bner-Shirshov bases and their calculation. Bulletin of Mathematical Sci-
ences 4 (2014), issue 3, 325–395.
[3] G. Gallo, B. Mishra, F. Ollivier, Some constructions in rings of differential polynomials. Applied
algebra, algebraic algorithms and error-correcting codes (New Orleans, LA, 1991), 171–182, Lecture
Notes in Comput. Sci., 539, Springer, Berlin, 1991.
[4] G. Carra´ Ferro, Gro¨bner bases and differential algebra. Applied algebra, algebraic algorithms and
error-correcting codes (Menorca, 1987), 129–140, Lecture Notes in Comput. Sci., 356, Springer,
Berlin, 1989.
[5] D.A. Cox, J. Little, D. O’Shea, Ideals, varieties, and algorithms. An introduction to computational
algebraic geometry and commutative algebra. Fourth edition. Undergraduate Texts in Mathematics.
Springer, Cham, 2015.
[6] C.K. Gupta, U.U. Umirbaev, Systems of linear equations over associative algebras and the occurrence
problem for Lie algebras. Comm. Algebra 27 (1999), no. 1, 411–427.
[7] C.K. Gupta, U.U. Umirbaev, The occurrence problem for free metanilpotent Lie algebras. Comm.
Algebra 27 (1999), no. 12, 5857–5876.
[8] Yu. Gurevich, The problem of equality of words for certain classes of semigroups. (Russian) Algebra
i Logika 5 (1966), no. 5, 25–35.
[9] O.G. Kharlampovich, A finitely presented solvable group with unsolvable word problem. (Russian)
Izv. Akad. Nauk SSSR Ser. Mat. 45 (1981), no. 4, 852–873.
[10] O.G. Kharlampovich, The word problem for subvarieties of the variety N2A. (Russian) Algebra i
Logika 26 (1987), no. 4, 481–501.
[11] O.G. Kharlampovich, M.V. Sapir, Algorithmic problems in varieties. Internat. J. Algebra Comput.
5 (1995), no. 4–5, 379–602.
11
[12] E.R. Kolchin. Differential Algebra and Algebraic Groups. Pure and Applied Mathematics, Vol. 54.
Academic Press, New York-London, 1973.
[13] M.V. Kondratieva, A.B. Levin, A.V. Mikhalev, E.V. Pankratiev, Differential and difference dimen-
sion polynomials. Mathematics and its Applications, 461. Kluwer Academic Publishers, Dordrecht,
1999.
[14] M.V. Kondratieva, A.I. Zobnin, The membership problem for differential ideals generated by a
composition of polynomials. (Russian) Programmirovanie 2006, no. 3, 3–9; translation in Program.
Comput. Software 32 (2006), no. 3, 123–127.
[15] W. Magnus, A. Karrass, D. Solitar, Combinatorial group theory. Presentations of groups in terms
of generators and relations. Reprint of the 1976 second edition. Dover Publications, Inc., Mineola,
NY, 2004.
[16] A.I. Maltsev, Algorithms and recursive functions. (Russian) Second edition, Edited and with a
preface and an appendix by D. A. Zakharov, Nauka, Moscow, 1986.
[17] E. Mansfield, Differential Gro¨bner bases. PhD thesis, University of Sydney, 1991.
[18] G.A. Noskov, The cancellation problem for a ring of polynomials. (Russian) Sibirsk. Mat. Zh. 19
(1978), no. 6, 1413–1414.
[19] F. Ollivier, Standard bases of differential ideals. Applied algebra, algebraic algorithms and error-
correcting codes (Tokyo, 1990), 304–321, Lecture Notes in Comput. Sci., 508, Springer, Berlin, 1991.
[20] J.F. Ritt. Differential Algebra. American Mathematical Society Colloquium Publications, Vol.
XXXIII, American Mathematical Society, New York, N. Y., 1950.
[21] N.S. Romanovskii, The embedding problem for abelian-by-nilpotent groups. (Russian) Sibirsk. Mat.
Zh. 21 (1980), no. 2, 170–174.
[22] M.V. Sapir, O.G. Kharlampovich, The word problem in varieties of associative algebras and Lie
algebras. (Russian) Izv. Vyssh. Uchebn. Zaved. Mat. 1989, no. 6, 76–84; translation in Soviet Math.
(Iz. VUZ) 33 (1989), no. 6, 77–86.
[23] D. Shannon, M. Sweedler, Using Gro¨bner bases to determine algebra membership, split surjective
algebra homomorphisms determine birational equivalence. Computational aspects of commutative
algebra. J. Symbolic Comput. 6 (1988), no. 2–3, 267–273.
[24] A.I. Shirshov, Subalgebras of free Lie algebras, Mat. Sbornik, 33(75) (1953), 441–452.
[25] M. van der Put, M.F. Singer, Galois theory of linear differential equations. Grundlehren der Mathe-
matischen Wissenschaften [Fundamental Principles of Mathematical Sciences], 328. Springer-Verlag,
Berlin, 2003.
[26] M. Sweedler, Using Groebner bases to determine the algebraic and transcendental nature of field ex-
tensions: return of the killer tag variables. Applied algebra, algebraic algorithms and error-correcting
codes (San Juan, PR, 1993), 66–75, Lecture Notes in Comput. Sci., 673, Springer, Berlin, 1993.
[27] U.U. Umirbaev, Some algorithmic questions concerning associative algebras. Algebra Logic 32 (1993),
no. 4, 244–255; translation from Algebra Logika 32 (1993), no. 4, 450–470.
[28] U.U. Umirbaev, The occurrence problem for Lie algebras. Algebra Logic 32 (1993), no. 3, 173–181;
translation from Algebra Logika 32 (1993), no. 3, 326–340.
[29] U.U. Umirbaev, The occurrence problem for free solvable groups. Algebra Logic 34 (1995), no. 2,
112–124; translation from Algebra Logika 34 (1995), no. 2, 211–232.
[30] U.U. Umirbaev, The occurrence problem in free associative and free Jordan algebras. Algorithmic
problems in Algebra and Model Theory, Almaty, 1995, 11–15.
[31] E. Witt, Die Unterringe der freien Lieschen Ringe, Math. Z., 64(1956), 195–216.
[32] M.V. Zaicev, Finite separability of relatively free Lie algebras. (Russian) Izv. Vyssh. Uchebn. Zaved.
Mat. 1992, no. 10, 16–21 (1993); translation in Russian Math. (Iz. VUZ) 36 (1992), no. 10, 14–18.
[33] A. Zobnin, On Testing the Membership to Differential Ideals, Proc. of CASC-2004, 485–496, Tech-
nical University Munich, 2004.
12
