In this work, the novel fingerprinting evaluation parameter, which is called the punishment cost, is proposed. This parameter can be calculated from the designed matrix, the punishment matrix, and the confusion matrix. The punishment cost can describe how well the result of positioning is in the designated grid or not, by which the conventional parameter, the accuracy, cannot describe. The experiment is done with real measured data on weekdays and weekends. The results are considered in terms of accuracy and the punishment cost. Three well-known machine learning algorithms, i.e. Decision Tree, k-Nearest Neighbors, and Artificial Neural Network, are verified in fingerprinting positioning. In experimental environment, Decision Tree can perform well on the data from weekends whereas the performance is underrated on the data from weekdays. The kNearest Neighbors has proper punishment costs, even though it has lower accuracy than that of Artificial Neural Network, which has moderate accuracies but lower punishment costs. Therefore, other criteria should be considered in order to select the algorithm for indoor positioning. In addition, punishment cost can facilitate the conversion spot positioning to floor positioning without data modification.
Introduction
In the modern age, location positioning is the key for convenient life. Positioning approaches are utilized by many applications such as navigation. A navigation system uses positioning to express the location of a user or the social networks can identify the location of users [1] , [2] . The accepted positioning tool is GPS (Global Positioning System), which is wildly used in various applications. However, it cannot perform in the indoor environment due to various causes including multipath and signal blockage. Therefore, many researchers attempt to advise the new way to predict positions in indoor areas [3] , [4] . Nowadays, there are not any methods that are acceptable for indoor positioning in the term of accuracy and cost [5] .
Presently, there are three main methods to find positions in indoor. The first is triangulation. The positions are calculated from at least 3 base stations by using signal strength, angle of arrival, or time of arrival from each transmitter [6] in the area. Base stations need to install additional modules to obtain angle and time of arrival. Although triangulation is the appropriate method to position spot, the weak point of triangulation is floor positioning. The floor has more effect of the distortion of signal between transmitters and the device [2] . This leads to error positioning. The second is proximity [7] . This method works by using the base station called a beacon. Beacons are placed in many spots in the area. The mobile devices can communicate with beacons. The position of devices are determined from the received beacon positions and received signal strength (RSS) from the beacon. In addition, this method can provide high resolution of positioning in a centimetre scale [8] . The drawback of this method is cost effective because the larger area needs more beacons. The last one is fingerprinting. The method relies on an algorithm which can predict positions from collected data called radio map. This method is more accurate and cost-effective in a real environment [9] . The major drawback of fingerprinting is to measure signal strength on each reference spot in the area. The larger area takes much time to collect data. For cost effective task, fingerprinting is more widespread than others because it can rely on common installed Wi-Fi system in the building [5] , [6] , [9] . The fingerprinting method, in combination with the machine learning model, can predict the position by relying on the received signal strength from WLAN and knowledge which obtained from the training phase to classify the position. Examples of fingerprinting with machine learning are as follows. In [10] , Decision tree is modified by recursive creation selecting the combination of RSS from each AP to provide the best result. In [11] , Artificial Neural Networks (ANN) are cascaded and optimized parameters with genetic algorithms to improve performance. In [12] , k-Nearest Neighbours (k-NN) is applied with particle filter (PF) by reducing the probability of wrong prediction. In [13] , Support vector machine (SVM) is improved performance by classified data from divided groups by kmedroids. Although, Support vector machine with kernel is powerful and complex algorithm for positioning, it heavily utilizes processor and memory [14] . Then, support vector machine is adapted for fingerprinting by using a server computer to process received data from the client. Unlike SVM, our proposal focuses on no external server. We use only processing in the device, which can reduce cost compared to using server [15] . Therefore, we use decision tree, neural network, and k-NN in our experimental system.
In this work, we presents the novel performance measurement for the fingerprinting method. Conventionally, accuracy is used to evaluate the performance [9] - [14] . HowCopyright c 2016 The Institute of Electronics, Information and Communication Engineers ever, in some situations, only accuracy is not enough. For example, there are some spots in the area that are extremely wrong predicted or some spots in the area that need accuracy more than the other spots. Hence, only accuracy is not enough to compare how well the algorithm can predict the spots in the area.
We propose the punishment cost, which can be designed and used for selecting classification models for fingerprinting. The punishment cost can be obtained by combining the strategy of measurement and confusion matrix. Furthermore, the punishment cost can express the performance of the algorithms according the definition from punishment matrix. The matrix can be designed by assigning the weight that agrees with either the area structure or user's definition. In addition, the performance evaluation can be modified and interpreted easily with out data modification by changing between spot positioning to floor positioning. This indicates that the machine learning algorithm with lower punishment cost is superior.
This paper is organized as follows. Section 2 explains the location finger printing method, the idea of punishment cost, and how it is designed and works. Section 3 describes data and environment which have been tested. Section 4 describes the procedures of the experiment in which the punishment cost is applied in indoor positioning. Section 5 shows the experimental results and discussion. Section 6 summarizes the contribution of this work.
Fingerprinting-Based Indoor Positioning
Fingerprinting is one of indoor positioning approaches which is robust, acceptable accurate, and low budget for installing since RSS from WLAN is used [1] . It does not require additional tools for positioning. It can perform on computers or smart phones, on which the software is installed. In software, there is a learning algorithm, frequently a machine learning algorithm, to discover the possible position from the obtained RSS from APs in that area. The fingerprint approach can be divided in two phases, which are called the online phase and the offline phase [5] . The offline phase is also called training phase. In the offline phase, RSS data are measured from the particular positions that are relevant to the output of positioning. Then, these RSS data are used to train the learning algorithm to learn the relationship between the measured RSSs and the positions. The other one is the online phase or the testing phase. During the online phase, only the RSS is provided to the learning algorithm. The algorithm will predict the possible position by referring to knowledge obtained from the offline phase. The fingerprinting is a powerful method because it finds a relationship between the RSS and a position in a given location. Therefore, it can tolerate the fluctuating environment in positioning. However, the drawback of this approach is that its performance depends on training data. In complex indoor environment, there are several factors that only aggravate positioning performance, such as fluctuation of RSS, multipath, and fading [1] . These will cause low accuracy in positioning. One of the solutions is measuring data or updating data in each position frequently [9] . However, this task is time wasting. Therefore, finding the robust algorithm is the better approach comparing with keep updating data. Normally, robust algorithms will provide consistent results despite the fluctuating RSS. It means the accuracy of robust algorithm is stable. However, only the accuracy is not enough to determine robustness if extremely incorrect positions are considered. Since the conventional fingerprinting determines only the accuracy, when its prediction is wrong, the incorrect results will be excluded from the performance measurement. If there are some positions that require higher precision than the others, the punishment cost can help. By assigning higher value of punishment for those positions, the algorithm will get higher punishment when it delivers wrong prediction of those positions. In addition, this can indicate the performance of the algorithm. In this work, we consider three well-known positioning algorithms with different learning method: Decision Tree [16] , k-Nearest Neighbors [17] and Artificial Neural Network [18] . They have their advantage for learning data. Decision tree is good handling with missing value [19] . k-Nearest Neighbors can learn complex relation by averaging [20] . Artificial Neural Network are good at learning complex relation of high dimension data [21] .
These algorithms will be compared in terms of accuracy and the punishment cost. Accuracy is easy for calculation, but it cannot describe level of false prediction. The punishment cost can do by using a designated matrix. The level of false prediction can be obtained according the cost in the punishment matrix. Cost can imply distance levels between spots. In addition, cost of the particular spots that require strict accuracy can be increased. Hence, wrong prediction in particular spots increases cost more than normal spots. This can help to determine which algorithm has more wrong prediction according to the definition in the punishment matrix. With the punishment cost, algorithms' performance can be compared. The detail of the punishment cost will be provided in the next section.
The Punishment Cost
In this paper, we propose the punishment cost in order to measure performance of positioning algorithms. The punishment algorithms predict positions in a particular area. For example, there are two rooms; room A and room B. If the learning algorithm predicts the wrong position but still in the same room as the correct position, it is better than it predicts the wrong position in the different room. Both predictions are the wrong predictions which do not affect with the accuracy. This point can be brought to determine the performance of algorithms for creating positioning system. The punishment cost is proposed in association with this point.
The procedure of punishment cost calculation can be divided into two parts as follows. The first step is to design a matrix which interprets the environment to matrix's elements by defining neighborhood positions of each indi- Fig. 1 . There are 9 observed positions which lead to creating 9x9 matrix. RSS is measured according to pre-specified position as shown in the figure. Both rooms are divided by the structure of the building. From the building structure, neighbor positions are defined and the costs are assigned. Zeroes assigned to the elements in a diagonal of the matrix because if the predicted position is the actual position, the punishment cost is zero. Ones are assigned to the neighbor positions. The non-relevant positions are assigned the higher cost, i.e. p is assigned. In this step, the relation of each position will be transformed to matrix element for the use in next step as shown in Fig. 2 .
The second step is the calculation step. In the training phase, the result of training is arrange in the confusion matrix form which has identical dimension with the punishment matrix. The confusion matrix contains information about training algorithm. It shows the relation between predicted position and actual position. The punishment matrix is arranged into the identical form of confusion matrix. Then, these two matrices are multiplied. Summation of all elements in the multiplication results in a punishment cost which represents the performance of positioning. The lower punishment cost represents a lower variation of positioning and better performance.
Positioning between different floors can also be determined by the punishment cost. Instead of punishment costs that are related to neighbor or non-relevant positions, the Both of punishment matrices between positions and floors can be combined into one punishment matrix. The subordinate matrices must have the same dimension and order of classes. For example, if the position punishment matrix contains 6x6 elements as shown in Fig. 6 , the floor punishment matrix must also contain 6x6 elements. The main punishment matrix can be obtained from adding each element of subordinate matrices. The final matrix will be used in the calculation as mention earlier. The algorithm for matrix creation can be summarized by the pseudocode as shown in Fig. 5 .
For evaluation, the element, which matches with the predicted position and the actual position, is found in the designated punishment matrix which can tell the punishment value of the prediction. If positioning results are correct, it returns zero. If the positioning result is the nearby position, the punishment cost returns low value. The punishment cost can be calculated by using Eq. (1). Therefore, results of prediction can be compared by summation of punishment matrix elements. The lower cost refers to the higher performance. In case of combined evaluation, the combined punishment matrix designed from the environment in Fig. 6 is applied with a machine learning algorithms. There are 3 test instances with 5 actual position. Suppose the prediction of the first instance is position 4 but the actual instance is position 5. Then, the punishment value of this instances equals p + f . If the second instances is predicted as position 5, the punishment value of the second instance is 0 due to correct positioning. If the third instance is predicted as position 6, the punishment value of the third instance is 1 because the prediction position is near the actual position according to punishment matrix. Therefore, the punishment cost of this test dataset is p + f + 0 + 1. If floor positioning is more weighted than spot positioning, the f value has to be assigned the higher value than p value. If both positioning are equally weighted, f and p values are equal.
PunishmentCost
The relations between RSSs and position data are brought to test three algorithms of fingerprinting which the detail is explained in the next section.
The Measured Data
In order to evaluate the performance of the proposed punishment cost, the experiment is set up in the five-floor building of the Department of Electrical Engineering, Khon Kaen University. Each floor is 73x12 m 2 -sized area with the ceiling height of 2.8 m as illustrated in Fig. 7 . The distance between measured positions, i.e. mark positions, are four square-meter grids with 165 reference points (165 classes for classification). There are total 189 APs of which RSS can be received in this building. For each position, RSS is measured 30 times with 1 second delay. For missing RSSs from APs in the scanning, the value −120 dBm is assigned instead. Table 1 illustrates details of observation on each floor.
On each floor, measured RSS data can be divided into two main datasets. One is measured on weekdays and the other is measured on weekends. For weekends, there are few people in the building. For weekdays, there are the students and staff doing activities in the building. In addition, in one day, measurement can be divided into four time periods. Because there are many APs in the experiment, the most cover areas or prominent APs are AP (9a:dc:96:27:6d:82), AP (bc:ae:c5:ea:c7:e7), and AP (24:a4:3c:0d:18:89). The results in Fig. 8 come from 4950 instances measured in each period, which can be derived from 165 positions with 30 repeated times. The measurement is repeated 3 times for both weekends and weekdays. There are total 6 day-dataset with 118800 instances. The relations between RSSs and position data are brought to test three algorithms of fingerprinting which the detail is explained in the next section. 
Experiment
In this section, experimental procedures are described. After RSS datasets are obtained. The learning algorithms are trained by these datasets. Before each learning algorithm is employed, the configuration parameters have to be tuned.
In a Decision Tree case, no parameter configuration is necessary. For a k-Nearest Neighbors case, 5 is assigned for k and Euclidian distances is used as a distance function. The Artificial Neural Network must be tuned to find the appropriate parameters. In this experiment, the multi-layer perceptron Artificial Neural Network, which has hidden layers is used with the configuration of the learning rate of 0.2, the momentum of 0.2, and the learning cycle of 500 epochs. Then, the accuracy and the punishment cost will be considered.
Accuracy refers to rate of correct positioning. In this work, percent of accuracy is calculated from results of classification that are identical to reference positions. Thus, percent of accuracy is calculated by using Eq. (2). The number of correct positioning is NC and the number of faulty positioning is NF.
The punishment cost refers to acceptable correct boundary. From the design matrix which can tell boundary of each area, if positioning results are in the equation boundary, the punishment cost will be low. The punishment cost can be calculated by using Eq. (1). The punishment value can be obtained from the punishment matrix by comparing the prediction value and actual value. The summation of punishment values of instance results is the punishment cost. The lower cost refers to the higher performance. In this experiment, p and f are assigned to be 10 for spot positioning and floor positioning for easy observation. In combined positioning, the values of weighted type of positioning is assigned to be 100. In case of both of p and f are assigned to be 100, it means both types are equally weighted. However, the punishment cost of them is easy to compare.
In the experiment, the punishment cost will be considered in 3 cases; reference point as spot positioning or position positioning, floor position, and the combination of them, by using punishment matrices. Figure 9 briefly describes the experimental procedure. The experimental result will be discussed in the next section.
Results
The results are described in terms of accuracy and punishment cost. Accuracy is calculated from the rate of correct positioning. The result is shown is Fig. 10 . The percentage of accuracy can only describe the possibility of correct positioning. On the other hand, the punishment cost can provide more information in order to evaluate the algorithms' performance. In the case where the values of algorithms' accuracy are similar, the punishment cost can describe level of incorrect positioning, which is calculated from the defined punishment matrix. In addition, it can evaluate weighted positions that require correctly positioning more than the others. This is important for algorithm selection.
The results are divided into three parts. Abbreviations are used. Decision Tree is denoted by DT. Naive Bayes is denoted by NB. Artificial Neural Network is denoted by ANN.
The first part is results of the spot/position positioning.
The p variable in the punishment matrix is assigned to be 10. The results of each period of day are shown. Consider accuracy result in Fig. 10 and punishment cost in Fig. 11 . Generally, when the accuracy is high, the punishment cost is often low. However, some algorithms, which have lower accuracy, are not always have lower punishment cost. For example, KNN's accuracy results are lower than ANN's accuracy results, but the punishment costs of KNN are usually more than those of ANN. Overall, these results can show the difference of RSS's fluctuation between weekdays and weekends that causes different accuracy. For the results of data obtained during weekend, both of accuracy and punishment cost results of Decision Tree are moderate; high accuracies and low punishment cost. In contrast, the performances of Decision Tree on weekdays are explicitly worse than that of the weekend. In spot positioning case, the Decision Tree is not a robust algorithm for these datasets because it has less ability to classify positions in the same area than other algorithms. The second part is the result of floor positioning. The f variable is assigned to be 10. Consider the accuracy result in Fig. 10 and the punish cost of floor positioning in Fig. 12 . The results are consistent with spot positioning. Commonly, high accuracy provides the low punishment cost. Positioning on weekends provides better results than those of the weekdays. From Fig. 12 , on weekends the punishment costs are smaller than those of the weekdays. In addition, floor punishment cost shows different results from position punishment cost in some points.
For example, for the 8:00-10:00 and 15:00-17:00 data obtained on weekdays, accuracy of ANN in those periods is higher than DT. In addition, the spot punishment cost of ANN is better than that of DT but the floor punishment cost of ANN is worse than that of DT. Hence, it can be approximated that during those period, ANN has higher ability in spot positioning than DT. However, during the same period, ANN has lower ability in floor positioning than DT. In addition, the punishment cost of weekday data drastically increases compare with those of weekend data.
The final part is the result of the combined punishment matrix. The p and f variables are varied between 10 and 100. Figure 13 and Fig. 14 are results from weekend and weekday datasets respectively. The different of weight p and f values produce the distinguished punishment costs. In the combined case, the punishment costs are identically high because they are combined with two weighted punishment values. The combined case can define overall performance of both position cost and floor cost as they are contained in one punishment matrix. The more bias of p and f , the more distinguish punishment cost depending on what weighted type of positioning and ability of an algorithm. For example, p100 f 10 provides less punishment cost than p10 f 100. This means the ability of spot positioning is better than ability of floor positioning in this environment.
From 3 cases of experiment, Decision Tree provides the excellent results on weekend datasets, but it is corrupted in weekday datasets. Both of the accuracy and the punishment costs of Decision Tree are drastically low. It means Decision Tree is not appropriate to be used on these datasets. However, performance comparison between kNearest Neighbors and Artificial Neural Network is Artificial Neural Network provides higher accuracy, but k-Nearest Neighbors provides lower the punishment cost. The other variables; such as training time, memory usage, etc, should be considered in our future work.
Conclusion
This paper proposes the punishment cost, which is the evaluation parameter for indoor location positioning. The advantage of the punishment cost is that it can quantify how the correctness or wrongness of prediction. In addition, it can be easily adapted to spot positioning or floor positioning. The punishment cost consists of 2 steps to obtain. The first step is the designing of punishment matrix. The second step is the calculation step using the result from the first step. Three difference classification algorithms, i.e. Decision Tree, kNearest Neighbors, and Artificial Neural Network, are used in the performance comparison. The real datasets obtained from an experimental site are used in the performance evaluation. The experimental results show that Decision Tree has moderate performance on weekend data, but it has worse performed on weekday data. The Artificial Neural Network has better accuracy than the others. However, when its punishment cost is compared with that of k-Nearest Neighbors, k-Nearest Neighbor's punishment costs are noticeable lower than that of Artificial Neural Network. Thus, other criteria such as learning time should be considered in performance evaluation.
