The (implicit)midpoint scheme, like higher order Gauss-collocationschemes, is algebraicallystable and symplectic, and it preserves quadratic integral invariants. It may appear particularly suitable for the numerical solution of highly oscillatory Hamiltonian systems, such as those arising in molecular dynamics or structural mechanics, because there is no stability restriction when it is applied to a simple harmonic oscillator. Although it is well-known that the midpoint scheme may also exhibit instabilities in various sti situations, one might still hope for good results when resonance-type instabilities are avoided.
1. Introduction. Classical discretization methods for di erential equations typically nd pointwise accurate approximate solutions when the number of discretization steps taken is not too large and when the size of the discretization steps is smaller than any scale of the di erential problem. In this work, however, we consider situations in which there may be a large number of non-small discretization steps taken. In such cases, dictated by necessity of computational feasibility in many applications (e.g. molecular dynamics, uid ow), a lot more attention must be paid, not only to choosing appropriate discretization schemes but also to investigating the quality and meaning of the obtained results.
It is well-known that symplectic and time-reversible discretization schemes possess particularly attractive properties when applied over a long time 1 to Hamiltonian systems 22, 12] . Much attention has been paid recently in this context to the (implicit) midpoint scheme and some of its variants; see, e.g. 25, 10, 14] (see also 5] for a di erent orientation). The midpoint scheme, and more generally Gauss-collocation schemes, are algebraically stable, symplectic 22], and they preserve quadratic integral invariants 8]. They may appear particularly suitable for the numerical solution of highly oscillatory systems 11], although it is known that these schemes may also exhibit instabilities in various sti situations 10, 17, 1, 2]. However, whereas for the usual, highly damping sti initial value problem better alternative schemes exist (e.g. 13]), no clear winners are known for the highly oscillatory case.
It may be argued that when computing approximate solutions to a complicated problem it is better to get a clearly unstable computation (where the approximate solution blows up or behaves otherwise unphysically) than to compute a wrong solution which looks physical { in the latter situation the user may receive no direct warning, and may be led to wrong conclusions regarding the object of the simulation. We show in this paper that, unfortunately, slowly varying quantities may be approximated by wrong, slowly varying quantities when a system with highly oscillatory solution components is approximated by a discretization scheme with a step-size k, unless k 2 =" is Institute of Applied Mathematics and Department of Computer Science, University of British Columbia, Vancouver, B.C., Canada V6T 1Z4 (ascher@cs.ubc.ca). The work of this author was partially supported under NSERC Canada Grant OGP0004306.
y Konrad-Zuse-Zentrum, Takustr. 7, D-14195 Berlin, Germany (reich@zib.de). 1 More speci cally, one must consider Nk 1, where k is the discretization step size and N is the number of discretization steps needed. 1 small enough, where " is the fast scale of the di erential system. In some instances, a more severe k = O(") is required (see Example 3.2). Moreover, if k 2 =" is not small, then signi cant error growth may be experienced when fast and slow modes are coupled by a non-constant transformation. The midpoint scheme is still among the more robust choices, but its imperfections, coupled with its implicitness, make the choice of \best" scheme and the interpretation of computational results more involved.
To be concrete, consider the initial value problem for the friction-free mechanical system (0 t T) _ q = p (1.1a) _ p = ? grad V (q) ? " ?2 G(q) T g(q)
(1.1b) where q are the generalized positions of the bodies, p the generalized momenta, V and g are given functions of moderate size, G = @g @q , and 0 < " 1 is the small parameter. It is well-known that the Hamiltonian (energy) H(q; p) = 1 2 p T p + V (q) + 1 2" 2 g(q) T g(q) ( 1.2) is an integral invariant of this ODE system. We are interested in solutions with bounded energy as
The presence of the strong potential in (1.1) introduces, in general, highly oscillatory solution modes with amplitude O(") in q and O(" 0 ) in p = _ q. To achieve a pointwise accurate approximate solution one must then choose k c 1 ", where c 1 is a constant such that each oscillation is resolved by the mesh. In this case, it is better to choose the explicit Verlet scheme (which is a staggered midpoint scheme, see x3) than one of the implicit variants of midpoint. On the other hand, if the oscillations are small in q and p, say 2 j _ pj = O(" 0 ), then we want to be able to choose " k 1. Even in the more general situation, when j _ pj = O(" ?1 ), one could hope to accurately recover slowly varying quantities, assuming that k is small enough with respect to these slow variations. For example, one could expect that the Hamiltonian (1.2) is conserved up to the order of the method independently of the value of ".
To be more precise, let us rewrite (1.1) as an index-1 DAE,
(1.3c) We distinguish between two cases; which of these occurs depends on the initial conditions.
1. The exact solution satis es jg(q)j = O(" 2 ) : In this case j j = O(1) in (1.3) . (This case is considered, e.g., in 11, 19] .) In the passage to the limit, " ! 0, we obtain the reduced system
(1.4c) Here one may hope to accurately recover the entire solution, when using an appropriate implicit scheme with " k 1.
2. The exact solution satis es jg(q)j = O(") : The balance in powers of " in (1.1) is achieved with jpj = O(" 0 ), j _ pj = O(" ?1 ). Upon discretizing with " k 1, one still hopes to accurately recover q and H, for instance. This case is more prevalent in molecular dynamics calculations (although Case 1 occurs as well). Here we obtain j j = O(" ?1 ) in (1.3c) and the passage to the limit is less clear. The limit DAE 3 may turn out to be (1.4) (as in Example 3.1) or it may be di erent, incorporating an O(1) correcting potential term (as in Example 3.2). Whether or not (1.4) de nes the correct reduced solution, it turns out that O(k 2 =") errors in slowly varying quantities are unavoidable in general when the midpoint scheme is applied. There are two sources for this. One is already apparent when considering the error in the adiabatic invariant in a linear oscillator with a slowly varying frequency. (If the frequency is constant then the energy is a quadratic invariant which is reproduced exactly by the midpoint scheme.) We analyze this error in x2.2 and explain its misleadingly regular form. The same type of error appears later in the more involved nonlinear Example 3.2.
The other source of error is more generic and may generate very large errors. When the solution variables in (1.1) contain coupled fast and slow components such that the decoupled form is simple enough that the midpoint scheme performs well when discretizing it directly, the decoupling transformation from the given system to its decoupled form may still yield O(k 2 =") errors in the discretization scheme when the non-decoupled form is discretized. These errors may induce instability. We prove in x2.3 a restricted stability condition for a linear example: starting from a pair of uncoupled fast and slow linear oscillators, for which midpoint stability can be proved, a smooth and well-conditioned coupling transformation yields a formulation whose direct midpoint discretization results in large errors which may grow rapidly in t unless the stability restriction is satis ed. The explanation must then be in the misrepresentation of the continuous transformation by the discrete one (cf. 2, 1, 5]). For systems with a rotational symmetry this has been shown rigorously in 10].
All of the examples in x3 exhibit this phenomenon, and it is demonstrated and discussed further in that section. We show that unstable midpoint calculations which get worse as k is increased for a xed " can be easily encountered (i.e., this is not an esoteric phenomenon). The methodology for creating such examples is simple and it is demonstrated in Example 3.1 which is related to the linear Example 2.2.
Instabilities in midpoint calculations with large k for this class of problems have been observed in practice before. Some explanation has been given in terms of resonance phenomena 17, 23] . Such explanations may suggest, however, that the step size k may be judiciously increased to avoid resonance spots { an unlikely cure. The di culties we highlight here are present also for linear problems and for discretization schemes which attempt to avoid resonance instabilities.
The midpoint scheme preserves the energy only when the energy expression is at most quadratic (see 8, 3] ). Various energy conserving variants of the midpoint scheme have been considered in 6]. The most successful of these is the method investigated in 10] which can be interpreted as applying the midpoint discretization to the better-decoupled variables. All of these variants su er the disadvantages demonstrated in Example 3.2 (see 6]).
We have organized our presentation around four examples. The two in x2 are linear and simple enough to enable a through analysis. The two in x3 are of nonlinear oscillators, and serve in part to demonstrate that the pitfalls highlighted here are fundamental for many applications. In x4 we o er conclusions.
2. Highly oscillatory linear problems. Consider an ODE system _ y = f(y) 0 t T: (2.1) 3 The limit DAE describes the behaviour of the slowly varying solution components of (1.1) as " ! 0.
3
Using a discretization with a step-size k, the midpoint scheme reads y n ? y n?1 = k f( y n + y n?1
2 ): (2.2) This is a simple, symmetric, symplectic 2nd order implicit Runge-Kutta scheme. It is an instance of collocation at Gaussian points, with one collocation point per step. Gauss-collocation schemes also preserve quadratic integral invariants and possess symplecticity and algebraic stability 13 ; q(0) = 0 is q(t) = " sin(" ?1 t); p(t) = cos(" ?1 t) : The Hamiltonian H(q; p) = 1 2 p 2 + " ?2 q 2 ] is conserved along solutions. Applying now a step of an s-stage Runge-Kutta scheme, denote by (s-vectors)q andp the corresponding approximations obtained for the solution at the stages between t n?1 and t n = t n?1 + k. We easily obtain I ?kA k" ?1 A "I qp = O(") :
Assuming that the coe cient matrix A is nonsingular (which holds, e.g., for all Gauss and Radau collocation as well as for all DIRK schemes 13]), we immediately obtain for the intermediate stages thatq = O(" 2 =k);p = O("=k): Comparing this with the exact solutions, we conclude that the approximation obtained for the intermediate stages may be good for = O("=k) but it is O(1) away inp for = 1, say, when "=k 1. The error at p n is then O(1) as well. Note that the error in the variable q can be neglected in appropriate circumstances, due to the small amplitude of the oscillations in q(t), even though the relative error is O(1). The mesh values p n may oscillate or not, but in any case they will be wrong in absolute value, as " ! 0. For Radau collocation the mesh points are also internal stages, so q n = O(" 2 =k); p n = O("=k). Then the solution corresponds to the exact solution subject to entirely di erent initial conditions, which may be particularly misleading.
Symmetric Runge-Kutta schemes are P-stable 19]. Moreover, for the midpoint scheme the Hamiltonian H is conserved exactly, because it happens to be a quadratic invariant. Hence we obtain a very stable scheme for any step-size k which may, however, produce wrong, physicallylooking solutions.
Note the marked di erence between the harmonic oscillator equations and the classical \test equation" _ y = ?" ?1 y :
For the latter, a simple scheme like backward Euler (or more generally, Radau collocation) produces the exact solution as "=k ! 0, regardless of the initial condition. 4 2.2. Linear oscillator with slowly varying frequency. Let us apply a modest modi cation to the oscillator (2.3) by introducing a time-dependent, slowly-varying change in frequency; namely _ q = ! 2 (t)p (2.4) _ p = ?" ?2 q where !(t) > 0; 0 t T. The modi ed system is still Hamiltonian with energy H(q; p; t) = 1 2 ! 2 (t)p 2 + " ?2 q 2 ] : Next, we discretize the equations (2.4) by the midpoint scheme with a step-size k such that k 1 and "=k 1. Clearly, the numerically computed solutions may be wrong in pointwise absolute value; yet, one hopes that less is needed for the accurate computation of slowly varying quantities.
However, in the following example we demonstrate numerically and prove rigorously that, instead, errors in slowly varying quantities may not be small.
Example 2.1
We consider the errors in a quantity which varies particularly slowly in t. Since the energy is now time-dependent, it is no longer a rst integral for (2.4). However, there exists an adiabatic invariant J(q; p; t) = H(q; p; t)=!(t) = 1 2 !(t)p 2 + " ?2 ! ?1 (t)q 2 ] (see, e.g., 16]) such that, for " small enough,
over a time interval of length T = c 1 e c2=" ; with 1 > c 1 ; c 2 > 0 appropriate constants depending on !(t) 24, 18]. 4 We have calculated the solutions for the midpoint approximation of (2.4) with !(t) = 1 + t for various values of " and k, measuring J = max and let u n := (?1) n " ?1 q n , v n := (?1) n+1 p n (cf. 2] and references therein). Note that the Hamiltonian H, and therefore also the adiabatic invariant J, satisfy H(q n ; p n ; t n ) = H("u n ; v n ; t n ); J(q n ; p n ; t n ) = J("u n ; v n ; t n ) : For the new variables we get (u n + u n?1 )=k = ?" ?1 !(t n?1=2 ) 2 (v n ? v n?1 )=2 (v n + v n?1 )=k = " ?1 (u n ? u n?1 )=2 : Multiplying both equations by k=2 and rearranging we get (u n + u n?1 )=2 = ?!(t n?1=2 ) 2 (v n ? v n?1 )=k (v n + v n?1 )=2 = (u n ? u n?1 )=k : Now observe what approximation we get as k ! 0 for a xed . In fact, this is again the midpoint scheme(!) applied to the \ghost ODE"
The features of u and v therefore depend in the limit only on (and of course !). Whenever 1, the modi ed system (2.6) describes again a highly oscillatory system with slowly varying frequency. Its frequency is! (t) = (!(t) ) ?1 6 and its Hamiltonian isĤ Finally note thatĴ (u n ; v n ; t n ) =Ĵ(" ?1 q n ; p n ; t n ) = J(q n ; p n ; t n ) : Thus, we have rigorously shown that, for small enough or large enough, the error in the adiabatic invariant depends only on k 2 " as k ! 0 and " ! 0, in the manner recorded in Figure 2 .1.
Coupling e ects.
Here we generate a simple linear example where a midpoint discretization with a large step size results in an unstable numerical process. We prove this claim rigorously and demonstrate it numerically, giving a precise condition for this instability to occur. This condition is not based on the eigenvalues of the system.
Example 2.2
We start with an uncoupled pair of fast and slow linear oscillators,
where u(t); v(t) and the given constant vector u each have two components. The fast linear oscillator is for u 1 ; v 1 , and it is separated from the slow oscillator (for u 2 ; v 2 ), even though we write them as a system. The midpoint scheme is therefore stable for any step size k > 0 and it reproduces the (quadratic) energies for the fast and the slow oscillators. Next, we apply the following time-dependent linear transformation: u = Qx; v = Qy; Q(t) = cos t sin t ? sin t cos t ; K = _ Q T Q = 0 ?1 2 , and similarly for any other mesh quantity, and Q n?1=2 = Q(t n?1=2 ).
Numerical experiments clearly indicate that the approximate solution remains bounded for < 1, but increases rapidly in t for > 1, where is de ned in (2.5). Choosing values for u and the initial data as in Example 3.1, the results are similar to those in Table 3 .5 and Figure 3 .2 and are therefore omitted here.
We now prove that the midpoint scheme indeed becomes unstable for > 1, if is bounded away from 1 (say 1 + for some small positive ), for the discretization (2.10). Denote u n = Q n x n , v n = Q n y n , u n?1=2 = un+un? 1 2 , etc. The matrix function Q is orthogonal at each t, all of its even derivatives are scalar multiples of one another, and all of its odd derivatives are scalar multiples of one another. Taylor expansions of Q n about Q n?1=2 or of Q n?1=2 about Q n thus become particularly tractable. We have, e.g., The transformed discretized equations above consist of a midpoint discretization of the uncoupled system (2.7) plus additional terms. Because the midpoint discretization of (2.7) is stable and well-behaved, the crucial question is the e ect of these additional terms, in particular in the equation Consider values of which are bounded away from = 1. (If = 1, additional terms must be considered.) We see that the method becomes unstable when > 1, because then the leading-order eigenvalue pair corresponding to the fast oscillator in (2.7) switches from imaginary to real, with both signs present. Experiments for " small con rm that indeed the midpoint scheme is found unstable for all values of > 1 tried for this simple problem. 8 Note that if we generalize the coupling transformation (2.8) to Q(t) = cos !t sin !t ? sin !t cos !t for any constant 0 ! k ?1 , the stability condition can be easily proved to be < ! ?1 ; or k < 2 r " ! : So, as ! is decreased from 1 to 0 the stability restriction gradually eases o . On the other hand, as ! is increased smaller step sizes are required for stability. Note also that the eigenvalues of the linear problem (2.9) are purely imaginary for all ! (!) Attempts to use these eigenvalues as a telltale sign for instability in the discretized problem (see, e.g., 26]) totally fail here.
3. Examples of coupled harmonic oscillators. In this section we examine in detail the performance of the midpoint scheme (and occasionally also of higher order Gaussian collocation schemes) on two simple nonlinear examples. These examples are deemed more representative than those in the previous section of large nonlinear systems such as those arising in molecular dynamics. However, unlike for the linear examples our explanations here stop short of complete proofs. The examples involve di culties which can be associated with the coupling of rapidly varying and slowly varying oscillators. Example 3.2 involves, in addition, also di culties that can be associated with those analyzed in Example 2.1. The system (3.1) can therefore be viewed as consisting of two loosely coupled linear oscillators (the coupling is nonlinear, though), one fast and one slow. It is not di cult to extend the results stated in x2.1 to this case. Thus we expect no stability di culties and an accurate recovery of H by 9 scheme s k " = k 2 Example 3.1 { maximum error in the energy using collocation at s Gaussian points for the (almost) decoupled system (3.1): fast components, slow components and total energy. the midpoint scheme, provided that the step size k is small enough for the slow variables, even if k 2 =" 1.
We now discretize (3.1) by the midpoint scheme. The results for various values of the step-size k, the problem parameter ", and of (2.5) can be found in Table 3 .1 are excellent, and no dependence on is noticed. Note that the accuracy in E improves here as " is decreased with k held xed and larger. This is because H in (3.2) is \closer" to being quadratic. Next, we transform the problem to Cartesian coordinates q and corresponding momenta p = _ q, where r(q) = jqj = We now consider the midpoint discretization of (3.3). The results for various values of k, " and can be found in Table 3 .2. These results suggest that, provided that "
1, E = O( ) while E S = O("). This implies also E F = E ? E S = O( ).
For = 25 (and interval length T = 5) an instability is suggested. The error grows rapidly as T is increased. The instability does not occur only for isolated values of , unlike a resonance-type phenomenon. The error in the total energy for = 2:5 and T = 20 is plotted in Figure 3 .1.
In Tables 3.3 and 3.4 we list results for similar experiments where instead of using the midpoint scheme we have used collocation at 3 and 4 Gaussian points, respectively. These results show a signi cant improvement in accuracy for both schemes, provided that " 1 and 1. Note that E S = O("). When is large, these schemes too do not perform well and instabilities start to develop.
To understand the observations above, consider the two possibilities for arriving at an approximate solution for the problem in Cartesian coordinates, starting from the polar coordinate formulation (3.1). One possibility is to discretize (3.1) Example 3.1 transformed by a time-dependent orthogonal transformation from polar coordinates { maximum error in the energy using midpoint: fast components, slow components and total energy. from the polar variables to discrete values for q and p. Since the transformation is well-conditioned and the results in Table 3 .1 are accurate, we obtain an accurate approximation for the problem in Cartesian coordinates even for very small " and large . But the other possibility, of transforming the problem rst to (3.3) and then discretizing by the same method, does not work so well. Thus, the main source of error in Tables The results listed in Table 3 .5 exhibit similar phenomena for this transformed system as for the problem in Cartesian coordinates. A plot of the error in total energy H is given in Figure 3 .2 for = 1:25, T = 20 and " = :1e ? 3. Qualitatively similar results are obtained when we replace the potential V = 1 2 ( ? 0 ) 2 by the potential V = ?q 2 in (3.2). The resulting example was considered in 11, 14, 19] . The Jacobian of the linearized problem in Cartesian coordinates was observed to have large O(k 2 =") eigenvalues 19, 26] . This is usually a good indication of potential trouble which, however, does not form a proof of instability, does not always raise an alarm when there is trouble (e.g., Example 2.2 with > 1), and does not o er a methodology for generating such examples. Experiments with initial data corresponding to Cases 1 and 2 of x1 reveal a similar qualitative behaviour, which is somewhat di erent from that suggested in 11, 14] . A fuller exposition of these experiments can be obtained by e-mailing one of the authors. In the next and nal example we discuss a case where (1.4) is not the correct limit DAE for (1.1). Here the midpoint discretization may wrongly approximate slowly varying solution quantities (cf. 10, 6] and Example 2.2), even in polar coordinates. For " 1, the system is clearly highly oscillatory in the variables ( ; p ). The essential analytical di erence between this example and the previous two is that here GG T = r T r = r ?2 which varies slowly in t (because r is a slow variable), whereas before we had GG T = rr T rr 1 . It transpires that in the limit " ! 0, the reduced equations of motion for the slowly varying variables 14 (r; p r ) are given by 21, 7] _ r = p r _ p r = ?(r ? r 0 ) + cr ?2 : Note the correcting force term F = cr ?2 , where c is an appropriate constant determined below.
The fast system can be considered as a harmonic oscillator (2.4) with a slowly varying frequency ! r ?1 . The relevant energy is E F (t) = 1 2 r ?2 p 2 + " ?2 ( ? 0 ) 2 ]. The corresponding adiabatic invariant is J(t) := E F (t) r ?1 (t) = r(t)E F (t) which is preserved up to O(") terms. Thus, as we let " ! 0, E F (t) = r ?1 (t) J(0) and, since the time average of p 2 satis es r ?2 (t) hp 2 i(t) = E F (t) (the time average is taken over an interval long compared to " and short compared to 1), the p 2 term in the slow part can be eliminated by means of hp 2 i(t) = r(t) J(0) : This yields the desired correcting force with c = J(0). For the chosen initial conditions, we have J(0) = :5.
In Table 3 .6 we list results using the midpoint scheme to discretize (3.6), for various values of the step-size k, the problem parameter ", and of (2.5). Here E S , J, and E are de ned by J = max The midpoint results recorded in Table 3 .6 are signi cantly worse than those in Table 3 .1. They clearly suggest that when k > " and is not large, J = O( ), and E S = O("= ) = O(" 2 =k 2 ). The total energy error is much larger than in Tables 3.1 and 3.2 , and advises what sort of errors can be expected without the special e ects of almost quadratic invariants. For these calculations, E F = E ? E S E. The basic reason for this additional complication is that the fast linear oscillator (3.6c)-(3.6d) has a slowly varying frequency. This is explained in x2.2 (cf. Example 2.1).
Perhaps the most troubling aspect of the results recorded in Table 3 .6 is the behaviour of E S when " k. The indicated behaviour may well suggest to an unaware scientist that E S ! 0 as " ! 0. In actuality, E S :17 for the exact solution when " is small, as the numerical results using Example 3.3 { maximum errors for the reversed pendulum using midpoint: polar coordinates.
k < " clearly indicate; E S does not shrink because E S does not include the correcting potential. When " k, however, we get the approximation p = O("=k) at internal stages (recall x2.1), so p 2 r ?3 = O(" 2 =k 2 ) in (3.6b). In (3.6a)-(3.6b) we get (erroneously) an O(" 2 =k 2 ) perturbation of a linear oscillator whose energy is E S , explaining the computed results for E S . In short, the e ect observed here is that the correcting force is approximated to 0 as "=k ! 0, yielding a plausible- We now consider discretization of (3.7) by the midpoint scheme. The results are listed in Table  3 .7. Not surprisingly, the error behaviour is more complicated here than in Table 3 .6 or in Table  3 .2, although there is certainly no additional accuracy. The results for E S are still misleading, as in Table 3 .6. The errors recorded in Table 3 .7 are generally close to the corresponding ones in Table  3 .6. This closeness breaks down, though, when is increased further and coupling e ects take over. For > 1 we did not obtain convergence at all steps for the nonlinear Newton iteration when discretizing (3.7); in contrast, no such problem was observed for (3.6).
For this problem, then, reliability requires using k = O("). Next, we set k " and calculate solutions using the midpoint scheme, as well as the Verlet scheme. The latter can be viewed as a staggered midpoint scheme: for the partitioned system (1.1) one discretizes (1.1a) centred at t n?1=2 = (t n + t n?1 )=2 and (1.1b) centred at t n , q n ? q n?1 k = p n?1=2 p n+1=2 ? p n?1=2 k = grad V (q n ) + " ?2 G T g(q n ) yielding the usual 3-point scheme, 6 q n+1 ? 2q n + 2q n?1 = ?k 2 grad V (q n ) + " ?2 G T g(q n )] :
(3.8) This scheme is explicit (because the Hamiltonian is separated) and has a stability restriction when applied to a linear oscillator (2.3), requiring that k 2" : (3.9) There is no such requirement for the midpoint scheme, despite the closeness between these two discretizations.
The results are listed in Table 3 .8. The midpoint results for E S are no longer misleading. For k = :1" the listed total error using the midpoint scheme is only slightly better than the (cheaper, explicit) staggered midpoint scheme, but the error in J is smaller. For k = " the errors in both total energy and in J are much smaller using the midpoint scheme, indicating its potential attraction despite the possible setbacks for not small. 4 . Conclusions. In this paper we have investigated the suitability of the midpoint scheme for highly oscillatory, frictionless mechanical systems, where the step-size k is much larger than the system's small parameter ", in case that the solution remains bounded as " ! 0. We showed that in general one must require that k 2 =" be small enough, or else, even the errors in the energy and other slowly varying quantities may grow undesirably (especially when fast and slow modes are tightly coupled) or, worse, the computation may yield misleading information. In some cases this may already happen when k = O(") and the high frequency solution components are not accurately resolved. The same holds for higher order collocation at Gaussian points. The encountered restrictions on k are typically still better than the corresponding ones for explicit schemes.
We summarize our experience as follows. Consider (1.1) again, with fast and slow modes clearly separable. In case that the solution of (1.1) oscillates with an amplitude of size O(") about the reduced solution manifold M = f(q; p) : g(q) = 0; G(q)p = 0g of (1.4), and if " is so small that this di erence is tolerable as an error, then solving (1.4), e.g. using SHAKE or RATTLE (see 15] and references therein) or one of the more general stabilization techniques 4], may be the most e cient way to proceed. More generally, accurate approximations for slowly varying solution quantities are obtained for " small by solving the correct limit DAE, if it is known. On the other extreme, there are fast, explicit schemes such as (3.8) if we are willing to accurately resolve the high frequency solution components, i.e., to use k c 1 ". Away from these possibilities, e.g. if the limit DAE is not known and choosing a large k is desirable for e ciency reasons, the midpoint scheme and other implicit variants may have something to o er. But caution must be exercised when they are used. In particular, as "=k ! 0 all implicit Runge-Kutta schemes with a nonsingular coe cient matrix tend to approximate (1.4), so if the limit DAE is di erent from (1.4) (as in Example 3.2) then some misleading calculations may arise. Moreover, energy-preserving variants 6, 10, 20, 9] do not help in such circumstances, and caution dictates simply taking k c 2 " then, where typically it is still possible to choose the constant c 2 such that c 2 > c 1 .
