Tietze's extension theorem asserts that a continuous real-valued function defined on a closed subset of a normal space admits a continuous extension over the whole space. (See [1] or [2, p. 60]) In his paper [3] , [4] H. Whitney has given a sufficient condition for a real-valued function defined on a closed subset of the euclidIan $n$ -space to have an analytic extension over the whole space. The proof of Whitney's extension theorem is rather complicated.
Introdution.
Tietze's extension theorem asserts that a continuous real-valued function defined on a closed subset of a normal space admits a continuous extension over the whole space. (See [1] or [2, p. 60]) In his paper [3] , [4] H. Whitney has given a sufficient condition for a real-valued function defined on a closed subset of the euclidIan $n$ -space to have an analytic extension over the whole space. The proof of Whitney's extension theorem is rather complicated.
In this paper, we shall present two extension theorems of differentiable functions for particular cases with relatively simple proofs, and an application to Frenet Formulas of curves in $E^{3}$ . Since a curve is defined on a closed interval $ [a, b] $ , we therefore $nsider$ only extension of a differentiable real-valued function defined on a subset of $[a,$ $bJ$ , In order that the differentiability of a real-valued function makes sense, it is natural to consider only those subsets which $ntain$ no isolated points. Let $f$ be a real-valued function defined on a subset $A$ of $ [a, b] $ containing no isolated points. Then $f$ is said to be k-normal on $A$ if the i-th derivatives $f^{(i)}(0\leq i\leq k)$ of $f$ exist and $f^{(i)}(x)-P_{i}^{k}(x;f, t)=0((x-t)^{k-i})$ uniformly on $A$ , where $P_{i}^{k}(x;f, t)=f^{(i)}(t)+f^{(\ell+1)}(t)(x-t)+\cdots+\frac{f^{(k)}(t)}{(k-i)!}(x-t)^{k-\ell}$ .
We shall prove in \S 2 that a $k$ -normal function is a $C$ '-function but not $nversely$ . Further propertes of $k$ -normal functions are also discussed in \S 2. The main result of this paper stated in \S 5 is that $f$ has a $C$ "-extension over $ [a, b] i.e.$ , there is $g\epsilon C^{k} [a, b] 
In what follows we always assume that sets under consideration are subsets of $ [a, b] $ and contain no isolated points.
Definition 2.1. Let $f$ be a real-valued function on $A$ and 
The following two propositions are trival. It is easy to verify that $f^{(i)}(x)=0$ for all $i>0$ and . We now prove that any
In order to prove the main theorems in \S 5, we need a few more propositions as the following.
Proof. It is clear from the definftion of $P_{\ell}^{h}(x;f, t)$ that all $f^{(\ell)}$ are continuous.
3. Relative Polynomials.
Consider the following system of linear equations with unknowns $y_{0},y_{1},
It is clear that for given $f\epsilon N^{k}(A)$ and distinct points $s,$ $t$ in $A,$ $\{y_{0},y_{1}, \cdots , y_{k}\}$ is uniquely determined by the above equations. Therefore, for given $f\epsilon N^{k}(A),y_{i}$ are functions of $s$ and $l$ .
Proof. For obvious reason, we can prove the above lemma for each $i$ individually. From the first equation of the system we get
Since $f\epsilon N^{k}(A)$ , the lemma is then true for $i=0$ .
Suppose that the lemma is true for $i=0,1,$ $\cdots$ , $r$ where $r<k$ . We shall prove it is true for $i=r+1$ .
From the ( $r+1\vdash th$ equation we get
By induction assumption, $f\epsilon N^{k}(A)$ and the above equation the lemma is true for $i=r+1$ .
We now consider the polynomial
where $y_{0},$ $y_{1},$ $\cdots$ , $y_{k}$ are determined by (3.1) . We have the following lemma. Lemma 3.2. For given $\epsilon>0$ , there is
Proof. Since
It is clear that the lemma follows from the above inequality and Lemma 3.1. is said to be the relative polynomial of $f$ at $s$ and $t$ , where $R(x)$ is defined as in (3.2) . Proposition 3.4. The i-th derivative of $P(x;f, s, t)$ at $s$ and $t$ are $f^{(i)}(s)$ and
Proof. It can be verified directly from the construction of the relative polynomial. Proposition 3.5. For given $\epsilon>0$ there is 
Proof. For given \'e>O, we take $\delta_{0}>0$ so that 
Moreover, for proving (4.2) it is sufficient to prove that there exists $c\epsilon(x_{1}, x_{2})$ such that 
By the above proposition there is $c$ between $t$ and $x$ such that
By the continuity of $\psi$ , for any given $\epsilon>0$ there is $\delta>0$ such that
This proves the proposition.
Extension Theorems.
In this section we shall prove our main results stated in Theorems 5.1 and 5, 4, In order 
It is seen that $F_{i}(x, t)$ continuous on $(A^{-}\times A^{-})\backslash \Delta(A^{-})$ . Furthermore, for $x,$ $t\epsilon A$ , we have that
It is also seen that $G_{i}(x, t)$ is $ntinuous$ on $(A^{-}\times A^{-})\backslash \Delta(A^{-})$ . Noticing that 
It will be easily seen that the function By definition of $g$ and proposition 3.5, there is $\delta_{2}>0$ such that
By the uniform continuity of $g^{(i)}$ on $F_{2}(\delta_{2})$ , there is $\delta_{3}>0$ such that
Let $\delta={\rm Min}\{\delta_{1}, \delta_{2}, \delta_{3}\}$ , we shall prove that We $nsider$ the following cases: (5.4) follows from (5.3) .
Case $(b)$ If $x^{\prime},$ $x^{\prime\prime}\epsilon F_{1}(\delta_{2})$ and $x^{\prime},$ $x^{\prime\prime}\epsilon(t_{2n-1}, t_{2n})$ for some $n$ , then (5.4) follows from (5.2) . then (5.4) follows from (5.1) and (5.2) . (5.4) follows from (5.1), (5.2) and (5.3).
From the above discussion, we have proved that $g_{B}\epsilon C^{k}(B)$ . 
From the definition of $f_{i}$ , we see that the derivative of the restriction of $f_{i}^{\sim}$ on $A$ (resp. B) is the restriction of $\tilde{f_{i+1}}$ on $A$ (re$sp$. $B$ ).
By Proposition 4.3, we have that 
Moreover, $X(s)$ is unique $uP$ to a motion. For instance, in his paper [7, [7] a sufficient but not necessary condition for a given $C^{\infty}$ -curve to admit a $C^{\infty}-$ Frenet frame. Under his condition, the number of zeros of $\kappa(s)$ must be finite.
In this section we give a necessary and sufficient $ndition$ for a given $C^{k+1}-$ curve to admit a 
