Abstract-Our goal is to perform a system-wide characterization of the workload of wireless access points (APs) in a production 802.11 infrastructure. The key issues of this study are the characterization of the traffic at each access point (AP), its modeling, and a comparison among APs of different wireless campus-wide infrastructures. Unlike most other studies, we compare two networks using similar data acquisition techniques and analysis methods. This makes the results more generally applicable. We analyzed the aggregate traffic load of APs and found that the log normality is prevalent. The distributions of the wireless received and sent traffic load for these infrastructures are similar. Furthermore, we discovered a dichotomy of APs: there-are APs with the majority of clients that are uploaders and APs in which the majority of their clients are downloaders. Also, the number of non-unicast wireless packets and the percentage of roaming events is large. Finally, there is a correlation between the number of associations and traffic load in the log-log scale.
I. INTRODUCTION
Wireless networks are increasingly being deployed and expanded in airports, universities, corporations, hospitals, residential, and other public areas to provide wireless Internet access. It is interesting to observe its evolution both in the spatial and temporal domain. While there is a rich literature characterizing traffic in wired networks, there are only a few studies available that examined and modeled wireless traffic load. Furthermore, there is no study that compares the different wireless infrastructures to generalize the models and characteristics of the traffic load. Access points (APs) are a critical element of the wireless infrastructure in campus network. The key issues of this study are the characterization of the traffic at each AP, its modeling, and a comparison among APs of two different wireless campus-wide infrastructures. Unlike most other studies, we compare two networks using similar data acquisition techniques and analysis methods. This makes the result more generally applicable.
In this paper, we study two large wireless infrastructures of the University of North Carolina at Chapel Hill (UNC) and Dartmouth College using a lightweight data acquisition methodology. The data was collected using the Simple Network Management Protocol (SNMP), the most widely available monitoring service in wireless platforms. Any AP in the market supports monitoring using SNMP, so it is important to understand how much operators and researchers can learn from SNMP data. Other types of data, such as packet or flow level-data, are generally too detailed for this purpose, and their acquisition is much more resource-intensive. This paper makes use of SNMP data for analyzing traffic characteristics, such as the total number of bytes and packets that each access points sent and received during the monitoring period.
Our study considers three dimensions of the workload an AP: number of bytes sent and received, number of packets sent and received, and number of associations and roaming operations. In addition, we have also consider how the building types (e.g., academic, residential, etc.) affect the characteristics of the AP workloads. While previous works have partially considered some of these aspects, our focus on access points is rather unique. Furthermore, we performed system-wide characterization, rather than focusing only the most utilized areas of the studied networks. We believe this type of analysis provides a useful view of the entire utilization of a wireless network, at least from the point of the access points that form the backbone of the wireless infrastructure.
In general, we found a surprising degree of similarity in the characteristics of the UNC and Dartmouth wireless networks. Our results therefore provide strong evidence in support of the development of parsimonious workload models of campus wireless networks. This type of modeling would make it possible to develop more realistic simulations and testbeds.
The extended version of this paper [3] Figure 5 shows packets load for UNC access points due to non-unicast packets. The numbers are rather large, suggesting that this type of packet are quite significant in this type of infrastructures. Unfortunately, no similar data was collected for Dartmouth. Our preliminary analysis shows that these non-unicast packets mostly came from Net-Bios and ARP.
The right plot shows the average packet sizes for the APs in the UNC campus. Most average packets sizes are sizes are below 600 bytes, although we observe some degree of axis-hugging, where a small average received packet size corresponds to a large average sent packet size. This confirms the previous observation that some APs are dominated by highly asymmetric client behaviors (mostly uploading or mostly downloading), which sent mostly large (data) packets in one direction and mostly small (acknowledgment) packets in the other direction. Note that this plot was created by dividing the total number of bytes by the total number of packets (both unicast and non-unicast). A similar plot for Dartmouth using total bytes divided by total unicast packets results in average packet sizes well above the Maximum Transfer Unit of 802.1 lb, so it is clear that the number of non-unicast packets was also rather significant for Dartmouth.
C. Client Associations
Client association dynamics represent another important aspect of the workload of wireless APs. The SNMP counters in the Dartmouth and UNC trace include cumulative counts of the number of client that associated with each APs, number of clients that roamed into each access points, and number of clients that roamed away from each AP. The left plot in Figure 6 shows the CDF for these three parameters for UNC. As in previous cases, we find distributions that are quite heavy. One third of the APs received between 10,000 associations and 250,000 association during the monitored period. This represents daily averages between 170 and 4,310, which should be considered rather high. In addition, the distributions for roaming operations are also rather heavy. It is unlikely that this is purely due to client mobility, so we conjecture that associations instabilities are common, i.e., clients that roamed to a nearby APs due to interferences and poor signal strength. 
