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Abstract
Imputation of data with general structures (e.g., data with continuous, binary, un-
ordered categorical, and ordinal variables) is commonly performed with fully conditional
specification (FCS) instead of joint modeling. A key drawback of FCS is that it does
not invoke an appropriate data augmentation mechanism and as such convergence of
the resulting Markov chain Monte Carlo procedure is not assured. Methods that use
joint modeling lack these drawbacks but have not been efficiently implemented in data
of general structures. We address these issues by developing a new method, coherent
multivariate imputation (CMI), that draws imputations from a latent joint multivariate
normal model that underpins the generally structured data. This model is constructed
using a sequence of flexible conditional linear models that enables the resulting proce-
dure to be efficiently implemented on high dimensional datasets in practice. Simulations
show that CMI performs well when compared to those that utilize FCS. Furthermore,
the new method is dramatically more computationally efficient than FCS procedures.
KEY WORDS: Missing Data, Multiple Imputation, Joint Modeling, Fully Conditional
Specification, Chained Equations, Markov Chain Monte Carlo.
1 Introduction
Missing data present one of the classical problems of statistical analyses. Imputation, in
which missing values are replaced with plausible entries according to some sort of statisti-
cal model, is a highly popular approach for addressing missing data as it yields completed
datasets that can be analyzed with traditional techniques. Modern approaches to imputa-
tion have tended to settle within a Bayesian paradigm wherein imputations are sampled at
random from a posterior predictive distribution; this begets the multiple imputation frame-
work in which estimators of uncertainty can be adjusted for imputation error through the
creation of several imputed datasets. Reviews of missing data, imputation, and multiple
imputation are numerous—examples include Rubin (1987), Rubin (1996), Schafer (1999),
Carpenter and Kenward (2012), and Little and Rubin (2020).
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Most commonly used imputation procedures generate imputations across iterations of
Markov chain Monte Carlo (MCMC) with data augmentation (Tanner and Wong 1987).
As such, theoretically valid multivariate imputation requires sampling from the (joint) pos-
terior distribution of the missing data given the observed data. However, procedures that
implement sampling from coherent joint distributions (e.g. Quartagno and Carpenter 2019;
Schafer 2017; Zhao and Schafer 2018) tend to be incompatible or highly inefficient with
data of general structures or high dimensions.
An alternative to joint modeling is fully conditional specification (FCS, Raghunathan
et al. 2001; Van Buuren et al. 2006; Van Buuren and Groothuis-Oudshoorn 2010; White et al.
2011), also known as chained equations, wherein each variable is imputed from a conditional
model that potentially includes all other variables. This process naturally lends itself to
imputation of variables of general structure (e.g., binary, unordered categorical, ordinal);
further, transformation (e.g., Robbins and White 2011; Robbins 2014) or predictive mean
matching (Little 1988) can be applied to preserve continuous marginal distributions that
non-standard. However, since the conditional models can be, in theory, incompatible with
one another, FCS does not represent a valid form of Gibbs sampling, and the imputations
are not guaranteed to converge across iterations of MCMC. In spite of these theoretical
flaws, FCS performs well in practice (White et al. 2011; Van Buuren 2018) and is widely
used and available across a host of software (e.g., Raghunathan et al. 2002; Van Buuren
and Groothuis-Oudshoorn 2010; Su et al. 2011; Honaker et al. 2011).
We introduce a new procedure that borrows from earlier ideas (Carpenter and Kenward
2012; Robbins et al. 2013) and addresses the theoretical and empirical issues encountered
with FCS. This new algorithm, referred to as coherent multivariate imputation (CMI) im-
poses a latent multivariate normal process in order to facilitate imputation of continuous,
binary, unordered categorical, and ordinal (i.e., ordered categorical) variables. To ensure
theoretical validity, CMI draws imputations from a joint model while building that model
from a sequence of linear conditional models. Modeling in such a fashion enables flexibility
in the selection of conditional relationships that permitted between variables. The SWEEP
operator (Goodnight 1979) optimizes the computational performance of the algorithm. CMI
also runs dramatically faster than FCS in the empirical illustrations presented here.
The remainder of this article proceeds as follows. Fundamental concepts regarding
imputation are provided in Section 2. The CMI algorithm is detailed in Section 3—its
favorable performance is illustrated in a rigorous simulation study provided in Section 4.
The article concludes with discussion in Section 5.
2 An Imputation Primer
We begin by sketching fundamental concepts for imputation of missing data. Relevant
imputation methods are founded on the concept of data augmentation (DA, Tanner and
Wong 1987). DA is designed for cases where the desired objective of sampling from a
posterior distribution P (θ|y) is difficult, but for some latent variable z, sampling from
P (z|y, θ) and P (θ|y, z) is simple, where P (·) is general notation for a probabilistic density.
As such, DA involves iteratively sampling from P (z|y, θ) and P (θ|y, z) in order to yield valid
draws from P (θ, z|y). In missing data models, it is common to let y represent the observed
data in the DA formulation, z represent the missing data, and θ model parameters. As such,
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imputation via DA involves iteratively alternating between an imputation step (or I Step),
which involves sampling udpated imputations from the density of the missing data given
the observed data and the parameters sampled from the previous iteration, and a parameter
step (P Step) wherein one samples parameters from the density of the parameters given the
observed data and the imputations sampled from the preceding I Step.
To illustrate the DA process with more formal notation, let χobs denote the observed
data and χmis denote the missing data, while χ = {χobs,χmis} gives the complete data.
Furthermore, Θ is a set of model parameters that govern the distribution of χ. The ob-
jective is to sample imputations from P (χmis|χobs,Θ). Letting χ(t)mis and Θ(t) represent
samples of χmis and Θ drawn at the t
th iteration, these are updated within the (t + 1)th
iteration as follows:
I Step: Draw χ
(t+1)
mis from P (χmis|χobs,Θ(t)).
P Step: Draw Θ(t+1) from P (Θ|χobs,χ(t+1)mis ).
As t→∞, convergence is observed in that {χ(t)mis,Θ(t)} can be shown to represent a random
draw from P (χmis,Θ|χobs). Validity of estimators derived from the imputed data is con-
tingent upon the missing at random assumption (in the nomenclature of Little and Rubin
2020).
Gibbs sampling (Geman and Geman 1984) is used to update imputations within the I
Step. Specifically, letting χ = {X1, . . . ,Xp}, within the (t+ 1)th iteration, we sequentially
update X
(t)
j for each j by replacing values that were originally missing (in Xj) with draws
from
P
(
Xj
∣∣∣X(t+1)1 , . . . ,X(t+1)j−1 ,X(t)j+1, . . . ,X(t)p ,Θ(t)) , (1)
which serves to create X
(t+1)
j . In the event that χ follows a Guassian distribution, multi-
variate normal theory can be used to the form of each of the above conditional models given
a mean vector and covariance matrix extracted from Θ. However, joint modeling in this
manner for more general data, which may contain binary, unordered categorical or ordinal
variables, is more complicated. Elaborating, one can construct a joint model via a sequence
conditional models using
P (X1,X2, . . . ,Xp|Θ) =
p∏
j=1
P (Xj |X1, . . . ,Xj−1,θ∗j ),
where Θ = {θ∗1, . . . ,θ∗p}. Given the specific marginal structure of each Xj , models for
P (Xj |X1, . . . ,Xj−1) (2)
and θ∗j may be easily determined for j = 1, . . . , p, which yields a valid joint density. Nonethe-
less, sampling from
P (Xj |X1, . . . ,Xj−1,Xj+1, . . . ,Xp ) (3)
for j = 1, . . . , p in a manner that is congenial with the resulting joint density, as is required
for valid Gibbs sampling, often presents an intractable problem for general data structures.
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Fully conditional specification (FCS) circumvents the above problem by modeling each
conditional expression of the form in (3) instead of addressing the joint distribution. As
such, in lieu of a P Step, FCS samples model parameters for each conditoinal model within
each phase of the Gibbs sampling. That is, for each j = 1, . . . , p, imputations for Xj at the
(t+ 1)th iteration are determined via
θ
(t+1)
j ∼ P (θj |X(t+1)1 , . . . ,X(t+1)j−1 ,X(t)j , . . . ,X(t)p ),
X
(t+1)
j ∼ P (Xj |X(t+1)1 , . . . ,X(t+1)j−1 ,X(t)j+1, . . . ,X(t)p ).
where θj indicates model parameters for the density seen in (3). Since the sequence con-
ditional expressions given by (3) may define an incoherent joint distribution when modeled
separately, there is no guarantee that {χ(t)mis,Θ(t)} will converge to P (χmis,Θ|χobs) across
iterations with FCS; in fact, divergence is possible. Most references that discuss conver-
gence in FCS methods (e.g., White et al. 2011; Van Buuren 2018) recommend the use of a
small number of iterations of MCMC (usually as low as five, which is the default in several
algorithms), perhaps to hedge against the possibility of divergence.
Others have noted performance issues with FCS when applied in high dimensional
datasets (e.g., Loh et al. 2016); nonetheless, it has observed prevalent usage when applied
in a large-scale surveys (e.g., Schenker et al. 2006).
3 Coherent Multivariate Imputation
Here, we introduce a novel imputation method: the so-called Coherent Multivariate Impu-
tation (CMI). This procedure is designed to accomplish the following:
1. Sample imputations from a coherent joint distribution;
2. Have the flexibility to impute variables of a variety of structures (e.g., continuous,
binary, unordered categorical, ordinal);
3. Afford the user the ability to determine which conditional relationships are permitted
within the imputation model;
4. Be computationally feasible and efficient in high dimensional datasets.
In this endeavor, we revisit the data augmentation framework, but instead of assuming that
the latent process z (as described at the beginning of Section 2) represents only the missing
data whereas the other process y is the observed data, we assume that there is a latent data
system that underpins all data values (observed or missing) and that the collected data
instead represent available knowledge regarding this system in that some variables may be
fully or partially observed.
3.1 Defining the Latent Process
As in Section 2, let χ = {X1, . . . ,Xp} denote that collected data (which may contain
missing values). We assume that each variable contained in χ has either a continuous,
categorical, binary, or ordinal distribution. Extensions involving semi-continuous data and
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right-censored data are discussed in Section 5. For simplicity, we assume that binary vari-
ables take on value 0 or 1, and we assume that if Xj is unordered categorical or ordinal
with kj > 2 possible values, then Xj ∈ {1, . . . , kj}. We reformat the data so that if Xj
is unordered categorical, it is represented by kj − 1 nested binary variables, where if Xj
falls into the ith category, the ith nested variable is unity and is zero otherwise. Specifically,
a categorical variable Xj is reformatted into nested variables X
∗
j′ , . . . ,X
∗
j′+kj−2 for some
index j′ as follows:
X∗j′+`−1 =

?, if Xj < ` or Xj = ?,
1, if Xj = `,
0, if Xj > `.
(4)
for 1 ≤ ` ≤ kj − 1 where “?” indicates a missing value. All ?s in X∗j′ , . . . ,X∗j′+kj−2 are
imputed. Let χ∗ = {X∗1, . . . ,X∗q} denote the reformatted data, where q ≥ p and where
χ∗ contains only continuous, binary, and ordinal variables. Note that variables that are
not unordered categorical are copied over from χ to χ∗. For an unordered categorical
variable Xj , we suggest ordering the categories from least to most prevalent when creating
the nested variables; this will minimize the number of missing values that are artificially
imposed.
The formulation in (4) represents a nested version of the manner in which semi-continuous
data are frequently handled in imputation algorithms (e.g., Robbins et al. 2013). Specif-
ically, the categorical variable is first broken down into a binary variable that indicates
whether or not the original variable falls into the first category and a categorical variable
that is set as the value of the original variable but is missing when the original variable
falls into the first category. Next, this second (categorical) variable is dissected in a similar
manner—this yields a second binary variable that is unity when the original variable fell
into the second category, missing when it fell into the first, and zero otherwise, along with a
third variable that is unordered categorical and contains missing values for cases where the
original categorical variable fell into one of the first two categories. This process is repeated
until all categories are embodied by nested binary variables. The advantage of this process
is that it allows the nested variables to be (conditionally) independent of one another and
is easily reversed following imputation.
Borrowing from the idea of probit modeling, akin to how it has been previously applied in
imputation settings (Carpenter and Kenward 2012), we assume that a multivariate Gaussian
distribution underpins χ∗. Specifically, ψ = {Z1, . . . ,Zq} indicates the underlying latent
process. We assume that ψ ∼ Nq(µ,Σ) for a mean vector µ and variance matrix Σ. The
process of observed data χ∗ is generated from the latent process ψ as follows:
If X∗j is continuous,
X∗j = F
−1
j (Φ(Zj)) (5)
where Fj(·) is the marginal cumulative distribution function (CDF) of X∗j , in that Fj(x) =
Pr(Xj ≤ x) where Pr(A) gives the probability of event A, and where Φ(·) denotes the CDF
of a standard normal random variable. Of course, prior to imputation, the observed data
should be transformed to have a standard normal distribution via the inverse transformation
Zj = Φ
−1(Fj(X∗j )). Transformations of this type may be performed with a parametric
density (Robbins and White 2011; Robbins et al. 2013) or in a non-parametric manner
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with a kernel or empirical distribution (Robbins 2014). This formulation serves to link the
continuous data via a Gaussian copula (Nelsen 2009). If X∗j is binary, a probit-type model
is imposed:
X∗j =
{
0, if Zj < 0,
1, if Zj ≥ 0.
Lastly, if X∗j is ordinal where X
∗
j ∈ {1, 2, . . . , kj},
X∗j = i if τj,i−1 < Zj ≤ τj,i,
for i ∈ {1, . . . , kj}, where τj,i = Φ−1(Pr(X∗j ≤ i)) for i ∈ {1, . . . , kj − 1} and where we set
τj,0 = −∞ and τj,kj =∞.
Note that the latent multivariate normal process can be modeled conditionally upon a
set of fully observed predictors (see, for example, Robbins et al. 2013); these variables can
obey any distribution and need not be underpinned by a Gaussian density. For simplicity
of the exposition, we do not condition on such variables in the following.
3.2 Imputation of the Latent Process
The P Step of CMI is akin to that of the so-called Iterative Sequential Regression method
of Robbins et al. (2013). The objective of the P Step is to determine values of the mean
vector µ and variance matrix Σ of the latent multivariate Gaussian process; however, these
quantities are modeled indirectly. Specifically, we build a joint model for ψ by stating linear
forms for conditional models seen in (2) in that Zj is allowed to depend on variables that
precede it in sequence but not those that antecede it. That is, we assume
Zj = V jβj + σjj , (6)
for j = 1, . . . , q, where V j denotes an n × κj predictor matrix of which the columns are
some subset of the columns of {1;Z1; . . . ;Zj−1}, with 1 indicating a vector of ones, and
where βj denotes a length-κj vector of regression coefficients—the flexibility to selectively
reduce the size of the predictor set for each conditional model is crucial in our setting as
referenced previously. This model imposes that P (Zj |Z1, . . . ,Zj−1) = P (Zj |V j). Note
that the predictor matrix V j for a Zj that corresponds to a nested binary variable within
an unordered categorical variable should exclude any other nested variables from that same
categorical variable.
Assuming a non-informative prior for Θ = {β1, σ1, . . . ,βq, σq} in that P (Θ) ∝
∏q
j=1 1/σ
2
j ,
the posterior distributions of βj and σ
2
j (assuming fully observed ψ) are derived as follows.
If X∗j is binary, we fix σ2j = 1, which is in accordance with traditional probit modeling.
Otherwise,
σ2j |ψ ∼ Inv-χ2(n− κj , s2j ), (7)
where, letting the superscript T indicate a matrix transpose, s2j = (Zj − V jβˆj)T (Zj −
V jβˆj)/(n − κj) with βˆj = (V Tj V j)−1V Tj Zj and with Inv-χ2( · , · ) denoting an inverse
chi-square distribution. Likewise,
βj |σ2j ,ψ ∼ Nκj (βˆj , σ2j (V Tj V j)−1). (8)
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Given imputed values of the latent process, ψ(t) = {Z(t)1 ; . . . ;Z(t)q } at the tth iteration, the
P Step involves sampling β
(t)
j and σ
(t)
j from P (βj , σj |Z(t)1 , . . . ,Z(t)j−1) for j = 1, . . . , q in
accordance with (7), when needed, and (8) above.
We next calculate µ(t) and Σ(t), the mean vector and covariance matrix of the process
ψ at the tth iteration, from the parameter set {β(t)1 , σ(t)1 , . . . ,β(t)q , σ(t)q } using established
formulas for deriving means and covariances from a sequence of regression models; the sup-
plement to Robbins et al. (2013) provides some illustrations of such calculations.
The I Step for the (t + 1)th of CMI involves sampling ψ(t+1) from P (ψ|χ∗obs,µ(t),Σ(t)),
where χ∗obs includes the fully and partial observed information regarding ψ from χ
∗. Since
χ∗ is uniquely determined from ψ, we do not need to recalculate χ∗ at each iteration in
order to align with the data augmentation framework. First, we use µ(t) and Σ(t) to find
the parameters that define P (Zj |Z1, . . . ,Zj−1,Zj+1, . . . ,Zp) for each j = 1, . . . , q, which is
Gaussian by multivariate normal theory. We execute Gibbs sampling from this distribution.
As such, for each j ∈ {1, . . . , q}, let
µ
(t+1)
j|· = E[Zj |Z
(t+1)
1 , . . . ,Z
(t+1)
j−1 ,Z
(t)
j+1, . . . ,Z
(t)
p ,µ
(t),Σ(t)],
σ
(t+1)
j|· = Var(Zj |Z
(t+1)
1 , . . . ,Z
(t+1)
j−1 ,Z
(t)
j+1, . . . ,Z
(t)
p ,µ
(t),Σ(t)).
Multivariate normal theory is used to determine µ
(t+1)
j|· and σ
(t+1)
j|· (for details, see the
supplement to Robbins et al. 2013).
If X∗j is continuous:
• For cases where X∗j is observed, set Z(t+1)j = Zj ;
• For cases where X∗j is missing, sample Z(t+1)j from N(µ(t+1)j|· , σ
(t+1)
j|· ).
Note that if X∗j is binary or ordinal, only partial information is known regarding Zj , even
for cases where X∗j is observed. This information is incorporated in the sampling scheme
for binary X∗j as follows:
• For cases where X∗j is missing, sample Z(t+1)j from N(µ(t+1)j|· , σ
(t+1)
j|· );
• For cases with X∗j = 0, draw Z(t+1)j from trN(µ(t+1)j|· , σ
(t+1)
j|· ,−∞, 0);
• For cases with X∗j = 1, draw Z(t+1)j from trN(µ(t+1)j|· , σ
(t+1)
j|· , 0,∞).
In the above, trN(µ, σ2, a, b) is a truncated normal distribution with mean µ, variance
σ2, and bounds of a and b. That is, X ∼ trN(µ, σ2, a, b) ⇒ X ≡ (Z|a < Z < b) with
Z ∼ N(µ, σ2). To find Z(t+1)j if X∗j is ordinal with kj categories:
• For cases where X∗j is missing, sample Z(t+1)j from N(µ(t+1)j|· , σ
(t+1)
j|· );
• For cases withX∗j = i where 1 ≤ i ≤ kj , drawX(t+1)j from trN(µ(t+1)j|· , σ
(t+1)
j|· , τj,i−1, τj,i).
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Herein, we again set τj,0 = −∞ and τj,kj =∞.
To initialize the MCMC procedure, we find that setting µ
(0)
j|· = 0 and σ
(0)
j|· = 1 and
sampling ψ(0) = {Z(0)1 ; . . . ;Z(0)q } according to the rules above performs sufficiently well. Of
course, more rigorous options could be implemented.
3.3 Derivation of Final Imputations
After a burn-in period of b iterations, the MCMC procedure is stopped andψ(b) = {Z(b)1 , . . . ,Z(b)q }
indicates the final imputed version of the latent data. The final imputations for the (re-
formatted) recorded dataset are denoted χ˜∗ = {X˜∗1, . . . , X˜
∗
q}′ and are derived from ψ(b) as
follows.
If X∗j is continuous, X˜
∗
j = F
−1
j (Φ(Z
(b)
j )); see Robbins et al. (2013) and Robbins (2014)
for specifics regarding transformation and untransformation of marginal distributions. If
X∗j is binary,
X˜
∗
j =
{
0, if Z
(b)
j < 0,
1, if Z
(b)
j ≥ 0,
and if X∗j is ordinal with kj categories,
X˜
∗
j = i if τj,i−1 < Z
(b)
j ≤ τj,i.
for i ∈ {1, . . . , kj}.
The nesting structure described in (4), in which case an unordered categorical variable
Xj ⊆ χ is represented by {X∗j′ , . . . ,X∗j′+kj−2} ⊆ χ∗ for some j′, is then reversed, creating
the final imputed dataset χ˜ = {X˜1, . . . , X˜p}. This is accomplished by setting
X˜j =

1, if X∗j′ = 1,
2, if X∗j′+1 = 1 and X
∗
j′ = 0,
...
kj − 1, if X∗j′+kj−2 = 1 and X∗i = 0 for each i ∈ {j′, . . . , j′ + kj − 3},
kj , if X
∗
i = 0 for each i ∈ {j′, . . . , j′ + kj − 2},
and by setting other variables contained in χ equal to their corresponding imputed version
in χ˜∗.
To apply multiple imputation (Rubin 1987, 1996), the entire process illustrated above is
repeated independently m times to procedure m separately imputed datasets. Well known
combining rules are used to aggregate the datasets and adjust estimators for imputation
error.
Note that the marginal transformations that are applied to continuous variables in
(5) assume that Fj(x) = Pr(Xj ≤ x) is known for each relevant j and likewise that
τj,i = Φ
−1{Pr(X∗j ≤ i)} is assumed known for each ordinal Xj . In practice, these quantities
are estimated which may induce bias into the transformations in missingness mechanisms
that are not missing completely at random (borrowing the terminology of Little and Rubin
2020). However, earlier studies involving continuous data (Robbins et al. 2013; Robbins
2014) find no evidence of substantial bias stemming from transformations. Note also that
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the copula framework applied to continuous variables requires that following the marginal
transformations, the transformed variables obey a multivariate normal distribution (i.e.,
relationships between variables are linear). However, the aforementioned studies (e.g., Rob-
bins et al. 2013; Robbins 2014) have also shown that in practice, bivariate relationships are
often more linear following such transformations than before.
The manner in which we handle categorical variables is, by our knowledge, novel. Alter-
native approaches proposed by other authors do not impose missingness in nested variables
(Allison 2002; Honaker et al. 2011; Carpenter and Kenward 2012)—imputed values of the
categorical variable are then set as the category that observes the highest value among the
imputed nested variables. However, rigorous evaluations of this approach are scarce, as
noted by Carpenter and Kenward (2012). In contrast, our proposed approach performs well
in simulations (see Section 4).
3.4 The Sweep Operator
The sweep operator (Beaton 1964; Goodnight 1979) is used to dramatically improve the
computational efficiency of the CMI algorithm in both the P Step and I Step. Specifically,
through the use of this operation in the P Step, all information needed for the conditional
models of Z
(t)
j for each j = 1, . . . , q, as seen in (6), can be calculated through nearly
the same amount of computations as would be needed to determine only the quantities
necessary for the conditional model for Z
(t)
q . To elaborate, the sweep operator is a matrix
transformation that is applied to a specific column of a symmetric matrix (i.e., “sweeping
in” the column), and groups of columns may be “swept in” by applying the operation to
the individual columns (and resulting matrices) in sequence. The operation functions so
that columns may be“swept in” in any given order without changing the end result.
Assume for the moment that each predictor matrix used for the models in (6) contains
the maximum permissible number of predictors (i.e., V
(t)
j = {1,Z(t)1 , . . . ,Z(t)j−1}. If the first
j columns of the (q+1)× (q+1) matrix A(t) = (V (t)q+1)′V (t)q+1 are swept in, the result, which
is a (q + 1) × (q + 1) matrix that we notate with B(t)j , contains submatrices which yield
the information needed to determine βˆ
(t)
j and (s
(t)
j )
2 without further matrix computations.
Then, the sweep operator can be applied to column j+ 1 of B
(t)
j to yield βˆ
(t)
j+1 and (s
(t)
j+1)
2.
As such, applying the operation in sequence to columns 1 through q of the matrix A(t)
yields βˆ
(t)
j and (s
(t)
j )
2 for each j = 1, . . . , q in the same number of computations it would
take to calculate only βˆ
(t)
q and (s
(t)
q )2. Note that there also exists a reverse sweep operator
that is used to “sweep out” any predictors that have been excluded from specific conditional
models.
In the I Step, the reverse sweep operator is applied to each of the columns of (Σ(t))−1
separately to help find µ
(t)
j|· and σ
(t)
j|· .
3.5 Comparisons to Existing Methods
CMI applies joint modeling which avoids the theoretical issues encountered with FCS and
guarantees that CMI imputations will converge across iterations of MCMC. Further, strate-
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gic use of the sweep operator in CMI ensures that it is more computationally efficient than
existing implementations of FCS. Most existing implementations of imputation by joint
modeling (e.g. Robbins et al. 2013; Schafer 2017; Zhao and Schafer 2018) do not facilitate
general data structures.
The R package jomo (Carpenter and Kenward 2012; Quartagno and Carpenter 2019),
which uses a latent Gaussian process to underpin non-continuous variables, is perhaps most
closely aligned with CMI in terms of utility, but CMI includes many advancements over
jomo. Specifically, jomo does not build the joint model from a sequence of conditional
models as seen in (6) but instead attempts to directly estimate the covariance matrix.
However, estimation of a covariance matrix that is subject to restrictions (e.g., the diagonal
elements that correspond to binary variables must be set to 1) is difficult in practice as the
result may not be positive semi-definite. jomo addresses this issue by using a guess-and-
check Metropolis-Hastings algorithm, and further applies a guess-and-check method in lieu
of sampling from a truncated normal distribution. These issues lead to infeasibility of the
algorithm when applied to high dimensional, complex data. Lastly, jomo does not let its
user specify dependencies as efforts to set specific elements of a covariance matrix equal to
zero may also result in a matrix that is not positive semi-definite.
The CMI procedure provides a more natural method by which covariance matrices of the
latent process can be estimated. For instance, by setting the conditional error variance of the
models for binary variables to be one (instead of attempting to restrict diagonal elements of a
covariance matrix to be one), we ensure that the resulting covariance matrix will be positive
semi-definite and can be estimated using appropriate Bayesian techniques. Furthermore,
variables can be dropped from specific conditional models in (6) while maintaining a positive
semi-definite covariance matrix, enabling the user to avoid multi-collinearities and impose
desired conditional dependence structures.
4 Simulations
In this section, we perform a simulation study to evaluate the effectiveness of CMI and com-
pare its performance to that of FCS. We use the implementation of FCS available in the
R package mice (Van Buuren and Groothuis-Oudshoorn 2010); mice contains flexibility to
determine which dependencies are allowed for each variable (by default all possible depen-
dencies are enabled). Furthermore, one can assign different methods of imputation to each
variable, with Gaussian imputation available for continuous variables, logistic regression for
binary variables, and polytomous regression for categorical variables. mice also implements
predictive mean matching (PMM, Little 1988), which uses a nearest neighbor-type approach
based on a predictive model and is often applied to handle continuous variables that may
have non-Gaussian marginal distributions. PMM can also be applied to binary, unordered
categorical, and ordinal variables.
In this simulation study, we generate a dataset that contains six variables with differing
marginal structures, loosely outlined as follows:
• X1 – Unordered categorical
• X2 – Continuous (fully observed)
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• X3 – Continuous
• X4 – Binary (generated from a probit-type model)
• X5 – Ordinal (generated from a probit-type model)
• X6 – Binary (generated from a logistic model)
Elaborating, X1 is generated from a multinomial distribution with 4 categories. A latent
process that underpins X2 . . . , . . .X5 is generated from a multivariate normal distribution
with while conditioning on X1. Further, X6 is generated from a logistic model conditional
on X1 . . . , . . .X5. Non-negligible associations exist between all variables. We generate
n = 2, 500 observations of each variable.
Missingness is stochastically imposed in the synthetic data using the following three
mechanisms. In each case, around a third of the observations are missing (excluding X2).
1. MCAR: Missingness probabilities are independent of any other data characteristics.
2. MAR: Missingness probabilities depend upon only the fully observed variable X2.
3. NMAR: Missingness probabilities in variable Xj depend upon only Xj for j ∈
{1, 3, . . . , 6}.
These mechanisms are designed in line with the nomenclature of Little and Rubin (2020).
Further details on the data generating and missingness mechanisms are provided in the
Section A.1 of the supplemental materials. Note that missingness rates in each variable
(with the exception of X2) are approximately 33% under each mechanism.
Next, the missing values are imputed using three methods:
1. logistic: mice is used with logistic regression for binary variables, polytomous regres-
sion for the categorical variable, and PMM for the remaining variables.
2. PMM: mice is used with PMM for all variables.
3. CMI: Coherent multivariate imputation as proposed in Section 3. An empirical dis-
tribution transformation (Robbins 2014) is applied to continuous variables.
We use 5 iterations of MCMC for the mice methods and 25 iterations for CMI; more
iterations of CMI are used because it notably more computationally efficient. All possible
inter-variable dependencies are enabled for each method. To adjust for imputation error, we
use multiple imputation (Rubin 1987, 1996) with m = 40 independently imputed datasets
for each method. This selection of m is in line with the recommendations of Graham et al.
(2007) given the missingness rates used here.
We use N = 5, 000 replications for this simulation study—that is, the above process
of simulating and imputing data is repeated independently 5,000 times. The following
parameters are tracked in each replication for each method:
• Means and the variance-covariance matrix of the dataset {X1,1, . . . ,X1,4,X2, . . . ,X6}
where the X1,k for k ∈ {1, . . . , 4} are categorical indicators underpinning X1 (al-
though the mean and variance of X2 are excluded). There are 8 mean parameters
calculated with 8 variances and 36 covariances.
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• Estimated regression coefficients, and standard errors of those coefficients, for all
fully specified conditional models of the form P (Xj |X1 . . . ,Xj−1,Xj+1,X6) for
j ∈ {1, . . . , 6}. For continuous and ordinal variables, we fit a basic linear model.
For binary variables, we fit a logistic regression, and for the categorical variable, we
fit a multinomial log-linear model via the nnet package in R (Venables and Ripley
2002). There are 58 regression parameters tabulated with 58 standard errors on those
parameters.
We calculate root-mean squared error (rMSE) for all parameters and coverage rates for a
subset of parameters.
We let θˆ[r](x) denote the value of a parameter θ estimated at the rth replication for
imputation method x (θˆ[r](x) is calculated as the average of separate estimates of θ produced
for each of the multiply imputed datasets). For method x, we calculate the rMSE in the
estimate of θ as follows:
rMSEθ(x) =
√√√√ 1
N
N∑
r=1
[θˆ[r](x)− θ]2.
Note that unlike coverage, rMSE is calculated for all parameters listed above. To evaluate
the relative improvement (or lack there of) in rMSE offered by CMI over the two mice-based
methods, we calculate the following:
∆MSEθ(x) =
rMSEθ(CMI)− rMSEθ(x)
rMSEθ(x)
for x representing the logistic method and for x then representing the PMM method.
Box plots of ∆MSEθ(x) for the logistic and PMM methods for all 168 parameters are
shown in Figure 1. A negative value of ∆MSEθ(x) indicates that CMI outperforms the
respective procedure. The figure indicates that more often than not, CMI provides better
rMSE than the mice-based methods. Specifically, for the logistic method, 61.3%, 69.6%,
and 62.5% of parameters have a negative value of ∆MSEθ(x) under the MCAR, MAR, and
NMAR mechanisms, respectively. These values are 67.3%, 70.2%, and 57.1% for the PMM
method. The exact values of rMSEθ(x) for all methods and mechanisms are shown in tables
provided in A.2 of the supplemental materials.
If θ is the mean of a variable or a regression coefficient, we use Rubin’s combining rules
(Rubin 1987) across the multiply imputed datasets to approximate the variance of θˆ[r](x),
which we denote T [r](x) at the rth replication. Then, for these parameters, we calculate the
coverage of a (1− α)% confidence interval around θ as N−1∑Nr=1C [r]θ (x) where
C
[r]
θ (x) =
{
1, if θ ∈ {θˆ[r](x)± t1−α/2,d[r]
√
T [r](x)},
0, otherwise.
(9)
and where tα,ν is the 100α
th percentile of a t distribution with ν degrees of freedom (where
the degrees of freedom at the rth replication, d[r], are calculated from the within- and
between-imputation variances).
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Figure 1: Box plots of the relative difference in rMSE between CMI and the logistic and
PMM mice methods of 168 separate parameters under various missingness mechanisms.
Box plots across the 66 parameters for which the coverage rates were calculated are
shown in Figure 2 for each method and missingness mechanism. The estimated rates ap-
proximate the coverage of a 95% confidence interval for the parameters. NMAR results
are excluded from the figure since all methods provide poor coverage under NMAR miss-
ingness. Exact rates of coverage are reported in tables provided in Section A.2 of the
supplemental materials. Figure 2 shows that CMI tends to provide conservative intervals
(the coverage is usually slightly above 95%), and the logistic method tends to provide
anti-conservative intervals (coverage is below 95%), whereas PMM provides both conser-
vative and anti-conservative intervals with a greater magnitude of spread across the pa-
rameters than seen with the other methods. Note that the appearance of conservative or
anti-conservative intervals may due to difficulties in determining sampling distributions of
estimators with finite n and m.
In summary, within our simulation study, CMI performs no worse than the procedures
that use FCS; furthermore, arguments can be made that CMI outperforms those methods.
5 Discussion
The proposed CMI method accomplishes the objectives stated at the beginning of Section
3. Specifically, imputations are sampled from a coherent joint distribution in that the
data augmentation framework of Tanner and Wong (1987) is obeyed, there by ensuring
MCMC covergence. Furthermore, it is easily applied in large datasets. Existing general
imputation procedures (e.g., Van Buuren and Groothuis-Oudshoorn 2010; Su et al. 2011;
Quartagno and Carpenter 2019) are usually computationally onerous or simply inoperable
when applied to high dimensional data. For example, the proposed CMI method was
upwards of 30 times faster than mice in applications. The need for efficient imputation
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Figure 2: Boxplots of the simulated coverage rates for the 95% confidence intervals of 66
separate parameters under various methods and missingness mechanisms.
algorithms with high dimensional data is amplified by the fact that big data are becoming
increasingly prevalent and that studies have shown the need for exhaustive variable selection
when building imputation models (Robbins and White 2014).
CMI contains the flexibility to select predictors that are included in each conditional
model of the form (6), which is needed for a variety of reasons:
1. To facilitate the handling of skip logic in that child questions are not allowed to
depend upon parent questions; imputation of mixed discrete/continuous variables is
often handled in a similar manner (e.g., Robbins et al. 2013).
2. To facilitate the nested structure in (4) so that nested indicators of one categorical
variable are not allowed to conditionally depend upon one another.
3. To avoid the possiblity of having the number of predictors in the conditional model
exceed the number of observed cases for the response variable (or similar restrictions)
or to otherwise avoid collinearity issues wherein a predictor matrix would not be of
full rank.
4. To invoke expert opinion regarding the interdependence of variables.
However, conditional independence of two variables within models of the form in (2) does
not imply conditional independence between those variables in models of the form in (3),
nor does it imply marginal pairwise independence of the variables. As such, discretion with
the selection of variables for conditional models within CMI should perhaps be viewed as a
means of obtaining an intuitively and computationally valid joint distribution as opposed
to a means by which impermissible variable relationships are prevented.
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Similarly, there is potential that (when one is selective with regards to the predictors
used within the conditional models) the ordering of the variables may affect the imputations.
However, as the variable ordering used in our data example was natural due to the nearly
monotonic nature of the missingness, we did not explore this issue here and leave it for
further work.
Although not discussed here directly, the CMI procedure can be generalized for use in
data of a broader ranger of structures than considered herein. For instance, the procedure
can be reformatted to handle semi-continuous data using the principles outlined by Robbins
et al. (2013); likewise, it could be reformatted to impute variables that have right-censored
observations through the use of a Kaplan-Meier-based transformation. Variables that obey
a Poisson (or negative binomial) distribution can be imputed using the empirical distri-
bution transformation (as outlined for continuous variables) or, in a manner that is more
theoretically justifiable but also more computationally intensive, imputed using the process
outlined here for ordinal variables but while incorporating a Poissonian-type model for the
cutpoints.
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Supplementary Materials:
A Flexible and Efficient Algorithm
for Joint Imputation of General Data
Michael W. Robbins
A.1 Simulation Details
A synthetic dataset {X1, . . . ,X6} is generated as follows. The first variable is drawn from a
4-level multinomial distribution with categorical probabilities given by {1/4, 1/4, 1/4, 1/4};
we let X1 denote an n × 4 matrix containing the binary indicators for each category.
Next, we generate ψ from a 4-dimensional multivariate normal distribution with a mean
vector of 0 and a covariance matrix that has ones along the diagonal and 1/2 on each
off diagonal element. Letting Z = {Z2, . . . ,Z5}, we write Z = X1γ + ψ where γ =
{1/3, 1/5,−1/3,−1/5}′. In addition, we let pi = X1ρ+ψξ where ρ = {1/3, 1/5,−1/3,−1/5}′
and ξ = {1/2,−1/2,−1/3, 1/3}′. We set X2 = Z2, X3 = Z3, and X4 = 1 if Z4 ≤ 0 and
X4 = 0 otherwise. In addition,
X5 =

1, if Z5 ≤ −1.5,
2, if Z5 ≤ 0 and Z5 > −1.5,
3, if Z5 ≤ 1.5 and Z5 > 0,
4, if Z5 > 1.5,
Lastly, X6 is sampled from a binomial distribution so that Pr(X6 = 1) = 1/[1 + exp(−pi)].
Missingness is imposed in {X1, . . . ,X6} as follows. Let Rj denote an indicator that
is unity if Xj is missing and zero otherwise for j ∈ {1, 3, . . . , 6}. Further, Pr(Rj = 1) =
1/[1 + exp(−βj,0 − βj,1X2 − βj,2Xj)] for j ∈ {1, 3, . . . , 6}. For all mechanisms, we set
βj,0 = log 2 to obtain a missingness rate of approximately 1/3 for each variable. Under
MCAR missingness, βj,1 = 0 and βj,2 = 0 for all j. Likewise, under MAR missingness,
β1,1 = 1/2, β3,1 = 1, β4,1 = −1, β5,1 = 3/4, and β6,1 = −1/2 with βj,2 = 0 for all j, and
under NMAR missingness, β1,2 = 1/2, β3,2 = 1, β4,2 = −1, β5,2 = 3/4, and β6,2 = −1/2
with βj,1 = 0 for all j.
A.2 Simulation Tables
Tables A.1-A.15 list the coverage and rMSE for the parameters studied in the simulations
of Section 4 under the three different missingness mechanisms.
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Table A.1: Coverage rates and rMSE for the means of the simulated variables (where
{X11, . . . ,X14} are binary indicators created from X1) across the 5,000 simulated datasets
under a MCAR missingness mechanism. The methods labeled “logistic” and “PMM” use
mice.
X11 X12 X13 X14 X2 X3 X4 X5 X6
Coverage
logistic 0.9424 0.9358 0.9368 0.9406 — 0.9482 0.9536 0.9524 0.9472
PMM 0.9556 0.9420 0.9414 0.9524 — 0.9482 0.9552 0.9520 0.9500
CMI 0.9538 0.9500 0.9530 0.9536 — 0.9482 0.9556 0.9518 0.9474
rMSE
logistic 0.0103 0.0106 0.0105 0.0104 — 0.0245 0.0115 0.0178 0.0122
PMM 0.0103 0.0106 0.0105 0.0104 — 0.0245 0.0116 0.0177 0.0122
CMI 0.0103 0.0106 0.0105 0.0104 — 0.0245 0.0116 0.0178 0.0122
Table A.2: Coverage rates using three methods of imputation for the parameters of the fully-
specified regression models of the simulated variables (where {X12, . . . ,X14} are binary
indicators created fromX1) across the 5,000 simulated datasets under a MCAR missingness
mechanism. Rows indicate the outcome variable and columns indicate the predictors. The
methods labeled “logistic” and “PMM” use mice.
Intercept X12 X13 X14 X2 X3 X4 X5 X6
logistic
X12 0.9402 — — — 0.9350 0.9474 0.9444 0.9378 0.9402
X13 0.9448 — — — 0.9394 0.9474 0.9442 0.9438 0.9498
X14 0.9388 — — — 0.9386 0.9466 0.9446 0.9424 0.9434
X2 0.9440 0.9374 0.9374 0.9366 — 0.9506 0.9478 0.9470 0.9560
X3 0.9524 0.9472 0.9452 0.9470 0.9516 — 0.9492 0.9446 0.9464
X4 0.9526 0.9452 0.9462 0.9448 0.9492 0.9500 — 0.9516 0.9532
X5 0.9462 0.9372 0.9412 0.9414 0.9494 0.9500 0.9474 — 0.9470
X6 0.9480 0.9422 0.9500 0.9436 0.9558 0.9484 0.9522 0.9494 —
PMM
X12 0.9714 — — — 0.9774 0.9704 0.9784 0.9814 0.8988
X13 0.9790 — — — 0.9804 0.9804 0.9814 0.9804 0.9436
X14 0.9398 — — — 0.9434 0.9426 0.9436 0.9434 0.8984
X2 0.9484 0.9762 0.9796 0.9434 — 0.9496 0.9490 0.9494 0.9510
X3 0.9524 0.9702 0.9800 0.9430 0.9506 — 0.9520 0.9424 0.9456
X4 0.9532 0.9776 0.9824 0.9448 0.9466 0.9564 — 0.9498 0.9504
X5 0.9552 0.9816 0.9798 0.9428 0.9488 0.9522 0.9456 — 0.9476
X6 0.9510 0.8972 0.9436 0.8982 0.9542 0.9442 0.9488 0.9464 —
CMI
X12 0.9580 — — — 0.9552 0.9612 0.9658 0.9584 0.9628
X13 0.9604 — — — 0.9540 0.9626 0.9678 0.9614 0.9648
X14 0.9528 — — — 0.9562 0.9618 0.9720 0.9590 0.9664
X2 0.9476 0.9534 0.9522 0.9544 — 0.9524 0.9548 0.9472 0.9564
X3 0.9562 0.9602 0.9608 0.9622 0.9536 — 0.9512 0.9524 0.9518
X4 0.9556 0.9652 0.9666 0.9696 0.9494 0.9508 — 0.9546 0.9580
X5 0.9566 0.9580 0.9598 0.9586 0.9512 0.9544 0.9532 — 0.9558
X6 0.9584 0.9640 0.9640 0.9656 0.9560 0.9494 0.9582 0.9562 —
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Table A.3: rMSE using three methods of imputation for the parameters of the fully-specified
regression models of the simulated variables (where {X12, . . . ,X14} are binary indicators
created from X1) across the 5,000 simulated datasets under a MCAR missingness mech-
anism. Rows indicate the outcome variable and columns indicate the predictors. The
methods labeled “logistic” and “PMM” use mice.
Intercept X12 X13 X14 X2 X3 X4 X5 X6
logistic
X12 0.3946 — — — 0.1000 0.1188 0.2151 0.1590 0.1909
X13 0.3704 — — — 0.0969 0.1127 0.2113 0.1514 0.1827
X14 0.4208 — — — 0.1055 0.1236 0.2227 0.1670 0.1997
X2 0.0881 0.0623 0.0608 0.0653 — 0.0241 0.0492 0.0348 0.0427
X3 0.1019 0.0737 0.0704 0.0765 0.0250 — 0.0587 0.0398 0.0512
X4 0.3396 0.2160 0.2124 0.2237 0.0827 0.0977 — 0.1272 0.1580
X5 0.0478 0.0559 0.0532 0.0584 0.0198 0.0222 0.0445 — 0.0392
X6 0.2884 0.1906 0.1825 0.1995 0.0710 0.0862 0.1571 0.1129 —
PMM
X12 0.3501 — — — 0.0844 0.1070 0.1844 0.1322 0.2386
X13 0.2969 — — — 0.0782 0.0901 0.1686 0.1194 0.1869
X14 0.4503 — — — 0.1109 0.1345 0.2441 0.1762 0.2539
X2 0.0872 0.0525 0.0490 0.0686 — 0.0242 0.0492 0.0349 0.0431
X3 0.1010 0.0669 0.0567 0.0837 0.0252 — 0.0583 0.0401 0.0517
X4 0.3373 0.1844 0.1687 0.2447 0.0823 0.0962 — 0.1273 0.1585
X5 0.0473 0.0466 0.0420 0.0617 0.0199 0.0221 0.0447 — 0.0394
X6 0.2848 0.2391 0.1869 0.2542 0.0720 0.0858 0.1576 0.1139 —
CMI
X12 0.3771 — — — 0.0972 0.1146 0.1967 0.1504 0.1785
X13 0.3536 — — — 0.0951 0.1093 0.1929 0.1444 0.1742
X14 0.4023 — — — 0.1016 0.1173 0.1984 0.1573 0.1847
X2 0.0880 0.0606 0.0597 0.0630 — 0.0241 0.0488 0.0345 0.0425
X3 0.1014 0.0709 0.0682 0.0726 0.0249 — 0.0576 0.0394 0.0503
X4 0.3344 0.1993 0.1963 0.2013 0.0825 0.0970 — 0.1250 0.1535
X5 0.0461 0.0530 0.0509 0.0555 0.0197 0.0221 0.0435 — 0.0383
X6 0.2840 0.1778 0.1738 0.1845 0.0706 0.0846 0.1509 0.1096 —
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Table A.4: rMSE using three methods of imputation for elements of the variance-covariance
matrix calculated with the simulated variables (where {X11, . . . ,X14} are binary indica-
tors created from X1) across the 5,000 simulated datasets under a MCAR missingness
mechanism. The methods labeled “logistic” and “PMM” use mice.
X11 X12 X13 X14 X2 X3 X4 X5 X6
logistic
X11 0.0052 — — — — — — — —
X12 0.0030 0.0053 — — — — — — —
X13 0.0030 0.0031 0.0052 — — — — — —
X14 0.0031 0.0030 0.0030 0.0052 — — — — —
X2 0.0112 0.0111 0.0111 0.0112 — — — — —
X3 0.0125 0.0128 0.0125 0.0126 0.0291 0.0393 — — —
X4 0.0059 0.0062 0.0062 0.0060 0.0110 0.0128 0.0002 — —
X5 0.0090 0.0092 0.0092 0.0092 0.0201 0.0226 0.0093 0.0181 —
X6 0.0062 0.0064 0.0064 0.0064 0.0130 0.0149 0.0071 0.0107 0.0002
PMM
X11 0.0052 — — — — — — — —
X12 0.0030 0.0053 — — — — — — —
X13 0.0030 0.0031 0.0053 — — — — — —
X14 0.0031 0.0030 0.0030 0.0052 — — — — —
X2 0.0112 0.0112 0.0118 0.0115 — — — — —
X3 0.0124 0.0122 0.0126 0.0127 0.0291 0.0393 — — —
X4 0.0059 0.0052 0.0054 0.0059 0.0110 0.0128 0.0002 — —
X5 0.0088 0.0083 0.0087 0.0091 0.0201 0.0226 0.0093 0.0181 —
X6 0.0061 0.0081 0.0101 0.0071 0.0130 0.0149 0.0071 0.0108 0.0002
CMI
X11 0.0052 — — — — — — — —
X12 0.0030 0.0053 — — — — — — —
X13 0.0030 0.0031 0.0052 — — — — — —
X14 0.0031 0.0030 0.0030 0.0052 — — — — —
X2 0.0109 0.0109 0.0109 0.0109 — — — — —
X3 0.0121 0.0125 0.0122 0.0121 0.0290 0.0392 — — —
X4 0.0055 0.0058 0.0058 0.0056 0.0109 0.0126 0.0002 — —
X5 0.0087 0.0088 0.0088 0.0089 0.0201 0.0226 0.0091 0.0181 —
X6 0.0059 0.0061 0.0061 0.0060 0.0130 0.0148 0.0070 0.0107 0.0002
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Table A.5: rMSE using three methods of imputation for the squared standard errors of
the parameters of the fully-specified regression models with the simulated variables (where
{X12, . . . ,X14} are binary indicators created from X1) across the 5,000 simulated datasets
under a MCAR missingness mechanism. Rows indicate the outcome variable and columns
indicate the predictors. The methods labeled “logistic” and “PMM” use mice.
Intercept X12 X13 X14 X2 X3 X4 X5 X6
logistic
X12 0.1909 — — — 0.0698 0.0700 0.1190 0.0901 0.1091
X13 0.1831 — — — 0.0671 0.0672 0.1179 0.0871 0.1053
X14 0.1968 — — — 0.0726 0.0725 0.1230 0.0934 0.1125
X2 0.0635 0.0452 0.0436 0.0467 — 0.0185 0.0360 0.0254 0.0317
X3 0.0650 0.0450 0.0435 0.0467 0.0184 — 0.0361 0.0251 0.0315
X4 0.1722 0.1196 0.1187 0.1236 0.0582 0.0580 — 0.0743 0.0904
X5 0.0305 0.0342 0.0330 0.0355 0.0143 0.0143 0.0273 — 0.0242
X6 0.1515 0.1089 0.1051 0.1124 0.0504 0.0507 0.0897 0.0653 —
PMM
X12 0.1919 — — — 0.0699 0.0700 0.1192 0.0902 0.1092
X13 0.1833 — — — 0.0671 0.0672 0.1181 0.0872 0.1054
X14 0.1975 — — — 0.0726 0.0726 0.1231 0.0934 0.1125
X2 0.0635 0.0452 0.0436 0.0467 — 0.0185 0.0360 0.0254 0.0317
X3 0.0650 0.0450 0.0435 0.0467 0.0184 — 0.0361 0.0251 0.0315
X4 0.1723 0.1197 0.1188 0.1237 0.0583 0.0581 — 0.0743 0.0905
X5 0.0305 0.0342 0.0330 0.0355 0.0143 0.0143 0.0273 — 0.0242
X6 0.1517 0.1090 0.1052 0.1124 0.0504 0.0507 0.0898 0.0653 —
CMI
X12 0.1913 — — — 0.0699 0.0700 0.1191 0.0902 0.1092
X13 0.1833 — — — 0.0671 0.0672 0.1180 0.0872 0.1054
X14 0.1977 — — — 0.0726 0.0726 0.1232 0.0935 0.1127
X2 0.0635 0.0452 0.0436 0.0467 — 0.0185 0.0360 0.0254 0.0317
X3 0.0650 0.0451 0.0435 0.0467 0.0184 — 0.0361 0.0251 0.0315
X4 0.1723 0.1196 0.1187 0.1238 0.0582 0.0581 — 0.0743 0.0905
X5 0.0305 0.0342 0.0330 0.0355 0.0143 0.0143 0.0273 — 0.0242
X6 0.1516 0.1090 0.1052 0.1126 0.0504 0.0507 0.0898 0.0653 —
Table A.6: Coverage rates and rMSE for the means of the simulated variables (where
{X11, . . . ,X14} are binary indicators created from X1) across the 5,000 simulated datasets
under a MAR missingness mechanism. The methods labeled “logistic” and “PMM” use
mice.
X11 X12 X13 X14 X2 X3 X4 X5 X6
Coverage
logistic 0.9346 0.9264 0.9322 0.9372 — 0.9516 0.9542 0.9464 0.9500
PMM 0.9550 0.9288 0.9276 0.9446 — 0.9518 0.9540 0.9484 0.9488
CMI 0.9674 0.9468 0.9662 0.9518 — 0.9510 0.9514 0.9458 0.9476
rMSE
logistic 0.0109 0.0109 0.0108 0.0104 — 0.0262 0.0121 0.0183 0.0124
PMM 0.0110 0.0114 0.0112 0.0106 — 0.0263 0.0123 0.0184 0.0125
CMI 0.0102 0.0108 0.0101 0.0103 — 0.0260 0.0122 0.0182 0.0124
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Table A.7: Coverage rates using three methods of imputation for the parameters of the fully-
specified regression models of the simulated variables (where {X12, . . . ,X14} are binary
indicators created from X1) across the 5,000 simulated datasets under a MAR missingness
mechanism. Rows indicate the outcome variable and columns indicate the predictors. The
methods labeled “logistic” and “PMM” use mice.
Intercept X12 X13 X14 X2 X3 X4 X5 X6
logistic
X12 0.9362 — — — 0.9328 0.9486 0.9434 0.9398 0.9382
X13 0.9428 — — — 0.9354 0.9498 0.9466 0.9440 0.9412
X14 0.9424 — — — 0.9314 0.9458 0.9456 0.9420 0.9418
X2 0.9492 0.9322 0.9356 0.9296 — 0.9480 0.9446 0.9516 0.9506
X3 0.9512 0.9482 0.9482 0.9452 0.9514 — 0.9566 0.9560 0.9512
X4 0.9530 0.9438 0.9470 0.9466 0.9478 0.9558 — 0.9480 0.9540
X5 0.9434 0.9406 0.9438 0.9434 0.9496 0.9554 0.9492 — 0.9526
X6 0.9488 0.9378 0.9392 0.9424 0.9520 0.9532 0.9550 0.9532 —
PMM
X12 0.9646 — — — 0.9824 0.9770 0.9820 0.9806 0.8976
X13 0.9830 — — — 0.9820 0.9822 0.9856 0.9856 0.9344
X14 0.9430 — — — 0.9422 0.9444 0.9410 0.9464 0.8984
X2 0.9532 0.9832 0.9816 0.9428 — 0.9480 0.9468 0.9518 0.9490
X3 0.9596 0.9742 0.9812 0.9448 0.9512 — 0.9498 0.9538 0.9430
X4 0.9546 0.9830 0.9874 0.9426 0.9484 0.9528 — 0.9486 0.9570
X5 0.9574 0.9790 0.9854 0.9478 0.9530 0.9560 0.9466 — 0.9524
X6 0.9570 0.8956 0.9338 0.8976 0.9510 0.9434 0.9558 0.9558 —
CMI
X12 0.9540 — — — 0.9552 0.9580 0.9704 0.9598 0.9610
X13 0.9606 — — — 0.9586 0.9506 0.9684 0.9576 0.9604
X14 0.9590 — — — 0.9496 0.9570 0.9686 0.9576 0.9630
X2 0.9544 0.9536 0.9580 0.9508 — 0.9548 0.9486 0.9546 0.9488
X3 0.9532 0.9568 0.9498 0.9566 0.9514 — 0.9594 0.9584 0.9508
X4 0.9622 0.9706 0.9658 0.9692 0.9528 0.9582 — 0.9586 0.9626
X5 0.9536 0.9574 0.9582 0.9568 0.9528 0.9558 0.9578 — 0.9588
X6 0.9578 0.9618 0.9600 0.9616 0.9518 0.9568 0.9614 0.9604 —
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Table A.8: rMSE using three methods of imputation for the parameters of the fully-specified
regression models of the simulated variables (where {X12, . . . ,X14} are binary indicators
created fromX1) across the 5,000 simulated datasets under a MAR missingness mechanism.
Rows indicate the outcome variable and columns indicate the predictors. The methods
labeled “logistic” and “PMM” use mice.
Intercept X12 X13 X14 X2 X3 X4 X5 X6
logistic
X12 0.4110 — — — 0.1052 0.1245 0.2229 0.1647 0.2020
X13 0.3928 — — — 0.1015 0.1237 0.2183 0.1622 0.1911
X14 0.4143 — — — 0.1086 0.1245 0.2334 0.1654 0.2082
X2 0.0920 0.0656 0.0638 0.0672 — 0.0263 0.0547 0.0361 0.0446
X3 0.1073 0.0771 0.0773 0.0771 0.0278 — 0.0615 0.0395 0.0540
X4 0.3512 0.2235 0.2189 0.2342 0.0908 0.1029 — 0.1329 0.1573
X5 0.0513 0.0580 0.0570 0.0577 0.0206 0.0221 0.0462 — 0.0405
X6 0.2983 0.2019 0.1911 0.2080 0.0744 0.0906 0.1564 0.1168 —
PMM
X12 0.3716 — — — 0.0872 0.1098 0.1846 0.1368 0.2458
X13 0.3119 — — — 0.0801 0.0974 0.1649 0.1263 0.1969
X14 0.4435 — — — 0.1149 0.1348 0.2605 0.1738 0.2589
X2 0.0910 0.0544 0.0503 0.0710 — 0.0264 0.0550 0.0361 0.0451
X3 0.1050 0.0687 0.0611 0.0838 0.0281 — 0.0618 0.0396 0.0552
X4 0.3510 0.1843 0.1644 0.2609 0.0909 0.1028 — 0.1337 0.1582
X5 0.0498 0.0483 0.0444 0.0607 0.0205 0.0220 0.0464 — 0.0407
X6 0.2940 0.2467 0.1966 0.2591 0.0753 0.0913 0.1571 0.1176 —
CMI
X12 0.3906 — — — 0.1027 0.1216 0.2032 0.1552 0.1891
X13 0.3647 — — — 0.0978 0.1209 0.2013 0.1515 0.1805
X14 0.3963 — — — 0.1064 0.1232 0.2081 0.1559 0.1934
X2 0.0907 0.0638 0.0612 0.0656 — 0.0260 0.0540 0.0356 0.0443
X3 0.1051 0.0747 0.0752 0.0758 0.0272 — 0.0596 0.0389 0.0527
X4 0.3435 0.2046 0.2037 0.2096 0.0904 0.1011 — 0.1286 0.1512
X5 0.0486 0.0546 0.0532 0.0547 0.0203 0.0218 0.0445 — 0.0395
X6 0.2936 0.1883 0.1800 0.1931 0.0737 0.0883 0.1483 0.1130 —
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Table A.9: rMSE using three methods of imputation for elements of the variance-covariance
matrix calculated with the simulated variables (where {X11, . . . ,X14} are binary indicators
created fromX1) across the 5,000 simulated datasets under a MAR missingness mechanism.
The methods labeled “logistic” and “PMM” use mice.
X11 X12 X13 X14 X2 X3 X4 X5 X6
logistic
X11 0.0055 — — — — — — — —
X12 0.0031 0.0055 — — — — — — —
X13 0.0031 0.0031 0.0054 — — — — — —
X14 0.0031 0.0031 0.0031 0.0052 — — — — —
X2 0.0122 0.0108 0.0116 0.0107 — — — — —
X3 0.0140 0.0124 0.0130 0.0121 0.0324 0.0445 — — —
X4 0.0062 0.0064 0.0063 0.0062 0.0116 0.0140 0.0002 — —
X5 0.0098 0.0089 0.0093 0.0085 0.0215 0.0243 0.0099 0.0188 —
X6 0.0066 0.0066 0.0066 0.0066 0.0135 0.0158 0.0070 0.0111 0.0002
PMM
X11 0.0055 — — — — — — — —
X12 0.0031 0.0056 — — — — — — —
X13 0.0033 0.0031 0.0057 — — — — — —
X14 0.0031 0.0033 0.0031 0.0052 — — — — —
X2 0.0121 0.0115 0.0124 0.0114 — — — — —
X3 0.0138 0.0124 0.0129 0.0127 0.0325 0.0447 — — —
X4 0.0061 0.0055 0.0054 0.0063 0.0119 0.0143 0.0002 — —
X5 0.0095 0.0085 0.0089 0.0087 0.0215 0.0244 0.0100 0.0189 —
X6 0.0063 0.0085 0.0107 0.0073 0.0136 0.0158 0.0071 0.0111 0.0002
CMI
X11 0.0051 — — — — — — — —
X12 0.0030 0.0054 — — — — — — —
X13 0.0030 0.0030 0.0050 — — — — — —
X14 0.0030 0.0030 0.0030 0.0052 — — — — —
X2 0.0116 0.0108 0.0111 0.0107 — — — — —
X3 0.0133 0.0124 0.0128 0.0121 0.0310 0.0423 — — —
X4 0.0058 0.0059 0.0059 0.0055 0.0116 0.0135 0.0002 — —
X5 0.0092 0.0087 0.0090 0.0083 0.0210 0.0229 0.0096 0.0185 —
X6 0.0063 0.0062 0.0063 0.0062 0.0135 0.0156 0.0069 0.0111 0.0002
24
Table A.10: rMSE using three methods of imputation for the squared standard errors of
the parameters of the fully-specified regression models with the simulated variables (where
{X12, . . . ,X14} are binary indicators created from X1) across the 5,000 simulated datasets
under a MAR missingness mechanism. Rows indicate the outcome variable and columns
indicate the predictors. The methods labeled “logistic” and “PMM” use mice.
Intercept X12 X13 X14 X2 X3 X4 X5 X6
logistic
X12 0.1908 — — — 0.0698 0.0699 0.1190 0.0901 0.1090
X13 0.1832 — — — 0.0671 0.0671 0.1179 0.0871 0.1053
X14 0.1968 — — — 0.0726 0.0725 0.1230 0.0934 0.1124
X2 0.0635 0.0451 0.0436 0.0467 — 0.0185 0.0360 0.0254 0.0317
X3 0.0650 0.0450 0.0436 0.0467 0.0184 — 0.0361 0.0251 0.0315
X4 0.1723 0.1196 0.1187 0.1236 0.0583 0.0580 — 0.0743 0.0905
X5 0.0305 0.0342 0.0330 0.0355 0.0143 0.0143 0.0273 — 0.0242
X6 0.1515 0.1088 0.1051 0.1124 0.0504 0.0507 0.0897 0.0653 —
PMM
X12 0.1922 — — — 0.0699 0.0700 0.1192 0.0902 0.1093
X13 0.1829 — — — 0.0671 0.0671 0.1179 0.0871 0.1053
X14 0.1976 — — — 0.0726 0.0725 0.1230 0.0934 0.1125
X2 0.0635 0.0452 0.0436 0.0467 — 0.0185 0.0360 0.0254 0.0317
X3 0.0650 0.0451 0.0435 0.0467 0.0184 — 0.0361 0.0251 0.0315
X4 0.1723 0.1197 0.1187 0.1236 0.0583 0.0581 — 0.0743 0.0905
X5 0.0305 0.0342 0.0330 0.0355 0.0143 0.0143 0.0273 — 0.0242
X6 0.1517 0.1090 0.1051 0.1124 0.0504 0.0507 0.0898 0.0653 —
CMI
X12 0.1909 — — — 0.0698 0.0699 0.1190 0.0902 0.1091
X13 0.1832 — — — 0.0671 0.0671 0.1180 0.0871 0.1053
X14 0.1971 — — — 0.0726 0.0725 0.1230 0.0934 0.1125
X2 0.0635 0.0451 0.0436 0.0467 — 0.0185 0.0360 0.0254 0.0317
X3 0.0650 0.0450 0.0436 0.0467 0.0184 — 0.0361 0.0251 0.0315
X4 0.1723 0.1196 0.1187 0.1237 0.0583 0.0580 — 0.0743 0.0905
X5 0.0305 0.0342 0.0330 0.0355 0.0143 0.0143 0.0273 — 0.0242
X6 0.1516 0.1089 0.1051 0.1124 0.0504 0.0507 0.0898 0.0653 —
Table A.11: Coverage rates and rMSE for the means of the simulated variables (where
{X11, . . . ,X14} are binary indicators created from X1) across the 5,000 simulated datasets
under a NMAR missingness mechanism. The methods labeled “logistic” and “PMM” use
mice.
X11 X12 X13 X14 X2 X3 X4 X5 X6
Coverage
logistic 0.2190 0.8898 0.7450 0.5034 — 0.0000 0.0000 0.7022 0.0526
PMM 0.2306 0.8920 0.7580 0.5106 — 0.0000 0.0000 0.7014 0.0522
CMI 0.2272 0.8950 0.7562 0.5106 — 0.0000 0.0000 0.7038 0.0490
rMSE
logistic 0.0260 0.0111 0.0155 0.0207 — 0.2139 0.0799 0.0272 0.0479
PMM 0.0261 0.0111 0.0153 0.0209 — 0.2142 0.0804 0.0273 0.0481
CMI 0.0260 0.0111 0.0154 0.0208 — 0.2133 0.0805 0.0272 0.0481
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Table A.12: Coverage rates using three methods of imputation for the parameters of the
fully-specified regression models of the simulated variables (where {X12, . . . ,X14} are bi-
nary indicators created from X1) across the 5,000 simulated datasets under a NMAR miss-
ingness mechanism. Rows indicate the outcome variable and columns indicate the predic-
tors. The methods labeled “logistic” and “PMM” use mice.
Intercept X12 X13 X14 X2 X3 X4 X5 X6
logistic
X12 0.9424 — — — 0.9436 0.9458 0.9512 0.9442 0.9502
X13 0.9304 — — — 0.9544 0.9450 0.9512 0.9476 0.9538
X14 0.9394 — — — 0.9398 0.9530 0.9448 0.9450 0.9498
X2 0.6988 0.9308 0.9530 0.9296 — 0.9414 0.9310 0.9010 0.9492
X3 0.0906 0.9280 0.9416 0.9288 0.6786 — 0.9250 0.8070 0.9136
X4 0.4834 0.9524 0.9492 0.9438 0.9428 0.9606 — 0.9490 0.9560
X5 0.9468 0.9404 0.9434 0.9430 0.9272 0.9482 0.9468 — 0.9450
X6 0.9506 0.9486 0.9536 0.9492 0.9424 0.9512 0.9562 0.9466 —
PMM
X12 0.9616 — — — 0.9606 0.9630 0.9706 0.9636 0.9434
X13 0.9572 — — — 0.9706 0.9638 0.9756 0.9664 0.9626
X14 0.9256 — — — 0.9404 0.9478 0.9374 0.9418 0.9284
X2 0.6882 0.9508 0.9710 0.9328 — 0.9376 0.9370 0.8958 0.9496
X3 0.0922 0.9348 0.9620 0.9208 0.7058 — 0.9220 0.8172 0.8994
X4 0.4580 0.9724 0.9764 0.9382 0.9474 0.9594 — 0.9450 0.9584
X5 0.9490 0.9606 0.9634 0.9436 0.9232 0.9496 0.9446 — 0.9496
X6 0.9512 0.9400 0.9616 0.9280 0.9430 0.9536 0.9584 0.9482 —
CMI
X12 0.9472 — — — 0.9450 0.9464 0.9656 0.9468 0.9516
X13 0.9318 — — — 0.9590 0.9478 0.9642 0.9550 0.9592
X14 0.9362 — — — 0.9446 0.9518 0.9644 0.9472 0.9600
X2 0.7216 0.9336 0.9580 0.9358 — 0.9452 0.9396 0.9074 0.9518
X3 0.1016 0.9388 0.9484 0.9456 0.7094 — 0.9302 0.8206 0.9168
X4 0.4884 0.9622 0.9638 0.9644 0.9464 0.9654 — 0.9538 0.9684
X5 0.9534 0.9438 0.9532 0.9456 0.9284 0.9520 0.9518 — 0.9496
X6 0.9466 0.9522 0.9600 0.9604 0.9470 0.9560 0.9688 0.9496 —
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Table A.13: rMSE using three methods of imputation for the parameters of the fully-
specified regression models of the simulated variables (where {X12, . . . ,X14} are binary
indicators created fromX1) across the 5,000 simulated datasets under a NMAR missingness
mechanism. Rows indicate the outcome variable and columns indicate the predictors. The
methods labeled “logistic” and “PMM” use mice.
Intercept X12 X13 X14 X2 X3 X4 X5 X6
logistic
X12 0.3082 — — — 0.0931 0.1199 0.2204 0.1247 0.1845
X13 0.3103 — — — 0.0840 0.1192 0.2171 0.1182 0.1721
X14 0.3238 — — — 0.0955 0.1184 0.2288 0.1265 0.1886
X2 0.1367 0.0610 0.0543 0.0616 — 0.0269 0.0577 0.0365 0.0457
X3 0.3354 0.0715 0.0666 0.0719 0.0435 — 0.0698 0.0500 0.0597
X4 0.7616 0.2224 0.2202 0.2307 0.0941 0.1106 — 0.1235 0.1836
X5 0.0398 0.0443 0.0418 0.0445 0.0185 0.0207 0.0417 — 0.0355
X6 0.2633 0.1848 0.1723 0.1886 0.0757 0.0943 0.1820 0.1017 —
PMM
X12 0.2883 — — — 0.0857 0.1114 0.2001 0.1142 0.1922
X13 0.2782 — — — 0.0769 0.1079 0.1863 0.1080 0.1629
X14 0.3422 — — — 0.0963 0.1216 0.2423 0.1286 0.2054
X2 0.1381 0.0566 0.0500 0.0621 — 0.0272 0.0564 0.0372 0.0454
X3 0.3318 0.0701 0.0600 0.0764 0.0421 — 0.0701 0.0488 0.0621
X4 0.7699 0.2012 0.1878 0.2437 0.0917 0.1095 — 0.1246 0.1801
X5 0.0395 0.0406 0.0383 0.0452 0.0187 0.0206 0.0421 — 0.0350
X6 0.2599 0.1934 0.1627 0.2057 0.0752 0.0932 0.1790 0.1004 —
CMI
X12 0.3068 — — — 0.0925 0.1184 0.2051 0.1237 0.1818
X13 0.3082 — — — 0.0827 0.1166 0.2033 0.1163 0.1664
X14 0.3265 — — — 0.0943 0.1178 0.2066 0.1251 0.1803
X2 0.1326 0.0602 0.0530 0.0606 — 0.0267 0.0561 0.0359 0.0454
X3 0.3243 0.0688 0.0642 0.0682 0.0419 — 0.0676 0.0487 0.0589
X4 0.7551 0.2079 0.2076 0.2087 0.0922 0.1071 — 0.1214 0.1689
X5 0.0392 0.0438 0.0410 0.0439 0.0183 0.0202 0.0407 — 0.0353
X6 0.2644 0.1813 0.1657 0.1800 0.0753 0.0927 0.1654 0.1010 —
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Table A.14: rMSE using three methods of imputation for elements of the variance-covariance
matrix calculated with the simulated variables (where {X11, . . . ,X14} are binary indica-
tors created from X1) across the 5,000 simulated datasets under a NMAR missingness
mechanism. The methods labeled “logistic” and “PMM” use mice.
X11 X12 X13 X14 X2 X3 X4 X5 X6
logistic
X11 0.0137 — — — — — — — —
X12 0.0080 0.0057 — — — — — — —
X13 0.0042 0.0030 0.0075 — — — — — —
X14 0.0033 0.0040 0.0084 0.0099 — — — — —
X2 0.0127 0.0112 0.0124 0.0111 — — — — —
X3 0.0246 0.0164 0.0111 0.0139 0.0787 0.1784 — — —
X4 0.0075 0.0072 0.0065 0.0064 0.0131 0.0352 0.0067 — —
X5 0.0096 0.0081 0.0084 0.0074 0.0188 0.0560 0.0104 0.0181 —
X6 0.0058 0.0060 0.0059 0.0061 0.0135 0.0161 0.0079 0.0097 0.0025
PMM
X11 0.0138 — — — — — — — —
X12 0.0079 0.0057 — — — — — — —
X13 0.0043 0.0030 0.0074 — — — — — —
X14 0.0033 0.0040 0.0084 0.0099 — — — — —
X2 0.0130 0.0121 0.0103 0.0106 — — — — —
X3 0.0249 0.0175 0.0104 0.0146 0.0787 0.1784 — — —
X4 0.0075 0.0075 0.0061 0.0070 0.0134 0.0357 0.0067 — —
X5 0.0098 0.0086 0.0071 0.0072 0.0188 0.0560 0.0105 0.0181 —
X6 0.0057 0.0057 0.0066 0.0061 0.0135 0.0161 0.0079 0.0097 0.0026
CMI
X11 0.0138 — — — — — — — —
X12 0.0080 0.0057 — — — — — — —
X13 0.0043 0.0030 0.0074 — — — — — —
X14 0.0033 0.0040 0.0084 0.0099 — — — — —
X2 0.0125 0.0114 0.0116 0.0108 — — — — —
X3 0.0229 0.0169 0.0108 0.0138 0.0761 0.1739 — — —
X4 0.0077 0.0071 0.0057 0.0056 0.0133 0.0351 0.0068 — —
X5 0.0095 0.0082 0.0079 0.0073 0.0188 0.0542 0.0106 0.0180 —
X6 0.0058 0.0059 0.0057 0.0058 0.0135 0.0159 0.0076 0.0097 0.0026
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Table A.15: rMSE using three methods of imputation for the squared standard errors of
the parameters of the fully-specified regression models with the simulated variables (where
{X12, . . . ,X14} are binary indicators created from X1) across the 5,000 simulated datasets
under a NMAR missingness mechanism. Rows indicate the outcome variable and columns
indicate the predictors. The methods labeled “logistic” and “PMM” use mice.
Intercept X12 X13 X14 X2 X3 X4 X5 X6
logistic
X12 0.1893 — — — 0.0696 0.0689 0.1164 0.0896 0.1084
X13 0.1836 — — — 0.0670 0.0663 0.1150 0.0869 0.1049
X14 0.1985 — — — 0.0726 0.0717 0.1218 0.0933 0.1123
X2 0.0636 0.0450 0.0435 0.0466 — 0.0185 0.0359 0.0254 0.0317
X3 0.0654 0.0452 0.0437 0.0469 0.0184 — 0.0362 0.0251 0.0316
X4 0.1679 0.1168 0.1154 0.1223 0.0582 0.0575 — 0.0742 0.0902
X5 0.0305 0.0342 0.0330 0.0355 0.0143 0.0142 0.0273 — 0.0242
X6 0.1518 0.1082 0.1047 0.1122 0.0504 0.0503 0.0895 0.0653 —
PMM
X12 0.1898 — — — 0.0696 0.0689 0.1165 0.0896 0.1085
X13 0.1836 — — — 0.0670 0.0663 0.1150 0.0869 0.1049
X14 0.1987 — — — 0.0726 0.0717 0.1218 0.0933 0.1123
X2 0.0636 0.0450 0.0435 0.0466 — 0.0185 0.0359 0.0254 0.0317
X3 0.0654 0.0452 0.0437 0.0469 0.0184 — 0.0362 0.0251 0.0316
X4 0.1679 0.1169 0.1155 0.1224 0.0582 0.0576 — 0.0742 0.0902
X5 0.0305 0.0342 0.0330 0.0355 0.0143 0.0142 0.0273 — 0.0242
X6 0.1519 0.1083 0.1048 0.1122 0.0504 0.0503 0.0895 0.0653 —
CMI
X12 0.1893 — — — 0.0696 0.0689 0.1164 0.0896 0.1084
X13 0.1835 — — — 0.0670 0.0663 0.1151 0.0869 0.1049
X14 0.1986 — — — 0.0726 0.0717 0.1218 0.0933 0.1123
X2 0.0636 0.0450 0.0435 0.0466 — 0.0185 0.0360 0.0254 0.0317
X3 0.0654 0.0452 0.0437 0.0469 0.0184 — 0.0362 0.0251 0.0316
X4 0.1681 0.1168 0.1156 0.1224 0.0582 0.0576 — 0.0742 0.0903
X5 0.0305 0.0342 0.0330 0.0355 0.0143 0.0142 0.0273 — 0.0242
X6 0.1518 0.1082 0.1047 0.1122 0.0504 0.0503 0.0896 0.0653 —
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