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ON GROMOV-HAUSDORFF CONVERGENCE FOR OPERATOR
METRIC SPACES
DAVID KERR AND HANFENG LI
Abstract. We introduce an analogue for Lip-normed operator systems of the second
author’s order-unit quantum Gromov-Hausdorff distance and prove that it is equal to the
first author’s complete distance. This enables us to consolidate the basic theory of what
might be called operator Gromov-Hausdorff convergence. In particular we establish a
completeness theorem and deduce continuity in quantum tori, Berezin-Toeplitz quantiza-
tions, and θ-deformations from work of the second author. We show that approximability
by Lip-normed matrix algebras is equivalent to 1-exactness of the underlying operator
space and, by applying a result of Junge and Pisier, that for n ≥ 7 the set of isometry
classes of n-dimensional Lip-normed operator systems is nonseparable. We also treat the
question of generic complete order structure.
1. Introduction
In [24] Marc Rieffel introduced a notion of quantum Gromov-Hausdorff distance for
compact quantum metric spaces, which are order-unit spaces equipped with a kind of
generalized Lipschitz seminorm called a Lip-norm. One of the principal motivations was
to build an analytic framework for explaining the kinds of convergence of spaces in string
theory that involve changes of topology (see [24] for a discussion). In addition to Rieffel’s
analogues of the Gromov completeness and compactness theorems, there have been devel-
oped various convergence and continuity results which apply for instance to θ-deformations
[15], quantum tori [24, 13], and Berezin quantization [22] (see also [15]).
Given the C∗-algebraic nature of the examples of primary interest and the fact that
unital C∗-algebras are not determined by their order-unit structure, Rieffel posed the
problem of how to develop a version of quantum Gromov-Hausdorff distance which would
incorporate algebraic or matricial information so as to be able to fully distinguish the
underlying noncommutative topology. Two different methods for doing this have been
independently proposed by the present two authors. Working in the setting of Lip-normed
operator systems (or what might be more suggestively dubbed “compact operator metric
spaces” in accord with Rieffel’s terminology), the first author defined a matricial version of
quantum Gromov-Hausdorff distance called complete distance which formally elaborates
on Rieffel’s definition so as to bring the matrix state spaces, and hence the complete
order structure, into the picture [10]. The second author meanwhile devised a strategy
for quantizing Gromov-Hausdorff distance which operates entirely at the “function” level,
in the spirit of noncommutative geometry. This versatile approach was implemented in
both the order-unit and C∗-algebraic contexts under the terminology order-unit (resp.
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C∗-algebraic) quantum Gromov-Hausdorff distance [15, 14] and affords many technical
advantages, as the continuity results in [15, 14] illustrate.
The immediate aim of the present paper is to show that these two approaches become
naturally reconciled in the framework of operator systems, in parallel with what happens in
the order-unit case [15]. More precisely, we introduce an operator system version of order-
unit quantum Gromov-Hausdorff distance called “operator Gromov-Hausdorff distance”
and prove that it coincides with complete distance. In fact the methods for treating the
order-unit situation can be transferred to the matricial order framework, and so our main
task here is to supply the necessary operator-system-theoretic input, including material
on amalgamated sums. As a consequence of the equivalence of the two perspectives we
can speak unambiguously of “operator Gromov-Hausdorff convergence” and the “operator
Gromov-Hausdorff topology”.
Exploiting the viewpoint of operator Gromov-Hausdorff distance we establish a com-
pleteness theorem and infer continuity in quantum tori, Berezin-Toeplitz quantizations,
and θ-deformations by comparison with the second author’s distance distnu from [14].
Fre´de´ric Latre´molie`re’s result on quantum Gromov-Hausdorff approximation of quantum
tori by finite-dimensional ones [13] is also observed to be valid at the operator level.
Furthermore, we show that certain problems particularly pertinent to our operator
version of quantum metric theory can be resolved at or reduced to the purely “topological”
level of the operator space structure. More specifically, we prove that a Lip-normed
operator system is a limit of Lip-normed matrix algebras if and only if it is 1-exact as
an operator space, and, by invoking a result of Marius Junge and Gilles Pisier, that for
n ≥ 7 the set OMn of (isometry classes of) n-dimensional Lip-normed operator systems
is nonseparable. We thereby obtain answers to some questions about complete distance
that were left open in [10].
The organization of the paper is as follows. In Section 2 we define and discuss amal-
gamated sums of operator spaces and systems. Operator Gromov-Hausdorff distance is
introduced in Section 3, and amalgamated sums of operator systems are used here for
showing that we obtain a metric on the set of isometry classes of Lip-normed operator
systems. We also show the Lipschitz equivalence of operator Gromov-Hausdorff distance
and complete distance in Section 3. Section 4 treats the completeness theorem. In Sec-
tion 5 we record the continuity results which follow from comparison with distnu as defined
for Lip-normed unital C∗-algebras. We also give here our characterization of matrix ap-
proximability for the operator Gromov-Hausdorff topology in terms of 1-exactness, as well
as a similar characterization for distnu. In the latter case, however, quasidiagonality must
be added to 1-exactness, and so we deduce that the operator Gromov-Hausdorff topology is
strictly weaker than the distnu topology on the set C
∗M of isometry classes of Lip-normed
unital C∗-algebras. We furthermore show that matrix approximability for C∗-algebraic
quantum Gromov-Hausdorff distance is equivalent to the C∗-algebra being an MF algebra,
so that the C∗-algebraic quantum Gromov-Hausdorff topology on C∗M is neither weaker
nor stronger than the operator Gromov-Hausdorff topology. Section 6 establishes the non-
separability of OMn for n ≥ 7. What we in fact demonstrate is that for each n ≥ 7 there is
a nonseparable set of n-dimensional Lip-normed operator systems which are all isometric
to each other as compact quantum metric spaces. Finally, in Section 7 we describe the
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generic complete order structure of a Lip-normed 1-exact operator system under operator
Gromov-Hausdorff distance.
Terminology and notation related to quantum and operator metric spaces is established
at the beginning of Section 3. For general references on operator spaces and systems see
[8, 16, 18]. The notation dcb as appears in Sections 5 and 6 refers to completely bounded
Banach-Mazur distance. In this paper we will not assume operator spaces and systems to
be complete.
Acknowledgements. D. Kerr was supported by the Alexander von Humboldt Foundation
and JSPS. He is grateful to Joachim Cuntz at the University of Mu¨nster and Yasuyuki
Kawahigashi at the University of Tokyo for hosting his stays during the respective 2003–
2004 and 2004–2005 academic years. Part of this work was carried out while H. Li was at
the University of Toronto. We thank Gilles Pisier for pointing out Proposition 2.4 and the
referee for explaining that the linear isomorphism in this result also holds in the operator
system case (Proposition 2.8). We also thank Nate Brown for suggesting the connection
to MF algebras as developed in the last part of Section 5.
2. Amalgamated sums of operator spaces and systems
To show that the operator Gromov-Hausdorff distance defined in Section 3 yields a
metric on the set of isometry classes of Lip-normed operator systems, we will need the
notion of an amalgamated sum of operator systems. Since the methods for dealing with
amalgamated sums of operator spaces and operator systems are the same, we will first
discuss the former.
In analogy with the full amalgamated free product of C∗-algebras [1], we define the
amalgamated sum of operator spaces via a universal property in the category of operator
spaces with complete contractions as morphisms:
Definition 2.1. Given operator spaces X,Y , and V and completely isometric linear maps
ϕX : V → X and ϕY : V → Y , the amalgamated sum of X and Y over V is an operator
space E with complete contractions ψX : X → E and ψY : Y → E satisfying the following:
(i) ψX ◦ ϕX = ψY ◦ ϕY ,
(ii) whenever F is an operator space and πX : X → F and πY : Y → F are complete
contractions satisfying πX ◦ϕX = πY ◦ϕY , there is a unique complete contraction
π : E → F such that πX = π ◦ ψX and πY = π ◦ ψY .
We denote E by X +V Y .
Clearly X +V Y is unique up to complete isometry, if it exists.
The case V = 0 is discussed in Section 2.6 of [18].
For any operator space X we denote by C∗(X) the universal C∗-algebra associated to
X, meaning that there is a fixed completely isometric embedding ψX : X →֒ C
∗(X) such
that ψX(X) generates C
∗(X) as a C∗-algebra and for any C∗-algebra A and complete
contraction ϕ : X → A there exists a (unique) ∗-homomorphism Φ : C∗(X) → A with
ϕ = Φ ◦ ψX [17, Thm. 3.2] [18, Thm. 8.14]. Identifying X with ψ(X) we may regard
X as an operator subspace of C∗(X). If Y is a subspace of X, then the associated ∗-
homomorphism C∗(Y ) → C∗(X) is injective by Wittstock’s extension theorem. We have
the following result, which is easy to see.
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Proposition 2.2. For any completely isometric linear maps ϕX : V → X and ϕY :
V → Y , the sum X + Y in the full amalgamated free product C∗(X) ∗C∗(V ) C
∗(Y ) is an
amalgamated sum X +V Y . Furthermore, C
∗(X +V Y ) = C
∗(X) ∗C∗(V ) C
∗(Y ).
Proposition 2.2 generalizes Theorem 8.15 of [18].
Since the canonical ∗-homomorphisms C∗(X) → C∗(X) ∗C∗(V ) C
∗(Y ) and C∗(Y ) →
C∗(X) ∗C∗(V ) C
∗(Y ) are both faithful [1], we get:
Corollary 2.3. For any completely isometric linear maps ϕX : V → X and ϕY : V → Y ,
the canonical maps X → X +V Y and Y → X +V Y are both complete isometries.
The following was pointed out to the second author by Gilles Pisier.
Proposition 2.4 (Pisier). Denote by X +aV Y the algebraic amalgamated sum (X ⊕
Y )/{(ϕX (v),−ϕY (v)) : v ∈ V }. If V is closed in both X and Y , then the natural map
ϕ : X +aV Y → X +V Y is a linear isomorphism. If both X and Y are complete, then so
is X +V Y .
Proof. Obviously ϕ is surjective. When V = 0, ϕ is injective and the norm on X +0 Y is
the ℓ1-norm [18, Sect. 2.6]. Supposing that V is closed in both X and Y , we have that
U = {ϕX(v)− ϕY (v) ∈ X +0 Y : v ∈ V } is a closed subspace of X +0 Y . Clearly X +V Y
is the quotient space (X +0 Y )/U . Thus ϕ is always injective.
When both X and Y are complete the amalgamated sum X +V Y does not change if
we replace V by its completion. Thus we may assume that V is also complete. Then
X +V Y = (X +0 Y )/U is complete. 
We now pass to the operator system setting. In this case the morphisms are u.c.p. (unital
completely positive) maps. Recall that a complete order embedding is a completely positive
isometry ϕ from an operator systemX to an operator system Y such that ϕ−1 : ϕ(X)→ X
is completely positive. A completely positive map from X to Y is a complete order
embedding if and only if it is completely isometric. A complete order isomorphism is a
surjective complete order embedding.
Definition 2.5. Given operator systems X,Y , and V with unital complete order embed-
dings ϕX : V → X and ϕY : V → Y , the amalgamated sum of X and Y over V is an
operator system E with u.c.p. maps ψX : X → E and ψY : Y → E satisfying the following:
(i) ψX ◦ ϕX = ψY ◦ ϕY ,
(ii) whenever F is an operator system and πX : X → F and πY : Y → F are u.c.p.
maps satisfying πX ◦ϕX = πY ◦ϕY , there is a unique u.c.p. map π : E → F such
that πX = π ◦ ψX and πY = π ◦ ψY .
We denote E by X +V Y .
Clearly X +V Y is unique up to unital complete order isomorphism, if it exists.
For any operator system X we denote by C∗h(X) the universal unital C
∗-algebra asso-
ciated to X, meaning that there is a fixed unital complete order embedding ψX : X →֒
C∗h(X) such that ψX(X) generates C
∗
h(X) as a C
∗-algebra and for any unital C∗-algebra
A and u.c.p. map ϕ : X → A there exists a (unique) ∗-homomorphism Φ : C∗h(X) → A
with ϕ = Φ ◦ψX [12, Prop. 8]. Identifying X with ψ(X) we may regard X as an operator
subsystem of C∗h(X). If Y is a subsystem of X, then the associated
∗-homomorphism
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C∗h(Y ) → C
∗
h(X) is injective [12, Prop. 9]. In parallel to Proposition 2.2 we have the
following easily verified facts.
Proposition 2.6. For any unital complete order embeddings ϕX : V → X and ϕY :
V → Y , the sum X + Y in the full amalgamated free product C∗h(X) ∗C∗h (V ) C
∗
h(Y ) is an
amalgamated sum X +V Y . Furthermore, C
∗
h(X +V Y ) = C
∗
h(X) ∗C∗h(V ) C
∗
h(Y ).
Corollary 2.7. For any unital complete order embeddings ϕX : V → X and ϕY : V → Y ,
the canonical maps X → X +V Y and Y → X +V Y are both unital complete order
embeddings.
Consider now the algebraic amalgamated sum X +aV Y defined as
(X ⊕ Y )/{(ϕX (v),−ϕY (v)) : v ∈ V }. Suppose that V is closed in both X and Y . The
referee has indicated to us that the linear isomorphism in Proposition 2.4 also holds in the
operator system case by the following argument. A matrix ordered space structure may be
put on X +aV Y by declaring that (x+ y)
∗ = x∗+ y∗ and that z ∈Mn(X +
a
V Y ) is positive
if for every ε > 0 there exist x ∈ Mn(X)+ and y ∈ Mn(Y )+ such that z + εIn = x + y.
The Choi-Effros axioms for an abstract operator system [6] are readily verified, and we
thereby obtain an operator system satisfying the universal property in Definition 2.5. We
thus have the analogue of Proposition 2.4:
Proposition 2.8. If V is closed in both X and Y , then the natural map ϕ : X +aV Y →
X +V Y is a linear isomorphism. If both X and Y are complete, then so is X +V Y .
We note finally that, as the following example demonstrates, the operator system and
operator space amalgamated sums need not be canonically isometric despite our use of
the common notation X +V Y .
Example 2.9. Let X = Y = M2(C). Let V be the space of diagonal 2× 2 matrices and
let ϕX : V → X and ϕY : V → Y be the natural embeddings. Set
x =
[
0 1
0 0
]
∈ X, y =
[
0 0
1 0
]
∈ Y.
As indicated in the proof of Proposition 2.4, the norm of (x, y) in the operator space
amalgamated sum is equal to
inf
v∈V
(
‖x+ v‖+ ‖y − v‖
)
= 2.
Set
p =
[
1 0
0 0
]
, q =
[
0 0
0 1
]
.
Then [
p x
x∗ q
]
∈M2(X)+,
[
q y
y∗ p
]
∈M2(Y )+.
Thus [
I (x, y)
(x, y)∗ I
]
=
[
p x
x∗ q
]
+
[
q y
y∗ p
]
∈M2(X +
a
V Y )+.
Since
[
I w
w∗ I
]
∈M2(W )+ if and only if ‖w‖ ≤ 1 for an element w in an operator system W
[8, Prop. 1.3.2], we see that the norm of (x, y) in the operator system amalgamated sum
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is at most 1. On the other hand, using the identity maps X → M2(C) and Y → M2(C)
one sees that the norm of (x, y) in the operator system amalgamated sum is at least 1.
Thus the norm of (x, y) in the operator system amalgamated sum is exactly 1.
3. Operator Gromov-Hausdorff distance
The proofs in this section and the next are modeled on ones from the order-unit and
C∗-algebraic cases in [15, 14]. In the case that the argument directly translates and the
aspects particular to the operator system setting have been dealt with, we will simply
refer the reader to [15] or [14].
We begin by establishing some notation and terminology pertaining to quantum and
operator metric structures.
We write distρH and distGH to designate Hausdorff distance (with respect to a metric ρ,
which will be omitted when it is given by a norm on a linear space) and Gromov-Hausdorff
distance, respectively.
Given an operator system X we denote by Sn(X) its nth matrix state space, i.e., the
set of all unital completely positive maps from X into the matrix algebra Mn. We have a
canonical identification Sn(X) = Sn(X) where X is the completion of X. We write Xsa
for the set of self-adjoint elements of X.
A Lip-norm on an order-unit space A is a seminorm L (which we will allow to take the
value +∞) on A such that
(i) L(a) = 0 for all a ∈ R1, and
(ii) the metric ρL defined on the state space S(A) of A by
ρL(σ, ω) = sup{|σ(a) − ω(a)| : a ∈ A and L(a) ≤ 1}
induces the weak∗ topology.
Notice that L must in fact vanish precisely on R1. The closure of L is the Lip-norm Lc
on the completion A given by
Lc(a) = inf
{
lim inf
n→∞
L(an) : {an} is a sequence in A with lim
n→∞
an = a
}
.
We say that L is closed if L = Lc. A compact quantum metric space [24, Defn. 2.2] is a
pair (A,L) consisting of an order-unit space A equipped with a Lip-norm L (by permitting
infinite values we are not strictly observing the definition from [24], but this does not cause
any problems since we can always restrict to the subspace on which L is finite if we wish).
Let (A,LA) and (B,LB) be compact quantum metric spaces. We say that (A,LA) and
(B,LB) are isometric if there is an isometry from (A,LA) to (B,LB), i.e., a unital order
isomorphism ϕ : A → B such that LcX = L
c
Y ◦ ϕ. A Lip-norm L on the order-unit direct
sum A ⊕ B is said to be admissible if it induces LA and LB under the natural quotient
maps onto the respective summands. The quantum Gromov-Hausdorff distance between
(A,LA) and (B,LB) is defined by
distq(A,B) = inf dist
ρL
H (S(A), S(B))
where the infimum is taken over all admissible Lip-norms L on A⊕B. This yields a metric
on the set of isometry classes of compact quantum metric spaces [24, Thm. 7.8].
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By a Lip-normed operator system we mean a pair (X,L) where X is an operator system
and L is a Lip-norm on Xsa (which is the same as saying that (Xsa, L) forms a compact
quantum metric space). We will also speak of Lip-normed unital C∗-algebras, Lip-normed
exact operator systems, etc., when we need to qualify or specialize the class of operator
systems under consideration. The closure of (X,L) is the Lip-normed operator system
(X,Lc) where Lc is the closure of L on Xsa. We say that (X,L) is closed if it is equal to
it closure.
Let (X,L) be a Lip-normed operator system. We denote by rad(X) its radius, i.e., the
common value over n ∈ N of the radii of the metrics
ρL,n(ϕ,ψ) = sup{‖ϕ(x) − ψ(x)‖ : x ∈ X and L(x) ≤ 1}
defined on the respective matrix state spaces Sn(X) (see [10, Prop. 2.9]). The closure
(X,Lc) satisfies ρLc,n = ρL,n for every n (cf. [21, Sect. 4]). The Lip-norm unit ball
{x ∈ Xsa : L(x) ≤ 1} will be denoted by E(X), or E(X,L) in case of confusion. For R ≥ 0
we set
DR(X) = {x ∈ Xsa : L(x) ≤ 1 and ‖x‖ ≤ R},
and in the case R = rad(X) we will simply write D(X). We will frequently use the fact
that E(X) = D(X) + R1 [15, Lemma 4.1].
Let (X,LX) and (Y,LY ) be Lip-normed operator systems. The complete distance be-
tween (X,LX) and (Y,LY ) is defined by
dists(X,Y ) = inf sup
n∈N
dist
ρL,n
H (Sn(X), Sn(Y ))
where the infimum is taken over all admissible Lip-norms L on (X ⊕ Y )sa [10, Defn. 3.2].
By an isometry from (X,LX) to (Y,LY ) we mean a unital complete order isomorphism
ϕ : X → Y such that LcX = L
c
Y ◦ ϕ on Xsa. When there exists an isometry from (X,LX)
to (Y,LY ), we say that (X,LX) and (Y,LY ) are isometric. We denote by OM the set
of isometry classes of Lip-normed operator systems, and by OMR the subset consisting
of isometry classes of Lip-normed operator systems with radius no bigger than R. The
set of isometry classes of Lip-normed unital C∗-algebras will be denoted C∗M. Complete
distance defines a metric on OM [10, Thm. 4.10].
In analogy to Definition 4.2 of [15] and Definition 3.3 of [14] we introduce the following
notion of distance for Lip-normed operator systems.
Definition 3.1. Let (X,LX ) and (Y,LY ) be Lip-normed operator systems. We define the
operator Gromov-Hausdorff distance
distop(X,Y ) = inf distH(hX(E(X)), hY (E(Y )))
where the infimum is taken over all triples (V, hX , hY ) consisting of an operator system V
and unital complete order embeddings hX : X → V and hY : Y → V . We also define
dist′op(X,Y ) = inf distH(hX(D(X)), hY (D(Y )))
and, for R ≥ 0,
distRop(X,Y ) = inf distH(hX(DR(X)), hY (DR(Y )))
with the infima being taken over the same set of triples.
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The distance dist′op is the more immediate analogue of order-unit and C
∗-algebraic
quantum Gromov-Hausdorff distance [15, 14]. However, since we are considering unital
embeddings in our present context, we can remove the norm restriction to obtain the
simpler definition distop. Indeed we will show that distop and dist
′
op define Lipschitz
equivalent metrics on OM. The reason for the R version is to facilitate the proof of
completeness (see Section 4) as well as some arguments involving continuity in continuous
fields (see [15, Sect. 7] and the beginning of Section 5 below).
Although E(X) is not itself totally bounded, it is, as pointed out above, equal to the set
of scalar translations of the totally bounded set D(X), so that for any triple (V, hX , hY )
as in Definition 3.1 we have
distH(hX(E(X)), hY (E(Y ))) ≤ distH(hX(D(X)), hY (D(Y )))
and hence distop ≤ dist
′
op. It is also evident from the definitions that forR ≥ max(rad(X), rad(Y ))
we have distop(X,Y ) ≤ dist
R
op(X,Y ).
To show that distop, dist
′
op, and dist
R
op define metrics on OM, we can proceed in the
same manner as in Section 3 of [14], granted that we have the appropriate operator systems
facts at hand. We will thus only explicitly indicate what we require at the operator system
level and refer the reader to Section 3 of [14] for the main line of argument.
First we have the triangle inequality, for which we make use of amalgamated sums of
operator systems and in particular the fact that the summands unitally complete order
embed into the sum, as asserted by Corollary 2.7. More precisely, given any operator
system VX (resp. VZ) containing X and Y (resp. Z and Y ) as operator subsystems, we
embed everything into the amalgamated sum VX +Y VZ to obtain the desired estimate.
Lemma 3.2. For any Lip-normed operator systems (X,LX), (Y,LY ), and (Z,LZ) we
have
distop(X,Z) ≤ distop(X,Y ) + distop(Y,Z),
dist′op(X,Z) ≤ dist
′
op(X,Y ) + dist
′
op(Y,Z),
and, for R ≥ 0,
distRop(X,Z) ≤ dist
R
op(X,Y ) + dist
R
op(Y,Z).
Secondly we must show that two Lip-normed operator systems are distance zero apart
if and only if they are isometric. For this we need to consider direct limits of operator
systems. Direct limits of operator spaces are discussed on page 39 of [8]. The following
lemma is a direct consequence of the abstract characterization of operator systems as
matrix order unit spaces by Choi and Effros [6, Thm. 4.4].
Lemma 3.3. Let {Xj}j∈J be an inductive system of operator systems where the maps
are unital complete order embeddings. The algebraic inductive limit lim
−→
Xj equipped with
the natural ∗-vector space structure, order unit, matricial order structure, and matricial
norms is an operator system.
With Corollary 2.7 and Lemma 3.3 at our disposal we now can argue as in the proof
of Theorem 3.15 in [14] to deduce that distance zero is equivalent to being isometric. In
view of Lemma 3.2 we thereby conclude the following.
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Theorem 3.4. The distances distop, dist
′
op, and dist
R
op define metrics on OM and OM
R,
respectively.
Corollary 3.5. The restrictions of distop, dist
′
op, and dist
R
op define metrics on C
∗M and
C∗MR, respectively.
Next we establish several inequalities involving distop, distop
′, and distRop, including
comparisons with complete distance dists as introduced in [10]. Notice that for any
operator system X the pairing between X and Sn(X) gives us a natural u.c.p. map
X → C(Sn(X),Mn). We need the following well-known fact.
Lemma 3.6. Let X be an operator system, and consider the C∗-algebraic direct product∏∞
n=1 C(Sn(X),Mn), defined as{
(an)n∈N : an ∈ C(Sn(X),Mn) for all n and supn∈N ‖an‖ <∞
}
.
Then the natural linear map ϕ : X →
∏∞
n=1 C(Sn(X),Mn) is a unital complete order
embedding.
Proof. Clearly ϕ is a u.c.p. map. Say X ⊆ B(H). Then Mm(X) ⊆ B
(⊕m
j=1H
)
. Let
w ∈Mm(X) and ε > 0 be given. Then we can find a finite-dimensional subspace K of H
such that ‖qwq‖ > ‖w‖ − ε, where q = diag(p, . . . , p) and p is the orthogonal projection
onto K. Say dim(K) = n. Notice that the map ψ : X → B(K) = Mn sending x to pxp is
in Sn(X), and we have
‖(idMm ⊗ ϕ)(w)‖ ≥ ‖((idMm ⊗ ϕ)(w))(ψ)‖ = ‖(idMm ⊗ ψ)(w)‖
= ‖qwq‖ > ‖w‖ − ε.
Thus ‖(idMm ⊗ ϕ)(w)‖ = ‖w‖, and hence ϕ is a complete isometry. 
Theorem 3.7. For any Lip-normed operator systems (X,LX ) and (Y,LY ) we have
distop(X,Y ) = dists(X,Y ).
Proof. Apply the same argument as in the proof of Proposition 4.7 in [15], only this time
using Lemma 3.6 and substituting Arveson’s extension theorem for the Hahn-Banach
theorem.

Using Theorem 3.7 we get a new proof of Theorem 4.10(ii) in [10].
The following is the analogue of Proposition 4.8 in [15] and Proposition 3.9 in [14].
Proposition 3.8. For any Lip-normed operator systems (X,LX ) and (Y,LY ) we have
|rad(X)− rad(Y )| ≤ distGH(D(X),D(Y )) ≤ dist
′
op(X,Y ) ≤ rad(X) + rad(Y ),(1)
|dist′op(X,Y )− dist
rad(X)
op (X,Y )| ≤ |rad(X)− rad(Y )|,(2)
dist′op(X,Y ) ≤ 3distop(X,Y ).(3)
For R ≥ 0 we also have
distRop(X,Y ) ≤ 2distop(X,Y ).(4)
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Proof. The proofs of (1) and (2) are similar to those of (5) and (6) of Proposition 4.8 in
[15]. By the definition of dists one has distq(X,Y ) ≤ dists(X,Y ). The inequality (3) then
follows from (2), (4), and the fact that |rad(X)− rad(Y )| ≤ distq(X,Y ). The proof of (4)
parallels those of (8) of Proposition 4.8 in [15] and (6) of Proposition 3.9 in [14]. 
Putting together Theorem 3.7, Proposition 3.8, and the observations in the second
paragraph after Definition 3.1, we have proved:
Theorem 3.9. The metrics dists, distop, and dist
′
op are Lipschitz equivalent on OM, and
on OMR they are Lipschitz equivalent to distRop.
As a consequence of Theorem 3.9 we can speak of operator Gromov-Hausdorff conver-
gence and the operator Gromov-Hausdorff topology without any ambiguity. Throughout
the rest of the paper we will typically use the operator Gromov-Hausdorff distance distop
in the formulation of convergence and completeness results with the tacit understanding
that these apply equally well to the complete distance dists, as well as to dist
′
op.
We also have the following two facts, which can be established along the lines of the
proofs of Theorem 3.16 and Proposition 3.17, respectively, in [14]. We denote by CM the
set of isometry classes of compact metric spaces, and for a compact metric space (X, ρ)
we write Lρ for the associated Lipschitz seminorm on C(X).
Theorem 3.10. The map (X, ρ) 7→ (C(X), Lρ) is a homeomorphism from (CM,distGH)
onto a closed subspace of (OM,distop).
Proposition 3.11. Let (X, ρX) and (Y, ρY ) be compact metric spaces. For any R ≥ 0
we have
distRop(C(X), C(Y )) ≤ distGH(X,Y ).
4. Completeness
We establish in this section a completeness theorem for operator Gromov-Hausdorff
distance.
One way to obtain a Lip-normed unital C∗-algebra is to restrict the Lip-norm of a
C∗-algebraic compact quantum metric space [14, Defn. 2.2]. The latter type of Lip-norm
is a complex scalar version of an order-unit Lip-norm which is defined on the whole C∗-
algebra (but possibly taking the value +∞) and required to be adjoint invariant, vanish
precisely on C1, and induce the weak∗ topology on the state space via the associated
metric (defined the same way as in the order-unit case). Such Lip-norms appear naturally
in many examples (e.g., quantum metrics arising from ergodic actions of compact groups
[20]), and in the C∗-algebraic case one may wish to study convergence questions in the
presence of the Leibniz rule or generalizations thereof such as the F -Leibniz property,
which we now recall (see [10, Sect. 5] [14, Sect. 4]).
Let F : R4+ → R+ be a continuous function which is nondescreasing with respect to
the partial order on R4+ under which (x1, x2, x3, x4) ≤ (y1, y2, y3, y4) if and only xj ≤ yj
for each j. A C∗-algebraic compact quantum metric space (A,L) is said to satisfy the
F -Leibniz property if
L(ab) ≤ F (L(a), L(b), ‖a‖, ‖b‖)
for all a, b ∈ A. Note that taking F (x1, x2, x3, x4) = x1x4 + x2x3 yields the Leibniz rule.
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We write C∗MF for the subset of C
∗M whose elements come from C∗-algebraic compact
quantum metric spaces satisfying the F -Leibniz property.
Theorem 4.1. The metric space (OM,distop) is complete. Let F : R
4
+ → R+ be a
continuous nondecreasing function. Then (C∗MF ,distop) is also complete.
Proof. Let {(Xn, Ln)}n∈N be a Cauchy sequence in (OM,distop). We may assume each
Ln to be closed. By (1) we have R := 1 + supn∈N radXn < +∞. Thus {(Xn, Ln)}n∈N is
also a Cauchy sequence in (OMR,distRop) by Theorem 3.9. To show that {(Xn, Ln)}n∈N
converges, it suffices to show that a subsequence converges under distRop. Thus, passing to
a subsequence, we may assume that distRop(Xn,Xn+1) < 2
−n for all n. By Corollary 2.7
and Lemma 3.3 we can find a complete operator system V containing all of the Xn as
operator subsystems such that distH(DR(Xn),DR(Xn+1)) < 2
−n for all n. Since V is a
complete metric space, the set of non-empty closed compact subsets of V is complete with
respect to Hausdorff distance. Denote by W the limit of the sequence {DR(Xn)}n∈N with
respect to Hausdorff distance.
Since each DR(Xn) is R-balanced (i.e., λx ∈ DR(Xn) for all x ∈ DR(Xn) and λ ∈ R
with |λ| ≤ 1) and convex, has radius R, and contains 0V and R ·1V , we can clearly say the
same about W . Thus the set R+ ·W = {λw : λ ∈ R+, w ∈ W} is a real linear subspace
of Vsa containing 1V . Denote it by B, and denote by X the closure of B + iB. Then
X is an operator subsystem of V . Notice that Lemmas 4.8 and 4.9 of [14] hold in our
current context, that is, (X,L) is a Lip-normed operator system with rad(X) ≤ R and
W = DR(B), where L is defined by
L(x) := inf
{
lim supn→∞ Ln(xn) : xn ∈ Xn for all n and limn→∞ xn = x
}
(5)
for all x ∈ X. Now we have distRop(Xn,X) ≤ distH(DR(Xn),DR(X))→ 0 as n→∞. This
proves the first assertion.
Now assume further that (Xn, Ln) lies in C
∗MF for all n. Let Z be a countable dense
subset of W + iW . Passing to a subsequence, we may assume that for any x, y ∈ Z there
exist xn, yn ∈ Xn for each n such that xn → x, yn → y, and {xnyn}n∈N converges to an
element in B+ iB. This is sufficient for Lemma 4.7 of [14] to hold, so that if x, y ∈ X and
we have xn, yn ∈ Xn for each n such that xn → x and yn → y as n→∞ then {xnyn}n∈N
converges to an element in X and the limit depends only on x and y. Then we can define
a product on X by setting x · y to be the limit of {xnyn}n∈N. An argument similar to that
after Lemma 4.7 in [14] shows that X becomes a unital C∗-algebra. Since each (Xn, Ln)
satisfies the F -Leibniz property, so does (X,L) in view of (5). This proves the second
assertion. 
Note that the second assertion of Theorem 4.1 is equivalent to Theorem 5.3 of [10] in
view of Theorem 3.7.
5. Continuity, distnu, distcq, and matrix approximability
In Remark 5.5 of [14] the second author introduced a distance distnu for C
∗-algebraic
compact quantum metric spaces. We will apply the unital version of the definition to
Lip-normed unital C∗-algebras, keeping the same notation. Thus for Lip-normed unital
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C∗-algebras (A,LA) and (B,LB) we set
distnu(A,B) = inf distH(hA(E(A)), hB (E(B))),
dist′nu(A,B) = inf distH(hA(D(A)), hB (D(B))),
where the infima are taken over all triples (D,hA, hB) consisting of a unital C
∗-algebra
D and unital faithful ∗-homomorphisms hA : A → D and hB : B → D. The notation
reflects the fact that these distances behave well for unital nuclear C∗-algebras in the
context of continuity problems. Applying the same arguments as in the operator system
case (see Section 3), it can be shown that distnu(A,B) and dist
′
nu(A,B) define Lipschitz
equivalent metrics on the set C∗M of isometry classes of Lip-normed unital C∗-algebras
(more precisely, distnu ≤ dist
′
nu ≤ 3distnu), and so it suffices for our purposes to work with
the simpler definition distnu. It is easily seen that everything in [14, Sect. 5] pertaining to
distnu works in the unital situation as well.
It follows from the definitions that for any Lip-normed unital C∗-algebras (A,LA) and
(B,LB) we have distnu(A,B) ≥ distop(A,B). Thus Theorems 5.2 and 5.3 in [14] hold
with distcq and dist
R
cq replaced by distop and dist
R
op, respectively, when T is a compact
metric space and each fibre At is nuclear. Since C
∗-algebras admitting ergodic actions of
compact groups are automatically nuclear, we see that Theorem 5.11 and Corollary 5.12
in [14] hold with distcq replaced by distop when T is a compact metric space.
In particular, this gives us continuity with respect to distnu and distop in quantum tori,
Berezin-Toeplitz quantizations, and θ-deformations (see [14, Sect. 5]). Corollary 2.2.13
and Proposition 3.1.4 in [13] also enable us to conclude approximation of quantum tori by
finite quantum tori under distnu and distop (see Theorem 1.0.1 in [13]).
We turn now to the problem of matrix approximability. This will in particular enable us
to distinguish the distop and distnu topologies on the set of isometry classes of Lip-normed
unital C∗-algebras.
Recall that an operator space X is said to be 1-exact if for every finite-dimensional
subspace E ⊆ X and λ > 1 there is an isomorphism α from E onto a subspace of a matrix
algebra such that ‖α‖cb‖α
−1‖cb ≤ λ (i.e., if X is exact with exactness constant 1). This
is equivalent to requiring that for every C∗-algebra A and closed two-sided ideal I ⊆ A
the natural complete contraction
(A⊗min X)/(I ⊗min X)→ (A/I) ⊗min X
is isometric (see [8, Sect. 14.4] or [18, Sect. 17]). An operator system is said to be 1-exact
if it is 1-exact as an operator space.
Lemma 5.1. Let X be a 1-exact operator system. Let H be a Hilbert space and ι : X →
B(H) a unital complete order embedding. Then there is a net
X
ϕλ−→Mnλ
ψλ−→ B(H)
of unital completely positive maps through matrix algebras such that ψλ ◦ ϕλ converges
pointwise to ι.
Proof. Since X is 1-exact a standard application of Wittstock’s extension theorem pro-
duces a net
X
ϕλ−→Mnλ
ψλ−→ B(H)
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of completely contractive maps through matrix algebras such that ψλ◦ϕλ converges point-
wise to ι. Applying the construction in the proof of Proposition 3.6 in [19] we can then
produce a net
X
ϕ′
λ−→Mmλ
ψ′
λ−→ B(H)
of completely positive contractive maps through matrix algebras such that ψ′λ ◦ ϕ
′
λ con-
verges pointwise to ι and limλ ‖ϕ
′
λ(1) − 1‖ = 0. We may assume that for all λ we have
‖ϕ′λ(1)−1‖ < 1/2 and ‖ψ
′
λ ◦ϕ
′
λ(1)−1‖ < 1/2 so that both ϕ
′
λ(1) and ψ
′
λ(1) are invertible,
which permits us to define the maps
ϕ′′λ(·) = ϕ
′
λ(1)
−1/2ϕ′λ(·)ϕ
′
λ(1)
−1/2,
ψ′′λ(·) = ψ
′
λ(1)
−1/2ψ′λ(·)ψ
′
λ(1)
−1/2.
We thereby obtain a net
X
ϕ′′
λ−→Mmλ
ψ′′
λ−→ B(H)
of unital completely positive maps such that ψ′′λ◦ϕ
′′
λ converges pointwise to ι, as desired. 
Lemma 5.2. Let X be a separable operator system and (Y,L) a Lip-normed finite-
dimensional operator subsystem of X. Let ε > 0. Then there is a Lip-norm L′ on X with
respect to which we have distH(E(X),E(Y )) ≤ ε.
Proof. Take any Lip-norm L′′ on Xsa. Since Ysa is finite-dimensional we may assume by
scaling L′′ if necessary that L′′|Ysa ≤ L. The finite-dimensionality of Ysa also guarantees
the existence of a bounded projection P : Xsa → Ysa (see for example [2, Lemma 3.2.3]).
Define the seminorm L′ on X by
L′(x) = max
(
L(P (x)), L′′(x), ε−1‖x− P (x)‖
)
.
Since L′ vanishes precisely on R1, dominates L′′, and is finite on a dense subspace of Xsa,
we deduce that L′ is a Lip-norm, so that (X,L′) forms a Lip-normed operator system.
Now if x ∈ E(X) then P (x) ∈ E(Y ) and ‖x− P (x)‖ ≤ ε. Since E(Y ) ⊆ E(X) (because
L′|Ysa = L), we thus conclude that the Hausdorff distance between E(X) and E(Y ) is at
most ε, as desired. 
Theorem 5.3. For a Lip-normed operator system (X,L) the following are equivalent:
(i) X is 1-exact,
(ii) for every ε > 0 there is a Lip-normed operator system (Y,L′) such that Y is an
operator subsystem of a matrix algebra and distop(X,Y ) ≤ ε,
(iii) for every ε > 0 there is a Lip-normed matrix algebra (Mn, L
′) such that
distop(X,Mn) ≤ ε.
Proof. (i)⇒(ii). By Lemma 5.1 there is a unital complete order embedding ι : X → B(H)
and a net
X
ϕλ−→Mnλ
ψλ−→ B(H)
of unital completely positive maps through matrix algebras such that ψλ ◦ ϕλ converges
pointwise to ι. In view of the equality of distop and dists (Theorem 3.7) we can now
proceed as in the proof of Proposition 3.10 in [10] to obtain (ii).
(ii)⇒(iii). Apply Lemma 5.2.
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(iii)⇒(i). Let E ⊆ X be a finite-dimensional operator subsystem, set d = dimE, and
let ε > 0. Let {(xk, x
∗
k)}
d
k=1 be an Auerbach system for Esa (see for example [8, page
335]). By complexifying we may view this as a biorthogonal system for E with ‖x∗k‖ ≤ 2
for each k = 1, . . . , d. For every k = 1, . . . , d choose a x′k ∈ Xsa with L(x
′
k) < ∞ and
‖xk − x
′
k‖ < ε/d. Take a γ > 0 such that for each k = 1, . . . , d we have γL(x
′
k) ≤ 1,
that is, γx′k ∈ E(X). By (iii) there is a Lip-normed matrix algebra (Mn, L
′) such that
distop(X,Mn) < γε/d. By the definition of distop we may view X and Mn as operator
subsystems of an operator system V such that for each k = 1, . . . , d there exists a yk ∈
E(Mn) with ‖γx
′
k − yk‖ < γε/d. Then
d∑
k=1
‖xk − γ
−1yk‖ ≤
d∑
k=1
‖xk − x
′
k‖+
d∑
k=1
γ−1‖γx′k − yk‖ < 2ε,
and thus setting Y = span{y1, . . . , yd} ⊆ Mn we conclude by Lemma 2.13.2 of [18] that
dcb(E,Y ) ≤ (1 + 4ε)(1 − 4ε)
−1. Since ε was arbitrary this yields (i). 
Remark 5.4. A perturbation argument as in the proof of (iii)⇒(i) in Theorem 5.3 shows
that if a sequence {(Xn, Ln)}n∈N of Lip-normed operator systems converges in the operator
Gromov-Hausdorff topology to a Lip-normed operator system (X,L), then for every finite-
dimensional subspace E ⊆ X there exist, for all sufficiently large n, subspaces En ⊆ Xn
with dimEn = dimE such that limn→∞ dcb(En, E) = 1. In the next section we will require
some quantitative information concerning the relationship between distop and dcb in the
finite-dimensional case (see Lemma 6.1).
The above remark shows in particular that the operator space exactness constant (see
[8, 18]) is lower semicontinuous on OM. In other words, if for λ ≥ 1 we denote by OMλ-ex
the set of isometry classes of Lip-normed λ-exact operator systems in OM, then we have:
Proposition 5.5. For each λ ≥ 1, the set OMλ-ex is closed in OM.
Following the notation of Section 6 of [10], for a Lip-normed operator system (X,L)
and ε > 0 we denote by AfnL(ε) the smallest positive integer k such that there is a Lip-
normed operator system (Y,LY ) with Y an operator subsystem of the matrix algebra Mk
and dists(X,Y ) ≤ ε, and put AfnL(ε) =∞ if no such k exists. By Theorems 3.9 and 5.3,
for a Lip-normed operator system (X,L) we have that X is 1-exact if and only if AfnL(ε)
is finite for all ε > 0. In other words, the set OMex of isometry classes of Lip-normed
1-exact operator systems coincides with Rfa, in the notation of Section 6 in [10]. We can
thus restate the compactness theorem of [10] as follows.
Theorem 5.6. [10, Thm. 6.3] Let C be a subset of OMex. Then C is totally bounded if
and only if
(i) there is a D > 0 such that the diameter of every element of C is bounded by D,
and
(ii) there is a function F : (0,∞)→ (0,∞) such that AfnL(ε) ≤ F (ε) for all (X,L) ∈
C.
To establish the analogue of Theorem 5.3 for distnu we will need the following character-
ization of being quasidiagonal and exact for separable unital C∗-algebras. This combines
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results of Voiculescu [25] and Dadarlat [7] and the equivalence of exactness and nuclear
embeddability due to Kirchberg [11].
Theorem 5.7. A separable unital C∗-algebra A is quasidiagonal and exact if and only if
for every finite set {x1, . . . , xn} ⊆ A and ε > 0 there is a unital C
∗-algebra D, a finite-
dimensional unital C∗-subalgebra B of D, elements y1, . . . , yn ∈ B, and an injective unital
∗-homomorphism Φ : A→ D such that ‖Φ(xk)− yk‖ < ε for every k = 1, . . . , n.
Theorem 5.8. For a Lip-normed unital C∗-algebra (A,L) the following are equivalent:
(i) A is quasidiagonal and exact,
(ii) for every ε > 0 there is a Lip-normed finite-dimensional C∗-algebra (B,L′) such
that distnu(A,B) ≤ ε,
(iii) for every ε > 0 there is a Lip-normed matrix algebra (Mn, L
′) such that
distnu(A,Mn) ≤ ε.
Proof. (i)⇒(ii). Let ε > 0. Since D(A) is totally bounded and E(A) = D(A)+R1, we can
find a finite-dimensional subspaceX of Asa containing 1 such that distH(E(A),X∩E(A)) ≤
ε/3. Take a linear basis {1, x1, . . . , xn} for X.
By hypothesis A is quasidiagonal and exact, and since it admits a Lip-norm it must
also be separable. Thus, by Theorem 5.7, given a δ > 0 we may view A as a unital
C∗-subalgebra of a unital C∗-algebra D such that there exists a unital finite-dimensional
C∗-subalgebra B of D and a yx ∈ B with ‖x− yx‖ ≤ δ for each x ∈ X ∩ E(A). Choose a
γ > 0 such that γrad(X) ≤ ε/3. By taking δ small enough we may assume by a standard
perturbation argument that the unital linear map ϕ : X → Bsa defined by ϕ(1) = 1 and
ϕ(xk) = re yxk for k = 1, . . . , n, is injective and satisfies ‖x− ϕ(x)‖ ≤ γmin(‖x‖, ‖ϕ(x)‖)
for all x ∈ X. Define a Lip-norm L′′ on Y = ϕ(X) by setting L′′(y) = L(ϕ−1(y)) for all
y ∈ Y .
Now if x ∈ X ∩D(A) then setting y = ϕ(x) we have y ∈ E(Y ) and ‖x − y‖ ≤ γ‖x‖ ≤
γrad(X) ≤ ε/3. Since E(A) = D(A) + R1 and E(Y ) = ϕ(X ∩ E(A)), it follows that
distH(X ∩ E(A),E(Y )) ≤ ε/3.
By Lemma 5.2 we can define a Lip-norm L′ on B such that distH(E(Y ),E(B)) ≤ ε/3.
The triangle inequality then yields distH(E(A),E(B)) ≤ ε/3 + ε/3 + ε/3 = ε so that
distnu(A,B) ≤ ε, as desired.
(ii)⇒(iii). Every finite-dimensional C∗-algebra embeds as a unital C∗-subalgebra of a
matrix algebra and so we can apply Lemma 5.2.
(iii)⇒(i). We can apply an approximation argument similar to the one in the proof of
(iii)⇒(i) in Theorem 5.3 and appeal to Theorem 5.7. 
It follows from Theorems 5.3 and 5.8 that on the set C∗M of isometry classes of Lip-
normed unital C∗-algebras the operator Gromov-Hausdorff topology is strictly weaker
than the distnu topology.
We round out this section by giving a characterization of matrix approximability for
the C∗-algebraic quantum Gromov-Hausdorff distance distcq introduced in [14]. This will
allow us to compare the C∗-algebraic quantum Gromov-Hausdorff and operator Gromov-
Hausdorff topologies on C∗M.
The distance distcq was defined in [14] for C
∗-algebraic compact quantum metric spaces
(see the beginning of Section 4), but it only requires the Lip-norm on self-adjoint elements,
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and so the definition makes sense for general Lip-normed unital C∗-algebras. Thus given
Lip-normed unital C∗-algebras (A,LA) and (B,LB) we define
distcq(A,B) = inf distH
(
h
(3)
A (D(A)
m), h
(3)
B (D(B)
m)
)
where the infimum is taken over all triples (V, hA, hB) consisting of a normed linear space
V and isometric linear maps hA : A → V and hB : B → V . As in [14], for a subset X of
a C∗-algebra A we are using Xm to denote {(x, y, xy) ∈ A⊕A ⊕A : x, y ∈ X} and for a
linear map h : V → W between normed linear spaces we are writing h(3) for the induced
map V ⊕ V ⊕ V →W ⊕W ⊕W between the threefold ℓ∞-direct sums.
In fact given a Lip-normed unital C∗-algebra (A,L) we can produce a C∗-algebraic
compact quantum metric space (A,L′) by setting
L(a) = sup
{
|ω(a)− σ(a)|
ρL(ω, σ)
: ω, σ ∈ S(A) and ω 6= σ
}
for all a ∈ A, in which case the set D(A) associated to L′ is the closure of the set D(A)
associated to L. We can thus equivalently view C∗M with the metric distcq as the set
of isometry classes of C∗-algebraic compact quantum metric spaces (“isometry” has the
same meaning in this case [14, Def. 3.14]) with the metric distcq as originally defined in
[14, Def. 3.3].
Recall that a separable C∗-algebra A is said to be anMF algebra if it can be expressed as
the inductive limit of a generalized inductive system of finite-dimensional C∗-algebras [2,
Def. 3.2.1]. By Theorem 3.2.2 of [2] this is equivalent to each of the following conditions:
(i) there exists an injective ∗-homomorphism Φ : A → (
∏∞
k=1Mnk)/(
⊕∞
k=1Mnk) for
some sequence {nk} of positive integers,
(ii) A admits an essential quasidiagonal extension by the compact operators K,
(iii) there exists a continuous field (At) of C
∗-algebras over N ∪ {∞} with At finite-
dimensional for every t ∈ N and A∞ = A.
If A is unital then the ∗-homomorphism Φ in (i) may be taken to be unital, since the image
of the unit under Φ can be lifted to a projection (pk) in
∏∞
k=1Mnk , yielding an injective
unital ∗-homomorphism from A to (
∏∞
k=1 pkMnkpk)/(
⊕∞
k=1 pkMnkpk). Thus, in view of
the proof of [2, Prop. 2.2.3], we may also in this case take the fibre C∗-algebras to be
unital and the unit section to be continuous in the continuous field in (iii). In the proof of
Theorem 5.10 below we will implicitly use this unital version of (iii) as a characterization
of being an MF algebra for separable unital C∗-algebras.
Note that a Lip-normed unital C∗-algebra is automatically separable as a C∗-algebra.
Lemma 5.9. Let (At) be a continuous field of C
∗-algebras over N ∪ {∞} with separable
unital fibres such that the unit section is continous. Let L be a Lip-norm on A∞. Then
for each t ∈ N there is a Lip-norm Lt on At so that (At, Lt) forms a continuous field of
Lip-normed unital C∗-algebras over N∪{∞} (with the same meaning as that given in [14,
Def. 5.1]) and limt→∞ distGH(D(At),D(A∞)) = 0.
Proof. By [4, Cor. 2.8] we can find a normed linear space V containing each At isometrically
such that for every continuous section f the map t 7→ ft is continuous at t =∞. Let ε > 0.
Take a finite-dimensional subspace X of Asa such that distH(D(A∞),X ∩D(A∞)) ≤ ε/3.
As in the proof of (i)⇒(ii) in Theorem 5.6, by a standard perturbation argument we can
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construct, for any sufficiently large t ∈ N, a unital linear map ϕ : X → (At)sa such
that by taking the Lip-norm L′′ on Y = ϕ(X) defined by L′′(y) = L(ϕ−1(y)) we get
distH(X ∩ D(A),D(Y )) ≤ ε/3. By Lemma 5.2 there is a Lip-norm L
′ on At such that
distH(D(Y ),D(B)) ≤ ε/3. The triangle inequality then yields
distGH(D(A∞),D(At)) ≤ distH(D(A∞),D(At)) ≤ ε/3 + ε/3 + ε/3 = ε.
We can thus apply this procedure to produce a Lip-norm Lt on At for each t ∈ N so
that limt→∞ distGH(D(At),D(A∞)) = 0, and it is readily checked that (At, Lt) forms a
continuous field of Lip-normed unital C∗-algebras. 
Theorem 5.10. Let (A,L) be a Lip-normed unital C∗-algebra. Then the following are
equivalent:
(i) A is an MF algebra,
(ii) for every ε > 0 there is a finite-dimensional Lip-normed unital C∗-algebra (B,L′)
such that distcq(A,B) ≤ ε,
(iii) for every ε > 0 there is a Lip-normed matrix algebra (Mn, L
′) such that
distcq(A,Mn) ≤ ε.
Proof. The implication (i)⇒(ii) is a consequence of Lemma 5.9 above and Theorem 5.2 of
[14], while (ii)⇒(iii) follows from Lemma 5.2 and (iii)⇒(i) from Proposition 5.4 of [14]. 
Theorem 5.10 shows that on the set C∗M of isometry classes of Lip-normed unital C∗-
algebras the distcq topology is strictly weaker than the distnu topology and is neither
weaker nor stronger than the operator Gromov-Hausdorff topology.
Finally, we remark that the compactness theorem recorded above as Theorems 5.6 also
holds, with the appropriate substitutions, for distnu and distcq. In these cases we take
AfnL(ε) for a Lip-normed unital C
∗-algebra (A,L) to be the smallest positive integer k
such that there is a Lip-normed matrix algebra (Mk, L
′) with distnu(A,Mk) ≤ ε (resp.
distcq(A,Mk) ≤ ε) and setting AfnL(ε) =∞ if no such k exists. Then for distnu we should
replace OMex by the set of isometry classes of Lip-normed unital quasidiagonal exact C
∗-
algebras, as Theorem 5.8 shows, while for distcq we should instead substitute the set of
isometry classes of Lip-normed unital MF C∗-algebras, by Theorem 5.10. To establish
the compactness theorems, we use the observation that the set of isometry classes of Lip-
normed matrix algebras (Mk, L) for a fixed k and with a fixed upper bound on the radius
is totally bounded under both distnu and distcq. For distnu this follows from the fact that,
given Lip-norms L1 and L2 on a matrix algebraMk, the quantity distnu((Mk, L1), (Mk, L2))
is bounded above by distH(E(Mk, L1),E(Mk , L2)), which coincides with the Hausdorff
distance in Mk/C1 between the images of E(Mk, L1) and E(Mk, L2) under the quotient.
Compare the proof of Theorem 6.3 in [10].
6. Nonseparability
We write OSn for the set of n-dimensional operator spaces, with two such operator
spaces being considered the same if they are completely isometric. The subset of n-
dimensional Hilbertian operator spaces (i.e., operator spaces which are isometric to ℓn2 as
normed spaces) will be denoted HOSn. We write OMn for the set of isometry classes of Lip-
normed n-dimensional operator systems equipped with the operator Gromov-Hausdorff
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topology, i.e., the distop (or equivalently dists) topology. Note that for n ≥ 2 the set OMn
is not closed in OM since it is possible to have dimension collapse (as happens already for
finite metric spaces). However,
⋃
1≤n≤mOMn is closed in OM for each m ∈ N, as can be
gathered from Remark 5.4.
Let (X,L) be a Lip-normed operator system. We denote by L˜ the norm on the Banach
space quotient Xsa/R1 induced from L. Suppose that X is of some finite dimension strictly
greater than one. Then the formal identity map IX : (Xsa/R1, L˜) → (Xsa/R1, ‖ · ‖) is an
isomorphism, and we can define µX = ‖I
−1
X ‖. In the case that X = C(F ) for a finite
metric space F , µX is equal to the inverse of half of the smallest distance between any
two points of F .
Lemma 6.1. Let (X,LX) and (Y,LY ) be Lip-normed operator systems of some finite
dimension n ≥ 2. Set κX,Y = 2nmin(µX , µY )distop(X,Y ). If 0 ≤ κX,Y < 1 then we have
dcb(X,Y ) ≤
1 + κX,Y
1− κX,Y
.
Proof. Without loss of generality we may assume that µX ≤ µY . Let {(xk, x
∗
k)}
n
k=1 be an
Auerbach system for Xsa (see for example [8, page 335]). By complexifying we regard this
as a biorthogonal system for X with ‖x∗k‖ ≤ 2 for each k = 1, . . . , n. For each k = 1, . . . , n
we have L(xk) ≤ µX‖xk‖ = µX , that is, µ
−1
X xk ∈ E(X). By the definition of distop we
may view X and Y as operator subsystems of an operator system Z such that for each
k = 1, . . . , n there is a yk ∈ E(Y ) with ‖µ
−1
X xk − yk‖ ≤ distop(X,Y ). We then have
n∑
k=1
‖x∗k‖‖xk − µXyk‖ ≤ 2
n∑
k=1
µX‖µ
−1
X xk − yk‖ ≤ 2nµXdistop(X,Y ),
and since X and Y are of the same dimension we conclude by Lemma 2.13.2 of [18] that
dcb(X,Y ) ≤ (1 + κX,Y )(1 − κX,Y )
−1, as desired. 
Theorem 6.2. For every n ≥ 7 there is a nonseparable (and in particular non-totally-
bounded) subset of OMn whose elements are all isometric to each other as compact quan-
tum metric spaces.
Proof. For each V ∈ HOS3 we take a representation of V as an operator subspace of a
unital C∗-algebra A and define the 7-dimensional operator system
XV =
{[
λ1 a
b∗ λ1
]
∈M2(A) : λ ∈ C and a, b ∈ V
}
.
Note that we have a completely isometric embedding V →֒ XV given by a 7→
[
0 a
0 0
]
. The
self-adjoint elements of XV are those of the form
[
λ1 a
a∗ λ1
]
for λ ∈ R and a ∈ V , and by
Lemma 3.1 of [16] such an element is positive if and only if λ ≥ ‖a‖. Thus if we define
YV as the operator system direct sum of XV and the commutative C
∗-algebra Cn−7 we
see that the operator systems YV for V ∈ HOS3 are all order-isomorphic to each other.
Moreover if we define a Lip-norm LV on (YV )sa by taking LV (y) to be the norm of the
image of y under the quotient map (YV )sa → (YV )sa/R1 then the Lip-normed operator
systems (YV , LV ) for V ∈ HOS3 are all isometric to each other as compact quantum metric
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spaces. Denote by Θ the subset of OMn consisting of the (YV , LV ) and by Γ the subset of
OSn consisting of the YV .
We claim that Γ is nonseparable. Suppose that this is not the case. Then since for any
integers s ≥ r ≥ 1 the set of r-dimensional subspaces of a given s-dimensional operator
space is compact in OSr (this can be shown using Lemma 2.13.2 of [18]) we infer the
separability of the subset of OS3 consisting of all 3-dimensional operator spaces which
appear as a subspace of some operator system in Γ. But this subset of OS3 contains HOS3,
which is nonseparable [9, Remark 2.4], producing a contradiction. Thus Γ is nonseparable,
and so by Lemma 6.1 we conclude that Θ is nonseparable, as desired. 
Theorem 6.2 shows that, in contrast to the order-unit case [24, Thm. 13.5][15, Thm. 5.5],
there can be no compactness theorem for distop or dists which at the “topological” level
makes reference only to the state space or norm structure (cf. Theorem 5.6). It also follows
that for every n ≥ 7 and D > 0 the set of isometry classes of Lip-normed n-dimensional
operator systems of diameter at most D is not separable and, in particular, not totally
bounded, thus answering Question 6.5 of [10] for n ≥ 7.
7. Generic complete order structure
In Theorem 7.5 we describe the type of complete order structure possessed by a generic
element in OMex under operator Gromov-Hausdorff distance, where OMex is viewed as
consisting of Lip-normed 1-exact operator systems (X,L) with X complete and L closed.
Note that OMex is a separable closed subset of the complete metric space OM by Theo-
rem 5.3, and so OMex is a Baire space.
Lemma 7.1. Let d ∈ N and ε > 0. Then there exists a δ > 0 such that whenever n ∈ N
and ϕ : Md → Mn is an injective unital linear map with max(‖ϕ‖cb, ‖ϕ
−1‖cb) < 1 + δ,
there exists a unital complete order embedding ψ :Md →Mn with ‖ψ − ϕ‖ < ε.
Proof. Suppose that the lemma is not true. Then there is an ε > 0 such that for each
k ∈ N there exists an injective unital linear map ϕk from Md to a matrix algebra Mnk
such that max(‖ϕk‖cb, ‖ϕ
−1
k ‖cb) < 1 + 1/k and ‖ψ − ϕ‖ ≥ ε for every unital complete
order embedding ψ : Md → Mnk . Define the map ϕ : Md → (
∏∞
k=1Mnk)/(
⊕∞
k=1Mnk)
by ϕ(x) = π((ϕk(x))k) where π :
∏
kMnk → (
∏∞
k=1Mnk)/(
⊕∞
k=1Mnk) is the quotient
map. Then ϕ is a unital complete isometry and hence a complete order embedding [8,
Cor. 5.1.2].
Let {eij}1≤i,j≤d be the set of standard matrix units for Md. By Proposition 4.2.8 of
[2] (or rather the unital version which follows from the same proof) there is a δ > 0
such that whenever γ is a u.c.p. map from Md to a finite-dimensional C
∗-algebra B with
‖γ(e12)γ(e23) · · · γ(ed−1,d)‖ ≥ 1− δ, there is a unital complete order embedding γ
′ :Md →
B with ‖γ′ − γ‖ < ε/2.
By the Choi-Effros lifting theorem [5] there is a u.c.p. map θ : Md →
∏∞
k=1Mnk such
that π ◦ θ = ϕ. By the compactness of the unit ball of Md we can find a j ∈ N such
that ‖πj ◦ θ − ϕj‖ < ε/2, where πj :
∏∞
k=1Mnk → Mnj is the projection map onto the
jth coordinate. Since θ(e12)θ(e23) · · · θ(ed−1,d) is a lift of ϕ(e12)ϕ(e23) · · ·ϕ(ed−1,d) under
π and
‖ϕ(e12)ϕ(e23) · · ·ϕ(ed−1,d)‖ ≥ ‖ϕ(e12e23 · · · ed−1,d)‖ = ‖ϕ(e1d)‖ = 1
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by the supermultiplicativity of ϕ [2, Prop. 4.2.5], we may assume that j is large enough
so that we additionally have
‖πj(θ(e12))πj(θ(e23)) · · · πj(θ(ed−1,d))‖ = ‖πj(θ(e12)θ(e23) · · · θ(ed−1,d))‖ ≥ 1− δ.
Because πj ◦ θ is a u.c.p. map, it follows by our choice of δ that there is a unital complete
order embedding ψ :Md →Mnj with ‖ψ − πj ◦ θ‖ < ε/2. But then
‖ψ − ϕj‖ ≤ ‖ψ − πj ◦ θ‖+ ‖πj ◦ θ − ϕj‖ < ε/2 + ε/2 = ε,
producing a contradiction. 
Lemma 7.2. Let (Md, L) be a Lip-normed matrix algebra and let ε > 0. Then there is
a δ > 0 such that whenever (X,LX ) is a Lip-normed operator system, A is a unital C
∗-
algebra, and β :Md → A and γ : X → A are unital complete order embeddings for which
distH(β(E(Md)), γ(E(X))) < δ, there exists an injective unital linear map ϕ : Md → X
such that max(‖ϕ‖cb, ‖ϕ
−1‖cb) ≤ 1 + ε and ‖β − γ ◦ ϕ‖ < ε.
Proof. We may assume that d > 1. Letting {eij}1≤i,j≤d be the set of standard matrix
units for Md, for i, j = 1, . . . , d we set aij = eij + eji if i > j, aij = i(eij − eji) if i < j,
and aij = eii if i = j. Then {aij}1≤i,j≤d is an Auerbach basis for Md. Since Md is
finite-dimensional there exists a K > 0 such that L(a) ≤ K‖a‖ for all self-adjoint a ∈Md.
Let 0 < η < min(ε, 1), and suppose that (X,LX) is a Lip-normed finite-dimensional C
∗-
algebra, A is a unital C∗-algebra, and β : Md → A and γ : X → A are unital complete
order embeddings for which
distH(β(E(Md)), γ(E(X)) <
η
Kd3
.
Then the image under β of the norm unit ball of (Md)sa is contained in Kβ(E(Md)),
and so for all i, j = 1, . . . , d we can find an xij ∈ Xsa such that ‖β(aij) − γ(xij)‖ <
d−3η. Redefining x11 as 1 −
∑d
i=2 xii, we then have ‖β(aij) − γ(xij)‖ < d
−2η for all
1 ≤ i, j ≤ d, and the unital linear map ϕ : Md → B determined by ψ(aij) = xij satisfies
‖β − γ ◦ ψ‖ < η < ε. Moreover by Lemma 2.13.2 of [18] ψ is injective and ‖ψ‖cb ≤ 1 + η
and ‖ψ−1‖cb ≤ (1− η)
−1. We can thus find an η small enough as a function of ε to ensure
that max(‖ϕ‖cb, ‖ϕ
−1‖cb) ≤ 1 + ε and then take δ = η(Kd
3)−1 to obtain the lemma. 
Lemma 7.3. Let (Md, L) be a Lip-normed matrix algebra and let ε > 0. Then there
is a δ > 0 such that whenever (Mn, L
′) is a Lip-normed matrix algebra, A is a unital
C∗-algebra, and β : Md → A and γ : Mn → A are unital complete order embeddings
for which distH(β(E(Md)), γ(E(Mn))) < δ, there exists a unital complete order embedding
ϕ :Md →Mn satisfying ‖β − γ ◦ ϕ‖ < ε.
Proof. By Lemmas 7.1 and 7.2, if δ is sufficiently small as a function of d and ε then when-
ever (Mn, L
′) is a Lip-normed matrix algebra, A is a unital C∗-algebra, and β : Md → A
and γ : Mn → A are unital complete order embeddings for which
distH(β(E(Md)), γ(E(Mn))) < δ, there exist an injective unital linear map ψ : Md → Mn
with ‖β − γ ◦ ψ‖ < ε/2 and a unital complete order embedding ϕ : Md → Mn with
‖ψ − ϕ‖ < ε/2, in which case
‖β − γ ◦ ϕ‖ ≤ ‖β − γ ◦ ψ‖+ ‖γ‖‖ψ − ϕ‖ < ε.

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Lemma 7.4. Let I be an infinite subset of N, and let ΛI be the subset of OMex consisting
of all Lip-normed matrix algebras (Md, L) such that d ∈ I. Then ΛI is dense in OMex.
Proof. For positive integers d ≤ n there always exists a unital complete order embedding
ϕ : Md → Mn. For example, take a state σ on Md, a rank d projection p ∈ Mn, and a
∗-isomorphism Φ : Md → pMnp, and define ψ(x) = Φ(x) + σ(x)(1 − p) for all x ∈ Md.
Using this fact in conjunction with Lemma 5.2 and Theorem 5.3 yields the lemma. 
Theorem 7.5. Let I be an infinite subset of N. Then, with respect to the operator
Gromov-Hausdorff topology, a generic element of OMex is, as an operator system, unitally
completely order isomorphic to an operator system inductive limit lim
−→
(Mnk , ϕk) over N
where {nk}k is a strictly increasing sequence in I and each ϕk is a unital complete order
embedding.
Proof. For every Lip-normed matrix algebra (Md, L) and every ε > 0 we take a δ(d, L, ε) ∈
(0, ε) that works for both Lemma 7.2 and Lemma 7.3 and define Γε(Md, L) to be the set
of all (X,LX ) in OMex such that
distop((Md, L), (X,LX )) < δ(d, L, ε)/2.
For every subset I ⊆ N and ε > 0 we define the open subset Θ(I, ε) of OMex as the
union of the sets Γε(Md, L) over all Lip-normed matrix algebras (Md, L) with d ∈ I. By
Lemma 7.4, for all infinite subsets I ⊆ N and ε > 0 the set Θ(I, ε) is dense in OMex, and
so the countable intersection
R :=
⋂
J⊆I
I\J finite
⋂
k∈N
Θ(J, 1/k)
is a dense Gδ subset of OMex. Letting (X,L) be an element of R, it thus suffices to
show that X can be expressed as an inductive limit of the type described in the theorem
statement.
Let {εk}k be a summable sequence of positive real numbers. By the definition of R there
is a sequence {(Mnk , Lk)}k of Lip-normed matrix algebras such that {nk}k is a strictly
increasing sequence in I and
distop((Mnk , Lk), (X,L)) < δ(nk, L, εk)/2.
By Corollary 2.7 and Lemma 3.3 there is a unital C∗-algebra A containing X as an
operator subsystem and unital complete order embeddings βk : Mnk → A such that
distH(βk(E(Mnk)),E(X)) < δ(nk, L, εk)/2 for all k ∈ N. By passing to a subsequence and
relabeling if necessary we may assume that δ(nk, L, εk) decreases with k, and so by the
triangle inequality for Hausdorff distance and the definition of δ(nk, L, εk) there exist for
each k ∈ N a unital complete order embedding ϕk :Mnk →Mnk+1 and an injective unital
linear map θk :Mnk → X such that ‖βk−βk+1 ◦ϕk‖ < εk, max(‖θk‖cb, ‖θ
−1
k ‖cb) < 1+ εk,
and ‖βk−θk‖ < εk. Using the summability of {εk}k, a simple estimate shows that for every
k ∈ N and x ∈ Mnk the sequence {(θk+j ◦ ϕk+j−1 ◦ · · · ◦ ϕk+1 ◦ ϕk)(x)}j in X is Cauchy;
denote by ψk(x) its limit. Since max(‖θk‖cb, ‖θ
−1
k ‖cb)→ 1 as k →∞, each of the resulting
unital linear maps ψk : Mnk → X is completely isometric (cf. the proof of Lemma 2.13.2
in [18]). These maps are compatible with the inductive system {(Mnk , ϕk)}k and thus give
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rise to a unital map ψ : lim
−→
(Mnk , ϕk) → X which is surjective and completely isometric
and hence a unital complete order isomorphism [8, Cor. 5.1.2], completing the proof. 
Remark 7.6. An operator system which can be expressed as an inductive limit as in
Theorem 7.5 for a given I is far from being unique. Indeed it can be seen from the results
and arguments of [3] (see Proposition 5.12 and Theorem 5.13 therein) that the unital
C∗-algebras that as operator systems can be so expressed for a given I are precisely the
infinite-dimensional unital prime strong NF algebras, and C∗-algebras are determined up
to ∗-isomorphism by their complete order structure.
References
[1] B. E. Blackadar. Weak expectations and nuclear C∗-algebras. Indiana Univ. Math. J. 27 (1978),
1021–1026.
[2] B. Blackadar and E. Kirchberg. Generalized inductive limits of finite-dimensional C∗-algebras. Math.
Ann. 307 (1997), 343–380.
[3] B. Blackadar and E. Kirchberg. Inner quasidiagonality and strong NF algebras. Pacific J. Math. 198
(2001), 307–329.
[4] E. Blanchard and E. Kirchberg. Global Glimm halving for C∗-bundles. J. Operator Theory 52 (2004),
385–420.
[5] M.-D. Choi and E. G. Effros. The completely positive lifting problem for C∗-algebras. Ann. of Math.
(2) 104 (1976), 585–609.
[6] M.-D. Choi and E. G. Effros. Injectivity and operator spaces. J. Funct. Anal. 24 (1977), 156–209.
[7] M. Dadarlat. On the approximation of quasidiagonal C∗-algebras. J. Funct. Anal. 167 (1999), 69–78.
[8] E. G. Effros and Z.-J. Ruan. Operator Spaces. London Mathematical Society Monographs. New
Series, 23. The Clarendon Press, Oxford University Press, New York, 2000.
[9] M. Junge and G. Pisier. Bilinear forms on exact operator spaces and B(H) ⊗ B(H). Geom. Funct.
Anal. 5 (1995), 329–363.
[10] D. Kerr. Matricial quantum Gromov-Hausdorff distance. J. Funct. Anal. 205 (2003), 132–167.
[11] E. Kirchberg. On subalgebras of the CAR-algebra. J. Funct. Anal. 129 (1995), 35–63.
[12] E. Kirchberg and S. Wassermann. C∗-algebras generated by operator systems. J. Funct. Anal. 155
(1998), no. 2, 324–351.
[13] F. Latre´molie`re. Approximation of quantum tori by finite quantum tori for the quantum Gromov-
Hausdorff distance. J. Funct. Anal. 223 (2005), 365–395.
[14] H. Li. C∗-algebraic quantum Gromov-Hausdorff distance. arXiv:math.OA/0312003 v3.
[15] H. Li. Order-unit quantum Gromov-Hausdorff distance. J. Funct. Anal. 231 (2006), 312–360.
[16] V. I. Paulsen. Completely Bounded Maps and Dilations. Pitman Research Notes in Mathematics 146,
Longman, 1986.
[17] V. G. Pestov. Operator spaces and residually finite-dimensional C∗-algebras. J. Funct. Anal. 123
(1994), no. 2, 308–317.
[18] G. Pisier. Introduction to Operator Space Theory. London Mathematical Society Lecture Note Series,
294. Cambridge University Press, Cambridge, 2003.
[19] C. Pop and R. R. Smith. Crossed products and entropy of automorphisms. J. Funct. Anal. 206
(2004), 210–232.
[20] M. A. Rieffel. Metrics on states from actions of compact groups. Doc. Math. 3 (1998), 215–229.
[21] M. A. Rieffel. Metrics on State Spaces. Doc. Math. 4 (1999), 559–600.
[22] M. A. Rieffel. Matrix algebras converge to the sphere for quantum Gromov-Hausdorff distance. Mem.
Amer. Math. Soc. 168 (2004), 67–91.
[23] M. A. Rieffel. Group C∗-algebras as compact quantum metric spaces. Doc. Math. 7 (2002), 605–651.
[24] M. A. Rieffel. Gromov-Hausdorff distance for quantum metric spaces. Mem. Amer. Math. Soc. 168
(2004), 1–65.
GROMOV-HAUSDORFF CONVERGENCE 23
[25] D. Voiculescu. A note on quasidiagonal C∗-algebras and homotopy. Duke Math. J. 62 (1991), 267–
271.
David Kerr, Department of Mathematics, Texas A&M University, College Station TX 77843-
3368, U.S.A.
E-mail address: kerr@math.tamu.edu
Hanfeng Li, Department of Mathematics, SUNY at Buffalo, Buffalo NY 14260-2900, U.S.A.
E-mail address: hfli@math.buffalo.edu
