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Abstract This study utilizes ﬁeld observations in southern Monterey Bay, CA, to examine how regionalscale upwelling and changing offshore (shelf) conditions inﬂuence nearshore internal bores. We show that
the low-frequency wind forcing (e.g., upwelling/relaxation time scales) modiﬁes the offshore stratiﬁcation
and thermocline depth. This in turn alters the strength and structure of observed internal bores in the nearshore. An internal bore strength index is deﬁned using the high-pass ﬁltered potential energy density
anomaly in the nearshore. During weak upwelling favorable conditions and wind relaxations, the offshore
thermocline deepens. In this case, both the amplitude of the offshore internal tide and the strength of the
nearshore internal bores increase. In contrast, during strong upwelling conditions, the offshore thermocline
shoals toward the surface, resulting in a decrease in the offshore internal tide amplitude. As a result, cold
water accumulates in the nearshore (nearshore pooling), and the internal bore strength index decreases.
Empirical orthogonal functions are utilized to support the claim that the bore events contribute to the
majority of the variance in cross-shelf exchange and transport in the nearshore. Observed individual bores
can drive shock-like drops in dissolved oxygen (DO) with rapid onset times, while extended upwelling peri
ods with reduced bore activity produce longer duration, low DO events.

1. Introduction
The nearshore coastal ocean, deﬁned here as the innermost portion of the continental shelf and extending
from the shoreline up to several kilometers offshore, is generally taken to be one of the most productive
and ecologically important parts of the ocean [Pauly and Christensen, 1995; Mann, 2000]. The nearshore is
also a complex environment from a physical standpoint, due in large part to the widespread and often irreg
ular occurrence of nonlinear internal waves (NLIWs) that frequently appear more bore-like than wave-like
[e.g., Scotti and Pineda, 2004; Leichter et al., 1996; Nam and Send, 2011; Davis and Monismith, 2011; Walter
et al., 2012]. Indeed, this region of the ocean can be thought of as the ‘‘swash zone’’ for larger-scale internal
waveﬁelds on the continental shelf. These nearshore NLIWs have considerable implications for the crossshelf exchange and transport of nutrients, sediments, contaminants, larvae, and other scalars [Wolanski and
Pickard, 1983; Pineda, 1991, 1994, 1995, 1999; Leichter et al., 1996; Boehm et al., 2002; Noble et al., 2009]; tur
bulent mixing and dissipation [Sandstrom and Elliot, 1984; Venayagamoorthy and Fringer, 2007; Nam and
Send, 2011; Davis and Monismith, 2011; Walter et al., 2012]; and hypoxia development [Booth et al., 2012].
Despite a growing body of literature on the subject [cf. Leichter et al., 1996; Klymak and Moum, 2003; Lerczak
et al., 2003; Scotti and Pineda, 2004; Shroyer et al., 2008; Nam and Send, 2011; Davis and Monismith, 2011;
Woodson et al., 2011; Walter et al., 2012; Wong et al., 2012], many questions still remain with respect to the
evolution, fate, and impact of NLIWs in the nearshore environment and their connection to the larger-scale
internal wave/tide ﬁeld on the shelf.
Internal waves on the continental shelf are well studied in numerical, experimental, and theoretical ﬂuid
mechanics (see Lamb [2013] and the sources therein for a comprehensive review). Yet, the majority of the
aforementioned numerical and laboratory studies [see Lamb, 2013] have necessarily focused on simpliﬁed,
idealized setups, and isolated processes. Likewise, ﬁeld studies have concentrated mainly on deeper shelf
waters (501 m depths) [cf. Alford et al., 2012, Table 1], while the ultimate fate of NLIWs in the shallower,
nearshore regions (�20 m) has been mainly speculative. The lifecycle and ultimate fate of internal waves
propagating from the shelf to the nearshore environment is highly variable due to a dynamic environment
with changing bathymetry, spatially and temporally evolving stratiﬁcation, tidal and wind forcing, and
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coastal upwelling/downwelling inﬂuences [Pineda and Lopez, 2002; Davis and Monismith, 2011; Lamb, 2013].
Thus, further ﬁeld observations are needed to assess the inﬂuence of changing environmental conditions
on the offshore to onshore (shelf to nearshore) translation of internal wave/tide ﬁelds in the coastal
environment.
Nearshore internal bores are a common feature that produce transient stratiﬁcation and mixing events, and
represent the dominant source of variability, in the ecologically important region of southern Monterey Bay,
CA [Walter et al., 2012]. Internal bores in this region are characterized by an upslope surging ﬂow of dense
water that tends to stratify the water column (‘‘bore period’’ from Walter et al. [2012]). The bore period is fol
lowed by a strongly sheared downslope ﬂow in the form of a warm-front, and high-frequency temperature
oscillations, as the bore feature relaxes back downslope and returns the water column back to nearly its
original state (‘‘mixing period’’ from Walter et al. [2012]). During the mixing period, shear instabilities result
in elevated levels of turbulent dissipation and diapycnal mixing in the stratiﬁed interior, consequently
affecting local mixing dynamics that are critical for many ecologically important processes. Furthermore,
the structure of the bores and relaxations in this region [see Walter et al., 2012] was examined with a numer
ical model and explained by the steep bathymetric slope in the region and dependence on the internal Iri
barren number,

n5

s
a 1=2
k

;

(1)

where s is the bathymetric slope, and a and k are the offshore amplitude and wavelength of the incoming
internal wave, respectively [e.g., Boegman et al., 2005]. While the bore characteristics were hypothesized to
be dependent on regional-scale upwelling/downwelling and offshore conditions, that study focused on
local dynamics of the observed internal bores in the nearshore [Walter et al., 2012].
The main objective of this study is to assess how wind forcing and offshore stratiﬁcation inﬂuence nearshore internal bores, which are a common feature along many continental margins [Shea and Broenkow,
1982; Holloway, 1987; Pineda, 1991, 1994, 1995, 1999; Pineda and Lopez, 2002; Leichter et al., 1996; Colosi
et al., 2001; Klymak and Moum, 2003; Hosegood and van Haren, 2004; Nam and Send, 2011]. For instance, in
the Southern California Bight, Pineda and Lopez [2002] hypothesized that the observed nearshore internal
bores were dependent on low-frequency wind forcing (e.g., upwelling/relaxation time scales) through the
modiﬁcation of the offshore stratiﬁcation and thermocline depth. We test this hypothesis in southern Mon
terey Bay, a region strongly inﬂuenced by regional-scale upwelling/downwelling [e.g., Rosenfeld et al., 1994].
Additionally, we examine how offshore conditions and nearshore internal bores affect nearshore dissolved
oxygen (DO) variability and the potential development of hypoxia, which has drawn signiﬁcant attention in
recent years [Chan et al., 2008; Hofmann et al., 2011]. While oxygen minimum zones (OMZs) occur naturally
[Wyrtki, 1962; Kamykowski and Zentara, 1990; Helly and Levin, 2004], climatic changes appear to have driven
OMZ expansions [Keeling and Garcia, 2002; Stramma et al., 2008, 2010] and brought OMZs into shallower
shelf margins [Bakun, 1990; Grantham et al., 2004; Helly and Levin, 2004; Bograd et al., 2008]. The increased
prevalence of inner shelf hypoxic intrusions has caused massive mortalities, and other deleterious impacts,
to ﬁsh and invertebrates [Grantham et al., 2004; Ekau et al., 2010; McClatchie et al., 2010]. Upwelling-driven
hypoxic events occur primarily via direct advection of low DO, subthermocline waters [Grantham et al.,
2004; Bograd et al., 2008; Chan et al., 2008]. Internal bores are another DO transport mechanism and act to
drive intrusions of hypoxic water at higher frequencies than low-frequency upwelling/relaxation cycles
[Booth et al., 2012]. We show that these two DO transport processes, upwelling/relaxation cycles and inter
nal bores, are not independent. Furthermore, we expand on the Booth et al. [2012] study and link regional
upwelling dynamics and nearshore internal bore activity to the strength and frequency of low DO events,
and DO variability, in the nearshore.
In section 2, we introduce the ﬁeld site, the experimental setup, and data processing methods. Section 3
describes the high-resolution observations made over a 3 week study period and connects the regionalscale upwelling/relaxation trends with the offshore conditions and stratiﬁcation. This is followed by results
that link the offshore characteristics with the nearshore internal bores. Section 4 qualiﬁes the ﬁndings over
the 3 week study period using lower-resolution measurements made over an � 2.5 month time period.

WALTER ET AL.

C 2014. American Geophysical Union. All Rights Reserved.
V

3518

Journal of Geophysical Research: Oceans
1000

50

800

(b)

36.626

36.9

600
400

OS

0

M1
Salinas
Valley

36.7

[m]

200

−200

Latitude [Degrees N]

Latitude [Degrees N]

(a)

10.1002/2014JC009998

40

36.622

NS

HMS

Pisco
30
20

36.618

15
10

−400
+XS

HMS

−600

+AS

36.614

−800

36.5

121.906

122.1

121.9

121.7

−1000

121.902

121.898

121.894

Longitude [Degrees W]

Longitude [Degrees W]
Figure 1. (a) Bathymetry and topography of the Monterey Bay, CA region with the study site indicated by a black box. The ﬁlled circles represent the offshore mooring (OS, black) and
M1 buoy (white). Also shown is the median bore propagation heading from Walter et al. [2012] (blue arrow). (b) Study site with the nearshore mooring (NS) shown as a ﬁlled black circle.
Bathymetry contours (10, 15, 20, 30, 40, and 50 m isobaths) shown along with the location of Hopkins Marine Station (HMS—Stanford University).

Section 4 also discusses biological and ecological implications of the results and highlights the interconnect
edness of the shelf and the nearshore. Speciﬁcally, the potential for cross-shelf transport, as well as oxygen
variability and low oxygen events, are discussed since internal bores are an important mechanism by which
deeper offshore waters are transported to the nearshore. Finally, we summarize the ﬁndings in section 5.

2. Site Description and Methods
2.1. Study Site
Monterey Bay, located along the eastern Paciﬁc Ocean and central California coast, is a semienclosed
embayment that contains one of the largest submarine canyons in the United States (Figure 1a). Covering
an area of �550 km2, the bay features a narrow shelf (i.e., shelf break of �100 m within a few kilometers
from the coast at some locations) with about 80% of the bay shallower than 100 m [Breaker and Broenkow,
1994]. Monterey Bay harbors an extremely large ecological diversity including some of the west coast’s larg
est kelp (Macrocystis pyrifera) forests, marine reserve systems, large commercial ﬁsheries, and eco-tourism
industries [Kildow and Colgan, 2005; Raheem et al., 2011].
General physical conditions in Monterey Bay include tides that are mixed semidiurnal, with currents domi
nated by the M2 (�12.42 h period) tidal component (M2 tidal amplitude of �0.5 m) [see Rosenfeld et al.,
2009; Carter, 2010]. Currents on the shelf tend to be 180° out of phase relative to the canyon (i.e., directed
out of the bay on the ﬂood tide due to inﬂow through the canyon) [Petruncio et al., 1998; Carter, 2010].
Large amplitude internal waves are a ubiquitous and well-documented phenomenon along the continental
margin in and around the Monterey Submarine Canyon, where isopycnal displacements often reach hun
dreds of meters [e.g., Breaker and Broenkow, 1994; Petruncio et al., 1998; Kunze et al., 2002]. Additionally,
numerical models have conﬁrmed both the local generation of internal tides, as well as the interaction of
locally and remotely generated internal tides, at the M2 tidal period inside the canyon and near the shelf
edge [Carter, 2010; Kang and Fringer, 2012]. Finally, as mentioned earlier, internal motions in the form of
bores are a common feature in the nearshore regions of southern Monterey Bay, and based on their
observed propagation direction, seem to originate near the canyon mouth (Figure 1a) [Walter et al., 2012].
During the upwelling season in Monterey Bay (�April to September), regional upwelling favorable winds
~o Nuevo that ﬂows southward across the mouth of
(northwesterly) create a strong upwelling jet at Point An
the bay [Rosenfeld et al., 1994]. During periods of strong upwelling favorable winds (typically lasting 5–14
days), dense upwelled waters inundate the shelf and begin to accumulate, as the main offshore thermocline
rises toward the surface. This process is interrupted during regional wind relaxation events lasting several
days, whereby upwelling favorable winds weaken [cf. Beardsley et al., 1987].
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2.2. Experimental Setup
The current study was part of a larger project (Monterey Tower Node—MOTOWN) aimed at understanding
how nearshore internal bores affect circulation dynamics and turbulent mixing in the nearshore coastal
environment. Here we focus on connecting regional-scale dynamics and upwelling to observed nearshore
internal bores. Turbulent mixing by the nearshore bores, as well as various budgets (e.g., energy, momen
tum, etc.), will be investigated in future contributions. As such, only the moored instrument arrays and data
used in this study will be described here.
Several densely instrumented moorings were deployed from 3 to 24 August 2012 (3 weeks) in southern
Monterey Bay, CA. The nearshore mooring (NS; Figure 1b) was deployed on the �15 m isobath just offshore
of Hopkins Marine Station (HMS—Stanford University, Paciﬁc Grove, CA). This is the location of previous
observations of nearshore internal bores [Walter et al., 2012], as well as regular intrusions of low DO water
by internal motions [Booth et al., 2012]. In order to capture the vertical structure and high-frequency
motions of the bores, this mooring was equipped with 22 SBE56 temperature loggers throughout the water
column (0–9 m above the bed (mab) in 0.5 m increments, 10, 11, 12 mab), all of which were sampling at
0.5 s periods. NS also contained a SBE39 temperature logger at the surface, which sampled at 10 s intervals.
Additionally, the mooring included SBE37 conductivity-temperature-depth (CTD) loggers at 0 (24 s), 2 (6 s),
4 (6 s), 6 (6 s), and 8 (24 s) mab, where the sampling interval is given in parentheses for each instrument.
The NS site also had a SeapHOx at 1 mab measuring DO concentrations [e.g., Frieder et al., 2012]. An RDI
1200 kHz Workhorse acoustic Doppler current proﬁler (ADCP) was deployed at the NS site sampling in fastping Mode 12 (6 subpings per 1 s ensemble) with 0.5 m vertical bin spacing. This sampling scheme results
in a small error standard deviation of 0.12 cm/s for 10 min averages, which is the averaging interval used in
further analysis. The ADCP was also leveled by divers to within 1° of the horizontal using a bubble level in
order to minimize instrument tilt errors.
In addition to the high-resolution measurements over the 3 week study period described above, long-term
measurements from the same location over an �2.5 month study period (13 June to 31 August) were ana
lyzed. Long-term measurements were from a near-bottom (1 mab) SBE56 temperature logger (2 s sampling
period) and a SeapHOx measuring DO concentrations (10 min sampling period).
In order to capture regional-scale stratiﬁcation and the upwelling-induced effect on the shelf, observations
from an offshore mooring (OS; Figure 1a) on the shelf near the �85 m isobath were used. The OS mooring
location also lines up with the previously observed propagation pathway (i.e., from near the canyon mouth to
the NS site) of the nearshore internal bores (Figure 1b) [Walter et al., 2012]. This mooring was equipped with a
vertical collection (1.75, 10, 20, 30, 40, 50, 60, 70 mab, and surface) of RBR TR-1040 temperature loggers sam
pling at 30 s intervals. During the experiment, the near-surface thermistor malfunctioned and so the surface
temperature was obtained at 30 min intervals using the nearby National Data Buoy Center (NDBC) buoy
46092 (M1; Figure 1a). The offshore mooring also had CTDs located at 3 and 70 mab, sampling at 30 s and 3
min intervals, respectively. The OS mooring collected data over the �2.5 month period (13 June to 31 August).
Results from the 3 week period (3–24 August) are presented in conjunction with the high-resolution NS meas
urements in section 3, while the long-term results (2.5 month period) are discussed in section 4.
Regional, offshore winds were collected at 10 min intervals from the NDBC buoy 46042 (36.785° N,
122.469° W). All times referenced in the text and ﬁgures are in local time, Paciﬁc Daylight Time, unless other
wise noted.
2.3. Analyses
Velocity measurements from the NS ADCP were rotated into cross-shore, along-shore, and vertical velocity
components using the principal axes obtained from a long-term ADCP near the site (Figure 1b; PISCO—
Partnership for Interdisciplinary Studies of Coastal Oceans). The principal axes of the long-term record were
within 2° of those calculated in the current study. Regional, upwelling favorable winds were calculated
using the mean along-coast direction across Monterey Bay (north-northwesterly winds from 330° ) [e.g.,
Woodson et al., 2009].
During the summer upwelling season, salinity variations in Monterey Bay are sufﬁciently small so that den
sity is largely controlled by temperature [e.g., Woodson et al., 2009, 2011; Walter et al., 2012]. Analysis of the
nearshore CTD data showed that small changes in salinity varied linearly with temperature throughout the
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water column (e.g., R2 5 0.91, p value < 0.001 for the 2 mab CTD) with nearly identical linear regression coef
ﬁcients between different depths. Therefore, densities at all nearshore thermistor locations were calculated
using the observed temperature and derived linear relationship from the CTD measurements for salinity as
a function of temperature. Density proﬁles at the offshore site were calculated using the same method
described above with the offshore CTD data (R2 5 0.58, p value < 0.001 for the temperature-salinity regres
sion using 10 min averages of both the 3 and 70 mab CTDs). The lower coefﬁcient of determination in the
OS regression versus the NS regression is likely the result of large regional relaxations that act to advect
open ocean water masses with marginally lower salinities into the Bay. These water masses deviate slightly
from the general temperature-salinity relationship; however, the salinity deviations are small and do not
contribute signiﬁcantly to the density calculation.
Spectral and coherence calculations were performed using the fast Fourier transform (FFT), following stand
ard methods [e.g., Walter et al., 2011]. Hamming windows with 50% overlap between adjacent segments
were used with the choice of window length in the calculations representing a compromise between the
number of degrees of freedom (DOF) for conﬁdence intervals, frequency resolution, and length of the origi
nal record. Conﬁdence intervals for the spectra were calculated using a chi-square variable analysis and the
equivalent number of DOF (EDOF). For the coherence analysis, conﬁdence limits were quantiﬁed using the
EDOF [Emery and Thompson, 2004].
A dynamical analysis of the bores requires an index that can accurately quantify their strength and intensity.
This index also needs to be robust enough to capture the non-canonical and shock-like nature of the bores.
Whereas conventional internal wave analysis considers perturbations to a well-deﬁned and quasi steady
background density ﬁeld, often deﬁned as the low-pass ﬁltered density ﬁeld [e.g., Nash et al., 2005], the
bore features observed at this site do not follow this convention. Speciﬁcally, the bores often propagate
into a well-mixed (i.e., unstratiﬁed) water column in the nearshore, making the conventional internal wave
approach invalid since there is no well-deﬁned ‘‘background state,’’ and the highly nonlinear, asymmetric
bores do not behave in a wave-like manner. Rather, the bores are characterized by nonlinear pulses of
dense ﬂuid in and out of the nearshore, similar to an estuarine ﬂow where dense water from the ocean
advects up and down the estuary during the tidal cycle. The conventional approach in the current study
leads to a bore hysteresis effect, whereby the background state is contaminated by the previous bore
events. This illustrates the need for a more robust proxy for the observed features that accounts for their
bore-like properties (i.e., nonlinear, asymmetric, and transient) and the observed background conditions.
Based on the above considerations, we deﬁne a bore strength proxy using the potential energy density
anomaly often used in estuarine ﬂows [Simpson et al., 1978],
/52

g
H

ðH

ðq2qm Þzdz;

(2)

0

where g is the gravitational acceleration, H is the water column depth, z is the height above the bottom,
ÐH
and qm 5 H1 0 qdz is the depth mean density. The potential energy density anomaly represents the amount
of energy required to mix the water column completely, and hence is an index of stratiﬁcation. Since the
instantaneous vertical distribution over depth is used, the proxy accurately captures the transient stratiﬁca
tion and mixing events associated with the bores. In order to delineate bores during the nearshore periods
when stratiﬁcation is present, as well as the periods when the bores propagate into a well-mixed environ
ment, the bore strength index is deﬁned as the high-pass ﬁltered (33 h half-amplitude period) potential
energy density anomaly. Results were not sensitive to the ﬁlter period used.
The effect of the temporally varying, regional stratiﬁcation on the offshore internal wave/tide ﬁeld is exam
ined using a linear, normal mode analysis. This theory considers normal mode perturbations to a stratiﬁed
ﬂuid, and in the longwave limit, leads to the following linear eigenvalue problem:
^ N2
d2 w
^
1 w50;
dz 2 c2
^
wð0Þ50;

(3)

^
wðHÞ50;
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^ and c
where N2 ðzÞ52 qg @q
is the buoyancy frequency squared, q is a time-averaged density proﬁle, and w
o @z
are eigenfunction and eigenvalue pairs corresponding to the vertical structure function and phase speed of
a linear disturbance, respectively. The largest eigenvalue, and the focus of this study, corresponds to the lin
ear, longwave speed (clw). We use the phase speed as a proxy for the strength of the offshore stratiﬁcation,
and consequently the offshore internal wave/tide ﬁeld. Thus, changes in the offshore (regional) internal
wave/tide ﬁeld will be examined using the time variability of clw.

3. Results
3.1. General Observations
The time series of regional upwelling favorable winds measured during the study clearly shows multiple
periods (�7–10 days) of prolonged upwelling winds interspersed with relaxation events (�2–3 days) where
the winds diminish (Figure 2a). During upwelling episodes, the offshore temperature structure is high
lighted by cooling throughout the water column, especially near the bottom (Figure 2b). This facet is con
sistent with advection of cooler waters from the deep, offshore environment. Correspondingly, the offshore
thermocline shoals toward the surface, while the near-surface stratiﬁcation decreases, as evident in the
expansion of the highlighted isotherms (Figure 2b). In contrast, during weak upwelling favorable conditions
or regional relaxation occurrences, the offshore temperature ﬁeld warms, and the thermocline deepens (Fig
ure 2b). During these periods, near-surface stratiﬁcation also increases, as seen in the compression of the
isotherms and increase in the vertical temperature gradient (Figure 2b). Likewise, vertical ﬂuctuations in the
thermocline increase in magnitude during the relaxations, in comparison to the upwelling periods (Figure
2b). From henceforth, the offshore thermocline depth will refer to the distance from the sea surface to the
vertical location of the 11.2° isotherm. Besides capturing the vertical gradients in the offshore stratiﬁcation
and the offshore internal wave activity well, this particular isotherm was chosen to delineate the thermo
cline since it is an isotherm that regularly appears with internal bores in the nearshore. However, all statis
tics and conclusions presented hereafter are valid for other isotherms within the thermocline region (e.g.,
12.4° , 12.15° , 11.5° , 11.2° , etc.).
The nearshore site is marked by repeated pulses of cold water intrusions (i.e., nearshore internal bores) that
advect in and out of the nearshore environment (Figure 2c). During weak upwelling favorable conditions
and/or relaxations when the offshore thermocline is deep, the internal bore features propagate along the
bed into well-mixed waters in the nearshore. These bores are characterized by transient stratiﬁcation
(upslope ﬂow) and mixing (downslope ﬂow) events, whereby the water column nearly returns to its original,
well-mixed state following the downslope ﬂow. In many cases, the bore events perturb and stratify the
entire water column. The structure of the bore events during weak upwelling/relaxation conditions is con
sistent with previous observations made during the early upwelling season by Walter et al. [2012]. During
extended periods of upwelling favorable conditions when the offshore thermocline becomes shallower, the
structure is quite different. Rather than propagating into well-mixed waters near the bottom of the water
column, the bores perturb a preexisting stratiﬁcation along the nearshore thermocline (Figure 2c). This pre
existing stratiﬁcation is the result of the extended upwelling conditions, whereby cool, offshore waters inun
date the nearshore and begin to accumulate, or ‘‘pool’’ (Figure 2c). From hereafter, we will refer to this
process as nearshore pooling.
The arrival of an internal bore is characterized by a strong near-bottom onshore (upslope) ﬂow in the crossshore and an along-shore ﬂow out of the bay (Figures 2e and 2f). During the relaxation of the bore (i.e.,
advecting out of the nearshore), the cross-shore velocity is highlighted by strong offshore (downslope)
ﬂow, while the along-shore velocity is directed back into the bay (Figures 2d and 2e) [see Walter et al.,
2012].
Examination of the NS potential energy density anomaly over the record reveals large ﬂuctuations
during weak upwelling conditions and relatively weaker ﬂuctuations during the upwelling periods and nearshore pooling (Figure 3a). These ﬂuctuations are superposed on a low-frequency trend, whereby during
active upwelling the low-pass signal increases due to the increased stratiﬁcation (i.e., nearshore pooling,
Figure 3a). Removing this low-frequency trend yields the high-passed anomaly, or the bore strength proxy.
The bore strength proxy characterizes the magnitude of the nearshore internal bores and closely follows
the scale of the perturbation to the nearshore temperature ﬁeld (Figures 3b and 2c, respectively). During
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Figure 2. Time series over the 3 week study period of the (a) regional upwelling favorable winds (positive), (b) vertical temperature structure at the offshore (OS) mooring (11.2° and
12.15° isotherms shown as solid black lines highlight the thermocline structure), (c) vertical temperature structure at the nearshore (NS) mooring, (d) near-bottom temperature (left axis,
black) and dissolved oxygen (right axis, gray) at the NS mooring, and the vertical velocity structure (10 min averages) at the NS mooring for the (e) along-shore (positive into the bay)
and (f) cross-shore (positive onshore) velocity components, respectively. The location of the sea surface (blue line) is shown in Figures 2b, 2c, 2e, and 2f. The dashed red line in Figure 2d
denotes the DO concentration identiﬁed by Vaquer-Sunyer and Duarte [2008] as a critical biological threshold (i.e., below 4.6 mg/L; hypoxic).

weaker upwelling conditions, the bore index has the greatest magnitude (Figure 3b), and these large ﬂuctu
ations align with the large amplitude bores that perturb nearly the entire water column. In contrast, during
strong upwelling, the bore strength proxy is weak (Figure 3b). This aspect coincides with periods of nearshore pooling, during which the bores generate small-amplitude perturbations to the preexisting
thermocline.
A time series of near-bed (1 mab) DO and temperature is shown in Figure 2d. Also highlighted is the DO
concentration identiﬁed by Vaquer-Sunyer and Duarte [2008] as the threshold necessary to maintain 90%
biodiversity (i.e., below 4.6 mg/L DO, 60% air saturation, hypoxic). Figure 2d highlights the strong
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covariation between DO concentration and water temperature (a linear regression between the two varia
bles yields R2 5 0.77, p-value < 0.001). During weak upwelling conditions and/or relaxations there are large
ﬂuctuations in DO and temperature, consistent with the large amplitude internal bores observed (e.g., Fig
ure 3b). Likewise, the DO concentrations stay above the critical biological threshold, and low DO levels
observed in individual bore events do not persist. This is likely due to a combination of both the advection
of the low DO water back offshore, and the stronger vertical mixing observed during the warm-front relaxa
tions of the bores that acts to reoxygenate the water column (‘‘mixing period’’ from Walter et al. [2012]). In
contrast, during upwelling favorable conditions, low DO levels persist for extended periods of time and the
intense ﬂuctuations of DO and temperature are not observed (Figure 2d). During the nearshore pooling
period, the low DO levels persist below the 4.6 mg/L hypoxic level [Vaquer-Sunyer and Duarte, 2008] for
nearly 3 days (9–12 August; Figure 2d) and reach as low as 2.66 mg/L. It is important to note that the DO
measurements presented in Figure 2d are near-bed (1 mab) measurements, while the bores observed dur
ing upwelling conditions typically perturb the midwater thermocline region in the nearshore. Nonetheless,
the decrease in DO ﬂuctuations is consistent with the reduction in the bore strength index (Figure 3b).
Spectral analysis of the bore strength proxy reveals a dominant peak at the semidiurnal frequency (M2 tidal
component, Figure 4c). The offshore thermocline depth also shows a dominant peak near the M2 tidal com
ponent; however, there is also signiﬁcant energy at low frequencies (<0.3 cpd, Figure 4b). This lowfrequency energy is consistent with the �7–10 days period of the offshore thermocline depth (Figure 2b).
Regional upwelling favorable winds are dominated by lower frequencies (<0.3 cpd), while the semidiurnal
variability is largely absent (Figure 4a).

3.2. Connecting Offshore and Nearshore Dynamics
Regional upwelling favorable winds are signiﬁcantly coherent with the offshore thermocline depth at low
frequencies (e.g., <0.4 cpd, Figure 5a). Analysis of the phase lag reveals that the thermocline height lags the
winds at low frequencies of �0.3 and 0.1 cpd by �0.67 to 1.1 days, respectively (Figure 5b). The lowfrequency coherence suggests that, as expected, the offshore stratiﬁcation is largely governed by winddriven upwelling/relaxation cycles during this 3 week period.
In order to examine how the temporally varying, offshore stratiﬁcation affects the offshore internal wave/
tide ﬁeld, linear longwave speeds were calculated using a normal mode analysis (see section 2.3). The phase
speed can be used as an index for the strength of the offshore stratiﬁcation and internal waves. Figure 6
highlights how the phase speed changes over time due to the evolving offshore stratiﬁcation. In particular,
during periods of active upwelling when the offshore thermocline shoals toward the surface, phase speeds
are lowest (i.e., wave amplitudes are the smallest). In contrast, during relaxation events, where surface
waters are warmer and the thermocline is deeper, increased stratiﬁcation leads to larger phase speeds.
Active upwelling causes the thermocline to shoal toward the surface and decreases internal wave ampli
tudes, while relaxations deepen the thermocline and allow for increased wave phase speeds and ampli
tudes. Correspondingly, when the offshore waveﬁeld is weakest during upwelling periods, the nearshore
bore index (high-pass ﬁltered potential energy density anomaly) also displays the smallest magnitudes
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Figure 4. Variance-preserving power spectra over the 3 week study period of the (a) regional upwelling winds, (b) offshore thermocline depth (11.2° isotherm), (c) high-pass ﬁltered
potential energy density anomaly (bore strength proxy), and (d) 1st mode, EOF amplitude time series of the cross-shore velocity ﬁeld. 80% conﬁdence intervals are denoted by gray
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(Figures 6 and 3b, respectively). Likewise, weak upwelling events/relaxations are highlighted by a stronger
offshore internal waveﬁeld that coincides with a larger nearshore bore index.

Phase Lag [rad]

Coherence Squared

Coherence between the nearshore bore index and the offshore thermocline depth further supports the con
nection between offshore and nearshore internal dynamics. The two parameters are signiﬁcantly coherent
at the semidiurnal frequency (�M2 tidal component, Figure 7a). Analysis of the phase lag indicates that the
nearshore index lags the offshore thermocline height by �2.0 h at this frequency (Figure 7b). Given that
there are only two moorings in the
current
study, it is impossible to
0.8
(a)
assess accurately the propagation
0.6
speed and direction of the internal
0.4
waveﬁeld. Moreover, estimating
internal wave transit times from the
0.2
coherence analysis assumes that the
0 −1
0
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2
internal waveﬁeld is propagating on
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a direct line from the OS to the NS
mooring, an assumption that cannot
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validated in the current study.
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Figure 5. (a) Coherence squared and (b) phase lag between the regional upwelling
favorable winds and the offshore thermocline depth (11.2° isotherm) over the 3 week
study period. The 95% conﬁdence level is shown as a gray line in Figure 5a. A nega
tive phase lag at a given frequency indicates that the upwelling winds lead the off
shore thermocline depth.
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4.1. Long-Term Record and
Offshore to Nearshore
Connection
It is important to qualify the results
presented above over the 3 week
time period, especially since this
short record only captured a few
upwelling/relaxation cycles. To
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address this issue, we analyzed the
OS data and low-resolution NS data
0.4
(i.e., temperature and DO at 1 mab)
0.2
that are available over an �2.5
0
month period (see section 2.2 for
08/05
08/12
08/19
details). Figure 8a highlights that
Figure 6. Linear, longwave phase speeds from the offshore mooring (black line) over
over the longer record the upwellthe 3 week study period. Internal wave phase speeds were calculated using the off
ing favorable winds are charactershore stratiﬁcation (10 min averages) and a normal mode analysis (section 2.3). The
ized by the same periodic
gray shading denotes the phase speed in the presence of a typical barotropic current
on the shelf of 60.2 m/s [e.g., Breaker and Broenkow, 1994].
upwelling/relaxation cycles at low
frequencies (�7–10 days) seen dur
ing the 3 week record [cf. Beardsley
et al., 1987]. This periodicity is conﬁrmed by the upwelling wind spectrum (Figure 9a), which also reveals
the diurnal variability of the winds caused by diurnal sea breezes [e.g., Woodson et al., 2009]. Similar to the 3
week period, these upwelling (relaxation) cycles drive offshore cooling (warming) of the water column (Fig
ure 8b). These cycles also generally result in shoaling (deepening) of the offshore thermocline and a
decrease (increase) in the offshore internal wave activity, as seen in the phase speeds obtained from the
normal mode analysis (Figures 8b and 8d, respectively). Furthermore, Figure 8c highlights the nearshore
response of temperature and DO to the low-frequency winds and offshore stratiﬁcation. That is, a general
decrease (increase) in DO and temperature during upwelling (relaxation) periods. Moreover, there are
numerous low oxygen (i.e., below 4.6 mg/L; hypoxic) events observed during upwelling periods over the 2.5
month record (Figure 8c).
clw [m/s]

0.6

Phase Lag [rad]

Coherence Squared

A coherence analysis was performed on the upwelling favorable winds and the offshore thermocline depth
over the �2.5 month record. The signiﬁcant coherence at low frequencies (Figure 10) corroborates the fact
that the offshore temperature structure is largely governed by wind-driven upwelling/relaxation cycles. Also
evident in the coherence is a signiﬁcant peak at the diurnal frequency, suggesting that the diurnal sea
breeze also modulates the thermocline. While this diurnal frequency component was largely absent from
the thermocline depth spectrum during the 3 week period, wavelet analysis (not shown) supports the fact
that there is signiﬁcant temporal variability in the diurnal frequency component of the offshore thermocline
depth that is linked to periods of increased wind forcing.
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Figure 7. (a) Coherence squared and (b) phase lag between the high-pass ﬁltered
potential energy density anomaly (bore strength proxy) and the offshore thermo
cline depth (11.2° isotherm) over the 3 week study period. The 90% conﬁdence level
is shown as a gray line in Figure 7a. The location of the M2 tidal component is
denoted by a dashed black line in Figures 7a and 7b. Conﬁdence levels for the phase
lag at the semidiurnal frequency (�M2 tidal component) are shown in Figure 7b as a
gray error bar. A positive phase lag at a given frequency indicates that the bore
strength proxy lags the offshore thermocline depth.
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Figure 11 conﬁrms that changes in
the offshore stratiﬁcation result in
modiﬁcation of the offshore internal
waveﬁeld. Speciﬁcally, increases
(decreases) in the offshore thermo
cline depth generally result in
increases (decreases) in the offshore
normal mode phase speed, and
therefore the strength of the offshore
internal waves. In order to connect
the offshore internal wave activity to
nearshore internal bore activity, it is
necessary to derive a new nearshore
bore index over the 2.5 month record
using the near-bottom temperature
since the previously deﬁned bore
index (i.e., high-pass potential energy
density anomaly) requires highresolution vertical density measure
ments that are only available during
the 3 week period. Figure 12a shows
a scatter plot over the 3 week period
of the windowed-standard deviation
(1 day windows with 50% overlap;
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Figure 8. Time series over the �2.5 month study period of the (a) regional upwelling favorable winds (positive), (b) vertical temperature
structure at the offshore (OS) mooring (11.2° isotherm shown as a solid black line to highlight the thermocline structure), (c) near-bottom
temperature (left axis, black) and dissolved oxygen (right axis, gray) at the NS mooring, and (d) linear, longwave speeds from the OS moor
ing (black line) calculated using the OS stratiﬁcation (10 min averages) and a normal mode analysis (section 2.3). The location of the sea
surface (blue line) is shown in Figure 8b. The dashed red line in Figure 8c denotes the DO concentration identiﬁed by Vaquer-Sunyer and
Duarte [2008] as a critical biological threshold (i.e., below 4.6 mg/L; hypoxic). The gray shading in Figure 8d denotes the phase speed in
the presence of a typical barotropic current on the shelf of 60.2 m/s [e.g., Breaker and Broenkow, 1994].

results not sensitive to choice of window used) of the near-bottom temperature versus the potential energy
density anomaly bore strength index. The two quantities are highly correlated (R2 5 0.98 for the binaveraged values, p-value < 0.001), indicating that the standard deviation of the near-bottom temperature
can be used as a proxy for nearshore internal bore activity. Figure 12b shows a scatter plot over the 2.5
month period of this nearshore bore proxy (standard deviation of the near-bottom temperature) versus the
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offshore internal wave activity (normal mode phase speeds), and highlights how increases (decreases) in the
offshore internal waveﬁeld translate into increases (decreases) in the nearshore bore ﬁeld.

clw [m/s]

The results presented above offer insight into the connection between offshore and nearshore internal
dynamics. We surmise that the internal bores observed in the nearshore are related to the onshore transla
tion and propagation of the offshore internal tidal ﬁeld (M2 tidal component). However, it is important to
note that there are other factors that complicate the dynamics and predictability of not only the nearshore
internal bores, but also the transformation and propagation of the offshore internal waveﬁeld to the nearshore [cf. Nash et al., 2012]. The recent
review by Lamb [2013], and the refer
0.35
ences therein [e.g., Nash et al., 2012],
provides a comprehensive overview of
factors affecting the propagation and
transformation of internal waves over
0.3
the continental shelf. This includes,
but is not limited to, strong barotropic
tidal forcing, baroclinic effects and
0.25
strong background shear, mesoscale
and submesoscale variability, and
complicated bathymetry including
submarine canyons, all of which are
0.2
found in the Monterey Bay region
[Breaker and Broenkow, 1994].
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Figure 11. Scatterplot over the � 2.5 month study period of the windowed-mean
linear, longwave speeds from the offshore (OS) mooring calculated using the OS
stratiﬁcation (10 min averages) and a normal mode analysis (section 2.3; proxy for
the strength of the offshore internal wave/tide ﬁeld) and the windowed mean of
the OS thermocline depth (11.2° isotherm). Mean values were calculated using 1
day windows with 50% overlap, and results were not sensitive to the choice of
window used. The gray dots denote the period from 26 to 30 August, during which
an extended relaxation event resulted in anomalously large thermocline depths.
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There has also been considerable
research into factors affecting the M2
internal tide ﬁeld in the Monterey Bay
region, including the effects of the
Monterey Submarine Canyon and Big
Sur Ridge [e.g., Carter, 2010; Kang and
Fringer, 2012]. However, the aforemen
tioned studies are large-scale
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Figure 12. (a) Scatterplot over the 3 week study period of the windowed-standard deviation of the near-bottom temperature (long-term
bore strength proxy) and the windowed-standard deviation of the high-pass ﬁltered potential energy density anomaly (short-term bore
strength proxy), both from the nearshore (NS) mooring. (b) Scatterplot over the �2.5 month study period of the windowed-standard devi
ation of the near-bottom temperature (long-term bore strength proxy) at the NS mooring and the linear, longwave speeds from the off
shore (OS) mooring calculated using the OS stratiﬁcation (10 min averages) and a normal mode analysis (section 2.3; proxy for the
strength of the offshore internal wave/tide ﬁeld). Windowed-standard deviation values were calculated using 1 day windows with 50%
overlap, and results were not sensitive to the choice of window used. The gray dots denote the windowed values, while the black dots rep
resent bin-averaged values. The black error bars on the bin-averaged values signify the standard deviation of the binned results.

modeling efforts that do not account for upwelling/relaxation cycles or variable environmental conditions
(i.e., stratiﬁcation) on the shelf, and do not accurately capture internal dynamics on the shelf and in the
nearshore. It is also possible that the internal waveﬁeld represents energy from multiple source locations
(both locally and remotely generated internal tides), further complicating the predictability of the internal
tide [cf. Kelly and Nash, 2010; Nash et al., 2012]. These factors make the predictability of the bores in the
nearshore (and offshore) difﬁcult, and might also explain why Walter et al. [2012] found no relationship
between the arrival times of the nearshore bores and the phase of the local tides over a 2 week period.
Future ﬁeld and modeling studies are needed to assess the spatiotemporal variability of the internal tide
ﬁeld in Monterey Bay and elsewhere.
4.2. Oxygen Variability and Low Oxygen Events in the Nearshore
While it is well established that seasonal upwelling cycles contribute to oxygen variability and low oxygen
events in the shallow waters along the eastern Paciﬁc, the role of other physical processes is poorly under
stood [Chan et al., 2008]. In particular, previous observations near the study site clearly show regular intru
sions of low DO water that are attributed to internal motions [Booth et al., 2012]. We expand on this work
below and examine how nearshore internal bores in different upwelling regimes can lead to drastically dif
ferent durations and onset rates of hypoxia in the nearshore.
Figures 13a and 13b show scatter plots over the �2.5 month study period of the windowed-standard deviation
(1 day windows with 50% overlap; results not sensitive to choice of window used) of the near-bottom DO con
centration versus the near-bottom temperature (i.e., long-term nearshore bore proxy). The important point is
that there is extensive DO variability that is tightly linked to nearshore temperature variability (i.e., internal bore
activity). Interestingly, the windowed-mean DO concentrations, seen as colored and scaled circles in Figure 13a,
demonstrate that the lowest mean concentrations are observed during periods of reduced bore activity and
oxygen variability. This coincides with periods of prolonged upwelling and nearshore pooling, whereby low oxy
gen waters (i.e., below 4.6 mg/L; hypoxic) are able to persist for several days. In contrast, Figure 13b shows the
windowed-minimum DO concentrations and highlights that strong bore variability produces transient pulses of
low oxygen (i.e., below 4.6 mg/L; hypoxic). This indicates that while extended upwelling periods with reduced
bore activity are important for the duration of low DO events, individual bores can drive shock-like drops in DO
with rapid onset times. Indeed, both onset time and duration of the low DO events are important for assessing
potential impacts of hypoxia, each with likely different implications for nearshore ecological communities.
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with 50% overlap, and results were not sensitive to the choice of window used. The colored circles in Figures 13a and 13b denote the windowed-mean and windowed-minimum dissolved
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Monterey Bay, as part of the California Current Large Marine Ecosystem (CCLME), is listed as a ‘‘hotspot’’ for
ecological risk from upwelled hypoxia [Hofmann et al., 2011]. While the hypoxic durations presented here
are relatively short (longest event lasts �3 days from 9 to 12 August), the high-frequency nature of individ
ual bore events represent shock-like drops in oxygen which may amplify ecological impacts [Burton et al.,
1980]. Additionally, rockﬁsh (Sebastes spp.), which are abundant at the study site, have shown profound
response to DO concentrations slightly below the concentrations reported here [Grantham et al., 2004].
Avoidance, which often occurs in reported ranges of 2–4 mg/L [Wannamaker and Rice, 2000; Brady and Tar
gett, 2010], can drive much greater indirect impacts, through density-dependent factors, than direct lethal
effects [Eby and Crowder, 2002; Breitburg et al., 2009; Craig, 2012]. Furthermore, measurements reported
here cover habitat for ecologically and commercially important species. Dungeness crabs (Cancer magister)
and market squid (Loligo opalescens), two of California’s most valuable commercial species, have shown
major sensitivity to hypoxia [Vojkovich, 1998; Grantham et al., 2004; Zeidberg et al., 2006], and are particularly
relevant here due to their dependence on habitat within this study site and their likely sensitivity to nearshore pooling [Young et al., 2011; Zeidberg et al., 2012].
4.3. Bores as a Mechanism for Cross-Shelf Exchange
Figure 14 shows vertical proﬁles of temperature and cross-shore velocity for a representative bore event on
16 August. The arrival of the bore and the dense, offshore waters are characterized by a strongly sheared
baroclinic ﬂow with onshore ﬂow near the bed and offshore ﬂow in the upper portion of the water column
(Figure 14b). Eventually, the bore reverses direction and propagates back downslope with offshore ﬂow
near the bed and onshore ﬂow near the surface. During this phase, the strongest cross-shelf velocities are
observed, and the vertical proﬁles are bottom intensiﬁed (i.e., strongest near the bed). The ﬂow reversal, or
the relaxation of the bore back downslope, has been implicated in the onshore transport of larvae in the
warm-water front that appears in Figure 14a (�8:30–9:00) [e.g., Pineda, 1994] (‘‘mixing period’’ in Walter
et al. [2012]). We note that the Monterey Bay study site contains steeper bathymetric slopes and a more
complex shoreline compared to the gradually sloping bathymetry typically found in Southern California
[e.g., Pineda, 1994; Wong et al., 2012] resulting in slightly different bore dynamics [see Walter et al., 2012].
Nonetheless, this period of the bore event consistently has the strongest cross-shelf velocities, and previous
observations indicate that elevated levels of diapycnal mixing in the stratiﬁed interior are observed during
the warm-water relaxations [Walter et al., 2012]. Thus, not only are scalars exchanged in the cross-shelf
direction during these ﬂows, but they are also likely mixed vertically.
We employed an empirical orthogonal function (EOF) analysis on the cross-shelf velocity ﬁeld over the 3 week
period to decompose the signal into its principal components, or dominant statistical modes. The EOF analysis
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provides a description of the spatial variability of the velocity ﬁeld through the modal shapes (eigenfunctions),
as well as the temporally variability through the modal amplitude time series [Emery and Thompson, 2004].
Figure 15 highlights the vertical structure of the ﬁrst three principal components (EOF modal shapes) of the
cross-shore velocity ﬁeld, along with the percent contribution of each mode to the total variance. The ﬁrst
mode, which describes 52.5% of the total variance, follows the vertical structure of the cross-shore velocity
observed during the bore events (Figures 15 and 14b, respectively). Particularly, the proﬁle represents a
sheared baroclinic structure that is bottom intensiﬁed (i.e., nonzero depth average and largest magnitude
near the bottom of the water column), similar to the bore events observed. Spectral analysis of the ﬁrst mode
amplitude time series reveals a dominant
peak at the semidiurnal frequency (�M2
14
tidal component, Figure 4d). Furthermore,
1 (52.5%)
the coherence between the bore strength
2 (21.7%)
12
index and the ﬁrst mode amplitude time
3 (12.5%)
series is signiﬁcant at the semidiurnal fre
quency (�M2 tidal component, signiﬁcant
10
squared coherence of 0.52, not shown). This
ﬁnding further supports the claim that the
8
bores dominate cross-shelf exchange and
transport in the nearshore, and that these
bores
likely contribute to the majority of the
6
cross-shelf velocity variance observed. While
velocity measurements were only available
4
over the 3 week study period, long-term
measurements in the region demonstrate
that
wind- and wave-driven cross-shelf
2
exchange is small compared to exchange by
internal bores [Woodson, 2013].

0
−1

−0.5
0
0.5
1
Normalized Modal Amplitude

Figure 15. Vertical proﬁles for the ﬁrst three statistical modes obtained
from the EOF analysis for the cross-shore velocities over the 3 week study
period. The ﬁrst, second, and third modes are represented by solid, dashed,
and dotted black lines, respectively, and the percent contribution to the
total variance of each mode is also shown in the legend. The modal ampli
tude is normalized by the maximum vertical value for each component.

WALTER ET AL.

C 2014. American Geophysical Union. All Rights Reserved.
V

5. Summary
The ultimate fate of NLIWs and bores in
shallow, nearshore regions (�20 m) has
been mainly speculative [cf. Lamb 2013],
despite their biological and ecological
implications [Wolanski and Pickard, 1983;
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Figure 16. Schematic cartoon highlighting how wind-driven upwelling and offshore stratiﬁcation inﬂuence nearshore internal bores. (a) During weak upwelling conditions/relaxations,
the offshore thermocline is deeper, internal wave activity increases in the offshore, nearshore bore activity increases, and the bores propagate into well-mixed waters in the nearshore.
(b) During upwelling favorable conditions, the offshore thermocline shoals toward the surface, offshore internal wave and nearshore bore activity both decrease, ‘‘pooling’’ develops in
the nearshore, and the nearshore bores perturb a preexisting stratiﬁcation.

Leichter et al., 1996; Boehm et al., 2002; Pineda, 1991, 1994, 1995, 1999; Booth et al., 2012; Walter et al., 2012;
Wong et al., 2012]. Pineda and Lopez [2002] ﬁrst hypothesized that low-frequency phenomena modulate the
offshore stratiﬁcation, and in turn affect nearshore internal bores in Southern California. We expand on this
early work and present observations suggesting that low-frequency upwelling wind patterns modulate the
offshore stratiﬁcation and thermocline depth in southern Monterey Bay, CA, which in turn alters the
strength and structure of the bores in the shallow, nearshore region (Figure 16).
The internal bore events are shown to contribute to the majority of the variance in cross-shelf exchange and
transport in the nearshore. Furthermore, we link the nearshore oxygen variability to the nearshore bore activ
ity. We show that individual bores can create short-lived low DO (hypoxic) events with shock-like onset times,
but that extended upwelling periods are important for the duration of low DO episodes. Further assessment
of how the strong DO variability and low DO (hypoxic) events affect nearshore communities is the subject of
ongoing research. Likewise, future studies are needed to further assess the spatiotemporal variability of the
internal wave/tide ﬁeld in Monterey Bay [e.g., Nash et al., 2012], including further assessment of its formation
and energetics [Carter, 2010; Kang and Fringer, 2012]. We recognize that the detailed measurements through
out the water column at the nearshore site were only available over a 3 week study period, and that infer
ences were made about the nearshore internal bore ﬁeld over the 2.5 month period using the near-bottom
temperature (see section 4.1, Figure 12a). Given this, we stress that care should be taken in drawing general
ized conclusions about the processes described, especially over longer time periods. Finally, the observations
were collected during the late upwelling season in Monterey Bay; further observations are needed to assess
the inﬂuence of the seasonal variability in the upwelling winds [cf. Garciıa-Reyes and Largier, 2012], and the
oceanic response, as well as the extension of the results to other upwelling systems and sites.
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