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Abst rac t - -The  aim of this paper is to establish Cl-rational spline functions on any regular 
quadrilateral partition r of a simply or multiply connected and bounded omain  and to get new 
Cl-quadrilateral shape functions for finite element analysis. Cl-generalized wedge functions on any 
quadrilateral of ~" are defined and constructed. A C 1 interpolating operator with cubic precision on 
any quadrilateral is given. 
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1. PREL IMINARIES  
It is well known that the method of spline functions has found wide spread applications in Com- 
puter Aided Geometric Design and finite element computation. Most surfaces are intrinsically 
bivariate and cannot be adequately represented by tensor products. In addition, effective ap- 
proximants need to be local, that is, the value of the surface at a point is influenced only by the 
nearby information. 
In general cases, one considers a triangulation or quadrilateral partition of a given region and 
then discusses the structure of a space of polynomial spline functions or rational spline functions 
on the partition. There are many results on the polynomial [1-3] and rational [4-7] spline 
functions in the triangulation case, which has many applications in Computer Aided Geometric 
Design and finite element computations. Here we shall focus our attention on quadrilateral 
partitions which are also frequently used in Computer Aided Geometric Design and finite element 
analysis. 
Let F~ C R ~ be a simply or multiply connected bounded polygonal region on the plane R 2. r is 
called a regular quadrilateral partition of fl, if the decomposition f fl into convex quadrilaterals 
such that the polygonal pieces of boundary of fl consists of boundary lines of quadrilaterals ofthe 
partition, vertices of quadrilaterals should always coincide with other vertices of quadrilateral nd 
never lie on the relative interior of an edge. Denote the set of vertices, edges, and quadrilateral 
elements by V = {v~ : i = 1,2,...,VN}, E = {ej : j = 1,2,. . . ,EN}, and T = {4  : k -- 
1,2,...  ,TN), respectively. Pk = {bivariate polynomials of total degree ~ k}, S~(f~,~) = {s E 
C ~' : VT,,s I~ E Pk, and RS~(f~,r) = {u E C ~ : VT,,u IT, is a rational function}. 
Consider the interpolation problem (IP): for # > 0, find u(z,y) E U,U C C~(f~) such that 
for a given .f(z,y) E C~(f~),u(J)(v~) = f0)(v~), i = 1,2,... ,VN, j ---- 1,2,... ,/~, Wachspress [6] 
considered the case when # -- 0, and where the partition is regular or consists of parallelogram 
elements. The main tool adopted in [6] is a special basis function (so-called wedge function) 
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associated with each vertex. For example, for the vertex vl illustrated by Figure 1, he defines 
h(x, y)h(x, y) 
WI(x ,y )  = 
l (vl)h(vl) ' 
where l~(x,y) = O, i = 1,2,3,4 are defined to be the normal equations of the relevant lines, 
respectively. Actually, the surface defined by these basis functions can also be obtained from the 
C°-coons urface patch associated with it. For a convex quadrilateral, he introduced the rational 
basis function as (also for vertex Vx, see Figure 2) 
wx( ,y) = t5 . h (x ,y )13(x ,y )  
12 (?)1) 13 (~21) /5( x, Y) 
Define the interpolation function as 
4 
Then it can be easily verified that u(x,y)  • U = RS°(fl, r) C C°(f~). 
e 4 7" 8 







t~3 I ) ~ 3  
vl _~ el 
t~6 
e2 ~ 
Moreover, Wachspress [6] considered algebraic foundations of piecewise rational functions 
on any polypol for finite element computation, and proved the existence and construction of 
C°-rational basis functions on a polypol. The rational wedge functions constructed by Wachs- 
press have the following crucial properties: 
1, fo rq=p,  
1. Wq(vp) = 0, fo re ,P ,  
2. Wq(x,y)  = O, on edges opposite to q, and 
3. Wq(x, y) is linear, on edge(s) adjacent to q. 
It is notable that an approach of solving the above interpolation problem (IP) is a subtriangu- 
lation method in the space of polynomial spline function (see [2,8,9]), but this subtriangulation 
increases computational complexity and, in some sense, changes the specified character of the 
original triangulation [9]. 
Now, the problem lies in finding a suitable U so as to solve (IP) without a subpartition. In 
this paper, we shall solve this problem by an adequate representation for the polynomials on the 
edge-segments, and thereby, to realize the smooth compatibility of spline functions on f~. 
The paper is organized as follows: in Section 2, we give some notations and definitions. In 
Section 3, we introduce the definition of Cl-generalized wedge functions on a quadrilateral for es- 
tablishing rational spline functions on r of f~ and get the relative compatibility equations. In Sec- 
tion 4, we discuss the method of solving compatibility equation for getting Cl-generalized wedge 
functions on any quadrilateral nd obtain some nonzero solutions of compatibility equations and 
construct all the CLgeneraiized wedge functions on any quadrilateral. Finally in Section 5, we 
define an interpolating operator (so call as the shape function) on arbitrary quadrilateral of f], 
and discuss the property of the interpolating operator. 
Figure 1. Figure 2. 
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The two rational functions 
P~(~,y) P2(~,y) (2.1) Ql(X,y)' 7~z(x,y) = Qz(x,y) 
are called identical if there is a constant a ~ 0 such that 
PI(x,y) = aP2(x,y), Ql(X,y) = aQ2(x,y). 
The two rational functions in (2.1) are called equivalent if
PI(~, y)O2(z, u) = O~(z, y)P2(~, y). 
It is easy to verify that T~x(x, y) and T~2(x, y) are equivalent if only if their irreducible rational 
representations are identical. In this paper, we shall regard two rational functions to be the same 
in the sense of equivalence. 
Let f~ C R 2 be a bounded polygonal domain with a regular quadrilateral partition r. Denote 
the set of vertices, edges, and quadrilateral e ements by 
V={v i : i= I ,2 , . . . ,VN},  E={e j : j= I ,2 , . . . ,EN},  and T={Tk:k=I ,2 , . . . ,TN},  
respectively. 
Throughout his paper, we use the following notation: l~(x, y) = 0 denotes the equation of 
edge ei; for a u(x,y), r = (rl,r2), Irl = rl + r2, Dru(x,y) = Ora+~2u(x'~) and ~u(C)j) denotes ~)rl z0r2 y ' 
the normal derivative derivative along ej at 9j. 
Denote Uq be value or derivatives at node q of element Ts. For an element Ts, define 
~(x, y) = ~ ~q. w[.(x, y). (2.2) 
all node q of element To 
In most applications, not only need the approximant u(x,y) be C o continuous, but also be 
C 1 continuous over a collection of elements. The functions Wq ~" (x, y) are called Generalized 
Wedge Functions. 
DEFINITION 1. The formula (2.2) has degree of precision k ff (2.2) is exact for polynomials u(x, y) 
of degree up to k. 
Our purpose here is to find the family of generalized functions {Wq(x, y)} on any regular 
quadrilateral partition such that u(x, 9) E Cl(f~) and u(x, y) has some interpolating properties, 
where the functions Wq(x, y) and u(x, y) need not necessarily be polynomials. In fact, for most 
cases they are rational functions. 
The following crucial result in Algebraic Curve [10] will now be stated. 
THEOREM 2. (Bezout's) If f(x, y) = 0 and g(x, y) = 0 are two plane curves of order m and n, 
respectively, and ff there are more than mn intersection points of the two curves, then, f ( x, y) = 0 
and g(x,y) = 0 must have a common component. 
3. C1-GENERAL IZED WEDGE FUNCTIONS 
NODE SELECTION. All vertices of a regular partition v of Ct C R 2 are nodes. Since polynomials 
of degree 3 and 2 have 4 and 3 degrees of freedom on line (or on an edge), respectively, an edge 
node is assigned on every interior of edge with the knowledge of first normal derivative. Denote 
the edge node on the jth edge ej by ~j, j = 1,2,. . .  ,EN. 
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For a quadrilateral Ts • r, without loss of generality, let Ts be a quadrilateral with vertices v~, 
edges e~ = v~Vi+l(Vi+4 = v~) and edge nodes ~i, i -- 1,2,3,4. Denote by l~(x,y) = 0 (or li = 0) 
the equation of ei, and we take such a linear form li(x,y) that for a given point (xo,Yo) in the 
interior ofTs, l~(xo,Yo) > O, i = 1,2,3,4. 
The following definition on Ts is introduced. 
Definition 3. A family of rational functions {W~(x,y), l)d~(x,y)} on Ts is called Cl-general/zed 
wedge functions, if the function W~(x, y) (or lYd~(x, y)) associated with node v~ (or ~) on Ts is of 
the form 
Wi(x, y) = F(O(x, y)R(O(x, y) 
Qr. (z, y) ' (z, y) • 
( P(o(z,y)f~(o(x,y) ) 
or W~(x, y) = Qr.(~, y) , (x, y) e ~ , 
and 
Qn(z,u) = ~3(z,u), (3.3) 
D k -~ '~, '~  ) = D~(x,y), (z,y) • e4. (3.4) 
such that 
(a) for a vertex node q, say vl, and for a given array {~oo,~1o,~ol} 
2. D'WI(Z,y) = O, Irl _< 1, (z,y) ~ e2 Ue3, 
3. DrWl(x,y) = Drp3(x,y), (x,v) E el 
DrWl(x,y) = Dr~3(x,y), (x,y) • e4, Ir[ <_ 1, 
where pa(x,y) and ~a(x,y) are some special polynomials of degree < 3; 
(b) for an edge node q, say ~1 
1. £WI (?~I )= I, 
2. Dr]~rl(X,y) =0, Irl <_ 1, (x,y) • e2 u e3 I..J e4, 
3. Dr$1(x,y) =~3(x,y), [r[ _< 1, (x,y) • el, 
where/~3(x, y) is a special polynomial of degree < 3, and o _ ~ means the normal derivative 
along the edge el. 
In particular, if {~00, ~10, ~01 } is a permutation of {1, 0, 0}, then the corresponding C l-general- 
ized wedge function Wl(x, y) will be called a normal Cl-generalized wedge function. 
The whole set of such functions obtained by using all permutations of {1, 0, 0} at all vertices 
of Ts and all I?Vi(x,y) will be called a Cl-rational basis on Ts. 
Analogous to Wachspress's notation, we call the factors Fq(x, y) and Rq(x, y) in Definition 3 
opposite and adjacent factors of node q, respectively. The denominator QT. ix ' y) is called adjoint 
factor of element T~. 
First, we consider the case that there is no two edges of a quadrilateral Ts of r are parallel. 
Let Ts be a convex quadrilateral of r as illustrated in Figure 2. 
If there exist Cl-generalized wedge functions on Ts, 
(1) for vertex node q, say Vl. From the condition (a-2) in Definition 3, we take the opposite 
factor of Vl to be 
F(1)(x, y) = l~(x, y)123(x, y). 
Since (a-3) in Definition 3 implies that 
QT, (x, y) = p3(z, ~), (3.1) 
//22/32R(1) (X' Y) 
D ~. -~:-~,-~ ] = Dps(x,y), (x,y) • el, (3.2) 
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From (3.1), we get 
t]t]R(1)(x,~) - ~(x,~)QT"(x,y)  = 0, (x,y) e el. 
By the Bezout's theorem, there is a polynomial G(x, y) such that 
1212n (1) (x, ~) - ~ (~, ~I)QT"~ (x, 7]) "[- fiG(x, y) ~- O. (3.5) 
From (3.5), we have 
D (l~l~R(i)(x,y)) - pa(x,y)DQT"(x,y) - Q,~(x,y)Dp3(x,y) - l l D G ( x , y )  - G(x,y)Dl: = O. 
Combining (3.2) and Dli(x, y) ~ O, it follows that 
d(X, y) --~ 0, (x ,y)  e el. 
Using Bezout's theorem to G(x,y) = 0 and ll(x,y) = 0 again, it follows that there exists a 
polynomial G(x, y) such that 
~(x,  y) =/ l (X,  y)G(x, y). (3.6) 
Combining (3.6) with (3.5), we obtain 
121~R(1)(z, y) - p3(x, y)Q~ (x, y) + 12G(x, y) - O. (3.7) 
Similarly, from (3.3) and (3.4), we know that R(i)(x,y) and Q~(x,y) also satisfy the following 
equation 
l~l~R(1) (x, y) - ~3(x, y)QT. (x, y) + l~G(x, y) - O, (3.8) 
where (~(x, y) is a polynomial. 
The equations (3.7) and (3.8) are called the compatibility equation with respect o Vl. 
From Definition 3, we need only take pl(x,y) and/~3(x,y) in (3.7) and (3.8) satisfying the 
following interpolating conditions: 
0 
Drp3 (u1) ~-" ~r, r2, Drp3 (v2) = Drp3(vs) = O, I,'1 -< 1, ~Pa  (01) = O,  (3.9) 
and 
Dr~ (vl) = :r,r2, Dr~ (v4) = Dr~ (vs) = 0, ~n~(04 ) = 0, Irl _< 1, (3.10) 
where v5 denotes the intersection point of el and e3, v6 denotes the intersection point of e2 and e4. 
(2) Let q be an edge node, say ~l, with the opposite factor o2~2t212,3,4. By similar argument as vertex 
node, we can also prove that adjacent factor/~l(z,y) corresponding to 01 must be a solution of 
the following compatibility equation with respect to the edge node 01: 
222 ^ 12ts141~l (x, ~) - ~s(x, y)Q~ (x, y) + l~O(x, ~) - o, 
where ~3(x, y) is a polynomial of degree < 3 such that 
D'~ (v~) = 0, ~ = 1, 2, Irl < I, 
(3.11) 
Proceeding in a similar way to [II, Theorem 2], it can be verified that the problem of seeking 
the C1-generalized wedge functions satisfying Definition 2 is in a sense equivalent to seeking the 
irreducible nonzero solutions of the corresponding compatibility equations. 
• (~i) = 1. (3.12) 
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4. SOLVING THE COMPATIB IL ITY  EQUATIONS 
In this section, we shall consider to solve the compatibility equation with respect o the nodes 
on T, for seeking CLgeneralized wedge functions on T,. 
Without loss of generality, we consider to construct an irreducible nonzero solutions of the 
compatibility equations (3.7),(3.8) and (3.11). 
For equation (3.11), it is easy to verify that the polynomial 153(x, y) in (3.11) satisfying condi- 
tion (3.12) is of the form 
p3(x, y) = 121(X, y)151(X, y) + dllll214, (4.1) 
where 151(x, y) G P1 is any linear polynomial independent of node ~91, and where the constant dl 
is determined by ~P3(fil) = 1. 
Joining (4.1) to equation (3.11), we have 
2 2 2 - (z 15 (x, y) + 121314Rli x,y) d1111214) ~To (X, y) 121G(x, y) - O. (4.2) 
Prom the principle of exact division of polynomials, it follows that ll(x,y) I /~l(x,y). Now, 
suppose that Fl~(x,y) = RI(x, y)/ll(x, y) and let m be the highest degree of the left-hand side 
of (3.11). From (4.2), we get 
l 12 ^* ~ (151(x ,y )~Ta(x ,y ) - -G(x ,y ) )  12 4 (2 3t, 11 
which implies that there exists a polynomial hl(x,y) E P4 such that 
121214R~(x, y) - dlQ T~ (x, y) = -llhl(x, y), 
151(x, y)QT, (x, y) - G(x, y) = -1214hl (x, y). 
Since dl ~ 0, 
(4.3) 
(4.4) 
1 2 ^* QTo ix ' y) _~ ~1121314R1(x, y) + ~l lh l  (x, y), (4.5) 
where/~(x, y) E Pm-7, hi ( x, y) E Pm-4 are two arbitrary nonzero polynomials, and QTo (x, y) E 
Pin-°. It follows from (4.5) and (4.4) that 
(ll R~ ix, y), QT, ix ' y), I51 ix , y)QT, (X, y) "b 1214hl i x , y)) 
is the general solutions of equation (3.11). 
Following a similar argument as before, we can obtain the general solutions of the compatibility 
equations with respect o edge nodes ~, i = 1, 2, 3,4 are of the forms 
QT'(x,y) = ~l{+xl~+,l,+sR~(x,y) + ~l,h,(x,y), (4.6) 
where/i+4 = l i , /~ (x, y) E Pro- 7, hi (x, y) E Pm4, i -- 1, 2, 3, 4 are nonzero arbitrary polynomials. 
From (4.6), we can show that Q~(x,y) must be of the form 
~ ~ 2 ^, lll2t314A(x,y)) Q~ (x, y) = (l~+lli+21~+3R ~(x, y) + 
i----1 ' 
(4.7) 
where /~*(x,y) E Pro-7, i -- 1,2,3,4 are arbitrary nonzero polynomials and the polynomial 
A(x, y) E Pm-7 is an arbitrary polynomial. In fact, from (4.6), we get 
ldl (121~14R~(x,y) + llhl(x,y)) -~ "~2 
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and obtain 
1 2^,  
1 = (.~2,3/4.~ (X, y) __ ~.1 h,l(X,i y)) 12 (~-ll~14R~(x,Y)-'~2~2(x,Y)) '1 
which implies that there exists a polynomial gl(X, y) q Pm-5 such that 
h2(x, y) = ~1214Fl~(x, y) - d211gl(x, y), 
hi(x, v) =  13Z42R (x, V) - dlt2gi(x, V) 
This implies that QT, (x, y) is of the form 
1 2 ^. l31~[~(x'y)+l2gl(x'Y)'2 0, 7. (x, y) = ~121314nl (x, y) + (4.8) 
Similarly to i = 3,4 in (4.6), we see that QT'(x,y) is also of the form 
1 2 ^* QT°(x,y) = "--~-lil214R3(x,~l) + lil213[:{~(x,y) + 1314g2(x,y), (4.9) 
d a3 4 
where g2(x, y) E Pm-8 is a polynomial. By similar argument to (4.8),(4.9), finally, we know that 
Q~ (x, y) must he of the form (4.7). 
In what follows, we shall take m = 7. Then R*(x,y) E Po, i = 1,2,3,4 are nonzero constants, 
A(x, y) is an arbitrary constant, and formula (4.7) can be written as 
QT'(x, y) = cil~1214 + c2lil~13 + c3121~14 + c4li13124 + clil21314, (4.10) 
where c~, i = 1, 2, 3, 4 are nonzero constants and c is an arbitrary constant. 
To obtain nonzero solutions of (3.7) and (3.8), joining (4.10) to the compatibility equation (3.7), 
we have 
l~l~R(1)(x,y) - ps(x,y) (cll~1214 + c2111~13 + c312l~14 + c41113l~ + clll21314) + l~G(x,y) - 0; 
consequently, 
(1213i~(1)(x,y) -- P3 (x,y)(c2lil2 -.F c3/3/4 --t-- c/i/4)) = 1213 
tl (p Cx, y)(Clllt21  + - lG(X, V)). 
By the principle of exact division of polynomials, it is easy to verify that there is a polynomial 
s(z, y) E P4 such that 
121sR (1) (x, y) - ps(x, y) (c21112 + cslsl4 + clil4) = lls(x, y), (4.11) 
ps(x, y) (cllll213 + c4131~) - llG(x, y) = 121as(x, y). (4.12) 
From (4.11), we get 
13 (12n(1) (x, y) -- C314P3(Y,, ~]) = l i ($(X, y) ~- R3(X, y) (C2/2 + C4/4) • 
It follows that there is a polynomial t(x, y) e Ps  such that 
12R(1)(x, y) - csl4P3(X, y) = lit(x, y), (4.13) 
S(Z, y) + p3(X, y) (C2/2 + C4/4) = lat(x, y). (4.14) 
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p3(X, ~l) -'- 12pl (X, ~]) -~ dill214, 
where pl (x, y) • P1 is a polynomial satisfying 
Dr (l~pl(x,y)) [t,~ = ~r,,'2, 
and d is a constant determined by 
~P3 (U1) = 0. 
Irl < 1, 
(4.15) 
Joining (4.15) to equation (4.13), we get 
R(1)(x, y) = c3 (12Pl(X, y) + dlll4) 14 + lli(x, y), (4.16) 
8(X, y) ---- 12tZt(X , y) -- P3(X, y) (C2/2 q- C414), 
where t(x,y) = t(x,y)/12(x,y) E P2. Together with (4.12), we have 
which implies that there exists a polynomial H(x, y) E P4 such that 
l~13i(x, y) - 12P3(X, y) (C2/2 + C4/4) -- C4/42p3(x, y) ---- l lg(x ,  y). (4.17) 
Following a similar argument for compatibility equation (3.8), we have 
R(l) (x, y) = c211lzpl (x, y) + c2dl214 + l j t  (x, y), (4.18) 
where t~(x, y) E P2,/~l(x, y) and d is a constant satisfied the following expression: 
/~3(z, y) --/32•1(x, y) + dill314. 
From (4.16) and (4.18), it can be deduced that R(1)(x, y) must be of the form 
R(1)(x,y) = c31214Px(x,y) + c21113Px(x,y) + dc31112 + dc212114 + lll4L(x,y), (4.19) 
where L(x,y) • Px, and t(x,y) is of the form 
t(x, y) = c2/3~1(x, y) + c2dlll4 + 14L(x, y). 
Together with (4.17), we obtain 
12 (c21~x(X, y) + 121~LCx, y) - (c~t~ + d2t4 + c4Z 2) pl(x,Y)) 
= l, ([-I(z,y) - (dl21zl4 + dl4 (cal 2 + c1214 + c4/2))), 
where [-I(x,y) = H(x,y)/12(x,y) • Pa. 
Therefore, the compatibility equation (3.7) is solvable, it suffices to find a polynomial z(x, y) • 
P2 such that 
C2~2~1(T., y) -{- 1314L(x , y) - -  (C2/2 -[- C/2~ 4 -[- C4 ~2) Pl(X, ~) ---- llZ(X, y). (4.20) 
Similarly for equation (3.8), we need only to find a polynomial ~(x, y) • P~ such that 
c312pl (T,, ~]) -{- lll2L(x, y) - (Cll 2 -{- C./ll3 -{- cat 2) I~1 (z, ~/) -- 14~(x, y). 
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The following proposition shows that there exist z(z, V) and ~(x, y) such that (4.20) and (4.21) 
are available. 
PROPOSITION 3. There are c~ # 0 (i = 1, 2, 3, 4), c and L(z, y) • Px such that 
and 
f2(X, ~) = C312p1( 3g, ~) + ltl2L(x, y) - ( c l l  2 + C/1/3 + C312) pl(X, y) 
contain the factors ll (X, y) and 14(x, y), respectively. 
PROOF. Since pl(x,y) and p1(x,y) are uniquely determined by 
Dr (12pl(x,Y)) I~, = Dr (12p,(x,Y)) I., = ~,~,  I~l -< 1, (4.22) 
we get 
Let 
We have from (4.22) that 
It follows that 
fl(Vl) --f2(u1) ----0. 
13(Vl)L(Vl) -c/2(Vl)Pl(Vl) --0. (4.23) 
12(Vl)L(Vl) -c/3(vl)pl(Vl) ----0. 
Df l (v l )=Df2(v l )=O.  (4.24) 
Moreover, let the points v2 and v4 be on the algebraic curves fl(x,y) = 0 and f2(x,y) = O, 
respectively. These conditions are equivalent to 
and 
{C2~2#1 (X, y) +/3/4L(x, y) -- C412pl(X, y) } I~, = o (4.25) 
{c312pl(x, y) + lll2L(x, y) -c112~1(x, y))iv4 = 0. (4.26) 
Now, we require that the points v5 and v6 are on the curves fl(x,y) = 0 and f2(x,y) = 0, 
respectively. This leads to 
c2t~ (~5) + c4t~ (~5) = Clt 2 (~)  + c3t 2 (~) 
= -c.  (4.27) 
12 (VS) 14 (VS) ll (re) 13 (~]6) 
It is obvious that there always exist c~ # 0 (i = 1, 2, 3,4) and c satisfying (4.27), and the 
linear function L(x, y) can he uniquely determined (4.23),(4.25), and (4.26). This implies that 
the algebraic urve f l(x,y) = 0 and the line ll(x, y) = 0 have four intersection points. But the 
order of f l (x ,y)  = 0 is 3. It follows from Bezout's theorem that f l(x,y) = 0 and ll(X,y) = 0 
have a nonzero component. Hence, ll(x,y) must be a factor of f l (x,y).  By a similar argument 
for f2(x, y) = 0 and 14(z, y) = 0, one can show that 14(z, y) is a factor of f2(z, y). Proposition 3 
is proved. 
By the argument as before, it is not hard to see that, for any node (vertex node or edge node) 
on a quadrilateral, there always exist nonzero solutions of the compatibility equation with respect 
to the mentioned node. Therefore, we construct he generalized wedge functions as follows: for 
the constants c~ # 0 (i = 1,2,3,4) and c satisfying (4.27), 
(1) for vertex node, say vl. The generalized wedge functions with respect o Vl on Te are 
defined by 
{vd}d=l, (4.28) w~ ~'~'°'~°')(x'y) = QT.(x,y) ' (x,V) • ~\  4 
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where R(1)(z,y) and QZ(x,y)  are defined in (4.19) and (4.10), respectively. To guarantee 
the function (4.28) is reasonable at all points on :iv,, we define (4.29) at all vertices of Ta 
by 
DrWl(~l)-~rzr2,  DrWz(v~)=O, [r[_<l, 7=2,3 ,4 ;  
(2) for edge node, say z31. The generalized wedge function l~x(x, y) with respect o ~3z is 
~rl(X, y ) -~-- dlc3111212124 
QTs(x,y ) , (x,y) e '~s \{? ) i}4=l ,  (4.29) 
DrlWz(v,) = 0, [rl ~ 1, i = 1,2,3,4. 
For the case of parallelogram element, see Figure 3, the points Vs and Vs are on the line at 
infinity, i.e., v5 and ve are infinite points. Because of 
= ,. ~1 (V6) lim 12 (vs) -1 ,  ilm - -  = -1.  (4.30) 
t4 (vs) h (v6) 
Hence, for a parallelogram element Ts, it follows from (4.27) that c~ ~ 0 (i = 1, 2, 3, 4), and c 
must satisfy the condition 
cz + c3 = c2 + c4 = c. (4.31) 













el V2  
Figure 3. Figure 4. 
For the case of trapezoid element, see Figure 4. Let v6 = (xo, Yo), and the equations 12(x, y) = 0 
and 14(x, y) = 0 be of the form 
/2(x, y) = sin02 • x - cos02 .y + cos02 "Yo - sin 02 • xo = 0 
and 
/4(x, y) = sin04 • x -- Cos04 • y -{- COS04 • Y0 -- sin04 • x0 ---- 0, 
respectively, where cos 02 "Yo - sin 02. Xo > 0, cos 04. Yo - sin 04'  ~g0 ~> 0. Without loss of generality, 
let Vl and v2 be on the x-axis. Since 
lira 12 (vs) _ sin02 
vs--,oo 14 0)5) sin 04' 
therefore, it is easy to verify that the constants c~ ~ 0 (i -- 1, 2, 3,4) and c must satisfy the 
condition 
C2 sin 2 02 + c4 sin 2 04 Cll~ (re) -t- czl~ (vs) 
---- ---- --c. (4.32) 
sin 02. sin04 11 (re) 13 (re) 
Up to now, we have accomplished the construction of the Cl-generalized wedge functions on Ta. 
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5. C I - INTERPOLAT ING APPROXIMATION OPERATOR 
Let Ts be a quadrilateral element of r, and let ](x,y) G CI(f/) be given. Let {W(1)(x,y), 
Wi (~) (x, y), W~(s)(x, y), I~¢'i(x, Y)}~=I be a Cl-rational basis on Ts, where 
= = w, (° , ' , ° ) (x ,y ) ,  = 
For I(z,y) e Cl(fl), we define a linear operator L : f ~-~ L] by 
4 
i----1 0y (5.1) 
° ) + ~I  (~1 w~(~, y) , (~, y) e ~. 
The following interpolating properties can be deduced from the properties of Cl-rational basis 
in Section 4: 
DrLf  (v~) = Drf  (v~), Irl -- rl + r2 <_ 1, 
~---~Lf(~,)= £ f (~) ,  i=  1,2,3,4. 
THEOREM 4. Let f~ C R 2 be a simply or mu/tiply connected and bounded polygonal domain 
which consists of a regular quadrilateral partition v, and let f (x, y) G C l(fl ) be given. If we con- 
struct a rational function on every quadrilateral in 7 by (5.1), then Lf(x,y) E Cl(f~) or Rsl(f~). 
PROOF. Suppose T1 and T2 are two quadrilateral e ements in ~- sharing an edge e8 with equation 
l,(x,y) = 0. Let Vsl = (Xl,Yl), Vs2 = (x2, Y2) be the endpoints of e,, and 
n(x, ~) = Ll(x,  y) J~ - L l(x,  y) IT2. 
We need only to prove 
DrR(x,y) = O, Irl <_ 1, (x,y) e e,. (5.2) 
The derivative ~R(x ,  y) (or ~R(x,y) )  can be written in the form of a linear combination of 
•R(x,y)  and ~R(x,y) ,  where £ is the normal derivative along ea and ~ is the tangential 
derivative along es. Thus, it is sufficient to prove 
e.. 
Prom the properties of rational basis functions in (5.1 I, we have 
DrR(x,y) = Drg3(x,Y), [rl <_ 1, ix, y) • e,, 
where g3(x, y) E Pa is a polynomial of degree 3 satisfying homogeneous interpolating conditions 
on Vsl,V,2 and the edge node ~s on ea. Let 
¢m 
-~ ~Ttag3 (Zl -~- (X2 -- Xl) t, Yl 4" (Y2 -- Yl) t), 
where t • [0,1],a -- 0,1. It follows from the assumption of Theorem 4 and the properties of 
rational basis that ga(t) is a polynomial of degree 3 - a, and that 
g0(0) = g1(0) = g0(1) = gi(1) = 0, gl (~ = 0, t E (0, I). 
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Therefore, 
ga (t) -- 0, c~ ---- 0, 1, t E [0, 1]. 
It follows that ~m--~g~(t) = 0 (/~ = 0, 1, . . .  ). Hence, the relation (5.2) follows. The proof is 
complete. 
For the interpolating operator (5.1), we have 
THEOREM 5. The interpolating formtda (5.1) has degree of precision 3. 
PROOF. Let f (x ,  y) be a polynomial of degree 3. Over each element T E r, we have 
pT(~, y) 
r (x ,  y) = f i  x, y) - L f (x ,  y) - Q4(x, y)' 
where Q4(x,y) E P4 is the adjoint factor of T. It is easy to verify that r(x,y), ~r (x ,y ) ,  
and ~r (x ,  y) vanish on the boundary of T by using the properties of the Cl-rational basis 
functions and the process of the proof of Theorem 4. The polynomial p~(x, y) and its derivatives 
also vanish on the quadrilateral boundary. This implies that pT(x, y) contains the factor 1212nn ,1,2,3,4, 
where l~(x, y) = 0, i = 1, 2, 3, 4 are the equations of the quadrilateral boundary. But pT(z, y) is a 
polynomial of degree 7, hence, pT(x, y) must be the zero polynomial. Theorem 5 is proved. 
REMARK. To guarantee QT'(x,y) ~ 0 on the interior of a convex quadrilateral Ta, in general 
cases, we take c~ ~ 0 (i = 1,2,3,4) and c such that cl > 0,c2 > 0 and 
--el2 (VS)14 (VS) -- c2l 2 (VS) 
C4 = t~ (VS) > O, 
--ell (V6) t3 (V6) -- Cll~ (V6) > O. 
C3 -~ ~2 (v~) 
(5.3) 
Since 12(vs)14(vs) < 0,/l(vs)13(v6) < 0, there exists c such that conditions (5.3) are satisfied. 
For c~ ~ 0 (i -- 1,2,3,4) and c satisfying (5.3), thus, we can directly prove that QTo(x,y) > 0 
in the interior of T~. The constructed piecewise rational function in this paper, in fact, has 
three independent parameters on each element of r, and these parameters do not influence the 
smoothness between piecewise functions. 
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