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GENUINE HYDRODYNAMIC ANALYSIS TO THE 1-D QHD
SYSTEM: EXISTENCE, DISPERSION AND STABILITY
PAOLO ANTONELLI, PIERANGELO MARCATI, AND HAO ZHENG
Abstract. In this paper we consider the one dimensional quantum hydrody-
namics (QHD) system, with a genuine hydrodynamic approach. The global
existence of weak solutions with large data has been obtained in [2, 3], in
several space dimensions, by using the connection between the hydrodynamic
variables and the Schro¨dinger wave function. One of the main purposes of the
present paper is to overcome the need to postulate the a priori existence of a
wave function that generates the hydrodynamic data. Moreover, we introduce
a novel functional, related to the chemical potential in the quantum probabil-
ity density ρ dx, which allow us to obtain stability properties for a large class
of weak solutions in the finite energy space.
1. Introduction
This paper is concerned with the one dimensional quantum hydrodynamics
(QHD) system
(1.1)


∂tρ+ ∂xJ = 0
∂tJ + ∂x
(
J2
ρ
)
+ ∂xp(ρ) =
1
2
ρ∂x
(
∂2x
√
ρ√
ρ
)
.
The unknowns ρ and J in (1.1) represent the mass and momentum densities of
the fluid, respectively. p(ρ) = γ−1γ ρ
γ is the pressure term, which for convenience
we assume to satisfy a γ−law with 1 < γ < ∞, although a more general pressure
law can be taken into considerations. Contrarily to classical compressible fluids,
here we do not need to assume convexity of the internal energy. The term on the
right hand side of the equation for the momentum density is a third order tensor
which represents a quantum effective potential and takes into account the quantum
effects in the fluid. At the mathematical level, this term induces non negligible dis-
persive phenomena that change substantially the analysis with respect to classical
newtonian fluids. This system is used in physics to describe a compressible, inviscid
fluid where quantum effects appear at a macroscopic scale and thus they need to
be taken into account also in the hydrodynamical description. It is for instance the
case when studying phenomena in superfluidity [25], Bose-Einstein condensation
[35] or in the modeling of semiconductor devices at nanoscales [17].
In this paper we study the existence of weak solutions to (1.1) in the energy
space. Furthermore, we also show the stability of weak solutions in a regularity
class determined by the introduction of a novel functional, see (1.6) below. In
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particular our stability result is given for arbitrarily large solutions, which are not
required to be small perturbations of constant solutions. To our knowledge, this
is the first result of this kind in such a class of solutions. In order to achieve the
aforementioned result we will also present some a priori estimates which can also
be analysed in different contexts, e.g. for general multidimensional Euler-Korteweg
systems, see (4.13) below.
The energy associated to (1.1) reads
(1.2) E =
∫
R
1
2
(∂x
√
ρ)2 +
J2
2ρ
+ f(ρ) dx,
where the internal energy f(ρ) is related to the pressure term by the relation f(ρ) =
ρ
∫ ρ
0
p(s)
s2 ds. The natural bounds given by (1.2) imply that the only available control
for the velocity field v defined by J = ρv is in L2 with respect to the measure ρ dx.
In particular, there is no control of the velocity field in the vacuum region. For
this reason, it turns out that, in order to deal with finite energy weak solutions
to (1.1), it is more convenient to consider the unknowns (
√
ρ,Λ), which define the
hydrodynamic quantities by ρ = (
√
ρ)2, J =
√
ρΛ, see Definition 7 below for more
details.
System (1.1) enjoys an interesting analogy with nonlinear Schro¨dinger equations,
established through the Madelung transformations [31]. Namely, given a wave func-
tion it is possible to associate to it a set of hydrodynamical variables. This analogy
was rigorously set up and exploited in [2, 3] in order to prove the global existence
of finite energy weak solutions to (1.1) without any smallness or regularity assump-
tions. In particular, in [2, 3] the authors develop a polar factorisation technique
which overcome the difficulty of defining the velocity field in the vacuum region and
allows to define the quantities (
√
ρ,Λ) almost everywhere.
The first result in our paper shows that in the one dimensional case it is in fact
possible to do also the opposite, namely given a set of finite energy hydrodynamical
quantities (
√
ρ,Λ) such that Λ vanishes in the vacuum region, it is possible to define
an associated wave function. Roughly speaking, if one thinks at the Madelung
transform as a map from the space of wave functions to the space of hydrodynamic
quantities, then we show that in 1D under some reasonable assumptions it is possible
to invert this map. Our argument cannot be generalized to the higher dimensional
case, as there one should need more structural assumptions on the hydrodynamical
quantities, such as the generalized irrotationality condition (see Definition 1 in [2]
and subsequent Remark). By inverting the Madelung trasform it is then possible to
show that, given a set of finite energy initial data (
√
ρ0,Λ0) such that Λ0 vanishes
on the vacuum region {√ρ0 = 0}, there exists a global in time finite energy weak
solution to the QHD system (1.1) in one space dimension. In contrast with the
results in [2, 3], here we do not require the initial data to be Schro¨dinger-generated.
As it will be clear in Section 3, in order to construct a weak solution we will anyway
exploit the analogy with the Schro¨dinger dynamics, but no assumptions of this type
need to be made on the initial data.
The second main problem addressed in this paper regards the stability of weak
solutions. More precisely, we identify a class of weak solutions to (1.1) enjoying a
compactness property, namely each sequence of weak solutions satisfying suitable
uniform bounds has a subsequence converging to a weak solution. As previously
said, to our knowledge this is the first stability result for system (1.1) dealing
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with large, rough solutions. If we restrict our analysis to Schro¨dinger-generated
solutions, then by the polar factorization we could exploit a wide class of smoothing
estimates available for nonlinear Schro¨dinger evolutions (e.g. Strichartz and Kato
type estimates) in order to prove compactness of sequences of such solutions. On
the other hand, under some regularity assumptions and by assuming the positivity
of the mass density, it could be possible to apply relative entropy methods [19, 18]
or classical energy methods [27, 24] to study the stability of solutions. However
for arbitrary solutions to (1.1) fewer estimates are available. In our paper we
first provide a class of dispersive estimates which give some information about
the asymptotic behavior of the solutions. As it will be also remarked later, such
estimates hold true also for the multi dimensional case and even for the more general
class of Euler-Korteweg systems.
Moreover, we introduce a novel functional (1.6) which will be (formally) uni-
formly bounded along the flow determined by (1.1); this will determine the class of
solutions for which we are able to prove our stability result.
To define the new functional, we first introduce the following chemical potential
(1.3) µ = −1
2
∂2x
√
ρ√
ρ
+
1
2
v2 + f ′(ρ).
Formally it is possible to interpret µ as the first variation of the energy functional
with respect to the mass density [8, 18],
µ =
δE
δρ
.
As we will see later, the chemical potential µ cannot be used to carry out a satis-
factory mathematical analysis in the framework of weak solutions to (2.7). For this
reason it will be more convenient to consider
ρµ = −1
4
∂xxρ+
1
2
(∂x
√
ρ)2 +
1
2
Λ2 + ρf ′(ρ).
The functional we are going to define below in fact gives a control on the quantity
(ρµ)2
ρ , for this reason we are led to introduce a quantity λ ∈ L2(R), which formally
equals λ =
√
ρµ and is implicitly defined by
(1.4)
√
ρλ = −1
4
∂xxρ+ e+ p(ρ),
where
(1.5) e =
1
2
(∂x
√
ρ)2 +
1
2
Λ2 + f(ρ)
is the total energy density. A more rigorous definition of λ will be given in Section
5, see Proposition 23 therein. The functional we consider in our study thus reads
(1.6) I(t) =
∫
λ2 + (∂t
√
ρ)2 dx.
Let us remark, that for Schro¨dinger-generated hydrodynamical momenta, say ρ =
|ψ|2 and J = Im(ψ¯∂xψ), the functional (1.6) actually equals
I(t) =
∫
|∂tψ|2 dx,
see Section 5 for more details. Thus for NLS evolutions, we could think of the
functional as providing a H2 control for the wave function.
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The quantities λ and ∂t
√
ρ allow also to formally write the evolution equation
for the energy density (1.5) in the case of smooth solutions, i.e.
(1.7) ∂te+ ∂x(Λλ− ∂t√ρ∂x√ρ) = 0.
In Section 6 we will show that, by assuming that the following weak entropy in-
equality
(1.8) ∂te+ ∂x(Λλ− ∂t√ρ∂x√ρ) ≤ 0
holds in the distributional sense, it is possible to infer a Morawetz type estimate
which will yield an improved space-time control in L2 for the energy density e.
Combining this bound together with the ones given by (1.2) and (1.6) it is then
possible to infer a compactness result for weak solutions to (1.1).
We can now present the main results of this chapter. First of all we are going
to provide a global existence result for finite energy initial data. This is done by
exploiting a wave function lifting which inverts the Madelung transform. Again,
this implies that we do not require the initial data to be Schro¨dinger generated.
Moreover, by assuming the initial data to satisfy some additional estimates related
to the functional (1.6), we can show further regularity properties for solutions to
(1.1).
Theorem 1 (Global Existence). Let us consider a pair of finite energy initial data
(
√
ρ0,Λ0),
(1.9) ‖√ρ0‖H1 + ‖Λ0‖L2 ≤M1
and let us further assume that Λ0 = 0 a.e. on the set {ρ0 = 0}. Then there exists
a global in time finite energy weak solution to the Cauchy problem (1.1) which
conserves the total energy for all times, E(t) = E(0). In particular we have
(1.10) ‖√ρ‖L∞(0,T ;H1(R)) + ‖Λ‖L∞(0,T ;L2(R)) ≤M1.
Moreover, if we also assume that the initial data satisfy
(1.11) ‖ Λ
2
0√
ρ0
‖L2 + ‖∂2x
√
ρ0‖L2 + ‖
∂xJ0√
ρ0
‖L2 ≤M2,
then the solution is in the compactness class as in Definition 9, i.e. there exists
λ ∈ L∞(0, T ;L2(R)) such that
(1.12)
√
ρλ = −1
4
∂xxρ+ e+ p(ρ)
where e is the energy density defined by
e =
1
2
(∂x
√
ρ)2 +
1
2
Λ2 + f(ρ),
and for any 0 < T <∞ we have
(1.13) ‖∂t√ρ‖2L∞t L2x((0,T )×R) + ‖λ‖L∞t L2x((0,T )×R) ≤ C(T,M1,M2).
Furthermore, for such solutions the following bounds hold true
(1.14) ‖ρ‖L∞(0,T ;H2(R))+‖J‖L∞(0,T ;H1(R))+‖
√
e‖L∞(0,T ;H1(R)) ≤ C(T,M1,M2).
Remark 2. The condition (1.11) is stronger than assuming the finiteness of func-
tional I(t) at initial time, and it is not preserved by the solutions to the QHD sys-
tem. However (1.11) is necessary in our proof of Section 3, where we ”reverse” the
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Madelung transformation to construct a wave function ψ0 associated to (
√
ρ0,Λ0).
More specifically (1.11) is essential to obtain the higher order bounds of ψ0.
The Theorem above shows the existence of global in time finite energy weak
solutions to (1.1). However no uniqueness is provided here and in general such
result does not hold true, see [15] and [32]. On the other hand, we are able to obtain
a stability result. More precisely, we prove that the class of solutions determined
by the uniform bounds established in the previous Theorem 1 enjoys a compactness
property. Let us remark that the result below hold for a general class of solutions,
not necessarily constructed as in Theorem 1.
Theorem 3 (Stability). Let us assume {(√ρn,Λn)}n≥1 is a sequence of finite
energy weak solutions to (1.1). Moreover let us assume that the sequence are in the
compactness class with following uniform bounds
(1.15) ‖√ρn‖L∞(0,T ;H1(R)) + ‖Λn‖L∞(0,T ;L2(R)) ≤M1,
(1.16) ‖∂t√ρn‖2L∞t L2x((0,T )×R) + ‖λn‖L∞t L2x((0,T )×R) ≤ C(T,M1,M2),
where λn satisfies
√
ρnλn = −1
4
∂2xρx + en + p(ρn),
and en is the energy density,
en =
1
2
(∂x
√
ρn)
2 +
1
2
Λ2n + f(ρn).
Let us also assume that one of the following conditions hold true for the sequence
{(√ρn,Λn)}:
(1) for almost every t ∈ [0, T ], ρn(t, ·) > 0;
(2) for almost every t ∈ [0, T ], en(t, ·) is continuous;
(3) (
√
ρn,Λn) is a entropy weak solution, i.e. the weak entropy inequality
∂ten + ∂x(Λnλn − ∂t√ρn∂x√ρn) ≤ 0,
holds in the sense of distribution.
Then up to subsequences we have that for for any 0 < T <∞
√
ρn →√ρ in Lp(0, T ;H1loc(R)),
Λn →Λ in Lp(0, T ;L2loc(R)),
where (
√
ρ,Λ) is a finite energy weak solution to (2.7), with 2 ≤ p < ∞ under
condition (1) or (2), and p = 2 under condition (3).
The contents of this part is structured as follows: In Section 2.2 we will prove the
wave function lifting of a pair of hydrodynamical data (
√
ρ,Λ) under some general
assumptions. As a consequence, this will yield a global existence result. In Section
4 we interpret the dispersive property and some a priori estimates on solutions to
system (1.1). Discussion on the function λ is given in more details in Section 5. In
section 6 we provide some a priori estimates on solution to system (1.1), and finally
we show the stability of solutions in Section 7.
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2. Notations and Preliminaries
In this Section we fix the notation that will be used through this paper.
We use the standard notation for Lebesgue and Sobolev norms
||f ||Lpx := (
∫
R
|f(x)|pdx) 1p ,
||f ||Wk,px :=
k∑
j=0
||∂jxf ||Lpx ,
and we denote Hkx := H
k(R) = W k,2(R). The mixed Lebesgue norm of functions
f : I → Lr(R) is defined as
||f ||LqtLrx :=
(∫
I
||f(t)||qLrxdt
) 1
q
=
(∫
I
(
∫
R
|f(x)|rdx) qr dt
) 1
q
,
where I ⊂ [0,∞) is a time interval. Similarly the mixed Sobolev norm LqtW k,rx is
defined.
We recall here some basic properties of the following one-dimensional nonlinear
Schro¨dinger equation
(2.1)

 i∂tψ = −
1
2
∂2xψ + |ψ|2(γ−1)ψ
ψ(0) =ψ0.
The reader will find more details and the proofs of the statements of the next
Theorem in the comprehensive monographs [9, 29, 41].
Theorem 4. Let ψ0 ∈ H1(R) then there exists a unique global solution ψ ∈
C(R;H1(R)) to (2.1) such that the total mass and energy are conserved at all
times, i.e.
(2.2)
M(t) =
∫
R
|ψ(t, x)|2 dx =M(0)
E(t) =
∫
R
1
2
|∂xψ|2 + 1
γ
|ψ|2γ dx = E(0).
If moreover ψ0 ∈ H2(R), then we also have ψ ∈ C(R;H2(R)) ∩ C1(R;L2(R)) and
for any 0 < T <∞
(2.3) ‖ψ‖L∞(0,T ;H2(R)) + ‖∂tψ‖L∞(0,T ;L2(R)) ≤ C(T, ‖ψ0‖H2(R)).
Next we are going to recall the polar factorization technique developed in [2, 3],
see also the reviews [4, 5]. This method allows to define the hydrodynamic quantities
(
√
ρ,Λ) and sets up a correspondence between the wave function dynamics and the
hydrodynamical system. The main advantage of this approach with respect to the
usual WKB method for instance is that vacuum regions are allowed in the theory.
Here we only give a brief introduction and state the results we will exploit later, for
a more detailed presentation and for a proof of the statements in Lemma 5 below
we address to Section 3 in [1].
Given any function ψ ∈ H1(R) we can define the set of polar factors as
(2.4) P (ψ) := {φ ∈ L∞(R) | ‖φ‖L∞ ≤ 1, √ρφ = ψ a.e.} ,
where
√
ρ := |ψ|. In general this set can contain more than one element, due to
the possible appearance of vacuum regions. Nevertheless, as it will be shown in
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the next Lemma, the hydrodynamical quantities (
√
ρ,Λ) are well defined and they
furthermore enjoy suitable stability properties.
Lemma 5 (Polar factorization [2, 3]). Let ψ ∈ H1(R) and √ρ := |ψ|, and let
φ ∈ P (ψ). Then we have ∂x√ρ = Re(φ¯∂xψ) ∈ H1(R) and if we set Λ := Im(φ∂xψ),
we have
(2.5) |∂xψ|2 = (∂x√ρ)2 + Λ2, a.e. x ∈ R.
We stress here the fact that Λ = Im(φ¯∂xψ) is well-defined even if φ is not uniquely
determined, this is a consequence of Theorem 6.19 in [28], which we will state below
as it will be thoroughly used in our exposition.
Lemma 6. Let f : Ω→ R be in H1(Ω), and
B = f−1({0}) = {x ∈ Ω : f(x) = 0} .
Then ∇f(x) = 0 for almost every x ∈ B.
This is in fact true in any space dimensions, but in the 1-D case it trivializes.
Since we consider finite energy solutions in one-dimensional space, Sobolev embed-
ding implies that ψ(t, x) is continuous, and f−1({0}) = Ω0 is a closed set in R,
which means it is a countable disjoint union of closed intervals and points. It is
straightforward to see that {x ∈ Ω0 : ∂xψ(x) 6= 0} ⊂ ∂Ω0, and in the 1-dimensional
case ∂Ω0 is countable, so the conclusion of Lemma 8 is naturally true.
By combining the well-posedness result for the NLS equation (2.1) stated in
Theorem 4 and the polar factorization method recalled in Lemma 5 we can prove
an existence result for finite energy weak solutions to (1.1), see Proposition 8 below.
This result is the one dimensional analogue of some of the results proved in [2, 3]
for the two and three dimensional cases, see also the review [1].
Before stating the results we first recall an useful identity; indeed the nonlinear
dispersive term on the right hand side of the equation for the momentum density
in (1.1) can also be written as
(2.6)
1
2
ρ∂x
(
∂xx
√
ρ√
ρ
)
=
1
4
∂xxxρ− ∂x[(∂x√ρ)2],
so that system (1.1) can also be written as
(2.7)


∂tρ+ ∂xJ = 0
∂tJ + ∂x(Λ
2 + p(ρ) + (∂x
√
ρ)2) =
1
4
∂xxxρ.
We now give the definition of finite energy weak solutions.
Definition 7 (Finite energy weak solutions). Let ρ0, J0 ∈ L1loc(R), we say the pair
(ρ, J) is a finite energy weak solution to the Cauchy problem for (1.1) with initial
data ρ(0) = ρ0, J(0) = J0, in the space-time slab [0, T )×R if there exist two locally
integrable functions
√
ρ ∈ L2loc(0, T ;H1loc(R)), Λ ∈ L2loc(0, T ;L2loc(R)) such that
(i) ρ := (
√
ρ)2, J :=
√
ρΛ;
(ii) ∀ η ∈ C∞0 ([0, T )×R),∫ T
0
∫
R
ρ∂tη + J∂xη dxdt+
∫
R
ρ0(x)η(0, x) dx = 0;
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(iii) ∀ ζ ∈ C∞0 ([0, T )×R),
(2.8)
∫ T
0
∫
R
J∂tζ + (Λ
2 + p(ρ) + (∂x
√
ρ)2)∂xζ − 1
4
ρ∂3xζ dxdt
+
∫
R
J0(x)ζ(0, x) dx = 0;
(iv) (energy inequality) for almost every t ∈ [0, T ) we have E(t) ≤ E(0), where
E(t) is defined in (1.2).
We say (ρ, J) is a global in time finite energy weak solution if we can take T =∞
in the above definition.
Proposition 8. Let (ρ0, J0) be such that ρ0 = |ψ0|2 and J0 = Im(ψ¯0∂xψ0), for
some ψ0 ∈ H1(R). Then there exists a global in time finite energy weak solution
to (2.7) such that
√
ρ ∈ L∞(R;H1(R)), Λ ∈ L∞(R;L2(R)) and the total energy is
conserved for all times.
As already said the proof is completely similar to its higher dimensional analogue,
so we will address the reader to Theorem 4.2. in [1] for more details.
To specify the classes of solution in the frame of the functional I(t) and the
entropy inequality, we give the definition of compactness class weak solutions and
entropy weak solutions, and they will be the solutions for which we prove the
stability result.
Definition 9. Let (ρ, J) be a finite energy weak solution to (2.7) on [0, T ] as in
Definition 7. We say (ρ, J) belongs to compactness class if there exists a λ ∈
L∞(0, T ;L2(R)) such that
√
ρλ = −1
4
∂xxρ+ e+ p(ρ),
where e is the energy density
e =
1
2
(∂x
√
ρ)2 +
1
2
Λ2 + f(ρ)
and for a.e. t ∈ [0, T ] the functional
I(t) =
∫
R
λ2 + (∂t
√
ρ)2 dx ≤ C <∞.
Hence a finite energy weak solution (
√
ρ,Λ) belonging to the compactness class
specified in the Definition above satisfies the following bounds
‖√ρ‖L∞H1 + ‖Λ‖L∞L2 ≤M1,
‖∂t√ρ‖L∞L2 + ‖λ‖L∞L2 ≤M2.
Definition 10. Let (ρ, J) be a finite energy weak solution to (2.7) of compactness
class. (ρ, J) is said to be an entropy weak solution if the entropy inequality
∂te+ ∂x(Λλ− ∂t√ρ∂x√ρ) ≤ 0
is satisfied in the sense of distribution.
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3. Wave Function Lifting and Global Existence
In the previous Section we saw that given a wave function ψ ∈ H1, by means of
the polar factorization it is possible to determine suitable hydrodynamical quan-
tities (
√
ρ,Λ). In this Section we are going to prove the converse, namely given
(
√
ρ,Λ) with finite energy such that Λ = 0 a.e. on {√ρ = 0}, it is possible to define
an associated wave function. The assumption that Λ vanishes on the vacuum is
quite reasonable in view of the polar factorization and of Lemma 6. Indeed for
ψ ∈ H1, we have ∂xψ = 0 a.e. on {ρ = 0} and consequently the quantity Λ ∈ L2
constructed in Lemma 5 satisfies Λ = 0 a.e. in the vacuum region.
We will then exploit the result below in order to prove Theorem 1 on the existence
of global solutions to (2.7).
Proposition 11. Let (
√
ρ,Λ) ∈ H1(R)× L2(R) be hydrodynamic data satisfying
(3.1) ‖√ρ0‖H1 + ‖Λ0‖L2 ≤M1
and let us further assume that Λ = 0 a.e. on {ρ = 0}. Then there exists a wave
function ψ ∈ H1(R) such that
√
ρ = |ψ|, Λ = Im(φ¯∂xψ),
where φ ∈ P (ψ) and P (ψ) is defined in (2.4).
If we furthermore assume that (
√
ρ,Λ) satisfy also the bounds
(3.2) ‖ Λ
2
0√
ρ0
‖L2 + ‖∂2x
√
ρ0‖L2 + ‖
∂xJ0√
ρ0
‖L2 ≤M2,
then ψ ∈ H2(R) and we have
(3.3) ‖ψ‖H2(R) ≤ C(M1,M2).
Proof. Let us consider a sequence {δn} of Schwartz functions such that δn(x) > 0 for
all x ∈ R and δn → 0 as n→∞. For instance we may consider δn(x) = 1ne−|x|
2/2.
We define the following hydrodynamical quantities
√
ρn =
√
ρ+ δn, Λn =
J√
ρn
=
√
ρ√
ρn
Λ,
then we can check that also (
√
ρn,Λn) satisfy (3.1) uniformly in n ∈ N. Indeed,
‖√ρn‖H1 ≤ ‖
√
ρ‖H1 + ‖δn‖H1 ≤ C(M1)
and since
√
ρn(x) ≥ √ρ(x) for every x ∈ R, we have |Λn(x)| ≤ |Λ(x)| a.e. and
consequently ‖Λn‖L2 ≤ ‖Λ‖L2. By construction we straightforwardly have that√
ρn → √ρ in H1(R). Moreover, by assumption we have Λ(x) = 0 for a.e. x ∈
{ρ = 0} and by definition of the approximants the same holds also for Λn. Hence
the pointwise and monotonic convergence
√
ρn(x)→ √ρ(x) also implies
Λn(x)→ Λ(x), a.e. x ∈ R,
and |Λn| converges to |Λ| monotonically. Then the monotone convergence theorem
yields Λn → Λ in L2(R). Furthermore, since √ρn > 0 it is possible to define the
velocity field
vn =
Λn√
ρn
.
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Notice that since
√
ρn is uniformly bounded away from zero on compact intervals
we have vn ∈ L1loc(R), hence it makes sense to define the phase
Sn(x) =
∫ x
0
vn(x) dx
and consequently the wave function
ψn(x) =
√
ρn(x)e
iSn(x).
We can now show that the sequence ψn has a limit ψ ∈ H1(R) which satisfies
|ψ| = √ρ, Im(φ¯∂xψ) = Λ. Indeed, since ∂xψn = eiSn(∂x√ρn + iΛn), we have
‖ψn‖2H1 = ‖∂x
√
ρn‖2H1 + ‖Λn‖2L2 ≤ C(M1),
thus, up to subsequences, ψn ⇀ ψ in H
1. On the other hand, we also have
√
ρn →√
ρ in H1, Λn → Λ in L2 and moreover eiSn ⇀ φ ⋆ − L∞, for some φ ∈ L∞. It is
straightforward to check that φ is a polar factor for ψ, since ψn =
√
ρne
iSn ⇀
√
ρφ.
Furthermore
∂xψn = e
iSn (∂x
√
ρn + iΛx) ⇀ φ (∂x
√
ρ+ iΛ) ,
so that ∂xψ = φ
(
∂x
√
ρ+ iΛ
)
and hence (
√
ρ,Λ) are the hydrodynamical quantities
associated to ψ.
We will now prove the second part of the Proposition, so let us assume that
(
√
ρ,Λ) further satisfy the bounds (3.2). We are going to prove that the sequence
ψn constructed above then is uniformly bounded in H
2, namely
‖ψn‖H2 ≤ C, ∀ n ∈ N.
We already know that ‖ψn‖H1 ≤ C and moreover
∂2xψn =
(
∂2x
√
ρn + i∂x
√
ρnvn + i∂xΛn − vnΛn
)
eiSn
=
(
∂2x
√
ρn + i
∂xJ√
ρn
− Λ
2
n√
ρn
)
eiSn .
Because of the definition of
√
ρn, we also have
|∂xJ|√
ρn
≤ |∂xJ|√ρ ,
Λ2n√
ρn
≤ Λ2√ρ a.e. in R,
so that
‖ψn‖H2 ≤ C(M1,M2).
Since the bound is uniform in n ∈ N, by lower semicontinuity it also holds for
ψ ∈ H2. 
It is straightforward to see that given a set of hydrodynamic data (
√
ρ,Λ) then
the wave function ψ constructed in the Lemma above is not uniquely determined,
as trivially any phase shifted wave function eiαψ, α ∈ R would determine the same
hydrodynamic data. Unfortunately this is not the only source of non-uniqueness.
As we shall see below, one could have a different phase shift on each connected
component of the complementary of the vacuum set. In what follows we provide
some stability/instability properties of the wave function lifting. Given hydrody-
namic data (
√
ρ,Λ) ∈ H1(R) × L2(R) we say that the wave function ψ ∈ H1 is
associated to (
√
ρ,Λ) if
√
ρ = |ψ| and Λ = Im(φ¯∂xψ),
where φ is a polar factor of ψ. The first property we show is that on any connected
component of the set {ρ > 0} the only source of non-uniqueness for the wave
function psi associated to (
√
ρ,Λ) is given by phase shifts.
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Lemma 12. Let ψ1 ∈ H1([a, b]) and ψ2 ∈ H1([a, b]) be two wave functions associ-
ated to the same hydrodynamic data (
√
ρ,Λ) ∈ H1(R)× L2(R), namely
√
ρ = |ψ1| = |ψ2|, Λ = Im(φ¯1∂xψ1) = Im(φ¯2∂xψ2),
where φj is a polar factor of ψj, j = 1, 2. Furthermore we assume ρ > 0 on interval
[a, b]. Then there exists a constant C ∈ C with |C| = 1 such that
ψ2 = C ψ1.
Proof. By the polar factorization Lemma 5 we have
ψj =
√
ρφj and ∂xψj = (∂x
√
ρ+ iΛ)φj , j = 1, 2.
Since the density is strictly positive, the polar factor φj has explicit formulation
φj =
ψj√
ρ
,
and we can define function f = ψ1/ψ2 ∈ H1(R). Direct computation shows
∂xf =∂x
(
ψ1
ψ2
)
=
ψ2∂xψ1 − ψ1∂xψ2
ψ22
=
1
ψ22
[
√
ρφ2(∂x
√
ρ+ iΛ)φ1 −√ρφ1(∂x√ρ+ iΛ)φ2] = 0.
Hence the function ψ1/ψ2 is a constant C, and obviously we have
|C| = |ψ1||ψ2| = 1.

Remark 13. We now give an explicit example where the convergence of associ-
ated wave functions fails. For simplicity we consider the problem on the interval
[−1, 1]. We will construct a sequence {(√ρn,Λn)} ⊂ H1([−1, 1])× L2(R) converg-
ing to (
√
ρ0,Λ0), and (
√
ρ0,Λ0) has an associated wave function ψ0 ∈ H1([−1, 1]).
However there exists no wave function sequence {ψn} ⊂ H1(R) associated to
{(√ρn,Λn)} that converge to ψ0.
We let
√
ρ0 = |x|, Λ0 = 0 and let the associated wave function to be
ψ0(x) =
{ |x| −1 ≤ x ≤ 0
i|x| 0 < x ≤ 1 .
It is obvious that
√
ρ0 ∈ H1([−1, 1]) and ψ0 ∈ H1([−1, 1]). Moreover we have
|ψ0| = |x| = √ρ0, and
φ0(x) =
{
1 −1 ≤ x ≤ 0
i 0 < x ≤ 1
is a polar factor of ψ0, which gives
Im(φ¯0∂xψ0) =
{
Im(1 · 1) −1 ≤ x ≤ 0
Im(−i · i) 0 < x ≤ 1 = 0 = Λ0.
Thus ψ0 is a wave function associated to (
√
ρ0,Λ0). On the other hand, we let√
ρn = |x| + 1n and Λn = 0. It is straightforward to check ψn =
√
ρn ∈ H1(R) is a
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wave function associated to (
√
ρn,Λn). Since ρn > 0 on [−1, 1], by Lemma 12 any
other wave function ψ˜n associated to (
√
ρn,Λn) has the form
ψ˜n = Cnψn = Cn(|x| + 1
n
),
where Cn is a complex number with Cn = |1|. The limit of such ψ˜n can only be
ψ˜0 = C|x| with Cn → C, and ψ˜0 6= ψ0 for any C.
The previous example shows that given a sequence of strongly converging hy-
drodynamic data, it may happen that there is a wave function associated to the
limiting hydrodynamic data which cannot be the limit of the associated wave func-
tions. However we can show that there is at least one wave function, associated
to the limiting hydrodynamic data, which can be attained as a strong limit of a
subsequence of associated wave functions.
Proposition 14. Let us consider a sequence of hydrodynamic data {(√ρn,Λn)}
which converges to (
√
ρ0,Λ0) in H
1(R) × L2(R). Assume {ψn} and ψ0 are wave
functions associated to {(√ρn,Λn)} and (√ρ0,Λ0) respectively. Then there exists
a subsequence ψnk and piecewise constant function σ such that
lim
nk→∞
‖ψn − σ ψ0‖H1(R) = 0,
where the function σ has the form
σ =
∑
j
Cj1(aj,bj), |Cj | = 1,
and (aj , bj)’s are all the connected component of {ρ0 > 0}, i.e.
{ρ0 > 0} = ∪
j
(aj , bj), bj ≤ aj+1.
Proof. For the case that ρ0 ≡ 0, then Proposition is trivial. Therefore we can
assume ρ0 is not identically 0.
First we need to justify the function σ and prove σ ψ0 ∈ H1(R) for any σ given
above. Since
√
ρ0 ∈ H1(R), ρ0 is a continuous function and {ρ0 > 0} is an open
set, which in 1D can be represented as a countable union of disjoint open intervals
as
{ρ0 > 0} = ∪
j
(aj , bj), bj ≤ aj+1,
where aj and bj are the vacuum boundary of ρ0 = |ψ0|2, i.e. ψ0(aj) = ψ0(bj) = 0
for all j. To prove σ ψ0 is a H
1(R) function for any σ of the form
σ =
∑
j
Cj1(aj ,bj), |Cj | = 1,
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we need to prove the weak derivative ∂x(σ ψ0) belongs to L
2(R). Take an arbitrary
test function η ∈ C∞c (R), we have∫
R
η∂x(σ ψ0)dx :=−
∫
R
∂xη σ ψ0 dx
=−
∑
j
Cj
∫ bj
aj
∂xη ψ0 dx
=
∑
j
[
Cj
∫ bj
aj
η∂xψ0 dx− η(bj)ψ0(bj) + η(aj)ψ0(aj)
]
=
∑
j
Cj
∫ bj
aj
η∂xψ0 dx =
∫
R
η σ∂xψ0 dx.
Thus we conclude
∂x(σ ψ0) = σ∂xψ0 ∈ L2(R).
By the polar decomposition Lemma 6 we have
(3.4) ψn =
√
ρnφn and ∂xψn = (∂x
√
ρn + iΛn)φn
with a polar factor φn ∈ P (ψn). Notice that {φn} is a sequence of L∞(R) functions
with uniform bounds 1, hence there exists a φ˜0 ∈ L∞(R) and a subsequence φnk
converges to φ˜0 weakly* in L
∞(R). We define ψ˜0 =
√
ρ0φ˜0. Since (
√
ρn,Λn)
converges strongly to (
√
ρ0,Λ0) in H
1(R) × L2(R), by passing to the limit as
nk →∞ in (3.4) we obtain
ψnk =
√
ρnkφnk ⇀
√
ρ0φ˜0 = ψ˜0,
and
∂xψnk = (∂x
√
ρnk + iΛnk)φnk ⇀ (∂x
√
ρ0 + iΛ0)φ˜0.
It shows ψ˜0 is a weak limit of ψnk , hence ψ˜0 ∈ H1(R) with
∂xψ˜0 = (∂x
√
ρ0 + iΛ0)φ˜0.
Moreover the polar factorization of ψnk and ψ˜0 implies
‖ψnk‖H1(R) = ‖
√
ρnk‖H1(R) + ‖Λnk‖L2(R) → ‖
√
ρ0‖H1(R) + ‖Λ0‖L2(R) = ‖ψ˜0‖H1(R),
then by standard argument we conclude ψnk → ψ˜0 in H1(R). At the same time
we see that ψ˜0 is also a wave function associated to (
√
ρ0,Λ0), thus by Lemma 12
on each component (aj , bj) of the non-vacuum set {ρ > 0}, there exist a complex
number C˜j such that |C˜j | = 1 and
ψ˜0 = C˜jψ0 on (aj , bj).
Let
σ˜ =
∑
j
C˜j1(aj ,bj) ∈ Σ,
then we have ψ˜0 = σ˜ ψ0 on R. 
Now we are at the point to prove Theorem 1, by combining the wave function lift-
ing shown in Proposition 11 and the global well-posedness of the 1–D NLS equation
(2.1) in H1(R) and H2(R) space, which is stated in Theorem 4.
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Proof of Theorem 1. Let us consider (
√
ρ0,Λ0) satisfying (3.1) and such that Λ0 =
0 a.e. on {ρ0 = 0}. By Proposition 11 we know there exists a ψ0 ∈ H1 associated
to (
√
ρ0,Λ0). Let ψ ∈ C([0, T ];H1(R)) be the solution to (2.1) with initial datum
ψ(0) = ψ0 given by Theorem 4. We can thus apply the polar factorization method
and Proposition 8 to show that
√
ρ = |ψ|, Λ = Im(φ¯∂xψ), φ ∈ P (ψ), is a global
in time finite energy weak solution to (2.7). Furthermore also by Proposition 8 we
know that the total energy is a conserved quantity.
Now we are going to prove the second part of the Theorem. If (
√
ρ0,Λ0) sat-
isfy both (3.1) and (3.2) then the wave function ψ0 is actually ψ0 ∈ H2(R). By
the persistence of regularity for the NLS (2.1), we have ψ ∈ C([0, T ];H2(R)) ∩
C1([0, T ];L2(R)) and (2.3) holds for any 0 < T <∞. By using the bound (3.3) we
see that (2.3) also implies
(3.5) ‖∂tψ‖L∞t L2x((0,T )×R) ≤ C(T,M1,M2).
Now, let us recall the definition of λ = − Im(φ¯∂tψ), with φ ∈ P (ψ), then by the
polar factorization and (3.5) we also infer
(3.6) ‖∂t√ρ‖L∞t L2x + ‖λ‖L∞t L2x ≤ C(T,M1,M2),
which implies that the functional in (1.6) is uniformly bounded for a.e. t ∈ [0, T ].
Moreover we can see that
√
ρλ = − Im(ψ¯∂tψ) = −1
4
∂2xρ+
1
2
(∂x
√
ρ)2 +
1
2
Λ2 + ρf ′(ρ),
so that (1.12) holds. To conclude the proof of Theorem 1 it only remains to prove
the bounds in (1.14). We already know that, by the conservation of energy, we have
‖√ρ‖L∞(R;H1(R)) + ‖Λ‖L∞(R;L2(R)) ≤M1.
Let 0 < T <∞ be fixed, by using ∂2xρ = 2Re(ψ¯∂2xψ)+ 2|∂xψ|2, Ho¨lder’s inequality
and Sobolev embedding we have
‖∂2xρ‖L∞(0,T ;L2(R)) . ‖ψ‖2L∞(0,T ;H2(R)) ≤ C(T,M1,M2),
where in the last inequality we used (2.3). On the other hand, by the continuity
equation we have
‖∂xJ‖L∞t L2x = ‖∂tρ‖L∞t L2x . ‖
√
ρ‖L∞t,x‖∂t
√
ρ‖L∞t L2x ≤ C(T,M1,M2),
where again we used Sobolev embedding and (3.6). Finally, let us recall that by
the polar factorization we have
e =
1
2
(∂x
√
ρ)2 +
1
2
Λ2 + f(ρ) =
1
2
|∂xψ|2 + f(|ψ|2).
It is straightforward to see that ∂x|∂xψ| ≤ |∂2xψ| a.e. x ∈ R, so that
‖∂x
√
e‖L∞t L2x ≤ ‖ψ‖L∞t H2x ≤ C(T,M1,M2).

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4. Dispersive estimates
In this section we will collect some a priori estimates holding for the finite en-
ergy weak solutions to (2.7). If we restrict our analysis to Schro¨dinger-generated
solutions - like the ones constructed in the proof of Theorem 1 - then the dispersive
estimates inherited by the NLS dynamics yield a wide range of informations. How-
ever for general solutions that is not the case; the quasi-linear nature of system (2.7)
prevents to successfully exploit semigroup techniques to infer suitable smoothing
estimates.
Consequently we need to infer satisfactory estimates besides the natural ones
given by the conserved mass and energy.
First of all we are going to state a dispersive estimate, which is the hydrody-
namical analogue of the bounds inferred by the pseudo-conformal energy for NLS
solutions [20]. More precisely, for NLS evolutions one can consider a functional
related to the L2 norm of (x + it∇)ψ (this is related to the Galilean invariance of
NLS). By using the polar factorization, we then have
1
2
‖(x+ it∇)ψ(t)‖2L2 =
∫ |x|2
2
ρ(t, x) dx− t
∫
x · J(t, x) dx+ t
2
2
∫
|Λ|2+ |∇√ρ|2 dx.
Thus the hydrodynamical analogue of the functional in [20] is
(4.1) V (t) =
∫
R
x2
2
ρ(t, x) dx − t
∫
R
xJ(t, x) dx + t2E(t),
where the energy E(t) is defined in (1.2).
Proposition 15. Let (ρ, J) be a finite energy weak solution to (2.7) as in Definition
(7) and such that
(4.2)
∫
R
x2ρ0(x) dx <∞.
Then we have
V (t) +
∫ t
0
s
∫
R
ρf ′(ρ)− 3f(ρ) dxds ≤
∫
R
x2
2
ρ0(x) dx.
Proof. First of all let us prove that, if we assume (4.2), then the variance is finite
at any time. Take Θ ∈ C∞c (R) to be a cut-off function such that 0 ≤ Θ ≤ 1,
Θ(x) ≡ 1 for |x| ≤ 1 and Θ(x) = 0 for |x| ≥ 2. Let Θr(x) = Θ(x/r) for r > 0, then∫
R
x2Θr(x)
2ρ(t, x) dx < ∞ is well-defined. Using the continuity equation in (2.7)
we can compute
d
dt
∫
R
x2Θ2r ρ(t, x) dx =−
∫
R
x2Θ2r ∂xJ dx
=2
∫
R
xΘ2r J dx+ 2
∫
R
x2(Θr∂xΘr)J dx
≤2‖Θr + x∂xΘr‖L∞‖Λ(t)‖L2
(∫
R
x2Θ2r ρ(t, x) dx
) 1
2
,
thus by Gronwall and the energy inequality we obtain∫
R
x2
2
Θ2r ρ(t, x) dx . t
2 +
∫
R
x2
2
Θ2r ρ0(x) dx.
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Passing to the limit as r →∞ we get∫
R
x2
2
ρ(t, x) dx . t2 +
∫
R
x2
2
ρ0(x) dx.
Furthermore the boundedness of the variance, together with the energy bounds,
implies ∫
R
xJ dx ≤
(∫
R
x2 ρ dx
) 1
2
(∫
R
Λ2 dx
) 1
2
≤ C.
Now let us consider V (t) and differentiate it with respect to time. By using the
equations (2.7) and the conservation of energy we find
d
dt
V (t) =
∫
R
x2
2
∂tρ dx−
∫
R
xJ(t, x) dx − t
∫
R
x∂tJ dx+ 2tE(t)
=−
∫
R
x2
2
∂xJ dx−
∫
R
xJ(t, x) dx
+ t
∫
R
x∂x[Λ
2 + (∂x
√
ρ)2 + p(ρ)− 1
4
∂3xρ] dx+ 2tE(t)
=2tE(t)− t
∫
R
Λ2 + (∂x
√
ρ)2 + p(ρ) dx
=t
∫
R
2f(ρ)− p(ρ) dx = t
∫
R
3f(ρ)− f ′(ρ)ρ dx.
By integrating in time and by using the energy inequality we then prove the Propo-
sition. 
In the case under our consideration we have f(ρ) = 1γ ρ
γ so that
(4.3) V (t) +
(
1− 3
γ
)∫ t
0
s
∫
ργ dx =
∫
x2
2
ρ0(x) dx.
Furthermore, the functional in (4.1) can also be expressed as
(4.4) V (t) =
∫
R
t2
2
(∂x
√
ρ)2 +
t2
2
(Λ− x
t
√
ρ)2 + t2f(ρ) dx.
A similar identity to (4.3) also appears in Appendix A.2 in [10]. In what follows we
exploit (4.3), (4.4) in order to infer a dispersive type estimate for solutions to (2.7),
similarly to what is done in [6] to study scattering properties of NLS equations.
Proposition 16. Let (ρ, J) be a finite energy weak solution to system (2.7) as in
Definition 7 and let us further assume that
∫
x2ρ0(x) dx <∞. Then we have
(4.5) V (t) . t2(1−σ) +
∫
x2
2
ρ0(x) dx,
where σ = min{1, 12 (γ − 1)}. In particular we have
(4.6) ‖∂x√ρ(t)‖L2 . t−σ,
(4.7)
∫
(Λ(t, x) − x
t
√
ρ(t, x))2 dx . t−2σ.
and
(4.8)
∫
ργ dx . t−2σ.
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Proof. Let us consider the identity (4.3), hence for γ > 3 we have
V (t) ≤
∫
x2
2
ρ0(x) dx
and (4.5) holds for σ = 1. Let us now consider the case 1 < γ ≤ 3, if we define
F (t) =
t2
γ
∫
ργ(t, x) dx
then by (4.3) and (4.4) we have
F (t) ≤ V (t) = (3− γ)
∫ t
0
1
s
F (s) ds+
∫
R
|x|2
2
ρ0(x) dx.
By Gronwall we then have
F (t) . t3−γF (1) +
∫
x2
2
ρ0(x) dx,
which also implies ∫
ργ(t, x) dx . t1−γ .
We can now plug the above estimate in (4.3) in order to obtain
V (t) .
∫ t
0
s2−γ ds+
∫
x2
2
ρ0(x) dx,
which then implies (4.5). 
Remark 17. The dispersive estimates in Proposition 16 have several consequences.
First of all we see that the mass density converges to zero and formally the velocity
field asymptotically approaches a rarefaction wave, namely v(t, x) ∼ x/t as t→∞.
Moreover, from the conservation of energy we may also infer that
lim
t→∞
1
2
‖Λ(t)‖2L2 = E(0),
i.e. for large times all the energy is transferred to the kinetic part; this is somehow
reminiscent of the Landau damping. By Sobolev embedding we also infer
(4.9) ‖√ρ(t)‖L∞ . t−σ/2.
Notice that for γ ≥ 3 this yields the analogue dispersive estimate as for the linear
Schro¨dinger equation.
In general similar estimates appears in many contexts for the study of evolution-
ary PDEs, see [40, 22, 39, 33] and many others. In particular estimates like (4.8)
have been considered in classical compressible fluid dynamics [11, 38, 39], or the
analogue of (4.7) in kinetic theory [7, 34, 23]. Those are also somehow reminiscent
of the vector field method [26] used to study nonlinear wave equations, see also [16]
for recent applications. In the wave function dynamics context, the fact that solu-
tions to the nonlinear problem disperse as much as the linear solutions gives some
informations about their asymptotic behavior, see [20]. Recently an alternative
proof, based on interaction Morawetz estimates [33, 30], was developed in order to
show asymptotic completeness for mass-supercritical, energy-subcritical NLS equa-
tions [13, 21, 37, 12]. It turns out that such estimates hold also for arbitrary weak
solutions to (2.7). Moreover, while for the dispersive estimates in Proposition 16
18 PAOLO ANTONELLI, PIERANGELO MARCATI, AND HAO ZHENG
we need to assume the initial mass density to have finite variance (4.2), in the next
Proposition we only need the weak solutions to be finite energy.
Theorem 18 (Morawetz-type estimates). Let (ρ, J) be finite energy weak solutions
as in Definition 7, then we have
(4.10) ‖∂xρ‖2L2(Rt×Rx) + ‖ρ‖γ+1Lγ+1(Rt×Rx) ≤M
4
1 .
Proof. To obtain the estimates we first define the anti-derivative of J as
(4.11) G(t, x) =
∫ x
−∞
J(t, s)ds.
The finite mass and energy assumption imply J ∈ L∞([0, T ];L1(R)), therefore
G ∈ L∞([0, T ]×R). By integrating the equation of momentum density J in (2.7),
we obtain that G satisfies the equation
(4.12) ∂tG+ Λ
2 + (∂x
√
ρ)2 + p(ρ) =
1
4
∂2xρ.
Let us now consider the functional∫
R
ρ(t, x)G(t, x)dx.
This is the analogue of the interaction Morawetz functional used for NLS equations.
By differentiating with respect to time, we obtain
d
dt
∫
R
ρ(t, x)G(t, x)dx =
∫
R
G∂tρ dx+
∫
R
ρ ∂tGdx
=−
∫
R
G∂xJ dx −
∫
R
ρ[Λ2 + (∂x
√
ρ)2 + p(ρ)− 1
4
∂2xρ]dx
=−
∫
R
ρ p(ρ)dx− 1
2
∫
R
(∂xρ)
2dx.
Recall that p(ρ) = (1 − 1γ )ργ . Integrating the last equality on time interval [0, T ]
we have
(1 − 1
γ
)
∫
R
ργ+1dx+
1
2
∫
R
(∂xρ)
2dx =
∫
R
ρ(0, x)G(0, x)dx −
∫
R
ρ(T, x)G(T, x)dx
≤2‖ρ‖L∞t L1x‖G‖L∞t,x ≤M41 ,
which concludes the proof. 
Remark 19. The dispersive estimates stated in Propositions 16 and Theorem 18
hold, with suitable modifications, also in the multi-dimensional setting. In fact they
hold even for solutions to the Euler-Korteweg system
(4.13)


∂tρ+ div J = 0
dtJ + div
(
J ⊗ J
ρ
)
+∇p(ρ) = ρ∇
(
div(κ(ρ)∇ρ)− 1
2
κ′(ρ)|∇ρ|2
)
.
For example, if we define K(ρ) =
∫ ρ
0 s κ(s) ds, then the analogue of the Morawetz-
type estimates in (4.10) for solutions to (4.13) read
‖|∇| 3−d2
√
ρK(ρ)‖2L2(Rt×Rdx) + ‖|∇|
1−d
2
√
ρp(ρ)‖2L2(Rt×Rdx) .M
4
1 .
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For general solutions to the QHD system, the L∞ dispersive estimate (4.9) holds
only in the one-dimensional case. Indeed, for example for d ≥ 3 we would have
‖√ρ(t)‖
L
2d
d−2 (Rd)
. t−σ.
Notice that for γ ≥ 1+ 2d this is still consistent with the dispersive estimate for the
free Schro¨dinger equation.
5. An hydrodynamic definition of λ and its relations with the
chemical potential
In what follows we are going to give some heuristic motivations in order to obtain
a rigorous definition of the function λ introduced with the functional I(t) in (1.6),
in terms of hydrodynamic variables and independent from the Madelung approach.
Indeed in this approach, as already commented in the Introduction, if we consider a
Schro¨dinger generated solution ρ = |ψ|2, J = Im(ψ¯∂xψ) to the QHD system (2.7),
given by an H2 wave function ψ which solves the NLS equation (2.1), the functional
I(t) turns out to coincide with the square of the L2 norm of ∂tψ, namely
I(t) =
∫
|∂tψ|2 dx.
Hence by using the polar factorization it follows
(5.1) |∂tψ|2 = (∂t√ρ)2 + λ2, a.e. in R,
where via the Madelung formulation one has that the function λ := − Im(φ¯∂tψ) ∈
L∞t L
2
x, provided ψ ∈ L∞t H2x. Moreover by using the regularity of ψ we also have
that λ = 0 a.e. in the vacuum set {ρ = 0}.
Unfortunately is not possible to give directly a meaning to λ = − Im(φ¯∂tψ) only
in terms of hydrodynamical variables, since a direct use of the Schro¨dinger equation
in the Madelung representation of λ would involve the use of formulations containing
distributional derivatives of the polar factor, on which we have no information. On
the other hand, by using the Schro¨dinger equation (2.1), it is straightforward to
define an auxiliary quantity ξ which represents the chemical potential µ, defined in
(1.3), in the quantum probability measure ρdx
(5.2) ξ = ρµ =
√
ρλ = − Im(ψ¯∂tψ) = −1
4
∂2xρ+
1
2
(∂x
√
ρ)2 +
1
2
Λ2 + f ′(ρ)ρ.
By assuming ∂2xρ ∈ L1loc and Λ = 0 a.e. on {ρ = 0}, we have that
ξ = −1
4
∂2xρ+
1
2
(∂x
√
ρ)2 +
1
2
Λ2 + f ′(ρ)ρ
is well-defined function ξ ∈ L1loc and moreover ξ = 0 a.e. on {ρ = 0}.
Therefore ξ/
√
ρ is L1loc(
√
ρdx) so we can define a.e. a function L1loc({ρ > 0}) and
L1loc in the interior of the vacuum set (but not L
1
loc(R))
λ =
{
ξ√
ρ in {ρ > 0}
0 elsehwere,
where we set λ = 0 in the vacuum region to be consistent with the case when the
hydrodynamic quantities are Schro¨dinger-generated via Madelung transforms. By
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using of (5.2), outside the vacuum set, namely the open set {ρ > 0}, we have a.e.
λ = −1
2
∂xx
√
ρ+
1
2
Λ2√
ρ
+
√
ρf ′(ρ),
where ∂2x
√
ρ is intended as
∂2x
√
ρ =
∂2xρ
2
√
ρ
− (∂x
√
ρ)2√
ρ
.
Later as shown by Proposition 23, by assuming in particular λ ∈ L∞t L2x and the
vacuum boundary has no accumulation point, if we consider the distribution λ˜ =
− 12∂xx
√
ρ + 12
Λ2√
ρ1{ρ>0} +
√
ρf ′(ρ) ∈ D′(R), then λ coincides with the restriction
of the λ˜ on the open set {ρ > 0}.
As a conclusion, we set the rigorous definition of function λ as following:
Definition 20. Let (ρ, J) be a finite energy weak solution to (2.7) such that ∂2xρ ∈
L1loc(R) and Λ = 0 a.e. on {ρ = 0}. Then we define λ to be measurable function
given by
(5.3) λ =
{
− 12∂xx
√
ρ+ 12
Λ2√
ρ + f
′(ρ)
√
ρ in {ρ > 0}
0 elsehwere
One should notice that ∂2x
√
ρ and Λ2/
√
ρ may become singular when approach-
ing the vacuum boundary. In what follows, we provide a series of Propositions
characterising the properties of ∂xx
√
ρ, Λ2/
√
ρ for weak solutions (ρ, J) in the com-
pactness class given by the Definition 9. The main result here, stated in Proposition
23 shows that λ can be extended to a Radon measure λ˜, which takes into account
the possible singularity at the boundary of vacuum region.
We recall that, since (
√
ρ,Λ) is a finite energy weak solution, which implies
√
ρ ∈
L∞(0, T ;H1(R)), by Sobolev embedding ρ(t, ·) is continuous for a.e. t ∈ [0, T ].
Then the non-vacuum set of ρ(t, ·) is a union of at most countable disjoint open
intervals of the form
(5.4) V c(t) = {x ∈ R; ρ(t, x) > 0} = ∪
j
(aj(t), bj(t)), bj(t) ≤ aj+1(t).
Notice that two of such intervals could have infinite length. We denote such intervals
as (−∞, b−∞(t)) and (a∞(t),∞) and treat it separately if necessary. On any interval
outside the vacuum, (a, b) ⊂ V c(t), we have the following proposition:
Proposition 21. Let (ρ, J) be a weak solution to (2.7), such that ∂xxρ(t, ·) ∈ L1loc
a.e. in t ∈ [0, T ], satisfying the bounds
(5.5)
‖√ρ‖L∞(0,T ;H1(R)) + ‖Λ‖L∞(0,T ;L2(R)) ≤M1
‖∂t√ρ‖L∞(0,T ;L2(R)) + ‖λ‖L∞(0,T ;L2(R)) ≤M2,
where λ is given by Definition 20. Then
2∂x
√
ρ(2f ′(
√
ρ)
√
ρ)− λ)− 2Λ∂t√ρ ∈ L∞(0, T ;L1(R))
and for any open interval outside vacuum, (a, b) ⊂ V c(t), we have in the sense of
distributions
(5.6) ∂xe = 2∂x
√
ρ(2f ′(
√
ρ)
√
ρ)− λ)− 2Λ∂t√ρ,
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for a.e. t ∈ [0, T ], where e denotes the total energy density given by (1.5). As a
consequence
(5.7)
‖∂x
√
e(t)‖L2x(a,b) ≤ C(M1,M2), and ‖
√
e(t)‖L∞x (a,b) ≤ C(M1,M2)(1 + |b − a|−
1
2 ),
where constant C(M1,M2) depends only on M1 and M2.
Proof. In the interval (a, b) ⊂ V c,
∂2x
√
ρ = (
1
2
∂2xρ− (∂x
√
ρ)2)/
√
ρ
and
∂xΛ = (∂xJ − Λ∂x√ρ)/√ρ
are well-defined functions. Then by definition (1.5) and (5.3) we have following
identities hold
∂xe(t) =∂x
√
ρ∂2x
√
ρ+ Λ∂xΛ + f
′(ρ)∂xρ
=∂x
√
ρ(∂2x
√
ρ− Λ
2
√
ρ
+ 2f ′(ρ)
√
ρ) + ∂x
√
ρ
Λ2√
ρ
+ Λ∂xΛ
=2∂x
√
ρ(2f ′(ρ)
√
ρ− λ) + Λ∂xJ√
ρ
=2∂x
√
ρ(2f ′(ρ)
√
ρ− λ)− 2Λ∂t√ρ,
where in the last identity we use equation (2.7) to write
∂xJ√
ρ
= −2∂t√ρ.
Thus identity (5.6) is proved.
To show the first inequality of (5.7), we divide both side of (5.6) by 2
√
e(t) + ǫ,
ǫ > 0. Since ∂x(e + ǫ) = ∂xe we obtain
∂x
√
e+ ǫ =
∂xe(t)
2
√
e+ ǫ
=
∂x
√
ρ√
e(t) + ǫ
(2f ′(ρ)
√
ρ− λ)− Λ√
e(t) + ǫ
∂t
√
ρ.
By taking the L2x norm over (a, b), and using the bounds (5.5) we get
‖∂x
√
e(t) + ǫ‖L2x(a,b) ≤‖
∂x
√
ρ√
e(t) + ǫ
‖L∞x (a,b)‖2f ′(ρ)
√
ρ− λ‖L2x(aj ,bj)
+ ‖ Λ√
e(t) + ǫ
‖L∞x (a,b)‖∂t
√
ρ‖L2x(a,b)
≤4‖f ′(√ρ)√ρ‖L2x + 2‖λ‖L2x + 2‖∂t
√
ρ‖L2x
≤C(M1,M2).
Passing to the limit as ǫ→ 0 we conclude
‖∂x
√
e‖L2x(a,b) ≤ C(M1,M2).
Last by GagliardoNirenberg inequality, in the interval (a, b) we have
‖
√
e(t)‖L∞x (a,b) ≤ C(M1,M2)(1 + |b− a|−
1
2 ),
22 PAOLO ANTONELLI, PIERANGELO MARCATI, AND HAO ZHENG
Combining it with the first inequality of (5.7), we obtain the L∞x bound of
√
e(t)
in the interval (a, b).

In the next proposition we will prove that ∂2x
√
ρ(t, ·) and Λ2√ρ(t, ·) are integrable
on any open interval (a, b) outside the vacuum.
Proposition 22. Let (ρ, J) be a weak solution to (2.7), such that ∂xxρ(t, ·) ∈ L1loc
a.e. in t ∈ [0, T ], satisfying the bounds
‖√ρ‖L∞(0,T ;H1(R)) + ‖Λ‖L∞(0,T ;L2(R)) ≤M1
‖∂t√ρ‖L∞(0,T ;L2(R)) + ‖λ‖L∞(0,T ;L2(R)) ≤M2,
where λ is given by Definition 20. Then for a.e. t ∈ [0, T ] on any interval (a, b) ⊂
V c(t) with finite length, we have ∂2x
√
ρ(t, ·) ∈ L1x(a, b), Λ
2
√
ρ(t, ·) ∈ L1x(a, b), and the
following bound holds
‖∂2x
√
ρ(t, ·)‖L1x(a,b) + ‖
Λ2√
ρ
(t, ·)‖L1x(a,b) ≤ C(M1,M2)(1 + |b− a|
1
2 + |b− a|− 12 ).
Proof. We first take a function η(x) on [0, 2] such that 0 ≤ η(x) ≤ 1, η(x) ≡ 0
for x ∈ [0, 14 ], η(x) ≡ 1 for x ∈ [ 74 , 2] and |η′(x)| ≤ 1 (η is easy to construct by
mollifying a piecewise linear function). Then for 0 < ǫ < |b − a|/4, we define
ηǫ(x) =


η
(
x−a
ǫ
)
x ∈ (a, a+ 2ǫ]
1 x ∈ [a+ 2ǫ, b− 2ǫ]
η
(
b−x
ǫ
)
x ∈ [b− 2ǫ, b)
∈ C∞c (a, b).
η′ǫ is supported in (a, a+ 2ǫ) and (b− 2ǫ, b), and |η′ǫ(x)| ≤ 1ǫ .
Multiplying (5.3) by 2ηǫ and integrating over (a, b), we obtain∫ b
a
ηǫ
Λ2√
ρ
dx = 2
∫ b
a
ηǫλdx+
∫ b
a
ηǫ∂
2
x
√
ρ dx− 2
∫ b
a
ηǫf
′(ρ)
√
ρ dx.(5.8)
In the right hand side of (5.8), the first and third integral can be controlled as
|
∫ b
a
ηǫλdx| ≤ ‖ηǫ‖L2x(a,b)‖λ‖L2x(R) ≤ C(M2)|b− a|
1
2 ,
|
∫ b
a
ηǫf
′(ρ)
√
ρ dx| ≤ ‖f ′(ρ)√ρ‖L1x(R) ≤ C(M1).
For the second integral in the right hand side of (5.8), applying integration by parts
and using ηǫ ∈ C∞c (a, b), we obtain
|
∫ b
a
ηǫ(x)∂
2
x
√
ρ dx| = |
∫ b
a
η′ǫ(x)∂x
√
ρ dx|.(5.9)
By our construction (5.9) is bounded by
≤ |supp(η
′
ǫ)|
ǫ
‖∂x√ρ‖L∞x (a,b) ≤ 4
√
2‖
√
e(t)‖L∞x (a,b),
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which is bounded by C(M1,M2)(1+ |b− a|− 12 ) by Proposition 21. Since ηǫ and Λ2√ρ
are non-negative functions, we obtain by the estimate of (5.8) that∫ b−2ǫ
a+2ǫ
Λ2√
ρ
dx ≤
∫ b
a
ηǫ
Λ2√
ρ
dx
≤C(M1,M2)(1 + |b− a| 12 + |b− a|− 12 ).
Passing to the limit as ǫ→ 0 by Fatou’s Lemma, we conclude∫ b
a
Λ2√
ρ
dx ≤ C(M1,M2)(1 + |b− a| 12 + |b− a|− 12 ).
To obtain the integrability of ∂2x
√
ρ we simply notice that by definition of λ, in the
interval (a, b) we have
∂2x
√
ρ =
Λ2√
ρ
− 2λ+ f ′(ρ)√ρ.
Therefore ‖∂2x
√
ρ‖L1x(a,b) can be controlled by
‖∂2x
√
ρ‖L1x(a,b) ≤‖
Λ2√
ρ
‖L1x(a,b) + |b − a|
1
2 ‖λ‖L2x + ‖f ′(ρ)
√
ρ‖L1x
≤C(M1,M2)(1 + |b− a| 12 + |b− a|− 12 ).

As a consequence of Proposition 21 and Proposition 22, the local integrability of
∂x
√
e and ∂2x
√
ρ imply
√
e and ∂x
√
ρ are absolutely continuous functions, therefore
it can be continuously extended to the vacuum boundary. More precisely we have
the following Corollary (where AC denotes the space of Absolutely Continuous
functions)
Corollary 1. For all intervals (aj(t), bj(t)) ⊂ V c with finite length, we have
√
e ∈
AC(aj(t), bj(t)) and ∂x√ρ ∈ AC(aj(t), bj(t)), therefore we can continuously extend√
e and ∂x
√
ρ to functions in C[aj(t), bj(t)].
For the semi infinite interval (−∞, b−∞(t)) and (a∞(t),∞),
√
e and ∂x
√
ρ belong
to AC[−R, b−∞(t)] or AC[a∞(t), R] respectively, for any finite R > |a∞(t)|, |b−∞(t)|.
Proof. The statement of absolute continuity directly comes from the integrability
of ∂x
√
e and ∂2x
√
ρ on (aj(t), bj(t)). Moreover we can directly define the continuous
boundary value from right as
√
e(t, aj(t)
+) =
√
e(t, xj) +
∫ aj(t)
xj
∂x
√
e(t, y)dy,
∂x
√
ρ(t, aj(t)
+) =∂x
√
ρ(t, xj) +
∫ aj(t)
xj
∂2x
√
ρ(t, y)dy,
where xj ∈ (aj(t), bj(t)) is a fixed point. Similarly we can define the left boundary
value
√
e(t, bj(t)
−) and ∂x
√
ρ(t, bj(t)
−).
Same argument applies to intervals (−R, b−∞(t)) and (a∞(t), R). 
Now we come back to the definition (5.3) of λ. In the right hand side of (5.3)
we proved that at any fixed t, ∂2x
√
ρ and Λ2/
√
ρ belongs to L1x(aj(t), bj(t)) for all
components (aj(t), bj(t)) ⊂ V c. Therefore the only possible singularity is the jump
of ∂x
√
ρ at the vacuum boundary, which leads to a Dirac-delta in ∂2x
√
ρ in the sense
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of distribution, and it should balanced to make λ a function in L2x(R). Hence in
the case that the vacuum boundary has no accumulation point, we can extend λ to
a Radon measure on R. We conclude it by the next proposition
Proposition 23. Let (ρ, J) be a weak solution to (2.7) such that ∂2xρ(t, ·) ∈ L1loc(R)
for a.e. t ∈ [0, T ] and satisfies the bounds
‖√ρ‖L∞(0,T ;H1(R)) + ‖Λ‖L∞(0,T ;L2(R)) ≤M1
‖∂t√ρ‖L∞(0,T ;L2(R)) + ‖λ‖L∞(0,T ;L2(R)) ≤M2,
where λ is given by Definition 5.3. We also assume that the vacuum boundary
{aj(t)}, {bj(t)} have no accumulation point. Then for a.e. t ∈ [0, T ],
λ˜ = −1
2
∂2x
√
ρ+
Λ2√
ρ
1{ρ>0} + f ′(ρ)
√
ρ
is a Radon measure in M(R) and ∂2x
√
ρ is a distribution in H−1(R).
Therefore it follows that the measure λdx extends to the Radon measure λ˜ in the
following way
(5.10) λ˜ = λdx+
1
2
∑
j
(
∂x
√
ρ(t, b−j )δbj − ∂x
√
ρ(t, a+j )δaj
)
,
where aj = aj(t), bj = bj(t) are the vacuum boundary of ρ(t, ·) as in (5.4), δ· is the
Dirac-distribution.
Proof. We only need to prove the identity (5.10). Let η ∈ C∞c (R) be any test
function, by (5.3)∫
R
η λ dx =
∫
V c
η λ dx
=
∑
j
∫ bj
aj
η
(
−1
2
∂2x
√
ρ+
1
2
Λ2√
ρ
+ f ′(ρ)
√
ρ
)
dx.
The integrals in the right hand side of the last equality are well defined by Propo-
sition (22), and the summation is taken over finite j since {aj}, {bj} have no
accumulation point and the support of η is compact. By using ∂x
√
ρ ∈ C[aj , bj]
and integration by parts we get
−1
2
∫ bj
aj
η∂2x
√
ρ dx = −1
2
∂x
√
ρ(t, b−j )η(bj) +
1
2
∂x
√
ρ(t, a+j )η(aj) +
1
2
∫ bj
aj
∂xη∂x
√
ρ dx.
Summing over j implies
−1
2
∑
j
∫ bj
aj
η∂2x
√
ρ dx =
∫
V c
∂xη∂x
√
ρ dx+
1
2
∑
j
(
∂x
√
ρ(t, a+j )η(aj)− ∂x
√
ρ(t, b−j )η(bj)
)
.
By Lemma 6 we have ∂x
√
ρ = 0 a.e. on V = {ρ = 0}, thus∫
V c
∂xη∂x
√
ρ dx =
∫
R
∂xη∂x
√
ρ dx = −
∫
R
η∂2x
√
ρ dx.
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At the same time we also have∑
j
∫ bj
aj
η
Λ2√
ρ
dx =
∫
R
η
Λ2√
ρ
1{ρ>0}dx,
∑
j
∫ bj
aj
η f ′(ρ)
√
ρ dx =
∫
R
η f ′(ρ)
√
ρ dx.
Therefore we conclude∫
R
η λ dx =
∫
R
η
(
−1
2
∂2x
√
ρ+
1
2
Λ2√
ρ
1{ρ>0} + f
′(ρ)
√
ρ
)
dx
+
1
2
∑
j
(
∂x
√
ρ(t, a+j )η(aj)− ∂x
√
ρ(t, b−j )η(bj)
)
=
〈
η, λ˜
〉
+
〈
η,
1
2
∑
j
(
∂x
√
ρ(t, a+j )δaj − ∂x
√
ρ(t, b−j )δbj
)〉
for any test function η ∈ C∞c (R), which concludes the proof 
Remark 24. The identity (5.10) shows λdx is the absolutely continuous part of the
Radon measure λ˜ with respect to Lebesgue measure, and the singular part of λ˜ is a
sequence of Dirac-delta located at the vacuum boundary. Therefore λ˜ and λ agree
at the level of ξ in the sense that
ξ =
√
ρλ˜ =
√
ρλ.
On the other hand, since λ˜ takes into account the possible jumps of ∂x
√
ρ at the
vacuum boundary, our conjecture is that λ˜ might be a useful tool to characterise
the behaviour of the vacuum boundary or other functions, for example the polar
factor or phase function, whose singularity is at the vacuum boundary. In fact
formally by using the WKB ansatz ψ =
√
ρeiS and Schro¨dinger equation, one can
obtain the equation of the phase function S by
∂tS + µ = 0,
where µ is the chemical potential
µ = −∂
2
x
√
ρ
2
√
ρ
+
1
2
v2 + f ′(ρ).
Mathematically the phase function S and chemical potential µ are not rigorously
defined, however the equation above provides certain possibility to reconstruct the
phase function S from hydrodynamic data by considering the equation
√
ρ∂tS + λ˜ = 0.
6. ”Entropy and Morawetz type” estimates
In this section we are going to discuss further a priori estimates for solutions to
(2.7). In particular the estimates in Proposition 29 will be exploited later to show
the stability result of Theorem 3. As we will see, they are consenquence of the
bounds determining the compactness class of Definition 9 and the weak entropy
inequality in Definition 10. For this reason the uniform bound of the functional
I(t) defined in (1.6) will be fundamental; we will discuss in Proposition 27 below
that for smooth solutions I(t) is controlled over compact time intervals. First of
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all we are going to prove the conservation law (1.7) for the energy density when we
consider smooth, positive solutions to (2.7).
Lemma 25. Let (
√
ρ,Λ) be a smooth solution to (2.7) such that ρ > 0. Then the
energy density e satisfies the following conservation law
(6.1) ∂te+ ∂x(Λλ− ∂t√ρ∂x√ρ) = 0.
Proof. Since we are dealing with smooth solutions and we have ρ > 0, then we can
write system (2.7) as

∂tρ+ ∂x(ρv) = 0
ρ∂tv + ρv∂xv + ρ∂xf
′(ρ) =
1
2
ρ∂x
(
∂2x
√
ρ√
ρ
)
and we notice that the equation for the momentum density can be equivalently
written as
ρ∂tv + ρ∂xµ = 0,
where µ is the chemical potential defined in (1.3). Analogously, the energy density
reads
e =
1
2
(∂x
√
ρ)2 +
1
2
ρv2 + f(ρ).
By using this expression we can differentiate it with respect to time and find
∂te =∂x
√
ρ∂tx
√
ρ+
(
1
2
v2 + f ′(ρ)
)
∂tρ+ ρv∂tv
=∂x (∂x
√
ρ∂t
√
ρ) +
(
−1
2
∂2x
√
ρ√
ρ
+
1
2
v2 + f ′(ρ)
)
∂tρ+ ρv∂tv,
where in the last identity we used the Leibniz formula for the first term. By using
the evolution equations above and definition (1.3) we then have
∂te =∂x (∂x
√
ρ∂t
√
ρ)− µ∂x(ρv)− ρv∂xµ
=∂x (∂x
√
ρ∂t
√
ρ− ρvµ) .

Remark 26. The calculation in Lemma above requires smoothness and positivity of
solutions in order to be rigorously justified; however it is an interesting question to
see whether this conservation law, or its weaker version (1.8) with the inequality,
hold for a larger class of solutions. In this respect we mention the paper [14] where
the authors determine some conditions on the velocity field and the mass density
which allow to show the conservation of energy.
By using the conservation law (6.1) we now show that the functional I(t) is
uniformly bounded over compact time intervals.
Proposition 27. Let (ρ, J) be a smooth solution to (2.7) such that ρ > 0. Then
for any 0 < T <∞ we have
sup
t∈[0,T ]
I(t) . C(T )I(0).
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Proof. Since we consider smooth, positive solutions to (2.7), then we write our
functional I(t) as
I(t) =
1
2
∫
R
ρ(µ2 + σ2) dx,
with the chemical potential defined in (1.3) and where we defined σ = ∂t log
√
ρ.
Now, by using the formula
ρµ = −1
4
∂2xρ+ e+ p(ρ)
we have
∂t(ρµ) =∂t
(
e− 1
4
∂2xρ+ p(ρ)
)
=∂x(∂x
√
ρ∂t
√
ρ− ρvµ)− 1
4
∂txxρ+ ∂tp(ρ).
Again by using the continuity equation we may write
(6.2) ρ∂tµ+ ρv∂xµ = ∂x(∂x
√
ρ∂t
√
ρ)− 1
4
∂txxρ+ ∂tp(ρ).
Now, to write the equation for σ we may proceed in the following way. By writing
the continuity equation as below
∂tρ+ v∂xρ+ ρ∂xv = 0,
we find the equation for log
√
ρ, namely
∂t log
√
ρ+ v∂x log
√
ρ+
1
2
∂xv = 0.
By differentiating the last equation with respect to time and by using ∂tv = −∂xµ
we then obtain
∂tσ + v∂xσ − ∂xµ∂x log√ρ− 1
2
∂2xµ = 0.
By multiplying this by ρ we get
(6.3) ρ∂tσ + ρv∂xσ =
1
2
∂x(ρ∂xµ).
Now we can use the equations (6.2) and (6.2) to compute the time derivative of the
functional I(t). After some calculations we find out that
d
dt
I(t) =
∫
µ∂tp(ρ) dx = 2
∫
p′(ρ)∂t
√
ρλ dx . ‖√ρ(t)‖γ−1L∞ I(t).
By using the dispersive estimate (4.9) and Gronwall inequality gives the desired
result. 
Remark 28. The same result could be obtained if, instead of considering smooth
positive solutions, we deal with Schro¨dinger-generated solutions. Indeed in that
case we have
d
dt
I(t) = −
∫
∂tf
′(ρ) Im(ψ¯∂tψ) dx =
∫
∂tf
′(ρ)
√
ρλ dx.
This fact, together with the stability result proved in the next Section, would
suggest that there are different ways to approximate system (2.7) and obtain weak
solutions.
Let us also remark that in the Schro¨dinger context similar functionals are also used,
for example in the study of growth of Sobolev norms [36].
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In the remaining part of the Section we show that using an approach similar to
the one we used to prove the Morawetz estimate in Theorem 18 and by assuming
that (ρ, J) is a entropy weak solution as in Definition 10, it is possible to infer an
improved space-time bound for the energy density.
Proposition 29. Let (ρ, J) be a finite energy weak solution to (2.7) satisfying the
bounds
(6.4)
‖√ρ‖L∞(0,T ;H1(R)) + ‖√ρ‖W 1,∞(0,T ;L2(R)) ≤M1
‖Λ‖L∞(0,T ;L2(R)) ≤ C, ‖λ‖L∞(0,T ;L2(R)) ≤M2.
Furthermore let us assume that the weak entropy inequality
(6.5) ∂te+ ∂x(Λλ− ∂t√ρ∂x√ρ) ≤ 0
is satisfied in the sense of distribution. Then we have
(6.6) ‖e‖L2t,x + ‖∂2xρ‖L2tL2x + ‖∂xJ‖L∞t L2x ≤ C(M1,M2)(1 + T )
1
2 .
Proof. By Sobolev embedding, (6.4) implies ρ is continuous in space and ‖√ρ‖L∞t,x ≤
C(M1). Then using the equation (2.7) and Ho¨lder inequality we have
‖∂xJ‖L∞t L2x = ‖∂tρ‖L∞t L2x ≤ 2‖
√
ρ‖L∞t,x‖∂t
√
ρ‖L∞t L2x ≤ C(M1,M2).
By proceeding as in the proof of Proposition 18, we define
G(t, x) =
∫ x
−∞
J(t, s)ds+ C1,
where C1 now is a constant such that G ≥ 0 almost everywhere, for instance it
is sufficient to choose C1 > ‖J‖L∞t L1x . By integrating the momentum equation in
(2.7) in space, we obtain
∂tG+ Λ
2 + (∂x
√
ρ)2 + p(ρ) =
1
4
∂2xρ,
which can also be written as
(6.7) ∂tG+ (
√
ρλ+ e)− 2f(ρ) = 0.
Hence (6.4) implies ∂tG ∈ L∞t L1x.
Multiply (6.7) by (
√
ρλ+ e) and integrate it over [0, T ]×R, which gives
(6.8)
∫ T
0
∫
R
(
√
ρλ+ e)2dxdt =−
∫ T
0
∫
R
(
√
ρλ+ e)∂tGdxdt
+ 2
∫ T
0
∫
R
(
√
ρλ+ e)f(ρ)dxdt.
We estimate the right hand side of (6.8) as following:
1D QHD 29
First by integrating by parts in time we have
−
∫ T
0
∫
R
(
√
ρλ+ e)∂tGdxdt =−
∫
R
(
√
ρλ+ e)(t)G(t)dx
∣∣∣∣
T
t=0
+
∫ T
0
∫
R
G∂t(
√
ρλ+ e) dxdt
=
∫
R
(
√
ρλ+ e)(t)G(t)dx
∣∣∣∣
T
t=0
+
∫ T
0
∫
R
G∂t(−1
4
∂2xρ+ 2e+ p(ρ)) dxdt.
The boundary terms can be controlled by∫
R
(
√
ρλ+ e)(t)G(t)dx ≤‖G‖L∞t,x(‖e‖L∞t L1x + ‖
√
ρ‖L∞t L2x‖λ‖L∞t L2x) ≤ C(M1,M2).
Now we estimate the integral
(6.9)
∫ T
0
∫
R
G∂t(−1
4
∂2xρ+ 2e+ p(ρ)) dxdt.
Using the equation of ρ in (2.7) and integration by parts in space, we have
∫ T
0
∫
R
G∂t(−1
4
∂2xρ)dxdt =−
1
4
∫ T
0
∫
R
∂2xG∂tρ dxdt
=
1
4
∫ T
0
∫
R
(∂xJ)
2dxdt,
which is controlled by C(M1,M2)T by the L
∞
t L
2
x bound of ∂xJ . By inequality
(6.5), G ≥ 0 and integrating by parts in space, we obtain
∫ T
0
∫
R
G∂te dxdt ≤−
∫ T
0
∫
R
G∂x(λΛ − ∂x√ρ∂t√ρ) dxdt
=
∫ T
0
∫
R
J (λΛ − ∂x√ρ∂t√ρ) dxdt
≤‖J‖L∞t,x
∫ T
0
‖λΛ− ∂x√ρ∂t√ρ‖L1xdt,
where we have ‖J‖L∞t,x ≤ C(M1,M2) , and by (6.4)
∫ T
0
‖λΛ− ∂x√ρ∂t√ρ‖L1xdt ≤T
(‖λ‖L∞t L2x‖Λ‖L∞t L2x
+ ‖∂x√ρ‖L∞t L2x‖∂t
√
ρ‖L∞t L2x
)
≤C(M1,M2)T.
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Next we have∫ T
0
∫
R
G∂tp(ρ)dxdt =2
∫ T
0
∫
R
Gp′(ρ)
√
ρ∂t
√
ρ dxdt
≤2‖G‖L∞t,x
∫ T
0
‖p′(ρ)√ρ‖L2x‖∂t
√
ρ‖L2xdt
≤2T ‖G‖L∞t,x‖p′(ρ)
√
ρ‖L∞t L2x‖∂t
√
ρ‖L∞t L2x ≤ C(M1,M2)T.
Thus we control (6.9) by C(M1,M2)T .
For the last integral in the right hand side of (6.8), using the L∞t,x bound of
√
ρ
and (6.4), it is straightforward to obtain∫ T
0
∫
R
(
√
ρλ+ e)f(ρ)dxdt ≤ C(M1,M2)T.
Summarising the estimates above, we obtain
‖√ρλ+ e‖2L2t,x ≤ C(M1,M2)(1 + T ),
then
‖e‖2L2t,x ≤‖
√
ρλ+ e‖2L2t,x + ‖
√
ρλ‖2L2t,x
≤‖√ρλ+ e‖2L2t,x + T ‖
√
ρ‖2L∞t,x‖λ‖
2
L∞t L
2
x
≤C(M1,M2)(1 + T ).
Last to obtain the estimate of ∂2xρ, by the definition of λ and the existed bounds
we have
‖∂2xρ‖L2t,x ≤4‖
√
ρλ+ e‖L2t,x + 4‖p(ρ)‖L2t,x ≤ C(M1,M2)(1 + T )
1
2 .
Thus we finish the proof of (6.6). 
7. Stability
In this Section we are going to prove Theorem 3, namely that for weak solutions
belonging to the compactness class in Definition 9, it is possible to infer a suitable
stability property for sequences of solutions. Let us remark here that in general we
don’t know if the solutions constructed in Theorem 1 are the only possible ones,
as there could be some alternative methods to construct weak solutions to (2.7).
However we notice that formally, for solutions to (2.7) the energy (1.2) and the
functional (1.6) are always uniformly bounded along the flow of solutions to (2.7)
as shown in Proposition 27.
To prove Theorem 3 we consider a sequence of weak solutions in the compactness
class, satisfying the following uniform bounds
(7.1)
‖√ρn‖L∞(0,T ;H1(R)) + ‖
√
ρn‖W 1,∞(0,T ;L2(R)) ≤ C
‖Λn‖L∞(0,T ;L2(R)) ≤ C, ‖λn‖L∞(0,T ;L2(R)) ≤ C,
where λn is such that
(7.2)
√
ρnλn = −1
4
∂2xρn + en + p(ρn)
and
(7.3) en =
1
2
(∂x
√
ρn)
2 +
1
2
Λ2n + f(ρn).
1D QHD 31
Besides the above uniform bounds we need some further assumptions in order to
infer the compactness for {∂x√ρn} and {Λn}. More precisely we are going to assume
that one of the three assumptions stated in Theorem 3 hold true. Here we start
by considering assumption (3), namely we assume that the sequence {(√ρn,Λn)}
satisfy the weak entropy inequality
(7.4) ∂ten + ∂x(Λnλn − ∂x√ρn∂t
√
ρn) ≤ 0
for all n ≥ 1. By using Proposition 29 we gain further estimates, namely
(7.5) ‖en‖L2t,x + ‖∂2xρn‖L2t,x + ‖∂xJn‖L∞t L2x ≤ C(1 + T )
1
2 .
By collecting the bounds in (7.1) and (7.5) we can infer that, up to passing to
subsequences, we have
√
ρn ⇀
√
ρ, L∞(0, T ;H1(R)) ∩W 1,∞(0, T ;L2(R)),(7.6)
Λn ⇀Λ, L
∞(0, T ;L2(R)),(7.7)
and for the energy density
(7.8) en ⇀ ν, L
2(0, T ;L2(R)).
One of the main difficulties in showing our stability result is then to verify that
(7.3) holds also in the limit namely that we have
ν =
1
2
(∂x
√
ρ)2 +
1
2
Λ2 + f(ρ).
The next proposition shows that (7.3) indeed holds in the limiting case, and
(
√
ρ,Λ) converges strongly. Furthermore, we prove that ν and Λ vanish almost
everywhere in the vacuum {ρ = 0}, which matches the physical interpretation of
the energy density.
Proposition 30. Let (
√
ρ
n
,Λn) be a sequence of weak solution to (2.7) satisfy the
uniform bounds
(7.9)
‖√ρn‖L∞(0,T ;H1(R)) + ‖√ρn‖W 1,∞(0,T ;L2(R)) ≤ C
‖Λn‖L∞(0,T ;L2(R)) ≤ C, ‖λn‖L∞(0,T ;L2(R)) ≤ C
with λn given by (7.2). Let us also assume that for all n ≥ 1, (√ρn,Λn) satisfy the
entropy inequality
∂ten + ∂x(Λnλn − ∂x√ρn∂t
√
ρn) ≤ 0
in the sense of distribution. Then the weak limits (7.6), (7.7) and (7.8) satisfy
ν =
1
2
(∂x
√
ρ)2 +
1
2
Λ2 + f(ρ)
for a.e. (t, x) ∈ [0T ]×R, and ν = 0 a.e. (t, x) ∈ {ρ = 0}. Furthermore we have
the following local strong convergence
∂x
√
ρn → ∂x√ρ, L2(0, T ;L2loc(R)),
Λn → Λ, L2(0, T ;L2loc(R)).
Proof. By using the identity (7.3), we have that
(7.10) ρnen =
1
8
(∂xρn)
2 +
1
2
J2n + f(ρn)ρn.
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Now, from the uniform bounds (7.5) we know that, up to subsequences,
ρn →ρ, L2(0, T ;H1loc(R))
Jn →J, L2(0, T ;L2loc(R)),
hence, by passing to the limit in (7.10) we obtain
(7.11) ρν =
1
8
(∂xρ)
2 +
1
2
J2 + f(ρ), a.e.
Recall that
Jn =
√
ρnΛn,
then again by passing to the limit we have
J =
√
ρΛ, a.e.
which implies that we can write (7.11) as
(7.12) ρ
(
ν − 1
2
(∂x
√
ρ)2 − 1
2
Λ2 − f(ρ)
)
= 0, a.e.
We now claim that ν = 0 a.e. on {ρ = 0}. From (7.2) we know that
en =
√
ρnλn +
1
4
∂2xρn − p(ρn)
and by passing to the limit we obtain
ν =
√
ρλ+
1
4
∂2xρ− p(ρ).
Again by Lemma 6 we have ∂2xρ = 0 a.e. on {ρ = 0}, consequently we have that
ν = 0 a.e. on {ρ = 0}. On the other hand, for any 0 < R < ∞ let us define
VR = {ρ = 0} ∩ ([0, T ]× (−R,R)), then by using (7.9), (7.3) and (7.8) we have∫ ∫
VR
1
2
(∂x
√
ρ)2 +
1
2
Λ2 dxdt ≤ lim inf
n→∞
∫ ∫
VR
1
2
(∂x
√
ρn)
2 +
1
2
Λ2n dxdt
= lim
n→∞
∫ ∫
VR
en − f(ρn) dxdt
=
∫ ∫
VR
ν − f(ρ) dxdt = 0,
where in the last equality we use 1VR ∈ L2tL2x as a test function. This implies that
Λ = 0 a.e. on {ρ = 0} and consequently from (7.12) we also have
ν =
1
2
(∂x
√
ρ)2 +
1
2
Λ2 + f(ρ).
Last, to prove local strong convergence we notice that for any R > 0, similar as
before we have
lim
n→∞
∫ T
0
∫ R
−R
en − f(ρn)dxdt =
∫ T
0
∫ R
−R
ν − f(ρ) dxdt.
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Therefore by same argument as above∫ T
0
∫ R
−R
1
2
(∂x
√
ρ)2 +
1
2
Λ2 dxdt ≤ lim inf
n→∞
∫ T
0
∫ R
−R
1
2
(∂x
√
ρn)
2 +
1
2
Λ2n dxdt
= lim
n→∞
∫ T
0
∫ R
−R
en − f(ρn) dxdt
=
∫ T
0
∫ R
−R
ν − f(ρ) dxdt
=
∫ T
0
∫ R
−R
1
2
(∂x
√
ρ)2 +
1
2
Λ2 dxdt,
and we conclude
‖∂x√ρ‖L2tL2x,loc = limn→∞ ‖∂x
√
ρn‖L2tL2x,loc and ‖Λ‖L2tL2x,loc = limn→∞ ‖Λn‖L2tL2x,loc .
Then by standard argument we can improve the weak convergence to a strong
one. 
In what follows we are going to show that we are able to prove the analogue of
Proposition 30 even under assumptions (1) or (2) of Theorem 3.
Proposition 31. Let (
√
ρ
n
,Λn) be a of weak solution to (2.7) satisfy the bounds
(7.13)
‖√ρn‖L∞(0,T ;H1(R)) + ‖
√
ρn‖W 1,∞(0,T ;L2(R)) ≤ C
‖Λn‖L∞(0,T ;L2(R)) ≤ C, ‖λn‖L∞(0,T ;L2(R)) ≤ C.
Let us further assume that one of the following conditions hold true for the sequence
{(√ρn,Λn)}:
(1) for almost every t ∈ [0, T ], ρn(t, ·) > 0;
(2) for almost every t ∈ [0, T ], en(t, ·) is continuous.
Then we have
(7.14) ‖∂2xρn‖L∞t L2x + ‖∂xJn‖L∞t L2x + ‖∂x
√
en‖L∞t L2x ≤ C.
Proof. We use C to denote constant independent of the sequence, and it may change
from line to line. Since we only consider a fixed (
√
ρn,Λn) in this proof, for sim-
plicity we will drop out the subscript n.
Recall that in the proof of Proposition 29 the control of ‖∂xJ‖L∞t L2x only depends
on the uniform bounds of form (7.13), therefore it still holds here.
To prove the estimate of ∂x
√
e, we first recall the results of Proposition 21.
Following the argument of Proposition 21, on the non-vacuum set V c = {ρ > 0},
∂xe can be expressed as
∂xe = 2∂x
√
ρ (2f ′(ρ)
√
ρ− λ) + Λ∂xJ√
ρ
,
and consequently we have
‖∂x
√
e‖L∞t L2x(V c) ≤ C.
If assume condition (1) ρ(t, ·) > 0, which means V c = R, we obtain our target
estimate.
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Now we prove that with assumption (2) e(t, ·) is continuous, we have √e(t, ·) ∈
H1(R) and ‖∂x
√
e‖L2x(R) ≤ C. As before the continuity of ρ implies the non-vacuum
set V c is the union of at most countable disjoint open intervals
V c = ∪
j
(aj , bj), bj ≤ aj+1,
and the computation above shows
√
e(t, ·) ∈ H1(V c) with uniform H1 bound. To
extend it to the whole R, we take an arbitrary test function η ∈ D(R), then by
definition of weak derivative∫
R
η ∂x
√
edx := −
∫
R
√
e∂xηdx.
Since e is continuous and e = 0 a.e. in the vacuum set V , we have
−
∫
R
√
e∂xηdx = −
∑
j
∫ bj
aj
√
e∂xηdx
=
∑
j
∫ bj
aj
η∂x
√
e(x)dx − (η(bj)
√
e(bj)− η(aj)
√
e(aj))
=
∫
V c
η∂x
√
e(x)dx −
∑
j
(η(bj)
√
e(bj)− η(aj)
√
e(aj))
≤ ‖η‖L2x‖∂x
√
e‖L2x(V c) −
∑
j
(η(bj)
√
e(bj)− η(aj)
√
e(aj)).
To deal with the last summation we notice that if bj < aj+1, by continuity of
√
e
and and e = 0 in the vacuum set (bj , aj+1) ⊂ V ,
√
e(bj) =
√
e(aj+1) = 0. Therefore
in any case we have η(bj)
√
e(bj) = η(aj+1)
√
e(aj+1), which implies∑
j
(η(bj)
√
e(bj)− η(aj)
√
e(aj)) = 0.
Thus we prove the weak derivative ∂x
√
e ∈ L2(R) and
‖∂x
√
e‖L2x(R) = ‖∂x
√
e‖L2x(V c) ≤ C.
Last by Gagliardo-Nirenberg inequality, the L∞t H
1
x bound of
√
e implies
‖e‖L∞t L2x ≤ C,
and by (7.2)
‖∂2xρ‖L∞t L2x ≤4‖
√
ρ‖L∞t,x‖λ‖L∞t L2x
+ 4‖e‖L∞t L2x + 4‖p(
√
ρn)‖L∞t L2x ≤ C.
The proof is finished. 
Let us remark that for Schrdinger-generated solutions like the ones constructed
in Theorem 1, the bounds in (7.14) come straightforwardly, see (1.14). However for
general weak solutions to (2.7) we need some further assumptions to obtain such
bounds, like (1) or (2) in Theorem (3). The bound of
√
en in (7.14) implies local
strong convergence
(7.15)
√
en → ω, Lp(0, T ;L2loc(R)),
for 2 ≤ p < ∞ and we also have the compactness proposition. Proposition 32 can
be proved by same argument as Proposition 30 with minor modification.
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Proposition 32. Let (
√
ρ
n
,Λn) be a sequence of weak solution to (2.7) satisfy the
uniform bounds
‖√ρn‖L∞(0,T ;H1(R)) + ‖
√
ρn‖W 1,∞(0,T ;L2(R)) ≤ C
‖Λn‖L∞(0,T ;L2(R)) ≤ C, ‖λn‖L∞(0,T ;L2(R)) ≤ C.
Let us further assume that one of the following conditions hold true for the sequence
{(√ρn,Λn)}:
(1) for almost every t ∈ [0, T ], ρn(t, ·) > 0;
(2) for almost every t ∈ [0, T ], en(t, ·) is continuous.
Then the weak limits (7.6), (7.7) and the local strong limit (7.15) satisfy
ω2 =
1
2
(∂x
√
ρ)2 +
1
2
Λ2 + f(ρ)
for a.e. (t, x) ∈ [0T ]×R, and ω = 0 a.e. (t, x) ∈ {ρ = 0}. Furthermore we have
the following local strong convergence
∂x
√
ρn → ∂x√ρ, Lp(0, T ;L2loc(R)),
Λn → Λ, Lp(0, T ;L2loc(R)),
for 2 ≤ p <∞.
To finish the proof of Theorem 3, we only need to show that the strong limit
(
√
ρ,Λ) obtained in Proposition 30 and Proposition 32 is indeed a weak solution of
the QHD system. This is a consequence of the compactness of (
√
ρ
n
,Λn).
Proof of Theorem 3. By the definition of weak solutions, sequence {(ρn, Jn)} sat-
isfy, for any n ≥ 1 and test function η ∈ Cc([0, T )×R),∫ T
0
∫
R
ρn∂tη + Jn∂xηdxdt +
∫
R
ρn,0η(0)dx = 0,
∫ T
0
∫
R
[Jn∂tη + (Λ
2
n + (∂x
√
ρn)
2 + P (ρn))∂xη
−1
4
ρn∂
3
xη]dxdt+
∫
R
Jn,0η(0)dx = 0.
Then by Proposition 30 (or Proposition 32), the strong convergence of ρn and
Jn implies ∫ T
0
∫
R
ρn∂tηdxdt →
∫ T
0
∫
R
ρ∂tηdxdt,∫ T
0
∫
R
Jn∂xηdxdt →
∫ T
0
∫
R
J∂xηdxdt,∫ T
0
∫
R
Jn∂tηdxdt →
∫ T
0
∫
R
J∂tηdxdt,∫ T
0
∫
R
P (ρn)∂xηdxdt →
∫ T
0
∫
R
P (ρ)∂xηdxdt,
−
∫ T
0
∫
R
1
4
ρn∂
3
xηdxdt → −
∫ T
0
∫
R
1
4
ρ∂3xηdxdt,
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and the strong convergence of ∂x
√
ρn and Λn implies∫ T
0
∫
R
(Λ2n + (∂x
√
ρn)
2)∂xηdxdt
→
∫ T
0
∫
R
(Λ2 + (∂x
√
ρ)2)∂xηdxdt.
Similarly we can prove the convergence of the integrals of initial data.
Thus the limit functions (ρ, J) satisfy∫ T
0
∫
R
ρ∂tη + J∂xηdxdt+
∫
R
ρ0η(0)dx = 0,
∫ T
0
∫
R
[J∂tη + (Λ
2 + (∂x
√
ρ)2 + P (ρ))∂xη
−1
4
ρ∂3xη]dxdt+
∫
R
J0η(0)dx = 0.
By definition it is a weak solution to the Cauchy problem of the QHD system. 
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