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High quality factors, strong nonlinearities,
and extensive design flexibility make supercon-
ducting circuits an ideal platform to investi-
gate synchronization phenomena deep in the
quantum regime. Recently [18], it was pre-
dicted that energy quantization and conserva-
tion can block the synchronization of two iden-
tical, weakly coupled nonlinear self-oscillators.
Here we propose a Josephson junction circuit
realization of such a system along with a sim-
ple homodyne measurement scheme to observe
this effect. We also show that at finite detun-
ing, where phase synchronization takes place,
the two oscillators are entangled in the steady
state as witnessed by the positivity of the log-
arithmic negativity.
1 Introduction
Synchronization of coupled self-sustained oscillating sys-
tems is a ubiquitous phenomenon in nature and appears
in fields as diverse as biology [1–3], economics [4], so-
ciology [5] and physics, where it was first scientifically
described [6]. In the latter field an interesting ques-
tion is what happens with synchronization in the quan-
tum regime, i.e. when the limit cycle steady states of
the oscillators are quantum states with no classical ana-
log. Previous work on quantum synchronization has fo-
cused mainly on theoretically identifying and character-
izing differences between classical and quantum synchro-
nization [7–18] and on potential applications of the lat-
ter [19–21]. Experimental observation of quantum syn-
chronization phenomena is hindered by the stringent re-
quirements of high quantum coherence and strong nonlin-
earities, both of which are also key requirements for quan-
tum computation.
Driven in large parts by the quest for a quantum com-
puter, superconducting circuits realized with one or multi-
ple Josephson junctions coupled to microwave resonators
have become a versatile platform to study light-matter in-
teraction at the single photon level. The design flexibil-
ity of superconducting circuits has enabled the realiza-
tion of a wide range of Hamiltonians [22–24] and quan-
tum reservoirs [25–28] with great precision. This in turn
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Figure 1: Energetics of quantum synchronization blockade
of two weakly coupled anharmonic self-oscillators represented
as three level systems with softening anharmonicity 2K. A
resonance between the states |1, 1〉 and |2, 0〉 (|0, 2〉) requires
a detuning ∆ˆ = 2K (∆ˆ = −2K) between the oscillators.
has made possible the observation of textbook nonlinear
quantum optics effects taking place in hitherto inaccessi-
ble regimes [22, 29].
Here we show that superconducting circuits form an
ideal platform for studying synchronization of coupled
nonlinear self-sustained oscillators deep in the quantum
regime. In particular, we provide the blueprint of a cir-
cuit for observing the quantum synchronization blockade
(QSB) recently predicted by Lo¨rch et al. [18]: In contrast
to the classical case where phase synchronization is max-
imal between two weakly interacting self-sustained oscil-
lators of equal frequencies [30], phase synchronization be-
tween two weakly coupled nonlinear self-oscillators, indi-
vidually stabilized to a Fock state, is suppressed on res-
onance. Intuition for this effect can be obtained in the
perturbative limit of weak interactions [18] as illustrated
in Fig. 1: To lowest order, a weak coupling between two
nonlinear self-oscillators stabilized to the Fock state |1〉
can only lead to energy exchange when a finite detuning
compensates for the anharmonicity. At zero detuning, en-
ergy conservation forbids the exchange of energy to lead-
ing order and synchronization is blocked.
At the heart synchronization is a form of correlation. In
the quantum regime, the relation between synchronization
and entanglement is of particular interest [8, 11, 31, 32].
This relation can also be used to define quantum synchro-
nization: If the correlations present in the synchronized
state are non-classical, i.e. if the two oscillators are in an
entangled state, then synchronization is of quantum ori-
gin. Here we show that when synchronization occurs in
our circuit, the steady state of the two oscillators is indeed
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Figure 2: (a) Circuit layout of a coplanar waveguide (CPW)
realization of the system. The upper part shows the measure-
ment setup used to detect synchronization and its blockade
in the homodyne cross-correlations. (b) Minimal lumped el-
ement circuit model (omitting the readout lines). Frequency
multiplexing allows driving of all six modes via the four mi-
crowave ports shown.
entangled.
The focus here is on self-sustained nonlinear quantum
oscillators, which are incoherently driven into non-
classical steady states by a combination of nonlinear
damping and amplification (anti-damping). Rips et al.
[33] proposed a scheme to stabilize nonlinear nanome-
chanical oscillators into non-classical steady states by
taking advantage of the quantized radiation pressure
force between microwave photons and a nanomechanical
oscillator. Crucially, QSB can be observed only when
the energy scale of the nonlinearity K surpasses the
damping rate κ of the oscillator [18]. This single photon
Kerr regime, where κ  K, has not yet been reached
with nanomechanical oscillators currently precluding the
observation of QSB in these systems. In contrast, owing
to tremendous experimental progress [23], supercon-
ducting circuits have recently entered this regime [22]
with ratios as large as K/κ ' 103. Thus motivated, we
adapt the proposal of Rips et al. [33] to circuit quantum
electrodynamics (cQED) replacing the nanomechanical
oscillator with a transmon qubit. The major difficulty in
doing so is that the natural (capacitive or inductive) inter-
action between superconducting oscillators is not of the
radiation pressure form, which complicates engineering
both nonlinear damping and amplification simultaneously.
One of our key results is that we show that this can still be
approximately achieved in the dispersive regime of cQED
in a suitably displaced and rotated frame thus opening up
the possibility to observe non-classical behavior of quan-
tum synchronization with state-of-the-art superconducting
circuits.
2 Circuit and model
A coplanar waveguide (CPW) realization of the supercon-
ducting circuit we consider is depicted in Fig. 2 (a) and
consists of six oscillator circuits: Two capacitively cou-
pled Josephson nonlinear oscillators at the center, each
capacitively coupled to two linear microwave resonators.
A minimal lumped element circuit model for the relevant
modes (one mode per oscillator) is shown in Fig. 2 (b).
The bare resonance frequencies of all six oscillators are
detuned from each other by many times the coupling
strengths. Hence, in this dispersive regime, where energy
exchange is suppressed to first order, the normal modes
of the linearized circuit remain close to the uncoupled
modes and each oscillator can be associated with the cor-
responding normal mode as indicated by the color scheme
of Fig. 2 (a) and (b). Interactions are generated by the
two Josephson cosine nonlinearities (red spider symbols in
Fig. 2 (b)), which couple the normal modes together [34–
38]. Retaining only the dominant leading-order terms
(see [39] for a full derivation), the unitary part of the dy-
namics of this quantum system is governed by the Hamil-
tonianH = Hdisp +Hcontrol with
Hdisp =
2∑
j=1
(
∆aja
†
jaj + ∆cjc
†
jcj + ∆djd
†
jdj −Kja†ja†jajaj − χacj a†jajc†jcj − χadj a†jajd†jdj
)
+ Ja†1a1a
†
2a2, (1)
Hcontrol =
2∑
j=1
{
εaj
(
aj + a
†
j
)
+ εcj
(
cj + c
†
j
)
+ εdj
(
dj + d
†
j
)}
. (2)
Here ai is the bosonic annihilation operator of the normal mode associated with the nonlinear oscillator i ∈ {1, 2},
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which is coupled to two linear resonators with associated
normal mode operators ci and di. This Hamiltonian is
written in a frame rotating with the drives such that ∆aj ,∆cj
and ∆dj denote the detunings between the corresponding
resonators and drives. The rotating wave approximation
(RWA) has been applied and the dominant interactions be-
tween the modes present in Eq. (1), which stem from the
ϕ4 term of the Josephson potentials, are of self-Kerr (Kj)
and cross-Kerr (J , χacj and χ
ad
j ) form.
The other crucial ingredient to achieve the desired limit
cycle steady state is dissipation due to photon losses,
which, in typical quantum optics fashion, is captured via
the zero temperature Lindblad master equation
ρ˙ = −i[H,ρ] (3)
+
∑
i=1,2
(
κaiD[ai] + κciD[ci] + κdiD[di]
)
ρ,
with dissipator D[O]ρ = OρO† − 12{O†O,ρ}, where{A,B} = AB+BA. Here κai describes photon losses in
the nonlinear oscillator i and in Section 5 we will use this
channel for measurements. The rates κci and κ
d
i account
for photon losses in the linear resonators and we shall as-
sume κai  κci , κdi , as motivated further below.
3 Fock state stabilization (J = 0)
To enter the regime of quantum synchronization block-
ade the nonlinear self-oscillators need to be stabilized to
a Fock state [18]. Fock state stabilization in linear su-
perconducting oscillators has been achieved in [40] by
means of an autonomous feedback mechanism mediated
by a strong dispersive interaction with a qubit. Here we
show that the system modeled by Eqs. (1–3), with J = 0
can be used to stabilize a Fock state in the nonlinear os-
cillators. To do so we adapt the proposal of Rips et al.
[33] for stabilizing a single phonon Fock state of a non-
linear nano-mechanical oscillator to the stabilization of a
photonic Fock state of a nonlinear superconducting oscil-
lator. Details of our derivation are provided in [39]. In the
following we sketch the main steps focusing on the differ-
ences with [33].
Since J = 0, we can concentrate on the subsystem con-
sisting of oscillator modes a1, c1 and d1 without loss of
generality and for compactness we drop the subscript 1
in what follows. The central new idea here is to use the
drive terms in Hcontrol to coherently displace the modes,
i.e. a → a + α, c → c + γ and d → d + δ, such as to
generate, via the cross-Kerr terms, a Rabi-type coupling
between the linear and nonlinear oscillators:
χaca†ac†c+ χada†ad†d (4)
↓
χac
(
α∗a+ αa†
) (
γ∗c+ γc†
)
+
χad
(
α∗a+ αa†
) (
δ∗d+ δd†
)
+ . . . (5)
The displacement amplitudes are given by α =
−εa/(∆a − iκa/2), γ = −εc/(∆c − iκc/2) and δ =
Figure 3: Fock state stabilization. (a) Photon number dis-
tribution of the nonlinear oscillator in the steady state. (b)
Wigner function of the steady state. (c) Fidelity of the stabi-
lized state to the Fock state |1〉 as a function of the nonlinear
oscillator detuning. (d) Detunings of the linear oscillators for
optimal stabilization. These results are obtained by numeri-
cally integrating the master equation (3) with J = 0 and pa-
rameters κa = 100 kHz, κc = κd = 10 MHz, K = 30 MHz,
χac = χad = 8 MHz, εa = 500 MHz and εc = εd = 2 GHz.
−εd/(∆d − iκd/2). These amplitudes are chosen such
as to cancel the drive terms upon displacing the quadratic
and dissipative terms. The displacement generates addi-
tional terms indicated by the ellipses in Eq. (5). The ef-
fect of most of these terms can be neglected in RWA,
but some terms are non-rotating and lead to renormaliza-
tions of the oscillator frequencies: ∆a → ∆˜a = ∆a −
χac|γ|2 − χad|δ|2 and ∆c → ∆˜c = ∆c − χac|α|2 as
well as ∆d → ∆˜d = ∆d − χad|α|2. In addition, the dis-
placement transformation of the Kerr term of the a mode
generates two more non-rotating terms: The first one leads
to an additional frequency renormalization: ∆˜a → ∆ˆa =
∆˜a − 4K|α|2 and the second one is the squeezing term
K(α∗2a2 + α2a†2). The latter can potentially adversely
affect Fock state stabilization. However, we find that its
effect on the steady state is negligible if the displacement
amplitude α of the nonlinear oscillator remains small com-
pared with the displacement amplitudes γ and δ of the
linear oscillators such that K/χac  |γ/α| as well as
K/χad  |δ/α|.
Together with appropriately detuned drives, the inter-
action of Eq. (5), allows a state with a narrow excitation
number distribution centered around n0 ∈ N to be stabi-
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Figure 4: (a) Normalized quantum synchronization measure S/J as a function of the bare detuning ∆ = ∆a1 −∆a2 between
the two nonlinear self-oscillators for different values of the bare inter-oscillator dispersive coupling strength J . ∆a2 is varied
while ∆a1 is kept fixed. The steady state is obtained from a quantum trajectory simulation by averaging the long time (i.e.
t  1/γ±) temporal averages over 500 trajectories. (b) Logarithmic negativity EN = log2||ρPTss ||1, showing that when the
oscillators synchronize, entanglement is present, i.e. EN > 0. (c) to (e) Hinton diagrams at three different values of ∆
showing off-resonant synchronization (c) and (e) and synchronization blockade on resonance (d). The area of the squares is
proportional to the amplitude of the complex number 〈k, l|ρss|m,n〉 in Fock space and the color corresponds to its real part.
Correlations between the states |1, 1〉 and |2, 0〉 respectively |0, 2〉 are clearly visible off resonance ((c) and (e)) but are absent
on resonance (d). Animations over the full range of detunings are provided at this url [39]. Parameter values are the same as
in Fig. 3.
lized. Specifically this requires that ∆ˆa = ∆˜c+∆↓ as well
as ∆ˆa = −∆˜d + ∆↑, where ∆↓ = 2Kn0  |∆ˆa + ∆˜c|
and ∆↑ = 2K(n0− 1) |∆ˆa− ∆˜d|. Under these condi-
tions, the red and blue sideband terms χacα∗γa†c+ H.c.,
and χadα∗δ∗ad + H.c., are made simultaneously reso-
nant, while the counter-rotating terms χacαγac + H.c.
and χadαδ∗a†d + H.c. can be neglected in RWA. When
|αγχac|, |αδχad|  κc, κd, the modes of the linear oscil-
lators can further be adiabatically eliminated yielding an
effective master equation with a Lorentzian spectrum for
a Kerr oscillator with nonlinear damping and amplifica-
tion [18, 33, 39]:
ρ˙ = −i[HK ,ρ] + κaD [a]ρ (6)
+ γ↑
∑
m
LmD
[√
m |m〉 〈m− 1|]ρ
+ γ↓
∑
m
LmD
[√
m+ 1 |m〉 〈m+ 1|]ρ.
Here γ↑ = 4|αδχad|2/κ, γ↓ = 4|αγχac|2/κ, Lm =
σ2/[(n0−m)2 +σ2], σ = κ/(4K) andHK = ∆ˆaa†a−
Ka†a†aa. For compactness we consider the case where
κc = κd = κ. When κ  2K, the dominant transitions
are n0 − 1 → n0 at rate γ↑Ln0 and n0 + 1 → n0 at rate
γ↓Ln0 . The system is thus stabilized in the Fock state |n0〉,
which is an eigenstate ofHK .
Fig. 3 shows the results of a numerical simulation with
the full model with J = 0 (Eqs. (1–3)), which includes
all the counter-rotating terms. Because of the frequency
renormalization, we cannot directly obtain the values of
the bare detunings. Instead, for each value of ∆a we de-
termine the corresponding values of ∆c and ∆d by maxi-
mizing the fidelities to the target Fock state (Fig. 3 (d)).
The achievable fidelities (Fig. 3 (c)) range roughly be-
tween 88% and 92% and increase with increasing detuning
of the drive oscillators consistent with the RWA. Thus we
have established that the Fock state stabilizing dynamics
of Eq. (6) can be engineered in our circuit. We next turn to
the case of two coupled systems, i.e. J , 0.
4 Quantum synchronization blockade
Classically, two weakly coupled self-oscillators display
phase synchronization, i.e. the relative phase between the
two oscillators is narrowly distributed around a fixed value
in the steady state [30]. This synchronization is strongest
on resonance, i.e. when the two isolated systems oscillate
at the same frequency. In contrast, Lo¨rch et al. [18] predict
that if two identical Fock state stabilized Kerr oscillators
are weakly coupled with each other by a linear term of the
form J(a†1a2+H.c.), phase synchronization is suppressed
at zero detuning in stark contrast to the classical situation.
In our system (Eqs. (1) and (2)), a linear coupling is
obtained naturally in the displaced frame when J , 0,
since Ja†1a1a
†
2a2 → J
(
α1α
∗
2a
†
1a2 + α∗1α2a
†
2a1
)
+. . . ,
where the ellipses denote additional terms. Among the
latter the only relevant ones under RWA are J |α1|2a†2a2
and J |α2|2a†1a1, which lead to an additional frequency
renormalization.
To quantify phase synchronization we follow [18, 41]
and use the measure
S = 2pimax
φ
[P (φ)]− 1, (7)
with P (φ) =
∫ 2pi
0 dφ1dφ2δ(φ1 − φ2 − φ)p(φ1, φ2)
and p(φ1, φ2) = 〈φ1, φ2|ρss|φ1, φ2〉 and |φi〉 =
(2pi)−1
∑∞
n=0 e
inφi |n〉. Here ρss denotes the steady state
reduced density matrix of the two nonlinear oscillators.
The quantity S ≥ 0 essentially measures how uniform the
relative phase distribution of the two oscillators is. In the
absence of synchronization S = 0 and the larger S is, the
stronger the synchronization. Fig. 4 confirms that quan-
tum synchronization blockade does indeed occur in our
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Figure 5: (a) Maximum of the averaged cross-correlated homodyne signals as a function of the renormalized detuning ∆ˆ
between the nonlinear oscillators. Clearly the cross-correlation mirrors the synchronization measure of Fig. 4 (a). (b) to (d)
Cross-correlation functions of the homodyne signals corresponding to the three different values of ∆ˆ marked by dashed vertical
lines in (a). The individual trajectories are shown in blue and the average over 1000 trajectories is shown in red. Parameter
values are the same as in Figs. 3 and 4.
system as reflected by a suppression of S on resonance
(Fig. 4 (a)). At finite detuning, when the resonance con-
dition ∆ˆ ≡ ∆ˆa1 − ∆ˆa2 = ±2K is satisfied, the phases of
the oscillators synchronize as indicated by the presence of
peaks in S (Fig. 4 (a)). Notice that the spacing between the
two major peaks is reduced compared with the ideal sep-
aration of 4K. This is due to the frequency renormaliza-
tion ∆ → ∆ˆ discussed above and to the coupling, which
split the resonances by ±J . As the coupling strength J
increases, off-resonant synchronization is reduced and a
small bump appears on resonance. Also, because the fi-
delity of Fock state stabilization (for J = 0) depends
on the detuning (Fig. 3 (c)), the synchronization signal is
slightly stronger for positive than for negative detunings.
Interestingly, when the two oscillators synchronize,
their state is entangled as witnessed by the positivity
of the logarithmic negativity [42] EN = log2||ρPTss ||1
(Fig. 4 (b)). Here ρPTss denotes the steady state density
matrix partially transposed with respect to one of the two
oscillators and ||ρ||1 = tr
√
ρρ† is the trace norm. To
gain further insight into the nature of the blocked and the
synchronized states we plot Hinton diagrams of ρss for
J = −6 MHz for the resonant case ∆ = 0 (Fig. 4 (d))
and for the two bare detunings ∆ ' ±0.036 GHz, which
correspond to a synchronization resonance (Fig. 4 (c) and
(e)). When ∆ = 0, the two oscillators are essentially in
the tensor product state |1, 1〉. For ∆ = −0.036 GHz
(∆ = 0.036 GHz) this state hybridizes with the state
|0, 2〉 (|2, 0〉) resulting ideally in the entangled doublet
c11 |1, 1〉 ± c02 |0, 2〉 (c11 |1, 1〉 ± c20 |2, 0〉). The ampli-
tudes c11, c20 and c02 are determined by the competi-
tion between the localizing Fock state stabilization and
the delocalizing inter-oscillator coupling. Since here the
coupling is weak the former dominates leading to a rela-
tively small by-mixing of the states |2, 0〉 and |0, 2〉. Ani-
mations illustrating the synchronization blockade and the
splitting of the resonances as ∆ is varied can be found at
this url [39].
5 Homodyne detection of quantum
synchronization and its blockade
While the synchronization measure S is convenient for
theoretical characterization, it can be challenging to mea-
sure since it requires full state tomography of the two non-
linear oscillators. Here we show that quantum synchro-
nization and its blockade can be detected more simply by
correlating the classical signals obtained from separate ho-
modyne measurements of the phases of the nonlinear os-
cillators.
We choose the phases of the local oscillators such as to
measure the Xi = ai + a†i quadratures. The homodyne
signals from the two oscillators are then given by [43]
Ji(t) = κai 〈Xi〉H +
√
κai ξi(t), (8)
where ξi(t) is a zero mean Gaussian white noise random
process with unit variance and the subscript H indicates
that the expectation value is conditioned on the particular
quantum trajectory ρH(t). The latter is a solution of the
stochastic master equation
ρ˙H = LKρH +
∑
i=1,2
(Ji − κai 〈Xi〉H)H[ai]ρH. (9)
Here LK is the Liouvillian superopertor generating the
right-hand side of Eq. (6), κai plays the role of the cou-
pling to measurement device andH[O]ρ = Oρ+ ρO† −
tr[Oρ + ρO†]ρ, describes the back-action of the homo-
dyne measurement. The phase correlation between the two
oscillators is reflected in the averaged cross-correlation of
the measurement signals. Specifically we look at the max-
imum of the averaged cross-correlation given by
E [Cτ (J1, J2)] = (κa1κa2)E [Cτ (〈X1〉H , 〈X2〉H)] , (10)
where Cτ (x, y) =
∫ T
0 x(t)y(t − τ)dt is the cross-
correlation function, T  γ−1↑ , γ−1↓ is the measurement
time, and E[·] denotes the average value over trajectories.
Fig. 5 shows the results of a stochastic master equation
simulation using the effective model (6) for each oscillator
5
with the same parameter values as used in Figs. 3 and 4.
This confirms that phase synchronization and its blockade
as quantified by S (Eq. (7)), are indeed reflected in the
cross-correlations of the homodyne signals. It is worth-
while to emphasize the simplicity of this detection scheme
and we hope that its adoption will accelerate progress on
the experimental front.
6 Conclusions
Bath engineering with state-of-the-art superconducting
circuits together with measurement methods typically
used for quantum information processing offer a versa-
tile approach to investigate quantum synchronization phe-
nomena. We proposed and analyzed a circuit to test the
recently predicted phenomenon of quantum synchroniza-
tion blockade [18]. Its realization should be within reach
of current technology. We also showed that off-resonant
quantum synchronization in this system is accompanied
by entanglement. Furthermore, we showed that quan-
tum synchronization and its blockade can be detected in
cross-correlations of homodyne signals, greatly simplify-
ing their experimental identification. It is expected that the
results presented here will also be relevant in the near fu-
ture when it becomes possible to build larger networks of
high-Q nonlinear superconducting oscillators. Such sys-
tems are predicted to display a rich variety of quantum
effects [18, 44] and have potential technological applica-
tions [19, 45–47].
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