Recently, a software program has been used in nuclear power plants (NPPs) to digitalize many instrumentation and control systems. To guarantee NPP safety, the reliability of the software used in safetycritical instrumentation and control systems must be quantified and verified with proper test cases and test environment. In this study, a software testing method using a simulation-based software test bed is proposed. The test bed is developed by emulating the microprocessor architecture of the programmable logic controller used in NPP safety-critical applications and capturing its behavior at each machine instruction. The effectiveness of the proposed method is demonstrated via a case study. To represent the possible states of software input and the internal variables that contribute to generating a dedicated safety signal, the software test cases are developed in consideration of the digital characteristics of the target system and the plant dynamics. The method provides a practical way to conduct exhaustive software testing, which can prove the software to be error free and minimize the uncertainty in software reliability quantification. Compared with existing testing methods, it can effectively reduce the software testing effort by emulating the programmable logic controller behavior at the machine level.
Introduction
With a shift in technology to digital systems as analog systems are approaching obsolescence and because of functional advantages of digital systems, existing nuclear power plants (NPPs) have begun to replace analog instrumentation and control (I&C) systems, while new plant designs fully incorporate digital systems [1] . Compared with the analog I&C systems, the digital systems provide advanced performance in terms of accuracy and computational capabilities and have potential for improved capabilities such as fault tolerance and diagnostics [2] . However, the use of microprocessor-based digital systems in NPP safety I&C systems has triggered a big challenge in incorporating their characteristics into the probabilistic risk assessment (PRA) model of NPPs used to evaluate the digital system reliability and its risk effect on the NPP safety.
A comprehensive review of the risk issues of digital I&C systems that should be considered in the NPP PRA model has been conducted by Kang and Sung [3] . Among various issues, estimation of the software failure probability was identified as one of the important factors in terms of NPP risk, and a sensitivity study was conducted to analyze the relationship between the system reliability and the software failure probability for a typical digital reactor protection system (RPS). A report on operation and maintenance experience described how software error was a major cause of digital system failures during 1990e1993 [4] ; during this time, 30 failures were caused by software error, compared with nine random component failures, among a total of 79 digital system failure events. Several reports also stated the importance of software-based errors, which are considered to be a credible source of the common-mode or common-cause failure of the digital systems [5, 6] , that can lead to significant safety threats of NPPs. Therefore, quantification of software reliability plays a very important role in ensuring the safety of NPPs, and the verification of a very low software failure probability is crucial for the PRA of a digitalized NPP.
In response, quantitative software reliability methods such as the software reliability growth model (SRGM), Bayesian belief network (BBN) model, and test-based method have been proposed and adopted in the nuclear field. The SRGM method [7] has been widely used in the software engineering field to assess software reliability by estimating the increment of reliability as a result of fault removal over time. By applying a software reliability model and using existing software failure data to estimate its parameters, the software reliability is assessed and predicted based on extrapolation. However, the SRGM method was found to be not applicable to safety-critical software [8] because of its high sensitivity in estimating the number of faults to time-to-failure data and the rare software failure sets in NPP safety-critical applications that are developed under a strict development and verification and validation life cycle.
The BBN method has also been extensively applied to estimate the software reliability of NPP safety systems [9, 10] . The method models and aggregates disparate information about the software, such as software failure data and the quality of software life cycle activities. However, the limitations of the BBN method in quantifying the software reliability include the need to develop a credible BBN model, which requires identification of a complete and independent set of software attributes and the qualification of experts to estimate model parameters and qualitative evidence. Owing to those limitations, the uncertainty in the estimated software residual faults and failure probability from the BBN model may be very large, which makes it difficult to verify the very low failure probability of 10 À4 to 10 À5 required for safety-critical safety integrity level (SIL) level 4 software [11] . The test-based approach is another method that can be used to assess the reliability of NPP safety-critical software; this method applies standard statistical methods to the results of software testing, in a manner similar to that in which the reliability of hardware components is analyzed [12] . The studies relevant to the test-based approach conducted in the nuclear field are mainly divided into two testing methods: 1) black-box testing methods [13e15] and 2) white-box testing methods [16, 17] . The black-box testing methods consider a software program as a black box, take random samples from its input space, determine if the outputs are correct, and use the results for statistical analyses to estimate the software reliability. However, because the black-box testing methods are conducted without knowledge on the program's internal logic or structure, the limitations of black-box testing include limited coverage and completeness of the test cases [18] . On the other hand, the white-box testing methods have an advantage in that they take into consideration the internal structures of the software; so, the tests are performed to ensure that certain parts of the software are functioning correctly, with full coverage. However, because the white-box testing methods aim to test all possible paths and nodes of the software, the number of tests that must be carried out for exhaustive testing is often very large [17] when the operational profile of the software encountered in an actual use is neglected. Therefore, an efficient and effective software testing framework for the safety-critical software used in NPP digital I&C systems must be developed to prove the correctness of the software and further quantify the software reliability based on software test results.
The objective of this study is to develop a simulation-based software test bed for white-box testing of NPP safety-critical software. The test bed is developed by emulating the microprocessor architecture of a safety-critical programmable logic controller (PLC) used in an NPP digital I&C system and capturing its behavior at each machine instruction line while the software executes its dedicated safety function. The effectiveness of the proposed software testing framework is demonstrated with the safety-critical trip logic software of a fully Integrated Digital Protection System-Reactor Protection System (IDiPS-RPS), developed under the Korea Nuclear Instrumentation & Control Systems (KNICS) project [19] . Given specific software input and internal states, the proposed method can effectively reduce software testing efforts by emulating the software behavior at a machine language level; this is in contrast to existing black-box testing, which uses trajectory inputs for software testing. The test results of safety-critical software from the suggested method can be used to support the software reliability quantification of NPP digital I&C systems and can be applied to the PRA of an NPP to analyze the effect of software failure on the digital system availability or the NPP risk.
Target system
In this section, an overview of the NPP safety-critical digital I&C system in which the test bed is developed is provided. The basic architecture and operation mechanism of the safety-grade PLC used in the target system are reflected in the test bed.
IDiPS-RPS configuration
The IDiPS-RPS is a digitalized RPS developed in the KNICS project for newly constructed NPPs and for upgrading existing analog-based RPS [19] . It has the same function as an analog RPS to automatically generate a reactor trip signal and engineered safety feature actuation signals whenever demand comes. Fig. 1 illustrates the architecture of the IDiPS-RPS, which has four redundant channels of processors for its dedicated safety functions.
As a part of the IDiPS-RPS, the bistable processors (BPs) determine the trip state by comparing the process variables measured from the plant sensors with the predefined pretrip or trip setpoints; coincidence processors (CPs) generate a final hardwareactuating trip signal by voting logic. The processors are configured based on the safety-grade PLC platform (POSAFE-Q) [20] , and the function of each processor is implemented as software in the PLC platform.
POSAFE-Q architecture
The POSAFE-Q consists of various modules, such as a processor module, communication module, and I/O module [21] . The processor module consists of a TI C32 digital signal processor, central processing unit (CPU), and various types of memory, such as flash memory and static random access memory (SRAM). The application programs in the IDiPS-RPS, such as BP trip logic and CP voting logic, are downloaded into the memory embedded within the processor module. The application software is developed based on function block diagram and ladder diagram (FBD/LD) programming. In the implementation, the FBD/LD programs are compiled to machine instruction codes, which are loaded into the PLC memory area and executed by the PLC microprocessor [22] . Fig. 2 shows the safetygrade PLC compile procedure used to generate the machine code from the user application program, written in FBD/LD language.
Test bed development
In this section, the test bed development processes are described. The microprocessor architecture and operation mechanisms of the safety-grade PLC are emulated in the simulated environment. The methods of test bed verification are also described.
Development of software test bed
The most fundamental characteristic of PLC operation is the cyclic operation mode [23] . Each iteration of the cyclic operation of the PLC, called a scan cycle, consists of several operation stages that are sequentially repeated. After checking its own status, the PLC will copy all the software input values into the RAM, where input/ internal/output variable data and user programs are stored. Then, the CPU executes the application program implemented in the PLC memory map, and the output of the software is updated based on the execution result. In each scan cycle, the aforementioned operations are repeated at a fixed interval of time called a scan time.
In this study, to simulate the software behavior given the states of software input and internal variables and to check whether the correct output is generated by the target software application program, a software test bed is developed that captures both the internal (CPU and memory architecture) and external (states of program input and output variables) aspects of the PLC scan cycle. The test bed is developed in C code by emulating the PLC microprocessor architecture, such as the CPU register and memory map [24] and the assembly language instructions. Fig. 3 shows an overview of the developed test bed structure. The test bed is composed of four major modules; the description of each module is as follows: -1) Architecture module: The components of the safety-grade PLC microprocessor consist of CPU register files, such as 40-bit extended registers, 32-bit auxiliary registers, and other registers, and the memory units that are accessible to the CPU, which contains the total memory space of 16-Mbyte 32-bit words.
Within the 16-Mbyte word address space, the program, data, and I/O space are contained, allowing the program code or data of the user application software to be stored in the memory map. In the test bed, the major components of the microprocessor are emulated to capture the state of the CPU instruction line of the application software. To simulate reading or writing of the values from/to the memory space, several different memory addressing modes, including the register, direct, indirect, and immediate addressing modes, are implemented. -2) Assembler module: The instruction set of the safety-grade PLC microprocessor contains a total of 113 instructions. All instructions are defined as a single machine word long (32-bit), and most instructions require one cycle to be executed. The categories of instruction sets include the instructions for load and store, 2-/3-operand arithmetic, program control, interlocked, and parallel operations. The syntax of each instruction set contains its specific 9-bit opcode, the addressing mode, and operands. To emulate the execution of application software in the 32-bit binary format, the functions and syntaxes of instruction sets are implemented in the test bed. -3) Emulation module: Based on the instruction set decoded from the binary program file by the Assembler module, the operands of the instruction set from the register files are read, and the set performs its specific operation. The operation result is written to the CPU registers or to a specific memory element, depending on the operands and addressing modes. The CPU contexts such as the system stack, the condition flags stored in the CPU status register, and the data in the memory area are updated at every machine instruction line. -4) Interface module: The Interface module provides an interface between each module. For example, the instruction set decoded from the Assembler module is transferred to the Emulation module to conduct its specific operation. In addition, the result of instruction set execution by the Emulation module is updated to the CPU register and the memory elements emulated in the Architecture module.
The test bed is executed based on four basic operation processes of the PLC microprocessor: 1) fetch, 2) decode, 3) read, and 4) execute [24] . In the fetch phase, the executable code, which is uploaded to the memory map, is fetched from the Architecture module. In the decode phase, the fetched executable code, in binary form, is decoded into a specific instruction set by the Assembler module. In the read phase, the address generation is performed, and the operands are read from the CPU registers. In the execute phase, the operation of the decoded instruction set is performed by the Emulation module, and the operation results are stored in the CPU register or the memory. If necessary, the registers that represent the status of the microprocessor, such as stack management, are updated during the execute phase.
To conduct software testing using the developed test bed, the program executable code compiled from the user application FBD/ LD program and the program constant file, which contains the memory map of the input (e.g., pressure, water level in NPP) and the internal variable (e.g., counter, test parameters) used in the application program, are loaded into the test bed. Then, the software test cases are uploaded to the memory area emulated in the Architecture module. After all machine instruction lines of the application program are executed, the final status of CPU registers and memory map is automatically saved as an output file for every software test case. By checking the specific memory area that corresponds to a dedicated safety function of the application program, such as the trip signal, generated output files are used to verify whether correct output is generated given the test case.
Verification of software test bed
To validate the developed simulation-based software test bed, unit testing and functional testing were conducted for the instruction sets emulated in the test bed.
Unit testing of software test bed
Unit testing is a software testing method in which the individual units of the source code, such as the associated functions, are tested to determine whether each unit of the code generates the precise expected output [25] . In this study, the unit test cases for every PLC microprocessor machine instruction set were developed and used to verify the correctness of the instruction set operations emulated in the test bed. Fig. 4 shows the procedure of software test bed verification using the instruction unit test cases.
The instruction unit test cases for test bed verification were developed in consideration of all possible addressing modes and operands of the instruction sets based on the specification documents of the safety-grade PLC microprocessor [24] and converted into an equivalent 32-bit binary representation. The initial states (before instruction execution) of the CPU register and memory map are defined based on the unit test cases, and the final state of the microprocessor (after instruction execution) is captured to verify the result by comparing it with the expected final state of the CPU register or memory element. The code coverage analysis result was also used to verify that all source code areas of the instruction set operation in the test bed were correctly executed with full coverage.
Functional testing of software test bed
Functional testing is a type of software testing in which the source code is tested by checking the correctness of the program via comparison of the results for a given specific input [26] . In this study, the standard FBDs defined in IEC61131-3 [27] , such as addition (ADD), logical conjunction (AND), and logical equality (EQ) function blocks, were used to test the functionality and correctness of the test bed by verifying the generated output in the test bed with the expected output of each function block.
The test cases are developed by modeling the standard FBDs, including their input and output ports, and generating an equivalent 32-bit binary program using the digital signal processor compiler. Then, the program file and constant file, which includes the memory map of the input ports and internal variables used in the modeled FBD, are loaded into the test bed. The final state of the output port (after program file execution) is then checked to verify whether the output generated by the test bed is the same as that expected from the FBD model. Fig. 5 shows the procedure of test bed verification using the standard FBDs.
Case study
As a case study, the proposed software testing method was applied to the target safety-critical software program of KNICS IDiPS-RPS. The test cases were developed based on the profile of the software input and internal variables. For each test case, the test results are generated by capturing the final state of the output variable after the application program is executed in the developed test bed.
Target safety-critical software
In the IDiPS-RPS system, the BP compares the process variables transmitted from the measurement instruments in the NPP with the predefined trip setpoints, and the CPs perform two-out-of-four voting logic with the signals transmitted from the four redundant channels of the BP to determine whether the system should generate a trip signal. The function of each module is implemented as a software logic in the PLC memory map in binary format. Among the BP software modules, 19 modules for the trip logics are defined, and the process variable of each module is compared against its predefined threshold values [28] . These trip logics are categorized into four types: 1) fixed set-point trip (10 modules); 2) variable setpoint trip (3 modules); 3) manual reset trip (3 modules); and 4) digital trip (3 modules). Table 1 shows the BP trip logics of the IDiPS-RPS [29] ; the description of each trip setpoint (TSP) type is as follows:
-Fixed set-point logic: As the process input signal rises or falls through the fixed pretrip or trip setpoint, the BP generates the pretrip or trip signal, and the trip setpoint is decreased by hysteresis. When the BP is untripped, it restores the trip setpoint value. -Variable set-point logic: The BP generates a pretrip or trip signal when the process input signal reaches the level of the trip or pretrip setpoint. In this logic, the set-point value can change depending on the rising or falling of the process input signal. -Manual reset logic: The operation is identical to that of variable set-point logic, but the operator can delay the trip by moving the trip setpoint to an upper or lower value by pushing a reset button. -Digital logic: The BP generates a pretrip or trip signal based on the digital input signal (0 or 1) from other RPS modules, such as the core protection calculator.
Among 19 trip logics, the pressurizer-pressure-low (PZR_PR_LO) trip logic, which has a variable TSP and operator bypass function, was chosen as a case study to demonstrate the effectiveness of the proposed software test method. The PZR_PR_LO trip logic is one of the most complicated logics among BP trip logics; it includes various functions, such as operator bypass, reset delay timer, and set-point reset by the operator. Fig. 6 shows the operation logic of the PZR_LO_PR trip [30] . The process variables of the PZR_LO_PR trip logic, which include the pressurizer pressure obtained from the measuring instruments (0e3,000 psi), are processed into analog voltage signals (0e10 voltage direct current (VDC)) that are converted into digital signals (0e30,000 counts) by a 15-bit analogedigital converter [31] . The trip logic generates a trip signal if the process variable decreases below the trip setpoint. When the plant is in full-power mode, the trip setpoint is fixed at 1,779 psi. The trip setpoint ranges between 1,779 psi and 300 psi during shutdown and start-up processes. The operator should manually decrease the trip setpoint while the pressure slowly decreases during the plant shutdown phase. When the pretrip alarm occurs, where the pretrip setpoint is at 70 psi above the trip setpoint, the operator has to push the reset button, after which the trip setpoint decreases to 400 psi below the current pressure. Further decrease of the trip setpoint is not permitted within a certain delay time, and bypass is permitted under 400 psi. When the pressurizer pressure increases as the plant starts up, the trip setpoint is automatically set to 400 psi below the current pressure, and the trip set-point reset bypass is canceled from 500 psi.
Test case generation of target software
The generation of the software test cases that cover all possible states of the software input and internal variables is one of the key steps in the software testebased method. Previous test-based approaches conducted in the nuclear field [12, 13] have involved developing an input set as a trajectory form (a series of successive values for the input variables of a program that occur during the operation of the software over time) by random sampling of test sets from the software input profile. However, the limitations of those approaches include the uncertainty caused by random sampling, the ambiguity in the necessary length of a trajectory, and a long execution time per test case.
Because software failure is basically a deterministic process, i.e., the software will follow the same execution path and generate the same output for the same input and internal state of the software, it is possible to test the software by constructing a test set as a combination of possible profiles of the software input and internal variables and verifying whether the correct output was generated by the software for each test set. Therefore, there is no need for a long input test trajectory as in previous test-based methods; this improvement allows the software testing time to be drastically reduced. Furthermore, compared with the existing black-box testing methods, the total number of test cases for exhaustive software testing which covers all possible software states can be mathematically derived.
In this study, the software test cases were developed by identifying the variables that contribute to generating the output signal of the target PZR_PR_LO trip logic software and deriving a possible profile of the input and internal variables in consideration of the operating profile of the software.
Variables and states of the target software
As previously discussed, the BP trip logics are programmed with FBD/LD language. For example, Fig. 7 shows a part of the RESET_-FALLING logic, which is one of the FBD components in the PZR_PR_LO trip logic. The value of the output variable (TRIP_LOGIC) is generated from the combined execution of several function blocks, as shown in Fig. 7 . The LE_REAL function block in the leftmost position receives the process variable (PV_OUT) and the internal variable (TSP) as inputs and computes the output. The output of LE_REAL function block combined with the TRIP_LOGIC variable is used in the next function blocks as input. If the enable (EN) values of both function blocks are true, the TRIP_LOGIC variable is set as true by the MOVE_BOOL function block, and the value of the TSP variable is increased by the value of the hysteresis (HYS) variable by the ADD2_REAL function block.
The functions of the whole BP trip logic are configured by the network of function blocks in the form of a circuit as a function between the input variables and the output variables, similar to the above example. By inspecting the FBD/LD program of the PZR_PR_LO trip logic, the input and internal variables that determine the state of the output variable of the software (pretrip or trip signal) were investigated. There are a total of 143 variables in the logic. By excluding the variables for the constants and the temporary variables that are automatically calculated based on software input and internal values between scan intervals, the remaining variables that contribute to generating the pretrip or trip signal of the PZR_PR_LO trip logic were identified, as shown in Fig. 8 .
The status of the BP module, whether it is in normal operation mode or manual or automated test mode, is determined by the BP scan flag variable (T_SCAN_FLAG), the BP test status variable (BP_INTEST), and the periodic automated test start signal (BP_PAT_-START) transmitted from the automatic test and interface processor (ATIP). The process variable (_6_PV_OUT_AI) is obtained from the plant sensors and processed through the analog-to-digital converter (ADC) of the BP input module. The pretrip and trip set-point values (_6_PTSP_R, _6_TSP_R) of the trip logic change depending on the process variable and manual set-point reset signal generated by the operator (_6_RST_REQ_MCR_DI, _6_RST_REQ_RSR_DI) when the reset delay counter (_6_RST_DELAY_CNT) exceeds the predefined maximum count value. When its process variable reaches below the level of the trip setpoint that exists at that time, the BP software will generate a trip signal for the PZR_PR_LO trip logic. The trip signal can also be generated if there is an error signal from the analog input module or channel (_6_AI_CH_ERR, AI_2_MDL_ERR, AI2_ch6_6). In specific conditions in which operator bypass is permitted, (_6_OB_PERM) a trip signal can be bypassed if the operator provides a bypass signal (_6_OB_REQ_MCR_DI, _6_OB_REQ_RSR_DI). Detailed description of the selected variables used for the test case generation is shown in Table 2 .
Obtaining the profile of the variables
From the viewpoint of NPP safety, the software testing of the BP trip logic needs to focus on the failure of its dedicated safety function, that is, the failure of trip signal generation when demand comes. In this study, the test cases that include the states of input and internal variables that cover all possible safety signal demand situations of the target software were developed based on the profile of each variable encountered in actual use during plant operation.
As the states of internal variables represent a certain state of running the software, the ranges of each internal variable that generates the trip signal were identified by inspecting the software logic and the other available information, such as the software requirement specification and the software design specification documents [31] . For example, the scan mode of the BP software is determined by the state of two internal variables (BP_INTEST, and T_SCAN_FLAG) and one input variable (BP_T_START), as shown in Table 3 . Because the focus of this study is to derive the test cases that represent the trip initiation condition by the software in normal operation, the possible combination of software internal variables of cases 1, 5, 7, 9, 13, and 15 in Table 3 which results in operational scan mode of the BP was derived as the profile of those variables. The profiles of other internal variables, shown in Table 2 , that generate trip signals were derived in a similar way.
The input variables represent the software input from various sources, such as the pressure or temperature signals from the measurement instruments in the NPP, the operator action from the main control room (MCR) or from the remote shutdown room (RSR), and error signals from other modules. The profiles of the input variables were also derived; these represent the software inputs that are encountered in actual use. Fig. 9 provides an illustration to explain a possible profile of the plant process parameter, which depends on the scan time (how often the digitalized system detects the trip demand) and the plant dynamics (how fast the plant transient is). If a deviation happens in an NPP, the plant process parameter will deviate from its normal value, and a reactor trip signal will be generated if a process parameter goes beyond its setpoint. In the real world, the process parameter exceeds the trip setpoint at points A and B. However, as the digitalized system reads the digital value from the transmitted analog signal converted via the ADC, the digitalized system detects the demand at points A 1 , A 2 , B 1 , and B 2 . Points A 1 and A 2 denote trip demand in cases of slow transient (deviation A), and points B 1 and B 2 denote cases of fast transient (deviation B).
As shown in Fig. 9 , the trip demand is generated at point A 1 (i ¼ À3), which is the 3 rd digital value below the trip setpoint in case of slow transient; the trip demand is generated at point B 1 (i ¼ À9) for fast transient when the scan time is t 1 . As the process parameter moves faster in the case of a fast transient, the profile of the process variable that will generate the trip demand is larger than in the case of slow transient. The profile of the process variable that represents the trip demand condition also depends on how often the digital system scans the input signals. For example, in deviation B in Fig. 9 , the trip demand is generated at point B 1 (i ¼ À9) for scan time t 1 , whereas it is generated at point B 2 (i ¼ À15) for scan time t 2 . Because the deviation of the plant process parameter is limited to a certain time interval, the deviation of the process variable increases as the scan time of the digital system increases. In this study, the profile of the process variable, which is the pressurizer pressure for the PZR_PR_LO trip, was obtained by plant thermo-hydraulic simulation. As a representative pressure transient accident, a loss-of-coolant accident (LOCA) was selected for trip demand condition. Plant model APR-1400 was used to estimate the plant responses using the Multi-dimensional Analysis of Reactor Safety code [32] , which was developed in the Korea Atomic Energy Research Institute for thermo-hydraulic analysis of an NPP. As the design requirements of the IDiPS-RPS limit the scan time to less than 50 ms, the pressure deviation during the time interval between operational scan modes (100 ms) at the point of trip demand was derived based on the simulation results. Fig. 10 shows the deviation of pressurizer pressure before trip demand for various LOCA groups. To derive conservative test cases for trip signal generation by the trip logic software, the plant simulation result for the hypothetical double-ended guillotine break accident case was used to derive the profile of the process variable, as shown in Fig. 10 . Table 4 shows D max which is the maximum i (i th digital value below trip setpoint) given 15-bit ADC resolution obtained from plant simulation results for various LOCA groups. Fig. 10 . Profile of process parameter for various LOCA groups. LOCA, loss-of-coolant operation; PZR, pressurizer. Trip bypass request and permission variables, which are inputs from the operators, are Boolean-type variables; so, they can have a value of either true or false. If an operator gives a trip bypass order, the system should not generate a trip signal; so, only the combinations of those variables that do not bypass the trip signal were examined in this study. The possible states of other input variables in Table 2 that generate the trip signal were derived by inspecting the software code and other available information, such as software requirement specification and software design specification.
Based on the obtained profiles of each input and internal variable, the test cases are formed as the combinations of the profiles of each software variable that will generate trip signal output as true. A total of 705,892,684 test cases were derived, as shown in Table 5 . The test cases were used as input to the developed software test bed to verify whether the output variable updated by the BP trip logic software in the memory area matches the expected output.
Test procedure and results of target software
Based on the test cases derived from the possible states of each software input and internal variable, as described in the previous section, the test starts with initializing of the software test bed, which includes emulating the CPU registers and memory elements of the target digital processor. Then, the binary files of the target application program (PZR_PR_LO trip logic software), including the program file, which consists of the 32-bitelong binary code generated from the user application program written in FBD/LD programming language and the constant file that stores the memory map of the variables used in program, are loaded into the test bed. After reading the binary file of the target software, the test case file, which includes the memory address and the values of the software input and internal variables that should be tested, is loaded into test bed and overwrites the values in the emulated memory map. Then, the program executable file is executed by the test bed, and the value of the memory address, where the output variable (trip signal of PZR_PR_LO trip) is saved as an output file at the end of program execution. The output file is used to check whether the software output is the same as the expected output.
Because the test cases are developed focusing on the trip initiation condition by the target software, the test case is verified as an errorfree portion and saved as correct output if the value of the trip variable corresponds to true. However, if there is any test case that results in a value of trip signal variable of false, it is saved as wrong output and should be reviewed and debugged; the test should be restarted from the beginning, if necessary. Fig. 11 illustrates the procedure of software testing using the developed software test bed with the test cases.
The BP trip logic software consists of 32,566 lines of machine instruction; 98,755 lines were executed on average for a single test case. Among the executed instruction sets, LDIU (load integer unconditionally) and LDI (load integer) machine instructions were executed most frequently, 44,731 and 14,666 times, respectively. It was observed that 50.32% and 8.9% of the total execution time were spent by the LDIU and LDI instructions, where the internal CPU clocks used per instruction were 303 and 163 clocks in the developed software test bed, respectively. The longest internal CPU clocks used per instruction included instructions related to floating-point operation. For example, the CPU clocks used by CMPF (compare floating-point value) and LDFU (load floating-point unconditionally) were 2,406 and 1,104 clocks, respectively. Fig. 12 shows a part of the test results using the test cases developed for the trip initiation condition of the PZR_PR_LO trip logic software as a case study. The output variable of the BP trip logic software is the TRIP_R_a variable, which is sent to CP as a trip signal for the voting logic. The TRIP_R_a variable is packed with trip signal output of various trip logics. For example, the _6_TRIP_R variable, which is the trip signal for the PZR_PR_LO trip logic, is packed at the 5 th bit of the TRIP_R_a variable. As can be seen in Fig. 12 , the test results showed that the state of the TRIP_R_a variable after the program execution is at 0x20, which indicates that the 5 th bit of the trip signal (PZR_PR_LO trip signal) is set to 0x1, meaning that the software generated correct output for the given test case. All the 705,892,684 test cases developed from the LOCA, loss-of-coolant accident; RCS, reactor coolant system. a The scenario assumes that the 30-inch diameter pipe used in the reactor coolant system (RCS) undergoes a double-ended guillotine break (30-inch Â 2) [33] .
previous section generated trip signals for the PZR_PR_LO trip logic, and the test was conducted in 76.04 h using 16 3.60 GHz logical processors, that is, 6.205 ms were spent per test case on average in the software test bed.
Conclusion
In this study, a software test method using a simulation-based software test bed was proposed. The software test bed was developed considering the characteristics of the safety-critical PLC and the CPU architecture and memory map of the PLC microprocessor. Because the software test inputs for a safety-critical application, such as the RPS of an NPP, are inputs that cause activation of protective action, such as reactor trip, the software test case was developed in consideration of the digital signal processing features of the PLC and plant thermo-hydraulics data for plant transients or accidents in an NPP. As an application of the proposed software test method, software test cases were developed for a PZR_LO_PR trip of KNICS IDiPS-RPS BP software logic and were tested by capturing the state of output variables stored in the memory map after the end of the trip logic program.
An important characteristic of the proposed software test approach is that the test sets can be quantitatively derived to achieve exhaustive testing of the safety-critical software. In addition, compared with the existing black-box testing, this method can effectively reduce the software testing time per test case by emulating the software behavior given the software input and internal states at machine language level. Therefore, the proposed software test method can be used to support the software reliability quantification of NPP safety-critical I&C applications and further ensure the safety of software-based digital systems.
Although the proposed framework focuses on verifying that the software logic is error free when demand comes, other causes of software error should be investigated in consideration of the running environment. For example, the environment on which the software is running includes interaction with the operating system and hardware module. Although the application software can be tested as error free using the framework proposed in this study, the software will not generate a safety signal if the operating system kernel does not properly call the application software or if there is any error in the hardware module that affects the application or the operating system software. In addition, external causes of potential software error, such as wrong input by operator mistake or noise from sensors or the signal transmission path, also need to be considered to completely model the software failure.
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