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compared to currently available data. Some predictions shown here have been updated
by including the same experimental cuts as the data. Some additional predictions are
also presented, especially for quarkonia, that were provided to the experiments before
the data were made public but were too late for the original publication are also shown
here.
Keywords: perturbative QCD, hard probes of heavy-ion collisions
12.38.Bx, 25.75.Bh, 25.75.Cj, 13.87.-a
1. Introduction
Members and friends of the JET Collaboration made predictions for the
√
s
NN
=
5.02 TeV p+Pb run at the LHC in the winter of 2013. Predictions were collected
for charged hadrons; identified particles such as π0, K±, and p/p; photons; jets;
J/ψ; and gauge bosons. The observables included individual distributions, ratios
such as RpPb, and correlation functions. The paper in which these predictions were
compiled1 was submitted to this journal and to arXiv.org before the p+Pb run
began in 2013. This paper presents the confrontation of the predictions with data
currently available.
The test beam results for dNch/dη published by the ALICE Collaboration
2 were
presented for the case where the lead beam moved to the right, in the direction of
positive rapidity, in Ref. [1] because this was the accelerator configuration employed
for the test run. Therefore, all predictions for RpPb(y) were reflected to conform
to that convention. However, for the full 2013 run, since some of the detectors,
ALICE and LHCb in particular, are asymmetric around midrapidity, some of the
data were taken in a p+Pb configuration (the proton beam moving toward forward
rapidity) and the rest were taken in a Pb+p configuration (the lead beam moving
toward forward rapidity, as in the case of the test run). Thus, further publications
have generally employed the typical convention, from fixed-target facilities, where
the proton beam moves in the direction of positive rapidity. Thus, in this paper, all
results are presented assuming this convention unless explicitly stated otherwise.
2. Charged particles
In Ref. [1], detailed descriptions of the approaches used to calculate the charged
particle multiplicities, pT distributions and nuclear modification factors, RpPb, in
p+Pb collisions were given. Therefore the model descriptions will not be repeated
here and instead only a brief summary of the various approaches is presented in
this section. Note that almost all approaches involve some parameters tuned at a
specific energy to predict results for other energies. For details, consult Ref. [1] and
the original references included therein.
Event generators determine multiplicities from their models of soft particle pro-
duction followed by fragmentation and hadronization. Hard particle production is
typically based on a p + p generator such as PYTHIA.3 Examples employed here
include HIJING,4–8 HIJINGBB9–12 and AMPT.13 See Secs. 2.3-2.5 in Ref. [1].
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Perturbative QCD approaches involving collinear factorization at leading and
next-to-leading order (LO and NLO) typically require a minimum pT for validity,
making estimates of total multiplicity difficult. However, above this minimum pT ,
they can calculate the pT distributions and modification factors. These calculations
differ in the cold nuclear matter effects employed and the parameters used. Nuclear
shadowing is generally included, as is isospin, differences due to the proton and
neutron number of the target nucleus (most important for Drell-Yan and gauge
boson production). Broadening of the pT distributions in cold matter and medium-
induced energy loss are also often included. See Secs. 2.6-2.7, based on Refs. [14,
15, 16], in Ref. [1].
A more first-principles QCD approach that can provide an estimate of the total
multiplicity is the color glass condensate (CGC). This provides a saturation-based
description of the initial state in which nuclei in a high-energy nuclear or proton-
nucleus collision appear to be sheets of high-density gluon matter. In this approach,
gluon production can be described by kT-factorization which assumes an ordering
in intrinsic transverse momentum rather than momentum fraction x, as in collinear
factorization. The unintegrated gluon density associated with kT factorization is re-
lated to the color dipole forward scattering amplitude which satisfies the JIMWLK
evolution equations.17–20 In the large Nc limit, the JIMWLK equations simplify to
the Balitsky-Kovchegov (BK) equation, a closed-form result for the rapidity evolu-
tion of the dipole amplitude.21–24 The running coupling corrections to the leading
log BK equation, rcBK, have been phenomenologically successful in describing the
rapidity/energy evolution of the dipole.21–28 The initial condition still needs to
be modeled, generally employing the McLerran-Venugopalan model29–31 with pa-
rameters constrained by data. The impact parameter dependent dipole saturation
model (IP-Sat)32–34 is a refinement of the dipole saturation model that reproduces
the correct limit when the dipole radius rT → 0. It includes power corrections to
the collinear DGLAP evolution and should be valid where logs in Q2 dominate logs
of x. See Secs. 2.1-2.2 in Ref. [1] for a more thorough description.
In this update, we do not show all the calculations for the minimum bias charged
particle distributions or the pT -dependent nuclear suppression factor from ALICE,
available from the test beam data, again. Here we only show calculations that
have been updated or are shown against data taken during the full p+Pb run and
were thus not previously available for comparison. In particular, we show updates
of the CGC minimum bias charged particle multiplicity distributions, dNch/dη;
comparisons of the centrality dependence of dNch/dη to the ATLAS data calculated
in the same centrality bins; comparison of the pT distributions to the ALICE and
CMS midrapidity data; calculations of the average pT as a function of the charge
particle multiplicity; and comparisons of the nuclear suppression factor, RpPb(pT ),
at midrapidity for ALICE and CMS.
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2.1. Multiplicity distribution (J. Albacete, A. Drumitru and A.
Rezaeian)
In the original compilation,1 it was shown that the charged particle pseudorapidity
distributions, dNch/dη, particularly in the CGC approach, exhibited a considerably
steeper slope than the data, especially for η in the direction of the lead nucleus.
Since then, the CGC calculations have been adjusted, as described below.
In Fig. 1, results are shown for the charged-particle pseudorapidity density for
non-single diffractive p+Pb collisions at
√
s
NN
= 5.02 TeV. In order to compare
to the ALICE data,2 the boost of the η = 0 laboratory frame is accounted for by
adding a rapidity shift of ∆y = −0.465. The details of calculation can be found
in Ref. [27]. The results are based on kT -factorization and the impact-parameter
Color Glass Condensate saturation model (b-CGC). The parameters of the b-CGC
model were determined from a fit to the small-x HERA data, including data from
diffractive vector meson production.35, 36
When employing kT factorization, the rapidity distribution has to be recast in
terms of pseudorapidity:
y(h) =
1
2
log
√
cosh2 η + µ2 + sinh η√
cosh2 η + µ2 − sinh η
. (1)
The Jacobian of the rapidity to pseudorapidity transformation is h = ∂y/∂η. The
scale µ is determined from the typical transverse mini-jet mass,mjet, and transverse
momentum, pT .
28, 37–40 Different definitions of µ can be found in the description
of kT factorization.
27 Here µ2 = m2jet/p
2
T is employed. The main theoretical un-
certainty in this approach is the choice of the mini-jet mass. The value of mini-jet
mass changes the overallK-factor in the kT -factorization approach, indicating that
mjet may mimic some higher-order corrections. Unfortunately, the value of mjet is
connected to both soft and hard physics and its true value cannot be determined
at the current level of calculational accuracy.
Variations in the choice of µ and mjet may result in uncertainties as large as
∼ 15− 20% at the LHC. The RHIC data alone, previously used to fix mjet and K
is not enough to uniquely fix mjet
a.
In Fig. 1 results on the minimum bias dNch/dη are shown for different values
of mjet. Values of mjet in the range 1 ≤ mjet < 30 MeV provide equally good
descriptions of the RHIC data on charged hadron multiplicity. It appears that
mjet ≈ 5 MeV gives the best description of the ALICE data with an uncertainty of
less than 4%.27 This value of mjet is remarkably similar to the up and down current
quark masses.
Albacete and Dumitru also show that dNch/dη depends strongly on the y → η
aThe K factor is not calculable but is absorbed into an overall factor determined from fits to lower
energy midrapidity data. This factor includes contributions from fragmentation and the effective
interaction area. Note that mjet changes the shape of dNch/dη while K does not. While K and
mjet are correlated, fixing mjet to the ALICE data can put better limits on K.
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Figure 1. (Color online) The ALICE charged particle pseudorapidity distribution in minimum-
bias p+Pb collisions at
√
s
NN
= 5.02 TeV.2 The b-CGC curves are based on leading log kT -
factorization and the b-CGC saturation model. The results are obtained for mjet = 1, 5, and
10 MeV. The plot is taken from Ref. [27].
transformation. The rcBK calculation depends on the Jacobian of this transforma-
tion which is not uniquely defined in the CGC framework. It is necessary to as-
sume a fixed mini-jet mass, related to the pre-hadronization/fragmentation stage.
In Ref. [1], they assumed the same transformation for p + p and p+Pb collisions.
The result in Fig. 2 shows the dependence of dNch/dη on the Jacobian trans-
formation. The open and filled squares represent the original result1 while the
filled triangles are based on a Jacobian with the hadron momentum modified by
∆P (η) = 0.04η[(Nprojpart + N
targ
part )/2 − 1]. The results are essentially identical in the
proton direction but differ considerably in the direction of the lead beam. The differ-
ence shows the sensitivity of this result to the mean mass and pT of the unidentified
final-state hadrons.
2.2. Centrality dependence of dNch/dη (Z. Lin and A. Rezaeian)
A good description of the minimum-bias data alone cannot be considered a sufficient
test of a particular approach since there are a number of alternative approaches2
which can describe the same set of data. The charged hadron multiplicity distri-
bution at different centralities provides complementary information to discriminate
among models.
In the b-CGC approach, the impact parameter dependence of the saturation
scale is an important ingredient for the description of the centrality dependence of
charged particle production. The impact parameter dependence of Qsat in the b-
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Figure 2. (Color online) Charged particle pseudorapidity distribution at
√
s
NN
= 5.02 TeV as a
function of η with and without the adjusted Jacobian, calculated by Albacete and Dumitru.
CGC model is self-consistently constrained by a fit to the t-distribution of diffractive
vector meson production at HERA.35, 36 Therefore, the centrality dependence of
dNch/dη at the LHC for fixed mjet = 5 MeV introduces no new free parameters.
In Fig. 3, predictions for the charged hadron multiplicity distribution at different
centralities are compared to the ATLAS data41 in p+Pb collisions at 5.02 TeV.
The theoretical band shown in Fig. 3 incorporates uncertainties due to fixing the K
factor and the mini-jet mass by fitting the RHIC minimum-bias data.42, 43 Figure 3
shows that, within theoretical uncertainties, the b-CGC approach generally provides
a better description of the ATLAS data in the proton region than in the nuclear
fragmentation region, especially for the more central collisions. The calculations
have a rather linear dependence on η while the data exhibit more curvature at
midrapidity.
The better agreement of the calculations with the results in the proton di-
rection for more central collisions may be expected since the b-CGC model was
constrained by small-x data in e+ p scattering at HERA. Interestingly, the b-CGC
calculations better reproduce the lead-going multiplicity for the most peripheral
bins, (40-60)% and (60-90)%, while underestimating the multiplicity in the proton
direction. Future diffractive data, including the t distribution of diffractive vector
meson production in electron-ion collisions, can provide complementary informa-
tion to constrain saturation models, including the impact parameter dependence
for nuclear targets.
The recent ALICE data44 on the centrality dependence of charged hadron pro-
duction in p+Pb collisions are consistent with the ATLAS data. The b-CGC pre-
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Figure 3. (Color online) The charged particle pseudorapidity distributions in the ATLAS central-
ity bins41 compared to calculations based on leading log kt-factorization in the b-CGC saturation
model. The central value of the calculation is for mjet = 5 MeV. From top down the central-
ity bins are: (1-5)%, (5-10)%, (10-20)%, (20-30)%, (30-40)%, (40-60)%, and (60-90)%. There is
no additional scaling, neither on the data nor the calculations. See Ref. [27] for details of the
calculation.
dictions provide a somewhat better description of the ALICE data44 with the V0A
centrality selection. (The ALICE data are not shown in Fig. 3).
Figure 4 compares the results from the AMPT event generator to the same ATLAS
data, including also the 0-1% centrality bin. In the AMPT results, shown in the lab
frame, the centrality in p+Pb collisions is defined according to the total transverse
energy within the η range of the ATLAS forward calorimeter in the lead-going
direction. The uncertainty on the calculations are statistical. The AMPT results have
an inflection point near midrapidity, similar to the data. The most central results,
especially the 0-1% bin, underestimate the multiplicity in the lead-going direction
significantly. However, the (1-5)%, (5-10)% and (10-20)% calculations reproduce
the lead-going direction results relatively well. The semi-central results, (20-30)%
and (30-40)%, overestimate the measured multiplicity. Finally, the multiplicity in
the most peripheral bins are well reproduced.
Neither calculation reproduces all the ATLAS data. Both do well in some cen-
trality bins but the regions where the agreement is good differ in the two approaches.
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The minimum bias results are similar to that of the (40-60)% centrality bin while
the p+ p result is similar to the (60-90)% centrality bin.
Figure 4. (Color online) The charged particle pseudorapidity distributions in the ATLAS centrality
bins41 compared to AMPT calculations. From top down the centrality bins are: (0-1)%, (1-5)%, (5-
10)%, (10-20)%, (20-30)%, (30-40)%, (40-60)%, and (60-90)%. There is no additional scaling,
neither on the data nor the calculations.
2.3. Transverse momentum distribution (J. Albacete, G. G.
Barnafo¨ldi, J. Barette, W.-T. Deng, A. Dumitru, H. Fujii,
M. Gyulassy, P. Levai, Z. Lin, Y. Nara, M. Petrovici, V.
Topor Pop, X.-N. Wang, and R. Xu)
Here the transverse momentum distriutions for charged particle production at
midrapidity are compared to the ALICE data45 (|η| < 0.8) and the CMS data46
(|η| < 1). While the calculations are not necessarily in the identical rapidity range as
the data, the bin width is divided out so that normalizations of all the calculations
should be compatible with the data.
Figure 5 shows the results for rcBK,26 HIJINGBB2.0,9–12 and AMPT.13
The rcBK result gives an upper limit (solid curve) and a lower limit (dashed
curve) at η = 0. The limits are uncertainty estimates due to small variations in the
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scale entering the coupling and fragmentation functions. The results are generally
in agreement with the data for pT < 2 GeV while, for larger pT , the results are
higher than the data. This may not be a surprise since, at sufficiently high pT , the
hard scale becomes larger than the saturation scale and the approach should no
longer be valid.
The HIJINGBB2.0 distributions9–12 include strong color fields with κ = 2.1
GeV/fm and the hard scattering scale, p0, set to 3.1 GeV. The results with shad-
owing (WS) were calculated with the default HIJING parameterization.4, 5 They are
in rather good agreement with the data up to pT ∼ 4 GeV. At higher pT , the
results with and without shadowing bracket the upper limit on the rcBK results.
The calculation without shadowing is always higher that including shadowing.
On the other hand, the AMPT distributions, have a rather different curvature from
the ALICE data and the other calculations shown in Fig. 5. They drop faster at
low pT than the other results but then become harder at high pT , becoming similar
to the data for pT > 5 GeV, especially for the CMS data. There is essentially no
difference between the default AMPT results and those with string melting.
Figure 5. (Color online) Charged particle pT distributions at
√
s
NN
= 5.02 TeV. The solid and
dashed cyan curves outline the rcBK band.26 The magenta curves, calculated with HIJINGBB2.0 are
presented without (dot-dashed) and with (dotted) shadowing. The AMPT results are given by the
dot-dash-dash-dashed (default) and dot-dot-dot-dashed (SM) blue curves. The data are from the
ALICE45 (left) and CMS46 (right) Collaborations. All the calculations were presented in Ref. [1].
Figure 6 shows several options for cold matter effects in HIJING2.1.8 The solid
red curves labeled “shadowing, sg = 0.28” treats hard scatterings as in default
HIJING but includes a stronger gluon shadowing than quark scattering, consistent
with the Pb+Pb data at
√
s
NN
= 2.76 TeV. The other two results, the dashed
magenta and dot-dashed blue curves, labeled “DHC” changes the order of the scat-
tering processes in HIJING2.1 so that hard scatterings are simulated first, followed
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Figure 6. (Color online) Charged particle pT distributions at
√
s
NN
= 5.02 TeV. The charged
hadron pT distribution in p+Pb collisions with different HIJING2.1 options
8 is also compared to
data. The data are from the ALICE45 (left) and CMS46 (right) Collaborations. All the calculations
were presented in Ref. [1].
by the soft scatterings so as to not limit the hard scatterings.
The results including shadowing are very similar for all pT , only the calcula-
tion without shadowing has a different pT dependence. The distributions including
shadowing agree well with the ALICE data for 4 < pT < 12 GeV but are some-
what above the data for higher pT . On the low end of the pT range, the calculation
without shadowing is in better agreement with the data. The same trend is clearly
seen for the CMS data except, at the highest pT , the wide bins can accommodate
the calculations with shadowing.
None of the calculations can describe the entire pT range of either data set. The
treatment of hard scatterings in AMPT and HIJING2.1 reproduce the pT distribu-
tions best at high pT . However, they gave a rather poor description of the ALICE
RpPb(pT ) from the test beam, see Ref. [1]. Of the calculated pT distribution shown
here, only the rcBK result gave a rather good description of RpPb(pT ) for all pT ,
albeit with a wide uncertainty band.
2.4. Average transverse momentum (A. Rezaeian)
Within the kT -factorization formalism, supplemented by the b-CGC saturation
model, it is possible to compute the average transverse momentum of charged par-
ticles in p+ p, p+Pb and Pb+Pb collisions.47
In Fig. 7, the average transverse momentum of charged particles, 〈pT 〉, is shown
as a function of the charged particle multiplicity, Nch, in p+ p, p+Pb and Pb+Pb
collisions at
√
s
NN
= 7, 5.02 and 2.76 TeV respectively, in the pT range 0.15 < pT <
10 GeV at midrapidity, |η| < 0.3. The theoretical uncertainties are also shown.47
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Figure 7. (Color online) The average transverse momentum, 〈pT 〉, of charged particles in the range
0.15 < pT < 10 GeV as a function of charged particle multiplicity, Nch, in p+p, p+Pb, and Pb+Pb
collisions at
√
s
NN
= 7, 5.02 and 2.76 TeV respectively for |η| < 0.3. The b-CGC band includes
the theoretical uncertainties.47 The ALICE data48 are also shown. (Taken from Ref. [47].)
Note that, for large Nch, 〈pT 〉 is smaller in Pb+Pb collisions than in p+Pb and p+p
for the same value of Nch. This is because the effective area of the interaction region
is different in Pb+Pb collisions compared to the smaller systems. While the trends
of the calculations are similar to the data and the magnitudes are well matches, the
curvature of the p+ p and Pb+Pb calculations is slightly different than the data.
Events with Nch < 〈Nch〉 are more perpherial and thus less dense compared
to minimum-bias collisions. Note that the average charged particle multiplicity
reported by ALICE48 is 〈Nch〉 ≈ 259.9, 11.9 and 4.42 in Pb+Pb, p+Pb and p + p
collisions respectively in the kinematics of Fig. 7. Therefore, at moderate Nch,
Nch < 150 in Fig. 7, the Pb+Pb system is dilute since 〈Nch〉 ≈ 259.9 while, in
p+ p collisions, the same multiplicity selection criteria corresponds to a very rare,
high-density event.
Neither final-state hadronization nor collective hydrodynamics effects are re-
quired in this approach to describe the main features of the data shown in Fig. 7.
The logarithmic rise of 〈pT 〉 with the density or charged hadron multiplicity is
directly related to the rise of the saturation scale with density in the CGC ap-
proach.27, 28, 37, 38, 40, 47
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Figure 8. (Color online) The nuclear modification factor RpA(pT ) for inclusive charged hadron
production in minimum-bias p+Pb collisions at
√
s
NN
= 5.02 TeV and η = 0. The calculations
are solutions of the rcBK equation with Q2
0A
= 0.168N GeV2 for 4 < N < 6 (grey area). The
black curve shows N = 5. The calculations are detailed in Ref. [27]. The points are the ALICE
data while the dashed red lines delineate the experimental systematic uncertainties.45 (The plot
is taken from Ref. [27]).
2.5. Nuclear modification factor (K. J. Eskola, I. Helenius, H.
Paukkunen and A. Rezaeian
The original calculations of the nuclear modification factor were compared to the
already available ALICE test beam data45 in Ref. [1]. Those results showed that,
with wide uncertainty bands, the CGC-type approaches agreed with the ALICE
data.45 Perturbative QCD approaches generally agreed with the trends of the data
but underestimated the rise of RpPb(pT ) at low pT . Event generators typically did
not agree well with the data. These results are not reproduced, see Ref. [1] for
details. Only updates are presented here.
2.5.1. rcBK (A. Rezaeian)
As emphasized in Ref. [1], the uncertainty on the b-CGC calculation was rather
large because, for fixed scale, αs, the value of N varied between 1 and 5, resulted
in a wide range of predictions. Here, further constraints on the allowed value of N
gives 4 < N < 6, consistent also with the value of the saturation scale extracted
from other observables.
In Fig. 8, the updated predictions are compared with the ALICE minimum bias,
midrapidity data.45 The ALICE data are in good agreement with the predictions
shown in Fig. 2 of Ref. [27]. These solutions of the rcBK evolution equation with
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average initial nuclear saturation scale of Q20A = 0.168N GeV
2 employed N ≈ 5,
constrained in Ref. [27]. It is remarkable that the preferred value of N corresponds
to the average value of Q0A extracted by other means, see Eq. (19) in Ref. [27].
While the ALICE data have rather large systematic uncertainties, they can
nevertheless impose a strong additional constraint on the initial nuclear saturation
scale. They prefer 4 < N < 6 with effectively zero strong coupling to the inelas-
tic terms, αins ≈ 0, as shown in the gray region of Fig. 8. However, a larger N
with a finite αins cannot currently be ruled out. The scale employed in α
in
s can-
not be determined within the current approximation, a full NNLO calculation, as
yet unavailable, is required. Therefore, the freedom to choose αins in the hybrid
factorization formalism introduces rather large uncertainties.49
A remarkable feature of the ALICE RpPb data is that the data show no evidence
of any Cronin-type enhancement. While the experimental uncertainites are too large
to draw any firm conclusion, if this feature persists in more precise data, it can be
considered evidence of small-x evolution effects at the LHC. A measurement of
RpPb at forward rapidities at the LHC could provide an additional crucial test of
the CGC approach with valuable information about the saturation dynamics.27
2.5.2. Minimum-bias charged-hadron production in p+Pb collisions:
Collinear factorization (K. J. Eskola, I. Helenius and H. Paukkunen)
The inclusive production of charged hadrons and jets (see Sec. 3.1) are intimately
related. Thus, based on the excellent description of jet production by the EPS09
nPDFs seen in Fig. 15 of Sec. 3.1, fair agreement of the calculations with charged-
hadron production could have been expected. As shown in Fig. 9, there is indeed
agreement between the EPS09-based predictions50 and the ALICE data51 for the
nuclear modification factor RpPb for pT > 10 GeV
b. However, the CMS measure-
ment53 of RpPb(pT ) at pT & 20 GeV increases by some 40%, clearly beyond the
expectations of the EPS09 NLO nPDFs.
Similar indications of a large pT enhancement are also present in the preliminary
ATLAS data,59 but since these data have been centrality selected, no direct com-
parison is made due to the biases that the centrality classification in p+Pb collisions
is known to pose.60 On the contrary, the ALICE data51 for the same observable
shows no sign of such an increase. However, the pT range is more limited.
More light can be shed on this mystery by considering the absolute pT spectra
measured in p+Pb collisions and the baseline p+p data used in forming RpPb. Since
no direct p+ p data were available at
√
s
NN
= 5.02 TeV, the experimental collab-
orations have constructed these baseline data from measurements at other nearby
center-of-mass energies, generally
√
s = 2.76 and 7 TeV. In Fig. 9, the measured pT
spectra are contrasted with the NLO calculations. In addition to the nuclear mod-
bFor identified pions, agreement can be expected to extend to lower pT since the enhancement
around pT ∼ 3 GeV is absent in the preliminary ALICE data.52
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Figure 9. (Color online) The charged-hadron nuclear modification factor measured in p+Pb col-
lisions by the ALICE51 (diamonds) and CMS53 (circles) collaborations. The data are compared
to NLO calculations50 which use the CT10 free proton PDFs,54 EPS09 NLO nuclear modifica-
tions,55 and three different set of fragmentation functions (Kretzer,56 KKP57 and DSS58). The
EPS09 uncertainty range is shown as a sky blue band and is calculated using the DSS fragmen-
tation function.
ifications, these calculations also depend on the parton-to-hadron fragmentation
functions (FFs). While it is known61 that none of the currently available sets of frag-
mentation functions can optimally reproduce the LHC datac, if the same set of FFs
is used when comparing calculations to the independent p+ p and p+Pb data sets,
it is possible to draw conclusions regarding the mutual agreement/disagreement of
the calculations with the data. Such a comparison is presented in Fig. 10 which
shows ratios of the CMS and ALICE data to NLO calculations using Kretzer FFs56
in p+ p and p+Pb collisions at different center-of-mass energies.
The behaviour of the ALICE and CMS data relative to the NLO calculations in
all panels of Fig. 10 is very similar. They more or less agree within the uncertainties,
apart, perhaps, from the
√
s = 2.76 TeV result. In the case of the ALICE and CMS√
s = 5 TeV p + p baseline, the data-to-theory ratios are approximately flat for
pT & 10 GeV. The same is true for the ALICE p+Pb data. However, the CMS
p+Pb data show a distinct upward slope from pT ≈ 20 GeV onward. It thus appears
that the origin of the differences in RpPb comes from the p+Pb data and not the
p+ p baseline. In any case, gluon antishadowing large enough to accommodate the
40% rise of RpPb at high pT would not be compatible with the dijet measurements
shown in Fig. 15 where the required antishadowing is only ∼ 5%.
cAs conjectured in Ref. [61], this could be related to the lack of appropriate constraints (FFs like
Kretzer56 or KKP57 only employ e+e− data) or an inadequate pT range (e.g. DSS
58 uses only
low pT data).
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Figure 10. (Color online) Ratios between the ALICE51, 69 (diamonds) and CMS53, 70, 71 (circles)
and the NLO calculations employing the CT10 proton PDFs with EPS09 NLO (in p+Pb colli-
sions), and Kretzer FFs. In all panels, the light blue bands quantify the QCD scale uncertainty
while the darker blue bands indicate the CT10 error range in p + p collisions and the EPS09
NLO error range in p+Pb collisions. The purple and green curves are calculations in the same
framework but employing the KKP57 and DSS58 FFs respectively, normalized to the calculation
with the Kretzer FFs. The
√
s = 7 TeV and
√
s = 2.76 TeV panels are from Ref. [61].
2.5.3. Forward-backward asymmetry (G. G. Barnafo¨ldi, J.Barette, S. M.
Harangozo´, M. Gyulassy, P. Levai, Z. Lin, G. Papp and V. Topor
Pop)
CMS has recently provided data on the forward-backward asymmetry of charged
hadron production.46, 53 They calculate the asymmetry as
Y hasym(pT ) =
Ehd
3σhpPb/d
2pTdη|ηcm+
Ehd3σhpPb/d
2pTdη|ηcm−
=
RhpPb(pT , ηcm+)
RhpPb(pT , ηcm−)
. (2)
where the lead beam is assumed to move toward positive rapidity in the center
of mass frame, ηCM+, while the proton beam is assumed to move in the direction
of negative rapidity in the center of mass, ηCM−. This is the same convention as
assumed in Ref. [1], compatible with the 2012 p+Pb test run.
The asymmetries, calculated in the center of mass frame in the range 0.3 < |η| <
0.8,62 both for shadowing in collinear factorization calculations and the HIJINGBB
and AMPT event generators, are shown in Fig. 11. These calculations, also shown in
Ref. [1], are described there. All the calculations are minimum bias (MB). The re-
sults with HKN,66 EKS98,67 and EPS08,68 calculated with the kTpQCD v2O code,16
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are MB by default because they do not include any impact parameter dependence.
The results labeled HIJING2.0 use the HIJING2.0 shadowing parameterization and,
in one case, the multiple scattering prescriptions, HIJINGBB and AMPT− def are
integrated over impact parameter and are thus MB. One calculation, for the 20%
most central collisions, shown in Ref. [1], has been removed because the data are
only for minimum bias collisions. The results for central collisions are greater than
unity over all pT because shadowing effects are expected to be enhanced at more
central impact parameters.
In Ref. [53], EPS09 NLO calculations of Yasym with the Kretzer fragmentation
functions calculations,50, 63 as in Fig. 9, are shown compared to the data, not only
for 0.3 < |ηcm| < 0.8 but also for 0.8 < |ηcm| < 1.3 and 1.3 < |ηcm| < 1.8, all for
pT > 5 GeV. The central EPS09 NLO results in Ref. [53] are similar to those shown
in Fig. 11 for EKS98 and EPS08. The EPS09 NLO modifications53) also but also
include the EPS09 NLO uncertainties.
Figure 11. (Color online) Predictions for the forward-backward asymmetry, Y hasym(pT ), from
Refs.64, 65 Centrality-independent results are shown for the HKN,66 EKS9867 and EPS0868 pa-
rameterizations. Minimum bias results obtained by integrating over centrality are also shown for
HIJINGBB and HIJING2.0 with and without multiple scattering. The blue points are the AMPT− def
results. The CMS data46, 53 are shown in black.
The data show a mild enhancement on either side of midrapidity in the center
of mass at low pT (pT < 5 GeV). When higher rapidities are studied, the low pT
enhancement in the data increases, from Yasym < 1.1 for 0.3 < |ηcm| < 0.8, to a
peak of ∼ 1.2 at 0.8 < |ηcm| < 1.3 and ∼ 1.3 at 1.3 < |ηcm| < 1.8.53 At higher pT ,
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the data at all rapidities are consistent with unity.
A low pT enhancement that increases with rapidity is not surprising since there
is an enhancement (antishadowing) in the lead direction (high x in lead) and a
depletion (shadowing) in the proton direction (low x in lead). The antishadowing
and shadowing effects both increase at higher rapidity where x increases in the
lead direction and decreases in the proton direction. The ratio of the two gives an
enhancement in Yasym for low pT . Note that, even for ηcm = ±1.8, x is not very
large for pT < 5 GeV. At low pT , the effect is particularly enhanced because of
gluon contributions.
As pT increases, the overall effect of modification of the parton densities de-
creases substantially, especially for gluons at low pT because the evolution of the
gluon nPDFs is large. For pT > 10 GeV, quark dominated processes, like quark-
gluon interactions, become more important. The combination of these effects re-
duces the calculated Yasym at high pT , as seen in the calculations in Ref. [53].
The HKN calculation has no discernible asymmetry. The EKS98 and EPS08
results are indistinguishable and are thus labeled as EKS98/EPS08. These cal-
culations are in reasonably good agreement with the CMS data. The shadowing
parameterization in HIJING2.0, a rather simple Q2-independent model, agrees rel-
atively well at low pT but is higher than the data for pT > 6 GeV. As mentioned
before, the EPS09 NLO result, including uncertainties, gives good agreement with
the high pT data at the most central rapidities but shows a depletion at high pT
relative to the data further away from midrapidity.53 The HIJINGBB and AMPT re-
sults predict a larger enhancement at higher pT than supported by the data and
give an asymmetry less than unity at higher pT .
2.6. Flow (Z. Lin)
In the previous compilation1 AMPT was used to calculate the yields, pT spectra, and
flow coefficients of particles produced in p + p and p+Pb collisions at
√
s
NN
= 5
TeV. The same AMPT event data is used to calculate the pT dependence of the
anisotropy harmonics vn(n = 2, 3, 4) from the string melting AMPT− SM version of
AMPT.13 AMPT− SM has been previously used to study these observables and direct
comparison to the p+Pb v2 and v3 data have shown generally good agreement.
72
The string-melting mechanism in AMPT converts traditional hadronic strings in the
initial state to partonic matter when the energy density in the overlap volume of
the collision is expected to be higher than that of the QCD phase transition. It
also includes a quark coalescence model to describe the bulk hadronization of the
resultant partonic matter.
AMPT version 2.26t173 was used to generate the results in Ref. [1] as well as
the AMPT results here. Following Ref. [74], the default HIJING parameters (a = 0.5
and b = 0.9 GeV−2) were used for the Lund symmetric splitting function. The
same values of the strong coupling constant and parton cross sections were used
as in Ref. [74]. In these simulations, minimus-bias p+Pb events were calculated
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Table 1. Characteristics of several p+Pb centrality classes in AMPT − SM where centrality is deter-
mined from the number of charged hadrons within |η| < 1 in the laboratory frame.
Centrality 〈b〉 (fm) bmin (fm) bmax (fm) NPbpart NPbpart−in 〈Nch(|η| < 1)〉
MB 5.84 0.0 13.2 7.51 5.37 36.8
0-5% 3.48 0.0 8.8 15.87 12.26 102.5
5-10% 3.74 0.0 8.9 14.28 10.80 81.6
10-20% 3.97 0.0 9.8 13.00 9.64 68.1
with no restrictions on the impact parameter and with the proton beam moving
toward positive rapidity. The p+Pb centrality for the flow analysis here was defined
according to the number of charged hadrons within |η| < 1 in the laboratory frame.
Table 1 shows the relevant conditions for several p+Pb centrality classes in the
laboratory frame including the average, minimum and maximum values of impact
parameter; the total number of participant nucleons in the lead nucleus, NPbpart; the
number of participant nucleons in the Pb nucleus that undergo inelastic scattering,
NPbpart−in; and the average number of charged particles within |η| < 1 calculated
with AMPT− SM.
There are CMS data available on vn{2, |∆η| > 2}(pT ).75, 76 Their analysis
method, with vn{2, |∆η| > 2}(pT ) = vn∆(pT , prefT )/
√
vn∆(prefT , p
ref
T ), is used. Here
vn∆(pT , p
ref
T ) is calculated as 〈〈cos(n∆φ)〉〉,77 where 〈〈...〉〉 denotes averaging over
different charged hadron pairs in each event and then averaging over those events.
The two particles in each pair need to both be within |η| < 2.4 and have a min-
imum separation |∆η| of 2. In addition, the reference particle must be within
0.3 < prefT < 3.0 GeV.
Figures 12-14 show the anisotropy harmonics vn{2, |∆η| > 2}(pT ) for n = 2, 3, 4
calculated with the two-particle correlation method just described. The solid and
dashed curves represent the AMPT− SM top 5% and top 20%-central results, re-
spectively. The value of v2{2, |∆η| > 2}(pT ) for the top 5% centrality is close to,
but slightly higher than that for the top 20% centrality. The same is observed for
v3{2, |∆η| > 2}(pT ). On the other hand, v4{2, |∆η| > 2}(pT ) for the top 20% cen-
trality seems to be higher than that for the top 5% centrality, although there are
large statistical uncertainties on the v4 results. Note also that the magnitude of
v2{2, |∆η| > 2}(pT ) is generally much higher than those of v3{2, |∆η| > 2}(pT ) and
v4{2, |∆η| > 2}(pT ) at the same pT .
In Figs. 12 and 13, the CMS p+Pb data on v2{2, |∆η| > 2}(pT ) and v3{2, |∆η| >
2}(pT ) are also shown. The data are given for the CMS centrality cut 120 < Ntrk <
150 Ref. [76]. The AMPT results in these figures employ the same centrality definition
as in the original p+Pb predictions paper Ref. [1]. However, this definition is not
identical to that of CMS in Ref. [76]. Note that 120 < Ntrk < 150 roughly corre-
sponds to 0.5− 2.5% centrality while the AMPT results are for 0− 5% and 0− 20%
centrality. Thus, the comparison to data here is inexact.
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Figure 12. (Color online) The v2{2, |∆η| > 2}(pT ) calculated for p+Pb collisions with AMPT − SM.
The data are from Ref. [76]. The uncertainties shown on the data are statistical only.
Figure 13. (Color online) The calculated v3{2, |∆η| > 2}(pT ) for p+Pb collisions with AMPT − SM.
The data are from Ref. [76]. The uncertainties shown on the data are statistical only.
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Figure 14. (Color online) The value of v4{2, |∆η| > 2}(pT ) calculated with AMPT− SM for p+Pb
collisions.
3. Jets
3.1. Minimum-bias dijets in p+Pb collisions (K. J. Eskola, I.
Helenius and H. Paukkunen)
The jet production data from the first p+Pb run78–80 have proven to provide a pre-
cise test of the nuclear parton distribution functions (nPDFs). Here, the normalized
distribution of dijets measured by the CMS collaboration,78 the first publicly avail-
able jet data from the LHC p+Pb run, are discussed. In this measurement, the jets
were binned in dijet pseudorapidity, ηdijet, defined as the average pseudorapidity of
the two hardest (largest pT ) jets in the event, ηdijet ≡ 0.5(ηleading + ηsubleading) (in
the laboratory frame). The momentum fractions probed on the nucleus side is ap-
proximately x2 ≈ (2pleadingT /
√
s)e−ηdijet+0.465 [81], such that the ηdijet dependence
rather straightforwardly tracks the x dependence of the nuclear PDFs.
The data are contrasted with NLO predictions81 in Fig. 15. The plot shows
the expectations using both the CT10 free proton PDFs54 (dashed purple curve)
and nPDFs constructed from the CT10 free proton PDFs with the EPS09 NLO
nuclear modifications55 (blue curve). The data clearly favor the EPS09 nuclear
PDFs and, in practice, rules out the predictions using only free proton PDFs. In
comparison to the predictions with free proton PDFs, the data show an enhance-
ment at ηdijet & 0, and a depletion at ηdijet . 0. These are explained by EPS09 in
terms of gluon antishadowing and the EMC effect at large x. These effects were, in
turn, both predicted based on inclusive pion production measured by the PHENIX
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Collaboration at RHIC.82
In the calculations shown in Figure 15 the renormalization scale µR and fac-
torization scale µF were both fixed as µF = µR = 0.5p
leading
T . The normalized
spectrum considered here is quite stable against the choice of scale in the central
region, −1 . ηdijet . 2. Indeed, the variation is less than the CT10 uncertainty.81
Thus, the use of nuclear PDFs is essential in order to properly describe the data.
3.2. Single inclusive jet production (Z.-B. Kang, I. Vitev and H.
Xing)
The measurements of the centrality and rapidity dependence of single inclusive jet
production in p+Pb collisions show important nuclear modifications of the pro-
duction cross section. In this section, based on Ref. [83], these measurements are
studied in the framework of standard cold nuclear matter effects with an emphasis
on initial-state cold matter energy loss.
The final-state energy loss, ∆E, can be generalized to initial-state energy loss.
Using the differential distribution of radiated gluons dNg/dω, the probability den-
sity Pq,g(ǫ) for quarks and gluons to lose a fraction ǫ =
∑
i∆Ei/E of their energy
due to multiple gluon emission, can be calculated in the Poisson approximation.
The mean energy loss fraction is
〈ǫq,g〉 =
〈
∆Eq,g initial−state
E
〉
=
∫ 1
0
dǫ ǫ Pq,g(ǫ), where
∫ 1
0
dǫ Pq,g(ǫ) = 1 . (3)
Note that the subscripts q and g in Eq. (3) indicate that quarks and gluons radiate
different numbers of gluons and thus lose a different fraction of their energy.
If the incident parton a loses a fractional energy ǫ, it must have originally carried
a larger momentum fraction xa to satisfy the final-state kinematics. The energy
loss can be included by a modification of the parton densities in the calculation
of the cross section, see Ref. [84]. Since accounting for the fluctuations in the cold
nuclear matter energy loss by directly calculating Pq,g(ǫ) can be computationally
demanding, the effect is implemented as a shift of momentum fraction in the PDFs,
fq/p(xa, µ)→ fq/p
(
xa
1− ǫq,eff , µ
)
, fg/p(xa, µ)→ fg/p
(
xa
1− ǫg,eff , µ
)
, (4)
where ǫq,g,eff = 0.7 〈ǫq,g〉 with 〈ǫq,g〉 given by Eq. (3).84, 85 Thus the nuclear mod-
ification of single inclusive jet production in p+Pb collisions depends not only on
the magnitude of initial-state cold nuclear matter energy loss, but also on the slope
of the parton distribution functions. In particular, large suppression can be ex-
pected for jet production at forward rapidity and large pT where the proton parton
momentum fraction xa is large and fq,g/p(xa, µ) is steeply falling.
Since the energy loss calculation is at leading order, the CTEQ6L1 parton dis-
tribution functions86 are used in both p+ p and p+Pb collisions. The factorization
and renormalization scales are equal and fixed to be µ = pT . The gluon mean-free
path is taken to be λg ∼ 1 fm and the interaction strength between the propagating
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Figure 15. (Color online) The CMS dijet measurements78 are compared to NLO theory calcu-
lations.81 The predictions employ the CT10 free proton PDFs54 (purple dashed curve) and the
CT10 PDFs modified by the EPS09 NLO55 nuclear modifications (blue curve). The upper panel
shows the normalized cross section as a function of ηdijet. The lower two panels display the ra-
tio of the data to the CT10+EPS09 and CT10 calculations respectively, including the PDF and
nPDF uncertainty bands. The data are given for pT,1 > 120 GeV, pT,2 > 30 GeV, and azimuthal
separation ∆φ1,2 > 2pi/3. The pseudorapidity interval is chosen so that there is a gap in psuedo-
rapidity between the dijets and the forward transverse energy deposited in the CMS HF detectors
at 4 < |η| < 5.2. See Ref. [78] for more experimental details.
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jet and the QCD medium is varied by changing the typical momentum transfers,
ξ, over the range 0.175 < ξ < 0.7 GeV, extracted from comparisons to RHIC data.
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Figure 16. (Color online) Comparison of the calculated RCP with the ATLAS data
80 (points) as
a function of pT . The upper and lower limits of the calculated results are given as red solid curves
for (a) 0.3 < y < 0.8, (b) 0.8 < y < 1.2, (c) 1.2 < y < 2.1, (d) 2.1 < y < 2.8, (e) 2.8 < y < 3.6,
and (f) 3.6 < y < 4.4.
The RpPb data were presented in four centrality bins: 0-10%, 20-30%, 40-60%
and 60-90% over a range of rapidities from forward to backward. At forward ra-
pidities, RpPb decreases with increasing pT for the most central impact parameters
while it increases with pT for peripheral collisions. The value of pT at which the
ratio deviates from unity increases as the rapidity range moves from forward to
backward rapidity. In the mid-central collisions, the ratio is consistent with unity
at all pT . At backward rapidities, the ratio is also equivaent to unity at all pT . Note
also that RpPb extends to higher pT at more backward rapidities.
The values of the central-to-perpherial ratio, RCP , defined as
RCP =
〈Npercoll〉
〈N centcoll 〉
dσpPbjet /dyd
2pT |cent
dσppjet/dyd
2pT |per , (5)
where Ncoll is the number of binary nucleon-nucleon interactions, are also calcu-
lated as a function of pT in the same centrality regions, with RCP calculated for
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the 0-10%, 20-30%, and 40-60% most central collisions relative to the 60-90% cen-
trality bin. The ratio of the most central to most peripheral impact parameters,
0-10%/60-90% shows the strongest suppresssion with pT while the suppression is
the weakest for the semi-central to most peripheral collisions, 40-60%/60-90%. At
negative rapidities there is even an enhancement for pT < 100 GeV. The greatest
separation between the most central, mid-central and semi-central to peripheral
collisions is at the most forward rapidities.
When the RCP results for the most central relative to the most peripheral col-
lisions are plotted as a function of the jet energy, pT cosh y, for rapidities greater
than −0.3 < y < 0.3 approximately scale with pT cosh y. At more backward rapidi-
ties, there is no scaling and the data ratios are clearly separated. In addition, for
0.8 < y, RCP is always less than unity while there is an increasing enhancement
for the lowest values of pT cosh y at backward rapidity.
In Figs. 16 and 17, the calculations of RCP with cold matter energy loss de-
scribed here are compared to the ATLAS data.80 Only the ratio of the most central
to most peripheral results (0-10%/60-90%) are shown. The centrality dependence
of the calculations comes from the average number of binary collisions in a given
centrality bin, taken from the ATLAS determination, as well as the effective path
length, L, through the medium for the produced jets. The value of L, which is
required in the calculation of dNg/dω, is calculated in a Glauber model consistent
with the value of 〈Ncoll〉 appropriate for the given centrality bin.
Figure 16 shows the results as a function of pT . The upper and lower edges of the
calculated ratio, corresponding to ξ = 0.175 and 0.7 GeV respectively, are given.
The calculations show the same trend as the data albeit with somewhat different
curvature. When the calculations are compared to the values of RCP for mid-central
and semi-central collisions, the agreement with the data improves. The calculations
and data both decrease with increasing pT and y. This picture is consistent with cold
matter energy loss where the effect is strongly dependent on the parton momentum
fraction in the projectile proton, xa, assuming that the proton moves toward positive
rapidity.
Indeed, if cold matter energy loss is the dominant mechanism for the effect
observed by ATLAS, one would expect to see scaling with xa in the forward rapidity
region but not backward of midrapidity. This is in fact the case, as shown in Fig. 17.
The calculations and the data both scale with xa ∝ pT cosh y although, again, the
curvature is not quite the same.
The calculations of RpPb show a similar agreement with the forward rapidity
data in central collisions. However, the minimum bias result, dominated by non-
central events, is almost independent of pT and even suggests some small enhance-
ment.
The calculations from Ref. [83] shown here capture the bulk of the observed
modifications for the LHC experiments from central to semi-central collisions. The
upper edge of the band calculated for cold matter energy loss is consistent with
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Figure 17. (Color online) Comparison of the calculated RCP with the ATLAS data
80 as a function
of pT cosh y. In (a), the results at forward rapidities (0.8 < y < 1.2 (blue diamonds), 1.2 < y < 2.1
(maroon upward-pointing triangles), 2.1 < y < 2.8 (green left-pointing triangles), 2.8 < y < 3.6
(magenta downward-pointing triangles), and 3.6 < y < 4.4 (orange right-pointing triangles) are
shown. In (b), results near midrapidity are shown (−0.3 < y < 0.3 (black circles) and 0.3 < y < 0.8
(red squares)). The upper and lower limits of the calculation for each rapidity region overlap each
other.
the minimum bias data if the statistical and systematic uncertainties are taken into
account. The encouraging comparison between the calculations and the data indi-
cates the significance of cold nuclear matter energy loss for understanding particle
and jet production in p+A collisions, particularly at forward rapidities.
The observed scaling of RCP and RpPb as a function of the total jet energy,
pT cosh y ∝ xa, in the forward rapidity region in p+Pb collisions can be explained
naturally in the picture of cold nuclear matter energy loss. Further, xa ≈ xF , Feyn-
man x, at forward rapidity. Similar scaling at large xF has indeed been observed for
different final states.87 On the other hand, an nPDF-only calculation is consistent
with the minimum bias data in inclusive jet production but fails to describe central
collisions.
The observed enhancement in peripheral collisions is difficult to understand in
either an energy loss or strictly nPDF picture. Such an enhancement might have a
different origin, for example from “centrality bias”, and needs to be explored further.
This enhancement also affects the central-to-peripheral ratio and is thus partly
responsible for the small values of RCP . It is important to understand whether
there is a centrality selection bias and, if it exists, its dynamical origin, for it to be
taken into account correctly in theoretical calculations.
A next step will be to go beyond the soft-gluon energy loss approximation and
obtain the full medium-induced splitting kernels.88 With these cold nuclear matter
splitting kernels, the vacuum and in-medium parton showers can be treated on
the same footing, following the progress recently made on the implementation of
final-state QGP effects.89–91
There is no significant contradiction between the cold matter energy loss inter-
pretation of single inclusive jet suppression in this section and the dijet enhancement
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due to nuclear shadowing in the previous section. The results for ATLAS are gen-
erally in a much higher pT range where the effect of nuclear modifications of the
parton densities are reduced by the scale evolution relative to those of the dijets.
In addition, the centrality dependence of EPS09s50 may not have a strong effect on
RCP .
3.3. Nuclear modification ratio for production of forward-forward
jets in p+Pb collisions with Sudakov effects included (P.
Kotko, K. Kutak and S. Sapeta)
Here the predictions1, 92 for the emergence of saturation93 effects on dijet produc-
tion are updated. The prescription for including the hard scale, µ, dependence in
the small x gluon evolution equations using the Sudakov form factor, proposed
in Refs. [94, 95], is applied. (For other approaches, see Ref. [96]). The high en-
ergy factorization formalism,97 which accounts for both the high energy scale of
the scattering and the hard momentum scale pT of the produced hard system, is
employed.
The study presented in Refs. [1, 95] concentrated on central-forward dijet pro-
duction. The results obtained for the forward-central jet configuration in p + p
collisions95 are discussed and compared to preliminary CMS data98 since the cor-
responding p+Pb data are not yet available. Predictions for the case in which both
jets are produced in the forward region, in the spirit of Ref. [92], are also shown.
The hybrid high energy factorization formula in the asymmetric configuration
is99
dσ
dy1dy2dpT1dpT2d∆φ
=
∑
a,c,d
pT1pT2
8π2(x1x2S)2
Mag∗→cd x1fa/A(x1, µ2)Fg/B(x2, k2T , µ)
1
1 + δcd
(6)
where
k2T = p
2
T1 + p
2
T2 + 2pT1pT2 cos∆φ , (7)
x1 ≃ 1, x2 ≪ 1 and ∆φ is the azimuthal distance between the outgoing partons.
The squared matrix element,Mag∗→cd, includes 2→ 2 processes with one off-shell
initial state gluon, g∗, and three on-shell partons a, c, d. The following partonic
subprocesses contribute to dijet production: qg∗ → qg, gg∗ → qq, and gg∗ →
gg.100 The off-shell gluon in Eq. (6) is obtained from the unintegrated, hard-scale
dependent gluon density Fg/B(x2, k2T , µ2),101–103 a function of the gluon momentum
fraction x2, the transverse momentum of the off-shell gluon kT , and hard scale µ,
chosen, for example, to be the average transverse momentum of the two leading
jets. In the case of the on-shell parton, at high momentum fraction x1, the collinear
density, fa/A(x1, µ
2), is employed.
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3.3.1. Forward-central dijets
Figure 18 shows the results for the azimuthal angle decorrelation obtained from the
hybrid high-energy factorization formulation95 using the KS linear and nonlinear
unintegrated gluon densities.103
The top left part of Fig. 18 shows that, in the range of available data, there is
not much difference between predictions based on linear and nonlinear evolution.
Figure 18 (top right) shows that incorporating the hard scale in the unintegrated
gluon density by including Sudakov effects, the red histograms, improves the de-
scription of the CMS data.98 The nuclear modification factor, RpA, was calculated
in two different scenarios with the CMS cuts: inclusive, with no additional require-
ment on the two leading jets, and the inside-jet tag, with a third jet with pT > 20
GeV subleading to the dijet intermediate in rapidty. The results suggest that the
potential saturation signals are rather weak since RpA is consistent with unity in
both scenarios.95
3.3.2. Forward-forward dijets
In the forward-forward jet configuration the values of x2 are approximately an order
of magnitude smaller than in the forward-central jet configuration. Therefore this
configuration is more sensitive to saturation effects.
In Fig. 19 (top left) the nuclear modification factor for forward-forward dijet
production is shown as a function of the pT of the hardest jet. Figure 19 (top right)
shows the corresponding ratio for the subleading (second hardest) jet. All results
were obtained employing the CT10NLO PDFs54 on the side of the projectile (large
x). The blue lines correspond to the KS nonlinear gluon density103 while the red
lines include the Sudakov resummation effects, introducing the hard scale in the
KS nonlinear gluon density.94
The motivation to account for the Sudakov effects comes from studies of coher-
ence effects which suppress soft gluon emission when the scale of the hard process,
µ, is larger than the scale kT of the local gluon density.
94 The phenomenological
significance of these effects has been demonstrated to improve the description of
decorrelations in forward-central dijet95 and Z+jet production.104
The results shown in Fig. 19 employ a central value of the hard renormalization
and factorization scales of µ0 = 0.5(pT1 + pT2). The hard scale dependence has
been investigated by varying µ between 0.5µ0 and 2µ0. The pale red band shows
the result for the KS nonlinear + hard scale gluon incorporating the Sudakov effects.
The analogous variation for the pure KS nonlinear gluon gives a negligible effect
and is therefore not shown.
The bottom panel of Fig. 19 gives the predictions for azimuthal decorrelations
of the forward-forward dijets albeit with a lower jet pT cut than in Ref. [94]. The
azimuthal separation, ∆φ ∼ π, probes the unintegrated gluon density at small kT ,
where it is strongly suppressed by nonlinear effects. As shown in Fig. 19, this ob-
servable is a strong signal of saturation effects and is sensitive to the enhanced
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Figure 18. (Color online) (Top left) Comparison of the CMS 7 TeV p+p data98 to predictions in the
hybrid high energy factorization approach using the KS linear and nonlinear gluon densities. (Top
right) The CMS data are compared to the result with the Sudakov-improved KS nonlinear gluon
density. (Bottom) The prediction of the nuclear modification factor for inclusive dijet production
as well as for the inside-jet tag scenario where there is third jet with pT3 > 20 GeV obeying the
constraint y1 > y3 > y2. From Ref. [95].
saturation going from a proton to a nuclear target.
The introduction of the hard scale leads to a reduction of the unintegrated gluon
density in lead relative to that of the proton as long as kT < µ but, for kT ≥ µ the
hard scale contribution vanishes and RpA transitions to the KS nonlinear result. The
value of ∆φ where this transition takes place depends on the value of µ. If a lower µ
is chosen for the KS nonlinear + hard scale calculation, the result would approaches
that of the KS nonlinear gluon at a higher value of ∆φ. This can be expected since
lower values of µ reduce the phase space where the Sudakov suppression can have
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Figure 19. (Color online) The nuclear modification factor, RpA, as functions of the pT of the
harder jet (top left), the pT of the subleading jet (top right), and the azimuthal angle between
the jets (bottom). The blue lines correspond to predictions obtained using the KS gluon density
alone103 while the red lines are predictions including a gluon density that also depends on the
hard scale.94 In both cases, the renormalization and factorization scales are µ = (pT1 + pT2)/2.
The light red bands show the effect of varying the scales in the KS nonlinear + hard scale result
from 0.5 ≤ µ ≤ 2. The analogous variation for the pure KS nonlinear gluon gives virtually no
effect and is therefore not shown.
an effect.
In Fig. 20 the saturation region (low-pT and ∆φ near π) is expanded from
Fig. 19. These results are compared to model predictions94 employing the method
of reweighting Monte Carlo events with µ > kT by the Sudakov factor described in
Ref. [95]. Both models give qualitatively similar effects for these observables in the
low pT and large ∆φ regions.
In addition to the effects included in the calculation, the region ∆φ ≃ π
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Figure 20. (Color online) Similar to Fig. 19 but expanding the low-pT (pT < 25 GeV) (top) and
high ∆φ (∆φ > 2) (bottom) regions. Calculations using the Sudakov-weighted events95 are given
by the orange band. The statistical errors on the calculations are included in the uncertainty
bands.
individual processes, is sensitive to corrections coming from higher order gluon
density correlators, as discussed in Ref. [105]. Numerical studies of those effects are
in progress.
The suppression due to the combination of coherence effects and saturation is
particularly strong for the subleading jet and, in the case of azimuthal decorrela-
tions, it extends over a significant range of ∆φ.
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4. Quarkonium
4.1. Ground State Quarkonium (F. Arleo, E. G. Ferreiro, F.
Fleuret, H. Fujii, J.-P. Lansberg, A. Rakotozafindrabe, S.
Peigne´ and R. Vogt)
The J/ψ and Υ suppression factors have been measured by ALICE106, 107 and
LHCb108, 110 in similar rapidity windows, 2.5 < ycm < 4 for ALICE and 2.5 <
ycm < 5 for LHCb in symmetric (p + p and A+ A) collisions. Although the muon
spectrometers for both experiments are only on one side of the collision point,
results were obtained forward and backward of midrapidity by switching the beam
direction and running both p+Pb and Pb+p collisions. Due to the rapidity shift in
asymmetric collisions, the acceptances of the two detectors in the collision center
of mass was shifted to 2.03 < ycm < 3.53 at forward rapidity and −4.46 < ycm <
−2.96 at backward rapidity for ALICE and 1.5 < ycm < 4 at forward rapidity and
−5 < ycm < −2.5 at backward rapidity for LHCb. The regions of overlap between
the forward and backward rapidity regions are 2.96 < |ycm| < 3.53 for ALICE and
2.5 < |ycm| < 4 for LHCb.
The results were presented first as RpPb(y) with an extrapolated p+ p normal-
ization since there is no pp measurement at
√
s = 5 TeV. The p+ p normalization
is based on an interpolation between the p + p measurements at
√
s = 2.76 and 7
TeV, along with a model-based systematic uncertainty.106 In addition, to eliminate
the dependence on the uncertain p+ p normalization, a forward-backward produc-
tion ratio, RFB(y,
√
sNN ) = RpPb(+|y|,√sNN )/RpPb(−|y|,√sNN ), was extracted
where RFB is defined with the proton beam moving toward positive y in the nu-
merator and negative y in the denominator. Thus cold matter effects dominant at
small x are in the numerator while the denominator probes larger x. The p + p
contributions to RpPb cancel in the ratio because p + p collisions are symmetric
around midrapidity.
In addition to the J/ψ calculations in the color evaporation model (CEM) at
next-to-leading order presented in Ref. [1], several other calculations are also shown
in Figs. 22-24. They are a LO color singlet model calculation;111 a coherent energy
loss calculation with no nuclear modifications of the parton densities;112, 113 and a
color glass condensate calculation employing a color evaporation model for produc-
tion.116 They are briefly discussed here.
The EPS09 NLO CEM band is obtained by calculating the deviations from the
central value for the 15 parameter variations on either side of the central set and
adding them in quadrature. The calculation was done employing the charm pro-
duction parameters obtained in Ref. [119]. The results shown here and in Ref. [120]
correct the results in Ref. [1] which used incorrect scale inputs. The EPS09 NLO
band is narrower and exhibits less shadowing than the corresponding EPS09 LO
CEM result, see Ref. [120] for more details and a full comparison to all the data.
The EPS09 LO curves111 are obtained with the Monte Carlo Glauber calcula-
tion code JIN121 that calculates cold nuclear matter effects in the exact kinematics
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of a specific partonic process. In this case, generic 2→ 2 matrix elements are used.
These matrix elements are systematically compared to p+ p data after convolution
with proton PDFs to verify that they yield to the correct phase-space weightingd.
The factorization scale employed in the nPDFs when calculating the nuclear mod-
ification factor was taken to be the transverse mass of the observed quarkonium in
each event. To simplify the comparison, the central EPS09 LO set is used along with
four specific extrema (minimal/maximal shadowing and minimal/maximal EMC ef-
fect) that reproduce the envelope of the gluon nPDF uncertainty encoded in EPS09
LO.
Note that the EPS09 LO CEM (2 → 1 partonic process) result in Ref. [120] is
similar to that of the EPS09 LO result described in Ref. [111] for the generic 2→ 2
matrix element. The differences between the two results shown on the right-hand
side of Fig. 22 are due to the production model are smaller than those due to the
mass and scale parameters employed in the two calculations.
In the coherent energy loss model,112, 113 the differential p+A production cross
section as a function of the quarkonium (labelled ψ) energy is
1
A
dσψpA
dE
(E) =
∫ εmax
0
dεP(ε, E, ℓ2
A
)
dσψpp
dE
(E + ε) , (8)
where E (ε) is the energy (energy loss) of the QQ pair in the rest frame of nucleus
A. The upper limit on the energy loss is εmax = min(E,Ep − E) where Ep is the
beam energy in that frame. The energy loss probability distribution, or quenching
weight, P , is related to the medium-induced, coherent radiation spectrum given in
Refs. [113, 122]. This result proved to be an excellent approximation of the spectrum
computed to all orders in the opacity expansion.114 It depends on the accumulated
transverse momentum transfer ℓ
A
=
√
qˆL due to soft rescatterings in the nucleus
where L is the medium path length obtained from a Glauber calculation using
realistic nuclear densities and qˆ is the transport coefficient in cold nuclear matter.
The transport coefficient is113
qˆ(x2) ≡ qˆ0
[
10−2
x2
]0.3
; x2 ≡ mT√
s
e−y , (9)
at small values of x2, x2 < 0.01, and x2 is defined in 2→ 1 kinematics. Here y is the
quarkonium rapidity in the center-of-mass frame of an elementary proton-nucleon
collision,mT is the transverse mass and qˆ0 is the only free parameter of the model. It
is determined by fitting the J/ψ suppression measured by the E866 Collaboration87
in p+W relative to p+Be collisions at
√
s
NN
= 38.7 GeV, see Ref. [113]. The fitted
value is qˆ0 = 0.075
+0.015
−0.005 GeV
2/fm. The p + p production cross section appearing
dIn the Υ case, the LO CSM partonic matrix element is used. However, the physical context is
unimportant for evaluation of the matrix element since only the kinematics can affect the result.
In particular, the color state of the QQ pair is not taken into account.
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in Eq. (8) is given by the simple parametrization
dσψpp
dy
∝
(
1− 2mT√
s
cosh y
)n(√s)
, (10)
where the exponent n is obtained from a fit to p + p measurements at different
center-of-mass energies.
The predictions for J/ψ and Υ suppression in p+Pb collisions at
√
s
NN
=
5.02 TeV are shown in Fig. 21. The model predicts rather strong J/ψ suppres-
sion at forward rapidity, y & 3, and a slight enhancement in the most backward
rapidity bins, y < −4. The suppression predicted for the Υ shares the same fea-
tures. However, the suppression is less pronounced than that of the J/ψ since the
(average) coherent energy loss scales as m−1T .
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Figure 21. (Color online) The J/ψ and Υ suppression factor as a function of rapidity in p+Pb
collisions at
√
s = 5.02 TeV for cold matter energy loss alone.
Finally, CGC calculations from Ref. [116] are also shown. The uncertainty comes
from varying the saturation scale in the nucleus between 4 and 6 times that of the
proton, Q20,A ∼ (4 − 6)Q20,p, as well as varying the quark mass. The saturation
scale is the biggest source of uncertainty. Indeed, more recent calculations suggest
a smaller value of the saturation scale, Q20,A ∼ 3Q20,p, is considered more reasonable
for minimum bias events, bringing the CGC result closer to the data.117, 118
4.2. Charmonium suppression due to comover interactions (E. G.
Ferreiro)
Recent results on charmonium production in d+Au and p+Pb collisions from the
PHENIX123 and ALICE124, 125 collaborations have shown an unexpectedly strong
October 16, 2018 7:3 WSPC/INSTRUCTION FILE predictions˙update
Predictions for p+Pb Collisions at
√
s
NN
= 5 TeV: Comparison with Data 37
Figure 22. (Color online) (Left) The ratio RpPb for J/ψ as a function of y. The red curves show
the EPS09 NLO CEM uncertainties.120 The EPS09 LO CSM calculation111 is shown in cyan. The
energy loss only calculations113, 115 are shown in magenta. The upper and lower limits of the CGC
calculation116 are in blue at forward rapidity. (Right) The EPS09 LO calculations in the CEM
(red) and CSM (cyan) are compared with each other and with the EPS09 NLO CEM calculation
on the left-hand side. The CEM calculation120 includes the full EPS09 LO uncertainty added in
quadrature while the CSM calculation111 includes only the minimum and maximum uncertainty
sets. The ALICE106, 107 and LHCb108, 110 data are also shown.
Figure 23. (Color online) The ratio RFB for J/ψ as a function of y (left) and pT (right). The
red curves show the EPS09 NLO uncertainties.120 The result with energy loss alone113, 115 are
shown in magenta. The EPS09 LO CSM results111 are given by the cyan curves for the rapidity
dependence only. The ALICE106, 107 and LHCb108, 110 data are also shown.
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Figure 24. (Color online) (Left) The ratio RpPb for Υ as a function of y. The red curves show
the EPS09 NLO CEM uncertainties.120 The EPS09 LO CSM calculation111 is shown in cyan.
The energy loss only calculations113, 115 are shown in magenta. The upper and lower limits of the
CGC calculation116 are in blue at forward rapidity. (Right) The forward-backward ratio, RFB,
as a function of rapidity. The same results as on the left-hand side are given, except for the CGC
result which is not calculable at backward rapidity. The data from ALICE107 and LHCb108 are
also shown in both panels.
suppression of excited quarkonium states compared to their ground states. In par-
ticular, stronger suppression of the ψ(2S) relative to the J/ψ has been detected.
At lower energies, this difference can been interpreted as the result of cc breakup
in interactions with the primordial nucleons, the so-called nuclear absorption. If
the time spent traversing the nucleus by the cc pair is longer than the charmonium
formation time, the larger ψ(2S) meson will be further suppressed by a stronger
nuclear breakup effect.
However, at higher energies, the charmonium formation time is expected to be
larger than the nucleus radius. This results in identical breakup probabilities for
the ψ(2S) and J/ψ since these states cannot be distinguished during the time they
are traversing the nucleus. Moreover, this nuclear absorption is negligible at the
LHC energies because the cc pair is still small.126
Other usual explanations, such as that based on shadowing due to the modi-
fication of the nuclear gluon distribution, cannot be invoked since the shadowing
effects are indistinguishable for the ψ(2S) and J/ψ as long as the same mass scale
is used in the calculations.126
However, the difference in the suppression pattern can be easily explained by the
interactions of the quarkonium states with a comoving medium.127 In the comover
framework, the suppression arises from scattering of the nascent ψ with the pro-
duced particles, the comovers, that happen to travel along with the cc pair.128, 129
Comover dissociation affects the ψ(2S) more strongly than the J/ψ due to the
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larger size of the ψ(2S). This suppression is stronger where the comover densities
are larger: it increases with centrality and, in asymmetric proton-nucleus collisions,
it is stronger in the nucleus-going direction.
In the comover interaction model, CIM,129–134 the rate equation that governs
the charmonium density, ρψ(b, s, y), at a given transverse coordinate s, impact
parameter b and rapidity y, obeys the simple expression
τ
dρψ
dτ
(b, s, y) = −σco+ψ ρco(b, s, y) ρψ(b, s, y) (11)
where σco+ψ is the charmonium dissociation cross section due to interactions with
the comoving medium of transverse density ρco(b, s, y).
Assuming that the system becomes more dilute as a function of time due to the
longitudinal motion leads to a τ−1 dependence on proper time. The rate equation
can be solved analytically. The result depends only on the ratio τf/τ0 of final over
initial times. Using the inverse proportionality of proper time to density, τf/τ0 =
ρco(b, s, y)/ρpp(y), it is assumed that the interactions stop when the comover density
has become as dilute as the p + p collision density at the same energy. Thus, the
solution to Eq. (11) is
Scoψ (b, s, y) = exp
{
−σco+ψ ρco(b, s, y) ln
[
ρco(b, s, y)
ρpp(y)
]}
(12)
where the argument of the logarithmic term is the interaction time of the ψ with
the comovers.
The only adjustable parameter of the comover interaction model is the cross
section for charmonium dissociation due to interactions with the comoving medium,
σco+ψ. It was fixed130 from fits to low-energy experimental data to be σco+J/ψ =
0.65 mb for the J/ψ and σco+ψ(2S) = 6 mb for the ψ(2S). This value has been also
successfully applied at higher energies to reproduce the RHIC135 and LHC136 data
on J/ψ suppression in nucleus-nucleus collisions.
As mentioned previously, another important effect that should be taken into
account in quarkonium production in nuclei is shadowing of the gluon distribution
in the nucleus. This effect is assumed to be identical for the the J/ψ and the ψ(2S)
[126]. The nuclear modification of the parton distribution functions will result in a
common effect on the J/ψ and the ψ(2S) yields: a decrease in the mid and forward
rapidity regions at LHC energies and an increase in the backward rapidity region.
The nuclear modification factor for comover interactions, together with shad-
owing effects, is
RψpA(b) =
∫
d2s σpA(b)n(b, s)S
sh
ψ (b, s)S
co
ψ (b, s)∫
d2s σpA(b)n(b, s)
, (13)
where Scoψ is the survival probability due to the comover interactions and S
sh
ψ takes
the shadowing of the nuclear parton distribution functions into account.
Figure 25 shows the nuclear modification factor, RpPb as a function of rapidity.
The experimental data124 on J/ψ and ψ(2S) production in p+Pb collisions at
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√
s
NN
= 5.02 TeV are compared to the CIM results. The EPS09 LO shadowing
effects are assumed to be identical55, 111 for both the J/ψ and ψ(2S). The effect
of the EPS09 shadowing is strongly dependent on the rapidity interval considered.
While it induces an increase, antishadowing, in the backward region, it produces a
suppression, shadowing, in the forward region. On the other hand, the interaction
with comovers introduces a stronger suppression in the backward, lead-going, region
due to the higher comover density. The effect will be more important on ψ(2S) than
on J/ψ production due to the larger σco−ψ for the ψ(2S).
Figure 25. (Color online) The J/ψ (blue line) and ψ(2S) (red line) nuclear modification factors
RpPb as a function of rapidity compared to the ALICE data.
124 The suppression due to the
shadowing corrections (dashed line) is also shown.
In Figs. 26 and 27, the results for J/ψ and ψ(2S) production are given as a func-
tion of collision centrality. Two rapidity intervals are studied: the p-going direction,
2.03 < y < 3.53 and the Pb-going direction, −4.46 < y < −2.96. In the backward
region, a nuclear modification factor, RpPb, compatible with unity is obtained for
the J/ψ due to the combined effect of the EPS09 LO antishadowing together with
comover suppression. In the case of ψ(2S) production, antishadowing is dominated
by the stronger effect of comover suppression. The total J/ψ suppression in the
forward region is almost 50%, primarily due to shadowing. On the other hand, for
the ψ(2S), both shadowing and a limited comover effect contribute to an overall
suppression at forward rapidity.
In summary, a detailed study of J/ψ and ψ(2S) production in p+Pb collisions
at
√
s
NN
= 5.02 TeV has been performed. The available data are consistent with
October 16, 2018 7:3 WSPC/INSTRUCTION FILE predictions˙update
Predictions for p+Pb Collisions at
√
s
NN
= 5 TeV: Comparison with Data 41
the interaction of fully formed physical quarkonia with produced particles, the
comovers, that travel along with the cc pair.
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Figure 26. (Color online) The nuclear modification factor RpPb as a function of the number of
binary nucleon-nucleon collisions, Ncoll, in the backward −4.46 < y < −2.96 rapidity interval for
the J/ψ (blue line) and the ψ(2S) (red line). The modification due to the shadowing corrections
alone (dotted line) is also shown.
5. Gauge boson production (Z.-B. Kang, J.-W. Qiu, P. Ru, E.
Wang, B.-W. Zhang and W.-N. Zhang)
The production of the Z0 and W± gauge bosons in p+Pb collisions is studied here.
The calculations in Sec. 5.1 are done with perturbative QCD up to NLO and are
compared to several gauge boson observables. The effects of shadowing and isospin
are studied for two different sets of underlying proton PDFs. The calculations of
Z0 production in Sec. 5.2 include resummation of large logarithims of m2Z/p
2
T and
concentrate on the low pT region of the pT distribution.
5.1. W± and Z0 Production to NNLO (P. Ru, E. Wang, B.-W.
Zhang and W.-N. Zhang)
Here the perturbative QCD results are compared to the latest LHC data (or prelim-
inary data) for several observables, including the (pseudo-)rapidity dependence, the
transverse momentum spectra, the forward-backward asymmetry of Z0 and leptons
from W± decays, and the W± charge asymmetry.
The numerical simulations utilize the Monte Carlo program DYNNLO137, 138
which was developed to study the Drell-Yan process in hadronic collisions at next-
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Figure 27. (Color online) The nuclear modification factor RpPb as a function of the number of
binary nucleon-nucleon collisions, Ncoll, in the forward 2.03 < y < 3.53 rapidity interval for the
J/ψ (blue line) and the ψ(2S) (red line). The modification due to the shadowing corrections alone
(dotted line) is also shown.
to-leading order (NLO) and next-to-next-to-leading order (NNLO). Cold nuclear
matter (CNM) effects are included by incorporating phenomenological parametriza-
tions of the nPDFs. The CT10139 and MSTW2008140 proton PDFs are employed
with the EPS0955 and nCTEQ141, 142 NLO nPDFs. Calculations with the CT10
and MSTW PDFs are shown with three nuclear modifications: EPS09 NLO and
nCTEQ, including isospin, and isospin alone, without shadowing. The cross sec-
tions shown here are obtained by scaling the nucleon-nucleon results by the Pb
mass number, A = 208. More detailed discussions can be found in Ref. [143].
In the calculations, the renormalization and factorization scales, µR and µF , are
set to µR = µF = mV where mV is the mass of vector boson.
5.1.1. (pseudo-)rapidity dependence
The NLO Z0 boson rapidity distributions are compared with the preliminary AT-
LAS (e, µ combined)144 and CMS (µ only)145 data. The only cut on the final state
is the Z0 mass window, 66 < mZ < 116 GeV for ATLAS and 60 < mZ < 120 GeV
for CMS. The results are shown in Fig. 28. The calculations143 agree well with the
CMS data, but not that well with the ATLAS results in the region −2 . yZlab . 1,
where ylab = ycm+0.465. The dependence on free proton PDFs is rather small. How-
ever, differences among the three types of nuclear modifications can be observed,
especially in the forward rapidity region (yZlab > 0).
The NLO charged lepton pseudorapidity distributions for W± boson decays are
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Figure 28. (Color online) The Z0 rapidity distribution in p+Pb collisions at
√
sNN = 5.02 TeV.
The left panels show the results compared to the ATLAS data144 while those on the right show
comparisons to the CMS data.145 The top panels show calculations with the CT10 PDFs while
results with MSTW2008 are shown on the bottom.
shown in Fig. 29. The final state cut on the charged lepton transverse momentum
is plT > 25 GeV. The calculations are in good agreement with the CMS e, µ com-
bined data.146 There are obvious differences in the nuclear modifications for W+
production, particularly in the forward region. Small differences can also be seen
for W− production.
5.1.2. Z0 transverse momentum distribution
The NLO Z0 transverse momentum distributions are compared to the preliminary
data from ATLAS (e, µ combined)144 and CMS (µ only).145 In addition to the
different mass windows, the Z0 rapidity regions are also different for ATLAS and
CMS: |yZlab| < 2.5 in the laboratory frame for ATLAS and −2.5 < yZcm < 1.5 in
the center of mass frame for CMS. The calculations agree quite well with the data,
as shown in Fig. 30. Note that, on the logarithmic scale of the distributions, no
difference between the type of nuclear effects included can be observed.
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Figure 29. (Color online) The charged lepton pseudorapidity distributions forW boson production
in p+Pb collisions at
√
sNN = 5.02 TeV. The results forW
+ are shown on the left-hand side while
those for W− are shown on the right. The results with the CT10 (top panels) and MSTW2008
PDFs (bottom panels) are compared to the CMS data.146
5.1.3. Forward-Backward Rapidity Asymmetry
The forward-backward asymmetry for vector boson production can be observed in
the asymmetric p+Pb collision system. The asymmetry arises from the cold nuclear
matter effects.143 First, the forward-backward asymmetry is studied as a function
of the absolute value of the Z0 rapidity in the center of mass frame in the CMS
mass window, 60 < mZ < 120 GeV.
145 The NLO results are compared with the
CMS muon data in Fig. 31. Differences between the three nuclear modifications are
emphasized by the asymmetry. Isospin alone gives only a small forward-backward
asymmetry while nuclear modifications such as antishadowing give a larger sym-
metry, 20-25%. The nCTEQ nuclear modification gives the largest asymmetry. The
calculations agree with the data within the uncertainties. However, the data favor
nuclear modifications with EPS09 NLO and nCTEQ in the region 1.2 . |yZcm| . 2.
The LHCb collaboration has measured the Z0 forward-bacward asymmetry in
a different, more forward, rapidity region from CMS.147 The forward and backward
cross sections have been measured in the region 60 < mZ < 120 GeV, p
µ
T > 20 GeV,
and 2.0 < ηµ < 4.5 in the laboratory frame. In the center of mass frame, the muon
pseudorapidity range is 1.53 < ηµcm < 4.03 in the forward region and −4.97 <
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Figure 30. (Color online) The Z0 transverse momentum spectra in p+Pb collisions at
√
sNN =
5.02 TeV. The results for ATLAS144 and CMS145 are shown in the left and right panels, respec-
tively. The top panels show results with the CT10 proton PDFs while results with the MSTW2008
PDFs are shown in the bottom panels.
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Figure 31. (Color online) The forward-backward asymmetry as a function of the absolute value of
Z0 rapidity in the center of mass frame. The results with the CT10 proton PDFs are shown on
the left and the results with the MSTW2008 PDFs are shown on the right. The CMS data are
from Ref. [145].
ηµcm < −2.47 in the backward region. The NNLO cross sections are calculated and
compared with the LHCb data on the left-hand side of Fig. 32. The calculations in
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the forward region agree with the data while, in the backward region, the results
are much smaller than the data, even though the experimental uncertainty is rather
large.
On the right-hand side of Fig. 32, the forward-backward ratios RFB(2.5 <
|yZcm| < 4.0) are calculated at NNLO and compared to the LHCb data. The ra-
tio is defined as
RFB(2.5 < |yZcm| < 4.0) =
σ(2.5 < yZcm < 4.0)
σ(−4.0 < yZcm < −2.5)
. (14)
The calculations considerably overestimate the data. In addition, the uncertainty
with the nuclear PDFs is rather small. Thus the deviation between theory and data
is significant. Considering the results of the individual forward and backward cross
sections, this overestimate is likely due to a significant (factor of 3-4) underestimate
of the backward cross section.
There seems to be an apparent mismatch between the ratio of the forward
to backward cross sections as seen on the left-hand side of Fig. 32. A ‘by-eye’
view might lead one to expect RFB > 1. However, in this panel, the forward and
backward regions cover the entire rapidity space of 2.5 units. When the rapidity
range is restricted to 1.5 units the statistical signal is reduced, leading to the value
of RFB < 1 on the right-hand side.
Note that the LHCb results are based on a fairly small sample of Z0 bosons so
that, while the signal is strong, the statistical signifcance is not. There are four Z0
candidates in the backward rapidity region and eleven at forward rapidity over the
full phase space. When the range is restricted to the overlap of the forward and
backward regions, only two candidates are left in the forward region while the four
candidates in the backward region are not reduced. After corections for acceptance
in the different regions are taken into account the measured RFB is reduced to
RFB(2.5 < |y| < 4.0) = 0.094+0.104−0.062 (stat.)+0.004−0.007 (syst.).
To leading order, the momentum fraction x carried by initial parton in the nu-
cleus for pT ∼ 0 Z0 boson production at rapidity yZ is x = (mZ/√sNN )e−y
Z
. Thus
x ∈ (3.32× 10−4, 1.49× 10−3) in the forward rapidity region and x ∈ (0.22, 0.989)
in the backward direction for LHCb. Also note that forward Z0 production pro-
ceeds via nuclear sea quarks, usus and dsds (with only small higher order contribu-
tions from gluons), while backward Z0 production is dominated by nuclear valence
quarks, uv and dv.
148 Therefore the forward-backward ratio can schematically be
written as
RFB(2.5 < |yZcm| < 4.0) ∼
Rus,ds(x ∈ [3.32× 10−4, 1.49× 10−3])
Ruv ,dv(x ∈ [0.22, 0.989])
∼
us, ds shadowing
uv, dv EMC
, (15)
where Rf (x) is the flavor-dependent nuclear modification factor. The nuclear ef-
fect in the forward region is thus predominantly related to sea quark shadowing
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while that in the backward direction is mainly due to EMC effects on the valence
quarks.143, 148
Because the forward and backward yields in the rapidity region covered by LHCb
are rather small,147 the experimental precision should be improved for more robust
comparisons of the calculations to data. Unfortunately the rapidity regions of CMS
and LHCb do not overlap. However, it is clear that the forward-backward ratio in
the rapidity range measured by LHCb is significantly lower than one would expect
from extrapolating the CMS data to higher rapidity.
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Figure 32. (Color online) The forward and backward Z0 cross sections are shown on the left-hand
side while the forward-backward asymmetry is shown on the right-hand side. The results are
compared with the LHCb data.147
The forward-backward asymmetry for W boson production has also been mea-
sured by CMS.146 The forward-backward asymmetry is calculated to NLO as a
function of the charged lepton pseudorapidity and compared to the CMS data. Fig-
ure 33 shows that the calculations can describe the CMS data rather well. The W+
data seem to favor the isospin alone, without any addition nuclear PDF modifica-
tions in the region 1.5 . ηl . 2.5. However, the W− data are in better agreement
with the EPS09 and nCTEQ modifications. Note also that the asymmetry is large
and greater than unity for the W+ while the W− asymmetry is small and less than
unity, similar to that of the Z0. Indeed, the asymmetry for W−, on the right-hand
side of Fig. 33, is quite similar to those for Z0 production shown in Fig. 31.
5.1.4. W+/W− charge asymmetry
The charge asymmetry for W boson production, defined as
A = N(W
+)−N(W−)
N(W+) +N(W−)
, (16)
has been measured by CMS.146 The data are compared to NLO calculations in
Fig. 34. The calculations agree with the data except for the region −2 < ηl <
−1. The charge asymmetry is not sensitive to the nPDFs with no obvious flavor
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Figure 33. (Color online) The froward-backward asymmetry as a function of the charged lepton
pseudorapidity in the laboratory frame for W± production. The results for W+ are shown on
the left-hand side while those for W− are shown on the right-hand side. The results with the
CT10 proton PDFs are shown on top while those with MSTW2008 are shown on the bottom. The
calculations are compared to the CMS data.146
dependence, e.g. between the u and d valence quarks.143 This is not surprising
because, at a given value of η, the W+ and W− probe the same x values and thus
nearly the same values of the nPDFs.
5.1.5. Summary
The NLO and NNLO perturbative QCD calculations of vector boson production
have been compared to the LHC data. The calculations shown generally good agree-
ment with the data except for the low statistics forward-backward asymmetry mea-
sured by LHCb. The results are not sensitive to the choice of free proton PDFs. How-
ever, there is a clear distinction between calculations with different parametriza-
tions of the nPDFs for observables such as the pseudorapidity distribution and the
forward-backward asymmetry.
The significant deviation of the calculations from the LHCb data could arise
from a poor understnading of the modifications of the valence quark distributions
at large x, x ∈ [0.22, 0.989]. Alternatively it could be resolved by a higher-statistics
measurement. The first measurements of vector boson production in p+Pb collisions
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Figure 34. (Color online) The W+/W− charge asymmetry as a function of the charged lepton
pseudorapidity calculated with the CT10 proton PDFs is shown on the left while results with
MSTW2008 are shown on the right. The CMS data are from Ref. [146].
at the LHC have demonstrated the capability of studying cold nuclear matter effects
at x → 1 and high momentum transfers, Q2 ∼ m2V . Further robust theoretical
investigations and more precise data are needed to place stringent constraints on
the nPDFs and thus gain a deeper understanding of cold nuclear matter effects in
this relatively unexplored region.
5.2. Z0 production at low pT (Z.-B. Kang and J.-W. Qiu)
At low transverse momentum, pT ≪ mZ , the conventional fixed-order calcula-
tion for the Z boson differential cross section, dσ/dydpT , includes a large loga-
rithm ln(m2Z/p
2
T ). The convergence of a conventional perturbative expansion is
thus impaired and these large logarithms must be resummed. The Collins-Soper-
Sterman (CSS) formalism is well-known and was developed for precisely such pur-
poses.149–152
The calculations are based on the CSS formalism. The CT10 parameterization
is employed for the proton PDFs, with EPS09 NLO for the nuclear PDFs. The
factorization scale is µ = mT /2 = 0.5
√
m2Z + p
2
T . The nuclear size (∝ A1/3) en-
hanced multiple scattering effects are taken into account in p+Pb collisions, as
discussed in detail in Ref. [153]. As can be seen in Fig. 35, emphasizing the low pT
region, this formalism describes the data rather well. It predicts that Z0 boson pro-
duction in p+Pb collisions is suppressed at low pT due to shadowing, while being
slightly enhanced at relatively large pT due to antishadowing in EPS09. However,
these modifications are within the current experimental uncertainties, and thus no
definite conclusions can be made at this point.
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Figure 35. (Color online) The Z0 transverse momentum spectra in p+Pb collisions at
√
sNN =
5.02 TeV with the low pT region emphasized. The results for ATLAS
144 and CMS145 are shown
in the left and right panels, respectively.
6. Conclusions
The predictions from Ref. [1 have been compared to a wide range of data from the
2013 p+Pb run. While some results are in good agreement with the data, other
surprised have been found. The solution of some await results either from a higher
statistics run, as for the LHCb Z0 forward-backward asymmetry, or from a p+p run
at a similar center-of-mass energy, as in the case of RchpPb(pT ) at high pT . Indeed,
LHC Run II has already made a p + p run at 5 TeV to replace the extrapolated
baselines used in the RpPb results shown here. A follow up two week p+Pb run at
5 TeV will come at the end of 2016 to augment the data shown here. An additional
p+Pb run at 7 TeV is also planned that can be compared to the extensive p + p
results at this energy from Run I. With the higher LHC luminosity in Run II, good
statistics can be expected, even for a shorter run.
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