Abstract. Coloring sparse graphs under various restrictions is a theoretical problem of significant practical relevance. Here we consider the problem of maximizing the number of different colors available at the nodes and their neighborhoods, given a predetermined number of colors. In the analytical framework of a tree approximation, solutions obtained by population dynamics show that existing algorithms starting from random initial conditions may have suboptimal performance, due to the existence of metastable states.
Introduction
Not only is the graph coloring problem [1] among the most basic NP-complete problems [2] , but it also has direct relevance to a variety of applications in scheduling, distributed storage, content distribution and distributed computing.
In the original problem, one is given a graph and a number of colors, and the task is to find a coloring solution such that any two connected vertices are assigned different colors. In the variant of the problem studied here, the aim is to maximize the number of colors within one edge distance of any node. Although this variant of the coloring problem has not yet been shown to be NP-complete, it seems nonetheless intractable for a large system size.
This optimization problem is directly related to various application areas and in particular to the problem of distributed data storage where files are divided to a number of segments, which are then distributed over a graph representing the network. Nodes requesting a particular file collect the required number of file segments from neighboring nodes to retrieve the original information. Distributed storage is used in many real world applications such as OceanStore [3] .
Belief Propagation (BP) and Walksat algorithms for solving the problem have been presented in [4] . Approximate connectivity regimes for the solvable case have been found, given the number of colors [4] . However, since the algorithms are based on simplifying approximations (BP) and heuristics (Walksat), both algorithms provide only upper bounds to the true critical values.
The current study aims at providing a more principled approach to study the problem, a more accurate transition point estimate and more insights on the nature of the transition itself. The method employed is based on a tree approximation that results in a set of recursive equations which can be solved analytically, and becomes exact on sparse graphs.
In section 2 we introduce the model studied and present the basic performance measures, followed by section 3 that explains briefly the derivation and how solutions are obtained. In section 4 we present the results obtained followed by a discussion on the nature of the transition in section 5 and a concluding section.
The Model
Consider a sparsely connected network with connectivity C(i) and color q i for node i. The color q i can take the values 1, .., Q. The set of colors available at the node and its local neighborhood is
where N i is the set of nearest neighbors of node i. To find a color scheme that maximizes the number of different colors in L i and averaged over all nodes i, we consider minimizing the cost function (energy) of the form
Since the objective is equivalent to minimizing the number of same colors in the set, an appropriate form of the function φ is
where δ(a, b) = 1 for a = b, and 0 otherwise. φ can be rewritten as
We note that second nearest neighbor interactions are present in this cost function. This is different from that of the original graph coloring problem, where the cost function involves only nearest neighbor interactions. As we shall see, the messages in the resultant message-passing algorithm will be characterized by two components, instead of the single components in the case of the original graph coloring problem [5, 6] . Analysis of the problem is done by writing the free energy of the system at a temperature T , given by
where Z is the partition function given by
β ≡ T −1 being the inverse temperature. In the zero temperature limit, the free energy approaches the minimum cost function. Several methods exist for deriving the free energy based on the replica and tree-based approximations [7, 8] . Here, the analysis adopts a tree-based approximation, which is valid for sparse graphs. When the connectivity of the graph is low, the probability of finding a loop of finite length on the graph is low, and the tree approximation well describes the local environment of a node. In the approximation, node i is connected to C(i) branches in a tree structure, and the correlations among the branches of the tree are neglected. In each branch, nodes are arranged in generations. Node i is connected to an ancestor node of the previous generation, and another C(i) − 1 descendent nodes of the next generation.
Consider the free energy of the tree terminated at node j with color b, given its ancestor node i of color a. In the tree approximation, one writes the free energy as the sum of the average free energy per node F av , and the vertex free energy F ij (a, b) [9] . Using notations described in Fig. 1 , the vertex free energy obeys the recursion relation 
The average of a function A(L i ) is given by
where the average . . . net is taken over the network configurations. Hence the average energy is given by
Two performance measures of interest are f incom and f unsat as defined below. The incomplete fraction f incom is the average fraction of nodes with an incomplete set of colors available at the node and its nearest neighbors,
where Θ(q) = 1 for q > 0, and 0 otherwise. The unsatisfied fraction f unsat is the average fraction of colors unavailable at the node and its nearest neighbors [4] . (Here we consider the case that Q is not greater than the number of nearest neighbors plus 1.)
Obtaining solutions
Solutions to the recursive equation (6) are obtained by population dynamics. In the zero temperature limit, if the ground state is not degenerate,
with the average energy given by
, and both measures (9-10) calculated on the basis of the obtained results. However, since equation (6) may have more than a single argument {q k |k ∈ N j \{i}} at the minimum, our program returns the argument appearing earliest. To take into account the possible degeneracy in Eqs. (9-10) one has to weigh both performance measures by the number of times solutions appear in the minimum. In addition, one should take into account the degeneracy in the recursion relation (6) . This is done by introducing the vertex entropy obeying the recursion relation
where the trace is over the variable set
is the partition function introduced to normalize the entropies,
The performance measures are now weighted by the entropies, and Eq. (7) is replaced by the expression
Numerical results
Numerical solutions to the equations are obtained using population dynamics [10] for samples with a given number of available colors Q and a randomly sampled graph with a given distribution of connectivities P (C). We start with samples of N nodes with Q randomly assigned colors as the initial condition. At each time step of the population dynamics, all the N nodes are updated once in random order. At the instant we update node j, we connect it to C j − 1 randomly selected nodes, where C(j) is drawn from the distribution P (C j ). The vertex free energy F ij (a, b) and the vertex entropy S ij (a, b) are then updated according to Eqs. (11) and (12) for all pairs (a, b).
We have chosen the connectivity distribution P (C j ) to be linear, that is, for an average connectivity C , C j is equal to ⌊ C ⌋ + 1 with probability C − ⌊ C ⌋, and ⌊ C ⌋ with probability 1 − C + ⌊ C ⌋. This connectivity scheme is commonly used in the literature alongside the random connectivity (Poissonian) graphs.
After every time step, we measure the performance measures, namely, the average energy, the incomplete fraction and the unsatisfied fraction. This is done by creating a test node i and randomly selecting C i nodes to connect with the test node. The performance measures are then computed, and repeated for 1000 nodes for each sample.
Results are presented in Fig. 2 . It is easy to see a linear increase in the energy as a function of the average connectivity in Fig. 2(a) . A steady decay in the number of incomplete and unsatisfied nodes is observed up to a discontinuous transition at about C = 3.68, above which all nodes are satisfied. This result shows that there is a considerable room for improvement of the BP and Walksat algorithms reported in [4] ; the transition reported there was at about C = 4.
Near the transition, the time to reach the steady state diverges, as shown in Fig. 2(d) . Not shown in the figure, simulation was done at C = 3.68 up to 40,000 steps, but the incomplete fraction still has not reached the steady state. Furthermore, the time dependence of the approach to the steady state is not completely smooth. The incomplete fraction and the unsatisfied fraction of individual samples can stay at plateaus for a considerably long time, and then rapidly drops to lower plateaus. This indicates that the transition at C = 3.68 may be discontinuous.
The nature of the transition
The results presented in Fig. 2(d) indicate that the transition at C c = 3.68 may be discontinuous. However, the algorithms based on iterations of the saddle point equation at fixed connectivity cannot give precise results due to the divergence of the relaxation time. Furthermore, if the transition is discontinuous, C can be a nonmonotonic function of the performance measures. To determine the performance near C c , an alternative algorithm at fixed performance measures, rather than fixed average connectivity C , is used. It consists of the following steps:
(i) For a fixed performance measure f , update the vertex free energies of the N nodes for a fixed trial value of C .
(ii) Compute the average performance measures f (⌊ C ⌋) and f (⌊ C ⌋ + 1) for connectivities ⌊ C ⌋ and ⌊ C ⌋ + 1 respectively. This is done by generating another two samples of N test nodes connected to the original sample by the connectivities ⌊ C ⌋ and ⌊ C ⌋ + 1 respectively.
(iii) Set the trial connectivity C for the next time step to satisfy (1) and (2) until convergence.
Employing this algorithm we use the incomplete fraction as the fixed performance measure and revisit the results obtained earlier. We found that when the incomplete fraction is not too small, this algorithm converges to the steady state at a time scale independent of the diverging relaxation time near the phase transition. However, as shown in Fig. 3(a) , when the incomplete fraction becomes extremely small, the convergence is affected by oscillations with significant magnitudes. Nevertheless, the time-averaged incomplete fraction yields a remarkably smooth curve in Fig. 3(b) , where it clearly exhibits a non-monotonic behavior near the transition, typical of first order transitions. For C below 3.71, there are 3 values of the incomplete fraction. Both the greatest and smallest values are locally stable. For the convenience of subsequent discussions, they will be referred to as the incomplete and complete states respectively. They are separated by the intermediate state which is unstable. Results for system size N = 1000, Q = 4 and 100 samples.
(a) Time dependence of the average connectivity for f incom = 0.008, 0.007, 0.006, 0.005, 0.004, 0.003, 0.002 (top to bottom). (b) The incomplete fraction at the steady state as a function of the average connectivity C , obtained from the algorithms run at fixed average connectivity and fixed incomplete fraction (labelled and respectively). (c) Time dependence of the average energy per node for C starting from 3.8, dropping linearly (from t = 20 to t = 100), and ending at C = 3.5, 3.55, 3.6, 3.65, 3.7, 3.75 (bottom to top). (d) The average energy per node at the steady state as a function of C , obtained from the algorithms starting from random initial conditions at fixed average connectivity ( ), at fixed incomplete fraction ( ), and starting from C = 3.8 (♦).
When C decreases further, one expects that the unstable state should merge with the complete state, and both states vanish. This vanishing point can only be observed using excessively high precision in the algorithms. Our conjecture is that the vanishing point is located at C = 3, since this is the connectivity above which the nodes and their 3 nearest neighbors can be colored with all the 4 colors in the tree approximation, and the complete state becomes feasible.
For comparison, the incomplete fraction obtained by iterating the recursive equations with random initial conditions, previously shown in Fig. 2(b) , is plotted in the same figure. For the range of C up to 3.68, they are the same as the incomplete state. At C = 3.68, the basin of attraction of the incomplete state becomes sufficiently small, and the iterations approach the complete state discontinuously. However, for C between 3.68 and 3.71, the incomplete state continues to exist.
To compare the energies of the 3 coexisting states, one also needs to measure the energy of the complete state. However, since this state cannot be accessed by iterations starting from random initial conditions, an independent algorithm is required. Since the complete state is accessible from random initial conditions for C above 3.68, we propose to first prepare the steady state solution for a sufficiently large C , say C = 3.8, using the population dynamics of the saddle point equation. Then, we allow C to gradually decrease to the desired values in the coexistence region, and the energy of the complete state can be obtained as shown in Fig. 3(c) . Figure 3 (d) compares the energy of the 3 coexisting states. One can see that the complete state is the global minimum in the entire coexistence region. In contrast, the incomplete state is metastable in the coexistence region. The unstable state corresponds to the saddle point separating their basins of attraction.
The existence of the metastable state in the coexistence region provides a plausible explanation as to why algorithms starting from random initial conditions fail to reach the complete state even when C is above C c . Evidently, it was observed in this regime that the approach of the Walksat algorithm to the complete state is strongly dependent on the level of computational resource [4] . Whether the metastable state is a genuine property of this problem or an artifact of the implicit assumptions taken in obtaining the analytical solutions requires further clarification. This will probably require a replica symmetry breaking ansatz which is beyond the scope of this study.
Conclusion
We have studied the network behavior in the color diversity problem, a variant of the graph coloring problem of significant practical relevance, especially in the area of distributed storage and content distribution.
A discontinuous transition of the performance has been observed at C c = 3.68, with a shrinking basin of attraction of the incomplete state at increasing C . The picture of the discontinuous transition is well supported by iterations of the recursive equations at constant performance measures with interpolated C , which reveal the globally stable complete state, the metastable incomplete state, and the saddle point between them.
Examining networks of various connectivities, and comparing their performance with practical algorithms, we demonstrated that there is room for improvement in designing the optimization algorithms, due to their being trapped in metastable states. Both the Walksat and BP algorithms, as well as the iterations of the recursive equations starting from random initial conditions, can only reach the metastable incomplete state for C ≤ 3.68, whereas the optimal performance corresponds to that of the globally stable complete state.
In contrast, the iterations of the recursive equations starting from the complete state at high C can arrive at the complete state in the coexistence region when C is gradually reduced. We may expect that the same strategy may work for generic algorithms using message passing for individual networks. We may call this approach "connectivity annealing". For a network with C in the coexistence region, this involves first inventing extra randomly generated links between nodes to make up C to a sufficiently high value that it is clearly above the coexistence region. After message passing yields the complete state of this augmented network, one can continue the message passing while the extra links are gradually removed. After all the extra links are removed, one expects that the complete state is arrived, circumventing the problem of its limited basin of attraction in the coexistence region. We are presently experimenting with this proposal.
In summary, we have demonstrated the value of analytical approaches and the use of population dynamics in elucidating the system behavior of the diversity coloring problem on a sparse graph. They provide insights on the margin of improvement, the existence of metastable states, and the nature of state transitions. Thus, they are useful in the design of efficient graphical algorithms.
