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The distribution of the maximum number of common
neighbors in the random graph
I.V. Rodionov1, M.E. Zhukovskii2
Abstract
Let ∆k;n be the maximum number of common neighbors of a set of k vertices in G(n, p).
In this paper, we find an and σn such that
∆k;n−an
σn
converges in distribution to a random
variable having the standard Gumbel distribution.
Keywords: binomial random graph, maximum degree, common neighbors, Gumbel
distribution
1 Introduction
In 1980 [5], B. Bolloba´s studied the asymptotical behavior of the maximum degree ∆n of the
binomial random graph G(n, p) ([4, 14]) for fixed p ∈ (0, 1). The main result of this paper
is the following. Let, for n ∈ N, n ≥ 2,
an = pn+
√
2p(1− p)n lnn
(
1− ln lnn
4 lnn
− ln(2
√
π)
2 lnn
)
, (1)
σn =
√
p(1− p)n
2 lnn
. (2)
Then the shifted random variable ∆n−an
σn
converges in distribution to a random variable
having the standard Gumbel distribution. Further in his paper, Bolloba´s considered the
m-th highest degree ∆mn of G(n, p) (in particular, ∆
1
n = ∆n) and proved a similar result: for
every y ∈ R,
P
(
∆mn − an
σn
≤ y
)
→ e−e−y
m−1∑
k=0
e−ky
k!
as n→∞.
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Note that elements ξi of a sequence of degrees of G(n, p) have the binomial distribution
with the parameters n − 1, p. For sequences of series of independent binomial random
variables, the asymptotical distribution of maximums was studied by S. Nadarajah and K.
Mitov in 2002 [17]. Their result states that the maximum Dn of n independent binomial
random variables ξ1, . . . , ξn with parameters M =M(n), M(n)/[ln n]
3 →∞ as n→∞, and
p = const obeys the following asymptotical law: for y ∈ R,
P
(
Dn ≤ pM +
√
2p(1− p)M lnn
[
1− ln lnn
4 lnn
− ln(2
√
π)
2 lnn
+
y
2 lnn
])
→ e−e−y as n→∞.
(3)
It is easy to see that, for M = n − 1, the result of Nadarajah and Mitov gives the same
normalization functions an and σn and the same asymptotical distribution as the result of
Bolloba´s (but for dependent random variables). Clearly, a simple substitution gives slightly
different functions a˜n and σ˜n. However, the convergence of P(∆n ≤ a˜n+yσ˜n) implies the con-
vergence of P(∆n ≤ an+yσn) to the same limit since an = a˜n+O(1), σn = σ˜n+O((n lnn)−1),
and σn = Θ(
√
n/
√
lnn).
Results of such kind belong to the extreme value theory. A general result of this the-
ory, the Fisher–Tippett–Gnedenko theorem [10] (see also [8], page 205) states the follow-
ing. Let ξ1, ξ2, . . . be independent and identically-distributed random variables, ξ
(n) =
max{ξ1, . . . , ξn}. If there exist an ∈ R, σn > 0 and a non degenerate distribution F such
that ξ
(n)−an
σn
converges to an η ∼ F in distribution, then F belongs to either the Gumbel,
the Fre´chet or the Weibull family. In this way, three extremal types of distributions of ξi are
distinguished. A comprehensive account of necessary and sufficient conditions for a distribu-
tion to belong to one of the extremal types is given in [16]. For further results of the extreme
value theory and its applications see, e.g., [3, 11]. However, mentioned results can not be
applied to the above case (when ξ1, . . . , ξn are identically distributed but their distribution
depends on n). Such triangular arrays of random variables were studied, e.g., in [2, 9, 17].
The result of Nadarajah and Mitov easily follows from a theorem about large deviations
for Binomial random variables and certain properties of the normal distribution function.
But how can (3) be obtained for dependent random variables ξ1, . . . , ξn? Bolloba´s, in his
proof, introduced the random variable X being the number of vertices having degree greater
than yσn + an, where an and σn are defined in (1) and (2) respectively. The result follows
from the fact that, for every k ∈ N, the k-th factorial moment of X converges to the k-th
factorial moment of a Poisson random variable with the parameter e−y. Obviously, the same
idea may be used to prove the result of Nadarajah and Mitov and the respective result for
identically distributed (not depending on n) independent random variables under certain
conditions (see [16], Chapter 2).
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Let k be an arbitrary positive integer. In our paper, we solve the problem of finding
an asymptotical distribution (precisely, the normalization functions an, σn and an extremal
type) of the maximum ∆k;n of the number of common neighbors of k vertices in G(n, p) (the
case k = 1 is already solved by Bolloba´s since ∆1;n = ∆n). Notice that, in our paper, we
consider not only constant p but p depending on n. In [13], it is proven that the result of
Bolloba´s holds true for p = p(n)→ 0 as n→∞ such that pn
ln3 n
→∞ as n→∞ (convergence
to the Gumbel distribution but for other functions an, σn holds true even if
pn
lnn
→ ∞, and
the latter condition is optimal). In our paper, we obtain a similar result for ∆k;n in the same
most general settings.
For k ≥ 2, this problem differs a lot from both mentioned problems (the case of inde-
pendent binomial random variables and degrees of the random graph). The main difference
is that the variance of an analogue of the random variable X defined above may approach
infinity (e.g., this happens when k = 2 and p > 1/2). In particular, this fact makes it
impossible to apply the method of factorial moments directly.
More formally, let v1, . . . , vk ∈ [n] := {1, . . . , n} be distinct vertices of G(n, p). Let
Nn(v1, . . . , vk) ⊆ [n]\{v1, . . . , vk} be the set of all common neighbors of v1, . . . , vk in G(n, p)
(u ∈ Nn(v1, . . . , vk) if and only if, for every i ∈ [k], u ∼ vi, i.e., u is adjacent to vi). Set ∆k;n =
maxv1,...,vk |Nn(v1, . . . , vk)|, where the maximum is over all distinct vertices v1, . . . , vk ∈ [n].
Moreover, let ∆mk,n be the m-th maximum of |Nn(v1, . . . , vk)| (in particular, ∆k;n = ∆1k;n).
The main result of our paper is given below.
Theorem 1 Fix y ∈ R and k,m ∈ N. Assume p = p(n) ∈ (0, 1) be such that
pk ≫ ln
3 n
n
, 1− p≫
√
ln lnn
lnn
. (4)
Let
ak;n = np
k +
√
2kpk(1− pk)n lnn
(
1− ln[k!]
2k lnn
− ln[4πk lnn]
4k lnn
)
,
σk;n =
√
pk(1− pk)n
2k lnn
.
Then
P
(
∆mk;n − ak;n
σk;n
≤ y
)
→ e−e−y
m−1∑
i=0
e−yi
i!
as n→∞.
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Remark. The second condition may be strengthened: 1 − p ≥
√
32 ln lnn
k3 lnn
(1 + o(1)). For
such p, the same techniques work. However, we give a proof in a weaker form to avoid some
annoying technical details.
Note that ∆k;n is the maximum over
(
n
k
)
binomial random variables with parameters
n − k, pk. Therefore, our result duplicates the statement (3) (but for dependent random
variables). This motivates the following question. How strong can be dependencies between
binomial random variables until (3) fails? A partial answer on this question and other fur-
ther questions are given in Section 3.
While Theorem 1 is a natural extension of the result of Bolloba´s, it is also motivated by
the study of extension counts. This study was initiated by Spencer in [20]. He proved that,
given a strictly balanced grounded pair of graphs (G,H) (where G has k vertices) and ε > 0,
there exists C = C(ε) > 0 such that if µ > C lnn, then
P
(
max
v1,...,vk
|X(v1, . . . , vk)− µ| < εµ
)
→ 1 as n→∞. (5)
Here, X(v1, . . . , vk) is the number of (G,H)-extensions of the tuple (v1, . . . , vk) and µ =
EX(1, . . . , k).
This result was recently strengthened by Sˇileikis and Warnke in [19]. They proved that
there exist constants c, C, α > 0 such that, for all p = p(n) ∈ [0, 1] and ε = ε(n) ∈ [n−α, 1],
the limit probability in (5) equals 0 if µ < c
ε2
lnn, and equals 1 if µ > C
ε2
lnn.
Theorem 1 imply, in particular, that, for p in the range, and H having one more vertex
than G adjacent to all the vertices of G, the threshold for the concentration result (5) is fully
determined: the result of Sˇileikis and Warnke is true for any constant c < k and C > k.
The rest of the paper is organized as follows. In Section 2, we give a proof of Theorem 1.
Section 3 is devoted to some discussions of our method and its possible applications to more
general questions.
2 Proof of Theorem 1
Consider the random variables X = Xkn being the number of k-sets of vertices having more
than b = bk;n(y) := ak;n + yσk;n common neighbors. The reason why VarX may approach
infinity is that the major contribution to the variance is made by those k-sets that have
proper subsets with large number of common neighbors. A.a.s., in G(n, p) there are no
4
such k-sets (for details, see Section 2.3). So, we are able to exclude such k-sets from X (in
what follows, we denote the shifted random variable by X˜). In Section 2.3, we estimate the
expectation and the second moment of X˜ .
The second problem we face is that a direct implementation of the approach of Bolloba´s
(i.e., estimation of all the factorial moments of X˜) requires heavy computations. Fortunately,
we have shown that it is enough to prove that EX˜(X˜−1) ∼ (EX)2. This observation follows
from the Janson-type inequality that we prove in Section 2.2 (in Section 3, we state it in a
more general form and describe its possible applications to other problems related to extreme
value theory). It is worth mentioning that the result of Bolloba´s would follow directly from
the Janson inequality for general upsets ([18], Theorem 1, Inequality (3)), if, for distinct
vertices u, v, the events Au, Av of having more than b1;n(y) neighbors of u and having more
than b1;n(y) neighbors of v respectively were independent (indeed, for a fixed vertex v, the
property Av is increasing, i.e. is the upset). If this was the case, estimating the first moment
would be enough to get the asymptotics of P(X1n = 0). Unfortunately, any two Au, Av are
dependent, and so, the mentioned Janson inequality implies P(X1n = 0) ≤ e−e−y+
1
2
e−2y+o(1).
Nevertheless, we prove Janson-type bounds for P(X˜ = 0) for all k (Section 2.2, Lemma 1).
It is easy to see that, for k = 1, the same result holds true for the original (not shifted) ran-
dom variable X1n: e
−EX1n+o(1) ≤ P(X1n = 0) ≤ e−EX
1
n+o
(
eEX
1
n
)
, and it immediately implies the
result of Bolloba´s on ∆n.
2.1 Notations and approximations of binomial distributions
In our proofs, we will frequently use the classical De Moivre–Laplace central limit theo-
rem. For the sake of convenience, below, we verify that it gives (in our settings (4)) an
approximation error which is sufficient for our goals.
Given q = q(n) ∈ (0, 1) and x = x(n) ∈ R, assume that
ln3 n
nq(1− q) → 0, x
3
√
ln3 n
nq(1− q) → 0 as n→∞.
Below, we find asymptotics for P(ξn,q = a) and P(ξn,q > a) where a = nq+x
√
n lnnq(1− q)
and ξn,q is a binomial random variable with parameters n, q.
We get
P(ξn,q = a) =
(
n
a
)
qa(1− q)n−a = 1 +O(1/a) +O(1/(n− a))√
2πn
√
a/n
√
1− a/n
qa(1− q)n−a
(a/n)a(1− a/n)n−a
5
=
1 +O
(
x
√
lnn/(nq(1− q)) + 1/a+ 1/(n− a)
)
√
2πnq(1− q) exp
{
−n ln
[(
a/n
q
)a/n(
1− a/n
1− q
)1−a/n]}
∼ 1√
2πnq(1− q) exp
{
−nq
(
1 + x
√
(1− q) lnn
qn
)
ln
(
1 + x
√
(1− q) lnn
qn
)
−n(1 − q)
(
1− x
√
q lnn
(1− q)n
)
ln
(
1− x
√
q lnn
(1− q)n
)}
=
1√
2πnq(1− q) exp

−x
2 lnn
2
+O

x3
√
ln3 n
nq(1− q)



 ∼ 1√2πnq(1− q) exp
{
−x
2 lnn
2
}
.
(6)
Assume that (in addition to the above conditions)
x ≥ 0, x
√
lnn→∞, x
3
(1− q)2
√
ln3 n
n
→ 0 as n→∞.
Denote y = 2x√
1−q . Let
aˆ = nq + y
√
n lnnq(1− q), a+ = a, a− = nq − x
√
n lnnq(1− q).
By the Chernoff bound ([14], Theorem 2.1),
P (|ξn,q − nq| > aˆ− nq) ≤ 2exp

− y2n lnnq(1− q)
2
(
nq + y
√
n lnnq(1− q)/3
)

 ≤ 2exp [−4x2 lnn
3
]
.
Then
P(ξn,q > a
+) =
aˆ∑
j=a

1 +O

 x3
(1− q)2
√
ln3 n
nq



 exp (−(j − nq)2/[2nq(1− q)])√
2πnq(1− q) +P(ξn,q > aˆ) ≤
∫ y√lnn
x
√
lnn
1√
2π
e−
t2
2 dt

1 +O

 x3
(1− q)2
√
ln3 n
nq



+ 2exp [−4x2 lnn
3
]
∼
Φ
(
y
√
lnn
)
− Φ
(
x
√
lnn
)
+ 2exp
[
−4x
2 lnn
3
]
,
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where Φ(t) =
∫ t
−∞
1√
2π
e−z
2/2dz. It remains to apply the well-known relation
1− Φ(t) ∼ 1√
2πt
e−t
2/2 as t→∞ (7)
(see (1′) in [6]). Finally, we get
P(ξn,q > a
+) ∼ exp [−x
2 lnn/2]
x
√
2π lnn
− exp [−y
2 lnn/2]
y
√
2π lnn
+ 2exp
[
−4x
2 lnn
3
]
∼ exp [−x
2 lnn/2]
x
√
2π lnn
.
(8)
In the same way,
P(ξn,q < a
−) ∼ exp [−x
2 lnn/2]
x
√
2π lnn
. (8′)
In the remaining parts of the proof, we use the following notations. For every ℓ ∈ [k−1],
denote
Γℓ = np
ℓ +
√
2ℓ
√
npℓ(1− pℓ) lnn.
Let X˜ = X˜kn be the number of k-sets of vertices Uk := {u1, . . . , uk} such that, for every
ℓ ∈ [k − 1] and every distinct i1, . . . , iℓ ∈ [k], the following conditions hold:
|Nn (ui1 , . . . , uiℓ)| ≤ Γℓ and |Nn(u1, . . . , uk)| > b.
Fix a k-set U = {u1, . . . , uk} ∈
(
[n]
k
)
. For W,W1, . . . ,Wk ⊂ [n] \ U , consider the events
BU,W = {W = Nn(U)} and BU,W1,...,Wk = {W1 = Nn(u1), . . . ,Wk = Nn(uk)}.
Let
BU =
∨
W⊂[n]\U : |W |>b
BU,W , B˜U =
∨
BU,W1,...,Wk ,
where the second union is over sets W1, . . . ,Wk ⊂ [n] \U such that |W1 ∧ . . .∧Wk| > b and,
for every ℓ ∈ [k − 1] and every distinct i1, . . . , iℓ ∈ [k], |Wi1 ∧ . . . ∧Wiℓ | ≤ Γℓ.
For a fixed U , from (8) and the definition of b, we get
P(BU) = P(ξn−k,pk > b) ∼
k!
nk
e−y. (9)
2.2 The Janson-type inequality
Denote
λ =
∑
U∈([n]k )
P(BU), λ˜ =
∑
U∈([n]k )
P(B˜U), (10)
7
∆ =
∑
U1,U2∈([n]k ):U1∧U2 6=∅
P(|Nn(U1 ∧ U2)| ≤ Γ|U1∧U2|, |Nn(U1)| > b, |Nn(U2)| > b). (11)
Lemma 1 Under the conditions of Theorem 1, the following bounds hold:
exp [−λ + o(1)] ≤ P(X = 0) ≤ P(X˜ = 0) ≤ exp
[
−(1 + o(1))
(
λ˜− eλ∆
)]
. (12)
Proof. The inequality P(X = 0) ≤ P(X˜ = 0) follows from the definition of these random
variables.
The inequality e−λ+o(1) ≤ P(X = 0) follows from the FKG inequality ([1], Chapter 6,
Proposition 6.3.1) also known as Harris’s Lemma [12] or Kleitman’s Lemma [15] since the
indicator random variables of the events ¬BU are decreasing functions of the edges of the
random graph. Indeed,
P(X = 0) = P
(∧
U
¬BU
)
≥
∏
U
(1− P(BU)) = e
∑
U ln(1−P(BU )).
From (9), we get
P(X = 0) ≥ e−λ+O(n−k). (13)
The proof of the remaining inequality is close to the proof of Janson’s inequality proposed
by Boppona and Spencer [7]. However, it is harder since we need to overcome two difficulties.
First, any two of B’s are not independent and, second, even after getting through the first
barrier, we can not apply here the FKG inequality directly.
Let us consider an arbitrary ordering B˜1, . . . , B˜(nk)
of the events B˜U . Then
P(X˜ = 0) = P


(nk)∧
i=1
¬B˜i

 =
(nk)∏
i=1
[
1− P(B˜i|¬B˜1 ∧ . . . ∧ ¬B˜i−1)
]
. (14)
Fix i ∈ [M ]. Unfortunately, each event of B˜1, . . . , B˜i−1 is not independent of B˜i. Neverthe-
less, we may modify some of them slightly and make them independent of B˜i. Indeed, let
U defines B˜i (i.e., B˜i = B˜U). Consider all the events (say, B˜1, . . . , B˜d) among B˜1, . . . , B˜i−1
(they are defined by U1, . . . , Ud respectively) such that each of U1, . . . , Ud has an empty in-
tersection with U . Let j ∈ [d], and B˜j be defined by Uj = {uj1, . . . .ujk}. In what follows, for
V ⊂ [n], we denote by Nˆn(V ) the set of all common neighbors of V in N := [n] \ U .
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For Uˆ = {uˆ1, . . . , uˆk} ⊂
(N
k
)
, define
CUˆ =
∨
W1,...,Wk
{
Nˆn(uˆ1) = W1, . . . , Nˆn(uˆk) = Wk
}
.
where the union is over sets W1, . . . ,Wk ⊂ N \Uj such that |W1 ∧ . . .∧Wk| > b− k and, for
every ℓ ∈ [k−1] and every distinct i1, . . . , iℓ ∈ [k], |Wi1 ∧ . . . ∧Wiℓ| ≤ Γℓ. For j ∈ {1, . . . , d},
set Cj = CUj . Clearly C1, . . . , Cd do not depend on B˜i since B˜i is defined only by edges having
vertices in U .
By the proven lower bound (13),
P


(n−kk )∧
i=1
¬Ci

 ≥ P
(
there is no Uˆ ∈
(N
k
)
in G(n− k, p) with |Nˆn(Uˆ)| > b− k
)
≥ e−λ+o(1).
(15)
Clearly,
P(B˜i ∧ ¬C1 ∧ . . . ∧ ¬Cd) ≤ P(B˜i ∧ ¬B˜1 ∧ . . . ∧ ¬B˜d) (16)
and
P(¬C1∧. . .∧¬Cd) ≥ P(¬B˜1∧. . .∧¬B˜d)−P
(
∃V ∈
(
[n]
k
)
s.t. |Nn(V )| ∈ {b− k + 1, . . . , b}
)
−
k−1∑
ℓ=1
P
(
∃V ∈
(
[n]
ℓ
)
s.t. |Nn(V )| ∈ {Γℓ + 1, . . . ,Γℓ + k}
)
= P(¬B˜1 ∧ . . . ∧ ¬B˜d)− o
(
1
lnn
)
(17)
by the union bound (the reminder o(1/ lnn) does not depend on i). Indeed, for every
a ∈ {b− k + 1, . . . , b} and every V ∈ ([n]
k
)
, from (6), we get
P (|Nn(V )| = a) = P
(
ξn−k,pk = a
) ∼
√
2k lnnk!e−y
nk
√
npk(1− pk) = o
(
1
nk lnn
)
.
For every ℓ ∈ {1, . . . , k − 1}, V ∈ ([n]
ℓ
)
, a ∈ {Γℓ + 1, . . . ,Γℓ + k}, from (6),
P (|Nn(V )| = a) = P
(
ξn−ℓ,pℓ = a
) ∼ 1√
2πnpℓ(1− pℓ)e
−ℓ lnn = o
(
1
nℓ(lnn)3/2
)
.
Below, we use a standard tool from the proof of Janson’s inequality:
P(B˜i|¬B˜1 ∧ . . . ∧ ¬B˜i−1) ≥ P(B˜i ∧ ¬B˜1 ∧ . . . ∧ ¬B˜d ∧ ¬B˜d+1 ∧ . . . ∧ ¬B˜i−1)
P(¬B˜1 ∧ . . . ∧ ¬B˜d)
=
9
P(B˜i|¬B˜1 ∧ . . . ∧ ¬B˜d)P(¬B˜d+1 ∧ . . . ∧ ¬B˜i−1|B˜i ∧ ¬B˜1 ∧ . . . ∧ ¬B˜d) =
P(¬C1 ∧ . . . ∧ ¬Cd)
P(¬B1 ∧ . . . ∧ ¬B˜d)
× P(B˜i ∧ ¬B˜1 ∧ . . . ∧ ¬B˜d)
P(B˜i ∧ ¬C1 ∧ . . . ∧ ¬Cd)
× P(B˜i)×
P(¬B˜d+1 ∧ . . . ∧ ¬B˜i−1|B˜i ∧ ¬B˜1 ∧ . . . ∧ ¬B˜d) (18)
since B˜i is independent of ¬C1 ∧ . . . ∧ ¬Cd. It remains to estimate the factor from the last
line. For every j ∈ {d+ 1, . . . , i− 1}, from (15) and (16),
P(B˜j |B˜i∧¬B˜1∧. . .∧¬B˜d) = P(B˜j ∧ B˜i ∧ ¬B˜1 ∧ . . . ∧ ¬B˜d)
P(B˜i ∧ ¬B˜1 ∧ . . . ∧ ¬B˜d)
≤ P(B˜j ∧ B˜i ∧ ¬B˜1 ∧ . . . ∧ ¬B˜d)
P(B˜i)P(¬C1 ∧ . . . ∧ ¬Cd)
≤
P(B˜j ∧ B˜i)
P(B˜i)P(¬C1 ∧ . . . ∧ ¬C(n−kk ))
≤ P(B˜j |B˜i)eλ+o(1). (19)
Therefore,
P(¬B˜d+1 ∧ . . . ∧ ¬B˜i−1|B˜i ∧ ¬B˜1 ∧ . . . ∧ ¬B˜d) ≥
1−
i−1∑
j=d+1
P(B˜j|B˜i ∧ ¬B˜1 ∧ . . . ∧ ¬B˜d) ≥ 1− eλ+o(1)
i−1∑
j=d+1
P(B˜j|B˜i).
Combining (13)–(19), we get
P(X˜ = 0) ≤
(nk)∏
i=1

1−

1− o(1/ lnn)
P(¬B˜1 ∧ . . . ∧ ¬B˜(nk))

P(B˜i)
[
1− eλ+o(1)
i−1∑
j=d+1
P(B˜j |B˜i)
] ≤
exp
[
−
(
1− o(1/ lnn)
exp[−λ + o(1)]
)( M∑
i=1
P(B˜i)− eλ+o(1)
M∑
i=1
i−1∑
j=d+1
P(B˜j ∧ B˜i)
)]
≤
exp
[
−(1 + o(1))
(
λ˜− eλ+o(1)∆
)]
.
A noteworthy detail is that
∑(nk)
i=1
∑i−1
j=d+1 P(B˜j ∧ B˜i) is strictly less than ∆, since, in the
definition of ∆, we remove the restrictions on the cardinalities of sets of common neighbors
of all proper subsets of both k-sets but the only subset which is the intersection of k-sets.
So, the upper bound in (12) can be strengthened, but, for our purpose, this bound is more
convenient. 
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2.3 The second moment
In this section, we prove the following
Lemma 2 Let λ, λ˜ and ∆ be defined by (10) and (11). Then under the conditions of
Theorem 1,
λ˜ ∼ λ ∼ e−y, and ∆→ 0
as n→∞.
Proof. Let us start from estimating λ, λ˜ and showing that λ˜ = λ(1 + o(1)). From (9),
λ =
∑
U∈([n]k )
P(BU) =
(
n
k
)
k!
nk
e−y(1 + o(1)) = e−y(1 + o(1)). (20)
2.3.1 Estimation of λ˜
Fix a k-set U = {u1, . . . , uk} ∈
(
[n]
k
)
.
P(BU) ≥ P(B˜U) ≥ P(BU)−
k−1∑
ℓ=1
∑
V ∈(Uℓ)
P (|Nn(U)| > b, |Nn(V )| > Γℓ) =
P(BU)−
k−1∑
ℓ=1
(
k
ℓ
)
P (|Nn(U)| > b, |Nn({u1, . . . , uℓ})| > Γℓ) . (21)
Denote Uℓ = {u1, . . . , uℓ}. Then we get
P(|Nn(U)| > b, |Nn(Uℓ)| > Γℓ) ≤
∑
i>Γℓ
P(ξn,pℓ = i)P(ξi,pk−ℓ > b− (k − ℓ)) ≤
∑
Γℓ<i≤npℓ+
√
2kn lnnpℓ(1−pℓ)
P(ξn,pℓ = i)P(ξi,pk−ℓ > b− (k − ℓ))+
P
(
ξn,pℓ > np
ℓ +
√
2kn lnnpℓ(1− pℓ)
)
.
From relations (6) and (8),
P(ξn,pℓ = i) =
exp
[
− (npℓ−i)2
2npℓ(1−pℓ)
]
√
2πnpℓ(1− pℓ) (1+o(1)) uniformly over i ∈
(
Γℓ, np
ℓ +
√
2kn lnnpℓ(1− pℓ)
]
,
(22)
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P(
ξn,pℓ > np
ℓ +
√
2kn lnnpℓ(1− pℓ)
)
=
1
2
√
kπ lnn
n−k(1 + o(1)). (23)
It remains to estimate P(ξi,pk−ℓ > b−(k−ℓ)). Let us verify the conditions of (8). Since k−ℓ
is constant, it is sufficient to prove that 1≪ b− ipk−ℓ = O
(√
lnn
ln i
)
×√i ln ipk−ℓ(1− pk−ℓ).
For i in the range,
b− ipk−ℓ ≥
√
2kn lnnpk(1− pk)(1 + o(1))−
√
2kn lnnp2k−ℓ(1− pℓ) =
√
2kn lnnpk
(√
1− pk(1 + o(1))−
√
pk−ℓ − pk
)
≥
√
2kn lnnpk
√
1− pk
(
1−
√
ℓ/k + o(1)
)
,
(24)
where the latter inequality follows from√
k(pk−ℓ − pk)
1− pk <
√
ℓ. (25)
Indeed,
∂
∂p
[
ℓ(1− pk)− k(pk−ℓ − pk)] = k(ℓ− k)pk−ℓ−1(1− pℓ) < 0
for p ∈ (0, 1), and ℓ(1− pk)− k(pk−ℓ − pk)∣∣
p=1
= 0.
Let us verify the upper bound:
b− ipk−ℓ√
i ln ipk−ℓ(1− pk−ℓ) ≤
√
2kn lnnpk(1− pk)√
n ln ipk(1− pk−ℓ)(1 + o(1)) = O
(√
lnn
ln i
)
.
Therefore, we may apply (8) for P(ξi,pk−ℓ > b− (k − ℓ)) as well:
P(ξi,pk−ℓ > b− (k − ℓ)) =
√
ipk−ℓ(1− pk−ℓ)√
2π(b− ipk−ℓ) e
− (b−ipk−ℓ)2
2ipk−ℓ(1−pk−ℓ) (1 + o(1)) ≤ (26)
√
1− pk−ℓ
2
√
πk lnn
(√
1− pk −
√
pk−ℓ − pk
)e− (b−ipk−ℓ)22ipk−ℓ(1−pk−ℓ) (1 + o(1)).
Putting it all together, we get
P(|Nn(U)| > b, |Nn(Uℓ)| > Γℓ) ≤
12

 √1− pk−ℓ
2π
√
2knpℓ(1− pℓ) lnn
(√
1− pk −
√
pk−ℓ − pk
)∑ e−f(i) + 1
2
√
kπ lnn
n−k

 (1 + o(1)),
(27)
where the summation is over i ∈
(
Γℓ, np
ℓ +
√
2kn lnnpℓ(1− pℓ)
]
and
f(i) =
(
npℓ − i)2
2npℓ (1− pℓ) +
(
ipk−ℓ − b)2
2ipk−ℓ (1− pk−ℓ) .
Let i > Γℓ. Denote i = np
ℓ + x
√
npℓ(1− pℓ) lnn. From the definition of Γℓ, x >
√
2ℓ. Then
f(i) =
x2(1− pk)− 2√2kx√(pk−ℓ − pk)(1− pk) + 2k(1− pk)
2(1− pk−ℓ) lnn+
x
√
(pk−l − pk)(1− pk)−√2k(1− pk)
2
√
2k(1− pk−l) ln lnn(1 + o(1)), (28)
The function of x in the numerator of the first summand in the right-hand side of (28)
achieves its minimum in
√
2k(pk−ℓ−pk)
1−pk <
√
2ℓ due to (25).
Thus, after plugging in the numerator of the first summand in the right-hand side of (28)
its minimum, we get that f(i) > k lnn + ω
(
ln lnn
lnn
)
for 1 − p ≫
√
ln lnn
lnn
since the coefficient
in the second summand (that is multiplied by ln lnn) is bounded. Thus,∑
i∈
(
Γℓ,npℓ+
√
2kn lnnpℓ(1−pℓ)
]
e−f(i) <
√
2kn lnnpℓ(1− pℓ)n−k. (29)
From (21), (27) and (29), we get
P(BU) ≥ P
(
B˜U
)
≥ P(BU)− o(n−k).
Finally, from (9) and (20),
e−y + o(1) =
(
n
k
)(
P(BU)− o(n−k)
) ≤ (n
k
)
P
(
B˜U
)
= λ˜ ≤ λ =
(
n
k
)
P(BU) = e
−y + o(1).
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2.3.2 Estimation of ∆
It remains to estimate from above ∆ and prove that it converges to 0. By the definition,
∆ =
k−1∑
ℓ=1
∑
V ∈([n]ℓ ), U1,U2∈([n]k ):U1∧U2=V
P(|Nn(V )| ≤ Γℓ, |Nn(U1)| > b, |Nn(U2)| > b).
Fix k-sets U1, U2 such that |U1 ∧ U2| = ℓ, 1 ≤ ℓ ≤ k − 1. Set V = U1 ∧ U2. Let
AℓU1,U2 = {|Nn(V )| ≤ Γℓ, |Nn(U1)| > b, |Nn(U2)| > b}.
Then
∆ =
k−1∑
ℓ=1
(
n
ℓ
)(
n− ℓ
k − ℓ
)(
n− k
k − ℓ
)
P(AℓU1,U2) =
k−1∑
ℓ=1
O
(
n2k−ℓP(AℓU1,U2)
)
. (30)
So it is sufficient to show that P(AℓU1,U2) = o(n
−(2k−ℓ)). Obviously,
P(AℓU1,U2) ≤
∑
i≤Γℓ
P(ξn,pℓ = i)[P(ξi,pk−ℓ > b− (k − ℓ))]2 ≤
∑
npℓ−2
√
kn lnnpℓ(1−pℓ)<i≤Γℓ
P(ξn,pℓ = i)[P(ξi,pk−ℓ > b− (k − ℓ))]2+
P
(
ξn,pℓ ≤ npℓ − 2
√
kn lnnpℓ(1− pℓ)
)
.
From relations (6) and (8′), we get
P(ξn,pℓ = i) =
exp
[
− (npℓ−i)2
2npℓ(1−pℓ)
]
√
2πnpℓ(1− pℓ) (1+o(1)) uniformly over i ∈
(
npℓ − 2
√
kn lnnpℓ(1− pℓ),Γℓ
]
,
P
(
ξn,pℓ ≤ npℓ − 2
√
kn lnnpℓ(1− pℓ)
)
=
1
2
√
2kπ lnn
n−2k(1 + o(1)) = o(n−2k).
As in Section 2.3.1, to estimate P(ξi,pk−ℓ > b − (k − ℓ)), we verify the conditions of (8).
For i ∈
(
npℓ − 2√kn lnnpℓ(1− pℓ),Γℓ], the value of b − ipk−ℓ is even bigger than in (24)
and, therefore, here, (24) holds as well. Moreover,
b− ipk−ℓ√
i ln ipk−ℓ(1− pk−ℓ) ≤
√
2kn lnnpk(1− pk) + 2√kn lnnpk(pk−ℓ − pk)√
n ln ipk(1− pk−ℓ)(1 + o(1)) = O
(√
lnn
ln i
)
.
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Therefore, we may apply (8) and get, in the same way as in (26),
P(ξi,pk−ℓ > b−(k−ℓ)) ≤
√
1− pk−ℓ√
2π lnn
(√
2k(1− pk)−√2ℓ(pk−ℓ − pk))e
− (b−ipk−ℓ)2
2ipk−ℓ(1−pk−ℓ) (1+o(1)).
Therefore, we get from above
P(AℓU1,U2) ≤
(1 + o(1))
1− pk−ℓ
(2π)3/2 lnn
√
npℓ(1− pℓ)
(√
2k(1− pk)−√2ℓpk−ℓ(1− pℓ))2
∑
e−g(i) + o(n−2k),
(31)
where the summation is over i ∈
(
npℓ − 2√kn lnnpℓ(1− pℓ),Γℓ] and
g(i) =
(npℓ − i)2
2npℓ(1− pℓ) +
(ipk−ℓ − b)2
ipk−ℓ(1− pk−ℓ) .
As in Section 2.3.1, denote i = npℓ + x
√
npℓ(1− pℓ) lnn. Notice that x ∈ (−2√k,√2ℓ].
We get
g(i) =
x2(1 + pk−ℓ − 2pk)− 4√2k√(pk−ℓ − pk)(1− pk)x+ 4k(1− pk)
2(1− pk−ℓ) lnn+
x
√
(pk−l − pk)(1− pk)−√2k(1− pk)√
2k(1− pk−l) ln lnn(1 + o(1)) =: g˜p(x) lnn+ gˆp(x) ln lnn(1 + o(1)).
The minimum of g˜p(x) equals g˜p(x0) =
2k(1−pk)
1+pk−ℓ−2pk , where
x0 =
2
√
2k
√
(pk−ℓ − pk)(1− pk)
1 + pk−ℓ − 2pk .
Let ε ≤ 2
k−1 and p0 ∈ (0, 1) be the root of the equation 1−p
k
pk−ℓ−pk =
2k−ℓ
ℓ
+ ε. Then
g˜p(x0) > 2k
2k − (1− ε)ℓ
2k + εℓ
= 2k − ℓ+ εℓ
2
2k + εℓ
for all p < p0. For such p, we immediately get the required relation P(A
ℓ
U1,U2
) = o(n−(2k−ℓ)).
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If p ≥ p0, then 1−pkpk−ℓ−pk ≤ 2k−ℓℓ + ε. Therefore, since the function x0 = x0(p) is increasing
for p ∈ (0, 1), we get
x0 =
2
√
2k
√
(pk−ℓ − pk)(1− pk)
1 + pk−ℓ − 2pk ≥ x0(p0) = 2
√
2k
√
ℓ(2k − (1− ε)ℓ)
2k + εℓ
>
√
2ℓ. (32)
Moreover,
g˜p
(√
2ℓ
)
=
ℓ(1 + pk−ℓ − 2pk)− 2√2k√2ℓ√(pk−ℓ − pk)(1− pk) + 2k(1− pk)
1− pk−ℓ =[√
2ℓ(1− pk)−√2k(pk−ℓ − pk)]2 − ℓ(1− pk−ℓ) + 2k(1− pk−ℓ)
1− pk−ℓ = 2k − ℓ+ ω
(
ln lnn
lnn
)
since
[√
2ℓ(1− pk)−√2k(pk−ℓ − pk)]2 /(1 − pk−ℓ) = ω ( ln lnn
lnn
)
for 1 − p ≫
√
ln lnn
lnn
. As
x ≤ √2ℓ < x0, we get g˜p(x) ≥ g˜p
(√
2ℓ
)
. Since gˆp(x) = O(1),∑
i∈
(
npℓ−2
√
kn lnnpℓ(1−pℓ),Γℓ
]
e−g(i) < 4
√
kn lnnpℓ(1− pℓ)n−(2k−ℓ). (33)
Relations (30), (31), (33) imply the desired convergence ∆→ 0. 
2.4 Final steps
From Lemma 1 and Lemma 2 we immediately get the statement of Theorem 1 for m = 1
since P(∆1k;n ≤ b) = P(Xn = 0).
The very last step is to find the limit of P(∆mk;n ≤ b) − P(∆m−1k;n ≤ b) = P(Xn = m − 1)
for m ≥ 2.
Note that the probability δn of the existence of two distinct overlapping k-sets U1, U2 ∈(
[n]
k
)
such that |Nn(Uj)| > b for both j = 1 and j = 2 is at most ∆ + o(1) as, for every
ℓ ∈ [k − 1], a.a.s. there are no ℓ-sets with more than Γℓ common neighbors in G(n, p).
Therefore, δn = o(1). Thus, P(Xn = m − 1) is equal to hm−1 + o(1) where hm−1 is the
probability that the maximum i such that there exist i disjoint k-sets U1, . . . , Ui ∈
(
[n]
k
)
having |Nn(Uj)| > b for all j ∈ [i] equals m − 1. But this probability is much easier to
estimate. Indeed, set
G(m− 1) = 1
(m− 1)!
m−1∏
j=1
(
n− k(j − 1)
k
)
, nm−1 = n− k(m− 1), bm−1 = b− k(m− 1).
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Fix disjoint k-sets U1, . . . , Um−1. For a k-set U , denote by Nˆn(U) the number of common
neighbors of U in [n] \ [U1 ⊔ . . . ⊔ Um−1]. Then
G(m− 1)
(
P(|Nˆn(U1)| > b)
)m−1
P
(
∆1k;nm−1 ≤ b
) ≤ hm−1 ≤
G(m− 1)
(
P(|Nˆn(U1)| > bm−1 + k)
)m−1
P
(
∆1k;nm−1 ≤ bm−1
)
.
As bm−1 = b + O(1) and nm−1 = n + O(1), both lower and upper bounds are equal to
1
(m−1)! (e
−y)m−1 e−e
−y
(1 + o(1)). Therefore,
P(∆mk;n ≤ b) =
m−1∑
i=0
P(Xn = i) ∼
m−1∑
i=0
hi ∼ e−e−y
m−1∑
i=0
1
i!
(
e−y
)i
.
3 Discussions and further questions
In Section 1, we have mentioned that the dependencies between degrees of G(n, p) are weak
enough, and so, the result of Bolloba´s does not differ from the result of Nadarajah and Mitov
(for independent binomial random variables). This motivates the following question. How
strong can be dependencies between the binomial random variables until (3) fails?
Let us formalize this question in the following way. Let ξ1, ξ2, . . . be independent Bernoulli
random variables with parameter p. For every n ∈ N, consider an M = M(n)-element set
Σn of n-vectors (ξi1 , . . . , ξin) having components in the given sequence, M ≫ (lnn)3. Let
Dn = max(ξi1 ,...,ξin)∈Σn(ξi1 + . . .+ ξin). Assume that m = m(n) is such that any two vectors
from Σn have at most m common components. For m = 0, we have (3), and the result of
Bolloba´s relates to m = 1. Can we guarantee the same for larger m?
Below, we state a generalization of our Janson-type inequality given in Section 2.2, that
has an analogous proof and immediately implies the following answer on the above question.
If m = o(
√
n/ lnn), then (3) is true.
Lemma 3 For every n ∈ N, consider a sequence of independent random variables ξn =
(ξn1 , ξ
n
2 , . . .), an M(n)-element set {ηn1 , . . . , ηnM} of vectors having components in ξn and Borel
sets An1 , . . . , A
n
M , where A
n
i ⊂ Rki, ki is the dimension of ηni . Let, for every i ∈ {1, . . . ,M},
J(i) ⊂ {1, . . . ,M} be such that, for every J ⊆ J(i),
P(∧j∈J{ηnj /∈ Anj }|ηni ) = P(∧j∈J{ηnj /∈ Anj }) + o(1) a.s.
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uniformly over all i and J . Let
Xn =
M∑
i=1
I(ηni ∈ Ani ), ∆n =
n∑
i=1
∑
j∈[M ]\J(i)
P(ηni ∈ Ani , ηnj ∈ Anj ).
If P(Xn = 0) ≥ e−EXn+o(1), then
P(Xn = 0) ≤ exp
[−(1 + o(1)) (EXn − eEXn∆n)] .
It is also of interest to consider the case k = k(n) as well as 1 − p approaching 0 faster
than
√
ln lnn
lnn
and to prove (or disprove) an analogue of Theorem 1.
Finally, in Section 1, we mentioned that Theorem 1 improves the result of Sˇileikis and
Warnke for (G,H)-extensions with |V (H)|− |V (G)| = 1 and |E(H)|− |E(G)| = |V (G)|. We
expect that our techniques may give analogous improvements for a wider class of grounded
strictly balanced pairs.
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