The Kirchho polynomial of a graph G is the sum of weights of all spanning trees where the weight of a tree is the product of all its edge weights, considered as formal variables. Kontsevich conjectured that when edge weights are assigned values in a nite eld F q , for a prime power q, the number of zeros of the Kirchho polynomial of a graph G is just a polynomial function of q. Stanley veri ed this conjecture for some families of graphs and further proposed several conjectures. In this paper, we derive and prove explicit formulas for certain graphs, thus con rming Stanley's conjectures. We also consider several extensions and generalizations of the conjecture of Kontsevich.
Introduction
Let G = (V (G); E(G)) be a graph G with vertex set V (G) and edge set E(G). We associate with each of its edge e a variable X e . The Kirchho polynomial of G, denoted by Kir(G), is de ned to be
where the sum is taken over all spanning trees T of G, and the product is taken over all the edges of T. A zero of Kir(G) over a ring R is an assignment of values in R to X e for all e in E(G) such that the Kirchho polynomial has value 0. Kontsevich 5] conjectured that the number of zeros for a Kirchho
To appear in Annals of Combinatorics. polynomial of a given graph G over a nite eld F q , for a prime power q, is a`universal' polynomial function in q.
This problem can be restated as follows:
Suppose that the variables fX e g e2E(G) are independently and uniformly distributed over the nite eld F q . The problem of interest is to compute the probability function Pk(G) = Prob( Kir(G) = 0) over a eld with q elements, and to determine whether Pk(G) is a polynomial in q ?1 . If Pk(G) is a polynomial in Z q ?1 ], we call it the probabilistic Kirchho polynomial of G, and we say that the graph G is admissible over F q .
For example, for G = K 3 , the complete graph on three vertices, we use X 1 , X 2 and X 3 to denote the variables associated with its three edges. Its Kirchho polynomial and its probabilistic Kirchho polynomial over F p k are Kir(K 3 ) = X 1 X 2 + X 2 X 3 + X 3 X 1 Pk(K 3 ) = Prob( Kir(K 3 )=0 ) = 1 q (1) The problem of determining the probabilistic Kirchho polynomial for complete graphs has been previously studied in the literature. By using the matrix-tree theorem, it is not di cult to see that the probabilistic Kirchho polynomial for a complete graph K n over F q is exactly the probability of an (n ? 1) (n ? 1) matrix with entries in a nite eld being singular. The probabilistic Kirchho polynomial for K n over a nite eld F q is Pk(K n ) = 1 ?
(1 ? q ?2j+1 ):
The evaluation of Pk(K n ) over a nite eld F q , for odd prime power q, can be traced to Carlitz 3] in 1954. A simple proof was later found by MacWilliams 6] in 1969. Brent and McKay 2, Thm. 5.1, 1988] investigated Pk(K n ) over the ring Z m . They also evaluated ranks of random matrices over Z m (see 1]). Recently, Stanley 7] gave another proof for (2) using orthogonal geometries over F q . He also solved the problems for K n ? K 1;s (deleting K 1;s from K n ) and conjectured formulas for the probabilistic Kirchho polynomials of K n ?K 3 , K n ?K 4 , and K n ?K 5 . We will verify Stanley's conjecture by determining Pk(K n ?K m ) for general m. We will also consider several extensions of Kontsevich's conjecture concerning, for example, the probability of the Kirchho polynomial assuming a nonzero value as well as another direction on the probability distribution of the rank function of the associated matrices. Further remarks, examples, problems and conjectures are discussed in the last section.
Stembridge 8] gave a reduction algorithm for computing the probabilistic Kirchho polynomials. His MAPLE program veri ed Kontsevich's conjecture for all graphs with no more than 12 edges. He also proved a number of results on minimal counterexamples for the Kontsevich's conjecture. For example, he showed that such a minimal graph cannot be 2-connected. This implies that outerplanar graphs have probabilistic Kirchho polynomial (which was proved independently by one of the authors 10]).
Preliminaries
For simplicity, we here consider a simple loopless graph G on n vertices 
for any i (independent of the choice of i). Thus, any n n symmetric matrix M can be associated with a reduced Laplacian of some graph G as follows: The graph G has the combinatorial Laplacian M u u z , where u = ?M 1, u is the transpose of u, z = ?u 1, and 1 is the column vector (1; 1; : : : ; 1) .
We say a graph G is strongly admissible over a eld F if for any integer r, the probability
is a universal polynomial function in 1=jFj. 
We will use the stronger inductive assumption of strong admissibility to derive the probabilistic Kirchho polynomials in the next section.
Strongly admissible graphs
An apex of a graph is a vertex which is adjacent to every other vertex. Stanley 7] gave a recurrence equation for graphs with two or more apexes.
For the family K n ? K m , he conjectured formulas for Pk(K n ? K m ) for m = 3; 4; 5: Here we will derive an explicit expression for Pk(K n ? K m ) for general m, by proving the following stronger results. We consider the matrix M(s; t) = C s B s t B 0 t where C s is an s s random symmetric matrix, (with s(s + 1)=2 random variables as entries), B is an s t random matrix with st independent random entries whose transpose is B , and 0 t is the t t zero matrix. We need to examine the probability p(s; t; r) of the matrix M(s; t) having rank r, when all the st + s(s + 1)=2 random variables are independently and uniformly distributed over the nite eld F q .
We consider the generating function:
f(s; t) = f(s; t)(X) = where denotes a random variable with uniform distribution, denotes a row/column of appropriate size, 0 is a row/column of zeros of some appropriate size, andC denotes an altered C.
We consider the submatrix w w 0 formed by the entries in four corners of the above matrix. Clearly, it is invertible. We can pivot on this principal submatrix and apply Lemma 3.1. After removing the rst and last rows and columns from the above matrix, the resulting matrix is just M(s?1; t whereC is a random symmetric matrix,B is a random matrix of size (n ? m?1) (m?r), and M r denote an r r symmetric matrix of full rank. We note thatC andB are independent since by adding some value to a random variable it is still independently and uniformly distributed. We remark that for the case of m = 3; 4; 5. we have exactly the same formulas for K n ? K m as conjectured by Stanley 7] .
In the remainder of this section, we consider the graphs K n ?K m 1 ;m 2 ;:::;ms . 7 7 7 5 where the A's are random symmetric matrices.
Since the A's can be viewed as the reduced combinatorial Laplacian of complete graphs, the rank generating function of G 0 satis es
Since the complete graphs are strongly admissible, G 0 is strongly admissible.
By Theorem 3.1, the graph G, which is formed by adding (n ? 1 ? P m i ) apexes to G 0 , is strongly admissible.
Using MacWilliams' results on p(r; K n ) (as shown in (6)) for complete graphs K n 's, we can apply Theorem 3.2 to compute the probabilistic Kirchho polynomial of the graph K n ? K m 1 ;m 2 ;:::;ms explicitly. 4 The distribution of Kir(G) Brent 
where
No proof for (14) was given in 2]. Here we will give a proof for the general case over a nite eld: 
We note that the Legendre symbol satis es ( (?1) r p ) = (?1) r(p?1) for p prime, so (16) is exactly (13) when q is a prime p.
We consider the distribution of Kir(K n ), denoted by D n . The probability a n?1;1 a n?1;2 a n?1;n?1 1 C C C A :
we apply Lemma 3.1 to compute the determinant. We pivot with respect to entries on the rst row. The terms in (17) correspond to the following cases:
(i) a 1;1 6 = 0.
(ii) a 1;i = 0; 8i.
(iii) All other cases are divided into subcases that a 1;1 = = a 1;s?1 = 0, but a 1;s 6 = 0. We use the fact that the minor formed by deleting the rst and the s-th rows and columns is still random symmetric.
Proof of Theorem 15: We will derive equation (15) 
for all x in F ? f0g. For n odd,
It would be of interest to determine for which graphs (19) or (20) for any graph G on n vertices and any x 6 = 0. Therefore, the index of G must be a factor of n?1. It would be interesting to know when the index is exactly n ?1. Although it seems to be quite hard to compute the index of a general graph, for a special family of graphs it could be relatively easier to verify.
When the number of vertices is n = p + 1 for some prime number p, and q 1 (mod p) is the cardinality of the nite eld, the only possible value for the index is 1 or p = n ? 1. If we can provide two distinct probabilities for two nonzero values of d 1 and d 2 , the index of the graph must then be n ? 1. Since Dirichlet Theorem asserts that for a xed n = p + 1, there are in nitely many primes (hence prime powers) q such that q 1 (mod n?1).
Therefore we may have in nitely many possible extremal cases.
In particular, we consider cycles C n on n vertices, which have Kirchho This leads to the following problem:
Problem 2: Prove or disprove that the index of C p+1 is p for a prime p over the nite eld F q with q 1 (mod p).
Of course, it would be even better if the index of any cycles can be determined.
Another natural question is whether that Prob(Kir(G) = d) over the nite eld F q is a universal function of 1=q or not. From equation (15), we see that the answer is negative for d 6 = 0, q prime, n odd and G = K n .
We remark that there are counterexamples for the version of Kontsevich's conjecture over a ring. In 2], the explicit formula for Prob(Kir(G) = 0 over Z q ) for q = p k , where p is a prime and k > 1, is a polynomial in 1=p depending on k but not a universal polynomial in 1=q.
So far, we have not found any counterexample to the following strengthened version of Kontsevich's conjecture:
Conjecture : For a graph G and a positive integer r, the probability that its reduced combinatorial LaplacianL of G over the nite eld F q has rank r, denoted by Prob(rank(L(G)) = r), is a universal function in 1=q.
