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Chapter 1
Introduction
1.1 Energy Resources
We can seperate the energy resources that are available to us into two categories:
(a) non-renewable energy resources and (b) renewable energy resources. Fossil fuels
(coal, oil and natural gas) are an example of non-renewable sources of energy. Fossil
fuels are ﬁnite resources. Once fossil fuels are ﬁnished, it will take millions of years
before they form again. There are clear indications that it takes only a few decades
before the current known oil and gas reserves will be exhausted.1
Another major disadvantage of using fossil fuels to produce energy is the emission
of carbon dioxide (CO2). Carbon dioxide is a greenhouse gas and is believed to
be the biggest contributor to climate change.2 Burning fossil fuels will increase the
concentration of carbon dioxide in the atmosphere. The current concentration of
carbon dioxide in the atmosphere is about 36% higher compared to its concentration
in pre-industrial time (before 1700).3 This increase in carbon dioxide concentration is
mainly due to burning of oil, coal and gas, and deforestation.
We need energy resources which will not run out and have a much lower environ-
mental impact. Renewable energies come from renewable resources such as:
• Solar
Solar energy technologies produce electricity from the energy of the sun. Pho-
tovoltaic (PV) materials and devices convert sunlight into electrical energy. PV
cells are commonly known as solar cells. By far the most common bulk material
for solar cells is crystalline silicon.
• Wind
Wind energy technologies use the energy in wind for practical purposes such
as generating electricity (wind turbines), pumping water (wind pumps), and
grinding grain (windmills).
1
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• Watera
Innovative technologies generate energy from waves, currents and tides. Cur-
rently, hydropower is the largest source of renewable electricity in the United
States.
• Biomass
Biomass is biological material from living, or recently living organisms. There
are many types of biomass, such as plants, residue from agriculture and forestry,
and the organic component of municipal and industrial wastes, that can now be
used to produce fuels, chemicals, and power.
• Geothermal
Geothermal technologies use the heat from the Earth. Geothermal resources
include the heat retained in shallow ground, hot water and rock found a few
miles beneath the Earth's surface, and extremely high-temperature molten rock
located deep in the Earth. Geothermal energy provides electricity and eﬃcient
heating and cooling.
1.2 Why hydrogen?
Hydrogen is an energy carrierb that can be produced from diverse resources, both
renewable and non-renewable. It can then be used in fuel cells or burned in internal
combustion engines. Figure 1.1 shows that big car manufacturers consider fuel cell
electric vehicles (FCEVs) complimentary to their other advanced vehicle technologies
such as plug-in electric vehicles (PEVs). One of the advantages of fuel cells is that
they can be scaled up to support larger vehicles, including heavy-duty platforms like
transit buses. Another attractive feature of hydrogen is that it can be used as a
storage medium for electricity generated from intermittent, renewable resources such
as solar, wind, wave and tidal power. It thereby provides a solution to one of the
major issues of sustainable energy, namely the problem of intermittency of supply.4
Hydrogen does not occur naturally as a gas on earth. It is always combined with other
elements. Water, for example, is a combination of hydrogen and oxygen. As long
as hydrogen is produced from non-fossil-fuel feed stock, it is a genuinely sustainable
or renewable fuel. In order to make hydrogen a viable energy carrier, there are three
major technological barriers that must be overcome.4 First, the cost of eﬃcient and
aWind and water have been used as renewable energy resources since ancient times and they are
gaining renewed interest.
bHydrogen is an energy carrier, not an energy source, i.e. it stores and delivers energy in a usable
form, and it must be produced from compounds that contain it.
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Figure 1.1: GM and Toyota Vehicle Technology Maps [GM Fuel Cell Technology Status, GM
presentation at CEC Workshop for the 2010-2011 Investment Plan on Sept. 29, 2009.]
sustainable hydrogen production and delivery must be signiﬁcantly reduced. Second,
new generations of hydrogen storage systems for both vehicular and stationary ap-
plications must be developed. Finally, the cost of fuel cell and other hydrogen-based
systems must be reduced.
1.3 Hydrogen Storage
Storage of hydrogen is one the most technically challenging barriers to the widespread
commercialization of hydrogen-fueled light-duty vehicles. Hydrogen storage chal-
lenges are:
• Weight and Volume
• Eﬃciency
• Durability
• Refueling Time
• Cost
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A list of requirements that has been set by the US department of energy (DOE)
for a storage system for mobile applications are shown in Figure 1.2. Hydrogen can
Figure 1.2: DOE Targets for Onboard Hydrogen Storage Systems for Light-Duty Vehicles
(revised in 2009).
be stored in a variety of ways. In the following the most common ways of storing
hydrogen are disscused.57
1.3.1 Compressed Hydrogen Gas Tanks
Compressed hydrogen gas tanks store H2 in its gaseous state under pressure. In order
to increase the energy density of gaseous hydrogen, it must be stored at very high
pressures. Therefore, storage of hydrogen as a gas requires high-pressure tanks (350
to 700 bar). These high pressures require material and design improvements in order
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to ensure tank integrity. Advances in compression technologies are also required to
improve eﬃciencies and reduce the cost of producing high-pressure hydrogen.
1.3.2 Cryogenic Liquid Hydrogen Tanks
The energy density of hydrogen can be improved by storing hydrogen in a liquid state.
The volumetric capacity of liquid hydrogen is 0.070 kg/L, compared to 0.030 kg/L
for 700 bar gas tanks. Since the boiling point of hydrogen at one atmosphere pressure
is -252.8 ◦C, storage of hydrogen as a liquid requires cryogenic temperatures. This
means the cost of liquefaction, which is high, shoud be added to the other costs such
as tank cost. Compressed hydrogen gas tanks and cryogenic liquid hydrogen tanks
are impractical due to safety concerns and small volumetric densities.
1.3.3 Materials-Based hydrogen storage
Metal hydrides
Metal hydrides are promising candidates for reversible on-board hydrogen storage and
release at low temperatures and pressures. Hydrogen is a highly reactive element
and is known to form hydrides with metals and alloys. Therefore, in the presence
of hydrogen, the metal matrix is expanded and ﬁlled with absorbed hydrogen atoms
that are usually located in tetrahedral or octahedral interstitial sites. This provides
the possibility of storing hydrogen in a more compact (higher energy density) and
safer way compared to compressed hydrogen gas tanks and cryogenic liquid hydrogen
tanks. The corresponding de/rehydrogenation reaction is
M +
x
2
H2 ↔ MHx (1.1)
where M represents the metal. At equilibrium condition, the change in Gibbs free
energy is zero, i.e. ∆G = ∆H − T∆S = 0. Assuming equilibrium with hydrogen gas
at the pressure of 1 bar and room temperature then gives ∆H ∼ 39 kJ/mol. This
shows that the reaction enthalpy ∆H of hydride formation is an important quantity
and high thermodynamic stability of a hydride hampers its practical application. Other
important issues, besides suitable thermodynamic properties, are fast kinetics, large
gravimetric and volumetric capacities and reversibility. As an example, the disadvan-
tages of MgH2 (MgH2 has a high H2 capacity of 7.7 wt%) as a hydrogen storage
system are (a) high thermodynamic stability which corresponds to unfavorable de-
sorption temperature of 300 ◦C at 1 bar H2 8,9 and (b) slow desorption kinetics.10
Another example is LaNi5-based alloy which operates at moderate temperature but
its hydrogen capacity does not exceed 1.4 wt%.11,12 So far, no metal hydride system
satisﬁes all the requirements.
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Complex metal hydrides
Before 1997, complex hydrides were not considered as candidates for solid hydrogen
storage systems for vehicular application. The pioneering work of Bogdanovi¢ and
Schwickardi changed this situation. They showed that, upon doping with selected
titanium compounds, the dehydriding of NaAlH4 could be kinetically enhanced.13 This
breakthrough has led to a worldwide eﬀort to develop doped alanates (group I and II
salts of [AlH4]−) as practical hydrogen storage materials. The eﬀorts quickly expanded
to include amides (group I and II salts of [NH2]−) and borohydrides (group I and II
salts of [NH4]−) systems.
Complex metal hydrides such as lithium amide (LiNH2) and lithium borohydride
(LiBH4) have the potential for higher gravimetric hydrogen capacities than simple
metal hydrides. In both LiNH2 and LiBH4, hydrogen is covalently bonded to central
atoms (N and B) forming complex anions ([NH2]− and [BH4]−) with Li ionized as
Li+.
The pioneering eﬀorts of Chen et al.14 in 2002 motivated extensive studies on the
reversible hydrogen storage properties of lithium amide and lithium hydride mixture.
For LiNH2, the reversible reaction
LiNH2 + LiH↔ Li2NH + H2 (g)
releases more than 5 wt% of hydrogen from 150 to 350 ◦C and has a reaction en-
thalpy of 67 kJmol−1H2.1419 On-board applications of the LiNH2 + LiH mixture as a
successful solid state reversible hydrogen storage system face problems such as a high
operating temperature and slow release kinetics. To solve such problems it is helpful
to understand the mechanism of the LiNH2 + LiH reaction, which has to involve mass
transport through bulk crystalline materials. The most elementary defects are Li and
H point defects. Chapter 2 presents a ﬁrst-principles study of the formation energy
and diﬀusivity of such point defects in bulk LiNH2 in order to examine the initial
stages of its transformation into Li2NH. To see whether transition metal compounds
inﬂuence the hydrogen storage properties of LiNH2 through changing the energetics
of defects, the eﬀect of dopants such as Ti, Sc, Ca, and Mg on the formation energy
and, consequently, the concentrations of Li and H point defects are examined.
A gravimetric capacity of 18.5 wt% makes LiBH4 one of the most interesting
complex hydrides for hydrogen storage.6,7,2023 However, LiBH4 is a relatively stable
material that decomposes at a high temperature & 400 ◦C. Furthermore, rehydro-
genation is only possible at extreme conditions with typical values for temperature
and pressure of 600 ◦C and 350 bar H2. In addition, de/rehydrogenation kinetics is
slow, which is a common problem for the bulk complex hydrides.6,2426
A recently adopted approach that helps to address such problems, is nanocon-
ﬁnement in porous materials.2729 For instance, experimental studies together with
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theoretical calculations show that nanoconﬁnement of NaAlH4 in porous carbon im-
proves the H2 sorption kinetics and somewhat surprisingly, nanoconﬁnement also alters
the decomposition thermodynamics.3033 Improving the sorption properties of LiBH4
by nanoconﬁnement in porous materials has become the focus of much experimental
work.3445 Faster dehydrogenation kinetics is reported for LiBH4 inﬁltrated in carbon
aerogels, nanoporous carbon, or nanoporous silica, accompanied by a decrease of the
dehydrogenation temperature by at least 100 ◦C. In addition, conﬁnement of LiBH4 in
nanoporous carbon leads to a marked improvement of the reversibility of the hydrogen
desorption.
These ﬁndings can be the result of changed kinetics, as obviously nanoconﬁnement
puts a limit on the particle size, which will reduce the diﬀusion distance required for
mass transport. Alternatively, the thermodynamics of the reactions might be altered.
Changes in the thermodynamics of the reactions could be due to changes in the
thermodynamics of the nanoclusters, compared to bulk systems, as nanoclusters are
less stable than bulk materials. This is the subject of chapter 3 in this thesis. In
addition, the chemical interaction between the reactant/products and the template
material can change the thermodynamics of hydrogen sorption reactions. Indeed,
recent in situ X-ray Raman spectroscopy of LiBH4 in porous carbon shows that part
of the Li intercalates into the porous carbon during dehydrogenation.46 In chapter
4 of this thesis the possible changes in the decomposition thermodynamics of LiBH4
nanoclusters caused by the chemical interaction between the reactant/products and
the nanoporous template material are described.
1.3.4 Orbital magnetic susceptibility χ
Nuclear Magnetic Resonance (NMR) spectroscopy is a very powerfull technique that
can provide detailed information on the topology, dynamics and three-dimensional
structure of molecules, liquids, and solid state materials. Structural and dynamic
information is obtainable with or without magic angle spinning (MAS) from NMR
studies. Understanding of NMR spectra of nano-particle assemblies requires accurate
calculation of the orbital magnetic susceptibility χ to account for surface currents.
Chapter 5 of this thesis shows how χ can be obtained from just chemical shift calcu-
lations using a repeated slab geometry. The main advantage is numerical robustness
compared to a conventional linear response calculation. Moreover χ can be calcu-
lated via the orbital magnetization using the converse method for chemical shifts by
Thonhauser et al.47. The method is illustrated and validated on fcc Ne, LiBH4 and
diamond.
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1.3.5 Methodology
In this section the methods that have been used in this thesis are brieﬂy addressed.
Density functional theory
First-principles calculations were performed in the framework of density functional
theory (DFT)48,49 using the PBE generalized gradient approximation (GGA)50 and
the projector augmented wave method (PAW)51,52 as implemented in the Vienna ab
initio simulation program (VASP).53,54 A general review on DFT can be found in Ref.
55. Ref. 56 provides a description of the basic theory of the PAW method, as well as
most of the details required to make the method work in practice.
Standard DFT fails to describe the non-local van der Waals (vdW) interactions.
However, these interactions are important for graphite, where they account for most
of the forces that bind the graphene layers together. In order to describe graphite and
its Li intercalation compounds (in chapter 4), the recently proposed van der Waals
density functional (vdW-DF) of Dion et al.,57 as implemented in VASP by J. Klime²
et al.58 using the eﬃcient algorithm of Roman-Perez and Soler59 is used.
NMR shielding tensor
When we put a sample in a uniform external magnetic ﬁeld Bext, an electronic current
density Jind(r) will be induced. This current produces an induced magnetic ﬁeld Bind(r)
resulting in a total magnetic ﬁeld of Btot(r)= Bext + Bind(r) at the position (r). The
NMR shielding tensor
↔
σ is deﬁned as
Bindi = −
↔
σiB
ext (1.2)
or
σi ,αβ = −
∂Bindi ,α
∂Bextβ
. (1.3)
Here i indicates the position of the nucleus i . So, chemical shielding can be seen as
the induced ﬁeld at a given position due to an uniform external magnetic ﬁeld.
In a periodic system,
↔
σ is also periodic and can be written as60
↔
σ(r) =
∑
G
↔
σ˜(G)e iG.r (1.4)
where G are the reciprocal lattice vectors. For G 6= 0,
↔
σ˜(G) is a bulk property,
↔
σ(G) = −4pi↔χ(G, 0) (1.5)
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where
↔
χ(G,G′) is the magnetic susceptibility matrix.60 However, for G = 0,
↔
σ˜(0) is
not a bulk property. Its value depends on the shape of the sample, and is determined
by macroscopic magnetostatics.
Quantum chemical methods to calculate σ for molecules have a long tradition.61
Numerical approaches for the calculation of σ and the bulk susceptibility for periodic
systems were developed only in the 1990s by Mauri, Louie and co-workers.60,6264
These were linear response (LR) methods, that calculate the response for inﬁnite pe-
riodic systems as a long wave-length limit. Also, these were all-electron methods, but
using pseudo-potential calculations for various light elements were feasible. Later, an
alternative approach was developed by Sebastiani and Parrinello,65 and it was shown
that the shielding arising from core electrons can be treated separately.66 An impor-
tant breakthrough occurred with the development of the Gauge-Including Projector-
Augmented Wave (GIPAW) approach to shielding by Pickard and Mauri.63,67 This
method allows for eﬃcient shielding calculations for nuclei in a large part of the peri-
odic table. It was extended with a treatement of relativistic eﬀects by Yates et al.68
enabling also shielding calculations for heavy nuclei.
The GIPAW method is an extension of Blóchl's projector-augmented wave (PAW)
method.69 The PAW methods expands the Kohn-Sham states in a plane-wave basis
set and then augments this expansion with solutions of the atomic problem (the so-
called partial waves) in the PAW spheres around the atoms. This augmentation
allows for a very accurate description of the shape of the states in the vicinity of
the the atomic nuclei at low computational cost. This is crucial to obtain accurate
shieldings. The partial wave expansion in PAW, unfortunately, destroys the proper
transational behaviour of the solid in a magnetic ﬁeld. This problem is solved by the
introduction of ﬁeld dependent phase shifts of the partial waves (and dual projection
functions): this deﬁnes the gauge-including (GIPAW) method. The GIPAW method
was formulated as an extension of the linear response of Ref. 67. Recently, the LR
was also extended to the APW methodology.70
Recently, a novel approach to calculate chemical shifts was introduced by Thon-
hauser et al.,71 the so-called converse method. They argued that the chemical shift
can also be calculated as the ratio of the induced magnetic moment mind to the ex-
ternal moment mexti that is placed at nucleous i . The former arises in response to the
latter. In formula:
σiαβ = −
mindβ
mexti ,α
= −ΩM
ind
β
mexti ,α
.
Here Ω is the super cell volume and Mind is the induced magnetizationc. Another
recent breakthrough enables the usage of this method for periodic systems using
cIn a super cell method only applies an inﬁnite array of moments, suﬃciently far apart. One moment
in each super cell.
10 Chapter 1: Introduction
ﬁnite ﬁeld calculations, i.e. avoiding LR. Here, one would expect a problem, as the
straightforward calculation of the orbital magnetic moment involves integration of
vectorproduct of current density and the position vector r over the whole solid. The
latter vector is, however, ill-deﬁned, in an inﬁnite periodic system. This was solved
in the modern theory of orbital magnetization,72 in an approach reminiscent to, but
also markedly diﬀerent from, the so-called modern theory or Berry phase theory to
polarisation.73 Starting from an expression in terms of Wannier functions, Ceresoli et
al. arrive at:
Mind =
1
16cpi3
Im
occ∑
n
∫
BZ
〈∂kunk| ×(Hk + nk) |∂kunk〉 dk .
A GIPAW extension of the above was also developed.74
The LR GIPAW of Refs. 63 and 67 and the converse GIPAW method of Ref.
74 both provide complete expressions for the cell-periodic part of the shieldings, i.e.
the components with G 6= 0 in expression 1.5 above. The G = 0 component is
sample shape dependent, as already noted. It can be obtained from the macroscopic
susceptiblity of the material for which a good approximate expression is available in
GIPAW linear response.
Chapter 2
Intrinsic defects and dopants in
LiNH2: A ﬁrst-principles study
Abstract
The lithium amide (LiNH2) + Lithium hydride (LiH) system is one of the most attractive light-
weight materials options for hydrogen storage. Its dehydrogenation involves mass transport
in the bulk (amide) crystal through lattice defects. We present a ﬁrst-principles study of
native point defects and dopants in LiNH2 using density functional theory. We ﬁnd that both
Li-related defects (the positive interstitial Li+i and the negative vacancy V
−
Li) and H-related
defects (H+i and V
−
H) are charged. Li-related defects are most abundant. Having diﬀusion
barriers of 0.30.5 eV, they diﬀuse rapidly at moderate temperatures. V−H corresponds to the
[NH]2− ion. It is the dominant species available for proton transport with a diﬀusion barrier
of ∼ 0.7 eV. The equilibrium concentration of H+i , which corresponds to the NH3 molecule,
is negligible in bulk LiNH2. Dopants such as Ti and Sc do not aﬀect the concentration of
intrinsic defects, whereas Mg and Ca can alter it by a moderate amount. Ti and Mg are
easily incorporated into the LiNH2 lattice, which may aﬀect the crystal morphology on the
nano-scale.
E. Hazrati, G. Brocks, B. Buurman, R. A. de Groot and G. A. de Wijs
Phys. Chem. Chem. Phys., 2011, 13, 6043-6052
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2.1 Introduction
The development of hydrogen storage systems is important for realising hydrogen
energy systems in the near future. Solid state reversible hydrogen storage systems are
of great interest for this purpose.5 A successful system should have large gravimetric
and volumetric storage capacity, suitable thermodynamic properties, and fast hydrogen
absorption and desorption kinetics.
Since the seminal paper by Chen et al.14 in 2002, there has been considerable
interest in the lithium amide and lithium hydride mixture. The reversible reaction
LiNH2 + LiH↔ Li2NH + H2 (g) (2.1)
releases more than 5 wt% of hydrogen from 150 to 350 ◦C and has a reaction en-
thalpy of 67 kJmol−1H2.1419 The desorption reaction has been shown to proceed
in two steps.18,7577 First the amide decomposes to release ammonia (NH3), which
subsequently reacts with the hydride to form hydrogen.
2LiNH2 → Li2NH + NH3 (g) (2.2)
and
NH3 (g) + LiH→ LiNH2 + H2 (g) . (2.3)
On-board applications of the LiNH2 + LiH mixture as a successful solid state re-
versible hydrogen storage system face problems such as a high operating temperature
and slow release kinetics. To solve such problems it is helpful to understand the
mechanism of the LiNH2 + LiH reaction, which has to involve mass transport through
bulk crystalline materials. It is generally believed that the ﬁrst step (i.e. Eq. 2.2) is
the bottleneck.16,75,76,78,79 One mechanism proposed has ammonia diﬀusing through
a Li2NH layer.77 Alternatively, Li+ and H+ ions migrate in LiNH2 and Li2NH, keeping
a local charge balance while gradually changing the composition,80 resulting in am-
monia inside the material or at the surface. Li+ diﬀusion from LiH to LiNH2 across
the interface has also been put forward,81 although this is hard to reconcile with an
ammonia mediated reaction.
The lattices of LiNH2 and Li2NH are very similar, with the nitrogen atoms form-
ing essentially the same sublattice. Diﬀusion of species in and out of the materials
converts the amide into the imide. Below we will argue that having NH3 inside the
LiNH2 lattice is unfavourable, and its equilibrium concentration is very low. This
means that NH3 is produced at the surface. LiNH2 then changes locally to Li2NH via
a series of intermediate compositions Li1+y(NH2)1−y(NH)y . These accommodate the
Li+ coming from the amide that has been consumed, and act as a source of NH3 at
the surface. One has a net mass transport of Li+ into the amide and of H+ toward
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the surface. Of course such mass transport can also be realised by vacancies V−Li and
V−H diﬀusing in the opposite directions.
David et al.80 pointed out the close resemblance between the amide and imide
lattice and argued that the amide/imide conversion occurs in a non-stoichiometric
fashion, i.e., as a gradual change of composition from LiNH2 to Li2NH. Moreover, for
a wide range of compositions the intermediate retains a cubic anti-ﬂuorite structure
similar to Li imide. This point of view gets some support from a recent computa-
tional study,82 where it was found that an intermediate compound with composition
Li1.5NH1.5 is more stable than separation into bulk amide and bulk imide by 0.08 eV.
Conversion of LiNH2 to Li2NH naturally involves diﬀusion of Li and H species
through the bulk material. In a crystalline material such mass transport can take
place only via lattice defects. The most elementary defects are Li and H point defects.
Here we present a ﬁrst-principles study of the formation energy and diﬀusivity of such
point defects in bulk LiNH2 in order to examine the initial stages of its transformation
into Li2NH. In the ﬁnal stages additional eﬀects on the energetics might play a role,
which we do not consider, such as intrinsic disorder in the H positions,8389 or in the
Li sublattice.90
Early transition metal compounds are frequently added in small amounts to a
hydrogen storage material such as LiNH2 because of their supposed catalytic action,
whereas alkaline earth compounds are often mixed with their alkali counterparts to
try and inﬂuence the (de)hydrogenation thermodynamics and kinetics.9193 To see
whether such additives inﬂuence the hydrogen storage properties of LiNH2 through
changing the energetics of defects, we examine the eﬀect of dopants such as Ti, Sc,
Ca, and Mg on the formation energy and, consequently, the concentrations of Li and
H point defects. Such dopants have been considered in previous studies,9497 but a
systematic study of their charge state has, to our knowledge, not been made, and
this usually has a large inﬂuence on their energetics.
After discussing the computational details in Sec. 2.2, we report our results for Li
and H point defects and metal dopants in Secs. 2.3 and 2.4, respectively. The main
conclusions are discussed in Sec. 2.5.
2.2 Computational Methods
First-principles calculations are performed in the framework of density functional the-
ory (DFT)48,49 using the Generalised gradient approximation (GGA) in the version of
Perdew, Burke and Ernzerhof98 and the projector augmented wave method (PAW)52
as implemented in the Vienna ab initio simulation program (VASP).53,54 A kinetic en-
ergy cutoﬀ of 500 eV is used for the plane wave expansion of the Kohn Sham orbitals.
For the systems with defect(s), the Brillouin zone (BZ) integrations are performed by
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using a 2 × 2 × 2 special k-point mesh according to the Monkhorst-Pack scheme.99
For charged defects, a homogeneous background-charge is assumed in order to pre-
Figure 2.1: The optimised crystal structure of tetragonal LiNH2, with lithium as green
spheres, nitrogen as blue spheres, and hydrogen as red spheres. Vacant tetrahedral sites
are represented by gray spheres. Relevant sites are labelled by Wyckoﬀ symbols. The unit cell
contains eight formula units.
vent divergence of the total energy. The internal atomic positions are relaxed via the
conjugate gradient method until the forces on atoms are less than 0.01 eV/Å. For
the systems with a dopant, spin polarised calculations are performed.
The climbing image nudged elastic band (CI-NEB) method is used to determine
the transition state (TS) by constructing a string of images between two adjacent
potential energy minima.100,101 The string of images is relaxed until the forces per-
pendicular to the minimum energy path are less than 0.03 eV/Å.
LiNH2 has a tetragonal ground state crystal structure belonging to the I 4¯ space
group (No. 82). The optimised lattice constants are a=b=5.013 Å and c=10.342 Å,
which are in good agreement with the experimental values (5.034 and 10.255 Å,
respectively).102 The unit cell of LiNH2 contains eight formula units (see Fig. 2.1).
The optimised atomic positions are listed in Table 2.1. Li atoms are tetrahedrally
coordinated by N atoms and N atoms have a distorted fcc arrangement. All NH2
moieties are equivalent, but the two hydrogens within one moiety are inequivalent.
The N-H bonds point towards the midpoints between two adjacent vacant tetrahedral
sites. In all our subsequent calculations we use computationally optimised structures.
The calculations of native point defects and dopants are performed in a (2×2×1)
supercell containing 128 atoms. The supercell volume and shape are ﬁxed, but the
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Table 2.1: Optimised atomic coordinates for LiNH2
atom Wyckoﬀ position coordinates
Li(1) 2a 0, 0, 0
Li(2) 4f 0, 0.5, 0.0069
Li(3) 2c 0, 0.5, 0.25
N 8g 0.2294, 0.2465, 0.1154
H(1) 8g 0.2285, 0.1154, 0.1918
H(2) 8g 0.4129, 0.3359, 0.1238
internal atomic positions are fully relaxed. Using periodic boundary conditions on a
ﬁnite size supercell always gives an interaction between the periodic images, which is
unwanted as we are interested in isolated defects. We checked the eﬀect of cell size
for the hydrogen interstitial H+i . With a (4 × 4 × 2) supercell we obtain a 0.07 eV
higher formation energy than with the (2 × 2 × 1) cell (as calculated with Eq. 2.5
below). This places a tolerable error bar on the formation energies given below.
The energy of an isolated H2 molecule is calculated in a cubic box of size 10 Å.
Phonon frequencies (at Γ only) are calculated using a ﬁnite diﬀerence method.103
Typical size of the displacement is 0.01 Å where two opposite displacements per
independent degree-of-freedom are applied.
2.3 Native point defects in LiNH2
2.3.1 Formalism
At equilibrium the temperature dependent concentration c of a defect is given by the
expression
c = N exp(−Ef /kBT ) (2.4)
Here N is the number of sites in the lattice (per unit volume) at which the defect can
be incorporated. Ef is the defect formation energy, kB is Boltzmann's constant, and
T is the temperature. The formation energy Ef of a defect X in charge state q is
deﬁned as104
Ef [X
q] = Etot[X
q]− Etot[bulk]−
∑
i
niµi + q[EF + EV + ∆V ] .
Etot[X
q] is the total energy of a supercell with a defect in charge state q and Etot[bulk]
is the total energy for the equivalent defect-free supercell. We use DFT total energies
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with, if X involves hydrogen, zero-point (vibrational) energy (ZPE) corrections to
approximate free energies. This is a suitable approximation for solids as the pV
contribution is negligible at the standard pressure of 1 bar. Moreover, the temperature
dependence of the vibrational contributions to the Gibbs free energy is negligible, so
we can use T = 0 results.a To calculate the formation energy we need the change
in zero point energies between the system with and without a defect. In practice,
only the changes in the high frequency vibrations give a non-negligible contribution.
In the present case it turns out that only the hydrogen stretch modes matter, i.e. the
diﬀerence between the N-H stretch frequency in the solid state, and the H-H stretch
frequency in the H2 molecule.b EF is the Fermi energy with respect to the valence-
band maximum in the bulk (EV). ∆V is a correction term to align the reference
potential in the defect-containing supercell with that in the defect-free supercell. We
align the electrostatic potential on a N atom in the supercell far away from the defect
with the electrostatic potential on the N atom in the defect-free supercell. ni is the
number of atoms of type i that have been added to (ni > 0) or removed from (ni < 0)
the supercell to create the defect.
µi are the chemical potentials of the defect species. They depend on the experi-
mental conditions. We ﬁx the chemical potential of hydrogen µH by
µH =
1
2
Etot(H2) +
1
2
∆G(T )(H2) . (2.5)
The temperature-dependent Gibbs free energy change
∆G(T )(H2) = [H(T )(H2)−H(0)(H2)]− T × [S(T )(H2)− S(0)(H2)]
of a H2 molecule in the gas phase is added to the DFT total energy Etot(H2), which
includes the ZPE, of an isolated H2 molecule. We assume the system to be in equilib-
rium with hydrogen gas at a certain pressure and temperature. Therefore we calculate
∆G(T )(H2) at a pressure of 1 bar and for the temperature range 400-700 K.105 As we
will see below, changing the temperature within this range does not alter the most
important defect formation energies.
To ﬁx the chemical potential of Li, we assume an equilibrium between the amide
and imide phases, i.e. between LiNH2 and Li2NH. The chemical potential of Li µLi
aWe calculate the temperature dependence of the formation energies of the H+i interstitial and the
V−H vacancy. For the latter the change in formation energy is largest, and amounts to a reduction to
36 meV at 500 K. This is suﬃciently small to be neglected
bWe calculate the zero-point energy from the phonons for the defect-free bulk systems, the hydrogen
molecule and a few of the supercells containing defects. We only consider the ZPE for the H+i , H
−
i ,
and V−H point defects, as only those have suﬃciently low formation energies to play a role. We also
consider the ZPE for the complexes involving hydrogen addition or removal and for the dopants with
various numbers of H vacancies.
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can then be expressed as
µLi = Etot(Li2NH)− Etot(LiNH2) + µH. (2.6)
Similarly we obtain for µN:
µN = Etot[LiNH2]− µLi − 2µH . (2.7)
Here the total energies Etot(Li2NH) and Etot(LiNH2) include ZPE corrections. For
Li2NH we use the optimized Pbca structure by Mueller and Ceder.89
We can check whether our choice of chemical potentials is reasonable. If we
assume an equilibrium according to Eq. (2.1), then the hydrogen chemical potential
is given by
2µH = Etot(LiNH2) + Etot(LiH)− Etot(Li2NH). (2.8)
Assuming equilibrium with hydrogen gas at a pressure of 1 bar then gives a temperature
of 510 K, see Eq. (2.5). This temperature is well inside the range we considered above,
and well inside the range of experimental dehydrogenation temperatures.1418
Assuming equilibrium between Li2NH, LiNH2 and NH3 gas according to Eq. (2.2)
is less logical, as one expects NH3 to be captured immediately by LiH, according to
Eq. (2.3).
2.3.2 Formation energies of Li and H point defects
We study vacancy (VqX) and interstitial (X
q
i ) point defects for both X = Li and
X = H in three possible charge states (q = +1, 0,−1). V−Li corresponds to removal
of a Li+ from LiNH2 resulting in a remaining NH2 species with a negative charge
q = −1, [NH2]−. Adding an extra Li+ ion gives an interstitial Li+i . Adding a proton
corresponds to an interstitial with X = H and q = +1, i.e. H+i . Below we will see
that an interstitial proton recombines with an [NH2]− group to form a neutral NH3
molecule at a nitrogen site in the lattice. Therefore, in practice H+i stands for NH3
in the lattice. Likewise, V−H , which corresponds to the removal of a proton, leaves an
NH2− ion in the lattice, which means it stands for the transformation of an amide
into an imide group. By adding or subtracting electrons one can change the charge
state of the various impurities. For instance, adding an electron to H+i results in the
neutral system, H0i , whereas adding 2 electrons gives the negatively charged H
−
i .
The formation energy of each defect for the most stable conﬁguration is presented
in Fig. 2.2 as a function of the position of the Fermi level in the band gap. To our
knowledge, no experimental value for the band gap has been reported. Here we use
the DFT-GGA band gap. The calculated band gap of LiNH2 is 3.4 eV, which is in
good agreement with the reported results of Miwa et al.106 (3.2 eV) and of Yang et
al.102 (3.48 eV).
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Fig. 2.2 shows that the defects with lowest formation energy are Li+i and V
−
Li (for
Li) and H+i and V
−
H (for H). The H interstitial is a negative U system; the neutral
charge state (H0i ) is never stable as the formation energies of the positively and
negatively charged interstitial cross below that of the neutral state. All other neutral
defect species (Li0i , V
0
Li, and V
0
H) have such high formation energies that one of the
charged species is always the most stable in practically the whole band gap region.
Fig. 2.2 also shows that Li-related defects have lower formation energies than H-
related defects over the entire Fermi energy range. Thus, based on Eq. 2.4, Li-related
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Figure 2.2: Calculated formation energies of Li (a) and H (b) point defects in bulk LiNH2 as
a function of the Fermi level. The vertical line gives the Fermi level position resulting from
charge neutrality at T = 400 K. Also shown in (b) is the formation energy of the V+NH2 .
defects have much higher concentrations than H-related defects. Therefore, in the
absence of extrinsic impurities and dopants, charge neutrality is achieved by incorpo-
ration of Li related defects with opposite charges (Li+i and V
−
Li) in equal amounts.
This pins the Fermi level at 2.55 eV [vertical line in Fig. 2.2], where the formation
energies of Li+i and V
−
Li are equal: Ef = 0.57 eV. The formation energies of H
+
i , V
−
H ,
and H−i are then 1.41, 0.70, and 1.26 eV, respectively.
2.3. Native point defects in LiNH2 19
Table 2.2: Calculated formation energies Ef and migration energy barriers Em for Li and
H related defects. The site labels correspond to those in Fig. 2.1. The activation energies
for self-diﬀusion are given by Ea = Ef + Em. The jump of the Li vacancy is from 2c to the
nearest 4f position.
Defect Ef (eV) Em(eV)
Li+i 0.57 0.27 (2d ↔ 4e) 0.46 (4e → 2b)
V−Li 0.57 0.21 (4f ↔ 2c) 0.40 (4f → 2a)
H+i 1.41 0.45 & 0.64 (N1 ↔ N2) 0.68 (N2 ↔ N3)
V−H 0.70 0.63 (2 ↔ 1) 0.71 (3 ↔ 1)
As the properties of the solid phases are not very temperature dependent, the
potential inﬂuence of temperature on the formation energies, Eq. (2.5), would mainly
originate from the hydrogen gas, cf. Eq. (2.5). Increasing the temperature shifts
all the H-related curves in Fig. 2.2 to the left by an identical amount. The chemical
potential of Li is however directly linked to that of H via Eq. (2.6). This means that all
Li-related curves are also shifted by the same amount if we increase the temperature.
In other words, only the Fermi level changes its position with temperature, but the
defect formation energies are temperature independent. For example, increasing the
temperature from 400 K to 700 K shifts the Fermi level to the left by 0.23 eV.
2.3.3 Structure of point defects and their diﬀusion barriers
Here we address the mobility of the native point defects in bulk LiNH2. We describe
the structural relaxations, list the sites where they can reside, and report the barriers
for them to hop to neighbouring sites, as calculated with the CI-NEB. The main
results are summarised in Table 2.2.
Li+i : Li
+
i resides in the vacant tetrahedral (4e, 2d , and 2b in Fig. 2.1) or octahedral
(vacant 8g equivalent to nitrogen 8g in Fig. 2.1) sites. Li+i at a 4e and 2d site has the
same energy. Also, the 2b and 8g sites are nearly degenerate. However, the latter are
higher in energy by 0.14 eV. Li+i at a tetrahedral vacant site changes the direction of
the four N-H bonds which point towards the midpoints between the Li+i and adjacent
tetrahedral vacant sites. The four H atoms nearest to Li+i relax by as much as 0.76 Å.
For Li+i the lowest migration energy barrier (0.27 eV) occurs for the path 2d ↔ 4e
(in the [100] or [010] direction) in Fig. 2.1. During this interstitial displacement, Li+i
moves from a 2d (4e) site to a 4e (2d) site passing through a nearby vacant octahedral
site. The migration energy barrier for the path 4e → 2b (2b → 4e) along the [001]
direction in Fig. 2.1 is 0.46 (0.32) eV. In short, a Li+i preferentially resides in 4e or
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2d sites, as these are the lowest in energy. In order to diﬀuse throughout the entire
crystal, the highest point it must encounter is the TS in-between 4e and 2b, so the
eﬀective activation energy for diﬀusion over large distances is 0.46 eV.
V−Li: As mentioned in Sec. 2.2, in the LiNH2 crystal there are three crystallo-
graphically inequivalent Li sites (2a, 4f , and 2c in Fig. 2.1) and, consequently, three
possible Li vacancy sites. A V−Li (removal of Li
+) at (from) a 4f site has the same
energy as a V−Li at a 2c site, but a V
−
Li at a 2a site is higher in energy by 0.14 eV.
This is due to the fact that the Li(2a)-N bond length (2.07 Å) is shorter than the
Li(4f )-N (2.05 and 2.23 Å) and Li(2c)-N (2.21 Å) bond lengths. In comparison with
Li+i , the atomic relaxations are smaller in the case of V
−
Li although the four nearest H
atoms relax towards the V−Li by as much as 0.64 Å. We ﬁnd migration energy barriers
of 0.21 and 0.40 (0.26) eV, respectively, for the paths 4f ↔ 2c in the [001] direction
and 4f → 2a (2a→ 4f ) in the [100] or [010] direction (see Fig. 2.1 and Table 2.2).
V−H: As shown in Fig. 2.1, in the LiNH2 crystal structure there are two crystallo-
graphically inequivalent H sites [H(1-8g) and H(2-8g)]. But, after removal of H(1), i.e.
H(1-8g), H(2) relaxes to the position of H(1) to increase its distance from the near-
est H(2) (for hydrogens that are associated with diﬀerent N atoms, d [H(1)-H(2)]=
2.17 Å is longer than d [H(2)-H(2)]=1.86 Å). Upon removal of positively charged hy-
drogen from the NH2 group (creating V−H in the system), the four Li atoms nearest
to the N relax inward by as much as 0.20 Å. The migration energy barriers are 0.63
(1 ↔ 2), 0.71 (1 ↔ 3) and 0.91 eV (4 → 1 of the proton).
H+i : A proton interstitial (H
+
i ) in the LiNH2 lattice combines with a [NH2]
− unit
to form a NH3. The nearest Li atoms are 2.21 and 2.32 Å (0.17 and 0.30 Å change
in positions) far away from the N atom (in a defect-free supercell each N atom has
four neighbouring Li atoms at distances of 2.05, 2.07, 2.21 and 2.23 Å). In this case,
two other Li atoms move away from the N atom in NH3 by 0.65 and 0.71 Å and
end up at distances of 2.88 and 3.10 Å. For H+i , the energy barriers are 0.45, 0.64
and 0.68 eV, for jumps N1 ↔ N2 (twice) and N2 ↔ N3 in Fig. 2.1, respectively.
The barrier 0.45 eV is for a jump from N2 to the N1 site that is in the neighbouring
unit cell in the [010] direction. Other jump paths from N2 into N3 are also possible,
probably involving some hindrance of Li+ ion(s) that the proton would have to pass.
Figure 2.3 shows the path that the interstitial proton could take to move from one
N2 unit to the N2 in a neighbouring cell. Starting in local minimum (a), the excess
proton moves via the transition state (b) of 0.45 eV into the local minimum at (c).
Starting from (c) another proton leaves, via the transition state (d) of 0.64 eV and
ends up in local minimum (e). This process is an exchange-like process: The H+i
moves (approximately) into a site where another proton is already sitting. This other
proton has to be moved aside, which results in a rearrangement of all protons on the
NH−2 unit, compare (c) and (d). Eﬀectively in the whole process an NH3 has been
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exchanged with a NH−2 over a lattice vector b. So this path, of which the highest
barrier is 0.64 eV, allows a proton to be displaced over arbitrarily large distances
throughout the material.
Figure 2.3: Possible migration path for proton interstitials in LiNH2. Lithium, nitrogen and
hydrogen atoms are shown in green, blue and pink respectively. First a proton jumps (black
circle) via the transition state (b) from local minimum (a) to (c). Then another proton (red
circle) jumps from (c) to (e) via the transition state (d). Only the NH−2 units in a single (100)
plane are shown. The energy along the reaction path is shown in (f).
Table 2.2 summarises our results for the Li and H related defects. The defect
formation energies Ef can be used to calculate the intrinsic concentration of Li and H
related defects via Eq. (2.4). Fig. 2.4 shows those concentrations for the temperature
range 373-773 K. The concentrations of Li+i and V
−
Li have to be equal because of
charge neutrality. They range from 1.5 × 1015 cm−3 at 400 K to 1.8 × 1018 cm−3
at 700 K. The hydrogen interstitial H+i has a much higher formation energy. Its
concentration is therefore negligible. Even at 700 K it is a factor of ∼ 105 lower than
that of the Li impurities. The formation energy of the hydrogen vacancy V−H is just a
little higher than that of the Li defects and at 700 K its concentration is not even an
order of magnitude less.
The absolute concentration of intrinsic defects at all temperatures is quite low.
Although once created the mobility of defects is quite high due to the low migration
barriers Em, the activation energies for self-diﬀusion, given by Ea = Ef + Em, are
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quite high. It means that mass transport inside crystalline LiNH2 is quite slow, which
is consistent with the sluggish dehydrogenation kinetics observed experimentally.
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Figure 2.4: Intrinsic defect (Li+i , V
−
Li, H
+
i , and V
−
H) concentrations in bulk LiNH2 over the
temperature range 373-773 K.
2.3.4 Larger defects and defect complexes
In the previous sections point defects were considered that provide the natural link
between the amide and imide phases. Here we study a larger defect species, and the
most abundant defect complexes.
First we consider removal of an entire NH−2 group from LiNH2. This is natural,
as H and N are covalently bonded. A positive vacancy results: V+NH2. Upon removal
of the NH−2 group the four nearest neighbour Li atoms relax outward in order to
strengthen the bonding with other N atoms. The V+NH2 formation energy is plotted
in Fig. 2.2. It is 0.18 eV higher than the energy of Li+i . Therefore, under the chosen
equilibrium conditions, it is at least an order of magnitude less abundant than the
dominant positive defect species (compare Fig. 2.4). It is also less mobile. The
migration energy barrier for diﬀusion over large distances is 0.92 eV.
Defects interact with one another and can form complexes. Below we study
these, for oppositely charged defects that can form pairs. The simplest pairs are
Frenkel pairs, where an ion has been moved to an interstitial position, leaving behind
a vacancy. In lithium amide such pairs are [V−H+H
+
i ] and [V
−
Li+Li
+
i ]. The former
has a formation energy of 1.66 eV, which is smaller than the sum (2.11 eV) of the
formation energies of the two isolated, i.e. non-interacting defects. These energies
are quite high, suggesting these occur in very small numbers. The lithium Frenkel
pair has a formation energy of 0.72 eV, where the sum of the formation energies of
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the isolated defects is 1.14 eV. The complex is not in strong competition with its
dissociated constituents, who both have similar formation energies (Table 2.2).
We consider the occurrence of Schottky-like pairs, i.e. pairs having two charge-
compensating vacancies such as [V+Li+V
−
H ] or [V
+
H+V
−
Li], unlikely, as the positive vacancy
has a very high formation energy (Fig. 2.2). We checked this with a total energy cal-
culation for the [V+Li+V
−
H ] complex. Instead, here we consider the [V
−
H+Li
+
i ], [V
−
Li+H
+
i ],
and V0NH complexes. The formation energy of [V
−
H+Li
+
i ] is 0.54 eV, which is slightly
(0.03 eV) lower than the formation energy of Li+i (0.57 eV). Therefore it is likely that
these species occur in similar concentrations. One may wonder about the mobility of
the complex, as it involves jumps of two species that have to remain in each others
neighbourhood (the dissociation cost is 0.73 eV). The formation energy of [V−Li+H
+
i ]
is quite high, 1.30 eV.
V0NH is a complex of V
+
NH2
and H−i , i.e. removal of an entire NH
−
2 group from the
lattice and addition of a H−i at the vacant H position. Therefore, in comparison with
V+NH2, the atomic relaxations are smaller in the case of V
0
NH. The formation energy of
this complex is very low, 0.03 (0.49) eV at 400 (700) K. This comes as no big sur-
prise, as one negative ion substitutes for the other, keeping the favourable Madelung
contribution to the total energy. The binding energy, i.e. the energy released when
V+NH2 and H
−
i merge into V
0
NH, is 1.97 eV. So there is a strong eﬀective attraction
between V+NH2 and H
−
i . This does not imply that all H
−
i are captured by V
+
NH2
. The
concentration is in principle still determined by Eqs. 2.4 and 2.5. Because the forma-
tion energy of V0NH is so low, however, it is quite likely that such defects are present
in the amide in large quantities. V0NH is not mobile on the amide lattice though, we
calculated a migration energy barrier for its diﬀusion of 2.39 eV. So in the ﬁrst step
of the dehydrogenation process (2.1) they are not likely to play a role. In the second
step (2.2), where amide is re-grown from LiH and NH3, it could be built in during
the growth process. During this process both LiH and lithium amide are present.
A Li-H ion pair might be incorporated into bulk LiH or as a V0NH in bulk amide. In
this competition we calculate the former to be more energetically advantageous by
0.19 eV. Hence this species cannot block Li(NH2) regrowth, but the regrown Li(NH2)
probably contains many frozen-in V0NH defects.
Other complexes that we have considered are VLiH, V+NH ([V
+
NH2
+H0i ]), and V
2+
NH
([V+NH2+H
+
i ]). These have a very high formation energies.
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Figure 2.5: Calculated formation energies for (a) Ti and (b) Sc dopants on the Li site in
LiNH2.
2.4 The eﬀect of dopants on native defect concentra-
tions in LiNH2
In this section we study the incorporation of dopant atoms such as Mg, Ca, Sc, and Ti
into the lithium amide lattice. We study Ti doping because Ti compounds are often
used as additives, see, e.g., Matsumoto et al.91 Adding alkaline earth compounds to
alkali ones is also an often used approach to try and inﬂuence the (de)hydrogenation
properties. The formation energies of dopant impurities are calculated using Eq. 2.5.
For the chemical potentials µLi and µH we adopt the same choice as in the previous
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Figure 2.6: Calculated formation energies for (a) Mg and (b) Ca dopants on the Li site in
LiNH2.
section. The chemical potentials of the dopants are ﬁxed by imposing equilibrium
with their hydrides. For instance, for Ti we have
µTi + 2µH = Etot[TiH2] .
As a dopant atom can, in principle, be incorporated as an interstitial, a substitute
for a Li atom or a substitute for a N atom, we also need µN from Eq. 2.7. ZPE
corrections are included in Etot[TiH2].
Our calculations show that, irrespective of the charge state q (q= -2, -1, 0, +1,
+2, +3), it is by far most favourable for Ti to substitute a Li ion at a 2c position,
cf. Fig. 2.1, TiqLi. Substituting a N atom (Ti
q
N) or forming an interstitial (Ti
q
i )
are unfavourable. We assume that this is general, i.e. that also Sc, Mg, and Ca
preferentially substitute Li at 2c.c
cWe checked, for various charge states, that Sc at a Li site is indeed more favorable than interstitial
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The dopant impurity at the Li site is tetrahedrally coordinated by [NH2]− units. We
have carried out calculations with protons removed from a variable number of these
[NH2]−. This enables these anions to catch an additional electron, thus oxidising the
dopant atom, and formally becoming [NH]2−, i.e. a V−H . We characterise the impurity
complexes by the number of hydrogen atoms removed and their net charge. For
instance, a (TiLi + 2VH)+ complex lacks two hydrogens and has a net total charge of
+1. Chemically this complex is then a Ti4+ ion coordinated by two [NH2]− and two
[NH]2− ions. At the TiLi site the excess charge compared to Li+ is +3. For the two
[NH]2− ions the excess charge compared to [NH2]− is -1. So the net charge of this
complex is +1.
The formation energies of the Sc, Ti, Mg and Ca dopants and dopant complexes
are shown in Figs. 2.5 and 2.6. The formation energies are always lowest for dopants
in their highest oxidation state. With increasing Fermi energy EF it becomes more
favourable to expel more and more protons and accommodate the remaining electrons
not at the Fermi level, but as [NH]2− ions. For instance, scandium is always present
as Sc3+, but for EF < 1.94 eV all [NH2]− ions are intact and we have Sc2+Li , for
1.94 < EF < 2.15 eV one [NH]2− ion is present and we have a (ScLi + VH)+. For
EF > 2.15 eV we have two [NH]2− ions, i.e. (ScLi + 2VH).
Such a behaviour was also described by Zhang et al.94 for neutral MgLi in the lattice
of LiNH2. They calculated a formation energy for this substitution that is 0.6 eV larger
than our value. This discrepancy can be ascribed to the diﬀerent supercell size (our
cell is four times larger) and to a diﬀerent substitution site. Note that there are three
inequivalent Li atoms in the unit cell of LiNH2, see Fig. 2.1. If we use a smaller cell
and change the substitution site, i.e. replace Li(2)(4f ) with Mg instead of Li(3)(2c)
in Fig. 2.1 the formation energy increases by 0.4 eV.
In Fig. 2.7, we combine the results for the formation energies of both intrinsic (H
and Li) and extrinsic (Ti, Sc, Mg and Ca) defects from Figs. 2.2, 2.5, and 2.6. For
the extrinsic defects only the most stable state is shown. The Fermi level in absence
of dopants is indicated by the black vertical dashed line at 2.55 eV. First we note that
the transition metal impurities, Ti and Sc, are not by themselves electrically active.
They cannot exist in a charged state because no charge compensating intrinsic defects
are available in the Fermi energy range where the most stable Ti and Sc complexes
are positively charged. Therefore, if no other extrinsic impurities are present, they will
remain in a neutral state and the Fermi level will be pinned at 2.55 eV by the intrinsic
defects.
For the Ca and Mg complexes the situation is diﬀerent. Their (+/0), i.e. charge
transition levels, are some tenths of an eV above 2.55 eV. Controlling their concentra-
tion can, in principle, tune the Fermi energy over this range. If Ca or Mg impurities are
Sc.
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Figure 2.7: Calculated formation energies of both intrinsic (H and Li) and extrinsic (Ti,
Sc, Ca, and Mg) defects in LiNH2. The black dashed line denotes the Fermi level position
resulting from charge neutrality in un-doped LiNH2. Green, dark purple, blue, and red dotted
lines denote the (0/+) transition levels, respectively, for Ti, Sc, Ca, and Mg. By increasing
(decreasing) the temperature the whole plot moves to the left (right). Therefore the (0/+)
transition levels remain unchanged relative to the intrinsic Fermi level position.
present in very large numbers, i.e. if their concentration is much larger than any of the
intrinsic defect concentrations, these impurities pin the Fermi energy at their respec-
tive charge transition energies (+/0). The concentrations of V−Li and V
−
H are then
increased according to Eq. 2.4, as an appropriate fraction of positive alkaline-earth
species would take care of the charge compensation. For an increasing concentration
of Mg impurities, the Fermi energy could increase by up to 0.15 eV, reducing Ef [V−Li]
and Ef [V−H ] to 0.42 and 0.55 eV, respectively and at the same time increase Ef [Li
+
i ]
and Ef [H+i ] to 0.72 and 1.56 eV, respectively. This would increase the concentration
of V−H by a few orders of magnitude.
The small formation energy of Mg impurities, cf. Figs. 2.6 and 2.7, indicates that
Mg is easily incorporated in the LiNH2 lattice and that the scenario sketched above
is quite likely in the case of Mg. The formation energy of Ca impurities however is
much higher than that of V−Li, V
−
H and Li
+
i at EF = 2.55 eV. This suggests that the
concentration of Ca impurities is much smaller than that of the intrinsic impurities,
and the Fermi level will not shift.
Of course, all our formation energies depend on the assumptions made for de-
termining the chemical potentials in Eq. 2.5. For instance, if we would ﬁx µCa by
demanding equilibrium with bulk Ca metal, we would stabilise the Ca impurity by
1.26 eV. However, we do not think that this is a realistic assumption. During a re-
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peated (de)hydrogenation process any bulk Ca would be exposed to H2 and experience
a thermodynamic driving force to form CaH2. Non-equilibrium conditions might apply,
e.g., during ball-milling, but after repeated cycling these initial conditions do no longer
necessarily apply.
The beneﬁcial eﬀects of Ti-based additives, such as TiCl3 or nano-particles of TiO2
or of pure Ti, on the kinetics of the (de)hydrogenation process, have been studied
intensively.16,91,107109 Isobe et al. carried out X-ray absorption near-edge structure
(XANES) measurements to characterise Ti added to LiNH2 + LiH composite, after
ball-milling the mixture.109 In a ﬁrst-principles study of the X-ray spectra, Tsumuraya
et al. concluded that Ti ions occupy sites that are 4-fold coordinated by nitrogen,
i.e. the Li sites in LiNH2.110 This geometry is consistent with our ﬁndings, i.e. our
calculations also identify the Li site as the most favourable substitution site for Ti.
Matsumoto et al.91 have demonstrated the somewhat peculiar catalytic action
of Ti-additives such as TiCl3. For the catalysed LiNH2/LiH system they obtain an
activation energy for thermal decomposition of 110 kJ/mol, which is quite close to
the 128 kJ/mol found by Pinkerton for un-catalysed decomposition of pure LiNH2
resulting in NH3.111 This similarity suggest that the Ti-species does not act as a usual
catalyst, i.e. by reducing an activation barrier, but operates via a diﬀerent mechanism.
Also this is consistent with our results. Ti incorporated in the LiNH2 lattice does not
shift the Fermi level. Therefore, it does not change the concentrations of intrinsic
defects, and does not aﬀect the mass transport in the bulk material. Of course, on
the basis of our calculations we cannot preclude speciﬁc catalytic activity of the Ti,
e.g. at the amide surface. Interestingly, we observe that the Ti impurities are special
in the sense that they have a negative formation energy in the whole Fermi energy
range, see Fig. 2.7. This means that Ti gets easily incorporated into LiNH2 in large
quantities. This can have a large impact on the morphology of nano-scale amide
grains, which other impurities such as Sc and Ca, for which incorporation into LiNH2
is thermodynamically unfavourable, cannot have. Indeed, Matsumoto et al.91 argue
that Ti-based additives result in a large reactive surface in the amide/imide system,
which enhances the kinetics of H2 desorption.
Experimentally, replacing Li for Mg has been reported to decrease the hydrogen
desorption temperature (∆T = 50 ◦C).92,93 However, in these studies quite large
amounts (∼ 10%) of Mg have been used, so formation of, e.g., Mg(NH2)2 is likely.
Our study shows that even a relatively low Mg concentration could have a substantial
eﬀect. As at the intrinsic Fermi level position in LiNH2 the formation energy of Mg+Li
is negative, Mg ions are easily incorporated, which might lead to a similar behaviour
as in the case of Ti additives. In addition, the Fermi level is shifted for larger Mg
concentrations, which decreases the formation energy of intrinsic defects.
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2.5 Discussion & Conclusions
We discuss the possible role of defects in the initial phases of the conversion of LiNH2
to Li2NH. The equilibrium concentrations of intrinsic defects are quite low, i.e. ≤
2×1018 cm−3 for temperatures T ≤ 700 K. Their relative concentrations depend very
much on the type of defect. The Li-related defects Li+i and V
−
Li are most abundant and
determine the charge balance (Figs. 2.2, 2.4). Of the H-related defects, V−H is much
more abundant than H+i . V
−
H in fact corresponds to a NH
2− ion in the amide lattice,
whereas H+i corresponds to a NH3 molecule. Our results implicate that the equilibrium
concentration of the latter species is negligible. The barriers for diﬀusion of intrinsic
point defects are in the range 0.30.7 eV (Table. 2.2). Although such low barriers
implicate that diﬀusion is relatively fast, the low concentration of intrinsic defects
means that mass transport through the bulk mainly takes place via self-diﬀusion,
where ﬁrst a defect has to be formed before it can diﬀuse. The activation energies
for self-diﬀusion of the Li-related defects Li+i and V
−
Li are in the range 1.0-1.1 eV,
whereas those of the H-related defects, V−H and H
+
i , are 1.4 and 1.8 eV respectively.
This means that mass transport in LiNH2 is quite slow, which is consistent with the
relatively high temperatures needed for dehydrogenation.
If mass transport of hydrogen through the bulk has to take place via self-diﬀusion,
then (V−H , H
+
i ) pairs have to be created as a ﬁrst step. This corresponds to the
process
[NH2]
− + [NH2]− → [NH]2− + NH3, (2.9)
where the right hand side corresponds to the (V−H , H
+
i ) pair. A proton is shifted
from one NH−2 to another, resulting in a building block for the imide and an NH3
incorporated into the lattice. This corresponds to a step in the mechanism for non-
stoichiometric conversion from the amide to the imide as proposed in David et al.80
From Table 2.2 one obtains a formation energy of 2.11 eV for the (V−H , H
+
i ) pair.
Note that this is the formation energy of a well-separated pair, which is required for
mass transport. The formation energy of the (V−H , H
+
i ) Frenkel pair is calculated as
1.66 eV.d These high formation energies show that the equilibrium concentration of
such pairs is negligible.
In conclusion, the creation of ammonia molecules in the amide lattice is very
unfavourable. We propose instead that NH3 is formed only at the surface, where it
can go in the gas phase or dissociate further, or at the interface with LiH, where it can
react directly with LiH. The process to make the NH3 is the same as in Eq. (2.9), but
now both the NH3 and the NH2− species are created at the surface. NH3 immediately
dThe lowest energy cost to move a Li+ in LiNH2 which creates [LiiLiNH2]+ and [VLiNH2]− species
in the supercell is 0.72 eV and the lowest energy cost to move a proton from [LiiLiNH2]+ to [VLiNH2]−
is 0.88 eV. This makes that ∆E = 1.6 eV.
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reacts, or, alternatively, it goes into a gas phase. NH2− eﬀectively corresponds to a V−H
defect. It has a low migration barrier (0.6-0.7 eV, see Table 2.2) and can easily diﬀuse
into the bulk material. In parallel, the Li+i ions that remain at the surface after NH3
desorption, also diﬀuse into the material to keep the charge balance. Alternatively,
they can recombine with the vacancies V−Li that are present inside the amide.
Incorporation of dopants in the form of Mg, Ca, Sc and Ti substitutional impuri-
ties into the amide lattice oﬀers a little room to tune the concentration of intrinsic
defects and hence the mass transport inside the amide material. The energy cost to
incorporate Sc and Ca atoms is high. In contrast, the incorporation of Ti and Mg
atoms is typically exothermic and should thus be easy. If present in the lattice in
suﬃcient numbers, Mg and Ca species can shift the Fermi energy and thus reduce
(increase) the Ef of the negative (positive) intrinsic point defects by 0.1 to 0.2 eV.
This would (moderately) aﬀect the defect concentrations, and therefore the mass
transport and possibly the overall kinetics. Sc and Ti dopants have no such eﬀect.
However, as Ti and also Mg can be easily accommodated in the amide lattice, it is
possible that their incorporation aﬀects the morphology of nano-grains and can thus
be related to the apparent catalytic eﬀect of Ti-additives.91
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Chapter 3
First-principles study of LiBH4
nanoclusters and their hydrogen
storage properties
Abstract
Recent experimental studies suggest faster desorption kinetics, improved reversibility, and
more favorable thermodynamics for conﬁned LiBH4 nanoparticles as compared to bulk. We
study the structures, total energies, and decomposition reactions of LiBH4 nanoparticles us-
ing density functional theory calculations. We ﬁnd that the reaction energies of nanoclusters
with a diameter & 2 nm are very close to that of bulk LiBH4. Only very small clusters with a
diameter < 1 nm are signiﬁcantly destabilized relative to the bulk. The thermodynamics of
such small clusters is unfavorable, however, and leads to dehydrogenation temperatures that
are higher than that of the bulk. Although small (LiBH4)n nanoclusters exhibit a number of
diﬀerent geometries, they show only little variation in the total energy per formula unit. Of
all possible decomposition reactions of (LiBH4)n, the reaction where diborane is released, is
unfavorable for most cluster sizes, whereas the hydrogen desorption reaction to Li2B12H12
is most favorable. This suggests that the experimentally observed improvement of the
(de)hydrogenation properties of LiBH4 can be attributed to an improvement of the kinetics
of the latter reaction.
Ebrahim Hazrati, Geert Brocks, and Gilles A. de Wijs, J. Phys. Chem. C 2012, 116,
18038-18047
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3.1 Introduction
Storage of hydrogen in small volumes at ambient temperature and moderate pres-
sure is a bottleneck for realizing hydrogen energy systems in the near future. Solid
state reversible hydrogen storage systems are of great interest for this purpose.112
A successful system should have large gravimetric and volumetric storage capacities,
suitable thermodynamic properties, and fast hydrogen absorption and desorption ki-
netics. A gravimetric capacity of 18.5 wt% makes LiBH4 one of the most interesting
complex hydrides for hydrogen storage.6,7,2023 However, LiBH4 is a relatively stable
material that decomposes at a high temperature & 400 ◦C. Furthermore, rehydro-
genation is only possible at extreme conditions with typical values for temperature
and pressure of 600 ◦C and 350 bar H2. In addition, de/rehydrogenation kinetics is
slow, which is a common problem for the bulk complex hydrides.6,2426
A recently adopted approach that helps to address such problems, is nanocon-
ﬁnement in porous materials.27 As solid state reactions involve mass transport into
separate solid phases, such reactions should proceed faster for small nanoparticles,
as transport distances become shorter. Recent experiments on NaAlH4, for instance,
show that the conﬁnement of NaAlH4 in porous carbon indeed improves the H2 sorp-
tion kinetics.30,31 Somewhat surprisingly, nanoconﬁnement also alters the decomposi-
tion thermodynamics. Decomposition of NaAlH4 to NaH, Al and H2 normally proceeds
via an intermediate step in which Na3AlH6 is formed. In the decomposition reaction
of NaAlH4 nanoparticles, no evidence of Na3AlH6 has been found. This observation is
supported by calculations,32,33 which show that NaAlH4 nanoparticles in vacuum with
diameters in the 1-10 nm range preferentially decompose in a single step. Na3AlH6
nanoparticles are not formed because of their relatively high surface energy.32
Changes in the thermodynamics of nanoparticles, compared to bulk systems, can
generally be analyzed in terms of surface energies, which become more important
as the particles become smaller.113 Very small nanoparticles may not resemble bulk
at all, and have very diﬀerent thermodynamic properties. For instance, calculations
on MgH2 nanoclusters show that the hydrogen desorption energy can be reduced
signiﬁcantly for particles with diameters below 1.3 nm.114
Improving the sorption properties of LiBH4 by nanoconﬁnement in porous mate-
rials has become the focus of much experimental work.3445 Faster dehydrogenation
kinetics is reported for LiBH4 inﬁltrated in carbon aerogels, nanoporous carbon, or
nanoporous silica, accompanied by a decrease of the dehydrogenation temperature
by at least 100 ◦C. In addition, conﬁnement of LiBH4 in nanoporous carbon leads
to a marked improvement of the reversibility of the hydrogen desorption. As with
NaAlH4, the improved properties of nanoconﬁned LiBH4 can have a kinetic, as well
as a thermodynamic origin.
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In this work we study the energetics and possible thermodynamic decomposition
pathways of LiBH4 nanoclusters by ﬁrst-principles density functional theory (DFT)
calculations. For small clusters with diameters in the 1-2 nm range, we explicitly
generate and optimize the geometries of LiBH4 and possible product clusters. Larger
clusters are generated starting from bulk structures, calculating the energies of pos-
sible surface terminations, and applying the Wulﬀ theorem to construct crystallite
equilibrium shapes.115
The paper is organized as follows. In Sec. 3.2 we describe the computational
procedures used. Sec. 3.3.1 discusses the structures and the energetics of LiBH4 and
product clusters. These data are used in secs. 3.3.2 and 3.3.2 to construct possible
decomposition pathways for LiBH4 nanoclusters. We summarize the conclusions in
Sec. 3.4.
3.2 Computational Methods
First-principles calculations were performed in the framework of density functional
theory (DFT)48,49 using the PBE generalized gradient approximation (GGA)50 and
the projector augmented wave method (PAW)51,52 as implemented in the Vienna ab
initio simulation program (VASP).53,54 For H and Li all-electron PAW data sets were
used whereas for B the 1s core state was kept frozen. A kinetic energy cutoﬀ of
500 eV was employed for the plane wave expansion of the Kohn-Sham orbitals. The
energies of nanoclusters were calculated in a periodically repeated cubic box which
included at least 12 Å of vacuum in each direction to separate the periodic images.
Dipole corrections were found to be negligible, even for the polar LiB and LiBH4
clusters. The energies of isolated H2 and B2H6 molecules were calculated in cubic
boxes with sizes of 12 Å and 14 Å, respectively.
For structural optimization of the nanoclusters only the Γ point was used to sample
the Brillouin zone. The internal atomic positions were optimized with the conjugate
gradient method until the forces on atoms were less than 0.01 eV/Å. This is suﬃ-
cient to obtain converged total energies. However, if accurate vibrational frequencies
are required, we have found it necessary to perform additional optimizations on the
clusters. The frequencies are needed to obtain reliable free energies.
For some clusters, we used simulated annealing as part of the structure optimiza-
tion procedure. This was done by ﬁrst-principles molecular dynamics, using a Nose´
thermostat to set the temperature.116118 We used a standard velocity Verlet scheme
with a time step of 0.4 fs to integrate Newton's equations of motion. For the molec-
ular dynamics calculations, we also used Γ point sampling but a lower kinetic energy
cutoﬀ of 240 eV.
The ground state geometries of small clusters, (X)n, X= LiBH4, Li, LiH, LiB
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and B, with n ≤ 12, and Li2BnHn, were found by relaxation starting from a large
number of trial geometries and selecting the structures with lowest total energies.
The moderately large cluster (LiBH4)56 was obtained by cutting it from the bulk
structure, while exposing the low-energy (100), (010) and (101) surfaces, after which
the structure was relaxed. The total energy of this cluster is then within 0.01 eV/f.u.
to that obtained by using the (macroscopic) Wulﬀ construction. This suggests that
we can use the Wulﬀ approach to predict the energies of larger clusters.
To bridge the gap between small (n ≤ 12) and large (n ≥ 56) (LiBH4)n clusters,
we explored several techniques to generate structures with an intermediate size. For
instance, a (LiBH4)21 cluster was constructed by joining two (LiBH4)12 clusters in
a face-sharing geometry, i.e., the clusters share one hexagonal face with alternat-
ing Li+ and [BH4]− units at the vertices, see the next section. The geometries of
(LiBH4)32 and (LiBH4)54 clusters were obtained by simulated annealing. The initial
conﬁgurations were clusters cut from the bulk. The (LiBH4)32 cluster was heated to
388 K in 1.0 ps, kept at 388 K for ∼ 0.5 ps and subsequently cooled down to 73 K in
∼ 2.7 ps. The larger (LiBH4)54 cluster underwent a more extensive annealing cycle.
It was heated to 573 K in ∼ 0.4 ps, kept at that temperature for about 2 ps and
cooled down in ∼ 5 ps. Finally, we optimized these structures using the conjugate
gradient method, with 500 eV cutoﬀ.
The Wulﬀ construction requires the energies of macroscopic crystal surfaces.
These were calculated from slabs with a thickness of at least 28 Å to ensure conver-
gence. At least 13 Å of vacuum separated the slabs to prevent unwanted interactions
between the periodic images. Surface energies were fully converged with respect to
the number of k-points. All the slabs studied were stoichiometric with similar surfaces
on both sides. In-plane lattice parameters were ﬁxed to the optimized bulk parameters
and all atoms in the slab were allowed to relax.
Lattice vibrational frequencies were calculated for most solids and some of the
clusters using the ﬁnite diﬀerence methods of Ref. 119. For the solids, supercells
containing several primitive unit cells were used, so as to ensure good accuracy of
phonon frequencies throughout the Brillouin zone.
3.3 Results
3.3.1 Nanocluster Geometries and Energetics
The optimized geometries of some of the (LiBH4)n clusters are shown in Figure 3.1.
Full structural details are provided as Supporting Information (SI), Tables S1-S14. In
bulk LiBH4 the [BH4]− anions are tetrahedrally coordinated by Li+ cations, and vice
versa. The orientation of the [BH4]− anion with respect to the Li+ cation is described
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Figure 3.1: The optimized geometries of (LiBH4)n clusters, visualized using the VESTA
program.120
Figure 3.2: Illustration of bidentate and tridentate coordinations of Li+ with a [BH4]
− an-
ion.120
as bidentate or tridentate, depending on whether two or three hydrogen atoms are
pointing toward the Li+ cation (see Figure 3.2).121123 In bulk LiBH4 each Li+ has
three [BH4]− anions with bidentate, and one with tridentate orientations in its ﬁrst
coordination shell. In a packed structure, the diﬀerence in energy between bidentate
and tridentate orientations is small, and the relative orientation of [BH4]− anions is
guided by the (Coulomb) repulsion between the hydrogens on the diﬀerent anions.
Details can be found in Ref. 121.
The [BH4]− anion in the (LiBH4)1 molecule is oriented in the tridentate conﬁgu-
ration. It changes to bidentate in (LiBH4)2 where the two Li+ cations form a double
bridge between the [BH4]− anions. (LiBH4)3−5 clusters have ring structures with tri-
dentate orientation of [BH4]− anions. The structures of (LiBH4)6,8,10 clusters consist
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Figure 3.3: The optimized geometries of (a) B12, (b) Li2B12H12 and (c,d) two views of
Li12B12.
120
of two of such rings on top of one another. The two circles are positioned such that
a [BH4]− anion is on top of a Li+ cation, and vice versa. Each Li+ is then coordinated
by three [BH4]− ions in bidentate orientation.
(LiBH4)12 is the ﬁrst cluster with a true three-dimensional geometry. Its struc-
ture is cage-like with eight six-membered rings and six four-membered rings, where
each ring consists of alternating Li+ and [BH4]− ions. The [BH4]− ions are in biden-
tate orientation and the Li+ coordination number is three. The cluster diameter is
approximately 9 Å. The (LiBH4)21 cluster is constructed by fusing two (LiBH4)12
clusters along a six-membered ring. Therefore, their ions have the same orientation
and coordination number.
As discussed in the previous section, the geometries of (LiBH4)32 and (LiBH4)54
clusters are obtained by simulated annealing. In both structures, the coordination
number of most Li+ cations is three, as in the smaller clusters. Some ions in (LiBH4)54
have coordination numbers two or four. In particular, at the exterior of (LiBH4)54
some ring-like structures appear that resemble the smaller clusters. The particular
structures of the (LiBH4)32 and (LiBH4)54 clusters shown in Figure 3.1 might well
represent local energy minima instead of the global energy minimum. The eﬀect this
has on the total energy per formula unit (f.u.) is minor, however, see below.
The (LiBH4)56 cluster is initially constructed as a cut from the bulk structure, as
discussed in the previous section. After optimization, some of the Li+ cations which
were initially located at the surface of the cluster have relaxed into the cluster leaving
[BH4]− anions exposed at the surface. Although the relaxations are quite substantial
for the ions located in the surface region of the cluster, the impact this has on the
total energy per f.u. is minor. After optimization, the nanocluster dimensions are 13.7
× 15.2 × 14.0 Å3.
As we are interested in the dehydrogenation of (LiBH4)n clusters, we also study the
structures of clusters of possible dehydrogenation products. The mass balance and
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the energetics of the dehydrogenation reaction limit the number of possible products.
Still, in particular for clusters containing boron there remain several options. As an
example, Figure 3.3 shows the structures of clusters of diﬀerent composition that
contain twelve boron atoms.
One possible reaction path leads to pure boron clusters Bn. All boron clusters
considered here have a rather ﬂat geometry, with an occasional buckling or curvature.
These structures are consistent with those reported in the literature.124 They resemble
ﬁnite cuts from (quasi) planar 2D boron sheets.125127
Considering boranes BnHm one notices that the closo-borane anions [BnHn]2− are
particularly stable.128 Indeed [BnHn]2− ions exhibit HOMO-LUMO gaps of several eVs
in our calculations. In the dehydrogenation of (LiBH4)n clusters one should therefore
consider Li2BnHn clusters as possible products. Li2BnHn, n ≥ 5, clusters have a
similar structure as the example Li2B12H12 shown in Figure 3.3(b). The hydrogens
are bonded to the boron atoms residing at the vertices of a closed, cage-like structure.
The smaller Li2BnHn, n ≤ 4 have the boron atoms bonded in a planar structure with
hydrogen atoms bonded to boron atoms at the outside. Consideration of borane
species BnHm, m 6= n, turns out to lead to reaction paths in the dehydrogenation of
(LiBH4)n clusters that are energetically not competitive, so we will not discuss the
structure of those species.
Of the Li substituted boranes LimBn only the hypercloso species, i.e. m = n, turn
out to yield energetically viable dehydrogenation products. The structure of LinBn is
similar to that of the closo-borane [BnHn]2− anions, in the sense that the boron atoms
form a cage-like structure, see Figure 3.3(c,d) and Table S4 in the SI. However, unlike
hydrogen atoms, each of which is covalently bonded to one boron atom, Li atoms are
positioned on the faces and edges of the boron cage. As Li is more electropositive
than H, it largely donates its valence electron to the electron deﬁcient boron cage,
making the Li-B bonding largely ionic. The most favorable positions of the Li+ ions
are then close to the surface of the negatively charged boron cage and the ions are
distributed evenly over the surface, such as to minimize Coulomb repulsion.127
The total energies of the nanoclusters are listed in Table 3.1. As we are inter-
ested in the energy diﬀerence between the nanocluster and the corresponding bulk
material as a function of the nanocluster size, the zero-point vibrational energies
(ZPEs) largely cancel out, so they are not included in Table 3.1. For comparison,
the total energies per f.u. of the corresponding bulk materials are also included. At
room temperature bulk LiBH4 has an orthorhombic structure belonging to the Pnma
space group (No. 62). Our optimized lattice constants are a=7.30 Å, b=4.41 Å and
c=6.60 Å, in good agreement with the experimental values a=7.178 Å, b=4.436 Å
and c=6.803 Å.134
The general trend for all the nanoclusters in Table 3.1 is that upon increasing the
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Table 3.1: Total Energies in eV for Lin, (LiH)n, (LiBH4)n, (LiB)n, Bn, and Li2BnHn Nan-
oclusters Divided by n. Zero-point energies are not included.
n Lin (LiH)n (LiBH4)n (LiB)n Bn Li2BnHn
1 -0.30 -3.74 -22.69 -1.72
2 -0.73 -4.79 -23.47 -5.06 -1.71 -9.60
3 -23.71
4 -0.96 -5.34 -23.80 -6.90 -4.28 -10.44
5 -23.81
6 -1.13 -5.48 -23.91 -7.34 -4.75 -10.87
8 -1.25 -5.56 -23.98 -7.43 -5.22 -10.73
10 -1.29 -5.60 -23.99 -7.67 -5.47 -10.82
12 -1.32 -5.66 -24.04 -7.71 -5.62 -10.94
21 -24.05
32 -24.01
54 -23.99
56 -24.03
bulk -1.91a -6.13b -24.16 -8.91c -6.68d -11.09e
abcc-Li.129;
bCubic Fm3¯m (No. 225).130;
cHexagonal P63/mmc (No. 194).131;
dα-rhombohedral boron.132;
eLi2B12H12, cubic Pa3¯ (No. 205).133
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nanocluster size, their stability increases toward the bulk values. The total energy of
(LiBH4)n clusters converges relatively quickly to the bulk value. For n = 12, which
corresponds to a cluster diameter of ∼ 0.9 nm, the energy diﬀerence between cluster
and bulk is ∼ 0.1 eV/f.u.. These results are in contrast to those found in Ref. 135,
where it is reported that LiBH4 nanoclusters with diameters smaller than 1.75 nm are
strongly destabilized relative to the bulk. We do not ﬁnd such strong destabilization,
indicating that our cluster geometries are more stable.
Another important observation is that (LiBH4)n clusters with n ≥ 12 have very
similar energies, although their structures are very dissimilar, i.e., cage-like structures
for n = 12 and 21, amorphous-like structures for n = 32 and 54 and a bulk-like
structure for n = 56.
In Figure 3.4, we plot the energy diﬀerence between the nanoclusters and their
corresponding bulk materials as a function of the nanocluster size up to 12 f.u..
The energies of Li2BnHn clusters in Table 3.1 are not shown, as corresponding bulk
materials are not always known. The Li2BnHn energies do not strongly dependent
on n. The energy of (LiBH4)n clusters converges fastest to the bulk value. The Lin
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Figure 3.4: The energy diﬀerence per f.u. between the nanocluster and the corresponding
bulk material as a function of the number of f.u.. The symbols are calculated results; the
solid lines guide the eye.
and (LiH)n clusters are destabilized with respect to the bulk in a similar way. Bn and
(LiB)n clusters exhibit the strongest destabilization. We will rationalize these trends
in terms of surface energies.
The stability of LiBH4 nanoclusters relative to the bulk is related to the fact
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Table 3.2: Calculated Bulk LiBH4 Surface Energies in J/m
2 for Low-Index Surfaces.
This work Ref. 135 Ref. 136
Surface
(010) 0.102 0.110 0.119
(101) 0.115 0.112 0.125
(100) 0.113 0.115 0.116
(011) 0.097 0.212
(111) 0.165 0.231
(201) 0.144 0.303
(001) 0.314 0.336 0.347
(110) 0.214 1.210
that surface energies are very low for LiBH4. Calculated energies of surfaces of the
orthorhombic LiBH4 bulk structure, compared to results reported in the literature, are
listed in Table 3.2. All of the surfaces in Table 3.2 are apolar surfaces, classiﬁed as
type 1 in Ref. 137. We ﬁnd that the (100), (010), (101) and (011) surfaces have
very similar surface energies in the range 0.10-0.12 J/m2. These surfaces have equal
numbers of [BH4]− anions and Li+ cations in the surface plane and the relaxations of
the ions in the surface region are very small.
In comparison to Ref. 135, our calculated (011), (201), and (110) surface energies
are considerably lower. Apparently the structures we ﬁnd for these surfaces are more
stable. In particular, the surface energy we ﬁnd for the (110) surface, 0.2 J/m2, is
roughly twice the value found for the more stable surfaces, e.g. (010) or (100). This
is unlike the (110) surface energy of 1.2 J/m2 found in Ref. 135, which is an order
of magnitude higher than that of the (010) and (100) surfaces. We suggest these
diﬀerences may be explained by diﬀerent surface terminations. For instance, for a
(011) surface with a diﬀerent termination we obtain a surface energy of 0.259 J/m2,
which is much closer to the value reported in Ref. 135. Of course, the terminations
with lowest energy are more likely to occur in practice. Figure 3.5 shows the side views
of the (011), (201) and (110) surfaces after relaxation. The lateral dimensions of the
(011) and (110) surface unit cells are 7.35 × 7.92 and 8.56 × 6.58 Å2, respectively.
The (201) surface has a surface unit cell with lateral dimensions of 4.40× 15.08 Å2.
(LiH)n clusters are less stable than (LiBH4)n clusters compared to their respective
bulk states, see Figure 3.4. Both are ionic compounds, but the packing of the ions in
LiH is denser than in LiBH4. The nearest neighbor cation-anion distances in LiH and
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Figure 3.5: Side views of the (a) (011), (b) (201) and (c) (110) surfaces of bulk LiBH4.
The thin lines indicate the unit cell.
LiBH4 are 2.0 and 2.5 Å, respectively, and the coordination numbers are 6, respectively
4. One therefore expects the ionic (Madelung) bonding in LiH to be stronger, which
likely leads to higher surface energies.138 Indeed, for the (100) surface, which is the
lowest energy surface of (rocksalt) LiH, we calculate a surface energy 0.319 J/m2.
This is roughly three times the energy of the lowest energy surfaces of LiBH4, cf.
Table 3.2, explaining the relative stability of (LiH)n and (LiBH4)n clusters.
Lin clusters are fairly unstable, which results from the relatively large cohesive
energy (1.6 eV/atom) of the Li metal,139 implying high energy penalties for making
surfaces. Indeed the energy of the (bcc) (001) Li surface is 0.522 J/m2, which is
large for an alkali metal. The (001) surface energy decreases sharply going down the
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column of alkali metals in the periodic table. For Na it is 0.261 J/m2, and for Cs it
is a mere 0.095 J/m2.140 Note that the surface energy of Li is even higher than that
of LiH. This implies that large LiH clusters are relatively more stable than large Li
clusters, as can be observed in Figure 3.4.
Bulk boron is a covalently bonded network, so any ﬁnite boron fragment or cluster
is likely to have a considerable number of unsaturated or strained bonds. Hence the
energy of boron clusters is relatively high. The properties of (LiB)n clusters can not
be directly linked to the properties of bulk LiB. (LiB)n nanoclusters and bulk LiB are
very diﬀerent from both structural and bonding point of viewa.141
3.3.2 Decomposition of (LiBH4)n Clusters
Small Clusters, n ≤ 12
In the following, we study the eﬀects of the cluster size on the decomposition pathway
of (LiBH4)n clusters with n up to 12 formula units. In the next subsection, we study
such size eﬀects on larger clusters.
The decomposition reaction of bulk LiBH4 takes place at a high temperature
(T > 400 ◦C), and is proposed to proceed as142,143
LiBH4 ↔ 1
12
Li2B12H12 +
5
6
LiH +
13
12
H2(g), (3.1)
↔ LiH + B + 3
2
H2(g), (3.2)
where the ﬁrst step leads to the formation of Li2B12H12 as an intermediate product.
We calculate a reaction energy (at T = 0 K) for reaction (3.1) of 0.39 eV/LiBH4,
including the contributions of the ZPEs. For the overall reaction (3.2) we ﬁnd an
energy 0.84 eV/LiBH4, including ZPE contributions, conﬁrming that the ﬁrst reaction
step is indeed favorable. The calculated formation energy of LiBH4 with respect to
the solids Li and B is 1.64 eV/LiBH4. All these numbers are in good agreement with
calculated values reported in the literature.144146
Recently, it has been argued that the ﬁrst step reaction in fact produces diborane
(B2H6) as intermediate product, which decomposes in a second step at T > 250 ◦C
to B and H2.147 It is then proposed that Li2B12H12, and an amorphous Li2B10H10
phase, are formed only in a side-reaction between diborane and the unreacted LiBH4
at lower temperatures. The ﬁrst reaction step is then
LiBH4 ↔ LiH + 1
2
B2H6(g). (3.3)
aThe crystal structure of LiB can be described as inﬁnite, linear chains of B atoms in a Li matrix
with covalent bonds between B atoms and Lithium as Li+.
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Motivated by these studies, we consider the following possible decomposition reactions
for (LiBH4)n clusters,
(LiBH4)n ↔ Li2BnHn + (LiH)n−2 + (n + 1)H2(g), (n ≤ 12) (3.4a)
(LiBH4)n ↔ 1
12
(Li2B12H12)n +
5
6
(LiH)n +
13n
12
H2(g), (n > 12) (3.4b)
and
(LiBH4)n ↔ (LiH)n + n
2
B2H6(g), (3.5)
(LiBH4)n ↔ (LiH)n + (B)n + 3n
2
H2(g), (3.6)
(LiBH4)n ↔ (LiB)n + 2nH2(g), (3.7)
(LiBH4)n ↔ (Li)n + (B)n + 2nH2(g). (3.8)
Several other reactions were tried as well, e.g., reactions leading to ﬁnal states with
diﬀerent BnHm molecules. They yielded high reaction energies, however, and are
therefore not discussed here. The desorption energies, i.e. the energies of reac-
tions (3.4a)-(3.8), normalized per gas molecule (H2 or B2H6), are shown in Figure 3.6
as a function of cluster size. Reaction (3.4b) will be discussed in Sec. 3.3.2, where
clusters with n > 12 will be addressed.
Figure 3.6 shows that the desorption energies decrease with increasing the cluster
size for all possible reaction paths. The reason for this becomes clear by considering
Figure 3.4. The reactant clusters (LiBH4)n are much more stable with respect to
bulk, than the product clusters Li2BnHn, (LiH)n, Lin, (LiB)n and Bn. More energy has
to be supplied to form the products if the reactions are performed on clusters rather
than on bulk. So from the perspective of the thermodynamics of dehydrogenation
it is not advantageous to use (LiBH4)n nanoclusters instead of bulk LiBH4. Small
nanoclusters release hydrogen at higher temperatures compared to large clusters or
bulk.
The desorption reactions where H2 is released, i.e. reactions (3.4a), (3.6), (3.7),
and (3.8), can be compared to one another. The reaction with the lowest desorp-
tion energy gives the lowest desorption temperature at ﬁxed hydrogen pressure (or
the highest hydrogen pressure at a ﬁxed temperature). According to Figure 3.6 re-
action (3.4a) is the most favorable, except for the smallest clusters n ≤ 4. This
reaction gives Li2BnHn and (LiH)n−2 clusters as products. The relative ease of
this reaction is in line with the relative high stability of the closo-borane Li2BnHn
molecules, cf. Figure 3.3(b).128 The reaction is the cluster equivalent of the bulk
reaction (3.1).142144,146,147
In a reaction step following reaction (3.4a), Li2BnHn clusters might decompose
into LiH and B,
Li2BnHn + (LiH)n−2 ↔ (LiH)n + Bn +
n − 2
2
H2(g). (3.9)
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Figure 3.6: Calculated desorption energies with zero-point energy corrections of LiBH4 for
bulk and nanoclusters 2 ≤ n ≤ 12. Desorption energies are in eV/H2 [reactions (3.4a),
(3.6), (3.7), (3.8), (3.9)] and eV/B2H6 [reaction (3.5)]. The bulk limit of reaction (3.4a) is
reaction (3.4b), i.e., decomposition into bulk Li2B12H12.
The sequence of reaction steps (3.4a) and (3.9) then corresponds to the overall
reaction (3.6). The second step reaction (3.9), which is equivalent to the bulk re-
action (3.2), is however energetically very unfavorable, as is shown in Figure 3.6.
This means it would take place at a much higher temperature. For n = 12 reac-
tion (3.4a) releases approximately 10 wt% hydrogen, whereas reaction (3.9) would
release a further 4 wt%.
Reaction (3.7) is competitive with reaction (3.4a) for very small clusters, n ≤ 4,
see Figure 3.6. Reaction (3.7) yields a complete dehydrogenation, with (LiB)n clus-
ters as product. This reaction becomes relatively less favorable the larger the cluster,
and is deﬁnitely unfavorable for the bulk. Apparently, very small (LiB)n clusters adopt
structures that are relatively stable. Reactions (3.6) and (3.8) are less favorable for
(LiBH4)n clusters with n ≤ 12. For such clusters these two reactions have a com-
parably high hydrogen desorption energy. This means that reaction (3.6) would only
occur at a high temperature, where (LiH)n clusters would dehydrogenate immediately
(for n ≤ 6). This is not true anymore for the bulk, where reaction (3.6) becomes
more advantageous than either reactions (3.7) or (3.8).
To be able to compare the reaction where B2H6 is released, to those where hydro-
gen is released, we consider the change in Gibbs free energy ∆G(T ) of the reactions.
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We calculate G(T ) of the bulk crystals and of the clusters b from the DFT total ener-
gies and the vibrational densities of states,122 where we assume that the clusters are
immobilized by conﬁnement in a porous material (so we neglect contributions to the
free energy due to translational and rotational degrees of freedom). The free energies
of H2 gas and B2H6 gas are taken from the literature, using a gas pressure of 1 barc
Figure 3.7 shows ∆G/LiBH4 f.u. as a function of temperature for reactions (3.4a)-
(3.8), for two sizes of clusters, n = 4 and n = 12, and for bulk. Reaction equilibrium
is achieved at a temperature Td at which ∆G(Td) = 0.
The small cluster (LiBH4)4 decomposes only at a very high temperature Td &
1000 K. The two reactions (3.5) and (3.7), which involve desorption of B2H6 and H2,
respectively, are then competitive. The decomposition temperature decreases with
increasing cluster size. The larger cluster (LiBH4)12 decomposes at Td ≈ 800 K. The
most favorable reaction path is now presented by reaction (3.4a), where hydrogen
is desorbed and Li2B12H12 clusters are formed. Reaction (3.7) is the second most
favorable reaction, but it will not be very important, as it occurs at a much higher
temperature. Reaction (3.5) is even less favorable, which means that from a thermo-
dynamic point of view it is unlikely that B2H6 gas is formed in the decomposition of
larger clusters.
The trend in lowering the decomposition temperature with increased cluster size is
continued to the bulk, which decomposes at Td ≈ 400 K via the reaction (3.4a). The
latter is equivalent to the bulk reaction (3.1). Reaction (3.6) leads to a much higher
Td ≈ 585 K, and other reactions are even less favorable. Note that reaction (3.5)
is the least favorable of all reactions, which implies that from a thermodynamic per-
spective B2H6 gas should not be formed.
Large Clusters
So far, we have considered the decomposition of (LiBH4)n with n ≤ 12 by explicit
calculations on these small clusters. In this subsection we employ a simple model to
obtain the energies of larger clusters. Using calculated surface energies and the Wulﬀ
theorem,115 we model the equilibrium shape of large nanoclusters.d This method has
been used previously to predict the shape and energetics of hydride nanoclusters.113,149
bWe calculate the zero-point vibrational energies and the temperature dependent vibrational en-
thalpies and entropies of bulk crystal structures and of Li2BnHn (n = 4, 12), (LiBH4)12 and (LiB)12
clusters, explicitly. For Lin, (LiH)n and Bn clusters with n = 4 and 12, the corresponding bulk values
per f.u. are used. The calculated values for (LiB)12 and (LiBH4)12 clusters per f.u. are used for (LiB)4
and (LiBH4)4, respectively.
cThe free energy is calculated as the sum of the total energy, ZPE and experimental data from the
NIST-JANAF Thermochemical Tables148.
dThe wulﬀman program was used: http://www.ctcms.nist.gov/wulﬀman/index.html
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Figure 3.7: ∆G/LiBH4 f.u. as a function of temperature for reactions (3.4a/3.4b)-(3.8), for
n = 4 (a), n = 12 (b), and bulk (c).
Once the shape of a nanocluster is determined, we calculate its total energy by
Ecluster(n) = nEbulk +
∑
i
γiAi , (3.10)
where γi is the surface energy of the ith nanocluster face, and Ai is the area of the
corresponding face. Ebulk is the bulk total energy per f.u..
Using Eq. (3.10) with the bulk total energy and the surface energies given in
Tables 3.1 and 3.2 respectively, we get −24.02 eV/f.u. for the (LiBH4)56 cluster.
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Figure 3.8: The energy diﬀerence per f.u. between the nanocluster and the corresponding
bulk material (a). Calculated desorption energies for reactions (3.4b), (3.5) and (3.6) (b).
Both as a function of the number of f.u..
This is quite close to the value −24.03 eV/f.u. reported in Table 3.1, which has
been obtained by direct optimization of the cluster with DFT. It suggests that the
Wulﬀ construction is suﬃciently accurate for larger clusters. Furthermore, Table 3.1
suggests that clusters of an intermediate size, 12 < n < 56, have similar energetics.
Bulk Li2B12H12 and LiH have cubic structures.130,133 In both cases the (001)
surfaces have the lowest energy, with calculated γ001 = 0.059 and 0.319 J/m2 for
Li2B12H12 and LiH, respectively. Crystallites of these materials then have a cubic
shape. The shapes of the boron nanoclusters are predicted from the DFT surface
energies calculated in Ref. 150. We do not consider large LiB clusters because the
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experimental structure of Ref. 131 gives a hydrogen desorption energy for the bulk re-
action (3.7) that is considerably higher than for bulk reaction (3.6), see Figure 3.6 and
Figure 3.7(c). Note that recent experimental and theoretical studies141,151 suggest a
boron deﬁcient phase LiBx (x = 0.8-1.0) for lithium monoboride. As reaction (3.8)
gives an even higher desorption energy, we also do not consider large Li clusters.
Cluster energies as a function of the number of formula units n, calculated accord-
ing to Eq. (3.10), are given in Figure 3.8(a). The stability of a cluster increases with
its size, as one may expect. This is also true for the small clusters, Figure 3.4, but
note that the energy scale for large clusters is an order of magnitude smaller. Yet the
relative stability of clusters of the diﬀerent compounds is the same for small and for
large clusters. LiBH4 nanoclusters are relatively stable with respect to bulk, Li2B12H12
and LiH clusters are somewhat less stable, and B clusters are relatively unstable.
In Figure 3.8(b) we plot the desorption energies for several desorption pathways of
reactions (3.4b), (3.5) and (3.6). As Li2B12H12 is a stable phase, we switch from re-
action (3.4a) to (3.4b) for larger clusters. The desorption energies of reactions (3.4b)
and (3.5) rapidly converge with the number of formula units. Reactions (3.4b) and
(3.5) have desorption energies that are within 0.1 eV per gas molecule of their respec-
tive bulk values for cluster sizes n ≥ 100 and n ≥ 240, respectively. Note that the
desorption energy for reaction (3.6) converges much more slowly to the bulk value
as a function of the cluster size. This is due to the relatively high energy of B nan-
oclusters, see Figure 3.8(a). One needs clusters as large as 5000 f.u. to decrease the
desorption energy of this reaction to within 0.1 eV/H2 of the bulk limit.
So far we have considered reaction scenarios where each cluster decomposes in-
dependently of all other clusters. Such a scenario would hold for a nanostructured
material, where no mass exchange between the nanoclusters takes place. Nanos-
tructuring typically proceeds by embedding the reactive compound in the pores of an
unreactive nanostructured template material. These pores are connected, so in prin-
ciple mass transport between the pores can take place if the mobility of the reaction
products is suﬃciently high.
In a simple model exploring the possibility of mass transport we assume that the
pores are spherical and of a ﬁxed size, and neglect any chemical interaction between
the reaction clusters and the template material. As for all compounds large clusters are
energetically more favorable, the most favorable situation is then ﬁlling each pore with
a single compound. The cluster energies as a function of pore size are presented in
Figure 3.9(a). Here we assume that a spherical pore is ﬁlled with the largest crystallite
of a material that ﬁts, with the crystallite shape determined by the Wulﬀ construction.
The most striking diﬀerence with Figure 3.8(a) is the Li2B12H12 curve. If the stability
is determined by volume, then Li2B12H12 clusters are relatively unstable, as a ﬁxed
volume contains much fewer formula units than in any of the other compounds.
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Figure 3.9: The energy diﬀerence per f.u. between the nanocluster and the corresponding
bulk material (a). Calculated desorption energies for reactions (3.4b), (3.5) and (3.6) (b).
Both as a function of the pore diameter.
The desorption energies of reactions (3.4b), (3.5) and (3.6) according to this
scenario are plotted in Figure 3.9(b). Before the reaction all pores are ﬁlled with
LiBH4. After the reaction we assume that each pore is ﬁlled with either a Li2B12H12
cluster, a LiH cluster, or a B cluster. It means that during a reaction material moves
between the pores such that the end situation is a completely phase separated state.
It leaves each pore ﬁlled with one material, and a fraction of the pores empty.
For the dehydrogenation reactions (3.4b) and (3.6), this scenario gives a desorp-
tion energy that is very close to the bulk value for most pore sizes. Indeed, one needs a
pore diameter smaller than 0.43 nm respectively 0.57 nm to destabilize reactions (3.6)
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and (3.4b) by 0.1 eV/H2. Of course for such small clusters the Wulﬀ construction
is not suﬃciently accurate, and one should follow the approach used in the previous
subsection. Compared to Figure 3.8(b), the desorption energy of reaction (3.6) is
decreased. Mass exchange allows for the formation of larger B clusters, which are
relatively more stable. For reaction (3.4b) mass exchange has relatively little eﬀect
on the desorption energy.
Reaction (3.5) involves desorption of B2H6. The desorption energy converges
very rapidly to the bulk value with increasing pore size. Only for very small pores
with a diameter ≤ 0.5 nm does this reaction become more favorable. This reaction
is thermodynamically not favorable for the bulk material, compared to the hydrogen
desorption reactions 3.4b) and (3.6), and only for tiny cluster sizes does reaction (3.5)
become competitive, see Figure 3.7.
3.4 Discussion and Conclusions
The eﬀects of nanoconﬁnement on desorption properties of LiBH4 have been in-
vestigated intensively in the past few years, aiming for favorably altering the ther-
modynamics, de/rehydrogenation kinetics and cycling capacity of this material.3445
The experimental results for LiBH4 incorporated into porous scaﬀolds can be sum-
marized as follows. First, the rate of dehydrogenation increases with decreasing pore
size.35,37,45,152 Second, the hydrogen pressure at 300 ◦C is ten times higher for LiBH4
incorporated into 13 nm graphitic aerogel, as compared to LiBH4 mixed with non-
porous graphite.35 Likewise, compared to the latter the apparent hydrogen desorp-
tion temperature of LiBH4 inserted into nanoporous carbon decreases by ∼ 100 ◦C.45
Third, LiBH4 embedded in pores smaller than 4 nm results in a signiﬁcant reduction
of the emission of B2H6 gas.41,42 Finally, partial rehydrogenation of the end products
back to LiBH4 can be achieved, which is not possible for the reaction in bulk.45
These ﬁndings can be the result of changed kinetics, as obviously nanoconﬁnement
puts a limit on the particle size, which will reduce the diﬀusion distance required for
mass transport. Alternatively, the thermodynamics of the reactions might be altered,
as nanoclusters are less stable than bulk materials. In this work, we have addressed
the latter issue by studying the stability of LiBH4 nanoclusters, as function of their
size, as well as the stability of nanoclusters of possible decomposition products, Li,
LiH, LiB, B and Li2BnHn. We use DFT calculations to predict the geometry and
energetics of small clusters. DFT bulk and surface energies in combination with the
Wulﬀ theorem are used to model the equilibrium shapes of larger clusters, and obtain
their total energies.
From a thermodynamic point of view, the possible reactions of LiBH4 nanoclusters
with a diameter larger than ∼ 2 nm are indistinguishable from that of bulk LiBH4. It
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means that the desorption reaction to Li2B12H12, Eq. (3.1), is most favorable. The
direct reaction to LiH and B, Eq. (3.2), is less favorable, and reactions to B2H6, LiB,
or Li, are unfavorable.
Only for clusters that have a diameter less than ∼ 1 nm, i.e. (LiBH4)n, n < 12,
is the thermodynamics signiﬁcantly diﬀerent from that of the bulk. However, the
thermodynamics of these small clusters is unfavorable, as it leads to higher hydrogen
desorption temperatures compared to the bulk. The reason is that, although (LiBH4)n
clusters are destabilized with respect to bulk, clusters of possible products (LiH)n,
(LiB)n, (Li)n, or (B)n of reactions (3.6)-(3.8), are even more destabilized. The
dehydrogenation reaction to Li2BnHn, Eq. (3.4a), remains the most favorable for n ≥
6. Only for extremely small cluster size does the decomposition to B2H6, Eq. (3.5),
become competitive. These results are in line with the results of the theoretical
calculations on small (NaAlH4)n clusters with n ≤ 8.33 The stability of (NaAlH4)n
clusters increases with decreasing the cluster size.
Our ﬁndings show that the improved (de)hydrogenation eﬀects of nanoconﬁned
LiBH4 observed in experiment can not be caused by changes in the thermodynamics
of LiBH4 clusters. Such eﬀects can have a kinetic origin. Alternatively, they are
caused by a chemical interaction between the reaction products and the template
material. Reactions between the decomposition products of LiBH4 and porous SiO2
have been demonstrated,38 but similar interactions with porous carbon are unlikely.
The interaction between Li and carbon materials is weak, for instance, unless such a
material contains unsaturated bonds.127,153 A dehydrogenation reaction to Li2B12H12,
Eq. (3.1), is consistent with the increased hydrogen pressure and the dehydrogenation
temperature observed in experiment.35,37,45
Our results also suggest that the emission of diborane in the decomposition of bulk
LiBH4 is a kinetic eﬀect, as this reaction is thermodynamically unfavorable. It could
be kinetically favored in a bulk borohydride material. Mass transport in a crystalline
borohydride material can proceed via intrinsic defects that lead in a natural way to
a reaction at the surface in which borane is released.154 The formation of crystalline
Li2B12H12, however, may require a more complicated mass transport involving large
kinetic barriers. Nanostructuring LiBH4 could decrease these barriers, which would
make the reaction leading to the emission of diborane less probable.41,42
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Chapter 4
Carbon support eﬀects on conﬁned
LiBH4 nanoparticles: A ﬁrst-principles
study
Abstract
Recent experimental studies suggest that LiBH4 nanoparticles conﬁned in diﬀerent types of
nanoporous carbon materials show faster desorption kinetics, improved reversibility, and more
favorable thermodynamics, as compared to bulk. Using density functional theory calculations,
we study how the thermodynamics of the decomposition reactions of LiBH4 nanoparticles is
aﬀected by the chemical interactions between the reactant and products, and the nanoporous
carbon host. We ﬁnd that the reversible intercalation of Li as one of the reaction products
into the graphitic carbon host has a large eﬀect on the reaction enthalpies of small clusters.
Explicit calculations show that small (LiBH4)n, n . 12, clusters decompose at much lower
temperatures in the presence of graphite, leading to the formation of intercalated Li. This
route becomes unfavorable for larger (LiBH4)n clusters, where dehydrogenation leads to the
formation of (LiH)n clusters.
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4.1 Introduction
Storage of hydrogen in high gravimetric and volumetric densities at ambient temper-
ature and moderate pressure is a bottleneck for realizing hydrogen energy systems in
the near future. An ideal storage system should have large gravimetric and volumetric
storage capacity, suitable thermodynamic properties, and fast hydrogen absorption
and desorption kinetics.112 Complex hydrides are of great interest for this purpose.155
A gravimetric capacity of 18.5 wt% makes LiBH4 one of the most interesting complex
hydrides for hydrogen storage.6,7,2023 However, LiBH4 is a relatively stable material
that decomposes at a high temperature & 400 ◦C. Furthermore, rehydrogenation is
only possible at extreme conditions with typical values for temperature and pressure
of 600 ◦C and 350 bar H2. In addition, de/rehydrogenation kinetics is slow, which is
a common problem for the bulk complex hydrides.6,2426
A recently adopted approach that helps to address such problems, is nanoconﬁne-
ment in porous materials.2729 For instance, experimental and theoretical studies show
that nanoconﬁnement of NaAlH4 in porous carbon improves the H2 sorption kinet-
ics and that, somewhat surprisingly, nanoconﬁnement also alters the decomposition
thermodynamics.3033 This approach can also be applied to LiBH4. Indeed, improving
its sorption properties via nanoconﬁnement in porous materials has become the focus
of much experimental work.3445 Faster dehydrogenation kinetics has been reported
for LiBH4 inﬁltrated in carbon aerogels, nanoporous carbon, and nanoporous silica,
accompanied by a decrease of the dehydrogenation temperature by at least 100 ◦C. In
addition, conﬁnement of LiBH4 in nanoporous carbon leads to a marked improvement
of the reversibility of the hydrogen desorption.
These ﬁndings could be the result of changed kinetics, as obviously nanoconﬁne-
ment puts a limit on the particle size, which will reduce the diﬀusion distance required
for mass transport.154,156 Moreover, both the size of the clusters and their interactions
with the host may modify the thermodynamics of the reactions.
In a previous work, we studied the stability of (LiBH4)n nanoclusters, as a function
of their size, as well as the stability of a range of possible nanocluster decomposi-
tion products.157 Our ﬁndings suggest that, from a thermodynamic point of view,
the desorption reactions of unsupported LiBH4 nanoclusters with a diameter larger
than ∼ 2 nm are indistinguishable from those of bulk LiBH4 [i.e. decomposition to
Li2B12H12, followed by a second decomposition step to LiH and B]. Only for clusters
that have a diameter less than ∼ 1 nm, i.e. (LiBH4)n, n < 12, is the thermodynamics
of the decomposition reaction signiﬁcantly diﬀerent. The thermodynamics of small
clusters is, however, unfavorable, and leads to higher hydrogen desorption tempera-
tures compared to the bulk. The reason is that, although (LiBH4)n clusters are desta-
bilized with respect to bulk, clusters of possible reaction products are even more desta-
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bilized. Concluding, our ﬁndings have shown that the improved (de)hydrogenation of
nano-conﬁned LiBH4 observed in experiment cannot be caused by changes in the
thermodynamics of the LiBH4 nanoclusters. Such eﬀects could have a kinetic origin,
or could be due to a chemical interaction between the reactant or products and the
host material.
Indeed, such chemical interactions have been observed, in, for instance, NaH. A
recent experiment has shown that the improved thermodynamic properties of NaH
nanoparticles, compared to bulk NaH, are partly due to the close contact with the
nanoporous carbon host.158 In this study an increase in the average graphene in-
terlayer spacing distance from 3.35 Å to 3.54 Å has demonstrated intercalation of
Na between the graphene layers.159 Therefore, reversible intercalation of Na into the
nanoporous carbon matrix stabilizes Na relative to its metallic phase, which will lower
the dehydrogenation enthalpy.158
In the case of nano-conﬁned LiBH4, Li metal is potentially one of the reaction
products during dehydrogenation. Intercalation of Li into graphite is well-known.
This intercalation material can reversibly store Li to form Li-graphite systems with
general formula LixC6 (0 ≤ x ≤ 1). The intercalation/deintercalation process is
highly reversible which makes graphitic carbon one of the most commonly used an-
odes in rechargeable Li-ion batteries.160,161 If LiBH4 is in close contact with the host
nanoporous carbon, then during dehydrogenation of LiBH4, Li might intercalate into
the nanoporous carbon. Indeed, recent in situ X-ray Raman spectroscopy of LiBH4
in porous carbon shows that part of the Li intercalates into the porous carbon during
dehydrogenation.46
In this work we study how the thermodynamics of the decomposition reactions
of LiBH4 nanoparticles is aﬀected by the chemical interactions between reactant and
product particles with the nanoporous carbon host. We select graphite to represent
the carbon host, which often consists of regular and/or non-regular stacks of graphene
sheets (see Ref. 29). In particular we study the eﬀect on the LiBH4 decomposition
reaction of intercalating Li in graphite as one of the reaction products. Indeed, as
we will see below, this results in a diﬀerent decomposition pathway for small clusters,
where intercalated Li accounts an additional stabilization.a
This paper is organized as follows. In Sec. 4.2 we describe the computational
procedures used. Secs. 4.3.1, 4.3.2 and 4.3.3 discuss the structures and the en-
ergetics of bulk graphite, a Li adatom at the graphene and graphite surfaces, and
Li-graphite systems, respectively. In Sec. 4.3.4 we calculate the interaction energy
between the reactant/products and graphene. These data are used in Secs. 4.3.5 and
4.3.5 to study the decomposition reactions of small and larger (LiBH4)n nanoclusters
aBy using graphite we assume that the number of unsaturated reactive carbon sites is small. Such
sites might otherwise lead to special, (poly)lithiated species, see Ref. 162
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respectively. Sec. 4.4 provides discussion and conclusions.
4.2 Computational Methods
First-principles calculations were performed in the framework of density functional
theory (DFT)48,49 using the PBE generalized gradient approximation (GGA)50 and
the projector augmented wave method (PAW)51,52 as implemented in the Vienna ab
initio simulation program (VASP).53,54 Standard DFT fails to describe the non-local
van der Waals (vdW) interactions. However, these interactions are important for
graphite, where they account for most of the forces that bind the graphene layers
together. In order to describe graphite and its Li intercalation compounds (and only
those) we use the recently proposed van der Waals density functional (vdW-DF)
of Dion et al.,57 as implemented in VASP by J. Klime² et al.58 using the eﬃcient
algorithm of Roman-Perez and Soler.59
In vdW-DF method, the exchange-correlation energy takes the form
Exc = Ex + Ec = Ex + [Ec(vdW) + Ec(rest)] (4.1)
where the Ec(vdW) is the energy due to the non-local electron-electron correlations.
In the original vdW-DF method of Dion et al., the revPBE functional (Ref. 163)
is used to calculate the exchange energy Ex. Ec(rest) is calculated within the local
density approximation (LDA). We also tried the second version of the van der Waals
density functional (vdW-DF2) proposed by Lee et al.,164 which uses the PW86 ex-
change functional,165 along with a modiﬁed vdW kernel. Both the original vdW-DF
and the vdW-DF2 functionals overestimate the lattice constants and underestimate
the formation energies of solids somewhat.58 The optimized exchange functionals
introduced in Refs. 166 and 58, i.e. optB88, optPBE and optB86b, alleviate these
problems to a large extent.
For H and Li all-electron PAW data sets were used whereas for B and C the 1s
core state was kept frozen. A kinetic energy cutoﬀ of 550 eV was employed for
the plane wave expansion of the Kohn-Sham orbitals. The energies of nanoclusters
were calculated in a periodically repeated cubic box which included at least 12 Å of
vacuum in each direction to separate the periodic images. The energies of isolated
H2 and B2H6 molecules were calculated in cubic boxes with sizes of 12 Å and 14 Å,
respectively. The internal atomic positions were optimized with the conjugate gradient
method until the forces on atoms were less than 0.01 eV/Å. This is suﬃcient to
obtain converged total energies. The ground state geometries of the small clusters
are described in detail in Ref. 157.
In the case of AB stacked graphite, a Γ -centered 24×24×10 k-point mesh is used.
In this case, the energy convergence with respect to the k-point sampling is better than
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1 meV/C. We used the same k-point density for the rest of the calculations, except for
the isolated nanoclusters for which only the Γ point is used. The Methfessel-Paxton
(MP) scheme167 with a smearing width of 0.2 eV is employed for the occupation of
the electronic levels.
For the two basic dehydrogenation reactions of LiBH4, i.e. to Li2B12H12 and LiH,
and to B and LiH (see reactions (4.7) and (4.8) below), we obtain an energy of
0.39 eV/LiBH4 and 0.84 eV/LiBH4, respectively (at T = 0 K, including zero-point
energies). The calculated formation energy of LiBH4 with respect to the Li and B
crystals is 1.64 eV/LiBH4. These numbers are in good agreement with calculated
values reported in the literature.144146,155
Lattice vibrational frequencies were calculated for some of the isolated clustersb
using the ﬁnite diﬀerence methods of Ref. 119. We calculate G(T ) of the clusters (in
Section 4.3.5) from the DFT total energies and the vibrational densities of states,122
where we assume that the clusters are immobilized by conﬁnement in a porous mate-
rial (so we neglect contributions to the free energy due to translational and rotational
degrees of freedom). Here, we neglect changes in the Li phonon modes upon interca-
lation into graphite and use the vibrational densities of state of free-standing clusters.
The free energies of H2 gas and B2H6 gas are taken from the literature, using a gas
pressure of 1 bar.c
4.3 Results
4.3.1 Bulk graphite
First we study bulk graphite with diﬀerent van der Waals density functionals, and select
the most appropriate one for our intercalation study. We calculate the equilibrium
lattice constant a, interlayer distance d and interlayer binding energy EB of graphite.
EB is obtained by subtracting the graphite total energy at its equilibrium interlayer
distance d from the graphite total energy at very large interlayer distances, i.e. the
limit of uncoupled graphene layers.
Table 4.1 shows the calculated properties of graphite using diﬀerent types of
exchange and correlation functionals. All exchange and correlation functionals obtain
a lattice constant a very close to the experimental value. The graphite interlayer
distance d , however, is considerably overestimated by plain PBE without vdW forces
bWe calculate the zero-point vibrational energies and the temperature dependent vibrational en-
thalpies and entropies of Li2BnHn (n = 4, 12), (LiBH4)12 and (LiB)12 clusters, explicitly. For Lin,
(LiH)n and Bn clusters with n = 4 and 12, the corresponding bulk values per f.u. are used. The calcu-
lated values for (LiB)12 and (LiBH4)12 clusters per f.u. are used for (LiB)4 and (LiBH4)4, respectively.
cThe free energy is calculated as the sum of the total energy, ZPE and experimental data from the
NIST-JANAF Thermochemical Tables.148
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Table 4.1: The equilibrium lattice constant a, interlayer distance d and interlayer binding
energy EB of graphite calculated using diﬀerent types of exchange and correlation functionals
compared to experiment (EXP) and quantum Monte Carlo (QMC).
Exchange PBE PBE optB88 optPBE optB86b revPBE PW86R QMCa EXP
Correlation 0+PBE vdW+LDA vdW+LDA vdW+LDA vdW+LDA vdW+LDA vdW2+LDA
a(Å) 2.47 2.47 2.47 2.48 2.47 2.48 2.48 2.46b
d(Å) 4.40 3.44 3.36 3.44 3.31 3.59 3.51 3.43 3.34b
EB(meV/C)1.0 70.8 69.5 63.7 69.9 52.7 52.0 56±5 52±5c
aRef. 168
bRef. 169
cRef. 170
(PBE-PBE): 4.40 Å vs. 3.34 Å. Indeed, the lack of non-local correlation is also
apparent in a near absence of interlayer binding (EB = 1.0 meV/C). By including the
vdW interactions both the interlayer distance and binding energy are reasonably well
reproduced. The choice of a speciﬁc exchange and correlation functional matters,
but not to a large extent. Using the optB88-vdW and optB86b-vdW functionals,
the optimized interlayer distances are 3.36 and 3.31 Å, respectively, which are very
close to the experimental value (3.34 Å). The PBE-vdW, optPBE-vdW, revPBE-vdW
and PW86R-vdW2 functionals predict somewhat larger interlayer distances, i.e. 3.44,
3.44, 3.59 and 3.51 Å respectively. Comparing binding energies, we see that the
revPBE-vdW and PW86R-vdW2 functionals have the best performance. The other
functionals (PBE-vdW, optB88-vdW, optPBE-vdW and optB86b-vdW) overestimate
the experimental binding energy by 21 to 24 %. Comparison to a binding energy
obtained from quantum Monte Carlo calculations (QMC),168 yields essentially the
same picture. Our calculated revPBE-vdW and PW86R-vdW2 values for interlayer
distance and binding energy are in good agreement with previous results.171,172
Below we use the optB88-vdW functional, wherever we want to include the vdW
interactions. This gives good interlayer distance for graphite. Moreover, as we will
see in section 4.3.3, the optB88-vdW functional successfully predicts the c lattice
parameter of the Li-graphite systems (where standard DFT also fails). This functional
performs somewhat less well for EB, so for a few Li-graphite systems we have checked
the sensitivity to the functional by also carrying out a few PW86R-vdW2 calculations.
This functional performs very well for the graphite interlayer binding energy.
Using the optB88-vdW functional, in agreement with experiment, AB-stacked
graphite is more stable than AA-stacked by 10.5 meV/C.173,174
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4.3.2 Li and B adatoms on single layer graphene and on graphite
In this section we brieﬂy discuss the stability of a single Li adatom and a single B
adatom on single-layer graphene and on graphite. We use the optB88-vdW or the
PBE-PBE functional, depending on whether vdW interactions are included.
First we establish how thick a slab is needed to approximate a graphite surface.
This is done by calculating the energy required for removing a single graphene layer
from a multilayer graphite slab. We obtain 65.3, 69.0, 69.9, 69.8 and 70.0 meV/C
for two, three, four, ﬁve and six layers thick slabs, respectively. This shows that three
layers of graphene is enough to represent the graphite surface.
The adatom adsorption energy to the surface is
Eads = Eadgr − Egr − Eadbulk (4.2)
Here Eadgr is the total energy of the system with the adatom, Eadbulk is the total
energy (per atom) of the adatom bulk material, and Egr is the total energy of the
system without adatom. Table 4.2 shows the adsorption energies of Li and B adatoms
calculated at three diﬀerent high symmetry sites, i.e. the bridge (B), the hollow (H)
and the top (T) site. We calculate the adsorption energy of Li (B) at three (two)
diﬀerent concentrations, and for various slab thicknesses p (only for Li).
Most of the calculated adsorption energies are positive, i.e. the adatom on
graphene/graphite is unstable with regard to separation into graphene/graphite and
bulk Li (B).
For Li, the most stable adsorption position is the hollow site, which is in agreement
with previous studies.175178 For B, the bridge site is slightly more stable than the
hollow and top sites, which is also in agreement with previous calculations.179 The
van der Waals contribution to the binding energy of single Li and B atoms is moderate,
i.e. . 0.1 eV.
The results in Table 4.2 again conﬁrm that 3 layers are suﬃcient to represent a
graphite surface: In the 4×4 surface cell, the H-site adsorption energies are practically
identical for the 3, 4, 5, and 6 layers thick slabs.
Table 4.2 also shows that the Li adsorption energy decreases (becomes more
stable) as its concentration decreases. In the dilute limit of p = 3 and an 8 × 8
surface supercell it even becomes negative. The dependence of the adsorption energy
on the packing density of Li atoms and the number of graphene layers, likely has an
electrostatic origin. Li atoms at the surface carry an eﬀective positive charge, as
they have donated a substantial amount of electronic charge to the substrate.178 The
positive charges are then screened by compensating negative charges in graphite, in the
vicinity of the Li atoms. Obviously the screening in graphite is better than in graphene
(and the better the screening, the lower the energy). The interaction between the
Li atoms at the surface then corresponds to a Coulomb repulsion between eﬀective
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Table 4.2: The adsorption energy Eads of Li and B adatoms calculated at three diﬀerent
high symmetric sites, i.e. B: bridge, H: hollow and T: top. p is the number of graphene layers
stacked in the Bernal structure (AB sequence). m × n shows the number of graphene unit
cells used in the supercell model, e.g. 4× 4 supercell contains 32 carbon atoms per layer. In
the case of the single graphene layer, two calculations are performed for the optB88-vdW and
the PBE-PBE functional. Eatomads is the adsorption energy with respect to isolated atom.
Li adatom Eads (eV) Eatomads (eV)
p m × n vdW B-site H-site T-site H-site
1 4× 4 no +0.809 +0.452 +0.823 −1.156
1 4× 4 yes +0.652 +0.355 +0.667 −1.223
2 4× 4 yes +0.265 −1.313
3 4× 4 yes +0.240 −1.338
4 4× 4 yes +0.238 −1.340
5 4× 4 yes +0.233 −1.345
6 4× 4 yes +0.235 −1.343
1 6× 6 no +0.329 −1.279
1 6× 6 yes +0.232 −1.346
2 6× 6 yes +0.137 −1.441
3 6× 6 yes +0.091 −1.487
1 8× 8 no +0.577 +0.270 +0.600 −1.338
1 8× 8 yes +0.434 +0.163 +0.454 −1.415
2 8× 8 yes +0.064 −1.514
3 8× 8 yes −0.038 −1.616
B adatom Eads (eV) Eatomads (eV)
p m × n vdW B-site H-site T-site B-site
1 4× 4 no +5.431 +5.577 +5.478 −0.997
1 4× 4 yes +5.368 +5.595 +5.386 −1.060
1 8× 8 no +5.396 −1.032
1 8× 8 yes +5.335 −1.093
dipoles (formed by the charges on the Li atoms, and the screening charges in the
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substrate).
4.3.3 Li-graphite systems
As already mentioned in the introduction, Li metal is potentially one of the reac-
tion products during dehydrogenation of LiBH4. If LiBH4 is in close contact with
nanoporous carbon, then, during the dehydrogenation of LiBH4, Li can intercalate
into the host nanoporous carbon. Therefore, in this section we study in detail the
Li-graphite intercalation systems. Graphite can reversibly store Li to form Li-graphite
systems with general formula LixC6 with 0 ≤ x ≤ 1.180182 For x = 1.0, LiC6, all the
graphitic layers are separated by a Li layer. It is called stage I. Stage II occurs for
x = 0.5, Li0.5C6. Each Li layer is now separated from its neighboring Li layer by two
graphitic layers. So, for stage m there are m layers between two neighboring Li layers.
Diﬀerent stages occur as a function of Li content.
The calculated structural and energetic properties of diﬀerent phases of Li-graphite
compounds are listed in Table 4.3. The formation energy Eform of an intermediate
phase LixC6 is calculated relative to C6 and LiC6 as
Eform(LixC6) = E(LixC6)− [(1− x)E(C6) + xE(LiC6)] (4.3)
The intercalation energy Einterc is deﬁned as
Einterc(LinCm) = E(LinCm)− nE(Limetal)− m
4
E(graphite) (4.4)
Here n and m denote the number of Li and C atoms in the LixC6 phase, respectively,
and E(graphite) is the total energy of one unit cell of graphite. Alternatively, the
intercalation energy may be referenced to the Li atom:
Eatominterc(LinCm) = E(LinCm)− nE(Li[2S1/2])−
m
4
E(graphite) (4.5)
We start with the fully lithiated system LiC6. The calculated interlayer dis-
tance is 3.64 Å, which is very close to the experimental value of 3.70 Å.183 For
Li0.5C6 we considered both A-Li-A-A-Li-A and A-Li-A-B-Li-B structures, and found
that, in agreement with experiment,184 the former is favored over the latter, by
13 meV/6C. For Li0.5C6 the average interlayer distance is 3.49 Å (experiment: ∼
3.51 Å),183,184 whereas the distance between the empty graphite layers is 3.27 Å (ex-
periment: 3.25 Å).184 Evidently the optB88-vdW functional accurately reproduces the
interlayer distance of Li-graphite systems. In Sec. 4.3.1 above we found that optB88-
vdW is not optimal for the prediction of the graphite binding energy. Therefore, we
recalculated the Li0.5C6 formation energy with the PW86R-vdW2 functional. That
gives −29 meV/6C, i.e. very close to the −26 meV/6C obtained with optB88-vdW.
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Table 4.3: The optimized interlayer distances for empty dempty and lithiated dfull graphite
layers and their average dave. The formation and intercalation energies are calculated according
to Eqs. 4.3 and 4.4, respectively. The stable phases are marked with an asterisk (*). All data
have been obtained with the optB88-vdW functional.
Compound x stage dempty
(Å)
dfull (Å) dave (Å) Eform
(meV/6C)
Einterc
(eV/Li)
Eatominterc
(eV/Li)
C∗6 0 3.36 3.36 0 0 0
LiC48 0.125 II 3.46 3.64 3.55 +17 −0.076 −1.654
Li3C108 0.167 II 3.49 3.65 3.57 +14 −0.146 −1.724
LiC36 0.167 II 3.45 3.64 3.54 +11 −0.130 −1.708
LiC∗24 0.250 II 3.43 3.69 3.56 −10 −0.260 −1.838
LiC18 0.333 III 3.42 3.72 3.52 +15 −0.183 −1.761
Li4C72 0.333 II 3.34 3.72 3.53 −11 −0.251 −1.829
Li3C∗48 0.375 II 3.33 3.73 3.53 −23 −0.280 −1.858
LiC∗12 0.500 II 3.27 3.71 3.49 −26 −0.270 −1.848
LiC∗6 1.000 I 3.64 3.64 0 −0.217 −1.795
This gives conﬁdence that the formation energies are independent of the speciﬁc func-
tional used. In their study on LixC6, Persson et al.185 obtained −18.2 meV/6C for the
Li0.5C6 formation energy. This is somewhat higher than our number, however, they
have added an ad hoc vdW binding energy (20 meV/C) for every empty graphite layer
to energies obtained with a plain PBE (PBE-PBE). This appears to be a reasonable
approximation.
We have considered a few other stage II and stage III compounds LixC6 with x rang-
ing from 0.125 to 0.375 (see Table 4.3). Amongst them, the Li0.25C6, Li0.333C6 and
Li0.375C6 phases have negative formation energies relative to C6 and LiC6.d Allthough
the formation energy of Li0.333C6 is negative, it is metastable relative to Li0.25C6 and
Li0.375C6. Based on the table, with increasing Li concentration, ﬁrst a coexistence
between pure graphite and Li0.25C6 occurs. When the latter average composition is
exceeded, a coexistence region of Li0.25C6 and Li0.375C6 is entered, followed by co-
existence of Li0.375C6 and Li0.5C6, and ﬁnally followed by coexistence of Li0.5C6 and
LiC6.
For the stable phases in Table 4.3, the calculated intercalation energies are in the
range −0.2 to −0.3 eV/Li referenced to Li metal and C graphite (see Eq. 4.4). The
dThe Li0.375C6 unit cell is four times the LiC12 unit cell, i.e. Li4C48 with one Li atom removed. The
Li0.25C6 unit cell is obtained by repeating the LiC12 unit cell in the a or b direction and then removing
one Li.
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measured enthalpies of formation for LiC6 and LiC12 at 455 K referenced to liquid Li
are −0.144 and −0.257 eV/Li, respectively.186 Converting to solid Li as a reference
state,187 the measured enthalpies of formation for LiC6 and LiC12 become −0.175
and −0.288 eV/Li, respectively. Our calculated values are −0.217 and −0.270 eV/Li
for LiC6 and LiC12, respectively, i.e. we have good agreement with experiment.
4.3.4 (Li)n, (LiH)n, (LiB)n, (B)n, (LiBH4)n and Li2BnHn nanoclus-
ters at the graphene surface
In this section we study the interaction of the reactant clusters (LiBH4)n and several
likely product clusters with the graphene surface. In order to avoid unwanted inter-
actions between the periodic images, we repeat the graphene unit cell eight times
in both a and b directions, i.e. an 8×8 hexagonal unit cell with an edge length of
19.74 Å and composition C128. In the perpendicular c direction, the graphene layers
are kept up to 20 Å apart from each other. The binding energy of the nano-cluster
to the graphene surface is deﬁned as
Encb = Encgr − Egr − Enc (4.6)
where Encgr and Egr are the total energies of the graphene supercell with and without
the nanocluster at the surface, respectively. Enc is the total energy of an isolated
nanocluster. We will be mostly concerned with clusters with n = 4 and n = 12 f.u. as
those will be used to calculate reaction enthalpies in Sec. 4.3.5. We use plain PBE
(PBE-PBE).
For a single LiBH4 unit, i.e. n = 1, on the graphene surface, the most stable
conﬁguration has Li above the center of the hexagon (see Fig. 4.1). The binding
energy of −0.246 eV is rather small. The Li-B bond length increases by 0.04 Å in the
presence of graphene. The calculated binding energy (using PW91 functional) of a
single NaAlH4 unit to graphene is even smaller, −0.093 eV.188 For a single LiBH4 on
C60 the calculated binding energy (using PW91 functional) is −0.50 eV, where Li is
centered above a C-C bridge.189 So, a curvature of the graphene surface might lead
to somewhat higher binding energies.
Larger (LiBH4)n clusters, (LiBH4)4 and (LiBH4)12, hardly bind to the graphene
surface, see Fig. 4.1. They have negligible binding energies of −0.033 and −0.005 eV,
respectively.
The next step is to look at the interaction of the possible reaction products with
a single graphene layer. We ﬁrst consider (LiH)n nanoclusters with n = 2, 4, 10
and 12 (these are the possible decomposition products of (LiBH4)4 and (LiBH4)12
clusters). The calculated decomposition energies ∆E per Li atom of these small
clusters are listed in Table 4.4. In Table 4.2 we showed that the adsorption energies
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Figure 4.1: Optimized geometries of nanoclusters at the surface of a single graphene layer. Li:
large yellow spheres, B: blue spheres, H small pink spheres, C brown spheres on left-hand-side.
Table 4.4: Calculated decomposition energies of (LiH)n nanoclusters (in vacuum) with n= 2,
4, 10 and 12.
Reaction ∆E (eV/Li)
(LiH)2 → 2Li + H2 1.109
(LiH)4 → 4Li + 2H2 1.659
(LiH)10 → 10Li + 5H2 1.915
(LiH)12 → 12Li + 6H2 1.977
of Li adatom, relative to isolated atom, at the graphene and graphite surfaces are
−1.338 and −1.616 eV, respectively. Comparing decomposition energies in Table 4.4
to the adsorption energies of Li adatom, we see that amongst the (LiH)n clusters in
Table 4.4, the (LiH)2 cluster is the only one that is not stable at the graphene surface.
It decomposes into 2Li + H2. At the graphite surface (LiH)4 is also unstable if the Li
atoms that result from the decomposition into 4Li + 2H2 are allowed to intercalate
into graphite.
The binding energies of the nanoclusters to a single graphene layer are summarized
in Table 4.5. For the (B)4 cluster, the most stable conﬁguration has one boron on
top of a carbon atom. The binding energy is −0.521 eV. The binding energy of (B)12
is −0.058 eV, i.e. it hardly interacts with graphene. All of the Li atoms in (LiB)4
and some of the Li atoms in (LiB)12 clusters bind to graphene, see ﬁgure 4.1. The
binding energies are −0.894 and −1.587 eV, respectively. Both the Li2B4H4 and
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Table 4.5: The binding energies Encb of (LiH)n, (LiB)n, (B)n, (LiBH4)n and Li2BnHn nanoclus-
ters to a single graphene layer: C128. All data have been obtained with the PBE functional.
Nanocluster Encb (eV) Nanocluster E
nc
b (eV)
(LiBH4)1 −0.246 (LiH)4 −0.089
(LiBH4)4 −0.033 (LiH)10 −0.109
(LiBH4)12 −0.005 (LiH)12 −0.110
(B)4 −0.521 (LiB)4 −0.894
(B)12 −0.058 (LiB)12 −1.587
Li2B4H4 −0.248 Li2B12H12 −0.220
the Li2B12H12 clusters bind only via a Li atom to graphene, with binding energies of
−0.248 and −0.220 eV, respectively. These energies are in the same range as the
binding energy of the (LiBH4)1 cluster.
4.3.5 Decomposition of (LiBH4)n clusters: interactions with graphite
and graphene
The decomposition of bulk LiBH4 takes place at a high temperature (T > 400 ◦C),
and is proposed to proceed as142,143
LiBH4 ↔ 1
12
Li2B12H12 +
5
6
LiH +
13
12
H2(g), (4.7)
↔ LiH + B + 3
2
H2(g). (4.8)
After the ﬁrst step we have Li2B12H12 as an intermediate. Recently it has been argued
that the ﬁrst step is actually diﬀerent and gives diborane (B2H6) as intermediate
according to:
LiBH4 ↔ LiH + 1
2
B2H6(g). (4.9)
Then, in a second step at T > 250 ◦C, the diborane decomposes to B and H2.147 It
is proposed that Li2B12H12, and an amorphous Li2B10H10 phase, are formed only in a
side-reaction between diborane and the un-reacted LiBH4 at lower temperatures.
As discussed in the introduction, the improved (de)hydrogenation eﬀects of nano-
conﬁned LiBH4 observed in experiment is unlikely to be caused by changes in the
thermodynamics of LiBH4 clusters themselves. Such eﬀects could have a kinetic ori-
gin. Alternatively, they might result from a chemical interaction between the reaction
products and the host (carbon) material. With the results from the previous sections,
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here we study how the host material aﬀects the thermodynamics of the decomposition
reactions. We start with a few small clusters, and extend the model to larger clusters
later.
Small clusters
We select two clusters (LiBH4)n, n = 4 and n = 12. The latter can, among others,
decompose into Li2B12H12, which is the smallest cluster that contains a (B12H12)2−
ion. Such ions are the building blocks of bulk Li2B12H12 [cf. (4.7) above]. Hence,
n = 12 forms a natural demarcation between the small and the large clusters. We
will treat the latter in the next subsection.
We consider the following possible decomposition reactions for (LiBH4)n clusters
(LiBH4)n ↔ Li2BnHn + (LiH)n−2 + (n + 1)H2(g), (4.10)
(LiBH4)n ↔ Li2BnHn + (Li)n−2 + 3n
2
H2(g), (4.11)
(LiBH4)n ↔ (LiH)n + n
2
B2H6(g), (4.12)
(LiBH4)n ↔ (Li)n + n
2
B2H6(g) +
n
2
H2(g), (4.13)
(LiBH4)n ↔ (LiH)n + (B)n + 3n
2
H2(g), (4.14)
(LiBH4)n ↔ (LiB)n + 2nH2(g), (4.15)
(LiBH4)n ↔ (Li)n + (B)n + 2nH2(g). (4.16)
Note that (4.10) and (4.11) are speciﬁc for n ≤ 12, where a (B12H12)2− cannot
occur. Reaction (4.10) is the small-cluster replacement of (4.7).
Reversible Li intercalation into the graphitic carbon support during dehydrogena-
tion of nano-conﬁned LiBH4 has been observed in experiment.46,190 In section 4.3.3,
we calculated the atomic Li intercalation energies to be of the order of −1.8 eV/Li.
This means that intercalation of Li metal has an enormous potential to stabilize the
dehydrogenated state in reactions (4.11), (4.13) and (4.16). This stabilization is
partially oﬀset, however, by the energy cost to dissociate the (Li)n cluster. The net
stabilization mechanism is:
(Li)n → n Li(2S1/2)→ n Li@C∞ (4.17)
The symbol at the right hand side denotes Li intercalated into graphite. The energy
resulting from intercalation is substantial. With respect to bulk Li metal the energy
gain is up to 0.3 eV/Li atom, see Table 4.3. With respect to a Li cluster the energy
gain per Li atom is larger, and the total energy gain for a (Li)n cluster scales roughly
linear with n. We model this eﬀect by adding the (Li)n dissociation energy and n
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times the optimal intercalation energy (−1.86 eV/Li, see Table 4.3) to the vacuum
reaction enthalpies.
We also have to account for the possible binding of the various clusters to the
graphite surface. We approximate the binding of the clusters (LiBH4)n, (LiH)n,
(LiB)n, (B)n and Li2BnHn to graphite by the binding to a single graphene layer, and
use the numbers from Sec. 4.3. We believe this to be a reasonable approximation.
The binding energies of the larger clusters to graphene are actually quite moderate,
and they will partly cancel when considering a decomposition reaction, (4.10)-(4.16).
The binding energies of (LiBH4)n, (LiH)n and Li2BnHn clusters either are roughly in-
dependent of the size n, or even decrease with increasing n, so any error made per
LiBH4 unit will decrease with increasing n. As for the size of the error, for a single Li
atom we found a maximal diﬀerence of 0.2 eV between binding to a single graphene
sheet and to a graphite surface. This diﬀerence is caused mainly by a diﬀerence
in (electrostatic) screening of the charge transferred between the Li atoms and the
substrate. For (LiBH4)n, (LiH)n and Li2BnHn clusters we do not have such a charge
transfer, but even if the diﬀerence between binding to graphene and graphite would
be as large as 0.2 eV, per Li(BH)4 unit it would roughly scale as 0.2/n eV, and thus
become rapidly negligible for larger clusters. The binding of (B)n clusters is dictated
by local covalent bonding to the (top) graphene layer, where screening eﬀects are of
minor importance.
(LiB)n clusters might be a case where one should be more careful as they bind to
graphene with a substantial energy. However, decomposition of (LiBH4)n to (LiB)n,
reaction (4.15), turns out to be unfavorable with respect to other reaction paths. In
order to have reaction (4.15) become competitive with other reactions, an increase
of the binding of (LiB)n to the substrate of more than ∼ 1 eV per LiB is required. It
is extremely unlikely to get such a large stabilization by adding graphite layers.
n = 4 Figure 4.2 shows the change in free energy ∆G per formula unit of LiBH4
as a function of temperature for the possible decomposition reactions (4.10-4.16).
The ﬁgure compares the reactions in vacuum to the reactions in contact with the
carbon host. Note that the reactions without Li metal as product are hardly aﬀected.
Evidently the binding energy to the surface does not matter much. The eﬀects for the
other three reactions are dramatic: The intercalation of Li into the carbon host shifts
the curves pertaining to reactions (4.11), (4.13) and (4.16) down with 0.78, 1.22
and 1.35 eV, respectively. The reaction equilibrium is achieved at a temperature Td
at which ∆G(Td) = 0. Without graphite, the small (LiBH4)4 cluster decomposes only
at a very high temperature Td & 1300 K. The dehydrogenation reaction to (LiB)4 is
then most favorable. With graphite, all reactions leading to (intercalated) Li have a
lower ∆G. Indeed reaction (4.13), leading to Li, B2H6 and H2, has now become most
favorable, with a decomposition temperature Td ≈ 800 K.
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Figure 4.2: ∆G/LiBH4 f.u. of (LiBH4)4 cluster as a function of temperature for diﬀerent
possible decomposition reactions without and with the presence of graphite.
n = 12 For the larger cluster (see ﬁgure 4.3), we observe a similar behavior. The
reactions leading to intercalated Li are stabilized, whereas other reactions are hardly
aﬀected. Without graphite, the (LiBH4)12 cluster decomposes at Td ≈ 800 K. The
most favorable reaction path is reaction (4.10), where Li2B12H12 and (LiH)10 clus-
ters are formed, and hydrogen is desorbed. Decomposition of the (LiH)10 clusters
takes place at much higher temperatures, Td ≈ 1200 K. Compared to the smaller
cluster of Fig. 4.2, reaction (4.15) to (LiB)n and hydrogen has become unimportant,
as it outperforms the others only for temperatures T > 1200 K. With graphite, the
(LiBH4)12 cluster decomposes at a much lower temperature Td = 500 K, according
to reaction (4.11), where besides Li2B12H12 clusters, (intercalated) Li and hydrogen
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Figure 4.3: ∆G/LiBH4 f.u. of (LiBH4)12 cluster as a function of temperature for diﬀerent
possible decomposition reactions without and with the presence of graphite.
is formed. Compared to the graphite-free case, the presence of graphite thus pro-
motes the immediate decomposition of LiH clusters, thus releasing more hydrogen.
Compared to the smaller cluster of Fig. 4.2, reaction (4.13), which releases B2H6
besides H2, is not favorable. This means that from a thermodynamic point of view it
is unlikely that B2H6 gas is formed in the decomposition of larger clusters.
Larger clusters
So far, we have considered the decomposition of (LiBH4)n clusters with n = 4 and 12
by explicit calculations on these small clusters. Here we want to model the stabilizing
eﬀect of Li intercalation for clusters of larger size.
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In a previous work,157 we modeled the equilibrium shape of large nanoclusters by
using calculated surface energies and the Wulﬀ theorem.115 Once the shape of a
nanocluster is determined, we calculate its total energy by,
Ecluster(n) = nEbulk +
∑
i
γiAi (4.18)
where γi is the surface energy of the ith nanocluster face, and Ai is the area of the
corresponding face. Ebulk is the bulk total energy per f.u..e With this simple model
one can study the H2 desorption energy as a function of n (ﬁgure 8(a) of Ref. 157)
and as a function of pore size (ﬁgure 9(a) of Ref. 157). For the latter we assume
that the pores are spherical and of a ﬁxed size and that each pore is ﬁlled with the
largest possible crystallite of optimal shape of a single compound.
Here we use the same model, but also model the eﬀect of the stabilisation mech-
anism of (4.17) above. So we assume each (Li)n to be dissociated (adding the
(Li)n dissociation energy) and the Li atoms to have intercalated into graphite (adding
n×−1.80 eV). As Li2B12H12 is a stable phase, we switch from reactions (4.10) and
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Figure 4.4: Calculated desorption energies as a function of (a) the number of f.u., (b) and
pore diameter. For reactions (4.16) and (4.20), the dehydrogenated state with Li intercalated
into graphite is plotted.
(4.11) to (4.19) and (4.20) for larger clusters,
(LiBH4)n ↔ 1
12
(Li2B12H12)n +
5
6
(LiH)n +
13n
12
H2(g), (4.19)
(LiBH4)n ↔ 1
12
(Li2B12H12)n +
5
6
(Li)n +
3n
2
H2(g). (4.20)
eA test calculation on a (LiBH4)56 cluster showed that the Wulﬀ construction is suﬃciently accurate
for larger clusters.157
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Figure 4.4 shows the desorption energies per H2 released, as a function of (a)
the number of f.u. n, and (b) pore diameter, for the desorption pathways of reac-
tions (4.14), (4.16), (4.19) and (4.20).
For large clusters, the stabilization mechanism of (4.17) is unable to push the
desorption temperatures of the reaction in the proximity of graphite below those of the
reactions in absence of graphite, i.e. reaction (4.14) occurs at lower temperature than
reaction (4.16), and (4.19) occurs at lower temperature than (4.20). Indeed, except
for very small clusters, the desorption energy of (4.14) drops faster with size than
(4.16), and the desorption energy of (4.20) even increases where that of (4.19) drops.
So there is no apparent beneﬁcial eﬀect of Li intercalation and nano-structuring,
except at a very high temperature, where decomposition of LiBH4 into the elements,
reaction (4.16), would be favored.
For small pore and cluster size, the situation is diﬀerent. In case of very small
pore size (diameter . 1.0 nm), Li intercalation leads to lower hydrogen desorption
temperatures via reaction (4.20). For larger pore sizes the beneﬁcial eﬀect on this
particular reaction is lost. If we consider higher temperatures where other reactions
become important, the eﬀect of Li intercalation is operative for larger clusters/pores.
For pore sizes .25 Å, reaction (4.16) is more favorable than (4.14). Indeed, the
eﬀect on the hydrogen desorption energy is 0.2 eV/H2 for a 10 Å pore diameter.
4.4 Conclusions
In a previous work,157 we showed that the improved (de)hydrogenation properties of
nano-conﬁned LiBH4 particles observed in experiment cannot be caused by changes
in the thermodynamics of the unsupported LiBH4 nanoclusters. In summary, we
found that the reaction energies of nanoclusters with a diameter & 2 nm are very
close to that of bulk LiBH4. Only very small clusters with a diameter < 1 nm are
signiﬁcantly destabilized relative to the bulk. The thermodynamics of such small
clusters is unfavorable, however, and leads to dehydrogenation temperatures that
are higher than that of the bulk. We concluded that such experimentally observed
improvements could have a kinetic origin. Alternatively, the thermodynamics of the
reactions might be altered by the chemical interactions between the reactant/products
and the nanoporous host material.
In this work we have addressed key aspects of the latter issue, by (i) studying the
interaction of the reactant/products clusters with a single graphene layer, and (ii) by
evaluating the eﬀect of reversible intercalation of Li, as one of the reaction products,
into the graphite. Reversible Li intercalation into the graphitic carbon support during
dehydrogenation of nano-conﬁned LiBH4 has been observed in experiment.46,190
DFT calculations on small (LiBH4)n, n = 4 and 12, clusters at the surface of a
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single graphene layer show that reaction energies are less sensitive to the interaction
of these nanoclusters and the carbon template. Our ﬁndings show that intercalation
of Li metal plays a more important role and has an enormous potential to stabilize the
dehydrogenated state of reactions with (Li)n clusters as product, i.e. reactions (4.11),
(4.13) and (4.16). We calculated the atomic Li intercalation energies to be of the
order of −1.8 eV/Li. By adding the (Li)n dissociation energy to the intercation energy
and considering small interactions between nanoclusters and the carbon template, we
obtained much lower decomposition temperatures for small (LiBH4)n, n = 4 and 12,
clusters.
For larger (LiBH4)n clusters, the Li intercalation eﬀect in stabilizing the dehydro-
genated state becomes small. This is partly due to the fact that the stabilization
mechanism (4.17) becomes less active and reaches the limiting value of Einterc, i.e.
approximately 0.20 eV/Li. In addition, as the stability of the (LiH)n clusters increases
with size, the dehydrogenated state with (LiH)n [and not (Li)n] clusters becomes more
favorable for larger (LiBH4)n clusters.
In conclusion: Li intercalation into graphitic structures is important in stabilising
the dehydrogenated state in nano-clusters. It allows for H that is trapped in LiH to
be released. Only for small clusters it can tip the thermodynamic balance between
competing desorption pathways, and only for very small clusters it can reduce the
desorption temperature.
ACKNOWLEDGMENTS
The authors thank Petra de Jongh and Peter Ngene for useful discussions. The work of
EH is part of the Sustainable Hydrogen program of Advanced Chemical Technologies
for Sustainability (ACTS), project no. 053.61.019. The work of GAW is part of the
Stichting voor Fundamenteel Onderzoek der Materie (FOM) with ﬁnancial support
from the Nederlandse Organisatie voor Wetenschappelijk Onderzoek (NWO).
Chapter 5
Orbital magnetic susceptibility from
chemical shielding calculations
Abstract
A simple method is presented to obtain the macroscopic orbital magnetic susceptibility χi j
by means of chemical shielding calculations in a repeated slab geometry. This allows for
a GIPAW (Gauge-Including Projector-Augmented Wave) determination of χi j without any
additional approximation. It is an alternative to bulk linear response calculations of χi j .
Therefore it opens a route to the determination of χi j using the novel converse approach
to NMR shielding by Thonhauser et al. (and thus enables a complete modelling of chemical
shielding, including susceptibility eﬀects, on the basis of the converse approach only).
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5.1 Introduction
The magnetic susceptibility is a bulk quantity that is deﬁned as
χi j = − d
2E
dBidBj
. (5.1)
Here E is the total energy per unit volume, and Bi are the cartesian components of
the magnetic ﬁeld. The magnetic susceptibility is important in macroscopic magneto-
statics. It relates the magnetic induction B and magnetization M in a material to the
magnetic ﬁeld strength H according to:
Bi = (δi j + 4piχi j)Hj = Hi +Mi ⇒
Mi = 4piχi jHj
χ1≈ 4piχi jBj .
Here we have used that for small susceptibilities χ  1 we can simplify and set
Bi = Hi . If one brings a system into an external ﬁeld, a magnetization M develops
that, in turn, gives rise to induced surface currents. These surface currents are
the source of an induced macroscopic ﬁeld. A formalism to calculate χ for inﬁnite
systems from ﬁrst-principles density functional theory was developed by Mauri and
co-workers.62,64 It is exact for an all-electron (AE) Hamiltonian. In practice, 1/r -
potentials are often removed for solid state calculations, e.g., via Blöchl's Projector-
Augmented Wave (PAW) method.69 In their Gauge-Including PAW (GIPAW) method
Pickard and co-workers have extended the PAW method to remove numerical gauge
problems arising from uniform magnetic ﬁelds.63,67 This resulted in an approximated
GIPAW expression for the susceptibility (their speciﬁc aim was a GIPAW formalism
for chemical shielding), which is often used and generally works quite well.
The bulk susceptibility plays an important role in modelling chemical shielding.
The NMR shielding tensor is deﬁned as
σR,αβ = −
∂BindR,α
∂Bextβ
. (5.2)
Here BindR,α is the induced ﬁeld at the nuclear position R that arises in response to
the uniform, external magnetic ﬁeld Bextβ . This induced ﬁeld is naturally separated
into two components. One component, Bind(G 6= 0) (G are the reciprocal lattice
vectors), is the consequence of the microscopic currents that ﬂow in the material.
These currents often ﬂow in the immediate vicinity of the nucleus R but that is
not necessarily so. They are an intrinsic property of the inﬁnite crystal. The other
component, Bind(G = 0), is the consequence of currents induced on the surface of
the sample. These are macroscopic currents, so they should be modeled via the
macroscopic susceptibility χ. This component of the induced ﬁeld is not a bulk
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property and it depends on the shape of the sample. Typically a spherical shape is
assumed, so the induced ﬁeld is uniform throughout the sample. For a cubic material
(χ is just a scalar) one has:
Bind(G = 0) =
8pi
3
χBext . (5.3)
In linear response GIPAW NMR shielding calculations the already mentioned ap-
proximate expression for χi j is available.62,64 Recently, however, an alternative ap-
proach to calculate GIPAW shieldings has been developed on the basis of the novel
converse approach to NMR shieldings.71,74 Here the shielding is calculated as:
σRαβ = −Ω
∂M indβ
∂mextRα
. (5.4)
Here Ω is the super cell volume andM is the magnetization that is induced in response
to an external magnetic moment mextRα placed at nuclear position R. The response is
calculated in ﬁnite ﬁeld, using the modern theory of orbital magnetization that pro-
vides a closed expression for an all-electron Hamiltonian of non-interacting particles:72
Mind =
1
16cpi3
Im
occ∑
n
∫
BZ
〈∂kunk| ×(Hk + nk) |∂kunk〉 dk . (5.5)
This expression solves the position operator problem (the position operator is not
bound in an inﬁnite system) and is the basis for a GIPAW theory of chemical shield-
ing.74 It gives Bind(G 6= 0). It accounts for kind of surface currents, but these are
shape-independent, microscopic currents. To model Bind(G = 0), shape-dependent,
macroscopic surface currents are needed. However, how can we calculate χ with this
new method?
In this chapter we explore an alternative way to calculate χ. We use a supercell,
and calculate shieldings for a slab of material. The surfaces of the slab carry the
macroscopic currents, so inversion of the route outlined above from χ to surface
currents to Bind(G = 0), will give us χ. This method allows to (a) obtain suscep-
tibilities in the GIPAW formalism without additional approximations, (b) provides a
way to calculate χ using the converse approach. The price to pay is having to deal
with the surface currents explicitly. We will explore how independent it is on surface
termination.
This chapter is organized as follows: Section 5.2 outlines the various methods.
Section 5.3 present results, ranging from model systems (inert gas solids) to ionic
and covalently bound crystals. Section 5.4 ﬁnishes with a brief conclusion.
76 Chapter 5: Orbital magnetic susceptibility from chemical shielding calculations
5.2 theory
5.2.1 Linear response on inﬁnite systems
In the 1990s a method to calculate χ was developed by Ohno, Mauri and Louie.62,64
They calculate χ from Eq. 5.1 using second-order perturbation theory for a perturbing
ﬁeld with ﬁnite wavelength (characterized by a wavenumber q) and take the long-
wavelength limit (q → 0). Application of the f -sum rule insures a numerically well-
behaved expression. In practice their approach boils down to the numerical calculation
of a second derivative in q for suﬃciently small q. It is an all-electron method, but
pseudopotential calculations are feasible for light elements.62
In Refs. 63 and 67, Mauri and co-workers adapted this method for χ to the GIPAW
formalism in order to be able to treat eﬃciently also solids with heavier nuclei. (This
enabled them to model Bind(G = 0): the surface-current contribution to the chemical
shielding via Eq. 5.3.) Summarizing their expressions:
χi j = lim
q→0
(2− δi j)[Qi j(q)− 2Qi j(0) +Qi j(−q)]
q2
. (5.6)
This expression is calculated for small q. The tensor Q is constructed as:
Q(q) =
−1
c2NkVc
∑
i=x,y ,z
∑
o,k
Re
[
〈u¯(0)o,k|uˆi×(−i∇+ k)Gk+qi (o,k)uˆi×vk+qi ,k(o,k)|u¯(0)o,k〉
]
.
(5.7)
For an explanation of all symbols we refer to Ref. 67. Here we note that the two
vector products give the cartesian direction of Q. Around each k-point in the BZ
summation a cartesian star of points (k + qi) is constructed. The above expression
discards one-center corrections, and in the AE limit (i.e. the PAW transform becomes
the identity) becomes the exact AE expression of Refs. 62 and 64.
5.2.2 Supercell method
When a material is put into a uniform external magnetic ﬁeld, the induced ﬁeld is
shape dependent. Using the so-called depolarization coeﬃcients, one can write for
the macroscopic ﬁelds:191
Bα = B
ext
α + 4pi(1− nα)Mα =
Bextα + 4pi(1− nα)χBextα (5.8)
Here we assume an isotropic χ for simplicity. For an inﬁnite slab we have nx = ny = 0
and nz = 1, where we have chosen z as surface normal. So Bz = Bextz . For the
other two components we get an additional ﬁeld, proportional to χ. This is the shape
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dependent ﬁeld Bind(G = 0), that is a consequence of the induced surface current
density K = cχBext×zˆ. Using Eq. 5.8 in the linear regime, we rephrase it in terms of
shieldings:
σR,⊥ = σbulkR,⊥ = σ
bulk
R,iso (5.9)
σR,‖ = σbulkR,‖ − 4piχ = σbulkR,iso − 4piχ
where ⊥ denotes the surface normal (z) and ‖ any direction parallel to the surface.
Here σbulkR is the shielding for the inﬁnite crystal. In an isotropic material, it is just
the isotropic shielding σbulkR,iso. It is immediately evident that χ can be obtained from
the slab shielding tensor, for any R that is suﬃciently far from the surface, i.e. the
atom at R should not carry any contribution to the surface current K that, at the
microscopic level, extends over a ﬁnite width near the surface.
We now have a recipe to obtain χ from a chemical shielding calculation. We build
a supercell, inﬁnitely repeated in all 3 directions, containing a slab of the material for
which we want to know χ. We calculate the chemical shielding tensor for an atom
deep inside the material and obtain the χ from the diﬀerence between the normal and
parallel components (alternatively we can use σbulkR,iso from a calculation on the inﬁnite
crystal). The key point is that we have included the macroscopic surface current in
our microscopic system.
The surface has to be non-metallic, otherwise the chemical shielding calculation
fails. An additional complication is caused by the periodic nature of the system.
Would there be only one slab, the macroscopic ﬁeld in the vacuum would vanish and
the ﬁeld inside the material would just be given by Eq. 5.8. However, with periodic
boundary conditions a ﬁnite ﬁeld exists in the vacuum region. This ﬁeld is parallel to
the surface, as it is caused by the (periodically repeated) surface current density K
only. Parallel components of the ﬁelds inside the slab are also aﬀected. The surface
current density K is not aﬀected by the periodic boundary conditions and neither
is the jump across the surface in the parallel components of the macroscopic ﬁeld.
Calculating the nucleus independent chemical shielding (NICS) in the vacuum region
then solves the problem:
σR,‖ − σNICSvacuum,‖ = σR,⊥ − 4piχ . (5.10)
This equation deﬁnes the recipe to calculate χ for a cubic material.a Fig. 5.1 sum-
marizes the method.
An illustration of the method for bulk Ne is given in Figure and Table 5.1. In the
inﬁnite bulk, the Ne shielding is isotropic. Here we consider a slab of fcc Ne. The
aThe general recipe is: σslabi j − σNICSi j,vacuum = σbulki j − 4piχi j , where the cartesian directions i and j are
perpendicular to the surface normal.
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layer σxx (ppm) σyy (ppm) σzz (ppm)
Ne 1 203.94 203.94 200.69
Ne 2 200.55 200.55 197.72
Ne 3 200.52 200.52 197.73
Ne 4 200.52 200.52 197.73
Ne 5 200.52 200.52 197.73
Ne 6 200.52 200.52 197.73
Ne 7 200.55 200.55 197.72
Ne 8 203.94 203.94 200.69
Vac 9 −3.46 −3.46 −0.51
Vac 10 −3.73 −3.73 0.01
Vac 11 −3.72 −3.72 0.00
Vac 12 −3.72 −3.72 0.00
Vac 13 −3.73 −3.73 0.01
Vac 14 −3.46 −3.46 −0.51
1
2
3
4
5
6
7
8
9
10
11
12
14
13
12
11
10
Table 5.1: Left: Table with Ne shielding as a function of layer number. Right: Schematic
view of fcc Ne slab. Yellow spheres: Ne atoms, empty spheres: Ne lattice continued with
empty spheres. Dots: NICS and Ne nuclear positions. Red box: unit cell. Three complete
cells are shown. The periodic layer numbering is indicated on the left.
atomic layers are consecutively numbered, as are the NICS positions that are chosen
to be on empty lattice sites in the vacuum. With the ﬁeld oriented normal to the
surface (the z-direction), the Ne nuclei inside the material all have the same shielding
σzz = 197.73 ppm. This is the bulk isotropic Ne shielding.b Moving away from
the surface, into the vacuum region, the NICS becomes 0. Indeed, a magnetic ﬁeld
applied perpendicular to the surface cannot induce surface currents in this system.
With the ﬁeld parallel to the surface, the surface current densities give rise to induced
uniform ﬁelds in the vacuum and inside the slab. The latter ﬁeld is 197.73−200.52 =
−2.79 ppm. In the vacuum the ﬁeld is 3.73 ppm. We observe that both ﬁelds are
uniform, provided we keep away from the sites near the surface, i.e. from the regions
carrying the surface currents. The susceptibility χ is proportional to the diﬀerence:
4piχ = −2.79− 3.73 = −6.52 ppm. See section 5.3.1 below for numerical results.
It is possible to avoid calculation of σNICSvacuum,‖ in the vacuum, using that the vector
potential of the ﬁeld arising from K has to be cell-periodic:
(σR,‖ − σR,⊥)Lslab + σNICSvacuum,‖Lvac = 0 .
Here Lslab is the distance separating the current densities K on either side of the slab,
and Lvac is the distance separating the current densities on either side of the vacuum.
bExcluding the shielding due to core electrons.
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Inserting this into Eq. 5.10 yields:
σR,‖ − σR,⊥ = −4piχ Lvac
Lvac + Lslab
= −4piχ Lvac
Lcell
. (5.11)
So one just has to calculate (σR,‖− σR,⊥) for several values of the fraction Lvac/Lcell,
and extrapolate the straight line to Lvac/Lcell = 1. Note that we only roughly know
Lvac and a priori. The requirement of linear scaling can be used to ﬁx it in practice.
There are two ways to calculate the shieldings σR,‖ and σR,⊥ in the slab: (i) using
GIPAW linear response (LR) and (ii) using the converse method.71,74 In (i) the linear
response formalism of Ref. 67 is employed for the slab (retaining only the G 6= 0
components). In (ii) a magnetic moment is applied to the nucleus (or, for the NICS,
a vacuum position) of interest, and the induced moment is calculated in GIPAW.74
Contrary to (i) the converse approach is a supercell method by construction and the
cell has to be chosen suﬃciently large so that the response to the periodic images of
the applied moments does not interfere.
5.2.3 Technical details
Calculations were done with the Vienna ab initio simulation program (VASP),53,54
using various ﬂavors of density functional theory (DFT).
Applications of the converse method (Ref. 74) are restricted to norm-conserving
(NC) PAW data sets, i.e. the partial waves |φn〉 and pseudo partial waves |φ˜n〉 have
identical norm (cf. Refs 69 and 52):
〈φ˜n|φ˜m〉 − 〈φn|φm〉 = 0 .
NC data sets had to be constructed. Details will be reported below.
5.3 results
We discuss three systems, ranging from a solidiﬁed noble gas (Ne), via an ionic solid
(LiBH4), to a covalently bonded crystal (diamond C). All systems are insulators, but
exhibit vastly diﬀerent electron localisation.
5.3.1 fcc Ne
Noble gas atoms have closed electronic shells that exhibit little interaction with each
other in the solid state. Thus they are closest to the classical textbook limit of
individual, polarizable units.192 Here we calculate χ for fcc Ne with a lattice constant
a = 4.429 Å.
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Figure 5.1: Schematic overview of the unit cell and macroscopic induced ﬁelds. A ﬁeld Bext
is applied perpendicular the paper and parallel to the surface. Macroscopic surface currents
K and an induced ﬁeld Bind result. The induced ﬁeld is also perpendicular to the paper. The
integral of Bind along z should vanish, because periodic boundary conditions prevent its vector
potential from having a component with G = 0.
We use several PAW data sets: (1) The standard Ne data set as supplied with
the VASP distribution. It has a d-reference, two augmentation channels for ` = 0,
two augmentation channels for ` = 1, and a frozen [He] core. (2) A hard, accurate
all-electron data set. It is all-electron, but still a PAW reconstruction is done in
the vicinity of the nucleus. It is not a true all-electron data set with only a 1/r -
potential. (3) A simple NC data set that was needed for the test calculations using
the converse method. It has a d-reference, and only one s and one p augmentation
channel (rc = 1.4 and rc = 1.7 Bohr radii, respectively). Again, it has a frozen [He]
core. For all Ne calculations we use LDA.193,194
Table 5.2 lists χ obtained with the bulk GIPAW linear response method. The result
with the standard data set (3.95 × 10−6 cm3/mole) is almost a factor 2 too small,
compared to the AE number (7.81×10−6 cm3/mole). The AE and NC PAW data sets
yield much better agreement with the true AE number of Ref. 64. Evidently, both
data sets mimic AE behaviour much better, but it appears that the lack of one-centre
corrections in Eq. 5.7 still has a small eﬀect.
The susceptibilities calculated with the supercell method are summarized in Ta-
ble 5.3. They are obtained using GIPAW linear response (all data sets) and the
converse approach (the NC data set only). A dramatic improvement is observed.
The standard data set now gives a much better χ. It is ∼ 15 % below the AE num-
ber. The NC data set yields a χ that is approximately 5 % too large. This is very
reasonable, in view of the modest quality of the data set. The converse and LR give
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Table 5.2: Magnetic susceptibility of fcc and atomic Neon calculated using linear response.
All VASP PAW calculations were carried out with the pGv expression given by Eq. 5.7.
χ (10−6 cm3/mole)
fcc bulk VASP PAW: standard (US) −3.95
fcc bulk VASP PAW: AE (US) −7.27
fcc bulk VASP PAW: NC −7.46
fcc bulk AE (no PAW)a −7.81
atom VASP PAW: AE (US) −7.27
atom AE (no PAW)a −7.80
atom experiment b −7.20
afrom Ref. 64.
bfrom Ref. 62.
Table 5.3: Magnetic susceptibility χ of fcc Ne calculated using the supercell method. All
(100) slabs have
√
2×√2 surface unit cells, unless stated otherwise.
χ (10−6 cm3/mole)
PAW data set surface converse LR
STD (US) (100) −6.79
STD (US) (111) −6.80
STD (US) (100) H2 terminated −6.79
AE (US) (100) −7.69
NC (100) −8.13 −8.21
NC (100) 2
√
2× 2√2 −8.13
bulk AEa −7.81
aAE bulk linear response from Ref. 64.
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practically the same χ. The AE data set, being the most accurate data set, yields a
very good result (∼ 2 % diﬀerence with true AE).c
The results from Table. 5.3 show that our obtained χ are independent of the
surface orientation [we obtain virtually identical shieldings for (100) and (111) oriented
slabs] and that the surface termination does not matter (putting an insulating layer
of H2 molecules on the surface gives the same results as without). Indeed, these
examples are consistent with the fact that χ is a bulk property, i.e. should not depend
on any details of the surface.
For the (100) surface we have tried several thicknesses of the slab and vacuum
regions, ranging from 6 to 10 and from 4 to 8 atomic layers, respectively. We ob-
serve hardly any dependence of χ (not shown in Table. 5.3). The results are also
independent of the size of the surface unit cell. For the LR method, that is by con-
struction. For the converse method, we observe no change going from a
√
2 × √2
to a 2
√
2 × 2√2 surface unit cell. So already with a very small surface unit cell the
response from periodic images is eﬃciently decoupled.
5.3.2 LiBH4
LiBH4 is an important prospective hydrogen storage material.6,7,2023 The bonding
can be considered mixed ionic/covalent. The [BH4]− anion has 4 hydrogen atoms
surrounding the central boron atom in a nearly tetrahedral arrangement. The hydro-
gens are connected to the central boron with (polar) covalent bonds. The anions and
the Li+ cations arrange in a lattice held together by ionic forces. Such a lattice might
again be considered as the textbook limit of individually polarizable units. However,
signiﬁcant band broadening occurs. Moreover, in a parallel study on the chemical
shifts of LiBH4 nano-clusters we found that the shift could not be modeled as the
current response of the individual units. So indeed this system is already beyond the
textbook limit. We are not aware of any experimental determination of χ for this
system.
LiBH4 has an orthorhombic structure belonging to the Pnma space group (No. 62).
We use optimized lattice constants a = 7.30 Å, b = 4.41 Å and c = 6.60 Å from a
previous calculation in Ref. 157. These values are close to the experimental values
a = 7.178 Å, b = 4.436 Å and c = 6.803 Å.134 Slabs were constructed as cuts from
the bulk. In-plane lattice parameters were ﬁxed to the optimized bulk parameters and
all atoms in the slab were allowed to relax.d We used slabs with identical surfaces on
either side and a vacuum region of more than 12 Å.
For H and Li AE PAW data sets were used. For B the 1s core state was kept in
cWe neglect the very small diﬀerence between the valence-only and AE χ of Ne (cf. Ref. 64).
dOptimization carried out with standard PAW data sets as also used in Ref. 157.
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the frozen core. All PAW data sets were norm-conserving, with two augmentation
channels for ` = 0 and two for ` = 1. For this material we employed the Perdew-
Burke-Ernzerhof generalized gradient approximation (PBE-GGA) to the exchange-
correlation functional.50 We checked k-point and kinetic energy cutoﬀ convergence
for the bulk system. Because we have norm-conserving data sets, the cutoﬀ is quite
large: Ecut = 1100 eV. The system is a wide band gap insulator (Egap > 4 eV in
GGA). We need only modest k-point meshes: 2 × 4 × 2 is suﬃcient for the bulk.
For the slabs we use meshes of similar quality. Using the converse method, we obtain
identical chemical shifts in the primitive and a 1×2×1 cell, where we have doubled the
shortest cell dimension b. Evidently the response to periodic images of the external
moment is small. We use only primitive surface unit cells in the slab calculations.
Table 5.4 shows the main results obtained with both slab methods and bulk linear
response. The system is orthorhombic, so χi j is a tensor. We used (100), (010),
(001) and (011) slabs to obtain χxx , χyy and χzz (the cartesian axes are aligned with
the crystal axes).e This allows for several independent determinations of the χi i , e.g.
χxx could be obtained from the (010), (001) and (011) slabs (as all have xˆ parallel
to the surface). This gave very small diﬀerences, e.g., for χxx variations are of the
order of 1 %. The slabs were thick enough (at least 28 Å), so that χ has become
independent of the slab thickness.
For all i the χi i calculated with both slab approaches are in excellent agreement.
Moreover, the bulk GIPAW LR result is very close to the slab results. For the yy and
zz components the diﬀerence is negligible. For the xx there is small discrepancy of
just 3 %. We conclude that the slab method works very well for this system, but that
the improvement over the bulk LR approximation is small.
5.3.3 Diamond C
Diamond consists of an inﬁnitely extended network of covalent bonds. It cannot be
considered to be build out of independently polarizable units.
We used a lattice parameter a = 3.573 Å. Again we took norm-conserving PAW
data sets. The C data set is very simple with just one augmentation channel for
` = 0 and ` = 1. To enable comparison with the AE susceptibility from Ref. 64 we
used LDA.193,194 A kinetic energy cutoﬀ Ecut = 1000 eV was employed. The k-point
convergence was carefully checked for both bulk and slab geometries. For, e.g., a
1 × 1 surface unit cell [primitive bulk terminated (001) square surface unit cell], we
used a 12 × 12 k-point mesh. The susceptibility is converged in slab thickness [20
to 30 atomic layers for (001)]. Slabs were constructed as cuts from the bulk. The
eWith this choice of axes the oﬀ-diagonal elements of χi j are 0. This follows from the crystal
symmetry.
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Table 5.4: Magnetic susceptibility χ of LiBH4 and diamond C (10
−6 cm3/mole). Bulk LR
results are calculated for the inﬁnite crystal.
Converse Direct-LR
slab χ(slab) χ(slab) χ(bulk-LR)
LiBH4
χxx (010) −22.02 −22.10 −21.40
χyy (011) −21.66 −21.75 −21.66
χzz (100) −20.89 −21.02 −21.11
cubic C
(1×1)-1H (111) −10.70 −9.71 −9.78
(
√
2×√2)-2H (001) −10.63 −9.76 −9.78
(2×1)-1H (001) −10.62 −9.67 −9.78
(2×1)-Cl/H (111) −10.59 −10.18,−9.94 −9.78
bulk AEa −10.4
aValence only AE bulk linear response from Ref. 64.
in-plane lattice parameter was ﬁxed to the bulk parameter and a few layers of carbon
atoms near the surface and the Cl/H at the surface were allowed to relax.f
The main results are summarized in Table 5.4. The bulk GIPAW LR value under-
estimates the AE results of Ref. 64 by ∼ 6 %. For the slab approach we considered
(111) and (001) surfaces and in both cases the dependence of χ on surface unit cell
size and surface termination was studied. For the converse method, we observe only
a very weak dependence on the surface unit cell size: for a cell with bulk termination
and the dangling bonds saturated with hydrogens, the 1×1, 2×2, and 3×3 cells give
practically identical results (variations of ∼ 0.1 ppm in the chemical shift tensor).
Table 5.4 shows our results for (a) the bulk terminated (111) surface, with a
single hydrogen saturating the dangling bond, calculated in a 1× 1 primitive, hexag-
onal surface unit cell, (b) the bulk terminated (001) surface, now with 2 hydrogens
saturating the dangling bonds on each surface carbon, calculated in a non-primitive√
2 × √2 surface unit cell, (c) the reconstructed (001) surface, with a dimer bond
and one hydrogen per surface carbon atom, calculated in the 2×1 (primitive) surface
unit cell, and (d) a 2×1 (111) cell, where one C has a hydrogen on top and the other
has a Cl on top. In all these systems the band gap is determined by the surface: bulk
fRelaxation carried out using standard PAW data sets from the VASP distribution.
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diamond has an LDA gap of ∼ 3.1 eV. The system with the mixed Cl/H termination
has a gap as small as 0.45 eV.
The converse method consistently yields a χ = 10.6 × 10−6 cm3/mole, with a
maximal deviation of 0.1×10−6 cm3/mole. This is very close to the bulk AE number
of 10.4× 10−6 cm3/mole. The direct LR method yields somewhat smaller numbers,
closer to the bulk LR result, and also showing a larger spread. For the Cl/H system,
the result weakly depends on the orientation of the ﬁeld applied parallel to the surface.
This anisotropy suggests that surface states may aﬀect the results, i.e. we do not
calculate a pure bulk property. Indeed, the bulky Cl - that cause the small surface
gap - form rows on the surface, and alternate with rows of H. The converse method
is insensitive to these surface features. Further we note that the slab LR method, in
most cases, yields results quite close to the bulk LR method. Both are in reasonable
agreement with the AE number. Nevertheless, we consider this very close agreement
accidental (in neither of the other systems the agreement was that close). Indeed,
the slab LR results probably deviate from the true bulk number, because of additional
surface currents.
5.4 Conclusion
Summarizing, we have studied an alternative route for the calculation of the orbital
magnetic susceptibility by calculating the chemical shift tensors for a slab of material.
For Ne this method yields a dramatic improvement over the approximate bulk GIPAW
expression for χ. For LiBH4 all methods perform (nearly) equally well, in that they
yield very similar numbers. For diamond, the bulk GIPAW somewhat underestimates
the AE χ. Interestingly, the slab method, when used with the converse approach
for the shift tensor, yields very good results, where with the LR, there is some weak
dependence on details of the surface (termination). A few remarks are in order:
(a) Surprisingly, the converse method works very well already with a small surface
unit cell. The array of periodically repeated moments has to be applied far from the
surface, in a genuinely bulk-like environment. The presence of the surface is crucial, as
it breaks the symmetry and is solely responsible for the anisotropy in σ that is directly
proportional to χ. Evidently the periodic images of the applied moment can be very
close to the nucleus of interest, whereas its shielding still senses the presence of the
surface at any (large) distance from the surface. (b) Another surprise is that the LR
slab method still seems to be weakly sensitive to details of the surface termination,
whereas the converse approach appears to be independent of those surface details
(indeed, it gives even better numbers). In a formal sense, the shift calculated with
the converse and the direct method have to be identical (it is just an interchange of
energy derivatives).71 The reason for the diﬀerence might be hidden in the boundary
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conditions, however. In the slab geometry, the surface states extending over the
inﬁnite surface, feel the uniform external ﬁeld everywhere. In the converse, the applied
perturbation is, in principle, local. It is reasonable to assume that the response also has
to be. So in a suﬃciently large unit cell, sustained surface currents over macroscopic
distances should be impossible.
Some tension between (a) and (b) cannot be denied. Unfortunately the formalism
used to calculate the shifts for periodic systems with the converse method does not
provide direct access to the induced surface currents. So exploring (b) remains very
hard. The LR response allows for a calculation of the currents. It remains to ﬁgure
out how to separate the excess surface current from the bulk currents.
Summarizing, we have studied various methods for a wide range of chemical bonds.
The slab methods provide an improvement over bulk GIPAW LR for localized systems.
For more itinerant electron systems, but bulk GIPAW LR and the slab methods per-
form equally well. Both methods appear prone to some errors, but they are of a
diﬀerent nature. The diﬀerent behaviour of the converse and LR slab methods opens
up an interesting perspective. The LR slab method accounts for eﬀects of surface
termination. It probably gives numbers that are more meaningful when surface details
do matter, e.g., in nano-structured materials. The converse slab methods appears
more appropriate if the thermodynamic, bulk property is required. More research on
the intricacies of these methods is desirable.
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Summary
Storage of hydrogen is one the most technically challenging barriers to the widespread
commercialization of hydrogen-fueled light-duty vehicles. Compressed hydrogen gas
tanks and cryogenic liquid hydrogen tanks are impractical due to safety concerns and
small volumetric densities. Metal hydrides such as MgNiH4 and LaNi5H6 are unfavor-
able due to their low gravimetric hydrogen density. Before 1997, complex hydrides
were not considered as candidates for solid hydrogen storage systems for vehicular
application. The pioneering work of Bogdanovi¢ and Schwickardi drastically changed
this situation. They showed that, upon doping with selected titanium compounds,
the dehydriding of NaAlH4 could be kinetically enhanced.This breakthrough has led
to a worldwide eﬀort to develop alanates, amides and borohydrides (group I and
II salts of [AlH4]−, [NH2]− and [BH4]− respectively) as practical hydrogen storage
materials. This thesis is a study into such complex hydrogen storage materials using
ﬁrst-principles computations within the framework of density functional theory (DFT).
Complex metal hydrides such as lithium amide (LiNH2) and lithium borohydride
(LiBH4) have the potential for higher gravimetric hydrogen capacitiesg than simple
metal hydrides. In both LiNH2 and LiBH4, hydrogen is covalently bonded to central
atoms (N and B) forming complex anions ([NH2]− and [BH4]−) with Li ionized as
Li+.
For LiNH2, the reversible reaction
LiNH2 + LiH↔ Li2NH + H2 (g)
releases more than 5 wt% of hydrogen in the temperature range 150 to 350 ◦C. It
has a reaction enthalpy of 67 kJmol−1H2. On-board applications of the LiNH2 + LiH
mixture as a solid state reversible hydrogen storage system face problems such as a
high operating temperature and slow release kinetics. To solve such problems it is
important to understand the mechanism of the LiNH2 + LiH reaction. Dehydrogena-
tion of LiNH2 involves mass transport in the bulk crystal through lattice defects. The
most elementary defects are Li and H point defects. Chapter 2 of this thesis presents
a ﬁrst-principles study of native point defects and dopants in LiNH2. The Li-related
gLiNH2 and LiBH4 consist completely of light-weigth elements from the top row of the periodic
table.
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defects Li+i and V
−
Li are most abundant and determine the charge balance. Of the
H-related defects, V−H is much more abundant than H
+
i . V
−
H in fact corresponds to a
NH2− ion in the amide lattice, whereas H+i corresponds to a NH3 molecule. Dopants
such as Ti and Sc do not aﬀect the concentration of intrinsic defects, whereas Mg
and Ca can alter it by a moderate amount. Ti and Mg are easily incorporated into
the LiNH2 lattice, which may aﬀect the crystal morphology on the nano-scale.
LiBH4, with a gravimetric capacity of 18.5 wt%, is one of the most interesting
complex hydrides for hydrogen storage. However, LiBH4 is a relatively stable material
that decomposes at a high temperature & 400 ◦C. Furthermore, rehydrogenation is
only possible at extreme conditions with typical values for temperature and pressure
of 600 ◦C and 350 bar H2. In addition, de/rehydrogenation kinetics is slow, which is
a common problem for the bulk complex hydrides. A recently adopted approach that
helps to address such problems, is nanoconﬁnement in porous materials. Faster dehy-
drogenation kinetics is reported for LiBH4 inﬁltrated in carbon aerogels, nanoporous
carbon, or nanoporous silica, accompanied by a decrease of the dehydrogenation tem-
perature by at least 100 ◦C. In addition, conﬁnement of LiBH4 in nanoporous carbon
leads to a marked improvement of the reversibility of the hydrogen desorption.
These ﬁndings can be the result of changed kinetics, as obviously nanoconﬁnement
puts a limit on the particle size, which will reduce the diﬀusion distance required for
mass transport. Moreover, both the size of the clusters and their interactions with
the host may modify the thermodynamics of the reactions. In chapter 3 of this
thesis the stability of (LiBH4)n nanoclusters, as a function of their size, as well as the
stability of a range of possible nanocluster decomposition products are investigated.
From a thermodynamic point of view, the desorption reactions of unsupported LiBH4
nanoclusters with a diameter larger than ∼ 2 nm are indistinguishable from those
of bulk LiBH4 [i.e. decomposition to Li2B12H12, followed by a second decomposition
step to LiH and B]. Only for clusters that have a diameter less than ∼ 1 nm, i.e.
(LiBH4)n, n < 12, is the thermodynamics of the decomposition reaction signiﬁcantly
diﬀerent. The thermodynamics of small clusters is, however, unfavorable, and leads to
higher hydrogen desorption temperatures compared to the bulk. The reason is that,
although (LiBH4)n clusters are destabilized with respect to bulk, clusters of possible
reaction products are even more destabilized.
As mentioned above, in addition to the size eﬀects, the chemical interaction be-
tween the reactant/products and the template material can change the thermodynam-
ics of hydrogen sorption reactions. Indeed, recent in situ X-ray Raman spectroscopy
of LiBH4 in porous carbon shows that part of the Li intercalates into the porous car-
bon during dehydrogenation. These eﬀects are studied in chapter 4 of this thesis.
DFT calculations on small (LiBH4)n, n = 4 and 12, clusters at the surface of a sin-
gle graphene layer show that reaction energies are less sensitive to the interaction of
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these nanoclusters and the carbon template. Our ﬁndings show that intercalation of
Li metal plays a more important role and has an enormous potential to stabilize the
dehydrogenated state of reactions with (Li)n clusters as product. We obtained much
lower decomposition temperatures for small (LiBH4)n, n = 4 and 12, clusters. This
route becomes unfavorable for larger (LiBH4)n clusters, where dehydrogenation leads
to the formation of (LiH)n clusters.
Understanding of NMR spectra of nano-particle assemblies requires accurate cal-
culation of the orbital magnetic susceptibility χ to account for surface currents. In
chapter 5 of this thesis an alternative route for the determination of χ via a calcula-
tion of the chemical shift tensors for a slab of material is presented. Three examples
ranging from a model system (inert gas solid) to ionic and covalently bound crystals
are considered. For Ne model system this method yields a dramatic improvement over
the approximate bulk GIPAW (Gauge-Including Projector-Augmented Wave) expres-
sion for χ. For LiBH4 all methods perform (nearly) equally well, in that they yield
very similar numbers. For diamond, the bulk GIPAW somewhat underestimates the
all-electron χ. Interestingly, for diamond the slab method yields very good results
when used in combination with the converse approachh for the shift tensor. When
used in combination with the GIPAW linear response for chemical shifts, there is a
weak dependence on details of the surface (termination).
hIn contrast to the direct approach of Mauri, Pfrommer and Louie, the converse approach by
Thonhauser et al. allows the calculation of the NMR chemical shifts from the magnetization that is
induced in response to an external magnetic moment mextRα placed at nuclear position R.

Samenvatting
De opslag van waterstof is een van de meest veeleisende hindernissen voor grootschalig
gebruik (op commerciële basis) van voertuigen met waterstof als brandstof. Tanks
voor gecomprimeerd waterstof gas en voor cryogeen vloeibaar waterstof zijn onprak-
tisch vanwege de veiligheid en de kleine waterstof volume dichtheden. Metaalhydrides,
zoals MgNiH4 en LaNi5H6 zijn geen goede optie vanwege een lage gravimetrische
dichtheid. Voor 1997 werden ook complexe hydrides niet als kandidaten voor wa-
terstof opslagsystemen toegepast in voertuigen beschouwd. Het pionierswerk van
Bogdanovi¢ en Schwickardi heeft dit drastisch veranderd. Zij hebben laten zien dat
de kinetiek van de dehydrogenatie van NaAlH4 aanzienlijk kan worden verbeterd door
doping met bepaalde Ti verbindingen. Deze doorbraak heeft ertoe geleid dat heden
ten dage wereldwijd een grote inspanning wordt geleverd om alanaten, amides en
boorhydrides (groep I en II zouten van respectievelijk [AlH4]−, [NH2]− and [BH4]−)
als waterstofopslag materialen te ontwikkelen. Dit proefschrift onderzoekt dergelijke
complexe waterstofopslagmaterialen middels ﬁrst-principles berekeningen op de com-
puter, gebruik makend van de dichtheidsfunctionaal theorie (DFT).
De complexe metaal hydrides lithium amide (LiNH2) en lithium boorhydride (LiBH4)
hebben potentieel een veel hogere gravimetrische waterstof capaciteit dan conven-
tionele metaalhydrides.i Beiden zijn ionaire materialen, met Li+ kationen en het wa-
terstof covalent gebonden in een complex anionen ([NH2]− en [BH4]−).
In de (reversibele) reactie
LiNH2 + LiH↔ Li2NH + H2 (g)
komt meer dan 5 gewichtsprocent waterstof vrij, over het temperatuur traject van
150 to 350 ◦C. De reactie enthalpie is 67 kJmol−1H2. Toepassing van het LiNH2
+ LiH mengsel als vaste stof reversibel waterstof opslag systeem gaat gepaard met
grote problemen, met name de (te) hoge temperatuur waarbij de reactie plaatsvindt
en de trage kinetiek. Om deze problemen aan te pakken, is het van belang het
mechanisme van bovenstaande reactie te doorgronden. Het vrijkomen van H2 vanuit
LiNH2 gaat gepaard met massa transport door het kristal door rooster-defecten. De
iZowel LiNH2 als LiBH4 bestaan geheel uit lichtgewicht elementen uit de bovenste rij van het
periodiek systeem.
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meest elementaire zijn Li en H punt defecten. Hoofdstuk 2 van dit proefschrift
bevat een ﬁrst-principles studie van intrinsieke defecten en van dopants in LiNH2.
De Li-gerelateerde defecten Li+i (Li kation op een interstitiële positie) en V
−
Li (een
negatief geladen Li vacature) komen het meest voor en bepalen de ladingsbalans.
Van de H-gerelateerde defecten komt V−H veel meer voor dan H
+
i . De vacature V
−
H
is in wezen een NH2− ion, geïncorporeerd in het amide rooster. De interstitieel H+i
en een [NH2]− van het rooster vormen samen een NH3 molecuul. Dopants als Ti
and Sc hebben geen invloed op de concentratie van intrinsieke defecten, Mg and Ca
kunnen deze concentratie een beetje beïnvloeden. Ti and Mg worden gemakkelijk in
het LiNH2 kristalrooster opgenomen, hetgeen de kristal morfologie op de nano-schaal
kan veranderen.
Met een gravimetrische waterstofopslag capaciteit van 18.5 gewichtsprocent, is
LiBH4 een van de meeste interessante complexe hydrides. LiBH4 is echter een re-
latief stabiel materiaal dat slechts bij hoge temperatuur (& 400 ◦C) uit elkaar valt.
Bovendien is rehydrogenatie slechts mogelijk onder extreme omstandigheden. Typis-
che waarden voor temperatuur en druk zijn 600 ◦C en 350 bar H2. Daarenboven is de
kinetiek van de waterstof opname en afgave langzaam. Dit is een algemeen probleem
voor bulk complexe hydrides. Een recent voorgestelde aanpak van dergelijke proble-
men is door nanoconﬁnement in poreuze materialen (letterlijk vertaald: conﬁnement
= beperking. De deeltjes van het waterstofopslag materiaal worden dus in omvang
beperkt tot een grootte van de orde van nano-meters). Voor LiBH4 dat is geïnﬁl-
treerd in koolstof aerogels, in nano-poreus koolstof, en in nano-poreus silica wordt
een snellere dehydrogenatie kinetiek gerapporteerd, vergezeld van een reductie van de
dehydrogenatie temperatuur met minstens 100 ◦C. Ook wordt door conﬁnement een
belangrijke verbetering van de reversibiliteit van de reactie gerealiseerd.
Deze feiten kunnen samenhangen met een verbeterde kinetiek: conﬁnement houdt
een beperking van de deeltjesgrootte in, hetgeen de afstand waarover deeltjes moeten
diﬀunderen reduceert. Het is ook mogelijk dat de interactie met het host (gastheer)
materiaal de thermodynamica, d.i. de evenwichtscondities, van de reacties verandert.
In hoofdstuk 3 van dit proefschrift wordt de stabiliteit van (LiBH4)n nano-clusters
onderzocht, als functie van hun grootte. Ook wordt de stabiliteit bestudeerd van
verscheidene clusters die na decompositie over kunnen blijven. Thermodynamisch
zijn de reacties van vrije LiBH4 nano-clusters met een diameter groter dan ∼ 2 nm
niet te onderscheiden van de reacties voor bulk materiaal [d.i. eerst decompositie
naar Li2B12H12, gevolgd door een tweede decompositie stap resulterend in LiH en B].
Slechts clusters met een diameter kleiner dan ∼ 1 nm [(LiBH4)n, n < 12] hebben
een merkbaar afwijkende thermodynamica. Deze is echter minder gunstig, m.a.w.
het waterstof komt bij hogere temperaturen vrij dan in de bulk. Weliswaar zijn de
(LiBH4)n clusters minder stabiel dan bulk LiBH4, maar dit geldt in nog meerdere
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mate voor de reactie producten.
Zoals reeds opgemerkt kan - naast eﬀecten van de deeltjes grootte - de chemische
interactie van reactanten/producten met het host template materiaal de thermody-
namica van de waterstof (de)sorptie aanpassen. Inderdaad toont een recente in situ
Röntgen Raman spectroscopie studie dat tijdens dehydrogenatie Li in het poreuze
koolstof intercaleert. Dergelijke eﬀecten worden in hoofdstuk 4 bestudeerd. DFT
berekeningen aan kleine (LiBH4)n clusters (n = 4 en n = 12) op het oppervlak van
een grafeen laag laten zien dat het eﬀect van de interactie tussen de clusters en het
koolstof substraat beperkt is. De intercalatie van Li (in graﬁet) speelt een veel belang-
rijkere rol en heeft een groot potentieel om reacties met (Li)n clusters als eindproduct
te stabiliseren. Wij vinden signiﬁcant lagere decompositie temperaturen voor kleine
(LiBH4)n clusters (n = 4 en n = 12). Voor grotere clusters, waar dehydrognatie leidt
tot de vorming van (LiH)n clusters, werkt dit mechanisme niet.
Voor een goed begrip van NMR spectra van nano-gestructureerde materialen is
een accurate bepaling van de magnetische susceptibiliteit χ van belang, om opper-
vlaktestromen over het oppervlak van de nano-deeltjes goed te kunnen beschrijven.
Hoofdstuk 5 gaat over een alternatieve manier om χ vanuit ﬁrst-principles te bepalen
uit de berekende chemical shift tensoren van een model systeem bestaand uit een slab
van kristallijn materiaal. Drie voorbeelden, welke een verscheidenheid aan materi-
alen met verschillende chemische binding representeren, worden beschouwd: een echt
model-systeem (rooster van inert gas atomen), een ionair en een covalent gebonden
kristal. Voor Ne model systeem geeft de nieuwe methode aanzienlijke verbetering
in vergelijk met de benaderde, bulk GIPAW (Gauge-Including Projector-Augmented
Wave) lineaire respons uitdrukking voor χ. Alle methodes doen het voor LiBH4
(ongeveer) even goed. Voor diamant wordt χ door de bulk GIPAW methode enigszins
onderschat in vergelijk met de all-electron χ. De nieuwe slab-gebaseerde methode
geeft, in combinatie met de converse methodej voor de berekening van chemical
shift tensoren, opmerkelijke goede resultaten. In combinatie met de lineaire response
GIPAW methode voor chemical shifts is er een zwakke afhankelijkheid van details van
de oppervlakte terminatie.
jI.t.t. de directe methode van Mauri, Pfrommer and Louie, wordt in de converse methode van
Thonhauser et al. de NMR chemical shift bepaald vanuit de magnetisatie die optreedt als reactie op
een externe magnetische dipool mextRα die op atoomkern R wordt geplaatst.
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