This paper revisits the issue of the intra-household allocation of education expenditure with the recently available India Human Development Survey which refers to 2005 and covers both urban and rural areas. In addition to the traditional Engel method, the paper utilizes a Hurdle model to disentangle the decision to enroll (incur any educational expenditure) and the decision of how much to spend on education, conditional on enrolling. Finally the paper also uses household fixed effects to examine whether any gender bias is a within-household phenomenon. The paper finds that the traditional Engel method often fails to pick up gender bias where it exists not only because of the aggregation of data at the household-level but also because of aggregation of the two decisions in which gender can have opposite signs. It is found that pro-male gender bias exists in the primary school age group for several states but that the incidence of gender bias increases with age -it is greater in the middle school age group (10-14 years) and greater still in the secondary school age group (15-19 years). However, gender discrimination in the secondary school age group 15-19 takes place mainly through the decision to enroll boys and not girls, and not through differential expenditure on girls and boys. The results also suggest that the extent of pro-male gender bias in educational expenditure is substantially greater in rural than in urban areas. Finally, our results suggest that an important mechanism through which households spend less on girls than boys is by sending sons to fee-charging private schools and daughters to the fee-free government-funded schools.
Introduction
The instrumental case for girls' education is often regarded as too compelling to require argumentation. There are several weighty testimonies in its favour. These comprise the importance ascribed to girls' education in economic growth (Abu-Ghaida and Klasen, 2004; Birdsall, Ross and Sabot, 1993) , the significance of female education in improving both market productivity and valued non-market outcomes such as health, nutrition, longevity, fertility and child learning outcomes (Foster and Rosenzweig, 2001; Schultz, 2002; McMahon, 2002; King and Hill, 1993) and, probably reflecting these, the inclusion of gender equality in education as one of the eight Millennium Development Goals. Investing in girls' education has been hailed as possibly the highest return investment available in a developing country (World Bank, 1994) .
Despite these advantages, however, girls continue to face inferior educational opportunities in many parts of the world, including historically in India.
If girls have inferior educational outcomes vis-à-vis boys this could be due to gender bias in the schooling system, or due to pro-male gender discrimination in the labour market reducing girls' incentive for schooling. An alternative and potentially powerful explanation could also be parental pro-male bias in education manifested in lower intra-household educational expenditure on girls than boys.
Previous work on gender differentials in within-family education expenditure allocation in India (Subramanian and Deaton, 1991, using National Sample Survey data for year 1983) finds evidence of pro-male bias in rural Maharashtra in the 10-14 year age group. Lancaster, Maitra and Ray (2008) use similar data for ten years later and also find significant pro-male bias in the 10-16 year (i.e. upper primary and secondary) age group in rural Bihar and rural Maharashtra. Such biases are not found for urban areas or for primary school children aged 6 to 9. While Subramanian and Deaton concentrate on only one Indian state (Maharashtra), Lancaster, Maitra and Ray's sample is restricted to four Indian states: Bihar, Uttar Pradesh, Kerala, and Maharashtra. In addition, both of these studies use household-level data on the budget share of education in total household expenditure. Kingdon (2005) uses individual-level education expenditure data from rural India referring to 1993. She finds pro-male bias in the household decision to enroll (or not enroll) children in school, but no evidence of gender bias in education expenditure conditional on enrolling both girls and boys in school. She argues that any gender bias in education within the household can potentially occur in two different decisions :
(a) the decision of whether to enroll/retain both sons and daughters in school and, (b) conditional on enrolling both genders, the decision of how much to spend on their schooling. She concludes that a plausible explanation why previous studies did not find intra-household gender bias in education expenditure allocation is because they model the enrolment and conditional expenditure decisions together; since there is pro-male bias in the enrolment decision and no bias (or even a slight pro-female bias) in the conditional education expenditure decision, averaging across these decisions leads to a failure to detect overall gender bias that does exist in the positive education expenditure (enrolment) decision.
However, Kingdon used data from 1993 and since then the liberalization of the Indian economy led to rapid economic growth, reduced poverty and greatly increased school enrolment rates. As such, the gender gap in education outcomes is likely to have fallen. Secondly, Kingdon had household expenditure data only on food, health and education rather than total household expenditure. Thus, it worked with the education budget sub-share rather than with education budget share, leading to potential problems of bias. Thirdly, Kingdon's work was confined to analysis of bias in rural areas only as her data were exclusively rural. The data used in this paper are from both urban and rural areas. We revisit the issue of the intra-household allocation of expenditure with a new data set collected in 2004-05. We are able to: use better data, test whether there exists bias in urban areas, and ask whether the extent and nature of intra-household gender bias changed between 1993 and 2005 in rural India.
The findings of the paper are as follows. First, there is imperfect correspondence between the results using household-level data and those using individual-level data. We do find evidence of gender-bias in some states using the household-level data and the traditional Engel method;
however, using the same methodology with individual child-level data helps us to unravel gender-bias in many more states. Second, unpacking education expenditure decisions into two parts-a) the decision to enroll in a school, and b) the decision to how much to spend conditional on enrolling-provides additional insights into gender bias since in many states the direction of observed gender bias is opposite in the two decisions. Third, significant progress in gender equality in education has been achieved in rural India between 1993 and 2005: the incidence of gender bias is observed in fewer states in 2005 than was the case in the 1993. We find little evidence of gender-bias in enrollment in age group 5-9, while pro-male bias in conditional education expenditure is observed only in a few states. However, pro-male bias in enrollment is observed in age group 10-14 and 15-19. While in the age group 10-14 pro-male bias in education expenditure is observed in more states than pro-male bias in enrollment, in age group 15-19, promale bias is observed in the decision to enroll in more states than the decision on amount of expenditure conditional on enrollment. Fourth, the results reveal a great deal of regional disparities in nature and existence of gender-bias, and between the age groups.
Thus the near achievement of universal enrollment at the elementary level in India has not been translated into higher enrollment at the secondary and senior secondary levels, especially in the rural areas. Not only there exists a large gender gap in enrollment in age group 15-19 in rural areas of many states, the overall enrollment rate in these states remains extremely low, especially for girls. Given that significant pro-male bias is observed in enrollment decision in higher age groups, promoting girls' education remains a priority area.
The paper is organized as follows: Section 2 presents the empirical strategy, Section 3 describes the data, Section 4 presents the results, and Section 5 concludes.
Empirical Strategy
We begin the analysis with the estimation of a standard Engel curve linking budget shares on educational expenditure with total household expenditure and the demographic composition of the household. We use the Working-Leser specification as follows:
where is the budget share of education of the th household; is the total expenditure of the household; is the household size; is the natural log of total per capita expenditure;
is the fraction of the household members in the th age-gender class where 1, 2, … , refers to the th age-gender class within household ; is a vector of other household characteristics such as household head's education, gender, occupation and dummy variables to capture state etc (these variables are defined in the Appendix Table A1 ); and is the error term. , , , and are the parameters to be estimated. The Working-Leser specification is relaxed to allow for non-linearity in log per capita expenditure (lnpce). The term allows for an independent scale effect of household size. Since the ⁄ fractions add up to unity, one of them has to be omitted from the regression. We allow for 14 age-gender group: males and females aged 0-4, 5-9, 10-14, 15-19, 20-24, 25-60 and 61 and above (omitting the fraction of women aged 61 and above in the regression analysis). 1 The coefficients capture the effect of household composition on household budgetary allocations. These coefficients tell us the effect of changing household composition holding household size constant, for example by replacing a child aged 5-9 by a child aged 10-14 or by replacing a male with a female in a given age category. The difference across gender can be tested using an F-test under the following null hypothesis:
where denotes males and denotes females and k refers to a given age-category.
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Conventionally, Equation 1 has been estimated using OLS including all households. This is because some or much of the bias against girls may occur in the decision of whether to enroll a child in school, i.e. in the zero-versus-positive spending decision, 0 0, rather than only in the decision of how much to spend conditional on enrollment. However, a simple application of the OLS model to data yields parameter estimates which are biased downwards because of censoring of dependent variable as a large proportion of households report zero education expenditure (Deaton, 1997) . In addition to biased estimates, averaging across two decisions (enrollment decision and conditional education expenditure decision) leads to a failure to detect overall gender bias if they work in opposite directions. Hence, it is important to separate the two decisions.
We use a Hurdle model (Wooldridge, 2002, p536-38) to separate the initial decision of w = 0 from the decision of how much w given positive w.
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Hurdle Models are two-tier models 1 These age-gender categories are defined as M0to4, F0to4, M5to9, F5to9 etc. and are the proportion of Males (M) and Females (F) in age 0-4, 5-9 and so in a given household. 2 For example, testing whether boys aged 10-14 are treated differently from girls aged 10-14, we simply test whether the coefficient on M10to14 (proportion of males aged 10 to 14 years in the household) is significantly different from the coefficient on F10to14 (proportion of females aged 10 to 14 years in the household).
because the hurdle or first tier is the decision of whether to choose a positive w or not (w = 0 versus w > 0), and the second tier is the decision of how much to spend conditional on spending a positive amount | 0 . A simple Hurdle model can be written as follows:
where w is the share of family budget spent on education, is a vector of explanatory variables, and are parameters to be estimated while is the standard deviation of w. Equation 3 shows the probability that is positive or zero, and Equation 4 stipulates that conditional on 0,
| follows a lognormal distribution.
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One can obtain an estimate of from a probit using w = 0 versus w > 0 as the binary response. Because of the assumption that conditional on 0, log follows a classical linear model, the OLS estimator is consistent, and the consistent estimator of is just the usual standard error from the OLS regression. The conditional expectation of | , 0 and the unconditional expectation | are easy to obtain using properties of log normal distribution:
which can be easily estimated given , , . One can obtain the marginal effect of on by transforming the marginal effect of log (w) and using the exponent. Taking the derivative of the conditional expectation of w with respect to , we can obtain the marginal effect of on w in the OLS regression of log (w) conditional on w > 0. This is as follows:
3 Tobit model is another available alternative, however, it is identified only if the assumptions of normality and homoskedasticity are fulfilled (Deaton, 1997) . Moreover, it assumes that a single mechanism determines the choice between 0 0 and the amount of w given w>0. In particular, 0| / and 0| , 0 / are constrained to have the same sign 4
In our data, the conditional education budget share is indeed log normally distributed.
The combined marginal effect of on w, i.e. taking account of the effect of on the probability that w > 0 and on the size of | 0 , can be obtained by taking the derivative of the unconditional expectation of w with respect to . We can use the product rule and take the derivative of the unconditional expectation to obtain the combined marginal effect as follows:
In the analysis that follows, we estimate three equations for each state : Household level equations are fitted for households with at least one child aged 5-19 years.
At the individual level we estimate the same equations but, instead of the dependent variable in the OLS equations being the budget share of education (as in household level analysis), the dependent variable is education expenditure on the individual child. Also, all the independent variables are the same in household and individual-level equations except for gender: while household level equations include proportion of household members in 14 age-gender categories, individual level equations use age of child and a dummy variable for male.
Data
We use data from the 2005 India Human Development Survey (IHDS-II), a nationally representative household data set collected by the National Council of Applied Economic
Research in New Delhi and the University of Maryland (Desai, Reeve and NCAER 2009 lower enrollment for girls in age groups 10-14 and 15-19; however it is surprising that lower enrollment of girls than boys is observed in Gujarat (in both these age groups) and in Maharashtra (in the 10-14 age group) which are economically well-to-do states in India. Table 2 presents mean educational expenditure on all children in the three concerned age groups (it includes zero education expenditure by the non-enrolled), while Table 3 presents conditional education expenditure, i.e. education expenditure for enrolled children only. Table 2 shows that education expenditure on girls is lower compared to boys in a larger number of states in rural areas than in urban areas in all the three age groups. It is interesting that the pro-male bias in education expenditure is observed in far fewer states when we take education expenditure conditional on enrollment. This suggests that some of the gender bias in education occurs at the stage of enrolment itself; a significant part of the gender gap in educational expenditure comes through girls' lower probability of enrollment (since non-enrollment implies zero education expenditure), especially in the higher age groups.
Results
The results are divided into two parts. In the first part, we present the results obtained by using household-level aggregated data. We explore, using conventional Engel curve approach, whether there is evidence that the allocation of household education expenditure favors male over female children. We also explore whether averaging across two decisions (positive education expenditure decision and actual education expenditure amount decision) makes a difference to detecting gender bias. As explained in the methodology section, this is done by comparing results from conventional Engel curve approach with the results from the hurdle model. In the second part, we explore whether aggregation of data at the household level hinders detection of gender bias; we do this by comparing results from household-level data with those obtained using individual child level data. With child level data we also ask again whether separating the two decisions (positive education expenditure decision and the actual amount of expenditure decision) enhances our understanding of the nature of gender bias in education. To achieve this, we estimate the unconditional OLS of education expenditure and also the hurdle model using individual child level data. We further check the robustness of the results obtained from individual-level analysis by introducing household fixed effects. Finally, we explore whether any observed bias in education expenditure comes through differential choice of schooltype (private or public) for sons and daughters.
Analysis with household level data
Using household-level data, we estimate three equations for rural and urban areas separately (and pooled together) for each state, and for all India: (a) a binary probit of whether the household's education budget share is positive or zero; (b) the OLS of the natural log of education budget share, conditional on positive education budget share; and (c) the conventional Engel curve equation. We also put the results of (a) and (b) together to come up with the combined marginal effect of the gender variable, in the way described above in Equation 8. For space reasons, we do not report the full estimation results (that would entail reporting nearly 200
equations -3 equations each for rural, urban and pooled (rural plus urban) for each of 22 states), but the results are available from the authors. For brevity, we only report in Table 4a the main result, i.e. the difference in marginal effect (DME) of the demographic variables (proportion of males and females in given age groups within the household), for each of the three age groups: 5-9, 10-14, and 15-19. The DME for a given age group within each state is calculated from the results of the full model for the state. For example, to calculate DME for all-India, we estimate the three equations using the all-India sample. In the probit equation of 'positive educational expenditure' (which is a proxy for enrolling children in school, since school enrolment is associated with at least some expenditure), at the all-India level (see Appendix Table A1 ), the marginal effect of the variable 'proportion of household males aged 5 to 9' or M5to9 is 0.639 and the marginal effect of the variable 'proportion of household females aged 5-9' or F5to9 is 0.577. Thus the gender difference in the age group 5-9 is 0.062. Table 4a (first cell) shows this difference multiplied by 100, which is 6.18. The F-test (Equation 2) tells us that this difference in marginal effect (DME) is statistically insignificant at 5% significance level. That is, in the 5-9 age group in India as a whole, there is no statistically significant difference in families'
propensity to incur positive educational expenditure for girls and boys. Indeed, this remains the case for all states except Rajasthan where there is a significant difference (at the 10% level) in households' propensity to incur positive educational expenditure on girls and boys: in Rajasthan, when an extra boy is added to the household in the 5-9 age range, the household's probability of incurring positive education expenditure (enrolling children in school) is 24 percentage points higher than when an extra girl is added to the household in that age range.
In the 10-14 age group (the middle school age group), there is clear pro-male bias in this propensity to enroll children in school at the All-India level and in five states -Bihar, Jharkhand, Madhya Pradesh, Rajasthan and Jammu & Kashmir. In the 15-19 age group (the secondary school age group), there is again clear pro-male bias in school enrolment probability in All-India and in eight of the states, including the apparently more 'progressive' states such as Karnataka, West Bengal and Maharashtra. Comparing the probit equations across the age-groups then, we see a pattern whereby gender bias in school enrollment (proxied by positive education expenditure) increases with age, the pro-male bias being smallest at the primary school age, larger at the middle school age and largest at the secondary school age.
Looking at education expenditure conditional on household incurring positive education expenditure (columns 2 in Table 4a ), we again see a pattern where gender bias increases by age group. Statistically significant pro-male bias in actual education expenditure is found in only two states in the 5-9 age group (Chhattisgarh and Madhya Pradesh), in four states in the 10-14 age group, and in eight states in the 15-19 age group.
Column (3) of Table 4a reports the results of the hurdle model, i.e. it reports the combined marginal effect of the demographic variables (M5to9, F5to9, etc.), putting together the results from the probit equation (column 1) and the conditional OLS equation (column 2). Here again, unsurprisingly, we see a pattern of increasing bias by age group. Moreover, we see thattaking India as a whole -the combined marginal effect of the gender variable is progressively larger as age group increases: it goes from 1.07 in the 5-9 group, to 1.24 in the 10-14 group and increases to 2.92 in the 15-19 age group.
Finally, Column 4 of Table 4a reports the findings of conventional Engel Curve analysis and this allows us to compare the results with the hurdle model of Column 3. According to Column 4, in the 5-9 age group, there is statistically significant pro-male gender bias in education expenditure (at the 5% level) in only two states whereas the hurdle model (Column 3)
shows such bias in three states (and at 'All-India'). Again, in the 10-14 age group, the conventional analysis of shows significant bias in four states (including 'All-India') whereas hurdle model shows bias in five states. Finally in the 15-19 age group, conventional analysis shows bias at the 5% level in six states (including 'All-India') whereas hurdle model shows it in 9 states. Thus, it is noticeable from Table 4a that the hurdle model is better able to detect gender bias than the conventional Engel curve model, as also found in Kingdon (2005) . This is because the hurdle model is a more flexible formulation; it allows for the possibility that gender bias in the enrolment (positive expenditure) decision can differ from any gender bias in the actual education expenditure amount decision.
Unpacking the decisions using hurdle model, we find that in some cases the bias works in opposite directions. For example, in case of Gujarat, a pro-male bias is observed (although not significant) in the enrollment decision (probit, Column 1), however, a pro-female bias is observed in conditional education expenditure (conditional OLS, Column 2). Unpacking the decisions using the hurdle model helps us to unravel gender bias in more states than the traditional Engel method because averaging across the two different decisions mutes the gender bias in Engel method. Hence, the incorrect functional form of Engel Method can be partially blamed for its failure to detect gender bias in some cases; however, the aggregation of data at the household level can also make the detection of gender-bias difficult. In the next section, we explore whether using individual-level data makes any difference as far as detection of gender bias is concerned.
Dividing the analysis by rural (Table 4b ) and urban (Table 4c) indicates that the substantial gender biases we observe in Table 4a are driven largely by rural areas. There is little gender bias in urban parts of India, barring a few instances. Moreover, while pro-male bias is observed in the enrollment decision in rural areas of quite a few states, the 2005 situation is a significant improvement over the 1993 situation when pro-male bias is observed in rural areas of 11 out of 16 states (Kingdon, 2005).
Analysis with individual-level data
Does individual-level expenditure provide a more reliable way of detecting gender bias than using household level data? Since we have educational expenditure information at the level of the individual child (as well as, by aggregation, at the level of the household), it is possible to compare household-level Engel curve results of Section 4.1 with individual-level analysis. In this child level analysis, the dependent variable is education expenditure on the individual child (rather than household budget share of education used in Section 4.1). Moreover, instead of demographic variables such as household's proportion of males aged 5-9 and household's proportion of females aged 5-9, and so forth, the variable of interest is the gender variable (a dummy variable: MALE). 9 The remaining explanatory variables in the individual level equations are identical to those in the household level equations of Tables 5a -5c as our main interest lies in detecting gender bias.
The marginal effects on MALE in Tables 5a-5c are not comparable with the difference in marginal effects (DME) of the household demographic variables reported in Tables 4a-4c . This is because the household demographic variables in a household-level regression are not identical to the dummy variable MALE in the individual-level regression. In addition, the dependent variable in the conditional and unconditional OLS equations in Table 5 is education expenditure on the individual child but in Table 4 the corresponding dependent variable is household education budget share.
Two things stand out through simple observation of Table 5a (rural plus urban pooled).
First, even the unconditional OLS picks up gender bias in many more states than what it picked up at the household level (Table 4a ). For example, in the age group 10-14, Table 4a (household level results) shows significant pro-male bias in only four states while Table 5a (individual-level results) shows such bias in thirteen states (including 'All-India'). This suggests that there is something in the aggregation that makes it more difficult to pick up gender differences in education expenditure. Second, as before with household level data, so also with individual-level data, comparison of hurdle model results (combined probit and conditional OLS) with unconditional OLS results shows that the hurdle model is more effective at picking up gender bias than the conventional unconditional OLS model. For example, in the 5-9 age group in Table   5a , the unconditional OLS results of Column 4 show significant pro-male bias in only 6 states (at the 5% significance level), while the Hurdle model results of Column 3 show such bias in 8 states.
As with household level data, the incidence of pro-male bias in enrollment decision increases in higher age groups and is highest in the age group 15-19 (Table 5a ). It is noteworthy that while pro-male bias is observed in conditional education expenditure in many states in age group 10-14, the incidence of such bias in conditional education expenditure is less in age group 15-19. In the age groups 5-9 and 10-14, much of the gender-differentiated treatment occurs at the second stage i.e., in the decision of how much to spend (given that children of both genders are enrolled in school); however, pro-male bias in the enrollment decision also remains important in age group 10-14 years. In contrast, much of the gender-differentiated treatment in age group 15-19 occurs at the stage of the decision whether to even incur positive education expenditure (enroll a child in school)---pro-male bias is observed at the second stage in only 6 states in comparison to the 13 states where pro-male bias is observed at the first stage. These patterns hold both in urban and rural areas, and are starker in the urban areas (Table 5c) .
In some instances, the marginal effect of MALE in the conditional expenditure equation is negative, that is, girls have somewhat higher education expenditure, conditional on being in school, though this pro-female bias is statistically significant only in Tamil Nadu (Table 5a ).
What is of more concern is that a pro-male bias in enrollment is observed in age group 15-19 in well to do states like Gujarat, Maharashtra, and Karnataka. This raises the question why parents are more reluctant to send a girl child to school at the higher age. One of the reasons for this gender bias could originate on the supply of the market for education. There may be lack of single sex secondary or higher secondary schools for girls in rural areas. People in rural areas might be more reluctant to send an adolescent girl to a coeducational school or to a school which involve significant commuting time. There are also reasons for different demand for education.
Providing education at the secondary and senior secondary levels (age group 15-19) involves a significant expenditure in rural areas (Table 3 ). In this case a economically weak household may prefer to educate sons who are more likely to support them in old age. In addition, child marriages still continue despite the fact that the Child Marriage Restraint Act was enacted as far way back as in 1929. Rajasthan, Madhya Pradesh, Andhra Pradesh, Bihar and Uttar Pradesh have high incidence of child marriages, and girl child are more prone to an early marriage.
Household Fixed Effects: Gender differences within or across households?
Using individual-level data, we found that pro-male bias exist in many states (Section 4.2). However, Jensen (2002) suggests that gender inequality in outcomes could arise even in the absence of any parental bias against daughters. If parents have a strong preference for male children, they will continue child bearing until one (or their desired number of) male offspring is born. This type of fertility behavior implies that, on average, female children will have a larger number of siblings and larger household size than male children. So any observed lower educational expenditures on girls than boys could be an across-household phenomenon due to differential household sizes for girls and boys in the population. If household size is endogenously chosen in the way Jensen (2002) describes then simply controlling for household size will not be suffice. To check the robustness of our findings, we introduce household fixed effects in the individual-level analysis. Introducing household fixed effects is a powerful way of controlling for unobserved parental fertility preferences and thus for the endogeneity of household size.
We estimate three equations using individual-level data for each state : Table 6 reports coefficient of the MALE dummy in the three equations from the household fixed effects estimation. We find pro-male bias in many states in both decisions---the decision to enroll as well as the conditional and unconditional expenditure decisions---in all the three age groups, though there are some variations.
Family fixed effects (FE) results (Table 6 ) are similar but not identical to the OLS results (Table 5a ). For example, the coefficient on MALE gender dummy variable in the unconditional education expenditure equation for age 5-9 group is positive and statistically significant at the 5% level in Andhra Pradesh and Chhattisgarh in Table 5a but insignificant in Table 6 . Similarly in the other two age groups there are some differences in results between the OLS and FE approaches of Tables 5a and 6 . However, for most states, findings in the OLS individual-level analysis of Table 5a are similar to those in the family FE analysis and thus we take it that most gender differences cannot be simply attributed to differences in the household size across the population.
Does the bias in educational expenditure through school choice?
In individual-level analysis, we found that statistically significant pro-male bias in education expenditure exists in many states. Is less spent on enrolled girls than boys through differential school-type choice for the two sexes; for example, through a greater likelihood of sending boys to private schools than girls? There are three types of schools in India: government schools, private schools and government-aided schools. In government-aided schools, teachers receive their salary directly from the state and are recruited by a government appointed commission but their routine operations are governed by the private management (Kingdon, 2008) . Since in cost and teacher qualification they are similar to government schools, we combined these with government schools.
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The education expenditure is considerably higher for children attending private schools (Appendix Table A2 ) in all the states. Raw gender differences in private school attendance show that boys are significantly more likely to attend private schools in 5 states in age group 5-9, in 7 states in age group 10-14, and three states in age group 15-19.
Only in Orissa, girls in age group 15-19 are more likely to attend private school. At the all India level, while boys are more likely to attend private school in age group 5-9 and 10-14, there is no difference in private school attendance in age group 15-19. At the senior secondary level, the availability of private schools is limited in comparison to availability of private schools at lower levels. This probably is reflected in no difference in private school attendance by gender in age group 15-19.
However, school choice is determined by a number of observed and unobserved factors.
To control for observed factors, we estimate a linear probability model (LPM) of school choice on all currently enrolled children, conditioning on observed household characteristics. 12 The gender dummy variable (Male) captures the impact of gender on the choice of private schooling.
We only report the coefficient of gender dummy in Table 7 . The estimates from LPM model show that even after controlling for household level observed factors, boys are more likely to attend private schools. The pro-male bias in attendance of private school in age group 15-19 is observed in more states after controlling for observed factors. For all India, no difference in private school attendance is observed in age group 15-19; however, after controlling for observed factors, the boys are 2 percent more likely to attend private school.
To control for both observed and unobserved factors at the household-level, we reestimate the LPM models with household fixed effects. By controlling for observables and unobservables within the family, fixed-effects estimation allows us to test whether the observed pro-male bias is an across household or within household phenomenon. For this, the sample of households is restricted to only those households who had at least one child of each gender in the relevant age group and currently enrolled in school. In age groups 5-9 and 10-14 boys are five percentage points more likely to be enrolled in private schools than girls. When we allow for household fixed effects, pro-male bias is observed in more states in these age groups. Fixedeffects estimation strengthens the findings that boys are more likely to attend private schools than the girls. Thus one mechanism through which households achieve lower expenditures on education for girls is through a lower probability of sending them to private schools.
12 Independent variables include log of per capita expenditure (lpce), square of lpce, log of household size, education and occupational status of household's head, area of residence, a gender (MALE) dummy, dummies for states (in case of all India).
Conclusion
The paper revisits the issue of gender-bias in educational expenditure in India. Most of the existing literature on the gender bias in education expenditure in India uses data from the early 1990s, and concentrates on only a few states. Kingdon (2005) was the first study to use all India rural data from 1993 to study the gender-bias in education expenditure. However, since then the liberalization of the Indian economy led to rapid economic growth, reduced poverty and greatly increased school enrolment rates. This paper revisits the issue of gender-bias in educational expenditure using a recently available India Human Development Survey (IHDS-II), which was collected during 2004-05 and is representative at the state and national level. In addition to providing evidence on gender bias in both urban and rural areas of each state, the paper also establishes the progress made in gender-parity in rural India between 1993 and 2005 by comparing the results of this paper with Kingdon (2005) , which concentrated only on rural areas because of non-availability of data from urban areas.
We find that Unconditional OLS---which is what the past literature uses---is weak in detecting gender bias. Unpacking the decisions into two parts (through hurdle model) does a much better job. In addition, availability of individual level data greatly improves the ability to detect gender bias---disaggregation of data at the household level appears to mute gender effects and make it harder to detect gender bias. While we find evidence of gender bias in a few states using the household-level data and traditional Engel method, using the same methodology with individual-level data helped us to unravel gender-bias in many more states. We find little evidence of gender-bias in the enrollment decision in age group 5-9 (whether in household-level or in individual-level data), while pro-male bias in education expenditure conditional on enrollment is observed in several states.
The incidence of pro-male bias in enrollment is substantially higher in older age groups.
While in the 10-14 age group, pro-male bias in education expenditure is observed in more states than the pro-male bias in enrollment, in age group 15-19, pro-male bias is observed in more states in the enrolment decision than in the amount of expenditure incurred conditional on enrollment. Overall, the results reveal regional disparities in nature and existence of gender-bias, and between the age groups.
Evidence of greater gender-bias in higher age groups raises some important policy issues. Given the large economic returns to higher education in India (Kingdon, 2009; Colclough, Kingdon and Patrinos, 2010) , and given the benefits of higher education for economic growth and development, increasing access to higher education is increasingly an important objective of policy-makers everywhere. Given that significant pro-male bias is observed in the enrollment decision in higher age groups in many economically backward states, promoting girls' education remain an area of priority. What is more of the concern is the existence of pro-male bias in enrollment in age group 15-19 in economically well to do states such as Gujarat and Maharashtra. It remains an important question why parents are reluctant to send girl children to school in higher age groups, specifically in age group 15-19. Whether it is a supply side constraint (non availability of single sex school in rural areas that may be preferred for adolescent girls) or demand side constraints related to lingering cultural and gender norms needs to be further explored. Note: [1] . Gender gap is the difference between male and female enrolment in each age group. Positive gap implies proͲmale bias, while negative gap implies proͲfemale bias.
[2]. ** statistically significant at 5% level; *statistically significant at 10% level; N/A: not applicable. Note: [1] . Gender gap is the difference between average expenditure on male and female child in each age group. Positive gap implies proͲmale bias, while negative gap implies proͲfemale bias.
[2]. ** statistically significant at 5% level; *statistically significant at 10% level; N/A: not applicable. Note: [1] . Gender gap is the difference between average expenditure on enrolled male and female child in each age group. Positive gap implies proͲmale bias, while negative gap implies proͲfemale bias.
[2]. ** statistically significant at 5% level; *statistically significant at 10% level; N/A: not applicable. . ** statistically significant at 5% level; *statistically significant at 10% level.
[2]. The cells display 100*DME; where DME is the difference in coefficients on proportion of male and female in that particular age group. [3]. Conditional OLS equation is fitted only for households with positive education spending; the dependent variable is natural log of household education budget share. The coefficient on the gender variable is transformed so that marginal effect reported in col. 2 are comparable to those in col. 4, where the dependent variable is in absolute rather than in log terms. Col. 4 pertains to the unconditional OLS of absolute household education budget share fitted to all households, including those with zero education budget shares. PͲvalue for col. 3 is obtained by bootstrapping with 100 replications. . For combined probit+ OLS models, the PͲvalues were obtained from bootstrapping with 100 replications. [4] . The conditional OLS is fitted only for children with positive education spending, and the dependent variable is log of education spending. The coefficient of gender dummy variable were transformed so that the marginal effects reported in col. 2 are comparable to col. 4, where the dependent variable is in absolute term rather than in log terms. Col. 4 pertains to unconditional OLS of absolute education expenditure, fitted on all children, including those with zero education expenditure. . . For combined probit+ OLS models, the PͲvalues were obtained from bootstrapping with 100 replications. [4] . The conditional OLS is fitted only for children with positive education spending, and the dependent variable is log of education spending. The coefficient of gender dummy variable were transformed so that the marginal effects reported in col. 2 are comparable to col. 4, where the dependent variable is in absolute term rather than in log terms. Col. 4 pertains to unconditional OLS of absolute education expenditure, fitted on all children, including those with zero education expenditure.
[5]. For Delhi only ALL is reported, as it is predominantly urban. In case of Northeast, Uttarakhand, only results from pooled sample (ALL) is reported because of sample size considerations. . The cells show the marginal effect of gender dummy variable (Male). In col. 2, 3, and 4, the marginal effect of gender dummy variable is divided by average expenditure per enrolled child in that stateͲarea (Rural/Urban/ALL). [3]. For combined probit+ OLS models, the PͲvalues were obtained from bootstrapping with 100 replications. [4] . The conditional OLS is fitted only for children with positive education spending, and the dependent variable is log of education spending. The coefficient of gender dummy variable were transformed so that the marginal effects reported in col. 2 are comparable to col. 4, where the dependent variable is in absolute term rather than in log terms. Col. 4 pertains to unconditional OLS of absolute education expenditure, fitted on all children, including those with zero education expenditure.
[5]. For Delhi only ALL is reported, as it is predominantly urban. In case of Jammu & Kashmir, Himachal Pradesh, Northeast, Uttarakhand, results from pooled sample (ALL) is reported because of sample size considerations. 
