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Abstract
Lattice spin models in statistical physics are used to understand magnetism. Their Hamiltonians are
a discrete form of a version of a Dirichlet energy, signifying a relationship to the Harmonic map heat
flow equation. The Gibbs distribution, defined with this Hamiltonian, is used in the Metropolis-Hastings
(M-H) algorithm to generate dynamics tending towards an equilibrium state. In the limiting situation
when the inverse temperature is large, we establish the relationship between the discrete M-H dynamics
and the continuous Harmonic map heat flow associated with the Hamiltonian. We show the convergence
of the M-H dynamics to the Harmonic map heat flow equation in two steps: First, with fixed lattice
size and proper choice of proposal size in one M-H step, the M-H dynamics acts as gradient descent and
will be shown to converge to a system of Langevin stochastic differential equations (SDE). Second, with
proper scaling of the inverse temperature in the Gibbs distribution and taking the lattice size to infinity,
it will be shown that this SDE system converges to the deterministic Harmonic map heat flow equation.
Our results are not unexpected, but show remarkable connections between the M-H steps and the SDE
Stratonovich formulation, as well as reveal trajectory-wise out of equilibrium dynamics to be related to
a canonical PDE system with geometric constraints.
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1 Introduction
The Metropolis-Hastings (M-H) algorithm [13] is widely used in particle statistics for model estimations
[24, 4, 21, 3, 22]. It constructs a discrete-time Markov chain to sample a desired probability distribution
by accepting or rejecting proposed states. For applications in statistical physics, it is often the Gibbs or
canonical distribution that is to be sampled. In this case, the algorithm accepts all the proposed new states
with lower energy and often rejects the proposals with higher energy. Similar behavior can be obtained
from a Langevin Stochastic differential equation (SDE) that performs gradient descent with noise; it too has
the Gibbs distribution as its steady-state distribution. This suggests that the Langevin SDE might be the
optimal M-H algorithm in which all proposals are accepted.
For certain forms of probability distributions, the diffusion limit and therefore optimal scaling, of the
random walk M-H algorithm has been obtained in [27, 5, 23]. Specifically, for product measures in [27] and the
Gibbs distribution of a lattice model in [5], the weak convergence to Langevin diffusions have been shown by
comparing generator functions. For non-product form measures the weak convergence to a stochastic partial
differential equation was shown in [23]. These works consider the weak convergence only in equilibrium.
Subsequent works [15, 14] consider scaling limits of out of equilibrium systems approaching equilibrium.
To address the question of trajectory-wise convergence, we study the XY and the classical Heisenberg
lattice spin models [28] that play an important role in statistical physics to understand phase transitions and
other phenomena including superconductivity [20, 7]. The XY and classical Heisenberg models are defined
on a periodic d-dimensional lattice Td with δx = 1N the distance between adjacent vertices. Each spin sits
at a lattice point and is described by a unit vector σi : T
d → Sn, where n = 1 for the XY model and n = 2
for the classical Heisenberg model. The Hamiltonian of the system,
H = J
∑
<i,j>
‖σi − σj‖2, (1)
gives energy to misaligned neighboring spins where < i, j > represents nearest neighbors and J = N2−d is
a scaling factor. Denote σ as the total spin configuration of σi, i ∈ Td, the M-H algorithm accepts/rejects
based on the Gibbs distribution defined as
ρ(σ) = Z−1 exp(−βH(σ)), (2)
where β = (kBT )
−1 is the inverse temperature and Z is the normalizing factor (aka partition function). The
distribution is unaware of the confining geometry that the spins must remain in Sn. Rather, it is included
in the proposal step of the M-H algorithm. As the nearest neighbor coupling is encoded in H , it follows
naturally from our analysis here that with no accept/reject step each spin behaves like a Brownian motion
on the surface of Sn. It follows similarly from our analysis in the proof. Since the XY model and the classical
Heisenberg model are widely used to study superconductors and ferromagnets, their critical properties are
of interest. Asymptotic results on the total spin of the mean-field XY and classical Heisenberg models have
been studied by large deviation theory and Stein’s method in [17, 18]. Numerically, Monte Carlo methods
are used to verify analytical results about XY model in [22, 3] and classical Heisenberg model in [26, 6].
We will show the M-H algorithm applied to the above lattice system produces equivalent trajectories to
the overdamped Langevin equation,
dσi = P
⊥
σi(∆Nσi)dt+ P
⊥
σi
(√
N
β
dWi
)
, (3)
(interpreted in the Stratonovich sense) in the limit of small perturbations to create the proposal where
∆Nσi = −N2(2σi − σi+1 − σi−1),
2
is the discrete Laplacian and P⊥x (y) = y − (x · y)x for ‖x‖ = 1 is the projection of y onto the tangent plane
of x. The Stratonovich understanding of (3) is essential to keep the σi as unit vectors, and for more on this
equation see [1]. Under the Itoˆ understanding, an Itoˆ correction term will drop out in (3) and show naturally
in the proof in section 3. This system is the Langevin system that performs gradient descent on the energy
defined by (1) with the added constraint that σi is confined to S
n, n = 1, 2. In S2, the classical Heisenberg
model, this system is an SDE representation of the overdamped Landau-Lifshitz-Gilbert equation that has
the Gibbs distribution as its invariant measure [1, 19].
Taking the number of lattice points, N , to infinity or equivalently the lattice spacing δx = 1N to zero,
the limit of the deterministic part of (3) is the partial differential equation (PDE) called the harmonic map
heat flow equation
∂tσ = P
⊥
σ (∆σ). (4)
In the S2 case, (4) is in the form of the overdamped Landau-Lifshitz equation [9]
∂tσ = −σ × (σ ×∆σ). (5)
In [10] this Landau-Lifshitz equation was shown to be equivalent to the Harmonic map heat flow from
T
d → S2. With the scaling J = N2−d, the Hamiltonian in (1) is the discrete form of the Dirichlet energy,∫
Ω |∇σ|2dΩ, for this harmonic map heat flow. This suggests that by decreasing the temperature, the out of
equilibrium dynamics of the M-H algorithm converge to the deterministic flow of (5) with large N for the
classical Heisenberg model. We will show this equivalence by showing the convergence of the system of SDE
(3) to the PDE (4) in the limit of large N with an appropriate scaling of the temperature to zero with N .
One method to obtain the deterministic limit of a stochastic system is to consider the hydrodynamic
limit with relative entropy bound [11, 30, 8]. Due to the geometric constraint in XY and classical Heisenberg
model, it is difficult to calculate the averages with respect to the Gibbs states as in [11, 30, 8] if the spin is
expressed in Cartesian coordinates. One might try to use polar coordinates to do window averaging but the
potential is not convex as in [8]. Since the hydrodynamic limit for XY and classical Heisenberg model are
not fully understood, we choose an alternative way of taking inverse temperature β to infinity along with
particle number N →∞.
One difficulty in the proof comes from the constraint of the spins staying as unit vectors. This requires a
normalising step in the M-H algorithm and makes the calculation complicated. We take the Taylor expansion
of the M-H step and approximate it as a linear step. This truncation of the spin vector does not stay on
the sphere but the error for the subsequent steps is shown to converge in the limit as N → ∞ with our
system size dependent choice of parameters. Moreover, in the weak convergence result of M-H dynamics to
diffusion process [27, 5, 23], the assumption of equilibrium is essential to bound the error terms. The result
here only assumes that we are starting the M-H dynamics (and thus the SDE system) from a deterministic
initial condition satisfying a certain regularity condition and then evolving into equilibrium. To bound the
error terms, the scaling chosen here is worse than in the previously mentioned papers and is likely not be
optimal. We will use numerical simulations to explore how tight these bounds appear to be.
The remainder of the paper is as follows. In Section 2 we present the main results in two parts. First, the
convergence of M-H dynamics to the SDE system (3) as the proposal size of M-H step goes to zero is stated,
then the convergence of the SDE system (3) to the deterministic PDE (4) as the lattice size goes to infinity
and temperature to zero is stated. The key steps of the proof are given in Sections 3 and 4 for the more
complicated classical Heisenberg model from T1 → S2 with details appearing in the Appendix. The proof for
XY model follows similarly. For the M-H to SDE (3) proof in Section 3, we apply a similar approach as in
[23], by first Taylor expanding the M-H step, keeping only the first three terms, then computing the required
conditional expectations with respect to the Gaussian random variables to obtain the drift and diffusion
terms of an Euler step for the diffusion process. Then, the difference between the M-H and SDE dynamics in
L2 norm is bounded by a Gro¨nwall inequality. For the SDE (3) to PDE (5) proof in Section 4, we compare
the SDE system with the finite difference approximation of the Landau-Lifshitz equation. The difference
between the SDE and ODE system is governed by another diffusion process. We will rescale this process
and show the rescaled error is bounded for a long time using stopping time. These convergence results are
supported by numerical simulations of the systems in Section 5. Conclusions are presented in Section 6.
Remark 1.1. We only show the case T1 → S2. The calculation could be generalised for other cases of
T
d → S2 quite similarly.
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2 Main Results
In this section we will explain how we apply M-H algorithm to the XY and classical Heisenberg models, and
state our main results. Our first result is that the M-H dynamics is close to a stochastic Euler scheme for
the SDE (3) in Itoˆ understanding. The bound on the error between the M-H dynamics and the SDE (3) is
accomplished using arguments similar to the convergence of the stochastic Euler method. Our second result
bounds the error between the SDE system and the finite difference approximation of the harmonic map heat
flow equation (4).
2.1 Metropolis-Hastings step
Here, we explicitly state the M-H dynamics for XY and classical Heisenberg models we consider with Hamil-
tonian given by (1) for the case d = 1.
Consider a set of spins evolving in time, σni for particle i = 1 . . .N and time step n ≥ 0 with time step
size δt. To create the proposal, take the normal random vector
wni =
(
z1
z2
)
, with z1, z2 ∼ N (0, 1)
for the XY model and three-dimensional normal random vector
wni =

z1z2
z3

 , with z1, z2, z3 ∼ N (0, 1),
for the classical Heisenberg model. Then project to the tangent plane of σni to get the random vector
νni = P
⊥
σni
(wni ) = w
n
i − (wni , σni )σni . Since we are trying to get a trajectory-wise convergence result, it is
convient to imbed the M-H algorithm and the SDE dynamics in the same probability space. To this end, we
define
wni ≡
Wi((n+ 1)δt)−Wi(nδt)√
δt
,
where Wi, 1 ≤ i ≤ N are the Brownian motion in (3). At time step n the proposal for next time step is
σ˜ni = expσni (εν
n
i ), 1 ≤ i ≤ N, (6)
with expσni the exponential map and ε the proposal size. The values σ
n and σ˜n are used to denote the total
spin configuration σni , 1 ≤ i ≤ N at time step n and the total proposal spin configuration σ˜ni , 1 ≤ i ≤ N .
The proposal σ˜n is accepted with probability
α = 1 ∧ e−βδH , (7)
and rejected otherwise, where
δH = H(σ˜n)−H(σn) =
N∑
j=1
∂H
∂σnj
· (σ˜nj − σnj ) + 2J
N∑
j=1
(σ˜nj − σnj ) · (σ˜nj − σnj )
−J
N∑
j=1
(σ˜nj − σnj ) · (σ˜nj+1 − σnj+1 + σ˜nj−1 − σnj−1)
(8)
4
is the difference between the Hamiltonian (1) of the proposal σ˜n and of the current spin configuration σn.
Then
σn+1 = κnσ˜
n + (1− κn)σn, κn ∼ Bernoulli(α(σ˜n, σn)).
Repeating this step, we create a discrete Markov process at time steps n+ 1, n+ 2, . . . and we will show
the convergence of the Markov chain to the solution to the Langevin SDE system (3).
Remark 2.1. In fact, either choice of the following projection gives us the same result for the classical
Heisenberg model
P⊥σni (w
n
i ) =
{
σni × wni
−σni × (σni × wni ) = wni − σni (σni )Twni
as both lead to random walk on the sphere (see Appendix C).
2.2 Convergence of Metropolis dynamics to SDE system
First we are going to show the convergence from M-H dynamics to Langevin SDEs with fixed number of
particles N as the proposal size ε → 0. Intuitively, using the Taylor series truncation of the proposal, the
approximation of one M-H step leads to an expression that looks like one Euler step for simulating the SDE
(3) in Itoˆ sense.
Let Ft denote the filtration generated by the Brownian motion Wi in (3) and Bernoulli random variables
κn at nδt, we denote the conditional expectation E [·|Fnδt] by En [·].
The drift over one step of the Metropolis-Hastings algorithm for the i-th particle for small ε is approxi-
mated by
En
[
σn+1i − σni
] ≈ −1
2
βε2P⊥σni
(
∂H
∂σni
)
− ε2σni , (9)
where P⊥σni = I − σni (σni )T is the projection onto the tangent plane of σni .
Denoting the noise contribution over one step as
Γni ≡ σn+1i − σni − En
[
σn+1i − σni
]
, (10)
it is approximated by
Γni ≈ ενni = εP⊥σni (w
n
i ). (11)
Thus, one step of the Metropolis-Hastings algorithm is approximately given by
σn+1i − σni ≈ −
1
2
βε2P⊥σni
(
∂H
∂σni
)
− ε2σni + P⊥σni (εw
n
i ). (12)
Defining βε2 = Nδt where δt is the time step size, the above equation changes to
σn+1i ≈ σni −
1
2
NP⊥σni
(
∂H
∂σni
)
δt− N
β
σni δt+ P
⊥
σni
(√
N
β
wni
√
δt
)
. (13)
Since ∂H∂σni
= 2J(2σni − σni+1 − σni−1) and J = N when d = 1, the above is the Euler step for the Langevin
SDE (3) in Itoˆ interpretation
dσi = P
⊥
σi (∆Nσi) dt−
N
β
σidt+ P
⊥
σi
(√
N
β
dWi
)
. (14)
This intuitive idea leads to the first result:
Theorem 2.1. Define the piecewise constant interpolation of M-H dynamics as σ¯i(t),
σ¯i(t) = σ
n
i nδt ≤ t < (n+ 1)δt, (15)
5
and σi(t) as the solution for the Langevin SDE system (14) with initial condition ‖σi(0)‖ = 1, 1 ≤ i ≤ N . If
we think of the proposal in M-H step coming from the noise εwni =
√
Nβ−1 [Wi((n+ 1)δt)−Wi(nδt)], then
we have the following strong convergence result:
E
[
sup
0≤s≤t
‖σi(s)− σ¯i(s)‖2
]
≤ C1
√
δt exp(C2T ), t ∈ [0, T ], 1 ≤ i ≤ N, (16)
for any T ∈ (0,∞), where C1, C2 are functions of N, β, J, T and independent of the choice of i and δt.
Remark 2.2. The equation (14) is equivalent to the SDE in Stratonovich sense (3) which gives d‖σi‖2 =
2σi · dσi = 0 to make σi stay on the unit sphere.
Remark 2.3. Theorem 2.1 is a trajectory-wise convergence result.
2.3 Convergence of SDE system to the Landau-Lifshitz equation
Notice in the SDE (14), if β is chosen to be β = Nγ , γ > 1, formally the noise part disappears with N →∞.
This gives the idea of the second result:
Theorem 2.2. For the harmonic map heat flow equation (4) with periodic boundary condition and initial
condition satisfing
‖σ(·, 0)‖ = 1, ‖∇σ(·, 0)‖ ≤ λ, (17)
for some λ as in [10], the solution exists and is smooth. Denote the finite difference approximation of (4) as
dσ˜i = P
⊥
σ˜i(∆N σ˜i), ‖σ˜i‖ = 1 (18)
and ‖σ˜i(t) − σ(iδx, t)‖ → 0 on any fixed time interval where the solution remains well defined, when the
space discretization δx = 1N goes to zero [29, Theorem 1].
For any 0 < p < 12 , there exist a constant γ > 1, β = N
γ and constants C1, C2 independent of N , such
that if ((
N
β
)1−p
T + C1
1
N
(
N
β
)1−2p)
eC2T ≤ 1,
then the difference between the SDE (14) and the finite difference approximation (18) has the following bound
E
[
sup
0≤s≤t
1
N
N∑
i=1
‖σi(s)− σ˜i(s)‖2
]
≤
(
N
β
)p/2
, t ∈ [0, T ]. (19)
As γ > 1, Nβ is small when N is large, so the difference between the SDE system and finite difference
approximation of the PDE is bounded by a small term for a long time T that goes to ∞ with N →∞. The
solution for PDE is smooth so the finite difference approximation is close to the PDE solution as shown in
[29].
Remark 2.4. The choice of γ depends on p with the following relation
(
N
β
)p/2
N3 ≤ 1.
For a uniform bound in 0 ≤ t ≤ T , we need p < 12 so γ > 13. For a bound with some fixed t ∈ [0, T ], we
only need p < 1 and γ > 7. We do not believe this bound is sharp for the convergence result at all, which
will be addressed in Section 5 when we perform numerical simulations of these models. We find that γ = 32
is enough to see convergence in our numerical simulations.
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3 Metropolis-Hastings dynamics to SDE system
In this section the convergence of the M-H algorithm to the SDE (14) for the classical Heisenberg model
will be shown by calculating the drift and diffusion of one M-H step, which is approximately a stochastic
Euler step for (14). Then the error estimation of stochastic Euler’s method is used to give a bound on the
difference between M-H and SDE dynamics with proposal size ε→ 0. Here the basic steps are outlined, the
detail of error estimation is given in Appendix A.
Remark 3.1. The proof for the XY model will be similar, one only needs to change the random vector νni
on the tangent plane as a two-dimensional vector.
3.1 Set-up
In the calculation to follow, we have the following assumptions and notations.
The number of the particles N on unit length is fixed and the limiting case ε→ 0 is considered. We have
β, J as functions of N so they are also regarded as constant.
In the calculation, the proposal σ˜ni is approximated by normalizing σ
n
i + εν
n
i
σ˜ni = expσni (εν
n
i ) ≈
σni + εν
n
i
‖σni + ενni ‖
.
By Taylor expanding
σni +εν
n
i
‖σni +ενni ‖ , the proposal σ˜
n
i can be approximated by order ε and ε
2 expansion
σ˜ni ≈ σni + ενni ,
σ˜ni ≈ σni + ενni −
1
2
ε2(νni · νni )σni .
(20)
The proof of the following Lemma is shown in Appendix A.
Lemma 3.1. Denote
ani ≡ σ˜ni −
σni + εν
n
i
‖σni + ενni ‖
,
cni ≡ σ˜ni − (σni + ενni ),
dni ≡ σ˜ni −
(
σni + εν
n
i −
1
2
ε2(νni · νni )σni
)
.
Then E
[‖ani ‖k] ≤ Akε3k,E [‖cni ‖k] ≤ Ckε2k and E [‖dni ‖k] ≤ Dkε3k.
Using the approximation (20), δH in (8) can be written as
δH = ε
∂H
∂σni
· νni +Rni + hni ≈ O(ε),
Rni ≡ ε
∑
j 6=i
∂H
∂σnj
· νnj ≈ O(ε),
hni ≡
∑
j
∂H
∂σnj
· cnj + 2J
∑
j
δσnj · δσnj − J
∑
j
δσnj · (δσnj+1 + δσnj−1) ≈ O(ε2),
(21)
and we only keep the ε term in δH in the following calculation so δH is approximated by a normal random
variable. We are going to show the calculation for one specific particle i so we take i-th term ∂H∂σni
· νni and
the summation of j 6= i terms as a single term Rni .
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3.2 Drift
Proposition 3.1. Let {σn} be the Markov chain given by the Metropolis-Hastings algorithm, and {σni } the
spin for i-th particle at time step n. Then
En
[
σn+1i − σni
]
= −1
2
βε2P⊥σni
(
∂H
∂σni
)
− ε2σni + θni , (22)
where the error term
θni ≡ En
[
σn+1i − σni
]− (−1
2
βε2P⊥σni
(
∂H
∂σni
)
− ε2σni
)
(23)
satisfies E
[‖θni ‖2] ≤ Cε6.
In the calculation we keep the order ε2 term. The remainder is order ε3 and will be shown to be bounded
in the error estimation for M-H and SDE dynamics. The basic steps are given in the following calcuation,
for details of the error estimation see Appendix A.
Since σn+1i = expσni (εν
n
i ) with probability 1 ∧ e−βδH and stay σni otherwise,
En
[
σn+1i − σni
]
= En
[(
expσni (εν
n
i )− σni
) (
1 ∧ e−βδH)]
≈ En
[(
ενni −
ε2
2
(νni · νni )σni + dni
)(
1 ∧ e−βδH)]
= εEn
[
νni
(
1 ∧ e−βδH)]− ε2
2
En
[
(νni · νni )σni
(
1 ∧ e−βδH)]+ En [dni (1 ∧ e−βδH)] .
(24)
We drop the third term in the last line of (24) as it is an ε3 term:
E
[∥∥dni (1 ∧ e−βδH)∥∥] ≤ E [‖dni ‖] ≤ Cε3,
since 0 < |1 ∧ e−βδH | < 1.
For the second term in the last line of (24), since 1 ∧ e−βδH ≈ 1 +O(ε) we have that
ε2
2
En
[
(νni · νni )σni
(
1 ∧ e−βδH)] = En
[
ε2
2
(νni · νni )σni
]
+O(ε3) = ε2σni +O(ε
3).
This corresponds to the Itoˆ correction for (3).
The first term in the last line of (24) is the most difficult one to approximate. Using the notation in (21)
1 ∧ e−βδH = 1 ∧ e−β
(
ε ∂H
∂σn
i
·νni +Rni +hni
)
≈ 1 ∧ e−β
(
ε ∂H
∂σn
i
·νni +Rni
)
+O(ε2),
since hni ≈ O(ε2), to write it as
En
[
ενni
(
1 ∧ e−βδH)] = En
[
ενni
(
1 ∧ e−β
(
ε ∂H
∂σn
i
·νni +Rni
))]
+O(ε3).
For any orthonormal basis {b1, b2, b3} in R3, the normal random vector wni can be expressed as
wni = (w
n
i · b1)b1 + (wni · b2)b2 + (wni · b3)b3
and (wni ·b1), (wni ·b2), (wni ·b3) are independent standard normal random variables. Denote r1 = (wni ·b1), r2 =
(wni · b2), r3 = (wni · b3),wni = r1b1+ r2b2+ r3b3. Choose b1, b2 two orthonormal vectors on the tangent plane
of σni and b3 = σ
n
i ,
νni = Pσni (w
n
i ) = r1b1 + r2b2,
where r1, r2 ∼ N (0, 1) are independent. Then,
En
[
ενni
(
1 ∧ e−β
(
ε ∂H
∂σn
i
·νni +Rni
))]
=En
[
εr1b1
(
1 ∧ e−β
(
εr1
∂H
∂σn
i
·b1+εr2 ∂H∂σn
i
·b2+Rni
))]
+ En
[
εr2b2
(
1 ∧ e−β
(
εr1
∂H
∂σn
i
·b1+εr2 ∂H∂σn
i
·b2+Rni
))]
.
(25)
The two terms on the right are similar in form so we only show the calculation for the first one and the
second one follows similarly.
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Remark 3.2. For the XY model, the projection of the normal random vector onto the tangent plane of σni
is represented by the form r1b1, where r1 ∼ N(0, 1). The other parts of the calculation basically stays the
same.
Using tower property of conditional expectation for the first term on the RHS of (25), we have
En
[
εr1b1
(
1 ∧ e−β
(
εr1
∂H
∂σn
i
·b1+εr2 ∂H∂σn
i
·b2+Rni
))]
= En
{
En
[
εr1b1
(
1 ∧ e−β
(
εr1
∂H
∂σn
i
·b1+εr2 ∂H∂σn
i
·b2+Rni
)) ∣∣∣r2, Rni
]}
.
We recall the following Lemma 2.4 in [23]. (See also [27].)
Lemma 3.2. For z ∼ N (0, 1),
E
[
z
(
1 ∧ eaz+b)] = ae a22 +bΦ(− b|a| − |a|
)
, (26)
for any real constants a, b, and Φ(·) is the CDF for the standard normal random variable.
The proof of this Lemma is the direct result of the integration for the expectation. And the Lemma gives
En
[
εr1b1
(
1 ∧ e−β
(
εr1
∂H
∂σn
i
·b1+εr2 ∂H∂σn
i
·b2+Rni
)) ∣∣∣r2, Rni
]
= −βε2
(
∂H
∂σni
· b1
)
b1e
(
βε ∂H
∂σn
i
·b1
)2
2 −βεr2 ∂H∂σn
i
·b2−βRni Φ

εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1
∣∣∣ −
∣∣∣∣βε ∂H∂σni · b1
∣∣∣∣

 .
(27)
Before taking the expectation over r2, we further simplify this expression by noting that e
O(ε) = 1 + O(ε)
resulting in
En
[
εr1b1
(
1 ∧ e−β
(
εr1
∂H
∂σn
i
·b1+εr2 ∂H∂σn
i
·b2+Rni
)) ∣∣∣r2, Rni
]
≈
(
−βε2
(
∂H
∂σni
· b1
)
b1 +O(ε
3)
)Φ

εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1
∣∣∣

+O(ε)

 . (28)
For a mean zero Gaussian random variable z, we know
E [Φ(z)] = E
[
Φ(z)− 1
2
+
1
2
]
=
∫ ∞
−∞
(
Φ(z)− 1
2
+
1
2
)
p(z)dz =
1
2
,
as Φ(z)− 12 is an odd function and the probability density function p(z) is even.
Notice that Rni = ε
∑
j 6=i
∂H
∂σnj
· νnj is a sum of independent mean zero Gaussian random variables, so
εr2
∂H
∂σni
· b2 +Rni is a Gaussian random variable with mean 0, therefore
En

−βε2( ∂H
∂σni
· b1
)
b1Φ

εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1
∣∣∣



 = −1
2
βε2
(
∂H
∂σni
· b1
)
b1.
The second term on the RHS of (25) follows similarly,
En
[
εr2b2
(
1 ∧ e−β
(
εr1
∂H
∂σn
i
·b1+εr2 ∂H∂σn
i
·b2+Rni
))]
= −1
2
βε2
(
∂H
∂σni
· b2
)
b2 +O(ε
3).
Combining the above
En
[
σn+1i − σni
] ≈ −1
2
βε2P⊥σni
(
∂H
∂σni
)
− ε2σni ,
where ∂H∂σni
= JN2∆Nσ
n
i and ∆Nσ
n
i = N
2(σni+1 + σ
n
i−1 − 2σni ) denotes the discrete Laplacian.
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3.3 Diffusion
Recall Γni in (10),
Γni =
{
ενni + c
n
i − En
[
σn+1i − σni
]
with probability α
−En
[
σn+1i − σni
]
with probability 1− α
with accept rate α in (7). Since En
[
σn+1i − σni
]
is an order ε2 term and α ≈ 1 with small ε, we are going to
show
Γni ≈ ενni .
Proposition 3.2. The diffusion term
Γni = σ
n+1
i − σni − En
[
σn+1i − σni
]
= ενni + φ
n
i , (29)
where
φni ≡ Γni − ενni = σn+1i − σni − En
[
σn+1i − σni
]− νni (30)
is a random variable with mean E [φni ] = 0, variance E
[‖φni ‖2] ≤ Cε3, and covariance E [φni · φmi ] = 0 for
n 6= m.
Proof. For the mean
φni = σ
n+1
i − σni − En
[
σn+1i − σni
]− ενni ,
then E [φni ] = E
[
σn+1i − σni − En
[
σn+1i − σni
]− ενni ] = 0.
For the variance,
E
[‖φni ‖2] =E
[∥∥∥expσni (ενni )− σni − En [σn+1i − σni ]− ενni
∥∥∥2 (1 ∧ e−βδH)]
+ E
[∥∥−ενni − En [σn+1i − σni ]∥∥2 (1− (1 ∧ e−βδH))]
=E
[∥∥cni − En [σn+1i − σni ]∥∥2 (1 ∧ e−βδH)]
+ E
[∥∥−ενni − En [σn+1i − σni ]∥∥2 (1− (1 ∧ e−βδH))] .
(31)
The first term in the last line of (31)
E
[∥∥cni − En [σn+1i − σni ]∥∥2 (1 ∧ e−βδH)] ≤ E [∥∥cni − En [σn+1i − σni ]∥∥4] 12 E [(1 ∧ e−βδH)2] 12
C
(
E
[‖cni ‖4]+ E [∥∥En [σn+1i − σni ]∥∥4]) 12
≤ Cε4,
as En
[
σn+1i − σni
]
= − 12βε2P⊥σni
(
∂H
∂σni
)
− ε2σni +O(ε3) and E
[‖cni ‖4] ≤ Cε8 shown in Appendix A.
For the second term in the last line of (31), since
∣∣1− (1 ∧ e−βδH)∣∣ = ∣∣e0 − e0∧(−βδH)∣∣ ≤ |βδH |, we
observe
E
[∥∥−ενni − En [σn+1i − σni ]∥∥2 (1− (1 ∧ e−βδH))] ≤ E [∥∥−ενni − En [σn+1i − σni ]∥∥4] 12 E [|βδH |2] 12 ≤ Cε3,
for some constant C, since −ενni − En
[
σn+1i − σni
]
= −ενni + O(ε2) and δH = ε
∑
j
∂H
∂σnj
· νnj + O(ε2) are
both order ε term.
Combining the above, the variance in (31) is bounded by E
[‖φni ‖2] ≤ Cε3.
For the covariance of φni , φ
m
i at different time steps n > m, and ζ = x, y, z denotes the coordinates of the
vector,
E
[
φni,ζφ
m
i,ζ
]
= E
[
En
[
φni,ζφ
m
i,ζ
]]
= E
[
φmi,ζEn
[
φni,ζ
]]
= E
[
φmi,ζ0
]
= 0.
Remark 3.3. In fact, the error term is E
[‖φni ‖2] ∼ O(ε3) and this determines the order of the convergence
in Theorem 2.1. The detail of calculation is given in Appendix A.3.
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3.4 Error Estimation
For the error estimation, we apply similar techniques as in the proof of stochastic Euler’s method.
Take σi, σ¯i as in Theorem 2.1. For simplicity we denote µi(σ) = P
⊥
σi(∆Nσi)−Nβ σi, ψi(σ) =
√
Nβ(I−σiσTi )
the coefficients in (14). When N, J, β are fixed and ‖σi‖ = 1, the coefficient µ, ψ are Lipschitz continuous in
each coordinates of x. From Theorem 5.2.1 in [25], the SDE system has a unique solution.
Now we have the following estimate on the error.
Proposition 3.3. Define the error e(t) between M-H interpolation σ¯i and SDE (14) solution σi as
e(t) ≡ sup
1≤i≤N,0≤s≤t
E
[
‖σi(s)− σ¯i(s)‖2
]
. (32)
For any fixed T > 0, e(t) is bounded by
e(t) ≤ C(N, J, β, T )
√
δt t ∈ [0, T ]. (33)
Proof. For the proof we are going to show e(t) satisfies the Gro¨nwall inequality (Ci denotes some constant
bound):
e(t) ≤ (C1T + C2)
∫ t
0
e(s)ds+
(
C3
√
δt+ C4δt+ C5δ
2
t
)
, (34)
so e(t) ≤
(
C3
√
δt+ C4δt+ C5δt
2
)
exp (C1T (T + C2)).
Since σ¯i(t) = σ
⌊ tδt⌋
i = σ
0
i +
∑⌊ sδt⌋−1
j=0
(
σj+1i − σji
)
and both σi, σ¯i start from the same initial condition,
from definition of e(t) and θni in (23), Γ
n
i in (10), φ
n
i in (30):
e(t) = sup
1≤i≤N,0≤s≤t
E
[
‖σi(s)− σ¯i(s)‖2
]
= sup
1≤i≤N,0≤s≤t
E


∥∥∥∥∥∥∥
∫ s
0
µi
(
σ(u)
)
du+
∫ s
0
ψi
(
σ(u)
)
dWi(u)−
⌊ sδt⌋−1∑
j=0
(
En
[
σj+1i − σji
]
+ Γji
)∥∥∥∥∥∥∥
2

= sup
1≤i≤N,0≤s≤t
E


∥∥∥∥∥∥∥
∫ s
0
µi
(
σ(u)
)
du+
∫ s
0
ψi
(
σ(u)
)
dWi(u)−
⌊ sδt⌋−1∑
j=0
(
µi(σ
j)δt+ ενji + θ
j
i + φ
j
i
)∥∥∥∥∥∥∥
2

(35)
where µi(σ
j)δt =
∫ (j+1)δt
jδt µi
(
σ¯(u)
)
du and ενji =
∫ (j+1)δt
jδt ψi
(
σ¯(u)
)
dWi. Applying Ho¨lder’s inequality and
E
[|X + Y |2] ≤ 2E [X2 + Y 2] produces
e(t) ≤ C sup
1≤i≤N,0≤s≤t
E


∥∥∥∥∥
∫ ⌊ sδt⌋δt
0
µi
(
σ(u)
)− µi(σ¯(u))du
∥∥∥∥∥
2
+
∥∥∥∥∥
∫ ⌊ sδt⌋δt
0
(
ψi
(
σ(u)
)− ψi(σ¯(u)))dWi
∥∥∥∥∥
2
+
∥∥∥∥∥
∫ s
⌊ sδt⌋δt
µi
(
σ(s)
)
ds
∥∥∥∥∥
2
+
∥∥∥∥∥
∫ s
⌊ sδt⌋δt
ψi
(
σi(s)
)
dWi
∥∥∥∥∥
2
+
∥∥∥∥∥∥∥
⌊ sδt⌋−1∑
j=0
θji
∥∥∥∥∥∥∥
2
+
∥∥∥∥∥∥∥
⌊ sδt⌋−1∑
j=0
φji
∥∥∥∥∥∥∥
2
 . (36)
Using Ho¨lder inequality for the first term in (36) with the coordinate ζ = x, y, z
∣∣∣∣∣
∫ ⌊ sδt⌋δt
0
µi,ζ
(
σ(u)
)− µi,ζ(σ¯(u))du
∣∣∣∣∣
2
≤
∫ ⌊ sδt⌋δt
0
(
µi,ζ
(
σ(u)
)− µi,ζ(σ¯(u)))2du
∫ ⌊ sδt⌋δt
0
12du,
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since µi is Lipschitz,
∫ ⌊ sδt⌋δt
0
(
µi,ζ
(
σ(u)
)− µi,ζ(σ¯(u)))2du ≤ C1
∫ ⌊ sδt⌋δt
0
(
σi,ζ(u)− σ¯i,ζ(u)
)2
du,
combine ζ = x, y, z terms,
sup
1≤i≤N,0≤s≤t
E


∥∥∥∥∥
∫ ⌊ sδt⌋δt
0
µi
(
σ(u)
)− µi(σ¯(u))du
∥∥∥∥∥
2

 ≤ C1t
∫ t
0
e(s)ds.
Applying Itoˆ isometry to the second term of (36) for the x coordinate
E

(∫ ⌊ sδt⌋δt
0
ψi
(
σ(u)
)− ψi(σ¯(u))dWi(u)
)2
x


= E


(∫ ⌊ sδt⌋δt
0
σ¯xi (σ¯
x
i dW
x
i + σ¯
y
i dW
y
i + σ¯
z
i dW
z
i )− σxi (σxi dW xi + σyi dW yi + σzi dW zi )
)2
= E


(∫ ⌊ sδt⌋δt
0
(σ¯xi )
2 − (σxi )2dW xi
)2
+
(∫ ⌊ sδt⌋δt
0
σ¯xi σ¯
y
i − σxi σyi dW yi
)2
+
(∫ ⌊ sδt⌋δt
0
σ¯xi σ¯
z
i − σxi σzi dW zi
)2
= E
[∫ ⌊ sδt⌋δt
0
(
(σ¯xi )
2 − (σxi )2
)2
du+
∫ ⌊ sδt⌋δt
0
(σ¯xi σ¯
y
i − σxi σyi )2 du+
∫ ⌊ sδt⌋δt
0
(σ¯xi σ¯
z
i − σzi σzi )2 du
]
.
Since (
(σ¯xi )
2 − (σxi )2
)2 ≤ (|σ¯xi |+ |σxi |)2(σ¯xi − σxi )2 ≤ 4(σ¯xi − σxi )2,
(σ¯xi σ¯
y
i − σxi σyi )2 =
(
(σ¯xi − σxi )σ¯yi + σxi (σ¯yi − σyi )
)2 ≤ 2(σ¯xi − σxi )2(σ¯yi )2 + 2(σxi )2(σ¯yi − σyi )2,
(σ¯xi σ¯
z
i − σxi σzi )2 =
(
(σ¯xi − σxi )σ¯zi + σxi (σ¯zi − σzi )
)2 ≤ 2(σ¯xi − σxi )2(σ¯zi )2 + 2(σxi )2(σ¯zi − σzi )2,
then
E


(∫ ⌊ sδt⌋δt
0
ψi
(
σ(u)
)− ψi(σ¯(u))dWi(u)
)2
x

 ≤ CE
[∫ ⌊ sδt⌋δt
0
(σ¯xi − σxi )2 + (σ¯yi − σyi )2 + (σ¯zi − σzi )2ds
]
and y, z coordinates of the second term in (36) are similar. Summing up x, y, z coordinates, the second term
in (36) is bounded by
sup
1≤i≤N,0≤s≤t
E


∥∥∥∥∥
∫ ⌊ sδt⌋δt
0
(
ψi
(
σ(u)
)− ψi(σ¯(u)))dWi
∥∥∥∥∥
2

 ≤ C2
∫ t
0
e(s)ds.
For the third term in (36) ∥∥∥∥∥
∫ s
⌊ sδt⌋δt
µi
(
σ(s)
)
ds
∥∥∥∥∥
2
≤ C3δt2,
since ‖σi‖ = 1 and s−
⌊
s
δt
⌋
δt ≤ δt.
Apply Itoˆ isometry again for the fourth term in (36),
E


∥∥∥∥∥
∫ s
⌊ sδt⌋δt
ψi
(
σi(s)
)
dWi
∥∥∥∥∥
2

 ≤ C4δt.
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From Cauchy inequality and E
[∥∥∥θji∥∥∥2
]
≤ Cε6 in Proposition 3.1, the fifth term in (36) is bounded by
E


∥∥∥∥∥∥∥
⌊ sδt⌋−1∑
j=0
θji
∥∥∥∥∥∥∥
2
 ≤ ⌊ s
δt
⌋ ⌊ sδt⌋−1∑
j=0
E
[∥∥∥θji∥∥∥2
]
≤ C5
(⌊
t
δt
⌋)2
ε6 = C6δt.
From Proposition 3.2, E
[
φji · φki
]
≤ Cδjkε3 with δjk the Kronecker delta, the sixth term in (36)
E


∥∥∥∥∥∥∥
⌊ sδt⌋−1∑
j=0
φji
∥∥∥∥∥∥∥
2
 =
⌊ sδt⌋−1∑
j=0
E
[∥∥∥φji∥∥∥2
]
≤ C7
⌊
t
δt
⌋
ε3 ≤ C8
√
δt.
Combining all above, we get the Gro¨nwall inequality (34).
Remark 3.4. In Gro¨nwall inequality, the C3
√
δt term decides the order of convergence. It comes from
E
[∥∥∥∥∑⌊ sδt⌋−1j=0 φji
∥∥∥∥
2
]
, which we show as O(ε3) term in A.3.
With Proposition 3.3, we can get a uniform bound by using Doob’s martingale inequality in [25] for a
nonnegative submartingale Xt and constant p > 1:
E
[∣∣∣∣ sup
0≤s≤t
Xs
∣∣∣∣
p]1/p
≤ p
p− 1E [|Xt|
p]
1/p
. (37)
Proposition 3.4. Define the error between M-H and SDE dynamics for i-th spin as
ei(t) = E
[
sup
0≤s≤t
‖σi(s)− σ¯i(s)‖2
]
t ∈ [0, T ], 1 ≤ i ≤ N, (38)
for any T ∈ R+. There exists some constant C as a function of T,N, J, β and independent of i, δt,
ei(t) ≤ C
√
δt. (39)
for any t ∈ [0, T ].
Proof. Similar to (36) in Proposition 3.3, we have
E
[
sup
0≤s≤t
‖σi − σ¯i‖2
]
≤ CE

 sup
0≤s≤t
∥∥∥∥∥
∫ ⌊ sδt⌋δt
0
µi(σ)− µi(σ¯)du
∥∥∥∥∥
2
+ sup
0≤s≤t
∥∥∥∥∥
∫ s
⌊ sδt⌋δt
µi(σ¯)du
∥∥∥∥∥
2
+ sup
0≤s≤t
∥∥∥∥∥
∫ ⌊ sδt⌋δt
0
ψi(σ) − ψi(σ¯)dWi +
∫ s
⌊ sδt⌋δt
ψi(σ)dWi
∥∥∥∥∥
2
+ sup
0≤s≤t


⌊ sδt⌋−1∑
j=0
θji


2
+ sup
0≤s≤t


⌊ sδt⌋−1∑
j=0
φji


2
 ,
(40)
and each term on the RHS will be bounded by C
√
δt for some constant C.
Applying Ho¨lder’s inequality for the first term in (40):
E

 sup
0≤s≤t
∥∥∥∥∥
∫ ⌊ sδt⌋δt
0
µi(σ)− µi(σ¯)du
∥∥∥∥∥
2

 ≤ E
[
sup
0≤s≤t
t
∫ ⌊ sδt⌋δt
0
‖µi(σ)− µi(σ¯)‖2du
]
≤ E
[
t
∫ t
0
‖µi(σ) − µi(σ¯)‖2du
]
≤ Ct2
i+1∑
j=i−1
sup
0≤s≤t
E
[‖σi(s)− σ¯i(s)‖2]
≤ Ct2
√
δt.
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The last inequality is from sup0≤s≤t,1≤i≤N E
[‖σi(s)− σ¯i(s)‖2] ≤ C√δt in Proposition 3.3.
For the second term in (40), the length of integral is smaller than δt and ‖µi(σ)‖ ≤ C as ‖σi‖ = 1, so
sup
0≤s≤t
∥∥∥∥∥
∫ s
⌊ sδt⌋δt
µi(σ¯)du
∥∥∥∥∥
2
≤ Cδt2. (41)
The integral in the third term of (40) is a martingale. For ζ = x, y, z, denote
Mt,ζ ≡
(∫ ⌊ sδt⌋δt
0
ψi(σ)− ψi(σ˜)dWi −
∫ s
⌊ sδt⌋δt
ψi(σ˜i)dWi
)
ζ
.
This is a Martingale and Xt = |Mt,ζ| is a nonnegative submartingale, hence by Doob’s inequality (37)
E
[
‖ sup
0≤s≤t
Xs‖2
]
≤ 4E [‖Xt‖2] .
For a nonnegative submartingale Xt
E
[
sup
0≤s≤t
X2s
]
= E
[(
sup
0≤s≤t
Xs
)2]
≤ CE [X2t ] = CE [M2t,ζ] .
Applying Itoˆ isometry for the last term similar to the proof of Proposition 3.3 and summing for all coordinates
ζ = x, y, z:
E

 sup
0≤s≤t
∥∥∥∥∥
∫ ⌊ sδt⌋δt
0
ψi(σ) − ψi(σ˜)dWi −
∫ s
⌊ sδt⌋δt
ψi(σ˜i)dWi
∥∥∥∥∥
2


≤ CE


∥∥∥∥∥
∫ ⌊ tδt⌋δt
0
ψi(σ) − ψi(σ˜)dWi −
∫ s
⌊ tδt⌋δt
ψi(σ˜i)dWi
∥∥∥∥∥
2


≤ C1E
[∫ ⌊ tδt⌋δt
0
‖σi − σ¯i‖2 du
]
+ C2E
[∫ s
⌊ tδt⌋δt
‖σi‖2du
]
≤ C1
√
δt+ C2δt.
From Cauchy inequality, the fourth term in (40)
sup
0≤s≤t


⌊ sδt−1⌋∑
j=0
θji


2
≤ sup
0≤s≤t
⌊ s
δt
⌋ ⌊ sδt⌋−1∑
j=0
‖θji ‖2 ≤
⌊
t
δt
⌋ ⌊ tδt⌋−1∑
j=0
‖θji ‖2,
from 3.1 E
[
‖θji ‖2
]
≤ Cε6 so the last expectation is bounded by Cδt.
In the fifth term of (40),
∑⌊ sδt⌋−1
j=0 φ
j
i is a discrete martingale. Again using martingale inequality for each
coordinate and then summing up,
E

 sup
0≤s≤t
∥∥∥∥∥∥∥
⌊ sδt⌋∑
j=1
φji
∥∥∥∥∥∥∥
2
 ≤ E


∥∥∥∥∥∥∥
⌊ tδt⌋∑
j=1
φji
∥∥∥∥∥∥∥
2
 , (42)
from 3.2 E
[
φji · φki
]
≤ δjkCε3, it is bounded by
E


⌊ tδt⌋∑
j=1
‖φji‖2

 ≤ C ⌊ t
δt
⌋
ε3 ≤ C
√
δt. (43)
Combining above, (39) is obtained.
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4 From SDE system to deterministic PDE
In this section, we explain the convergence from the SDE system (14) to the deterministic Landau-Lifshitz
equation without dispersion term (5) with proper choice of β = Nγ and number of particles N →∞.
Remark 4.1. For the XY model from T1 → S1, the convergence from Langevin equation (3) to harmonic
map heat flow equation (4) can be shown similarly by taking P⊥x (y) = y − (x, y)x and the rest of the proof
stays the same.
From [10], for sufficiently regular initial data, there exists a global smooth solution to the Landau-Lifshitz
equation with periodic boundary conditions. We will assume such a solution exists in all contexts below.
Since the finite difference approximation (18) will converge to the Landau-Lifshitz equation (5) as N → ∞
[29], we only need to compare the SDE system (14) and the ODE system (18).
In the following the error between (14) and (18) is calculated. Since β = Nγ , γ > 1 and N → ∞, we
denote
ǫ ≡
√
N
β
(44)
as a small parameter going to zero with N →∞. The SDE is then written as
dσi = P
⊥
σi (∆Nσi) dt− ǫ2σidt− ǫP⊥σi (dWi) . (45)
Lemma 4.1. Define the error between SDE (45) and ODE (18) for i-th spin as e˜i ≡ σi − σ˜i and define
ei ≡ ǫ−pe˜i for 0 < p < 1. Define
e =
1
N
∑
i
‖ei‖2, (46)
we have the following inequality
e(t) ≤
∫ t
0
(
C1e
3/2 + C2e
)
ds+ C3ǫ
2−2pt+
∫ t
0
ǫ1−p
1
N
∑
i
(
P⊥σi (dWi(t), ei)
)
, (47)
with ǫ small enough so that ǫpN5/2 ≤ 1.
Proof. Taking the projection given by
P⊥σi(∆σi) = −σi × (σi ×∆σi) = ∆σi − (∆σi, σi)σi
together with ‖σi‖ = 1, we have that
(∆Nσi, σi) = −1
2
(‖∇+Nσi‖2 + ‖∇−Nσi‖2),
where ∇+Nσi = N(σi+1 − σi),∇−Nσi = N(σi − σi−1). The SDE system (45) can then be written as
dσi =
(
∆Nσi +
1
2
(‖∇+Nσi‖2 + ‖∇−Nσi‖2)σi
)
dt− ǫ2σidt− ǫP⊥σi (dWi)
and the ODE system (18) can similarly be written as
dσ˜i =
(
∆N σ˜i +
1
2
(‖∇+N σ˜i‖2 + ‖∇−N σ˜i‖2)σ˜i
)
dt.
By definition e˜i = σi − σ˜i satisfies the following equation
de˜i =∆N e˜idt+
1
2
[
2(∇+N σ˜i,∇+N e˜i)σi + ‖∇+N e˜i‖2σi + 2(∇−N σ˜i,∇−N e˜i)σi + ‖∇−N e˜i‖2σi
]
dt
+
1
2
(‖∇+N σ˜i‖2 + ‖∇−N σ˜i‖2) e˜idt− ǫ2σidt+ ǫP⊥σi (dWi(t)) .
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Since e˜i = ǫ
pei with 0 < p < 1,
dei =∆Neidt+
1
2
[
2(∇+N σ˜i,∇+Nei)σi + ǫp‖∇+Nei‖2σi + 2(∇−N σ˜i,∇−Nei)σi + ǫp‖∇−Nei‖2σi
]
dt
+
1
2
(‖∇+N σ˜i‖2 + ‖∇−N σ˜i‖2) eidt− ǫ2−pσidt+ ǫ1−pP⊥σi (dWi(t)) .
(48)
Applying Itoˆ’s formula to 12d‖ei‖2, we have that
1
2
d‖ei‖2
= (ei, dei) + Ii
= (∆Nei, ei)dt+
1
2
[
2(∇+N σ˜i,∇+Nei) + ǫp‖∇+Nei‖2 + 2(∇−N σ˜i,∇−Nei) + ǫp‖∇−Nei‖2
]
(σi, ei)dt
+
1
2
(‖∇+N σ˜i‖2 + ‖∇−N σ˜i‖2) ‖ei‖2dt− ǫ2−p(σi, ei)dt+ ǫ1−p (P⊥σi (dWi(t), ei))+ Ii,
where Ii represents the Itoˆ correction term of order O(ǫ2−2p) as shown in the following computation.
To calculate the Itoˆ correction Ii we consider an SDE system for both ei in (48) and σi in (14). The Itoˆ
correction Ii for d‖ei‖2 combines three parts corresponding to ∂
2e2i
∂e2i
,
∂2e2i
∂σi∂ei
and
∂2e2i
∂σ2i
. Since ‖σi‖ = 1 we take∥∥∥P⊥σi (dWi(t))∥∥∥2 as bounded by Cdt. The first term, ∂2e2i∂e2i , is a constant and
∥∥∥ǫ1−pP⊥σi (dWi(t))∥∥∥2 ≤ Cǫ2−2pdt.
The second term,
∂2e2i
∂σi∂ei
= ∂
2eiǫ
−p(σi−σ˜i)
∂σi∂ei
, is order ǫ−p but ǫ1−pP⊥σi (dWi(t)) · ǫP⊥σi (dWi(t)) is order ǫ2−pdt
so the Itoˆ correction for the second term is also O(ǫ2−2pdt). For the third term ∂
2e2i
∂σ2i
= ǫ−2p ∂
2(σi−σ˜i)2
∂σ2i
but∥∥∥ǫP⊥σi (dWi(t))∥∥∥2 ≤ Cǫ2dt so the Itoˆ correction for the third term is also O(ǫ2−2pdt).
From periodic boundary condition, we know that
N∑
i=1
(∆Nei, ei) = −
∑
i
‖∇+Nei‖2 = −
∑
i
‖∇−Nei‖2,
hence summing up d‖ei‖2 we have that
d
(∑
i
‖ei‖2
)
= −
∑
i
(‖∇+Nei‖2 + ‖∇−Nei‖2) dt+∑
i
[
2(∇+N σ˜i,∇+Nei) + ǫp‖∇+Nei‖2 + 2(∇−N σ˜i,∇−Nei) + ǫp‖∇−Nei‖2
]
(σi, ei)dt
+
∑
i
(‖∇+N σ˜i‖2 + ‖∇−N σ˜i‖2) ‖ei‖2dt− 2Nǫ2−p(σi, ei)dt+ 2∑
i
ǫ1−p
(
P⊥σi (dWi(t), ei)
)
+ 2
∑
i
Ii
≤ −
∑
i
(‖∇+Nei‖2 + ‖∇−Nei‖2) dt+∑
i
[
2(∇+N σ˜i,∇+Nei) + ǫp‖∇+Nei‖2 + 2(∇−N σ˜i,∇−Nei) + ǫp‖∇−Nei‖2
]
(σi, ei)dt
+
∑
i
(‖∇+N σ˜i‖2 + ‖∇−N σ˜i‖2) ‖ei‖2dt− 2Nǫ2−p(σi, ei)dt+ 2∑
i
ǫ1−p
(
P⊥σi (dWi(t), ei)
)
+ cNǫ2−2pdt
(49)
For the second term of (49), from the Cauchy-Schwarz inequality, we observe that
∣∣(∇+N σ˜i,∇+Nei)(σi, ei)∣∣ ≤ 12 (‖∇+Nei‖2 + ‖∇+N σ˜i‖2‖ei‖2) ,∣∣(∇−N σ˜i,∇−Nei)(σi, ei)∣∣ ≤ 12
(‖∇−Nei‖2 + ‖∇−N σ˜i‖2‖ei‖2) .
Since the solution for Landau-Lifshitz equation is smooth, in the third term of (49), ‖∇+N σ˜i‖2 + ‖∇−N σ˜i‖2
can be bounded by some constant C. For the fourth term in (49) |ǫ2−p(σi, ei)| = |ǫ2−2p(σi, ǫpei)| ≤ 2ǫ2−2p
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since ǫpei = σi − σ˜i. Hence from (49),∑
i
‖ei‖2
≤
∫ t
0
ǫp
∑
i
(‖∇+Nei‖2 + ‖∇−Nei‖2) ‖ei‖ds+ C1
∫ t
0
∑
i
‖ei‖2ds+ C2Nǫ2−2pt+
∫ t
0
ǫ1−p
∑
i
(
P⊥σi (dWi(t), ei)
)
.
Using the assumption that ǫpN5/2 ≤ 1 we bound the∑i (ǫp‖∇+Nei‖2 + ǫp‖∇−Nei‖2) ‖ei‖ term by C∑i 1√N ‖ei‖3.
Hence,
1
N
∑
i
(
ǫp‖∇+Nei‖2 + ǫp‖∇−Nei‖2
) ‖ei‖ ≤ C 1√
N3
∑
i
‖ei‖3 ≤ C
(
1
N
∑
i
‖ei‖2
) 3
2
(50)
as the p-norm is decreasing.
As e = 1N
∑
i ‖ei‖2, we arrive at (47).
Remark 4.2. If we choose the parameters such that the small Itoˆ correction term from martingale CNǫ2−2pt
is lower order in N and ǫpN3 ∼ O(1), we could show a similar result for e = ∑i ‖ei‖2 instead of e =
1
N
∑
i ‖ei‖2. And this way we could bound En
[∑
i ‖ei‖2
]
.
Intuitively the inequality from Lemma 4.1 is of Gro¨nwall type and the martingale part,
2
∫ t
0
ǫ1−p
1
N
∑
i
(
P⊥σi
(
dWi(t), ei
))
has small coefficient ǫ1−p. This means with large probability
e(t) ≤
∫ t
0
(
C1e
3/2 + C2e
)
ds+ C3ǫ
2−2pt+ small term from martingale
and e(t) is bounded for a long time interval. We use this idea to show the following proposition.
Proposition 4.1.
P
(
e(t) ≤ ǫ2−2p exp(Ct)) ≥ 1− e−N2 , t ∈ [0, T ] (51)
for some constant C and T satisfying ǫ1−pe
1
2CT ≤ 1.
To prove Proposition 4.1, we will use the exponential martingale inequality for continuous L2 martingale
Mt as in [12, p. 25] or [2] :
P(sup
t
(Mt − a/2〈M〉t) > b) ≤ e−ab (52)
where 〈M〉t is the quadratic variation for Mt.
For the martingale in (46), we calculate its quadratic variation in the following lemma.
Lemma 4.2. The quadratic variation for the martingale Mt = 2
∫ t
0
ǫ1−p 1N
∑
i
(
P⊥σi (dWi(t), ei)
)
is
〈M〉t = 4
∫ t
0
ǫ2−2p
N2
∑
i
‖ei‖2 − (σi, ei)2ds. (53)
Proof. The quadratic variation for Mt is captured by a direct summation of the square of the coefficients of
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the white noise, namely〈
2
∫ t
0
ǫ1−p
1
N
∑
i
(
P⊥σi (dWi(t), ei)
)〉
t
=
4ǫ2−2p
N2
〈∫ t
0
∑
i
(
P⊥σi(dWi), ei
)〉
t
=
4ǫ2−2p
N2
〈∫ t
0
∑
i
dWi · ei − (dWi, σi)σi · ei
〉
t
=
4ǫ2−2p
N2
〈∫ t
0
∑
i
∑
ζ=x,y,z
(
eζi − (σi, ei)σζi
)
dW ζi
〉
t
=
4ǫ2−2p
N2
∫ t
0
∑
i
∑
ζ=x,y,z
(
eζi − (σi, ei)σζi
)2
dt =
4ǫ2−2p
N2
∫ t
0
∑
i
∑
ζ=x,y,z
(eζi )
2 + (σi, ei)
2(σζi )
2 − 2eζiσζi (σi, ei)dt
=
4ǫ2−2p
N2
∫ t
0
∑
i
‖ei‖2 + (σi, ei)2‖σi‖2 − 2(σi, ei)(σi, ei)dt
=
4ǫ2−2p
N2
∫ t
0
∑
i
‖ei‖2 − (σi, ei)2dt.
Now taking a = N2ǫ2−2p and b = ǫ
2−2p in the inequality (52), we have that
P
(
sup
0≤s≤t
(
2
∫ s
0
ǫ1−p
1
N
∑
i
(
P⊥σi (dWi(t), ei)
)
du−
∫ s
0
1
N
∑
i
(‖ei‖2 − (σi, ei)2)du
)
> ǫ2−2p
)
≤ e−N/2.
(54)
Thus, for probability P ≥ 1− e−N/2,
2
∫ t
0
ǫ1−p
1
N
∑
i
(
P⊥σi (dWi(t), ei)
)
−
∫ t
0
1
N
∑
i
(‖ei‖2 − (σi, ei)2) ds
≤ sup
0≤s≤t
(
2
∫ s
0
ǫ1−p
1
N
∑
i
(
P⊥σi (dWi(t), ei)
)
du−
∫ s
0
1
N
∑
i
(‖ei‖2 − (σi, ei)2)du
)
≤ ǫ2−2p.
Combining this with (47), we observe
e(t) ≤
∫ t
0
(
C1e
3/2 + C2e
)
ds+ C3ǫ
2−2pt+ 2
∫ t
0
ǫ1−p
1
N
∑
i
(
P⊥σi (dWi(t), ei)
)
≤
∫ t
0
(
C1e
3/2 + C2e
)
ds+ C3ǫ
2−2pt+
∫ t
0
1
N
∑
i
(‖ei‖2 − (σi, ei)2) ds+ ǫ2−2p
≤
∫ t
0
(
C1e
3/2 + (C2 + 1)e
)
ds+ C3ǫ
2−2pt+ ǫ2−2p
(55)
using the definition of e(t) and (σi, ei)
2 ≤ ‖ei‖2.
Since (55) is a Gro¨nwall type inequality, we build a special upper solution u = ǫ2−2pe(C1+C2+C3+1)t.
Then
du = (C1 + C2 + C3 + 1)u ≥ C1u3/2 + (C2 + 1)u+ C3ǫ2−2p,
where C1u ≥ C1u3/2 when ǫ1−pe 12 (C1+C2+C3+2)t ≤ 1. We observe that
e(C1+C2+C3+1)t ≥ 1 + (C1 + C2 + C3 + 1)t,
so C3u ≥ C3ǫ2−2p. As u(0) = ǫ2−2p, we have that
u(t) ≥
∫ t
0
(
C1u
3/2 + (C2 + 1)u
)
ds+ C3ǫ
2−2pt+ ǫ2−2p (56)
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and u(t) is an upper bound for e(t).
When ǫ is small enough we have that ǫ1−pe
1
2 (C1+C2+C3+2)T ≤ 1 and u(t) is an upper bound for e(t). We
observe
P
(
e(t) ≤ u(t) = ǫ2−2pe(C1+C2+C3+1)t
)
≥ 1− e−N/2, t ∈ [0, T ]. (57)
In fact, as ei = ǫ
−p(σi − σ˜i), the bound e(t) = 1N
∑
i ‖ei‖2 ≤ C by some constant C is sufficient.
Appealing to a stopping time argument similar to the strong uniqueness proof of the SDE with locally
Lipschitz continuous coefficients (see e.g. [16, Chapter 5.2,Theorem 2.5]), we have the following result.
Proposition 4.2. Given ǫ,N > 0, there exists a constant C independent of ǫ,N such that if ǫ2−2pTeCT ≤ 1,
then
E [e(t)] ≤ 1, t ∈ [0, T ].
Proof. Define a deterministic time T ≡ min{t ∈ [0,∞] : E [e(t)] ≥ 1} and a stopping time τ ≡ min{t ∈
[0, T ] : e(t) ≥ 1}. Since e(0) = 0, we have both T > 0 and τ > 0. If T is infinite then we are done, so assume
T is bounded.
From Lemma 4.1,
e(t ∧ τ) ≤ ǫ2−2p(t ∧ τ) +
∫ t∧τ
0
C1e
3/2(s) + C2e(s)ds+
∫ t∧τ
0
ǫ1−p
1
N
∑
i
P⊥σi (dWi) . (58)
As e ≥ 0, we have
e(t ∧ τ) ≤ ǫ2−2p(t ∧ τ) +
∫ t
0
C1e
3/2(s ∧ τ) + C2e(s ∧ τ)ds+
∫ t∧τ
0
ǫ1−p
1
N
∑
i
P⊥σi (dWi) (59)
and e3/2(s ∧ τ) ≤ e(s ∧ τ) as e(s ∧ τ) ≤ 1, so
e(t ∧ τ) ≤ ǫ2−2p(t ∧ τ) +
∫ t
0
(C1 + C2)e(s ∧ τ)ds+
∫ t∧τ
0
ǫ1−p
1
N
∑
i
P⊥σi (dWi) . (60)
Taking the expectation on both sides,
E [e(t ∧ τ)] ≤ ǫ2−2pEn [(t ∧ τ)] +
∫ t
0
(C1 + C2)E [e(s ∧ τ)] ds. (61)
The expectation E
[∫ t∧τ
0 P
⊥
σi (dWi)
]
= 0 can be deduced from optional stopping theorem for continuous time
or take
∫ t∧τ
0
P⊥σi (dWi) =
∫ T
0
1(s < t ∧ τ)P⊥σi (dWi(s)). Notice E [(t ∧ τ)] ≤ T , so
E [e(t ∧ τ)] ≤
∫ t
0
(C1 + C2)E [e(s ∧ τ)] ds+ ǫ2−2pT
and by a Gro¨nwall’s inequality,
E [e(t ∧ τ)] ≤ ǫ2−2pTe(C1+C2)t. (62)
Choosing C > C1 + C2, the result follows.
By similar arguments, a uniform bound on e(t) can be obtained with a weaker condition on T .
Proposition 4.3. Given ǫ,N > 0, there exist constants C˜1, C˜2 independent of ǫ,N such that if (ǫ
2−2pT +
C˜1
ǫ2−4p
N )e
C˜2T ≤ 1, then
E
[
sup
0≤s≤t
e(s)
]
≤ 1, t ∈ [0, T ].
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Proof. Define T ≡ min{t : E [sup0≤s≤t e(s)] ≥ 1} and τ ≡ min{t ∈ [0, T ] : e(t) ≥ 1}. Since e(0) = 0 we still
have T > 0, τ > 0.
Again from Lemma 4.1, we observe
e(t ∧ τ) ≤
∫ t
0
C1e
3/2(s ∧ τ) + C2e(s ∧ τ)ds+ ǫ2−2p(t ∧ τ) +
∫ t∧τ
0
ǫ1−p
1
N
∑
i
(
P⊥σi (dWi) , ei
)
. (63)
Taking the supremum on both sides,
sup
0≤s≤t
e(s ∧ τ) ≤ sup
0≤s≤t
∫ s
0
C1e
3/2(u ∧ τ)
+ C2e(u ∧ τ)du+ sup
0≤s≤t
ǫ2−2p(s ∧ τ) + sup
0≤s≤t
∫ s∧τ
0
ǫ1−p
1
N
∑
i
(
P⊥σi (dWi) , ei
)
(u) (64)
and 0 ≤ e(t ∧ τ) ≤ 1 and t ∧ τ ≤ T gives
sup
0≤s≤t
e(s ∧ τ) ≤
∫ t
0
(C1 + C2)e(u ∧ τ)du+ ǫ2−2pT + sup
0≤s≤t
∫ s∧τ
0
ǫ1−p
1
N
∑
i
(
P⊥σi (dWi) , ei
)
(u). (65)
Taking expectations on both sides
E
[
sup
0≤s≤t
e(s ∧ τ)
]
≤
∫ t
0
(C1 + C2)E [e(u ∧ τ)] du
+ ǫ2−2pT + E
[
sup
0≤s≤t
∫ s∧τ
0
ǫ1−p
1
N
∑
i
(
P⊥σi (dWi) , ei
)
(u)
]
. (66)
The first integral on the right hand side
∫ t
0
(C1+C2)E [e(u ∧ τ)] du ≤
∫ t
0
(C1+C2)En
[
sup0≤s≤u e(s ∧ τ)
]
du.
Doob’s Martingale inequality (37) is used to give a bound of Cǫ1−2p for the last expecation in (66).
Denote
Ms =
∫ s∧τ
0
ǫ1−p
1
N
∑
i
(
P⊥σi (dWi) , ei
)
=
∫ s
0
1(u ≤ τ)ǫ1−p 1
N
∑
i
(
P⊥σi (dWi) , ei
)
(u), (67)
since 1(u ≤ τ) ∈ Fu it is a martingale. Using Doob’s martingale inequality (37)
E
[(
sup
0≤s≤t
Ms
)2]
≤ 4E [M2t ] = 4
∫ t
0
E
[
ǫ2−2p
N2
∑
i
‖ei‖2 − (σi, ei)2du
]
≤ C ǫ
2−4p
N
. (68)
The second equality is from Itoˆ isometry and the third inequality is because ‖σi‖, ‖σ˜i‖ = 1 so |(σi, ei)| ≤ ‖σi‖
and ‖ǫpei‖ = ‖σi − σ˜i‖ ≤ 2.
Now a Gro¨nwall’s inequality gives
E
[
sup
0≤s≤t
e(s ∧ τ)
]
≤
∫ t
0
(C1 + C2)E
[
sup
0≤s≤u
e(s ∧ τ)
]
du+ ǫ2−2pT + C3
ǫ2−4p
N
(69)
and E
[
sup0≤s≤t e(s ∧ τ)
] ≤ (ǫ2−2pT + C3 ǫ2−4pN ) e(C1+C2)t. As in the proof of the previous Proposition,
choosing C˜2 > C1 + C2 and C˜1 = C3, the result thus follows similarly.
5 Numerical results
In this section, we support our convergence results using numerical simulations of the systems, showing both
the temporal dynamics and the order of convergence. The convergence tests indicate that the error decays
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at least as well as predicted in Theorems 2.1 and 2.2. We check both the cases of the XY model and the
classical Heisenberg model. The dynamics of the M-H algorithm are simulated as explained in Sec. 2.1.
To simulate the SDE (14), written in the Itoˆ sense, we use the stochastic Euler’s method combined with a
normalizing step to project the spin back onto the sphere after each time step for both the XY model and
the classical Heisenberg model. The PDE (5) is numerically integrated by discretizing in space and using
the Euler’s method presented in [29] which includes a normalization step.
The out-of-equilibrium to equilibrium dynamics of the M-H algorithm, SDE, and discretized PDE are
shown in Figure 1. Figure 1a shows the T1 → S1 case of the XY model in terms of the polar coordinate θ
of each spin. Figure 1b shows the T1 → S2 case of the classical Heisenberg model with each spin plotted on
the same unit sphere; nearest neighbors are connected by a solid line. In both cases, the M-H dynamics tend
to lag behind the SDE and PDE which more closely follow each other. This suggests the error between the
M-H algorithm and the PDE is dominated by the error between the M-H algorithm and the SDE. Thus the
order of convergence between M-H algorithm and Landau-Lifshitz equation should almost follow the order
of convergence in Theorem 2.1.
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(b) T1 → S2
Figure 1: Dynamics of M-H algorithm (red circles), Langevin equation (black stars) and Landau-Lifshitz
equation (cyan diamonds) at various instances of time. They follow each other to converge to equilibrium.
In both panels: lattice length L = 2, space discretization δx = 1N =
1
10 , time step size for M-H algorithm
δt = 1N3 = 0.001, inverse temperature β = N
3/2 ≈ 31.6, proposal size ε =
√
Nδt
β ≈ 0.0178.
Figures 2 and 3 show the order of convergence for the error between the M-H algorithm and the Langevin
equation with respect to the time step size δt, for which the equivalent M-H proposal size is ε2 = δt NJβ . The
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error is calculated at a fixed time T as
E


√√√√ 1
N
N∑
i=1
|σMHi (T )− σSDEi (T )|2

 (70)
where the expectation is taken over multiple realizations. All four frames support that the convergence is
at least as good as δt1/4, which is equivalent to the
√
δt convergence given in theorem 2.1, since the 2-norm
is used in the numerical experiments (thus the error is expected to be of order (
√
δt)
1
2 = δt
1
4 ). The faster
convergence of order δt1/2 in panels (b) and (c) of Fig. 2 we suspect is due to the fact that these out-of-
equilibrium dynamics are dominated by the deterministic part of the SDE, and this part has different error
scaling from the noisy dynamics. In equilibrium, the deterministic term, P⊥σi (δNσi), is small since it is zero at
the minimum of the Hamiltonian (maximum of the Gibbs distribution), and the noisy part of the dynamics
dominate.
Proposition 3.1 states the error on the deterministic drift of one Metropolis step, θni , is of size ǫ
3. Dividing
by a time-step δt that is proportional to ǫ2 so that the left-hand side approximates a derivative for the SDE,
the resulting error is O(ǫ) or equivalently O(δt1/2) as seen in the numerical simulations. Similarly, from
Proposition 3.2 the error on the stochastic diffusion of one Metropolis step, φni , is of size ǫ
3/2 implying error
of order O(δt1/4), after dividing by the size of the first order term, ǫ. To further test if the difference in
convergence order is from the deterministic terms dominating, we increase the size of the noise,
√
N
β , in
equation (14) by decreasing β to make the noisy dynamics dominate. The out-of-equilibrium error with
small β = 1 shown in Fig. 3 has δt1/4 convergence, confirming the original statement of Theorem 2.1. We
therefore conclude that the error bound of δt1/4 is tight, and this error comes from the noisy part of the
dynamics.
Figure 4 shows the convergence test for the error between the M-H and the PDE dynamics with respect to
δx = 1N . The discrete version of the PDE is simulated with the time-step scaling of δt =
1
N4 and β = N
3/2,
which are also used with ε =
√
Nδt
β in the M-H algorithm. These scalings give the order of convergence to be
approximately 1, better than our analytical result in Theorem 2.2. A possible explanation is that the error
from Theorem 2.1 dominates. As discussed above, Fig. 1 implies the error between the M-H algorithm and
the Langevin SDE dominates over the error between the Langevin SDE and the Landau-Lifshitz equation,
thus we would expect error of δt
1
4 in theorem 2.1 to dominate. Since we choose the scaling of δt = 1N4 = δx
4
this order of convergence with respect to δx = 1N is expected to be δt
1
4 = δx, or order one. We also point
out that the scalings of δt = 1N4 and β = N
3/2 are better than the scalings one might guess from theorem
2.1 (
√
δt smaller than the order of e−C2 with C2 an increasing function of N) and Remark 2.4 (β ≫ N7).
We suspect from the numerical experiments that the scalings of β = N
3
2 , δt = 1N4 are tight bounds resulting
in order one convergence, but do not have a proof as of yet.
6 Conclusion
We have shown with proposal size ε → 0 in the Metropolis Hastings algorithm, the Metropolis dynamics
converges to the Langevin stochastic differential equation system. With proper scaling of β = Nα, α > 1
and the number of particles N → ∞, the SDE system converges to the deterministic harmonic map heat
flow equation.
Several future works are suggested by the results we have obtained. First, the scaling in the analysis is not
optimal as suggested by the numerical simulations. One thought to improve the scaling in the calculation is
to try to divide it into two situations: near equilibrium and out of equilibrium. When it is out of equilibrium,
the drift part P⊥σi(∆Nσi) of the SDE (14) should dominate. The Metropolis dynamics would also have a
large probability of choosing a lower energy state as the proposal. In this sense both dynamics are close to
the deterministic gradient descent. When it’s near equilibrium, the drift P⊥σi(∆Nσi) in SDE is approximately
zero and should behave like a Brownian motion in the neighborhood of equilibrium. The Metropolis dynamics
with small proposal size would also stay in the neighborhood of the equilibrium state for a long time. We
hope this kind of intuition could help lead to a better scaling in the future work.
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(b) T1 → S1: out of equilibrium initial condition
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(c) T1 → S2: near equilibrium initial condition
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(d) T1 → S2: out of equilibrium initial condition
Figure 2: Order of convergence for the error between M-H algorithm and Langevin equation with respect
to time step size δt = JβN2 ε
2 for β = N3/2. When the initial condition is near equilibrium, the order
of convergence is approximately 0.25 as predicted in theorem 2.1. When the initial condition is out of
equilibrium, the order is better than 0.25 and close to 0.5. In all four panels: lattice length L = 2, space
discretization δx = 1N =
1
10 , time step size for M-H algorithm δt =
1
N3 , inverse temperature β = N
3/2,
proposal size ε =
√
Nδt
β .
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(b) T1 → S2
Figure 3: Order of convergence for the error between M-H algorithm and Langevin equation with respect to
time step size δt = JβN2 ε
2 for β = 1. The order of convergence is approximately 0.25 as predicted in theorem
2.1 with out of equilibrium initial condition. In both panels: lattice length L = 2, space discretization
δx = 1N =
1
10 , time step size for M-H algorithm δt =
1
N3 , inverse temperature β = 1, proposal size
ε =
√
Nδt
β .
Secondly, the SDE system we get is (3) in Stratonovich sense. If we scale β = Nα, intuitively α = 0
the noise part scales like
√
δx
√
δt as time-space white noise and 0 < α < 1 gives colored noise. We would
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Figure 4: Order of convergence for the error between M-H algorithm and Landau-Lifshitz equation with
respect to lattice discretization size δx = 1N . From Figure 1 the error between M-H algorithm and Langevin
equation dominates over the error between Langevin equation and Landau-Lifshitz equation. The order of
convergence is expected to be δt
1
4 = δx since we choose δt = δx4 and it is approximately the case in 4a
and 4b. The analytical results in thoerem 2.1 and 2.2 does not give as good convergence rate and demands
worse scaling of δt, β as function of N . The following parameters tested in numerical experiments are enough:
Lattice length L = 2, initial space discretization δx = 1N =
1
10 , time step size for the M-H algorithm δt =
1
N3 ,
inverse temperature β = 1, proposal size ε =
√
Nδt
β .
guess different scale of β would lead the convergence result of a stochastic partial differential equation with
white noise or colored noise. And as in [27, 5, 23] this convergence result might imply the optimal scaling of
proposal size ε in the Metropolis-Hastings algorithm. We note that as in [23], the drift term might become
non-local through the influence of the colored noise, so this approach must be taken with some care.
A Drift and diffusion calculation
In this part we give the details of the error estimations.
Here we state two simple inequalities that is used later. The first is
E
[|X + Y |k] ≤ Ck(E [|X |k]+ E [|Y |k])
for some constant Ck as (X +Y )
k ≤ I(|X | ≤ |Y |)2k|Y |k+ I(|X | > |Y |)2k|X |k. Furthermore, this is also true
for vectors
E
[‖X + Y ‖k] ≤ Ck(E [‖X‖k]+ E [‖Y ‖k])
since E
[‖X + Y ‖k] = E [(‖X + Y ‖2) k2 ] ≤ E [(2‖X‖2 + 2‖Y ‖2) k2 ] ≤ 2 k2Ck(E [‖X‖k]+ En [‖Y ‖k]).
The second is Ho¨lder inequality
E [XY ] ≤ E [|XY |] ≤ E [|X |p] 1p E [|Y |q] 1q
with 1p +
1
q = 1.
A.1 Exponential map
In Section 3.1 we use the notation:
expσni (εν
n
i ) = σ
n
i + εν
n
i + c
n
i = σ
n
i + εν
n
i −
1
2
ε2(νni · νni )σni + dni .
Now we estimate cni , d
n
i as:
E
[‖cni ‖k] ≤ Ckε2k,E [‖dni ‖k] ≤ Dkε3k
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for any postive integer k and some constants Ck, Dk independent of i, n.
Notice
expσni (εν
n
i ) =
σni + εν
n
i
‖σni + ενni ‖
+ ani =
σni + εν
n
i√‖σni ‖2 + ε2‖νni ‖2 − 2ε(σni · νni ) + a
n
i =
σni + εν
n
i√
1 + ε2‖νni ‖2
+ ani .
Taylor expanding 1√
1+ε2‖νni ‖2
, we have
expσni (εν
n
i ) = (σ
n
i + εν
n
i )
[
1− ε
2
2
‖νni ‖2 + ηni
]
+ ani ,
where ηni is the remainder of the Taylor expansion for
1√
1+ε2‖νni ‖2
. Then,
dni = −
ε3
2
‖νni ‖2νni + (σni + ενni )ηni + ani , (71)
cni = −
ε2
2
‖νni ‖2σni + dni + ani . (72)
Let us first deal with the term ani , since the geodesic on the unit sphere is the great circle, expσni (εν
n
i ),
σni +εν
n
i
‖σni +ενni ‖ are on the same great circle. The arc length of geodesic is ‖εν
n
i ‖, and the arc length of σ
n
i +εν
n
i
‖σni +ενni ‖ is
arctan (‖ενni ‖). The vector ani is the straight line connecting the two points of the difference between these
two arcs, and is bounded by the difference of arc lengths:
‖ani ‖ ≤ ‖ενni ‖ − arctan (‖ενni ‖) .
Taylor expanding for arctanx,
arctanx = x− x
3
3
+ r, r =
f (4)(ξ)
4!
x4, f (4)(x) =
24x(1− x2)
(1 + x2)4
,
and when x = ‖ενni ‖ ≥ 0, |f (4)(x)| ≤ | 24x(1+x2) 1−x
2
1+x2
1
(1+x2)2 | ≤ 24, |r| ≤ x4. Hence, from x− arctanx = x
3
3 − r,
‖ani ‖ ≤ ‖ενni ‖ − arctan (‖ενni ‖) ≤
‖ενni ‖3
3
+ ‖ενni ‖4,
so
E
[‖ani ‖k] ≤ CEn [‖ενni ‖3k] ≤ Cε3k
In the Taylor expansion for f(x) = 1√
1+x
, x ≥ 0, the remainder r = f(x) − (1− x2 ) is given by
r =
f ′′(ξ)
2
x2 =
3
8
(1 + ξ)−
5
2x2, ξ ∈ [0,∞)
and |r| ≤ 38x2. Applying the above estimates for r = ηni with x = ε2‖νni ‖2 ≥ 0, we observe
|ηni | ≤
3
8
ε4‖νni ‖4.
Now we could get the bound for the terms cni , d
n
i . The first term for d
n
i in (71) is bounded by
E
[∥∥∥∥ε32 ‖νni ‖2νni
∥∥∥∥
k
]
≤ CE [ε3k‖νni ‖3k] ≤ Cε3k.
The second term in (71) gives
E
[‖(σni + ενni )ηni ‖k] ≤ En [‖σni + ενni ‖2k] 12 En [|ηni |2k] 12 ≤ cε4k
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by Ho¨lder’s inequality. This is because the first term in the right hand side is bounded by
E
[‖σni + ενni ‖2k] ≤ C1 (E [‖σni ‖2k]+ ε2kE [‖νni ‖2k]) ≤ C1 + C2ε2k
and the second term in the right hand side is bounded by
E
[|ηni |2k] ≤ CE [ε8k‖νni ‖8k] ≤ Cε8k.
The first term for cni in (72)
E
[∥∥∥∥ε22 ‖νni ‖2σni
∥∥∥∥
k
]
≤ Cε2kE [‖νni ‖2k‖σni ‖k] ≤ Cε2k.
The bound for E
[‖cni ‖k] ,E [‖dni ‖k] are found using the inequalities
E
[‖X + Y ‖k] ≤ Ck(E [‖X‖k]+ E [‖Y ‖k])
with the above bounds for the terms in cni , d
n
i .
A.2 Drift
Now we give the error estimation for the drift calculation. Denote
θni ≡ En
[
σn+1i − σni
]− (−1
2
βε2P⊥σni
(
∂H
∂σni
)
− ε2σni
)
.
We will show
E
[‖θni ‖2] ≤ Cε6.
For simplicity we write θni =
∑
k θk, where θk denotes the error for each step of the drift calculation in
Section 3.2. And we will show each E
[‖θk‖2] ≤ Cε6.
Notice θk are conditional expectations in the form of θk = En [X]. Since f(x) = x
2 is a convex function,
we have (En [X])
2 ≤ En
[‖X‖2], hence
E
[‖θk‖2] = E [(En [X])2] ≤ E [En [‖X‖2]] = E [‖X‖2] .
We will use this to bound E
[‖θk‖2].
In the drift calculation, we first take the approximationEn
[
σn+1i − σni
] ≈ En [(ενni − ε22 (νni · νni )σni ) (1 ∧ e−βδH)].
Denote the difference of them as
θ1 ≡ En
[
σn+1i − σni
]− En
[(
ενni −
ε2
2
(νni · νni )σni
)(
1 ∧ e−βδH)] = En [dni (1 ∧ e−βδH)] ,
then by Ho¨lder’s inequality
E
[‖θ1‖2] ≤ E [∥∥dni (1 ∧ e−βδH)∥∥2] ≤ CE [‖dni ‖4] 12 E [(1 ∧ e−βδH)4] 12 ≤ Cε6.
For the second term in drift En
[(
− ε22 (νni · νni )σni
) (
1 ∧ e−βδH)] ≈ En [(− ε22 (νni · νni )σni )], denote the
error term as
θ2 ≡ En
[(
−ε
2
2
(νni · νni )σni
)(
1 ∧ e−βδH)]−En
[(
−ε
2
2
(νni · νni )σni
)]
= En
[(
−ε
2
2
(νni · νni )σni
)(
1 ∧ e−βδH − 1)] .
We have |(1 ∧ ex)− 1| ≤ |x|, and |δH | ≤ C∑j (‖ενnj ‖+ ‖ενnj ‖2 + ‖cnj ‖) so by Ho¨lder inequality
E
[‖θ2‖2] ≤ E
[∥∥∥∥−ε22 (νni · νni )σni
∥∥∥∥
4
] 1
2
E
[(
1 ∧ e−βδH − 1)4] 12 ≤ CE [ε8‖νni ‖8‖σni ‖4] 12 E [|βδH |4] 12 ≤ Cβ2ε6.
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Next we replace δH by ε ∂H∂σni
· νni +Rni in the drift calculation. Define
θ3 ≡ En
[
ενni
(
1 ∧ e−βδH)]− En
[
ενni
(
1 ∧ e−β
(
ε ∂H
∂σn
i
·νni +Rni
))]
.
Notice that δH = ε ∂H∂σni
· νni +Rni + hni and |(1 ∧ ex+δx)− (1 ∧ x)| ≤ |δx|, hence
E
[‖θ3‖2] ≤ E [‖ενni ‖4] 12 E [(βhni )4] 12 .
Since |hni | ≤ C
∑
j
(‖ενnj ‖2 + ‖cnj ‖), we have E [(hni )4] ≤ Cε8 and
E
[‖θ3‖2] ≤ E [‖ενni ‖4] 12 E [(hni )4] 12 ≤ Cβ2ε6.
Then we write the drift term as in (25), and have the first term given by
E
[
εr1b1
(
1 ∧ e−β
(
εr1
∂H
∂σn
i
·b1+εr2 ∂H∂σn
i
·b2+Rni
)) ∣∣∣Rni , r2
]
=− βε2
(
∂H
∂σni
· b1
)
b1e
(
βε ∂H
∂σn
i
·b1
)2
2 +βεr2
∂H
∂σn
i
·b2+βRni Φ

εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1
∣∣∣ −
∣∣∣∣βε ∂H∂σni · b1
∣∣∣∣

 .
We approximate e
(
βε ∂H
∂σn
i
·b1
)2
2 +βεr2
∂H
∂σn
i
·b2+βRni by 1 in the above equation and bound the following term
θ4 ≡En

−βε2
(
∂H
∂σni
· b1
)
b1e
(
βε ∂H
∂σn
i
·b1
)2
2 +βεr2
∂H
∂σn
i
·b2+βRni Φ

εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1
∣∣∣ −
∣∣∣∣βε ∂H∂σni · b1
∣∣∣∣




− En

−βε2( ∂H
∂σni
· b1
)
b1Φ

εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1
∣∣∣ −
∣∣∣∣βε ∂H∂σni · b1
∣∣∣∣




by
En
[‖θ4‖2] ≤ Cε6.
For z ∼ N (µ, σ2), we use
E
[
|ez − 1|k
]
= E
[
|ez − 1|k 1(z ≤ 2)
]
+ E
[
|ez − 1|k 1(z > 2)
]
. (73)
For the first term in (73), since |ez − 1| ≤ e2z for z ≤ 2, we have
E
[
|ez − 1|k 1(z ≤ 2)|
]
≤ e2kE [zk] .
When k = 4, E
[
zk
]
= µ4 + 6µ2σ2 + 3σ4.
For the second term in (73), |ez − 1|k ≤ ekz when z > 2, suppose 2 + µ+ kσ2 ≥ 1 we have
En
[
ekz1(z > 2)
]
=
∫ ∞
2
1√
2πσ2
ekze−
(z−µ)2
2σ2 dz
=
∫ ∞
2
1√
2πσ2
ekµ+
k2σ2
2 e−
(z−µ−kσ2)2
2σ2 dz = ekµ+
k2σ2
2
∫ ∞
2+µ+kσ2
1√
2πσ2
e−
x2
2σ2 dx
≤ ekµ+ k
2σ2
2
∫ ∞
2+µ+kσ2
1√
2πσ2
e−
x
2σ2 dx = ekµ+
k2σ2
2
√
2
π
σe−
2+µ+kσ2
2σ2
≤ ekµ+ k
2σ2
2
√
2
π
σe−
1
2σ2 .
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Notice that
(
βε ∂H
∂σn
i
·b1
)2
2 +βεr2
∂H
∂σni
· b2+ βRni ∼ N (c1ε2, c2ε2), when ε is small 2+µ+ kσ2 ≥ 1, hence we
get
E



e
(
βε ∂H
∂σn
i
·b1
)2
2 +βεr2
∂H
∂σn
i
·b2+βRni − 1


4

 ≤ e8c22ε4 +
√
2c2
π
εe
− 1
2c2ε
2 ≤ Cε4
as the term e
− 1
2c2ε
2 decays faster than any polynomial of ε as ε→ 0.
So we have
E
[‖θ4‖2] =E


∥∥∥∥∥∥−βε2
(
∂H
∂σni
· b1
)
b1Φ

εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1
∣∣∣ −
∣∣∣∣βε ∂H∂σni · b1
∣∣∣∣


∥∥∥∥∥∥
4


1
2
× E


∣∣∣∣∣∣∣e
(
βε ∂H
∂σn
i
·b1
)2
2 +βεr2
∂H
∂σn
i
·b2+βRni − 1
∣∣∣∣∣∣∣
4


1
2
≤Cε4ε2.
Then we approximate Φ
(
εr2
∂H
∂σn
i
·b2+Rni∣∣∣ε ∂H∂σn
i
·b1
∣∣∣ −
∣∣∣βε ∂H∂σni · b1
∣∣∣
)
by Φ
(
εr2
∂H
∂σn
i
·b2+Rni∣∣∣ε ∂H∂σn
i
·b1
∣∣∣
)
in the calculation. Denote
θ5 ≡ E

−βε2( ∂H
∂σni
· b1
)
b1Φ

εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1
∣∣∣ −
∣∣∣∣βε ∂H∂σni · b1
∣∣∣∣




−En

−βε2( ∂H
∂σni
· b1
)
b1Φ

εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1
∣∣∣



 .
From |Φ(x+ δx) − Φ(x)| = |Φ′(ξ)δx| =
∣∣∣∣e− (ξ−µ)22σ2 δx
∣∣∣∣ ≤ |δx|, we have
E
[
θ25
]
= E
[∥∥∥∥−βε2
(
∂H
∂σni
· b1
)
b1
∥∥∥∥
4
] 1
2
× E


∣∣∣∣∣∣Φ

εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1
∣∣∣ −
∣∣∣∣βε ∂H∂σni · b1
∣∣∣∣

− Φ

εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1
∣∣∣


∣∣∣∣∣∣


1
2
≤ Cε4ε2.
Similarly we would get the bound for
E
[
εr2b2
(
1 ∧ e−β
(
εr1
∂H
∂σn
i
·b1+εr2 ∂H∂σn
i
·b2+Rni
))]
and see every E
[‖θi‖2] is bounded by Cε6 so E [‖θni ‖2] ≤ Cε6.
A.3 Diffusion
Here we are show that E
[‖φni ‖2] ∼ O(ε3). In
E
[‖φni ‖2] = E [∥∥cni − En [σn+1i − σni ]∥∥2 (1 ∧ e−βδH)]+ E [∥∥−ενni − En [σn+1i − σni ]∥∥2 (1− (1 ∧ e−βδH))]
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every term is order ε4 except for E
[
ε2‖νni ‖2
(
1− (1 ∧ e−βδH))]. We show
E
[‖νni ‖2 (1 ∧ e−βδH)] = E [‖νni ‖2]+O(ε).
Indeed, since |(1 ∧ ex)− (1 ∧ (1 + x))| ≤ x2,
E
[
‖νni ‖2
(
1 ∧ e−β
(
ε ∂H
∂σn
i
·νni +Rni
))]
≈ E
[
‖νni ‖2
(
1 ∧
(
1− β
(
ε
∂H
∂σni
· νni +Rni
)))]
+O(ε2)
= E
[
‖νni ‖21{β(ε ∂H
∂σn
i
·νni +Rni
)
<0
}
]
+ E
[
‖νni ‖2
(
1− β
(
ε
∂H
∂σni
· νni +Rni
))
1
{
β
(
ε ∂H
∂σn
i
·νni +Rni
)
>0
}
]
= E
[‖νni ‖2]− E
[
‖νni ‖2
(
β
(
ε
∂H
∂σni
· νni +Rni
))
1
{
β
(
ε ∂H
∂σn
i
·νni +Rni
)
>0
}
]
.
Then it remains to show E
[
‖νni ‖2
(
β
(
ε ∂H∂σni
· νni +Rni
))
1
{
β
(
ε ∂H
∂σn
i
·νni +Rni
)
>0
}
]
is approximately an O(ε)
term. As before take νni = r1b1+ r2b2 and we will only take care of r1, since the calculation for r2 is similar.
Denote R ≡ Rni + ε ∂H∂σni · b2r2 ∼ N(0, ε
2c21), c1 ∼ O(1). The expectation of the r1 part is
−βE
[
r21
(
R + ε
∂H
∂σni
· b1r1
)
1
{
β
(
ε ∂H
∂σn
i
·b1r1+R
)
>0
}
]
.
To calculate, first condition on R and compute it over r1. This involves expectations in forms of
E
[
z21{(az+b)>0)}
]
, and E
[
z31{(az+b)>0}
]
.
For z ∼ N(0, 1), a direct calculation gives
E
[
z21{(az+b)>0}
]
=
−b√
2π|a|e
− b2
2a2 +Φ
(
b
|a|
)
,
E
[
z31{(az+b)>0}
]
=
1√
2π
(
2 +
b2
a2
)
e−
b2
2a2 sign(a).
(74)
Using the tower property, we have
E
[
r21
(
R+ ε
∂H
∂σni
· b1r1
)
1
{
β
(
ε ∂H
∂σn
i
·b1r1+R
)
>0
}
]
= E
[
En
[
r21R1
{
β
(
ε ∂H
∂σn
i
·b1r1+R
)
>0
}
∣∣∣∣R
]]
+ E
[
En
[
ε
∂H
∂σni
· b1(r1)31{β(ε ∂H
∂σn
i
·b1r1+R
)
>0
}
∣∣∣∣R
]]
. (75)
Denote c2 =
∂H
∂σni
· b1, for the first term in (75), the first formula in (74) gives
En
[
r21R1
{
β
(
ε ∂H
∂σn
i
·b1r1+R
)
>0
}
∣∣∣∣R
]
= En
[
− R
2
√
2π|εc2|
e
− R2
2ε2c2
2 +RΦ
(
R
|εc2|
)]
. (76)
For the second term in (75), the second formula in (74) gives
En
[
ε
∂H
∂σni
· b1(r1)31{β(ε ∂H
∂σn
i
·b1r1+R
)
>0
}
∣∣∣∣R
]
= En
[
εc2
1√
2π
(
2 +
R2
ε2c22
)
e
− R2
2ε2c2
2 sign(c2)
]
= En
[
2ε|c2|√
2π
e
− R2
2ε2c22 +
R2√
2πε|c2|
e
− R2
2ε2c22
]
.
(77)
Combining (76) and (77), we have
En
[
r21
(
R + ε
∂H
∂σni
· b1r1
)
1
{
β
(
ε ∂H
∂σn
i
·b1r1+R
)
>0
}
∣∣∣∣R
]
= En
[
RΦ
(
R
|εc2|
)]
+ En
[
2ε|c2|√
2π
e
− R2
2ε2c22
]
.
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Since R
(
Φ
(
R
|εc2|
)
− 12
)
≥ 0, the first term En
[
RΦ
(
R
|εc2|
)]
= En
[
R
(
Φ
(
R
|εc2|
)
− 12
)
+ 12R
]
≥ 0. In the
second term Rεc2 ∼ N(0,
c21
c22
) and
En
[
e
− R2
2ε2c22
]
=
c2√
c21 + c
2
2
∼ O(1)
after a direct calculation. This shows
−βEn
[
r21
(
R+ ε
∂H
∂σni
· b1r1
)
1
{
β
(
ε ∂H
∂σn
i
·b1r1+R
)
>0
}
]
∼ O(ε)
and the r2 part follows similarly.
Thus we conclude E
[
‖νni ‖2
(
β
(
ε ∂H∂σni
· νni +Rni
))
1
{
β
(
ε ∂H
∂σn
i
·νni +Rni
)
>0
}
]
is an ε term.
B Quadratic variation
For an n dimensional process X
dX = µdt+ σdW.
Itoˆ’s chain rule for a function f(X) is
df(X1, X2, . . . , Xn) =
∑
i
∂f
∂Xi
dXi +
1
2
∑
i
∑
j
∂2f
∂Xi∂Xj
d[Xi, Xj ](t), (78)
where
d[Xi, Xj](t) = aijdt, a = σσ
T .
For H = J
∑
<i,j> ‖σi − σj‖2, denote i, j as i, j-th spin and α, β = x, y, z for the coordinates of the spin
dH =
∑
i,α
∂H
∂σαi
dσαi +
1
2
∑
i,j,α,β
∂2H
∂σαi ∂σ
β
j
d[σαi , σ
β
j ]
where
∂H
∂σxi
= − 2J
N2
△Nσxi ,
∂2H
∂(σxi )
2
=


4J j = i
−2J j = i± 1
0 otherwise
and ∂
2H
∂σxi ∂σ
y
i
= 0. The results for y, z are similar.
The noise term in SDE is P⊥σi(dWi) = dWi − (dWi, σi)σi. For i 6= j, Wi,Wj are independent and then
d[σαi , σ
β
j ] = 0, so only d[σ
x
i , σ
x
i ] need to be calculated. SinceW
x
i ,W
y
i ,W
z
i are also independent, the quadratic
variation is calculated by summing up the coefficients before each dWαi
d[σxi , σ
x
i ] = ǫ
2
[(
1− (σxi )2
)2
+ (σxi σ
y
i )
2 + (σxi σ
z
i )
2
]
dt = ǫ2
[
1− (σxi )2
]
dt,
d[σyi , σ
y
i ] = ǫ
2
[(
1− (σyi )2
)2
+ (σxi σ
y
i )
2 + (σyi σ
z
i )
2
]
dt = ǫ2
[
1− (σyi )2
]
dt,
d[σzi , σ
z
i ] = ǫ
2
[(
1− (σzi )2
)2
+ (σxi σ
z
i )
2 + (σyi σ
z
i )
2
]
dt = ǫ2
[
1− (σzi )2
]
dt.
As (σxi )
2 + (σyi )
2 + (σzi )
2 = 1, the Itoˆ correction is
1
2
4Jǫ2
∑
i
[1 + 1 + 1− (σxi )2 − (σyi )2 − (σyi )2] =
1
2
∑
4J ∗ 2ǫ2 = 4JNǫ2
and from (8)
dH =
∑
− 2J
N2
△Nσi ·
[(
JN
N2
P⊥σi (∆Nσi(t)) dt− ǫ2σi(t)dt+ P⊥σi (ǫdWi(t))
)]
+ 4JNǫ2. (79)
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Denote Mt as the martingale given by
dMt =
∑
i
− 2J
N2
△Nσi · P⊥σi (ǫdWi(t)) (80)
and 〈M〉t the corresponding quadratic variation. The quantity d〈M〉t is calculated by summing the square
of the coefficients of dWi in x, y, z components:
d〈M〉t = d
〈∑
i
− 2J
N2
△Nσi · P⊥σi (ǫdWi(t))
〉
t
= d
〈∑
i
−2Jǫ
N2
△Nσi · [dWi − (dWi · σi)σi]
〉
t
= d
〈∑
i
[
−2Jǫ
N2
∑
α=x,y,z
(△Nσi · dWi − (△Nσi · σi)σidWi)α
]〉
t
=
∑
i
4J2ǫ2
N4
[ ∑
α=x,y,z
(△Nσi − (△Nσi · σi)σi)2α
]
dt =
∑
i
4J2ǫ2
N4
∥∥∥P⊥σi(△Nσi)∥∥∥2 dt,
for the last step P⊥σi(△Nσi) = △Nσi − (△Nσi · σi)σi.
Then the inequality for continuous L2 martingale Mt
P(sup(Mt − α/2〈M〉t) > β) ≤ e−αβ (81)
is used to get a bound on H .
Notice in (8), we have
△Nσi ·
(
P⊥σi (∆Nσi)
)
=
∥∥∥P⊥σi (∆Nσi)∥∥∥2 .
We can write it in the form of d〈M〉t by observing
dH = dMt − N
2ǫ2
d〈M〉t +
[∑
ǫ2
2J
N2
△Nσi · σi + 4JNǫ2
]
dt
and the last term in the bracket
∑
ǫ2
2J
N2
△Nσi · σi + 4JNǫ2 =
∑
2Jǫ2(σi+1 + σi−1) · σi ≤ 4JNǫ2.
So
HN (t) = HN (0) +Mt − N
2ǫ2
〈M〉t +
∫ [∑
ǫ2
2J
N2
△Nσi · σi + 4JNǫ2
]
ds
≤ HN (0) +Mt − N
2ǫ2
〈M〉t + 4Jǫ2Nt.
Take α = Nǫ2 in the inequality P(sup(Mt − α/2〈M〉t) > β) ≤ e−αβ,
P
(
sup
t≤T
HN ≥ HN (0) + 4JNǫ2T + β
)
≤ P
(
sup
t≤T
Mt − N
2ǫ2
〈M〉t ≥ β
)
≤ e−βNǫ2 . (82)
C Diffusion on sphere
We will use Fokker-Planck equation to show the Stratonovich SDE
dx = P⊥
x
(dW ) (83)
in R2 and R3 are describing Brownian motion on the unit circle and unit sphere. And in R3 it is regardless
of the choice for P⊥
x
(y) = x× y or P⊥
x
(y) = −x× (x× y) = I − xxT .
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C.1 Circle S1
For a Stratonovich SDE with the form
dXi = bidt+
∑
j
σijdWj ,
the corresponding Itoˆ drift coefficient is
b˜i = bi +
1
2
∑
j
∑
k
∂σij
∂xk
σkj . (84)
On the circle P⊥
x
(dW ) = (I − xxT )dW = dW − (dW ,x)x. The corresponding Itoˆ form for (83) is
dx = −1
2
x+ (I − xxT )dW . (85)
For Itoˆ SDE dx = µ(x, t)dt+ σ(x, t)dW , the Fokker-Planck equation is
∂ρ
∂t
= −
∑
i
∂
∂xi
(µiρ) +
1
2
∑
i
∑
j
∂2
∂xi∂xj
(Dijρ), (86)
with diffusion tensor
Dij =
∑
k
σikσjk = (σσ
T )ij .
The Fokker-Planck equation for dx = − 12x+ (I − xxT )dW is
∂tρ =
1
2
[
y2∂2xρ+ x
2∂2yρ− 2xy∂x∂yρ− x∂xρ− y∂yρ
]
. (87)
The Laplacian on the circle in polar coordinate is ∂tρ = ∂θθρ. Use transformation x = r cos θ, y = r sin θ,
∂θθ = (−y∂x + x∂y)(−y∂x + x∂y) = y2∂2x + x2∂2y − 2xy∂x∂y − x∂x − y∂y
corresponding to the Fokker-Planck equation above.
C.2 Sphere S2
In the sphere case, the projection can take the following two forms
P⊥
x
(y) =
{
x× y
−x× (x× y) = (I − xxT )y .
In both cases the Itoˆ correction are the same as −x. The Itoˆ form for (83) is
dx = −xdt+ P⊥
x
(dW ). (88)
In the Fokker-Planck equation calculation, for both projections the diffusion tensor are the same
D =

y2 + z2 −xy −xz−xy x2 + z2 −yz
−xz −yz x2 + y2


using the fact x2 + y2 + z2 = 1. The Fokker-Planck equation is
∂tρ =
1
2
[
(y2 + z2)ρxx + (x
2 + z2)ρyy + (x
2 + y2)ρzz − ∂x(xyρy + xzρz)
−∂y(xyρx + yzρz)− ∂z(xzρx + yzρy)] .
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The Laplacian on S2 in polar coordinate is
1
sin θ
∂θ(sin θ∂θ) +
1
sin2 θ
∂2φ.
Using the change of coordinate 

x = r sin θ cosφ
y = r sin θ sinφ
z = r cos θ
,
we have
∂θ =
xz√
1− z2∂x +
yz√
1− z2∂y −
√
1− z2∂z
∂2θ =
x2z2
1− z2∂
2
x +
y2z2
1− z2∂
2
y + 2
xyz2
1− z2∂
2
xy − 2xz∂2xz − 2yz∂2yz − x∂x − y∂y + (1− z2)∂2z − z∂z
∂2φ = (−y∂x + x∂y)(−y∂x + x∂y) = y2∂2x + x2∂2y − 2xy∂x∂y − x∂x − y∂y.
As x2 + y2 + z2 = 1, sin2 θ = x2 + y2, cos θsin θ =
z√
x2+y2
, the equation
∂tρ =
1
sin θ
∂θ(sin θ∂θρ) +
1
sin2 θ
∂2φρ
is corresponding to the Fokker-Planck equation above.
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