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Abstract
We describe a method allowing to obtain new results in studying the Krall and q-Krall polynomials. In particular, we
establish the criterion for orthogonal polynomials to be eigenfunctions of 2N th-order q-di7erential operator. This criterion
is an exact q-analogue of corresponding Krall’s criterion. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let Pn(x) be orthogonal polynomials (OP) satisfying the three-term recurrence relation [1]
Pn+1(x) + bnPn(x) + unPn−1(x) = xPn(x); P0 = 1; P1 = x − b0: (1.1)
The Favard theorem [1] states that if un = 0, there exists a linear moment functional 
 such that
〈
; Pn(x)Pm(x)〉= hnnm; (1.2)
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where hn=u1u2 : : : un are normalization constants. The moment functionalL is deOned by its moments
〈
; xn〉= cn; n= 0; 1; 2; : : : (1.3)
In what follows we will assume that OP Pn(x) are nondegenerate, i.e. un = 0; n= 1; 2; : : : . This
means, in particular, that hn = 0; n= 0; 1; : : : :
We deOne the generalized Krall polynomials as OP satisfying the eigenvalue problem
LPn(x) = nPn(x); (1.4)
where the operator L is an arbitrary operator sending any polynomial to a polynomial of the same
degree. This deOning property means that the operator L has the following expression:
L{xn}=
n∑
k=0
Ankxk (1.5)
in the basis of monomials xn. The coePcients Ank completely describe the operator L.
We call L a >nite-type operator if an additional property
Ank = 0; k = 0; 1; : : : ; n− N − 1; (1.6)
holds, where N is a positive integer. Sometimes it is convenient to deal with coePcients A(s)n =An;n−s.
There are two important examples of Onite-type operators L:
(i) N th-order di7erential operators
L=
N∑
k=0
ak(x)@kx (1.7)
with ak(x) polynomials such that deg(ak(x))6k (and deg(ak(x)) = k for at least one value k). In
this case, the coePcients A(s)n possess the properties: for any s = 0; 1; : : : ; N the coePcients A
(s)
n are
polynomials in n of degree not exceeding N having zeroes at n= 0; 1; : : : ; s− 1. Moreover A(s)n = 0
if s¿N or s¿n. It can be shown [13] that, vice versa, the coePcients A(s)n with these properties
uniquely determine some N th-order di7erential operator L.
(ii) N th-order q-di7erential operators [12]
Lq = T−N=2
N∑
k=0
ak(x)Dq; (1.8)
where T is the q-shift operator
TF(x) = F(qx) (1.9)
and Dq is the q-derivative operator
Dq = (x(1− q))−1(1− T ): (1.10)
Note that Lq is a linear combination of the operators TN=2; T−N=2−1; : : : ; T−N=2. The coePcients A(s)n
have the expression A(s)n =q
−nN=2Q(qn; s), where Q(y; s) are polynomials in y of order not exceeding
N having zeroes at y = 1; q; q2; : : : ; qs−1. Moreover A(s)n = 0 if s¿N or s¿n. It can be shown
[12] that, vice versa, the coePcients A(s)n with these properties uniquely determine some N th-order
q-di7erential operator Lq.
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Assume that the polynomials Pn(x) have the expansion
Pn(x) =
n∑
k=0
Bnkxk (1.11)
with some coePcients Bnk . Then the eigenvalue equation (1.4) is equivalent to a system of algebraic
relations
n∑
i=k
BniAik = nBnk ; k = n− N; n− N + 1; : : : ; n: (1.12)
From relation (1.12), it is seen that for the di7erential operator (1.7) the coePcients B(s)n = Bn;n−s
are rational functions of the argument n for all Oxed values of discrete parameter s = 0; 1; : : : .
Analogously for the q-di7erential operator (1.8), the coePcients B(s)n are rational functions of the
argument qn for all Oxed values of discrete parameter s=0; 1; : : : . On the other hand, the recurrence
coePcients un; bn are easily expressed in terms of the coePcients B(1)n and B
(2)
n . This leads us to the
following necessary condition for the Krall and q-Krall polynomials [13].
Proposition 1.1. The recurrence coe?cients un; bn are rational functions of argument n (resp. qn)
for the Krall (resp. q-Krall) polynomials.
Note that being necessary, this property is not suPcient. Indeed, consider the generalized Jacobi
polynomials P(;M1; ;M2)n (x) whose weight function is obtained from the weight function of the ordinary
Jacobi polynomials P(; )n (x) by adding two arbitrary concentrated masses M1; M2 at the endpoints
of the orthogonality interval [0; 1]. In [13], it was shown that the recurrence coePcients are rational
functions of the argument n only in two cases:
(i) both  and  are integer: ;  = 0; 1; 2; : : :;
(ii) both  and  are half-integer: ;  =− 12 ; 12 ; 32 ; : : : .
However, as was shown recently in [5,10] only the case (i) indeed corresponds to the Krall
polynomials, whereas polynomials from the class (ii) do not satisfy any Onite-order di7erential
equation.
2. Criterion in terms of moments
Let Pn(x) be monic polynomials that are solutions of (1.4) for some operator L. These polynomials
need not be orthogonal. Consider a space of linear functionals 
 deOned on the space of polynomials
by their moments 〈
; xn〉= cn.
The functionals p(x)
 (where p(x) is a polynomial) and @x
 are deOned by [11]
〈p(x)
; f(x)〉= 〈
; p(x)f(x)〉; (2.1)
〈@x
; f(x)〉=−〈
; f′(x)〉; (2.2)
where f(x) is an arbitrary polynomial.
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There exists a unique dual sequence of functionals [11] 
n; n= 0; 1; 2; : : : such that
〈
n; Pm(x)〉= nm: (2.3)
DeOne the conjugate operator L∗ (acting on the space of all linear functionals 
) by the relation
〈L∗
; f(x)〉= 〈
; Lf(x)〉; (2.4)
where f(x) is any polynomial.
Proposition 2.1. The polynomials Pn(x) satisfy eigenvalue equation (1:4) if and only if dual func-
tionals 
n satisfy the eigenvalue equations
L∗
n = n
n: (2.5)
The proof of this proposition is obvious from deOnitions (2.3), (2.4) and uniqueness of the set of
dual functionals 
n.
Assume now that Pn(x) are orthogonal polynomials. It is well known (see, e.g. [11]) that Pn(x)
are OP if and only if

n = h−1n Pn(x)
0; (2.6)
where hn are some constants. In fact, these constants coincide with the normalization constants:
hn = 〈
0; P2n(x)〉. In this case, the functional 
0 plays the role of orthogonality functional for the OP
Pn(x):
〈
0; Pn(x)Pm(x)〉= hnnm: (2.7)
Let
cn = 〈
0; xn〉 (2.8)
be the moments corresponding to the orthogonality functional 
0.
If the polynomials Pn(x) are orthogonal, the relation (2.5) is rewritten as
L∗{Pn(x)
0}= nPn(x)
0 = (LPn(x))
0; n= 0; 1; 2; : : : (2.9)
or, equivalently,
L∗{f(x)
0}= L{f(x)} 
0; (2.10)
where f(x) is an arbitrary polynomial in x. We thus have:
Proposition 2.2. The orthogonal polynomials Pn(x) are generalized Krall polynomials if and only
if relation (2:10) holds for any polynomial f(x).
This criterion can be rewritten in the equivalent form
〈
0; f(x)L{ (x)}〉= 〈
0;  (x)L{f(x)}〉 (2.11)
which holds for two arbitrary polynomials f(x) and  (x). For the case of the ordinary Krall poly-
nomials criterion (2.11) was derived in [8]. Choosing f(x)=xn;  (x)=xm and using (2.8) and (1.5)
we rewrite (2.11) in the form
I(n; m) = I(m; n); (2.12)
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where I(n; m) is the sum
I(n; m) =
n∑
i=0
Anicm+i : (2.13)
Relation (2.12) should be valid for all values m; n=0; 1; 2; : : : : In matrix form, relation (2.12) reads
AC = CAT; (2.14)
where AT is the transpose of A, and C is the Hankel matrix with entries Cik = ci+k .
Relation (2.12) is an algebraic form of the criterion for the OP Pn(x) to be generalized Krall
polynomials.
We thus have the following result.
Proposition 2.3. Let cn be the moments corresponding to the OP Pn(x). Assume that there exist
coe?cients Ank satisfying relation (2:12). Then the polynomials Pn(x) satisfy eigenvalue equation
(1:4) where L is an abstract operator acting on monomials xn by (1:5).
In what follow, we will use explicit expression for the conjugated operators L∗ when L is di7er-
ential or q-di7erential operator. For di7erential operator (1:7) we have
L∗ =
N∑
k=0
(−1)k@kxak(x): (2.15)
For the q-di7erential operator (1.8) we have
L∗ =
N∑
k=0
(−1)kqN=2−kDq−1ak(x)TN=2: (2.16)
3. Criterion for Krall and q-Krall polynomials in terms of moments
Consider the case of Krall polynomials [7] when L is a di7erential operator of even order N . In
this case A(s)n are polynomials in n of order not exceeding N :
A(s)n =
N∑
k=0
%nknk ; s= 0; 1; : : : ; N (3.1)
with additional requirement that A(s)n has zeroes at n= 0; 1; : : : ; n− s+ 1.
Criterion (2.12) in this case reads
N∑
s=0
cn+m−s
N∑
k=0
%sk(nk − mk) = 0 (3.2)
for all possible nonnegative integers n; m.
It is convenient to choose new integer variables
t = n+ m; v= n− m: (3.3)
Note that the variable v takes all nonnegative integers t = 0; 1; 2; : : : whereas v takes all integers
v= 0;±1;±2; : : : when n; m take all nonnegative integers.
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Using binomial formula we can rewrite (3.2) in the form
N∑
s=0
ct−s
N∑
k=0
%sk
[k=2]∑
i=0
(
k
2i + 1
)
v2i+1tk−2i−1 = 0: (3.4)
Taking into account that (3.4) should be valid for all values of v we conclude that (3.4) is equivalent
to a system of N=2 conditions:
N∑
s=0
ct−sK ( j)s = 0; j = 0; 1; : : : ; N=2; (3.5)
where
K ( j)s =
N∑
k=0
%sk21−k
(
k
2j + 1
)
tk−2j−1: (3.6)
Thus (3.5) is criterion for OP to be eigenfunction of N th-order di7erential operator (1.7). It can be
easily shown that this criterion is equivalent to Krall’s criterion [8] in terms of coePcients of the
polynomials ak(x).
Consider the case of q-Krall polynomials for some even 2N . In this case, A(s)n are linear combi-
nations of qNn; q(N−1)n; : : : ; q−Nn:
A(s)n =
N∑
k=−N
%s; kqnk (3.7)
with additional requirements
A(s)0 = A
(s)
1 = · · ·= A(s)s−1 = 0: (3.8)
In this case, criterion (2.12) reads as
N∑
s
ct−s
N∑
k=−N
%skq kt=2(qkv=2 − q−kv=2) = 0 (3.9)
where we use variables (3.3). Taking into account that
qkv=2 − q−kv=2 = (qv=2 − q−v=2)Uk−1(y=2); y = qv=2 + q−v=2; (3.10)
where Un(y) is the Chebyshev polynomial of the second kind [2] and that all Chebyshev polynomials
Un(y=2); n= 0; 1; 2; : : : are independent we arrive at the system of N relations
N∑
s=0
(%s; kq kt=2 − %s;−kq−kt=2)ct−s = 0; k = 1; 2; : : : ; N: (3.11)
We thus have:
Proposition 3.1. System (3:11) is the criterion for OP to be eigenfunctions of 2N th-order q-
diBerential operator (1:8).
For the simplest case of the second-order operator 2N = 2 we get the only condition
(%0;1qt − %0;−1)ct + (%1;1qt − %1;−1)ct−1 + (%2;1qt − %2;−1)ct−2 = 0 (3.12)
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with additional condition %2;1=q−1%2;−1 following from the requirement A
(2)
0 =A
(2)
1 =0. It can be easily
shown that condition (3.12) coincides with the Hahn condition describing “q-classical” orthogonal
polynomials Pn(x) (i.e. those for which DqPn(x) are also some OP) [4,9].
4. Example: generalized little q-Jacobi polynomials
Consider an explicit example connected with generalized little q-Jacobi polynomials (see also
[12]).
Monic little q-Jacobi polynomials [6] are deOned as
Pn(x; a; b) = (−1)n q
n(n−1)=2(aq; q)n
(abqn+1; q)n
2,1
(
q−n; abqn+1
aq
∣∣∣∣ qx
)
; (4.1)
where (a; q)n=(1−a)(1−aq) : : : (1−aqn−1) is q-shifted factorial and 2,1 denotes q-hypergeometric
function (see, e.g. [3]).
These polynomials satisfy three-term recurrence relation [6]
Pn+1(x; a; b) + unPn−1(x; a; b) + bnPn(x; a; b) = xPn(x; a; b); (4.2)
with the recurrence coePcients
un = An−1Cn; bn = An + Cn; (4.3)
where
An = qn
(1− aqn+1)(1− abqn+1)
(1− abq2n+1)(1− abq2n+2) ;
Cn = aqn
(1− qn)(1− bqn)
(1− abq2n+1)(1− abq2n) : (4.4)
The orthogonality relation is
∞∑
k=0
wkPn(qk ; a; b)Pm(qk ; a; b) = hnnm; (4.5)
where hn = u1u2 : : : un and the weight function is purely discrete one
w(x) =
∞∑
k=0
wk(x − qk) (4.6)
with masses wk (located at x = qk):
wk =
(aq; q)∞
(abq2; q)∞
(bq; q)k(aq)k
(q; q)k
: (4.7)
This function is normalized, i.e.,
∑∞
k=0 wk = 1.
Moments cn corresponding to these polynomials are
cn =
∞∑
k=0
wkqnk =
(aq; q)n
(abq2; q)n
; n= 0; 1; 2; : : : (4.8)
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Generalized little q-Jacobi polynomials P(M)n (x; a; b) correspond to the weight function
w(M)(x) = w(x) +M(x); (4.9)
i.e., we add the mass at the endpoint x=0 of the orthogonality interval of the little q-Jacobi interval.
Corresponding moments are
c(M)n =
(aq; q)n
(abq2; q)n
+Mn0: (4.10)
Proposition 4.1. Assume that a= q j; j = 0; 1; : : : Then the generalized little q-Jacobi polynomials
P(M)n (x; q
j; b) are eigenfunctions of q-diBerential operator (1:8) of order 2j+4. The coe?cients A(s)n
of this operator are
A(s)n =M/n;jb
−s (q
−2−j; q)s(q1−n; q)s
(q; q)s(b−1q−1−j−n; q)s
+ 0ns;1 + 1ns;0; (4.11)
where
0n = (q−n − 1)(q; q)j(bq; q)j+2(1− qj+n);
1n = (1− q−n)(1− bqn+j+1)(bq; q)j+2(q; q)j
and
/n; j =
(1− q)q−1−n( j+2)(1− bq j+2)(qn; q)j+2(bqn; q)j+2
(1− qj+1)(1− q−j−2) :
This proposition can easily be proven by substitution of explicit expressions (4.11) and (4.10)
into (2.12) and using q-SaalschUutzian formula [3]. In [12], this proposition was proven directly by
using formula (1.12).
5. Criterion in terms of Stieltjes functions
Let 
 = 
0 be a linear functional providing orthogonality for OP Pn(x). DeOne the functions of
the second kind Fn(z) by the relation
Fn(z) = 〈
; Pn(x)(z − x)−1〉; (5.1)
where (z − x)−1 = z−1 + xz−2 + x2z−3 + · · · is assumed as a formal series in x. It is easily veriOed
that Fn(z) satisfy the same recurrence relation (1.1) as OP Pn(x) [1]. The function F(z) = F0(z) =
〈
; (z − x)−1〉 is called the Stieltjes function [1]. By deOnition we have
F(z) =
∞∑
k=0
ckz−k−1; (5.2)
i.e., the Stieltjes function is generation function for moments cn [1].
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Lemma 5.1. For diBerential and q-diBerential operators (1:7) and (1:8) the following identity
Lx
(
1
z − x
)
= L∗z
(
1
z − x
)
(5.3)
holds; where Lx (resp. Lz) stands for action of the operator L on the variables x (resp. z) and
conjugated operators L∗ are de>ned by (2; 15); (2:16).
Proof. Consider a partial term Lk;x = ak(x)@kx of the operator (1.7). We have
L∗k; z
(
1
z − x
)
= (−1)k@kz
(
ak(z)
z − x
)
= (−1)k@kz
(
ak(z)− ak(x)
z − x
)
+ (−1)kak(x)@kz
(
1
z − x
)
:
As ak(z) is a polynomial in z of order not exceeding k we have obviously
@kz
(
ak(z)− ak(x)
z − x
)
= 0:
We thus arrive at (5.3) for the case of di7erential operator (1.7). The proof for the case of the
q-di7erential operator (1.8) is quite analogous.
Using this lemma we have another form of the Krall and q-Krall criterion.
Proposition 5.1. OP Pn(x) are eigenfunctions of operators (1:7) or (1:8) if and only if their func-
tions of the second kind satisfy eigenvalue equations
L∗z Fn(z) = nFn(z); n= 0; 1; : : : : (5.4)
The proof of this proposition is a direct consequence of criterion (2.9) and formulas (5.1) and
(5.3).
There is another form of the Krall and q-Krall criterion in terms of the Stieltjes functions.
Proposition 5.2. OP Pn(x) are eigenfunctions of operators (1:7) or (1:8) if and only if their Stieltjes
function F(z) satis>es a diBerential equation
L∗z
(
F(z)− F(y)
z − y
)
= L∗y
(
F(z)− F(y)
z − y
)
(5.5)
for all values z; y.
Proof. It is obvious that criterion (2.11) can be rewritten in the form
〈
; (z − x)−1Lx{(y − x)−1}〉= 〈
; (y − x)−1Lx{(z − x)−1}〉 (5.6)
which should holds for any z; y. Then (5.5) is a direct consequence of the lemma.
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