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Abstract 
Ash, C.J., Generalizations of enumeration reducibility using recursive infinitary propositional 
sentences, Annals of Pure and Applied Logic 58 (1992) 173-184. 
We consider the relation between sets A and B that for every set S if A is 2: in S then B is ,Z$ 
in S. We show that this is equivalent to the condition that B is definable from A in a particular 
way involving recursive infinitary propositional sentences. When (Y = /3 = 1, this condition is 
that B is enumeration reducible to A. We establish further generalizations involving infinitely 
many sets and ordinals. 
1. Introduction 
The notion of enumeration reducibility is described in [3]. Informally, for sets A 
and B one says that B is enumeration reducible to A, written B se A, if there is 
an effective procedure which converts any enumeration of A into an enumeration 
of B. 
A precise definition is that B ce A if there is an r.e. set W such that, for all n, 
DEB e 3i((n,i)EW&D,cA) 
where Dj denotes the ith finite set. This contrasts with the weaker condition that 
B is r.e. in A if and only if there is an r.e. set W such that, for all n, 
DEB CJ 3i3j((n,i,i)EW&Dj~A&Dj5A) 
where A denotes the complement of A. 
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This definition of B se A is, in fact, equivalent to a different definition in terms 
of relative recursiveness. 
Theorem 1. The following are equivalent conditions on sets A and B. 
(1) Bc,A. 
(2) For every set S, if A is r.e. in S, then B is r.e. in S. 
Theorem 1, in a slightly different form, was obtained in [4, Part I, Theorem 
2.81. It is also obtained here as a special case of Theorem 3, below. 
Our first aim in this paper is to establish a similar characterization of the 
relation between sets A and B that, for every set S, if A is 2: in S then B is 2; in 
S. In our characterization we use recursive infinitary propositional sentences, for 
which precise definitions are given in the next section. 
In [l], we noted that we could re-express the statement hat B is 2; in A by the 
statement: there is a recursive procedure which assigns to each it a recursive Z0 
propositional sentence q,, such that, for all n, n E B eA I= q,,. Here we take the 
propositional variables to be the numbers themselves and identify the set A with 
the truth assignment 
In the case where p = 1, each Q),, is of the form Wk On,k, where each On,k is 
finitary. This re-expression can then also be seen from the definition above in 
which B is r.e. in A via W iff, for all n, n E B eA k qn, where Q)~ is: 
W {(id: (n,i,j)eW) kp”A 4 I 
To say that B is enumeration reducible to A via W, in the same fashion, the 
negated symbols do not appear. Conversly, if each Q),, is recursive, Zc, and positive 
then {n: A b qpn} is indeed enumeration reducible to A. 
This suggests that we define, for each (Y, suitably modified classes X8”’ of 
propositional formulas for which we can show: 
Theorem 2. The following are equivalent conditions on sets A and B. 
(1) There is a recursive procedure which assigns to each n a recursive Zg) 
sentence q,, such that, for all n, n E B eA k Q)~. 
(2) For every set S, if A is 2% in S then B is 2:: in S. 
For (Y = /3 < o, Theorem 2, in a different form, was obtained in [2]. Theorem 2 
is obtained here as a special case of Theorem 3, below. 
In the case where p < cy, we see from the definition below that the Z’r) 
sentences are just the C, statements, involving only the propositional constants T 
and F and none of the other proposition symbols. So, in this case, condition (1) of 
Theorem 2 asserts merely that B is Zi and Theorem 2 gives: 
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Corollary 2.1. If B is not J!$ then, for any set A and any a > /3, there exists a set S 
such that A is ,?I”, in S but B is not 208 in S. 
In similar fashion, we can characterize for ordinals /3, LY,, . . . , CQ the condition 
on sets B, Al, . . . , Ak that for all sets S, if each Ai is ,Yt, in S, then B is _X”p in S. 
More generally, for infinitely many Ai, we may consider those S for which each 
Ai is pa, in S uniformly in i. In this case, we use ordinal notations and presume 
that ai is obtained recursively from i. So we may, equivalently, consider sets A,,, 
for 1 =G y < a, and those sets S for which A, is ,E’(: in S uniformly in y < a. 
Without loss of generality, and to assist the notation, we consider only those 
families {A,: y < a} for which each A,, c Z,, where the Z,, are pairwise disjoint 
sets, Z, is recursive uniformly in y < cx and I = lJ,,<,Z,, is recursive. Then 
{A,,: y < a} is determined by A = UyCaAy, since A, = A n Z,. 
Let Z7 I+ cx - (0) assign to each u E I the unique y for which u E Z,,. We 
consider propositional sentences formed from propositional variables from the set 
I. The function Z assigns an ordinal rank to each propositional variable and in 
terms of r we define classes &(Z), n,(Z) for which we can prove: 
Theorem 3. The following are equivalent conditions on sets A and B with A c_ 1. 
(1) There is a recursive procedure which assigns, to each n, a recursive X0(Z) 
sentence $,, such that, for all n, n E B eA k vn. 
(2) For every set S, if each A,, = A rl IY is $! in S, uniformly in y < a, then B is 
PO in S. 
As we have said, Theorems 1 and 2 are immediate consequences of Theorem 3, 
so our main aim now is to prove Theorem 3. It will be clear that if (1) is true then 
so is (2), and we must show that otherwise (2) is false. A suitable set S is obtained 
as a generic truth assignment o auxiliary propositional variables, by the forcing 
construction described in Section 3. In order to make this approach work we 
make a careful choice of auxiliary variables using a ‘recursive a-reference system’ 
and establish the rather delicate Lemma 9. 
From this proof, we see immediately the corresponding results when B is 
similarly replaced by a family of By’s, each to be .Xl in S or, alternatively, to be 
z(: in S, uniformly in y. 
Theorem 4. The following are equivalent conditions on sets A c Z and families 
{B,: y-~/3} of sets. 
(1) For each y ==c p there is [uniformly in y] a recursive procedure which assigns 
to each n a recursive z?,(Z) sentence I/J,, such that, for all n, n E B, eA k q,,. 
(2) For every set S, if each A, is 2; in S, uniformly in y < a, then each B,, for 
y < f3, is PY [uniformly in y]. 
The phrase in brackets can either be omitted in both parts or be included in both. 
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We proceed in Sections 2 and 3 to give the definitions of the classes Es(r) and 
to describe the forcing construction and in Section 4 show how Theorems 1, 2, 3 
and 4 can be deduced. 
2. Definitions 
Propositional logic 
Let L(V) denote the infinitary propositional logic for which V is the set of 
propositional variables. We assume that each L(V) also has the propositional 
constants T and F. 
For any L(V), we define the classes zb, and I& of sentences as follows. 
Let & = I&, be the set of finitary sentences, let & be the class of sentences 
Wi vi for which each qpi is I$, for some pi < (Y, and let II= be the class of sentences 
/Mj Q+ for which each vi is Zfi, for some pi < (Y. 
For a recursive set V, we define the recursive infinitary sentences to be those in 
which only disjunctions and conjunctions over r.e. sets are used, according to an 
extension of the numbering of the finitary sentences, for example, as follows. 
Let 0 denote Kleene’s system of notations for the recursive ordinals, as in [3], 
Then we may use as indices all triples of the form (a, e, 2) and (a, e, II) with 
a E 0. For Jai0 = 0, let (a, e, 2) and (a, e, IT) be indices for the finitary sentence 
with Godel number e. For (a], > 0, let (a, e, 2) be an index for Wi rpi where the 
disjunction is taken over the r.e. set of those i E W, for which i is the form 
(b, e’, II) and b -=+a, in which case vi denotes the sentence with index i. 
Similarly, for lala > 0, let (a, e, II) be an index for Ai vi, taken over the set of 
i E W, for which i is of the form (b, e’, 2) and b co a. 
For our purposes we may assume that all the recursive ordinals are below some 
a(, < ~7~. Choose any notation a,, E 0 for Q((), and use, for each ordinal o < (Y(), 
its unique notation a co a,,. For two different choices of a,,, we get two different 
sets of recursive Ze sentences, but we can effectively transform the sentences of 
one kind into logically equivalent sentences of the other kind. 
Now suppose that a function r assigns an ordinal rank to each propositional 
variable. We assign the rank 0 to the propositional constants T and F. We define 
the classes Z,(r), IIe(I’) as follows. 
Let J&(T) = I&(r) be the set of finitary propositional sentences involving only 
symbols of rank 0. Let &(T) be the class of sentences Wj (0; & vi) where each 
vi is in II,s,(IJ for some pi < a: and each 0i is a finite conjunction of propositional 
symbols of rank C(Y. Similarly, let II,(r) be the class of sentences nc\i (70, v q+) 
where each vi is in ,X6, (r) for some pi < (Y and each Bi is as above. 
For a recursive set of proposition symbols and a recursive function r, we define 
the recursive Z,(r) and 17,(r) sentences to be those in which only r.e. 
disjunctions and conjunctions are used, modifying the previous system of indices 
appropriately. 
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Reference systems 
To establish Theorem 3 when (Y is infinite, we begin with the recursive rank 
function r on the recursive set I, which we assume to be co-infinite, and extend 
this to a larger system in which each element has a corresponding infinite 
sequence of new elements of appropriate lower ranks. We need a certain 
finiteness property. 
Define an a-reference system to be a triple (U, rk, F) for which 17 is a set, 
rk:U-,a, F:{ueU:rk(u)>O}Xo + U is one-one and the following condi- 
tions are satisfied. We write F(u, k) as uk. 
(i) If rk(u) = y + 1, then rk(u,) = y. 
(ii) If rk(u) = p, w h ere /3 is a limit ordinal, then rk(u,,) < rk(u,) <. . * and 
sup(rk(uA) = P. 
(iii) For each y < (Y, the set C, = {(u, k): rk(uk) < y < rk(u)} is finite. 
Define a recursive a-reference system to be one for which U is a recursive set, 
rk and F are recursive functions, and the function which assigns to each y the 
canonical index of the finite set C, is also recursive. 
Let us say that such a system is a recursive a-reference system for I, r if I c II, 
rk extends r and ran(F) c U - 1. 
Proposition. For each (Y < wCK, each co-infinite recursive set I and each recursive 
l? I+ a, there is a recursive a-reference system (V, rk, F) for I, lY 
Proof. Begin with the set K of all finite sequences (u, k,, . . . , k,) with u E I and 
n 3 0 where, for n = 0, (u) is identified with u. We shall take U to be a suitable 
subset of K and define (u, k,, . . . , k,Jk to be (u, kl, . . . , k,, k). 
To satisfy conditions (i) and (ii), it is sufficient to define a recursive function 
rk(u, a) for each u E I and each sequence a, by induction on the length of cr, 
satisfying conditions (a), (b), (c), (d) below, and to take U = {(u, a) E 
K: rk(u, a) 2 O}. 
(a) rk(u) = T(u). 
(b) If rk(u, a) = y + 1, then rk(u, a, k) = y. 
(c) If rk(u, a) = p, a limit ordinal, then rk(u, u, 0) < rk(u, u, 1) <. - . and 
sup, rk(u, a, k) = j3. 
(d) If rk(u, a) = 0 or -00, then rk(u, o, k) = ---cc). 
To ensure condition (iii), first note that each /3 < cz has, by our conventions, an 
associated number, #(@, and that each member (u, a) of K also has a 
corresponding sequence number, #(u, a). In case (c), above, we may be more 
specific and require, when rk(u, a) = /3, a limit ordinal, that: 
(CO) rk(u, 0, k) < B, 
(cl) rk(u, u, k) > rk(u, a, i) for each i <k, 
(~2) rk(u, a, k) 2 y for each y < p with #(y) < k, 
(~3) rk(u, a, k) 2 y for each y < j3 with #(y) < #(u, a, k). 
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Clauses (a), (b), (CO), (cl), (c2), (~3) and (d) now describe how 
rk(u, kr, . . . , k,) can be defined to be recursive, by induction on k, + . . . + k,. 
The choice of rk(u, a, k) is possible when rk(u, a) is a limit ordinal, because 
clauses (cl), (~2) and (~3) together only require that rk(u, o, k) 3 y for finitely 
many values of y < rk(u, a). 
Clauses (CO), (cl) and (~2) clearly ensure the previous statement (c). Clause 
(~3) ensures that, for each y, the set C, = {u, a, k): rk(u, u, k) < y < rk(u, a)} is 
finite. For, if (u, u, k) E C,, then rk(u, a) is some limit ordinal /I > y, so by (c3), 
since rk(u, u, k) < y, we have #(y) 2 #( u, u, k). For each y, there are thus only 
finitely many such (u, u, k) and we can find a canonical index for C,, by 
computing rk(u, u, k) and rk(u, u) for each (u, u, k) E K with #(u, a, k) =S 
#(Y). 0 
3. Forcing construction 
Assume that I and r:I+ (Y - (0) are recursive and let (U, rk, F) be a 
recursive a-reference system for Z, r We use the infinitary propositional logic 
L(V) where U’ = U-I. 
For A E I, we obtain, by forcing, a generic truth assignment, G, such that, for 
all u E U’ with rk(u) > 0, 
and, for u E I, 
UEA e GbWXk. 
k 
From G, we define S={u~U’:rk(u)=O and Gbu}. For y>O, let S,,= 
{u E U’: rk(u) = y and G k u}. Then, by recursive transfinite induction and from 
the properties of G above, each S, and each A,, is 20, in S, uniformly in y. 
When we have defined the forcing apparatus, we show that a suitable generic 
sequence of forcing conditions can be chosen so as also to prevent a given set B 
from being pa in S unless B satisfies condition (1) of Theorem 3. 
Definition. Let PO be the family of finite sets p of unnegated or negated 
propositional variables from the set II’ such that, for u E II’, not both u and lu 
appear in p and, for all k, not both iu and luk appear in p. 
Let P be the family of p E PO for which, also, for all u E I -A, and all k, iuk 
does not appear in p. 
Writep<qtomeanp,qEPandpGq. 0 
We use P as the set of forcing conditions. It is sufficient to deal with sentences 
of L(U’) which are in one of the forms ,Y,, or &. For each such sentence, q, we 
let Q denote the formal negation, of the opposite form, obtained by interchanging 
/x\ and W and negating the finitary constituents. 
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Definition 
p IlO, when 6 is finitary, if p E P and p k 8. 
P 11 y 6 if @)(P It R)- 
P 11 ^ c\ @i if (VW4 2 P)(q 11 @,i). q 
Lemmas 1 to 5 below follow by transfinite induction in a routine way, once 
Lemmas 1, 2 and 3 are verified for finitary formulas. We give a proof of Lemma 4 
for later reference. 
Lemma 1. If p It cp and q ap, then q It CJI. 
Lemma 2. For no p, Q, do we have both p It 91 and p lt (p. 
Lemma 3. For all p, Q, there exists q >p such that either q It Q, or q It @. 
Definitions. For G c P, write G It q to mean (3p E G)(p It q). If 9 is a set of 
sentences, say that G is S-generic if 
(i) p,qEG+pUqEG, 
(ii) pSqandqEG+pEG, and 
(iii) for all Q, E 9 either G 11 q or G k @. 0 
Lemma 4. If 9 is countable, then there exists an S-generic G c P. 
Proof. Let 9 = { qpo, ql, . . . } and choose pO spl s . - . from P, in turn, accord- 
ing to Lemma 3, so that either pn IF Q)” or p,, It Q,,. Let 
G = {q E P: (3n)(q spa)}. Cl 
Definitions. Any G E P determines a truth assignment, which we also denote by 
G, for which G(u) = T iff G It- U. 
We say that a set 9 of sentences is closed under constituents if whenever Wi 47, 
or Ai vi is in 9, then each vi is in 9. 0 
Lemma 5. If 9 is closed under constituents and G is g-generic, then for all cp E 9, 
Gkq,eGGItq. 
Lemma 6. Let 9 contain all the recursive _Z1 sentences of L(U’), and let G be 
S-generic. Then : 
(a) ForuEU’, Gku@GkWkluk. 
(b) ForuEI, UEA~GGW~~U~. 
PrOOf. (a) SUppOSe that G k lX\k uk. Then, by Lemma 5, (3~ E G)(p It Ak uk). 
Now p It- /nk uk means that (vk)(Vq Bp)((lt&) 4 q) which from the definition of 
P gives -IU EP. Thus (3p E G)(p Itx), and so G k-u. 
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Conversely, suppose that G l= Wkluk. Then (3k)(3p E G)(luk EP) and so 
(Vq E G)(x $ q). Thus G L)Llu and so G IF u, that is, G k u. 
(b) Similarly, if G k nc\ k uk then G lt- lX\k uk and SO ($3 E G)(Vk)(Vq Sp) 
((%k) $ q) which @‘es U 4 A, while if G b Wk luk then (%)($ E G)((Xk) E/I) 
andsouEA. 0 
Let LI, = {u E II: rk(u) = O}. Since S s U,), if the given set B is 2; in S, then 
there is a recursive function which assigns to each n an index for a recursive E,< 
sentence q,, of L( U,,) such that, for all n, II E B e G k qn. 
Assume that 4 is countable, closed under constituents and contains every 
recursive Efi sentence of L(U,,) and every recursive 2, sentence of L(U’). 
Lemma 7. Either there is an S-generic G for which B is not .Zi in S or there exist 
p E P and a recursive function which assigns to each n a recursive Zfi sentence Q)” 
of L( I/,,) such that, for all n, both: 
n EB 3 (vq~p)(quCR,)j 
n $B + (Vqzp)(qItLQ)J. 
Proof. We may be able to choose G, as in the proof of Lemma 4, by choosing 
P0~40~PI~41~” from P in turn, where the pk again ensure that G is 
F-generic and each qk ensures that the kth recursive function n H qn does not 
have, for all n, n E B e G It Q&, by the existence of nk such that either nk E B 
and qk It q& or nk 4 B and qk IF q&,. 
If this is not possible, then for some k, no such nk and qk Spk exist, so putting 
p =pk we have, for all n, 
n E B + (Vq sp)(q V &), 
n $ B + (Vq ap)(q V c). 0 
In the second case we can take a further step. 
Lemma 8. Suppose that p E P and, for all n, both: 
fi E B 3 (Vq sp)(q V Rz), 
n$B 3 (Vqap)(q1)L%). 
Then we have: 




Proof. From (l), by Lemma 3, we have n E B 3 (3q ap)(q It v~) which, from 
(2), yields (3). cl 
For Theorem 3, it only remains to show, for suitable fixed p E P, that the 
condition (3q ap)(q It rp) on a recursive ZP sentence q of L( I/,) can effectively 
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be re-expressed in the form A i= I/F, where II, is a recursive &(r) sentence of L(I). 
This seems to need a careful induction. 
For each /3, let d(A) denote the set of uk with rk(Uk) < p < rk(u) and u $ A. 
Then, from Section 2, d(A) is finite, and by the definition of P, if p E P then 
p U &(A)EP. 
For each p E P and each /I, let pB denote the set of those u, lu EP with 
rk(u) 6 p, together with those uk for which rk(u,) < /3 < rk(u) and lu E p. Again, 
pBisfiniteandifpEPthenpUpSEP. 
Lemma 9. From p E PO and an index for a recursive .XP sentence cp of L(U,,), with 
/3 Z= 1, we can compute (independently of A) an index for a Zb(T) sentence v+!J~,~ of
L(Z) such that, for all A, if p E P and p 1 d(A), then: 
Proof. We proceed by recursive transfinite induction 
when /I = 1, we may start the induction at 6 = 0 
definition. Let p It* Q, mean (3q >p)(q It cp), if 47 is 
p0 IF $5, if 9 is finitary. 
Then if Wi vi is 20, /I 2 1, we have 
P lk*y Vi e (W(% 2P) 34 It* @i). 
on p. To avoid repetition 
by making the following 
Z6 and @ 3 1, and mean 
For finitary 8, we have p II* 8 iff p” IF* 8, from the definitions, and we can 
compute the corresponding truth value v,,~, independently of A. 
[Here we use that if p E P then (p”)” =p”; more generally (p@)@ =pB.] 
Suppose now that q is .Zs where p 2 1. Then Q, is Wi vi, where each vi is Co, 
for some pi < p. For p E P, the statement: 
can be re-expressed, as above, by: 
(2) (3i)(3q 2P) l(4 II* @i)- 
Now, if qsp then qUqSUa”(A)eP, so certainly q’=qUpBU&(A)eP. If 
q’ It* @ then q It-* pli from the definition of IF, since q c q’. So (2) can be re-stated 
as: 
(3) (3)(3q a p UP’ U &(A)) l(q I~* pi). 
Since Qi is Zfi,, with fii -C p, and the only q’s to which the property q It* qi is 
applied in (3) now have q 2 dfA), we may use the I.H. to re-state (3) as: 
(4) (3)(3q *p Ups U a"(A)) i(q”lk qi), 
182 C.J. Ash 
Now we note that {q”: q up IJ p’ U &(A)} is the set of those s such that: 
(i) sUpUpbP, 
(ii) s 2 &(A), 
(iii) r 2pY 
(iv) s = #I. 
Certainly these are properties of q8’ if q ap Up0 U &(A). Conversely, if s is 
such, take q = s Up Up B E P, by (i), and note that then qPi = s@~ U pBc U (p fi)fii = s 
by (iii), (iv) and since (~~)~~=p”. 
For s ES@I, p~P,pza~(A)andsUp~~P, wemaycheckthatsUpUpSeP. 
So, for p 2 d(A), (i) of the above conditions can be replaced by: 
(i)’ sUp%P. 
Using again that (pB)O =pB and (pp)@~ =p”, conditions (i)‘, (ii), (iii), (iv) have 
the same effect when p is replaced by pB. This is therefore also true for statement 
(4) and so for (1). Thus p It-*Q, iff pB It*g~, as required for the first part of the 
lemma. 
To express (4) in the required form, we note that (iii), (iv) above are recursive. 
For p E P, (i) is equivalent to: 
(v) sUpUp%Po 
which is also recursive, and 
(i)” ucZ-A 3 (x,Jqs. 
Assume now that p E P, p 2 d(A) and s satisfies (iii), (iv), (v). Then since 
s = ssz, (i)” can be re-stated as 
(i)‘” u E Z - A, rk(uk) < /3; 3 (1~~) $ s. 
From the definition of &(A), (ii) means 
(ii)’ ueZ-A, rk(u,)<p,<rk(u) 3 &Es. 
Now, since p I> d(A), if rk(u,) G pi < p < rk(u), and u E Z -A, then uk EP, so 
Uk +‘, so Uk ES, by (iii). Thus, by (v), conditions (i)“’ and (ii)’ can be replaced 
by: 
(i)- U E Z -A, rk(Uk) s pi, rk(u) s /I * (luk) $ S. 
(ii)) u E Z - A, rk(Uk) s #Ii < rk(u) s 6 3 uk E s. 
For each s, (i)- and (ii)) are equivalent to finitely many conditions of the form 
u E A for those u E Z such that rk(u) 6 6 and either (luk) E s or (u, k) E C,. So by 
I.H., (4) can be expressed as A k Ws (0, &-IT/J,,.,) in which the disjunction is 
taken over the recursive set of those s satisfying (iii), (iv), (v) and each 6, is the 
corresponding finite conjunction of those u E Z with rk(u) = Z(u) G /3 obtained 
from conditions (i)- and (ii)-. So we obtain q,,,, as Ws (OS & Y+v,,~,) which is a 
recursive E6(Z) sentence of L(Z), as required. 0 
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4. Proofs 
In each of Theorems 1, 2,3,4, it is clear that (1) + (2) and we make no further 
mention of this. 
Proof of Theorem 3. Suppose that (2) is true. Then we must have the second 
case of Lemma 7, for some recursive n H cp, and some p E P. From the form of 
this statement, it is also true for any p ’ >p. Let p’ be p U d(A). Then, since 
p E P, we also have p ’ E P and, by Lemma 8, for all IZ, 
II E B e (3q >p’)(q It f&). 
Since p’ 2 d(A) and each P),, is recursive zfl in L(U,), Lemma 9 applies and 
we have 
n E B @ A != $J~‘,~~ 
where 1cfp’, ‘p. is a recursive &s(r) sentence of L(Z) obtained recursively from 12. So 
(1) is true. q 
Proof of Theorem 4. For the non-uniform case, suppose that (2) is true. Then, 
for each y< p, we must have the second case of Lemma 7 for some recursive 
n w qn,u and some pr E P. Let pC = pv U aY(A). Then, as for Theorem 3, we have 
where each qP;+,,,, is a recursive zY(ZJ sentence obtained, for each y, recursively 
from II, but not necessarily uniformly in y. 
For the uniform case, we may modify the argument for Lemma 7 and attempt, 
for each recursive map (n, y) * cp”,? such that each qn,? is recursive E,, in L(U,), 
to find n, y such that n E B,+G !=qn,u If (2) is true in the uniform sense, then 
this must fail, and so there is a recursive (n, y) * Q)~,~ and a single p E P such 
that, for all IZ and all y < /-I, 
To apply Lemma 8 and Lemma 9, for each y, we must replace p by some 
pc zp U a”(A). Now p U aY(A) is certainly not recursive in y. But we can be 
more drastic and define pc to be p together with all those uk for which 
rk(qJ < y < rk(u), u E Z and (1~) $p. Then each pc E P, p: _z a”(A), and pc is 
obtained recursively from y. 
Now, by Lemmas 8 and 9, for all n and all y < 6, 
n e B, s A k %:.%,Y 
as needed for (1). Cl 
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Proof of Theorem 2. This is a special case of Theorem 3 when we take the Zr) 
sentences to mean the ZO(T) sentences where Tis the constant function o. 
Thus, for /3 < cu, the E$@ sentences of L(Z) are just the Xa sentences of 
L(T, F), while for p > w the Zg) sentences are Wi (ei & cpi) where each 8i is a 
finite conjunction from I (possibly empty) and each qi is Zg) for some 
Pi< P- I3 
Proof of Theorem 1. This is a special case of Theorem 2 when /I = (Y = 1. In this 
case, the Z(,‘) sentences are the positive Z1 sentences and so, as remarked in 
Section 1, condition (1) of Theorem 1, that B s,A, is equivalent to condition (2) 
of Theorem 1. Cl 
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