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Fomin-Zelevinsky mutation and tilting modules over Calabi-Yau
algebras
Osamu Iyama and Idun Reiten
Abstract. We say that an algebra Λ over a commutative noetherian ring R is Calabi-Yau of
dimension d (d-CY) if the shift functor [d] gives a Serre functor on the bounded derived category
of the finite length Λ-modules. We show that when R is d-dimensional local Gorenstein the
d-CY algebras are exactly the symmetric R-orders of global dimension d. We give a complete
description of all tilting modules of projective dimension at most one for 2-CY algebras, and
show that they are in bijection with elements of affine Weyl groups, preserving various natural
partial orders. We show that there is a close connection between tilting theory for 3-CY algebras
and the Fomin-Zelevinsky mutation of quivers (or matrices). We prove a conjecture of Van den
Bergh on derived equivalence of non-commutative crepant resolutions.
0. Introduction
1. Cluster algebras and Calabi-Yau conditions
2. Preliminaries on module-finite algebras
3. Calabi-Yau algebras and symmetric orders
4. Construction of tilting modules
5. Mutation on tilting modules
6. 2-Calabi-Yau algebras and affine Weyl groups
7. 3-Calabi-Yau algebras and cluster algebras
8. Non-commutative crepant resolutions
0. Introduction
Let Λ be an algebra over a commutative noetherian ring R, which is finitely generated
as an R-module. Sometimes we assume that R in addition satisfies one or more of the
following conditions: local, complete, Gorenstein, normal. This paper deals mainly with
algebras Λ which are Calabi-Yau of dimension d, called d-CY algebras for short. This
means that the shift functor [d] gives a Serre functor on the bounded derived category
of the finite length Λ-modules. The main aspects of d-CY algebras which we investigate
are the following. We deduce interesting properties of d-CY algebras of a ring theoretic
and module theoretic nature. In particular, we show that when R is d-dimensional local
Gorenstein, the d-CY algebras are exactly the symmetric R-orders of global dimension d.
A central part of our investigations deals with tilting modules, mainly those of projec-
tive dimension at most one. We give a complete description of all such tilting modules for
2-CY algebras, and show that they are in bijection with elements of affine Weyl groups,
preserving various natural partial orders. We also investigate tilting theory for 3-CY alge-
bras, where we show that there is a close connection with the Fomin-Zelevinsky mutation of
quivers (or matrices), which they introduced in connection with their definition of cluster
algebras. Tilting theory for 3-CY algebras also turns out to have a close connection with
the theory of non-commutative crepant resolutions of Van den Bergh, and we prove some
of our results in this more general setting (actually for a generalization of the definition
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of Van den Bergh). In particular, we prove a conjecture of Van den Bergh on derived
equivalence of non-commutative crepant resolutions in 8.8.
Main examples of d-CY algebras are skew group algebras S ∗G, where S is the formal
power series ring in d variables over a fieldK of characteristic zero andG is a finite subgroup
of SLd(K). For the 2-dimensional case, these algebras have been a major object in several
branches of mathematics. The invariant ring SG has only finitely many indecomposable
(maximal) CM (=Cohen-Macaulay) modules, and S ∗ G is the endomorphism ring of
an additive generator S of the category CMSG of (maximal) CM SG-modules satisfying
gl.dimS ∗ G = 2 [He][A3]. Consequently, the Auslander-Reiten quiver of SG coincides
with the quiver of S ∗ G, and also with the McKay quiver of G, and they are the double
of an extended Dynkin diagram [A3]. This is closely related to the minimal resolution X
of the quotient singularity SG. A one-one correspondence between indecomposable non-
free CM SG-modules and irreducible exceptional curves of X was constructed in [AV].
More strongly, by the McKay correspondence [Mc] explained geometrically by Gonzalez-
Sprinberg and Verdier [GV], the McKay graph of G coincides with the dual graph of
irreducible exceptional curves of X. Later, Kapranov and Vasserot [KV] reformulated
McKay correspondence in terms of derived equivalences between S ∗G and X. The tilting
modules we construct for 2-CY algebras, and hence for the algebras S ∗G in dimension 2,
give autoequivalences of Db(mod(S ∗G)), and correspond to twist functors on Db(CohX)
constructed by Seidel-Thomas [ST] under McKay correspondence. It is natural to ask
about the geometric meaning of the tilting modules for arbitrary d-CY algebras (including
S ∗ G) which we construct in section 4. Also the category CMSG for the case d > 2 is
studied in [I3,4][IY].
Although our study of Calabi-Yau algebras in this paper is done from a purely algebraic
viewpoint, it is closely related to the study of the usual ‘geometric’ Calabi-Yau varieties.
By using the method of Fourier-Mukai transformations, Bridgeland [Bri1] proved a conjec-
ture of Bondal and Orlov [BO], which states that any birational 3-dimensional Calabi-Yau
varieties are derived equivalent. It was motivated by Bridgeland’s proof and also by the
3-dimensional McKay correspondence due to Bridgeland-King-Reid [BKR] that Van den
Bergh [Va1,2] introduced the concept of non-commutative crepant resolutions (NCCR for
short), and gave a new proof of Bridgeland’s theorem. A typical example of NCCR is
given again by skew group rings. It was in this connection that Van den Bergh proposed
an analogue of a conjecture of Bondal and Orlov, i.e. all crepant resolutions (including
NCCR) of a normal Gorenstein domain are derived equivalent, and proved this conjec-
ture for 3-dimensional terminal singularities. In section 8, we prove the non-commutative
part of this conjecture for the 3-dimensional case in a more general form, i.e. all NCCR
of a module-finite algebra over a 3-dimensional normal Gorenstein domain are derived
equivalent. Our method using tilting modules is surprisingly simple. There are here also
interesting relationships with the maximal 1-orthogonal modules of [I3,4] and the maximal
rigid modules of [GLS].
In the philosophy of non-commutative algebraic geometry, we regard algebras with finite
global dimension as an algebraic/non-commutative analogue of smooth varieties. Although
there is a classical Cohen’s structure theorem for regular algebras in the commutative
situation, finiteness of global dimension seems not to be sufficient in the non-commutative
situation. Known successful theory of algebras with low global dimension is obtained by
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Reiten and Van den Bergh [RV1,2], Artin and Schelter [AS], and Rump [Rum1,2] by giving
additional assumptions, e.g. order, Auslander condition, and so on. We hope that our CY
algebras will provide a source of non-commutative regular algebras.
The theory of tilting modules originated in the representation theory of finite dimen-
sional algebras, where a substantial theory has been developed around this concept. There
have also been generalizations to other classes of algebras, but not many concrete exam-
ples of tilting modules beyond the finite dimensional case. When T ′ is an almost complete
tilting Λ-module, then there are up to isomorphism at most two complements [RS]. For
a finite dimensional algebra it is never the case that there are always two complements.
However, this holds for d-CY algebras for d = 2, 3, and constitutes an important part of
our investigations. In particular, it is an essential property for trying to model the Fomin-
Zelevinsky mutation of quivers of 3-CY algebras using tilting Λ-modules. A similar type
of program was carried out for acyclic cluster algebras, leading to the notions of cluster
categories and cluster tilted algebras [BMRRT][BMR1] (see [CCS] for the An case), along
with related work in [GLS]. Actually, possible connections with cluster algebras was one
of the motivations for investigating tilting theory for 3-CY algebras. Another interesting
property of tilting theory for 3-CY algebras is that an equivalence of derived categories
induced by a sequence of equivalences determined by tilting modules is actually induced
by a tilting module. This is usually not the case for finite dimensional algebras.
The tilting theory for 2-CY algebras is also quite interesting from a very different point
of view. We give a description of the tilting modules (of projective dimension at most 1),
which all turn out to be ideals. The 2-CY algebras have valued quivers which are given
by generalized extended Dynkin diagrams. We establish a bijection between the tilting
modules and the elements of the associated affine Weyl groups. There is in general a
partial order on the tilting modules [RS], and in addition there is in this case the reverse
inclusion order of ideals. Under our bijection they correspond to the right order and the
Bruhat order on the affine Weyl group.
We now describe the content of each section. We start with some background material
and motivation in section 1, with particular emphasis on the importance of 2-dimensional
and 3-dimensional Calabi-Yau properties for modelling quiver mutation and other essential
ingredients in the definition of cluster algebras. In section 2 we collect basic results on
some central concepts from commutative algebra, like dimension and depth, along with
properties of reflexive and derived equivalences. We characterize the d-CY algebras as
symmetric orders of global dimension d in section 3, and investigate a related class which
we call d-CY− algebras, which coincides with the class of symmetric orders. In section 4 we
start with the tilting Λ-module Λ =
⊕n
i=1 Pi, where the Pi are non-isomorphic indecom-
posable projective Λ-modules. We describe the indecomposable objects in the bounded
derived category which can replace Pi to give a tilting complex, and in particular a tilting
module. Our emphasis is on CY algebras. In section 5 we give some basic properties of
tilting theory for module-finite algebras, most of which are analogs of properties of finite
dimensional algebras, and give stronger results for complements of almost complete tilting
modules over CY algebras. In section 6 we investigate the structure of tilting modules
for 2-CY algebras and their connection with affine Weyl groups. In section 7 we special-
ize to 3-CY algebras, and investigate the connection between Fomin-Zelevinsky mutation
and tilting theory. The connection between tilting modules, reflexive modules and the
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non-commutative crepant resolutions of Van den Bergh is discussed in section 8.
Parts of the results in this paper have been presented at conferences in Beijing, Banff,
Tokushima, Hanamako, Trieste, Hannover and Oberwolfach. There is related work on var-
ious aspects on CY algebras by for example Berger-Taillefer [BT], Bocklandt [Boc], Braun
[Bra], Brown-Gordon-Stroppel [BGS], Chuang-Rouquier [CRo], Ginzburg [G], Rickard,
Van den Bergh [Va3].
Notation For a noetherian ring Λ, we denote by JΛ the Jacobson radical of Λ. By
a module we mean a left module. We denote by ModΛ the category of Λ-modules, by
modΛ the category of finitely generated Λ-modules, and by flΛ the category of Λ-modules
of finite length. These categories are abelian. Moreover, we denote by PrΛ the category of
projective Λ-modules, and by pr Λ the category of finitely generated projective Λ-modules.
For an additive category C, we denote by JC the Jacobson radical of C.
For a commutative noetherian ring R we denote by SpecR the set of prime ideals of
R, and by MaxR the set of maximal ideals of R. For p ∈ SpecR, we denote by Rp the
localization of R at p, and by R̂p the completion of R at p. For X ∈ ModR, we put
Xp := X⊗RRp and X̂p := X⊗R R̂p. We denote by Supp RX the support of X. When R is
a local ring the maximal ideal p, we often write X̂ := X̂p. We denote by (−)
∗ the functor
HomR(−, R) : modR→ modR.
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1. Cluster algebras and Calabi-Yau conditions
In this section we recall some basic facts on cluster algebras, and discuss the relevance
of Calabi-Yau type conditions for being able to model some of the concepts from the
definition of a cluster algebra in a categorical/module theoretical way.
We recall the basic definitions from [FZ1] in a generality suitable for our purpose. We
give the definitions in terms of quivers rather than matrices. Let Q be a finite quiver with
no loops. If Q has oriented cycles of length two, we can associate with Q a quiver Q¯
obtained by removing all pairs −→←− . Let F = Q(x1, · · · , xn) where Q denotes the rational
numbers and x1, · · · , xn are indeterminates, and let Q be a finite quiver with n vertices
and no oriented cycles of length at most two. The pair (x,Q) where x = {x1, · · · , xn} is
called a seed. Let bij denote the number of arrows from i to j in Q, interpreted as minus
the number of arrows from j to i in Q if bij < 0. For each k = 1, · · · , n, the mutated quiver
Q′ = µk(Q) is defined as follows, where now b
′
ij denotes the number of arrows from i to j
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in Q′:
b′ik = −bik and b
′
kj = −bkj .
If bik, bkj > 0 (resp. bik, bkj < 0), then b
′
ij = bij + bikbkj (resp. b
′
ij = bij − bikbkj).
b′ij = bij otherwise.
There is also defined a mutation µk(x,Q) = (x
′,Q′) of seeds, where
x′ = {x1, · · · , x
′
k, · · · , xn} and xkx
′
k =
∏
bik>0 x
bik
i +
∏
bik<0 x
−bik
i
Starting with a seed (x,Q) and applying sequences of mutations in all directions, we
obtain a collection of seeds. The clusters are by definition the n element subsets x, x′, · · ·,
and the cluster variables are the union of the elements in the clusters. The associated
cluster algebra is the subring of F generated by the cluster variables.
Mutation of quivers is defined without reference to any clusters or cluster variables.
It is an interesting problem to identify classes of quivers where we can ‘lift’ mutation of
quivers to ‘mutation’ of algebras associated with the quivers. Secondly, we would want
a more global model, by finding some category C with a special type of objects being
the anolog of clusters, and where the indecomposable summands are the anolog of cluster
variables. The relevant objects T in C should have a direct sum decomposition T =
⊕n
i=1 Ti
into n non-isomorphic indecomposable summands, where n is the number of vertices in
the quiver. For each k = 1, · · · , n there should be a unique indecomposable object Tˇk 6≃ Tk
such that T ′ = T/Tk ⊕ Tˇk is an object of the relevant type. Also there should be some
nice way of connecting Tk and Tˇk, and the endomorphism algebras EndC(T ) and EndC(T
′)
should be related via ‘mutation’ of algebras.
Inspired by the connection with quiver representations given in [MRZ], such a program
was carried out for acyclic cluster algebras in [BMRRT], [BMR1,2]. A cluster algebra
is said to be acyclic if the quiver in some seed has no oriented cycles. Here the global
approach was done first, and the crucial category was the cluster category CQ associated
with a finite quiver Q without oriented cycles, via the path algebra KQ for a field K.
The central objects T in CQ, called (cluster-)tilting objects, are induced by tilting modules
over finite dimensional hereditary algebras in the derived equivalence class of KQ. The
associated endomorphism algebras EndCQ(T ) are called cluster-tilted algebras [BMR1], and
it was shown later that the passage from EndCQ(T ) to EndCQ(T
′) provides a lifting of the
corresponding quiver mutation [BMR2]. In addition to providing interesting connections
with cluster algebras, including a framework for obtaining results on cluster algebras, the
class of cluster-tilted algebras is also interesting in itself.
The cluster category CQ associated to H = KQ is by definition the factor category
CQ = Db(H)/τ
−1[1], where Db(H) denotes the bounded derived category of the category
of finitely generated H-modules, τ the AR- translation on Db(H) and [1] the shift functor.
The category CQ is known to be triangulated [K3] and it has Serre functor [2], since τC = [1]
is an AR translation on CQ. Hence it is Calabi-Yau of dimension 2, that is, there is for
M and N in CQ a functorial isomorphism D(Hom(M,N)) ≃ Hom(N,M [2]), where D is
the ordinary duality. That the (cluster-)tilting theory in CQ works very nicely, including
unique exchange of an indecomposable summand of a tilting object in CQ to get another
one giving rise to a new tilting object, is intimately related to the 2-CY property. Actually
it is a consequence of the 2-CY property [IY] (see also [I5]).
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In order to prove lifting of the quiver mutation to the class of cluster-tilted algebras,
an essential ingredient was proving reduction to three simple modules [BMR2]. To be able
to lift quiver mutation in this case has to do with establishing a close relationship between
arrows and relation spaces, in other words, between Ext1- and Ext2-groups (see [Bon2].
Here a 3-CY type property of such cluster-tilted algebras would be useful, since this would
imply D Ext2(S, S ′) ≃ Ext1(S ′, S) for simple modules S and S ′. Actually, it has been
shown in [KR] that the cluster-tilted algebra Γ = EndCQ(T ) is Gorenstein of dimension
at most 1, with the stable category CMΓ of CM modules being 3-CY. There is a more
general result starting with C being 2-CY [KR]. So we see that having 2-CY and 3-CY
type properties around is useful for modelling some central ingredients of cluster algebra
theory.
The quivers we deal with in this paper are coming from algebras satisfying some 3-CY
conditions. They are certain algebras Λ which are finitely generated as modules over a
commutative noetherian ring of Krull dimension 3, such that the bounded derived category
Db(flΛ) is 3-CY. In this setting we are able to lift mutations of quivers to such 3-CY
algebras. Also, under some additional assumptions, the relevant category C is modΛ, or
rather the subcategory ref Λ of reflexive Λ-modules with the relevant objects being the
tilting Λ-modules of projective dimension at most one. In this case there is some trace of
a 2-CY property associated with the projective resolution of simple modules.
So in this case we have the ‘opposite’ of the case of the categories associated with
acyclic cluster algebras; that we have 3-CY and a trace of 2-CY. When we have the 3-CY
algebra S ∗ G where S = K[[x, y, z]] with the field K of characteristic zero and G is a
finite subgroup of SL3(K) acting freely, there is here a close relationship to the stable
category CMR of (maximal) CM modules for R = K[[x, y, z]]G. The category CMR is
2-CY, as follows from work of Auslander [A2;III]. For if R is a commutative complete local
Gorenstein isolated singularity of dimension d, then the AR-translation τ is Ω2−d, which
is [d − 2] in CMR, and hence CMR is (d − 1)-CY. More generally, the stable category of
lattices over symmetric orders have the same property (see [A2] for definitions and results).
Other classes of cluster algebras are investigated from the modelling point of view in
[GLS]. Here they deal with the case ‘with coefficients’. But at the same time they obtain
results on the ‘no coefficients’ case, which is here natural to compare with, from the point of
view of CY-conditions. Let Λ be the preprojective algebra of a Dynkin diagram and modΛ
the stable category of the finitely generated Λ-modules. Here the AR-translation τ is Ω−1
(see [AR2;3.1,1.2][K3;8.5]), so that modΛ is 2-CY. When Λ is of finite representation type,
modΛ is equivalent to a cluster category [BMRRT]. The special objects in modΛ are, like
in the cluster category, objects C maximal with the property Ext1modΛ(C,C) = 0. Then C
can be lifted to Λ⊕C in modΛ, which has a similar property. In this case one also has the
algebras Γ = EndΛ(Λ ⊕ C), in addition to the factor algebras End(C). They have global
dimension 3, and have some trace of being 3-CY, as shown in [GLS]; see also [KR]. There
are also other similarities between our work and that of [GLS], with respect to the role of
tilting modules.
2. Preliminaries on module-finite algebras
The main focus in this paper is on d-CY algebras and related algebras, especially for
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d = 2, 3. In this section we give some useful background material on the module theory for
module-finite R-algebras, for a noetherian commutative ring R. First we discuss dimension,
depth, global dimension and their relationships. Second, assuming that R is in addition
a normal domain, we discuss reflexive modules and reflexive equivalence of algebras, in
particular that being a symmetric algebra is preserved under reflexive equivalence. Finally,
we give some results on derived categories needed in section 3.
Let Λ be a module-finite R-algebra and M ∈ modΛ. Put
dim RM := dim(R/ annRM)
where ann RM is an annihilator of the R-module M . Since the value of dim RM is inde-
pendent of the choice of central subring R of Λ, we denote it by dimM .
Now assume that R is local. Put
depth RM := inf{i ≥ 0 | Ext
i
R(R/JR,M) 6= 0}.
Then depth RM coincides with the maximal length of M-regular sequences [Ma;16.7]. By
a result of Goto-Nishida [GN2;3.2], we have an equality
depth RM = inf{i ≥ 0 | Ext
i
Λ(Λ/JΛ,M) 6= 0}.
In particular, the value of depth RM is independent of the choice of central subring R of
Λ. Thus we denote it by depthM . The following results will be quite useful.
Proposition 2.1 [GN2;3.5] For any M ∈ modΛ, we have
depthM ≤ dimM ≤ id ΛM = sup{i ∈ Z | Ext
i
Λ(Λ/JΛ,M) 6= 0}.
In particular, we have depthΛ ≤ dimΛ ≤ gl.dimΛ.
Propostion 2.2 For Λ as above, we have gl.dimΛ = sup{pd ΛM | M ∈ flΛ}.
Proof We put n := pd Λ(Λ/JΛ), and can clearly assume that n < ∞. We will show
that pd ΛM ≤ n holds for any M ∈ modΛ by using induction on dimM . If dimM = 0,
then M ∈ flΛ holds, so we have pd ΛM ≤ n. Now assume that pd ΛM ≤ n holds for any
M ∈ modΛ with dimM < m, where m > 0. Take any M ∈ modΛ with dimM = m.
There is then an exact sequence 0 → L → M → N → 0 with L ∈ flΛ and depthN ≥ 1.
Since we have pd ΛL ≤ n by assumption, we only have to show pd ΛN ≤ n. Take an
N -regular element r ∈ R and consider the exact sequence 0 → N
r
→ N → N/rN → 0.
Since dim(N/rN) < m holds, we have pd Λ(N/rN) ≤ n by the induction assumption.
Applying Nakayama’s lemma to the exact sequence ExtnΛ(N,−)
r
→ ExtnΛ(N,−) → 0, we
have pd ΛN < n. We see that pd ΛM ≤ n.
We call M ∈ modΛ a Cohen-Macaulay (CM for short) Λ-module of dimension n if
depthM = dimM = n. We simply call a CM Λ-module of dimension d(= dimR) a
(maximal) CM Λ-module. We denote by CMΛ the category of CM Λ-modules. We call
Λ an R-order, or just an order if Λ ∈ CMΛ. If R has a canonical module ωR (e.g. R
is Gorenstein and ωR = R), then depthM = d − sup{i ≥ 0 | Ext
i
R(M,ωR) 6= 0} and
dimM = d− inf{i ≥ 0 | ExtiR(M,ωR) 6= 0} [BH;3.5.11]. Thus M is CM of dimension n if
and only if Extd−iR (M,ωR) = 0 for any i 6= n.
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As 2.1 suggests, orders with gl.dimΛ = d are very special. For example, we have the
following Auslander-Buchsbaum type equality.
Proposition 2.3 Let Λ be an order with gl.dimΛ = d. For any M ∈ modΛ, we have
pd ΛM + depthM = d.
Proof Put n := pd ΛM and t := depthM . We have a projective resolution 0 →
Pn
fn
→ · · ·
f1
→ P0
f0
→ M → 0. Put Mi := Im fi for 0 ≤ i ≤ n, then we have an exact
sequence 0→Mi+1 → Pi → Mi → 0 with Pi ∈ CMΛ. Applying HomΛ(Λ/JΛ,−), we have
depthMi ≥ depthMi+1 − 1. Thus we have t = depthM0 ≥ depthMn − n = d− n.
On the other hand, take anM-regular sequence (x1, · · · , xt). PutNi :=M/(x1, · · · , xi)M
for 0 ≤ i ≤ t, then we have an exact sequence 0 → Ni
xi+1
→ Ni → Ni+1 → 0. Apply-
ing HomΛ(Λ/JΛ,−), we have an exact sequence Ext
j
Λ(Λ/JΛ, Ni)
xi+1
→ ExtjΛ(Λ/JΛ, Ni) →
Extj+1Λ (Λ/JΛ, Ni+1)→ Ext
j+1
Λ (Λ/JΛ, Ni+1) for any j. Using Nakayama’s Lemma, we have
pd ΛNi+1 = pd ΛNi + 1. Consequently, we have n = pd ΛN0 = pd ΛNt − t ≤ d− t.
Let R be an arbitrary commutative noetherian ring. We call M ∈ modΛ a CM Λ-
module if Mp ∈ CMΛp for any p ∈ SpecR, and we denote by CMΛ the category of CM
Λ-modules. We call Λ an R-order, or just an order if Λ ∈ CMΛ.
We call Λ a symmetric R-algebra if HomR(Λ, R) is isomorphic to Λ as a (Λ,Λ)-module.
Now assume that R is a normal domain. We want to investigate reflexive equiva-
lence, especially in connection with symmetric algebras. Recall that (−)∗ is the functor
HomR(−, R) : modR → modR. We call M ∈ modΛ a reflexive Λ-module if the natu-
ral map M → M∗∗ (not HomΛop(HomΛ(M,Λ),Λ)!) is an isomorphism. It is well known
that M ∈ modΛ is reflexive if and only if M satisfies Serre’s S2 condition depth RpMp ≥
min{2, ht p} for any p ∈ SpecR [EG;0.B,3.6]. We denote by ref Λ the category of reflexive
Λ-modules. Using the S2 condition, one can easily check that ref Λ is closed under kernels
and extensions. We have a functor (−)∗∗ = HomR(HomR(−, R), R) : modΛ → ref Λ (e.g.
2.4(1) below). This gives a left adjoint of the inclusion functor ref Λ→ modΛ.
We say that two R-algebras Λ and Γ are reflexive equivalent if the additive categories
ref Λ and ref Γ are equivalent. We call M ∈ ref Λ a height one generator (resp. progen-
erator, projective) if Mp is a generator (resp. a progenerator, projective) over Λp for any
height one prime ideal p of R. The proposition below shows that many algebras which are
not Morita equivalent may be reflexive equivalent. Part (2) is used in [RV1].
Proposition 2.4 (1) HomΛ(X, Y ) ∈ ref R for any X ∈ modΛ and Y ∈ ref Λ.
(2) Let Λ and Γ be R-algebras which are reflexive R-modules.
(i) For any height one progeneratorM ∈ ref Λ, we have an equivalence F := HomΛ(M,−) :
ref Λ→ ref EndΛ(M).
(ii) Let F : ref Λ → ref Γ be a categorical equivalence. Then there exists a height one
progenerator M ∈ ref Λ such that Γ ≃ EndΛ(M) and F ≃ HomΛ(M,−).
(3) If Λ is a symmetric R-algebra, then so is EndΛ(M) for any height one projective
M ∈ ref Λ. Thus symmetric algebras are closed under reflexive equivalences.
Proof (1) Take an exact sequence Λn → Λm → X → 0 in modΛ. Applying
HomΛ(−, Y ), we obtain an exact sequence 0 → HomΛ(X, Y ) → Y
m → Y n. Since ref R is
closed under kernels, we have HomΛ(X, Y ) ∈ ref R.
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(2)(i) Let Γ := EndΛ(M) and consider the functor G := HomΓ(F(Λ),−) : ref Γ→ ref Λ.
We have homomorphisms f : (F(Λ) ⊗Λ M)
∗∗ = (HomΛ(M,Λ) ⊗Λ M)
∗∗ → EndΛ(M)
∗∗ =
Γ∗∗ = Γ and g : (M ⊗Γ F(Λ))
∗∗ = (M ⊗Γ HomΛ(M,Λ))
∗∗ → Λ∗∗ = Λ. Since M is a height
one progenerator, fp and gp are isomorphisms for any height one prime ideal p of R. Since
f and g are homomorphisms between reflexive R-modules, they are isomorphisms. Using
adjointness properties, we obtain
F ◦ G = HomΛ(M,HomΓ(F(Λ),−)) = HomΓ(F(Λ)⊗Λ M,−) = HomΓ((F(Λ)⊗Λ M)
∗∗,−) = 1
G ◦ F = HomΓ(F(Λ),HomΛ(M,−)) = HomΛ(M ⊗Γ F(Λ),−) = HomΛ((M ⊗Γ F(Λ))
∗∗,−) = 1.
Hence F : ref Λ→ ref Γ is an equivalence.
(ii) Left to the reader.
(3) See [I4;5.4.3(1)], for example. For completeness, we give a proof here. By the same
argument as in the proof of (2), we have an isomorphism f : (HomΛ(M,Λ)⊗Λ M)
∗∗ → Γ.
Thus we have isomorphisms
Γ∗
f∗
≃ (HomΛ(M,Λ)⊗Λ M)
∗ ≃ (HomΛ(M,Λ
∗)⊗Λ M)
∗ ≃ (M∗ ⊗Λ M)
∗ ≃ HomΛ(M,M
∗∗) ≃ Γ
of (Γ,Γ)-modules.
We want to recall some results on derived categories which will be useful in the next
section. We start with basic notation and definitions. For the rest of the section R is a
commutative noetherian ring and Λ is a module-finite R-algebra.
For an additive category A, we denote by C(A) the category of complexes over A, by
K(A) the homotopy category of A, and by D(A) the derived category of A provided A is
abelian [Hap][Har1]. For ∗ = +,− or b, we denote by C∗(A) (resp. K∗(A), D∗(A)) the
full subcategory of C(A) (resp. K(A), D(A)) consisting of bounded below, bounded above
or bounded complexes respectively. Moreover, for a full subcategory B of A, we denote
by C∗B(A) (resp. K
∗
B(A), D
∗
B(A)) the full subcategory of C
∗(A) (resp. K∗(A), D∗(A))
consisting of all objects X such that the i-th homology H i(X) belongs to B for any i.
We have natural equivalences K−(PrΛ)
∼
→ D−(ModΛ), K−(pr Λ)
∼
→ D−(modΛ) and
Db(modΛ)
∼
→ DbmodΛ(ModΛ). The next two results were pointed out to us by Rickard
[Ri2].
Lemma 2.5 For any X ∈ CbflΛ(modΛ), there exists a quasi-isomorphism X → Y with
Y ∈ Cb(flΛ). Thus we have equivalences Db(flΛ)
∼
→ DbflΛ(modΛ)
∼
→ DbflΛ(ModΛ).
Proof It follows from [Ve;III.2] that we only have to check the condition:
(E2)
op Let X ∈ modΛ and Y ∈ flΛ a submodule of X. Then there exists a submodule
Z of X such that Y ∩ Z = 0 and X/Z ∈ flΛ.
To see this, let I be an arbitrary ideal of R. Since R is noetherian, there exists c > 0
such that InX∩Y = In−c(IcX∩Y ) holds for any n > c by the Artin-Rees Lemma [Ma;8.5].
Applying this to I := ann RY , we have I
c+1X ∩ Y = I(IcX ∩ Y ) = 0. Since R/I is an
artin ring, Z := Ic+1X satisfies the desired conditions.
In 3.1 we shall use the results below due to Rickard [Ri2]. We consider a descending
chain I1 ⊃ I2 ⊃ · · · of ideals of Λ such that Λ
(i) := Λ/Ii ∈ flR for any i ≥ 0. Put
Λ̂ := lim← i≥0 Λ
(i). Denote as usual by
L
⊗ (resp. RHom) the left (resp. right) derived
functor of ⊗ (resp. Hom).
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Proposition 2.6 With the above notation, put P (i) := Λ(i)
L
⊗Λ P and P̂ := Λ̂
L
⊗Λ P for
P ∈ Kb(pr Λ).
(1) lim← i≥0HomD(ModΛ)(X,P
(i)) = HomD(ModΛ)(X, P̂ ) for any X ∈ D
−(modΛ).
(2) If Ii = J
i
Λ, then lim→ i≥0HomD(ModΛ)(P
(i), X) = HomD(ModΛ)(P,X) for any X ∈
Db(flΛ).
Proof Let P be a bounded complex · · · → P−1 → P 0 → P 1 → · · · in pr Λ. Then
P (i) is given by the bounded complex · · · → (P−1)(i) → (P 0)(i) → (P 1)(i) → · · · in prΛ(i).
(1) We can assume that X is given by the bounded above complex · · · → Q−1 →
Q0 → Q1 → · · · in pr Λ. Since lim← HomΛ(Q
s, (P t)(i)) = HomΛ(Q
s, P̂ t) holds, we have an
isomorphism of complexes
· · ·→ lim←
∏
−s+t=−1
HomΛ(Q
s, (P t)(i))→ lim←
∏
−s+t=0
HomΛ(Q
s, (P t)(i))→ lim←
∏
−s+t=1
HomΛ(Q
s, (P t)(i))→ · · ·
|≀ |≀ |≀
· · ·→
∏
−s+t=−1
HomΛ(Q
s, P̂ t) →
∏
−s+t=0
HomΛ(Q
s, P̂ t) →
∏
−s+t=1
HomΛ(Q
s, P̂ t) →· · · .
Since each inverse system (
∏
−s+t=nHomΛ(Q
s, (P t)(i)))i consists of finite length R-modules,
it satisfies the Mittag-Leffler condition (e.g. [Har2;II.9]). Thus the 0-th homology of the
upper sequence in the diagram above is isomorphic to lim← HomD(ModΛ)(X,P
(i)), and we
obtain the desired isomorphism.
(2) We will show that the natural map lim→ HomD(ModΛ)(P
(i), X)→ HomD(ModΛ)(P,X)
is bijective. Fix any f ∈ HomD(ModΛ)(P,X). By 2.5, we can write f = gs
−1 for g ∈
HomKb(modΛ)(P,X
′) and a quasi-isomorphism s ∈ HomKb(fl Λ)(X,X
′). It follows from X ′ ∈
Kb(flΛ) that g factors through some P (i), and hence f also factors through P (i). Thus the
above map is surjective.
We now show injectivity. Let p : P → P (i) be the natural map. Assume that f ∈
HomD(ModΛ)(P
(i), X) satisfies pf = 0. Again we write f = gs−1 for g ∈ HomKb(modΛ)(P
(i), X ′)
and a quasi-isomorphism s ∈ HomKb(fl Λ)(X,X
′). Since pg is null-homotopic, we can take
a homotopy a : P → X ′[−1]. It follows from X ′ ∈ Kb(flΛ) that a factors through P (j) for
some sufficiently large j. Then the composition of P (j) → P (i) and g is null-homotopic.
The concept of derived equivalence is central for our work. Recall that T ∈ Kb(prΛ)
is a tilting complex if HomD(ModΛ)(T, T [i]) = 0 for any i 6= 0 and T generates K
b(prΛ).
If a Λ-module T is a tilting complex, it is called a tilting module. We will mostly deal
with tilting modules T of projective dimension at most one. They satisfy the conditions
(i) Ext1Λ(T, T ) = 0 and (ii) there exists an exact sequence 0 → Λ → T0 → T1 → 0 with
Ti ∈ addT .
Rickard proved in [Ri1] that the following conditions (1)–(4) are equivalent.
(1) (resp. (2), (3)) Kb(prΛ) and Kb(pr Γ) (resp. Db(modΛ) and Db(modΓ), K−(PrΛ)
and K−(Pr Γ)) are triangle equivalent.
(4) There exists a tilting complex T ∈ Kb(pr Λ) such that Γ ≃ EndD(ModΛ)(T ).
If these conditions are satisfied, we call Λ and Γ derived equivalent. We call T in (4)
above a two-sided tilting complex if T ∈ Db(modΛ⊗Z Γ
op).
We have the following relationship with localizations.
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Lemma 2.7 Let T ∈ Kb(prΛ) be a tilting complex with Γ := EndD(ModΛ)(T ). For any
p ∈ SpecR, we have a tilting complex Tp ∈ Kb(prΛp) with EndD(ModΛp)(Tp) = Γp.
Recall that a Λ-module T is said to be a partial tilting module if pd ΛT ≤ 1 and
Ext1Λ(T, T ) = 0. The following proposition is a generalization of Bongartz’s result [Bon1]
for finite dimensional algebras. We sometimes call X a Bongartz complement of T .
Lemma 2.8 For any partial tilting Λ-module T , there exists X ∈ modΛ such that
T ⊕X is a tilting Λ-module. Moreover, if R is normal and T ⊕Λ ∈ ref Λ, then X ∈ ref Λ.
Proof Let P
f
→ Ext1Λ(T,Λ)→ 0 be exact, with P projective in modEndΛ(T ). We can
write P = HomΛ(T, T
′) for T ′ ∈ addT . It follows from Yoneda’s lemma on addT that f is
given by σ ∈ Ext1Λ(T
′,Λ). Take an exact sequence 0 → Λ → X → T ′ → 0 corresponding
to σ. Then HomΛ(T, T
′)
f=(•σ)
→ Ext1Λ(T,Λ) → 0 is exact and pd Λ(T ⊕ X) ≤ 1 holds.
Applying HomΛ(T,−), we see that Ext
1
Λ(T,X) = 0. Applying HomΛ(−, T ⊕ X), we get
Ext1Λ(T ⊕X, T ⊕X) = 0. Thus T ⊕X is a tilting Λ-module. If R is normal, then ref Λ is
closed under extensions. Thus the second assertion follows.
The following easy lemma is useful (e.g. [HU2;1.2], [Ye2;2.3]).
Lemma 2.9 Let T be a tilting Λ-module with a minimal projective resolution 0 →
P1 → P0 → T → 0. Then add(P0 ⊕ P1) = addΛ and addP0 ∩ addP1 = 0. In particular,
if Λ is Morita equivalent to a local ring, then T is projective.
We will use the following canonical isomorphisms (e.g. [F;pp.153]), where we denote
by Flat Γ the category of flat Γ-modules.
Lemma 2.10(1) RHomΛ(Y
L
⊗ΓX,Z) ≃ RHomΓ(X,RHomΛ(Y, Z)) for any X ∈ D
−(ModΓ),
Y ∈ D−(ModΛ⊗R Γ
op) and Z ∈ D+(ModΛ).
(2) RHomΛ(X, Y )
L
⊗Γ Z ≃ RHomΛ(X, Y
L
⊗Γ Z) for any X ∈ D
−(modΛ), Y ∈ Db(ModΛ⊗R
Γop) and Z ∈ Db(ModΓ), provided X ∈ Kb(prΛ) or Z ∈ Kb(Flat Γ).
3. Calabi-Yau algebras and symmetric orders
Throughout this section, let R be a commutative noetherian ring with dimR = d and
Λ a module-finite R-algebra. We denote by E(X) the injective hull of X ∈ modR and put
E :=
⊕
p∈MaxRE(R/p). Then E is an injective R-module, and we have a duality
D := HomR(−, E) : flR→ flR (resp. flΛ→ flΛ
op, Db(flR)→ Db(flR), Db(flΛ)→ Db(flΛ
op))
calledMatlis duality, such thatD◦D is isomorphic to the identity functor [BH;3.1.3,3.2.13].
For example, if R is a polynomial or power series ring over a field K, then D is isomorphic
to HomK(−, K). Obviously, X ∈ ModΛ belongs to flΛ if and only if it belongs to flR as
an R-module. For X, Y ∈ Db(modΛ), HomD(ModΛ)(X, Y ) belongs to flR if X or Y is in
Db(flΛ).
For an integer n, we call Λ n-Calabi-Yau (n-CY for short) if there exists a functorial
isomorphism
HomD(ModΛ)(X, Y [n]) ≃ DHomD(ModΛ)(Y,X) (∗)
for any X, Y ∈ Db(flΛ). Similarly, we call Λ n-Calabi-Yau− (n-CY− for short) if there
exists a functorial isomorphism (∗) for any X ∈ Db(flΛ) and Y ∈ Kb(prΛ).
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In this section we first give some basic results for n-CY and n-CY− algebras in 3.1.
The main result is a characterization of these algebras in terms of symmetric orders in 3.2.
Obviously, n-CY (resp. n-CY−) algebras are closed under Morita equivalences. A finite
product
∏
i Λi of algebras is n-CY (resp. n-CY
−) if and only if so is each Λi. Part (1) and
(7) in the following theorem are due to Rickard [Ri2].
Theorem 3.1 (1) n-CY (resp. n-CY−) algebras are closed under derived equivalences.
(2) Λ is n-CY if and only if so is Λop (cf. 3.4(1)).
(3)(localization) Λ is n-CY (resp. n-CY−) if and only if so is Λp for any p ∈ MaxR ∩
Supp RΛ.
(4)(completion) If R is local, then Λ is n-CY if and only if so is Λ̂ (cf. 3.4(2)).
(5) Any n-CY algebra Λ satisfies gl.dimΛ = n.
(6) Any n-CY− algebra Λ satisfies depth RpΛp = dimΛ = id ΛΛ = n for any p ∈
MaxR ∩ Supp RΛ.
(7) Λ is n-CY if and only if it is n-CY− and gl.dimΛ <∞.
(8) If Λ is n-CY, then there exists a functorial isomorphism HomD(ModΛ)(X, Y [n]) ≃
DHomD(ModΛ)(Y,X) for any X ∈ D
b(flΛ) and Y ∈ Db(modΛ).
Proof (1) By [Re;6.3], Kb(pr Λ) consists of the compact objects X of K−(Pr Λ), i.e.
the functor HomD(ModΛ)(X,−) on K
−(PrΛ) commutes with arbitrary direct sums. On the
other hand, Db(flΛ) consists of all objectsX ∈ K−(PrΛ) such that
⊕
i∈Z HomD(ModΛ)(Y,X[i])
has finite length for any Y ∈ Kb(pr Λ) (see 2.5). Thus any triangle equivalence K−(Pr Λ)→
K−(Pr Γ) induces triangle equivalences Kb(pr Λ) → Kb(pr Γ) and Db(flΛ) → Db(fl Γ).
Thus the n-CY and n-CY− properties are preserved by derived equivalence.
(2) Immediate from Matlis duality.
(3)(4) Put S := Rp for (3) and S := R̂ for (4). Then S is a flat R-module. We have a
functor (−⊗R S) : Db(ModΛ)→ Db(ModΛ⊗R S) with isomorphisms
RHomΛ⊗RS(X ⊗R S, Y ⊗R S) ≃ RHomΛ(X,Y ⊗R S) ≃ RHomΛ(X,Y )⊗R S
for any X, Y ∈ Db(modΛ) by 2.10. Applying H0, we have a functorial isomorphism
HomD(ModΛ⊗RS)(X ⊗R S, Y ⊗R S) ≃ HomD(ModΛ)(X,Y )⊗R S.
If one of X, Y ∈ Db(modΛ) is contained in Db(flΛ), we have functorial isomorphisms
HomD(ModΛ)(X,Y ) ≃
⊕
p
HomD(ModΛ)(X,Y )p ≃
⊕
p
HomD(ModΛp)(Xp, Yp) for (3),
HomD(ModΛ)(X,Y ) ≃ HomD(ModΛ)(X,Y )̂ ≃ HomD(Mod Λ̂)(X̂, Ŷ ) for (4),
where the direct sum is finite. Thus the ‘if’ part follows. The ‘only if’ part also follows
since the induced functors Db(flΛ)→ Db(flΛ⊗R S) and Kb(prΛ)→ Kb(prΛp) are dense.
(5) We can assume that R is complete local by (3) and (4). For any X, Y ∈ flΛ, we
have
ExtiΛ(X,Y ) ≃ DExt
n−i
Λ (Y,X) =
{
0 (i > n),
DHomΛ(Y,X) (i = n).
Considering a minimal projective resolution · · · → P1 → P0 → X → 0 of X ∈ flΛ, we
have HomΛ(Pi,Λ/JΛ) = Ext
i
Λ(X,Λ/JΛ) = 0 for i > n. Thus we see that Pn+1 = 0 and
pd ΛX ≤ n. Putting Y := X, we see that pd ΛX = n. By 2.2, we have gl.dimΛ = n.
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(6) We can assume that R is local by (3). For any X ∈ flΛ, we have
ExtiΛ(X,Λ) ≃ DExt
n−i
Λ (Λ,X) =
{
0 (i 6= n),
DX (i = n).
This implies depth Λ = dimΛ = id ΛΛ = n by 2.1.
(7) The ‘if’ part holds since gl.dimΛ < ∞ implies Db(flΛ) ⊂ Db(modΛ) = Kb(prΛ).
We now show the ‘only if’ part. We can assume that R is local by (3). Then Λ(i) := Λ/J iΛ
satisfies Λ̂ = lim← i≥0Λ
(i). Take X ∈ Db(flΛ) and Y ∈ Kb(prΛ). Then we have Y (i) ∈
Db(flΛ). Since Λ is n-CY, we have a functorial isomorphism DHomD(ModΛ)(Y
(i), X) ≃
HomD(ModΛ)(X, Y
(i)[n]). Taking lim← on both sides and applying 2.6, we obtain functorial
isomorphisms
DHomD(ModΛ)(Y,X) ≃ HomD(ModΛ)(X, Ŷ [n]) = HomD(ModΛ)(X,Y [n])̂ = HomD(ModΛ)(X,Y [n]).
(8) Λ is n-CY− and Db(modΛ) = Kb(pr Λ) by (7). Thus the assertion follows.
We now state our main theorems in this section, which give a characterization of n-CY
and n-CY− algebras.
Theorem 3.2 Let R be a local Gorenstein ring with dimR = d and Λ a module-finite
R-algebra. Assume that the structure morphism R→ Λ is injective.
(1) If Λ is n-CY or n-CY− for some integer n, then n = d.
(2) Λ is d-CY− if and only if Λ is a symmetric R-order (in the sense of section 2).
(3) Λ is d-CY if and only if Λ is a symmetric R-order with gl.dimΛ = d.
Theorem 3.3 Let R be a Gorenstein ring with dimR = d, Λ a module-finite R-algebra
and n an integer.
(1) The conditions (i)–(iii) are equivalent.
(i) Λ is n-CY−.
(ii) Λp is a CM Rp-module of dimension n and Ext
ht p−n
Rp
(Λp, Rp) ≃ Λp as (Λp,Λp)-
modules for any p ∈ MaxR ∩ Supp RΛ.
(iii) Λ̂p is a CM R̂p-module of dimension n and Ext
ht p−n
R̂p
(Λ̂p, R̂p) ≃ Λ̂p as (Λ̂p, Λ̂p)-
modules for any p ∈ MaxR ∩ Supp RΛ.
(2) The conditions (i)–(iii) are equivalent.
(i) Λ is n-CY.
(ii) (1)(ii) and gl.dimΛp = n for any p ∈ MaxR ∩ Supp RΛ.
(iii) (1)(iii) and gl.dim Λ̂p = n for any p ∈ MaxR ∩ Supp RΛ.
We note that a d-CY− algebra Λ over a non-local Gorenstein ring R is not necessarily
a symmetric R-algebra even if the structure morphism R→ Λ is injective.1
Before proving our main theorems, we state some easy consequences.
1The following example was pointed to us by J. Miyachi: Let R be a noetherian ring with a non-trivial
Picard group and I a non-free invertible ideal. Then Λ := R  @ I is not a symmetric R-algebra even
though Λp is a symmetric Rp-algebra for any p ∈ MaxR. If in addition R is Gorenstein and ht p = d for
any p ∈ MaxR, then Λ is d-CY− by 3.2.
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Corollary 3.4 Let R be a Gorenstein ring with dimR = d, Λ a module-finite R-algebra
and n an integer.
(1) Λ is n-CY− if and only if so is Λop (cf. 3.1(2)).
(2) If R is local, then Λ is n-CY− if and only if so is Λ̂ (cf. 3.1(4)).
(3) If Λ is n-CY (resp. n-CY−), then Λp and Λ̂p are m-CY (resp. m-CY
−) for any
p ∈ Supp RΛ and m := dim RpΛp.
(4) If R is a normal domain and Λ is d-CY (d ≥ 1), then Λ is a reflexive R-module
and a maximal R-order.
(5) If R is local and Λ is d-CY−, then the following assertions hold for any i.
(i) There exists a functorial isomorphism ExtiΛ(−,Λ) ≃ Ext
i
R(−, R) on modΛ.
(ii) depthM = d − sup{i ≥ 0 | ExtiΛ(M,Λ) 6= 0} and dimM = d − inf{i ≥
0 | ExtiΛ(M,Λ) 6= 0} for any M ∈ modΛ.
(iii) Extd−iΛ (−,Λ) gives a duality between CM Λ-modules of dimension i and CM
Λop-modules of dimension i.
(6) If R is local, then symmetric R-orders (resp. symmetric R-orders of global dimen-
sion d) are closed under derived equivalences.
Proof (1) follows from the left-right symmetry of the condition 3.3(1)(ii), and (2)
follows from the equivalence of 3.3(1)(ii) and (iii).
(3) By 3.1(7), we only have to show the assertion for CY−. For any p ∈ Supp RΛ, take
q ∈ MaxR with p ⊆ q. Since ExtiRq(Λq, Rq) = 0 (i 6= ht q − n) and Ext
htq−n
Rq (Λq, Rq) ≃
Λq as (Λq,Λq)-modules by 3.3(1), we have that Ext
i
Rp
(Λp, Rp) = 0 (i 6= ht q − n) and
Exthtq−nRp (Λp, Rp) ≃ Λp as (Λp,Λp)-modules. Thus Λp and Λ̂p are m-CY
− by 3.3(1).
(4) Since Λ is a Cohen-Macaulay R-module, it is reflexive. By (3), Λ̂p is 1-CY for any
p ∈ SpecR with ht p = 1. Thus Λ̂p is a maximal R̂p-order (see 3.13). These conditions
imply that Λ is a maximal order by a result of Auslander-Goldman [Re;11.4,11.5].
(5) Λ∗ ≃ Λ as (Λ,Λ)-modules by 3.2. Let · · · → P0 →M → 0 be a projective resolution
of a Λ-moduleM . Since Λ ∈ CMR by 3.2, we have ExtiR(Pi, R) = 0 for any i > 0. Applying
HomΛ(−,Λ) ≃ HomΛ(−,Λ
∗) ≃ HomR(−, R), we see that Ext
i
Λ(M,Λ) = Ext
i
R(M,R). The
other assertions follow immediately.
(6) Since module-finite R-algebras are closed under derived equivalences [Ri1], the
assertion follows by 3.1(1) and 3.2.
For proving our main result in this section, it will be useful to investigate Nakayama
functors in the context of derived categories. Now let R be a local Gorenstein ring with
dimR = d and Λ a module-finite R-algebra. Recall that R is a dualizing complex of R,
i.e.
(−)† := RHomR(−, R) : D(modR)→ D(modR)
gives a duality such that (−)†† is isomorphic to the identity functor [Har1;V2.1]. Obviously
(−)† induces a duality (−)† : D±(modΛ) ↔ D∓(modΛop). Define the Nakayama functor
in the derived category by the composition
ν : D
−(modΛ)
RHomΛ(−,Λ)
−→ D
+(modΛop)
(−)†
−→ D
−(modΛ).
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Proposition 3.5 (1) With the above notation, we have the following isomorphisms of
functors, (−)† ≃ RHomΛ(−,Λ
†) : D(modΛ)→ D(modΛop) and (−)† ≃ RHomΛop(−,Λ
†) :
D(modΛop) → D(modΛ). Thus Λ† ∈ Db(modΛ ⊗R Λ
op) is a dualizing complex of Λ in
the sense of Yekutieli [Ye1].
(2) There exists an isomorphism ν ≃ Λ†
L
⊗Λ(−) of functors on D
−(modΛ).
(3) There exists a functorial isomorphism RHomΛ(X, ν(Y )) ≃ RHomΛ(Y,X)
† for any
X ∈ Db(modΛ) and Y ∈ Kb(prΛ).
Proof (1) RHomΛ(−,Λ
†)
2.10(1)
≃ (Λ
L
⊗Λ−)
† ≃ (−)†.
(2) ν = RHomΛ(−,Λ)
† ≃ RHomΛ(−,Λ
††)†
2.10(1)
≃ (Λ†
L
⊗Λ−)
†† ≃ Λ†
L
⊗Λ−.
(3) RHomΛ(X, ν(Y )) = RHomΛ(X,RHomΛ(Y,Λ)
†)
2.10(1)
≃ (RHomΛ(Y,Λ)
L
⊗ΛX)
†
2.10(2)
≃ RHomΛ(Y,X)
†.
We need the following special case of the local duality theorem [F][Har1].
Lemma 3.6 We have an isomorphism (−)† ≃ [−d] ◦D of functors on Db(flR).
Proof We give a proof for completeness. Fix X ∈ Db(flR). Consider the following
morphism in Db(ModR)
I · · ·−−−−→I0−−−−→I1−−−−→· · ·−−−−→Id−1−−−−→Id−−−−→0 · · ·
↑a ↑ ↑ ↑ ‖
Id[−d]· · ·−−−−→ 0−−−−→ 0−−−−→· · ·−−−−→ 0 −−−−→Id−−−−→0· · · ,
where I is a minimal injective resolution of the R-module R. Then Id = E. Take a
triangle E[−d]
a
→ I → I ′ → E[1 − d]. Since HomR(X, I
i) = 0 for any X ∈ flR and for
any i with 0 ≤ i < d, we have RHomR(X, I
′) = 0 for any X ∈ Db(flR). Thus we have an
isomorphism (DX)[−d] = RHomR(X,E[−d]) ≃ RHomR(X, I) = X
†.
We have the following ‘Serre duality theorem’ for arbitrary module-finite R-algebras.
Theorem 3.7 For any module-finite R-algebra Λ, we have a functorial isomorphism
HomD(ModΛ)(X, ν(Y )[d]) ≃ DHomD(ModΛ)(Y,X)
for any X ∈ Db(flΛ) and Y ∈ Kb(pr Λ),
Proof HomD(ModΛ)(X, ν(Y )[d]) = H
d(RHomΛ(X, ν(Y )))
3.5(3)
≃ Hd(RHomΛ(Y,X)
†)
3.6
≃ H0(DRHomΛ(Y,X)) = DH
0(RHomΛ(Y,X)) = DHomD(ModΛ)(Y,X).
We now obtain the following crucial result to prove our main theorems 3.2 and 3.3.
Theorem 3.8 Let R be a local Gorenstein ring with dimR = d, Λ a module-finite
R-algebra and n an integer. Then the following conditions are equivalent.
(1) Λ is n-CY−.
(2) There exist isomorphisms ExtnΛ(−,Λ) ≃ D and Ext
i
Λ(−,Λ) = 0 (i 6= n) of functors
on flΛ which commute with the right action of Λ.
(3) Λ† ≃ Λ[n− d] in Db(modΛ⊗R Λ
op).
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(4) There exists an isomorphism ν ≃ [n− d] of functors on Kb(prΛ).
(5) Λ is a CM R-module of dimension n, and Extd−nR (Λ, R) ≃ Λ as (Λ,Λ)-modules.
(î) The condition (i) replacing (R,Λ) by (R̂, Λ̂) (1 ≤ i ≤ 5).
Proof (3)⇔(4) (resp. (3̂)⇔(4̂)) follows by 3.5(2). (4)⇒(1) (resp. (4̂)⇒(1̂)) follows
by 3.7. (1)⇒(2) (resp. (1̂)⇒(2̂)) and (2)⇒(2̂) are obvious.
(2̂)⇒(3̂) We put (R,Λ) := (R̂, Λ̂) for simplicity. It follows from 2.1 that Λ is a CM R-
module of dimension n. Take a Λ-regular sequence a1, · · · , an ∈ R, and put I
′
i :=
∑n
j=1Ra
i
j
and Ii := I
′
iΛ. Then Λ/Ii ∈ flΛ and Λ = lim← i≥0 Λ/Ii. Since Λ
L
⊗RR/I
′
i = Λ/Ii =
R/I ′i
L
⊗R Λ holds, we have Λ
†
L
⊗Λ Λ/Ii = Λ
†
L
⊗RR/I
′
i = R/I
′
i
L
⊗R Λ
† = Λ/Ii
L
⊗Λ Λ
†. We have
isomorphisms Λ†
L
⊗Λ(−)
3.5(2)
≃ ν = (−)† ◦ RHomΛ(−,Λ)
(̂2)
≃ (−)† ◦ [−n] ◦ D
3.6
≃ [n − d] of
functors on flΛ. Thus we have isomorphisms
Λ[n− d]
2.6(1)
= lim← i≥0 Λ/Ii[n− d] ≃ lim← i≥0 Λ
† L⊗Λ Λ/Ii ≃ lim← i≥0 Λ/Ii
L
⊗Λ Λ
† 2.6(1)= Λ†.
These isomorphisms commute with the right multiplication of Λ. Thus (3̂) holds.
(4)⇔(5) (resp. (4̂)⇔(5̂)) We have H i(Λ†) = ExtiR(Λ, R). Thus H
i(Λ†) = 0 holds for
any i 6= d − n if and only if Λ is a CM R-module of dimension n. In this case, Λ† ≃ Λ as
(Λ,Λ)-modules if and only if Extd−nR (Λ, R) ≃ Λ as (Λ,Λ)-modules.
(5)⇔(5̂) Λ is a CM R-module of dimension n if and only if Λ̂ is a CM R̂-module
of dimension n. Since (Λ ⊗R Λ
op)̂ = Λ̂ ⊗
R̂
Λ̂op holds, it follows from 3.9 below that
Λ ≃ HomR(Λ, R) as (Λ ⊗R Λ
op)-modules if and only if Λ̂ ≃ Hom
R̂
(Λ̂, R̂) as (Λ̂ ⊗
R̂
Λ̂op)-
modules.
Now one can easily check that all conditions are equivalent.
Lemma 3.9 Let R be a local ring, Λ a module-finite R-algebra and M,N ∈ modΛ. If
M̂ ≃ N̂ as Λ̂-modules, then M ≃ N as Λ-modules.
Proof We modify the proof of [CRe;30.17] where the case dimR = 1 is treated. Let
f ∈ Hom
Λ̂
(M̂, N̂) be an isomorphism with g := f−1. Since Hom
Λ̂
(M̂, N̂) = HomΛ(M,N )̂ ,
we can take f ′ ∈ HomΛ(M,N) and g
′ ∈ HomΛ(N,M) with f − f
′ ∈ pHomΛ(M,N) and
g−g′ ∈ pHomΛ(N,M). Then g
′f ′−1N = g
′f ′−gf ∈ (pEnd
Λ̂
(N̂))∩EndΛ(N) = pEndΛ(N).
Thus we have N = g′f ′(N) + pN . Using Nakayama’s lemma, we have g′f ′ ∈ AutΛ(N).
Similarly, f ′g′ ∈ AutΛ(M) holds, so f
′ is an isomorphism.
Using 3.8 together with 3.1(7), we have now completed the proof of 3.2 and 3.3.
In the rest of this section, we give some examples of n-CY algebras. Let us start with
considering commutative CY and CY− algebras.
Proposition 3.10 Let R be a commutative noetherian ring and n an integer.
(1) R is n-CY− if and only if R is Gorenstein and dimRp = n for any p ∈ MaxR.
(2) R is n-CY if and only if R is regular and dimRp = n for any p ∈ MaxR.
Proof The ‘only if’ part follows from 3.1(3)(5) and (6). The ‘if’ part follows from
3.1(3) and 3.2.
Next we consider 0-CY algebras.
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Proposition 3.11 A finite dimensional algebra over a field is 0-CY if and only if it is
a semisimple algebra.
Proof Since any 0-CY algebra has global dimension zero, it is semisimple. Conversely,
it is well-known that any semisimple algebra over a field is symmetric [CRe;9.8].
Now we consider 1-CY algebras over a complete discrete valuation ring R with quotient
field K. Recall that an R-order Λ is called hereditary if gl.dimΛ = 1. Let us recall briefly
the structure theory of maximal and hereditary orders [Re][CRe]. For a ring ∆ and n > 0,
we put Tn(∆) := {(xij)1≤i,j≤n ∈ Mn(∆) | xij ∈ J∆ if i > j}. The following results are
well-known.
Proposition 3.12 (1) Any finite dimensional division K-algebra D contains a unique
maximal R-order ∆D [Re;12.8].
(2) An R-order is maximal if and only if it is Morita equivalent to ∆D1×· · ·×∆Dk for
some finite dimensional division K-algebras Di [Re;17,3].
(3) An R-order is hereditary if and only if it is Morita equivalent to Tn1(∆D1)× · · · ×
Tnk(∆Dk) for some finite dimensional division K-algebras Di and ni > 0 [Re;39.14].
We have the following relationship between 1-CY algebras and maximal orders.
Proposition 3.13 Let R be a complete discrete valuation ring and Λ a module-finite
R-algebra. If Λ is 1-CY, then it is a maximal R-order.
Proof By 3.2, Λ is a symmetric R-order with gl.dimΛ = 1. Thus Λ is Morita
equivalent to Tn1(∆D1) × · · · × Tnk(∆Dk) by 3.12(3). One can check that if Tn(∆) is a
symmetric R-algebra, then n = 1 (e.g. [Hae;6.3]). Thus Λ is maximal by 3.12(2).
We note that a maximal order is not necessarily symmetric. Let D be a central division
K-algebra with dimK D = n
2. If the residue field of R is finite, then HomR(∆D, R)
is isomorphic to J1−n∆D as a (∆D,∆D)-module [Re;14.9]. If n > 1, then J
1−n
∆D
is never
isomorphic to ∆D by [Re;37.27]. We thank Wolfgang Rump for kindly explaining these
results to us.
We now give other examples of d-CY algebras, where d ≥ 2. Let K be a field of
characteristic zero and G a finite subgroup of SLd(K) acting on K
d naturally. The action
of G naturally extends to S := K[[x1, · · · , xd]]. We denote by S
G the invariant subring, and
by S ∗G the skew group ring, i.e. a free S-module with a basis G, where the multiplication
is given by (s1g1) · (s2g2) = (s1g1(s2))(g1g2) for si ∈ S and gi ∈ G. We have the following
result (c.f. [CRo]).
Theorem 3.14 S ∗G is d-CY and a symmetric SG-order with gl.dimS ∗G = d.
Proof Any finite subgroup G of SLd(K) is small in the sense that any g ∈ G with
g 6= 1 satisfies rank(g − 1) > 1. This implies EndSG(S) = S ∗G by a result of Auslander.
See [A3][Yo] for d = 2, and a similar argument works for arbitrary d.
Since S ∗ G is a free S-module, S ∗ G is an SG-order. Since S ∗ G = EndSG(S) holds,
S∗G is a symmetric SG-order by 2.4(3). Moreover, ExtiS∗G(X, Y ) = Ext
i
S(X, Y )
G holds for
any X, Y ∈ modS ∗G and i ∈ Z [A3][Yo]. Thus we obtain gl.dimS ∗G = d by gl.dimS = d
and 2.1 (see also [RR]).
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For a finite subgroup G of SLd(K), we can draw the quiver of the algebra S ∗ G as
the McKay quiver of G [Mc] by using irreducible representations of G and tensor products
(see [A3][Yo][I4]). Now we give some examples. If G = 〈diag(ζ, ζ, · · · , ζ)〉 ⊂ SLd(K) with
ζd = 1, then S ∗ G is the completion of the path algebra of the following quiver with
commutative relations xixj = xjxi for any i and j.
s
1
x1
x2
···
xd
--
-
s
2
x1
x2
···
xd
--
-
s
3
· · ·
· · ·
· · ·
s
i− 1
x1
x2
···
xd
--
-
s
i
666
x1x2
.
.
. xdxd
.
.
. x2x1
???
s
d xd
···
x2
x1
ff
ffff
s
d− 1 xd
···
x2
x1
ff
ffff
s
d− 2 · · ·
· · ·
· · ·
s
i+ 2 xd
···
x2
x1
ff
ffff
s
i+ 1
If d = 3 in the example above, then S ∗ G has the left quiver below. If G =
〈diag(ζ, ζ2, ζ2)〉 ⊂ SL5(K) with ζ
5 = 1, then S ∗G has the right quiver below.
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4. Construction of tilting modules
Let R be a complete local ring and Λ a ring-indecomposable module-finite R-algebra.
A central theme in this paper is the study of tilting modules for d-CY algebras for d =
2, 3, especially the tilting modules of projective dimension at most one. In particular,
we are interested in the number of complements of almost complete tilting modules. A
basic partial tilting Λ-module T is said to be an almost complete tilting module if T has
(n− 1) non-isomorphic indecomposable direct summands, where n is the number of non-
isomorphic simple Λ-modules. In this case, X is called a complement of T if T ⊕ X is a
basic tilting Λ-module. For finite dimensional algebras it is known that there are at most
two (and at least one) complements, in the case of projective dimension at most one, and
it is never the case that all almost complete tilting modules have two complements. In the
context of module-finite R-algebras Λ, we see in section 5 that the result on at most two
complements still holds, but now there are algebras Λ where all almost complete tilting
modules have two complements, as we shall show in section 5 for 2-CY and 3-CY algebras.
In this section we treat the special case of almost complete tilting modules which are
projective. We show that for d-CY algebras with no loops in the quiver there are exactly
two complements to tilting modules of projective dimension at most one, and give an
explicit description of the non-projective one. Even though it will not be used later in
this paper, we describe more generally all complements which give tilting complexes, in
particular those which are tilting modules of projective dimension greater than one. In the
first part of this section we work in the general context of module-finite R-algebras, and
give here necessary (and sufficient) conditions on what the complements are. Then we use
this to obtain a nice description for d-CY algebras.
Fix an indecomposable object P ∈ prΛ, and let Q be a direct sum of all indecomposable
projective Λ-modules which are not isomorphic to P . We want to find conditions for
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replacing P with a complement X of Q. For n ≥ 0, there exists a unique complex up to
isomorphism
RAn : · · · → 0→ A
0 a
0
−→ · · ·
an−2
−→ An−1
an−1
−→ P → 0→ · · ·
which gives the first n terms of the minimal right (addQ)-approximation sequence of P
[AS], i.e. Ai ∈ addQ and ai ∈ JprΛ for any i and H
i(RHomΛ(Q,RAn)) = 0 for any i 6= 0.
Similarly, for n ≥ 0, there exists a unique complex up to isomorphism
LAn : · · · → 0→ P
b−n
−→ B1−n
b1−n
−→ · · ·
b−1
−→ B0 → 0→ · · ·
which gives the first n terms of the minimal left (addQ)-approximation sequence of P , i.e.
Bi ∈ addQ and bi ∈ JprΛ for any i and H
i(RHomΛ(LAn, Q)) = 0 for any i 6= 0.
We then have the following necessary and sufficient conditions on complements of Q.
Theorem 4.1 With the above notation and assumptions, we have the following.
(1) Let X be an indecomposable object in Kb(prΛ). If X ⊕Q is a tilting complex, then
X is isomorphic to RAn or LAn for some n ≥ 0.
(2) RAn⊕Q is a tilting complex if and only if H
i(RHomΛ(RAn, Q)) = 0 for any i 6= 0.
(3) LAn⊕Q is a tilting complex if and only if H
i(RHomΛ(Q,LAn)) = 0 for any i 6= 0.
Proof (1)(i) Let X be a complex · · ·
ci−1
−→ X i
ci
−→ X i+1
ci+1
−→ · · · in Kb(pr Λ) with
ci ∈ Jpr Λ for any i such that X ⊕ Q is a tilting complex. We have HomKb(pr Λ)(Q,X[i]) =
H i(RHomΛ(Q,X)) and HomKb(pr Λ)(X,Q[i]) = H
i(RHomΛ(X,Q)).
(ii) Put m := min{i | X i 6= 0}. We will show that either Xm ∈ addP or m = 0.
If Xm /∈ addP , then we can choose fm ∈ HomΛ(X
m, Q) not in JprΛ. We extend f
m to
a chain morphism f ∈ HomKb(pr Λ)(X,Q[−m]). If m 6= 0, then we have f = 0. Thus f
m
factors through cm ∈ Jpr Λ, a contradiction.
(iii) Put n := max{i | X i 6= 0}. Then the dual argument to (ii) shows that either
Xn ∈ addP or n = 0.
(iv) Since Λ is ring-indecomposable, so is EndKb(prΛ)(X ⊕ Q) since X ⊕ Q is a tilting
complex. Thus m ≤ 0 ≤ n holds. If m = n = 0, then we have X = P . Otherwise, (ii) and
(iii) imply that either (m < 0 and Xm ∈ addP ) or (0 < n and Xn ∈ addP ).
(v) We will show that, if 0 < n, then X is isomorphic to RAn.
Inductively, we will show that X i ∈ addQ for any i 6= n. This is true for any i with
i < m. Assume that X i ∈ addQ holds for any i with i < l. Since H i(RHomΛ(Q,X)) = 0
for any i 6= 0 by (i), any f l ∈ HomΛ(X
l, Xn) can be extended to the following chain
morphism f ∈ HomKb(pr Λ)(X,X[n− l]).
0 −→· · ·−→ 0 −→ Xm −→· · ·−→X l−1−→X l
cl
−→X l+1−→· · ·−→Xn
↓ ↓ ↓ ↓ ↓f
l
↓ ↓
Xm−→· · ·−→Xn−l+m−1−→Xn−l+m−→· · ·−→Xn−1
cn−1
−→Xn−→ 0 −→· · ·−→ 0
Since HomKb(pr Λ)(X,X[n− l]) = 0, we obtain
f l ∈ cl HomΛ(X
l+1,Xn) + HomΛ(X
l,Xn−1)cn−1 ⊆ Jpr Λ.
19
This implies X l ∈ addQ.
Thus we have proved X i ∈ addQ for any i 6= n. Hence (ii) implies m = 0, and X gives
the first n terms of the minimal right (addQ)-approximation sequence of Xn ∈ addP .
Since X is indecomposable, we have Xn = P and X = RAn.
(vi) A dual argument to (v) implies that, if m < 0, then X is isomorphic to LA−m.
(2) The ‘only if’ part follows by (1)(i) above. We will show the ‘if’ part. By (1)(i)
again, HomKb(pr Λ)(Q,RAn[i]) = 0 = HomKb(pr Λ)(RAn, Q[i]) holds for any i 6= 0.
Take any f ∈ HomKb(pr Λ)(RAn,RAn[i]). If i > 0, then the conditions A
i ∈ addQ
(i 6= n) and H i(RHomΛ(Q,RAn)) = 0 (i 6= 0) imply that there exist s
n−i, sn−i−1, · · · , s0 in
the diagram below such that f j = ajsj+1 + sjaj−1 for any j.
0 −→· · ·−→ 0 −−−−→A0 a
0
−−−−→· · · · · · a
n−i−2
−−−−→An−i−1 a
n−i−1
−−−−→An−i−→An−i+1−→· · ·−→An
? ?


+ s
0
?
f0


+ s
1


+ s
n−i−1
?
fn−i−1


+ s
n−i
?
fn−i
? ?
A0−→· · ·−→Ai−1 a
i−1
−−−−→Ai a
i
−−−−→· · · · · · a
n−2
−−−−→ An−1 a
n−1
−−−−→ An −→ 0 −→· · ·−→ 0
Thus we have f = 0. On the other hand, if i < 0, then the conditions Ai ∈ addQ
(i 6= n) and H i(RHomΛ(RAn, Q)) = 0 (i 6= 0) imply that there exist s
1−i, s2−i, · · · , sn in
the diagram below such that f j = ajsj+1 + sjaj−1 for any j.
A0−→· · ·−→A−i−1−→A−i a
−i
−−−−→A1−i a
1−i
−−−−→· · · · · · a
n−1
−−−−→ An −→ 0 −→· · ·−→ 0
? ? ?
f−i


+ s
1−i
?
f1−i


+ s
2−i


+ s
n
?
fn
? ?
0 −→· · ·−→ 0 −→ A0 a
0
−−−−→ A1 a
1
−−−−→· · · · · · a
n+i−2
−−−−→An+i−→An+i+1−→· · ·−→An
Thus we have f = 0.
Consequently, HomKb(pr Λ)(RAn ⊕ Q, (RAn ⊕ Q)[i]) = 0 holds for any i 6= 0. Thus
RAn⊕Q is a tilting complex since it clearly generates Kb(pr Λ). We can show (3) dually.
As a consequence, we obtain information on the number of possible complements.
Corollary 4.2 For any n > 0, Q has at most 2n− 1 complements giving rise to tilting
complexes with term length at most n in Kb(prΛ). For any n > 0, Q has at most n
complements giving rise to tilting modules of projective dimension at most n− 1.
Proof By 4.1, LAi,RAi (0 ≤ i ≤ n) are the possible complements with term length
at most n in Kb(pr Λ). Note that RA0 = P = LA0. Thus the first assertion follows. Since
H i(RAi) never vanishes for any i 6= 0, RAi can never be isomorphic to a module. Thus
the second assertion follows.
We now give a basic result on n-CY algebras Λ, which we use to obtain more precise
information on the number of complements. Following Seidel-Thomas [ST], we say that a
simple Λ-module S is n-spherical for n > 0 if ExtiΛ(S, S) = 0 for any i with i 6= 0, n. (See
section 6 for a more general definition.)
Proposition 4.3 Let Λ be a basic d-CY algebra, e a primitive idempotent of Λ, P := Λe
and Q := Λ(1− e). Take a minimal projective resolution 0→ Pd
fd→ Pd−1
fd−1
→ · · ·
f2→ P1
f1→
P0 → S → 0 of S := P/JΛP .
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(1) We have an exact sequence 0→ HomΛ(P0,Λ)
f1•
→ · · ·
fd•→ HomΛ(Pd,Λ)→ DS → 0.
(2) Pd ≃ P0 = P .
(3) ΩiS is indecomposable for any i (0 ≤ i ≤ d).
(4) S is d-spherical if and only if
⊕d−1
i=1 Pi ∈ addQ.
(5) If S is d-spherical, then the induced morphism ΩiS → Pi−1 by fi is a minimal left
(addQ)-approximation for any i (1 < i ≤ d).
Proof (1) We have an isomorphism
ExtiΛ(S,Λ) ≃ DExt
d−i
Λ (Λ, S) =
{
0 (0 ≤ i < d)
DS (i = d)
Thus we have the desired exact sequence by applying HomΛ(−,Λ).
(2) Since the projective cover of DS is HomΛ(P0,Λ), the assertion follows by (1).
(3) This follows by using that P = Pd is indecomposable.
(4) This is a direct consequence of the definition of S being d-spherical.
(5) Applying − ⊗Λ Q to the exact sequence in (1), we get an exact sequence 0 →
HomΛ(P0, Q)
f1•
→ · · ·
fn•
→ HomΛ(Pd, Q) → 0 using that (DS)⊗Λ Q = 0. Thus the assertion
follows.
We now obtain our sufficient conditions for an almost complete projective module to
have exactly two completions giving rise to tilting modules of projective dimension at most
one.
Theorem 4.4 Let Λ be a basic d-CY algebra, e a primitive idempotent of Λ, P := Λe
and Q := Λ(1− e). Assume that S := P/JΛP is d-spherical.
(1) Any RAn and LAn (n ≥ 0) are complements of Q.
(2) Q has exactly d complements ΩnS (1 ≤ n ≤ d) giving rise to tilting modules of
finite projective dimension. They satisfy pd Λ(Ω
nS) = d− n.
(3) Q has exactly 2 complements P and Ωd−1S giving rise to tilting modules of projective
dimension at most one. They are reflexive if d ≥ 3.
Proof (1) We use the notation in 4.3. Since S is d-spherical, RAn is obtained from
a minimal projective resolution of S as follows:
· · · → P1 → Pd−1 → · · · → P1 → Pd−1 → · · · → P1 → P0 → 0→ · · ·
By 4.3, H i(RHomΛ(RAn, Q)) = 0 holds for any i 6= 0. Thus RAn is a complement of Q.
A similar argument works for LAn.
(2) ΩnS is quasi-isomorphic to the complex X = (· · · → 0→ Pd → Pd−1 → · · · → Pn →
0 → · · ·), which satisfies
⊕d−1
i=n Pi ∈ addQ since S is d-spherical. Since HomΛ(Pn, Q) →
· · · → HomΛ(Pd−1, Q) → HomΛ(Pd, Q) → 0 is exact by 4.3(5) and 0 → HomΛ(Q,Pd) →
HomΛ(Q,Pd−1) → · · · → HomΛ(Q,Pn) is also exact, we have that X = LAd−n is a com-
plement of Q by 4.1.
(3) Since Λ is reflexive and ref Λ is closed under kernels, Ωd−1S is reflexive if d ≥ 3.
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5. Mutation on tilting modules
Let R be a normal complete local Gorenstein domain and Λ a module-finite R-algebra.
Throughout this section, all (almost complete) tilting modules have projective dimension
at most one. We denote by tilt1 Λ the set of isomorphism classes of basic tilting Λ-modules.
We have seen in section 4 that for d-CY algebras with no loops in their quiver, the al-
most complete projective tilting modules have exactly two complements, and we have
given an explicit description of the complements. We improve these results, by dropping
the assumption that the almost complete tilting module is projective, and show that a
more general class of d-CY algebras have the same property, including all 2-CY and 3-CY
algebras. We also give a description of the complements.
We start with some background material on tilting modules. This is taken from the
theory of finite dimensional algebras [RS][HU1][U], but is stated in our more general context
of module-finite R-algebras, where the results remain valid. Since the proofs are usually
the same as for finite dimensional algebras, they are mostly omitted. Let us start with the
following.
Proposition 5.1 Any almost complete tilting module T has at least one complement
(called a Bongartz complement constructed in 2.8) and at most two complements.
Proof This follows from 2.8 and a similar argument as in [RS;1.3][U].
To study the relationship between two complements of an almost complete tilting mod-
ule, let us recall the following result [RS;1.3].
Proposition 5.2 Let T be an almost complete tilting Λ-module and 0 → Y
g
→ T ′
f
→
X → 0 an exact sequence with T ′ ∈ addT . Then the following conditions are equivalent.
(1) X is a complement of T and f is a minimal right (addT )-approximation.
(2) Y is a complement of T , g is a minimal left (addT )-approximation, and pd ΛX ≤ 1.
Proof (1)⇒(2) Applying HomΛ(T,−), we obtain Ext
1
Λ(T, Y ) = 0. Applying HomΛ(−, T⊕
X), we obtain Ext1Λ(Y, T ⊕X) = 0. We will show that HomΛ(Y, T
′)
•f
→ HomΛ(Y,X)→ 0 is
exact. Then we have Ext1Λ(Y, Y ) = 0 by applying HomΛ(Y,−). Fix any a ∈ HomΛ(Y,X).
Since Ext1Λ(X,X) = 0, there exists b such that a = gb. Since f is a right (addT )-
approximation of X, there exists c such that b = cf . Thus a = (gc)f holds.
Since T ⊕ X generates Kb(pr Λ), it follows from the exact sequence 0 → Y → T ′ →
X → 0 that T ⊕ Y also generates Kb(pr Λ). Thus T ⊕ Y is a tilting Λ-module. It follows
from Ext1Λ(X, T ) = 0 that g is a left (addT )-approximation.
One can show (2)⇒(1) similarly.
When the conditions of Proposition 5.2 hold, put
ν−X(T ⊕X) := T ⊕ Y and ν
+
Y (T ⊕ Y ) := T ⊕X.
We call these operationsmutations. For example, in 4.4(2), we have ν−Ωd−1S(Q⊕Ω
d−1S) = Λ
and ν+P (Λ) = Q⊕Ω
d−1S. For any basic tilting Λ-module T and any indecomposable direct
summand X of T , at most one of ν−X(T ) and ν
+
X(T ) exists by 5.1, and we sometimes denote
it by
νX(T ).
22
We put T⊥ := {C ∈ modΛ | Ext1Λ(T, C) = 0}. Following [RS] (see also [HU2]), we write
T ≤ U
if T⊥ ⊇ U⊥. Then tilt1 Λ forms a partially ordered set with a unique minimal element
Λ. One can easily check that, if ν−X(T ) (resp. ν
+
X(T )) exists, then ν
−
X(T ) < T (resp.
T < ν+X(T )). Recall that the Hasse quiver of tilt1 Λ is the quiver with the set of vertices
tilt1 Λ, and we draw an arrow T → U (T, U ∈ tilt1 Λ) if T < U and there is no V ∈ tilt1 Λ
such that T < V < U . The following proposition asserts that the arrows of the Hasse
quiver of tilt1 Λ are given by mutation.
Proposition 5.3 (1) For T, U ∈ tilt1 Λ, the following conditions are equivalent.
(i) T < U .
(ii) There exists an indecomposable direct summand X of U such that T ≤ ν−X(U).
(iii) There exists an indecomposable direct summand Y of T such that ν+Y (T ) ≤ U .
(2) For T, U ∈ tilt1 Λ, the following conditions are equivalent.
(i) There exists an arrow T → U in the Hasse quiver of tilt1 Λ.
(ii) There exists an indecomposable direct summand X of U such that T = ν−X(U).
(iii) There exists an indecomposable direct summand Y of T such that U = ν+Y (T ).
(iv) There exists an almost complete tilting Λ-module which is a common direct sum-
mand of T and U .
The next result generalizes 4.3 and 4.4 in two directions. For one thing, we treat
arbitrary tilting modules which are not necessarily projective. In addition, we drop the
assumption in 4.4 that S is d-spherical, and we replace it by a weaker assumption on the
depth and injective dimension of Γ/I. Notice that we can obtain 4.3 and 4.4 by putting
T = Λ in 5.4.
Theorem 5.4 Let Λ be a d-CY algebra, T a basic tilting Λ-module and Γ := EndΛ(T ).
For a primitive idempotent e of Γ, put P := Γe, Q := Γ(1 − e), I := Γ(1 − e)Γ and
S := Γ/(I + JΓ). Assume that the equality n := depth(Γ/I) = id Γ/I(Γ/I) holds.
(1) There exists a minimal projective resolution 0→ Pd−n
fd−n
→ · · ·
f1
→ P0
f0
→ Γ/I → 0 of
the Γ-module Γ/I.
(2) We have a minimal projective resolution 0→ HomΓ(P0,Γ)
f1•
−→ · · ·
fd−n•
−→ HomΓ(Pd−n,Γ)→
Γ/I → 0 of the Γop-module Γ/I.
(3) Pd−n ≃ P0 = P and P1, Pd−n−1 ∈ addQ.
(4) Fix i ≥ 0. If TorΓi (T, S) = 0, then Tor
Γ
i (T,X) = 0 for any X ∈ mod(Γ/I).
(5) ν+Γe(Γ) = TrΓop(Γ/I)⊕ Γ(1− e) and ν
+
eΓ(Γ) = TrΓ(Γ/I)⊕ (1− e)Γ.
(6) Precisely one of (i) or (ii) holds.
(i) T ⊗Γ S = 0 and ν
−
Te(T ) = HomΓop(ν
+
eΓ(Γ), T ).
(ii) TorΓ1 (T, S) = 0 and ν
+
Te(T ) = T ⊗Γ ν
+
Γe(Γ).
(7) If d− n ≥ 3 and T is reflexive, then νTe(T ) is reflexive.
Proof (1) pd Γ(Γ/I) = d− n holds by 2.3.
(2)(3) Since Γ/I is a CM Γ-module of dimension n, it follows from 3.4(5) that ExtiΓ(Γ/I,Γ) =
0 for any i 6= d−n and Extd−nΓ (Γ/I,Γ) ≃ Ext
d−n
R (Γ/I, R) is a CM Γ
op-module of dimension
n. Since id Γ/I(Γ/I) = n, we have that Ext
d−n
R (Γ/I, R) is a projective (Γ/I)
op-module by
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[GN1;1.1(3)]. Since Γ/I is local, Extd−nR (Γ/I, R) ≃ Γ/I as a Γ
op-module. Now we can
show (2) and (3) by a similar argument as in the proof of 4.3(1)(2).
(4) Use induction on dimX similarly as in the proof of 2.2.
(5)(6) Applying 2.9 to the tilting Γop-module T , precisely one of T ⊗Γ S = 0 or
TorΓ1 (T, S) = 0 holds.
(i) Assume T ⊗Γ S = 0. Since T ⊗Γ (Γ/I) = 0 holds by (4), we have an exact sequence
0 → HomΓ(TrΓ(Γ/I), T ) → T ⊗Γ P1
T⊗f1
−→ Te → 0 by applying HomΓ(−, T ) to the exact
sequence HomΓ(P0,Γ)
f1•
→ HomΓ(P1,Γ) → TrΓ(Γ/I) → 0. Since f1 is a minimal right
(addQ)-approximation, T ⊗ f1 is a minimal right (addT (1− e))-approximation. Thus we
have ν−Te(T ) = HomΓ(TrΓ(Γ/I), T )⊕ T (1− e).
(ii) Put U := T ⊗Γ TrΓop(Γ/I). Since Tor
Γ
i (T,Γ/I) = 0 holds for any i > 0 by (4), we
have an exact sequence 0 → T ⊗Γ Pd−n
T⊗fd−n
−→ · · · → T ⊗Γ P0
T⊗f0
−→ T ⊗Γ (Γ/I) → 0. In
particular, 0→ Te
T⊗fd−n
−→ T ⊗Γ Pd−n−1 → U → 0 is exact by (2). Since fd−n is a minimal
left (addQ)-approximation, T ⊗fd−n is a minimal left (addT (1−e))-approximation. Thus
we only have to show pd ΛU ≤ 1, or equivalently, depthU ≥ d− 1 by 2.3.
Take a Γ/I-regular sequence (x1, · · · , xn), and put Γi := (Γ/I)/(x1, · · · , xi)(Γ/I) for
i = 1, · · · , n. Then for i < n we have an exact sequence 0 → Γi
xi+1
−→ Γi → Γi+1 → 0.
Applying T ⊗Γ −, we have an exact sequence 0→ T ⊗Γ Γi
xi+1
−→ T ⊗Γ Γi → T ⊗Γ Γi+1 → 0
since TorΓ1 (T,Γi+1) = 0 by (4). This means that (x1, · · · , xn) is also a (T ⊗Γ (Γ/I))-regular
sequence. In particular, we have depth(T ⊗Γ (Γ/I)) ≥ n. Since depth(T ⊗Γ Pi) ≥ d − 1,
the exact sequence 0 → U → T ⊗Γ Pd−n−2 → · · · → T ⊗Γ P0 → T ⊗Γ (Γ/I) → 0 implies
depthU ≥ d− 1.
Putting Λ = T = Γ in (ii), we have ν+Γe(Γ) = TrΓop(Γ/I) ⊕ Γ(1 − e) and ν
+
eΓ(Γ) =
TrΓ(Γ/I)⊕ (1− e)Γ. Thus the equalities in (5) and (6) follow.
(7) This is obvious for the case (6)(i). For the case (6)(ii), the assertion follows from
the exact sequence 0→ U → T ⊗Γ Pd−n−2 → T ⊗Γ Pd−n−3.
We notice here that we can regard the tilting modules constructed in (5) above as
analogs of APR tilting modules [APR].
To apply 5.4 for the case d = 2 and 3, we need the following observation.
Lemma 5.5 Let Γ be a ring-indecomposable d-CY algebra. For an idempotent e 6= 1
of Γ, put I := Γ(1− e)Γ.
(1) Γ⊗R K is a simple algebra for the quotient field K of R.
(2) dim(Γ/I) ≤ max{0, d− 2}.
(3) If d ≤ 3, then idΓ/I(Γ/I) ≤ max{0, d− 2}.
(4) If d = 3 and e is primitive, then depth(Γ/I) = idΓ/I(Γ/I).
Proof (1) Since R is normal, Γ =
⋂
pΓp holds where p runs over all height one prime
ideals of R. By 3.13 and the structure theorem 3.12(2) of maximal orders over complete
discrete valuation rings, Γp contains all central idempotents of Γ ⊗R K. Thus Γ contains
all central idemptents of Γ⊗R K. Since Γ is ring-indecomposable, Γ⊗R K is simple.
(2) By the structure theorem of maximal orders, we have (Γ/I)p = Γp/ΓpeΓp = 0 for
any height one prime ideal p of R. Thus dim(Γ/I) ≤ d− 2 holds.
(3) If d ≤ 1, then Γ/I = 0 by 3.4(3), 3.12(2) and 3.13. Assume d = 2 or 3. Since
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mod(Γ/I) is extension closed in modΓ, we have Ext1Γ(Γ/I,X) = 0 for any X ∈ mod(Γ/I).
Since Γ is d-CY, we have Extd−1Γ (X,Γ/I) = 0 for any X ∈ fl(Γ/I). Assume d = 2. Using
again that mod(Γ/I) is extension closed in modΓ, we get Ext1Γ/I(X,Γ/I) = 0. Thus
idΓ/I(Γ/I) = 0.
In the rest, assume d = 3. For any X ∈ fl(Γ/I), take an exact sequence 0 →
Y → (Γ/I)n → X → 0. Applying HomΓ(−,Γ/I), we get an exact sequence 0 =
Ext1Γ((Γ/I)
n,Γ/I) → Ext1Γ(Y,Γ/I) → Ext
2
Γ(X,Γ/I) = 0. Thus we have Ext
1
Γ(Y,Γ/I) =
0. Since mod(Γ/I) is extension closed in modΓ, we have Ext1Γ/I(Y,Γ/I) = 0. Thus
Ext2Γ/I(X,Γ/I) = 0. It follows from 2.1 that idΓ/I(Γ/I) ≤ 1.
(4) Since Γ/I is a local algebra with idΓ/I(Γ/I) <∞ by (3), it follows from a result of
Ramras [Ra;2.15] that depth(Γ/I) = idΓ/I(Γ/I) (see also [GN2;3.9]).
We now get our desired result for 2-CY and 3-CY algebras.
Theorem 5.6 Let Λ be a ring-indecomposable d-CY algebra with d = 2 or 3, T a
basic tilting Λ-module and Γ := EndΛ(T ). For a primitive idempotent e 6= 1 of Γ, put
I := Γ(1− e)Γ and S := Γ/(I + JΓ).
(1) n := depth(Γ/I) = idΓ/I(Γ/I), and n = d− 2 or d− 3.
(2) ν+Γe(Γ) = TrΓop(Γ/I)⊕ Γ(1− e) and ν
+
eΓ(Γ) = TrΓ(Γ/I)⊕ (1− e)Γ.
(3) ν+Γe(Γ) = I = ν
+
eΓ(Γ) if n = d− 2, and ν
+
Γe(Γ) = HomΓop(ν
+
eΓ(Γ),Γ) if n = d− 3.
(4) Precisely one of (i) or (ii) holds.
(i) T ⊗Γ S = 0 and ν
−
Te(T ) = HomΓop(ν
+
eΓ(Γ), T ).
(ii) TorΓ1 (T, S) = 0 and ν
+
Te(T ) = T ⊗Γ ν
+
Γe(Γ).
(5) If n = d−3 and T is reflexive, then νTe(T ) is reflexive and νTe(T ) = (T⊗Γν
+
Γe(Γ))
∗∗.
(6) We have isomorphisms EndΓ(ν
+
Γe(Γ)) ≃ EndΛ(νTe(T )) ≃ EndΓop(ν
+
eΓ(Γ))
op. This is
isomorphic to Γ if n = d− 2.
Proof (1) is shown in 5.5, and (2) and (4) are shown in 5.4. One can check (3) easily
by using the exact sequences in 5.4(1)(2).
(5) νTe(T ) is reflexive by 5.4(7). The assertion for the case (4)(ii) is obvious. For the
case (4)(i), the assertion follows from νTe(T ) = (T ⊗Γ HomΓop(ν
+
eΓ(Γ),Γ))
∗∗ and (3).
(6) We have ring morphisms a := HomΓop(−, T )ν+
eΓ(Γ),ν
+
eΓ(Γ)
: EndΓop(ν
+
eΓ(Γ))
op →
EndΛ(ν
−
Te(T )) for (4)(i) and b := (T ⊗Γ −)ν+Γe(Γ),ν
+
Γe(Γ)
: EndΓ(ν
+
Γe(Γ)) → EndΛ(ν
+
Te(T ))
for (4)(ii) between d-CY algebras. For any p ∈ SpecR with ht p = 1, then ν+Γe(Γ)p, ν
+
eΓ(Γ)p
and Tp are progenerators. Thus ap and bp are isomorphisms. Since a and b are morphisms
between reflexive R-modules, they are isomorphisms.
If n = d − 2, then we have ring morphisms Γ → EndΓ(I) = EndΓ(ν
+
Γe(Γ)) and Γ →
EndΓop(I)
op = EndΓop(ν
+
eΓ(Γ))
op by (3), and Ip = Γp for any p ∈ SpecR with ht p = 1. If
n = d − 3, then we have a ring morphism HomΓop(−,Γ)ν+
eΓ
(Γ),ν+
eΓ
(Γ) : EndΓop(ν
+
eΓ(Γ))
op →
EndΓ(ν
+
Γe(Γ)) by (3). We can show that these are isomorphisms by a similar argument as
above.
The following generalization of 4.4(3) follows immediately from 5.6(4)(5).
Corollary 5.7 Let Λ be a basic ring-indecomposable non-local d-CY algebra with d = 2
or 3, and let n be the number of simple Λ-modules.
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(1) Any almost complete tilting Λ-module has exactly two complements. Thus any
vertex in the Hasse quiver of tilt1 Λ has precisely n neighbours.
(2) Assume d = 3. If T is a reflexive tilting Λ-module and the quiver of EndΛ(T ) has
no loops, then all n neighbours of T are again reflexive.
We have the following natural questions.
Questions (1) Is the Hasse quiver of tilt1 Λ connected? In other words, can any tilting
Λ-module be obtained by applying successive mutations to Λ? We will show in the next
section that this is the case for d = 2.
(2) Is 5.7 valid for arbitrary d? By 5.4, it is enough to show depth(Γ/I) = id Γ/I(Γ/I)
for any ring-indecomposable d-CY algebra Γ and any primitive idempotent e of Γ with
I := Γ(1− e)Γ.
6. 2-Calabi-Yau algebras and affine Weyl groups
Let R be a normal complete local Gorenstein domain with dimR = d and Λ a basic
module-finite R-algebra which is d-CY. Thus Λ is a symmetric R-order with gl.dimΛ = d.
If d = 0 or 1, then Λ is Morita equivalent to a finite product of local rings by 3.11 and
3.13, and any tilting Λ-module is projective by 2.9. So the next question is to determine
tilting Λ-modules for the case d = 2. Assume for the rest of this section that d = 2, and
we only deal with tilting modules of projective dimension at most one.
In this section we show that each almost complete tilting Λ-module has exactly two
complements, and also give an explicit description of them. The tilting modules are all
ideals, and we describe the set tilt1 Λ of tilting modules as a monoid of ideals generated
by a finite set of idempotent ideals. We show that this set tilt1 Λ is in bijection with the
elements of the affine Weyl group W associated with the quiver of Λ, which is given by a
generalized extended Dynkin diagram. The group W has two natural partial orders, and
we show that they coincide with the two orders on tilt1 Λ, where one is recalled in section
5 and the other one comes from inclusion of ideals.
When Λ is local, then any tilting module over Λ is projective. In the rest of this section,
we assume that Λ is non-local. Let e1, · · · , en be a complete set of orthogonal primitive
idempotents of Λ. Put Ii := Λ(1− ei)Λ. Then Si := Λ/(Ii + JΛ) is the simple Λ-module
(resp. simple Λop-module) corresponding to ei. Then Ii is maximal amongst left (resp.
right) ideals I of Λ such that any composition factor of Λ/I is Si. We have shown in
5.6(3) that Ii is a tilting Λ-module, and moreover if T is a tilitng Λ-module, then either
HomΛ(Ii, T ) or IiT is another tilting Λ-module. For later applications, we investigate these
modules more carefully.
Proposition 6.1 Let T be a tilting Λ-module and 1 ≤ i ≤ n.
(1) We have depth T ≥ 1 and natural inclusions IiT ⊆ T ⊆ HomΛ(Ii, T ) such that
HomΛ(Ii, T )/IiT ∈ flΛ.
(2) Presisely one of (i) or (ii) holds.
(i) Si ⊗Λ T = 0, IiT = T and ν
−
Tei
(T ) = RHomΛ(Ii, T ) = HomΛ(Ii, T ).
(ii) TorΛ1 (Si, T ) = 0, HomΛ(Ii, T ) = T and ν
+
Tei
(T ) = Ii
L
⊗Λ T = Ii ⊗Λ T = IiT .
Proof (1) We have depthT ≥ 1 by 2.3. It follows from 5.5(2) that Λ/Ii is artin.
26
Applying HomΛ(−, T ) to the exact sequence 0 → Ii → Λ → Λ/Ii → 0, we get an ex-
act sequence 0 → HomΛ(Λ/Ii, T ) → T → HomΛ(Ii, T ) → Ext
1
Λ(Λ/Ii, T ) → 0. Since
ExtiΛ(Λ/Ii, T ) has finite length for any i, we have HomΛ(Λ/Ii, T ) = 0 by depthT ≥ 1.
Thus we have inclusions IiT ⊆ T ⊆ HomΛ(Ii, T ) with HomΛ(Ii, T )/IiT ∈ flΛ.
(2) By 5.6(3) and (4), we only have to show equalities IiT = T and RHomΛ(Ii, T ) =
HomΛ(Ii, T ) in (i) and HomΛ(Ii, T ) = T and Ii
L
⊗Λ T = Ii ⊗Λ T = IiT in (ii).
(i) Since any composition factor of T/IiT is Si, we have IiT = T since Si ⊗Λ T = 0.
Since
ExtlΛ(Ii, T ) = Ext
l+1
Λ (Λ/Ii, T ) =
{
0 (l > 1)
DHomΛ(T,Λ/Ii) = 0 (l = 1)
holds, we have RHomΛ(Ii, T ) = HomΛ(Ii, T ).
(ii) Any composition factor of HomΛ(Ii, T )/T is Si, so we have HomΛ(Ii, T ) = T since
TorΛ1 (Si, T ) = 0. Since Tor
l
Λ(Ii, T ) = Tor
l+1
Λ (Λ/Ii, T ) = 0 holds for any l 6= 0, we have
Ii
L
⊗Λ T = Ii⊗ΛT . Applying−⊗ΛT to the exact sequence 0→ Ii → Λ→ Λ/Ii → 0, we have
an exact sequence 0 = Tor1Λ(Λ/Ii, T )→ Ii⊗ΛT
f
→ T . Thus we have Ii⊗ΛT ≃ Im f = IiT .
The set of 2-sided ideals of Λ forms a monoid by multiplication of ideals. We denote
by I(Λ) the submonoid generated by the ideals I1, · · · , In. Our first main result in this
section is that all tilting Λ-modules are obtained in this way.
Theorem 6.2 I(Λ) = tilt1 Λ and I(Λ) = tilt1 Λ
op.
Proof If T is a tilting Λ-module, then so is IiT by 6.1(2). Thus I(Λ) consists of
tilting Λ-modules. We only have to show that any basic tilting Λ-module is isomorphic to
some element of I(Λ). We will use the functor (−)∗ ≃ HomΛ(−,Λ) (3.4(5)).
(i) For any T ∈ tilt1 Λ, we will show that T
∗∗ is a projective Λ-module such that T is
a submodule of T ∗∗ and T ∗∗/T has finite length.
By [AB], we have an exact sequence
0→ Ext1Λ(TrT,Λ)→ T → T
∗∗ → Ext2Λ(TrT,Λ)→ 0.
For any p ∈ SpecR\MaxR, it follows from 2.7 that T̂p is a tilting module over Λ̂p, which is
0 or 1-CY by 3.4(3). Thus T̂p (and hence (TrT )̂p) is a projective Λ̂p-module as we remarked
previously. Hence ExtiΛ(TrT,Λ)̂p = 0 holds for i = 1, 2. This implies that Ext
i
Λ(TrT,Λ)
has finite length for i = 1, 2. Since depthT ≥ 1 holds by 2.3, we have Ext1Λ(TrT,Λ) = 0.
Since T ∗∗ ∈ ref Λ, we have depth T ∗∗ ≥ 2. Thus T ∗∗ is a projective Λ-module by 2.3.
(ii) Take a simple submodule Si of soc(T
∗∗/T ). Then TorΛ1 (Si, T ) = Tor
Λ
1 (DSi, T ) =
DExt1Λ(T, Si) = Ext
1
Λ(Si, T ) 6= 0 holds. By 6.1, T1 := HomΛ(Ii, T ) is again a tilting Λ-
module with T ⊂ T1 and T1/T ∈ flΛ. Applying (−)
∗ to the exact sequence 0 → T →
T1 → T1/T → 0, we get T
∗ = T ∗1 since depthΛ = 2. Consequently, we have inclusions
T ⊂ T1 ⊆ T
∗∗ = T ∗∗1 . Repeating this process, we obtain an increasing sequence
T = T0 ⊂ T1 ⊂ · · · ⊂ Tm = T
∗∗
of tilting Λ-modules with Tk−1 = IikTk for any k. Since T
∗∗ is a projective tilting Λ-module,
we have add ΛT
∗∗ = add ΛΛ. Thus add ΛT = add Λ(Ii1 · · · Iim).
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For any T ∈ tilt1 Λ and 1 ≤ i ≤ n, there exists an arrow T → ν
+
Tei
(T ) or ν−Tei(T )→ T
in the Hasse quiver of the poset tilt1 Λ by 5.3(2). We denote these arrows by
i
→ in the rest
of this section. We have the following consequence.
Corollary 6.3 The Hasse quiver of tilt1 Λ is connected, and any vertex T has precisely
n neighbours νTei(T ) (1 ≤ i ≤ n). Moreover, EndΛ(T ) = Λ holds for any T ∈ tilt1 Λ.
Proof The second assertion holds by 5.3(2) and 6.1. We will show that tilt1 Λ is
connected. Any T0 ∈ tilt1 Λ can be written as T0 = Ia1 · · · Iam by 6.2. We can assume
that m is minimal. Put Ti := Ia1 · · · Iam−i . Then we have a strictly increasing sequence
T0 ⊂ T1 ⊂ · · · ⊂ Tm−1 ⊂ Tm = Λ. By 6.1, there exists a path Λ
a1→ Tm−1
a2→ · · ·
am→ T0 in
tilt1 Λ. Now the third assertion follows by 5.6(6).
To give an explicit description of I(Λ), we determine the quiver of Λ. Following Happel-
Preiser-Ringel [HPR1,2], we call the valued graphs below generalized extended Dynkin
diagrams.
(i) An extended Dynkin diagram,
(ii) n•—– •—– •—– • · · · · · · •—– •—– •—– • n
(iii) n•—– •—– •—– • · · · · · · •—– •—–•
(a b)
—– • (a, b) = (2, 1) or (1, 2)
(iv) n•—– •—– •—– • · · · · · · •—– •—– •PP
•
•
For a generalized extended Dynkin diagram ∆, define a valued quiver called the double
of ∆ as follows: We replace a valued edge •
(a b)
—– • by two valued arrows •
(a b)
−→
(b a)
←−
• of opposite
direction. We replace a loop n• by an arrow from a vertex to itself.
We can describe valued quivers of 2-CY algebras (c.f. [Boc]). It is an interesting
question whether all double of generalized extended Dynkin diagrams occur in this way.
Proposition 6.4 The valued quiver of any basic ring-indecomposable 2-CY algebra is
a double of a generalized extended Dynkin diagram.
Proof By 4.3, the quiver of Λ is a double of some graph ∆. For each vertex ei of Λ,
put di := rankR Λei. Then di gives a positive additive function on ∆. By [HPR1], ∆ is a
generalized extended Dynkin diagram.
We will give an explicit description of I(Λ) in terms of affine Weyl groups. By 6.4, the
quiver of Λ is a double of a generalized extended Dynkin diagram ∆. We denote by W
the affine Weyl group associated with ∆ defined as follows [Hu][BB]: Put m(i, i) := 1. For
i 6= j, put
m(i, j) :=

2 no edge between i and j,
3
i
•——
j
•,
4 ni•——
j
•,
i
•——
j
• nor i•
(a b)
——
j
• ((a b) = (1 2) or (2 1))
6
i
•
(a b)
——
j
• ((a b) = (1 3) or (3 1)),
∞
i
•
(2 2)
——
j
•, ni•——
j
• n, ni•
(a b)
——
j
• or
i
•
(a b)
——
j
• n((a b) = (1 2) or (2 1)).
Then W is presented by generators s1, · · · , sn and relations (sisj)
m(i,j) = 1. We shall also
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deal with the affine braid group associated to ∆ to study autoequivalences of the derived
category Db(modΛ). This group B is presented by generators t1, · · · , tn and relations
titjti · · · = tjtitj · · ·, where both sides are product of m(i, j) generators.
We have seen in section 5 that tilt1 Λ has a natural order. In view of 6.2 we have in
addition the order given by inclusion of ideals. The affine Weyl group W also has two
partial orders. We want to show that there is a bijection between the elements of tilt1 Λ
and W , respecting partial orders.
So let us recall the Bruhat order ≤, right order ≤R and left order ≤L on W [BB] (≤R
is called a weak order in [Hu]). The length l(w) of w ∈ W is the minimal value of k for
any expression w = sa1 · · · sak of w, and we call an expression with k = l(w) reduced.
Fix w,w′ ∈ W . We draw an arrow w′ → w if both w = w′s and l(w′) < l(w) hold for
s = xsix
−1 for some i and x ∈W . Similarly, we draw an arrow w′ →R w (resp. w
′ →L w)
if both w = w′si (resp. w = siw
′) and l(w′) < l(w) hold for some i. For w,w′ ∈ W ,
we define w′ ≤ w (resp. w′ ≤R w, w
′ ≤L w) if and only if there is a path from w
′ to w
consisting of arrows → (resp. →R, →L). For any reduced expression w = sa1 · · · sak , it is
well-known that w′ ≤ w holds if and only if w′ = sai1 · · · saiq for some 1 ≤ i1 < · · · < iq ≤ k
[Hu;5.10]. Thus the Bruhat order on W is left-right symmetric (i.e. w′ ≤ w if and only if
w′−1 ≤ w−1), but the right order and the left order are not.
We are now in the position to state our main result on the connection between tilt1 Λ
and the affine Weyl groupW . The crucial role is played by the mutation of tilting modules
given in 6.1.
Theorem 6.5 (1) W acts transitively and freely on tilt1 Λ by
T si := νTei(T ) =
{
ν−Tei(T ) = HomΛop(Ii, T ) if T ⊗Λ Si = 0
ν+Tei(T ) = TIi if Tor
Λ
1 (T, Si) = 0
for any T ∈ tilt1 Λ and 1 ≤ i ≤ n.
(2) Under the induced bijection W ∋ w 7→ Λw ∈ I(Λ),
(i) the Bruhat order on W coincides with the reverse inclusion relation on I(Λ),
(ii) the right order on W coincides with the order on tilt1 Λ = I(Λ) (section 5),
(iii) the left order on W coincides with the order on tilt1 Λ
op = I(Λ),
(iv) Λw = Ia1 · · · Iak holds for any reduced expression w = sa1 · · · sak .
In order to prove this result we consider the action of tilting complexes on the derived
category. Let K0(Λ) be the Grothendieck group of Λ and K0(Λ)C := K0(Λ)⊗Z C, which
has the basis {[Pi] | 1 ≤ i ≤ n} because Λ has finite global dimension. For an arbitrary
two-sided tilting complex T of Λ, we have an autoequivalence T
L
⊗Λ− of Db(modΛ). Thus
we get a map tilt1 Λ→ GL(K0(Λ)C) defined by T 7→ [T
L
⊗Λ−]. We will compare with the
contragredient of the geometric representation of W [BB;4.1,4.2] defined as follows: Put
ki,i := −2. For i 6= j, put (ki,j, kj,i) := (a, b) for
i
•
(a b)
——
j
•, (ki,j, kj,i) := (a, 2b) for n
i
•
(a,b)
——
j
•,
and (ki,j, kj,i) := (2, 2) for n
i
•——
j
• n. Let V ∗ be a vector space with basis α∗1, · · · , α∗n.
Define σ∗i ∈ GL(V
∗) by σ∗i (p) := p + pi
∑n
j=1 ki,jα
∗
j for p =
∑n
j=1 pjα
∗
j . It is well-known
that the map si 7→ σ
∗
i extends uniquely to an injective homomorphism σ
∗ : W → GL(V ∗),
w 7→ σ∗w [BB;4.2.7]. The following result, which is also interesting itself, shows that the
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autoequivalence induced by a tilting module has similar properties as σ∗. As we shall
explain later, it is closely related to a result of Seidel-Thomas [ST].
Theorem 6.6 (1) Let V ∗ → K0(Λ)C be an isomorphism defined by α
∗
i 7→ [Pi]. Then the
induced isomorphism GL(V ∗)→ GL(K0(Λ)C) satisfies σ
∗
w 7→ [Λ
w
L
⊗Λ−] for any w ∈W .
(2) We have an action ti 7→ (Ii
L
⊗Λ−) of the braid group B on Db(modΛ).
We will give a proof of 6.5 and 6.6 after giving a series of preliminary results. Let
us start with the following observation on tilting modules associated with a set of simple
modules.
Lemma 6.7 Let S be a set of simple Λop-modules and T ∈ tilt1 Λ = I(Λ). Put
e :=
∑
1≤i≤n, Si∈S
ei, IS := Λ(1− e)Λ, U := TIS and V := HomΛop(IS, T ).
(1) U is minimal amongst sub Λop-modules of T such that any composition factor of
T/U is in S, and V is maximal amongst sub Λop-modules of Λ such that T ⊂ V and any
composition factor of V/T is in S.
(2) topTΛ and soc(Λ/T )Λ do not have any common composition factor.
(3) U, V ∈ tilt1 Λ.
(4) There is a path V → · · · → T → · · · → U in tilt1 Λ with arrows indexed by S.
(5) V/U is a projective-injective (Λ/IS)
op-module which is a generator-cogenerator.
Proof (1) is obvious. We obtain (2) by 6.1(2). Since we can obtain U (resp. V )
by applying ν+ (resp. ν−) to T repeatedly, we have (3) and (4). We will now show
(5). Since Λ/IS is selfinjective by 5.5(3), we only have to show that V/U is progenerator.
Let 0 → P1 → P0
f
→ V → 0 be a minimal projective resolution of the Λop-module V .
By the choice of V , soc(Λ/V )Λ does not contain any module in S. We have a minimal
projective resolution P ∗0 → P
∗
1 → Ext
2
Λop(Λ/V,Λ) → 0. Since Ext
2
Λop(Λ/V,Λ) = D(Λ/V )
holds, topP1 does not contain any module in S. Thus P1 ⊆ P0IS holds. Thus we have
P0IS/P1 = U and f
−1(U) = P0IS. Then V/U ≃ P0/P0IS = P0⊗Λ (Λ/IS) implies that V/U
is a projective (Λ/IS)
op-module. Moreover, 2.9 implies that any module in S appears in
topP0 = topV . Thus V/U is a generator.
The next result is needed for showing that the action of W described in 6.5 is well-
defined.
Proposition 6.8 T s
2
i = T holds for any T ∈ tilt1 Λ and 1 ≤ i ≤ n.
Proof Put S := {Si} and define U and V by 6.7. Since any composition factor of the
(Λ/IS)
op-module V/U is Si by 6.7(1), either U = T or V = T holds by 6.7(2). If U = T ,
then we have T si = V and V si = T . If V = T , then we have T si = U and Usi = T .
Now we prove theorem 6.5 for the case when Λ has only two simple modules. Then the
quiver of Λ is the double of one of the following valued graphs:
•
(2 2)
——•, n•——• nor n•
(a b)
——• ((a b) = (1 2) or (2 1)).
The corresponding affine Weyl group W is presented by generators s1, s2 and relations
s21 = s
2
2 = 1. Thus we obtain 6.5(1) in these cases by 6.8. Since any element in W can
30
be written as s1s2s1s2 · · · or s2s1s2s1 · · ·, we obtain 6.5(2) in these cases by the following
proposition.
Proposition 6.9 Assume that Λ has only two simple modules.
(1) The Hasse quiver of tilt1 Λ is as follows:
Λ
2
−→ I2
1
−→ I2I1
2
−→ I2I1I2
1
−→ I2I1I2I1
2
−→ · · ·
1@@R
I1
2
−→ I1I2
1
−→ I1I2I1
2
−→ I1I2I1I2
1
−→ · · ·
(2) The Hasse quiver of tilt1 Λ
op is as follows:
Λ
2
−→ I2 I2I1 I2I1I2 I2I1I2I1 · · ·
1@@R
1 2
  @@R
1 2
  @@R
1 2
  @@R
1 2
  @@R
I1 I1I2 I1I2I1 I1I2I1I2 · · ·
(3) The Hasse quiver of the reverse inclusion order in I(Λ) is as follows:
Λ −→ I2 −→ I2I1 −→ I2I1I2 −→ I2I1I2I1 −→ · · ·
@@R   @@R   @@R   @@R   @@R
I1 −→ I1I2 −→ I1I2I1 −→ I1I2I1I2 −→ · · ·
Proof Using 5.3(2) and 6.1, we have (1). Considering Λop, we have (2). To show (3),
we only have to care about arrows, and it is easy.
In the rest of this section, assume that Λ has at least three simple modules. We next
investigate the Loewy series for the factor algebra given by the ideal associated with a set
of two simple modules.
Lemma 6.10 (1) The (Loewy) length of Λ/Ii is at most two.
(2) Let S := {Si, Sj} with i 6= j. Then the Loewy series of Λ/IS is as follows:
i
•——
j
•
i
•
(2 1)
——
j
•
i
•
(1 2)
——
j
• ni•——j• i•——j• n i•
(3 1)
——
j
•
i
•
(1 3)
——
j
•[
i j
j i
] [ i j
j j i
i j
] [
i j
j i i
i j
] [ i j
i j i
i j i
i j
] [
i j
j i j
j i j
i j
]  i jj j j ii i j j
j j j i
i j
  i jj i i ii i j j
j i i i
i j

Proof By 4.3(1), the category pr Λ of projective Λ-modules over a 2-CY algebra Λ
forms a τ -category in the sense of [I1,2]. For any idempotent e of Λ, the category pr(Λ/I)
also forms a τ -category by [I2;1.4]. We give an indication of the proof, referring to [I1,2]
for definitions.
(1) We only have to consider the case when the quiver of Λ has a loop at the vertex
i. Put Λ := Λ/Ii. Since pr Λ is a τ -category, we have a minimal projective resolution
Λ
f
→ Λ → Λ → Si → 0 such that the map (f ·) : Λ → Λ, which is obtained by applying
HomΛ(−,Λ), has a simple cokernel. Thus f does not belong to J
2
Λ
, and the cokernel of f
is simple. Thus Λ has (Loewy) length two.
(2) Put Λ := Λ/IS. We explain for the case
i
•
(3 1)
——
j
•. In this case, the first three terms
of the minimal projective resolutions of the simple Λ
op
-modules Si and Sj are given by
P i → P
3
j → P i → Si → 0 and P j → P i → P j → Sj → 0. By [I1;4.1,7.1], we have
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commutative diagrams
P i ⊃ P iJΛ ⊃ P iJ
2
Λ
⊃ P iJ
3
Λ
⊃ P iJ
4
Λ
⊃ P iJ
5
Λ
↑ ↑ ↑ ↑ ↑ ↑
P i←− P
3
j ←− P
2
i ←− P
3
j ←− P i ←− 0
↑ ∗ ↑ ∗ ↑ ∗ ↑ ∗ ↑ ∗ ↑
0 ←− P i ←− P
3
j ←− P
2
i ←− P
3
j ←− P i
P j ⊃ P jJΛ ⊃ P jJ
2
Λ
⊃ P jJ
3
Λ
⊃ P jJ
4
Λ
⊃ P jJ
5
Λ
↑ ↑ ↑ ↑ ↑ ↑
P j←− P i ←− P
2
j ←− P i ←− P j ←− 0
↑ ∗ ↑ ∗ ↑ ∗ ↑ ∗ ↑ ∗ ↑
0 ←− P j ←− P i ←− P
2
j ←− P i ←− P j
called ladders, with the following properties:
(i) Each column gives the first two terms of a projective resolution of P iJ
k
Λ
and P jJ
k
Λ
.
(ii) The mapping cone of each commutative square ∗ gives the first three terms of a
minimal projective resolution of semisimple Λ
op
-modules.
By (i), the Loewy series of P i is (P iJ
k
Λ
/P iJ
k+1
Λ
)k≥0 = (Si, S
3
j , S
2
i , S
3
j , Si), and that of
P j is (P jJ
k
Λ
/P jJ
k+1
Λ
)k≥0 = (Sj , Si, S
2
j , Si, Sj).
Lemma 6.11 For S := {Si, Sj} with i 6= j, put Λ := Λ/IS. Let P ∈ modΛ
op
be
a progenerator. Define Xk, Yk ∈ modΛ
op
by X0 = Y0 := P , X2k+1 := X2kIi, X2k+2 :=
X2k+1Ij, Y2k+1 := Y2kIj and Y2k+2 := Y2k+1Ii for k ≥ 0. Then we have Xm(i,j) = 0 = Ym(i,j)
and Xk 6= 0, Yk 6= 0 for any k < m(i, j).
Proof Obviously we only have to consider the case P = Λ.
(i) We consider the case when the quiver of Λ has no loop. In this case, we can easily
check the assertion by using 6.10(2). For example, the calculation of Xk and Yk for the
case
i
•
(2 1)
——
j
• is as follows:
X0 = Λ =
[
i j
j j i
i j
]
⊃ X1 =
[
j
j j i
i j
]
⊃ X2 =
[
i
i j
]
⊃ X3 =
[
j
]
⊃ X4 = 0
Y0 = Λ =
[
i j
j j i
i j
]
⊃ Y1 =
[
i
j j i
i j
]
⊃ Y2 =
[
j j
i j
]
⊃ Y3 =
[
i
]
⊃ Y4 = 0
Thus the assertion follows. One can check the other cases similarly.
(ii) We consider the case ni•——
j
•. It follows from 6.10(1) that Λ/Ii has length 2.
Thus the composition factors of P i/P iIi are two copies of Si. Since Λ is selfinjective,
P i contains a submodule X whose composition factors are two copies of Si. Then X is
contained in P iIi, and the composition factors of P iIi/X are two copies of Sj . Thus we
can calculate Mi as follows:
X0 = Λ =
[
i j
i j i
i j i
i j
]
⊃ X1 =
[
j
j i
i j i
i j
]
⊃ X2 =
[
i
i i
i j
]
⊃ X3 =
[
j
]
⊃ X4 = 0
Y0 = Λ =
[
i j
i j i
i j i
i j
]
⊃ Y1 =
[
i
i j i
i j i
i j
]
⊃ Y2 =
[
j
i j
i j
]
⊃ Y3 =
[
i
i
]
⊃ Y4 = 0
Thus the assertion follows. We can treat the case
i
•——
j
• nsimilarly.
The following result is crucial for well-defined action of the affineWeyl and braid groups.
Proposition 6.12 Let i 6= j be distinct vertices in ∆,
(1) T (sisj)
m(i,j)
= T holds for any T ∈ tilt1 Λ.
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(2) tilt1 Λ has a subquiver
V i−−−−→•
j
−−−−→• i−−−−→· · · · · ·
i or j
−−−−→•
j or i
−−−−→U.
Q
Q
QQs
j
• i−−−−→•
j
−−−−→· · · · · ·
j or i
−−−−→•

3
i or j
with two paths of length m(i, j) such that T is one of these vertices.
(3) We have an equality Ii
L
⊗Λ Ij
L
⊗Λ Ii
L
⊗Λ Ij
L
⊗Λ · · · = IiIjIiIj · · · = Λ(1 − ei − ej)Λ =
IjIiIjIi · · · = Ij
L
⊗Λ Ii
L
⊗Λ Ij
L
⊗Λ Ii
L
⊗Λ · · ·, where each derived tensor product and product of
ideals contains exactly m(i, j) terms.
Proof Put S := {Si, Sj}, and consider U and V as defined in 6.7. Then P := V/U
is a progenerator of Λ/IS by 6.7(5). Consider the sequences (X0, X1, · · · , Xm(i,j)) and
(Y0, Y1, · · · , Ym(i,j)) in 6.11. Then the preimage of these sequences under the natural
surjection V → P = V/U coincides with the sequences (V, V si, V sisj , V sisjsi, · · ·) and
(V sj , V sjsi, V sjsisj , · · ·). Since Xm(i,j) = 0 = Ym(i,j) holds, we have V
sisjsi··· = U = V sjsisj ···
where both sisjsi · · · and sjsisj · · · are products of m(i, j) simple reflections. Thus we have
proved (2). Since T belongs to one of these sequences by 6.7(4), we obtain (1). Applying
(2) and 6.1(2) to T := Λ, we have (3).
We can now prove most of 6.5 and 6.6.
Proof of 6.5(1) and 6.6 We first show 6.5(1). By 6.8 and 6.12, W acts on tilt1 Λ.
By 6.2, the action is transitive. For freeness of the action, it is enough to prove 6.6(1) since
the geometric representation σ∗ : W → GL(V ∗) is injective.
6.6(2) follows from 6.12(3). We will show 6.6(1). First we show that [Ii
L
⊗Λ−] corre-
sponds to σ∗i . If i 6= j, then [Ii
L
⊗Λ Pj] = [Iiej ] = [Pj ]. Let us calculate [Ii
L
⊗Λ Pi] = [Iiei].
If the quiver of Λ has no loop at the vertex i, then we have a minimal projective res-
olution 0 → Pi →
⊕
j 6=i P
ki,j
j
f
→ Pi → Si → 0 with Im fi = Iiei. Thus we have
[Iiei] = [Pi] +
∑n
j=1 ki,j[Pj]. Assume that the quiver of Λ has a loop at the vertex i. In this
case, the composition factors of Pi/Iiei are two copies of Si by 6.10(1). Since we have a
minimal projective resolution 0→ Pi → Pi ⊕ (
⊕
j 6=i P
ki,j/2
j )→ Pi → Si → 0 by our defini-
tion of ki,j, we have [Iiei] = [Pi]−2[Si] = [Pi]−2([Pi]−
∑
j 6=i ki,j[Pj]/2) = [Pi]+
∑n
j=1 ki,j[Pj ].
Thus [Ii
L
⊗Λ−] corresponds to σ
∗
i .
Now take any w = sa1 · · · sak ∈W . Then Λ
w = I±1a1
L
⊗Λ · · ·
L
⊗Λ I
±1
ak
for I−1ai := RHomΛop(Iai ,Λ).
Since [I−1ai
L
⊗Λ−] = [Iai
L
⊗Λ−] by (σ
∗
i )
2 = 1V ∗ , we have that [Λ
w
L
⊗Λ−] = [Ia1
L
⊗Λ−] · · · [Iak
L
⊗Λ−]
corresponds to σ∗a1 · · ·σ
∗
ak
= σ∗w. Thus 6.6(1) follows.
It remains to prove 6.5(2). For this, we need the following lemma. For simplicity, we
write T
i
↔ U if there is an arrow T
i
→ U or T
i
← U in tilt1 Λ. For w ∈ W , we denote by
k(w) the length of the shortest path in tilt1 Λ from Λ to Λ
w.
Lemma 6.13 Let w,w′ ∈W .
(1) There is an arrow Λw
′ i
↔ Λw in tilt1 Λ if and only if w = w
′si.
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(2) There is a subquiver Λ = T0
a1↔ T1
a2↔ · · ·
ak↔ Tk = Λ
w in tilt1 Λ if and only if
w = sa1 · · · sak holds.
(3) Any path in tilt1 Λ from Λ to Λ
w has length k(w).
(4) Λw ≤ Λw
′
in tilt1 Λ if and only if there exists a path in tilt1 Λ from Λ
w to Λw
′
.
(5) If there is an arrow Λw → Λw
′
in tilt1 Λ, then k(w
′) = k(w) + 1.
(6) k(w) = l(w).
(7) There is a subquiver Λ = T0
a1→ T1
a2→ · · ·
ak→ Tk = Λ
w in tilt1 Λ if and only if
w = sa1 · · · sak is a reduced expression of w.
Proof (1)(2) Immediate from 6.5(1).
(3) We use induction on k(w). If k(w) = 0, then w = 1, and there is no non-trivial path
in tilt1 Λ from Λ to Λ. Assume that the assertion is true for any w ∈ W with k(w) < k.
Fix w ∈W with k(w) = k. Take a path Λ
a1→ · · ·
ak→ Λw of length k, and an arbitrary path
Λ
b1→ · · ·
bl→ Λw of length l. We will show l = k. By 6.12, tilt1 Λ has a subquiver
Λv ak or bl−−−−→· · · · · · ak−−−−→Λwakbl bl−−−−→Λwak ak−−−−→Λw
Q
Q
Qs
bl or ak
· · · · · · bl−−−−→Λwblak ak−−−−→Λwbl

3
bl
consisting of two paths of length m := m(ak, bl). Since there is a path Λ
a1→ · · ·
ak−1
→ Λwak
of length k − 1, any path from Λ to Λwak has length k − 1 by the inductive assumption.
In particular, we have k(v) = k −m. Since we have k(wbl) ≤ k(v) +m − 1 = k − 1 and
k(wbl) ≥ k(w)−1 = k−1, we have k(wbl) = k−1. Since we have a path Λ
b1→ · · ·
bl−1
→ Λwbl
of length l − 1, we have l − 1 = k − 1 by the inductive assumption again. Thus l = k.
(4) The ‘if’ part is obvious. We show the ‘only if’ part. By 5.3(1)(ii), we have a path
· · · → T1 → T0 = Λ
w′ such that Λw ≤ Ti for any i. We have Λ
w = Tk for some k by (3).
(5) Immediate from (3).
(6) By (2), any path from Λ to Λw gives a presentation of w. Thus we have k(w) ≥ l(w).
Take a presentation w = sa1 · · · sal with l = l(w). By (2) again, there exists a subquiver
Λ = T0
a1↔ · · ·
al↔ Tl = Λ
w in tilt1 Λ. This implies k(w) ≤ l by (5).
(7) Immediate from (2)(5) and (6).
We are now in the position to finish the proof of 6.5.
Proof of 6.5(2) We first show (ii). By 6.13(1)(5) and (6), there is an arrow Λw
′ i
→ Λw
in tilt1 Λ if and only if w = w
′si and l(w
′) < l(w). This implies that the Hasse quiver of
tilt1 Λ and that of the poset W with the right order coincide. It follows from 6.13(4) that
(ii) holds. One can show (iii) by a dual argument.
We now show (i) and (iv). Assume w′ ≤ w. Take a reduced expression w = sa1 · · · sak .
Then Λw = Ia1 · · · Iak holds by 6.13(7). Since w
′ = sai1 · · · saiq holds for some 1 ≤ i1 <
· · · < iq ≤ k, we have Λ
w′ ⊇ Iai1 · · · Iaiq . Thus Λ
w′ ⊇ Λw holds.
Conversely, assume Λw
′
⊇ Λw. Using induction on length(Λ/Λw)Λ, we will show w
′ ≤ w.
Fix Si ∈ soc(Λ/Λ
w)Λ, so we have wsi < w. If Λ
w′ ⊇ Λwsi, then we have w′ ≤ wsi < w
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inductively. If Λw
′
6⊇ Λwsi, then Si ∈ soc(Λ/Λ
w′)Λ holds, and we have
Λw
′si ⊇ Λwsi
∪ ∪
Λw
′
⊇ Λw
Inductively, we have w′si ≤ wsi. Applying [Hu;5.9] to w
′si and wsi, either w
′ ≤ wsi or
w′ ≤ w holds. In any case, we have w′ ≤ w. Thus we have shown (i).
The derived Picard group DPicR(Λ) of Λ was introduced by Yekutieli [Ye2] (see also
[RZ][MY]). The elements of DPicR(Λ) are isoclasses of two-sided tilting complexes T ∈
Db(modΛ ⊗R Λ
op), and the multiplication of T and T ′ is given by T
L
⊗Λ T
′. Then the
inverse of T is given by RHomΛ(T,Λ) ≃ RHomΛop(T,Λ). We have a group homomor-
phism from DPicR(Λ) to the group AuteqR(D
b(modΛ)) of autoequivalences of Db(modΛ)
defined by T 7→ (T
L
⊗Λ−). When Λ is 2-CY, we have the elements I1, · · · , In of DPicR(Λ)
which satisfy the braid relations by 6.12(3). Inspired by study in algebraic geometry (e.g.
[BO][Bri4][IU]), we have the following natural questions.
Questions (1) Do I1, · · · , In together with the shift [1] and the outer automorphism
group OutR(Λ) of Λ generate DPicR(Λ)?
(2) Is DPicR(Λ) isomorphic to (B  @ OutR(Λ))×Z for the affine braid group B and the
group Z generated by [1]?
(3) Is the homomorphism DPicR(Λ)→ AuteqR(D
b(modΛ)) an isomorphism?
Now we consider the case Λ = S ∗ G for S = K[[x, y]] for a field K of character-
istic 0 and a finite subgroup G of SL2(K). In this case, there is a triangle equivalence
(McKay correspondence) between Db(modΛ) and Db(CohX) for a minimal resolution X
of the singularity SpecSG [KV]. When G is cyclic, Ishii-Uehara [IU] determined genera-
tors of the subgroup AuteqFM(Db(CohX)) consisting of Fourier-Mukai transformations.
Consequently, the first question should have a positive answer for this case.
We end this section by showing that the spherical objects introduced by Seidel-Thomas
[ST] give rise to tilting complexes, and hence to autoequivalences ofDb(modΛ). We assume
that Λ is a projective R-module and gl.dimΛ < ∞. We call S ∈ Db(modΛ) n-spherical
(n > 0) if the following conditions (1) and (2) are satisfied.
(1) E := EndD(ModΛ)(S) is a division algebra,
(2) dimE HomD(ModΛ)(S, S[i]) =
{
1 if i = 0 or n,
0 otherwise.
It follows from a result of Keller [K1,2] that condition (2) implies that S comes from
an object in Db(modΛ ⊗R E
op). Let us recall the definition due to Seidel and Thomas
[ST] of autoequivalences of Db(modΛ) called twist functors. We treat here only dual twist
functors. To obtain functoriality, we first construct a functor TS : Kb(prΛ)→ Kb(modΛ).
For P ∈ Kb(prΛ), put
TS(P ) := (P
eP−→ Hom•Eop(Hom
•
Λ(P, S), S)).
where eP is the evaluation map, and TS(P ) is defined as mapping cones such that P is in
degree 0. Composing TS with natural functors Db(modΛ)
∼
→ Kb(prΛ) and Kb(modΛ)→
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Db(modΛ), we obtain an autoequivalence TS on Db(modΛ) [ST]. Note that TS and TS′
are isomorphic if S and S ′ are quasi-isomorphic objects in Kb(modΛ⊗R E
op).
Theorem 6.14 For any n-spherical object S ∈ Db(modΛ), T := TS(Λ) is a two-sided
tilting complex of Λ and there is an isomorphism TS ≃ (T
L
⊗Λ−) of functors on Db(modΛ).
Proof By definition, we have T = (Λ
eΛ−→ Hom•Eop(S, S)). Since S is a complex
of (Λ, E)-modules, eΛ is a chain homomorphism of complexes of (Λ,Λ)-modules. Thus T
is a complex of (Λ,Λ)-modules. Since TS is an autoequivalence, T is a two-sided tilting
complex of Λ. Now, applying (−⊗•Λ P ) for any P ∈ K
b(pr Λ), we have T ⊗•Λ P = (P
eΛ⊗P−→
Hom•Eop(S, S)⊗
•
Λ P ). We have natural isomorphisms
Hom•Eop(S, S)⊗
•
Λ P = S ⊗
•
E Hom
•
Eop(S,E) ⊗
•
Λ P
= S ⊗•E Hom
•
Eop(Hom
•
Λ(P, S), E) = Hom
•
Eop(Hom
•
Λ(P, S), S),
and one can easily check that the diagram
T ⊗•Λ P : P
eΛ⊗P−−−−→ Hom•Eop(S, S)⊗
•
Λ P
‖ ↓ ≀
TS(P ) : P
eP−−−−→Hom•Eop(Hom
•
Λ(P, S), S)
of complexes of Λ-modules commutes. Thus we have a functorial isomorphism T ⊗•Λ P ≃
TS(P ) on Kb(pr Λ).
7. 3-Calabi-Yau algebras and cluster algebras
Cluster algebras (with ‘no coefficients’ and in the skew-symmetric case) are completely
determined by a finite quiver with no loops or 2-cycles. We show that for quivers of 3-
CY algebras Λ, tilting theory (with tilting modules of projective dimension at most one,
which we assume here) is a nice framework for modelling some of the ingredients in the
definition of the corresponding cluster algebra. This motivates a closer investigation of
tilting modules over 3-CY algebras, which we have already started in previous sections.
Let B = (bij) be an n × n skew-symmetric matix with integer entries. The Fomin-
Zelevinsky mutation µk (1 ≤ k ≤ n) is defined by µk(B) = (b
′
ij), where
b′ij =
{
−bij if i = k or j = k
bij +
|bik |bkj+bik|bkj |
2 otherwise.
Then µk(B) is skew-symmetric again and satisfies µk(µk(B)) = B. We identify B with
the quiver Q with vertices {1, 2, · · · , n} and bij arrows from i to j if bij > 0. In this way
we have a one-one correspondence between skew-symmetric matix with integer entries and
finite quivers with no loops or 2-cycles. Thus for a quiver Q with no loops or 2-cycles,
the Fomin-Zelevinsky mutation µk(Q), which is again a quiver with no loops or 2-cycles,
is defined.
Let R be a 3-dimensional complete local Gorenstein ring with an algebraically closed
residue field and Λ a basic module-finite R-algebra which is 3-CY. The valued quiver of
Λ can be regarded as a (non-valued) quiver. We first show that when the quiver of Λ
has no loops or 2-cycles, we can interpret the Fomin-Zelevinsky mutation of the quiver
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via endomorphism rings Γ of the non-projective completions of almost complete projective
tilting modules. The situation is especially nice if the quiver of Γ also has no loops or
2-cycles, so that the procedure can be repeated. We do not know if this is the case in
general. But we give examples of where any successive application of our mutation of Λ
will give algebras with quivers having no loops or 2-cycles. We also show that all algebras
obtained from Λ via a sequence of mutations can be constructed from a tilting Λ-module,
even in the case when the quiver of Λ has loops and/or 2-cycles (see 7.3(2)). If there are
no loops or 2-cycles, it is given by a reflexive tilting Λ-module (see 7.3(4)). Such a result
is of interest for the connection with cluster algebras.
Write Λ =
⊕n
i=1 P
(i), and let Q(k) :=
⊕
i6=k P
(i). Denote by Pˇ (k) 6= P (k) the unique
indecomposable Λ-module such that νk(Λ) = Q
(k) ⊕ Pˇ (k) is a tilting module. We put
µk(Λ) := EndΛ(νk(Λ)), which is a 3-CY algebra again by 3.1(1). Assume that the quiver
QΛ of Λ, with vertices 1, · · · , n, has no loops or 2-cycles. The aim of this section is to
use tilting theory to obtain a module theoretical interpretation of the Fomin-Zelevinsky
mutation of QΛ at the vertex k. We shall compare µk(QΛ) with Qµk(Λ).
Recall that for each i we have a minimal projective resolution
0 −→ P (i)
f(i)
−→ P
(i)
2 −→P
(i)
1
g(i)
−→ P (i) −→ S(i) −→ 0
of the simple Λ-module S(i) (4.3), and Pˇ (i) := Ker g(i). The quiver QΛ is determined by
the maps g(i) : P
(i)
1 → P
(i). Since by assumption there are no loops, or equivalently, Si is
3-spherical, then P
(i)
1 is in addQ
(i). Further f (i) : P (i) → P
(i)
2 is a minimal left (addQ
(i))-
approximation, and hence gives rise to the arrows in QΛ starting at i. Since there are
no 2-cycles, P
(i)
2 and P
(i)
1 have no common indecomposable direct summand. Let bij be
the number of arrows from i to j if there are arrows from i to j, and otherwise minus the
number of arrows from j to i. Then if bij > 0, it is the multiplicity of P
(j) as a summand of
P
(i)
1 , or equivalently, the multiplicity of P
(i) in P
(j)
2 . Our first goal is to prove the following,
which is one of the main results of this section.
Theorem 7.1 Let Λ be a basic 3-CY algebra. Assume the quiver QΛ of Λ has no loops
or 2-cycles. Then µk(QΛ) is obtained from Qµk(Λ) by removing all 2-cycles.
Proof Let B = (bij) be the skew symmetric matrix given by the quiver QΛ and
B′ = (b′ij) := µk(B). Put T := νk(Λ) and Γ := µk(Λ) = EndΛ(T ). Let B
′′ = (b′′ij) be the
matrix corresponding to QΓ, after we have removed all 2-cycles. Then we want to show
that b′ij = b
′′
ij . To avoid confusion we denote the vertex in QΓ corresponding to k by kˇ,
and the same for the matrix B′.
In order to compare the quivers QΛ and QΓ, we need to consider (minimal) projective
resolutions of simple Γ-modules and their relationship to the corresponding resolutions of
simple Λ-modules. We divide up into different cases.
Case 1 Assume that i = k. We want to show that bjkˇ = −bjk and bkˇj = −bkj . We
have exact sequences
0→ (T, P (k))→ (T, P
(k)
2 )→ (T, Pˇ
(k))→ Sˇ(k) → 0,
0→ (T, Pˇ (k))→ (T, P
(k)
1 )→ (T, P
(k))→ Ext1Λ(T, Pˇ
(k)).
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Since Ext1Λ(T, Pˇ
(k)) = 0, we have an exact sequence of Λ-modules
0→ (T, Pˇ (k))→ (T, P
(k)
1 )→ (T, P
(k)
2 )→ (T, Pˇ
(k))→ Sˇ(k) → 0.
Since P
(k)
1 and P
(k)
2 are in addQ
(k), and hence in addT , and (T, P
(k)
1 ) and (T, P
(k)
2 ) have
no common indecomposable direct summands, we have a minimal projective resolution of
the Γ-module Sˇ(k).
We want to show that Sˇ(k) is a simple Γ-module, or equivalently, that there is no loop in
QΓ at the vertex kˇ. For this we need to show that any non-isomorphic map a : Pˇ
(k) → Pˇ (k)
factors through an object in addQ(k). So consider the commutative diagram
0−−−−→Pˇ (k) h−−−−→P
(k)
1
g(k)
−−−−→P (k)
↓a ↓b ↓c
0−−−−→Pˇ (k) h−−−−→P
(k)
1
g(k)
−−−−→P (k).
Here b and c exist by 4.3(5) and (1). If c is an isomorphism, then b is also an isomorphism
since g(k) is right minimal. Hence we get the contradiction that a is an isomorphism. Since
c is not an isomorphism, c factors through g(k). It is then easy to see that a factors through
h, where P
(k)
1 is in addQ
(k). Hence there is no loop at k.
We now compare the projective resolutions of S(k) and Sˇ(k). Since P
(k)
1 and P
(k)
2 have no
common indecomposable direct summands, the same is the case for (T, P
(k)
1 ) and (T, P
(k)
2 ).
Hence we have b′′
jkˇ
= −bjk = b
′
jk and b
′′
kˇj
= −bkj = b
′
kˇj
.
Case 2 Assume now that i 6= k and bik ≥ 0, and consider bij for j 6= k. Then
P
(i)
2 ∈ addQ
(k) and the multiplicity of P (k) in P
(i)
1 is m := bik because there are no cycles
of length 2 in QΛ by assumption. Decompose P
(i)
1 = P
(i)
1 ⊕ (P
(k))m with P
(i)
1 ∈ addQ
(k).
We can take a commutative diagram
0−→ P (i)
g(i)
−−−−→ P
(i)
2 −−−−→P
(i)
1 ⊕ (P
(k))m
f(i)
−−−−→P (i)
↓ ↓ ↓(
0
1)
0−→(Pˇ (k))m−−−−→(P
(k)
1 )
m (f
(k))m
−−−−→ (P (k))m
of exact sequences. This gives rise to the commutative diagram
0−→ (T, P (i)) −−−−→ (T, P
(i)
2 ) −−−−→(T, P
(i)
1 ⊕ (P
(k))m)−−−−→(T, P (i))−−−−→Sˇ(i)−→0
↓ ↓ ↓(
0
1)
0−→(T, (Pˇ (k))m)−−−−→(T, (P
(k)
1 )
m)−−−−→ (T, (P (k))m) −−−−→ 0
of exact sequences. Taking the mapping cone, we get a projective resolution
0→ (T, P (i))→ (T, P
(i)
2 )⊕ (T, Pˇ
(k))m → (T, P
(i)
1 )⊕ (T, P
(k)
1 )
m → (T, P (i))→ Sˇ(i) → 0.
We now compare the minimal projective resolutions for S(i) and Sˇ(i), to see the change
in quivers when passing from QΛ to QΓ, for arrows starting or ending at i. Consider now
b′′ij with j 6= k. When passing from bij to b
′′
ij , we see that we get something extra if and
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only if P (j) ∈ addP
(k)
1 , which is equivalent to bkj > 0. Then we get b
′′
ij = bij + bkjm =
bij + bikbkj = b
′
ij . And if bkj ≤ 0, we see that b
′′
ij = bij . Hence we see that b
′′
ij = b
′
ij for any
j 6= k.
Case 3 Assume now that i 6= k and bik ≤ 0. We can show b
′′
ij = b
′
ij for any j 6= k by
a dual argument to Case 2.
In order to continue the process, it is of interest to know if the new quiver QΓ also
has no 2-cycles. Note that we have seen that it has no loops. We do not know if this is
true in general, but we show that if Λ = S ∗ G where S = K[[x, y, z]], G ⊂ SL3(K) is
given by G = 〈diag(ω, ω, ω)〉 with a primitive third root ω of 1, then all iterations of the
process in 7.1 give 3-CY algebras whose quivers have no loops. This is a consequence of the
following proposition, where we call a ring Λ completely graded if Λ is a direct product(!)
Λ =
∏
i∈Z Λi satisfying ΛiΛj ⊆ Λi+j, and a Λ-module M completely graded if M is a direct
product M =
∏
i∈ZMi satisfying ΛiMj ⊆ Mi+j . We denote by grmodΛ the category of
completely graded Λ-modules.
Proposition 7.2 Let Λ be a 3-CY algebra satisfying the conditions (1) and (2) below.
(1) Λ is a completely graded ring Λ =
∏
j≥0Λj with Jacobson radical JΛ =
∏
j>0 Λj.
(2) Λ =
⊕
i∈Z/3Z P
(i), and each simple Λ-module S(i) := (P (i))0 has a projective resolu-
tion 0→ P (i)(−3)→ P (i+1)(−2)bi+2 → P (i+2)(−1)bi+1 → P (i) → S(i) → 0 in grmodΛ.
Fix k ∈ Z/3Z and put Γ := µk(Λ). Then Γ satisfies the same conditions as Λ. Precisely
speaking, we introduce a degree on Pˇ (k) := Ω2(S(k)) such that the natural inclusion Pˇ (k) →
(P (k+2))bk+1 is a morphism in grmodΛ. Put Pˇ (k+1) := P (k+1), Pˇ (k+2) := P (k+2)(−1) and
T :=
⊕
i∈Z/3Z Pˇ
(i) ∈ grmodΛ. Then the assertions (1ˇ) and (2ˇ) below hold.
(1ˇ) Γ is a completely graded ring Γ =
∏
j≥0HomgrmodΛ(T, T (j)) with Jacobson radical
JΓ =
∏
j>0HomgrmodΛ(T, T (j)).
(2ˇ) Γ =
⊕
i∈Z/3Z(T, Pˇ
(i)), and each simple Γ-module Sˇ(i) := HomΛ(T, Pˇ
(i))0 has projec-
tive resolution 0→ (T, Pˇ (i))(−3)→ (T, Pˇ (i+2))(−2)b
′
i+1 → (T, Pˇ (i+1))(−1)b
′
i+2 → (T, Pˇ (i))→
Sˇ(i) → 0 in grmodΛ for b′k := bk+1bk+2 − bk, b
′
k+1 := bk+1 and b
′
k+2 := bk+2.
Proof We can prove the assertion by taking care of degree in the proof of 7.1.
Case 1 We have exact sequences
0→ Pˇ (k)(−1)→ P (k+2)(−1)bk+1 → P (k) → S(k) → 0
0→ P (k)(−3)→ P (k+1)(−2)bk+2 → Pˇ (k)(−1)→ 0
in grmodΛ. Applying HomΛ(T,−) and the same argument as in Case 1 in the proof of
7.1, we obtain a minimal projective resolution
0→ (T, Pˇ (k))(−3)→ (T, Pˇ (k+2))(−2)bk+1 → (T, Pˇ (k+1))(−1)bk+2 → (T, Pˇ (k))→ Sˇ(k) → 0
of S(k) in grmodΓ.
Case 2 We consider the minimal projective resolution of the simple Γ-module S(k+1).
We have a commutative diagram
0−→ P (k+1)(−3) −−−−→ P (k+2)(−2)bk −−−−→P (k)(−1)bk+2−−−−→P (k+1)
↓ ↓f(−2) ‖
0−→Pˇ (k)(−2)bk+2−−−−→P (k+2)(−2)bk+1bk+2−−−−→P (k)(−1)bk+2
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of exact sequences. We can choose f to be a morphism in grmodΛ. Putting X :=
(P (k+2))bk and Y := (P (k+2))bk+1bk+2 and looking at the degree two part, we have a com-
mutative diagram
P
(k+1)
−1 = 0−−−−→X0−−−−→(P
(k)
1 )
bk+2
↓f0 ‖
Y0−−−−→(P
(k)
1 )
bk+2
of exact sequences. Thus f0 : X0 → Y0 is a monomorphism between semisimple Λ-modules
because JΛ =
∏
i>0 Λi by our assumption. We can take g ∈ HomgrmodΛ(Y,X) such that
f0g0 = 1X0. Then fg−1 ∈ EndgrmodΛ(X) satisfies X0 ⊂ Ker(fg−1). Since X is generated
by X0, we obtain fg − 1 = 0. Thus f is a split monomorphism
Consequently, taking a mapping cone as in Case 2 in the proof of 7.1 and cancelling a
trivial direct summand of the complex, we have a complex
0→ P (k+1)(−3)→ Pˇ (k)(−2)bk+2 → P (k+2)(−2)bk+1bk+2−bk → P (k+1)
in grmodΛ, which induces a projective resolution
0→ (T, Pˇ (k+1))(−3)→ (T, Pˇ (k))(−2)b
′
k+2 → (T, Pˇ (k+2))(−1)b
′
k → (T, Pˇ (k+1))→ Sˇ(k+1) → 0
of Sˇ(k+1) in grmodΓ.
Case 3 A dual argument works for Sˇ(k+2). .
Now we consider all iterations of S ∗G for G = 〈diag(ω, ω, ω)〉 ⊂ SL3(K) with ω
3 = 1.
The Fomin-Zelevinsky mutation of the quiver
k
s s
s
b
ca
-J
J]


fl at the vertex k is
k
s s
s
b
ab− ca
ff
J
J^


ffi
, where a, b,
c and ab−c show the numbers of arrow. The quiver of S ∗G is the McKay quiver s s
s
3
33
-J
J]


fl of
G (see section 3), and we draw quivers of 3-CY algebras obtained by iterated mutations.
It is the picture below, where each quiver has precisely three neighbours. One can check
inductively that each triple (a, b, c) satisfies the Markov equation a2 + b2 + c2 = abc. All
integral solutions of the Markov equation appear in the picture below because it is known
that the Fomin-Zelevinky mutation rule (a, b, c) 7→ (a, b, ab − c) in this case gives all of
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them.
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fl s s
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fl
The above picture gives the Hasse graph of tilt1(S ∗ G) (see 7.3(1) below). We note
that a similar picture appeared in the classification of exceptional vector bundles over P2
due to Gorodentsev-Rudakov [GR][Rud]. It also appeared in recent work of Bridgeland
[Bri2,3] on t-structures on the derived category of the total space of the canonical line
bundle OP2(−3) on P
2.
Now we consider other 3-CY algebras S∗G forG = 〈diag(ζ, ζ2, ζ2)〉 ⊂ SL3(K) with ζ
5 =
1. We draw a few quivers of 3-CY algebras obtained by iterated mutations. Unfortunately
we do not know whether they coincide with mutations of algebras.
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Motivated by the connection with cluster algebras, we would like to view the tilting
modules as analogs to clusters, and hence we want to show that any 3-CY algebra Γ
obtained via a sequence of mutations from a 3-CY algebra Λ can be obtained directly
as the endomorphism ring of a tilting Λ-module. We already know from section 5 that
if T =
⊕n
i=1 Ti is a basic tilting Λ-module, with the Ti indecomposable, then there is
for each k = 1, · · · , n a unique indecomposable Λ-module Tˇk with Tˇk 6≃ Tk such that
νk(T ) := (
⊕
i6=k Ti)⊕ Tˇk is a tilting module, and we have also given an explicit description
of νk(T ).
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We now point out the relationship between mutation of algebras and of tilting modules
in part (1) of the next result. Part (3) is analogous to a basic property of the Fomin-
Zelevinsky mutation. We know that all algebras obtained from a 3-CY algebra Λ by
successive applications of mutations are derived equivalent, and hence by [Ri1] can be
obtained from Λ as an endomorphism ring of a tilting complex. But we have a better
result (2) saying that if Γ is obtained from Λ by a sequence of our special tilting modules,
then it can be obtained directly with one tilting module. A more general version of part
(4) (including an alternative approach) is given in the next section 8.11(3).
Proposition 7.3 Let Λ be basic 3-CY.
(1) µk(EndΛ(T )) = EndΛ(νk(T )) for any tilting Λ-module T .
(2) µkm ◦ · · · ◦ µk1(Λ) = EndΛ(νkm ◦ · · · ◦ νk1(Λ)) for any k1, · · · , km.
(3) µk(µk(Λ))) = Λ.
(4) Assume in (2) that the quivers of Λi := µki ◦· · ·◦µk1(Λ) have no loops for any i (0 ≤
i < m). Then νkm ◦· · ·◦νk1(Λ) is reflexive and isomorphic to (T1⊗Λ1 T2⊗Λ2 · · ·⊗Λm−1 Tm)
∗∗
for Ti := νki(Λi−1).
Proof (1) follows from 5.6(6). Using (1) repeatedly, we have (2). We obtain (3) by
µk(µk(Λ)) = EndΛ(νk(νk(Λ)) = EndΛ(Λ) = Λ. We obtain (4) by using 5.6(5) repeatedly.
In addition to considering, for some fixed 3-CY algebra Λ, the tilting modules to be the
analogs of the clusters and the indecomposable partial tilting modules M as the analogs
of the cluster variables, we also have an interpretation of the exchange multiplication
rule. Let T =
⊕n
i=1 Ti be a tilting module, and assume that T is connected with the
cluster x = {x1, · · · , xn} in such a way that the Ti are associated with the cluster variables
xi. (If we start by fixing a correspondence u = {u1, · · · , un} 7→ Λ =
⊕n
i=1Qi, we reach
Λ′ = EndΛ(T ) by a sequence of mutations. We choose x = {x1 · · · , xn} to be the cluster
obtained by the same sequence of mutations applied to u = {u1, · · · , un}. This is the
procedure used in [BMR2] in the context of cluster categories. For T = T/Tk, we have the
minimal right and left addT -approximations B → Tk and Tk → B
′, with B =
⊕
i6=k T
ri
i
and B′ =
⊕
i6=k T
si
i , where ri ≥ 0 and si ≥ 0. We then have Tk · Tˇk =
∏
T rii +
∏
T sii .
As we asked in section 5, it would be interesting to know if every tilting module T can be
obtained from the tilting module Λ over a 3-CY algebra Λ by a finite sequence of mutations,
that is, if the Hasse quiver of tilt1 Λ is connected. Another interesting problem is whether
there is a one-one correspondence between the cluster variables and the indecomposable
partial tilting Λ-modules, inducing a one-one correspondence between clusters and tilting
modules.
In addition to the work on cluster categories serving as a model, there is also a con-
nection with the modelling of some class of cluster algebras ‘with coefficients’ by special
modules over preprojective algebras, from [GLS]. They consider maximal rigid modules M
(see section 8 for definition) over a preprojective algebra Λ of a Dynkin diagram. For the
case of Λ being of finite representation type, the stable category modΛ is actually equiva-
lent to a cluster category [BMRRT], and the maximal rigid modules are closely related to
the cluster-tilting objects, as well as coinciding with the maximal 1-orthogonal modules of
[I3,4]. Here EndΛ(M) has global dimension 3, and the tilting theory over this algebra is
relevant. These algebras are sort of a degenerate version of 3-CY algebras. The relation-
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ship is similar to the relationship between the invariant ring SG and the skew group ring
S ∗G where S = K[[x1, · · · , xn]] and G is a finite subgroup of SL3(k).
8. Non-commutative crepant resolutions
In this section we improve results on tilting modules for 3-CY algebras from section 7.
We show that if we can pass from Λ to Λ′ by taking the endomorphism algebra of a tilting
module, and the same way from Λ′ to Λ′′, then we can also pass directly from Λ to Λ′′
in this way. For this, constructing new tilting modules from old ones via homomorphism
spaces and tensor products is crucial. Actually, we work in a more general context, investi-
gating the non-commutative crepant resolutions (NCCR) of Van den Bergh, extending his
definition to non-commutative algebras. For 3-CY algebras there turns out to be a close
relationship to reflexive tilting modules. A main result is the solution of a conjecture of
Van den Bergh on derived equivalence of NCCR for 3-dimensional algebras.
Throughout this section, let R be a normal Gorenstein domain with dimR = d and Λ a
module-finite R-algebra such that the structure morphism R→ Λ is injective. Generalizing
the following definition of Van den Bergh [Va1,2], we say that M gives a non-commutative
crepant resolution (NCCR for short) Γ := EndΛ(M) of Λ if
(1) M ∈ ref Λ is a height one generator (2.4) of Λ, and
(2) Γp is an Rp-order (in the sense of section 2) with gl.dimΓp = ht p for any p ∈ SpecR.
Obviously, one can replace SpecR by MaxR in condition (2). If Γ is d-CY, then
condition (2) is satisfied by 3.2.
In [Va1,2], Van den Bergh gave a non-commutative analogue of a conjecture of Bondal-
Orlov [BO]: All NCCR of a normal Gorenstein domain Λ are derived equivalent. In fact,
he proved this conjecture for 3-dimensional terminal singularities Λ. In this section, using
a method from [I4], we show that his conjecture is true for arbitrary 3-dimensional module-
finite algebras. In the original definition in [Va1,2], the height one generator condition is
not assumed. If Λ is a normal domain, then any non-zero reflexive Λ-module is a height
one generator. Thus our definition coincides with the original one in this case. For the non-
commutative situation, if we drop the height one generator condition, then Λ :=
(
R R
xR R
)
with R := K[[x, y, z]] has NCCR Λ = EndΛ(Λ) and R = EndΛ(
(
R
R
)
), and Λ and R are
not derived equivalent. Thus the height one generator condition seems to be appropriate
for our considerations.
For NCCR it would be interesting to know for which R-algebras Λ they exist, what
the relationship is with Λ when they exist, and what the connection is between different
NCCR of the same algebra Λ. Also, it would be nice to describe the Λ-modules giving rise
to some NCCR. Some such questions will be investigated along the way.
We start with some easy properties of NCCR, which will be useful later. In particular,
reflexive equivalences play a crucial role.
Proposition 8.1 We have the following for a module-finite R-algebra Λ.
(1) Assume that M ∈ ref Λ gives a NCCR of Λ.
(i) Mp ∈ ref Λp gives a NCCR of Λp for any p ∈ SpecR.
(ii) Λp is an Rp-order with gl.dimΛp = 1 for any p ∈ SpecR with ht p = 1.
(iii) M is a height one progenerator of Λ, and we have a reflexive equivalence F :=
HomΛ(M,−) : ref Λ→ ref EndΛ(M).
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(2) Let F : ref Λ → ref Γ be any reflexive equivalence. Then N ∈ ref Λ gives a NCCR
of Λ if and only if F(N) ∈ ref Γ gives a NCCR of Γ.
Proof (1)(i) Obvious from the definition of NCCR.
(ii) Assume that M gives a NCCR Γ = EndΛ(M). Since Mp is a generator for Λp,
there exists an idempotent e in Mn(Γp) for some n such that Λp is Morita equivalent to
eMn(Γp)e. Since Mn(Γp) is an Rp-order with gl.dimMn(Γp) = 1, we have that Λp is an
Rp-order with gl.dimΛp = 1 by taking completion and using 3.12(3).
(iii) Fix any p ∈ SpecR with ht p = 1. By (ii), we have gl.dimΛp = 1. Since Mp is a
torsionfree Rp-module, Mp is a projective Λp-module. Thus the assertion follows by 2.4.
(2) Since EndΛ(N) = EndΓ(F(N)) holds, we only have to show that N is a height
one generator of Λ if and only if F(N) is a height one generator of Γ. Fix p ∈ SpecR
with ht p = 1. Then F induces an equivalence Fp : ref Λp → ref Γp by 2.4(2). Since
gl.dimΛp = gl.dimΓp = 1 by (1)(ii), Np is a generator if and only if ref Λp = addNp if and
only if ref Γp = add Fp(Np) if and only if Fp(Np) is a generator. Thus the assertion follows.
We note here the following necessary (and sufficient for d ≤ 2) conditions for Λ to have
some NCCR even though we do not use it in the rest of this paper.
Proposition 8.2 If Λ has a NCCR, then (1) and (2) hold. The converse holds if d ≤ 2.
(1) Λp is an Rp-order with gl.dimΛp = ht p for any p ∈ SpecR with ht p ≤ 1.
(2) There exists M ∈ ref Λ such that ref Λp = addMp for any p ∈ SpecR with ht p = 2.
In particular, Λp is representation-finite.
Proof (1) follows from 8.1(1)(ii). Since Γp is a NCCR of Λp by 8.1(1)(i), we have a
reflexive equivalence HomΛp(Mp,−) : ref Λp → ref Γp by 8.1(1)(iii). Since gl.dimΓp = 2,
ref Γp consists of projective Γp-modules. Thus ref Λp = addMp.
We now show the converse if d ≤ 2. If d ≤ 1, then Λ itself gives a NCCR. If d = 2, then
we take M in (2). Since ref Λp is closed under kernels, we have that gl.dimEndΛp(Mp) = 2
[A1]. Thus M gives a NCCR of Λ.
For algebras which are d-CY− or d-CY, we have some nice properties.
Proposition 8.3 (1) If a n-CY− algebra Λ has a NCCR, then ht p = n and Λp is a
symmetric Rp-order for any p ∈ MaxR.
(2) Any NCCR of a d-CY− algebra Λ is d-CY.
(3) Any reflexive tilting module over a d-CY algebra Λ gives a NCCR.
Proof (1) Since R is domain and ref Λ is non-empty, we have 0 ∈ Supp RΛ. Thus the
structure morphism R→ Λ is injective. Now the assertion follows from 3.1(3) and 3.2.
(2) Let Γ be a NCCR of Λ. Fix p ∈ MaxR. Since Γp is reflexive equivalent to a
symmetric Rp-order Λp by (1) and 8.1(1)(iii), it is a symmetric Rp-order with gl.dimΓp =
ht p by 2.4. Thus Γ is d-CY.
(3) Let T be a reflexive tilting Λ-module with Γ := EndΛ(T ). Then Γ is also d-CY by
3.1(1). Thus Γp is an Rp-order with gl.dimΓp = ht p for any p ∈ MaxR by 3.2. We only
have to show that T is a height one generator of Λ. For any p ∈ SpecR with ht p = 1, we
have depth RpTp = 1 and gl.dimΛp = 1. Thus Tp is a projective tilting Λp-module by 2.3
and 2.7. Hence it is a generator.
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In the rest of this section, we assume d ≤ 3. First we consider the relationship between
reflexive tilting modules and tilting modules of projective dimension at most one over a
3-CY algebra Λ.
Proposition 8.4 (1) Assume that dimR ≤ 3 and Λp is an Rp-order with gl.dimΛp =
ht p for any p ∈ SpecR.
(i) Any M ∈ ref Λ satisfies pd ΛM ≤ 1.
(ii) Any reflexive tilting Λ-module has projective dimension at most one. Conversely,
if Λp is Morita equivalent to a local ring for any p ∈ SpecR with ht p ≤ 2, then any tilting
Λ-module of projective dimension at most one is reflexive.
(2) We use the notation in 3.14. Then R := SG is an isolated singularity if and only if
G acts freely on Kd\{0}. In this case, reflexive tilting modules over Λ := S ∗G are exactly
tilting Λ-module of projective dimension at most one.
Proof (1)(i) For any p ∈ SpecR, we have depth RpMp ≥ min{2, ht p} and gl.dimΛp =
ht p. Thus pd ΛpMp ≤ 1 by 2.3, and we have pd ΛM ≤ 1.
(ii) Let T be a tilting Λ-module with pd ΛT ≤ 1. For any p ∈ SpecR, it follows from
2.7 that Tp is a tilting Λp-module. If ht p = 3, then we have depth RpTp ≥ 2 by 2.3. Now
assume ht p ≤ 2. Since Λp is Morita equivalent to a local ring, any tilting Λp-module
is projective. Thus we have depth RpTp ≥ ht p. Since T satisfies the S2 condition, it is
reflexive.
(2) For the first assertion, we refer to [IY;8.2]. Now we show the second assertion. Fix
any p ∈ SpecR\MaxR. Since Sp is a CM module over a regular local ring Rp, it is a free
Rp-module. Thus the assertion follows from (1)(ii) since (S∗G)p = EndR(S)p = EndRp(Sp)
(e.g. proof of 3.14) is Morita equivalent to Rp.
Now we put Λ := S ∗ G for G = 〈diag(1,−1,−1)〉. Then SG is not an isolated
singularity, and Λ is isomorphic to a complete tensor product K[[x1]]⊗̂K(K[[x2, x3]] ∗H)
for H := 〈diag(−1,−1)〉. For any T ∈ tilt1(K[[x2, x3]] ∗H), we have K[[x1]]⊗̂KT ∈ tilt1 Λ.
This is not reflexive if T is not projective. Thus Λ has non-reflexive tilting modules of
projective dimension at most one.
Recall that a module-finite R-algebra Λ is called an isolated singularity if gl.dimΛp =
ht p for any p ∈ SpecR\MaxR. To prove derived equivalence of different NCCR, we need
an easy lemma on depth, and a relationship between depth and vanishing of Ext1 for
isolated singularities.
Lemma 8.5 Let R be local and 0 → Xt
ft
→ Xt−1
ft−1
→ · · ·
f3
→ X2
f2
→ X1
f1
→ X0 → 0 an
exact sequence with X0 ∈ flΛ for some t ≥ 0. If depthXi ≥ i for any i > 0, then X0 = 0.
Proof Put Yi := Im fi for 1 ≤ i ≤ t. Inductively, we will show depthYi ≥ i. This is
true for i = t. Now we assume depthYi+1 ≥ i + 1 and consider the exact sequence 0 →
Yi+1 → Xi → Yi → 0 with depthYi+1 ≥ i+1 and depthXi ≥ i. Applying HomΛ(Λ/JΛ,−),
we see that depthYi ≥ i. In particular, X0 = Y1 ∈ flΛ satisfies depthX0 ≥ 0, i.e.
HomΛ(Λ/JΛ, X0) = 0, and hence X0 = 0.
Lemma 8.6 Assume that R is local with dimR = 3 and Λ is an isolated singularity.
Let M,N ∈ ref Λ.
(1) For any p ∈ SpecR\MaxR, we have that Mp is a projective Λp-module.
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(2) ExtiΛ(M,X) (i > 0) has finite length for any X ∈ modΛ.
(3) If depthHomΛ(M,N) ≥ 3, then Ext
1
Λ(M,N) = 0.
Proof (1) follows from the S2 condition depth RpMp ≥ min{2, ht p} and 2.3. (2)
follows from (1). Now we show (3). Consider the exact sequence 0→ ΩM → P →M → 0
where P is projective. Then 0 → HomΛ(M,N) → HomΛ(P,N) → HomΛ(ΩM,N) →
Ext1Λ(M,N)→ 0 is an exact sequence with depthHomΛ(M,N) ≥ 3, depthHomΛ(P,N) ≥
2 and depthHomΛ(ΩM,N) ≥ 2 (e.g. 2.4(1)). Since Ext
1
Λ(M,N) has finite length by (2),
it follows that Ext1Λ(M,N) = 0 by 8.5.
Now we can prove the main result in this section, where we say that a Γ-module N is
rigid if Ext1Γ(N,N) = 0. It generalizes results in [I4], where Γ is assumed to be an order
which is an isolated singularity and M is assumed to be a CM Γ-module.
Theorem 8.7 Let R be a normal Gorenstein domain with dimR ≤ 3 and Λ a module-
finite algebra. For Mi ∈ ref Λ, put Γi := EndΛ(Mi) and U := HomΛ(M1,M2).
(1) If Γ1 is a NCCR of Λ and Γ2 is an order, then U is a reflexive rigid Γ1-module with
EndΓ1(U) = Γ2.
(2) If Γi (i = 1, 2) is a NCCR of Λ, then U is a reflexive tilting Γ1-module with
EndΓ1(U) = Γ2.
Proof (1) Since we have a reflexive equivalence HomΛ(M1,−) : ref Λ → ref Γ1 by
8.1(1)(iii), we have U ∈ ref Γ1 and EndΓ1(U) = Γ2. Fix p ∈ SpecR. If ht p ≤ 2, then Up ∈
ref(Γ1)p and gl.dim(Γ1)p = ht p imply that Up is a projective (Γ1)p-module. In particular,
we have Ext1(Γ1)p(Up, Up) = 0. Now we assume ht p = 3. Since depth End(Γ1)p(Up) = 3
and (Γ1)p is an isolated singularity, we have Ext
1
(Γ1)p
(Up, Up) = 0 by 8.6(3). Thus we have
Ext1Γ1(U,U) = 0.
(2) Since U = HomΛop(M
∗
2 ,M
∗
1 ), we have EndΓop2 (U) = Γ1 and Ext
1
Γop2
(U,U) = 0 by (1).
We have pd Γop2 U ≤ 1 by 8.4(1)(i). Let 0→ Q1 → Q0 → U → 0 be a projective resolution
of the Γop2 -module U . Applying HomΓop2 (−, U), we have an exact sequence 0 → Γ1 →
HomΓop2 (Q0, U) → HomΓ
op
2
(Q1, U) → 0 of Γ1-modules. Since HomΓop2 (Qi, U) ∈ add Γ1U
holds, U is a tilting Γ1-module.
As a direct consequence, we have the following desired result.
Corollary 8.8 Let R be a normal Gorenstein domain with dimR ≤ 3 and Λ a module-
finite algebra.
(1) Then all NCCR of Λ are derived equivalent.
(2) Assume that R is complete local. If M1 and M2 are Λ-modules giving NCCR, then
M1 and M2 have the same number of non-isomorphic indecomposable summands.
Proof (1) follows directly from 8.7(2). For (2), we use that the Grothendieck group
of EndΛ(Mi) has a basis consisting of isoclasses of indecomposable projective modules, and
that derived equivalences preserve Grothendieck groups.
Note that 8.7 also gives a correspondence between Λ-modules giving rise to NCCR and
a subset of the reflexive tilting Γ1-modules. For 3-CY
− algebras we have the following
improvement of this.
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Theorem 8.9 Let Λ be 3-CY− and M a Λ-module giving a NCCR Γ := EndΛ(M) and
F := HomΛ(M,−) : ref Λ→ ref Γ the induced reflexive equivalence.
(1) F gives a one-one correspondence between Λ-modules giving NCCR and reflexive
tilting Γ-modules.
(2) F gives a one-one correspondence between reflexive Λ-modules whose endomorphism
rings are orders and reflexive rigid Γ-modules.
(3) For N ∈ ref Λ, EndΛ(N) is an order if and only if N is a direct summand of some
Λ-module giving a NCCR.
(4) Λ has a generator giving a NCCR.
Proof (1) Since F is full and faithful, we only have to show that F gives a surjective
map, in view of 8.7(2). Take any reflexive tilting Γ-module T . Choose N ∈ ref Λ such that
F(N) = T . By 8.3(2), Γ is 3-CY. By 8.3(3), T gives a NCCR of Γ. By 8.1(2), N gives a
NCCR of Λ.
(2) Since any reflexive rigid module is a direct summand of a reflexive tilting module
by the Bongartz completion 2.8, the assertion follows by 8.7(1) and (1), and using that if
EndΛ(M) is an order and N is a direct summand of M , then EndΛ(N) is an order.
(3) The ‘if’ part is obvious, and the ‘only if’ part follows by (1)(2) and the Bongartz
completion 2.8.
(4) Since EndΛ(Λ) = Λ is an order, the assertion follows by (3).
Choosing M := Λ in 8.9 for a 3-CY algebra, we have the following remarkable relation-
ship between tilting modules and NCCR.
Corollary 8.10 Let Λ be 3-CY.
(1) Λ-modules giving NCCR are exactly reflexive tilting Λ-modules.
(2) Reflexive Λ-modules whose endomorphism rings are orders are exactly reflexive rigid
Λ-modules.
(3) Let T be a reflexive tilting Λ-module and Γ := EndΛ(T ). Then the reflexive euiva-
lence HomΛ(T,−) : ref Λ → ref Γ gives a one-one correspondence between reflexive tilting
Λ-modules and reflexive tilting Γ-modules.
The following corollary shows that reflexive tilting modules over 3-CY algebras are
closed under taking tensor products and homomorphisms. This is a quite peculiar property
of 3-CY algebras. Especially (3) below gives another explanation of 7.3(4).
Corollary 8.11 Let Λ be 3-CY.
(1) For any reflexive tilting Λ-modules T1 and T2 and Γi := EndΛ(Ti), we have that
U := HomΛ(T1, T2) is a reflexive tilting Γ1-module with EndΓ1(U) = Γ2.
(2) (−)∗ ≃ HomΛ(−,Λ
∗) gives a one-one correspondence between right reflexive tilting
modules and left reflexive tilting modules.
(3) For any reflexive tilting Λop-module T1 and Λ-module T2 and Γi := EndΛ(Ti), it
follows that U := (T1 ⊗Λ T2)
∗∗ is a reflexive tilting Γ1-module with EndΓ1(U) = Γ2.
Proof (1) Immediate from 8.10(3).
(2) Λ∗ is a reflexive tilting Λ-module by 8.10(1). We only have to put T2 := Λ
∗ in (1).
(3) Since (T1 ⊗Λ T2)
∗∗ = HomΛ(T2, T
∗
1 )
∗ holds, the assertion follows from (1) and (2).
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Van den Bergh raised the following question in [Va2;4.4]: If Λ has a NCCR, then
does there exist a CM Λ-module giving a NCCR? We give a positive answer for isolated
singularities.
Proposition 8.12 For any 3-CY− algebra Λ which is an isolated singularity, then Λ
has a NCCR if and only if Λ has a CM generator giving a NCCR.
Proof We only have to show the ‘only if’ part. By 8.9(4), Λ has a generator M
giving a NCCR. Since Λ is an isolated singularity, we have Ext1Λ(M,M) = 0 by 8.6(3),
in particular, Ext1Λ(M,Λ) = 0 holds. Taking localization and applying 3.4(5)(ii), we have
M ∈ CMΛ since M is reflexive.
It was shown in [I4] that modules giving NCCR is closed related to maximal 1-
orthogonal modules introduced in [I3]. We call M ∈ CMΛ a maximal 1-orthogonal Λ-
module if
addM = {X ∈ CMΛ | Ext1Λ(M,X) = 0} = {X ∈ CMΛ | Ext
1
Λ(X,M) = 0}.
If Λ is an order, then any maximal 1-orthogonal Λ-module M satisfies Λ ⊕ Λ∗ ∈ addM .
Using [I4;5.2.1] and 8.12, we immediately obtain the following result for complete regular
local R. Later we shall show in 8.18 that this is valid for arbitrary R.
Corollary 8.13 Let R be complete regular local and Λ a 3-CY− algebra which is an
isolated singularity. Then Λ has a NCCR if and only if Λ has a maximal 1-orthogonal
module.
Proof Since Λ is 3-CY−, we have Λ∗ ≃ Λ as Λ-modules by 3.2. Now assume that
M ∈ CMΛ is a generator. It was shown in [I4;5.2.1] that M gives a NCCR of Λ if and
only if M is maximal 1-orthogonal. Thus the assertion follows from 8.12.
We now investigate the relationship between rigid modules and NCCR for 3-CY− alge-
bras, in particular for those which are isolated singularities. The following will be useful.
Lemma 8.14 Let M ∈ ref Λ be a generator, Γ := EndΛ(M) and F := HomΛ(M,−) :
ref Λ → ref Γ a reflexive equivalence (2.4(2)). Then we have a functorial monomorphism
Ext1Γ(F(X), F(Y )) ⊆ Ext
1
Λ(X, Y ) for any X, Y ∈ ref Λ.
Proof SinceM is a generator, there exists an exact sequence 0→ X1 → M0
f
→ X → 0
with a right (addM)-approximation f . Then 0→ F(X1)→ F(M0)→ F(X)→ 0 is an exact
sequence in modΓ where F(M0) is projective. We have the following exact commutative
diagram:
HomΓ(F(M0),F(Y ))−→HomΓ(F(X1),F(Y ))−→Ext
1
Γ(F(X),F(Y ))−→0
‖ ‖
HomΛ(M0, Y ) −→ HomΛ(X1, Y ) −→ Ext
1
Λ(X,Y )
Thus we have a monomorphism Ext1Γ(F(X), F(Y )) ⊆ Ext
1
Λ(X, Y ).
Theorem 8.15 Let Λ be a 3-CY− algebra with a NCCR and N ∈ ref Λ. Then
(1)⇒(2)⇔(3) holds. If Λ is an isolated singularity, then (1)–(3) are equivalent.
(1) N is rigid.
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(2) EndΛ(N) is an order.
(3) N is a direct summand of some Λ-module giving a NCCR.
Proof (2)⇔(3) follows by 8.9(3). If Λ is an isolated singularity, then we can show
(2)⇒(1) by taking localization and applying 8.6(3).
(1)⇒(2) Assume that N is rigid. By 8.9(4), Λ has a generator M giving a NCCR. Put
Γ := EndΛ(M) and let F := HomΛ(M,−) : ref Λ → ref Γ be a reflexive equivalence. It
follows from 8.14 that Ext1Γ(F(N), F(N)) = 0. Thus F(N) is a reflexive rigid Γ-module. By
8.9(2), EndΛ(N) is an order.
We illustrate with the following example.
Theorem 8.16 Let K be a field of characteristic zero, G a finite subgroup of SL3(K),
S := K[[x, y, z]] and g the number of irreducible representations of G.
(1) For any SG-module M giving a NCCR, the number of non-isomorphic indecompos-
able direct summands of M is exactly g.
(2) Any reflexive rigid SG-module N is a direct summand of an SG-module giving a
NCCR. Thus the number of non-isomorphic indecomposable direct summands of N is at
most g.
Proof S gives a NCCR S ∗ G of a 3-CY−-algebra SG, which has exactly g non-
isomorphic indecomposable direct summands [I4]. Thus (1) follows by 8.8(2). Now (2)
follows by (1) and 8.15(1)⇒(3).
We say that a reflexive rigid Λ-module N maximal rigid if L ∈ ref Λ and Ext1Λ(N ⊕
L,N ⊕ L) = 0 imply L is in addN (c.f. [GLS]).
Corollary 8.17 Let Λ be a 3-CY− algebra which is an isolated singularity and has a
NCCR.
(1) M in ref Λ gives a NCCR if and only if it is maximal rigid.
(2) Any reflexive equivalence ref Λ → ref Γ gives a one-one correspondence between
rigid Λ-modules and rigid Γ-modules.
Proof (1) This follows directly from the equivalence of 8.15(1) and (3).
(2) By 8.15(1) and (2), rigidity depends only on the endomorphism ring.
We have the following generalization of 8.13 for arbitrary R.
Theorem 8.18 Let Λ a 3-CY− algebra which is an isolated singularity.
(1) CM Λ-modules giving NCCR are exactly maximal 1-orthogonal Λ-modules.
(2) Λ has a NCCR if and only if Λ has a maximal 1-orthogonal module.
Proof By 8.12, we only have to show (1).
(i) Assume that M ∈ CMΛ is maximal 1-orthogonal. Put Γ := EndΛ(M) and
F := HomΛ(M,−). Take an exact sequence 0 → ΩM → P → M → 0 where P is
projective. Applying HomΛ(−,M), we have an exact sequence 0 → Γ → HomΛ(P,M) →
HomΛ(ΩM,M) → Ext
1
Λ(M,M) = 0. Since HomΛ(P,M) ∈ CMR and HomΛ(ΩM,M) ∈
ref R, we have that Γ is an R-order.
Since any p ∈ MaxR satisfies ht p = 3 by 3.2(1), we only have to show gl.dimΓ ≤ 3. For
any X ∈ modΓ, take a projective resolution Q1
f
→ Q0 → X → 0 where Qi is projective.
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By Yoneda’s Lemma on addM , there exists g ∈ HomΛ(M1,M0) such that Mi ∈ addM
and f = F(g). Put Y := Ker g and take an exact sequence 0 → Z → M2
h
→ Y → 0 with
a right (addM)-approximation h. Then Z ∈ CMΛ holds. Applying F, we have an exact
sequence F(M2)
F(h)
−→ F(Y )→ Ext1Λ(M,Z)→ Ext
1
Λ(M,M2). Since F(h) is surjective and M
is rigid, we have Ext1Λ(M,Z) = 0. Thus Z ∈ addM . Consequently, pd ΓX ≤ 3 holds since
we have a projective resolution 0→ F(Z)→ F(M2)→ Q1
f
→ Q0 → X → 0.
(ii) Assume that M ∈ CMΛ gives a NCCR Γ := EndΛ(M). Put F := HomΛ(M,−).
By 8.17(1), M is maximal rigid. Since Λ is 3-CY− and M ∈ CMΛ, we have that M ⊕ Λ
and M ⊕ Λ∗ are rigid. In particular, we have Λ⊕ Λ∗ ∈ addM .
Take X ∈ CMΛ such that Ext1Λ(X,M) = 0. Take a projective resolution P1 →
P0 → X
∗ → 0 of a Λop-module X∗. Applying (−)∗, we have an exact sequence 0 →
X → P ∗0 → P
∗
1 with P
∗
i ∈ addΛ
∗ ⊂ addM . Applying F, we have an exact sequence
0 → F(X) → F(P ∗0 ) → F(P
∗
1 ) with projective Γ-modules F(P
∗
i ). Since gl.dimΓ = 3, we
have pd ΓF(X) ≤ 1. Thus we can take a projective resolution 0→ Q1 → Q0 → F(X)→ 0.
By Yoneda’s Lemma on addM , there exists a complex 0 → M1 → M0 → X → 0 with
Mi ∈ addM such that 0 → F(M1) → F(M0) → F(X) → 0 is isomorphic to the above
projective resolution. Since M is a generator, we have that 0 → M1 → M0 → X → 0 is
exact. Since Ext1Λ(X,M) = 0 by our assumption, we have X ∈ addM .
Take Y ∈ CMΛ such that Ext1Λ(M,Y ) = 0. Since M
∗ ∈ CMΛop gives a NCCR and
Ext1Λop(Y
∗,M∗) = 0, we have Y ∗ ∈ addM∗ and Y ∈ addM . Consequently, M is maximal
1-orthogonal.
While a maximal 1-orthogonal module is maximal rigid, the converse does not hold in
general even if it is CM. For example, the simple singularity Λ := K[[x1, x2, x3, x4]]/(x
2n+1
1 +
x22 + x
2
3 + x
2
4) does not have non-projective rigid CM modules [Yo]. Thus Λ is a maximal
rigid Λ-module, which is not maximal 1-orthogonal. It seems to be difficult to know when
the converse holds. Now we show that some kind of converse holds for 3-CY− algebras.
Proposition 8.19 Let Λ be a 3-CY− algebra which is an isolated singularity and has a
NCCR. Then M ∈ ref Λ is maximal rigid if and only if there exists a reflexive equivalence
F : ref Λ→ ref Γ such that F(M) is a maximal 1-orthogonal Γ-module.
Proof Let M be maximal rigid. Then M gives a NCCR Γ := EndΛ(M) by 8.17(1).
Then F := HomΛ(M,−) : ref Λ → ref Γ is a reflexive equivalence. Since Γ is an order
with gl.dimΓ = 3, we have CMΓ = addΓ by taking localization and applying 2.3. Thus
F(M) = Γ is a maximal 1-orthogonal Γ-module. The other implication follows from 8.17(2)
since a maximal 1-orthogonal module is maximal rigid.
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