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Introduzione
Negli ultimi anni abbiamo assistito ad una significativa crescita dell’interesse ver-
so le tecnologie informatiche. Fattore determinante di questo fenomeno e` l’af-
fermarsi dell’utilizzo della “rete”, tanto nei contesti della produzione quanto nella
vita di tutti i giorni. Si pensi ad esempio a come l’avvento della rete, in particolare
del World Wide Web e della posta elettronica, abbia significativamente cambiato
il modo di lavorare e le abitudini di una parte della popolazione che vive nei paesi
industrializzati.
Allo stato attuale la “rete” si pone come un’entita` passiva: un enorme conte-
nitore di “dati” eterogenei in cui spesso la ricerca delle informazioni desiderate
comporta dedicare molto tempo a visionare informazioni che poco hanno a che
fare con quelle cercate. Per evitare questo spreco di tempo c’e` un crescente in-
teresse a superare la passivita` della rete fornendo quelli che potremmo definire
funzionalita` di nuova generazione. Tali funzionalita` permetteranno agli utenti di
accedere ad informazioni gia` collezionate secondo i loro interessi. Oggi e` possi-
bile usare la rete per fruire di un numero sempre maggiore di servizi, che vanno
dall’acquisto di libri ad una prenotazione di un posto a teatro o di un viaggio, ma
e` ancora abbastanza difficile unire servizi differenti o attuare dei confronti al di
fuori di quelli che sono stati gia` esplicitati dai fornitori di informazione.
Verso una nuova generazione di funzionalita` per la rete.
Vi e` l’esigenza di superare i limiti attuali e completare quella che e` stata la rivolu-
zione degli ultimi anni che ha portato a cio` che viene definita in termini altisonanti
”new economy”. Per far cio` si stanno seguendo almeno due approcci. Il primo
si basa su una strutturazione dei “dati” disponibili in rete attraverso l’utilizzo di
metalinguaggi come XML [64]. Il secondo approccio [51] sottointende l’idea di
una societa` virtuale di processi: una rete flessibile di processi software eterogenei
ognuno con una propria conoscenza, una propria capacita` di prendere decisio-
ni e di cooperare con altri processi per il raggiungimento di obiettivi intermedi
comuni.
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Le due approcci non sono ortogonali fra di loro: il successo della primo puo`
essere utile agli scopi della secondo.
La tendenza nello sviluppo del software.
Allo stesso tempo ed in parte anche in seguito a questa “esigenza” di dovere acce-
dere a tutto ovunque ci si trovi, la produzione del software coinvolge problemati-
che sempre piu` vaste. La tendenza e` di fornire un numero sempre maggiore di fun-
zionalita` ad un insieme di utenti con conoscenze ed esigenze differenti. Per gestire
la crescente complessita` dei sistemi software i progettisti si trovano sempre piu` ad
integrare componenti eterogenee gia` realizzate piuttosto che progettarne di nuove
da capo. Inoltre, la varieta` di utenti ai quali i software sono destinati costringono
a dotare i prodotti dell’intelligenza necessaria ad apparire user friendly.
La tecnologia ad agenti [35], grazie all’alto livello di astrazione a cui si collo-
ca (quello a livello di cooperazione della conoscenza tra sistemi autonomi), risulta
particolarmente adatta a progettare applicazioni con le caratteristiche descritte so-
pra ed comunita` virtuali; essa consente infatti di modellare entita` che comunicano
(dotate quindi di abilita` sociali), che monitorano l’ambiente in cui si trovano e
sono in grado di reagire agli eventi che si verificano (capacita` di reazione), so-
no in grado di prendere l’iniziativa se la situazione lo richiede (proattivita`) senza
l’intervento umano o di altri agenti (autonomia). Societa` composte da tali entita`
vengono definite sistemi multi-agente (MAS). Esse contemplano la distribuzione
degli agenti coinvolti e dei dati su cui operano e l’integrazione di software e dati
eterogenei. Queste due caratteristiche sono fondamentali per il successo dei si-
stemi software e sono una delle ragioni per il consenso ricevuto dai MAS sia in
campo accademico che industriale.
Nonostante l’interesse e le prospettive che il paradigma ad agenti offre vi sono
ancora molti problemi da risolvere prima che tale tecnologia si affermi stabilmen-
te. Innanzi tutto vi e` la necessita` di individuare metodologie efficaci e strumenti
di sviluppo che aiutino la progettazione e lo sviluppo dei sistemi multi-agente in
modo che tale tecnologia sia utilizzabile in ambito industriale. In secondo luogo,
affinche´ siano sfruttate appieno le potenzialita` del paradigma ad agenti e sia pos-
sibile costituire le infrastrutture per la creazione di comunita` virtuali e` necessario
che l’applicazione delle metodologie e dei tool di sviluppo portino alla realizza-
zione di MAS in grado di interagire tra di loro. Al fine di promuovere in ambiti
industriali il paradigma ad agenti e l’interoperabilita` dei MAS, la FIPA (Founda-
tion for Intelligent Physical Agents) [23, 52] si e` fatta carico di una meritevole
iniziativa di standardizzazione. Tale iniziativa ha come obiettivo fornire delle spe-
cifiche liberamente fruibili che costituiscano un punto di partenza ai differenti
approcci e realizzazioni di sistemi multi-agente.
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Strumenti e metodologie per lo sviluppo di sistemi MAS.
Gia` da tempo si lavora per offrire strumenti e metodologie di supporto allo svilup-
po di sistemi multi-agente; in questo contesto il gruppo di programmazione logica
aveva sviluppato presso il DISI di Genova uno strumento per la prototipazione
rapida di sistemi ad agenti denominato CaseLP [40]. In tale lavoro si forniva un
ambiente di prototipazione basato sulla programmazione logica e si evidenziava-
no i vantaggi che tale paradigma offre nello studio di soluzioni basate ad agen-
ti. Il presente lavoro di tesi nasce dall’esperienza di CaseLP e dall’esigenza di
estendere le funzionalita` verso un ambiente di prototipazione distribuito che sup-
porti insieme al paradigma logico, strumenti che godano di una certa popolarita` in
ambiti industriali.
Struttura della tesi.
Descriviamo in breve il contenuto dei capitoli che compongono questo documen-
to.
Il capitolo 1 puo` essere suddiviso in due parti. Nella prima diamo una de-
scrizione del contesto dal quale e` iniziato il lavoro, forniamo una introduzione
minimale ai concetti di agente e sistema multi-agente (MAS), facendo seguire
una introduzione alla metodologia ed al tool di prototipazione CaseLP. Nella se-
conda, seguiamo le linee guida metodologiche proposte da Wieringa [62] e sulla
base di considerazioni relative al ciclo di vita del software ed alle peculiarita` dei
sistemi multi-agente individuiamo l’insieme di requisiti di un nuovo tool per la
prototipazione rapida di sistemi multi-agente. L’insieme di requisiti individuati e`
abbastanza esteso, contenente funzionalita` che potrebbero considerarsi a livelli di
astrazione differenti, per questo l’abbiamo suddiviso in due sottoinsiemi rispetti-
vamente denominati M-CaseLP e D-CaseLP. I due sottoinsiemi possono essere
visti come due progetti distinti fortemente correlati o come due parti di un unico
ambizioso progetto. In questa tesi abbiamo focalizzato l’attenzione sulle proble-
matiche relative a D-CaseLP.
Nel capitolo 2, presentiamo un sottoinsieme dei requisiti fra quelli previsti in
D-CaseLP che costituisce cio` che intendiamo includere nei primi prototipi del
tool. Le funzionalita` sono tutte inerenti alle problematiche della distribuzione e
della comunicazione degli agenti, quindi, illustriamo un primo studio della distri-
buzione che vede l’impiego del middleware CORBA [59] . In conclusione del
capitolo mettiamo in luce le difficolta` che si incontrano nel fornire la distribuzio-
ne degli agenti con tale tecnologia.
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Nel capitolo 3, decriviamo le modalita` con cui la FIPA sta portando avanti il
lavoro di standardizzazione, illustrando le caratteristiche e la portata dell’inizia-
tiva. Presentiamo alcune specifiche che offrono interessanti spunti per il nostro
lavoro e concludiamo con alcune osservazioni sull’iniziativa.
Nel capitolo 4, dopo aver sintetizzato le ragioni che ci spingono ad allinearci
con il lavoro FIPA, forniamo la descrizione di JADE [7]: un tool aderente alla
specifiche di interoperabilita` FIPA che offre un run-time per l’esecuzione distri-
buita degli agenti. Tale framework si pone come un vero e proprio middleware
per agenti e parte da ipotesi vicine a quelle effettuate in CaseLP. In conseguenza
di cio`, si e` studiata la possibilita` di fornire le funzionalita` previste in D-CaseLP
utilizzando questo nuovo strumento. Concludiamo il capitolo con un confronto
tra il supporto ai nostri obiettivi offerto da CORBA e quello offerto da JADE e il-
lustrando le motivazioni di progetto che hanno portato a scegliere definitivamente
JADE.
Nel capitolo 5, descriviamo le difficolta` nell’integrazione di agenti logici1 con
il run-time JADE. Presentiamo tuProlog [20] una particolare implementazione
Prolog che fornisce un’integrazione soddisfacente con Java, grazie alla quale e`
possibile eseguire agenti logici nella platform offerta da JADE.
In conclusione della tesi, si metteranno in luce quelli che sono i contributi di
questo lavoro al progetto D-CaseLP e presenteremo gli sviluppi futuri.




In questo capitolo dopo una breve introduzione dei concetti che stanno alla ba-
se del paradigma ad agenti, descriviamo il lavoro effettuato dal gruppo di pro-
grammazione logica di Genova all’interno del progetto CaseLP, illustrando le
motivazioni che hanno portato ad una riformulazione dei requisiti nei termini di
D-CaseLP.
1.1 Agenti e sistemi multi-agente
A lungo la comunita` scientifica che lavora nel campo degli agenti si e` posta il
problema di dare una definizione precisa e sufficientemente condivisa di agente.
Purtroppo, a rendere difficoltoso tale compito vi e` l’inerente multidisciplinarita`
degli studi sugli agenti. I campi nei quali il paradigma ad agenti trova fondamento
sono
 Intelligenza artificiale;
 Programmazione ad oggetti e metodologie associate;
 Programmazione concorrente;
 Simulazione di sistemi.
Le differenti definizioni sono classificate in strong o weak a seconda che caratte-
rizzino gli agenti in termini “mentali” o meno.
Da qualche tempo a questa parte, il dibattito su cosa e quali caratteristiche
debba avere un agente per essere tale, e` scemato spostando l’attenzione su pro-
blematiche di ordine piu` pratico. La discussione pur non riuscendo del tutto ad
appianare i differenti punti di vista ha prodotto un insieme di definizioni suffi-
cientemente conosciute nella comunita` dei ricercatori. In questo lavoro di tesi si
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e` scelto di adottare le definizioni di agente e sistema ad agenti multipli proposte
in [35]. Il lettore interessato puo` trovare altre definizioni e caratterizzazioni del
concetto di agente in [31, 12, 32].
1.1.1 Definizione di agente
Definizione 1.1 Un agente e` un sistema su computer, situato in un qualche am-
biente, capace di agire in modo flessibile, autonomo, allo scopo di raggiungere
gli obiettivi per il quale e` stato progettato.
In tale definizione troviamo tre concetti chiave:
Situato: l’agente riceve stimoli dall’ambiente e puo` agire su di esso per modifi-
carlo effettuando azioni.
Autonomo: l’agente e` in grado di agire prendendo iniziativa senza l’intervento
umano o di altri agenti avendo quindi il controllo del suo stato e delle sue
azioni.
Flessibile: per risultare flessibile l’agente deve essere
reattivo: ricevere gli stimoli dell’ambiente ed essere in grado di rispondere
ad essi in maniera tempestiva1.
proattivo: non deve semplicemente rispondere agli stimoli dell’ambiente,
ma dove richiesto, esibire comportamenti guidati da obiettivi.
sociale: deve essere in grado di interagire con altri agenti artificiali e umani
quando cio` sia necessario a completare il proprio compito.
1.1.2 Definizione di Sistema Multi-Agente (MAS)
Nello stesso articolo da cui abbiamo preso la definizione di agente, troviamo la
definizione di sistema ad agenti multipli:
Definizione 1.2 Un MAS puo` essere definito come una rete di risolutori (agenti)
non strettamente accoppiati che lavorano insieme per risolvere problemi oltre le
proprie capacita` individuali o la conoscenza dei singoli.
Il termine MAS e` utilizzato per riferirsi genericamente a tutti quei sistemi che
sono composti da componenti semi-autonome multiple (agenti) che interagisco-
no tra loro su principi di cooperazione o competizione e presentano le seguenti
caratteristiche:
1Prima che la situazione nell’ambiente cambi in maniera significativa per l’agente stesso.
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 assenza di controllo centralizzato nel MAS;
 ogni agente ha un punto di vista limitato; possiede infatti informazioni o
capacita` per risolvere parte del problema alla cui risoluzione e` preposto il
MAS;
 i dati sono decentrati, suddivisi fra i differenti agenti;
 la computazione degli agenti e` asincrona, gli agenti sono concorrenti.
1.2 CaseLP
D-CaseLP e` il proseguimento di un progetto abbastanza ambizioso condotto dal
gruppo di programmazione logica del DISI di Genova che va sotto il nome di
CaseLP[42, 41], il quale oltre alla progettazione e realizzazione di un tool per
la simulazione di sistemi munti-agente ha visto lo sviluppo di vari linguaggi per
specificare agenti ed una metodologia di supporto allo sviluppatore nelle fasi di
analisi e design. Il tool di sviluppo CaseLP pur fornendo una distribuzione lo-
gica era fisicamente centralizzato. Gli obiettivi di D-CaseLP sono in gran parte
un’estensione del progetto precedente, nella direzione di una distribuzione fisica
degli agenti. Al fine di far comprendere l’ottica nella quale D-CaseLP trova fon-
damento, riportiamo qui alcune parti della tesi [18], che illustrano i concetti base
in CaseLP. La sezione 1.3 illustrera` le estensioni a tali concetti.
1.2.1 La concettualizzazione degli agenti
Un agente in CaseLP puo` essere rappresentato da due diversi punti di vista.
Da un punto di vista descrittivo, un agente e` caratterizzato da un’architettura e dai
ruoli che esso ricopre e, di conseguenza, da un insieme di servizi.
L’architettura si riferisce alla struttura interna dell’agente. Un’architettura specifi-
ca sia la struttura dati che ne forma le componenti interne che il flusso di controllo
che guida l’attivita` delle componenti stesse.
I ruoli possono essere considerati da due punti di vista: come un insieme coerente
di servizi o come le “impersonificazioni” che un agente attua nel corso della sua
esistenza. Ad esempio un agente atto alla compravendita ricoprira` alternativamen-
te il ruolo di acquirente e di venditore.
I servizi definiscono funzionalita` che l’agente, o meglio un ruolo, fornisce o neces-
sita per svolgere il proprio compito. I servizi dipendono tipicamente dal dominio
dell’applicazione del prototipo.





Lo stato contiene le informazioni che, durante l’esecuzione dell’agente, possono
subire modifiche. Ad esempio: un agente che percepisce e gestisce eventi in-
serendoli e prelevandoli in/da una event queue, e le cui informazioni sul mondo
sono rappresentate da credenze, avra` uno stato che conterra` la event queue e le
credenze.
Il programma contiene le informazioni che non cambiano durante l’esecuzio-
ne. Per il semplice agente descritto sopra, il programma potrebbe essere costituito
da un insieme di regole che descrivono quali azioni eseguire in funzione di un
evento e delle credenze correnti. Le azioni che un agente puo` eseguire sono di
svariata natura, e potrebbero comprendere ad esempio aggiornamenti dello stato,
azioni sull’ambiente e comunicazioni con altri agenti.
L’engine, infine, governa l’esecuzione dell’agente. Sempre riferendosi all’e-
sempio precedente, un tipico engine potrebbe estrarre un evento da una coda,
operare la scelta di una regola adatta a gestire l’evento e che sia applicabile nello
stato corrente, ed infine attuare l’esecuzione di tutte le azioni indicate nella regola.
Va notato come l’engine ed il programma si collochino a due livelli di astrazione
diversi: l’engine rappresenta infatti un meta-interprete per il programma e per i
dati (stato) su cui il programma opera.
La applicazione delle istruzioni dell’engine allo stato ed al programma dell’a-
gente ne determinano il comportamento. L’architettura di un agente deve consen-
tirne la rappresentazione nei termini sopra descritti. Essa sara` quindi caratterizzata
da componenti che contengono lo stato, componenti che contengono il program-
ma, e da un engine che opera su queste componenti. L’assunzione che facciamo
sulle componenti che contengono lo stato e` che tra esse ci sia una mailbox che con-
senta la comunicazione asincrona tra gli agenti. Ogni agente che considereremo
avra` quindi una architettura che specializzera` quella descritta in Figura 1.1.
Due agenti possono avere le stesse componenti, contenenti gli stessi dati, ma
engine diversi, oppure possono avere lo stesso engine e le stesse componenti,
contenenti pero` dati diversi. In entrambi i casi il comportamento degli agenti
risultera` in generale differente.
Il contenuto delle componenti, caratterizzante lo stato ed il programma de-
gli agenti, sara` espresso in un linguaggio oggetto dipendente dalla architettura;
l’engine fornira` un interprete per tale linguaggio.
Agenti che interagiscono tra di loro con le caratteristiche dette sopra possono
essere descritti in CaseLP a differenti livelli di astrazione, usando i differenti lin-





Figura 1.1: Architettura generale.
della prototipazione, dalla descrizione informale dell’applicazione allo sviluppo
di un prototipo funzionale. In ogni fase l’utente puo` adottare il linguaggio e lo
strumento piu` adatto tra quelli forniti.
1.2.2 Una gerarchia di astrazione di concetti
Al fine di permettere una maggiore modularita` e flessibilita` nella definizione di
agenti eterogenei introduciamo una gerarchia di livelli di astrazione, illustrata in
figura 1.2.
 Architettura astratta. La architettura astratta definisce le componenti e la
struttura di base dell’engine. Per ogni macro-istruzione presente nell’engi-
ne e` possibile fornire indicazioni sui possibili modi per realizzarla, senza
necessariamente arrivare ad un livello di dettaglio paragonabile ad una im-
plementazione. `E possibile stabilire una gerarchia di architetture astratte in
cui dettagliare in modo incrementale le architetture che verranno utilizzate
all’interno del MAS, senza pero` arrivare a dettagli implementativi. Ripren-
dendo ancora il semplice esempio descritto sopra, una architettura astratta
per l’agente dovrebbe prevedere
– una componente per contenere le credenze;
– una componente per la event queue;




















Figura 1.2: La gerarchia architetturale in CaseLP.
L’engine potrebbe essere quello gia` descritto, composto dalle seguenti macro-
istruzioni
1. estrai un evento dalla struttura event queue;
(a) scegli una regola per gestire l’evento, in base anche alle credenze
correnti;
(b) esegui tutte le azioni indicate dalla regola.
La macro-istruzione dell’engine “scegli una regola per gestire l’evento” potrebbe
essere realizzata in modi diversi:
1. scegli a caso una regola;
(a) verifica che la testa della regola sia uguale all’evento;
(b) verifica che le condizioni sulle credenze espresse nella regola siano
soddisfatte;
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(c) se entrambe le verifiche hanno successo restituisci la regola scelta,
altrimenti ritorna al punto 1.
oppure, un altra scelta potrebbe essere
1. costruisci l’insieme di tutte le regole applicabili;
(a) restituisci la regola che, tra queste, prevede il minor numero di azioni
da eseguire.
A sua volta costruisci l’insieme di tutte le regole applicabili potrebbe espandersi
in altre istruzioni ad alto livello: non si pongono limiti sul livello di annidamento
delle definizioni delle macro-istruzioni.
 Architettura concreta. Una architettura concreta si definisce a partire da una
architettura astratta nel seguente modo:
– ad ogni componente si associa un tipo tra quelli previsti dal linguaggio;
– per ogni istruzione ad alto livello contenuta nell’engine si sceglie una
delle possibili indicazioni su come realizzarla (se tali indicazioni sono
fornite) e se ne da` una implementazione concreta.
Ad esempio,si potrebbe stabilire che le credenze di un agente sono conte-
nute in una struttura dati di tipo insieme, mentre le regole sono contenute
in una lista. La event queue sara` ragionevolmente implementata con una
coda. Inoltre si dovrebbe scegliere che interpretazione dare, tra quelle pro-
poste, alla istruzione scegli una regola, e si dovrebbe infine fornirne una
implementazione coerente con le indicazioni fornite.
 Classe di agente. Una classe si definisce a partire da una architettura con-
creta istanziando le componenti contenenti il programma dell’agente. Tali
componenti saranno definite a livello astratto.
 Istanza di agente. A partire da una classe, si completa la istanziazione delle
componenti della architettura definendo il contenuto iniziale delle compo-
nenti che contengono lo stato.
1.2.3 La metodologia di sviluppo
1. Descrizione architetturale statica del prototipo.
Lo sviluppatore determina la struttura statica del MAS. Questo passo viene
ulteriormente suddiviso in:
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(a) Determinare quali ruoli sono necessari all’interno del sistema studia-
to. Tali ruoli sono insiemi logici di servizi, che suggeriscono funzioni
complesse che gli agenti presenti nel sistema si troveranno a ricoprire.
(b) Stabilire i legami di soddisfacimento dei servizi tra i ruoli, questo for-
nisce un primo legame di comunicazione tra gli agenti che, in seguito,
ricopriranno tali ruoli ;
(c) Stabilire e definire le necessarie ontologie, ossia le specifiche dei con-
cetti utilizzati nel domino applicativo, necessario per stabilire in ma-
niera univoca il significato dei messaggi scambiati all’interno del MAS.
(d) Raggruppare i ruoli in classi di agenti stabilendo cosı` quali classi di
agenti sono necessarie all’interno dell’applicazione;
(e) Per ciascuna classe, determinare il tipo d’agente, la sua architettu-
ra e gli interpreti eventualmente necessari; l’architettura puo` fare ri-
ferimento ad una gia` disponibile in una libreria o essere una nuova
architettura che debba ancora essere definita;
(f) Determinare il numero di istanze di ogni classe che sono necessarie
alla realizzazione del sistema (ove e` possibile stabilirlo a priori);
(g) Definire, dove necessario, le interconnessioni tra le varie istanze di
agente e stabilire i legami tra servizi richiesti ed offerti quando e` ne-
cessario differenziare o specificare a livello di istanza. Questa fase de-
finisce gli agenti che formano il prototipo ed i canali di comunicazione
tra essi.
2. Individuazione dei protocolli di comunicazione tra agenti
Il secondo passo della metodologia consiste nello stabilire e descrivere i pro-
tocolli di comunicazione (o conversazioni) per ciascun canale, ossia un lega-
me tra l’agente che richiede un servizio e quello che lo fornisce (sia a livello
di ruolo, classe o di istanza) stabilito in precedenza. Un protocollo puo` es-
sere un istanziazione di un protocollo generico o essere un nuovo protocollo
definito ad hoc. Un protocollo stabilisce l’ordine e la forma dei messaggi
che verranno scambiati. All’interno di ciascun protocollo potranno essere
definiti sub-protocolli o comportamenti complessi (scelte, messaggi in pa-
rallelo...). Il modello di conversazione del MAS include l’insieme completo
di tutte conversazioni stabilite e le eventuali relazioni di sub-conversazione.
3. Specifica ad alto livello del sistema e degli agenti.
A questo punto un linguaggio di definizione ad alto livello e` usato per
modellare il prototipo. Tre diversi livelli di modellazione possono essere
individuati:
12
(a) Specifica delle interazioni tra gli agenti all’interno del MAS, astraen-
do dalla loro architettura e tenendo in considerazione il modello delle
interazioni specificato al passo 2;
(b) Specifica della nuova architettura scelta durante il passo 1, cioe´ mo-
dellare le interazioni tra le componenti interne dell’agente;
(c) Specifica del comportamento dell’agente.
4. Verifica e testing del sistema.
In questo passo viene effettuata la verifica e/o la validazione preliminare
della specifica astratta effettuata al punto 3. La validazione e` possibile se
il linguaggio di specifica e` eseguibile. La verifica e` invece possibile se il
linguaggio di specifica usato mette a disposizione un meccanismo di prova.
Se la specifica e` stata fatta utilizzando un linguaggio logico, un’esecuzione
goal-directed e` un meccanismo di prova valido. In questo caso, data una
specifica del prototipo ed una configurazione iniziale del sistema, e` possibile
seguire l’evoluzione di un MAS in dettaglio. `E altresı` possibile verificare se
una particolare computazione del sistema puo` essere eseguita o, cosa ancor
piu` importante, che ogni computazione che inizia in particolare stato porti
ad uno stato finale che soddisfi le proprieta` ricercate.
5. Implementazione del prototipo.
Questo passo trasforma la specifica astratta del sistema nel prototipo finale.
Un linguaggio di programmazione logica esteso viene usato per l’imple-
mentazione del prototipo. Le interfacce verso moduli software esterni o
dati sono fornite utilizzando interpreti appropriati. Inoltre lo scambio di
messaggi per le comunicazioni ed altri dettagli implementativi che prece-
dentemente erano stati descritti astrattamente o non erano stati del affatto
considerati sono ora realizzati.
6. Esecuzione del prototipo ottenuto.
L’esecuzione del prototipo ottenuto e` usata per validare il prototipo secondo
le richieste dei clienti. L’esecuzione fornisce agli utenti ed agli sviluppatori
informazioni sugli eventi che accadono nel MAS, e permette ad essi di con-
trollare se il prototipo si comporta nella maniera attesa e se possiede tutte le
caratteristiche richieste. Ogni errore o malfuzionamento scoperto in questo
passo puo` implicare una revisione di una qualunque delle fasi precedenti
della metodologia adottata da CaseLP.
Possiamo quindi distinguere tre fasi principali all’interno del metodo adottato da
CaseLP. I passi dall’1 al 4 formano la fase di modellazione. Il passo 5 rappresenta
la fase dell’implementazione e il passo 6 quella dell’esecuzione.
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1.3 Il progetto D-CaseLP
Si e` gia` detto che D-CaseLP nasce dall’esigenza di estendere il progetto Ca-
seLP, buona parte dei contenuti teorici presenti in D-CaseLP sono frutto di tale
esperienza. Le persone attualmente coinvolte nel progetto D-CaseLP sono, oltre
al candidato, Stefano Miglia ed Alessandro Rolando rispettivamente con una tesi
di laurea ed una di diploma e Viviana Mascardi, con la tesi di dottorato ”Logic-
Based Specification Environments for Multi-Agent Systems”. Il professor Mau-
rizio Martelli coordina il gruppo di lavoro. La finalita` del progetto e` creare uno
strumento che aiuti la progettazione, prototipazione e realizzione di sistemi multi-
agente. Purtroppo, per quel che riguarda il tool, sin dal principio si e` inteso che,
considerata l’esigenza di sostituire il linguaggio Prolog con linguaggi e strumenti
(Java, CORBA) piu` vicini alla realta` industriali, difficilmente si sarebbe riusci-
ti nell’intento di recuperare il codice gia` esistente. La complessita` legata allo
sviluppo di un nuovo software, e la suddivisione del lavoro in piu` tesi ha posto
l’esigenza di adottare una metodologia di progettazione. Vista la scarsa forza la-
voro di cui disponevamo, si e` scelto di seguire le linee metodologiche illustrate in
[62] piuttosto che una vera e propria metodologia. Ci siamo avvalsi di tali linee
metodologiche essenzialmente nella fase di analisi dei requisiti, per fissare le ca-
ratteristiche potenziali e poterci riferire ad esse in corso di discussione.2 L’analisi
e` stata fatta tentando di pensare “in grande”, senza preoccuparci di cosa potesse
effettivamente essere portato a termine nelle nostre tesi, e che cosa no. L’idea era
di tentare d’individuare cosa un tool case per agenti dovesse offrire.
1.3.1 Assunzioni
Illustriamo quali sono le principali assunzioni che hanno guidato la progettazione
del nuovo framework. Il leitmotiv che caratterizza le scelte progettuali operate
in D-CaseLP e`, per quanto possibile, evitare quelle ipotesi che in qualche modo
possano limitare la genericita` nell’impiego del framework prodotto.
Quale ciclo di vita per lo sviluppo di sistemi MAS?
Per realizzare uno strumento che sia realmente di aiuto nella progettazione di si-
stemi multi-agente, e` importante aver presente quali siano le problematiche legate
alla specifica e sviluppo di sistemi basati su agenti. Altrettanto importante fare
attenzione al contesto nel quale gli utilizzatori del tool realizzano il software. A
questo scopo, e` bene porsi le seguenti domande:
2Avendo gia` fatto notare che si tratta di linee metodologiche nel seguito ci riferiremo ad esse
semplicemente con la metodologia Wieringa o la metodologia.
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 Chi sono gli utenti del framework che stiamo progettando?
 Quale modello di sviluppo e` ragionevole per il software che il framework
dovrebbe aiutare a sviluppare?
Nonostante un crescente interesse, mostrato in particolare da aziende di tele-
comunicazioni, e la realizzazione di un certo numero di casi studio, il paradigma
ad agenti e` relativamente giovane. Non vi e` ancora un’applicazione delle tec-
nologie ad esso ispirate tale da permettere di delineare come e con quali figure
professionali si lavori ad un MAS; ne´ vi sono domini in cui l’impiego di tale
tecnologia sia sufficientemente affermato da permettere d’individuare comprovati
pattern risolutivi. Tutto cio` rende difficile fare delle assunzioni circa chi siano o
come possano lavorare i potenziali utenti di D-CaseLP. La mancanza di standard
affermati limita l’utilizzo del paradigma ad agenti negli ambiti industriali, spesso
confinandolo a progetti di ricerca. Per questo sembra ragionevole pensare che i
contesti nei quali tale tecnologia venga applicata siano caratterizzati da problema-
tiche nuove, le cui soluzioni richiedano un alto contenuto innovativo. Si presume
infatti che si impieghi una tecnologia giovane la dove le piu` comprovate tecniche
risultino insoddisfacenti.
La risoluzione di problematiche innovative, presuppone requisiti nuovi; in tali
frangenti spesso non e` facile individuare e mantenere stabili i requisiti durante la
progettazione. Necessitiamo quindi di un modello di sviluppo nei quale i requisiti
iniziali possano essere parzialmente delineati, per cui sia necessaria la produzione
di alcuni prototipi a fine esplorativo. Sulla base di tali considerazioni abbiamo
deciso di ipotizzare che i progetti in cui vengono utilizzati gli strumenti che stiamo
progettando seguano un modello di sviluppo simile a quello “a spirale” introdotto
da Bohem negli anni ’80. Tale modello prevede piu` iterazioni3 in cui si susseguono
fasi di progetto, analisi, prototipazione e valutazione, come illustrato in figura 1.3.
Analizzando la schematizzazione del modello a spirale partendo dal centro e
seguendo la linea fino alla parte piu` esterna, si puo` notare che le prime iterazioni
portano alla definizione di prototipi, mentre le iterazioni piu` esterne consistono
nel raffinamento dei prototipi fino alla realizzazione del prodotto finale. In figura
vi sono quattro iterazioni, ma nulla impedisce di prevederne un numero maggiore.
La definizione di prototipi permette di effettuare un’analisi ”incremetale”, parti-
colarmente utile in progetti in cui per la natura stessa del problema o del dominio
applicativo in cui si lavora, sia difficile individuare i requisiti. CaseLP era un
ambiente di prototipazione rapida, e quindi forniva gia` gli strumenti per effet-
tuare una analisi incrementale. Cio` di cui non si disponeva in CaseLPerano gli
strumenti per raffinare il prototipo nel sistema definitivo. In altre parole, non si
3Con iterazioni su intende un giro completo nei quattro quadranti.
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Figura 1.3: Modello a spirale proposto da Bohem.
andava oltre la realizzazione dei prototipi. In D-CaseLP si e` cercato di estende-
re il supporto alla progettazione anche nelle fasi successive alla realizzazione del
prototipo, accompagnando l’utente fino alla realizzazione finale del progetto.
Ipotesi minimali sull’architettura degli agenti.
In letteratura sono state proposte diverse architetture per agenti. Se ci riferiamo
alla concettualizzazione descritta in 1.2.1, un’architettura per agente definisce il
formato e le strutture dati astratte per stato, programma ed engine. Le svariate
architetture forniscono differenti specifiche di tali componenti, dando luogo ad
agenti con diverse peculiarita`. In generale si possono suddividere gli agenti in
deliberativi, reattivi,e ibridi. Consideriamo le definizioni illustrate in [63].
Definizione 1.3 Un agente viene detto deliberativo qualora mantenga una rap-
presentazione logica dell’ambiente in cui e` situato; della conoscenza procedurale,
degli obiettivi, e sulla base di essi esegua dei ragionamenti al fine di determinare
le sue azioni.
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Definizione 1.4 Un agente viene detto reattivo qualora non mantenga una rap-
presentazione simbolica di ambiente, credenze ed obiettivi. Non avendo tale rap-
presentazione e` impossibilitato a ragiornarci sopra. Il comportamento orientato
agli obiettivi e` una proprieta` emergente, determinato da regole che dicono cosa
fare quando arriva un certo input.
Esistono poi architetture di tipo ibrido che uniscono le caratteristiche delle di-
verse tipologie. Per ottenere cio`, in generale, si struttura l’agente in una gerarchia
di livelli. La gerarchia presenta nei livelli piu` bassi caratteristiche di tipo reattive,
mentre ai livelli piu` alti fornisce le capacita` deliberative e proattive.
Esiste una relazione tra tipologia di agente e architettura scelta. Ad esempio,
non tutte le architetture per agente forniscono la struttura adatta a ottenere agenti
deliberativi. Considerato che la tipologia dell’agente dipende dai compiti dell’a-
gente stesso, e i compiti dell’agente dipendono dall’architettura del MAS4 che si
sceglie per risolvere un problema, e` difficile operare una scelta a priori su qua-
le architettura debbano avere gli agenti di CaseLP o D-CaseLP. Per sviluppare
una soluzione, puo` essere necessaria una certa concettualizzazione degli agenti,
la cui resa presupponga di fatto una architettura per agenti piuttosto che un’altra.
Si pensi ad esempio ad una soluzione in cui gli agenti siano pensati in termini
mentali, quindi tramite desideri, credenze, etc; e` chiaro che modellando gli agenti
in questi termini sia piu` naturale utilizzare una architettura BDI (Belief, Desire,
Intention)[53] in cui sono supportate eplicitamente le credenze, i desideri e le in-
tenzioni dell’agente piuttosto che una architettura come la subsumption[11, 10],
il cui comportamento e` codificato con regole del tipo situazione-reazione. Non
e` neanche scontato che all’interno dello stesso MAS gli agenti abbiano la stessa
architettura. A fronte di cio`, ed al contrario di cio` che viene fatto in altri tool (es.
Zeus[65], AgentBuilder[1]) CaseLP e D-CaseLP non adottano un’architettura
particolare fra quelle presentate in letteratura ma si limitano ad assumere che le
diverse tipologie di agente condividano un’architettura minimale, che fornisca ca-
pacita` di comunicazione, utilizzando una mailbox per ogni agente e primitive di
ricezione asincrona, invio sincrono e asincrono di messaggi. La tendenza in altri
tool e` stata quella di fornire agenti basati su un’architettura ibrida, in modo da
poter modellare le differenti tipologie di agenti, con la stessa architettura. Questo
approccio permette di supportare semplicemente strumenti per scrivere il program
dell’agente, fornendo interfacce grafiche, parser, e simili. Riteniamo pero` ineffi-
ciente costringere l’utente ad usare un’architettura ibrida dove sia sufficiente una
4Si noti la differenza che intercorre tra architettura di agente e architettura di MAS: la prima
si riferisce alla strutturazione del micro-livello e permette all’agente di avere caratteristiche quali
la proattivita`, rattivita` e autonomia, ne e` ad esempio istanze la BDI. La seconda si riferisce a
come e` strutturato il sistema MAS ad un macro livello, quindi quanti e quali classi di agente sono
impiegate nella risoluzione di un problema.
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reattiva. Per questo si e` tentato di lasciare all’utente degli strumenti da noi pro-
gettati, la liberta` di scegliere in che termini modellare il proprio MAS decidendo
quale architettura sia piu` adatta per ogni agente.
Assunzioni sui linguaggi di sviluppo.
La tendenza che sembra affermarsi nella scelta del linguaggio con cui implemen-
tare platform e gli stessi agenti, va sempre piu` nella direzione di Java; non e`
difficile capire le motivazioni che stanno consolidando questa tendenza se si con-
siderano le “facilitazioni” fornite da Java rispetto alla distribuzione e sincroniz-
zazione di processi e il crescente interesse verso il paradigma ad agenti da parte di
aziende che operano in domini applicativi come quello delle telecomunicazioni.
Se e` naturale pensare a Java in tali contesti, la scelta forse potrebbe apparire me-
no scontata in domini come quello manifatturiero o di controllo dei processi. Ai
fini del nostro progetto, si e` pensato che sviluppare il tool in Java potesse essere
un modo semplice per fornire uno strumento che garantisse la portabilia` su piu`
sistemi operativi.
Linguaggi d’implementazione per gli agenti.
Parlare di linguaggio d’implementazione per agenti e` in qualche modo improprio:
si dovrebbe parlare di linguaggio con cui esprimere le architetture per agenti5. In
CaseLP si utilizzava la programmazione logica, attraverso una particolare esten-
sione di Prolog denominata ProlAg. Il tool era di fatto un case per la prototipa-
zione rapida di agenti scritti e specificati tramite linguaggi logici. Il paradigma
logico offre la possibilita` di programmare ad un alto livello di astrazione, ma non
gode di una grande popolarita` al di fuori di ambienti di ricerca o dalle universita`.
Essenzialmente per questo in D-CaseLP si e` deciso di affiancare ai linguaggi
logici Java. Visto il fermento intorno a tale linguaggio, la continua evoluzione
dello stesso, aprire alla programmazione in Java significa accedere a molte delle




CaseLP offre unicamente una distribuzione logica, che permette di simulare l’e-
secuzione distribuita degli agenti. In questo modo l’utente del tool percepisce
5Anche se vista la minimalita` dei vincoli sull’architettura nessuno impedisce all’utente di
programmare l’agente senza usare l’astrazione di architettura.
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l’esecuzione come se gli agenti fossero residenti su macchine differenti, mentre,
di fatto, sono eseguiti su una macchina sola con all’ausilio di uno schedulatore. La
distribuzione logica offre un alto livello di astrazione rispetto alla comunicazione,
e` piu` che sufficiente se si vuole analizzare un problema senza entrare nei dettagli
implementativi, quali livello applicativo e livello di presentazione di rete. Tale
tipo di astrazione puo` essere insufficiente se si vuole andare oltre lo studio dei re-
quisiti verso la realizzazione effettiva di un prodotto. Illustriamo alcune situazioni
che giustificano l’introduzione di una distribuzione effettiva per agenti nel tool:
scalabilita`: vi sono casi in cui la simulazione o l’esecuzione del MAS e` compu-
tazionalmente pesante, ed e` necessario distribuire il carico;
integrazione di risorse remote: 6 si consideri il caso in cui si stia realizzando un
MAS, nel quale alcuni agenti debbano fare riferimento a risorse locate in
remoto. In un modello di sviluppo per il software come quello a spirale, e`
plausibile che si abbia bisogno di accedere ai dati delle risorse anche nelle
prime iterazioni dello sviluppo. Nel caso in cui lo sviluppo del software
avvenga in una sede differente da dove sono locate le risorse, si deve in
qualche modo replicare la risorsa o il suo contenuto. La replicazione di tali
risorse puo` comportare alcuni problemi:
 non si dispone delle licenze software per replicare i server che forni-
scono informazioni;
 la risorsa richiede requisiti di sistema che non si possiedono;
 la risorsa e` hardware, magari e` una particolare strumentazione propria
del dominio applicativo in cui lavora il cliente, non e` quindi facilmente
replicabile.
In generale si risolvono i problemi di questo tipo costruendo risorse “fan-
toccio” che si comportano come le risorse reali, fornendo dati fuori linea
simili ai reali. La costruzione di risorse fantoccio non e` sempre la scelta
ottimale: richiede spesso una notevole mole di lavoro aggiuntivo, e pone il
problema di come sostituire le risorsa reale con quella fantoccio alla messa
in opera del sistema.
Fornendo la distribuzione fisica degli agenti e` possibile costruire, gia` in
fase di prototipazione, un agente da utilizzare come “interfaccia” alla ri-
sorsa. Questo tipo di agente, una volta progettato, non presenta i proble-
mi di sostituzione propri delle risorse “fantoccio”, se progettato bene e`
potenzialmente l’agente che comparira` nel MAS definitivo. Il paradigma
6Con risorse intendiamo basi di dati, legacy software, dispositivi hardware che forniscono
informazioni.
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ad agenti, sta emergendo come astrazione per risolvere problemi distribui-
ti con risorse eterogenee e in uno scenario di questo tipo, la distribuzione
fisica degli agenti puo` essere un prerequisito per soluzioni che permettano
un’integrazione di legacy software 7 piu` efficace;
accesso parziale alla risorsa: il cliente vuole fornire un accesso controllato alla
risorsa. Tale eventualita` non e` cosı` remota, per risorse come le base di dati,
dove spesso vi e` un server, si hanno strumenti di autenticazione e gestio-
ne dei diritti con i quali limitare l’accesso alla risorsa, ma in altri casi (es.
hardware) queste funzionalita` non sono disponibili. Se disponiamo di una
distribuzione effettiva degli agenti potremmo pensare che gli agenti inter-
faccia siano forniti da terzi, (es. la stessa azienda cliente) e funzionino da
filtro fornendo una visione parziale dei dati;
testing di applicazioni: visto che vogliamo accompagnare il progettatore del MAS
lungo tutto il modello a spirale, vorremmo aiutarlo anche nelle fasi di testing
del codice che sta realizzando e fornigli degli strumenti per distribuire na-
turalmente e con poco sforzo l’applicazione che ha progettatto e testato in
regime di distribuzione logica. Abbiamo gia` detto che vorremmo che l’ap-
plicazione finale del nostro utente fosse un raffinamento dei prototipi che
aveva realizzato, vorremmo quindi permettergli di recuperare lo sforzo fatto
nel realizzare il prototipo e non costringerlo a riscriversi tutto il codice re-
lativo alla comunicazione. Prevedere la distribuzione fisica significa fornire
gli strumenti che gli permettano di passare dalla fase di distribuzione logica
a quella di distribuzione fisica.
Comunicazione.
Gli agenti per loro natura sono distribuiti e caratterizzati da una comunicazione
di tipo asincrono. La comunicazione tra gli agenti coinvolge problematiche a
diverso livello di astrazione, come illustrato in [47]. Affinche´ la comunicazione
possa avvenire si devono definire:
 ontologie;
 linguaggio di comunicazione tra agenti;
 protocollo di trasporto.
Nelle fasi iniziali di progetto (prime iterazioni della spirale), e` naturale preoc-
cuparsi delle problematiche relative ad ontologie e linguaggio di comunicazione
7Per una definizione di cosa si intende con legacy software si veda il paragrafo “Integrazione
legacy software ” a pagina 21.
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tra agenti, una distribuzione logica degli agenti e` quindi piu` che sufficiente. Nelle
fasi successive cambiano le esigenze, i problemi che si affrontano coinvolgeran-
no anche aspetti relativi ai protocolli di trasporto sui quale i messaggi vengono
scambiati. Pensiamo ad una applicazione basata su agenti che fornisce degli assi-
stenti virtuali, e` abbastanza naturale pensare che questi assistenti possano girare su
hardware differente (palmari, cellulari, personal computer, portatili) e` ragionevole
pensare che un palmtop e cellulari impieghino differenti protocolli di comunica-
zione (es. WAP) rispetto al personal computer di casa con connessione a internet.
In domini applicativi come “l’assistente elettronico” che ci segue ovunque i pro-
tocolli di trasporto giocano un ruolo primario, e fornire soluzioni versatili implica
includere la progettazione di questo livello di comunicazione nel progetto.
Monitoring di agenti.
Una delle fasi che bisogna considerare in qualsiasi progetto e` il testing delle ap-
plicazioni sotto sviluppo, il monitoring dell’esecuzione degli agenti e` requisito
minimale al testing. In un ambiente distribuito si deve poter usufruire di qual-
che tool che presenti una visione complessiva dell’esecuzione distribuita, dando
almeno la possibilita` di osservare le comunicazioni fra gli agenti. In CaseLP il
problema del monitoring degli eventi che occorrono nell’esecuzione del sistema
sotto sviluppo era stato oggetto della tesi [50], si vorrebbero fornire strumenti
analoghi per D-CaseLP.
Simulazione.
Abbiamo gia` detto che D-CaseLP e` di fatto un’evoluzione di CaseLP e che un
tool di simulazione era gia` presente nella versione originale. In CaseLP era pos-
sibile simulare dei ritardi sui canali di comunicazione degli agenti. In futuro si
vorrebbe continuare a usufruire in D-CaseLP degli strumenti di simulazione in-
clusi in CaseLP e aggiungerne di piu` raffinati. Una estensione che in prospettiva
potrebbe rivelarsi utile e` la possibilita` di salvare e caricare in simulazione societa`
di agenti predefinite per effettuarne il testing e studiarne il comportamento. Que-
sta caratteristica potrebbe ad esempio facilitare lo studio di tecniche e modelli di
coordinazione tra agenti.
Integrazione legacy software.
Riteniamo che la capacita` d’integrare risorse e programmi precedentemente svi-
luppati (legacy software) sia fondamentale in ambiti applicativi dove la tecnolo-
gia ad agenti affianca software preesistente. A titolo di esempio, pensiamo ad
un‘applicazione per la gestione del traffico aereo, il cui principale obiettivo e` una
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razionalizzazione del traffico aeroportuale. Questo caso di studio e` stato analizza-
to da Kinny e altri in [38] come esempio per illustrare la metodologia BDI. Nella
soluzione descritta vi e` un agente Aircraft per ogni aereo, il quale interagisce con
un agente nella torre di controllo per contrattare l’ora di atterraggio. L’agente Air-
craft deve essere in grado di interagire con il sistema dell’aeroplano per svolgere i
propri compiti e prevedere a che ora potra` atterrare in aeroporto. In questo esem-
pio il sistema software dell’aereo si puo` considerare legacy software.
L’integrazione del legacy software non e` una problematica esclusiva dello svilup-
po dei sistemi ad agenti: sono allo studio da anni soluzioni per tali problematiche8.
Cio` che si puo` osservare e` che nelle applicazioni basate sul paradigma ad agen-
ti il problema viene accentuato dalla natura eterogenea dei risolutori, per causa
stessa della definizione di MAS data in 1.2. Probabilmente, fornire soluzioni per
una integrazione efficace, si puo` considerare come una precondizione affinche´ la
tecnologia ad agenti prenda piede al di fuori dei progetti di ricerca. Nell’articolo
[32] sono presentati tre approcci per agentificare il legacy software schematizzati





Figura 1.4: Tre modi per agentificare legacy software.
Transducer: accetta messaggi da altri agenti e li traduce in una forma com-
prensibile alla legacy application. Quindi accetta le risposte dell’applica-
zione e le spedisce utilizzando messaggi scritti secondo un linguaggio di
comunicazione per agenti (es. KQML);
Wrapper: interagisce con il legacy software , attraverso una maggiore coesione:
puo` esamininare, accedere, modificare direttamente le strutture dati della
legacy application;
8Si pensi ad esempio al successo della architetture three tier e middleware come CORBA che
nascono proprio per aiutare l’integrazione di software eterogeneo.
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Rewrite code: si riscrive l’applicazione legacy da capo. Si sceglie questa strada
nel caso in cui non sia possibile utilizzare nessuno dei precedenti approcci.
Per utilizzare un approccio a transducer e` necessario che l’applicazione sia in
grado di comunicare con l’esterno secondo qualche protocollo rispetto a cui l’a-
gente funge da interprete. Nel caso in cui non vi sia la possibilita` di interagire
con l’applicazione tramite un protocollo ma si disponga del codice sorgente, si
puo` costruire un wrapper. Tale approccio permette di effettuare chiamate dirette
alle procedure del software da integrare; non essendovi alcun protocollo puo` ri-
sultare piu` efficiente rispetto al primo. Anche se allo stato dei fatti all’interno di
D-CaseLP non trova spazio uno studio piu` approfondito di tali problematiche,
vista l’importanza in ambiti applicativi si prevede in futuro di analizzare il pro-
blema in modo piu` dettagliato. Riteniamo possa essere interessante fornire delle
linee guida metodologiche che aiutino a gestire l’integrazione del legacy software.
1.3.3 Linee guida metodologiche
In questa sezione illustriamo brevemente le linee guida che abbiamo seguito nelle
fasi iniziali della progettazione di D-CaseLP, iniziando dalla concettualizzazione
del software che da` Wieringa.
Concettualizzazione del software: Subject Domain, System e Context Boun-
dary.
Definizione 1.5 Il subject domain e` definito come l’insieme di tutti i soggetti dei
messaggi che passano dall’ environment al sistema.
Definizione 1.6 Con environment ci riferiamo all’ambiente in cui il sistema che
stiamo progettando e` posto.
Vediamo un esempio al fine di illustrare i due concetti: consideriamo un siste-
ma di monitoring di pazienti in un reparto ospedaliero. Includeremo nel subject
domain tutti i termini del dominio applicativo che sono rilevanti per il sistema,
quindi nel caso in cui un paziente stia male potremmo passare al sistema le in-
formazioni relative alla temperatura, il battito cardiaco del paziente, ecc. In tale
contesto l’environment sara` composto dal paziente, le apparecchiature di monito-
ring, le infermiere, i medici, e tutto cio` fa parte della realta` che stiamo cercando
di modellare. All’interno dell’ambiente possiamo individuare context boundary
e system boundary: abbiamo bisogno di questi due concetti in quanto nell’am-
biente non tutte le entita` saranno ugualmente significative per la progettazione del
sistema.
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Definizione 1.7 Il context boundary rappresenta il confine oltre il quale le entita`
che appartengono all’ambiente non sono cosı` rilevanti per i nostri scopi da essere
modellate.
Definizione 1.8 Il system boundary rappresenta il confine all’interno del quale le
entita` non vengono modellate ma progettate.
Continuando a ragionare con l’esempio del monitoring di pazienti, potremmo in-
cludere nel context boundary il monitor che campiona la pressione o il battito
cardiaco con una certa frequenza temporale. Dal momento che apperecchiatura
del genere si trovano in commercio e` ragionevole non progettarne una da capo ma
lavorare su un suo modello. Al contrario, la base di dati sulla quale registriamo i
campionamenti della pressione, essendo dipendente dai requisiti del progetto sia
la scelta delle informazioni da registrare nella base di dati, sia il formato e le asso-
ciazioni con cui rappresentiamo le informazioni9, sara` posta all’interno del system
boundary.
Definiamo ora come le informazioni attraversano un generico sistema una vol-
ta fissati i system e context boundary nell’environment. In figura 1.5, possiamo
individuare
Event: evento che ha luogo nell’ambiente circondante il sistema, di cui il sistema
deve tenere conto, per esempio il fatto che un paziente ha una crisi cardiaca.
Stimuli: ogni evento sollecita il sistema con uno o piu` stimoli che saranno elabo-
rati. Gli stimoli sono le informazioni sull’evento che abbiamo deciso essere
rilevanti, ad esempio battito del cuore, temperatura corporea, ecc...
Response: risposte in reazione agli stimoli che il sistema elabora, ad esempio
necessita` di dare un allarme.
Action: disposizioni che vengono attuate, agenti sull’ambiente del sistema in cor-
rispondenza delle risposte elaborate, es. accensione di una spia di allarme.
L’infermiera fara` parte dell’ambiente del sistema, la spia che si accende sara`
all’interno del context boundary.
9Consideriamo la scelta dei dati dipendente dai requisiti in quanto solo conoscendo quali inter-
rogazioni verranno effettuate sulla base di dati siamo in grado di determinare quali informazioni
sia necessario memorizzare. Anche il formato con cui memorizziamo i dati puo` essere dipendente
dai requisiti, almeno se con formato intendiamo lo schema delle tabelle in cui esprimiamo un dato









Figura 1.5: Schematizzazione dei concetti con cui viene caratterizzato il software
da Wieringa.
Function Refinement Tree (F.R.T.).
Un Function Refinement Tree e` una lista gerarchica delle funzionalita` che vo-
gliamo siano presenti nel sistema. Puo` essere rappresentato graficamente come
albero vero e proprio o in forma testuale come una lista indentata. Ogni nodo e`
etichettato con una funzione, le funzioni che etichettano nodi figli rappresentano
funzionalita` piu` specifiche rispetto alla funzionalita` che etichetta il nodo padre.
Vediamo alcune delle motivazioni che giustificano l’impiego dei function re-
finement tree.
 Chiarire system mission: definire brevemente quale sia lo scopo principale
del sistema che stiamo progettando. Il nodo radice del function refinement
tree dovrebbe essere la missione del sistema.
 Evitare il gold plating: impedire l’aggiunta di funzioni fantasiose e inutili
rispetto i requisiti durante le fasi successive.
 Evitare il function drift: impedire la perdita di alcune delle funzioni origi-
nariamente previste.
 Fornire una visione indipendente dall’implementazione: piche´ siamo a li-
vello di requisiti le funzionalita` devono essere vicine al linguaggio del domi-
nio applicativo, illustrando cosa vogliamo ottenere e non come lo vogliamo
ottenere.
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Un Function Refinement Tree dovrebbe essere costruito con la collaborazione
del cliente. `E consigliabile annotare ognuna delle funzioni desiderate nel sistema
su un post-it, e organizzare gerarchicamente i post-it concludendo il raffinamento
quando il livello di dettaglio delle funzioni non e` piu` comprensibile dal cliente.
Linee guida: modellazione dell’ambiente e analisi dei requisiti.
L’approccio illustrato da Wieringa per sviluppare software ad oggetti, si compone
di quattro attivita` principali10:
Specifica dei requisiti: fase in cui si individuano e specificano i requisiti, tramite
use case diagram e Function Refinement Tree.
Modellazione dell’ambiente: si fornisce una descrizione dell’ambiente in cui
il software dovra` operare, di solito si costruisce un Entity Relationship
Diagram.
Progettazione dell’architettura: gli use case sono analizzati per definire l’archi-
tettura del sistema e suddividerla in sotto parti. I diagrammi tipici in questa
fase sono class diagram, statechart, interaction diagram.
Implementazione del progetto: si associano le classi all’architettura del sistema
attraverso component diagram e si mostra come le componenti sono allocate
nei nodi fisici della rete.
Le fasi sopra descritte non avvengono tutte sequenzialmente, la specifica dei
requisiti e la modellazione dell’ambiente vanno di pari passo. L’ambiente in cui il
sistema e` posto viene modellato al fine di comprendere i requisiti del sistema. L’i-
dea e` che il sistema sotto sviluppo debba aiutare l’ambiente a raggiungere i propri
obiettivi ed i requisiti siano quindi una derivazione delle esigenze dell’ambiente.
Continuando sull’esempio del monitoring di pazienti, non e` detto che il model-
lo dell’ambiente si limiti a considerare la strumentazione presente in reparto col
quale il sistema deve interagire. Potrebbe risultare utile estendere l’ambiente al-
l’organizzazione del personale per avvertire le persone ”giuste” a seconda del tipo
di emergenza che si presenta. Cosa viene incluso nel modello e cosa no dipende
da dove si pone il Context Boundary.
Le linee guida dettano principi che possono aiutare a verificare la bonta` della pro-
gettazione effettuata. Per esempio il criterio di Traciability, dice che deve essere
possibile seguire il trasformarsi degli eventi in stimoli, risposte e azioni all’interno
dei differenti livelli di dettaglio, man mano che si completa la progettazione. Cio`
che si vuole, e` poter verificare come evolvono le cose all’interno delle specifiche
10I diagrammi di seguito nominati si riferiscono alla notazione UML [48].
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quando si verifica un certo evento, e poter scegliere a quale livello di dettaglio
guardare. Possiamo quindi vedere il sistema come se fosse formato da un certo
numero di strati annidati. Ogni strato rappresenta una visione del sistema ad un
livello di astrazione differente. Vorremmo essere in grado di determinare come
si trasformano le informazioni dello strato precedente man mano che passiamo
agli strati piu` interni. Considerato che ogni livello di astrazione e` descritto con
diagrammi differenti, il principio di traciability si applica in ultima istanza ai dia-
grammi. Per esempio, nella fase di progettazione dell’architettura, si dovra` porre
attenzione che il class diagram offra le funzionalita` per realizzare ogni use case,
associando ad ogni use case le classi, le operazione e i metodi11 che realizzano lo
use case.
1.3.4 Un Function Refinement Tree per D-CaseLP
Abbiamo costruito un function refinement tree per D-CaseLP al fine di deli-
neare i requisiti che volevamo includere nel progetto cercando di includere tut-
te le funzionalita` che dovevano essere fornite, se non in un futuro immediato, in
prospettiva.
1. Modellazione del MAS e creazione di codice per il prototipo di MAS.
(a) Modellazione ed integrazione di componenti riutilizzabili (indipen-
denti dall’applicazione).
i. Modellazione ed integrazione di architetture.
ii. Modellazione ed integrazione di ruoli (role models).
iii. Modellazione ed integrazione di ontologie.
(b) Istanziazione del MAS.
i. Scelta dei ruoli necessari nel MAS.
ii. Scelta dei protocolli tra i vari ruoli.
iii. Istanziazione della classi.
A. Scelta dei ruoli che caratterizzano ogni classe.
B. Scelta della architettura che caratterizza la classe, ed istanzia-
zione del “programma” che caratterizza la classe.
11Si considerano gli uni o gli altri a seconda di quanto sia astratto il class diagram che si sta
analizzando. Alla fine del design del progetto, il class diagram sara` completo con tutte le classi e
i relativi metodi; quindi si potra` effettuare una verifica su di essi. Nelle fasi iniziali della proget-
tazione, si disporra` di classi e operazioni piu` astratte, in cui non sara` ancora chiara l’associazione
funzionalita`-operazioni-metodi.
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iv. Istanziazione delle ontologie.
v. Istanziazione del MAS (architettura statica del MAS): definizione
delle istanze di agenti mediante istanziazione dello “stato”.
(c) Creazione delle specifiche/eseguibili.
i. Controllo statico della sintassi del “programma” che caratterizza
le classi e dello “stato” che caratterizza le istanze di agenti.
ii. Creazione automatica del codice eseguibile delle istanze degli
agenti.
2. Realizzazione e validazione di un prototipo della applicazione sotto svilup-
po.
(a) Installazione degli strumenti offerti da D-CaseLP.
 Supporto all’installazione via procedure di installazione.
 Documentazione per l’installazione e l’utilizzo.
(b) Implementazione prototipo del MAS.
i. Integrazione.
 Integrazione legacy software.
 Integrazione semantica.
ii. Supporto alla comunicazione.
iii. Supporto alla mobilita`.
(c) Monitoraggio e Simulazione dell’esecuzione del prototipo del MAS.
i. Configurazione dell’esecuzione.
 Come distribuire gli agenti.
 Dove recuperare il codice degli agenti.
ii. Monitoring grafico.
 Visualizzazione della distribuzione degli agenti.
 Visualizzazione delle comunicazioni fra gli agenti.
iii. Strumenti di simulazione.
 Parametri della simulazione.
– Ritardi sui canali di comunicazione o canali inaffidabili.
– Input agli agenti in simulazione.
– Attivazione degli agenti durante la simulazione.
– Gestione del tempo.




3. Implementazione della applicazione finita.
4. Utilizzo della applicazione finita.
Suddivisione del lavoro.
Il functional refinement tree e` divisibile in due parti:
1. Modellazione del MAS e creazione di codice per il prototipo di MAS.
2. Realizzazione e validazione di un prototipo e dell’applicazione finita.




















Figura 1.6: Un prima suddivisione del progetto D-CaseLP.
M-CaseLP. Nel quale sono affrontati gli aspetti metodologici con i seguenti
obiettivi:
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 integrare la metodologia proposta in CaseLP con tecniche di role
modeling12;
 definire una notazione derivata da UML (Ag-UML) per specificare gli
agenti;
 fornire indicazioni sulle problematiche relative alla traduzione semiau-
tomatica delle specifiche Ag-UML in agenti prototipali.
D-CaseLP. Nel quale si trovano tutti gli aspetti relativi all’esecuzione degli
agenti prototipali, nell’intento di fornire un ambiente in cui si possano
 distribuire ed eseguire gli agenti;
 accedere a strumenti per il testing durante l’esecuzione agenti;
 accedere a funzionalita` di simulazione che siano supporto all’esecu-
zione ed il testing degli agenti.
Come illustrato in figura 1.6 gli agenti descritti nella specifica Ag-UML vengo-
no tradotti in agenti prototipali (Ag-Prolog o Ag-Java) attraverso una traduzione
semiautomatica, dopo di che, possono accedere alle funzionalita` di D-CaseLP
attraverso l’interfaccia astratta delle primitive di comunicazione. L’ambiente for-
nito in D-CaseLP oltre a tutte le funzionalita` di testing e simulazione, offrira`
l’implementazione di queste primitive.
La suddivisione in M-CaseLP e D-CaseLP corrisponde a grandi linee anche
a come ci siamo suddivisi i compiti all’interno del nostro gruppo di lavoro. Stefa-
no Miglia e Alessandro Rolando si occuperanno delle problematiche correlate ad
M-CaseLP. In particolare, Stefano Miglia degli aspetti relativi la definizione del-
la metodologia, la notazione con cui esprimere gli agenti Ag-UML e la traduzione
automatica. Alessandro Rolando si occupera` di arricchire la libreria di compo-
nenti, implementando alcune architetture per agenti di supporto alla progettazio-
ne e traduzione semiautomatica. Invece, le problematiche inerenti a D-CaseLP
saranno trattate in questo lavoro di tesi, focalizzandosi prima di tutto sulla comu-
nicazione e distribuzione degli agenti. Tutti gli aspetti vengo coordinati e seguiti
dalla dottoressa Viviana Mascardi e il professor Maurizio Martelli sulla base degli
obiettivi e l’esperienza CaseLP.
Ovviamente l’albero definito sopra e` solo una prima approssimazione dei re-
quisiti del progetto D-CaseLP, ci aspettiamo che la struttura e il contenuto del-
l’albero subisca delle modifiche durante il progetto in funzione dell’emergere di
nuove esigenze.
12Role modeling e` la modellazione che si basa sul concetto di ruolo, per il quale una entita` sia
essa agente o oggetto offre delle funzionalita` in base ai ruoli che in un certo istante gioca.
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1.3.5 Un’interfaccia astratta per far comunicare gli agenti
L’esigenza di suddividere il lavoro in piu` tesi, ha portato a definire come anello
di congiunzione tra la progettazione-specifica degli agenti e l’esecuzione di questi
un’interfaccia astratta di comunicazione. L’interfaccia e` l’insieme delle primitive
con le quali gli agenti comunicano ed hanno la possibilita` di fornire e richiede-
re servizi. Le primitive di cui si compone l’interfaccia sono elencate in tabella
1.1, tutte hanno un parametro msg che svolge una funzione differente a seconda




Tabella 1.1: primitive di comunicazione degli con cui possono comunicare gli
agenti D-CaseLP.
che sia il argomento di una primitiva di ricezione o si spedizione. In entrambi i
casi il parametro msg fara` riferimento ad un qualche Agent Comunication Lan-
guage (ACL). Senza entrare troppo nei dettagli, un messaggio scritto in un ACL
da un punto di vista astratto corrisponde ad una tupla di coppie etichetta-valore
rappresentati informazioni quali
 il destinatario del messaggio che supponiamo contrassegnato dall’etichetta
:receiver;
 il mittente del messaggio che supponiamo contrassegnato con :sender;
 l’atto comunicativo che si vuole esprimere con il messaggio contrassegnato
con :performative);
 il corpo del messaggio contrassegnato con :body.
Un semplice esempio di messaggio scritto in un ACL fittizzio, potrebbe essere:
(:sender Pippo, :receiver Pluto,
:performative Richiesta,
:body "Una cassa di mele")
Questo messaggio esprime tre cose:
1. un agente di nome “Pippo” comunica con l’agente di nome “Pluto”;
2. la comunicazione corrisponde ad un atto di tipo “Richiesta”;
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3. la richiesta riguarda una cassa di mele.
Mentre ci aspettiamo che il msg parametro della primitiva di send sia una tupla
con tutte o quasi le componenti istanziate13, nel caso delle primitive di ricezione,
in genere non e` cosı`. Di solito un agente in ricezione non puo` specificare tutti i
campi del messaggio che aspetta perche´ non li conosce: magari conosce la tipolo-
gia di messaggio che sta aspettando (es. una richiesta) o il mittente del messaggio
nel caso voglia servire qualcuno in particolare, ma di solito e` interessato a sele-
zionare i messaggi che gli arrivono. Per permettere cio` i msg delle primitive di
ricezione possono essere tuple del tipo precedentemente decritto ma con qualche
campo vuoto, in modo da rappresentare una specie di schema per i messaggi che
si desiderano selezionare ad un certo punto della computazione. Alla base della
selezione dei messaggi vi e` il meccanismo del Pattern Matching, il quale parten-
do da un messaggio parzialmente istanziato, lo schema di messaggio detto anche
pattern, individua quali sono i messaggi compatibili con esso. Facciamo un esem-
pio, abbiamo l’agente “Pluto” di prima, che e` un fornitore di frutta, ed e` quindi
interessato ad tutte le richieste da parte di tutti gli utenti. Tale agente specifichera`
nel parametro msg qualcosa del tipo
(:sender *, :receiver Pluto,
:performative Richiesta, :body *)
dove lo ’*’ individua l’assenza di un valore nel campo14. Il primo messaggio
compatibile con lo schema scelto sara` cosı` selezionato all’interno della mailbox e
restituito dalle primitive di ricezione in un parametro di ritorno o sovrascrivendo
il parametro che individuava lo schema.
1.3.6 Dalle specifiche in Ag-UML all’esecuzione in D-CaseLP
In questa sezione descriviamo piu` dettagliatamente l’iter di massima che gli svi-
luppatori potranno seguire nella realizzazione dei loro sistemi multi-agente.
Tralasciando gli aspetti legati al processo di progettazione che coinvolgono la
metodologia M-CaseLP, in figura 1.7 abbiamo illustrato uno schema che fornisce
l’idea di come avviene la traduzione a partire dalle specifiche di agente espresse in
notazione Ag-UML fino agli agenti prototipali. Le specifiche di agenti in Ag-UML
contengono l’indicazione su quali carateristiche (es. ruoli, architetture per agen-
ti, protocolli d’interazione per gli agenti) sono state attribuite all’agente durante
13Nell’esempio le specifichiamo tutte anche perche` l’ACL che stiamo utilizzando e` molto sem-
plice. In genere negli ACL realmente utilizzati per la comunicazione fra agenti vi sono ontologie
ed altre informazioni (es. un riferimento al protocollo d’interazione utilizzato).
14Si sarebbe potuto anche lasciare uno spazio bianco o utilizzare un altro carattere purche´ non























Figura 1.7: Iter seguito in M-CaseLP.
la prima fase di progettazione del MAS. Ipotizziamo che la libreria delle com-
ponenti contenga tutte le implementazioni delle componenti che compaiono nelle
specifiche Ag-UML di un certo agente e che di conseguenza la traduzione auto-
matica consista essenzialmente nell’assemblare le realizzazioni di tali componen-
ti pescando dalla libreria. In prima approssimazione si e` prevista una traduzione
semi-automatica delle specifiche Ag-UML che fornisce degli “scheletri” ai quali
si dovra` aggiungere la logica dipendente dal dominio secondo le esigenze della
soluzione che si sta approntando. Gli agenti prototipali Ag-Prolog e Ag-Java
sono agenti scritti rispettivamente in codice Prolog e Java.
Facciamo un semplicissimo esempio per chiarire il tipo di intervento che ci
aspettiamo dall’utente.
Si consideri una specifica di agente nella quale si sia indicato l’utilizzo di una
certa architettura. La parte di traduzione che possiamo ottenere in modalita` au-
tomatica e` limitata all’inserimento dell’implementazione dell’engine dell’archi-
tettura nel codice dell’agente, mentre il program e lo stato dell’agente essendo
dipendenti dalla particolare soluzione e dal dominio applicativo non sono cono-
sciuti a priori. Il program e lo stato dell’agente in questo caso rappresentano la
logica dipendente dal dominio applicativo, l’unico in possesso di tale logica e` il
progettista, ed e` quindi lui che dovra` interagire con il processo di traduzione per
fornirla. Le informazioni ottenute grazie all’intervento dell’utilizzatore possono
essere viste come la logica del dominio con cui si specializzano le componenti
generiche indipendenti dal dominio.






































Figura 1.8: Iter seguito in D-CaseLP.
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dopo la creazione degli agenti prototipali. Lo scopo di questa parte di iter e` ag-
giungere agli agenti prototipali le informazioni neccessarie alla loro esecuzione
nel Run-Time D-CaseLP. Si prevede una fase di preprocessing in cui tenendo
conto degli eventuali parametri di simulazione viene manipolato il codice degli
agenti al fine di aggiungere i layer di comunicazione/esecuzione ed ottenere del
codice eseguibile con l’ausilio del D-CaseLP run-time. Durante l’esecuzione del
run-time sara` possibile accedere a strumenti di monitoring degli agenti, utili alla
verifica del corretto funzionamento del MAS sotto sviluppo. A seconda dell’esito
di tale esecuzione si andra` a ritoccare il codice degli agenti, i parametri di simu-
lazione o nel caso in cui i problemi riscontrati coinvolgano la prima parte della
progettazione del MAS le specifiche Ag-UML. Gli schemi dell’iter presentati in
questa fase hanno lo scopo di dare un’idea di come si potra` procedere nell’uti-
lizzo del tool da noi prodotto una volta completato, ovviamente in questa fase di
progetto non si puo` che dare un iter di massima. Si avra` cura di precisare le mo-
difiche a cui sottoporre gli schemi man mano che si individueranno gli strumenti
le funzionalita` saranno offerte.
Nei prossimi capitoli verra` illustrato lo studio di realizzazione del tool D-
CaseLP considerando diversi strumenti per realizzare la distribuzione e la co-
municazione degli agenti Ag-Prolog e Ag-Java.
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Capitolo 2
Valutazione di CORBA per
realizzare MAS
In questo capitolo illustriamo lo studio della distribuzione degli agenti in
D-CaseLP utilizzando gli strumenti offerti da CORBA. Nelle prime sezioni si
introducono i concetti e le principali caratteristiche di CORBA, successivamen-
te al fine di individuare un insieme minimale delle funzionalita` da realizzare si
presenta un sottoinsieme del F.R.T descritto nel capitolo precedente. Si conclude
illustrando un primo design della comunicazione realizzata in CORBA, cercan-
do di evidenziare se e quanto gli strumenti offerti da CORBA siano adatti alla
realizzazione del nostro tool.
CORBA gode di una certa popolarita` come tecnologia per integrare compo-
nenti distribuite ed eterogenee. Queste caratteristiche hanno spinto alcuni ricerca-
tori fra i quali Jennings, Sycara e Wooldridge in [35] a candidare il middleware
per oggetti come strumento per la distribuzione di agenti eterogenei. Il capitolo ha
come obiettivo dare gli strumenti che permettano di rendersi conto delle difficolta`
legate all’utilizzo di CORBA, affinche´ appaia evidente quanto un middleware per
oggetti sia di per se´ inadeguato al fine di offrire la distribuzione degli agenti1 e
scoraggiare da tale impresa chi si trovi a sviluppare la distribuzione di agenti sotto
ipotesi progettuali simili alle nostre.
2.1 CORBA
Come illustrato in [59], i fattori che hanno decretato un generale interesse ver-
so strumenti come CORBA vanno ricercati nel crescente utilizzo di applicazioni
1Cio` non esclude che riempendo la differenza di astrazione che intercorre tra la comunicazione
client-server e quella peer-to-peer si possa utilizzare CORBA per realizzare la comunicazione tra
agenti.
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distribuite su reti eterogenee. Emblematico esempio di questo interesse e` il feno-
meno Internet e l’impatto che questa tecnologia ha avuto sul lavoro di milioni di
persone. Internet e` a tutti gli effetti una rete eterogenea: incorpora un insieme di
tipi di reti svariato (Ethernet, TCP/IP, Novell Netware) con differenti protocolli e
differente hardware (workstation e server UNIX, PC Microsoft Windows, Apple
Macintosh).
La convivenza di reti eterogenee puo` aumentare la flessibilita` del sistema produt-
tivo. Giusto per dare un’idea di quali vantaggi siano legati all’eterogeneita` delle
reti, consideriamo il sistema informatico di una grande azienda. `E plausibile che
una grande azienda sia suddivisa in reparti o divisioni: ogni divisione avra` compiti
specifici, e potrebbe aver bisogno di strumenti informatici (hardware o software)
differenti dalle altre. Allo stesso tempo, essendo le divisioni parti della stessa
azienda e` ragionevole prevedere che vi sia la necessita` di condividere alcune ap-
plicazioni per le procedure ed i compiti comuni a tutte le divisioni. Poter scegliere
strumenti eterogenei e poterli integrare fra di loro, significa avere la possibilita` di
utilizzare software e hardware ad hoc per i compiti di ogni singolo reparto o strut-
tura, offrendo allo stesso tempo procedure di fatturazione o richiesta d’acquisto
unificate attraverso un applicativo condiviso da tutte le componenti dell’azienda.
Nell’aprile del 1989 su iniziativa di alcune aziende (Canon, 3Com Corporation,
Sun Microsystems, ecc.) si forma l’ Object Management Group (OMG). Il do-
cumento costitutivo include fra gli obiettivi dell’organizzazione la produzione di
specifiche e linee guida al fine di fornire un strutturazione del software comune e
favorire la progettazione e lo sviluppo di applicazioni interoperanti. Fra le speci-
fiche che sono state fino ad oggi prodotte vi sono la Object Model Architecture
(OMA), la Common Object Request Broker Architecture (CORBA) e la Unified
Modeling Language (UML). La prima delle tre specifiche ha come obiettivo dare
un modello delle applicazioni ed individuare una certa strutturazione delle com-
ponenti; la seconda specifica descrive un middleware con il quale le componenti
possono comunicare; la terza specifica definisce una notazione grafica che puo` es-
sere utilizzata per la descrizione delle specifiche. Essendo fra gli scopi di questa
tesi la distribuzione degli agenti e non la specifica di essi, nelle prossime sezioni
analizzeremo solo due delle precedenti specifiche: l’OMA e CORBA.
2.1.1 Object Management Architecture (OMA)
Come illustrato in [59] il OMA e` un modello che indica come sviluppare ed impie-
gare oggetti distribuiti interoperanti in un ambiente eterogeneo. In questo modello
ogni oggetto e` incapsulato in una entita` con una immutabile identita`. I servizi che
offre possono essere acceduti esclusivamente tramite una ben definita interfaccia,
allo stesso tempo l’implementazione dei servizi dell’entita` e la locazione della
stessa sono trasparenti all’entita` cliente. Il modello OMA e` composto da un Ob-
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ject Model ed un Reference Model. Il primo definisce i concetti che sono alla base
della specifica, illustrando l’accezione in cui sono utilizzati termini come identita`,
richiesta, operazione, tipo, segnatura, ecc. Il secondo descrive la suddivisione in
componenti e le interazioni in cui sono coinvolti. In figura 2.1 vi e` una schema-
tizzazione del reference model in cui la componente principale, Object Request
Broker (ORB), e` responsabile della comunicazione tra clienti ed oggetti. Le altre
componenti individuano quattro tipologie di interfacce per entita`/oggetti:
Object Services: interfacce di oggetti indipendenti dal dominio applicativo che
offrono servizi di utilita` generale alle altre entita`. Esempi di tali servizi in
CORBA sono il Name Service ed il Trading Service. Il primo permette ai
clienti di trovare gli oggetti in base all’identificativo, il secondo in base ad
una descrizione dei servizi offerti.
Common Facilities: sono interfacce di oggetti orientate alle applicazioni. Rien-
trano in questa tipologia le interfacce che permettono l’iterscambio di ogget-
ti fra un applicativo ed un’altro sulla base di un modello di documento. Un
esempio sono le interfacce che permettono di inserire un foglio di calcolo
in un documento prodotto con un elaboratore di testi.
Domain Interfaces: sono interfacce che analogamente alle common facilities e
agli object services forniscono servizi, solo che le facilitazioni fornite so-
no legate a domini applicativi specifici, quali telecomunicazioni, domini
finanziari, ecc.
Application Interfaces: sono interfacce sviluppate per apposite applicazioni. Es-
sendo le funzionalita` offerte fortemente dipendenti dalle particolari appli-
cazioni, OMG non si occupa di produrre interfacce standard per questa
categoria.
2.1.2 Terminologia in CORBA
Di seguito riportiamo la terminologia presentata in [54], la quale introduce i ter-
mini che usualmente si usano per parlare della tecnologia e dei concetti propri di
CORBA. Tale terminologia ci aiuta a comprendere quale sia il ciclo di vita de-
gli oggetti CORBA, e come le richieste siano servite attraverso l’associazione tra
servant e CORBA object.
CORBA object: un’entita` virtuale che possiede un identificatore univoco. Attra-
verso questo identificatore l’ORB e` in grado di consegnare le richieste dei











Figura 2.1: Il Reference Model dell’OMA.
Servant: l’entita` che fornisce l’implementazione dei servizi indicati in un COR-
BA object. Il CORBA object riceve le richieste di servizi da parte di una
entita` cliente. Ad ogni CORBA object e` associato almeno un servant che
fornisce l’implementazione delle operazioni delle quali si fa richiesta. In
CORBA sono previsti differenti linguaggi con cui implementare i servant:
Ada, C, C++, Java, Cobol, ecc. Per i linguaggi che sono orientati agli
oggetti esiste una corrispondenza tra i metodi dell’oggetto e l’implemen-
tazione dei servizi. Nei linguaggi non orientati agli oggetti, il servant e`
implementato come un insieme di funzioni per manipolare dati; ad esempio
in C, un servant potrebbe essere implementato con una struttura. Proprio
perche´ non sono i CORBA object ad eseguire le richieste si definiscono
“entita` virtuali”.
Skeleton: entita` che nelle invocazioni statiche permette la connessione di un ser-
vant con un Object Adaptor (OA). Ad esempio, in C, uno skeleton e` una
collezione di puntatori a funzioni dei servant; in C++ uno skeleton e` una
classe dalla quale tutti i servant per un certo CORBA object devono essere
derivati.
Stub: controparte dello skeleton, che permette ai clienti di fare richieste al COR-
BA object.
Object Id: e` un identificatore unico all’interno di un Object Adaptor specifica-
to dal sistema o dall’utente. Non si richiede quindi che tale identificatore
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sia universalmente unico, e` sufficiente una unicita` entro il singolo processo
server.
Activation: e` l’atto di attivare un CORBA object. Affinche´ le richieste dei clienti
possano essere soddisfatte e` necessario che al CORBA object sia associato
almeno un servant.
Deactivation: l’atto opposto dell’activation, richiede che sia distrutta l’associa-
zione tra CORBA object e servant. La deactivation non implica la distruzio-
ne del CORBA object, infatti, un CORBA object puo` essere riattivato dopo
una disattivazione. La disattivazione puo` implicare, tuttavia, la distruzione
del servant legato al CORBA object che si sta disattivando.
Incarnation: l’atto di associare un servant ad un CORBA object. In altre pa-
role, la incarnation fornisce un “corpo” con le necessarie implementazioni
all’oggetto virtuale CORBA object.
Etherealization: e` l’atto che distrugge l’associazione tra CORBA object e ser-
vant. Dopo l’eterealizzazione il CORBA object continua ad esistere come
entita` virtuale, ma non avendo servant, e quindi corpo, non puo` portare a
termine le richieste.
Active Object Map: e` una tabella che tramite l’object adapter mantiene l’asso-
ciazione tra CORBA object e i suoi servant. I CORBA object attivi sono
identificati in tabella con il loro Object Id.
L’interazione tra gli oggetti nelle applicazioni CORBA si basa su un model-
lo di tipo client-server; questo, abbinato a concetti propri della programmazione
orientata agli oggetti, fornisce un modello che prevede l’esistenza di un oggetto
“client” ed un oggetto “server”. CORBA e` spesso utilizzato quando vi sono mo-
duli che devono interagire scritti in differenti linguaggi d’implementazione. Tale
impiego e` una conseguenza all’utilizzo dell’Interface Definition Language, una
specie di lingua franca con quale possono interagire le differenti entita`. In pratica,
ad ogni CORBA object e` associata un’interfaccia IDL che descrive quali servizi
sono offerti ed a partire da essa si generano i due moduli stub e skeleton.
Abbiamo detto che OMG gestisce unicamente la produzione e l’aggiornamento
delle specifiche, esistono di conseguenza differenti implementazioni di tali spe-
cifiche, alcune commerciali e altre sotto licenza General Public Licence (GPL).
Inizialmente l’esistenza di differenti implementazioni abbinata all’assenza di una
specifica del formato con cui interagiscono oggetti e ORB aveva fatto emergere
formati proprietari che impedivano di fatto l’interazione tra le differenti imple-
mentazione dell’ORB. Questo problema e` stato superato con CORBA 2.0, gra-
zie all’introduzione di un’architettura e protocollo per l’iteroperabilita` tra ORB
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denominata General Inter-ORB Protocol (GIOP). Il blasonato Internet Inter-Orb
Protocol (IIOP) non e` altro che l’istanza del (GIOP) su un trasporto TCP/IP.
2.1.3 La comunicazione tra client e server in CORBA
Al fine di prendere confidenza con la tecnologia CORBA abbiamo programmato
un primo semplice esempio in cui abbiamo un cliente e un server. Il server ha fra
i suoi servizi una funzione che stampa un messaggio sul terminale della macchina
sulla quale risiede, mentre il client si limita a spedire un certo numero di richieste.
Questo esempio e` stato realizzato con l’implementazione di CORBA Orbacus
[49], distribuita liberamente almeno per utilizzi non commerciali, basandosi sulla
documentazione disponibile al download [34].
In figura 2.2 sono illustrate le componenti coinvolte in una richiesta di servizio
ad un CORBA object.
La richiesta di servizio parte dal client; il client conosce l’interfaccia dei servi-
zi del server e attraverso l’IDL stub e` in grado di formulare la richiesta dei servizi
al CORBA object. La richiesta viene consegnata dall’ORB il quale coopera con
l’Object Adapter al fine di assicurare che arrivi all’appropriato servant. L’ Ob-
ject Adapter e` responsabile del processo di activation e deactivation dei CORBA
object e di incarnation e etheralization dei servant. `E l’Object Adapter che ge-
nera i riferimenti agli oggetti ad esso registrati. Dopo aver individuato il servant
destinatario della richiesta, attraverso l’ IDL skeleton vengono passati i parametri
della richiesta alle funzioni offerte dal servant. Gli eventuali parametri di ritorno
frutto dell’elaborazione del servizio vengono direttamente restituiti al client che
















Figura 2.2: Componenti coinvolti in una comunicazione client-server CORBA.
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In realta` questo non e` l’unico modo in cui puo` avvenire la comunicazione, vi
sono infatti due modi per effettuare l’invocazione di un servizio di un CORBA
object:
 tramite invocazione statica;
 tramite invocazione dinamica.
Fino ad ora abbiamo discusso di comunicazioni di tipo client-server, nelle qua-
li le interfacce dei servizi offerti dal server erano fissati staticamente a tempo di
compilazione. Questo tipo di invocazione appartiene alla prima delle due cate-
gorie. Esiste la possibilita` di effettuare invocazioni dinamiche grazie all’impie-
go della Dynamic Invocation Interface (DII) e della Dynamic Skeleton Interface
(DSI). La DII permette ad un’applicazione cliente di effettuare richieste ad un og-
getto senza avere nessuna conoscenza a tempo di compilazione dei servizi da esso
offerti mentre la DSI permette di scrivere i server senza che lo skeleton debba
essere staticamente compilato con il codice del server. Il procedimento con cui
avviene l’invocazione dinamica e` simile al precedente solo che al posto dell’IDL
skeleton e dell’IDL stub vengono impiegate la DSI e la DII. La comunicazione
dinamica offre la possibilita` a tempo di esecuzione di scoprire nuovi oggetti e
utilizzare i servizi ad essi associati.
2.1.4 Servizi CORBA
L’Object Managment Group (OMG) definisce un certo numero di servizi sotto le
Object facilities che sono in generale utili allo sviluppo di applicazioni. Come per
tutte le specifiche OMG, e` compito dei produttori fornire delle implementazioni a
cio` che e` stato specificato. Elenchiamo alcuni dei servizi previsti:
Name Service: permette di registrare e rendere accessibili oggetti tramite un iden-
tificativo.
Event Service: fornisce un meccanismo attraverso il quale gli oggetti CORBA
possono spedire e ricevere eventi.
Object Trade Service: e` simile al Name Service, solo che permette di registra-
re e individuare i servizi offerti da un oggetto invece che la locazione via
identificativo.
Time Service: servizio che abilita l’utente ad ottenere un’ora corrente condivisa
da tutti gli oggetti CORBA.
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Security Service: interfacce attraverso le quali si accede alle funzionalita` di si-
curezza come l’identificazione e l’autenticazione degli utenti, le autoriz-
zazioni che essi hanno e strumenti come la firma digitale per ottenere la
Non-repudiation2.
Tali strumenti vengono solitamente distribuiti in moduli separati dall’ORB, e
vengono denominati CORBA service.
2.2 Primo design
Lo scopo di questa sezione e` illustrare a livello astratto come potrebbero esse-
re utilizzate le funzionalita` offerte da CORBA per implementare gli strumenti
previsti in D-CaseLP.
2.2.1 Funzionalita` da fornire nell’immediato
Innanzi tutto abbiamo cercato di definire un sottoinsieme di funzionalita` da realiz-
zare nel primo prototipo del tool D-CaseLP a partire dal sottoinsieme del Func-
tion Refinement Tree inerente a questa tesi (seconda parte del F.R.T. presentato in
sezione 1.3.4). L’idea e` evidenziare quelle che considereremo un nucleo di funzio-
nalita` indispensabili dal quale partire nella valutazione di come e quanto CORBA
ci aiuti nella realizzazione del nostro progetto.
Commentiamo brevemente le funzionalita` foglia evidenziate in grassetto nel-
l’albero in figura 2.3, in modo da dare per ognuna qualche idea di come potrebbe
essere ottenuta e se vi siano strumenti offerti da CORBA che ci aiutino nella loro
realizzazione.
Documentazione per l’installazione e utilizzo.
`E ovvio che se si vuole fornire uno strumento di una qualche utilita` a terzi, e` ne-
cessario inserire tra gli obiettivi di progetto di D-CaseLP la produzione di una
documentazione ragionevolmente chiara su come si installano ed si utilizzano i
pacchetti software che si produrranno. Nel caso in cui si decida effettivamente di
realizzare il tool di esecuzione e simulazione in CORBA, si produrra` un manuale
d’installazione in cui per cio` che riguarda l’installazione del run-time CORBA
si fara` riferimento al manuale utente della particolare implementazione utilizzata
2La Non-repudiation e` il principio secondo cui un cliente che richiede un servizio, non puo`
successivamente sostenere di non averlo richiesto.
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1. Modellazione e creazione di codice per il prototipo del MAS.
... ... ...
2. Realizzazione e validazione di un prototipo della applicazione sotto
sviluppo.
(a) Installazione degli strumenti offerti da D-CaseLP.
 Supporto all’installazione via procedure di installazione.
 Documentazione per l’installazione e l’utilizzo.
(b) Implementazione prototipo del MAS.
i. Integrazione
 Integrazione legacy software.
 Integrazione semantica.
ii. Supporto alla comunicazione.
iii. Supporto alla mobilita`.
(c) Monitoraggio e Simulazione dell’esecuzione del prototipo del
MAS.
i. Configurazione dell’esecuzione.
 Come distribuire gli agenti.
 Dove recuperare il codice degli agenti.
ii. Monitoring grafico.
 Visualizzazione della distribuzione degli agenti.
 Visualizzazione delle comunicazioni fra gli agenti.
iii. Strumenti di simulazione.
 Parametri della simulazione.
– Ritardi sui canali di comunicazione o canali inaffidabili.
– Input agli agenti in simulazione.
– Distribuzione degli agenti durante la simulazione.
– Gestione del tempo.
 Supporto per la visualizzazione dei risultati.
– Visualizzazione On-Line.
– Visualizzazione Off-Line.
3. Implementazione della applicazione finita.
4. Utilizzo della applicazione finita.
Figura 2.3: FRT con evidenziate le funzionalita` che saranno supportate dal primo
prototipo di D-CaseLP. 44
(Orbacus), mentre per i package da noi prodotti si specifichera` dove andran-
no collocati e come dovranno essere utilizzati in documentazione completamente
nuova.
Supporto alla comunicazione.
La questione centrale fra le problematiche della tesi e` come implementare la di-
stribuzione degli agenti derivanti dalla specifica secondo la metodologia CaseLP
o D-CaseLP. Abbiamo impostato il lavoro in modo da racchiudere l’interazione
tra i livelli di specifica ed il livello di comunicazione in una unica interfaccia pre-
sentata in tabella 1.1; tale interfaccia nasce appunto come anello di congiunzione
fra la specifica e l’esecuzione. La questione quindi si trasforma in come imple-
mentare le primitive di comunicazione appartenenti all’interfaccia. Si rimanda la
discussione alla sezione 2.2.2.
Come distribuire gli agenti e dove recuperare il codice degli agenti.
Con queste funzionalita` intendiamo la possibilita` di indicare con quale codice e
su quali macchine gli agenti devono essere attivati. CORBA non offre strumen-
ti propri sull’attivazione di processi in remoto, dovremo quindi appoggiarci agli
strumenti offerti dal sistema operativo sul quale le applicazioni verranno eseguite
o programmare noi delle applicazioni che forniscano un “front-end”3.
Visualizzazione delle comunicazioni fra gli agenti.
Anche per questa funzionalita` non vi e` supporto. Essendo CORBA un middleware
per oggetti distribuiti non ci aspettavamo l’esistenza di un tool specifico per agenti,
piuttosto, una qualche specifica standard per servizi di debugging delle chiamate
ai servlet a partire dalla quale realizzare il visualizzatore delle comunicazioni tra
agenti. L’inesistenza di specifiche standard, non esclude che le differenti imple-
mentazioni forniscano estensioni proprietarie. Non sembra che vi sia supporto in
questa direzione nell’implementazione da noi candidata all’utilizzo. Rimandia-
mo una trattazione piu` dettagliata a quando avremo spiegato come sia possibile
realizzare la comunicazione.
2.2.2 Come realizzare la comunicazione tra agenti via CORBA
Abbiamo visto quanto la comunicazione che in CORBA e` di solito associata ad
una richiesta di servizio, sottointenda un modello di tipo client-server. In questa
3Con l’espressione front-end intendiamo un’applicazione che coordini e faccia da interfaccia
fra l’utilizzatore e le funzionalita` precedentemente descritte.
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ottica, implementare le primitive di comunicazione significa definire un’interfac-
cia IDL contenente la segnatura dei servizi forniti dall’oggetto CORBA; nel nostro
caso rifacendoci a questo modo di impostare le cose, dovremmo definire un’inter-
faccia contenente le nostre primitive di comunicazione e prevedere differenti og-
getti CORBA che permettano alle nostre specifiche di parlare fra di loro. In figura
2.4, abbiamo schematizzato un’architettura per la comunicazione nel caso di due
agenti. In tale ipotesi avremo per ogni agente un placeholder: oggetto CORBA
che offre le funzionalita` di server di comunicazione, e si occupa di mantenere una





Set of CORBA Objects
Client - Server           
Communication
Client - Server           
Communication
Peer to Peer           
Communication
Agent 1 Agent 2
Figura 2.4: Un modo possibile di per far comunicare gli agenti con l’impiego di
placeholder.
Assumiamo che l’argomento delle primitive di comunicazione siano messaggi
espressi in un qualche Agent Comunication Language [22, 24], a grandi linee
le tre primitive di comunicazione che abbiamo previsto potrebbero essere cosı`
progettate:
send(msg): l’agente che vuole spedire il messaggio msg lo passa al suo place-
holder; quest’ultimo esamina il contenuto del messaggio ed in particola-
re estrae l’identificativo del destinatario; quindi contatta il placeholder del
destinatario e gli consegna il messaggio.
receive sync(msg): l’agente aspetta che il suo placeholder gli passi un messaggio
con determinate caratteristiche (es. mittente o performative particolari). Il
placeholder passa il messaggio all’agente in attesa prelevandolo dalla mail-
box. Se non vi sono messaggi con le caratteristiche desiderate il placeholder
aspetta che ne arrivi uno, nel frattempo l’agente rimane bloccato.
receive async(msg): l’agente interroga il suo placeholder chiedendogli se vi e` un
messaggio con determinate caratteristiche. Se un messaggio con tali carat-
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teristiche c’e` viene restituito, comunque sia il controllo ritorna all’agente
che prosegue la sua esecuzione.
Si osservi che una richiesta standard ad un oggetto CORBA si traduce in una
esecuzione di un metodo o funzione e sarebbe quindi per sua natura sincrona. In
realta` in CORBA sono previste tre tipologie di invocazioni sincrone:
Syncronous Invocation: il cliente invoca la richiesta e si blocca aspettando la ri-
sposta. Questa e` la piu` comune tipologia di invocazione essendo supportata
anche dall’invocazione statica.
Deferred Syncronous Invocation: il cliente invoca la richiesta e continua l’e-
secuzione mentre la richiesta viene eseguita, successivamente raccoglie le
risposte. Questo tipo di invocazione permette di invocare piu` servizi ad ela-
borazione lunga contemporaneamente e raccogliere successivamente tutte
le risposte invece che sequenzializzare le richieste.
Oneway Invocation: il cliente invoca un servizio e continua la sua esecuzione
perche´ non vi e` risposta da attendere.
La Deferred Syncronous Invocation e` supportata solo da invocazioni dinamiche,
ma l’OMG sta lavorando per renderla accessibile anche nelle invocazioni stati-
che. Nel caso delle primitive di comunicazione da noi definite la send potrebbe
essere un’invocazione di tipo Oneway; la receive sync(msg) potrebbe essere di
tipo Syncronous Invocation; la receive async potrebbe essere realizzata attraverso
una Syncronous Invocation in cui nel caso non vi siano messaggi si restituisce il
messaggio vuoto. I parametri delle due primitive di ricezione potrebbero essere
passati per riferimento in modo da fungere anche da parametri di ritorno.
La comunicazione da agente a placeholder e` di tipo client-server, mentre la comu-
nicazione da placeholder a placeholder e` di tipo peer-to-peer, in cui i due attori
della comunicazione giocano a turno il ruolo di cliente e poi di servitore. Questa
impostazione presuppone risolvere alcuni problemi, illustriamo con un esempio
il primo. Consideriamo il caso in cui si stiano eseguendo tre agenti A,B,C su tre
processori differenti, ed il placeholder di A stia comunicando con il placehoder
dell’ agente C, ed il placeholder dell’agente B voglia iniziare anch’esso una co-
municazione con il placehoder di C. `E evidente che il placehoder deve essere in
grado di gestire concorrentemente piu` richieste, non e` comunque pensabile che il
placehoder B che deve consegnare un messaggio rimanga impegnato fino a che il
placeholder di C non abbia terminato la comunicazione con A.
La situazione e` aggravata dal fatto che le componenti placeholder possono giocare
il ruolo di server per altri placeholder e anche per l’agente alla quale sono associa-
ti. La soluzione a questi problemi consiste nel strutturare il placehoder in Thread,
uno per ogni richiesta. In CORBA e` prevista la possibilita` di strutturare i CORBA
47
object in modo che ad ogni chiamata venga automaticamente generato un thread,
tale funzionalita` e` stata potenziata nel nuovo Object Adapter: POA [60, 34].
2.2.3 Configurazione degli agenti prototipali per l’esecuzione e
simulazione
Una volta descritte le idee su come si possano sfruttare le funzionalita` che COR-
BA offre circa la comunicazione, illustriamo come sia possibile aggiungere lo
strato di comunicazione agli agenti prototipali risultanti dalle fasi di specifica.
Innanzi tutto, osserviamo che l’aver creato specifiche sull’astrazione dell’inter-
faccia di comunicazione, rende possibile avvalersi di differenti implementazioni
nelle fasi di sviluppo del MAS e come questo possa essere utilizzato all’interno
del processo di sviluppo a vantaggio dell’utente. Consideriamo a titolo di esempio
le seguenti implementazioni delle primitive di comunicazione:
Implementazione CORBA. Si fornisce uno strato di comunicazione basato su
CORBA simile a quello descritto in precedenza.
Implementazione con monitoring. Si fornisce uno strato di comunicazione ba-
sato su CORBA o un’altra tecnologia in cui per ogni messaggio che spe-
disce l’agente, se ne spedisce una copia ad un agente preposto ad essere
il monitor della comunicazione. In maniera analoga puo` essere ottenuto il
monitoring per la ricezione di messaggi facendo spedire il messaggio copia
alle receive piuttosto che nella send.
Implementazione fornita dall’utente. L’utente fornisce implementazioni da lui
sviluppate in cui offre un’implementazione dell’interfaccia di comunicazio-
ne basata su tecnologie diverse da CORBA.
Ipotizzando di avere a disposizione le tre implementazioni precedenti delle
primitive, si potrebbe impiegare l’implementazione con le primitive che permet-
tono il monitoring nelle prime fasi di sviluppo, e successivamente una delle altre
due.
Affinche´ l’utente trovi effettivamente vantaggio nella possibilita` di intercam-
biare le diverse realizzazioni delle primitive, dovremo prestare attenzione ai se-
guenti fattori:
 impatto che l’aggiunta dello strato di comunicazione ha sul codice degli
agenti prototipali;
 assunzioni che si sono fatte sul linguaggio col quale sono stati scritti gli
agenti prototipali.
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Circoscrivendo le modifiche che e` necessario operare nel codice per cambiare
l’implementazione della comunicazione diventa semplice fornire strumenti auto-
matici che operino il cambiamento da un’implementazione all’altra. Allo stes-
so tempo, onde evitare di legare l’iterscabiabilita` delle implementazioni solo ad
agenti sviluppati in uno dei due linguaggi con i quali un agente puo` essere scritto
(Java, o estensioni del Prolog), nel fornire una soluzione si dovra` fare attenzione
a non utilizzare caratteristiche troppo peculiari di uno di essi. Prolog e Java sup-
portano entrambi la programmazione modulare e offrono quindi la possibilita` di
organizzare il codice in piu` moduli. Si potrebbe sfruttare questa caratteristica per
isolare la definizione delle primitive di comunicazione in moduli separati rispetto
al codice degli agenti derivante dal processo di specifica. In questo modo la sosti-
tuzione dell’implementazione delle specifiche consisterebbe nella sostituzione del
modulo che le implementa, e al limite, nel caso in cui non vi sia loading dinamico
di moduli in una ricompilazione del codice. In figura 2.5 abbiamo schematizzato
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Figura 2.5: Integrazione delle primitiva di comunicazione negli agenti prototipali
di D-CaseLP.
Dalla documentazione su CORBA difficilmente ci si rende conto che un pro-
gramma, nel nostro caso un agente, per poter essere cliente di oggetti CORBA
deve avere nel suo codice un qualche tipo di registrazione al ORB. Questo fat-
to ha conseguenze un po’ piu` generali di cio` che ci si aspetterebbe, in quanto e`
presumibile che non sia una esigenza esclusiva di CORBA, la conseguenza piu`
immediata e` che prima di fare una qualsiasi operazione fra quelle dell’interfaccia
di comunicazione l’agente deve registrarsi all’implementazione delle primitive.
Nel caso specifico di CORBA abbiamo bisogno che l’agente si sia iscritto ai ser-
vizi dell’ORB e abbia risolto cio` che e` il riferimento logico standard del ORB con
un riferimento fisico. La questione a questo punto diventa come e dove inserire il
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codice relativo alla connessione al strato di comunicazione nel codice dell’agente.
Le istruzioni per la connessione al ORB o al generico layer di comunicazione,
potrebbero essere inserite nel codice degli agenti in uno dei seguenti modi:
 fornendo un traduttore che trasforma gli agenti prototipali in agenti da si-
mulazione;
 estendendo l’interfaccia di comunicazione con una primitiva di iscrizione al
livello di comunicazione sottostante gli agenti.
La prima delle due alternative prevede la manipolazione automatica del codice
degli agenti, e l’inserimento di un “cappello” nel codice in cui vengono scritte le
istruzioni o i predicati necessari alla connessione con il servizio di comunicazio-
ne.4
La seconda ipotesi e` piu` elegante in quanto non buca l’astrazione fornita dall’inter-
faccia delle primitive di comunicazione, ma allo stesso tempo delega all’utente la
responsabilita` di effettuare la connessione con il layer di comunicazione attraverso
una primitiva di “iscrizione” ai servizi di comunicazione.
2.2.4 Funzionalita` aggiuntive
Indichiamo qui, un insieme di funzionalita` che non sono state previste nel F.R.T
ma che possono aiutarci a fornire un tool piu` versatile, in cui ad esempio sia
possibile aggiungere a MAS gia` progettati nuove istanze di agenti. Supponiamo
di avere un’“ambiente” in cui gli agenti vivono con un qualche identificativo as-
sociato. Indipendentemente da chi e come sia fornito questo ambiente (sistema
operativo, un platform, un middleware) i seguenti servizi si possono includere in
esso:
Directory Service: funzionalita` che permette di risolvere l’identificativo simbo-
lico associato ad un agente con l’indirizzo “fisico” dell’agente.
Yellow Pages Service: funzionalita` che permette di individuare, data la descri-
zione di un certo servizio, l’identificativo degli agenti che offrono tale ser-
vizio.
Queste funzionalita` non compaiono all’interno del F.R.T. su cui abbiamo ragiona-
to fino ad ora, in quanto potrebbero anche non essere fornite dalle implementazio-
ni di D-CaseLP. Si potrebbe infatti pensare di demandare la loro progettazione
all’utente di D-CaseLP, che di volta in volta include nella sviluppo del proprio
MAS anche due agenti che implementino le funzioni di directory service e yellow
4Si dovra` pensare anche all’inserimento del codice di sconnessione.
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pages service.
In realta` se si considerano i domini applicativi e le problematiche che normalmen-
te ci si propone di risolvere con la tecnologia agenti, vi sono buone motivazioni
per includere nel nostro tool la progettazione di entita` che forniscano tali servi-
zi. Illustriamo le motivazioni utilizzando un semplice esempio in cui vi sono due
agenti 	 e 
 . All’attivazione ognuno di essi si registra al servizio di connessione,
dopo di che 	 spedisce un messaggio a 
 . Questo esempio e` molto semplice ma
in esso abbiamo fatto gia` alcune assunzioni:

	 conosce l’esistenza di un agente 
 ;

	 conosce l’“indirizzo” di 
 .
La prima delle due assunzioni significa che a “tavolino” si e` deciso che nel no-
stro MAS vi sara` l’agente 
 , ed esso non nasce ne´ muore improvvisamente ma e`
componente costante dell’architettura del MAS. In altre parole abbiamo presup-
posto che l’architettura del MAS si componga di un numero di istanze di agenti
prefissato. La seconda delle assunzioni indica che qualcuno ha passato l’indirizzo
attuale di 
 ad 	 , tale indirizzo e` stato presumilmente passato in input ad 	 dopo
l’inizio dell’esecuzione di 
 . Nel caso in cui si disponga di un directory service
almeno la seconda assunzione decade, infatti l’agente 	 puo` chiedere al directory
service qual e` l’indirizzo attuale di 
 . La presenza di un yellow pages service ci
aiuta ad evitare la prima ipotesi, che in realta` sottointende anche la conoscenza
del fatto che esiste un agente di nome 
 , col quale l’agente 	 deve interloquire
al fine di arrivare ai suoi obiettivi. Con l’introduzione del yellow pages service
non e` piu` necessario che 	 conosca l’esistenza di un agente di nome 
 : gli basta
sapere quale tipo di servizio necessita e sulla base di esso interrogare il yellow
pages server circa chi fornisce tale servizio.
Facciamo notare quanto le due assunzioni possano essere limitanti, in particolare
se si pensa ai contesti in cui il paradigma ad agenti dovrebbe trovare maggiore
applicazione, contesti caratterizzati dalla necessita` di un buon livello di scalabi-
lita` in cui spesso vi e` la necessita` di creare dinamicamente agenti in funzione
dell’evolversi della computazione.
Alle considerazioni precedenti vanno unite alcune osservazioni derivanti dagli
obiettivi che si pone D-CaseLP. D-CaseLP vuole essere prima di tutto un am-
biente che faciliti la prototipazione e lo sviluppo rapido di sistemi multi-agenti.
In questo senso la presenza di un directory service ed un yellow pages service
non puo` che essere vista positivamente. Allo stesso tempo fornire queste due
componenti puo` significare aumentare la mole di lavoro in maniera notevole. Se
vogliamo mantenere l’interscambiabilita` delle diverse implementazioni delle co-
municazioni, bisogna fornire un directory server e uno yellow server pages che
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non dipendano dal tipo di implementazione del livello di comunicazione e offra-
no ad esempio un formato di indirizzi fisici per gli agenti abbastanza generico da
includere indirizzi di posta elettronica fino ad indirizzi IIOP.
Cio` che dobbiamo chiarire in questa fase di valutazione circa l’effettivo van-
taggio che si ha nell’adozione di CORBA ai nostri scopi, e` quanto i servizi in
esso offerti, quali Name Service e Object Trader Service, possano risultare utili
alla costruzione di un directory server o un yellow page server.
Name Service e Directory Service.
Per sfruttare il name service come Directory service e` necessario associare un
agente ad un oggetto. Si e` molto discusso sulla differenza che intercorre tra og-
getto ed agente e non e` nostra intenzione rimettere in discussione il fatto che le
due cose sono profondamente differenti. Cio` che e` importante tenere presente e`
che questa differenza non impedisce di sviluppare sistemi ad agenti con linguag-
gi orientati agli oggetti. Se si individua un oggetto che faccia da rappresentante
dell’agente, ad esempio il placeholder nel nostro caso, non vi dovrebbero essere
grosse difficolta` nell’utilizzo del Name Service come directory service.
Object Trader Service e Yellow Pages Service.
L’ Object Trade Service fornisce gli strumenti che permettono agli oggetti COR-
BA di importare ed esportare funzionalita`. L’idea si basa sull’esistenza di un Trade
Object che fa da intermediario tra gli oggetti. Quando un oggetto CORBA vuole
pubblicizzare un suo servizio tramite l’operazione di esportazione da` una descri-
zione al Trade Object del servizio che vuole esportare. Se un oggetto CORBA
vuole invece importare una funzionalita` fornisce al Trade Object una descrizio-
ne del servizio di cui necessita; l’intermediario applicando un qualche criterio di
similarita` con la descrizione che ha ricevuto restituisce i fornitori che dichiara-
no di offrire tali servizi. Il fulcro della discussione a questo punto si sposta sul
formato della descrizione dei servizi. Le funzionalia` offerte da CORBA sono
pensate per oggetti e non per agenti; ci serve capire quanto riusciamo ad adattare
la descrizione di un servizio di un oggetto CORBA con i servizi di un agente.
A questo scopo illustriamo la descrizione di un servizio nella specifica del
Trade Object Service:
 una interfaccia che definisce un segnatura computazionale del servizio;
 zero o piu` “named property types” che rappresentano il comportamento del
servizio catturando gli aspetti non computazionali che non sono esprimibili
nella segnatura.
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Una property type e` definita come una tripla (nome,tipo,modalita`) dove la mo-
dalita` esprime se la proprieta` che descrive e` obbligatoria od opzionale, eccetera.
`E bene ricordare che si accede ad un servizio fornito da un oggetto tramite una
chiamata a metodo del oggetto, mentre la richiesta di servizio per agenti avviene
tramite una comunicazione fra gli agenti espressa in un qualche Agent Comuni-
cation Language. Un messaggio espresso in un qualche agent comunication lan-
guage conterra` informazioni quali il destinatario, il tipo di azione linguistica che e`
contenuta nel messaggio (performative), il corpo del messaggio, un’ontologia che
associa una semantica ai termini nel corpo del messaggio.
La prima osservazione che si puo` fare e` che un servizio di un agente potrebbe
non avere una segnatura, o almeno non avere una unica segnatura. `E chiaro che
a livello astratto si potra` associare ai servizi offerti dagli agenti delle funzioni e
quindi una qualche segnatura, ma non e` detto che l’associazione sia cosı` immedia-
ta come per gli oggetti. Cio` ci dovrebbe far intuire che vi sara` qualche difficolta`
nell’adattare Object Trade Server ai nostri scopi.
2.2.5 Considerazioni di valutazione
`E evidente che le idee che abbiamo fornito richiedano ancora molto lavoro per
essere realizzate, vi sono alcuni punti nella progettazione che sono rimasti aperti.
Tuttavia, la progettazione fornita e` sufficiente ad effettuare le considerazioni di va-
lutazione che seguono sull’impiego di CORBA per realizzare la distribuzione de-
gli agenti D-CaseLP. Partiamo da quelli che sono tradizionalmente considerati i
punti di forza di CORBA: comunicazione di componenti distribuiti e eterogeneita`
delle componenti.
Comunicazione di componenti distribuiti.
Indipendentemente dai vincoli progettuali imposti da D-CaseLP la comunicazio-
ne tra oggetti o generiche componenti software e` profondamente differente dalla
comunicazione fra agenti. La prima e` basata su una logica client-server in cui
vi e` un cliente che richiede un servizio ad un servitore. Non vi e` interpretazione
ne da una parte ne dall’altra della comunicazione ed il servitore non puo` rifiuta-
re di servire una richiesta. La seconda utilizza una logica di tipo peer-to-peer
in cui non vi sono ne´ servitori ne´ clienti ma due entita` paritarie che “discutono”
e collaborano per ottenere un obiettivo. Il paradigma ad agenti presuppone una
comunicazione simile a quella umana che a differenza di quella fra oggetti coin-
volge tre livelli di astrazione: trasporto, linguaggio di comunicazione per agenti
ed ontologie5.
5Nel caso della comunicazione umana i tre livelli di astrazione potrebbero essere: il mezzo
di comunicazione (una lettera, la voce, ecc.), la lingua utilizzata (italiano, tedesco, inglese, ecc.),
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Qualora si riesca ad ottenere una comunicazione peer-to-peer in CORBA se-
guendo la progettazione che abbiamo illustrato si otterrebbero solo gli strumenti
per effettuare il livello di astrazione piu` basso della comunicazione tra agenti: il
trasporto.
La comunicazione offerta da CORBA e` utile alla realizzazione della comuni-
cazione tra agenti solo per il livello di astrazione piu` basso: il trasporto.
Eterogeneita` delle componenti.
In D-CaseLP vogliamo integrare nell’esecuzione del MAS due tipologie di agenti
Ag-Prolog ed Ag-Java rispettivamente scritti in Prolog ed in Java.
Uno dei motivazioni che hanno portato alla valutazione di CORBA per la
distribuzione di agenti in D-CaseLP e` la possibilita` che esso offre di integrare
componenti scritte in differenti linguaggi di programmazione. L’OMG specifica
l’associazione tra l’Interface Definition Language (IDL) e vari linguaggi di pro-
grammazione fra cui C, C++, Java, Lisp. Purtroppo, essendoci alcuna definizio-
ne di questo tipo per Prolog, non e` possibile integrare Prolog e Java attraverso
CORBA rimanendo all’interno delle specifiche OMG.
In [61] e` indicata una strada proprietaria per integrare CORBA e SWI-Prolog,
una particolare implementazione di Prolog. Tale integrazione sembra offrire un
compilatore IDL basato sulla possibilita` di far interagire Prolog con il C. Al di
la del fatto che vi sono degli elementi che sembrano legare la soluzione proposta
a particolari implementazioni CORBA, non e` stato possibile comprendere dalla
documentazione l’effettivo stato di realizzazione degli strumenti descritti. Per
questi motivi si ritiene utile valutare altre strade al fine di ottenere l’integrazione
dell‘esecuzioni degli agenti Ag-Prolog e Ag-Java.
2.2.6 Conclusioni
L’analisi di CORBA e della sua applicabilita` nel realizzare i nostri obiettivi ha
richiesto un certo investimento di risorse, quindi riteniamo di dover concludere
illustrando schematicamente le ragioni che hanno portato all’abbandono di que-
sta strada, in modo che altri di fronte a necessita` simili alle nostre possano trarre
vantaggio dalla nostra esperienza. Abbiamo suddiviso le motivazioni che ci han-
no portato a non adottare CORBA in due categorie: inerenti al dominio degli
agenti e dipendenti dal progetto D-CaseLP. Le inerenti al dominio degli agenti
sono i problemi e le difficolta` che si incontrano nel cercare di utilizzare CORBA
indipendentemente dalle ipotesi del nostro progetto per il solo fatto che si sta uti-
lizzando uno strumento che non e` un middleware per agenti, mentre le dipendenti
l’accezione dei termini che vengono utilizzati nella discussione.
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dal progetto D-CaseLP sono le difficolta` e gli impedimenti che sono da mettersi
in relazione alle particolari ipotesi che abbiamo fatto.
 Inerenti al dominio degli agenti.
Modello di comunicazione. CORBA offre una comunicazione che e` ba-
sata sul modello client-server e non sul peer-to-peer.
Astrazione della comunicazione. La comunicazione per gli agenti coin-
volege differenti livelli di astrazione, CORBA e` utilizzabile solo per
il livello di trasporto, per offrire un mezzo di comunicazione.
 Dipendenti dal progetto D-CaseLP.
Integrazione agenti Ag-Prolog e Ag-Java. Come abbiamo spigato nel-
la sezione precedente non c’e` possibilita` di utilizzare CORBA per ot-
tenere un’integrazione portabile fra agenti scritti in Java ed agenti
scritti in Prolog.
Considerazioni sulle risorse con cui affrontiamo il progetto. Vista la mo-
le di lavoro necessaria per raggiungere solo parte degli agli ambiziosi
obiettivi che ci siamo posti, e` giusto valutare bene le conseguenze di
una scelta come quella che si prospetta essere CORBA. Con le attuali
risorse di forza-lavoro di cui disponiamo partire da una distribuzio-
ne basata CORBA significa rischiare di avere i primi risultati quando
saranno obsoleti.
Dalle osservazioni precedenti si comprende che il supporto che CORBA offre
in ambito di distribuzione ed integrazione di componenti eterogenene, diventano
piuttosto limitato nel contesto della distribuzione degli agenti in particolare sotto
le ipotesi da noi fatte. Per questo abbiamo deciso di scegliere una politica di pro-
getto differente da quella con la quale eravamo partiti, ed adoperarci nel recupero




In questo capitolo presenteremo quella che e` iniziativa di standardizzazione FIPA,
illustrando gli obiettivi che essa si prefigge e parti delle specifiche che sono state
proposte. La iniziativa della FIPA hanno reppresentato un punto di riferimento di
fondamentale importanza per questo lavoro di tesi: la progettazione di D-CaseLP
e` stata influenzata in modo sostanziale dalle specifiche che presenteremo in questo
capitolo ed in particolare dall’architettura astratta [28]. Il capitolo puo` essere sud-
diviso in due parti: la prima illustra la struttura, gli obiettivi ed il modo di lavorare
dell’organizzazione; la seconda fornisce una panoramica su un sottoinsieme delle
specifiche prodotte dalla FIPA inerente agli scopi di questa tesi. Per concludere
illustreremo brevemente alcuni progetti di validazione delle specifiche FIPA ed
alcune nostre valutazioni sull’iniziativa. Si tenga conto fin da subito che la stan-
dardizzazione FIPA sta riscuotendo molto interesse sia in ambito accademico che
in ambito industriale. Tale sforzo congiunto potrebbe far diventare appetibile la
tecnologia ad agenti per sviluppare applicazioni “reali”. Anche nel caso in cui cio`
non accadesse, il lavoro della FIPA avrebbe comunque contribuito a mettere in
evidenza problematiche sulle quali focalizzare la ricerca.
3.1 Introduzione alla FIPA
La FIPA [23], acronimo di Foundation for Intelligent Physical Agents, nasce nel
1996 con lo scopo di promuovere attraverso la produzione di specifiche standard
liberamente fruibili, la diffusione delle tecnologie basate su agenti software e
hardware. Tale organizzazione e` composta da un certo numero di gruppi di ricerca
ed un forum di aziende, fra le quali alcune operanti nel dominio delle telecomuni-
cazioni. Giusto per dare una idea della portata dell’organizzazione e dell’interesse
che ha suscitato, si puo` dire che a settembre del 2000 la FIPA vedeva tra i suoi soci
rappresentanti di circa 65 societa`, tuttora vi sono associati rappresentati di aziende
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come British Telecommunications, France Telecom, IBM, Hitachi, Intel, Motoro-
la, Siemens, Sun, Toshiba. Gli obiettivi di tale organizzazione sono esplicitati nel
“mission statement” costitutivo che riportiamo in figura 3.11.
La promozione delle tecnologie e specifiche per l’interoperabilita` che permetta-
no l’interoperazione fra sistemi ad agenti intelligenti in contesti commerciali e
industriali moderni.
Figura 3.1: Mission statement costitutivo della FIPA.
Nonostante i propositi iniziali che prevedevano la produzione di specifiche per
agenti hardware (Robots) e software, la FIPA ha finito col concentrarsi nella pro-
duzione di specifiche per agenti del secondo tipo. La forte attenzione prestata dalla
FIPA alle problematiche legate all’interoperabilita` e comunicazione degli agenti,
ha indotto alcuni ha ribattezzare l’acronimo dell’organizzazione in Foundation for
InteroPerable Agents.
Nelle sottosezioni successive, analizzeremo alcuni dei fattori che hanno por-
tato all’intento di standardizzazione, illustrando poi i principi e la portata del
processo sulla base delle osservazioni evidenziate in [52] ed in [14].
3.1.1 Fattori dai quali scaturisce lo standard
Descriviamo quelli che sono i due fattori che hanno portato all’iniziativa di stan-
dardizzazione di cui si e` fatta carico la FIPA.
Molti framework differenti e visioni poco conciliabili.
Le ricerche sugli agenti iniziarono molti anni addietro al 1995, in quegli anni pero`,
la situazione che si andava delineando vedeva da una parte una rapida crescita
dell’interesse intorno agli agenti, dall’altra l’emergere di una varieta` di framework
con approcci e visioni differenti che davano luogo a sistemi incapaci di interagire
tra loro.
Oltre il confine della ricerca accademica.
Al di fuori di quelli che sono gli ambienti di ricerca spesso vi e` una certa resistenza
ad adottare tecnologie o “Standard” in cui non vi sia l’accordo di un certo numero
di compagnie. Per far si che il paradigma ad agenti prendesse piede era neces-
sario che vi fosse un certa legittimazione da parte degli ambienti industriali. La
1Riportiamo qui anche la frase originale: ”The promotion of technologies and interoperability
specifications that facilitate the end-to-end interworking of intelligent agent systems in modern
commercial and industrial settings”.
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standardizzazione portata avanti dalla FIPA e` frutto del crescente interesse dimo-
strato negli ambiti industriali per il paradigma ad agenti ma e` anche un tentativo
di ottenere questa legittimazione2.
3.1.2 Assunti e principi nella produzione FIPA
Descriviamo i principi di cui e` permeata la produzione FIPA, avremo modo di
osservare quanto questi si riflettano a vari livelli nelle specifiche e nelle scelte
progettuali della FIPA.
La prima cosa che bisogna chiarire e` che la FIPA si propone di produrre speci-
fiche per sistemi multi-agente “aperti”, ovvero sistemi che godono della proprieta`
di openness. Definiamo tale proprieta` a partire dalla descrizione presentata in
[14]:
Definizione 3.1 La openness e` una proprieta` che possono avere i MAS che per-
mette agli agenti di unirsi o lasciare un MAS a tempo di esecuzione senza che sia
necessaria alcuna ricompilazione o una riconfigurazione del sistema.
Per illustrare l’utilita` della proprieta` riconsideriamo l’esempio del sistema per il
controllo del traffico aeroportuale di cui avevamo parlato in 1.3.2. Nell’esempio
in questione si aveva un agente di classe Aircraft associato ad ogni aeroplano che
voleva atterrare nell’aeroporto di cui il MAS gestisce il traffico. In tale contesto e`
presumibile che per ogni nuovo aeroplano che entri nella zona controllata dall’ae-
roporto si crei un agente Aircraft che contratti l’atterraggio dell’aereo con la torre
di controllo. Allo stesso tempo, quando un aereo lascia la zona controllata dal-
l’aeroporto, l’agente Aircraft dell’aereo in questione uscira` dal MAS. `E evidente
che la creazione e la cancellazione di agenti deve avvenire dinamicamente, non si
puo` pensare di riavviare il sistema ogni volta che cambia l’insieme degli aerei con
cui la torre di controllo interagisce. `E dunque questo un esempio in cui torna utile
supportare la proprieta` di openness.
Il secondo principio alla base delle specifiche FIPA potrebbe essere denomi-
nato principio di minimalita`. La minimalita` e` intesa ad evitare che le specifiche
prodotte si leghino ad un particolare hardware, sistema operativo o linguaggio di
programmazione. Con il principio di minimalita` si vuole assicurare che le speci-
fiche offrano una certa genericita` e astrazione, in modo da fornire un modello che
possa essere una visione comune a diversi approcci, una specie di “fondamento”
dal quale partire.
2Si tenga presente che la standardizzazione e` ancora in piena corsa d’opera, e che una piena
legittimazione ha come prerequisito l’esistenza di uno standard.
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3.1.3 La portata delle specifiche FIPA
Quando ci si propone di operare un processo di standardizzazione e` importante
individuare fino a dove si spinga tale intento: quale sia il suo confine. Nel caso
degli agenti abbiamo un dominio molto ampio e vario, se potessimo pensarlo come
uno spazio geometrico avrebbe probabilmente parecchie “dimensioni”, ognuna
rappresenterebbe una proprieta` con cui si possono caratterizzare i MAS. Non e`
semplice capire se tutte queste dimensioni descrivono uno spazio “ortogonale”
e di conseguenza se sono un buon sistema di riferimento per caratterizzare tutto
lo spazio, comunque vincolare alcune di queste dimensioni a precisi intervalli ci
aiuta a porre dei limiti nel campo di azione del processo di standardizzazione.
Intelligenza esterna.
La FIPA si propone di standardizzare la comunicazione esterna agli agenti evi-
tando di trattare come gli agenti possano processare i dati ottenuti dalla comu-
nicazione3. Cio` significa che la FIPA si limita ad occuparsi dei problemi lega-
ti al macro-livello4 degli agenti, evitando di fare assunzioni o fornire specifiche
sul micro-livello dell’agente, o peggio, legarsi ad una particolare architettura per
agenti.
Neutralita`.
Viene applicato il principio di minimalita` di cui si discuteva prima anche per ca-
pire il livello di astrazione che deve essere supportato dalle specifiche FIPA. `E
negli intenti dell’organizzazione mantenere le specifiche il piu` possibile generali
e neutrali rispetto a
 servizi specifici5;
 impiego strumenti software, infrastrutture hardware e linguaggi d’imple-
mentazione.
3Non si occupa del micro-livello, anche se alcuni ad esempio in [14] hanno fatto notare che la
semantica di FIPA ACL e` stata fornita in termini di credenze (belief), desideri (desire) e intenzioni
(intention) e questo potrebbe indurre a fare confusione su questo punto.
4Il macro-livello nella progettazione dei sistemi multi-agente si riferisce alle problematiche
che si occupano dell’iterazione, delle ralazioni e della concorrenza tra gli agenti appartenenti ad
uno stesso MAS. Il termine micro-livello, invece, si riferisce alle problematiche inerenti al sin-
golo agente, i comportamenti e le attitudini di cui deve essere dotato, l’architettura piu` adatta per
esprimere le sue attivita`.
5Deve essere possibile aggiungere servizi dipendenti dal problema e dal dominio applicativo.
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Messaging Directory ACL
Concrete Specification: CORBA Elements
Concrete Specification: Java Elements
Abstract Architecture
Messaging Directory ACL
Concrete Realization: CORBA Elements
Concrete Realization: Java Elements
Messaging Directory ACL
Figura 3.2: L’architettura astratta e le sue realizzazioni (specifiche di
realizzazione).
Per assicurare la neutralita` viene specificata un’archittetura astratta (Abstract
Architecture) [27] che fornisce un modello in cui sono presentati ad alto livello i
seguenti insiemi di servizi:
Directory Service. Insieme di servizi che offrono funzionalita` che permettono
agli agenti di conoscere caratteristiche relative ad altri agenti. Fra le carat-
teristiche che e` possibile conoscere vi sono gli indirizzi con cui e` possibile
contattare gli agenti e i servizi da essi offerti6.
Message Transport Service. Insieme di servizi che forniscono le funzionalita`
necessarie affinche´ i messaggi vengano spediti e consegnati a destinazione
indipendentemente dalle caratteristiche ed il tipo di rete sulla quale avviene
la comunicazione.
Agent Communication Language. Insieme di specifiche che definiscono le fun-
zionalita` ed i formati che permettono di organizzare i messaggi che si scam-
biano gli agenti.
6Si noti che a questo livello di astrazione non e` particolarmente importante distinguere il
servizio di pagine bianche da quello di pagine gialle.
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Si noti quanto queste componenti astratte siano tutte componenti in qualche ma-
niera orientate alla comunicazione. Non e` possibile implementare direttamente
la specifica astratta ma a partire da essa e` possibile dare una “specifica concre-
ta” nella quale si fornisce l’associazione fra le componenti astratte e le tecnologie
con cui possono essere realizzate. Poi a partire da una specifica concreta si potra`
implementare una realizzazione concreta. In figura 3.2 si esplicitano visivamen-
te le relazioni tra architettura astratta (Abstract Architecture), specifica concreta
(Concrete Specification) e realizzazione concreta (Concrete Realization).
Recupero di tecnologie preesistenti.
Un altro elemento per descrivere la portata delle specifiche consiste nell’indivi-
duare diversi livelli di cui un MAS puo` essere composto e capire per quali li-
velli si voglia fornire una standardizzazione e per quali esista gia` una tecnologia
consolidata. Nel caso in cui sia possibile impiegare una tecnologia gia` esistente
uno dei problemi diventa come gli agenti possano essere uniti alle infrastrutture
preesistenti.
Non tutte le componenti sono agenti.
Si potrebbe essere indotti a pensare che i componenti che offrono servizi agli agen-
ti debbano essere anch’essi agenti. Non e` necessariamente cosı`. In alcune delle
prime specifiche prodotte dalla FIPA, il Message Transport era specificato come
un agente. Questo tipo scelta pur essendo molto flessibile risultava inefficiente.
Spieghiamo dove fosse l’inefficenza illustrando i passi della comunicazione fra un
agente “sender” ed un agente “receiver” impiegando un agente message transport.
1. L’agente “sender” passa all’agente “message transport” un messaggio de-
stinato all’agente “receiver”.
2. L’agente “message transport” comunica il messaggio spedito dal sender al
receiver.
L’inefficienza consisteva nell’impiego di due comunicazioni ogni qualvolta se ne
doveva effettuare una. Si puo` eliminare tale problema implementando il Mes-
sage Transport come un modulo software accessibile attraverso una Application
Program Interface (API), piuttosto che come agente.
L’esempio precedente illustra come a volte non sia conveniente esprimere le
componenti dell’infrastruttura7 in termini di agenti e sia invece necessario preve-
derne alcune nella forma di moduli e oggetti. Poiche´ le componenti con cui si
7Con infrastruttura si intende come nel resto del capitolo se non specificato altrimenti,
l’insieme delle componenti che offrono servizi di “ambiente” agli agenti.
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interagisce ad un certo livello di granularita` non sono piu` agenti, si cerca di recu-
perare pattern risolutivi proposti in contesti diversi dal dominio del paradigma ad
agenti. Da qui un ulteriore parametro per decidere quali siano le problematiche
di cui la FIPA si deve occupare: quando il livello di dettaglio esce da cio` che e` il
paradigma ad agenti e ci si addentra in qualche altra tecnologia le specifiche FIPA
non possono andare molto oltre che fornire la standardizzazione delle interfacce
con quale accedere alle funzionalita` delle componenti sottostanti. Se non si fa-
cesse cosı` si legherebbero le specifiche a qualche tipo di tecnologia o tecniche di
implementazione, perdendo parte della neutralita` e contravvenendo al principio di
minimalita`.
3.1.4 Organigramma della FIPA
Forniamo qui qualche informazione su come la FIPA e` strutturalmente organiz-
zata. Le informazioni circa la struttura della FIPA ci aiuteranno a capire il ciclo
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Committee
Finance and Audit Working Groups
Secretarian
Image Committee
Figura 3.3: La struttura della FIPA.
3.3 si puo` osservare la suddivisione dell’organizzazione, di seguito forniamo una
breve descrizione dei compiti di ognuna:
62
Board of Directors: i direttori responsabili della gestione e della condotta della
FIPA, decidono sulle politiche e le procedure che la FIPA adottera`, defini-
scono la direzione del lavoro che dovra` essere intrapreso.
Secretariat: si occupa della gestione delle adesioni e degli aspetti finanziari della
FIPA.
Image Committee: coordina le attivita` di promozione delle attivita` della FIPA e
gestisce la news letters “FIPA Inform!”.
Financial and Audit Committee: si occupa della revisione dei conti e prepara i
rapporti di verifica per il Board of Directors.
Membership and Nomination Committee: analizza le qualifiche di ogni can-
didato membro, propone le nomine per l’elezione del Board of Directors
facendo attenzione di assicurare un certo bilanciamento geografico nell’as-
segnazione delle cariche.
Architecture Board: l’autorita` responsabile della consistenza, accuratezza, ed
adeguatezza del lavoro tecnico intrapreso dalla FIPA, sovraintende al lavoro
dei Technical Committees e dei Working Groups.
Technical Committees (TCs): sono diversi comitati ognuno specializzato su un
determinato argomento. Portano avanti il lavoro tecnico della FIPA secondo
un piano approvato dalla Architecture Board. Il loro lavoro consiste sia nella
creazione di nuove specifiche sia nella modifica delle preesistenti.
Working Groups (WGs): sono progettati per portare avanti altri aspetti del la-
voro della FIPA, non necessariamente tecnici. Possono avere il compito
di concentrarsi su una precisa applicazione o essere responsabile dell’inte-
razione con altri standard. Di solito un WG crea documenti informativi o
propone modifiche a specifiche esistenti.
Special Interest Groups (SIGs): vengono costituiti per portare avanti lavoro au-
siliario sul quale vi sia un particolare interesse da parte dei membri.
3.1.5 Il processo di produzione dello standard
La FIPA mette a disposizione di chi vuole il proprio lavoro rendendolo accessibile
via Internet [23]. In questo modo si ha la possibilita` di avere i documenti in
differenti fasi di lavorazione, non solo standard ma anche documenti preliminari o
sperimentali. Se si vuole trarre il maggior vantaggio possibile dall’impiego delle
specifiche FIPA e` importante saper distinguere lo stato di avanzamento di ognuna
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di esse. Anche per aumentare la trasparenza nel 2000 e` stato ufficialmente adottato
un iter che regola l’avanzamento del lavoro contenuto nei documenti accessibili,
individuando un vero e proprio “life cycle” per le specifiche FIPA. In [52], si trova
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Figura 3.4: Il lyfe-cycle delle specifiche FIPA.
In figura sono schematizzati i vari stati in cui una specifica si puo` trovare e i
meccanismi che portano una specifica a diventare standard ed eventualmente ob-
soleta. Una specifica inizia la sua vita nello stato preliminare (Preliminary) quan-
do un comitato tecnico (TC: Technical Committee) crea una bozza di specifica.
Nel momento in cui il comitato decide che la bozza e` pronta per essere implemen-
tata la specifica entra nello stato sperimentale (Experimental), dove puo` rimanere
per un periodo massimo di due anni. Se la sperimentazione porta a buoni risultati
la specifica puo` diventare standard e venire considerata a tutti gli effetti stabile
e pronta per essere implementata dalle aziende o organizzazioni che lo vogliano.
Nel caso in cui a specifica diventi inutile o venga “sorpassata” da nuova specifica
viene messa nello stato deprecated per un periodo di sei mesi. In questi sei mesi
chi avesse adottato la specifica divenuta deprecated ha il tempo di aggiornare le
proprie implementazioni secondo le nuove specifiche. Si osservi che allo stato
attuale non vi sono ancora specifiche che abbiano raggiunto lo stato di standard
ed i lavori in fase piu` avanzata sono nello stato Experimental.
64
3.2 Organizzazione delle specifiche FIPA
Dopo aver presentato l’organizzazione, i principi, e l’iter di specifica adottatati
dalla FIPA, diamo una breve presentazione del lavoro di specifica da essa effet-
tuato. L’insieme delle specifiche FIPA e` abbastanza vasto quindi ci limiteremo a
descrivere solo le parti che sono vicine alle problematiche che dobbiamo affron-
tare in D-CaseLP. Rimarchiamo ancora una volta che il fine delle specifiche non
e` descrivere come dovrebbero essere realizzate le componenti dell’infrastruttura
per sistemi multi-agente, ma fornire le interfacce delle funzionalita` attraverso le
quali le diverse componenti di tale infrastruttura possono interagire. Le specifiche
sono organizzate su differenti livelli di granularita`, in questo modo cio` che nella
specifica di livello piu` astratto viene definito come una componente che fornisce
determinate funzionalita`, nella specifica a granularita` piu` fine viene suddiviso in
diverse componenti le cui funzionalita` vengono descritte con un maggior detta-











Figura 3.5: Le classi di specifiche della FIPA.
organizzate le classi di specifiche. Per alcune delle classi del terzo livello vi e` una
ulteriore suddivisione che offre una granularita` ancora piu` fine. Descriviamo nel
seguito le classi e le sottoclassi di specifiche.
Application. Specifiche sull’analisi e il design di applicazioni la cui soluzione
potrebbe essere sviluppata mediante la tecnologia ad agenti. Vengono for-
nite specifiche sulle funzionalita` che dovrebbero essere supportate da siste-
mi MAS che risolvono problemi in cui l’impiego del paradigma ad agenti
dovrebbe risultare particolarmente utile. Per fare un esempio, una delle
applicazioni considerate in questa classe e` un sistema per la selezione dei
programmi trasmessi da TV via cavo tenendo conto del profilo indicato da
ogni utente.
Abstract architecture. Specifiche che definiscono in astratto le entita` e i servizi
necessari per fornire agli agenti un ambiente in cui possano comunicare ed
interoperare tra di loro.
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Agent Communication. Specifica dell’agent communication language FIPA ACL.
All’interno di questa classe di specifiche ci sono ulteriori suddivisioni non
visualizzate in figura:
Interaction Protocols. Rappresentano schemi di comunicazione, veri e pro-
pri protocolli di comunicazione ai quali si possono riferire gli scambi
di messaggi FIPA ACL.
Communication Acts. Specifiche riguardanti le azioni comunicative che
sono supportate da FIPA ACL.
Content Language. Specifica di alcuni linguaggi che possono essere uti-
lizzati come Content Language nei messaggi FIPA ACL. Con tali lin-
guaggi si esprimono i corpi delle richieste, sottoscrizioni, affermazioni
e proposte indicate dagli atti comunicativi.
Agent Management. Specifiche che descrivono la gestione ed il ciclo di vita
degli agenti all’interno di una stessa platform8 o fra platform differenti.
Agent Message Transport. Specifica di come i messaggi possono essere traspor-
tati attraverso differenti protocolli di rete, anche questa classe di specifiche
e` suddivisa in tre sottoclassi:
ACL Representations. Specifiche delle differenti rappresentazioni dei mes-
saggi FIPA ACL. Sono previsti differenti formati, dalla rappresenta-
zione a tuple alla rappresentazione XML.
Envelope Representation. Specifiche delle differenti rappresentazioni del-
le “buste” in cui si possono incapsulare i messaggi FIPA ACL.
Transport Protocols. Specifiche dei protocolli con cui possono essere scam-
biati i messaggi FIPA ACL sopra differenti trasporti di rete.
Nel seguito approfondiremo le classi di specifiche relative all’architettura astrat-
ta [27] e l’agent management [28]. Lasceremo fuori da questa presentazione,
praticamente per intero, le parti relative all’Agent Communication ed Interaction
Protocols che saranno trattate nel lavoro di tesi di Stefano Miglia e le specifiche
appartenenti alla classe dell’Application.
3.3 Architettura astratta
L’architettura astratta e` stata ottenuta basandosi sui principi di analisi e design
propri della programmazione ad oggetti, usufruendo della progettazione a “pat-
8Il termine platform si riferisce all’implementazione delle componenti che forniscono le
funzionalita` previste nell’ambiente in cui gli agenti “vivono”.
66
tern” ed utilizzando modellazione UML9. Il diagramma 3.6 illustra le relazioni
tra le astrazioni definite nel documento e le loro istanziazioni concrete. Sempre
nella stessa figura si possono osservare quattro livelli di astrazione, dall’alto verso
il basso incontriamo prima il livello piu` astratto al quale troviamo le comunica-
zioni e la semantica delle comunicazioni, poi l’architettura astratta, le specifiche
concrete, fino alla singola implementazione concreta dell’architettura che sta al
livello di astrazione piu` basso.
(ACL, Encodings, Interation Protocols, etc.)
Agent Comunication and Semantics 









(Gateways, Service, Agent Platform)
Concrete Elements 
Set 2
Figura 3.6: Relazione tra architettura astratta e concreta.
3.3.1 Tipo opaco ed iscrizione ai servizi
Vi sono due leitmotiv che permeano la progettazione l’architettura astratta: l’uti-
lizzo del cosiddetto tipo opaco e il pattern “factory”.
Cosa significa che alcuni degli elementi di cui l’architettura si compone sia-
no di tipo opaco? Illustriamo il concetto con l’esempio del Message Transport
Service (MTS). Come avremo modo di illustrare piu` dettagliatamente nel segui-
to, quando due agenti comunicano si vuole astrarre dai possibili protocolli di rete
sui quali puo` essere trasmesso un messaggio. Per questo motivo la comunica-
zione e` progettata secondo quello che e` stato definito un approccio “agnostico”
9Nel documento di specifica dell’architettura astratta si trovano una serie di class diagram che
descrivono le relazioni fra gli elementi che compongono l’architettura.
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in cui l’implementazione del trasporto e` opaca alle componenti che forniscono le
funzionalita` di comunicazione agli agenti. In questo modo si evitano assunzio-
ni dipendenti dal particolare tipo di trasporto con cui di volta in volta avviene la
comunicazione. Quando un messaggio viene spedito gli e` associato un identifica-
tivo del tipo di trasporto che dovra` impiegare in funzione dei trasporti condivisi
dal mittente e dal destinatario del messaggio. Sulla base di tale identificativo si
selezionera` dinamicamente il tipo di trasporto adatto alla comunicazione.
Elementi di tipo opaco sono utilizzati sia nella codifica dei messaggi sia nei
servizi di directory. Tale espediente offre una soluzione elegante che permette
l’estensione dinamica delle funzionalita` dell’ambiente in cui vivono gli agenti.
Si possono infatti aggiungere dinamicamente nuovi tipi opachi contenenti nuove
implementazioni di servizi. Si osservi che il meccanismo dei tipi opachi non e` che
un’istanza del concetto di polimorfismo.
Un secondo concetto ricorrente nella specifica riguarda “l’iscrizione a servi-
zio” ovvero il modo in cui gli agenti accedono alle funzionalita` dell’ambiente.
L’applicazione del concetto d’iscrizione al servizio, prevede che un agente possa
utilizzare solo i servizi dell’ambiente10 ai quali si e` iscritto. L’iscrizione restitui-
sce all’agente un riferimento al servizio assicurando all’agente la possibilita` di
accedere allo stesso successivamente.
Questo modo di organizzare le cose corrisponde ad un “pattern” molto utilizzato
denominato “factory”.
3.3.2 Cosa specifica l’architettura astratta
La specifica dell’architettura astratta [27] offre una descrizione ad alto livello dei
servizi e delle componenti che devono essere forniti dall’infrastruttura nella quale
vivono gli agenti. L’obiettivo principale del documento e` assicurare che le realiz-
zazioni concrete derivate dall’architettura astratta siano in grado di interoperare
tra di loro. L’interoperabilita` delle differenti realizzazioni concrete e` assicurata
dal fatto stesso che siano istanza dell’architettura astratta, e condividano quindi
un design appositamente pensato per interoperare con MAS che supportano una
struttura simile.
Vista la centralita` delle problematiche di comunicazione e interoperazione fra
agenti, nel documento sono descritti i seguenti temi:
 l’interoperabilita` col Message Transport;
 il supporto di varie forme delle rappresentazioni dell’Agent Communication
Language;
10Nel senso di platform.
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 il supporto a differenti forme di content language11;
 il supporto alla rappresentazione di directory service multipli.
Nell’architettura si cerca di individuare le modalita` con cui fornire servizi nei quali
ACL, content language, MTS siano parametrici. Rimane fuori da tale documento:
 tutto cio` che non puo` essere descritto astrattamente (es. gestione del ciclo
di vita degli agenti e sicurezza);
 le questioni sulle quali non c’e` ancora un sufficiente accordo da prevedere
una standardizzazione;
 le aree che sono sufficientemente specializzate da non necessitare di una
standardizzazione;
 il ciclo di vita degli agenti e la loro gestione (trattato in [28]);
 la mobilita` degli agenti;
 l’identita` degli agenti;
 le politiche di conversazione degli agenti (es. interaction protocol).
`E importante osservare che l’architettura astratta specifica gli elementi neces-
sari ad ottenere la comunicazione e l’interoperazione fra sistemi multi-agente,
e questo non significa che componenti o problematiche che non sono trattate
dell’architettura astratta siano necessariamente proibite o ignorate dalla FIPA.
Non si e` necessariamente costretti a utilizzate la specifica astratta per intero,
si puo` anche fare riferimento ad essa per implementare un singolo elemento; ad
esempio, si potrebbe creare una specifica concreta dell’elemento directory service
che utilizza il Lightweight Directory Access Protocol (LDAP)12. Essendo quel
particolare elemento un’istanza di una visione astratta potrebbe essere utilizzato
in diversi sistemi ad agenti che si riferiscano alla stessa visione come componente
di terza provenienza.
Una specifica di un’architettura concreta per essere FIPA compatibile deve
includere il meccanismo per la registrazione e la scoperta degli agenti ed il trasfe-
rimento dei messaggi intra-agente.
Per spiegare quali elementi siano necessari e come interagiscono tra di loro, il
documento di specifica si serve di un semplice esempio: due agenti che devono
localizzarsi e comunicare l’uno con l’altro.
11linguaggi in cui si esprime la parte domain dependent in un messaggio FIPA ACL.
12 `E uno standard per i servizi su una rete Intranet o Internet. LDAP fornisce servizi di directory
e viene spesso utilizzato per associare nomi a numeri telefonici e ad indirizzi e-mail.
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Nel modello proposto dalla FIPA gli agenti comunicano scambiandosi mes-
saggi codificati in un agent communication language, di cui daremo una brevissi-
ma descrizione piu` avanti.
La comunicazione avviene tramite due servizi di supporto agli agenti: direc-
tory service e message-transport-service13.
I servizi in questione possono essere forniti come funzionalita` offerte da agenti, ad
esempio tramite un agente directory server e un agente message-transport; oppure
in forma diversa fornendo le interfacce per le implementazioni Java, C++, IDL.
Nel caso in cui si scelga di fornire i servizi via agenti, avremo agenti con una
limitata autonomia. Infatti, a differenza degli agenti autonomi che decidono volta
per volta se fornire un servizio che gli e` stato richiesto, gli agenti di cui parlava-
mo sopra sono vincolati a servire sempre le richieste. Nelle sottosezioni seguenti
descriviamo piu` accuratamente i servizi di directory e transport message.
3.3.3 Directory Services
Il ruolo di un directory-server 14 e` fornire una “locazione” dove gli agenti possono
registrare una directory entry15 . Nel directory server gli agenti possono trovare
le informazioni necessarie per interagire gli uni con gli altri.
Una directory entry e` in astratto una tupla di coppie valore-chiave consistente
di almeno due elementi:
Agent-name: un nome unico per l’agente.
Locator: uno o piu` Transport description che descrivono il tipo di trasporto e
l’indirizzo da utilizzare per comunicare con l’agente utilizzando un deter-
minato trasporto. Notare che l’indirizzo e` dipendente dal tipo di trasporto.
All’interno di una directory entry possono essere mantenuti altri attributi, ad esem-
pio la descrizione, il costo dell’utilizzo, le restrizioni di impiego dell’agente. I
directory service comprendono servizi per la registrazione, la cancellazione di
una directory entry e l’interrogazione del directory server. Quest’ultimo servizio
permette agli agenti di ottenere le informazioni relative altri agenti registrati.
Per dare un’idea di come si svolgono le cose, illustriamo cosa succede quando
un agente 	 vuole publicizzare la sua esistenza. Innanzi tutto lega se stesso ad
13Nel seguito si e` cercato di indicare in grassetto i termini che sono elementi specificati dalla
FIPA. Continuiamo ad utilizzare l’italico per gli elementi che sono introdotti dalle specifiche ma
che rappresentano insiemi di funzionalita` o comunque non hanno un unico corrispondente nelle
specifiche meno astratte.
14Con directory server intendiamo la componente o le componenti che offrono i directory
services, non avendo un “preciso” corrispondente nella specifica astratta e` in italico.
15Directory entry e` in grassetto in quanto e` un elemento ben precisato nella specifica astratta, e
non individua un gruppo di elementi ne´ un gruppo di funzionalita`.
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uno o piu` trasporti16, dopo di che, costruisce la sua directory entry completa del
suo nome e dei trasporti con i quali puo` essere contattato piu` attributi opzionali fra
cui le ontologie che e` in grado di comprendere. Infine registra la directory entry
nel directory server.
Sempre a titolo di esempio supponiamo che l’agente 	 si registri al directory











Figura 3.8: Chiave-valore di ricerca.
A questo punto, supponiamo arrivi un agente 
 , che effettui una ricerca per
una directory entry che include le coppie chiave-valore in figura 3.8. Il risultato
della ricerca che si vedrebbe restituire 
 e` la directory entry dell’agente 	 . Esa-
minando il contenuto del directory entry che gli e` stata restituita, 
 e` in grado di
conoscere con quale trasporto ed a quale indirizzo puo` comunicare con l’agente
	 .
3.3.4 Messaggi e Message Transport Services
Dopo aver dato un’idea di come un agente possa venire a conoscenza dell’esisten-
za degli altri agenti in un MAS che gode della proprieta` di openness, presentiamo
gli aspetti fondamentali della comunicazione fra agenti:
 la struttura dei messaggi che si scambiano;
 il trasporto dei messaggi.
Struttura dei messaggi e FIPA ACL.
Abbiamo gia` detto che gli agenti FIPA comunicano fra di loro scambiandosi mes-
saggi espressi in un Agent Communication Language (ACL). La FIPA ha definito
un suo agent communication language FIPA ACL, del quale diamo di seguito una
brevissima descrizione. In astratto i messaggi sono strutturati come un tupla di
coppie chiave-valore che contengono17:
16In alcune implementazioni questo compito e` delegato al message-transport-service.
17La lista non comprende tutti gli elementi della struttura.
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Sender. Il mittente del messaggio.
Receiver. Il destinatario del messaggio. Puo` essere indicato anche piu` di un
destinatario per uno stesso messaggio.
Performatives. Identificano il tipo di atto comunicativo al quale si riferisce il
messaggio. Ci dice se il messaggio e` un’affermazione, una domanda, una
risposta, un rifiuto o qualcosa d’altro.
Content language. Il linguaggio con cui e` espresso il contenuto del messaggio.
Esistono differenti linguaggi che possono essere impiegati come content
language, fra i quali KIF o FIPA SL.
Content. Il contenuto vero e proprio del messaggio che e` espresso in un content
language. Ad esempio se il messaggio ha performative “request” la quale
indica che il mittente richiede al destinatario di fare un’azione, il content
conterra` la formulazione dell’azione richiesta.
Ontology. L’ontologia e` il dominio al quale si riferiscono i termini del messaggio,
ovvero elementi che appariranno all’interno del content ma non apparten-
gono alla sintassi del content language. L’ontologia identifica l’accezione
con cui sono utilizzati i termini ed il significato dei termini appartenti al
dominio del discorso.
Nell’architettura astratta non si e` obbligati ad adottare FIPA ACL come ACL: ab-
biamo dato una descrizione di FIPA ACL per aver presente quale puo` essere la
struttura approssimativa di un messaggio scritto in un ACL. Per maggior dettaglio
sulla struttura e gli atti comunicativi supportati da FIPA ACL si faccia riferimen-
to a [24] e [30]. In figura 3.9 e` fornita una schematizzazione riassuntiva della
struttura di un messaggio espresso in un agent communication language. Si vede
che il content language puo` essere riferito ad una ontologia 18 ed il messaggio
contiene un mittente e dei destinatari espressi con il nome unico (agent-name)
indipendente dal tipo di trasporto con il quale gli agenti sono raggiungibili.
Trasporto per i messaggi.
Vediamo cosa accade quando un messaggio viene spedito attraverso un particola-
re trasporto. Come illustrato in figura 3.10, un messaggio per essere spedito viene
codificato in un Payload ed incluso in un Transport Message.
Il payload non e` che una codifica del messaggio originale espressa in una forma











Expressed in a content language
May reference an ontology
agent name
agent name
Figura 3.9: La struttura per un messaggio FIPA.
adatta ad essere trasmessa sopra un determitato trasporto. Supponiamo ad esem-
pio che un messaggio debba essere trasmesso su una connessione wireless19, al
fine di ottimizzare la trasmissione, e quindi il numero di informazione che pos-
sono essere trasmesse in uno stesso intervallo di tempo, e` conveniente impiegare
una codifica del messaggio diversa dalla semplice codifica a stringa (es. FIPA
Bit-Efficient Encoding).
Un transport message e` formato da un envelope (la busta) ed il payload del
messaggio che deve essere trasmesso. L’envelope contiene i transport descrip-
tion dell’agente mittente e del destinatario. Un transport description contiene le
informazioni che permettono di spedire il messaggio sul trasporto: le caratteristi-
che del trasporto, l’indirizzo del destinatario, alcuni dettagli su come e` realizzato
il trasporto; oltre a informazioni aggiuntive come l’encoding-rappresentation, dati
relativi alla sicurezza, altri dati che devono essere visibili al trasporto.
In figura 3.10 si puo` osservare una schematizzazione del processo che trasfor-
ma un messaggio in un transport message: a partire dal messaggio viene creato un
payload in funzione del trasporto selezionato; dopo di che si crea un envelope con
le informazioni utili al trasporto. Se necessario possono essere aggiunti ulteriori
envelope, il tutto compone cio` che abbiamo definito come message transport.





























more attributes transport description
transport description
Figura 3.10: Trasformazione di un messaggio in un Transport-Message.
3.3.5 Esempio di comunicazione
Analogamente a quanto fatto per i servizi di directory service riportiamo da [27]
un esempio che illustri cosa accade quando si spedisce un messaggio. Innanzi
tutto chiariamo che ogni agente ha un agent-name unico ed immutabile. Un
agente puo` avere uno o piu` transport-description che utilizza per spedire ad altri
agenti i propri transport-message. Ogni transport-description e` correlato ad un
particolare transport (trasporto, es. IIOP, HTTP). Un transport e` dunque un
meccanismo per trasferire messaggi. Un transport message e` un messaggio che
viene spedito da un agente ad un altro in un formato che e` appropriato per il
transport usato. Un insieme di tranport-description puo` essere mantenuto in un
locator. Ricordiamo che il locator e` parte della directory entry di un agente.
Consideriamo un agente con agent-name ”ABC” con una directory entry come
quella schematizzata in tabella 3.1. Si osservi che tale agente puo` essere raggiunto






Tabella 3.1: Directory entry per ABC
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con agent-name ”123” che voglia comunicare con l’agente ”ABC” e supporti il
transport HTTP. In figura 3.11(a) e` illustrato il contenuto del transport message

























































Figura 3.11: (a) Transport-Message per la comunicazione tra ”123” e ”ABC”. (b)
Lo stesso Transport-Message criptato.
in figura 3.11(b) viene illustrato un esempio di utilizzo degli attributi addizionali,
in questo caso per spedire messaggi criptati.
3.4 Specifica della gestione degli agenti FIPA
Nella sezione precedente abbiamo dato un’idea delle componenti astratte che
permettono agli agenti d’interoperare. In questa sezione scendiamo di un livel-
lo di astrazione e presentiamo la specifica [28] che descrive con maggior detta-
glio com’e` fornita l’interoperabilita` degli agenti illustrando inoltre come vengono
gestiti gli agenti.
3.4.1 Un modello di riferimento
Prima di tutto andiamo a descrivere un modello di riferimento per la gestione
degli agenti, sul quale illustreremo successivamente le operazioni di creazione,












Figura 3.12: Il modello di riferimento FIPA per la gestione degli agenti.
Le entita` contenute nel modello di riferimento illustrato in figura 3.12 sono
insiemi logici di servizi, non e` detto che vi sia corrispondenza di un elemento ad
un elemento con le componenti fisiche di implementazione. Inoltre, nella specifica
viene lasciata una certa liberta` per i dettagli piu` implementativi delle platform.
Descriviamo brevemente le singole entita`.
Agente: e` l’attore fondamentale nella Agent Platform (AP), puo` fare da interme-
diario ad un utente umano o ad un software preesistente. Deve avere un
identificatore Agent Identifier20 (AID) universalmente unico. Puo` essere
registrato ad un certo numero di indirizzi di trasporto attraverso i quali puo`
essere contattato.
Directory Facilitator (DF): e` un componente obbligatorio della platform. Il DF
fornisce servizi di pagine gialle agli altri agenti. Gli agenti possono attra-
verso esso registrare i loro servizi o chiedere quali servizi siano offerti dagli
altri.
20Si faccia attenzione in quanto le specifiche FIPA si riferiscono all’AID intendendo spesso
oltre all’identificatore unico e immutabile dell’agente anche un insieme di “parametri” dell’iden-
tificatore ad esempio i transport address supportati, questo doppio utilizzo del termine puo` essere
motivo di confusione.
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Agent Management System (AMS): e` una componente obbligatoria della agent
platform, che esercita il controllo e la supervisione degli accessi e l’u-
so della platform. Ce n’e´ uno per ogni Agent platform. Questa compo-
nente colleziona gli Agent Identifier (AID) per gli agenti registrati nella
platform21.
Message Transport Service (MTS): sono i servizi usuali di comunicazione per
agenti locati sulla stessa o su differenti platform. La comunicazione inter-
platform viene specificata in un documento a parte [29].
Agent Platform (AP): fornisce l’infrastruttura fisica nella quale gli agenti posso-
no essere impiegati. La platform puo` consistere in una macchina, un sistema
operativo, un software per il supporto di agenti, un insieme di componenti
misto agli agenti. La progettazione interna della platform non e` oggetto di
standardizzazione. Non e` detto che vi sia una platform per ogni macchi-
na, e` possibile implementare delle platform distribuite. La FIPA prevede
una varieta` di differenti AP che vanno da un singolo processo che contiene
agenti sotto forma di thread ad una AP totalmente distribuita costruita sopra
middleware standard o proprietari. FIPA specifica solo con cosa e come la
comunicazione avviene fra agenti. Gli agenti possono essere nativi della
platform, agenti esterni alla platform, o agenti che dinamicamente si sono
registrati ad essa.
Software: questa componente descrive tutto cio` che non e` un agente ma deve
essere accessibile dall’agente. L’agente puo` accedere a software per ag-
giungere nuovi servizi, protocolli di interazione, protocolli di negoziazione,
algoritmi, protocolli per la sicurezza, eccetera22.
3.4.2 Il nome degli agenti
Il modello di riferimento FIPA identifica un agente con una collezione di coppie
chiave valore, chiamate Agent Identifier (AID). Queste collezioni di coppie posso-
no contenere un nome ed altri parametri come gli indirizzi di trasporto, l’indirizzo
di un servizio di risoluzione di nomi ed altro. La natura estensibile dell’ AID
dovrebbe permettere di arrichirlo a proprio piacimento con informazioni quali il
nome sociale, un soprannome, i ruoli che puo` giocare e quant’altro si voglia. Gli
21Considerando che gli AID possono avere alcuni parametri tra cui i transport address suppor-
tati, l’AMS implementa il servizio di pagine bianche. Si osservi che a questo livello di dettaglio
vengono distinti i due servizi di directory e quindi il servizio di pagine bianche viene offerto da
una componente (AMS) differente da quella che offre il servizio di pagine gialle (DF).
22La FIPA ha prodotto delle specifiche su come importare funzionalita` da software esterno. Si
veda [25].
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AID sono pensati per comparire dentro agli envelope dei messaggi nei campi :to
e :from. I valori dei parametri di un AID possono essere editati e modificati da
un agente, e` ad esempio possibile che un agente voglia aggiornare la sequenza
dei propri indirizzi di trasporto; tuttavia, i parametri obbligatori possono essere
cambiati esclusivamente dall’agente a cui l’AID si riferisce. Il parametro :name
di un AID e` un identificatore globalmente unico. Un modo semplice per ottene-
re cio` e` costruirlo a partire dal nome dell’agente e l’indirizzo della platform su
cui risiede (home agent platform, abbreviato con HAP), separando i due con un
carattere ’@’. Supponiamo ad esempio di avere un agente di nome ”ABC” che
risiede sulla platform con HAP ”miaplatform.disi.unige.it”, l’AID risultante sara`
”ABC@miaplatform.disi.unige.it”
3.4.3 Il Directory Facilitator
Il directory facilitator e` un componente obbligatorio in ogni agent platform, il
cui compito e` fornire un servizio di pagine gialle agli agenti. Viene inteso come
un custode benigno, nel senso che deve essere implementato in modo che gli sia
impossibile ingannare gli agenti coscientemente fornendo informazioni malizio-
se o parzialmente errate. In una AP vi possono essere piu` DF che lavorano in
collaborazione con il DF principale formando una “federazione”.
Vediamo come interagiscono gli agenti con il directory facilitator. Se un agen-
te vuole pubblicizzare i suoi servizi agli altri agenti, deve contattare il DF e richie-
dere la registrazione della descrizione dei servizi. L’atto della registrazione non
implica nessun obbligo da parte dell’agente che si e` registrato, al quale e` permesso
rifiutare una richiesta di un servizio da lui precedentemente pubblicizzato. Il DF
da parte sua non assicura la validita` e l’accuratezza delle informazioni che sono
state registrate, ne´ opera alcun controllo sul ciclo di vita di ogni singolo agen-
te. La descrizione dei servizi con la quale l’agente pubblicizza le sue capacita`
ha una serie di parametri obbligatori, ed e` comunque possibile aggiungere anche
informazioni non previste dallo standard FIPA. Illustriamo le funzioni che devo-
no essere fornite dal DF, esse corrispondono ad una semantica ben definita che
non illustreremo in quanto piuttosto intuitiva e troppo di dettaglio per la nostra
presentazione. I servizi comprendono:
 la registrazione dei servizi nel DF;
 l’eliminazione di una registrazione;
 la modifica di una registrazione;
 la ricerca dell’agente o degli agenti che offrono servizi con determinate
caratteristiche;
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Figura 3.13: AID tipo del Directory Facilitator.
Questa convenzione permette agli agenti che non conoscono l’indirizzo del fa-
cilitatore di registrare i propri servizi in qualsiasi platform FIPA alla quale abbiano
accesso.
3.4.4 Agent Management System
La componente AMS e` obbligatoria ed unica in ogni AP. Tale componente e` re-
sponsabile della gestione degli agenti (es. creazione, cancellazione degli agenti)
e di tutte le operazioni sulla platform comprese l’accettazione delle registrazioni
di agenti preesistenti e la migrazione degli agenti da una AP ad un’altra23. Visto
che le agent platform possono avere caratteristiche piuttosto eterogenee, l’AMS
se interrogata in proposito offre una descrizione della relativa AP. Ad ogni agente
e` associato una ciclo di vita, questa associazione viene mantenuta dall’AMS. Nel
caso in cui la platform sia distribuita su piu` macchine l’AMS rappresenta l’au-
torita` in tutte le macchine. L’AMS puo` richiedere agli agenti di eseguire alcune
funzioni di gestione come la terminazione e ha l’autorita` di costringere l’esecu-
zione della richiesta se questa venisse ignorata. L’AMS mantiene un indice di tutti
gli agenti che in un certo istante risiedono nella platform, mantenendo per ognuno
il relativo AID. Un agente e` residente in una platform se si e` registrato con l’AMS.
Per essere conforme al modello di riferimento della FIPA ogni agente deve regi-
strarsi all’AMS. Con la registrazione l’agente ottiene l’autorizzazione ad accedere
al MTS ed e` quindi in grado di riceve e spedire messaggi. L’AMS ha il compito
di controllare la validita` di tutte le descrizioni di agenti che gli pervengono, in
particolare controlla l’unicita` del nome dell’agente nel AID. Le descrizioni degli
agenti possono essere modificate per qualsiasi ragione ma le modifiche sono sog-
gette a politiche di autorizzazione. Dopo la cancellazione di un agente, il relativo
AID viene rimosso dall’AMS ed e` quindi disponibile nel caso che qualche altro
agente lo volesse utilizzare. Ogni AMS nel propi AP ha un AID riservato della
seguente forma:





Figura 3.14: AID tipo del Agent Management System.
Analogamente a cio` che avveniva con il directory facilitator, anche qui, la con-
venzione sull’indirizzo dell’AMS permette agli agenti di registrarsi alla platform
conoscendo soltanto l’indirizzo HAP.






 restituzione delle descrizioni della platform.
Oltre alle funzionalita` di gestione degli agenti:
 sospendere un agente;
 terminare un agente;
 creare un agente;
 recuperare l’esecuzione di un agente;
 invocare un agente;
 eseguire un agente;
 gestire le risorse
Le funzionalita` precedenti sono fornite dall’AMS, vi e` pero` una funzione che deve
essere obbligatoriamente fornita dagli agenti: la funzione “quit”24.
24Il fatto che questa funzionalita` sia offerta dagli agenti e` dovuta al fatto che tale funzionalita`
permette agli agenti di terminare in maniera controllata.
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3.4.5 Ciclo di vita degli agenti
A questo punto dovrebbe essere chiaro che gli agenti FIPA esistono fisicamente
in una platform25 il cui compito e` offrire le funzionalita` e facilitazioni preceden-
temente descritte a beneficio degli agenti stessi. Nel contesto della platform un
agente e` un processo che deve essere gestito secondo un ciclo di vita che model-
la l’esistenza di ogni istanza di agente indipendente dall’applicazione che si sta
sviluppando. In un dato istante ogni agente puo` trovarsi in uno solo degli stati















Figura 3.15: Il ciclo di vita degli agenti FIPA.
Vediamo ora in ogni stato del life-cycle degli agenti come viene gestita la
comunicazione.
Active: Il MTS consegna i messaggi all’agente normalmente.
Initiated/Waiting/Suspended: in questi tre stati il MTS colleziona i messaggi
fino a quando l’agente non ritorna attivo. Nel caso sia impostato un servizio
di inoltro ad un’altra locazione per un agente che sia in uno di questi stati
effettua l’inoltro.
25Cio` che ad un altro livello di astrazione abbiamo genericamente definito come ambiente in cui
gli agenti vivono.
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Transit: il MTS colleziona i messaggi fino a che l’agente non ritorna attivo. Un
agente puo` ritornare attivo sia perche´ il tentativo di muoversi in una nuova
destinazione e` fallito, sia perche´ l’agente ha iniziato la sua esecuzione in un
nuova AP. Solo gli agenti mobili possono entrare nello stato Transit.
Unknown: il MTS puo` sia collezionare i messaggi sia rifiutarli, dipende dalla
politica del MTS e dalle richieste specificate nel trasporto dei messaggi.
Diamo ora una breve descrizione delle transizioni che permettano di passare da
uno stato all’altro.
Create: la creazione o l’installazione di un nuovo agente.
Invoke: l’invocazione di un nuovo agente.
Destroy: la terminazione forzata di un agente, questa operazione dovrebbe essere
iniziata solo dal AMS e non puo` essere ignorata dall’agente.
Quit: Una terminazione piu` gentile che puo` anche essere ignorata dall’agente.
Resume: mette l’agente sospeso nello stato active. Questa transazione puo` essere
iniziata solo dall’AMS.
Suspend: mette l’agente nello stato suspended. Questa transizione puo` essere
iniziata sia dall’agente che dalla platform.
Wait: transizione che mette l’agente nello stato di Waiting, cio` puo` avvenire solo
per iniziativa dell’AMS.
Wake up: toglie l’agente dallo stato di waiting, questa transizione puo` essere
fatta solo dall’AMS.
Vi sono poi due transizioni che possono essere usate solo da agenti mobili:
Move: mette l’agente nello stato di Transit, questa transizione puo` essere intra-
presa solo su iniziativa dell’agente stesso.




Fino ad ora abbiamo parlato dei servizi offerti da una Agent Platform non occu-
pandoci di come gli agenti possano accedere a questi servizi. Parlando dell’archi-
tettura astratta avevamo accennato al fatto che le componenti possono essere im-
plementate sotto forma di agenti, oggetti, moduli. Nel caso in cui la componente
sia implementata come un oggetto o un insieme di oggetti e` possibile accedere ai
suoi servizi tramite chiamate a metodo o attraverso API (Application Program In-
terface). Diversamente se i servizi sono offerti da agenti e` possibile accedervi uti-
lizzando delle comunicazioni di richiesta. Ricordiamo che che la comunicazione
tra agenti avviene su tre livelli di astrazione distinti, che coinvolgono:
 ontologie;
 linguaggio di comunicazione per agenti;
 protocollo di trasporto.
Per i livelli di astrazione piu` bassi corrispondenti al linguaggio di comunicazione
e protocolli di trasporto abbiamo gia` detto cosa prevedono le specifiche FIPA
fornendo un descrizione per FIPA ACL e MTS. Descriviamo cosa prevedono le
specifiche FIPA per le ontologie.
La FIPA assume che se la comunicazione coinvolge due agenti questi condivi-
dano almeno una ontologia in comune. Se fosse altrimenti i due non riuscirebbero
a dare lo stesso significato ai termini dei messaggi che si scambiano.
Per un determinato domino applicativo si puo` pensare di utilizzare le ontologie
in maniera esplicita o implicita. Utilizzare le ontologie in maniera implicita signi-
fica codificare le ontologie nel codice degli agenti. In questo modo non e` possibile
accedere all’ontologia se essa non e` stata codificata durante lo sviluppo dell’agen-
te. In alternativa a questo tipo di approccio si possono trattare le ontologie in
modo esplicito.
Le specifiche FIPA permettono agli agenti di utilizzare ontologie esplicite at-
traverso quelli che sono gli ontology service. Gli ontology service sono forniti da
un agente dedicato denominato Ontology Agent (OA) e comprendono:
 la scoperta di nuove ontologie pubbliche;
 la conservazione delle ontologie accessibili;
 la traduzione di espressioni tra due ontologie differenti26;
26Questa funzionalita` non deve essere ottenuta necessariamente in maniera automatica, ed e`
comunque spesso di difficile realizzazione. Per questo le specifiche FIPA prevedono che ad una
richiesta di traduzione il OA possa rispondere che non e` in grado di fornirla.
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 rispondere a domande sulle relazioni che intercorrono tra due termini o due
ontologie;
 facilitare l’individuazione di una ontologia comune tra due agenti;
Non e` interesse di questa tesi entrare troppo nel dettaglio della questione, in
generale le ontologie sono domain dependent, ed in [26] vengono illustrati detta-
gliatamente gli ontology services che potrebbero essere supportati dall’ambiente
in cui gli agenti vivono. L’esistenza di un Ontology Agent in una platform non e`
obbligatorio nelle specifiche FIPA. Le specifiche FIPA oltre a prevedere gli stru-
menti che facilitino l’utilizzo delle ontologie nei contesti dipendenti dal dominio,
definisce delle sue ontologie standard per permettere agli agenti di accedere alle
funzionalita` delle componenti descritte nelle specifiche.
La FIPA definendo le ontologie dei servizi offre gli strumenti per permettere
all’agente di fare proprie richieste ai componenti dell’architettura. Infatti quando
un agente vuole richiedere un servizio ad una componente implementata in forma
di agente non puo` servirsi di una chiamata a metodo o una chiamata a procedura,
ma necessita di spedire una messaggio in FIPA ACL. Per esprimere una richiesta
di registrazione ad un DF implementato come agente, avra` bisogno di un’onto-
logia con cui esprimere i concetti relativi alla descrizione dei servizi che vuole
registrare.
Per portare un esempio, viene proposta un’ontologia FIPA-Agent-Management
nella quale sono definiti i termini del linguaggio con cui parlare del domino della
gestione degli agenti FIPA. Standardizzare le ontologie con cui parlare dei servizi
offerti dalle componenti FIPA e` equivalente a standardizzare le “procedure” con
cui si richiedono i servizi, si noti che cio` e` simile a quello che abitualmente si
ottiene nei contesti di programmazione orientata agli oggetti quando si definisce
l’interfaccia con la quale accedere ai servizi degli oggetti, solo che nel caso degli
agenti attraverso le ontologie lavoriamo ad livello di astrazione piu` elevato. Con-
cludiamo osservando che nella specifiche FIPA le ontologie hanno una duplice
utilita`:
 descrivere gli elementi della specifica e la relativa semantica;
 fornire un strumento per richiedere i servizi alle componenti realizzate come
agenti.
3.6 Progetti FIPA
Vi sono alcuni progetti a partecipazione internazionale, che hanno adottato le spe-
cifiche FIPA in modo da verificare l’applicabilita` delle delle stesse. Ne descrivia-
mo brevemente alcuni riportando cio` che e` illustrato in [52].
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FACTS: un progetto per validare il lavoro della FIPA e specifiche standard prove-
nienti da altri gruppi attraverso la costruzione di sistemi basati sulle specifi-
che FIPA. L’obiettivo del progetto e` controllare le effettive potenzialita` del-
l’interoperabilita` nei termini specificati dalla FIPA. Il progetto e` suddiviso
in due fasi. Nella prima fase vengono fatte interoperare platform di differen-
te provenienza su ognuno dei tre campi applicativi specificati (audio-video
broadcasting an entertainment, service reservation, elettronic commerce).
Nella fase successiva si fanno interagire sistemi appartenenti a diversi campi
applicativi.
LEAP: e` il precursore della seconda generazione di platform per agenti FIPA
compatibili. LEAP (Lightweight Extensible Agent Platform) individua le
necessita` relative ad infrastrutture aperte con servizi che supportano distri-
buzione su reti wireless, per questo particolarmete dinamiche e mobili. Le
platform di questo tipo rappresentano una sfida dal punto di vista tecnico,
in quanto necessitano di generare ed eseguire agenti in una grande varieta`
di ambienti run-time in modo da “girare” su differenti hardware (cellulari,
palmari, PC) e comunicare con una varieta` di meccanismi (TCP/IP, WAP,
ecc.).
Agentcities: ha lo scopo di realizzare applicazioni di ricerca e commerciali basati
su agenti che accelerino lo sviluppo di una successiva generazione di servizi
Internet. Tale obiettivo viene perseguito in tre modi:
1. sviluppando una infrastruttura che sia pubblicamente e continuamente
accessibile e possa ospitare i servizi per gli agenti;
2. sviluppando i servizi in modo da popolare la rete di una vasta offerta
di servizi gratuiti e commerciali sul quale costruire altre applicazioni;
3. incoraggiare la collaborazione nella ricerca: promuovendo una rete
che individui gli obiettivi di ricerca e sviluppo su grande scala quindi
abiliti lo scambio di informazioni tra progetti esistenti e futuri.
Ognuno di questi progetti ha messo in luce nuove richieste rispetto alle esigen-
ze d’interoperabilita` FIPA scavando ulteriormente negli aspetti della semantica
della interoperabilita`. Progetti come Agentcities portano a lavorare ulteriormente
sulle ontologie, le interazioni di servizi, le responsabilita` e fiducia negli agenti.
3.7 Conclusioni
In questo capitolo abbiamo brevemente presentato parte del lavoro della FIPA,
concentrandoci sugli aspetti piu` vicini alle problematiche di comunicazione e le
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funzionalita` che dovrebbero essere offerte dalle platform per agenti FIPA compa-
tibili.
Abbiamo incominciato ad interessarci al fenomeno FIPA quando ci siamo im-
battuti per la prima volta nelle specifiche dell’architettura astratta. Rendendo-
ci conto che cio` che era specificato nel documento rappresentava una sorta di
meta-MAS dal quale l’utente poteva istanziare il suo sistema ad agenti pensammo
che tale framework concettuale ci potesse aiutare a focalizzare ulteriormente le
esigenze e le problematiche che poteva incontrare l’utente di D-CaseLP.
Spesso abbiamo avuto a che fare con specifiche sviluppate da working group
e technical committee differenti. Cio` unito al fatto che la specifica astratta e` appo-
sitamente definita come una specifica loose27 e che in una prima fase non dispo-
nevamo di altro materiale al di fuori delle specifiche FIPA per raccapezzarci fra
gli obiettivi dell’intento di standardizzazione, non ha reso semplice il compito di
esplorare le specifiche e metterle in relazione tra di loro. Quella che all’inizio do-
veva essere una veloce occhiata al lavoro altrui ha cambiato le prospettive in cui ci
muovevamo svolgendo un ruolo fondamentale in questo lavoro di tesi. Man mano
che prendevamo confidenza con le specifiche ci rendevamo conto che le ipotesi da
noi operate trovavano conferma ed in certi casi una forma piu` definita nel lavoro
effettuato dalla FIPA28.
Il tentativo di standardizzazione operato dalla FIPA ha il merito di essere un
passo verso una visione piu` concreta della tecnologia ad agenti. Siamo consape-
voli che la standardizzazione non e` la panacea a tutti i “mali” ma a nostro avviso
puo` avere importanti benefici per cio` che riguarda l’affermarsi della tecnologia
basata sul paradigma ad agenti.
Per ottenere una piena legittimazione da parte degli ambienti di produzione
e` necessario sviluppare un certo numero di progetti che individuino e mostrino
contributo delle tecniche ad agenti nella risoluzione problemi concreti e l’effettivo
vantaggio del loro impiego rispetto alle tecnologie piu` consolidate.
La ricerca di una legittimazione non va considerata come il mero tentativo di
trovare un’ulteriore gratificazione economica al lavoro di ricerca, ma piuttosto co-
me un passo fondamentale per lo sviluppo del paradigma stesso. Come osservato
da Nwana e Ndumu in [47] al fine di avere un’effettivo riscontro di quelle che sono
le potenzialita` del paradigma ad agenti e` di primaria importanza che la tecnolo-
gia sia ampiamente impiegata. Questo implica la necessita` di risolvere problemi
concreti ed accollarsi costi notevoli, due condizioni di cui probabilmente solo le
27Con il termine specifica loose intendiamo una specifica da cui e` possibile ottenere
implementazioni piuttosto diverse tra loro.
28Si pensi ad esempio all’esigenza di avere un’interfaccia verso la comunicazione che permet-
tesse il supporto di differenti implementazioni della comunicazione o le posizioni sulla minimalita`
che portano entrambi a non specificare dettagli inutili del micro-livello degli agenti.
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industrie si possono fare carico.
Sempre Nwana e Ndumu in [47] analizzano lo scenario che si prospetta nella
produzione scientifica sull’argomento negli anni successivi al 1995 fino al 1999 e
osservano alcuni fenomeni a loro dire abbastanza preoccupanti:
 alcuni dei lavori pubblicati presentavano ancora confusione tra Object Orien-
tation e concetti relativi agli agenti;
 molte proposte erano caratterizzate da una prematura matematizzazione. La
ricerca di basi matematiche aveva l’effetto di spostare prematuramente par-
te degli sforzi che potevano essere impiegati nell’individuazione dei van-
taggi offerti dal paradigma ad agenti in una ricerca di fondamenti per il
paradigma;
 in alcuni lavori si poteva osservare una rietichettatura29 di concetti da tempo
noti. Questo fenomeno non sempre di natura “dolosa” portava a lavori il cui
contributo era di limitata consistenza.
A nostro parere la standardizzazione in corso ad opera della FIPA, per le moda-
lita` ed i principi che abbiamo parzialmente descritto, pur lasciando una sufficiente
liberta` di ricerca offre un framework concettuale che puo` fungere da fondamen-
to per l’applicazione concreta del paradigma ad agenti. Questo puo` essere uti-
le a focalizzare gli obiettivi della ricerca futura ed in parte eliminare i problemi
evidenziati da Nwana e Ndumu.
Il fatto che la FIPA nasca come forum che vede la presenza di importanti
aziende e gruppi di ricerca (anche di origine accademica) costituisce un elemento
positivo che fa ben sperare in questo senso. Cio` che ci auguriamo e` che tale ini-
ziativa possa giocare un ruolo simile a quello che l’OMG ha giocato nell’ambito
delle tecnologie ad oggetti. Durante i mesi in cui si e` lavorato a questo lavoro di
tesi, abbiamo avuto l’impressione che l’interesse rispetto all’iniziativa sia in con-
tinuo aumento, vi sono un certo numero di platform che si sono adeguate o hanno
scelto di aderire alle specifiche FIPA. Nei prossimi capitoli illustreremo l’impatto
che le specifiche FIPA hanno su D-CaseLP.
29Processo secondo il quale si danno nomi nuovi a concetti vecchi.
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Capitolo 4
Inclusione del framework FIPA in
D-CaseLP
In questo capitolo illustriamo quale impatto ha avuto l’introduzione delle speci-
fiche FIPA sulla progettazione di D-CaseLP. Daremo una descrizione delle ca-
ratteristiche offerte dal tool JADE per lo sviluppo di agenti FIPA compatibili e
l’apporto che questo fornisce nella realizzazione di D-CaseLP. Concluderemo
con un confronto tra JADE e CORBA, il quale insieme alle motivazioni di pro-
getto1 ci fornira` gli elementi che giustificano la scelta di abbandonare l’impiego
di CORBA e la decisione di progettare un D-CaseLP basato su JADE.
4.1 Perche´ includere le specifiche FIPA
Il modello concettuale proposto dalla FIPA ha cambiato le prospettive di progetto
di D-CaseLP. L’impatto di questa variazione sul nostro lavoro e` stata abbastanza
consistente, nonostante cio` vi sono valide motivazione alla base di questo aggiu-
stamento di rotta. A prescindere dal fatto che la realta` FIPA si sta evolvendo
rapidamente e diventa sempre meno sensato ignorare l’operato di tale organizza-
zione, vale la pena illustrare quali fattori ci hanno spinto a mettere D-CaseLP in
relazione con il lavoro FIPA.
Architetture per agente. La FIPA non standardizza l’intelligenza interna dei
MAS, le specifiche si concentrano sugli aspetti relativi l’intelligenza ester-
na. Questo lascia ampia liberta` rispetto alla scelta dell’architettura per agen-
te che si deve adottare nella risoluzione dei propri problemi. Permettere al
1Le motivazioni di progetto sono tutte le considerazioni relative al contesto progettuale in cui
stiamo lavorando.
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progettista di scegliere quale architettura sia piu` adeguata invece che co-
stringerlo ad adattare le sue soluzioni su un’architettura scelta a priori e`
uno dei punti cruciali di D-CaseLP e prima ancora CaseLP, il fatto che la
FIPA faccia ipotesi analoghe alle nostre e` incoraggiante.
Una visione concreta. La FIPA offre delle specifiche che si propongono di risol-
vere problemi da una prospettiva concreta. Il fatto che vi siano industrie
coinvolte nell’iniziativa focalizza il lavoro verso obiettivi pratici, il cui fi-
ne ultimo e` soddisfare le aspettative di applicazione degli agenti. Di questi
aspetti il progetto D-CaseLP non puo` che far tesoro. Il gruppo di program-
mazione logica dell’universita` di Genova ha avuto esperienze significative
di collaborazioni con l’industria per la risoluzione di problemi concreti si
vedano gli articoli [16, 17, 3]. Queste esperienze pero`, sono limitate alla
progettazione di prototipi di MAS ed all’individuazione di una soluzione
logica per i problemi. Per tali progetti, infatti, il gruppo non ha curato la
parte di realizzazione successiva alla definizione del prototipo. L’adozione
delle specifiche FIPA ci permette di indirizzare alcune delle problematiche
che si incontrano non appena si esce dalla visione astratta dei problemi e ci
permette di recuperare da terzi parte dell’esperienza di cui deficitiamo.
Nuove direzioni di ricerca. Le specifiche FIPA pur avendo come scopo princi-
pale rendere fruibile la tecnologia ad agenti in contesti applicativi, a volte
mettono in evidenza le problematiche su cui e` utile focalizzare la ricerca.
Fra le esigenze teoriche che si stanno evidenziato vi e` un’evoluzione della
comunicazione basata su Agent Communication Language verso il suppor-
to di ruoli e interaction protocol. La FIPA non propone una metodologia
di sviluppo propria, anche se in un certo senso il framework concettuale
che emerge dalle specifiche ha anche una valenza metodologica: si pen-
si all’architettura astratta e l’utilizzo che se ne puo` fare. Il progettista di
MAS puo` far uso dell’architettura astratta per individuare alcuni dei pro-
blemi da affrontare durante un design, e sfruttare tale specifica come una
specie di “formina” con la quale progettare sistemi MAS capaci di intero-
perare con altri. L’architettura astratta non e` ovviamente una metodologia
vera e propria corrisponde al massimo ad un insieme di linee guida per il
design di MAS, c’e` quindi ampio spazio per proporre nuove metodologie
per la realizzazione di MAS aderenti alla FIPA.
Le specifiche della FIPA coinvolgendo diversi gruppi di ricerca offrono una
visione unitaria suddivisa in piu` livelli di astrazione di quelle che sono le
problematiche ancora aperte, offrendo spesso anche un’indicazione indiret-
ta di quali sono le piu` urgenti, se si vuole che il paradigma trovi un suo
spazio nel mondo delle applicazioni.
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Sistemi aperti. Quando il progetto D-CaseLP e` partito ci si limitava a consi-
derare ambienti chiusi, nei quali non si prevedeva che i MAS dovessero
interagire con altri per risolvere i propri problemi. Questa ipotesi puo` risul-
tare abbastanza limitativa. Nonostante sia di difficile realizzazione, e che la
specifica FIPA indirizzi solo alcuni dei problemi che e` necessario risolvere
per ottenere praticamente sistemi aperti, e` futuribile che tale caratteristica
giochera` un ruolo importante nello sviluppo del paradigma ad agenti. Negli
ultimi tempi sono apparsi anche articoli che iniziano a considerare l’impat-
to che potrebbe avere la commercializzazione di sistemi aperti nel contesto
sociale [13, 51]. La rivoluzione di cui siamo stati testimoni negli ultimi
anni con l’avvento di Internet, ha avuto un impatto sulla societa` che e` sot-
to gli occhi di tutti2, la realizzazione di comunita` aperte di agenti potrebbe
portare al completamento di questa rivoluzione. In una prospettiva a lungo
termine ci sembra che la capacita` d’interagire con altri MAS in maniera del
tutto dinamica, ovvero senza che i sistemi coinvolti siano stati pensati per
interagire uno con l’altro, per quanto difficile da ottenere sia una direzio-
ne che va almeno tenuta presente. Gli sforzi impiegati verso tale direzio-
ne se non porteranno al raggiungimento completo degli obiettivi possono
comunque fornire interessanti spunti per la risoluzione dei problemi legati
all’integrazione di software legacy.
4.1.1 Aggiornamento del FRT di D-CaseLP
La progettazione del tool e la valutazione delle specifiche FIPA per un certo perio-
do sono state due attivita` che abbiamo portato avanti contemporaneamente. Que-
sto modo di procedere e la consapevolezza che il progetto D-CaseLP disponeva
di una limitata forza lavoro ha fatto si che l’inserimento delle componenti pre-
scritte dalla FIPA fosse graduale. Per quanto riguarda le caratteristiche FIPA da
includere nel tool, l’idea era di accontentarsi di un tool parzialmente aderente alle
specifiche FIPA, che contenesse almeno le caratteristiche minime relative a servizi
di Directory Service e supporto a trasporti multipli (MTS).
In figura 4.1 illustriamo il FRT aggiornato con gli elementi della specifica FI-
PA di cui vogliamo tener conto gia` dai primi prototipi di D-CaseLP. Per quanto
riguarda i servizi di directory si pensava di limitarci a fornire servizi equivalenti
a quelli di pagine bianche, lasciando per eventuali lavori di estensione i servizi
di pagine gialle. Invece, per i servizi di trasporto ci eravamo proposti di fornire
2Si pensi ad esempio all’uso della posta elettronica che in ambito lavorativo ha reso prati-
camente obsoleto l’utilizzo del FAX o al boom del Word Wide Web con servizi come l’Internet
Banking, il Trading On Line, ma anche agli entusiasmi che hanno generato espressioni come “new
economy”.
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1. Modellazione e creazione di codice per il prototipo del MAS.
... ... ...
2. Realizzazione e validazione di un prototipo della applicazione sotto
sviluppo.
(a) Installazione degli strumenti offerti da D-CaseLP.
(b) Implementazione prototipo del MAS.
... ...
i. Supporto alla comunicazione.
 Directory Name Service (FIPA)
 Comunicazione via MTS (FIPA)
3. Implementazione della applicazione finita. ... ...
4. Utilizzo della applicazione finita. ... ...
Figura 4.1: Aggiornamento dell’albero delle funzionalita` D-CaseLP.
un unico trasporto implementato attraverso CORBA ma nascondere l’implemen-
tazione attraverso il meccanismo di degli MTS, implementando un trasporto che
facesse uso degli envelope e dei message transport come prescritto dalla FIPA
(si veda sez. 3.3.4). Cosı` previa la realizzazione di altri trasporti avremmo ot-
tenuto in modo elegante il supporto a diverse implementazioni delle primitive di
comunicazione.
4.1.2 Le platform aderenti alle specifiche FIPA
L’esistenza di alcuni tool per la realizzazione di sistemi multi-agente che fanno
uso del framework concettuale della FIPA, ci ha fatto sorgere il dubbio che ci fos-
se qualcosa di gia` fatto da poter riutilizzare ed eventualmente estendere per fornire
gli strumenti previsti in D-CaseLP. Vi sono tool molto differenti fra di loro che
offrono un supporto verso la realizzazione di MAS FIPA compatibili3 Come evi-
denziato nella tabella 4.2, fra i tool aderenti alla FIPA ve ne e` uno che ha alcune
caratteristiche interessanti per i nostri scopi: JADE. Cio` che ci ha convinto ad
analizzare questo tool e` l’esplicito riferimento da parte dei progettisti [8] alla pos-
sibilita` di implementare differenti architetture per agenti a partire dagli strumenti
in esso forniti.
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Figura 4.2: Progetti Open Source di tool per la realizzazione di MAS aderenti alle
specifiche d’interoperabilita` FIPA.
4.2 JADE
JADE (Java Agent Development Enviroment) e` un progetto open source che offre
gli strumenti software che permettono di sviluppare applicazioni basate ad agen-
ti compatibili con le specifiche di interoperabilita` FIPA. Vediamo alcune delle
principali caratteristiche offerte da JADE:
 una agent platform distribuita;
 una API Java per spedire e ricevere messaggi FIPA ACL;
 una libreria di interaction protocol pronti per essere utilizzati;
 il supporto alla mobilita` degli agenti;
 librerie per gestire ontologie definite dagli utenti;
 un’implementazione aderente alla specifiche FIPA del protocollo IIOP per
connettersi ad altre platform;
 un’iterfaccia grafica per monitorare e controllare l’esecuzione distribuita
degli agenti;
Nelle sottosezioni seguenti presenteremo il framework ricalcando la suddivisone
utilizzata in [4], dove si presenta il tool prima da un punto di vista descrittivo
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illustrando le varie componenti che permettono l’esecuzione degli agenti e poi
dal punto di vista dell’utente che lo deve utilizzare, descrivendo quali sono le
conoscenze e le classi Java che permettono di scrivere gli agenti.
4.2.1 JADE Run-Time
Agent platform.
La platform di JADE, puo` essere considerata la componente principale del Run-
Time, include un Agent Management System (AMS) ed un Directory Facilitator
(DF) realizzati sotto forma di agenti attivati automaticamente all’inizializzazione
della platform.
La platform JADE puo` essere distribuita su differenti hosts attraverso quelli
che vengono chiamati Agent Container. Ogni agent-container vive su una Java
Virtual Machine distinta, e` un Remote Method Invocation (RMI) server ed e` re-
sponsabile per gli agenti in esso residenti. Il controllo del ciclo di vita degli agenti
viene gestito in locale dal singolo agent container che ha la possibilita` creare,
sospendere, distruggere gli agenti in maniera indipendente dagli altri.
La suddivisione in container e di conseguenza la distribuzione della platform
JADE e` totalmente trasparente agli agenti esterni alla platform. Esiste, infatti, un
agent container principale denominato Main-Container o front-end che incarna le
funzionalita` di una server IIOP4, attraverso il quale gli agenti residenti su altre
platform, non necessariamente platform JADE, possono interagire con gli agen-
ti JADE. Il main-container sulla base delle informazioni contenute nell’AMS si
occupa di ridistribuire le comunicazioni ai container sui quali risiedono gli agenti
coinvolti nella comunicazione.
La comunicazione tra agenti in JADE.
Come illustrato in [7] la comunicazione in JADE e` di tipo peer-to-peer5 ed avvie-
ne tramite scambio di messaggi. `E prevista una diversa modalita` di consegna dei
messaggi FIPA ACL a seconda di dove gli agenti sono collocati.
Comunicazione Intra-Container: avviene fra agenti residenti in uno stesso
Agent-container. Per motivi di efficienza la comunicazione avviene tramite
4Un server che e` in grado di accettare richieste con l’Internet Inter-Orb Protocol (IIOP). Tale
protocollo permette di inoltrare richieste ad oggetti distribuiti attraverso il trasporto TCP/IP.
5Ricordiamo che questo tipo di comunicazione al contrario della comunicazione client-server,
prevede che le due entita` coinvolte nella comunicazione abbiano uguali “doveri” e “diritti”.
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un oggetto evento Java contenente il messaggio senza che siano effettuate
le operazioni marshalling ed unmarshalling del messaggio6.
Comunicazione Inter-Container: avviene fra agenti residenti su diversi Agent-
container ma appartenenti alla stessa JADE platform. La comunicazione in
questo caso e` effettuata tramite Remote Method Invocation (RMI).
Comunicazione Inter-platform Avviene fra agenti residenti su platform distin-
te, non necessariamente JADE Agent Platform, in conformita` con quanto
specificato dalla FIPA.
La scelta del tipo di comunicazione tra due agenti viene effettuata a seconda di
dove sono collocati i due in modo del tutto trasparente agli agenti ed al program-
matore, in piena coerenza con la filosofia FIPA. Al fine di selezionare il mecca-
nismo di trasporto piu` efficiente ogni agent-container mantiene una tabella delle
locazioni degli agenti chiamata Local-Agent Description Table (LDAT). Il main-
container oltre alla LDAT mantiene anche una tabella Global-Agent Description
Table (GADT), che mappa ogni agente nel riferimento RMI del suo container. Per
evitare che il main-container sia continuamente interpellato sono utilizzate tecni-
che di “caching” dei riferimenti per le comunicazioni inter-container. Le tecniche
di caching permettono di mantenere localmente ai vari container le informazio-
ni relative ai riferimenti dei container che ospitano agenti con cui e` necessario
comunicare.
`E nella comunicazione Inter-Platform che entrano in gioco la possibilita` di
utilizzare differenti implementazioni dei trasporti. Come si accennava prima il
trasporto utilizzato e` in genere IIOP ma e` possibile aggiungere o sovrascrivere al-
tre implementazioni di MTS con le quali effettuare comunicazioni inter-platform.
Gli autori dichiarano che la progettazione e` stata fatta in modo da poter aggiun-
gere altre tipologie di trasporto (WAP o quant’altro) senza grossi sforzi. Insieme
al run-time di JADE e` possibile ottenere alcune implementazioni di MTS, tra le
quali il trasporto http ed il trasporto Orbacus IIOP.
Un agente software in aderenza alle specifiche FIPA ha un identificare global-
mente unico (globally-unique identifier: GUID)7 che puo` essere utilizzato da ogni
agente per indicare negli appositi campi dei messaggi FIPA ACL i destinatari ed
il mittente. Come avevamo visto nelle specifiche FIPA gli indirizzi degli agenti
sono della forma  nome dell’agente  @  indirizzo della platform  .
6L’operazione di marshalling permette di trasformare i messaggi in un formato adeguato al
trasporto su una certa rete, mentre l’unmarshalling e` l’operazione inversa. In questo caso, trattan-
dosi di una comunicazione tra due agenti che risiedono sulla stessa macchina la conversione del
messaggio in un formato adeguato al trasporto sarebbe del tutto inutile.
7Nel capitolo relativo alla FIPA ci eravamo riferiti all’identificatore globalmente unico come
Agent-Identifier AID.
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Ontologie e content language definiti dall’utente.
Nel capitolo dedicato alla FIPA abbiamo gia` descritto il ruolo che il content lan-
guage e le ontologie giocano nella comunicazione tra agenti, abbiamo anche pre-
cisato che la FIPA definendo un insieme di ontologie supportate dei servizi da lei
specificati standardizza l’interfaccia con la quale si accede agli stessi. Al di la`
dell’uso delle ontologie indipendenti dal dominio applicativo della FIPA, l’utente
per permettere di fornire i servizi che progetta agli agenti avra` bisogno di definire
delle ontologie dipendenti dal dominio. Nelle versioni piu` recenti di JADE, sono
forniti ai programmatori gli strumenti per dare la possibilita` di crearsi le loro on-
tologie ed adottare i loro content language. Ogni agente JADE tiene una tabella
dove sono elencati i content language e le ontologie conosciute.
Strumenti per la gestione ed il monitoring dell’esecuzione.
Oltre che un’implementazione della platform in cui possono essere eseguiti gli
agenti, vengono forniti gli strumenti per il monitoring e la gestione dell’esecuzio-
ne distribuita. Tutti gli strumenti che andremo a descrivere nel seguito sono forniti
sotto forma di agenti nella platform JADE sulla quale operano.
Remote Monitoring Agent (RMA). Il framework JADE offre i consueti stru-
menti grafici per effettuare il monitoraggio ed il controllo (start, stop, ecc)
remoto degli agenti eseguiti. L’aspetto piu` interessante e` che esiste una pro-
posta presso la FIPA per standardizzare l’ontologia di monitoring utilizzata
da JADE, e quindi l’iterfaccia con cui si accede ai servizi di controllo e
monitoring degli agenti. Se tale proposta venisse accettata ed aggiunta al-
l’ontologia Fipa-agent-management, RMA potrebbe potenzialmente essere
utilizzato anche per il controllo e la gestione di agenti che non sono eseguiti
dalla JADE Agent Platform. In figura 4.3 si puo` osservare come si presenta
l’interfaccia grafica del RMA.
Dummy Agent. `E un agente fantoccio che permette di spedire messaggi FIPA ACL
agli altri agenti da un agente fittizio. In questo modo si possono stimolare
gli agenti con richieste costruite artificialmente volte a testarne il corret-
to funzionamento. La preparazione dei messaggi FIPA ACL e` facilitata
da un’interfaccia che permette di editare tutti campi di cui i messaggi si
compongono e gli envelope in cui racchiuderli.
Sniffer Agent. Questo agente permette di visualizzare i messaggi che si scambia-
no gli agenti residenti in una platform JADE. `E possibile selezionare quali
agenti spiare fra tutti quelli in esecuzione nella platform. Oltre a vedere
chi comunica con chi tramite una specie di sequence diagram dei messaggi
(figura 4.4), e` possibile editare il contenuto delle comunicazioni.
95
Figura 4.3: L’interfaccia grafica con cui si accedono le funzionalita` del RMA.
Figura 4.4: L’interfaccia grafica dello tool Sniffer.
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Introspector Agent. Questo tool e` stato aggiunto nelle ultime versioni di JADE,
permette di visualizzare lo stato interno di un agente attraverso la visualizza-
zione della coda dei Behaviour8 e la visualizzazione delle code dei messag-
gi in uscita ed in entrata all’agente. Vengono visualizzate anche le code dei
messaggi pendenti che stanno aspettando di essere spediti o ricevuti (figura
4.5).
Figura 4.5: L’interfaccia grafica del tool Introspector.
4.2.2 Il modello di sviluppo degli agenti JADE
In questa sottosezione illustriamo il modello attraverso il quale si possono scrive-
re agenti JADE. In questo modello, sono offerte un insieme di funzionalita` volte
ad aiutare lo sviluppo degli agenti e la loro esecuzione sul run-time JADE. Ogni
agente JADE e` un thread eseguito da uno dei container della JADE platform. In
concreto gli agenti JADE non sono altro che classi scritte in Java utilizzando le
funzionalita` offerte in una API che permette di accedere al run-time e di sfrutta-
re una serie di classi predefinite per comporre e codificare messaggi FIPA ACL,
8Per il momento si considerino i Behaviour come sono insiemi di istruzioni che definiscono
i compiti dell’agente che si sta monitorando, se ne dara` una dettagliata descrizione nelle sezioni
successive.
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gestire ontologie, partecipare ad interaction protocol, eccetera. Nel seguito fa-
cendo riferimento a [6] illustriamo alcune delle classi che appartengono alle API
JADE in modo da dare un’idea, seppur minima, degli strumenti offerti per la
programmazione di agenti.
La classe Agent.
Ogni agente estende la classe Agent definita nelle librerie JADE. In tale classe e`
fornita l’implementazione dei metodi che permetteranno alla platform di control-
lare l’agente secondo il ciclo di vita specificato dalla FIPA. Sempre nella classe
Agent sotto forma di metodi sono fornite le primitive che permettono all’agente
di accedere ai servizi di comunicazione offerti dalla platform. Ogni agente ha una
mailbox privata in cui la platform consegna i messaggi ad esso destinati. L’agente
puo` accedere in diversi modi al contenuto della sua mailbox attraverso le primi-
tive di ricezione. Estendendo la classe Agent tutte queste caratteristiche vengono
ereditare dagli agenti definiti dal programmatore. Le primitive di comunicazione
supportate sono:
blockingReceive(): questo metodo offre la possibilita` di accedere alla mailbox in
maniera bloccante, quindi, se al momento in cui e` invocato il metodo non
vi sono messaggi nella mailbox con le caratteristiche desiderate l’agente ri-
mane in attesa. Il metodo in questione e` overloaded, questo implica che
esistono diverse segnature che permettono di specificare un numero varia-
bile di argomenti nella chiamata del metodo. I parametri che e` possibile
specificare sono:
 un oggetto di classe MessageTemplate, che specifica le caratteristiche
del messaggio FIPA ACL del quale si e` in attesa. Applicando il pattern
matching9 sui messaggi contenuti nella mailbox e` possibile selezio-
narne uno aderente allo schema indicato. Se questo parametro non e`
specificato significa che si e` implicitamente in attesa di un messaggio
qualunque;
 un timeout, il quale esprime quanti millisecondi si e` disposti ad atten-
dere prima che un messaggio con le caratteristiche desiderate arrivi. Se
il messaggio arriva entro il tempo indicato, viene restituito nella for-
ma di un oggetto, se il tempo scade prima viene restituito il riferimento
all’oggetto nullo “null”. Quando questo parametro non e` specificato
l’attesa e` realizzata mettendo l’agente nello stato Blocked. L’assenza
del timeout significa infatti che si e` disposti ad attendere un tempo an-
9Abbiamo illustrato la tecnica del pattern matching nella sottosezione 1.3.5.
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che illimitato l’arrivo di un nuovo messaggio, mettendosi nello stato
blocked l’agente verra` risvegliato solo se arriva un nuovo messaggio.
receive(): e` la primitiva che permette di effettuare una ricezione non bloccante
dei messaggi. Anche per questa si ha la possibilita` di indicare uno schema
(pattern) di messaggio. Nel caso in cui non vi siano nella mailbox messaggi
con le caratteristiche desiderate la primitiva ritorna immediatamente “null”,
altrimenti restituisce un oggetto con il messaggio selezionato;
send(): e` la primitiva che permette di spedire in modalita` asincrona un messaggio
espresso in FIPA ACL indicato come argomento.
Fra le cose che l’agente che stiamo scrivendo eredita vi e` anche uno scheduler
per i Behaviour. I Behaviour sono le componenti che definiscono il comporta-
mento degli agenti. Per scrivere un agente JADE e` necessario estendere la classe
Agent, ed implementare i compiti di un agente scrivendo uno o piu` sottoclassi di
Behaviour. Andiamo ad approfondire alcune aspetti legati ai Behaviour, ponendo
particolare attenzione al modello di concorrenza che e` sottinteso nel loro utilizzo.
4.2.2.1 Il modello di concorrenza di JADE
In questo paragrafo discutiamo le soluzioni adottate da JADE nel fornire la con-
correnza agli agenti. La comprensione del modello di concorrenza sottostante
JADE non e` forse di immediata assimilazione ma e` indispensabile se si vogliono
utilizzare correttamente gli strumenti forniti dal tool. Abbiamo cercato di fornire
anche alcune informazioni su come viene gestito il multithreading in Java in mo-
do che sia possibile rendersi conto dei problemi e i vincoli che bisogna risolvere
nel fornire la concorrenza in un tool sviluppato in Java.
Gli agenti per le caratteristiche di “sociality” e “autonomy” necessitano di due
livelli distinti concorrenza:
 concorrenza tra l’esecuzione degli agenti;
 concorrenza tra compiti indipendenti che un agente deve intraprendere.
Visto che non si puo` pensare che ogni agente o peggio ogni sua attivita` abbia-
no un processore a disposizione, bisogna simulare la concorrenza con il multita-
sking ed il multithreading. Riportiamo per maggior chiarezza le definizioni per
multitasking, multithreading e thread illustrate in [46].
Definizione 4.1 Per multitasking si intende la caratteristica di un sistema ope-
rativo di permettere l’esecuzione contemporanea (o pseudocontemporanea10 [...])
di diversi processi.
10Con pseudocontemporanea si ci riferisce al fatto che se una macchina possiede un solo
processore l’esecuzione contemporanea non puo` che essere simulata.
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Definizione 4.2 Un thread e` un flusso di esecuzione del processore corrispon-
dente ad una sequenza di istruzioni all’interno di un processo. Analogamente ai
processi, bisogna distinguere il concetto di esecuzione di una sequenza di istru-
zioni da quello di thread, poiche´ ci possono essere diverse esecuzioni parallele di
uno stesso codice, che danno origine a thread diversi.
Definizione 4.3 Per multithreading si intende l’esecuzione contemporanea (o
pseudocontemporanea, [...]) di diversi thread nell’ambito dello stesso proces-
so. La gestione del multithreading puo` essere a carico del sistema operativo, se
questo supporta i thread, ma puo` anche essere assunta dal processo stesso.
La differenza fra processi e thread sta nel fatto che i thread, fatta eccezione per
lo stack e i dati temporanei usati dalle funzioni, condividono lo stesso spazio di
memoria. Questa condivisione rende piu` semplice la comunicazione tra i thread
e meno dispendioso il cambio di contesto quando si passa dall’esecuzione di un
thread ad un altro.
In generale vi sono due tipi di multitasking: il preemptive o cooperative. Il
primo tipo di multitasking ha come caratteristica principale che ogni attivita` una
volta in possesso della risorsa processore, puo` essere interrotta ed essere costretta
a lasciare la risorsa a qualcun altro. In particolare nei sistemi detti a time-sharing
l’interruzione avviene sulla base del tempo d’utilizzo di un processo, si puo` defi-
nire un time-slice oltre il quale se un processo non ha finito di utilizzare la risorsa
viene interrotto.
Il secondo tipo di multitasking, invece, non ha la caratteristica di essere interrom-
pibile e nessuno puo` appropiarsi della risorsa fino a quando non viene volontaria-
mente rilasciata dal processo che la detiene.
Le tipologie di multitasking sui processi appena illustrate si adattano anche al
multithreading. JADE e` completamente implementato in Java che e` un linguag-
gio semi-interpretato, il cui codice oggetto (bytecode) e` eseguibile su qualsiasi
piattaforma per cui sia disponibile un’implementazione della Java Virtual Ma-
chine (JVM). Essendo progettato per essere cosı` portabile, il bytecode non puo`
fare riferimento a funzionalita` che stanno ad un livello troppo basso. Quando si
tratta di offrire le funzionalita` di multithreading deve basarsi su un’astrazione dei
livelli sottostanti. Questa astrazione e` definita dalle specifiche ufficiali della JVM.
Le specifiche della JVM assumono che i thread siano gestiti con uno schedu-
ling di tipo preemptive chiamato fixed-priority scheduling. In questo schema si
prevede che i thread siano schedulati in base ad una priorita`, ed a parte situazioni
particolari, i thread con priorita` piu` alta prevalgano sugli altri nella conquista della
risorsa. Anche se in molti sistemi operativi e` fornito un multithreading basato su
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time-slicing11, le specifiche della JVM non lo prevedono. `E possibile tuttavia, in
alcune implementazioni della JVM forzare l’utilizzo dei thread di sistema e acce-
dere a funzionalita` non previste dalla specifica della JVM. Se si vuole mantenere
la completa portabilita` del codice che si produce si deve assumere di lavorare sui
green thread , i thread che sono gestiti dai processi ed ignorati dal sistema ope-
rativo. IL fatto che le specifiche della JVM non prevedano il time-slicing nella
schedulazione dei thread implica che affinche´ le cose funzionino correttamente i
thread Java devono rilasciare spontaneamente le risorse.
Ritornando a JADE, abbiamo detto che la platform e` distribuita in agent-
container ognuno corrispondente ad un’attivazione differente della Java Virtual
Machine. Ogni istanza della JVM e` un processo mentre ogni agente e` un th-
read residente in uno degli agent-container della platform. Quindi in JADE la
concorrenza tra agenti viene ottenuta
 grazie alla distribuzione su piu` agent-container fra agenti residenti su diffe-
renti container;
 grazie all’esecuzione concorrente dei thread per agenti residenti sullo stesso
container attraverso un preemptive multithreading senza time-slice.
Ci rimane da illustrare come JADE fornisca la concorrenza tra le attivita` degli
agenti. Si potrebbe pensare di fornire la concorrenza tra i compiti degli agenti
associando ad ogni compito un thread distinto. Cosı` facendo aumenterebbero co-
sistevolmente il numero di thread necessari per eseguire un MAS e va considerato
il fatto che ci possono essere dei limiti al numero di thread che si possono attivare.
Per questo motivo gli sviluppatori hanno preferito utilizzare dei thread logici: i
Behaviour. I Behaviour racchiudono singoli compiti dell’agente e si basano su un
cooperative multithreading gestito dagli agenti. In un certo senso hanno il compi-
to di racchiudere istruzioni non interrompibili (se Behaviour semplici) e definire
dove un agente puo` lasciare spazio ad un altro agente. Nella libreria JADE so-
no forniti diversi tipi di Behaviour, di volta in volta a seconda delle esigenze si
puo` scegliere quale tipo di Behaviour fra quelli presenti nella gerarchia di classi
illustrata in figura 4.6 sia il piu` adatto ad esprimere un certo compito.
Dettagliamo le caratteristiche delle tipologie di Behaviour contenuti nella ge-
rarchia.
11Il time-slicing permette di riapplicare l’algoritmo di schedulazione indipendentemente dal
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Figura 4.6: La gerarchia dei Behaviour in JADE.
La classe Behaviour.
La classe Behaviour fornisce una base astratta sulla quale costruire tutte le tipo-
logie dei Behaviour. Per alcuni dei metodi definiti in questa classe e` gia` data
un’implementazione, per altri solo la segnatura.
action(): e` un metodo astratto che restituisce il programmatore riempira` con il
codice che esprime il compito rappresentato dal Behaviour.
done(): e` anch’esso un metodo astratto che ritorna true quando il Behaviour ha
terminato il suo compito.
onStart(): e` un metodo che puo` essere ridefinito dall’utente per indicare quali
istruzioni si debbano effettuare prima che il Behaviour venga messo nel-
l’insieme dei Behaviour in esecuzione (attivi).
onEnd(): e` un metodo che puo` essere ridefinito dall’utente per indicare quali
istruzioni si debbano effettuare alla fine di un Behaviour. Questo metodo
viene eseguito dopo che il Behaviour ha terminato la sua esecuzione ed e`
stato tolto dall’insieme dei Behaviour in esecuzione.
restart(): e` il metodo che fa ripartire il Behaviour.
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block(): e` il metodo che permette all’oggetto Behaviour di interrompersi fino al-
l’arrivo di un evento (es. un messaggio). La chiamata di questo metodo non
impedisce agli altri Behaviour dell’agente di essere schedulati. Tutti i Be-
haviour bloccati sono rischedulati quando un messaggio arriva. `E possibile
che un oggetto Behaviour blocchi se stesso per un tempo limitato espresso
in millisecondi. Un Behaviour bloccato puo` riprendere la sua esecuzione in
uno di questi tre casi:
1. un messaggio e` ricevuto dall’agente a cui il Behaviour appartiene;
2. il timeout specificato al momento in cui si e` effettuato il blocco e`
scaduto;
3. il metodo restart() viene esplicitamente richiamato sul Behaviour bloc-
cato.
Si osservi come i Behaviour permettano un controllo dettagliato del multi-
tasking dell’agente.
Descriviamo le implementazioni della classe astratta Behaviour incluse nella li-
breria di JADE.
SimpleBehaviour. Questa classe astratta modella i Behaviour semplici ed atomi-
ci, ovvero tutti quei Behaviour che sono costituiti da istruzioni inscindibili.
In questa classe il metodo reset12 non fa nulla, ma puo` essere ridefinito se
necessario dalle classi figlie.
OneShotBehaviour. Questa classe modella i comportamenti che devono essere
eseguiti solo una volta, questo tipo di Behaviour non puo` essere bloccato. Il
metodo done() restituisce sempre true13
CyclicBehaviour. `E la classe astratta che definisce un comportamento atomico
che deve essere rieseguito in continuazione.
CompositeBehaviour. Questa classe astratta modella i Behaviour che sono com-
posti da un certo numero di Behaviour figli. Le operazioni che deve eseguire
un Behaviour di questo tipo non sono scritte all’interno del Behaviour prin-
cipale ma dentro ai Behaviour figli. La classe definisce un’iterfaccia per
gestire i sotto-comportamenti (SubBehaviour) ma non implementa nessuna
12Nella documentazione che abbiamo consultato non e` spiegato precisamente quale sia il
compito del metodo reset, supponiamo che sia il metodo che rinizializza lo stato dei Behaviour.
13Da cio` che si e` potuto intuire, il metodo done() restituisce sempre true perche´ non essendo
questo tipo di Behaviour bloccabile quando viene attivato la prima operazione eseguita e` l’action e
il metodo done puo` essere eseguito solo dopo che l’action ha terminato la sua esecuzione. In altre
parole questo Behaviour non necessita mai di essere rischedulato.
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politica di schedulazione per essi. Tale compito e` lasciato alle classi che
estendono la CompositeBehaviour.
SequentialBehaviour. `E una delle classi predefinite che fornisce una politica di
schedulazione per i subBehaviour di tipo sequenziale. Termina quando tutti
i sotto Behaviour sono terminati. Questa classe puo` essere utilizzata quan-
do si hanno diversi insiemi di passi atomici che devono essere eseguiti in
sequenza.
ParallelBehaviour. Questa classe esegue i subBehaviour concorrentemente e ter-
mina quando una particolare condizione nei suoi sottocomportamenti e` rag-
giunta. Si possono definire comportamenti di questo tipo che terminano
quando tutti i sottocomportamenti, oppure un certo numero di sottocompor-
tamenti definito dall’utente, sono terminati. Questa classe puo` essere utiliz-
zata nel caso in cui un compito possa essere formulato in un certo numero di
sottocompiti alternativi con qualche codizione di terminazione dipendente
dalle configurazioni di terminazione dei sottocompiti.
FSMBehaviour. Questa classe esegue i sottocomportamenti in accordo con una
macchina a stati finiti definita dell’utente. Ogni figlio rappresenta un’attivita`
che puo` essere eseguita dentro ad uno stato e l’utente definisce le transizioni
tra gli stati della macchina a stati finiti. Quando un stato  e` completato il
suo valore e` restituito dal metodo onEnd() e puo` essere usato per selezionare
la transizione da seguire e di conseguenza il prossimo stato  . Alcuni
dei comportamenti figli possono essere registrati come stati finali, dopo la
cui esecuzione il Behaviour termina. Per una descrizione piu` completa il
manuale per i programmatori [6] di JADE rimanda alla documentazione
delle API.
L’architettura degli agenti JADE.
In figura 4.7 illustriamo quella che potrebbe considerarsi l’architettura degli agenti
JADE, nel seguito descriviamo gli elementi di cui si compone.
Scheduler of behaviour: e` lo scheduler dei Behaviour che viene ereditato esten-
dendo la classe agent, abbiamo spiegato come esso si basi su il cooperative
scheduling.
Private message inbox: contiene i messaggi che sono arrivati all’agente. Abbia-
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Figura 4.7: Architettura degli agenti JADE.
Life-cycle manager: e` la componente che fornisce alla platform i metodi per
gestire il ciclo di vita dell’agente.
Active agent behaviour: e` l’insieme dei comportamenti dell’agente in esecuzio-
ne (schedulati).
Application dependent agent resouce: le componenti fornite dai programmato-
ri degli agenti JADE ad esempio, le strutture dati necessarie agli agenti per
svolgere i compiti per i quali sono stati progettati.
Vorremmo che si osservasse che questa architettura e` in qualche maniera una
meta-archiettura per agenti. Nella progettazione di JADE gli sviluppatori hanno
cercato di non fare assunzioni circa l’architettura per agenti da utilizzarsi. Tutte
le componenti che sono presenti, sono necessarie per assicurare il corretto funzio-
namento dell’agente una volta inserito nella platform JADE. In particolare l’or-
ganizzazione a Behaviour dei compiti dell’agente e` stata introdotta per far fronte
al multithreading offerto da Java ed i limiti al numero di agenti supportati. Gli
stessi autori del tool fanno osservare in [8] che il modello di agente da loro rea-
lizzato e` un modello molto generale che puo` essere facilmente specializzato per
implementare architetture reattive o BDI. Questa caratteristica di JADE ci ha fatto
riflettere sulla possibilita` di sfruttare il tool per sviluppare il nostro D-CaseLP. In
D-CaseLP avevamo supposto di lavorare su un modello di architettura per agen-
ti generale e condiviso dalle varie architetture presenti in letteratura. Per questo
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motivo, avevamo ipotizzato che gli agenti avessero una mailbox privata al quale
accedessero con le primitive di comunicazione da noi individuate. Se confrontia-
mo tale modello con il modello di architettura adottato in JADE ci rendiamo conto
che il secondo mantiene le ipotesi da noi fatte e potrebbe essere visto come una
specializzazione della nostra architettura in cui si tiene conto dei vincoli introdotti
dai limiti del multithreading offerto da Java.
4.3 Implementazione attraveso JADE di D-CaseLP
In questa sezione cercheremo di analizzare in che modo si possa utilizzare JA-
DE per la realizzazione del tool D-CaseLP. Illustreremo come potrebbero essere
ottenuti i punti del sottoinsieme del FRT iniziale presentato in figura 2.3, “arric-
chito” come illustrato in figura 4.1. Una volta illustrato il supporto offerto da
JADE per la realizzazione dei punti funzionali contenuti nel FRT, evidenzieremo
le ipotesi sotto le quali sara` possibile l’impiego di JADE ai nostri scopi.
4.3.1 Come realizzare con JADE i punti del FRT
Vediamo nel dettaglio il supporto che JADE ci offre per la realizzazione delle
singole funzionalita` di D-CaseLP.
Documentazione per l’installazione e utilizzo.
Abbiamo gia` fatto notare quanto sia importante produrre della documentazione se
si vuole che il tool da noi realizzato trovi impiego al di fuori del nostro gruppo
di lavoro. L’installazione e l’impiego di JADE e` illustrato in due documenti in
continuo aggiornamento: un manuale per l’amministratore [5] ed un manule per
il programmatore [6]. Nel primo vengono trattate le questioni relative all’instal-
lazione, configurazione, ed esecuzione del tool, fornendo una descrizione su co-
me cambiare l’implementazione del trasporto (il FIPA transport) o la codifica dei
messaggi nell’esecuzione della platform. Il secondo illustra come programmare
agenti in JADE, dettagliando alcuni aspetti descritti nella sezione precedente con
esempi di codice. Come avevamo gia` previsto se l’implementazione fosse stata
realizzata in CORBA, si puo` fare ampio riferimento a questa documentazione per
gli aspetti che sono gia` stati sviluppati: uso tool, start-up, eccetera.
Supporto alla comunicazione.
Analogamente a cio` che abbiamo fatto per illustrare l’ipotesi d’implementazione
in CORBA, illustriamo le idee su come sfruttare gli strumenti offerti da JADE
per realizzare l’interfaccia di comunicazione presentata in 1.1.
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Nel framework D-CaseLP abbiamo previsto due tipologie di agenti: gli Ag-
Prolog e gli Ag-Java. Se non ci preoccupiamo delle differenze che l’utilizzo
di Java e Prolog introducono nell’implementazione dell’interfaccia di comuni-
cazione non ci sono grandi problemi alla realizzazione dell’interfaccia in termini
di funzionalita` JADE. Infatti, a parte una conversione fra i parametri, e` possibi-
le implementare le primitive D-CaseLP in termini di quelle offerte dalla classe
Agent di JADE ( si veda la presentazione delle primitive fatta in sezione 4.2.2).
La conversione dei parametri consistera` nel tradurre messaggi o pattern di mes-
saggi FIPA ACL espressi come stringhe in oggetti su cui chiamare le primitive
JADE. Nelle librerie di JADE esiste una classe ACLParser che permette di fare
l’analisi sintattica per messaggi FIPA ACL su una stringa ed ottenere un ogget-
to di tipo ACLMessage14, mentre non sembra esistere un metodo che dato un
messaggio (pattern) parzialmente istanziato FIPA ACL in forma di stringa resti-
tuisca il MessageTemplate con gli stessi campi fissati. Se non si vuole avere un
pattern matching troppo elaborato, in cui ad esempio per lo stesso campo si pos-
sano esprimere piu` possibili valori e ci si limita ad un pattern matching in cui lo
schema prevede l’indicazione di un solo valore per ogni campo possiamo pensare
di implemetare da noi un metodo statico ACLtoMessageTemplate di una classe
DCaseLPTool e realizzare l’interfaccia come segue:
send(msg). l’agente che vuole spedire il messaggio richiama la primitiva di JA-
DE send. Il parametro msg e` una stringa che rappresenta un messaggio
FIPA ACL. La stringa viene tradotta in un oggetto di classe ACLMessage
pronto per essere passato come argomento alla primitiva send di JADE. Tut-
to il resto della comunicazione e` gestito in modo trasparente dalla platform
JADE in aderenza alle specifiche FIPA.
receive sync(msg). Il parametro msg e` una stringa che esprime lo schema sul
quale vogliamo applicare il pattern matching. Applicchiamo alla stringa il
metodo da noi implementato ACLtoMessageTemplate ottenendo un JADE
MessageTemplate e chiamiamo la blocking receive() su questo oggetto.
receive async(msg). Stessa implementazione della primitiva bloccante solo che
invece che chiamare la primitiva JADE blocking receive() chiamiamo sem-
plicemente la receive().
Facciamo osservare che requisito a che si possa accedere alle primitive di
comunicazione definite nella classe Agent delle API JADE e` che gli agenti di
D-CaseLP siano estensioni di tale classe.
14La conversione da oggetti messaggio FIPA ACL a stringhe non crea problemi in quanto nella
classe ACLMessage e` stato ridefinito il metodo toString(). Questo metodo permette di ottenere la
codifica in stringa dell’oggetto a cui appartiene.
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Diamo una definizione piu` precisa di come si potrebbe realizzare il metodo
ACLtoMessageTemplate. La prima cosa che ci serve e` un formato in cui esprime-
re il pattern, ispirandoci alla rappresentazione in forma di stringhe dei messaggi




Strutturiamo il pattern come una tupla di coppie in cui la prima parte inizia
con il carattere “:” ed e` seguita dal nome del campo per cui si sta fissando un
valore, dopo di che uno spazio con in valore al quale si sta fissando il pattern.
Abbiamo convenuto che il simbolo * o l’assenza del relativo campo indichino che
non si intende vincolare alcun valore. Le andate a capo nell’esempio non sono
significative per il formato che stiamo esprimendo hanno il solo scopo di rendere
piu` leggibile la descrizione. Ad esempio, supponiamo di avere una stringa che
contiene la codifica del pattern come il seguente:
(:sender pippo, :performative *)
Tale stringa esprime un pattern in cui si hanno come selezionabili tutti i messaggi
il cui mittente e` “pippo”, con una performative qualsiasi. Inoltre, visto che non si
sono specificati i valori per tutti gli altri nomi campo non si esprime alcun vincolo
su di essi. Illustriamo l’algoritmo che si puo` seguire per implementare il metodo
statico ACLtoMessageTemplate di conversione da un pattern in forma testuale
ad un oggetto di classe MessageTemplate:
1. inizializziamo un oggetto ffi di classe MessageTemplate senza alcuni vinco-
lo sui campi di cui si puo` comporre un messaggio FIPA ACL, equivalente
al pattern che e` compatibile con tutti i messaggi;
2. consideriamo la stringa in input, se contiene un messaggio vuoto o in cui
tutti i campi contengono il carattere * ritorniamo l’oggetto ffi ;
3. fino a quando il messaggio non e` vuoto consideriamo il prossimo identifi-
catore del campo (es. :sender) e la costante che rappresenta il valore di quel
campo nel pattern di messaggio (es. un AID di un agente);
4. nel caso che il valore per quel campo sia * si va avanti nell’esaminare la
stringa;
5. nel caso in cui il valore sia specificato si aggiunge con l’apposito metodo
al pattern ffi il vincolo sul campo. Nella classe MessageTemplate esiste un
metodo che aggiunge per ogni campo di cui si puo` comporre un messaggio
FIPA ACL un vincolo per un determinato valore. Si ritorna al passo due.
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Comunicazione via MTS e Directory Name Service (FIPA)
Una volta che si sono implementate le primitive di comunicazione D-CaseLP in
termini di quelle offerte da JADE si ha accesso ai servizi di MTS. Ricordiamo
infatti che il trasporto sul quale e` spedito il messaggio e` assolutamente trasparente
agli agenti, ed e` tutto gestito dalla platform. Poco importa che a fare le chiamate
siano gli agenti D-CaseLP “travestiti15” da agenti JADE. In maniera analoga
possiamo ragionare per i servizi di directory name service o quant‘altro. Non
sara` necessario che gli agenti D-CaseLP utilizzino particolari stratagemmi per
interfacciarsi all’AMS o al directory facilitator, sono infatti in grado di interagire
tramite spedizione di messaggi e utilizzare le ontologie standard per effettuare le
richieste alle componenti.
Come distribuire gli agenti e dove recuperare il codice degli agenti.
Quello che vorremmo e` avere una console che ci permetta di distribuire gli agenti
su diverse macchine, indicando per ogni agente quale codice eseguire. Queste
funzionalita` sono parzialmente supportate da JADE.
Abbiamo spiegato che JADE offre la possibilita` di far girare gli agenti su una
platform distribuita composta da un main-container e da piu` container dislocati su
macchine differenti. Cio` per cui non vi e` supporto sono le operazioni di start-up
dei container remoti. Per creare le parti che andranno a comporre la nostra plat-
form distribuita e` necessario accedere in locale alla macchina sulla quale si vuol
far partire l’istanza di container o main-container ed eseguire da linea di comando
l’istruzione relativa. Questo significa che se vogliamo eseguire una platform di-
stribuita su due macchine di nome rispettivamente hostname1 e hostname2, avre-
mo bisogno di collegarci alla prima delle due ed attivare il main-container con un
comando del tipo
java jade.Boot -gui -host hostname1
e successivamente collegarci in remoto sul secondo calcolatore hostname2 ed
eseguire il comando
java jade.Boot -container -host hostname1
che attivera` il secondo container. Nel primo comando l’opzione -gui attiva l’agen-
te Remote Monitoring Agent (RMA) che offre l’interfaccia grafica per il controllo
di tutta la platform, mentre l’opzione -host specifica il nome del host su cui deve
15Con questo termine sottointendiamo che gli agenti D-CaseLP implementano l’interfaccia
degli agenti JADE e la platform non e` in grado di distinguere se sta gestendo un agente JADE o
un agente D-CaseLP
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essere attivato il main-container16. Nel secondo, l’opzione -container specifica che
si sta attivando un container mentre -host indica su quale macchina e` in esecuzio-
ne il main-container al quale unire il container che stiamo attivando. In entrambi
i comandi viene eseguita la classe Java “Boot”, appartenente al package “jade”.
Si osservi quindi che per attivare le platform remotamente si fa affidamento
ai servizi offerti dal sistema operativo quali eventuali telnet, ssh e simili. Una
volta che i container sono attivati JADE offre tutti gli strumenti per attivare e
controllare agenti remoti. Gli agenti si possono far partire sia al momento in cui
si attivano le varie componenti della platform attraverso appositi opzioni da linea
di comando sia da interfaccia grafica in un secondo momento. A titolo di esempio
facciamo vedere come si attiva da linea di comando un agente di nome “pippo”
al quale viene associato il codice Java della classe “primo” su un main-container
che dovra` partire su “hostname1”:
java jade.Boot -gui -host hostname1 pippo:primo
Visualizzazione delle comunicazioni fra gli agenti.
Per questa funzionalita` c‘e` supporto attraverso quello che e` lo Sniffer agent, che
come abbiamo brevemente illustrato nella presentazione di JADE offre tutte le
funzionalita` grafiche per spiare le comunicazione tra gli agenti, anzi, permette di
selezionare quali sorvegliare fra tutti gli agenti presenti nel MAS.
4.3.2 Ipotesi per l’utilizzo di JADE in D-CaseLP
Evidenziamo le ipotesi in parte taciute durante la presentazione della realizza-
zione dei punti del FRT che sono necessarie alla effettiva realizzazione della
distribuzione degli agenti Ag-Prolog ed Ag-Java.
Estensione della classe Agent di JADE. La prima ipotesi necessaria per poter
integrare gli agenti supportati da D-CaseLP con gli strumenti offerti da
JADE e` che gli agenti D-CaseLP implementino la stessa interfaccia offerta
dagli agenti JADE. In questo modo, se non si contravviene al principio di
information hiding e andando a rompere l’oggetto per vedere come si sono
implementate le funzionalita`, gli agenti Ag-Java o Ag-Prolog risultano in
tutto per tutto equivalenti agli agenti JADE.
Architettura degli agenti in termini di Behaviour. La seconda ipotesi consiste
nel poter strutturare gli agenti D-CaseLP in Behaviour. Si e` gia` avuto mo-
do di illustrare le motivazioni che stanno dietro la scelta di organizzare gli
16Il parametro -host per l’attivazione di main-containere puo` anche non essere specificato. In
tal caso, la platform viene attivata sul host indicato dalla variabile di sistema LocalHost.
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agenti JADE in Behaviour. Se si vuole che gli agenti D-CaseLP siano ese-
guiti concorrentemente, e` necessario strutturare anche gli agenti Ag-Prolog
e Ag-Java in termini di Behaviour.
Il modo piu` semplice per realizzare la prima ipotesi e` progettare gli agenti
D-CaseLP come estensione della classe Agent, riservandosi eventualmente di
sovrascrivere l’implementazione di alcune delle operazioni originali della corri-
spondente iterfaccia. Questa ipotesi evidenzia un primo problema per l’imple-
mentazione degli agenti Ag-Prolog. Infatti, mentre e` abbastanza semplice pro-
gettare degli agenti Ag-Java che siano estensione della classe Agent, non e` cosı`
nel caso degli agenti Ag-Prolog, se non altro perche´ il concetto di ereditarieta` ed
estensione di classe e` supportato dal paradigma ad agenti e non dal paradigma
logico. Il problema sara` affrontato piu` dettagliatamente nel prossimo capitolo, il
quale trattera` la progettazione dell’integrazione tra agenti logici Ag-Prolog e JA-
DE. Per quanto riguarda la seconda ipotesi vorremmo ribadire ancora una volta
che non vi sono grandi alternative per ottenere la concorrenza degli agenti sotto le
ipotesi fatte. In uno dei primi articoli che trattano di JADE gli autori segnalano
la possibilita` di implementare altre politiche per lo scheduling dei Behaviour. In
particolare accennano alla possibilita` di implemetare uno scheduling di Behaviour
interrompibili. Questo implicherebbe rispondere almeno alle seguenti domande.
 Come rappresentare lo stato dei Behaviour?
 Quale politica di schedulazione per l’interruzione?

`E possibile sfruttare alcune implementazioni della JVM che sono pensate
per utilizzare i thread di sistema?
A parte la complessita` legata alla rappresentazione dello stato dell’esecuzione dei
Behaviour che potrebbero essere in parte risolti con l’ausilio della serializzazione,
ci sembrava che la risoluzione di queste problematiche affrontassero questioni
che vanno ben oltre questa tesi. Non c’e` stato il tempo di approfondire questa
soluzione, che se percorribile comporta un discreta mole lavoro.
Ricordiamo che abbiamo esplicitamente supposto che il tool D-CaseLP
1. possa dare supporto su diverse piattaforme;
2. non faccia ipotesi troppo restrittive sul tipo di architettura per agente che
viene adottata, in particolare non fissi alcuna architettura;
3. offra strumenti per il controllo e il monitoring degli agenti.
Allo stato delle cose l’ipotesi uno giustifica l’impiego di Java come linguag-
gio d’implementazione del tool, questo significa non poter fare affidamento sui
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servizi per il multithreading offerti dal singolo processore ma su quelli forniti da
un’astrazione come quella fornita dalla Java Virtual Machine. Osserviamo che
le ipotesi due e tre esprimono esigenze che potrebbero considerarsi in contrasto:
da una parte abbiamo bisogno di avere una certa liberta` nella scelta dell’architet-
tura di cui dotare i nostri agenti, dall’altra ci farebbe comodo sapere come sono
fatti dentro per monitorarne e controllarne il comportamento, il tutto per rende-
re semplici le cose con i limiti imposti dall’ipotesi uno. Non e` possibile dire
se la soluzione rappresentata dall’utilizzo dei Behaviour sia la soluzione ottima,
senza addentrarci troppo in considerazione epistemologiche ci sembra di poter
considerare l’architettura a Behaviour un buon compromesso.
4.3.3 Gli agenti Ag-Java
Concentriamoci ora sull’impatto che le due ipotesi precedenti hanno nella defini-
zione degli agenti Ag-Java. Abbiamo capito che dovranno fornire la stessa inter-
faccia degli agenti JADE ed essere organizzati in Behaviour, a questo punto uno
si potrebbe chiedere perche´ non si facciano coincidere gli agenti Ag-Java con gli
agenti nativi di JADE. La questione non e` cosı` semplice: bisogna individuare piu`
precisamente quali sono i requisiti necessari per poter effettuare una traduzione
semiautomatica da Ag-UML agli agenti Ag-Java.
Lo studio di queste problematiche sara` trattato nei lavori successivi a questo,
attualmente per alcuni aspetti sono oggetto dei lavori di Stefano Miglia e Alessan-
dro Rolando. In particolare si sta valutando se la traduzione delle specifiche possa
essere effettuata a partire da una libreria di specifiche di componenti basilari (es.
interaction protocol, architetture per agenti, ecc), di cui si ha una implementazio-
ne. Se cosı` fosse parte della libreria di JADE potrebbe tornare utile per arricchire
la libreria di componenti di D-CaseLP, ma prima decidere di far confluire gli
agenti Ag-Java negli agenti JADE e` necessario valutare attentamente l’impatto
che cio` ha sulle ipotesi ed i requisiti di D-CaseLP.
4.3.4 Gli agenti Ag-Prolog
Gli agenti logici soggiaciono agli stessi vincoli degli agenti Ag-Java, tratteremo
nel prossimo capitolo lo studio del design di tali agenti dando una descrizione
dettagliata di come si possano implementare agenti basati sul paradigma logico.
Cio` che anticipiamo fin da ora e` la possibilita` di far interagire Java e Prolog ed
incapsulare del codice Prolog all’interno degli agenti JADE.
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4.3.5 Iter dagli agenti prototipali all’esecuzione usando JADE
In figura 4.8 abbiamo riportato lo schema dell’iter che permettera` a partire dagli
agenti prototipali di ottenere l’esecuzione su run-time JADE.
Confrontando questo schema con quello fornito in figura 1.8 si puo` notare
che il primo e` sostanzialmente un’instanza del secondo. Le modifiche apportate
consistono nel aver sostituito cio` che era indicato come il run-time D-CaseLP
con il run-time offerto da JADE. In conseguenza di questa sostituzione la fase di
preproccessing consistera` nell’includere in scheletri di agenti JADE da noi forniti
il codice che si trova negli Ag-Prolog ed Ag-Java.
Allo stato attuale prevediamo che la libreria di scheletri di agenti dovra` con-
tenere uno scheletro per gli agenti Ag-Prolog ed uno per gli agenti Ag-Java, in
modo che a partire dalle informazioni sullo stato iniziale, il program e l’engine
degli agenti prototipali sia possibile istanziare i rispettivi agenti JADE.
4.4 Confronto tra JADE e CORBA
In figura 4.9, utilizzando una tabella abbiamo riportato le funzionalita` appartenen-
ti al function refinement tree che avevamo costruito in fase di analisi per la parte
di tool relativa la distribuzione e l’esecuzione degli agenti prototipali. Abbia-
mo cercato di evidenziare il supporto fornito da JADE e da CORBA per ognuna
delle funzionalita` che prevediamo di realizzare nella prima implementazione di
D-CaseLP.
Abbiamo preparato una seconda tabella (figura 4.10) per le funzionalita` che
non sono inclusi negli intenti di prima realizzazione di D-CaseLP ma che po-
trebbero essere incluse nelle versioni successive e per le quali JADE offre gia` un
supporto.
Le due tabelle evidenziano la distanza che intercorre tra CORBA e JADE. Ve-
diamo di illustrare le considerazioni di “progetto” che ci hanno aiutato ad operare
la scelta in maniera definitiva.
Considerazioni su JADE.
JADE e` un tool piu` evoluto e completo di quello che potra` mai essere D-CaseLP
con l’attuale forza lavoro. Negli scopi di questa tesi e negli obiettivi del progetto
in cui e` inserita questa tesi, non vi e` tanto l’interesse a fornire un nuovo ambiente
che competa con i tool esistenti, quanto permettere la distribuzione degli agenti
Ag-Prolog e Ag-Java risultanti dall’applicazione della metodologia M-CaseLP








































Figura 4.8: Dettaglio sulla l’iter di esecuzione del progetto D-CaseLP con
l’ausilio di JADE.
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Figura 4.9: Confronto tra il supporto offerto da JADE e CORBA.
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supporta le ontologie nessuna
Supporto alla mobilita` disponibile nessuna
Figura 4.10: Confronto tra il supporto offerto da JADE e CORBA su funzionalita`
che protrebbero essere incluse in un futuro prossimo.
Si tenga presente nessuna delle specifiche fino ad ora prodotte dalla FIPA ha
raggiunto lo status di “standard”, come abbiamo gia` osservato i documenti che si
trovano in fase piu` avanzata sono nella fase “experimental” quindi ancora soggetti
a molte variazioni. Mantenere traccia delle variazioni ed implemetare le modifiche
prescritte dai nuovi documenti non e` ipotizzabile con l’attuale forza lavoro di cui il
gruppo dispone. Adottando gli strumenti da terzi il problema degli aggiornamenti
rispetto le specifiche FIPA ricade per la maggior parte sul gruppo che fornisce
JADE.
JADE non ha una metodologia propria ed aderendo alle specifiche FIPA va
nella direzione in cui si sta muovendo il nostro gruppo, fornendo delle facilitazio-
ni che permettano di integrare facilmente gli agenti prototipali con l’implementa-
zione degli agenti in grado di girare in JADE si puo` effettivamente avvicinare alla
metodologia M-CaseLP ad un pubblico piu` ampio.
L’adozione di JADE ci manleva da un po’ di lavoro. Questo avvicina tem-
poralmente la possibilita` di concentrare gli sforzi del gruppo sulla traduzione se-
miautomatica di specifiche ed aspetti piu` innovativi del tool relativi alla simula-
zione.
4.5 Conclusione
Alla luce di cio` che risulta dal confronto tra il supporto fornitoci da JADE rispetto
quello offerto da CORBA, e tenuto conto delle motivazioni inerenti al progetto, ci
sembra che la scelta migliore sia adottare uno strumento gia` ampiamente testato.
Abbiamo quindi definitivamente optato per JADE sposando condiderazioni prag-
matiche volte a non rifare lavoro che e` gia` stato fatto da altri. `E evidente che si
sono alcune questioni aperte sull’integrazione fra JADE e gli agenti Ag-Prolog ed
Ag-Java. Come operare l’integrazione con gli agenti Ag-Prolog sara` specificato
nel prossimo capitolo, mentre per poter leggere come saranno integrati gli agen-
ti Ag-Java sara` necessario aspettare la conclusione dei lavori svolti da Stefano




In questo capitolo illustriamo come sia possibile ottenere agenti logici Ag-Prolog
che siano eseguibili dalla platform JADE. Innanzi tutto daremo una breve ras-
segna sulle implementazioni Prolog che offrono la possibilita` d’integrare Java
e Prolog, ponendo particolare attenzione al framework tuProlog. Una volta in-
dividuata l’implementazione a nostro avviso piu` adatta, descriveremo attraverso
alcuni use case l’analisi dei requisiti di cui dobbiamo fornire l’estensione che per-
mettera` di eseguire gli Ag-Prolog in JADE. Per finire daremo un class diagram
con il quale descriveremo le classi necessarie per ottenere gli agenti logici.
5.1 Agenti logici in CaseLP.
Il tool di simulazione CaseLP e` interamente realizzato in Prolog ed il paradigma
logico e` utilizzato sia per programmare l’engine che esprimere il program degli
agenti. CaseLP offre alcuni linguaggi di specifica che si pongono a diversi livelli
di astrazione, ogni linguaggio e` proposto come strumento per facilitare il lavoro
dell’utente nell’applicare un passo della metodologia proposta. Nel seguito diamo
una brevissima introduzione ai linguaggi disponibili in CaseLP ed il loro ruolo
sulla base delle ultime evoluzioni del lavoro illustrate in [43]. Nel continuare la
lettura si tenga presente che la seguente presentazione ha l’obiettivo di dare un’i-
dea del supporto fornito e non ha la pretesa di spiegare in poche righe quello che e`
un framework molto articolato, per una descrizione completa si faccia riferimento
anche a [66].
La metodologia descritta in CaseLP individua un utilizzo del tool che possia-
mo pensare suddiviso in quattro fasi.
Fase 1: modellazione. In questa fase partendo dalla metodologia illustrata in se-
zione 1.2.3 vengono definiti:
117
 i componenti indipendenti dal dominio (Architetture per agenti, Ruoli,
Ontologie) attraverso linguaggi di specifica che comprendono  !"!"# ,
HEMASL, UML;
 la struttura statica del MAS ovvero come le componenti vengono mes-
se insieme attraverso il linguaggio CaseLP-MASadl;
 la definizione dinamica del MAS attraverso la specifica dello stato e
del program di ogni istanza di agente. Per la definizione del program e
dello stato degli agenti sono stati definiti diversi linguaggi di specifica.
Fase 2: verifica e validazione. In questa fase e` possibile effettuare verifica e va-
lidazione di proprieta` che devono essere soddisfatte dal MAS attraverso le
caratteristiche offerte dal paradigma logico.
Fase 3: implementazione. Dopo che il MAS e` stato completamente specificato
sia negli aspetti statici che negli aspetti dinamici lo sviluppatore deve im-
plementare un prototipo. La coerenza tra le fasi di specifica ed il prototipo
allo stato attuale e` responsabilita` dello sviluppatore: non sono stati ancora
realizzati tool automatici di traduzione delle specifiche.
Fase 4: esecuzione. Il supporto offerto da CaseLP in questa fase e` legato ai stru-
menti di simulazione (CaseLP simulator) e monitoring (CaseLP visuali-
zer) offerti dall’ambiente CaseLP.
Per ognuna delle fasi precedenti viene fornito o e` stato studiato un supporto nella
forma di linguaggi di specifica, traduttori da un linguaggio ad un altro e tools.
Diamo una brevissima introduzione ai linguaggi che sono stati sviluppati nel
contesto del progetto.
5.1.1 ProlAg
Una volta che il MAS e` stato specificato e` necessario implementare in un linguag-
gio omogeneo le differenti componenti.
Gli agenti CaseLP, devono in qualche modo andarsi ad interfacciare con
l’ambiente di simulazione. `E quindi necessario prevedere un linguaggio di im-
plementazione in cui tradurre omogeneamente almeno le specifiche relative allo
stato ed il program degli agenti ed implementare il relativo engine.
L’ambiente di simulazione ed esecuzione di CaseLP e` stato sviluppato utiliz-
zando il paradigma logico inizialmente dandone un’implementazione nel linguag-
gio ECLiPSE [21], e successivamente con SICStus Prolog [55].
ProlAg e` definito come lo standard Prolog esteso con predicati che permetto-
no aggiornamento dello stato dell’agente in maniera safe e predicati per la comu-
nicazione tra agenti. L’impiego di ProlAg permette di astrarre da quelle che sono
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le estensioni per la comunicazione proprietarie di SICStus Prolog ed ECLiPSE,
permettendo riutilizzare engine stato e program degli agenti specificati indipen-
dentemente dall’implementazione Prolog che si e` utilizzata.
5.1.1.1 Predicati per modificare lo stato
assert state(Fact) asserisce Fact nello stato dell’agente. L’implementazione e`
Safe, nel senso che qualora il predicato in cui viene effettuata la assert
fallisse, il fatto viene rimosso dallo stato.
retract state(Fact) rimuove il primo fatto che unifica con il Fact. Anche questo
predicato e` Safe, nel caso in cui il predicato in cui viene effettuata la retract
fallisse, il fatto tolto verrebbe riasserito.
5.1.1.2 Predicati per la comunicazione
sync receive(Message) blocca l’agente che ha effettuato la chiamata di questo
predicato fino a quando non arriva nella mailbox dell’agente un messaggio
che unifica con Message.
async receive one(Msg input,Msg output) ricerca nella mailbox dell’agente che
richiama questo predicato un messaggio che unifichi con Msg input , se un
cosiffatto messaggio e` presente nella mailbox, viene unificato con Msg output,
altrimenti Msg output viene unificato con no message.
async receive all(List of message) prende tutti i messaggi, nella mailbox del-
l’agente chiamante, e le unifica nella lista List of Message.
send(Receiver,Message) spedisce il Message dall’agente chiamante all’agente
Receiver. In CaseLP questo era realizzato utilizzando le primitive Safe
per aggiornare lo stato asserendo il Message nella mailbox del Receiver.
Il linguaggio “target” del processo di traduzione da specifiche ad alto livello
in specifiche eseguibili e` ProlAg, con esso e` possibile esprimere l’engine degli
agenti.
In figura 5.1 sono schematizzati i linguaggi per il quale si fornisce una tradu-
zione o un interprete verso ProlAg.
5.1.2 AgentRules
Questo linguaggio permette di specificare il comportamento di una classe di agen-
ti con regole del tipo event-condition-action per il comportamento reattivo dell’a-
gente o condition-action per esprimere il comportamento proattivo dell’agente.











Figura 5.1: Uno schema per la traduzione in codice eseguibile da CaseLP.
AgentRules essendo basato sulla definizione di regole e` un linguaggio che
ci permette di specificare con facilita` lo stato ed il program di un agente con una
sintassi user-friendly. Forniamo in figura 5.2 la sintassi formale affinche´ sia pos-
sibile capire come scrivere le specifiche utilizzando AgentRules. Non e` difficile
implementare una traduzione delle specifiche AgentRules verso ProlAg: si tratta
essenzialmente di riscrivere le regole che abbiamo espresso con la sintassi pre-
sentata prima in predicati ProlAg. Cio` che otterremo sara` qualcosa nella forma
illustrata in figura 5.3.
Facciamo notare il risultato della traduzione e` suddivisa in tre sezioni:
Initial state: stato iniziale definito tramite fatti ground del tipo fact(B), in cui il
termine B esprime una credenza belief dell’agente.
Program: programma dell’agente definito come un insieme di regole event-condition-
action o condition-action espresse rispettivamente con in predicati reacti-
ve rule e proactive rule. Le regole vengono tradotte secondo le associa-
zioni indicate in tabella 5.4.
Auxiliary predicates: sono clausole corrispondenti a procedure che possono es-
sere utilizzate per verificare condizioni ausiliarie.
Una volta tradotte le regole e` necessario che ci sia un programma che le interpreti.
Successivamente la traduzione delle regole i predicati potranno essere inter-
pretati da un meta-interprete simile a quello definito di seguito:
engine :-
async_receive_one(Msg_input, Msg_output),
{Msg_output== no_message -> actions1=[]
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InitialState ::= nil $ BeliefsList
BeliefsList ::= Belief $ Belief; BeliefsList
Program ::= program InitialState ReactiveRulesList ProactiveRulesList endprogram
ReactiveRulesList ::= nil $ ReactiveRule $ ReactiveRule; ReactiveRulesList
ReactiveRule ::= on message Msg check Condition do ActionsList
ProactiveRulesList ::= nil $ ProactiveRule $ ProactiveRule; ProactiveRulesList
Msg ::= Performative % content: Content; sender: Sender; receiver:Receiver; &
Condition ::= StateCondition and AuxiliaryCondition
StateCondition ::= true $ Goal
AuxiliaryCondition ::= true $ Goal
Goal ::= A $ A and Goal $ A or Goal
ProactiveRule ::= check Condition do ActionsList
Action ::= assert state(Belief) $ retract state(Belief) $
send(Msg, Receiver)
Figura 5.2: Sintassi formale per AgentRules
















Figura 5.3: La traduzione delle istruzioni AgentRules.
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Regola AgentRules Predicato
on message Message check Condition do
Actions
reactive rule(Message, Condition, Ac-
tions)
check Condition do Actions proactive rule(Condition, Actions)







Facciamo osservare che scrivere lo stato e il program in AgentRules, de-
finirne la traduzione in ProlAg e fornire il meta-interprete, equivale a definire
un’architettura per agenti logici.
5.1.3 CaseLP-MASadl
`E un linguaggio che permette di specificare l’architettura del MAS, in particolare
in CaseLP erano state individuate due tipologie di agenti:
Logical Agent forniscono il controllo e la coordinazione dei componenti del MAS,
grazie alle loro complesse capacita` di ragionamento,
Interface Agent forniscono l’intefaccia fra i moduli esterni e gli agenti del MAS.
La sintassi del linguaggio permetteva di specificare a quale delle due classi ogni
agente appartenesse, le classi di agenti presenti nel MAS e le relazioni tra di esse,
i servizi richiesti, forniti, il tipo di comportamento associata alla classe di agen-
ti. Per una trattazione piu` completa si consiglia di leggere [16], nel quale viene
illustrata anche la sintassi del linguaggio formalizzata in una BNF.
5.1.4 ')(*(*+
Il linguaggio logico lineare  !!# [19] e` un linguaggio eseguibile per modellare si-
stemi concorrenti con gestione di risorse finite basato sul linguaggio Forum [44].
 !!"# e` un linguaggio basato su logica multiset che combina caratteristiche di lin-
guaggi logici estesi come , Prolog, cioe` goals con implicazione e quantificazione




HEMASL e` un linguaggio di specifica procedurale per agenti che puo` essere uti-
lizzato per definire un agente ad ogni livello di astrazione. La scelta di un linguag-
gio imperativo e` stata fatta poiche´ esso e` maggiormente vicino alle conoscenze
dello sviluppatore industriale, solitamente poco familiare con il paradigma logi-
co. HEMASL si pone su livelli similari di  !"!"# fornendo un sistema completo per
la specifica di un agente.
5.1.6 Il CaseLP Visualizer: un’interfaccia grafica per la simu-
lazione
Il CaseLP Visualizer [50] fornisce una documentazione sugli eventi accaduti a
livello di agente durante l’esecuzione del MAS. In accordo coi bisogni dello svi-
luppatore, il codice di un agente puo` essere automaticamente “instrumentato” do-
po che e` stato caricato. La “Instrumentazione” aggiunge delle sonde nel codice
dell’agente; gli eventi correlati al cambiamento di stato e/o ai messaggi scambiati
possono essere raccolti e registrati per un esame on-line o off-line. Sono fornite fi-
nestre grafiche per inizializzare la mailbox degli agenti o per fissare dei parametri
della simulazione (lunghezza, granularita` della visualizzazione on line).
La figura 5.5 descrive la finestra che consente l’inizializzazione della mailbox
di un agente; la traccia on-line della esecuzione e` mostrata in figura 5.6 dove gli
eventi e lo stato relativi ad ogni agente vengono mostrati. La figura 5.7 mostra la
traccia della esecuzione off-line, con eventi e messaggi mostrati sulle linee oriz-
zontali (agenti), in corrispondenza dell’istante in cui accadono (dimensione verti-
cale, tempo). I dettagli di ogni evento possono essere ottenuti cliccandovi sopra.
La finestra che si apre e` mostrata in figura 5.8. Durante la simulazione vengono
mostrati dati riguardanti gli agenti “Instrumentati”. Al termine della simulazione
un traccia completa di tutti gli eventi che sono stati selezionati puo` essere visua-
lizzata. La “Instrumentazione” e` completamente indipendente dall’esecuzione, e
quindi non influenza futuri cambiamenti del supporto di esecuzione.
5.1.7 Comandi di shell per l’esecuzione della simulazione
Se lo sviluppatore preferisce utilizzare comandi testuali, egli puo` utilizzare un in-
sieme di primitive per eseguire la simulazione. Le primitive messe a disposizione
sono
 compile agent(List modules dynamic predicates files,
List state files, List behaviour files, Agent name,
Compiled file name):
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Figura 5.5: Finestra per l’inizializzazione delle mailboxes.
Figura 5.6: finestra che descrive l’esecuzione on line.
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Figura 5.7: Traccia off-line delle esecuzioni.
Figura 5.8: Dettagli di un evento tracciato.
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Il primo argomento e` una lista di files nei quali sono contenute le dichia-
razioni dei moduli esterni che l’agente dovra` usare e la lista dei predicati
dinamici.
Il secondo argomento e` la lista dei files nei quali sono contenuti i fatti che
rappresentano lo stato iniziale dell’agente.
Il terzo argomento e` la lista dei files che contengono le regole che gover-
nano l’esecuzione dell’agente (e` necessario definire il predicato “interpret”
per ogni agente, e tutti i predicati ausiliari).
Il quarto argomento e` il nome dell’agente (le primitive per inviare messaggi
hanno un argomento che e` il nome dell’agente a cui mandare il messaggio;
tale nome deve essere unico).
Il quinto argomento, infine, e` il nome del file che verra` generato a seguito
di questo processo di compilazione. Tale file contiene il codice completo
dell’agente, e verra` usato dal predicato load quando l’agente verra` caricato
nel sistema.
 load(File name, Agent name): carica l’agente specificato dal file
File name, assegnandogli il nome Agent name
 initialize(List of initial messages): inizializza le mailbox
degli agenti del sistema.
 global parameters(Iter, Min time unit, Out, Verbose):
specifica i parametri della simulazione; Iter specifica il numero di iterazio-
ni da eseguire nella simulazione, Min time unit specifica l’unita` di tempo
base della simulazione ossia la durata di ciascuna iterazione, Out e` il nome
del file in cui tutti i messaggi scambiati vengono registrati, Verbose e` un
flag che serve per decidere se tutti i messaggi scambiati nel sistema devono
essere mostrati a video durante la simulazione.

net parameters(From ag, To ag, Fail rate, Min late,
Max late, Unit): seleziona i parametri di comunicazione tra ogni cop-
pia di agenti presenti nel sistema; From ag e To ag specifica la coppia di
agenti, Fail rate specifica quanti messaggi su 100.000.000 sono persi per
problemi di comunicazione, Min late e Max late e Unit specificano il mi-
nimo ed il massimo tempo di ritardo sul canale espresso in Unit. Se per
una coppia di agenti non sono specificati parametri la comunicazione e`
immediata e totalmente affidabile.
 start simulation: e` il comando che viene utilizzato per far partire la
simulazione. La simulazione e` eseguita tramite uno scheduler round-robin
che chiama il predicato cycle di tutti gli agenti.
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 get statistics: e` utilizzato per raccogliere tutte le informazioni sulla
simulazione stessa.
5.2 Implementazioni Prolog
Prima di presentare la progettazione degli agenti logici analizziamo alcune delle
implementazioni Prolog che si trovano in rete allo scopo di capire quali sono le
possibilita` di integrazioni tra Prolog e Java. Nonostante Prolog sia uno dei lin-
guaggi tradizionali dell’intelligenza artificiale, dopo la popolarita` acquisita duran-
te gli anni ’80 con i progetti correlati alle architetture di quinta generazione non ha
trovato molto spazio fuori dagli ambienti accademici. Navigando sul World Wide
Web sembra che negli ultimi anni ci sia un certo interesse a fornire interpreti e
compilatori Prolog in grado di integrare funzionalita` logiche con codice Java. In
tabella1 5.1 abbiamo raccolto un certo numero d’implementazioni Prolog cercan-
do di evidenziare, quali di essi sono compilatori e quali interpreti, in che forma
sono forniti i motori inferenziali su cui si basano (binario, libreria), il tipo di li-
cenza con cui e` distribuito il software, l’esistenza o meno di una interfaccia verso
Java.
Name Type Licence Java interface
SICStus Prolog [55] comp/bin commercial Jasper
SWI-Prolog [56] comp/bin free software JPL
binprolog [9] comp commercial bidirectional via library
tuProlog* [57] int/lib free for no profit bidirectional via library
Jinni* [36] interpreter commercial buit-in (bidirectional)
jprolog* [37] interpreter free software Java calls Prolog
GNU PROLOG [33] comp GPL none, (C only)
MINERVA* [45] comp commercial built-in (bidirectional)
Tabella 5.1: Confronto implementazioni di Prolog.
Per operare una scelta in un insieme piuttosto eterogeneo di implementazioni
di Prolog, discutiamo quali condizioni debba offrire l’implementazione candidata
all’impiego in D-CaseLP.
Disponibilia` della implementazione per diversi sistemi operativi: visto che una
delle motivazioni che ci aveva orientato alla scelta di Java come linguag-
gio d’implementazione dei tool da noi progettati era la possibilita` di fornire
1Abbreviamo compilatore con comp, binario con bin, interprete con int, libreria con lib,
traduttore con trad, l’asterisco indica che il linguaggio d’implementazione e` Java.
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strumenti indipendenti dai particolari sistemi operativi, vorremmo evitare
d’introdurre vicoli sul tipo di macchina o sul sistema operativo utilizzato
nell’integrazione fra Java e Prolog.
Una interfaccia Java-Prolog bidirezionale: per eseguire gli agenti logici in JA-
DE avremo bisogno di fare riferimento a oggetti Java all’interno di codice
Prolog e dimostrare predicati Prolog all’interno del codice Java. In par-
ticolare, necessiteremo di un’interfaccia da Java a Prolog per includere
gli agenti logici negli agenti di JADE e dell’interfaccia da Prolog a Java
per richiamare le primitive di comunicazione offerte da JADE all’interno
degli agenti logici. Questo implica che gli strumenti con cui integreremo
agenti logici e agenti JADE dovranno offrire un’interfaccia bidirezionale
Prolog-Java.
Software con licenza di utilizzo: essendo un progetto in ambito universitario e`
nostro interesse che il software, e le estensioni da noi prodotte siano il
piu` possibile utilizzate e provate da altri. Prerequisito affinche´ questo sia
possibile, e` che il software abbia una licenza che permetta di utilizzarlo
senza troppi oneri, almeno nei casi in cui il suo impiego non sia a fini di
lucro. Questo requisito al contrario dei precedenti non e` determinante nel-
la scelta dell’implementazione Prolog ed e` da considerarsi solo come una
preferenza.
5.2.1 Tipi di interfacce Prolog-Java
Abbiamo gia` evidenziato l’esigenza di avere un’interfaccia bidirezionale Prolog-
Java, in questa sezione confrontando la tecnologia offerta dalle diverse imple-
mentazioni vorremmo entrare un po’ piu` nel dettaglio in quelle che sono le moda-
lita` con cui l’integrazione viene effettuata. Analizzando le implementazioni che
abbiamo elencato in tabella 5.1 e` possibile rendersi conto che l’integrazione di
PrologJava avviene sostanzialmente per due strade:
 attraverso la Foreign Language Interface (FLI);
 utilizzando interpreti scritti in Java.
Iniziamo con illustrare le caratteristiche della FLI. Le interfacce verso altri lin-
guaggi in Prolog sono virtualmente disponibili in tutte le implementazioni com-
merciali, esse pur differendo nei particolari si basano sull’idea di associare durante
la fase di linking un file oggetto del linguaggio che si vuole integrare all’esegui-
bile del motore Prolog. `E generalmente possibile anche il viceversa, quasi tutte
le implementazioni forniscono una libreria con la quale e` possibile accedere al-
le funzionalita` del motore inferenziale della particolare implementazione Prolog.
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Su questo tipo di integrazione sono basate le interfacce verso Java di SICStus
Prolog (Jasper) e di SWI-Prolog (JPL), ed in generale di tutte le implemen-
tazioni che forniscono un compilatore per il linguaggio. Sempre all’interno di
quella che potrebbe essere la filosofia vicina alle FLI vi sono alcune implementa-
zioni che per integrare Prolog in Java utilizzano la la Java Native Interface (JNI)
la quale permette d’includere del codice nativo (C, C++). Tale espediente per-
mette di recuperare librerie di integrazione verso i motori Prolog che erano state
pensate per il linguaggio C all’interno di Java. L’integrazione con queste moda-
lita`, passando per il codice oggetto pone dei limiti alla compatibilita` con sistemi
operativi diversi da quelli in cui il codice e` stato compilato, perdendo di fatto i
vantaggi di portabilita` di Java. Inoltre, eseguendo alcuni test in SICStus Prolog
utilizzando Jasper, ci siamo accorti che le integrazioni di questo tipo hanno dei
limiti sul numero di motori Prolog attivabili per processo. Sia Jasper che JPL
permettono di includere un solo “motore logico” per JVM, mentre noi utilizzando
JADE avremmo bisogno di un motore logico per ogni thread che rappresenta un
agente.
La seconda modalita` d’integrazione vede l’impiego di interpreti al posto di
compilatori. In generale questa strada risulta piu` adatta ai nostri scopi in quanto
offre soluzioni portabili per l’integrazione JavaProlog e non soffre dei limiti sul
numero di istanze di motori logici attivabili per processo o thread.
Ci sono svariati interpreti Prolog scritti in Java alcuni di essi offrono funzio-
nalita` d’integrazione attraverso un’interfaccia bidirezionale assolutamente porta-
bile; noi ne abbiamo individuato uno che sembra particolarmente versatile e legge-
ro: tuProlog. Le funzionalita` offerte da tuProlog per l’integrazione sono discusse
nella sezione 5.2.2.
5.2.2 tuProlog.
Descriviamo in questa sottosezione sulla base delle informazioni contenute in [20,
2] le caratteristiche principali di tuProlog. tuProlog e` stato progettato con tre
principali obiettivi:
 offrire un motore Prolog minimale, efficiente e aderente alle specifiche ISO
in un oggetto Java accessibile con una semplice interfaccia;
 dare la possibilita` di estendere il nucleo minimale del linguaggio con librerie
dinamiche contenenti nuovi predicati;
 offrire gli strumenti per poter interagire e controllare l’interazione con com-
ponenti Internet.
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tuProlog offre un interprete Prolog realizzato per intero in Java che e` sta-
to ideato appositamente per costruire componenti “intelligenti” che siano faci-
li da utilizzare, leggeri, scalabili, staticamente e dinamicamente configurabili ed
interoperanti.
L’interprete viene fornito sotto forma di un motore inferenziale Prolog che
chiameremo tuProlog Virtual Machine (VM). Ogni motore e` istanza di una classe
Java. Il fatto che il motore consista in un oggetto Java permette di avere un
numero potenzialmente illimitato di istanze che possono essere attivate da uno
stesso processo eventualmente su piu` thread.
Chiameremo il motore con caratteristiche minimali core tuProlog, ogni moto-
re e` configurato indipendentemente dagli altri ed a seconda delle particolari esi-
genze puo` essere integrato con componenti non Prolog sotto forma di oggetto
Java. Le componenti tuProlog possono interagire con altre componenti non ne-
cessariamente logiche attraverso il consueto schema comunicativo client-server
utilizzando strumenti come RMI e CORBA. In alternativa, e` possibile utilizzare
approcci di comunicazione peer-to-peer utilizzando un modello di comunicazione
a blackboard2 in cui le componenti comunicano aggiungendo e togliendo tuple in
uno spazio comune. Questo tipo di comunicazione puo` risultare particolarmente
versatile per coordinare e la favorire la cooperazione tra componenti, siano esse
oggetti Java o VM tuProlog.
Integrazione Prolog- Java.
tuProlog offre il supporto per integrare codice Prolog all’interno di applicazioni
Java ed oggetti Java in programmi Prolog.
Questa integrazione e` essenzialmente basata sul fatto che i motori inferenziali
di tuProlog sono oggetti Java, non facendo riferimento ad alcun codice oggetto
ne alle funzionalita` della Java Native Interface offre una soluzione portabile.
Tramite l’integrazione offerta le applicazioni Java possono sfruttare il potere
espressivo del paradigma logico per realizzare le parti “intelligenti” in modo piu`
naturale rispetto che con la sola programmazione orientata agli oggetti.
Includere Prolog in Java.
Per abilitare l’accesso a tuProlog da Java vengono fornite un insieme di classi,
in modo che ve ne´ sia una per tutte le principali entita` Prolog, ad esempio i tipi
di dato standard Prolog vengono associati ad oggetti di classe Term, le variabili
in oggetti di classe Var, i termini composti (funtori con argomenti) in oggetti di
classe Compound, le stringhe vengono associate a Compound senza argomenti.
2Tale modello di comunicazione era offerto in Linda, una famosa estensione per la
comunicazione fornita in alcune implementazioni di Prolog.
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Theory theory1 = new Theory(new FileInputStream("test.pl"));
String text = "append([],X,X). \n \n" +
"append([X|L1],L2,[X|L3]):-append(L1,L2,L3). \n \n";
Theory theory2 = new Theory(new ByteArrayInputStream(text));
Figura 5.9: Istanziamo due teorie in tuProlog.














Figura 5.10: Interfaccia per accedere agli oggetti rappresentanti il motore
inferenziale Prolog.
`E possibile rappresentare differenti teorie come oggetti di classe Theory, questi
oggetti possono essere costruiti a partire da un file di testo contenente la defi-
nizione dei predicati che sono nella teoria. Nell’esempio illustrato in figura 5.9
definiamo con alcune istruzioni Java due teorie: “theory1” a partire da un file di
testo “test.pl” il quale conterra` la definizione di alcuni predicati non specificati
nell’esempio, e “theory2” a partire dalla stringa “text” contenente la definizione
del predicato di append. Le teorie che definiamo andranno associate ad un motore
Prolog attraverso l’interfaccia di figura 5.10, che fornisce le operazioni necessa-
rie a registrare una teoria ad un motore, caricare una nuove libreria, risolvere un
termine (goal) nel motore ed accedere alle soluzioni successive alla prima.
Le soluzioni calcolate dal motore logico vengono restituite come oggetti che
implementano l’interfaccia SolveInfo illustrata in figura 5.11. Una discussione
piu` dettagliata delle classi e dei metodi disponibili si possono trovare consultando
la documentazione delle API tuProlog [58].
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Figura 5.11: Interfaccia SolveInfo per accedere alle soluzioni.
Includere oggetti Java nel codice Prolog.
La possibilita` di includere componenti Java all’interno del codice Prolog viene
fornita dalla JavaLibrary, attraverso di essa e` possibile includere in un programma
Prolog oggetti Java gia` istanziati, istanziarne di nuovi ed accedere ai servizi da
essi forniti. Vediamo i principali predicati definiti nella libreria e la rispettiva
arieta`:
java object/3 crea un nuovo oggetto Java istanziandolo da una classe specifica-
ta, e` possibile indicare gli argomenti del costruttore. Il riferimento al nuovo
oggetto viene associato ad un termine ground attraverso il quale si potra`
interagire con l’oggetto.
-
-/2 invoca un metodo indicato a destra del simbolo di predicato sull’oggetto
Java rappresentato dall’identificatore a sinistra del simbolo di predicato.
Con esso e` possibile accedere anche a attributi pubblici dell’oggetto.
returns/2 unifica il valore ritornato dall’invocazione di un metodo Java con tipo
di ritorno differente da “void” che si trova sinistra del simbolo di predicato
con il termine Prolog posizionato a destra dello stesso.
In figura 5.12 vi e` un semplicissimo esempio di un programma Prolog che
istanzia un oggetto dalla classe “Counter” associandone il riferimento ad un ter-
mine “myCounter”, quindi viene richiamato il metodo “set” e poi un metodo “get”
il cui parametro di ritorno viene unificato con “X”, alla fine “X” viene stampato a
video.
Nell’esempio precedente l’oggetto Java al quale accediamo e` stato istanziato
all’interno del programma Prolog, invece, in alcuni casi puo` essere utile acce-




myCounter <- get returns X,
write(X).
Figura 5.12: Esempio di programma Prolog che istanzia ed utilizza un oggetto
Java.
grazie alla funzione statica register. Tale funzione e` richiamabile dal lato Java
attraverso la seguente sintassi:
JavaLibrary.register(Struct name, Object obj)
L’effetto di tale funzione e` registrare un oggetto “obj” all’interno del motore Pro-
log e renderlo accessibile attraverso il riferimento “name”. Nell’utilizzo della
JavaLibrary si faccia attenzione in quanto non e` possibile registrare lo stesso
oggetto due volte anche se con nomi differenti. Gli oggetti out, in, error appar-
tenenti alla libreria statica java.lang.System vengono registrati automaticamente
rispettivamente con nomi stdout, stdin, stderr.
Estensibilita` attraverso librerie.
Una caratteristica importante di tuProlog e` la capacita` di gestire estensioni attra-
verso l’utilizzo delle librerie. Le librerie devono essere tutte derivate dalla classe
definita nel framework tuProlog Library, questo per assicurare che la libreria ab-
bia le caratteristiche che le assicurino l’interazione con il core tuProlog. Tra le
librerie che sono attualmente fornite troviamo
MetaLibrary: fornisce le primitive per consultare le teorie, caricare e scaricare
le libreria, generare nuovi processi Prolog.
JavaLibrary: fornisce un’interfaccia per accedere, creare, e gestire gli oggetti
Java da codice Prolog.
IsoLibrary: fornisce i predicati Prolog standard ISO.
Vi sono altra librerie che permettono di accedere a spazi di tuple, e infrastrutture
Internet. Le tre librerie che abbiamo citato vengono caricate automaticamente
ogni volta che si istanzia un motore tuProlog.
tuProlog rispetto le altre implementazioni.
Cio` che ci ha spinto a scegliere tuProlog come motore logico per gli agenti sono
essenzialmente due fattori:
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 l’integrazione bidirezionale e portabile con Java;
 un motore inferenziale scritto in Java, minimale ed estensibile attraverso le
librerie;
tuProlog e` liberamente scaricabile all’indirizzo [57] in forma di classi Java
compilate, a detta degli autori presto sara` reso pubblico il codice sorgente.
Nel manuale di utilizzo [2] sono presentate alcune prove di prestazione, dove
sono confrontati tuProlog ed altre implementazioni tra cui Jinni e jprolog. Per
quanto lo studio sia piuttosto limitato, le performance ottenute da tuProlog sem-
brano comparabili con le altre implementazioni, anzi, in alcuni casi tuProlog offre
delle prestazioni addirittura migliori.
Effettuate alcune prove per prendere confidenza con il tool abbiamo avuto
modo di renderci conto che il progetto e` ancora in fase di sviluppo: la stes-
sa documentazione in rete e` work in progress. Nonostante cio`, ci sembra che
tuProlog sia il tool che offre un buon supporto ai nostri obiettivi ed abbiamo deciso
d’impiegarlo per realizzare l’integrazione JADE - Prolog.
5.3 Utilizzo degli agenti logici nel modello di svilup-
po D-CaseLP
Prima di passare all’analisi dell’estensione che ci permettera` di far eseguire alla
platform JADE agenti logici, vorremmo fornire alcune idee sul ruolo che avran-
no gli agenti logici nell’attivita` di sviluppo del MAS. Abbiamo ipotizzato che lo
sviluppo avvenga seguendo un ciclo di vita a spirale, cio` implica la realizzazione
di un certo numero di prototipi allo scopo di raffinare i requisiti e la progettazione
del sistema sotto sviluppo. Supponiamo di suddividere i requisiti in diversi insie-
mi a seconda di quanto questi requisiti siano in relazione e per ogni insieme di
sviluppare un prototipo, definiamo alcune delle relazioni che possono intercorrere
tra i prototipi che verranno sviluppati.
Definizione 5.1 Presi due prototipi . e / appartenenti al processo di sviluppo di
un sistema, diciamo
/ e` raffinamento di . se / e` un prototipo per lo stesso sottoinsieme di requisiti
del sistema di cui si occupa . , ed alcune delle soluzione implementate in /
sono ad un livello di dettaglio superiore rispetto alle soluzioni implementate
in . ;
/ ha intersezione con . se i due hanno almeno un requisito in comune;
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/ e` indipendente da . se l’intersezione degli insiemi dei requisiti di . e / e`
l’insieme vuoto;
Ci sembra ragionevole fare i seguenti assunti.
Assunto 5.1 Ogni singolo prototipo si occupera` di un sottoinsieme dei requisiti
del MAS, eccetto i prototipi ottenuti verso la fine del ciclo a spirale, i quali visto
che si vorrebbe arrivare ad una implementazione o almeno ad un unico prototipo
del sistema e` plausibile che implementino tutti i requisiti.
Assunto 5.2 Ogni prototipo realizzera` un sottoinsieme degli agenti del MAS fi-
nale.
Assunto 5.3 Ogni agente in un MAS unito ad altri implementa le funzionalita`
che servono per ottenere uno o piu` dei requisiti di sistema.
Assunto 5.4 Ogni requisito sara` implementato da un insieme di agenti in forte
coesione.
Facciamo osservare che l’assunto 5.1 sottointende che il sistema venga svi-
luppato tramite un insieme di prototipi e durante il processo di raffinamento sia
possibile fare confluire due prototipi in uno solo in modo che alla fine si abbia un
unico prototipo o realizzazione del sistema.
Con gli assunti 5.3 e 5.4 mettiamo in relazione i prototipi e gli agenti. In figura
5.14 abbiamo illustrato alcuni prototipi che hanno una intersezione evidenziando
gli agenti in essi contenuti.
La figura 5.14 dovrebbe aiutarci a comprendere che se si vuole costruire un
sistema, non tutti gli agenti dell’architettura MAS saranno sotto sviluppo contem-
poraneamente. Ve ne saranno alcuni le cui mansioni risulteranno in qualche modo
marginali rispetto al sottoinsieme di requisiti che si sta analizzando nel prototipo.
Durante l’esecuzione del prototipo e` facile che alcuni degli agenti sotto sviluppo
necessitino di riferirsi o interagire con alcuni fra quelli al di fuori del prototipo.
Ad esempio, in figura 5.14, e` schematizzato un MAS con tre agenti (cerchi) da
cui partono delle frecce che individuano le interazioni fra gli agenti. Si e` sud-
diviso il MAS (rettangolo piu` grande), in due prototipi (rettangoli piccoli che si
intersecano). Gli agenti che stanno entro il confine del prototipo sono gli agenti
sotto sviluppo per quel prototipo, quindi gli agenti che sono oggetto della pro-
totipazione. Quando si simulera` il prototipo A, e` probabile che l’agente A, per
completare un suo compito abbia bisogno di interagire con l’agente C che non era
sotto sviluppo. Un’idea potrebbe essere utilizzare la programmazione logica per
scrivere velocemente un agente che a determinate richieste dell’agente A risponda
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Figura 5.14: Esempio di come potrebbero essere coinvolti gli agenti in diversi
prototipi.
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Agenti dummy: agente che serve solo in fase di sviluppo per far funzionare il
prototipo.
Agenti sotto sviluppo: un Ag-Prolog o un Ag-Java che e` in fase di sviluppo e
alla fine del ciclo di sviluppo fara` parte del MAS.
Si osservi come ci si limiti ad associare un agente dummy all’agente C e non al
D, questo perche´ essendo C un agente dummy non sfruttera` nessuna interazione
con l’agente D per fornire le risposte a A. Gli agenti dummy potrebbero essere
dei semplici agenti logici specificati ad esempio tramite AgentRules per i quali
si fornisce un comportamento reattivo. L’esempio precedente ci suggerisce due
modi di utilizzare gli agenti logici:
 come agenti provvisori che aiutano a sviluppare rapidamente prototipi;
 come agenti a tutti gli effetti che verranno mantenuti nella realizzazione
finali.
5.4 Analisi
Illustriamo finalmente la progettazione dell’estensione che ci permettera` di ese-
guire agenti logici in JADE.
5.4.1 Obiettivi dell’integrazione
Considerato che allo stato attuale la trattazione delle problematiche relative alla
mobilita` degli agenti e` al di fuori degli obiettivi di D-CaseLP, le funzionalita` che
l’integrazione dovrebbe rendere accessibili sono:
Esecuzione di agenti Ag-Prolog. Si vuole fornire la possibilita` di eseguire in-
distintamente agenti Ag-Prolog o Ag-Java che grazie alla condivisione di
uno stesso modello di comunicazione basato sullo scambio di messaggi
FIPA ACL siano in grado di interagire tra loro alla pari.
Controllo e monitoring su agenti Ag-Prolog. Ci aspettiamo che l’integrazione
offra agenti logici che siano a tutti gli effetti agenti della platform, sui quali
sia quindi possibile utilizzare gli stessi strumenti di monitoring e control-
lo (RMA, Sniffer Agent, Introspector Agent, etc) che si applicano per il
monitoring e il controllo di agenti JADE anche agli agenti Ag-Prolog.
Al fine di poter utilizzare gli strumenti di JADE sui nuovi agenti Ag-Prolog, biso-
gna che gli agenti Ag-Prolog siano nascosti in oggetti della classe Agent di JADE.
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Una prima questione e` decidere a che livello introdurre le componenti logiche ne-
gli agenti JADE. Gli agenti sono istanze della classe Agent, il cui comportamento
e` suddiviso in diversi oggetti istanze della classe Behaviour, che vengono schedu-
lati secondo una qualche politica. `E chiaro che per effettuare l’integrazione sara`
necessario operare delle scelte circa le seguenti questioni:
 Introduciamo una classe agente logico o un comportamento logico o en-
trambi?
 Nel caso in cui ci avvalessimo di Behaviour, quale tipo di Behaviour e` piu`
adatto ai nostri scopi?
Risponderemo alle precedenti problematiche quando illustreremo il design.
5.4.2 0 ProlAg: linguaggio d’implementazione
Fino ad ora abbiamo parlato di agenti logici specificando che saranno scritti in
Prolog3, in realta` tale linguaggio non nasce per scrivere agenti intelligenti e non
offre quindi costrutti nativi utili per essi. Il Prolog di per se´ non dispone di pri-
mitive per la comunicazione, infatti, molti dei predicati che il linguaggio offre per
la programmazione concorrente, i thread, e l’esecuzione distribuita sono esten-
sioni successive, spesso fornite attraverso soluzioni proprietarie differenti da una
implementazione all’altra del linguaggio. `E evidente che gli agenti Ag-Prolog
non possono essere semplicemente agenti il cui linguaggio di programmazione
e` Prolog, ma abbiamo bisogno di estendere il linguaggio ed aggiungere alcuni
predicati che permettano di utilizzare il paradigma logico per la programmazione
degli agenti.
Il problema circa quale estensione di Prolog sia la piu` adatta al fine di uti-
lizzarlo come linguaggio per programmare agenti e` stato ampiamente discusso
e trattato, tant’e` vero che ci sono varie proposte. Noi partiremo da Prolog for
Agents (ProlAg) [42] che e` la soluzione proposta in CaseLP.
La prima idea che verrebbe in mente, e` scegliere ProlAg come linguaggio di
programmazione per gli agenti Ag-Prolog. Considerato che gli agenti CaseLP
erano implementati in ProlAg questa scelta darebbe una certa continuita`, permet-
tendo di recuperare il lavoro gia` svolto sui linguaggi di descrizione del MAS. `E
anche vero che l’impostazione metodologica di D-CaseLP e` differente da quella
di CaseLP, in particolare si sta lavorando per offrire un supporto piu` completo
dei ruoli per gli agenti ed un’integrazione del framework concettuale FIPA, per
questo parte della metodologia e del lavoro precedente dovra` essere aggiornato.
3Piu` precisamente si pensa di utilizzare l’implementazione di Prolog fornita in tuProlog
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Definiamo una versione modificata di ProlAg che chiameremo per distinguer-
la dalla precedente 1 ProlAg. Una delle prime modifiche rispetto ad ProlAg cosı`
come era in CaseLP cosiste nel permettere alle primitive di comunicazione di
trattare messaggi espressi in un qualche linguaggio di comunicazione per agenti
(FIPA ACL, KQML). Questo implica ad esempio che il destinatario di un messag-
gio spedito attraverso una send non sia piu` espresso come termine del predicato
ma si trovi all’interno del messaggio stesso. In generale i parametri delle primitive
saranno codifiche o schemi di messaggi FIPA ACL. In 1 ProlAg abbiamo elimi-
nato la primitiva async receive all() in quanto puo` essere ottenuta a partire dalla
async receive().
Non si forniscono le versioni “safe” dell’assert e della retract che possono
essere ottenute come spiegato in [15], mentre per cio` riguarda i predicati di comu-
nicazione abbiamo cambiato sostanzialmente solo la sintassi.
Predicati per la comunicazione.
I predicati di comunicazioni offerti da 1 ProlAg sono l’implementazione delle
primitive di comunicazione che appartengono all’interfaccia astratta presentata
in 1.3.5 con alcune modifiche dovute al fatto che l’interfaccia e` realizzata in un
paradigma logico.
Si tenga presente che il paradigma logico ed in particolare Prolog basa le
sue “computazioni” sul principio di risoluzione di Robinson e l’unificazione. Il
primo permette di combinare delle clausole in modo da ottenere altre clausole
conseguenze logiche delle precedenti, mentre il secondo permette di capire se due
termini sono “compatibili” fornendo una relazione fra termini.
L’unificazione dei termini potrebbe essere anche vista come una forma bilate-
rale di pattern matching, in cui invece che confrontare uno schema con qualcosa di
completamente istanziato, si confronta uno schema con uno schema individuando
un insieme di elementi che appartengono ad entrambi.
Dato che i presupposti della programmazione logica sono fortemente differenti
dal paradigma ad oggetti o imperativo, bisogna fare attenzione al modo in cui
codifichiamo i messaggi FIPA ACL in Prolog. La cosa migliore sarebbe sfruttare
le peculiarita` del paradigma logico fornendo una codifica dei messaggi FIPA ACL
piu` maneggevole rispetto a quella basata sulle stringhe che si era pensata per gli
agenti Ag-Java.
Chiameremo la nuova codifica dei messaggi PrologACLCode , in essa dovre-
mo definire un insieme di termini per esprimere schemi e messaggi FIPA ACL.
In prima approssimazione dovremo aggiungere un simbolo di funzione unaria
per ogni chiave che puo` essere specificata in un messaggio FIPA ACL, cosicche´
le coppia chiave-valore del tipo
:chiave valore
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sia esprimibile nella codifica come
chiave(valore)
Un messaggio FIPA ACL sara` una tupla contenente un certo numero di coppie
chiave valore, nella codifica un messaggio sara` rappresentato come una lista di
termini simili a quelli descritti precedentemente.
Descriviamo nel seguito le primitive incluse in 1 ProlAg.
sync receive(Message) nel caso in cui la mailbox dell’agente contenga un mes-
saggio che unifica con lo schema di messaggio indicato come argomento,
attraverso l’unificazione vengono riempiti i campi liberi dello schema. Se
non vi e` alcun messaggio che unifica con lo schema l’agente che ha effet-
tuato la chiamata viene bloccato fino a quando non arriva un messaggio che
unifica con lo schema.
async receive(Msg input,Msg output) controlla nella mailbox dell’agente che
richiama questo predicato se c’e` un messaggio che unifica con Msg input,
se un cosiffatto messaggio e` presente nella mailbox, viene unificato con
Msg output e tolto dalla mailbox, altrimenti Msg output viene unificato con
il termine no message.
send(Message) spedisce il Message al destinatario o ai destinatari indicati con
gli appositi termini nel messaggio.
In analogia con cio` che era ProlAg in CaseLP, 1 ProlAg si pone come lin-
guaggio in cui tradurre i linguaggi di specifica omogeneamente. Si consideri co-
me esempio la specifica AgentRules di un agente, cio` di cui dovremmo aver cura
per esegure tale specifica come agente logico in D-CaseLP, e` fornire un meta-
interprete scritto in 1 ProlAg che fornisca l’engine allo stato ed il program tradotti
dalla specifica.
L’astrazione delle classi di agenti verra` fornito dai linguaggi di specifica pre-
senti in CaseLP, che si prevede di rendere disponibili anche nel framework D-
CaseLP4.
Allo stato delle cose gli agenti logici che ci proponiamo di fornire in D-
CaseLP potrebbero essere caratterizzati dal punto di vista concreto dalla seguente
equazione:
JADE + 1 ProlAg = Ag-Prolog
Dove 1 ProlAg a sua volta potrebbe essere visto come
Prolog + Predicati per la comunicazione = 1 ProlAg
4Cio` che prevediamo di fornire, e` un’implementazione dei predicati di ProlAg in 2 ProlAg, in
modo che sia possibile continuare a utilizzare linguaggi e traduttori offerti in CaseLP.
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5.4.3 Use Case Diagram per l’estensione di JADE
Analizziamo in questa sezione quali sono i requisiti che deve avere l’estensione
alle librerie JADE, affinche´ sia possibile scrivere agenti logici. Nello use case
diagram in figura 5.15 sono illustrati gli use case che descrivono l’iterazione degli
utenti con il package che forniremo. Abbiamo individuato due attori coinvolti
dello use case:
Logic Agent Developer: che si occupa di progettare e programmare gli agenti
logici;
MAS Configurator: che si occupa di configurarli ed esegurli.
Mas ConfiguratorLogic Agent
Developer




Run a Logic Agent
D-CaseLP Package
Write a New Agent Architecture
Figura 5.15: Use case per D-CaseLP forniamo.
Descriviamo gli use case in modo da dare un’idea di cosa rappresentano e
quali funzionalita` presuppongano.
Write a Logic Agent: il “Logic Agent Developer” specifica un agente logico,
sceglie un’architettura per agenti implementata in 1 ProlAg e specifica in un
linguaggio dipendente dall’architettura scelta lo stato iniziale e il Behaviour
dell’agente.
Write a New Agent Architecture: il “Logic Agent Developer” non trova fra le
architetture per agenti logici implementate quella che fa al caso suo, decide
quindi di scriverne una nuova.
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Run a logic agent: una volta che gli agenti sono stati scritti il “Logic Agent De-
veloper” passa al “Mas Configurator” le componenti che sono necessarie al-
l’esecuzione degli agenti logici, in modo che quest’ultimo possa configurare
l’esecuzione ed eseguire il MAS.
Install D-CaseLP JADE extension: in questo use case viene coinvolto solo il
“Mas Configurator” che ha il compito di installare e configurare l’estensio-
ni che permette di utilizzare gli agenti logici in JADE prima di eseguire
gli agenti forniti dal “Logic Agent Developer”. Questa fase sara` eseguita
una sola volta durante installazione di JADE dal momento che l’estensione
consistera` in un certo insieme di package Java da aggiungere a quelli JA-
DE questo use case consistera` nel seguire delle istruzioni di installazione e
configurazione fornite da D-CaseLP.
Concludiamo quindi la fase di analisi fornendo un maggior livello di dettaglio
nello spiegare gli use-case Write a Logic Agent e Write a New Agent Architec-
ture.
5.4.3.1 Write a Logic Agent
Seguendo la concettualizzazione di agente in termini di State-Engine-Program
descritta in sezione 1.2.1, raffiniamo lo use case Write a Logic Agent nello use
case diagram in figura 5.16. In esso si possono individuare due nuovi use case
necessari al completamento dello use case precedentemente descritto:
Write a Logic Agent: e` lo use case principale in cui l’utente ( attore Logic Agent
Developer) definera` un agente Ag-Prolog utilizzando l’estensione alla li-
breria JADE fornita in D-CaseLP.
Choose an Agent Engine: l’utente scegliera` quale engine e` piu` adatto per l’a-
gente che sta progettando.
Write State and Behaviours: in dipendenza del tipo di engine che ha scelto, il
Logic Agent Developer scrivera` lo stato iniziale e il comportamento dell’a-
gente.
5.4.3.2 Write a New Agent Architecture
Vediamo cosa succede quando il Logic Agent Developer non trova un’architettura
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Figura 5.16: Use case per scrivere agenti logici.
suoi agenti5. Come illustrato nel diagramma 5.17, lo use case in questione include
altre tre attivita`.
Write a New Agent Architecture: l’utente decide di progettare una nuova archi-
tettura per agente.
Decide a Behavior and State Format: l’utente progetta un linguaggio in cui espri-
mere il comportamento e lo stato per gli agenti. Qualora non sia necessaria
l’introduzione di un linguaggio piu` astratto di quello che e` 1 ProlAg, si pos-
sono esprimere stato e program in forma di predicati, altrimenti si definira`
una nuova sintassi attraverso una BNF e la relativa semantica.
Write a Behavior & State Translator to 1 ProlAg: si indica una procedura per
la traduzione degli eventuali linguaggi definiti per esprimere lo stato e il
program che l’utente ha progettato. Si fornisce un traduttore che data la
specifica del linguaggio per lo stato ed il program restituisca dei predicati
1 ProlAg che saranno utilizzati dall’engine durante l’esecuzione6.
5Si ricorda una delle ipotesi progettuali di D-CaseLP consiste nel non vincolare l’utente ad
utilizzare una prescelta architettura per agenti, anzi si vorrebbe lasciare la possibilita` di impiegarne
differenti in uno stesso MAS.
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Figura 5.17: Dettaglio sullo use case WriteArchitecture.
Write an Engine: si progetta ed implementa in 1 ProlAg un engine, che presa la
codifica di stato e comportamento dell’agente si comporta coerentemente
con il modello di architettura pensata dall’utente.
Da questo punto in poi daremo per scontato che qualora l’utente si definisca
una nuova architettura metta a disposizione la documentazione e gli strumenti
necessari alla realizzazione dello use case “Write a New Agent Architecture”;
Visto che e` altamente probabile che l’utente dopo aver definito un’architettura
la utilizzi, avremmo potuto includere nello use case “Write a New Agent Archi-
tecture” lo use case ”Write a Logic Agent”. Tuttavia ci sembra inutile inserire un
ulteriore vincolo: se qualcuno dovesse definire architetture per agenti logici ad
uso di altri deve essere libero di poterlo fare.
Visto che se si sta scrivendo un agente logico (use case Write a Logic Agent)
si deve avere a disposizione un’architettura per agente, ovvero un engine espres-
so in 3 ProlAg e degli strumenti per tradurre lo stato ed il program in predicati
3 ProlAg. Assumeremo nel resto di questa sezione che il program e lo stato sia-
no sempre stati tradotti dall’utente in 3 ProlAg e siano stati memorizzati in dei
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file. Nella prossima sezione illustreremo il design dell’estensione a JADE, per il
momento ci concentreremo soprattutto sugli use case che coinvolgono le fasi di
sviluppo degli agenti logici e non illustreremo in dettaglio quelle di esecuzione e
configurazione del tool.
5.5 Design dell’estensione
In questa sezione presentiamo la descrizione di come pensiamo di ottere l’integra-
zione gli agenti logici Ag-Prolog a partire dagli agenti JADE e tuProlog. `E chiaro
che per mettere in grado gli utenti di scrivere un’architettura per agenti logici che
sia eseguibile dalla nostra estensione dobbiamo specificare alcune questioni:
4 quale predicato individua l’engine;
4 ipotesi che deve soddisfare un engine affinche´ non si perda la concorrenza
tra agenti.
Per la prima delle due questioni, la cosa piu` semplice e` prevedere che tutti gli
engine delle architetture siano specificati da uno stesso predicato. Usando tutta
la fantasia di cui disponiamo imporremo che l’engine sia indicato dal predicato
zero-ario “engine”. Per le problematiche relative alla concorrenza, il discorso e`
un poco piu` complicato, si tratta a grandi linee di individuare come frammentare
l’esecuzione dell’engine in differenti Behaviour di JADE.
5.5.1 La concorrenza degli agenti in JADE
Come abbiamo illustrato in sezione 4.2.2.1, in JADE gli agenti corrispondono a
thread eseguiti su una Java Virtual Machine. Il multithreading offerto da Java e`
del tipo pre-emptive multitasking senza time-sharing, in altre parole lo scheduling
dei thread e` interrompibile ma non essendoci un tempo limite di occupazione
della risorsa (time-slice) non e` prevista alcuna interruzione se un thread occupa il
processore troppo a lungo.
In questo modello di concorrenza e` responsabilita` del programmatore non scri-
vere thread che monopolizzino la risorsa processore. Si pensi ad un agente logico
caratterizzato, ad esempio, dalla architettura proposta in [39] la quale prevede un
engine che consta di una serie di attivita` svolte una dopo l’altra in un ciclo come
quello che segue
4 Inizio ciclo al tempo T;
1. Osservare gli input al tempo T;
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2. Pensare;
3. Scegliere una o piu` azioni da eseguire;
4. Eseguire le azioni;
4 Fine ciclo: T=T+1.
Innanzi tutto tale architettura contiene un ciclo e non e` pensabile implemen-
tare l’agente logico fornendo un engine che consista in un ciclo potenzialmente
infinito di attivita`. Una scelta di questo tipo comporterebbe che l’agente non ri-
lasci mai la CPU con la conseguente perdita della concorrenza tra gli agenti del
MAS. A questo problema sopperiamo non includendo il ciclo all’interno dell’en-
gine, cosicche´ l’agente rilasci il processore dopo che ha eseguito una volta tutte le
attivita` precedenti. Nonostante il fatto che si tolga il ciclo dall’engine l’esecuzione
delle attivita` rimane ciclica per effetto delle chiamate successive al predicato che
rappresentera` l’engine effettuate dallo schedulatore.
Questo tipo di soluzione per la concorrenza fra gli engine di agenti concorrenti
risulta efficace qualora sia rispettata la seguente ipotesi:
Ipotesi 5.1 Le attivita` contenute in un singolo ciclo dell’engine terminano e sono
dal punto di vista computazionale “sufficientemente leggere”.
Quanto debbano essere leggere le computazioni dipende in sostanza dal tempo di
reazione che si vuole dagli agenti, maggiore e` la reattivita` pretesa minore deve
essere il tempo necessario ad eseguire un “ciclo” di istruzioni.
L’ipotesi 5.1 e` in generale ragionevole, e non crea problemi fino a quando si
vogliono utilizzare particolari tipi di agenti. Ad esempio soddisfano tale ipotesi
gli agenti dummy che abbiamo individuato come utili durante lo sviluppo dei pro-
totipi del MAS. Questi agenti, infatti, saranno principalmente agenti reattivi che
reagiscono agli stimoli/richieste di altri agenti con risposte “preconfezionate”.
Qualche difficolta` nel caso in cui si vogliano agenti logici da utilizzare come
“ragionatori”. Questo tipo di agenti richiede in genere la dimostrazione predi-
cati piuttosto complessi e non e` semplice capire dove possa essere interrotta la
dimostrazione senza avere informazioni sulle dimostrazioni stesse.
Per il momento ci concentreremo sugli agenti che soddisfano l’ipotesi illu-
strando come integrarli in JADE attraverso tuProlog.
5.5.2 Design di agenti logici con tuProlog e JADE
Spieghiamo a partire da tuProlog e JADE come abbiamo intenzione di realizzare
gli agenti logici illustrando
4 come viene incluso il codice 3 ProlAg negli agenti JADE;
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4 come estendiamo tuProlog con i predicati 3 ProlAg al fine di permettere di
comunicare con la platform JADE.
Per rispondere a queste domande ci serviremo del class diagram in figura 5.18,
del quale descriveremo prima le classi e poi gli oggetti che vi compaiono.
Le Classi.
Prima di descrivere le singole classi, vorremmo chiarire che per ognuna di esse
abbiamo evidenziato solo i metodi e gli attributi che in qualche maniera vengono
coinvolti nella definizione ed esecuzione degli agenti logici. L’obiettivo di questa
descrizione e` dare un’idea precisa di come si possa organizzare l’integrazione dei
vari strumenti adottati rimanendo ad un livello progettuale. Descriviamo le classi
che compaiono nel class diagram ricordando velocemente le funzionalita` associate
ai metodi.
Agent: e` la classe che tutti gli agenti JADE devono estendere. Come abbiamo
gia` avuto modo di illustrare nella sezione dedicata a tale tool, in essa sono
definiti i metodi che permettono d’interfacciare gli agenti alla platform.
Si ricorda che ogni agente JADE viene eseguito dalla platform attraverso il
metodo run, tale metodo non puo` essere sovrascritto dalle sottoclassi.
Il metodo setup permette di preparare l’agente all’esecuzione, nella sua de-
finizione e` possibile aggiungere i comportamenti (behaviour) iniziali all’a-
gente attraverso il metodo addBehaviour.
Con i metodi send, receive, blockingReceive si accede ai servizi di comuni-
cazione degli agenti.
Infine, il metodo getArguments permette di recuperare i parametri dell’a-
gente che sono stati specificati da linea di comando o nell’interfaccia di
start-up.
Agent1: e` una generica classe di agenti definita dall’utente, l’abbiamo inclusa
nel class diagram al solo scopo di ricordare che tutti gli agenti JADE sono
istanze di classi che estendono la classe Agent.
AgProlog: e` la classe principale della nostra estensione, dalla quale istanzieremo
agenti logici sulla platform JADE. In tale classe si ridefinisce il metodo
setup in modo da effettuare le seguenti operazioni:
4 leggere i parametri associati all’agente (tramite getParameters) e ve-
nire a conoscenza del nome dei file in cui sono specificati il program,
engine e stato dell’agente;
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4 creare un motore inferenziale Prolog a partire da una istanza dell’in-
terprete tuProlog, a cui si aggiungono le teorie contenenti i predicati
che rappresentano l’estensione per la comunicazione, ed i predicati
letti da file che definiscono stato, program, ed engine dell’agente;
4 importare attraverso le funzionalita` offerte da tuProlog il riferimento
(This) all’oggetto di cui stiamo definendo il metodo setup, in modo da
potersi riferire ad esso tramite il temine “me” all’interno del codice
3 ProlAg;
4 aggiungere all’agente attraverso il metodo addbehaviour un’istanza
della classe ResolveEngine, passandogli il motore inferenziale prece-
dentemente creato.
CyclicBehaviour: e` la classe definita nel framework JADE che definisce un com-
portamento semplice che viene ripetuto ad ogni attivazione dell’agente. Le
istruzioni che caratterizzano il comportamento devono essere contenute nel
metodo action.
ResolveEngine: e` classe appartenente all’estensione D-CaseLP che specializza
il comportamento del generico Behaviour ciclico in un behaviour nel quale
viene risolto il goal “?-engine”. Al costruttore di questa viene passato il
riferimento al motore logico (parametro prolog engine) che viene custodito
in un attributo della classe in modo da poter invocare all’interno del metodo
action il metodo solve del goal.
Prolog: e` una classe che appartiene al framework tuProlog, ogni sua istanza e` un
motore inferenziale differente in cui sono state caricate automaticamente
le librerie ISOLibrary, MetaLibrary e JavaLibrary. Il metodo addtheory
permette di aggiungere al motore inferenziale delle nuove teorie, mentre i
metodi solve permettono di dimostrare un certo goal espresso nella forma
di un oggetto di classe Term (termine) o una stringa.
Theory: una classe appartenente al framework tuProlog che mantiene la codi-
fica di una teoria ovvero un insieme di predicati Prolog. Il costruttore
di questa classe prende come argomento una codifica in stringhe del pro-




Descriviamo gli oggetti che compaiono nel diagramma 5.18 7, sono tutti istan-
ze della classe Theory e rappresentano insiemi di predicati Prolog. Gli oggetti
Engine, State, Program rappresentano rispettivamente le teorie che contengono i
predicati che definiscono il codice dell’engine, lo stato ed il program dell’agente
logico sotto sviluppo. Invece, l’oggetto NProlag rappresenta i predicati che defi-
niscono l’estensione 3 ProlAg del Prolog standard. Tutte queste teorie vengono
aggiunte al motore logico di ogni istanza di agente della classe AgProlog.
Le relazioni contenute nel diagramma.
Nel diagramma ci sono tre tipi di relazioni usate coerentemente con la notazione
UML:
Generalization: individuata dalla freccia continua, indica che la classe dalla qua-
le parte estende la classe in cui arriva.
Use: relazione di dipendenza con stereotipo use standard UML, indica che la se-
mantica della classe di partenza dipende dall parte pubblica della classe in
cui la freccia arriva.
IstanceOf: relazione di dipendenza con stereotipo IstanceOf standard UML, in-
dica che gli oggetti da cui parte la freccia sono istanze della classe in cui
arriva.
Rimarchiamo ulteriormente che la classe che implementa gli agenti logici
semplici Ag-Prolog estende l’Agent di JADE, quindi e` un agente JADE a tut-
ti gli effetti ed avra` dei comportamenti espressi in termini di Behaviour. Per la
precisione ogni agente istanza di AgProlog avra` un unico behaviour ResolveEngi-
ne, il quale ridefinisce il metodo action() in modo che il behaviour possa risolvere
il goal “?-engine”. Si noti che nel costruttore viene passato il riferimento al mo-
tore d’inferenza attivato nell’agente, questo affinche´ sia possibile invocare su tale
oggetto il metodo solve.
Implementazione dell’oggetto NProlag.
Nonostante tuProlog permetta di estendere l’insieme dei predicati built-in attra-
verso l’utilizzo delle librerie, abbiamo scelto di definire i predicati dell’estensione
3 ProlAg in una teoria da aggiungere al motore inferenziale Prolog.
7Per il lettore nuovo alla notazione UML, ricordiamo che gli oggetti vengono rappresentati nel
class diagram dai rettangoli con etichetta sottolineata.
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Prima di illustrare come vengono implementati i singoli predicati di comuni-
cazione introdotti da 3 ProlAg supponiamo di aver definito due predicati di ser-
vizio che ci permettano di trasformare la codifica PrologACLCode per esprimere
i messaggi FIPA ACL o pattern di messaggi, rispettivamente in oggetti di classe
ACLMessage o MessageTemplate.
PrologACLMsg(X,Y) predicato che e` vero se X e` una codifica PrologACLCode
del messaggio ACL contenuto nell’oggetto rappresentato dal temine Y.
PrologACLTemplate(X,Y) predicato che e` vero se X e` la codifica PrologACL-
Code del pattern che esprime gli stessi vincoli dell’oggetto MessageTem-
plate rappresentato dal temine Y.
Nonostante sia evidente che i predicati appena definiti debbano al loro interno fa-
re uso di funzionalita` extralogiche se non altro per interfacciarsi con gli oggetti
Java, agli scopi di questa presentazione ipotizziamo che siano entrambi inverti-
bili. Con cio` intendiamo ad esempio che PrologACLMsg(X,Y) “costruisce” l’og-
getto ACLMessage e lo unifica con Y se istanziamo X con un termine ground,
mentre costruisce il termine rappresentante il messaggio in codifica PrologACL-
Code unificandolo con X se istanziamo la Y con un termine oggetto di classe
ACLMessage.
Definiamo ora il codice tuProlog con cui si possono implementare i predicati
di comunicazione offerti da 3 ProlAg.
sync_receive(M):- PrologACLTemplate(M,T),
me <- blockingReceive(T) return M1,
PrologACLMsg(M,M1).
async_receive(M_in,M_out):- PrologACLTemplate(M_in,T),
me <- receive(T) return M1,
what(M1,M_in, M_out).
what(M1, M_in, M_out):- isnull(M1), !,
M_out= no_message.
what(M1, M_in, M_out):- PrologACLMsg(M_in,M1).
send(M):- PrologACLMsg(M,ACL), me <- send(ACL).
L’idea e` che ogni predicato di comunicazione venga trasformato nel rispettivo
metodo JADE per la comunicazione. Si noti le primitive che permettono agli
agenti JADE di comunicare vengono offerte nella forma di metodi della classe
Agent. Per questo nel metodo setup avremo cura di rendere disponibile al motore
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inferenziale il riferimento all’oggetto istanza di AgProlog attraverso l’operazione
tuProlog
JavaLibrary.register(me, this)
Questa operazione ci permettera` attraverso il termine “me” associato al riferi-
mento dell’agente di accedere a tutti i metodi di comunicazione.
5.6 Considerazioni conclusive
La progettazione che abbiamo appena descritto dovrebbe aver convinto il letto-
re che e` possibile ottenere agenti Ag-Prolog, eseguibili sulla platform JADE. Ci
siamo serviti della notazione UML non tanto con la pretesa di scrivere una vera
e propria specifica quanto per esprimere in una forma piu` immediata le idee che
dovranno guidare la realizzazione. A causa delle limitate risorse tempo e uomo
di cui disponevamo abbiamo effettuato solo la “progettazione” dell’integrazione
fra JADE e tuProlog. Si prevede di realizzare l’implementazione in un lavoro di
tesi successivo. Non appena si disporra` di un supporto funzionante per gli agen-
ti logici sarebbe interessante validare anche le idee (che trovano qui una forma
esclusivamente embrionale) circa l’utilizzo degli agenti “dummy” per facilitare il
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Figura 5.18: Il class diagram che spiega come integrare le differenti componenti
per ottenere gli agenti Ag-Prolog.
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Conclusioni e sviluppi futuri
Questo lavoro di tesi nasce dall’esigenza di estendere CaseLP: un ambiente per la
prototipazione rapida di sistemi multi-agente basato sulla programmazione logica.
Una prima parte del lavoro effettuato e` consistito nell’individuare i requisiti
dell’estensione applicando le linee guida per il design proposte da Wieringa. In
questa fase il candidato, la Dott. Viviana Mascardi e Stefano Miglia hanno defi-
nito un Functional Refinament Tree contenete le funzionalita` che si prevedeva di
prendere in considerazione.
Il Functional Refinament Tree delle estensioni e` risultato abbastanza articolato
da essere suddiviso in due progetti: M-CaseLP e D-CaseLP. Il primo racchiu-
de le problematiche inerenti gli aspetti di progettazione di sistemi multi-agente
e definizione di prototipi a partire da una libreria di componenti riutilizzabili. Il
secondo tratta degli strumenti adatti ad ottenere un ambiente distribuito che per-
metta l’esecuzione, la simulazione, e monitoring di prototipi di agenti Ag-Prolog
ed Ag-Java.
Vista l’ambizione del progetto, questo lavoro di tesi si concentra sugli aspetti
relativi all’esecuzione ed il monitoring degli agenti Ag-Prolog e Ag-Java la-
sciando fuori gli aspetti di simulazione. Il contributo di questa tesi al progetto
D-CaseLP sono stati:
4 la valutazione di CORBA come tecnologia per ottenere la distribuzione
degli agenti;
4 lo studio e la valutazione delle specifiche FIPA per il design del tool D-
CaseLP;
4 lo studio e la valutazione del framework JADE;
4 la progettazione dell’integrazione fra agenti logici (Ag-Prolog) e strumenti
offerti dal run-time JADE.
Valutazione di CORBA.
La comunicazione fra agenti coinvolge tre livelli di astrazione: trasporto (proto-
collo di comunicazione), linguaggio di comunicazione per agenti ed ontologie;
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l’interazione fra gli agenti si basa sul modello peer-to-peer nel quale ogni entita`
coinvolta ha gli stessi doveri e diritti di ogni altra.
Queste caratteristiche non sono supportate da CORBA il quale e` un midd-
leware per oggetti fortemente basato sul modello di comunicazione client-server.
Inoltre, essendo progettato per distribuire componenti software non intelligenti,
CORBA non prevede una comunicazione strutturata su diversi livelli di astrazio-
ne e fornisce supporto solo per il livello piu` basso della comunicazione per agenti:
il trasporto.
I limiti riscontrati in CORBA hanno messo in luce l’inadeguatezza rispetto
agli obiettivi di D-CaseLP. In particolare, l’impiego di CORBA per effettuare
la distribuzione avrebbe comportato un onere eccessivo rispetto la scarsa forza
lavoro di cui dispone il progetto.
Studio delle specifiche FIPA.
Il secondo contributo e` consistito nello studio della proposta di standardizzazione
effettuata dalla FIPA per gli aspetti attinenti a D-CaseLP.
La FIPA si prefigge di standardizzare l’intelligenza esterna dei MAS lasciando
ampia liberta` su quali architetture per agenti lo sviluppatore puo` utilizzare nella
progettazione del suo sistema.
Il framework concettuale della FIPA offre un design in cui e` fornita la so-
luzione ad alcune delle problematiche progettuali di D-CaseLP. In particolare
e` fornito attraverso il concetto di platform il livello di astrazione sufficiente a
permettere
4 l’aggiunta e l’eliminazione dinamica di istanze per le classi di agenti appar-
tenenti al MAS;
4 la sostituzione dei protocolli con cui gli agenti comunicano attraverso i
servizi offerti dal Message Transport Service (MTS).
Lo studio delle specifiche FIPA ha portato a riflettere sulla possibilita` di pren-
dere in considerazione un tool FIPA compliant per la realizzazione del run-time
in cui eseguire gli agenti Ag-Prolog ed Ag-Java. Con questo obiettivo si sono
valutate le funzionalita` offerte da JADE.
Valutazione di JADE.
JADE si pone come un vero e proprio middleware per agenti, e si basa su ipotesi
sufficientemente minimali da essere utilizzato come run-time per l’esecuzione de-
gli agenti previsti in D-CaseLP. Gli agenti JADE sono agenti Java sviluppati a
partire da una meta-architettura a Behaviour. Tale meta-architettura per agenti of-
fre un buon compromesso tra le esigenze di controllo descritte in FIPA ed i vincoli
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imposti dal multithreading Java, lasciando all’utente la possibilita` di istanziare la
meta-architettura sulle architetture per agenti descritte in letteratura. Al fine di
poter utilizzare JADE come middleware per l’esecuzione degli agenti previsti in
D-CaseLP, e` necessario supportare gli agenti Ag-Prolog nella stessa maniera in
cui sono supportati gli agenti nativi JADE per permettere di applicare gli stru-
menti di monitoring e controllo anche sugli agenti logici. Tale esigenza ha portato
alla progettazione dell’integrazione di agenti Ag-Prolog in JADE.
Gli agenti Ag-Prolog in JADE.
Prerequisito affinche´ sia possibile eseguire gli agenti Ag-Prolog in JADE e` l’in-
tegrazione di Prolog in Java. Si sono analizzate diverse implementazioni Prolog
allo scopo di individuarne una che offrisse un’interfaccia verso Java bidirezio-
nale e sufficientemente astratta da non pregiudicare la portabilita` degli agenti.
Tali requisiti sono soddisfatti da tuProlog: un’interprete Prolog completamente
realizzato in Java originariamente nato per scrivere componenti intelligenti da
impiegarsi in applicazioni che fanno utilizzo della rete.
Attraverso l’analisi di alcuni use case e sfruttando le funzionalita` di tuProlog
si e` progettata una particolare classe di agenti JADE in grado di incapsulare agenti
logici definiti in termini di stato iniziale, program ed engine. Tale agenti permet-
tono di eseguire agenti logici nella platform JADE usufruendo degli strumenti di
monitoring e controllo che si hanno a disposizione per gli agenti nativi del tool.
Lavoro e sviluppi futuri.
Il progetto e` stato suddiviso in due parti ed attualmente vi sono due tesi i cui
obiettivi constano nel
4 fornire un supporto metodologico alla progettazione di agenti Ag-UML (agen-
ti specificati in UML);
4 definire una libreria di componenti con l’ausilio delle quali fornire una
traduzione semiautomatica in Ag-Prolog o Ag-Java;
4 arricchire la libreria di componenti di alcune architetture per agenti ottenute
partire dalla meta-architettura JADE.
Al di la` di queste due tesi il lavoro da fare prima di ottenere un tool con i
requisiti che ci siamo preposti e` ancora lungo, indichiamo alcune delle attivita` che
si possono prevedere:
4 implementazione dell’integrazione fra Ag-Prolog e platform JADE secon-
do la progettazione illustrata in questa tesi;
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4 studio di strumenti per la simulazione, in particolare valutazione di stru-
menti che permettano di simulare canali di comunicazione inaffidabili uti-
lizzando le caratteristiche dei Message Transport FIPA;
4 studio di linee guida metodologiche ed eventuali strumenti per l’integra-
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