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La prise en compte des profils utilisateurs ainsi que leurs évolutions, dans le domaine 
de l’aide à la décision, constitue actuellement dans la communauté des SIAD (Systèmes 
Interactifs d’Aide à la Décision) un enjeu important. En effet, la prise en compte du contexte 
lors de la décision est actuellement émergente pour les SIAD. Ces systèmes d’assistance 
offrent ainsi des conseils aux utilisateurs en se basant sur leur profil, qui représente leurs 
préférences à travers une liste de critères valués. Les principales contraintes viennent du fait 
qu’il est nécessaire que le système puisse amener de l’information pertinente de manière 
continue. Cela oblige donc à faire évoluer les profils des utilisateurs en fonction de leurs 
actions. Pour cela, le système ne doit pas seulement « comprendre » ce que l’utilisateur aime, 
mais également pourquoi. De plus, l’aide apportée aux utilisateurs évoluera donc dans le 
temps et également par rapport à l’utilisateur. Ainsi l’utilisateur aura à sa disposition une 
sorte d’assistant personnalisé.  
L’objectif du travail consiste à apporter une aide à l’activité de l’utilisateur en 
fonction de son profil. Pour cela, nous proposons de mettre en œuvre et de développer des 
algorithmes, basés sur des techniques issues du domaine de l’apprentissage, afin de faire 
évoluer le profil d’un utilisateur en fonction de ses actions. L’aide apportée à l’utilisateur par 
le système évoluera aussi en fonction de l’évolution de son profil. Le problème à traiter pour 
l’utilisateur est un problème de prise de décision. Pour ce problème, une assistance est 
apportée à l’utilisateur, et celle-ci se fait par un affinage des solutions potentielles. Cet 
affinage est effectué grâce à la mise en place d’un tri (ranking) évolutif des solutions qui sont 
présentées à l’utilisateur en fonction de son/ses profils. 
La réalisation d'un tel système nécessite l'articulation des trois principaux domaines 
de recherche ; qui sont l’Aide à la Décision multicritère, la Décomposition et Agrégation de 
préférence, et l’Apprentissage automatique. Les domaines de l’Aide à la Décision 
multicritère et de la Décomposition et Agrégation de préférence peuvent être aussi 
rassemblés en tant que Procédure d’Agrégation Multicritère (PAMC). Certaines méthodes 
d’Aide à la Décision multicritère sont mises en place ici et utilisent les données du profil afin 
d’apporter la meilleure aide possible à l’utilisateur. La décomposition est utilisée pour 
caractériser un objet afin de fournir à l'apprentissage les données nécessaires à son 
fonctionnement. L'agrégation quant à elle sert à obtenir une note sur un objet, et cela selon le 
profil de l'utilisateur, afin de pouvoir effectuer un classement (ranking). L’apprentissage sert 
à faire évoluer les profils des utilisateurs afin d’avoir toujours un profil représentant le plus 





évoluant dans le temps, il est nécessaire de traiter ces changements afin d’adapter les 
réponses à apporter à l’utilisateur.  
Les contributions de cette thèse portent tout d’abord sur la définition, la construction 
et l’évolution d’un profil utilisateur (profiling évolutif) en fonction des actions explicites et 
implicites de l’utilisateur. Ce profiling évolutif est mis en œuvre au sein d’un système de 
recommandation utilisable sans base d’apprentissage, de manière synchrone et totalement 
incrémentale, et qui permet aux utilisateurs de changer rapidement de préférences et même 
d’être incohérents (rationalité limitée). Ce système, qui vient en complément d’un système de 
Recherche Information, a pour objectif d’établir un ordre total sur une liste d’éléments 
proposés à l’utilisateur (ranking), et ce en concordance avec les préférences de l’utilisateur. 
Ces contributions consistent également à la définition de techniques qui permettent 
d’apporter des parties de solutions à des verrous technologiques comme la désagrégation de 
critères et la prise en compte d’un nombre variable de critères dans le processus d’aide à la 
décision interactif, et ce sans définir au préalable de famille cohérente de critères sur laquelle 
est basée la décision. Plusieurs cadres applicatifs ont été définis afin d’évaluer le système par 
rapport à d’autres systèmes, mais également afin de tester ses performances de manière hors 
ligne avec des vraies données utilisateurs, ainsi qu’en ligne, en utilisant directement le 
système. 
 
MOTS-CLÉS : Systèmes de recommandation, Analyse MultiAttribut, Systèmes d’aide à la 







Considering user profiles and their evolutions, for decision support is currently in the 
community of DSS (Decision Support Systems) an important issue. Indeed, the inclusion of 
context in the decision is currently emerging for DSS. Indeed the system offers advice to 
users based on their profile, which represents their preferences through a list of valued 
criteria. The main constraints come from the fact that the system need to continuously bring 
relevant information. It therefore requires changing user profiles thanks to their actions. So, 
the system must not only "understand" what the user likes, but also why. The users’ 
assistance will evolve over time and therefore with the user. Thus the user has at his disposal 
a kind of personal assistant. 
The objective of this work is to provide assistance to the user’s activity according to 
his profile. The objective is to develop an algorithm based on automatic techniques, in order 
to change the profile of a user based on his actions. The assistance provided to the user by 
the system will evolves according to the evolution of its profile. The problem addressed to 
the user is a problem of decision making. For this problem, assistance is provided to the user, 
and it is a refinement of potential solutions. This refining is done through the establishment 
of scalable scheduling solutions that are presented to the user depending on his / her profile. 
The realization of such a system requires the articulation of the three main areas of 
research which are the Multi-Criteria Decision Support, the Disaggregation and Aggregation 
of preferences, and Machine Learning. The fields of Decision Support and Multi 
Disaggregation and Aggregation preference can also be assembled as Multi-Criteria 
Aggregation Process (PAMC). Some methods of Multicriteria Decision Support are set up 
here and use profile data to provide the best possible support to the user. The decomposition 
is used to characterize an object to provide data to the learning algorithm required for its 
operation. Aggregation serves to score an object according to the user profile in order to rank 
the selected items. Machine Learning is used to change user profiles in order to always have 
a profile representing as closely as possible the preferences of users. Indeed user preferences 
change over the time, it is necessary to address these changes in order to adapt the answers 
to the user. 
The contributions of this thesis are firstly, the definition, construction and evolution 
of a user profile (evolutionary profiling) based on explicit and implicit user’s actions. This 
evolutionary profiling is implemented within a recommender system usable without 
learning base, synchronously and completely incremental, and that allows users to quickly 





which complements an Information System Research, aims to establish a total order on a list 
of items proposed to the user (ranking) and in accordance with his preferences. These also 
include the definition of techniques used to make parts of solutions to technological 
challenges as the disintegration of criteria and the inclusion of a variable number of criteria 
in the process of interactive decision support, and this without firstly defining coherent 
family of criteria on which the decision is based. Several application frameworks have been 
developed to evaluate the system and compare it to other systems, but also to test its 
performance with real user data in an offline mode, and in an online mode using directly the 
system. 
 
KEYWORDS : Recommender Systems, Multi-Attribute Analysis, Decision Support Systems, 
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Le but de cette thèse consiste à définir un système d’aide à l’utilisateur afin de 
l’assister lors de prises de décision, et cela au travers d’un système de Recommandation. Ce 
système vient en complément d’un système de Recherche d’Information (RI), qui va effectuer 
des requêtes correspondant aux demandes de l’utilisateur et le système de recommandation 
proposé ici, va trier les éléments récupérés par le système de RI. Notre système n’effectue pas 
de requêtes. En effet, le système que nous proposons a pour objectif d’effectuer des tâches de 
profiling, afin d’apprendre et de faire évoluer les profils des utilisateurs en fonction de leurs 
actions. Le système va ensuite utiliser ces profils utilisateurs afin de calculer un score 
représentant une estimation de la pertinence d’un élément pour l’utilisateur. La liste 
d’éléments à présenter à l’utilisateur possède ainsi un préordre total entre les éléments et ces 
éléments sont donc triés en fonction de cet ordre (en fonction du score de chaque élément). 
Ainsi l’utilisateur dispose d’un système ordonnant des éléments en fonction de ses 
préférences, qui évoluent dans le temps. 
Notre problématique est multiple. Elle consiste premièrement à définir et mettre en 
œuvre un système d’assistance à l’utilisateur qui soit :  
 Évolutif et interactif, c’est-à-dire que les profils des utilisateurs évolueront 
dans le temps à travers les actions des utilisateurs, et l’assistance fournie 
évoluera de la même manière. La prise en compte des profils utilisateurs ainsi 
que leurs évolutions, constitue actuellement dans la communauté des 
Systèmes d’Informations pour l’Aide à la Décision (SIAD) un enjeu important 
[BRE et al. 09] ;  
 Mettant en œuvre des principes issus des domaines multicritère/multiattribut 
et cela en faisant varier dynamiquement la quantité et les critères/attributs pris 
en compte pour la décision ;  
 Purement incrémental, c’est-à-dire qu’il ne dispose pas de données a priori sur 
les utilisateurs et qu’il soit synchrone ;  
 Générique, c’est-à-dire qu’il doit pouvoir être utilisé avec différents types 
d’éléments (par exemple, achat d’une voiture, d’une maison, d’un film) et cela 







Deuxièmement, ce travail consiste à définir des techniques qui permettent d’apporter 
des parties de solutions à des verrous technologiques comme la désagrégation 
d’informations sur plusieurs critères et la prise en compte d’un nombre variable de critères 
dans le processus d’aide à la décision interactif, et ce sans définir au préalable de famille 
cohérente de critères sur laquelle est basée la décision. 
 
Cette thèse se décompose en 3 parties principales, qui sont : 
 
Premièrement, l’état de l’art, où nous allons définir tous les concepts utiles et 
nécessaires à la compréhension des mécanismes et enjeux mis en œuvre. Ainsi seront 
dépeins les systèmes de recommandation, des méthodes d’aide à la décision, et des 
méthodes de prise en compte et évolution de profils/préférences. Les systèmes de 
Recommandation font partie des systèmes de Filtrage d’Information. Ils sont souvent 
adaptatifs, et ils mettent en œuvres de profils utilisateurs ; leur but étant, comme leur nom 
l’indique, de proposer à l’utilisateur des éléments qui puissent le satisfaire. Des profils 
utilisateurs peuvent être définis à travers plusieurs dimensions, comme les informations 
personnelles (âge, sexe, etc.) ou des informations à propos des domaines d’intérêts. Ensuite, 
nous avons décrit des méthodes d’aide à la décision et des méthodes issues de la théorie 
Multi-Attributs. Les critères ou attributs associés sont définis, et en particulier la différence 
entre ces deux termes. Nous avons expliqué le fonctionnement d’un système interactif d’aide 
à la décision, nous utilisons ce fonctionnement dans cette thèse, afin d’alterner entre des 
phases où l’on récupère de l’information à partir des actions utilisateurs, et des phases où 
l’on met à jour le profil de l’utilisateur en fonction de ces données. Enfin, nous avons exposé 
des méthodes permettant d’effectuer un apprentissage et une évolution des 
profils/préférences des utilisateurs. Ainsi, plusieurs opérateurs de désagrégation sont 
examinés, ceux-ci servant à décomposer des informations au sujet d’un élément, et d’utiliser 
ces informations pour mettre à jour les profils utilisateurs. L’opération d’agrégation 
correspond à l’opération inverse, ainsi son objectif est de rassembler des informations afin de 
déterminer une valeur correspondant à l’intérêt qu’à l’utilisateur pour un élément. De plus, 
des méthodes sont précisées afin de permettre de prendre en compte les interactions entre les 
critères, car dans la majorité des systèmes de recommandations, les critères sont considérés 
comme étant indépendants entre eux. 
 
Les contributions que nous avons réalisées sont décrites dans la partie 2. Nous 





imposées, ainsi que les méthodes que nous avons utilisées ou définies afin de résoudre toutes 
ces contraintes. Pour cela, le modèle proposé dans cette thèse est décomposé et expliqué. De 
plus, les choix effectués sont justifiés. Dans ce modèle, nous examinons le système de 
recommandation proposé, le type de profil utilisé, la méthode d’apprentissage et d’évolution 
des préférences, ainsi que le mécanisme global de notre système. Ensuite, nous définissons la 
méthode employée pour initialiser notre système, pour ordonner les éléments, ainsi que pour 
calculer le score de pertinence de chaque élément pour l’utilisateur à un moment précis. Des 
méthodes de désagrégation de l’information sur plusieurs critères sont présentées. Enfin, 
sont exposées des méthodes définies au sein de cette thèse permettant de prendre en compte 
les interactions entre les critères, ainsi que leur mise en œuvre. Cette mise en œuvre utilisant 
un système tiers pour effectuer les calculs. Deux méthodes sont proposées, l’une utilisant de 
manière directe les informations obtenues à partir du système tiers sans utiliser les méthodes 
de désagrégations définies précédemment, et l’autre, utilisant ces informations en 
complément de celles obtenues de manière classique au sein de notre système. 
 
Et enfin, nous présentons la partie concernant les expérimentations, la validation de 
notre travail. Nous commençons par définir les outils de mesures permettant d’évaluer la 
performance de notre système, et les tests mis en place qui permettent d’évaluer notre 
système dans plusieurs cadres. Nous détaillons ensuite la méthodologie de nombreux outils 
permettant de mesurer, par exemple, la précision d’une prédiction de note, la prévision 
d’utilisation d’un élément, ou enfin, un ordre en utilisant des corrélations entre des éléments. 
Puis nous exposons le choix des outils que nous utilisons afin de tester notre système. Puis, 
nous détaillons les différents cadres et méthodologies utilisées afin de tester et valider notre 
système. Pour cela, nous commençons par comparer notre système avec celui d’Amazon, 
puis nous comparons les performances obtenues par nos deux algorithmes de désagrégation 
sur une base de données issue de l’utilisation par de vrais utilisateurs d’une plateforme en 
ligne proposant des films. Nous commençons par les tester avec une quantité limitée de 
critère pris en compte, puis en prenant en compte tous les critères disponibles. Ensuite, nous 
exposons les performances de notre système lorsqu’il est utilisé directement, par de vrais 
utilisateurs, à partir d’une plateforme en ligne. Enfin, nous comparons les performances de 
notre système avec celles d’un système Multi-Agents, d’un système de recommandation 
collaborative et en particulier une recommandation collaborative qualitative, et également 
avec un système utilisant un mélange de recommandation collaborative (n’utilisant que les 
actions des autres utilisateurs) et de recommandation sur le contenu (n’utilisant que les 
caractéristiques des éléments). Cela nous permet de tester de manière étendue notre système 

































Partie I. État de l’art 
 
Cette partie consiste à définir tous les termes et concepts utilisés au sein de cette 
thèse, ainsi que de détailler les avantages et inconvénients de chacun des principes ou 
méthodes définis. 
Chapitre I.   Systèmes de recommandation 
 
Les systèmes de recommandation servent à sélectionner des objets/solutions 
adapté(e)s aux utilisateurs en fonction de leurs profils. Les utilisateurs n'ont plus le temps de 
regarder toutes les informations qui sont à leur disposition, c'est pour cela que les systèmes 
de recommandations peuvent se révéler extrêmement utiles, pour ordonner et filtrer les 
informations auxquelles les utilisateurs ont accès. 
C’est ainsi que les systèmes de recommandations sont apparus afin de faciliter la 
prise de décision des utilisateurs lorsqu’ils doivent par exemple choisir entre plusieurs 
solutions. 
Ces systèmes se basent sur des profils des utilisateurs représentant leurs préférences, 
et ce afin de filtrer, ordonner les informations pour l’utilisateur et sélectionner ce qui 
correspond le plus à sa demande. 
 
I.1. Profils utilisateurs 
 
Un profil peut être modélisé par différents types d’information permettant de 
caractériser un utilisateur ou un groupe d’utilisateurs. Ces types d’informations sont définis 
selon le contexte dans lequel le profil est utilisé. On peut y trouver par exemple des 
informations sur ses centres d’intérêt, ses préférences, des informations personnelles sur 
l’utilisateur, etc. Différentes formes de construction d’un profil ont été proposées dans la 
littérature. Un profil peut être construit de façon explicite à travers une liste de termes valués 
établie par l’utilisateur, de façon supervisée par le système en recueillant les jugements de 
l’utilisateur sur les items déjà reçus ou d’une façon implicite par observation du 






I.1.A. Définition d’un profil  
 
Afin de décrire les profils, nous nous basons sur la description d’un profil effectué dans le 
cadre du projet APMD (Accès Personnalisé à des Masses de Données) [BOUZ 05]. 
Un des objectifs du projet APMD est d’étudier les différents types d’informations 
constituant le profil utilisateur ainsi que les techniques de leur exploitation dans un 
environnement BD (Base de données) ou RI (Recherche d’Information). Dans ce contexte, il 
est indispensable de disposer d’une infrastructure générique de définition et de gestion de 
profils. Le profil utilisateur est représenté par six dimensions ouvertes capables d’accueillir la 
plupart des informations décrivant l’utilisateur et ses préférences : 
 La dimension « Données personnelles » comprend toutes les informations 
caractéristiques de l’utilisateur qui sont relativement stables dans le temps, par 
exemple : nom, prénom, sexe, date de naissance, langues parlées, handicaps, etc. 
 
 La dimension « Domaine d’intérêt » correspond aux critères dits « de contenu » : elle 
exprime les caractéristiques générales des informations que l’utilisateur souhaite 
obtenir du système, c’est ce qu’on utilise pour exploiter les préférences des 
utilisateurs 
 
 La dimension « Préférences de livraison » couvre les contraintes souples intervenant 
entre la production des informations et leur mise à disposition à l’utilisateur, par 
exemple les dimensions de son écran. Également le moyen par lequel l’utilisateur 
accède à l’information, journal, télévision, internet, etc. 
 
 La dimension « Sécurité » comprend toutes les informations liées aux privilèges ou au 
secret concernant les données, l’utilisateur ou les processus de traitement. 
 
 La dimension « Historique des interactions » contient des préférences manifestées 
implicitement (sélection d’un élément) ou explicitement (mettre une note par 
exemple) lors de recherches d’informations passées, au travers des interactions avec 
le système. C’est grâce à cet historique que l’on peut construire un profil évolutif dans 
le temps. 
 
 La dimension « Qualité » regroupe les exigences de qualité de l’utilisateur relatives 
aux informations, aux sources fournissant les informations et aux traitements 





sur l’origine de l’information, sa précision, sa fraîcheur, sa durée de validité, le temps 
nécessaire pour la produire ou la crédibilité de sa source. 
 
Les préférences de l’utilisateur peuvent être exprimées de différentes manières selon 
les besoins des applications qui les utilisent. Elles peuvent concerner un facteur particulier 
ou un ensemble de facteurs. 
La représentation la plus courante des préférences est la spécification des valeurs que 
l’utilisateur souhaite obtenir. Ceci est fait généralement par des semi-intervalles (seuils 
d’indifférence), en spécifiant une borne supérieure ou inférieure (ex. précision > 60%), ou par 
des ensembles flous (en donnant la fonction d’appartenance).  
Une deuxième approche d’expression de préférences est la définition de relations 
d’ordre. Une relation d’ordre peut être donnée explicitement (ex. « j’ai plus confiance dans la 
source S1 que dans S2 ») ou définie implicitement par des fonctions permettant de dériver cet 
ordre (ex. « je préfère une source Si à une autre Sj si Si a une plus grande précision »). Dans ce 
dernier cas, l’ordre peut être établi selon un ou plusieurs facteurs. 
Un autre type de préférences concerne la combinaison (agrégation) de facteurs. Cette 
préférence est exprimée par l’attribution d’un score à chaque facteur pour faire une somme 
valuée. Ainsi l’utilisateur peut déterminer le degré d’importance de chaque facteur dans la 
méthode d’évaluation. Une alternative à cette approche est d’appliquer les préférences selon 
un ordre prédéfini (ex. on préfère les éléments qui ont une meilleure fraîcheur et en cas 
d’égalité ceux qui ont une meilleure exactitude). Finalement, des expressions plus complexes 
peuvent être utilisées pour décrire les préférences de qualité. 
Une extension naturelle de systèmes utilisant un ou plusieurs profils est le cas des 
assistants personnels. 
 
I.1.B. Profils pour assistants personnels 
 
 Les profils pour assistant personnel sont utilisés pour obtenir des périphériques 
personnalisés en fonction de leur utilisateur, de façon à améliorer l’expérience de celui-ci lors 
de l’utilisation dudit périphérique. 
La plupart des systèmes effectuent leur adaptation en construisant un « profil de 





effet, une base de données d’apprentissage qu’ils exploitent auparavant afin de définir le 
profil initial de l’utilisateur. Ce profil qui s’appuie généralement sur le Vector Space Model 
[SAL et al. 75], et est constitué d’un ou de plusieurs vecteurs définis dans un espace de 
termes ; les coordonnées correspondent aux scores associés aux termes retenus dans le profil 
(vecteurs de termes pondérés).  
Définition d’un vecteur de termes pondéré [GOW 03] : 
Pour un ensemble d’objets                     avec     et    , et                   
avec     et   , un ensemble de tous les termes contenus dans chaque objet, termes décrivant 
leurs caractéristiques. Chaque objet    est représenté par un vecteur dans un espace à m-dimensions. 
Donc                       , où     
 représente le poids du terme    dans l’objet   . 
L’utilisation de plusieurs vecteurs correspond à deux préoccupations : pouvoir 
prendre en compte des centres d’intérêt multiples, de définir des profils génériques vis-à-vis 
d’un utilisateur (on parle alors de meta-profils) et gérer leur évolution dans le temps. Dans ce 
dernier cas, le système utilise généralement deux groupes de vecteurs, dont l’évolution est 
gouvernée par des règles différentes (c’est le cas d’Alipes et de News Dude [BIL 99]). 
Exemple : 
Avec des couples de type : (attributs, score reflétant la préférence pour l’utilisateur) 
                                                                        
                                                                               
On remarquera que l’on utilise ici des scores et non des poids, et que les scores pour 
un même attribut peuvent varier entre 2 profils.  L’utilisation de score permet en effet une 
plus grande amplitude dans les écarts des préférences des utilisateurs et permet une plus 
grande réactivité aux changements de préférences des utilisateurs. 
 
 Dans la majorité des cas, l’évolution des profils repose sur des variantes de la 
méthode de « bouclage de pertinence » [ROC 71]. L’évaluation des éléments retrouvés peut 
être explicitement fournie par l’utilisateur (une note), ou être déduite, à partir de 
l’observation de l’activité de l’utilisateur. Différents indicateurs sont utilisables tels que : les 
« raw data » ou données brutes (mouvements et clics de souris, les temps passés sur la page), 
le nombre de liens activés, la sélection d’un élément dans une liste, etc. 
L’ajustement du score des termes fait de plus en plus appel à des techniques 





algorithmes à base de règles, des algorithmes génétiques et plus récemment de 
l’apprentissage par renforcement. 
La construction d’une ontologie personnelle [HUN 99] offre une alternative 
intéressante aux approches présentées ci-dessus. Une ontologie est une description (comme 
une spécification formelle d'un programme) des concepts et des relations qui peuvent exister 
pour un agent (par exemple, une personne) ou d'une communauté de l'agent. L'ontologie 
constitue en soi un modèle de données représentatif d'un ensemble de concepts dans un 
domaine, ainsi que des relations entre ces concepts. Elle est employée pour raisonner à 
propos des objets du domaine concerné. Plus simplement, on peut aussi dire que « 
l’ontologie est aux données ce que la grammaire est au langage ». 
 « Ainsi dans le système OBIWAN [GAU et al. 03] il est proposé une approche dans 
laquelle la personnalisation est fondée sur l’élaboration d’une ontologie personnelle, obtenue 
par la sélection dans une ontologie générale de nœuds estimés correspondant aux intérêts de 
l’utilisateur. Cette sélection est opérée sur la base d’un ensemble de documents organisé par 
l’utilisateur, le résultat étant une hiérarchie de concepts. La construction d’une ontologie 
personnelle peut également être réalisée à partir des techniques employées par les systèmes 
élaborant automatiquement des thésaurus à partir de l’analyse de collections de documents, 
dans le but de les exploiter pour étendre ou interpréter des requêtes. Bien que généralement 
appliquée dans le contexte de recherche sur des collections connues et finies, cette approche 
peut être adaptée au domaine du Web si une sélection de documents est fournie par 
l’utilisateur. » [BOT et al. 03] 
L’idée de la mise en place d’une ontologie personnelle est très tentante, car ainsi on 
dispose d’un profil très précis et très personnel vis-à-vis de l’utilisateur. Cependant, cela 
oblige l’utilisateur à un très grand investissement afin de définir, par exemple, les concepts et 
les relations entre ces concepts. Ce qui est très contraignant et est par le fait très peu utilisé. 
Nous pouvons ainsi construire des profils adaptés et nous en servir dans un système 
de recommandation afin d’effectuer des suggestions à l’utilisateur. Ces systèmes de 









I.2. Filtrage d’informations 
 
Le Filtrage d’Information (FI), sélectionne des éléments provenant de sources, 
souvent non connues a priori [TEB 04]. Le filtrage d'information est un processus dual de la 
recherche d'informations [BEL 92]. Ceci traduit qu'un processus de recherche peut simuler 
un processus de filtrage. L'architecture générale d'un système de filtrage d'informations est 
semblable à celle d'un système de recherche d'informations. Dans le cas qui nous intéresse, 
nous ne mettons pas en œuvre uniquement des documents (la majorité des systèmes de 
filtrage d’information utilisent les documents), c'est pour cela que l'on parle ici, d'objets, qui 
peuvent être de nature différente d'un document (par exemple : voiture, maison, etc.) 
 
I.2.A. Architecture générale d'un système de filtrage d'informations 
 
Le processus général consiste à représenter le besoin en information, en un objet, de 
l'utilisateur, et en parallèle les objets de la source de données, afin de déterminer 
l'appariement entre chaque objet et le profil puis de décider si l'objet est pertinent (est 
intéressant pour l'utilisateur). L'adaptation est un processus de base en filtrage 
d'information, elle concerne le profil (voir I.1.A) et éventuellement d'autres informations qui 
peuvent définir le profil tel que des statistiques sur les activités de l’utilisateur, des éléments 
que l’utilisateur a aimés, etc. 
À ce titre, la plupart des systèmes de filtrage d'information sont basés sur des 
modèles de recherche d'informations. Ainsi, les éléments et les profils sont représentés par 
des listes de critères pondérés. L'appariement objet-profil consiste à mesurer une similarité et 
cela grâce à des mesures de distance ou d’agrégation de données. 
 Or, en l'absence de base d’apprentissage de référence, la détermination des 
pondérations adéquates associées aux profils et aux objets ou encore leurs caractéristiques 
(facteurs) sont les problèmes majeurs rencontrés dans ce domaine. « En effet, dans un 
système de recherche d'informations, les techniques de pondération et de reformulation 
automatique de requêtes, basées sur la collection entière d'objets, se sont avérées efficaces, or, 
dans un système de filtrage d'information, à l'initialisation du processus de filtrage, on ne 
dispose d'aucune connaissance sur les éléments à filtrer pour pouvoir construire une 
fonction de décision, ni pour bien pondérer les profils et les éléments entrant. » [TMA 02]. 
De plus, l'adaptation des profils, leur mise à jour pose un problème. En effet il faut 





Les solutions proposées aujourd'hui sont les suivantes : 
 solution synchrone : adaptative, les facteurs sont déduits à partir des 
objets rencontrés/filtrés cumulés dans le temps,  
 solution asynchrone ou différée : les facteurs sont déduits à partir de 
collections d'objets existantes. Ces collections fournissent également 
des exemples d'éléments pertinents pour chaque profil. 
 
La solution synchrone offre la possibilité d'avoir un système qui évolue en temps réel. 
Ainsi l’utilisateur a un retour direct de ses actions et réponses, afin par exemple de 
reconstruire/faire évoluer son profil. Cependant, cette solution oblige à utiliser des calculs 
adaptés dans leur complexité et coût/temps de calcul par rapport à la réactivité du système 
voulu. Ou alors, pour pallier ce problème, investir de manière importante dans des systèmes 
de calculs performants. Donc, soit il faut des calculs peu gourmands en ressources, soit il faut 
faire de lourds investissements.  
La solution asynchrone permet de se passer des problèmes de coût de calcul et de 
réduire les investissements, mais il en ressort une expérience utilisateur réduite dans sa 
qualité. En effet, les systèmes asynchrones mettent à jour le profil des utilisateurs et 
effectuent divers autres calculs de manière différée. Cependant, les utilisateurs ont une 
influence de leurs actions et réponses sur leur interface, et dans les objets qui leur sont 
proposés, de manière décalée. De plus, de tels systèmes peuvent même conduire à des 
résultats, dans les objets proposés, qui ne correspondent pas aux préférences de l’utilisateur 
qui ont éventuellement changé avant la mise à jour en différé de leur profil. 
De nombreux systèmes de filtrage d’informations mettent en œuvre une fonction dite 
de décision pour accepter ou rejeter un élément. 
 
I.2.B. Fonction de décision 
 
La notion de fonction de décision n’existe pas dans le domaine de la recherche 
d’informations. Elle est spécifique aux systèmes de filtrage d’information et elle est souvent 
de type « seuil ». On parle aussi de fonction de seuillage. L’objectif de cette fonction est de 
décider d’accepter ou de rejeter un élément. Dans cette étude, nous n’utilisons pas de 





cependant des informations peuvent, pour des raisons d’ergonomie, ne pas être affichées à 
l’utilisateur. 
 
I.2.C. Le filtrage adaptatif incrémental 
 
La plupart des systèmes de filtrage existants se basent sur des modèles de recherche 
d'informations. 
 « Dans ces systèmes, la notion d'incrémentalité est très peu respectée, car : 
 Ils utilisent souvent des bases d'entraînement [ZHAI et al. 98] [ROB 99]. Une 
base d’entraînement correspond à une base de données d’apprentissage 
utilisée pour initialiser le système. Ces systèmes se basent sur les statistiques 
des termes et des documents dans ces bases pour estimer les valeurs de 
plusieurs paramètres de filtrage. Or dans le vrai cas de filtrage, ces statistiques 
sont très variables au cours du filtrage et inconnues à l'initialisation du 
processus. De plus, les documents issus des bases utilisées dans 
l'entraînement peuvent avoir des caractéristiques différentes des documents 
provenant de la source, les statistiques utilisées dans l'entraînement peuvent 
alors être peu crédibles. 
 Ils effectuent l'apprentissage du profil d'une manière quasi différée [KWO et 
al. 00] [HOA et al. 99]. En effet, plusieurs effectuent l'apprentissage de profil à 
chaque réception de n (10, 100, 1000) documents. Avec cette manière 
périodique de fonctionnement, le système perd beaucoup de qualités 
incrémentales et tend vers les systèmes de filtrage différé. 
 Plusieurs informations sont parfois supposées connues avant le démarrage du 
filtrage (proportion de documents pertinents, quelques documents pertinents 
d'entraînement...) [ZHAI et al. 98], ceci n'est pas vrai dans le cas du filtrage, 
car pour démarrer le système ne nécessite aucune information sauf, 
éventuellement, le profil initial de l'utilisateur.  
» [TMA 02] 
L'évaluation des systèmes de filtrage d'information [HUL 97] [HUL 98] [ROB 00] [Su 
92] est effectuée en utilisant d'autres procédures et mesures que celles utilisées en Recherche 
d'Information : les systèmes de filtrage d'information doivent accepter ou rejeter chaque 
élément en arrivée, par conséquent le résultat de filtrage est traité comme une liste non 





Or nous cherchons dans notre système à ordonner des objets en fonction du profil de 
l’utilisateur en sortie du processus, et c’est une des possibilités offertes par les systèmes de 
recommandations. En effet, ces systèmes permettent d’ordonner les éléments qui sont 
pertinents pour l’utilisateur, ils ne se limitent pas à décider si un élément sera pertinent ou 
non et permettent aussi de déterminer à quel point il est pertinent et pourquoi. 
 
I.3. Systèmes de recommandation 
 
Un système de recommandation utilise des informations implicites ou explicites 
obtenues d’un utilisateur pour lui suggérer de nouveaux éléments qu'il pourrait aimer. Il 
utilise des mécanismes qui lui permettent de déterminer ce qui est important pour 
l’utilisateur. Ainsi il utilise ses informations pour assister l’utilisateur en s’adaptant à lui et 
en lui suggérant des solutions à ses demandes. 
Bien que les systèmes de recommandations aient été utilisés quelques fois dans le 
domaine de l’Intelligence Artificielle (IA), leurs domaines d'applications et d'utilisations 
n'ont que récemment augmenté, cela grâce à l'explosion des systèmes de données 
électroniques qui ont inondé les systèmes ces dernières années.  
Le système apprend de manière classique en fonction d’éléments qui ont été aimés ou 
non. Un système de recommandation typique se décompose en 3 étapes :  
1. L'utilisateur fournit une liste d'exemples de ses goûts, qui peuvent être explicites, 
comme des notes sur des éléments spécifiques, ou implicites, comme des URL 
visitées, ou une sélection d’un objet parmi une liste qui lui est présentée,  
2. Ces données sont utilisées par le système afin de créer une représentation du profil de 
l'utilisateur, ce qu'il aime et ce qu'il n'aime pas,  
3. Le système calcule des recommandations en fonction du profil de l'utilisateur. 
Afin de réaliser ce genre de système, plusieurs méthodes sont apparues pour 
recommander des éléments à l'utilisateur. C’est ainsi que de nombreux systèmes de 
recommandation ont été créés, pour, en particulier, classifier des textes et en recommander 
ensuite à l'utilisateur. La plupart utilisent un système de « bag-of-words Naive Bayesian text 
classifier » [MOO 00]. Dans ce modèle, un texte (comme dans un document) est représenté 
comme une collection non ordonnée de mots, sans prendre en compte la grammaire, ni 
l’ordre même des mots. On utilise ensuite des techniques comme TF-IDF [RAM 03], afin de 
construire le profil de l’utilisateur, et donc par la suite d’utiliser ce profil afin de produire des 





La plupart des systèmes de recommandation utilisent un système de personnalisation 
basé sur le passé de l’individu. Cette personnalisation utilise par exemple, l’historique de 
navigation de l’utilisateur ou son historique d’achat. Et cela aussi bien pour déterminer ce 
que l’utilisateur aime, ou ce qu’il n’aime pas. 
Afin d’améliorer les performances des systèmes de recommandations, des techniques 
sont venues enrichir cette méthode. En effet, ce système de personnalisation ne prend en 
compte que des données précédemment fournies par l’utilisateur. Or, de nombreuses autres 
informations sont utilisables, telles que la distance entre les caractéristiques de deux objets, 
ou encore ce que font les autres utilisateurs. C’est ainsi que sont nées les méthodes de 
recommandation collaborative et de recommandation sur le contenu. 
 
I.3.A. Recommandation collaborative (collaborative filtering) 
 
La recommandation collaborative ou recommandation sociale utilise des 
connaissances à propos des autres utilisateurs afin d’effectuer des recommandations. 
Pour cette recommandation, l’hypothèse sous-jacente est que des utilisateurs 
similaires aimeront les mêmes objets. Des exemples de systèmes de recommandation 
collaborative peuvent être trouvés dans [BIL 98], [BREE et al. 98]. 
La recommandation collaborative peut être utilisée dans des domaines où il n'y a pas 
beaucoup de contenu associé à des éléments, ou lorsque le contenu est difficile à analyser 
pour un ordinateur, par exemple des idées, des opinions, etc. Deuxièmement, un système de 
recommandation collaborative a la capacité de fournir des recommandations fortuites. Il 
peut recommander des objets qui sont pertinents pour l'utilisateur, mais ne contiennent pas 
de contenu commun avec le profil de l'utilisateur. On remarque également que lorsqu’un 
nouvel utilisateur qui a peu utilisé le système l’utilise, il obtient tout de même de bonnes 
recommandations, car le système le compare aux autres profils, plus riches en informations, 
et lui recommande rapidement du contenu approprié. 
Le principe consiste à recommander des objets sur la base du comportement passé 
des utilisateurs similaires. On effectue un calcul de similitudes et de différences entre les 
utilisateurs, pour cela plusieurs méthodes ont été mises au point. Par exemple, le concept 
d’algorithme des « K plus proche voisin » a été inclus dans la mise en œuvre des systèmes de 






Définition de la méthode des « K plus proches voisins » : 
L'algorithme des K plus proches voisins est un des algorithmes de classification. Le 
seul outil dont on a besoin est une distance entre les éléments que l'on veut classifier. Si l'on 
représente ces éléments par des vecteurs de coordonnées, il y a en général plusieurs choix 
possibles pour ces distances. Par exemple, la distance euclidienne, ou d’autres mettant en 
œuvres des mesures plus sophistiquées pour tenir compte, si nécessaire, de paramètres non 
numériques. 
Le fonctionnement de cette méthode est décrit comme ceci : dès que l'on reçoit un 
nouvel élément, on calcule sa distance à tous les éléments composant notre base de données. 
Si cette base comporte 100 éléments, alors on calcule 100 distances et on obtient donc 100 
nombres réels. Si k = 25 par exemple, on cherche alors les 25 éléments ayant la distance la 
plus réduite. Ces 25 nombres correspondent donc aux 25 éléments de la base qui sont les 
plus proches de l'élément. 
Il y a cependant plusieurs inconvénients au filtrage collaboratif. Tout d'abord, pour 
l'extraction de relations, de nouveaux objets non encore classés ou non encore marqués 
peuvent être abandonnés lors du processus de recommandation, ainsi les nouveaux objets ne 
sont pas recommandés. Le deuxième problème est que le filtrage collaboratif peut ne pas 
couvrir les cas extrêmes. Si les échelles des critères dans les profils d'utilisateurs sont de 
petites tailles ou si les utilisateurs ont des goûts rares ou uniques, les calculs de similarité 
entre les utilisateurs ne donneront pas de bons résultats, et ainsi les recommandations faites 
à l’utilisateur ne seront pas correctes. En effet, de nombreux systèmes utilisent le filtrage 
collaboratif, ces systèmes peuvent satisfaire un grand nombre de personnes qui n'ont pas des 
goûts très différents. Ils ne peuvent pas satisfaire les utilisateurs avec des goûts précis qui ne 
sont pas très populaires, et ils n’offrent pas de bons résultats avec peu d'utilisateurs [CHE 
06]. Le troisième problème est la fréquence de mise à jour. Si de nouvelles informations des 
utilisateurs doivent être incluses dans le processus de recommandation en temps réel, la 
latence des données va augmenter le temps d'attente pour le résultat de la requête, et ainsi 
rendre le système peu réactif. Plus d’informations à ce propos peuvent être trouvées dans 
[ADO 05]. 
 
I.3.B. Recommandation sur le contenu (content based) 
 
La recommandation sur le contenu utilise uniquement les informations obtenues à 





Pour cette recommandation, l’hypothèse sous-jacente est de comparer les objets entre 
eux, et de garder une matrice des relations détectées, pour ainsi proposer un objet proche 
d’un objet apprécié par l’utilisateur. Des exemples de systèmes utilisant ce principe peuvent 
être trouvés dans [PAZ 97], [ZHAN et al. 02]. 
Le principe consiste donc à recommander des objets en se basant uniquement sur les 
qualités et propriétés intrinsèques de l’objet lui-même et en les corrélant avec les préférences 
et intérêts de l’utilisateur. Ainsi par un calcul de distance on obtient une matrice de relation 
des objets les uns par rapport aux autres. Cette matrice est calculée en différé et mise à jour 
lors de l’ajout de nouveaux objets dans le système. 
Les avantages de ces systèmes sont qu’ils permettent de proposer des objets à 
l’utilisateur sans avoir d’influence des autres utilisateurs. En effet, le fait de ne se baser que 
sur les objets permet ainsi d’avoir des recommandations efficaces sur de naissantes ou petites 
plateformes. Ceci étant dú à l’absence de nécessité de posséder une base de données 
contenant les actions des autres utilisateurs. Lorsqu’un nouvel objet est ajouté dans le 
système, il est très rapidement recommandé aux utilisateurs ayant auparavant apprécié un 
objet similaire. Il permet, de plus, de satisfaire tous les utilisateurs, en effet ce type de 
système ne souffre pas des problèmes que présentent les systèmes collaboratifs vis-à-vis des 
profils atypiques. En effet, ces systèmes offrent de bons résultats même avec des profils 
utilisateurs rares ou uniques. Cela permet ainsi d’avoir des profils utilisateurs très 
personnalisés et/ou très différents de celui des autres utilisateurs, et de pourtant pouvoir 
fournir de bonnes recommandations. On peut également remarquer que ce genre de système 
va recommander des objets similaires à ceux que l’utilisateur apprécie très rapidement et dès 
que l’utilisateur a dans son profil au moins un objet, ainsi les nouveaux utilisateurs ont des 
recommandations correctes très rapidement. 
Mais il faut reconnaître que ces systèmes souffrent également de problèmes. En effet, 
la majorité des utilisateurs ont des profils assez similaires (ou peuvent être rassemblés dans 
des catégories fixes) et la recommandation collaborative donne de très bons résultats dans 
ces cas-là, résultats souvent meilleurs. Mais le problème majeur reste la description des 
objets, en effet tout ou presque dépend de leurs caractéristiques déclarées, ainsi les objets peu 
renseignés dans leur description se verront assez peu recommandé. On remarque également 
que les utilisateurs ne se verront proposer que des objets similaires à ceux qu’ils connaissent 







I.3.C. Recommandation hybride 
 
La recommandation hybride utilise à la fois la recommandation sur le contenu et à la 
fois la recommandation collaborative. Elle permet d’utiliser un système pour pallier aux 
défauts de l’autre, des exemples peuvent être trouvés dans [BAS et al., 98], [SCHE et al. 02]. 
Parmi les systèmes de recommandation les plus célèbres aujourd'hui, on trouve le 
système de recommandation d’Amazon.com [LIND et al. 03]. Amazon utilise les deux 
approches (sociale et objet). Amazon possède un système très sophistiqué. Les 
recommandations sont d’une part personnalisées en se basant sur le comportement 
individuel passé de l’utilisateur (historique de navigation et historique d’achat), et d’autre 
part Amazon utilise aussi les caractéristiques de l’article lui-même (recommandation objet) et 
les comportements d’autres personnes (recommandation sociale).  
De nombreuses méthodes, algorithmes et modèles ont été proposés pour résoudre le 
problème de similarité dans les systèmes de recommandation collaborative de filtrage. Une 
des méthodes les plus courantes afin de déterminer la similitude est le calcul de cosinus 
d'angle. Le système de recommandation d’Amazon utilise cette mesure pour décider de la 
similitude entre chaque paire d’articles achetés par chaque client. Cette similitude servant à 
établir la matrice contenant les relations objet-objet. On a de cette manière une matrice 
définissant la distance entre chaque objet, mais aussi entre chaque utilisateur. Ainsi dans le 
système d’Amazon, on utilise à la fois la recommandation collaborative, et à la fois la 
recommandation sur le contenu. Tous ceux qui ont déjà fait un achat sur Amazon ont 
probablement dú lire le message de la part d’Amazon qui nous dit « les gens qui ont acheté x 
ont aussi acheté y ». Cette approche est tout simplement l’approche « item-based nearest 
neighbor » (item-centric ou item-based collaborative filtering) [SCH et al. 07].  
Pour donner un ordre d’idée de l’importance de ce système, on remarquera que la 
valeur du système de recommandation compte comme représentant un tiers de la valeur 
d’Amazon en 2009.  
Cependant, il existe d’autres systèmes de recommandations, qui sont moins utilisés 








I.3.D. Autres systèmes de recommandations 
 
Par ailleurs, d'autres types de systèmes de recommandation ont également été 
proposés dans la littérature. Par exemple, Burke [BUR 02] distingue les suivants (en plus de 
ceux décrits ci-dessus) : 
 La recommandation démographique, qui classifie les utilisateurs selon les attributs de 
leur profil personnel, et effectue des recommandations fondées sur des catégories 
démographiques. Un des premiers exemples est le système de stéréotype basé sur 
Grundy, qui a été développé pour soutenir les recherches de livres dans une 
bibliothèque [REI 83]. 
 
 La recommandation basée sur une valeur d’utilité, qui effectue des suggestions 
basées sur un calcul de l'utilité (indice d’intérêt) de chaque élément pour un 
utilisateur, et pour laquelle une fonction d'utilité doit être stockée. Des exemples 
peuvent être trouvés dans [HUA 08]. 
 
 Des recommandations basées sur l’exploitation de connaissance, qui propose des 
articles en effectuant des inférences logiques grâce aux préférences des utilisateurs. 
Une représentation des connaissances (par exemple, par règles) sur la façon dont un 
élément satisfait un besoin d’un utilisateur en particulier est nécessaire. Un exemple 




Nous possédons à présent une proposition de formalisation des profils utilisateurs, 
ces profils étant utilisés à travers diverses méthodes et en particulier les systèmes 
recommandations. Les systèmes de recommandation faisant partie des systèmes de filtrage 
d’informations, la plupart du temps ils viennent en compléments de systèmes de Recherche 
d’Informations. On remarquera que plusieurs types de systèmes de recommandation 
existent, et qu’ils utilisent des approches/concepts très différent(e)s. Ces différences de 






Voici un tableau récapitulatif de ces systèmes de recommandation assortis de leurs 
principaux avantages et inconvénients. 
 
 Avantages Inconvénients 
Recommandation 
collaborative 
 Efficace rapidement, et ce 
même si l’utilisateur a peu 
interagi avec la plateforme 
 Utilisable avec des 
données difficilement 
analysables 









pour une plateforme 
naissante) 
 Nouveaux objets non 
recommandés 
 Difficultés à gérer des 
profils peu populaires 
 Problème de fréquence 
de mise à jour et de 
puissance de calcul 
Recommandation sur 
le contenu 
 Efficace, et ce même avec 
des profils rare ou unique 
 Indépendance par rapport 
aux autres utilisateurs 





 Recommande les 
nouveaux objets 
 Peu coûteux en puissance 
de calcul 
 
 Très dépendant de la 





pouvant être trop 





 Combinaison des 
avantages de la 
recommandation 
collaborative et sur le 
contenu 
 Performance 
 Combinaison des 
inconvénients de la 
recommandation 
collaborative et sur le 
contenu 
 Nécessite des 
algorithmes mixant les 
résultats obtenus avec 





et sur le contenu 
Recommandation 
démographique 
 Utilise les données 
démographiques 
 Classifie les utilisateurs 
 Classification des 
utilisateurs, besoin 
d’une base homogène 
d’utilisateurs et 
importante 
 Efficacité limitée, 
solution d’appoint 
uniquement (exemple : 




 Fonction d’utilité, 
fonctionnement semblable 
à la recommandation sur 
le contenu 
 Évolution 
 Recalcul complet à 
chaque nouvelle 
information) 
 Impossibilité d’avoir 
des utilisateurs à 
rationalité limitée  
 Complexité 
Recommandation à 
partir de l’exploitation 
de connaissances 
 Génération de nouvelles 
préférences 
 Liens entre les préférences 
mises en œuvre 
 Impossibilité d’avoir 
des utilisateurs à 
rationalité limitée  
 Exactitude des 
inférences 




Tableau 1. Récapitulatif de différents systèmes de recommandation 
 
 Afin de mieux prendre en compte les préférences des utilisateurs, nous proposons 
d’utiliser des systèmes multicritère/multiattribut. Cela permet d'avoir une meilleure gestion 








Chapitre II. Aide à la Décision Multicritère / Multiattribut 
 
L’aide à la décision Multicritère (MCDA) est utilisée afin d’apporter un support à la 
décision pour les utilisateurs. Il s’agit là d’assistance à la décision et non de remplacer la 
décision d’un décideur. Cette assistance est faite à travers l’obtention des préférences de 
l’utilisateur puis de la sélection de la solution la plus adaptée à l’utilisateur et à son 
problème. L’utilisation de plusieurs critères permet de prendre en compte les préférences de 
l’utilisateur à travers des critères, présents dans son profil, qui sont plus ou moins 
importants pour l’utilisateur. 
Afin de bien situer la différence entre un attribut et un critère, il nous faut les définir : 
• Attribut : Caractéristique décrivant chaque objet (âge, diplôme, résultats aux tests 
d’aptitude, prétentions). 
• Critère : Exprime les préférences du décideur relativement à un point de vue (ex : voiture 
puissante) ; Cette notion intègre la structure de préférence du décideur sur ce critère (maximiser la 
puissance, maximiser la vitesse). Un critère peut faire référence à un ou plusieurs attributs. Par 
exemple, le critère de « compétence », fait référence à des attributs, tels que les diplômes, les 
expériences passées, etc.  
Lorsqu’on introduit dans l’évaluation d’un attribut des caractères subjectifs, relatifs 
aux préférences du décideur, on utilise plus volontiers le terme « critère ». 
Cependant, on peut souvent définir un critère par un seul attribut et ainsi définir 
l’approximation suivante : attribut ⇆ critère. Pour reprendre le critère de « compétence », il 
peut être défini, par exemple, par un seul attribut correspondant à un indice de compétence 
calculé en fonction d’autres attributs. 
C’est pourquoi, généralement et pour la suite, on utilise l’approximation suivante : 
attribut ⇆ critère. 
 
II.1. Aide à la Décision Multicritère  
 
Il existe un très grand nombre de méthodes d’aide à la décision multicritère. La 
plupart d’entre elles sont rassemblées et expliquées par [ROY 85], [SCHA 85], [VIN 89], 





« Deux « écoles » existent dans le domaine MCDA et suivent des principes de base 
assez différents [MAY et al. 94]. La première est « l’école Américaine », qui utilise le plus 
souvent une fonction d’utilité additive qui permet de combiner les valeurs d’utilité en une 
note globale pour l’action. La méthode la plus simple de cette catégorie est celle de la somme 
pondérée, où la note globale d’une action est la somme pondérée des notes de chaque critère 
de sélection multipliée par le poids du critère. Les méthodes de ce type sont MAUT, Multi 
Attribute Utility Theory [KEE 76], MHM pour Méthode de hiérarchisation multicritère [SAA 
84] ou AHP pour Analytical Hierarchy Process. » [FRA 96] 
L’école Européenne favorise en général l’utilisation de méthodes fondées sur des 
notions de surclassement entre les actions potentielles. La notion de surclassement 
correspond à dire qu’un élément est préféré (par rapport à un ou plusieurs points de vue) à 
un autre. Cette notion est plus détaillée au chapitre II.1.A.  
« Les méthodes les mieux connues sont les méthodes ELECTRE, Élimination Et Choix 
Traduisant la RÉalité [ROY, 68, 78], [ROY 71, 73], [ROY 82a, 82b], [ROY et al. 85], [ROY 91], 
[YU, 92a, 92b], [MAY et al. 94] et PROMETHEE, Preference Ranking Organisation METHod 
for Enrichment Evaluations [BRA et al. 84]. Les relations de surclassement permettent de 
construire le graphe de surclassement, à partir duquel est construit le classement final des 
actions potentielles. Ces méthodes permettent aussi d’établir des notions d’indifférence et 
d’incomparabilité entre les actions, ce qui correspond souvent le mieux à la façon de penser 
du décideur. Malheureusement ces deux notions soulèvent souvent des problèmes 
d’interprétation du graphe de surclassement. De nombreuses modifications aux méthodes de 
base ont été proposées, notamment pour les méthodes ELECTRE, ce qui en explique le grand 
nombre de variantes. Ces modifications sont liées à l’introduction de plusieurs seuils de 
surclassement et à l’utilisation de concepts flous. Ces modifications peuvent éviter la 
définition de fonctions d’utilité pour les critères de sélection, tout en permettant d’améliorer 
les performances techniques de la méthode. La méthode devient néanmoins souvent encore 
plus difficilement accessible au décideur. » [FRA 96] 
Il existe encore un grand nombre d’autres méthodes qui n’appartiennent ni à l’une ni 
à l’autre des deux « écoles », comme QUALIFLEX [PAE 78]. Cette méthode tient compte du 
fait qu’il est davantage dans la nature humaine de donner un rang à des objets que de leur 
attribuer des cotes. Il y a également, par exemple, les méthodes utilisant des principes de 
coût et bénéfice [RAI, 68, 73] et [SCHL, 59, 69]. Toutes ces méthodes demandent, elles aussi, 
l’obtention a priori de poids et d’autres paramètres.  
À présent que le cadre multicritère est posé, il nous faut définir les différentes sortes 





II.1.A. Les critères 
 
Définition : Un critère est une fonction g : A → X ⊂ R qui permet, relativement à un 
point de vue donné et pour un acteur identifié, de comparer deux actions quelconques   et  , 
de telle manière que : 
               
Où S surclasse : "est au moins aussi bon que" (nous supposons ici que   est un critère 
à maximiser.) 
La manière dont s’effectue la comparaison des actions sur chaque critère dépend du 
pouvoir de discrimination de celui-ci [VIN 80], [ROY 85], [ROY 87]. Lorsque le pouvoir de 
discrimination de   est parfait, on dit que   est un vrai-critère. Mais si   possède un pouvoir 
de discrimination imparfait, il s’agira d’un quasi-critère ou d’un pseudo-critère. 
Un critère est souvent utilisé de la façon suivante : 
                  P : préférence stricte 
                 I : indifférence            
Pour nuancer la transition entre I et P, on introduit une zone intermédiaire appelée 
préférence faible et notée Q. 
Ainsi   induit sur A un pré-ordre total, structure « agréable » pour déterminer un 
choix, un tri ou un classement. En effet,   permet de pouvoir comparer chaque élément 2 à 2, 
l’un par rapport l’autre, et permet ainsi de connaître lequel est préféré, et ce pour chaque 
couple d’actions. 
 
II.1.A.i. Vrai critère 
 
Dans un vrai critère, les seuils de préférences sont identiques et valent  . Son pouvoir 
de discrimination est parfait : une faible différence, aussi minime soit-elle, fait basculer la 
situation d’indifférence dans une situation de préférence stricte. On peut le voir sur la figure 






Figure 1. Vrai critère 
Vrai critère avec   et   : seuil de préférence respectivement faible et fort,           
Avec un vrai-critère (Figure 1), on ne peut que discriminer sans nuances des 
situations d’indifférence et des situations de préférence stricte et rejeter toute situation de 





On admet donc à présent qu’une légère différence entre deux évaluations peut-être 
compatible avec une situation d’indifférence. À cet effet, on considère un nombre positif, 
noté   et appelé seuil d’indifférence. 
 
Figure 2. Quasi-critère 
Quasi-critère avec q : seuil d'indifférence (   ) 
Le pouvoir de discrimination de   est imparfait dans la mesure où la situation 
d’indifférence est associée non plus à un point (valeur 0), mais à un intervalle        . Dans 









Dans le cas précédent, le passage de l’indifférence à la préférence stricte s’effectue sur 
la base d’un seuil fixé d’une manière précise : une différence           tout juste plus 
grande que   conduit directement de     à    . Pour nuancer la transition entre I et P, on 
introduit une zone intermédiaire appelée préférence faible et notée Q.  
 
Figure 3. Pseudo-critère 
Quasi-critère avec   : seuil d'indifférence       
Pseudo-critère avec   et   : seuil de préférence,       
L’introduction de ce seuil permet de définir une zone d’hésitation entre l'indifférence 
et la préférence stricte : c’est la zone de préférence faible (Figure 3). Par contre, l’indifférence 
n’aura lieu entre deux actions   et   que si leurs performances obtenues par le critère   sont 
égales :             ou s’il existe un écart entre      et      inférieur au seuil de préférence 
faible pour   par rapport à  , c’est-à-dire que              . 
Si par contre cet écart est supérieur à  , c’est-à-dire si             ou si      
       , la relation liant   à   est une relation de préférence stricte. 
 Et si cet écart est compris entre   et p, c’est-à-dire que              , ou 




On remarquera que : si deux éléments   et   diffèrent sur presque tous leurs critères 
sans que l'un d'entre eux ne l'emporte pour une coalition importante de critères (une 
quantité plus importante de critères que l’autre), alors cette situation correspond bien à la 





préféré à un autre et l'on ne pourra donc pas mettre en place un préordre complet entre les 
différents éléments. 
 
II.1.B. Éléments taxinomiques 
 
Les méthodes d’aide à la décision multicritère ont comme objectif de proposer des 
moyens de déterminer un ordre de préférence (total ou partiel) ou classement d’un ensemble 
d’actions potentielles ou d’objets disponibles pour un problème, une situation donnée. 
Cependant, la nature de cet ordre dépend du problème traité. Les quatre problématiques de 
référence introduites par [ROY 85] et reprises par [MAY et al. 94] sont décrites comme 
suit (Tableau 2): 
 
Problématique Objectif Résultat Procédure 
α Choix d’un sous-ensemble 
contenant les actions «les 
meilleures» ou, à défaut, 
«satisfaisantes» 
Choix Sélection 
β Tri par affectation des actions à 
des catégories prédéfinies 
Tri Affectation 
γ Rangement de classes 
d’équivalence, composées 
d’actions, ces classes étant 
ordonnées de façon complète ou 
partielle 
Rangement Classement 
δ Description, dans un langage 










« On détermine le classement à l’aide de l’ensemble des critères de sélection, C. Pour 
chaque action potentielle    et chaque critère de sélection   , une valeur d’utilité en fonction 
d’un critère           (lire : « évaluation de l’action    selon le critère    ») est calculée par la 
fonction d’utilité du critère (fonction permettant d’attribuer une valeur d’importance au 
critère). L’ensemble des évaluations peut être représenté par un tableau à double entrée, 
appelé la matrice de performances, dans laquelle chaque ligne représente une action et 
chaque colonne un critère. » [FRA 96]  
Voici un exemple de matrice de performances (Tableau 3) dans le cadre d’un 
achat/vente de produits boursiers. 
Actions/Critères Prix 
important 
Prix faible Expert vend Expert achète 
Acheter faible important faible important 
Vendre important faible important faible 
 
Tableau 3. Matrice de performance 
 
« La plupart des méthodes multicritère utilisées en pratique demandent au décideur 
d’affecter une importance aux critères de sélection. Cette importance est traduite par un 
poids   , qui peut être soit ordinal, soit cardinal. Un poids ordinal définit un ordre 
d’importance entre les critères, où un critère peut être plus/moins/aussi important qu’un 
autre. Un poids cardinal est un chiffre, souvent un pourcentage, qui permet de mieux 
détailler les importances des critères, mais qui est plus difficile à exprimer par le décideur. » 
[FRA 96]  
Il est souvent difficile pour les utilisateurs de définir leurs préférences directement 
sous forme de pondération, c’est pourquoi ces préférences sont le plus souvent déduites. 
L’utilisation de score à la place de pondération permet d’obtenir des écarts plus importants 
entre les critères composant le profil de l’utilisateur, et possède des avantages comme de ne 
pas nécessiter de normaliser les pondérations. 
« Le concept d’importance des critères de sélection est, en réalité, présent dans tous 
les MCDA, même si elle n’est pas toujours exprimée par l’intermédiaire d’un poids. L’ordre 
des actions peut même être directement calculé par les valeurs d’utilité à travers le critère 
         . Les poids et les valeurs d’utilité sont les données d’un processus d’agrégation, qui 
permet d’obtenir une valeur de préférence ou note
 
globale pour chaque action. La valeur de 
préférence peut être une valeur absolue ou une valeur relative par rapport à une ou 





Pour ces processus d’agrégation, plusieurs méthodes ont été mises au point. Ainsi, 
l’on peut trouver par exemple, la somme pondérée et les opérateurs de moyenne ainsi que le 
minimum et maximum pondéré [DUB 86], la somme pondérée ordonnée (OWA) [YAG 88] 
ou encore les intégrales/mesures floues [SUG 74]. Ces méthodes sont décrites aux chapitres 
III.2.B et III.3.B. 
« Les concepts de valeur de préférence et de note sont souvent appelés valeur d’utilité 
dans la littérature. Ces concepts sont appropriés pour des modèles de préférence qui utilisent 
une note unique par action, ce qui n’est pas le cas pour des relations valuées (on met une 
note sur une relation et non pas sur une action), par exemple. » [FRA 96] 
Or dans la plupart des systèmes de recommandation, ce sont des objets, produits, ou 
actions qui sont valués. C’est pourquoi on utilise souvent la notion de valeur de préférence 
sous forme de note ou de score, ces valeurs représentant à quel point l’élément évalué est 
intéressant pour l’utilisateur. 
L’identification du décideur (processus qui consiste à déterminer qui est le décideur) 
n’est néanmoins pas toujours simple. Un décideur n’est qu’un acteur parmi d’autres dans le 
processus de décision, qui est normalement obligé de prendre en compte l’avis d’autres 
acteurs pour aboutir à une solution.  
Dans [ROY 85], un acteur est défini comme suit :  
Un individu ou un groupe d’individus est acteur d’un processus de décision si, par 
son système de valeurs, que ce soit au premier degré du fait des intentions de cet individu ou 
groupe d’individus ou au second degré par la manière dont il fait intervenir ceux d’autres 
individus, il influence directement ou indirectement la décision. De plus, pour qu’un groupe 
d’individus (corps constitué ou collectivité) soit identifié comme un seul et même acteur, il 
faut que, relativement au processus, les systèmes de valeurs, systèmes informationnels et 
réseaux relationnels des divers membres du groupe n’aient pas à être différenciés. 
Cette définition a été davantage détaillée par [JAC 81] et [MAY et al. 94]. Dans les 
problèmes les plus simples, le décideur est une personne pour qui il est suffisant de prendre 
en compte uniquement ses propres préférences pour prendre la décision. Il suffit ainsi 
d’exploiter uniquement les informations dans le profil de l’utilisateur pour l’assister. Un tel 
décideur a rarement vraiment besoin d’un support, sauf dans des cas où le nombre d’actions 
potentielles, d’objets disponibles devient trop grand.  
« Au cas où ce décideur décide malgré tout d’utiliser un système d’aide à la décision, 
le problème principal devient le transfert de ses préférences vers le SAD retenu. Quel que 





Il est généralement admis que l’expression a priori de préférences du décideur est très 
difficile, ce qui explique l’apparition de méthodes permettant une obtention progressive des 
préférences. Ce sont les Méthodes Interactives d’Aide à la Décision, discutées dans la partie 
suivante. 
 
II.1.C. Méthode Interactive d’Aide à la Décision 
 
Vincke [VIN 89], définit une méthode interactive d’aide à la décision multicritère 
comme suit :  
Définition : Une méthode interactive consiste en une alternance d’étapes de calculs et 
d’étapes de dialogue avec le décideur. La première étape de calculs fournit une première 
solution. Celle-ci est présentée au décideur qui réagit en apportant des informations 
supplémentaires sur ses préférences (étape de dialogue). Cette information est injectée dans 
le modèle utilisé et permet de construire une nouvelle solution.  
Le dialogue signifie dans ce cas une contribution active du décideur à la construction 
de la solution au lieu de définir a priori les paramètres du calcul utilisé, comme c’est le cas 
dans les systèmes d’analyse de décision multicritère (MCDA).  
Pour ce faire, le processus utilisé est un processus interactif. Dans lequel le système 
associé présente à chaque étape ses recommandations au décideur. Celui-ci estime si ce 
résultat qui lui est présenté est satisfaisant ou non à partir des informations fournies. Dans le 
cas où il n’est pas satisfait, il peut continuer à introduire de l’information sur ses préférences, 
en continuant à utiliser le système ou en fournissant des notes sur des éléments proposés afin 
trouver des solutions plus satisfaisantes. Cette procédure peut être illustrée par le schéma 






Figure 4. Processus interactif de décision 
 
L’objectif d’une telle méthodologie interactive n’est pas d’identifier un modèle de 
préférence préexistant dans la tête du décideur, mais de le faire participer en ajoutant des 
informations dans le système jusqu'à ce qu'il soit satisfait.  
« L’interactivité permet également au décideur de mieux comprendre ses préférences 
concernant le problème traité et de les modifier en fonction d’une compréhension 
progressivement améliorée. Cette approche facilite en même temps l’acceptation des 
recommandations du système, puisque le décideur peut continuer le dialogue jusqu’à ce 
qu’il soit convaincu que le modèle de préférence est bien le sien. » [FRA 96] 
Ce fonctionnement permet de mettre en évidence que les utilisateurs ne sont pas, la 
plupart du temps, objectifs vis-à-vis de leurs préférences. Cette méthodologie leur permet de 
corriger la vision qu’ils ont par rapport à ce qui est important pour eux. Ce fonctionnement 
implique que le système s’améliore à chaque information reçue et qu’il n’y a pas de 
problèmes de bruit des informations. 
« Les modifications dans les préférences du décideur font partie de la rationalité 
limitée générale des décideurs, qui est un aspect bien évoqué dans [SIM 55] et davantage 





de déterminer automatiquement si une recommandation est vraiment satisfaisante pour le 
décideur ou non. Simon constate que seul le décideur lui-même peut déterminer son niveau 
de satisfaction concernant une recommandation (satisfying). C’est pour cette raison qu’une 
approche d’optimisation classique n’est pas appropriée pour résoudre les problèmes de 
décision multicritère. » [FRA 96] 
L’utilisation du principe d’interactivité permet ainsi à l’utilisateur de déterminer de 
lui-même quand il est satisfait des éléments qui lui sont proposés. La rationalité limitée des 
utilisateurs nécessite d’être prise en compte à travers des systèmes permettant à l’utilisateur 
de fournir des informations contradictoires. C’est le cas lorsqu’il change de préférences, il 
faut donc modéliser les préférences de l’utilisateur et avoir la capacité de mettre à jour ce 
modèle rapidement, et cela sans être bloqué par les informations précédemment fournies 
(comme le serait un système à base de règles). C’est-à-dire qu’il faut prendre en compte les 
informations précédemment obtenues sur l’utilisateur, mais en cas de conflit, il faut utiliser 
les informations les plus récentes sans pour autant ne pas tenir compte des anciennes. Il faut 
ainsi privilégier les nouvelles informations en utilisant par exemple une distribution de 
gradient. 
Un regroupement peut être fait entre le domaine de l’aide à la décision et les 
méthodes d’agrégation. Ce regroupement est appelé Procédures d’Agrégation Multicritère 
(PAMC). Plus d’informations peuvent être trouvées dans [HAM et al. 07]. 
Afin de modéliser numériquement les préférences d’un utilisateur, la théorie 
multiattribut a été développée. 
 
II.2. Théorie Multi-Attributs 
 
« Les premières tentatives d'aide à la décision avec objectifs multiples ou non 
remontent à la fin des années 1960 à travers les travaux de Raïffa et Edwards [EDW 71, RAI 
69] qui ont donné naissance à l'analyse de la décision (Decision Analysis). Dans ces travaux, 
le modèle formel de référence fait appel à la représentation numérique des préférences du 
décideur sur l'ensemble des choix possibles grâce à une fonction de préférence dite fonction 
d'utilité. L'idée de base d'une telle démarche étant que l'encodage (c’est-à-dire la 
construction) d'une fonction d'utilité dans un contexte de décision donné permettra d'affecter 
des "scores" ou utilités, aux actions potentielles (c’est-à-dire les choix possibles) auxquelles 
fait face le décideur. Ces scores permettront ensuite de classer les actions de la moins 





On parle de fonction d'utilité multiattribut vis-à-vis d'une "combinaison simple" de 
fonctions d'utilité mono-objectif. Ainsi l’objectif de la théorie de l’utilité multiattribut est de 
modéliser numériquement les préférences d’un décideur. 
Le concept d'utilité est relativement simple : il s'agit d'utiliser une fonction     
  attachant à tout objet de l'ensemble de choix un nombre réel de telle sorte que plus ce 
dernier est élevé, plus l'objet est "préféré" par le décideur. 
Soit                      , un ensemble d’objets d’intérêt décrits par un 
ensemble           d’attributs. 
Ces préférences prennent mathématiquement la forme d’une relation binaire   qu’il 
s’agit de représenter par le biais d’une fonction d’utilité globale telle que :  
                         
(1) 
Pour la fonction d’utilité globale, nous considérons le modèle transitif décomposable 
de Krantz, Luce, Suppes & Tversky [KRA et al. 71]) (voir aussi [BOUY 04a] et [BOUY 04b]), 
dans lequel U est défini par : 
      (               )                  
(2) 
Où les fonctions         sont appelées les fonctions d’utilité, et    
   , non 
décroissantes en chacun de ses arguments, est parfois appelée la fonction d’agrégation. 
Un des principaux avantages des systèmes multiattribut est qu’il n’y a pas de notion 
d’incomparabilité d’un objet par rapport à un autre. En effet, cette approche permet, 
contrairement aux méthodes multicritère, de toujours comparer des objets entre eux. Et cela 
est possible grâce au score calculé pour chaque objet, reflétant son intérêt, ainsi on obtient un 
pré-ordre total, et ce quel que soit les objets rencontrés et leurs caractéristiques intrinsèques 
et extrinsèques. De plus, la théorie de l’utilité multiattribut (MAUT) offre la possibilité 
d’intégrer à la fois des critères quantitatifs et qualitatifs, ainsi que d’aboutir à une 
hiérarchisation stricte des solutions en présence. Elle permet donc de réduire l’incertitude 
liée au choix d’implantation (information incomplète sur les ressources génériques et 








Ainsi dans le cadre de l’aide à la décision, des techniques multicritère ou 
multiattribut peuvent être utilisées. Le choix entre les 2 dépend principalement du type de 
données que l’on utilise, des critères ou des attributs ? 
En dehors de cette considération, la méthode multiattribut offre des avantages 
importants tels que l’absence de problème d’incomparabilité et permet la construction 
d’ordre total entre des éléments. 
 
Nous avons détaillé la notion de système de recommandation et la mise en œuvre de 
techniques multicritère/multiattribut. Il nous faut à présent détailler les techniques 



















Chapitre III.   Prise en compte et évolution de profils/préférences 
 
On cherche à avoir un ou plusieurs profils représentant au mieux les préférences d’un 
utilisateur. En effet, ce sont ces profils qui vont permettre d’effectuer une recommandation 
personnalisée d’objets adaptés à chaque utilisateur. Pour cela, on utilise des techniques 
(souvent issue de l’intelligence artificielle) afin d’effectuer l’apprentissage de 
profils/préférences des utilisateurs. Cet apprentissage passe par plusieurs étapes. En effet, il 
faut décomposer les objets sélectionnés ou évalués par l’utilisateur afin de déterminer ce qui 
est important pour lui. Il faut ensuite mettre à jour le profil multicritère de l’utilisateur avec 
les nouvelles informations obtenues et enfin utiliser les données de son profil afin de 
sélectionner et trier (filtrer) les objets proposés à l’utilisateur (Figure 5). 
 
Figure 5. Cycle d’apprentissage de préférences 
 
III.1. Apprentissage de profils/préférences 
 
L’apprentissage de profils/préférences (ou preference learning) des utilisateurs permet, 
en exploitant ces profils/préférences, de produire des suggestions, des recommandations aux 
utilisateurs. Plus d’informations peuvent être trouvées dans *FUR 10]. 
Avant de définir les méthodes employées pour réaliser cet apprentissage et afin de 
bien comprendre l’intérêt d’apprendre les profils/préférences des utilisateurs, nous allons 








III.1.A. Exploitation des profils/préférences 
 
Pour exploiter des profils/préférences utilisateurs, afin d’effectuer des traitements sur 
les solutions présentées à l’utilisateur pour représenter ses préférences, il existe actuellement 
deux grands principes. La classification, et le ranking. 
III.1.A.i. La classification 
 
La classification consiste à assigner un groupe à chaque objet, en fonction de ses 
caractéristiques. On ne cherche pas ici à créer un ordre entre les objets, mais à les rassembler 
en fonction de caractéristiques définies pour chaque groupe. 
Avec un ensemble d'objets                 et un ensemble de groupe         
    . Un groupe    est assigné à chaque objet   . Cela implique la préférence suivante : 
       . Cela signifie que l’objet    possède des caractéristiques plus proches de celles que 
l’on peut trouver au sein groupe    plutôt qu’au sein du groupe   . 
Ainsi, cela permet de regrouper les solutions proposées à l’utilisateur en fonctions de 
caractéristiques propres aux groupes. Et donc, en fonction de ce que recherche l’utilisateur, 
en fonction de ses préférences, on constitue des groupes de solutions. 
Par contre, cette méthode ne permet pas de définir d’ordre total entre les objets, ce qui 
peut être problématique, puisque dans ce cas-là, nous n’avons pas la possibilité de 
sélectionner et de trier les éléments qui vont le plus satisfaire l’utilisateur. 
 
III.1.A.ii. Le ranking 
 
Le ranking consiste à déterminer un ordre entre les différentes solutions, dans le but 
de pouvoir sélectionner est trier les éléments qui vont le plus satisfaire l’utilisateur. 
Le ranking [LIU 09+ est une technique d’apprentissage supervisée ou semi-supervisée 
pour des problèmes dans lesquels le but est de construire un ordre total (classement des 
objets entre eux, à différencier de la classification présentée précédemment) à partir d’une 
liste d’objets. Cet ordre est typiquement mis en place par l’introduction d’un système de note 
ou score (par exemple une échelle de valeurs de 0 à 5 pour chaque objet). Le modèle de 
ranking propose de faire une permutation entre les objets qui n’ont pas encore été appris. 





Afin de pouvoir définir le ranking, il nous faut définir la notion de transitivité : 
Définition de la transitivité :  
Une relation binaire  définie sur un ensemble  est transitive quand, à chaque fois que l'on 
a trois éléments x, y et z appartenant à E, et que x et y sont en relation, ainsi qu’y et z, alors x et z 
sont en relation. 
Exemple : Si A>B, et B>C, alors A>C. 
Définition du ranking : 
Avec un ensemble d'objets                , chaque objet    est associé à un ordre total 
vis-à-vis d'autres éléments, et où l'ordre entre les exemples est transitif. 
Parmi les principales méthodes pour réaliser de l'apprentissage de préférences, l’on 
peut trouver l'utilisation de réseaux de neurones et l'apprentissage symbolique automatique 
(par exemple par un système d'apprentissage par renforcement) que nous définirons par la 
suite. Mais également d'autres méthodes que nous ne définirons pas ici, notamment les 
algorithmes génétiques (en anglais : genetic algorithms) [HOLL 75], [DE JONG 75], le 
raisonnement à base de cas (en anglais : case-based learning) [KOL 87], ainsi que des réseaux 
Bayésiens [DAN 07]. 
 
On commencera par présenter les réseaux de neurones qui sont très utilisés pour 
effectuer l’apprentissage de profils/préférences. 
 
III.1.B. Les réseaux neuronaux  
 
Les réseaux neuronaux [BIS 06] ont été utilisés dans de nombreux domaines 
d’application : mémoires associatives, diagnostic, traitement du signal, reconnaissance 
d’images, reconnaissance de la parole, compression de données, contrôle, prévision, analyse 
de données, etc. Un réseau neuronal est essentiellement un outil mathématique permettant 
d’identifier des fonctions mathématiques. L’utilisation d’un réseau de neurones peut être 
considérée comme la mise à jour des poids des connexions au sein du réseau, afin de réussir 
la tâche qui lui est demandée.  
Leur conception très schématiquement (FIG 6) est inspirée du fonctionnement de 







Figure 6. Exemple de réseau de neurones 
 
Un réseau de neurones peut être, par exemple, composé d'une succession de couches 
dont chacune prend ses entrées sur les sorties de la précédente (voir FIG 6). Chaque couche   










À chaque nœud est associé un poids synaptique (   ), de sorte que les      sont 
multipliés par ce poids (Figure 7, fonction de combinaison), puis additionnés par les 
neurones de niveau i, ce qui est équivalent à multiplier le vecteur d'entrée par une matrice de 
transformation. Le fonctionnement des neurones est identique aux perceptrons, à la 
différence près qu’ils utilisent une fonction sigmoïde à la place de la fonction signe. 
 Dans le cas qui nous intéresse, les réseaux neuronaux sont utilisés pour 
l’identification des fonctions de préférence des décideurs (on effectue un apprentissage de 
leurs préférences). Une fois identifiées, on peut alors les utiliser pour évaluer des solutions 
présentées à l’utilisateur. 
Pour illustrer le principe de l'apprentissage via un réseau de neurones plus en détail, 
nous prendrons l'exemple du système INKA développé par Främling [FRA 96]. 
« Il y a déjà eu certains travaux sur l’utilisation des réseaux de neurones comme 
méthodes d’analyse multicritère. Des réseaux neuronaux multicouches à rétropropagation 
étaient utilisés dans [WAN 92] pour apprendre la fonction de préférence des décideurs à 
partir d’exemples. Les exemples utilisés dans [WAN 92] se limitent à des problèmes à deux 
critères de sélection. Ils se limitent également à des fonctions de préférence monotones, ce 
qui n’est pas toujours le cas des fonctions de préférence réelles. De plus, il s’agit dans leur cas 
notamment d’un Système d’Aide à la Décision (SAD) non interactif. » [FRA 96] 
Or, dans la plupart des cas, le nombre de critères à prendre en compte pour effectuer 
la prise de décision dépasse 2. On remarquera que très souvent dans la littérature, les cas de 
prise de décisions sont modélisés avec une quantité réduite de critères pris en compte. Ce qui 
n’est pas représentatif des conditions réelles. 
« L’identification d’une fonction de préférence univoque suppose que le décideur soit 
rationnel et cohérent, même si le décideur humain ne peut probablement jamais l’être à 
100 %. Il est difficile de représenter un décideur qui un jour donne une réponse et le 
lendemain son contraire ou une alternative très différente. En effet, les décideurs ne sont pas 
toujours rationnels, c’est ce qu’on appelle la rationalité limitée. En d'autres termes, l'acteur 
est rationnel s'il préfère A à B et B à C, on peut en déduire qu'il préfère A à C (transitivité). 
Cependant, lors d'un choix complexe, il cherche moins à étudier l'ensemble des possibilités 
qu'à trouver une solution raisonnable dans une situation d'incertitude. Il va s'arrêter 
généralement à la première option qui satisfera à la situation concrète, tout en évitant de 
consommer trop de temps à effectuer son choix. Dans le cas d’un tel décideur, un réseau 
neuronal qui fonctionne par des principes de régression ne donnera ni la première réponse ni 





 « L’apprentissage automatique des réseaux de neurones s’effectue traditionnellement 
uniquement par modification des poids du réseau. Par contre, le nombre de neurones est 
défini par l’utilisateur avant l’apprentissage et reste le même jusqu’à la fin de 
l’apprentissage. Il existe néanmoins un certain nombre d’algorithmes d’apprentissage 
qui apprennent par ajout et suppression de neurones [JOK 91], [FRA et al. 95]. Certains 
algorithmes combinent les deux approches, comme ceux qui sont décrits dans [PLA 91] et 
[DECO 93]. 
Il existe un grand nombre de règles d’apprentissage, dont celles de Hebb [HEB 49], 
du perceptron [ROS 58] et de Widrow (ou de Widrow/Hoff) [WID 60], qui ont d’ailleurs servi 
de base pour la plupart des règles de modification de poids développées par la suite. La 
règle d’apprentissage de Widrow est actuellement celle qui est la plus utilisée, elle est 
notamment utilisée dans le réseau de rétropropagation. Ceci a provoqué le développement 
d’un grand nombre de versions améliorées de la règle d’origine, qui ont contribué à la 
notoriété des réseaux de rétropropagation. » [FRA 96] 
Un inconvénient important se trouve dans la nécessité qu’ont les réseaux de neurones 
à respecter la notion de transitivité. Un autre inconvénient est que ce modèle ne prend pas en 
compte la notion d’incomparabilité (présentée en II.1.A.iv). De plus, un réseau de neurones 
ne permet pas à l’utilisateur de changer de préférences de manière importante, et nécessite 
une base d’apprentissage afin de pouvoir être efficace. 
 
Un autre système d’apprentissage de profils/préférences est défini en tant 
qu’apprentissage symbolique automatique, et plus précisément, il s’agit de l’apprentissage 
par renforcement appliqué aux profils utilisateurs. On peut remarquer que celui-ci ne 
nécessite pas de base d’apprentissage. 
 
III.1.C. Apprentissage par renforcement pour les profils utilisateurs 
 
La méthode d’apprentissage par renforcement appliquée aux profils utilisateurs a 
surtout été présentée et expérimentée dans le cadre des travaux de recherches suivants 
[BOUG et al. 04], [TMA 02]. Cette méthode a été utilisée dans un système qui effectuait en 
partie de la Recherche d’Information (RI) mais surtout du filtrage d’information. Cette 





L’apprentissage des profils que nous utilisons est basé sur un principe de 
renforcement [SUT 98]. À cet effet, nous considérons     
    correspondant au poids du critère 
k de l’objet   
   
 est sélectionné et jugé pertinent, il faut trouver une représentation du profil 
  
   
 au même temps   qui permet de retrouver cet objet avec un score " fort ", soit  , puis 
intégrer ces données pour apprendre le profil global de l’utilisateur. Ceci revient donc à 
chercher les    
   
, poids de l’attribut    dans le profil   
   
, qui satisfont l’équation suivante : 
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(3) 
Pour l’intégration dans le profil de l’utilisateur, il est utilisé la formule de distribution 
du gradient suivante : 
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(4) 
–   
     
 correspond au poids du critère i au temps t+1 
–   
   
 correspond au poids du critère i au temps t 
–    
   
 correspond au poids calculé pour le critère i à partir de l’objet courant 
 
C’est sur cette méthode que se basent nos travaux. Évidemment, il y a de nombreuses 
limitations pour l'utilisation des données introduites par cette méthode et en particulier la 
méthode employée pour déterminer les poids intermédiaires. En effet, le système proposé 
par Boughanem et al. [BOUG et al. 04] a pour but un système de filtrage et n'est utilisé que 
pour des données textuelles. Ainsi toute la partie détaillant la méthode d'obtention des poids 
intermédiaires, ne peut être utilisée, car les méthodes appliquées ne sont utilisables que pour 
des données de types textes. Or dans notre système, les types de données utilisées sont 
divers, et varient en fonction des objets et de leur description. De plus, à partir des données 
mises en œuvre, il n'existe pas de méthodes permettant de se ramener à des données de type 






L’un des enjeux principaux dans les systèmes d’apprentissage de profils utilisateurs 
consiste en une décomposition des données fournies par l’utilisateur, autrement appelée 
désagrégation. 
 
III.2. Désagrégation et agrégation avec indépendance des critères 
 
Il est nécessaire de déterminer quels attributs sont importants ou non pour 
l’utilisateur dans un objet donné et pour se faire il faut décomposer cet objet. Ces attributs 
sont considérés comme indépendants les uns des autres, car dans la majorité des cas l’on ne 
connaît pas quels sont les interactions, les dépendances, les liens d’un critère par rapport à 
un autre. Mais cela n’est pas satisfaisant, car dans un cadre d’utilisation réelle, les attributs 
sont liés entre eux, ils présentent des interactions les uns avec les autres. Par exemple, pour 
une voiture, sa puissance est liée à son moteur. Si ces attributs sont considérés comme 
indépendants, on perd de l’information qui pourrait être utile. Donc on sera moins précis 
dans nos recommandations en ne prenant pas en compte ces informations, et ainsi nos 
recommandations seront de moindres qualités. Cependant, il est très difficile d’avoir 
premièrement, un système qui puisse gérer ces interactions entre les attributs, et 
deuxièmement, de connaitre ces interactions, ces liens. C’est pourquoi, dans un premier 
temps, les critères sont considérés comme étant indépendants les uns avec les autres. 
 
III.2.A. Opérateurs de désagrégation 
 
De manière générale, on ne cherche pas à construire directement une fonction d'utilité 
afin de représenter les préférences du décideur, mais on essaye plutôt d'en construire une, 
d'une forme particulière dont on sait que sa construction se révélera « réalisable » 
cognitivement. 
De multiples formes ont été décrites dans la littérature, dont voici certainement ci-
dessous les principales. Dans cette liste, on note    l'ensemble des valeurs que peut prendre 
le     attribut et l'on suppose que    ∏   
 
   . Les axiomatiques assurant l'existence de ces 
formes différant suivant que l'on se place dans le choix dans le certain ou bien dans le 
contexte de l'espérance d'utilité (EU), c’est-à-dire lorsque       ∑      
    (comme dans 
Von Neumann et Morgenstern [NEU 44]), le contexte d'application est indiqué pour chaque 
référence de la liste. Voici une description succincte de plusieurs d’entre elles issues de 





III.2.A.i. La décomposition additive  
 
Il existe des fonctions           telles que  
            ∑       
 
   
 
(5) 
Parmi les ouvrages de référence pour cette décomposition figure [FIS 70, chapitres 4 
et 5], [KRA et al. 71, chapitre 6], [KEE 93, chapitre 3], [LUC 64], [DEB 60] et [WAK 89, 
chapitre 3] pour le certain, et [FIS 70, chapitre 11] et [KEE 93, chapitre 5 et 6] dans le cadre de 
l'espérance d'utilité. 
 
III.2.A.ii. La décomposition multiplicative 
 
Il existe des fonctions           telles que  
             ∏       
 
   
 
(6) 
Cette décomposition est proche de la précédente et s'y ramène en utilisant une échelle 
logarithmique dans le cas des     . 
 
III.2.A.iii. La décomposition multilinéaire 
 
Cette méthode est également appelée décomposition polynomiale ou encore 
multiplicative-additive. Il existe des fonctions           et pour tout      , ensemble 
des parties de {1, ..., n}, il existe     tels que  
              ∑   ∏       







Cette décomposition est présentée dans [KRA et al. 71, chapitre 7], [FIS 75] et [FUH 
91] pour le certain, et dans [KEE 93, chapitre 5 et 6] et [FARQ 81] pour l'espérance d'utilité. 
 
III.2.A.iv. La structure décomposable  
 
Il existe des fonctions           et une fonction     
    telles que  
                                  
(8) 
Bouyssou et Pirlot [BOUY 02] et Krantz et al. [KRA et al. 71, chapitre 7] ont étudié 
cette représentation dans le certain. Cette structure est plus générale que les précédentes, 
mais elle présente un inconvénient majeur : l'unicité des    et de F n'est pas assurée, ce qui 
peut poser des problèmes de construction. 
 
III.2.A.v. La décomposition additive non transitive 
 
Il existe des fonctions              telles que  
     ∑          
 
   
   
(9) 
Voir [FIS 91] ou [BOUY 02] dans le certain et [NAK 90] pour une généralisation du critère 
de l'espérance d'utilité.  
Parmi les fonctions additives non transitives se trouve le cas particulier de la 
décomposition additive par différence : il existe des fonctions           et des 
fonctions        telles que  
     ∑   (             )
 
   
   
(10) 







L’opération inverse correspond à rassembler des diverses données afin de déterminer 
une valeur correspondant à l’intérêt qu’à l’utilisateur pour l’élément. Cette opération est 
appelée agrégation. 
 
III.2.B. Opérateurs d’agrégation 
 
Dans le but d’obtenir une valeur représentant l’importance d’un objet pour 
l’utilisateur, il est nécessaire d’avoir des opérateurs qui agrègent les scores de chaque attribut 
afin de pouvoir obtenir un score global pour l’objet. 
Voici une description succincte de plusieurs d’entre elles issues de [GRA 02]. 
 
III.2.B.i. La somme pondérée ou moyenne arithmétique pondérée  
 
Elle est définie par  
            ∑     
 
   
 
(11) 
où les          sont des poids, tels que  
∑     
 
   
 
(12) 
D’autres types de moyenne existent (géométriques, harmoniques, etc.), qui peuvent 
toutes s’écrire sous la forme :  
             
   ∑       
 
   
  
(13) 





Où   est une fonction continue strictement croissante (moyennes généralisées). 
Toutes les moyennes généralisées sont idempotentes, continues, strictement monotones. 
Seule la somme pondérée vérifie la stabilité au changement d’échelle linéaire. 
 
III.2.B.ii. Le minimum et maximum pondérés 
 
Ils ont été introduits par Dubois et Prade dans le cadre de la théorie des possibilités [DUB 
86]. Soit            un vecteur de poids,         , tel que 
⋁     
 





Ils sont définis par :  
               ⋀            
 
   
 
(15) 
Voir [DUB et al. 98].  
Et 
               ⋁       
 
   
 
(16) 
Voir [FAR et al. 99]. Le minimum et maximum usuel sont obtenus par            . Ils 








III.2.B.iii. La somme pondérée ordonnée (OWA) 
 
L’opérateur OWA (Ordered Weighted Average) a été introduit par Yager [YAG 88]. Il 
est défini par : 
              ∑      
 
   
 
(17) 
Avec             un vecteur de poids,          tel que ∑     
 
   , et où la 
notation ( ) indique une permutation des indices telle que            . Ainsi, le poids 
n’est pas sur les sources, mais sur le rang des quantités.  
 
Ainsi nous avons à disposition de nombreuses méthodes permettant de désagréger 
ou d’agréger des données. Cependant, il faut définir comment utiliser ces données afin de 
comparer des éléments entre eux. 
 
III.2.C. Comparaison d’éléments 
 
Il est nécessaire pour effectuer un ranking des éléments présentés à l’utilisateur, de 
définir des méthodes permettant de les comparer. 
Il y a deux manières naturelles de représenter des préférences vis-à-vis d'un ensemble 
d'éléments, à savoir, d'évaluer les éléments de manière individuelle et de comparer les 
éléments entre eux [FUR 05]. 
- La première idée est d'estimer une sorte de degré d'utilité (score) pour chaque 
élément. Pour obtenir un classement, par exemple, les éléments peuvent être 
ordonnés en fonction de leur degré d'utilité respectif. Cette approche est dite 
« école Américaine ». 
- La seconde approche propose d'utiliser un prédicat binaire, qui prédise si on a 
        ou         pour un exemple  . Et pour obtenir le classement, on 






Dans cette seconde approche, afin de déterminer la meilleure alternative pour une 
paire d’éléments, le concept de Pareto optimalité est souvent utilisé.  
Ce concept est défini par : une alternative   est dite Pareto optimale si elle n’est dominée 
par aucune autre. Une alternative qui domine au sens de Pareto ne peut être améliorée au regard d’un 
critère sans la détériorer pour un autre.  
Grâce à cela, on peut ordonner les éléments entre eux. Cependant, cette approche fait 
intervenir des problèmes d’incomparabilités. Ce qui ne permet pas de définir un préordre 
total (chaque élément est ordonné par rapport aux autres). 
Voici un exemple : 
Supposons que nous cherchions à comparer deux objets A et B caractérisés par deux 
critères, dont les vecteurs d’utilité sont            et          . Il est « intuitivement 
évident » que le premier objet est « supérieur » au second puisque pour chaque attribut, il est 
supérieur au second         , et          
En revanche, il paraît impossible de classer les objets            et          . En 
effet, le premier attribut est préféré dans A, car         alors que le second est préféré dans 
C, car           Et dans ce cas, on ne voit pas pourquoi l’un devrait prévaloir sur l’autre. 
La première méthode permet de calculer une valeur globale représentant l’intérêt de 
l’élément (objet), pour l’utilisateur. Cette valeur globale correspond à une agrégation de 
plusieurs scores représentant chacun l’intérêt (la performance) d’un critère pour l’utilisateur. 
Cette méthode offre la possibilité de comparer des éléments très différents. Par exemple, on 
peut avoir deux objets qui n’ont rien à voir entre eux, comme une voiture et une maison, et 
grâce à cette méthode il reste possible de déterminer lequel est préféré des deux pour 
l’utilisateur. Cela revient à dire que cette méthode ne souffre pas d’incomparabilité. 
 
Nous n’avons utilisé jusqu’à présent que des critères que nous considérions comme 
indépendants les uns des autres. Or dans la majorité des cas, les critères sont dépendants les 
uns des autres. C’est pour cela que des méthodes intégrant les relations, les dépendances et 
l’interaction entre les critères ont été développées, et en particulier pour effectuer des 







III.3. Désagrégation/agrégation avec interaction entre les critères 
 
Un des aspects significatifs dans les problèmes d'agrégation est la prise en 
considération de l'importance des attributs ou critères considérés, laquelle est habituellement 
modélisée par l'utilisation de poids ou de score associés aux attributs ou critères. Puisque ces 
poids doivent être pris en considération durant la phase d'agrégation, il est nécessaire 
d'utiliser des fonctions d'agrégations pondérées, abandonnant ainsi la propriété de symétrie. 
Jusqu'à récemment, les fonctions d'agrégations pondérées les plus utilisées étaient des 
fonctions de type moyennes, telles que les moyennes quasi linéaires. 
« Cependant, les moyennes arithmétiques pondérées et, plus généralement, les 
moyennes quasi linéaires présentent certaines faiblesses. Aucune de ces fonctions n'est 
capable de modéliser une quelconque interaction parmi les attributs. En effet, il est bien 
connu en théorie de l'utilité multiattribut (MAUT) que ces fonctions conduisent à 
l'indépendance préférentielle mutuelle (voir par exemple [FIS 95]) parmi les attributs, qui, 
dans un certain sens, exprime l'indépendance des attributs. Comme ces fonctions ne sont pas 
appropriées en présence d'attributs dépendants, la tendance a été de construire des attributs 
censés être indépendants, ce qui entraînait souvent des erreurs dans les évaluations. 
Dans le but d'obtenir une représentation flexible des phénomènes complexes 
d'interactions parmi les attributs ou critères (par exemple une synergie positive ou négative 
entre certains critères), il s'est avéré utile de remplacer le vecteur poids par une fonction 
d'ensemble non additive, permettant ainsi de définir un poids non seulement sur chaque 
critère, mais aussi sur chaque sous-ensemble de critères." [BOUY et al. 06] 
La tendance à utiliser des critères indépendants les uns des autres mène à une perte 
d’informations. En effet, pour produire de bonne recommandation il est nécessaire d’avoir 
une bonne modélisation des préférences de l’utilisateur et cela nécessite de nombreuses 
informations (pas trop, sinon cela devient du bruit).  
Ainsi, si l’on prend l’exemple d’un achat de voiture, un utilisateur voudra un moteur 
puissant et des freins puissants également. Si les critères sont considérés comme 
indépendants, nous ne possédons pas cette information à propos des préférences de 
l’utilisateur, et donc les recommandations effectuées seront de moindre qualité. De plus, 
l’utilisation des interactions entre les critères permet de déterminer les critères qui 
interagissent le plus et permet ainsi de déterminer les critères qui sont les plus utiles et de 
réduire le bruit dans les données. En effet, on peut ainsi détecter les critères qui ne sont 





Une première méthode d’agrégation prenant en compte les liaisons entre les critères 
consiste à utiliser un système expert ou des règles de production. 
 
III.3.A. Méthode par système expert / règles de production 
 
"Une méthode existe basée sur un apprentissage qui permet de trouver des liens de 
dépendance entre des symboles, souvent sous forme de règles de production. Cet 
apprentissage permet la construction de systèmes experts à partir d’exemples. Certaines 
méthodes sont également capables de traiter et de générer des probabilités ou coefficients de 
certitude, parmi lesquelles la méthode des arbres de décision probabilistes de Quinlan, ID3 
[QUI, 86, 87a, 90] et C4 [QUI, 87b], qui est certainement la plus connue. D’autres méthodes 
sont présentées par exemple dans [KOD 90]." [FRA 96]  
Mais cette méthode présente des limites, en effet, ce type de système est très difficile à 
maintenir. En effet lorsque l'utilisateur est incohérent, le système n'arrive plus à gérer les 
règles/probabilités introduites dans le système, car devenues incohérentes, et ainsi le système 
n'est plus fonctionnel.  
 
C'est pourquoi, dans le but d'obtenir une représentation flexible des phénomènes 
complexes d'interactions parmi les attributs ou critères que l'utilisation des mesures floues a 
été proposée par Sugeno [SUG 74] pour généraliser les mesures additives. 
 
III.3.B. Mesures floues 
 
Il est maintenant bien connu que, dans de nombreuses situations du monde réel, 
l'additivité n'est pas une propriété appropriée pour les fonctions d'ensemble, cela à cause de 
l'absence d'additivité dans de nombreuses facettes du raisonnement humain. Pour pouvoir 
exprimer la subjectivité humaine (et améliorer la modélisation et l’exploitation des 
préférences de l’utilisateur), Sugeno proposa de remplacer la propriété d'additivité des 






Considérons l'ensemble des n indices N = {1, ...n}. Selon les applications considérées, 
ces indices peuvent représenter des attributs, des critères, des juges, des experts, des votants, 
etc. 
Définition : Une mesure floue sur N est une fonction d'ensemble             qui est 
monotone, c’est-à-dire           chaque fois que    , et vérifie les conditions limites        
et       . 
« Dans les problèmes d'analyse multicritère, le coefficient     , pour un     donné, 
est généralement interprété comme le poids ou l'importance de la combinaison   de critères. 
Ainsi, en plus des poids usuels sur les critères pris séparément, des poids sur toute 
combinaison de critères sont également définis. La monotonie signifie alors simplement que 
le fait d'ajouter un nouveau critère dans une combinaison ne peut faire décroître son 
importance. » [BOUY et al. 06] 
On utilise ainsi le coefficient      afin d’obtenir une valeur représentant l’intérêt de 
l’utilisateur pour un objet étant une combinaison   de critères. C’est cette valeur que l’on va 
utiliser par la suite pour effectuer des comparaisons entres des objets, afin de déterminer 
quel est celui le plus intéressant pour l’utilisateur, et à quel point il est intéressant. Grâce à 
cette valeur, on peut définir un ordre total entre les objets que l’on propose à l’utilisateur. 
« À partir d'une telle mesure floue, on peut construire une fonction d'agrégation 
permettant de calculer une sorte de valeur moyenne en prenant en considération les 
coefficients de la mesure floue. Une telle fonction d'agrégation est une intégrale floue, 
concept introduit par Sugeno [SUG 74, SUG 77]. Comme l’intégrale d’une fonction 
représente généralement sa valeur moyenne, une intégrale floue peut être considérée comme 
un cas particulier de fonction d’agrégation.» [BOUY et al. 06] 
Contrairement aux moyennes arithmétiques pondérées (comme la somme pondérée 
ou OWA), les intégrales floues sont capables de prendre en considération les interactions 
éventuelles entre les attributs ou critères. Ces intégrales ont été largement étudiées dans des 
problèmes d'aide multicritère à la décision [GRA 95a, GRA 96, GRA 98, GRA et al. 00]. 
« Il existe plusieurs classes d'intégrales floues, parmi lesquelles les plus 
représentatives sont celles de Choquet et Sugeno. Dans cette section, nous étudierons 
l'intégrale de Choquet en tant que fonction d'agrégation. En effet, la différence principale 
entre ces deux intégrales est que la première est appropriée pour agréger des valeurs définies 
sur une échelle d'intervalle, alors que la seconde est plutôt conçue pour agréger des valeurs 





Ainsi dans le but d’obtenir une représentation flexible des phénomènes complexes 
d’interactions parmi les attributs ou critères (par exemple, une synergie positive ou négative 
entre certains critères), il s’est avéré utile de remplacer le vecteur poids par une fonction 
d’ensemble non additive, permettant ainsi de définir un poids non seulement sur chaque 
critère, mais aussi sur chaque sous-ensemble de critères. 
Par exemple, lors de l’achat d’une voiture, le rapport entre le moteur et sa puissance 
mets en avant des interactions entre chacun des éléments. Il est nécessaire de prendre en 
compte ces interactions afin de modéliser correctement les préférences utilisateurs. 
 
Une des principales méthodes utilisées pour remplacer le vecteur poids par une 
fonction d’ensemble non additive correspond aux intégrales de Choquet. 
 
III.3.C. Intégrales de Choquet 
 
La méthode la plus utilisée dans les systèmes multicritère d’aide à la décision 
(MCDA) est la méthode de somme pondérée, et ce pour des raisons évidentes de simplicité 
(défini à III.2.B.i). 
Définition (rappel) 
            ∑     
 
   
 
(18) 
où les           sont des poids, et    les scores des critères, tels que ∑     
 
    
 
Cette méthode est simple et connue de tous, mais elle présente de nombreuses 
limites. 
Une illustration de ces limites est la suivante (ceci est une adaptation de ce qui a été 
montré dans [GRA 06]) : 
Considérons un problème MCDA à deux critères (critère 1 et critère 2), et 3 objets a, b, 






                            
                            
 
Avec       étant le score du critère 1 de l'objet a. 
En supposant que les scores sont donnés sur une échelle de 0 à 1.  
Le décideur a comme préférence : 
      
 
Cherchons       (respectivement, le poids du critère 1 et celui de l'objet 2) tel que ce 
choix soit représenté par la somme pondérée.  
En appliquant la somme pondérée aux 3 objets, on obtient : 
 
                              
                  
                  
 
Si, conformément aux préférences du décideur, on se place dans le cadre où      
(         ), ce qui correspond à dire que le score global de   est équivalent au score global 
de  , et qu’ainsi donc, on peut en déduire que      (avec        et        ). 
Si l'on poursuit le raisonnement, on obtient : 
 
                                
 
Et l’on obtient donc :          , ce qui est impossible.  
Comment expliquer cette contradiction ? Pour cela, il faut comprendre la signification 





Il est bien connu qu'un poids sur un critère n'a pas de sens en soi, mais seulement 
dans un modèle donné. Pour la somme pondérée,    est en fait le score global d'un objet 
ayant un score totalement satisfaisant (1) sur le premier critère, et inacceptable (0) sur les 
autres.  
Cependant, notre décideur est plus satisfait par un objet jugé de façon égale sur les 
deux critères, même si ce jugement reste moyen, que par un objet présentant une évidente 
faiblesse sur un des deux critères. Il serait possible de tenir compte de cette préférence bien 
naturelle en considérant non pas que des poids sur les critères pris individuellement, mais 
aussi des poids définis pour des groupes de critères.  
Dans notre cas très simple à deux critères, cela revient à introduire un poids     sur 
les deux critères considérés ensemble, et nous gardons comme interprétation que    est le 
score global attribué à un objet étant totalement satisfaisant sur les deux critères. Cet objet 
étant par conséquent le plus satisfaisant possible (car seulement deux critères), il convient de 
lui donner le score maximal, soit 1, on obtient ainsi :  
 
            
            
                 
Avec      , et       , un objet différent de     ou  . 
 
Afin de modéliser le fait que le décideur considère un objet ne satisfaisant qu'un des 
deux critères, comme peu acceptable, nous pourrions donner à       une même valeur assez 
faible, 0.3 par exemple (       et      ).  
Essayons maintenant de redéfinir la somme pondérée en tenant compte du nouveau 
poids    . En s'en tenant à l'interprétation des poids ci-dessus, il est facile de calculer les 
scores globaux de a, b, c : 
Avec :  
                            






« a » a ses scores égaux sur les deux critères, cela correspond donc à la situation 
représentée par    , au facteur 0.4 près. En supposant la propriété d'homogénéité du 
modèle, on pose donc comme score global : 
 
                       
Avec       
 
  « b, c » correspondent respectivement aux situations décrites par      .  
 
On pose donc : 
                               
                               
Avec        et        
 
Les préférences du décideur sont modélisées. En effet,               , et donc 
      . 
On voit que pour       il aurait suffi de prendre n'importe quel chiffre entre 0 et 0.4 
exclus. On voit aussi qu'il serait facile de modéliser n'importe quelle préférence entre a, b, c 
avec cette méthode. On peut cependant arguer que ce cas était extrêmement simple, car les 
scores correspondaient exactement aux situations décrites par les poids. 
 
Prenons alors un exemple plus compliqué :  
Considérons un objet d dont les scores sont : 
          







On peut supposer que notre décideur préférera d à b et c, mais sans doute préférera-t-
il toujours a à d :  
        
 
En fait, on peut considérer que notre objet d est la somme de deux objets fictifs d’, d’’ 
définis par les scores suivants : 
                       
                           
On a donc bien : 
        ( 
 
)                   
        ( 
 
)                     
 
En supposant notre modèle linéaire, le score global de d sera la somme de scores de d’ 
et d’’. Or nous pouvons calculer ces derniers, car ils correspondent à des situations décrites 
par des poids.  
«    » a ses scores égaux sur les deux critères, cela correspond donc à la situation 
représentée par    , au facteur 0.2 près. En supposant la propriété d'homogénéité du 
modèle, on pose donc comme score global : 
 (  )                    
Avec       
Ainsi nous obtenons : 
                  
                       
                               
 





Remarquons que nous obtenons l'ordre de préférence désiré :  
 
                          . 
 
Cette méthode pour calculer le score global n'est en fait rien d'autre que l'intégrale de 
Choquet, et les poids sur les groupes de critères définissent une capacité ou mesure floue.  
  
Dans la suite,           désigne un ensemble de critères. On commencera par 
définir la notion de capacité comme définie par Choquet en 1953 où la notion de capacité 
généralise la notion de vecteur de poids. 
 
Une fonction           est une capacité sur N si               pour tout 
                    
 
 Dans le contexte de l’agrégation,  (S) peut être vu comme le poids ou 
l’importance du sous-ensemble     de critères dans la décision. 
 
« L'intégrale de Choquet (discrète) de              
  par rapport à une 
capacité   sur N est définie par : 
      ∑      (    )   (      ) 
 
   
 
(19) 
où on a une permutation sur N telle que  
            
                 





Par exemple, si on a          , nous avons : 
 
                                     
                                
          
 
Où, rappelons-le,  (S) peut être vu comme le poids ou l’importance du sous-ensemble 
    de critères dans la décision. » [GRA 02] 
On voit ainsi que la capacité de   utilise de manière effective les interactions entre les 
critères. Dans l’exemple précédent on voit en effet que l’on prend en compte le poids du 
singleton       , mais également l’interaction de ce singleton avec un autre, comme 
représenté par                , ou même des interactions de sous-ensembles comme 
                   . On obtient ainsi une capacité prenant en compte toutes les interactions 
de critères ou d’attributs entre eux, mais aussi de groupe de critères ou attributs. 
En tant qu’opérateur d’agrégation, l’intégrale de Choquet satisfait des propriétés 
particulièrement remarquables ( [GRA 97], [MAR 00a]) et a pour cas particulier :  
 La moyenne arithmétique pondérée (capacité additive) 
 Les combinaisons linéaires de statistiques d’ordre (capacité cardinale) 
 Les polynômes laticiels (capacité binaire, qui sont des intégrales de Sugeno définies à 
partir de mesures floues prenant leurs valeurs dans {0, 1}) 
 En particulier, il a été montré dans [GRA 95b] que la fonction OWA n'est rien d'autre 
qu'une intégrale de Choquet par rapport à une mesure floue cardinale, c’est-à-dire 
qui ne dépend que du cardinal des sous-ensembles. 
 
Nous introduisons deux notions qui sont importantes pour une analyse sémantique 
de l’intégrale de Choquet et des opérateurs couverts par celle-ci. Ce sont l’importance 
globale d’un critère et l’interaction entre critères. 
« L’importance globale d’un critère peut se définir par analogie avec la théorie des jeux 
coopératifs, où le joueur tient le rôle du critère. Par définition        traduit l’importance du 
critère  . Cependant, il se pourrait que cette valeur soit presque nulle, et pourtant que chaque 





sensiblement augmentée, ce qui tendrait à vouloir dire que   est un critère important. Cette 
idée se trouve parfaitement capturée par la notion d’indice de Shapley ou valeur de Shapley  
[SHA 53], issue de la théorie des jeux coopératifs. » [GRA 02] 
Cela reflète l’idée de critère inutile lorsqu’il est isolé, mais en groupe il devient utile. 
Cela fait relativement pensée aux brevets inutilisés jusqu’à ce que de nouveaux soient 
déposés, et qu’ils deviennent alors indispensables (cf les brevets sur les nouvelles 
technologies). 
Pour tout critère  , son indice de Shapley est défini par [FOD 94] : 
 
   ∑
              
  
 
 ⊂   
                
(20) 
 « La valeur de Shapley est alors le vecteur [     ]. L’indice de Shapley    calcule la 
contribution moyenne du critère   dans toutes les coalitions, cette moyenne étant pondérée 
par un coefficient tenant compte de la cardinalité de la coalition. 
La valeur de Shapley est caractérisée de façon unique par un ensemble de quatre 
axiomes, parmi lesquels ∑          
 
   , de telle sorte que la somme des degrés 
d’importance soit une constante. 
On peut remarquer que            pour une mesure additive, et que    est constant 
pour une mesure cardinale. » [GRA 02] 
Cette valeur permet de déterminer si une information est utile ou non, et permet ainsi 
de réduire le bruit dans les données. Elle permet également, par exemple, de mesurer 
l’importance d’éléments, comme des conseillers, dont il est difficile d’évaluer l’impact. Cette 
mesure permet ainsi d’effectuer cette mesure. 
« Le second concept important est l’idée d’interaction entre deux critères. On peut en 
effet imaginer les trois situations suivantes, pour deux critères     où leur interaction est 
notée    . 
L’importance de   et   pris ensemble, soit         , est plus grande que la somme des 
importances individuelles              . Dans ce cas, il y a synergie ou complémentarité entre 





         est plus petite que la somme des importances individuelles. Cela signifie qu’il 
y a redondance ou synergie négative entre   et  . 
                       . Dans ce cas, on dit que les critères sont indépendants. » 
[GRA 02] 
Dans le cas d’une synergie, ce concept capture l’idée de l’expression bien connue 
«       ». C’est-à-dire que le résultat de la somme de ce qui est produit par deux 
éléments est supérieur à ce qu’auraient produit ces deux éléments pris individuellement. 
Ainsi on peut connaître des tuples d’éléments, qui lorsqu’ils sont réunis, satisfont 
l’utilisateur. La synergie négative représente ainsi l’inverse et permet de détecter des critères 
que l’utilisateur ne trouve pas intéressant ou pire qu’il n’aime pas. 
 Avec la formule suivante pour l'importance globale pour toutes les coalitions 
possibles, on obtient la définition suivante pour l'indice d'interaction [MUR 93] : 
 
    ∑
              
      
 
 ⊂      
                                    
(21) 
Et en voici la version définie pour un nombre quelconque de critères [GRA 97] : 
 
     ∑
                
          
 ∑                    ⊂  
 ⊂  ⊂   
 
(22) 
 « On a alors           et            . Ceci permet de définir la notion de mesure k-
additive, qui est telle que les indices d’interactions sont nuls pour tout sous-ensemble de plus 
de k éléments. Ainsi, une mesure 1-additive est une mesure additive au sens ordinaire. 
L’expression de l’intégrale de Choquet en fonction des indices de Shapley et 
d’interaction est possible pour les mesures 2-additives (i.e. qui peuvent être définies 





Ce qui correspond, pour l’intégrale de Choquet à considérer uniquement des couples 
de critères ou attributs. Ce qui est suffisant, étant donné que le fonctionnement humain 
habituel correspond la plupart du temps à associer des critères ou attributs par couple. 
L’expression de l’intégrale de Choquet en fonction des indices de Shapley et 
d’interaction est la suivante : 
 
      ∑ (     )    
     
∑ (     )      
     
∑       
 
 
∑     
   
 
 
   
 
(23) 
 « Cette expression montre bien le sens des indices d’interaction dans l’agrégation des 
critères : 
- si l’interaction est positive, l’agrégation est conjonctive (min) ; 
- si l’interaction est négative, l’agrégation est disjonctive (max) ; 
- l’indice de Shapley est la partie linéaire de l’intégrale de 
Choquet. 




Nous avons ainsi détaillé de nombreuses méthodes permettant d’apprendre les 
préférences d’un utilisateur, et cela en prenant ou non en compte les interactions entre les 
critères. Ces méthodes permettent de faire évoluer le profil de l’utilisateur au fil de ses 
utilisations du système mettant en œuvre ces méthodes. Ainsi ces méthodes se démarquent 
des méthodes traditionnelles en Intelligence Artificielle (IA), qui apprennent un profil, ou 
une fonction, qui ne va plus varier.  
Nous avons également détaillé de nombreux opérateurs. Des opérateurs d’agrégation 
et de désagrégation ont été présentés. Et cela dans le cas où l’on ne prend pas en compte les 
interactions entre les critères, et également dans le cas où elles sont prises en compte. 
 Le choix entre ces méthodes et opérateurs se fera en fonction du système dans lequel 
































Conclusion générale de l’état de l’art 
 
Tout au long de ses trois chapitres, de nombreux concepts et méthodes ont été 
présentés.  
Or ces concepts et méthodes ne permettent pas de mettre en œuvre un système pour 
assister dans leurs décisions les utilisateurs permettant d’utiliser dynamiquement un nombre 
variable de critères. 
Elles ne permettent pas non plus d’utiliser des profils évolutifs qui permettent aux 
utilisateurs de changer de préférences à n’importe quel moment et d’ainsi avoir un système 
qui s’ajuste de manière très rapide aux nouvelles préférences. Par exemple, avoir une 
préférence pour un auteur de livre, et le lendemain ne plus aimer cet auteur. Pour cela, il faut 
utiliser des opérateurs de désagrégation particuliers (par exemple, la décomposition additive 
non transitive) et les insérer au sein de méthode permettant ses adaptations. 
De plus, il est également nécessaire de mettre en œuvre un système mettant en 
œuvres les principes précédemment détaillés et avec lesquels on utilise les informations 
issues des interactions entre les critères. Cela afin d’utiliser un maximum d’information 
pertinente pour effectuer des recommandations les plus efficaces.  
 
Nous avons ainsi mis en place un système cohérent, afin de répondre à ces 










































Partie II. Contributions 
 
Les contributions de cette thèse portent tout d’abord sur la définition, la construction 
et l’évolution d’un profil utilisateur en fonction des actions explicites et implicites de 
l’utilisateur. Ce profiling évolutif est mis en œuvre au sein d’un système de recommandation 
utilisable sans base d’apprentissage, de manière synchrone et totalement incrémentale, et qui 
permet aux utilisateurs de changer rapidement de préférences et même d’être incohérents 
(rationalité limitée). Ce système, qui vient en complément d’un système de Recherche 
d’Information, a pour objectif d’établir un ordre total sur une liste d’éléments proposés à 
l’utilisateur, et ce en concordance avec les préférences de l’utilisateur. Des travaux décrivant 
une partie du système détaillé dans cette thèse ont déjà paru dans [MART et al. 12a] et 
[MART et al. 12b].  
Le travail contribue également à la définition de techniques qui permettent 
d’apporter en partie des solutions à des verrous technologiques comme la désagrégation de 
critères et la prise en compte d’un nombre variable de critères dans le processus d’aide à la 
décision interactif, et ce sans définir au préalable de famille cohérente de critères sur laquelle 
est basée la décision. 
Nous allons commencer par détailler le système de profiling et de recommandation 
que nous avons mis en place, puis les méthodes de calcul définies pour effectuer la 
désagrégation de critères dans le cadre où les critères sont indépendants les uns des autres 
(indépendance préférentielle), et enfin les méthodes de désagrégation de critères dans le 
cadre où les critères interagissent les uns avec les autres (synergies négative ou positive). 
 
Chapitre IV.   Modèle de prise en compte de profil (profiling) 
 
IV.1. Contexte et contraintes 
 
Le système que nous présentons est un système de recommandation, dont le but est 
d’assister l’utilisateur dans ses choix en fonction de ses préférences, que nous apprenons et 
faisons évoluer au fur et à mesure que l’utilisateur utilise notre système. Nous ne nous 
limitons pas à sélectionner LA solution qui satisfera le plus l’utilisateur. En effet, « La 





recommandations de nature plus variée que le seul choix d’une et d’une seule action » [ROY 
85], c’est pour cela que nous proposons une liste de solutions triées à l’utilisateur.  
Le système que nous mettons en place vient en complément d’un système de 
recherche d’informations. En effet, comme annoté au chapitre I.2, le filtrage d'information, 
dont font partie les systèmes de recommandation, est un processus dual de la recherche 
d'informations. Ainsi le but de notre système est d’ordonner les solutions qui sont proposées 
à l’utilisateur, cette liste de solutions étant fournie par un système de Recherche 
d’Information. Cela afin de correspondre le mieux possible (être le plus proche possible) à 
l’ordre idéal de ces solutions, celui-ci dépendant des préférences de l’utilisateur. 
Plusieurs contraintes ont été définies. En effet, le système sera utilisé par des 
utilisateurs divers, et dont on ne sait rien. En effet, nous ne disposons pas de base 
d’informations au préalable sur l’utilisateur et donc on ne peut pas utiliser d’algorithmes 
utilisant une base d’apprentissage. De plus, les utilisateurs ont la possibilité de changer de 
préférences, et même de ne pas toujours être rationnels (la rationalité limitée). 
Une autre contrainte vient du fait que les informations récupérées sur les objets 
choisis ou notés par les utilisateurs arrivent de manière séquentielle et en temps réel 
(nécessité d’un système synchrone). Il nous faut donc apprendre le profil de l’utilisateur au 
fur et à mesure que les données sont collectées. Il est nécessaire d’apprendre en continu, car 
aucun apprentissage différé n’est réalisé.  
Nous voulons que le système puisse être utilisé sans nécessiter de grosses 
infrastructures, ainsi, les temps de calcul doivent être acceptables, ce qui implique de ne pas 
utiliser des calculs trop lourds. C’est-à-dire, que les temps de calcul doivent permettre au 
système une utilisation en temps réel, sans temps d’attente perceptible pour l’utilisateur (par 
exemple :                            ). Ainsi, des techniques comme celles mises en 
œuvres dans les systèmes de recommandation collaborative de type « user-centric » ou « 
memory-based » ne peuvent pas être utilisées. En effet, cette méthode est maintenue en 
permanence en mémoire dans le serveur et utilisée directement pour générer des 
recommandations à l’utilisateur. Cette approche memory-based est théoriquement plus 
précise, cela étant dú à sa capacité d’avoir en permanence et en temps réel à sa disposition, 
toutes les données pour générer les recommandations. Cependant, elle souffre de problèmes 
pour des bases de données de millions d’utilisateurs et de millions de contenus. En effet, 
souvent, les plates-formes sur lesquelles sont utilisés les filtres collaboratifs ont des millions 
d’utilisateurs, de produits et contenus. Cela demande donc beaucoup de puissance de calcul 
pour pouvoir proposer des suggestions aux utilisateurs. Ce problème est connu sous le nom 





Cependant, dans une approche « item-centric » ou « model-based » (recommandation 
par contenu), les données sont préalablement traitées hors-ligne (matrice item-item), ou lors 
de l’exécution de l’application ou service web, le profil de l’utilisateur sera directement 
utilisé pour effectuer les recommandations. L’approche model-based permet donc d’éviter le 
problème de scalability. 
Le système doit avoir la capacité de pouvoir être utilisé avec n’importe quel type 
d’objets (tels que des livres, des cartes, des maisons, etc.). On ne peut donc pas utiliser les 
approches déjà mises au point, liées par exemple à la récurrence d’un mot dans un texte. De 
plus, les fonctions de décision de type « seuil » que l’on trouve dans la plupart des systèmes 
de filtrage d’informations et qui consistent, d'une façon générale, à mesurer une similitude 
entre un élément et un profil (si le score obtenu est supérieur à un seuil défini, alors ce 
document est sélectionné et sinon il est rejeté), ne peuvent être mises en œuvre étant donné 
que l’on ne filtre pas les solutions. 
 
IV.2. Modèle proposé 
 
Le modèle que nous présentons ici est un système de recommandation basé sur le 
contenu, celui-ci met en œuvre un système de profils multicritère évolutif de l’utilisateur, 
cela à travers une exploitation des données obtenues par les actions que l’utilisateur réalise 
lors de ses interactions avec le système. Il vient en complément de systèmes de Recherche 
d’Information, comme celui de Google [BRI 98], que nous ne détaillerons pas, cela n’étant 
pas l’objectif de nos travaux.  
Dans le modèle mis en place, les actions de l’utilisateur permettent d’obtenir des 
données explicites et implicites qui sont utilisées lors de la mise en œuvre de méthodes 
d’apprentissage et de désagrégation afin d’effectuer des recommandations à l’utilisateur en 
fonction de son profil. Cette recommandation prend la forme d’un tri (ranking) des solutions 
proposées à l’utilisateur, grâce à l’utilisation d’une méthode de calcul de score (scoring), 
permettant d’obtenir un score global. Ce score est calculé, pour la solution évaluée, à partir 
des caractéristiques des solutions proposées et en fonction du profil de l’utilisateur. 
 
Nous commencerons par définir le contexte global dans lequel se situe notre système, 






IV.2.A. Système de Recommandation 
 
Nous souhaitons que les profils des utilisateurs puissent être les plus précis possible, 
afin de refléter au mieux leurs préférences. Cela conduit à des profils uniques pour chaque 
utilisateur. On ne peut donc pas utiliser des solutions employant des profils génériques, dans 
lesquels on classe l’utilisateur afin de lui recommander les éléments associés à ces profils 
(méthode des centroïdes [SOB 06]), puisque les profils des utilisateurs vont naturellement 
être très précis. En effet, plus les profils seront précis et plus ils seront distants les uns des 
autres, ainsi que distants de la même manière des centroïdes. 
 De plus, nous voulons également que le système puisse être utilisé directement, sans 
utiliser une grande collection de données des actions d’autres utilisateurs, afin d’avoir un 
système rapidement utilisable et efficace. On ne dispose pas de base d’apprentissage afin 
d’initialiser le système. Or les systèmes de recommandation basés sur les actions des autres 
utilisateurs présentent le besoin de nombreuses informations disponibles à l’initialisation 
afin de pouvoir être efficaces (cold start) et posent également des problèmes de scalability. Qui 
plus est, les systèmes de recommandation collaborative présentent des problèmes dits de 
« rareté » (Sparsity). En effet, le nombre de produits ou contenus est énorme sur certaines 
plates-formes, et même les utilisateurs les plus actifs n’auront noté ou valorisé qu’un tout 
petit sous-ensemble de toute la base de données. Donc, même l’article le plus populaire 
n’aura que très peu de bonnes notes. Dans une telle situation, deux utilisateurs auront peu 
d’articles valorisés en commun, ce qui rend plus difficile la tâche de corrélation. C’est une 
situation qu’on retrouve lorsque le système dispose d’un ratio élevé de contenu par rapport 
aux utilisateurs, et qu’on retrouve aussi souvent au stade initial du lancement du service de 
recommandation, ce qui nous ramène au problème de cold start (qui peut être vu comme un 
cas spécial du problème de rareté). Nous ne pouvons donc pas utiliser de système se basant 
sur des techniques de recommandation collaborative, et ainsi, les méthodes hybrides 
utilisant la recommandation collaborative ne sont pas non plus utilisables. 
Pour ce qui est des systèmes comme les systèmes recommandation démographiques, 
ils ne sont pas adaptés à notre problématique, car nous n’utilisons pas de données liées à des 
catégories démographiques. Nous ne pouvons pas non plus utiliser de système de 
recommandation basé sur une valeur d’utilité, car nous ne calculons pas et ne stockons pas 
de valeur d’utilité globale pour l’utilisateur, mais utilisons le profil évolutif de l’utilisateur. 
Et enfin, nous ne pouvons pas utiliser de système de recommandation basé sur l’exploitation 
de connaissance, car les utilisateurs ont la possibilité de changer de préférences, et même de 





possibilité d’ajustement ne peut donc être effectuée, on peut cependant remarquer que cela 
pourrait être possible à un meta-niveau. 
Le modèle que nous mettons en œuvre utilise donc une approche sur le contenu 
(Recommandation Objet). En effet, cette approche ne souffre pas des problèmes décrits 
précédemment, cependant cette approche est caractérisée par un défaut important, qui est : 
la quantité, la justesse et la précision des données disponible décrivant les éléments. Afin de 
résoudre ce problème, la quantité d’informations disponible, décrivant les caractéristiques 
des objets, a été augmentée en utilisant plusieurs sources de données. 
De plus, on remarquera que nous nous différencions des systèmes de 
recommandations mis en place, par exemple, comme Google Books (books.google.fr) ou 
Amazon (amazon.fr, qui favorise la recherche et le référencement de titres, la vente 
d’exemplaire), d’une part par le choix de n’utiliser uniquement que l’approche par le 
contenu (pas de système hybride), mais également, car nous proposons des 
recommandations plus personnelles, qui vont plus en profondeur dans les caractéristiques 
des objets proposés afin de mieux satisfaire l’utilisateur. Si on considère Google Books, pour 
l'instant, le moteur fonctionne pour un utilisateur moyen. Or tous les utilisateurs n'ont pas le 
même profil de recherche : certaines requêtes vont être plutôt basées sur les contenus (lors de 
la recherche d'un thème ou d'un sujet d'information), d'autres cherchent précisément des 
titres ou des auteurs. Et ces deux profils de recherche n'attendent pas les mêmes résultats 
d'une requête. Parfois, les utilisateurs sont à la recherche d'un aperçu. Parfois, ils sont à la 
recherche d'informations sur cet ouvrage. Parfois encore, ils veulent acheter un exemplaire 
de ce livre. Le nouvel algorithme mis en place va plutôt aider ceux qui cherchent 
spécifiquement un titre plutôt que les autres. Finalement, comme le moteur de 
recommandation d'Amazon, bridé pour satisfaire des nécessités marketing, Google Books est 
optimisé dans un certain but, avec une certaine vision de ce que nous devons y chercher et y 
trouver. Les ingénieurs qui manipulent l'algorithme de Google Books ont visiblement décidé 
de favoriser la recherche et le référencement de titres, la vente d'exemplaire... Notre 
proposition se démarque ici, car notre but est précisément d’effectuer la recherche dans 
l'ensemble du corpus et la mise en perspective de mots clefs. 
Afin de mieux prendre en compte les préférences des utilisateurs, et pour mieux les 
assister, nous utilisons un système utilisant des concepts issus des domaines du Multicritère 
et du Multiattribut. Cela nous permet d’avoir une meilleure gestion et prise en compte des 







IV.2.B. Profils utilisateurs 
 
Les utilisateurs possèdent plusieurs profils, en fonction de leur localisation (profil à la 
maison, au travail par exemple), et également par thématique (Livres, Films, etc.). Suivant le 
contexte d’utilisation de notre système, l’utilisateur peut se voir demander quel profil il faut 
utiliser. En effet, s’il se trouve sur une plateforme n’utilisant qu’un seul type de profil, on ne 
demandera pas à l’utilisateur quel profil utiliser, mais dans le cas contraire, nous lui 
demandons explicitement quel profil utilisé. Le fait de déterminer le profil à utiliser de 
manière automatique représente une perspective que nous n’avons pas encore explorée. 
Ainsi, pour la suite, on ne travaille qu’avec un seul profil à la fois, c’est pour cela que l’on ne 
parle plus que de profil de l’utilisateur et non des profils de l’utilisateur. 
Le profil de l’utilisateur est de type multicritère, afin de pouvoir correspondre au 
maximum à ses préférences, on utilise uniquement les données liées au domaine d’intérêt, et 
ce afin de pouvoir définir précisément les préférences de l’utilisateur pour l’aider dans ces 
décisions. En effet, nous ne prenons pas en compte les données personnelles pour des raisons 
de respect de sa vie privée. L’utilisateur ne contrôlant pas la source de l’information lorsqu’il 
utilise un système de recommandation, des domaines tels que la préférence de livraison, la 
sécurité ou encore la qualité, ces données ne sont pas employées dans les profils des 
utilisateurs. 
Le principe de mettre en place une ontologie personnelle est très tentant, car ainsi on 
dispose d’un profil très précis et très personnel vis-à-vis de l’utilisateur. Cependant, cela 
oblige l’utilisateur à un très grand investissement afin de la construire. Or nous ne 
souhaitons pas cela, car nous voulons éviter au maximum à l’utilisateur d’avoir à donner 
explicitement des informations, afin que le système soit plus facile à utiliser. C’est pourquoi 
nous utilisons des vecteurs d’attributs pondérés décrits de la manière suivante : 
Définition d’un vecteur d’attributs pondérés :  
Soit   un vecteur d’attributs pondérés décrivant un profil utilisateur, ce vecteur est décrit par 
un ensemble d’attributs           composant V et également un score    de l’attribut    avec 
        et           
                    avec              avec     un terme    de V et un score    
Exemple : 
                                                      





On remarquera que l’on utilise ici des scores et non des poids, et que les scores pour 
un même attribut peuvent varier entre 2 profils. Ainsi, pour chaque profil, la somme des 
scores n’est pas égale à 0, on ne normalise pas. L’utilisation de score permet en effet une plus 
grande amplitude dans les écarts des préférences des utilisateurs et permet une plus grande 
réactivité aux changements de préférences des utilisateurs. 
Cette formulation est équivalente à celle donnée au chapitre I.1.B de vecteur de terme 
pondéré, mais permet d’avoir une meilleure visualisation du vecteur et d’utiliser des scores à 
la place d’une pondération. 
Les assistants personnels sont une extension naturelle des systèmes de 
recommandations, ces systèmes utilisant un ou plusieurs profils. Notre système se rapproche 
de ces assistants, à la différence près que, contrairement à la plupart des assistants 
personnels, nous ne possédons pas de base d’apprentissage. 
Les profils sont donc constitués de termes valués en fonction des actions et réponses 
de l’utilisateur sur les éléments qui lui sont présentés. Des méthodes (décrites plus loin), 
viennent mettre à jour de manière automatique ces valeurs contenues dans les profils de 
l’utilisateur. 
On ne propose pas à l’utilisateur de gérer lui-même ses préférences. « Afin de 
pouvoir exprimer ses préférences, l’utilisateur doit être capable de comprendre la 
signification de chaque facteur et des métriques utilisées pour l’évaluer. » [BOUZ et al. 07]. 
En effet, il arrive fréquemment que les utilisateurs définissent des préférences et que par la 
suite, leurs actions démontrent le contraire. Ainsi, c’est uniquement le système que nous 
proposons qui se charge de la répartition de l’importance de chaque critère du profil de 
l’utilisateur. Nous acceptons l’idée qu’un utilisateur puisse changer d’avis ou bien soit 
incohérent. 
On remarque qu’il serait également intéressant d’utiliser les données issues d’un 
profil dans un autre. Par exemple, on pourrait utiliser des données d’un profil sur des livres 
au sein d’un profil sur des films. En effet, ces deux profils partagent des données comme les 
genres/styles que l’utilisateur aime. Cependant, étant donné que les critères/attributs utilisés 
dans chaque profil varient et ne respectent pas une forme précise, il faudrait mettre en place 
de manière manuelle des transferts d’informations entre les profils. Cela représente une 
autre perspective que nous n’avons pas encore explorée. 
Dans le système que nous mettons en place, la valeur des critères au sein des profils 
utilisateurs ne fait que croître, et ce sans borne supérieure. C’est un choix volontaire, car 
nous ne partons pas du principe où il faut diminuer la valeur d’un critère lorsqu’il est peu 





que les données fournies explicitement ou indirectement par l’utilisateur, et ne faisons pas 
d’inférences à partir de ses données. Ainsi si l’utilisateur n’a pas donné d’informations à 
propos d’un critère, alors nous ne faisons pas évoluer la valeur de ce critère dans le profil de 
l’utilisateur. De même, comme dit précédemment, les utilisateurs sont habitués à des échelles 
de notes positives, c’est pourquoi, afin d’être cohérents, nous utilisons des échelles de notes 
positives. 
 
Nous pouvons ainsi construire des profils adaptés et nous en servir au sein de notre 
système de recommandation afin d’effectuer des suggestions à l’utilisateur. Cette 
recommandation intervient dans le cadre d’un filtrage d’informations. 
 
IV.2.C. Filtrage d’information 
 
Lors d’une opération de filtrage d’informations, de nombreux modèles de filtrage 
ont recours à une collection d’entraînement qui impose à l’utilisateur une phase initiale 
de travail. Ceci pose une première limite, car dans une situation courante de 
recherche/filtrage incrémental d’information, nous ne disposons d’aucune connaissance 
sur les informations à rechercher/filtrer.  
« De plus, la plupart des méthodes d’apprentissage de profils se basant sur des 
échantillons de documents sont dépendantes de la taille de l’échantillon. Il a été montré 
notamment dans les travaux de Zhang [ZHAN 04] que les méthodes basées sur la 
régression logistique sont plutôt performantes lorsque le nombre de documents de 
l’échantillon est conséquent. » [TEB 04] 
Pour pallier à ces deux inconvénients, et résoudre les contraintes définies 
précédemment, nous proposons une méthode d’apprentissage purement incrémentale, avec 
une approche basée sur le contenu, qui ne nécessite aucune connaissance sur l’utilisateur, au 
démarrage du processus de filtrage. Cet apprentissage utilise des données (critères valués), 
issues d’une méthode que nous proposons afin de réaliser la désagrégation des informations 
des objets présentés à l’utilisateur et sur lesquels l’utilisateur a effectué une action (mettre 
une note, ou sélectionner un élément). Le système d’aide à la décision mis en œuvre est 
interactif, ainsi les données du profil sont mises à jour au fur et à mesure que le système 
reçoit des informations (implicites ou explicites), extraites des actions de l’utilisateur. Ce 





long du processus, comparativement aux méthodes basées sur Rocchio [ROC 71] ou sur la 
régression logistique. 
Pour le choix du moment auquel mettre le système à jour, la solution retenue est celle 
de la solution synchrone. En effet, nous voulons que le système se mette à jour à chaque objet 
reçu (informations déduites d'une action implicite ou explicite de l'utilisateur). C'est-à-dire 
de manière adaptative et incrémentale. Les valeurs des critères sont déduites à partir des 
objets rencontrés cumulés dans le temps. 
On remarquera que nous n’utilisons pas de méthode permettant de construire une 
matrice de corrélation des objets entre eux, pour, par exemple, recommander un objet proche 
de ceux que l’utilisateur a aimés. En effet, nous avons mis en œuvre une méthode de scoring 
qui rend inutile la construction d’une telle matrice. Cette méthode de scoring permet 
d’obtenir directement un score de pertinence pour l’utilisateur en examinant les 
caractéristiques des éléments, et nous permet ainsi d’éviter un coút de calcul important en 
définissant la matrice de corrélation et en la maintenant à jour. 
Les objets rencontrés par l’utilisateur, sur lesquels l’utilisateur doit réaliser une 
action, sont utilisés dans le cadre de diverses méthodes afin d’en extraire des données, qui 
sont utilisées afin d’apprendre les préférences de l’utilisateur. 
 
IV.2.D. Apprentissage des préférences 
 
Parmi les principales méthodes pour réaliser de l'apprentissage de préférences, nous 
disposons des réseaux de neurones [FRA 96] et de l'apprentissage symbolique automatique 
(par exemple via un système d'apprentissage par renforcement). 
Or l’inconvénient majeur des réseaux de neurones est lié à leur aspect « boîte noire », 
car la fonction mathématique représentée par le réseau de neurones devient vite trop 
complexe pour l’analyser et la comprendre directement.  
Des raisons sont exposées par [SLO 94] pour utiliser une approche par apprentissage 
symbolique automatique plutôt qu’une approche neuronale. En effet l’apprentissage 
symbolique automatique est souvent mieux adapté aux problèmes de classification qu’un 
apprentissage numérique. C’est le cas par exemple dans [WEI 91], où des méthodes 
d’apprentissage symbolique automatique sont comparées avec le type de réseaux de 
neurones actuellement le plus utilisé, celui de rétro-propagation [RUM 86]. Les performances 





que le réseau de rétro-propagation n’est pas toujours le réseau neuronal le plus adapté aux 
problèmes de classification simples. Ses capacités de régression non linéaire deviennent 
souvent utiles uniquement pour des problèmes assez complexes. Les résultats obtenus 
dépendent également beaucoup de la nature même des variables de paramétrage utilisées au 
sein du réseau. 
Il existe d'autres méthodes, notamment des algorithmes génétiques (en anglais : 
genetic algorithms) [HOLL 75], [DE JONG 75] et des méthodes de raisonnement à base de 
cas (en anglais : case-based learning) [KOL 87], ainsi que des réseaux Bayésiens [DAN 07]. 
Néanmoins l’utilité de ces méthodes pour notre problématique ne semble pas évidente. Les 
algorithmes génétiques permettent avant tout de faire de l’optimisation [GRE, 85, 87]. Le 
raisonnement à base de cas souffre des mêmes difficultés à traiter des valeurs quantitatives 
que les bases de règles et peut poser des problèmes de construction. Les réseaux Bayésiens 
sont utilisables, mais les préférences d’un utilisateur sont souvent floues et leur traduction en 
un modèle probabiliste numérique est très difficile. 
La méthode qui nous intéresse le plus est celle dite par renforcement. En effet 
cette méthode se prête particulièrement bien à la mise à jour de profils. En effet, 
« L'apprentissage par renforcement est une approche informatique de l'apprentissage 
dans laquelle un agent essaie de maximiser le montant total de la récompense qu'il reçoit 
en interagissant avec un environnement complexe et incertain » [SUT 98]. Dans le 
système que nous mettons en œuvre, l’utilisateur (l’agent) va maximiser le total de la 
récompense (la qualité des recommandations qui lui sont faites), par ses interactions. 
Grâce à ces actions itératives, le profil de l’utilisateur va être mis à jour de manière 
synchrone au fil des actions de l’utilisateur, et des données extraites et exploitées de ces 
mêmes actions. De plus, l’apprentissage automatique est souvent combiné avec des 
méthodes d’acquisition de connaissances (les actions itératives dans notre cas), qui facilitent 
l’interaction avec le décideur (voir par exemple dans [SEN 95]). 
 C’est pour cela que nous la mettons en œuvre dans notre système. De plus la mise en 
œuvre d’un apprentissage par renforcement appliquée aux profils utilisateurs a déjà été 
expérimentée avec succès dans le cadre des travaux de recherche de Tmar [BOUG et al. 02], 
[TMA 02]. C’est sur ces travaux que nous nous basons. Cependant, une adaptation de ces 
travaux a été faite afin d’adapter cette méthode à notre but et à notre type de données qui ne 
sont pas des textes, mais des éléments (des objets par exemple). Dans notre système, les 
données utilisées sont diverses, et varient en fonction des éléments et de leur description. De 
plus, à partir des données mises en œuvre, il n'existe pas de méthodes permettant de se 






Dans cette adaptation, nous utilisons l'approche « agréger puis comparer » (AC) 
décrite dans [GRA 02] qui est particulièrement adaptée à notre cas pour effectuer la 
comparaison entre les différentes alternatives. En effet, cette approche est sensée résumer la 
valeur globale d’une alternative et sert de base à la comparaison multicritère des alternatives.  
Mais nous utilisons également une variation de l’approche « comparer puis 
agréger »(CA) [GRA 02] pour comparer des alternatives entre elles, et ensuite agréger des 
données extraites de cette comparaison avec d’autres données. Cette variation a été mise en 
place dans l’algorithme dit « Pairwise » décrit plus loin. 
 
Afin de mieux visualiser le fonctionnement global du système que nous avons mis en 
place, nous définissons l’algorithme général utilisé. 
 
IV.2.E. Algorithme général 
 
La méthode utilisée consiste tout d’abord à construire un vecteur temporaire de 
critères valués à partir des critères composant un objet noté ou choisi par l’utilisateur (ce sont 
les deux actions possibles qui sont à dispositions de l’utilisateur pour faire évoluer son 
profil). Ce profil temporaire est ensuite intégré dans le profil global de l’utilisateur. Ce profil 
global est ensuite utilisé, afin de calculer un score, correspondant aux préférences de 
l’utilisateur, pour chaque objet qui est évalué. Ces scores vont ainsi être utilisés pour 
présenter ces objets à l’utilisateur de manière triée en fonction des scores calculés et de 
manière descendante. 
On remarque que dans le modèle présenté ici, un classement peut toujours être 
obtenu, en effet on ne compare pas les critères entre eux. Il n’y a pas de problème de Pareto 
optimalité, car l’on utilise une méthode d’agrégation liée à la théorie Multiattribut, nous 









Le processus général se décompose ainsi : 
 
Figure 8. Fonctionnement général du système 
 
Comme on le voit sur la Figure 7, lors de l’initialisation, on commence par présenter 
une liste aléatoire d’objets à l’utilisateur s’il n’a pas donné d’informations et l'on commence à 
l’étape où l’utilisateur effectue une action sur un objet. Dans le cas où l’utilisateur a fourni 
des informations sur ses préférences, on suit le processus et l'on arrive à l’étape où 
l’utilisateur effectue une action sur un objet. 
1) L'utilisateur commence par faire une action sur un objet d’une liste d’objets 
qu’on lui soumet. En effet, s'il connaît déjà un objet dans la liste, il va donner 
une note à cet objet, ce qui revient pour nous à donner ses préférences. Sinon, 
s’il ne connaît aucun objet dans la liste, il regarde les caractéristiques des 
objets et choisit celui qu'il préfère. L'action de choisir est moins forte que 
l'action de noter. En effet, l'action de choisir est basée uniquement sur la 
description de l'objet alors que l'action de noter est basée sur la connaissance 
et l'expérience de l'utilisateur. Ainsi l’impact de noter, dans la mise à jour du 
profil, sera plus grand que celui de choisir. Dans le cas de la note, cela 
correspond à des données explicites, et dans le cas du choix, il s’agit de 





interprétées, sont plus sûres que celles implicites, et donc leur impact est plus 
important. 
2) À partir de son choix, un calcul en fonction de la note (algorithme n°1) ou un 
calcul de type Pairwise (algorithme n°2) est lancé dans le but de désagréger 
les performances de l’objet. 
3) Avec ces données obtenues, le système va mettre à jour le profil de 
l’utilisateur. 
4) Le système va effectuer un calcul de score pour chaque objet disponible (toute 
la base de données, ou une sous-partie), basé sur le profil de l’utilisateur. 
5) On trie les objets en fonction de ces nouveaux scores. 
6) On présente cette nouvelle liste à l’utilisateur et on recommence à l’étape 1. 
On remarquera que cette liste est limitée à 10 éléments, en effet la majorité des 
utilisateurs ne vont pas regarder les éléments au-delà du 10ème [INS 09]. 
En effet, tout l’enjeu ici est de définir le poids de chaque attribut dans le profil de 
l’utilisateur, de façon à ce que lorsque l’on calcule le score des objets, en fonction de son 
profil, on obtienne un ordre d’objets qui corresponde aux préférences de l’utilisateur. 
Le système est interactif, en effet on alterne les phases où l’utilisateur fournit des 
informations (de manière implicite ou explicite), et les phases où l’on utilise ces données afin 
de faire de nouvelles recommandations à l’utilisateur. 
Voici un exemple d’utilisation de la plateforme en ligne (mobifiz.fr) encore au stade de 
bêta où l’on a mis en place le système décrit dans cette thèse. Cela permet de mieux 
appréhender le travail effectué dans cette thèse et l’interactivité avec l’utilisateur. En effet, on 
peut y voir des notes fournies par l’utilisateur (Appréciation) et les recommandations faites 
après que l’utilisateur ait joué à un quiz (des données implicites ont été fournies lors de son 
choix de quiz). L’interactivité s’expose entre les phases ou le système propose des 
recommandations sous forme de liste de quiz trié, et entre les phases où l’utilisateur 
sélectionne, note et joue à un quiz. 
On propose à l’utilisateur une liste de quiz qui correspondent à ses préférences, ici 
dans le domaine du sport. Les quiz en rouge correspondent aux quiz auxquels l’utilisateur a 
déjà joué. On constate qu’à ce moment-là, l’utilisateur aime les quiz sur le cyclisme, et 






Figure 9. Exemple d’interface en utilisation réelle avec Mobifiz 
 
Un utilisateur sélectionne un quiz en athlétisme dans la liste de quiz (Figure 9). 
L’utilisateur a effectué les actions de sélectionner et de jouer à un quiz sur l’athlétisme. Notre 
système a pris en compte ces informations et a mis à jour le profil de l’utilisateur. Le système 
a par la suite effectué un nouveau tri des quiz disponible pour l’utilisateur. Voici la nouvelle 
liste affichée : 
 






Sur la figure 10, on constate aisément qu’il y a de nombreux quiz qui concernent 
l’athlétisme dans les premiers résultats affichés. Ainsi on peut constater l’efficacité et l’utilité 




Le système proposé met ainsi en œuvre diverses techniques, où leur utilisation est 
justifiée par rapport aux contraintes qui ont été définies à savoir, un système évolutif, 
multicritère/multiattribut, totalement incrémental (synchrone), qui n’utilise pas de base de 
données a priori, et où les utilisateurs peuvent changer de préférences. 
Le système proposé permet ainsi d’apporter une solution à chaque contrainte qui a 
été formulée et permet de fournir aux utilisateurs une assistance à leurs prises de décision, et 
ce en fonction de leurs préférences. 
Une perspective à notre travail serait d’utiliser les scores présents dans les profils des 
utilisateurs afin de déterminer quels sont les vrais critères, quasi-critère et pseudo-critère. 
Cela permettant ainsi d’offrir une visualisation des préférences de l’utilisateur. 
Cependant, les méthodes de désagrégation actuellement présentes ne conviennent 
pas. En effet, seule la méthode de décomposition additive non transitive pourrait convenir à 
notre situation, où, en raison de la rationalité limitée de l’utilisateur, nous nous trouvons 
dans un cas non transitif. Cependant, le nombre de solutions possibles est très important, et 
nous ne pouvons pas faire comme dans TMA 02 [TMA 02] ; c’est-à-dire, mettre en place des 
équations pour déterminer une solution en utilisant tous les précédents éléments et les 
satisfaire, ainsi que l’élément courant. Nous devons utiliser une autre méthode. C’est pour 
cela que nous avons développé deux méthodes pour effectuer la désagrégation de 











Chapitre V. Méthodes de calcul 
 
Afin de mettre en œuvre notre système, plusieurs méthodes de calculs sont 
développées. Ces méthodes peuvent être des méthodes classiques comme celle utilisée pour 
calculer un score, ou peuvent avoir été définies par nos soins comme les méthodes de 
désagrégation 1 et 2. En effet étant donné les caractéristiques du système que nous mettons 
en œuvre, il a été nécessaire de définir d’autres méthodes pour effectuer des opérations de 
désagrégation. 
 
Mais commençons par le début, à savoir l’initialisation du système. 
 
V.1. Initialisation du système 
 
Lors de la création de leur profil, dans certains cas on demande aux utilisateurs de 
fournir quelques informations à propos de leurs préférences afin de pouvoir initialiser leur 
profil. Grâce à cette initialisation, on va pouvoir effectuer le tri initial. Dans le cas où l'on ne 
demande pas d’informations à l’utilisateur (investissement moindre de l’utilisateur), le tri 
initial se fait de manière aléatoire. 
 
V.1.A. Initialisation sans informations de l’utilisateur 
 
Le système que nous proposons permet de se passer d’une phase d’initialisation du 
profil de l’utilisateur afin de correspondre complètement à un système incrémental. 
Dans ce cas-là, on initialise comme ceci : 
        
(24) 
-       correspond au score du critère i lors de l’initialisation (t=0)  
Ainsi on peut utiliser le système sans que l’utilisateur ne donne aucune information 





que l’utilisateur n’ait à intervenir pour expliciter directement ses préférences lors de 
l’initialisation de son profil. Lors de la première, et uniquement la première, interaction de 
l’utilisateur avec la plateforme, les éléments qui lui seront présentés le seront dans un ordre 
aléatoire. 
 
V.1.B. Initialisation avec des informations de l’utilisateur 
 
Dans le cas où l'on a la possibilité de demander, lors de son inscription, à l’utilisateur 
des informations sur ses préférences, on utilise un formulaire que l’utilisateur peut remplir 
de manière plus ou moins complète selon son envie (au minimum un critère), afin 
d’initialiser son profil. 
L’utilisateur pourra entrer des préférences et mettre une note à ses préférences afin 
que son profil puisse être initialisé. Il peut être intéressant de placer un multiplicateur global 
par rapport à des poids présents uniquement à la création du profil. Cela permet à 
l’utilisateur de donner une préférence à la fois sur un critère très précis, comme pour un film, 
le genre du film comme « Aventure », ou une échelle de prix comme « 5€-10€ », ou dans le 
cas du poids, donner une préférence vis-à-vis du prix en général par rapport au genre. 
Pour initialiser le profil de l’utilisateur, on définit de manière fixe plusieurs groupes 
de critères auxquels on associe pour chacun un poids   , et on utilise le calcul suivant : 
      
     
∑   
 
   
 
(25) 
-    correspond au score du ième critère,            et             
-    correspond au poids associé au jème groupe avec m ≥ 1, m   N et j   [1, …, m], et 
∑   
 
      
- L correspond au nombre de critères 
-       correspond au score du critère i à t=0 
Voici un exemple : 
Soit un film défini par 3 critères, les critères 1 (action) et 2 (aventure) appartenant au 
groupe A (style) possédant un poids de 0.7, et le critère 3 (prix d’achat de 5€-10€) 





L’utilisateur définit le score des critères sur une échelle allant de 0 à 5. Les critères se 
voient respectivement attribuer les scores suivant : 2, 4, 5. 
En appliquant la formule, on obtient : 
 
           
     
  
       
             
     
  
      
                           
     
  
       
 
Cependant, ce type d’initialisation est très peu utilisé, car dans la plupart des cas on 
souhaite ne pas demander explicitement ses préférences à l’utilisateur. Ainsi pour la suite, on 
considère que le profil de l’utilisateur est initialisé avec la première méthode (sans 
informations) 
Nous cherchons dans notre système à ordonner des objets en fonction du profil de 
l’utilisateur en sortie du processus, c’est pourquoi il nous faut une méthode afin de pouvoir 
ordonner les différentes solutions présentées à l’utilisateur en fonction de son profil. 
 
V.2. Ordonner les éléments 
 
Afin de pouvoir construire un ordre entre les éléments présentés à l’utilisateur, nous 
avons le choix entre deux méthodes. Premièrement, une méthode de calcul de score global 
représentant l’intérêt global de l’utilisateur pour un élément donné et une seconde méthode, 
basée sur l’utilisation d’un prédicat binaire. 
La méthode utilisant un prédicat binaire peut poser des problèmes. En effet lors de la 
comparaison de deux éléments, des problèmes d’incomparabilités apparaissent. Lorsque l’on 
compare les critères entre eux, certains critères peuvent être considérés comme étant 
incomparables les uns avec les autres. 
De plus, ce que l'on cherche à faire ici est plus lié à du tri (ranking) qu'à de la 





ordonnée en fonction de son profil. C'est pourquoi nous utilisons un calcul de score (on 
utilise les principes de la théorie Multiattribut), cela nous permet d'avoir une estimation du 
degré de préférence d'une alternative par rapport à une autre, ce que ne permet pas la 
méthode du prédicat binaire. 
 
V.3. Calcul du score 
 
Pour chaque objet on calcule un degré de similarité par rapport au profil, afin de 
déterminer à quel point cet objet plait à l’utilisateur, et ce d’après son profil. Ce score est 
utilisé pour sélectionner des objets lors de la recherche d’informations, trier la liste des objets 
que l’on présente à l’utilisateur (ordre de préférence décroissant).  
Étant utilisé dans le cas d’un apprentissage par renforcement il est naturel que l’on 
utilise une fonction de type somme, car l’algorithme par renforcement utilise le principe de 
l’utilité. 
On calcule le score de l’objet de la façon suivante : 
 
                         
∑      
                                   
   
                                 
 
(26) 
-       correspond au score du critère i au moment t dans le profil de 
l’utilisateur avec         
On remarquera que le score de l’élément est ainsi une somme du score de chacun des 
critères le composant. Pour chaque critère, son score est défini en fonction de l’importance 
du critère vis-à-vis du profil de l’utilisateur. Afin de ne pas privilégier les éléments composés 
de nombreux critères, on divise cette somme par le nombre de critères composant l’élément. 
Cette méthode permet de se passer d’une matrice de corrélation des objets entre eux 
et de sa maintenance, ce qui représente un gain important en coût de calcul.  
Elle permet également de proposer de manière plus directe, des objets possédant des 






Par exemple : 
Voici 2 livres aimés par l’utilisateur dans leur ordre de préférence. 
Livre 1 = {Science, Informatique} 
Livre 2 = {Poésie, Littérature} 
 Et voici d’autres livres disponibles : 
Livre 3 = {Science, Informatique, JAVA, C++} 
Livre 4 = {Poésie, Littérature, Romantisme} 
Livre 5 = {Science, Poésie} 
Un système de matrice de corrélation ordonnerait les livres à l’utilisateur comme ceci 
: {Livre 3, Livre 4, Livre 5}. 
Car ce système de matrice de corrélation aurait proposé le livre étant le plus corrélé 
avec le livre préféré par l’utilisateur (livre 1) et ensuite le livre étant le plus corrélé avec le 
livre 2. L’utilisation directe de la matrice n’aurait pas placé en première position le livre 5, 
qui pourtant regroupe des critères que l’utilisateur aime, mais qui sont présents de manières 
séparées dans les livres précédemment aimés par l’utilisateur. Le système de scoring que 
nous avons mis en place permet de mieux prendre en compte ce genre de cas. 
 
Par ailleurs, afin de réaliser la désagrégation des éléments dans le but de mettre à jour 
le profil de l’utilisateur, nous avons mis au point deux méthodes. 
Le but principal de ces deux méthodes consiste à déterminer la valeur de    .     
correspondant à un score calculé pour le critère   à partir de l’objet courant (sélectionné ou 
noté). Et cela, afin de faire varier la valeur de   dans le profil de l’utilisateur, et d’avoir un 
profil le plus représentatif des préférences de l’utilisateur. 
 En effet, l’idée principale étant de désagréger le mieux possible les données dont 








V.4.  Algorithme n°1 : Désagrégation à partir d’une note 
 
Dans cette méthode, l'utilisateur fournit une note sur un objet. Cette donnée est 
considérée comme étant explicite, puisque fournie directement par l’utilisateur. 
La note donnée par l’utilisateur est fonction de l’échelle mise en place, mais le 
minimum de cette échelle est toujours supérieur ou égal à 0. Ceci afin que les utilisateurs ne 
puissent pas donner de notes punitives. En effet, le système que l’on a mis en place se 
propose de ne faire que croître la valeur des critères contenus dans le profil de l’utilisateur. 
Dans l’absolu, le fait de ne mettre que des notes positives est équivalent au fait de mettre des 
notes négatives, car pour comparer deux critères entre eux, la différence entre les valeurs de 
chaque critère est toujours employée. De plus, les utilisateurs sont habitués à n’utiliser que 
des échelles de notes positives (systèmes des étoiles), c’est pourquoi nous n’utilisons que des 
notes supérieures ou égales à 0. 
Un calcul de répartition des scores est effectué pour chaque attribut se basant sur la 
note fournie par l’utilisateur, et nous intégrons le vecteur de critères calculé résultant au 
profil de l'utilisateur. 
Calcul de désagrégation en fonction de la note : 
 
    
    
                               
 
(27) 
-     correspond au score calculé pour le critère i à partir de l’objet courant 
 
Bien que cette représentation puisse être considérée comme naïve, elle nous permet 
d’utiliser ce système avec n’importe quel type d’objet. Pour ce faire, nous définissons le type 
de l’objet comme inconnu. Ainsi nous ne privilégions pas un critère par rapport à un autre, et 
dans notre représentation, tous les critères de l’objet ont un score équivalent. 
Avec ces scores calculés, nous mettons à jour le profil de l'utilisateur. 






                                 
(28) 
-         correspond au score du critère i au temps t+1 avec         
On utilise une fonction logarithmique afin de réduire l’impact des valeurs élevées. Un 
coefficient de 0.1 est utilisé afin de contrôler l’impact de la nouvelle donnée sur le système 
(obtenu par expérimentations dans [TMA 02], [BOUG et al. 04]). On rajoute 1 afin d’éviter les 
valeurs négatives obtenue avec le logarithme. 
Afin de comprendre l’intérêt d’utiliser cette formule, nous effectuons la 
démonstration suivante : 
                                 
                               
                     
Avec    , la variation de la valeur du critère   dans le profil de l’utilisateur entre le 
moment   et    . 
Ainsi l’on voit bien que la variation de la valeur du critère   pour l’utilisateur ne 
dépend que de    . Ce qui nous permet de faire varier la valeur de   de manière très 
importante si nécessaire. Pour par exemple modifier le profil utilisateur afin de refléter un 
récent changement de préférences. 
 
Nous avons mis au point une autre méthode permettant d’exploiter les informations 
données de manière implicites par l’utilisateur lors de sa navigation sur une plateforme 
effectuant des recommandations à l’utilisateur. Cette méthode permet de se passer 
d’informations explicites que l’utilisateur doit fournir (cf algorithme n°1, V.4). 
 
V.5. Algorithme n°2 : Désagrégation à partir de paires d’objets 
(Pairwise) 
 
Quand un utilisateur choisit un objet parmi la liste (triée en fonction des scores 
obtenus de chaque élément qu’on lui propose), on utilise un apprentissage mettant en œuvre 





on extrait des données implicites. Plusieurs avantages à ce type de méthodes sont décrits 
dans [FUR 10]. 
Afin de calculer le score de chaque critère, on utilise la décomposition additive non 
transitive. En effet, on ne peut pas affirmer que pour le décideur si A > B et B > C alors A > C 
(avec A, B et C étant des objets multicritère), étant donné la nature des objets sur lesquels on 
travaille et du fait des utilisateurs ayant une rationalité limitée. On peut prendre un exemple 
simple. Si l’utilisateur doit choisir un dé pour un jeu de hasard, avec les dés suivants : 
Soit trois dés à 6 faces A, B, C suivant : 
 le dé A porte les numéros {2, 2, 4, 4, 9, 9} sur ses faces ; 
 le dé B porte {1, 1, 6, 6, 8, 8} ; 
 le dé C porte {3, 3, 5, 5, 7, 7}. 
 
La probabilité que A donne un plus grand nombre que B est 5/9 (20/36) ; et donc pour 
l’utilisateur A > B. 
La probabilité que B donne un plus grand nombre que C est 5/9 ; et donc pour 
l’utilisateur B > C. 
La probabilité que C donne un plus grand nombre que A est 5/9 ; et donc pour 
l’utilisateur C > A, or cela est impossible avec un modèle transitif. C’est pour cela que nous 
utilisons une décomposition additive non transitive. 
Pour ce faire, nous utilisons la procédure suivante, nous construisons un vecteur 
valué et nous l'utilisons pour la mise à jour du profil de l'utilisateur. Pour cela, on effectue 
plusieurs calculs intermédiaires, qui viennent mettre à jour le vecteur temporaire au fur et à 
mesure que les interactions se déroulent. Ces interactions correspondent à des couples 
d’objets constitués à chaque fois de l’objet sélectionné par l’utilisateur et d’objet proposés à 
l’utilisateur et qui sont situés avec un index plus faible que celui que l’utilisateur a 
sélectionné ; qui sont utilisés tour à tour afin de mettre à jour un vecteur temporaire. 
Nous travaillons avec l'objet sélectionné par l'utilisateur et initialisons le vecteur 
temporaire avec un vecteur obtenu à partir d’un calcul effectué avec l’algorithme par note 
(formule n°27). Les calculs utilisent également les éléments affichés à l’utilisateur, qui se 
situent au-dessus de l’élément sélectionné. Au-dessus correspond, dans ce travail, à la 
position d’un l’élément à un index plus faible, dans la liste présentée à l’utilisateur, que celui 





score calculé est faible, et inversement, plus on est situé haut dans la liste et plus l’index est 
faible, et plus le score calculé est élevé. 
 Nous effectuons les calculs en utilisant l’objet sélectionné (préféré) par l’utilisateur et 
tour à tour les objets au-dessus de celui-ci, en faisant des calculs par paires. Ce principe 
reflète l’idée que dans une liste triée, lorsque l’utilisateur sélectionne un élément qui n’est 
pas en première position, cela correspond au fait que l’utilisateur considère l’élément 
sélectionné comme étant préféré aux précédents [JOA 02]. Nous n’utilisons pas les éléments 
situés en dessous de l’élément sélectionné, car on ne peut pas affirmer que l’utilisateur en a 
pris connaissance et donc qu’il a préféré l’élément sélectionné à ceux-ci. 
Nous mettons ainsi à jour le vecteur temporaire. 
Voici le processus principal : 
1) Initialiser un vecteur temporaire en utilisant un calcul de désagrégation en 
fonction de la note (algorithme n°1) avec l’objet sélectionné par l’utilisateur, et une 
note moyenne équivalente à            (         dépendant de ce qui est défini 
comme échelle note pour le système). 
2) Retrait des critères non discriminants (critère en commun avec les deux objets) 
entre l’objet sélectionné par l’utilisateur et un objet au-dessus de celui-ci. On utilise 
le principe d’indépendance préférentielle (ou "séparabilité") : la préférence entre 
un objet a et un objet b ne dépend pas des attributs en commun de a et b. En effet, 
la préférence globale entre deux alternatives ne dépend pas des attributs qui ne les 
départagent pas. 
3) Faire un calcul de répartition, et mettre à jour le vecteur temporaire avec les 
données d'obtenues. 
4) Nous répétons la tâche 1 à 3, avec un autre objet au-dessus de celui sélectionné, 
jusqu'à ce qu'il n'y ait plus aucun autre objet au-dessus de celui sélectionné par 
l’utilisateur, non traité. 
5) Mise à jour du profil de l'utilisateur en utilisant le vecteur temporaire ainsi obtenu 
après les divers calculs opérés pour chaque paire d’objets. 
Dans le but de faire le calcul de répartition, nous utilisons une décomposition 





       et        correspondent respectivement au score du critère i au moment t dans 
le profil de l’utilisateur pour un objet j et k. Avec k étant l’objet sélectionné par l’utilisateur, 
et j étant un objet situé au-dessus de celui sélectionné. 
Nous avons : 
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(29) 
En effet, car l’objet j est plus haut dans la liste (triée) présentée à l’utilisateur, que 
l’objet k. 
Cependant, nous voulons : 
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(30) 
Cela montrerait que le profil de l’utilisateur que l’on a construit est correct. 
Pour corriger le profil de nos utilisateurs, nous devons déterminer quels critères et 
avec quel score nous allons mettre à jour leur profil.  
Pour cela nous prenons la différence de score entre nos deux objets. 
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(31) 
En effet, nous avons deux objets avec leur score calculé. Nous voulons que le score de 
l’objet sélectionné soit supérieur au score de l'objet au-dessus.  
Pour ce faire, nous prenons la différence de score ( ) et nous l'utilisons pour la mise à 





supérieur ou égal à celui de k, cela étant dû au fait que ces objets sont ordonnés de manière 
décroissante en fonction du score calculé de chaque objet. 
Nous utilisons ainsi   afin d'obtenir le score calculé de chaque critère composant 
notre vecteur temporaire. Pour cette méthode (pairwise) nous redéfinissons     ainsi : 
 
    
 
                               
 
(32) 
Ainsi plus la différence de score est importante, et plus l’on peut en déduire que le 
système n’est pas bien réglé. On voit également que plus la différence de score entre le 
premier élément de la liste et l’élément sélectionné par l’utilisateur est grande et plus il faut y 
remédier. Et c’est ce qui est fait grâce à  , car plus la différence est grande et plus   est grand 
et donc plus     a une valeur importante. Cela nous permet de corriger rapidement le 
système. En effet, lorsque nous avons un   ayant une valeur importante, nous avons un 
grand impact sur le profil de l'utilisateur. Ce qui nous permet d'augmenter la vitesse 
d'adaptation de notre système par rapport à des changements de préférence de l'utilisateur. 
Donc, nous avons un score calculé pour chaque critère à l'intérieur du vecteur valué. 
Nous pouvons utiliser ce vecteur pour mettre à niveau le profil de l'utilisateur. 
Nous utilisons ici une formule semblable à celle utilisée dans le calcul de la note pour 
la mise à jour du profil de l’utilisateur (formule n°28). Nous ajoutons une variable qui va 
nous permettre d'avoir un impact équilibré sur le système. En effet, afin de maintenir un 
système efficace, nous voulons un impact équilibré sur le système et pour cela nous avons 
besoin de prendre en compte le nombre de calculs par paires que nous avons faits. 
Par conséquent, nous utilisons la formule suivante : 
 












-          correspond au score du critère i au temps t+1 
-       correspond au score du critère i au temps t, c'est-à-dire que         est le nouveau score 
du critère i et       est l’ancien score du critère i. 
-     correspond au score calculé pour le critère i à partir de l’objet courant 
Nous avons ainsi deux façons de mettre à jour le profil de l'utilisateur, en fonction des 





Le système proposé ici met en œuvre différentes techniques afin de réaliser 
l’apprentissage du profil des utilisateurs et des recommandations qui exploitent ces profils.  
Ces techniques permettent de prendre en compte les données explicites (notes) et 
implicites (sélection) induites par les actions des utilisateurs. De traiter ces données, afin de 
mettre à jour de manière continue les profils des utilisateurs, et de faire des 
recommandations aux utilisateurs en triant les solutions qui leur sont présentées en fonction 
de ses préférences. 
Il est à noter que, comme souhaité, la valeur des critères au sein des profils 
utilisateurs ne fait que croître, et ce sans borne supérieure. 
Les techniques mises en œuvres ici permettent d’apporter en parties des solutions à 
des verrous technologiques comme la désagrégation de critères et la prise en compte d’un 
nombre variable de critères dans le processus d’aide à la décision interactif, et ce sans définir 












Chapitre VI. Utilisation des dépendances/interactions entre les critères 
 
Dans le système que nous avons mis en place, les critères sont considérés comme 
indépendants. Or la plupart les critères ne sont pas indépendants les uns des autres. Par 
exemple, la puissance d’une voiture dépend de son moteur. Il y a donc des liens entre ses 
critères. Ces liens peuvent être utilisés pour améliorer la désagrégation et/ou l’agrégation des 
critères. 
Nous nous sommes principalement intéressés à l’utilisation de méthodes permettant 
d’exploiter les liens entre les critères afin d’améliorer les capacités de désagrégation de notre 
système. 
Contrairement aux moyennes arithmétiques pondérées, les intégrales floues sont 
capables de prendre en considération les interactions éventuelles parmi les attributs ou 
critères. Il existe plusieurs classes d'intégrales floues, parmi lesquelles les plus 
représentatives sont celles de Choquet et Sugeno [BOUY et al. 06]. 
Afin d’agréger des valeurs définies sur une échelle d'intervalle, les intégrales de 
Choquet sont appropriées. Or dans ce travail nous travaillons sur des valeurs définies sur 
une échelle d'intervalle (par exemple les prix sont définis sur une échelle d’intervalle).  
De plus, nous voulons prendre en compte des phénomènes d’interaction entre 
critères, or il a été suggéré d’utiliser une intégrale de Choquet [GRA 04] afin de permettre 
cette prise en compte, ce qui renforce notre intérêt pour cette méthode.  
On remarquera également que "L’intégrale de Choquet peut être vue comme le 
moyen le plus simple pour étendre à des alternatives quelconques le raisonnement d’un 
décideur sur des alternatives binaires." [KOJ 06]. Or notre algorithme Pairwise, correspond à 
un raisonnement sur des alternatives binaires (choix d’un objet par rapport à un autre), cette 
méthode permettra ainsi, grâce aux intégrales de Choquet d’étendre ce raisonnement, afin de 
l’utiliser pour effectuer le tri (ranking) des solutions les unes par rapport aux autres. 
C’est pour les raisons évoquées ci-dessus que l’on va mettre en œuvre des intégrales 
de Choquet au sein de notre système. 
Afin de prendre en compte les interactions entre les critères et attributs, nous avons 
ainsi mis en œuvre des intégrales de Choquet. Nous utilisons ces Intégrales afin de 
déterminer l’importance de chaque critère dans le choix de l’utilisateur en fonction de ses 
actions et en prenant en compte les interactions entre les critères. En effet, nous pouvons 





obtenons des informations sur les interactions des critères entre eux en comparant les 
préférences que l’utilisateur expose à travers ses actions. Lors de cette comparaison, il est 
possible de déterminer quels sont les critères qui interagissent entre eux et si cette interaction 
est positive ou négative. 
 
VI.1. Mise en œuvre 
 
Afin de pouvoir exploiter de manière simple des intégrales de Choquet, un package 
nommé « Kappalab » a été mis à la disposition des utilisateurs à travers le système statistique 
R [MEY et al. 06]. Ce package contient des routines pour la manipulation de divers types de 
fonctions tels que des capacités. Il peut être utilisé pour calculer plusieurs intégrales non-
additives : l'intégrale de Choquet, l'intégrale de Sugeno. Une analyse des capacités, en termes 
de comportement de décision, peut être réalisée par le calcul des différents indices [voir 
chapitre III.3.C] tel que la valeur de Shapley, l'indice d'interaction, etc. La célèbre 
transformation de Möbius, ainsi que d'autres représentations équivalentes de fonctions 
peuvent également être calculées. 
Nous avons transformé nos données afin de pouvoir les utiliser au sein de ce 
package. En effet, les données que nous mettons en œuvre ne sont pas utilisables dans leur 
état initial par Kappalab, il nous a donc fallu les convertir dans un format exploitable par 
Kappalab.  
Pour ce faire à chaque appel à ce package, nous listons tous les critères faisant partie 
des éléments à évaluer et convertissons ces informations. C’est-à-dire que pour un élément 
(K) parmi une liste (A, B, K, C), nous allons convertir les informations à propos de ces 
éléments en variables booléennes. Pour ce faire, nous listons tous les critères composant les 
éléments, et pour chaque élément on construit un tableau à deux dimensions contenant le 
nom de ces critères et, pour chaque critère composant les éléments, nous définissons la 
valeur du critère par 0 si le critère ne compose pas l’élément et 1 s’il le compose. 
Il faut à présent déterminer les contraintes à insérer dans le système afin que l’on 
puisse utiliser les intégrales de Choquet pour déterminer une solution et les utilités de 








VI.1.A. Déterminer les contraintes 
 
Les contraintes sont sous la forme d’un ordre faible (weak order) entre différents 
éléments. Ensuite, nous intégrons ces informations dans kappalab qui constituent chacune 
une contrainte. 
Afin de déterminer les contraintes, nous avons deux possibilités : 
Le cas où une note est fournie et le cas où l’utilisateur choisit un élément dans la liste 
qui lui est proposée. 
Dans le premier cas où l’utilisateur a fourni une note, nous pouvons, de manière 
naturelle, ordonner l’élément que l’utilisateur vient de noter avec les autres éléments qu’il a 
noté précédemment et utiliser ces données.  







Tableau 4. Exemple d’association d’éléments et d’une note 
 
Dans ce cas-là (Tableau 4), l’on obtient comme contraintes : 
 A>K 
 A>B 
 A>C  
 K>B  
 K>C 
Dans le second cas où l’utilisateur a choisi un élément parmi d’autres (K a été choisi 
parmi A, B, C et K), nous obtenons l’information que l’élément sélectionné est préféré aux 
autres par l’utilisateur. Nous considérons ici que l’utilisateur a pris connaissance de tous les 
éléments présents, et qu’ainsi sa sélection reflète bien qu’il préfère l’élément sélectionné par 






Dans ce cas-là, l’on obtient comme contraintes : 
 K>A  
 K>B  
 K>C  
Ces contraintes sont utilisées les unes après les autres. Ce sont ces contraintes qui 
vont servir de base afin de déterminer une solution qui va satisfaire chacune de ces 
contraintes. 
En effet, c’est grâce à cette solution que nous allons pouvoir effectuer des calculs 
(intégrales de Choquet, représentation de Möbius), afin de déterminer les utilités de chaque 
critère et des paires de critères. 
 
VI.1.B. Calcul des utilités 
 
En pratique, afin de diminuer le nombre d’inconnues, des classes spéciales 
d’intégrales de Choquet sont généralement utilisées ; elles sont obtenues en considérant des 
capacités k-additives. Pour notre calcul nous allons utiliser une capacité 2-additive, car pour 
de gros problèmes, tant pour des raisons de calcul que de simplicité, il peut être préférable 
de limiter l'ensemble des solutions possibles pour des capacités k-additives, avec   
            et    , l’on utilise généralement k = 2 ou 3. On utilise donc une capacité 2-
additive afin d’obtenir une solution prenant en compte les liens entre les éléments 2 à 2. 
Il nous faut à présent trouver une solution qui puisse être en accord avec toutes ces 
contraintes.  
Pour ce faire 3 approches existent : 
 L’approche des moindres carrés [MOR 89] : cette approche minimise la 
distance quadratique moyenne entre les utilités globales des éléments. 
 Une approche basée sur la programmation linéaire [MAR 00b] : Maximiser la 
plus petite différence entre les utilités globales des éléments dans un ordre de 
priorité défini. 
 L’approche de la variance et de la distance minimum [KOJ 07] : Favoriser la 
capacité « la moins spécifique » compatible avec les préférences initiales de 





Nous avons choisi d’utiliser l’approche de la variance et de la distance minimum afin 
de favoriser la capacité « la moins spécifique ».  
Cela nous permet d’obtenir une solution avec une capacité 2-additive sous la forme 
de sa représentation de Möbius. Plus d’informations à ce propos peuvent être trouvées dans 
[GRA et al. 08]. Les valeurs d’utilité sont comprises entre -1 et 1. 
En voici un exemple de représentation sous la forme de Möbius pour 5 critères : 
Critères et Paires de critères Utilité des critères 
{}  0.00 
{1}  0.46 
{2}  0.30 
...  ... 
{3, 5}  0.06 
{4, 5}  -0.07 
 
Tableau 5. Exemple de représentation sous la forme de Möbius pour 5 critères 
 
On obtient ainsi l’utilité de chaque critère, par exemple : {0}, {1} ; et également des 
paires de critères par exemple : {3, 5}, qui correspond à l’utilité de la paire des critères 3 et 5. 
Ainsi, les interactions, positives ({3, 5} avec     ), ou négatives ({4, 5} avec      ) sont prises 
en compte.  
Grâce à cela nous pouvons donc prendre en compte les interactions des critères les 
uns avec les autres. 
 
VI.1.C. Utilisation des données à l’issue des intégrales de Choquet 
 
Afin d’utiliser ces données à propos de la valeur d’utilité des critères ou des paires de 
critères, nous avons défini plusieurs méthodes faisant intervenir les intégrales de Choquet, et 







VI.1.C.i. Méthode directe 
 
La première méthode correspond au fait d’exploiter directement ces données, et de 
les intégrer directement dans le profil de l’utilisateur en utilisant la formule suivante :  
                                    
(35) 
Avec  
        ∑      
(36) 
-         correspond au score du critère   au temps     avec         
-       correspond au score du critère   au temps   
-     correspond à l’utilité calculée du critère   obtenu précédemment en utilisant la 
représentation de Möbius du critère   et des paires de critères faisant intervenir   
-   correspond à un critère faisant partie d’une paire où   intervient 
 
La valeur d’    prend ainsi simplement la place de     que l’on calculait grâce aux 
algorithmes de désagrégation 1 et 2. Et un paramètre égal à 1 est ajouté au logarithme afin de 
ne pas ajouter de valeurs négatives, en effet, en fonction des synergies entre les critères, s’il y 
a trop de synergies négatives faisant intervenir   et si     a une valeur trop faible (par rapport 
à la somme des synergies), alors la valeur d’    peut être négative. 
Cette méthode permet donc de complètement remplacer les algorithmes de 
désagrégation que nous avons mis en place, par les intégrales de Choquet. L’avantage étant 
qu’avec cette méthode, les interactions entre les critères sont prises en compte. Par contre, les 
performances du système sont entièrement limitées par les performances des intégrales de 
Choquet. 
Cette méthode peut être utilisée afin de comparer les performances qu’offrent les 
intégrales de Choquet. Elle peut également servir de comparaison avec les performances de 
nos algorithmes et également lorsque l’on utilise la méthode décrite ci-après qui permet 






VI.1.C.ii. Méthode d’utilisation en tant que facteur multiplicateur 
 
La deuxième méthode correspond à l’idée que nos algorithmes de désagrégations 
sont efficaces, mais qu’ils nécessitent un complément afin d’être encore plus efficaces, ce qui 
est le cas puisqu’ils ne prennent pas en compte les liens/interactions entre les critères qui 
vont permettre de mieux considérer une grande quantité de critères. Ainsi, l’idée est 
d’utiliser les données obtenues sous la forme de Möbius en tant que facteur multiplicateur 
sur le score à rajouter au score actuel du critère  . 
En effet, les valeurs d’utilité issues de la capacité 2-additive sous la forme de sa 
représentation de Möbius, sont comprises entre -1 et 1, ce qui se prête particulièrement à être 
utilisé en tant que facteur multiplicateur. 
Nous utilisons ainsi la formule suivante : 
                                       
(37) 
Avec 
        ∑      
(38) 
-         correspond au score du critère   au temps     avec         
-       correspond au score du critère   au temps   
-     correspond à l’utilité calculée du critère   obtenu précédemment en utilisant la 
représentation de Möbius du critère   et des paires de critères faisant intervenir   
-   correspond à un critère faisant partie d’une paire où   intervient 
-     correspond au score calculé pour le critère i grâce à la méthode Pairwise 
 
Cette méthode permet ainsi d’utiliser à la fois les intégrales de Choquet, et également 
nos algorithmes de désagrégations, les deux méthodes venant se compléter. Cette méthode à 
l’avantage de permettre d’augmenter ou de réduire l’impact sur le profil utilisateur de la 
méthode de mise à jour de profil, et ce en fonction de l’interaction du critère avec les autres 
critères. Et grâce à l’impact de l’interaction du critère, nous pouvons ainsi mieux prendre en 





On remarque que comme précédemment la valeur d’    peut être négative. Or dans 
le cas présent, où     est utilisé en tant que facteur multiplicateur, la valeur de         
      peut être négative. L’idée, au sein de notre système, de faire évoluer de manière 
négative la valeur d’un critère dans le profil d’un utilisateur est contraire à notre souhait 
exprimé au chapitre IV.2.B. Cependant, il pourrait être intéressant de voir si effectivement, 
dans notre système, le fait de faire évoluer négativement la valeur d’un critère permettrait 






Les intégrales de Choquet nous permettent ainsi de prendre en compte les liens, 
interactions entre les critères. Les données extraites de ces interactions sont utilisées au sein 
de plusieurs méthodes dans le but de mettre à jour le profil de l’utilisateur, et ce, en prenant 
en compte ces liens. Ainsi le profil de l’utilisateur est plus cohérent et nous prenons mieux en 
compte la présence et les interactions de nombreux critères. 
Une de nos perspectives consiste à tester si lors de l’utilisation des intégrales de 
Choquet, avec des valeurs     négatives, cela mène à obtenir de meilleures performances. 
Cependant, pour des raisons techniques, nous n’avons pas pu tester nos méthodes 
faisant intervenir les intégrales de Choquet. En effet, les méthodes disponibles au sein de 
Kappalab, présentent des limites au nombre de critères/attributs qui peuvent être utilisés. 
C’est en particulier la méthode implémentée afin d’obtenir une solution avec une capacité 2-
additive qui pose problème. En effet, lorsqu’il y a trop de critères/attributs pris en compte 
(environ supérieur à 12, et nous utilisons très fréquemment plus de 12 critères/attributs), le 
système explose en consommation mémoire, et ne peut alors fournir de solution. 
Une de nos perspectives consiste donc à trouver et à utiliser un autre moyen que 
Kappalab afin d’utiliser les intégrales de Choquet, et ce, afin de pouvoir tester l’impact que 
ses intégrales peuvent avoir sur les performances de notre système. 
Il est également envisageable d’utiliser une alternative aux intégrales de Choquet, en 


































Conclusion générale des contributions 
 
Nous avons mis en place un système de profils multiattribut évolutifs, par 
apprentissage automatique et adaptatif et cela au sein d’un système de recommandation 
utilisé pour effectuer de l'aide à la décision. 
Nous avons proposé un modèle apportant une solution cohérente à chaque contrainte 
qui a été définie.  
 Ainsi nous avons mis au point un système qui est évolutif, c’est-à-dire que le 
ou les profils des utilisateurs évoluera/ont dans le temps, et l’assistance 
fournie évoluera de la même manière. 
 Il met en œuvre les principes issus des domaines multicritère/multiattribut et 
cela en faisant varier dynamiquement les critères/attributs pris en compte 
pour la décision.  
 Le système proposé est totalement incrémental, c’est-à-dire qu’il ne dispose 
pas de données a priori sur les utilisateurs, et de plus, il est synchrone. 
 Il propose des recommandations génériques, c’est-à-dire qu’il peut être utilisé 
avec différents types d’éléments (une voiture, une maison, un film) et cela de 
manière naturelle. 
 
Le système mis en place permet de mettre en œuvre un système supportant 
l’utilisation dynamique d’un nombre variable de critères pour effectuer de l’assistance aux 
décisions de l’utilisateur.  
Il a été mis en place sur une plateforme en ligne (mobifiz.fr), et les temps de calcul sont 
transparents pour l’utilisateur (<1 sec). 
Il permet d’utiliser des profils évolutifs qui offrent aux utilisateurs la possibilité de 
changer de préférences à n’importe quel moment et d’ainsi avoir un système qui s’ajuste de 
manière très rapide aux nouvelles préférences. Pour cela, nous avons également défini 
plusieurs méthodes permettant de réaliser de la désagrégation à base d’informations 
explicites et implicites, et cela dans le cas où les critères sont considérés indépendants les uns 







À partir de ce travail, plusieurs perspectives ont été définies : 
Une première perspective serait de déterminer de manière automatique, quel profil 
de l’utilisateur il est nécessaire d’utiliser, et ce en fonction du contexte dans lequel 
l’utilisateur se trouve. 
Une seconde perspective serait d’utiliser des données contenues dans un profil au 
sein d’un autre, une sorte de système de profils collaboratif pour un même utilisateur. Cela 
permettrait d’obtenir des informations sur un profil que l’utilisateur n’a pas directement 
indiquées dans le contexte où il se trouve, mais où on peut retrouver l’information à partir 
d’un profil présentant des similarités. 
Une troisième perspective consiste à tester si lors de l’utilisation des intégrales de 
Choquet, avec des valeurs     négatives, cela mène à obtenir de meilleures performances. 
C’est-à-dire, si la possibilité, avec les intégrales de Choquet de pouvoir réduire la valeur d’un 
critère dans le profil de l’utilisateur, peut apporter de meilleures performances. 
Une quatrième perspective consiste à trouver et à utiliser un autre moyen que 
Kappalab afin d’utiliser les intégrales de Choquet, et ce, afin de pouvoir tester l’impact que 
ces intégrales peuvent avoir sur les performances de notre système. 
Une cinquième perspective serait d’utiliser une alternative aux intégrales de Choquet, 
en utilisant les CP-nets avec les réseaux GAI. 
Une sixième perspective à notre travail serait d’utiliser les scores présents dans les 
profils des utilisateurs afin de déterminer quels sont les vrais critères, quasi-critère et 










































Partie III. Expérimentations 
 
Nous avons ainsi explicité le cadre dans lequel nous nous trouvons et détaillé le 
système que nous avons mis en place, ainsi que les méthodes associées. Il faut à présent 
tester les performances de notre système. Pour cela, nous commençons par détailler quelques 
méthodes permettant de comparer des systèmes de recommandations. Ensuite, nous 
expliquons quels tests nous avons mis en place, pourquoi et comment, ainsi que les résultats 
obtenus et l’analyse de ces résultats. 
 
Chapitre VII. Méthodologie 
 
Les systèmes de recommandation sont maintenant populaires à la fois 
commercialement et dans la communauté de la recherche, où de nombreuses approches ont 
été proposées pour fournir des recommandations. Afin de pouvoir comparer ces différents 
systèmes, il faut mettre en place diverses méthodes qui vont permettre de poser une base à 
partir de laquelle on va pouvoir comparer les différents systèmes de recommandation. 
 
VII.1. Outils disponibles 
 
Afin d’effectuer des tests permettant d’obtenir un indice de performance 
correspondant à la capacité qu’à un système à produire de bonnes recommandations nous 
avons recherché des métriques. De bonnes recommandations permettent de satisfaire les 
utilisateurs en plaçant dans les premières places de listes qui leur sont présentées, des 
éléments qui leur plaisent. 
Voici un aperçu des différentes méthodes qui existent afin d’obtenir un indice 
permettant de représenter la capacité qu’a un système à faire de bonnes recommandations. 
Ces méthodes peuvent être rangées en 3 catégories. La première contient les 
méthodes pour mesurer la précision d’un système effectuant de la prédiction de note. La 
seconde contient les méthodes de mesure de prévision d’utilisation. La troisième et dernière 
contient les méthodes permettant d’évaluer les systèmes mettant en œuvre des tris des 





VII.1.A. Mesures de précision de la prédiction de note 
 
Dans certaines applications, comme dans le service de location de film de Netflix 
(netflix.com), le système de recommandation tente de prédire la note qu’un utilisateur 
donnerait à un élément (par de 1 à 5 étoiles). Dans de tels cas, afin de mesurer la 
performance du système, il est nécessaire de mesurer la précision des prédictions. 
 
L’écart quadratique moyen, ou Root Mean Squared Error (RMSE) est peut-être la 
métrique la plus couramment utilisée pour évaluer la précision des notes prédites. Le 
système génère des notes prédites      pour un ensemble de tests   pour des paires 
utilisateur-objet (u, o) pour lesquels les vraies notes      sont connues. 
En règle générale, les      sont connues bien qu'elles soient cachées lors d’une 
expérience hors ligne, ou parce qu’elles ont été obtenues grâce à une étude sur les utilisateurs 
ou une expérience en ligne.  
L’écart quadratique moyen entre la note prédite et la note réelle est donné par la 
formule suivante : 
      √
 
   
 ∑            




Une alternative très utilisée à RMSE est la mesure de l’erreur absolue moyenne, ou 
Mean Absolute Error (MAE). 
     √
 
   
 ∑            
       
 
(40) 
Par rapport à MAE, RMSE pénalise de manière disproportionnée des erreurs 
importantes, de sorte que, étant donné un ensemble de tests avec quatre valeurs de RMSE 
d’objets cachés, la méthode RMSE produirait un meilleur résultat avec un système qui fait 





(RMSE=3) sur une note et 0 sur tous les trois autres, tandis MAE ne préférerait que le second 
système. 
 
VII.1.B. Mesure de prévision d'utilisation 
 
Dans de nombreux systèmes de recommandation, le système ne permet pas de 
prédire les préférences de l'utilisateur à propos d’éléments à lui proposer, tel que ce qui est 
fait lors de la prédiction de notes pour des films, mais essaie de recommander aux 
utilisateurs des éléments qu’ils pourraient utiliser (acheter), ou plus classiquement, qu’ils 
pourraient trouver intéressant (pertinent). Un exemple majeur de ces systèmes correspond 
aux moteurs de recherche.  
Par exemple dans Netflix, lorsque des films sont ajoutés dans la liste personnelle des 
films de l’utilisateur (sa collection), le système propose un ensemble de films pouvant être 
intéressant, étant donné le film ajouté. Dans ce cas, nous ne nous intéressons pas à savoir si le 
système prévoit correctement les notations de ces films, mais plutôt de savoir si le système 
prévoit bien que l'utilisateur va ajouter ces films à sa collection (acheter le film). 
Afin d’évaluer les prévisions d’utilisation, nous possédons généralement un ensemble 
de données constituées des éléments que chaque utilisateur a utilisé (ajouté à sa collection 
par exemple), et qui sont donc considérés comme étant pertinents pour l’utilisateur. Ensuite, 
nous sélectionnons un utilisateur, nous masquons une partie de ses sélections, et nous 
utilisons le système de recommandation afin qu’il prévoie un ensemble d'éléments que 
l'utilisateur va utiliser. Nous obtenons alors quatre résultats possibles pour les articles 
recommandés et cachés. Ces résultats sont présentés dans le tableau suivant (Tableau 6) : 
 
 Élément recommandé Élément non recommandé 
Élément pertinent Vrai positif (vp) Faux négatif (fn) 
Élément non pertinent Faux positif (fp) Vrai négatif (vn) 
 
Tableau 6. Classification des résultats possibles d’une recommandation d’un élément pour 
l’utilisateur 
 
Dans le cas où les tests se font de manière hors ligne (pas d’utilisation directe du 





recommandation au cours de l’évaluation, nous sommes obligés de supposer que les 
éléments non choisis ne l’auraient pas été, et ce même s’ils avaient été recommandés, c'est-à-
dire qu'ils sont sans intérêt ou inutiles à l'utilisateur. Cette hypothèse peut être fausse, 
comme lorsque l'ensemble des articles non choisis contient quelques articles intéressants que 
l'utilisateur n'a pas choisis. Par exemple, un utilisateur peut ne pas avoir choisi un élément 
parce qu'il n'était pas au courant de son existence, mais après que le système de 
recommandation lui ait proposé cet élément, l'utilisateur peut décider de le sélectionner. 
Dans ce cas-là, le nombre de faux positifs est surestimé. 
Nous pouvons ainsi compter le nombre d'éléments de chaque case du tableau et 
calculer les quantités suivantes : 
 
          
            
                         
 
(41) 
La précision correspond au nombre d’éléments pertinents (vp) rapporté au nombre 
d’éléments total proposé par le système. 
 
        
            
                         
 
(42) 
Le rappel est défini par le nombre d’éléments pertinents par rapport au nombre 
d’éléments pertinents total. 
 
                     
            
                         
 
(43) 
Le taux de vrai positif est défini par le nombre de faux positifs par rapport au nombre 






            
                
                
  
(44) 
Cette mesure allie précision et rappel. C’est la moyenne harmonique de la précision et 
du rappel, la traditionnelle F-mesure. 
 
Un système de recommandation parfait fournira des réponses dont la précision et le 
rappel sont égaux à 1. Dans ce cas-là, l'algorithme trouve la totalité des éléments pertinents 
(rappel), et il ne fait aucune erreur (précision). Dans la réalité, les systèmes sont plus ou 
moins précis, et plus ou moins pertinents. Il sera possible d'obtenir un système très précis 
(par exemple un score de précision de 0, 99), mais peu performant (par exemple avec un 
rappel de 0.10, qui signifiera qu'il n'a trouvé que 10% des réponses possibles). Dans le même 
ordre d'idée, un algorithme dont le rappel est fort (par exemple 0.99 soit la quasi-totalité des 
éléments pertinents), mais la précision faible (par exemple 0.10) fournira en guise de réponse 
de nombreux éléments non pertinents en plus de ceux pertinents : il sera donc difficilement 
exploitable. 
 
VII.1.C. Mesure d’ordre (ranking mesure) 
 
Afin de mesurer l’ordre défini par un système de recommandation par rapport à un 
ordre de référence (bon ordre), plusieurs méthodes sont utilisées. Dans les cas où les 
notations (données explicites) sur les éléments, fournies par les utilisateurs, sont disponibles, 
nous pouvons classer les articles les mieux notés dans l'ordre décroissant des notes, avec des 
éléments liés (en anglais, ces éléments sont dits « tie »). Il est important de noter que ces 
liaisons n’ont rien avoir avec les liens/dépendance/interactions entre des attributs, vues aux 
chapitre III.3 et VI. Dans notre cas, quand une paire d’objets est liée dans le classement établi 
(a obtenu la même note, ou le même score), cela signifie que l'utilisateur est en fait indifférent 
entre les deux. Ainsi, un système parfait ne doit pas classer un objet comme étant supérieur à 
l'autre. 
Dans le cas où nous disposons seulement de données d'utilisation, il peut être 
approprié de construire un classement de référence où les éléments choisis (achetés) par 
l'utilisateur sont classés au-dessus les éléments non choisis. Cependant, ceci n'est valable que 





pouvons en déduire que l'utilisateur a en effet préféré les éléments choisis plutôt que les 




Dans certains systèmes il est nécessaire de définir un ordre total entre les éléments, et 
ce sans prendre en compte la présence ou non d’éléments liés. Dans ce genre de systèmes, 
l’évaluation ne doit pas pénaliser un système qui ordonne un élément par rapport à un autre 
alors que ceux-ci sont liés dans l’ordre de référence. 
Dans ce cas, on utilise la méthode Normalized Distance-based Performance Measure 
(NDPM ; [YAO 95]), définie comme suit : 
Avec       correspondant à l’index (place dans la liste) déterminé, et       
correspondant à l’index de référence pour un objet    et un utilisateur  . Dans cette méthode 
on évalue toutes les paires possibles d’éléments constituant la liste. Cette évaluation des 
paires d’éléments consiste à déterminer si l’ordre défini par le système entre les éléments de 
la paire évaluée est le même dans l’ordre de référence. 
Exemple :  
Prenons une liste de référence (et donc un ordre de référence) : A, B, C. Et prenons 
une liste ordonnée générée par le système : A, C, B La méthode va évaluer les paires 
suivantes : AB, AC et BC. 
Afin de définir NPDM il nous faut définir quelques valeurs : 
 





















               
(49) 
 
Donc    correspond au nombre de paires d’éléments pour lesquels l’ordre de 
référence définit un ordre entre les éléments, c’est-à-dire le nombre de paires d’éléments non 
liés (et idem pour,    mais avec l’ordre défini par le système).    et    correspondent 
respectivement au nombre de paires d’éléments concordant et discordant. C’est-à-dire au 
nombre de paires d’éléments qui sont dans un ordre identique dans l’ordre de référence et 
l’ordre défini par le système.     correspond au nombre de paires où le système de référence 
ne lie pas d’éléments, mais où le système le fait. 
Si on reprend notre exemple : 
La paire AB est concordante, la paire AC est concordante et la paire BC est non 
concordante.  
NDPM est donc défini comme suit : 
 
     




Ainsi, la mesure NDPM donne un score parfait de 0 à un système qui permet de 
prédire correctement chaque relation de préférence par rapport à l’ordre de référence. Le pire 
score de 1 est attribué à un système qui contredit toutes les relations de préférence par 
rapport à l’ordre de référence. Ne pas prédire une relation de préférence est seulement 





ordre défini entre des éléments, qui sont liés dans l’ordre de référence (on ne connait pas la 
préférence de l’utilisateur entre ces deux éléments). 
 
VII.1.C.ii. Mesures de corrélation 
 
Dans le cas où l’on possède un ordre total entre les éléments, et que lorsque deux 
éléments sont liés (cela signifie que l'utilisateur est en fait indifférent à la différence entre les 
deux objets.) l’on veut que le système ne donne pas d’ordre supérieur à l’un des deux 
éléments par rapport à l’autre, des mesures de corrélations (coefficient de corrélation) telles 
que celles de Spearman Rho ou Kendall Tau [KEN 38, KEN 45] sont utilisées. On remarque 
que ces mesures tendent à être très similaires dans la pratique [FRE 07].  
Le coefficient de Spearman Rho est calculé de la façon suivante (   étant la différence 
entre le rang de l’observation   et celui de sa valeur, et   est le nombre d’éléments) : 
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(51) 
Cependant la méthode Kendall Tau possède également une variante, Kendall Tau-b, 
qui effectue des ajustements afin de mieux prendre en compte les éléments liés, c’est 
pourquoi nous allons définir uniquement les méthodes Kendall Tau et Kendall Tau-b. On 
remarque que dans le cas où des éléments sont liés, chaque item lié devrait se voir assigner 
un rang moyen dans la liste, c’est-à-dire que si deux éléments sont liés à la 2ème et 3ème 
place, alors on leur assigne un rang de 2.5 [KEN 45]. 
Le coefficient de corrélation de Kendall Tau est défini comme suit : 
 
  
     
 
       
 
(52) 
Il permet ainsi de mesurer à quel point l’ordre défini par le système est proche de 





ordre défini par le système égal à l’ordre de référence. Tandis que -1 correspond à l’ordre 
inverse de l’ordre de référence. 0 correspond à la situation où l’ordre défini par le système 
n’est pas corrélé avec l’ordre de référence. 
Afin de mieux prendre en compte les cas où les éléments sont liés entre eux, une 
variante dite Kendall Tau-b a été définie comme suit : 
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(54) 
   ∑         
(55) 
Les symboles    et    correspondent respectivement au nombre d’apparitions de 
chaque valeur X et Y dans la liste d’éléments. 
Pour donner quelques exemples, prenons une liste X définie par (A, B, C, D, E). Et 
une liste Y contenant les mêmes éléments, mais dans un ordre différent. 
 
Coefficient de Kendall Tau-b par rapport à 2 
listes 
A, B, C, D, E 
A, B, C, D, E 1 
E, D, C, B, A -1 
A, B, C, E, D 0.8 
A, B, E, C, D 0.6 
A, C, D, E, B 0.4 
A, C, E, D, B 0.2 
 






Comment on peut le voir dans le Tableau 7, la valeur de 1 correspondant au 
classement parfait, et -1 au classement parfait inversé, et 0 correspondant à un classement ne 
se rapprochant pas de l’ordre parfait. On remarque que le fait d’avoir une valeur de 0.8 
correspond à une situation presque parfaite (E a été déplacé d’un rang). De même, une 
valeur de 0.6 correspond à une situation très proche du parfait (E a été déplacé de 2 rangs). 
La valeur de 0.4 correspond à une situation qui commence à être moins correcte, mais qui 
tout de même offre un ordre de qualité acceptable (B a été déplacé de 3 rangs). La valeur de 
0.2 correspond à une situation peu correcte, en effet l’ordre commence à ne plus être proche 
de la situation parfaite (B a été déplacé de 3 rangs et E de 1 rangs). 
Ainsi on peut affirmer que des valeurs supérieures ou égales à 0.4 peuvent être 
considérées comme étant bonnes et celles supérieures à 0.6 comme étant très bonnes. 
 
VII.1.D. Méthode de K-cross fold 
 
Pour effectuer des tests, on utilise fréquemment une méthode appelée K-cross fold. 
Cette méthode est utilisée dans le domaine de l'apprentissage pour effectuer des tests afin 
d’évaluer les capacités d’un algorithme d’apprentissage, et ce en réutilisant plusieurs fois la 
même base de test. 
 
Voici son principe : 
1. En fonction de k, on divise la base de données de test en k parties, 
2. On sélectionne la première k partie, et on la met de côté, cette k partie sera 
utilisée en tant que base de données de validation, alors que les autres parties 
vont être utilisées en tant que base d’apprentissage, 
3. On utilise dans le système, comme données en entrée, la base d’apprentissage 
que l’on vient de définir, 
4. On teste ensuite le système sur la base de validation. Et grâce aux données 
obtenues, on va pouvoir utiliser diverses métriques pour évaluer le système. 
5. On répète les opérations 2 à 4, en changeant à chaque fois la k partie utilisée, 
afin d’utiliser toutes les k parties en tant que base de validation. 
Afin d’évaluer un système, cette méthode est souvent employée, et à l’issue des k 






VII.2. Sélection des outils d’évaluation 
 
Pour les expérimentations mises en place, il nous a fallu choisir quelles méthodes de 
mesures nous allions employer.  
Le système que nous souhaitons tester n’utilise pas de système de prédiction de 
notes, donc les mesures définies au chapitre VII.1.A, ne peuvent être utilisées.  
Le système que nous mettons en place a pour but de fournir une liste d’éléments à 
proposer à l’utilisateur qui soit dans un ordre qui corresponde à ses préférences. Il vient en 
complément d’un système de recherche qui lui a pour but de récupérer des éléments 
pertinents pour l’utilisateur. C’est pourquoi les méthodes définies au chapitre VI.A.B, ne sont 
pas utilisées. 
De plus, le système mis en place a pour but de construire un ordre total entre les 
différents éléments qui sont proposés à l’utilisateur. On remarque ainsi que les métriques 
définies au chapitre VII.1.C correspondent tout à fait. Or dans le système mis en place, on ne 
définit pas d’ordre entre deux éléments liés, et dans notre système, il est fréquent d’avoir des 
éléments liés. C’est donc naturellement que lors des tests mis en place, on utilise comme 
mesure de performance, la mesure de coefficient de corrélation Kendall Tau-b. Cette mesure 
de performance reflétant à quel point les recommandations sont bonnes, c’est-à-dire à quel 




On constate que de nombreuses méthodes sont disponibles en fonction du système 
qu’il est nécessaire d’évaluer. Mais la majorité du temps, une mesure s’impose naturellement 
en fonction de ses caractéristiques. Nous mettons en œuvres plusieurs mesures au sein de 
nos expérimentations. Elles permettent d’évaluer les performances de notre système dans 
différents cadres, et en particulier, de comparer les performances de notre système avec 








Chapitre VIII. Expérimentations 
 
Dans le but de tester les capacités de notre système, et en particulier à quel point nos 
recommandations sont correctes, nous avons mis en place plusieurs tests. Ces tests sont en 3 
parties, une première où l’on a essayé de reproduire le comportement d’un système de 
recommandation très utilisé. Ensuite, nous avons testé les capacités de notre système dans 
plusieurs cadres. Et finalement, nous avons comparé les performances de notre système par 
rapport à celles offertes par d’autres systèmes. 
 
VIII.1. Comparaison avec Amazon 
 
Un premier test a été conduit afin de pouvoir obtenir un classement similaire à ce qui 
est fait par le système de recommandation d’Amazon et ceci en employant une base de 
données issue d’Amazon. Amazon utilisant l’un des systèmes de recommandations les plus 




Afin d’évaluer les performances de notre système, nous avons tenté de retrouver un 
classement obtenu par l’algorithme de recommandation d’Amazon. Pour ce faire, nous 
avons effectué plusieurs requêtes sur le site d’Amazon, ces requêtes concernent des genres 
de livre qu’utilise Amazon, par exemple : « programming » (programmation), « historical » 
(historique), « mystery » (mystère), « horror » (horreur), « science-fiction », ou encore 
« cooking food and wine » (cuisine et vins). Pour chacun de ces genres, nous avons récupéré 
les 100 premiers livres proposés et avons conservé l’ordre dans lequel ils étaient proposés. 
Nous avons considéré que cette liste était la liste avec un ordre parfait qu’il fallait pouvoir 
obtenir avec notre système de recommandation.  
De plus, pour chaque livre, nous avons récupéré toutes les informations disponibles 









Afin de pouvoir évaluer les performances de notre système, nous avons utilisé notre 
algorithme Pairwise (car aucune note n’est disponible), et la méthode de K-cross fold (k = 6), 
ainsi que la méthode de corrélation Kendall Tau-b. 
Nous avons modifié de manière aléatoire l’ordre des livres présents dans la liste 
utilisée (liste des livres de science-fiction par exemple) ; Nous appelons cette liste la liste 
initiale, et avons utilisé ces données afin de construire le profil de l’utilisateur.  
Pour cela, nous avons commencé par lister 10 livres sélectionnés de manière aléatoire 
dans la liste initiale (sélection issue de la base d’apprentissage obtenue par la méthode K-
cross fold).  
Voici un schéma représentant le fonctionnement général du test (Figure 11): 
 
Figure 11. Fonctionnement général du test 
1. Création d’une liste de 10 livres, à l’initialisation de manière aléatoire, puis 
par la suite, en sélectionnant les 10 livres ayant les meilleurs scores (voir 
étape 6),  
2. À partir de cette liste de livres, nous avons considéré que l’utilisateur avait 
sélectionné le livre ayant le rang idéal (différent du rang actuel) le plus faible 





3. Nous avons lancé l’algorithme Pairwise en utilisant les livres issus de la liste 
créée à l’étape 1 et le livre sélectionné, conformément à la méthode Pairwise 
détaillée au chapitre V.5,  
4. Nous avons ainsi mis à jour le profil de l’utilisateur, ensuite nous avons 
calculé un score pour chaque livre correspondant aux préférences de 
l’utilisateur 
5. Nous avons trié la liste complète des livres de la liste (les livres de la liste 
initiale, moins ceux précédemment sélectionnés),  
6. Nous avons sélectionné les 10 premiers livres de cette nouvelle liste,  
7. Nous avons ensuite recommencé les opérations 1 à 6 jusqu’à avoir appris tous 
les livres présents dans la base d’apprentissage. 
Puis nous avons calculé un score pour chacun des livres de la base de validation. À 
partir de ces scores, nous avons trié la base de validation. 
Nous avons utilisé cette base triée afin de calculer la moyenne des écarts entre la 
place idéale de chaque livre et sa place déterminée par notre classement. 
Nous avons également utilisé la méthode de corrélation de Kendall Tau-b afin de 
comparer la liste obtenue par notre système et cette même liste, mais ordonnée en fonction 




Nous avons utilisé la moyenne des écarts calculée. Qui est obtenue en utilisant la liste 
de livres de science-fiction (présentée ici, mais les autres listes ont donné des résultats 
similaires) et en faisant la moyenne des   tests avec une liste de 100 éléments. 
Afin de confirmer les résultats de notre système, nous avons utilisé la moyenne de la 
valeur de Kendall Tau-b obtenue en utilisant notre algorithme Pairwise et la liste de livre de 
science-fiction pour les   tests. 
Nous avons obtenu : 
Moyenne des écarts Coefficient de Kendall Tau-b 
30.8 0.076 
 





Ces valeurs obtenues (Tableau 8) sont très mauvaises, c’est pourquoi l’on a voulu en 
déterminer la cause, ainsi on a refait les calculs, mais cette fois en incluant dans la base 
d’apprentissage les données de la base de validation.  
 
Nous avons ainsi obtenu : 
Moyenne des écarts Coefficient de Kendall Tau-b 
26.9 0.116 
 
Tableau 9. Moyenne des écarts et coefficient de Kendall Tau-b en incluant la base de 
validation dans la base d’apprentissage 
 
En observant le Tableau 9, on constate que la situation est toujours mauvaise. En effet, 
le Coefficient de Kendall Tau-b de 0.116 corresponds à une situation où les recommandations 
sont proches d’une situation aléatoire. 
Nous avons alors pensé que la cause de ces mauvais résultats était la liste de livres 
utilisée qui serait trop homogène. Nous avons testé cela en utilisant une base contenant 
quelques livres de chacune des bases. 
 
L’on a obtenu : 
Moyenne des écarts Coefficient de Kendall Tau-b 
32.4 0.08 
 
Tableau 10. Moyenne des écarts et coefficient de Kendall Tau-b, avec des données issues de 
plusieurs bases d’apprentissage 
Cela est toujours très mauvais (Tableau 10), mais nous permet d’écarter un problème 
d’homogénéité des données. Ainsi, soit la base de données de test est mauvaise, dans le sens 
où il nous manque une information discriminante, soit l’algorithme est mauvais. 
Afin de tester la base de données, nous avons utilisé le système Weka 
(cs.waikato.ac.nz/ml/weka) [HOL et al. 94], [FRAN et al. 10]. Ce système est une collection 
d’algorithmes d'apprentissage automatique pour des tâches de data mining (fouille de 





classification (affecter des objets à des groupes) et de régression (peut être utilisé pour faire 
de la prédiction de notes). Il est également bien adapté pour le développement de nouveaux 
systèmes d'apprentissage. 
Afin d’effectuer les tests, nous avons discrétisé la base de données et effectué divers 
tests en utilisant la base de données à travers plusieurs méthodes d’apprentissage (de 
régression et de classification). 
Ces tests ont tous été mauvais, avec des valeurs de Kendall Tau-b allant de -0, 07 à 
0.11. 
Nous avons ensuite pensé qu’il était possible que nous ayons mal discrétisé la base de 
données. Nous avons donc modifié notre base en utilisant le plus d’informations possible. 
Mais nous avons obtenu des résultats similaires. Donc ce n’est pas la discrétisation des 
données qui est la cause des mauvais résultats. 
Après tous ces tests, nous avons pu déterminer que notre base initiale était la cause 
de ces mauvais résultats et qu’il nous manquait des informations discriminantes pour 
retrouver l’ordre présenté sur le site internet d’Amazon (amazon.fr). En effet même en 
utilisant d’autres techniques d’apprentissage et en exploitant la base de données, tous les 




Les mauvais résultats obtenus initialement nous ont guidés vers les idées que : soit le 
système proposé ici était mauvais, soit la base de données utilisée était mauvaise. La 
mauvaise qualité de la base de données a été démontrée à travers plusieurs tests, ainsi nous 
avons recherché une autre base de données. 
 
C’est dans cette optique de recherche de nouvelle base de données que nous avons 









VIII.2. MovieLens (Base de données de test) 
 
Nous utilisons un ensemble de données sur des films issus de la base MovieLens 
(accessible à l’adresse : « movielens.org »), qui est un service gratuit offert par le groupe de 
recherche GroupLens à l'Université du Minnesota. Cette base de données (BDD) est très 
utilisée dans le domaine de la recommandation [MIL et al. 03] et ne pose pas de problèmes 
contrairement à celle précédemment utilisée. Cette base de données contient des données 
tirées des actions (donner une note à un film) de vrais utilisateurs. Cependant, ces 
utilisateurs n’ont pas utilisé directement notre système.  
Des tests sont réalisés sur cette base de données de films enrichie au niveau de la 
quantité d’informations qu’elle contient. Ces tests ont pour but d’évaluer les performances 
du système mis en œuvre dans cette thèse et particulièrement de comparer les deux 
algorithmes mis en œuvre, ainsi que la capacité du système à prendre en compte de manière 
efficace de nombreux attributs. 
 
VIII.2.A. Comparaison entre les algorithmes 1 et 2 
 
Nous testons les performances entre les méthodes « Rate Calculation » et « Pairwise 
Calculation ». Ces méthodes correspondent aux méthodes décrites respectivement aux 
chapitres V.4, et V.5.  
La méthode « Rate Calculation » utilise des données explicites fournies par 
l’utilisateur, à savoir, une note. Et elle utilise cette note afin de faire évoluer le profil de 
l’utilisateur. Cette évolution se traduit par des modifications dans les scores attribués pour 
chaque attribut constituant le profil de l’utilisateur.  
La méthode « Pairwise Calculation » utilise des données implicites, ces données 
correspondent à la liste des objets affichés à l’utilisateur et de l’objet que l’utilisateur a 
sélectionné. Grâce à ces données, une méthode de calcul basée sur du pair à pair, et sur des 










Nous voulions une base de données multicritère avec des notes de la part des 
utilisateurs et également que chaque utilisateur ait noté plusieurs objets. 
C’est pourquoi nous avons utilisé la base de données issue de MovieLens. En effet, 
cette base de données correspond tout à fait à ce que nous recherchons et de plus, elle est 
souvent utilisée dans le but d'étudier certains systèmes de recommandation. Les membres de 
MovieLens l’utilisent, et ce, afin d'apprendre à construire de meilleurs systèmes de 
recommandation. Cette base de données contient 10 millions de notes et 100 000 tags 
(informations supplémentaires données par les utilisateurs sous forme de mots-clés) pour 
10 681 films et pour 71 567 utilisateurs. Les évaluations sont basées sur une échelle de 
nombre entier allant de 1 à 5.  
De plus, nous avons récupéré la base de données IMDB (Internet Movie DataBase, 
accessible à l’adresse : « imdb.com »). Cette base de données contient un très grand nombre 
d’informations à propos des films, comme les genres, auteurs, producteurs, réalisateurs, 
acteurs, réalisateurs effets spéciaux, etc. Cette base de données nous permet d’augmenter le 
nombre d’informations disponibles sur un film. Nous l'utilisons dans le but d'ajouter des 





Dans le but de tester notre système, un échantillon de 92 personnes a été sélectionné 
et nous avons effectué une série de calculs avec nos deux algorithmes. Ces utilisateurs ont été 
sélectionnés de manière à avoir des utilisateurs ayant fourni beaucoup de notes et également 
d’autres utilisateurs ayant donné peu de notes. Les notes données reflètent les évaluations 
qu’on fait les utilisateurs afin de définir leur degré de satisfaction par rapport aux films 
proposés. Dans ce test, nous prenons uniquement en compte les critères suivants : année de 
distribution, durée et les styles sans limiter leur nombre.  
Pour effectuer ce test, une validation de type K-cross fold a été utilisée (avec k = 6) 
afin de pouvoir réutiliser notre base de données plusieurs fois. Pour effectuer la comparaison 
des performances entre nos algorithmes, nous utilisons pour chaque utilisateur la méthode 
de Kendall Tau-b. Afin de réaliser ce test, nous avons créé une base de données 





La méthode utilisée pour le test est la suivante (voir figure 8, mais utilisée avec des 
films à la place des livres) : 
1. Création d’une liste de 10 films, à l’initialisation de manière aléatoire à partir 
de la base d’apprentissage, puis en sélectionnant les 10 films ayant les 
meilleurs scores (voir étape 6),  
2. À partir de cette liste de films, nous avons considéré que l’utilisateur avait 
sélectionné le premier film ayant la note la plus élevée de la liste proposée (le 
film le plus intéressant pour l’utilisateur),  
3. Nous avons lancé l’algorithme Pairwise en utilisant les films issus de la liste 
créée à l’étape 1 et le film sélectionné, conformément à la méthode Pairwise 
détaillée au chapitre V.5,  
4. Nous avons ainsi mis à jour le profil de l’utilisateur, ensuite nous avons 
calculé un score pour chaque film correspondant aux préférences de 
l’utilisateur, et ce dans la liste initiale de films (moins ceux précédemment 
sélectionnés),  
5. Nous avons trié la liste initiale (moins ceux précédemment sélectionnés),  
6. Nous avons sélectionné les 10 premiers films de cette nouvelle liste,  
7. Nous avons ensuite recommencé les opérations 1 à 6 jusqu’à avoir appris 
(sélectionné) tous les films présents dans la base d’apprentissage, 
8. Puis nous avons calculé un score pour chacun des films de la base de 
validation, 
9. À partir de ces scores, nous avons trié la base de validation et l’avons 
transformée en liste, 
10. Nous avons remplacé chaque film de cette liste par leur note (exemple : 5 ; 4 ; 
5 ; 3 ; 2), 
11. Nous avons ensuite construit une seconde liste à partir de cette liste de 
validation, mais en triant les films par leur note de manière descendante, et en 
remplaçant de la même manière les films par leur note (exemple : 5 ; 5 ; 4 ; 3 ; 
2), 
12. Puis nous avons utilisé la méthode de Kendall Tau-b pour calculer le 
coefficient de corrélation entre ces deux listes 
De cette manière, on peut déterminer la performance de notre système de 
recommandation, puisque plus ce coefficient est élevé et plus les recommandations produites 








Premièrement, on a effectué des tests pour mesurer la performance de notre 
algorithme Rate : 
 
Graphique 1. Valeur de Kendall Tau-b obtenue par utilisateur par notre système mettant en 
œuvre l’algorithme Rate 
La moyenne de la valeur de Kendall Tau-b obtenue pour tous les utilisateurs est 
d’environ 0.09 (Graphique 1). Ce qui correspond à de mauvaises performances. Pour rappel 
on considère que les performances sont moyennes vers 0.2, bonnes vers 0.4, et excellentes à 
partir de 0.6. 
Nous avons ensuite testé les performances de notre algorithme Pairwise : 
 
Graphique 2. Valeur de Kendall Tau-b obtenue par utilisateur par notre système mettant en 































































La moyenne de la valeur de Kendall Tau-b obtenue pour tous les utilisateurs est 
d’environ 0.443 (Graphique 2). Ce qui correspond à de bonnes performances. 
Afin de pouvoir mieux visualiser et comparer les performances de chaque 
algorithme, nous les avons regroupées : 
 
 
Graphique 3. Comparaison de la valeur de Kendall Tau-b obtenue par utilisateur par notre 
système mettant en œuvre l’algorithme Rate et Pairwise 
Nous pouvons déduire de ce graphique 3 que notre algorithme de comparaison par 
paires obtient une valeur de Kendall Tau-b supérieure à l’algorithme par note. Ce qui signifie 
que notre algorithme Pairwise offre de meilleures performances que celui par note (Rate). 
VIII.2.A.iv. Conclusion 
 
Nous pouvons déduire de ces tests que notre algorithme de comparaison par paires 
est bien meilleur que celui par note. En outre, nous pouvons dire que notre système fait 
plutôt de bonnes recommandations (la moyenne de Kendall Tau-b est d’environ 0.443, par 
rapport à un classement absolument parfait de Kendall Tau-b à 1 sur tous les objets 









































VIII.2.B. Évaluation de la prise en compte de nombreux critères 
 
Nous vérifions si notre système utilise de manière efficace de nombreuses données. 
Pour cela, nous lançons notre calcul par paire sur le même ensemble de données, mais nous 
changeons la quantité de critères pris en compte. Nous ne testons pas les performances de 
l’algorithme par note étant donné ses performances par rapport à l’algorithme Pairwise. 
 
VIII.2.B.i.         Données 
 




Nous utilisons la même méthodologie que précédemment sauf que pour ce test nous 
avons utilisé 100 utilisateurs. De plus, d’une part, nous ne prenons en compte que l'année de 
la distribution de films, de nombreux styles (sans limite) et la durée. D'autre part, nous 




Premièrement, on a effectué des tests pour mesurer la performance de notre 






Graphique 4. Valeur de Kendall Tau-b obtenue par utilisateur par notre système mettant en 
œuvre l’algorithme Pairwise avec la base de données restreinte 
La moyenne de la valeur de Kendall Tau-b obtenue pour tous les utilisateurs est 
d’environ 0.45 (Graphique 4). Ce qui correspond à de bonnes performances. 
Puis, l’on a effectué des tests pour mesurer la performance de notre algorithme 
Pairwise avec une base de données riche : 
 
Graphique 5. Valeur de Kendall Tau-b obtenue par utilisateur par notre système mettant en 
œuvre l’algorithme Pairwise avec la base de données riche 
La moyenne de la valeur de Kendall Tau-b obtenue pour tous les utilisateurs est 
d’environ 0.233 (Graphique 5). Ce qui correspond à des performances moyennes. 
Afin de pouvoir mieux visualiser et comparer les performances de chaque base de 








































































































































Graphique 6. Comparaison de la valeur de Kendall Tau-b obtenue par utilisateur par notre 
système mettant en œuvre l’algorithme Pairwise, pour une base de données restreinte et une base de 
données riche 
 
À partir de ce graphique 6, nous pouvons déduire qu’utiliser plus de critères n'a pas 
permis d’avoir de meilleurs résultats, au contraire. Ainsi, on a pu démontrer que le système 
tel qu’il est actuellement ne permet pas de bien prendre en compte de nombreuses 
informations. 
On pourrait se demander s’il serait utile de mettre en œuvre une heuristique 
permettant d’utiliser, dans certaines conditions définies à l’avance, s’il vaut mieux utiliser 
une quantité réduite d’informations ou toutes les informations disponibles. C’est ainsi que 
nous avons comparé les performances de chacune des méthodes (avec restriction et sans 
restrictions) afin de déterminer si cela était utile. 
Ainsi, on a eu un meilleur résultat avec la méthode utilisant tous les critères 
disponibles dans 22 % des cas, et cela a permis de passer d’une valeur de Kendall Tau-b de 
0.45 à 0.465 (si on prend systématiquement la meilleure valeur entre les deux méthodes), soit 









































































Ainsi on a pu démontrer que l’algorithme de Pairwise est largement meilleur que 
l’algorithme de Rate. De plus, on a pu démontrer que notre système avait des difficultés 
lorsqu’on utilisait de nombreuses données, et également que mettre en place une heuristique 
déterminant dans quelles conditions on utilise tous les critères disponibles ou seulement une 
quantité réduite n’était pas la bonne solution. Une autre possibilité serait de changer notre 
système afin de l'améliorer lorsqu’il fonctionne avec plus de données, c'est ce qui est fait en 
utilisant les méthodes détaillées au chapitre VI. Cependant, pour des raisons techniques, 
nous n’avons pas pu mesurer le gain de ces méthodes lors de leurs utilisations au sein de 
notre système. 
 
VIII.3. Mobifiz (Plateforme réelle) 
 
Nous avons mis en place un test mesurant les performances de notre système par 
rapport à de vrais utilisateurs interagissant avec une plateforme en ligne (Mobifiz, mobifiz.fr) 
mettant en œuvre notre système. Cela est utile afin de vérifier les performances dans un 
cadre d’utilisation réelle afin de ne pas avoir uniquement une validation empirique sur, 





Ainsi, nous avons déployé, grâce à des services web, notre système sur une 
plateforme en ligne actuellement encore en bêta (voir Annexes, Partie V). Cette plateforme 
propose des quiz jouables aux utilisateurs. À travers l’interaction des utilisateurs avec la 
plateforme, leurs notes et leurs sélections, nous pouvons construire le profil des utilisateurs. 
Notre système est ainsi utilisé lorsque les utilisateurs fournissent une note sur un quiz. Il est 
également utilisé lorsqu’un utilisateur sélectionne un quiz dans une liste de quiz qui lui est 
proposée. En effet, toutes les listes qui sont proposées à l’utilisateur sont triées en fonction de 
son profil. De cette manière, nous pouvons obtenir de nombreuses informations à propos des 








Sur la page d’accueil, on trouve deux listes de 5 éléments (listes 1 et 2). Une de ces 
listes est aléatoire (liste 1), et l’autre sélectionne les quiz correspondant le mieux au profil de 
l’utilisateur (liste 2). Les utilisateurs ont également la possibilité de choisir un quiz dans une 
liste qui leur est présentée dans la partie solo du site, cette partie correspond à une sélection 
triée de quiz à faire en seul. Cela, après qu’ils aient choisi une catégorie majeure, et ensuite 
une sous-catégorie de quiz. L’ordre des quiz est pris en compte, ainsi que l’élément 
sélectionné par l’utilisateur. 
Les utilisateurs sont divisés en 3 groupes. Les groupes 1, 2, 3 sont de taille 
équivalente. Un utilisateur ne peut faire partie que d’un seul groupe. 
 Le groupe 1 correspond aux utilisateurs qui se voient proposer des 
recommandations basées uniquement sur l’apprentissage utilisant les notes 
qu’ils ont données aux quiz auxquels ils ont joué. 
 Le groupe 2 correspond aux utilisateurs qui se voient proposer des 
recommandations basées uniquement sur l’apprentissage utilisant 
l’apprentissage de type Pairwise qui effectue l’apprentissage en fonction des 
quiz et de leur index lorsqu’ils sont présentés à l’utilisateur et surtout de 
l’élément sélectionné par l’utilisateur. 
 Le groupe 3 correspond aux utilisateurs qui se voient proposer des 
recommandations basées sur l’apprentissage en fonction des notes données 
aux quiz, et en fonction de l’apprentissage Pairwise. 
Tous les index des quiz choisi par l’utilisateur, dans la liste triée qui lui est proposée, 
sont enregistrés. 
Ce test est effectué en prenant en compte l’activité des utilisateurs sur la plateforme et 
ce pendant 15 jours. Étant donné le statut bêta de la plateforme, et donc que la 
communication n’a pas encore été faite pour faire venir de nombreux utilisateurs sur la 
plateforme, la quantité d’utilisateurs est très réduite. Nous n’avons ainsi que 15 utilisateurs 
ayant en tout effectué 142 sélections sur la plateforme. 
Les tests sont effectués en comparant les 3 groupes d’utilisateurs. Afin de déterminer 
l’impact de l’algorithme de désagrégation utilisé par le système de recommandation dans 
leur choix de quiz. Le principe étant que si le système recommande efficacement, alors 
l’utilisateur sélectionnera un quiz ayant un index faible dans la liste qui lui est présentée. En 





ses caractéristiques et du profil de l’utilisateur. Les suivants sont ainsi considérés comme 
étant moins intéressant pour l’utilisateur, car ayant obtenu un score inférieur. 
C’est donc grâce à l’index de l’élément sélectionné par l’utilisateur par rapport à la 
taille de la liste présentée, que la comparaison va pouvoir se faire. 
Pour effectuer les comparaisons, nous avons utilisé la formule suivante : 
 
             
   
    
         
   
  
                     




-   correspond à l’élément sélectionné 
-   correspond à l’utilisateur actuel appartenant au groupe g 
-   correspond au groupe de l’utilisateur 
-   correspond au temps où l’élément a été sélectionné 
-          
   
                                       
   
 
 
L’indice de performance              
   
 est compris entre 0 et 1. 1 représentant la 
performance parfaite, c’est-à-dire, d’avoir positionné en première place le quiz 
sélectionné par l’utilisateur et 0 le fait d’avoir positionné l’élément sélectionné par 
l’utilisateur, en dernière position dans la liste. C’est un simple rapport entre l’index de 
l’élément sélectionné et le nombre d’éléments présenté à l’utilisateur, ce qui nous permet 
de mesurer l’écart entre l’index de l’élément sélectionné et la première place, ainsi que de 
prendre en compte le nombre de quiz présentés à l’utilisateur. 
Afin de comparer les performances de chacun des 3 groupes, nous avons utilisé la 
moyenne des résultats obtenus par la méthode précédemment décrite. 
Nous avons séparé la moyenne par utilisateur, et par groupe. Étant donné le nombre 
d’utilisateurs, nous n’avons pas effectué de calculs par rapport aux listes, car cela n’aurait 










Les utilisateurs 1 à 5 font partie du groupe 1. Les utilisateurs 6 à 10 font partie du 
groupe 2. Les utilisateurs 11 à 15 font partie du groupe 3. Ainsi en effectuant la moyenne de 
performances pour chaque utilisateur, on obtient par utilisateur : 
 
Graphique 7. Moyenne de l’indice de performance par utilisateurs  
 
La moyenne de tous les utilisateurs est d’environ 0.663 (Graphique 7). Ce qui permet 
de dire que le système mis en place satisfait assez bien les utilisateurs. Par ailleurs, on voit ici 
que les résultats obtenus par le groupe 1 et 2 sont assez uniformes, alors que les résultats des 
utilisateurs appartenant au groupe 3 sont assez aléatoires. Ainsi, les méthodes Rate et 
Pairwise, obtiennent des résultats assez uniformes quand elles sont utilisées de manière 
séparée, à la différence de leur utilisation conjointe. 
Ensuite nous avons déterminé la moyenne de l’indice de performance obtenu par 
groupe : 
 Groupe 1 : 
Uniquement 
algorithme Rate 
Groupe 2 : 
Uniquement 
algorithme Pairwise 
Groupe 3 : 
Algorithme Rate ET 
Pairwise 
Moyenne de l’indice 
de performance 
0.544 0.665 0.778 
 





On peut ainsi constater sur le Tableau 11 que le l’algorithme Rate offre de moins bons 
résultats que l’algorithme Pairwise, apportant ainsi une confirmation des résultats obtenus 
dans MovieLens. 
Par contre on obtient une information supplémentaire ici, à savoir qu’il est bénéfique 
d’utiliser les méthodes de manière conjointe. La satisfaction globale des utilisateurs ne sera, 




Nous avons confirmé ici, par des tests avec des utilisateurs utilisant directement notre 
système, que notre système offrait un bon niveau de satisfaction aux utilisateurs. Nous avons 
également confirmé que notre algorithme Pairwise était meilleur que l’algorithme Rate pour 
fournir de bonnes recommandations. Par ailleurs, nous avons également pu démontrer que 
l’utilisation conjointe de ces deux algorithmes permettait d’obtenir des performances 
globales supérieures à celles obtenues avec les algorithmes utilisés séparément.  
 
VIII.4. Comparaison avec un système multi-agents réalisant du 
profiling utilisateur 
 
Afin d’évaluer notre système, nous nous sommes comparés, au niveau de la qualité 
des recommandations effectuées, avec un autre système permettant de faire de la 
recommandation grâce à un système de profiling utilisateur. Ainsi nous comparons les 
performances de notre système avec celles d’un système mettant en œuvre un système multi-
agents afin de réaliser l’apprentissage de profils utilisateur. Les systèmes multi-agents sont 
exploités afin d’apporter une solution distribuée à la personnalisation des services offerts aux 
utilisateurs et à l’apprentissage de leurs centres d’intérêt. Cela est intéressant afin de pouvoir 
comparer les performances de notre système avec un système utilisant des méthodes de 










Dans le but de comparer les performances du système que nous présentons ici, nous 
avons mis en place un BQR (Bonus Qualité Recherche) avec d’autres membres du laboratoire 
mettant en œuvre des systèmes multi-agents dont l’un des buts, est de réaliser du profiling 




Les tests mis en œuvre consistent à évaluer les performances de l’algorithme Paiwise 
décrit ici, avec les performances du système multi-agents décrit dans [LEM 11]. 
Ces tests proposent d’évaluer la capacité des algorithmes à déterminer quels sont les 
films qui vont le plus satisfaire un utilisateur en fonction des caractéristiques des films en 
question (genre, auteur, producteur, réalisateur, acteurs, etc.). 
Ces tests utilisent la base de données issue de MovieLens décrite au chapitre 
« VIII.2.A.i ». À partir de cette base, nous avons extrait deux bases d’apprentissage 
différentes : 
 avec en entrée une base de données de films ne contenant qu'un nombre 
limité d'informations (BDD restreinte), en effet, les attributs pris en compte 
étaient : l'année de la distribution du film, de nombreux styles (sans limite), et 
la durée du film 
 avec en entrée une base de données de films contenant un ensemble très 
complet de caractéristiques (BDD riche). Cette base incluant des informations 
comme le genre, auteur, producteur, réalisateur, acteurs, réalisateur effets 
spéciaux, etc. 
Les tests s’appuient sur une sélection aléatoire de 100 utilisateurs issus de ces deux 
bases. 
La méthode de comparaison utilisée pour mesurer les performances de chaque 
système est Kendall Tau-b. Cette méthode est utilisée dans le cadre de la méthode de K-cross 
fold (avec k = 6). 
Chaque système a donc reçu en entrée une base, puis l’autre. Les systèmes ont utilisé 
ces données afin d’effectuer un tri (ranking) des films à présenter à l’utilisateur, et grâce à la 





La moyenne des résultats obtenus pour chaque utilisateur et pour chaque K partie a été 
effectuée. 




Premièrement les résultats issus du système multi-agents avec la base de données 
restreinte (BDD restreinte) : 
 
Graphique 8. Valeur de Kendall Tau-b obtenue par utilisateur par le système multi-agents 
utilisant une base de données restreinte 
 
La moyenne de la valeur de Kendall Tau-b obtenue pour tous les utilisateurs est 
d’environ 0.101 (Graphique 8). Ce qui correspond à de mauvaises performances. Pour rappel 
on considère que les performances sont moyennes vers 0.2, bonnes vers 0.4, et excellentes à 
partir de 0.6. 
Voici les résultats issus du système présenté ici, et spécifiquement lors de la mise en 







































































Graphique 9. Valeur de Kendall Tau-b obtenue par utilisateur par notre système mettant en 
œuvre l’algorithme Rate 
La moyenne de la valeur de Kendall Tau-b obtenue pour tous les utilisateurs est 
d’environ 0.09 (Graphique 9). Ce qui correspond à de mauvaises performances. 
Voici les résultats issus du système présenté ici, et spécifiquement lors de la mise en 
œuvre de l’algorithme de Pairwise en utilisant la base de données restreinte (BDD restreinte). 
 
Graphique 10. Valeur de Kendall Tau-b obtenue par utilisateur par notre système mettant en 
œuvre l’algorithme Pairwise et utilisant une base de données restreinte 
La moyenne de la valeur de Kendall Tau-b obtenue pour tous les utilisateurs est 
d’environ 0.450 (Graphique 10). Ce qui correspond à de bonnes performances. 
Afin de pouvoir mieux visualiser et comparer les performances de chaque système, 




































































































Graphique 11. Comparaison des valeurs de Kendall Tau-b obtenue par utilisateur pour le 
système multi-agents et notre système utilisant l’algorithme de Pairwise avec une base de données 
restreinte 
 
On constate donc sur le graphique 11, que le système Pairwise développé dans cette 
thèse obtient une valeur de Kendall Tau-b supérieure à celle obtenue en utilisant un système 
multi-agents. On peut en déduire que le système de recommandation décrit ici offre de 
meilleures recommandations que le système multi-agents. On remarque cependant que 
lorsque l’on utilise l’algorithme Rate, le système multi-agents obtient de meilleures 
performances. 
Après avoir effectué ces tests, nous avons comparé les performances obtenues par 
chacun des deux systèmes dans le cadre où de nombreuses données sont utilisées. C’est 
pourquoi nous avons fait de nouveaux tests en utilisant cette fois une base de données 
comportant de plus nombreuses informations détaillant les films. 
 
Voici les résultats du système multi-agents utilisant la base de données complète 
































































Graphique 12. Valeur de Kendall Tau-b obtenue par utilisateur par le système multi-agents 
utilisant une base de données riche 
 
La moyenne de la valeur de Kendall Tau-b obtenue pour tous les utilisateurs est 
d’environ 0.081 (Graphique 12). Ce qui correspond à de mauvaises performances. 
On utilise pour comparer ces résultats, les données issues de notre système utilisant 
lui aussi la base de données riche : 
 
Graphique 13. Valeur de Kendall Tau-b obtenue par utilisateur par notre système mettant en 







































































































































La moyenne de la valeur de Kendall Tau-b obtenue pour tous les utilisateurs est 
d’environ 0.233 (Graphique 13). Ce qui correspond à des performances moyennes. 
Afin de pouvoir mieux visualiser et comparer les performances de chaque système, 
nous les avons regroupées : 
 
Graphique 14. Comparaison des valeurs de Kendall Tau-b obtenue par utilisateur pour le 
système multi-agents et notre système utilisant l’algorithme de Pairwise avec une base de données 
riche 
On lit sur ce graphique 14 que, comme précédemment, le système décrit ici et mettant 
en œuvre l’algorithme Pairwise obtient de meilleures performances que le système multi-
agents. 
Cependant on constate que les performances de notre système ont quasiment été 
divisées par 2 (0.45 à 0.233) lorsque l’on a pris en compte tous les critères disponibles. Et si on 
regarde les performances du système multi-agents, ses performances ont peu changé (0.101 à 





Après avoir observé ces différents résultats, on peut en conclure que notre système 
fournit de meilleures recommandations que celles obtenues par le système multi-agents. En 




































































les informations disponibles à propos des films, on a montré que notre système était meilleur 
que le système multi-agents.  
Cependant, le système employant un système multi-agents n’a pas été conçu dans 
l’objectif d’être un système de recommandation, mais dans le but d’effectuer de la 
personnalisation de l’accès à l’information. Cela peut expliquer les mauvais résultats dans le 
contexte présenté ici. Il faudrait poursuivre les expérimentations pour déterminer les 
performances et caractéristiques des systèmes multi-agents dans d’autres contextes. 
 Cela nous permet de fournir une première comparaison des performances de notre 
système avec d’autres systèmes adaptatifs. 
 
VIII.5. Comparaison avec un système employant la 
recommandation collaborative 
 
Dans le but de comparer les performances du système que nous proposons avec celles 
de systèmes mettant en œuvres d’autres techniques, nous nous comparons ici à un système 
mettant en œuvre de la recommandation collaborative. Ceci est important, car ces systèmes 
sont actuellement très employés, et cela nous permet, en fonction des performances de notre 




Afin de pouvoir comparer les performances de notre système, et en particulier 
l’algorithme de Pairwise que nous utilisons, nous nous comparons aux résultats obtenus 
dans l’article de Seung-won Hwang et Mu-Woong Lee [HWA 09+ qui mettent en œuvre des 
algorithmes de recommandation collaborative (RC ou CF comme Collaborative Filtering). 
Dans cet article sont comparées les capacités du système que les auteurs ont mis au point 
afin d’utiliser des techniques de recommandation collaborative sans utiliser de notes 
fournies par les utilisateurs. En effet, le but de l’article est de comparer les performances d’un 
système à base de CF quantitatif (basé sur des notes) à des systèmes de CF qualitatifs (basé 
sur des feedback des utilisateurs). La technique de CF quantitatif employée se base sur le 
moteur open-source de recommandation collaborative CoFE (ce moteur n’est plus maintenu 
actuellement). Ce système a en particulier été utilisé par l’équipe du Yahoo! Research Labs 





technique utilisée pour réaliser le calcul de similitude entre les utilisateurs est celle de 
Pearson [LIN 89], cette mesure est proche des mesures de Kendall Tau et de Spearman Rho.  
Or cela est particulièrement intéressant, car notre système utilise également une 
recommandation qui peut être considérée comme qualitative (le système Pairwise) dans 
lequel on utilise des feedback utilisateur (leurs sélections). Ainsi nous allons comparer les 
performances de notre système avec à la fois un système collaboratif basé comme nous sur 
les feedback utilisateurs et également avec un système mettant en œuvre de la 




Pour le test de notre système, un échantillon de 100 personnes a été pris et nous avons 
lancé le calcul en utilisant l’algorithme Pairwise. Nous prenons en compte uniquement les 
critères suivants : année de distribution, durée et les styles sans limiter leur nombre. Pour 
effectuer ce test, la méthode K-cross fold (avec k = 6) a été utilisée. Pour effectuer la 
comparaison entre les systèmes, nous utilisons la moyenne des valeurs obtenues, calculées 
avec Kendall Tau (et non Tau-b, les auteurs ayant préféré la méthode Kendall Tau) pour 
chaque partie. 
Pour le test du système détaillé dans l’article de Seung-won Hwang et Mu-Woong 
Lee [HWA 09], les auteurs mettent en œuvre des algorithmes de recommandation 
collaborative. Trois systèmes sont mis en œuvres, les résultats issus de ces systèmes ont été 
rassemblés dans le Graphique 15 et c’est avec celui-ci graphique que nous nous comparons. 
La métrique utilisée pour leurs tests est celle de Kendall tau. Les tests se basent sur la 
base de données de MovieLens. La base utilisée est une version réduite de la base que nous 
utilisons nous même. Cette base est composée de 100.000 votes définis par 943 utilisateurs 
sur 1682 objets. Ensuite, ils ont sélectionné les 100 objets les plus notés. Pour chaque 
recommandation, ils ont regroupé les notes de 100 utilisateurs ayant des profils voisins. À 
partir de cette base, ils ont mis de côté 5% de notes sélectionnées au hasard, qui vont servir 
de base de validation pour les tests. L’expérimentation consiste à comparer la précision de 
leurs systèmes avec un système employant de la recommandation collaborative classique 
(quantitative, se basant sur les notes des utilisateurs). Cette recommandation met en œuvre 
le moteur CoFE. Pour la comparaison, ils calculent la valeur de Kendall tau pour chaque 
utilisateur et la moyenne des résultats obtenus. Ces résultats sont également comparés aux 







Ces résultats illustrent la précision des systèmes présentés par les auteurs (QCF et 
QCFa, qui représentent Quantitative Collaborative Filtering), du système de 
recommandations collaboratives plus classique (CF), ainsi qu’aux résultats de 
recommandations aléatoires. 
Les résultats sont donnés en fonction de la valeur moyenne des résultats obtenus par 
la méthode de comparaison de Kendall tau, et également en fonction de  , cette variable 
représente la différence entre deux valeurs. Cette différence est utilisée pour déterminer si 
des objets d’une paire d’objets donnée sont liés ou non. Pour rappel, quand une paire 
d’objets est liée, cela signifie que l'utilisateur est en fait indifférent à la différence entre les 
deux. 
 
Graphique 15. Valeur du coefficient de corrélation Kendall Tau QCF, QCFa, et CF en fonction 
de la valeur de δ 
 
On remarque sur ce graphique 15, que la moyenne de QCF est d’environ 0.05, celle de 





mauvaises performances. Pour rappel on considère que les performances sont moyennes 
vers 0.2, bonnes vers 0.4, et excellentes à partir de 0.6. 
 
Afin de comparer ces performances avec celles de notre système, nous avons calculé 
avec la méthode de Kendall tau et non Kendall tau-b (en effet, les auteurs utilise uniquement 
Kendall tau), les performances de notre système lorsque l’on utilise l’algorithme Pairwise. 
Dans le système que nous mettons en œuvre, la valeur de   est toujours égale à 0. 
 
Graphique 16. Valeur de Kendall Tau obtenue par utilisateurs par notre système mettant en 
œuvre l’algorithme Pairwise et utilisant une base de données riche 
 
La moyenne de la valeur de Kendall Tau obtenue pour tous les utilisateurs est 
d’environ 0.32 (Graphique 16). Ce qui correspond à de moyennes/bonnes performances. Cela 




Bien que les techniques de recommandations collaboratives soient difficilement 
comparables avec des techniques de recommandation basées sur le contenu, on peut 
constater que les résultats obtenus par notre système sont meilleurs que les systèmes de 




































































notre système se révèle meilleur que le système de recommandation collaborative plus 
classique utilisé et mis en œuvre dans CoFE. Cela permet de confirmer ses bonnes 
performances par rapport aux autres systèmes existants. 
 
VIII.6. Comparaison avec un système de recommandation 
hybride 
 
Afin de comparer les performances de notre système avec celles d’autres systèmes, 
nous nous comparons avec un système hybride [GAR 06]. Ce système utilise un mélange 
entre la recommandation collaborative et la recommandation sur le contenu. Une de ses 





 L’approche utilise des mesures de similarité entre les utilisateurs, mais elle propose 
aussi d’évaluer directement les attributs des éléments. Cela peut être utilisé afin de faire des 
recommandations directement aux utilisateurs, mais une autre caractéristique tout aussi 
importante, est que cela permet à ces recommandations d’être justifiées. Les auteurs 
introduisent une méthode pour prédire la préférence d'un utilisateur pour un film, en 
estimant l'attitude de l'utilisateur envers des caractéristiques avec lesquelles les autres 
utilisateurs ont décrit ce film. L’approche utilisée est hybride, au sein de laquelle un 
mécanisme de recommandation spécifique à l'utilisateur est appris et évalué 
expérimentalement. Il semble qu'un tel système de recommandation a la capacité de réaliser 
des améliorations significatives en ce qui concerne la précision de méthodes alternatives, et 




L’évaluation des travaux des auteurs de [GAR 06], se fait vis-à-vis de l’évaluation de 
méthodes de recommandation collaborative (CF) issue de [HER et al. 04], de méthode 
hybride (Combined) décrite dans [GAR 06], d’une autre version du système hybride 





que chaque utilisateur va évaluer chaque élément avec la note globale moyenne de tous les 
autres utilisateurs, issu de [BREE et al. 98], et enfin de l’aléatoire (Random). 
 
L’Ensemble des données du système utilisé dans [GAR 06] a été restreint aux 
utilisateurs avec 30 ou plusieurs notes, aux articles notés par au moins 5 utilisateurs. Cela a 
laissé 885 utilisateurs, 1641 articles, 667 caractéristiques, et un total de 19 621 notes. 
La méthode d’évaluation utilise une méthode de corrélation, le coefficient de 
Spearman Rho. Ce coefficient tend à être très similaire à celui de Kendall Tau-b dans la 
pratique [FRE 07], c’est pourquoi nous pouvons le comparer directement avec les valeurs du 











Tableau 12. Comparaison avec des systèmes de recommandation hybride, en utilisant le 
coefficient de Spearman Rho 
 
Pour rappel, nous avions obtenu : 
Dans le cadre de l’utilisation de l’algorithme de Kendall Tau-b sur une base de 
données restreinte, une valeur du coefficient de Kendall Tau-b de 0.450 (Graphique 10). Ce 
qui correspond à de bonnes performances. 
Dans le cadre de l’utilisation de l’algorithme de Kendall Tau-b sur une base de 
données riche, une valeur du coefficient de Kendall Tau-b de 0.233 (Graphique 13). Ce qui 






Ainsi, l’on constate sur le tableau 12, que dans le cas où nous limitons le nombre de 
critères, nous sommes meilleures que toutes les méthodes utilisées dans ce test. Par contre 






Ainsi, ce test nous permet d’augmenter la quantité de tests permettant de comparer 
notre système avec ceux existants. Les résultats indiquent que notre système est efficace 
quand le nombre de critères est limité, et confirme que notre système est peu performant 
lorsque l’on utilise de nombreux critères. Cela était une information déjà connue pour 














































Conclusion générale des expérimentations 
 
Après avoir effectué un descriptif des différents outils de mesure disponible pour la 
méthodologie, nous avons choisi les outils qui correspondent à notre cadre d’utilisation. 
Les différentes expérimentations réalisées ont permis de comparer les performances 
de nos deux algorithmes de désagrégations, et de pouvoir tester les performances de notre 
système sur une base de données contenant des informations à propos d’actions réalisées par 
de vrais utilisateurs (mise de notes), mais n’ayant pas utilisé directement notre système. Elles 
ont aussi permis d’évaluer les performances de notre système lors d’une utilisation directe 
par de vrais utilisateurs. Et enfin de comparer les performances que nous avons obtenues par 
rapport à d’autres systèmes, tels qu’un système employant un système multi-agents, un 
système utilisant des recommandations collaboratives quantitatives, qualitatives, ainsi que 
des systèmes utilisant une recommandation hybride. 
Le test entre les performances de nos deux algorithmes a permis de montrer que 
notre algorithme Pairwise était meilleur que l’algorithme Rate. 
Bien que l’échantillon soit limité, les tests réalisés avec de vrais utilisateurs utilisant 
directement notre système ont montré que notre système offrait de plutôt bonnes 
performances.  
Les tests réalisés avec de vrais utilisateurs n’utilisant pas directement notre système 
(utilisateurs de MovieLens), ou d’autres systèmes de recommandation (multi-agents, 
collaboratif, hybride), nous permettent de valider le fait que notre système soit efficace. 
Cependant, les tests réalisés afin de montrer si notre système utilisait de manière 
positive un grand nombre de critères ont révélé que notre système n’obtenait pas de bonnes 
performances dans ces cas-là. C’est pourquoi nous avons défini des méthodes utilisant des 
intégrales de Choquet afin de prendre en compte les interactions entre les critères dans le but 
d’améliorer les performances de notre système lors d’une utilisation mettant en œuvre une 
grande quantité de critères. Mais pour des raisons techniques, nous n’avons pas pu évaluer 
les résultats obtenus avec ces méthodes. 
 







 Caractéristiques de la Base de 
données utilisée 
Résultats 
Amazon Utilisateurs simulés Performances très mauvaises, problèmes avec 
la base de données 
Movielens Utilisateurs réels, mais sans 
utilisation directe de notre 
système 
Bonnes performances avec une quantité réduite 
de critères, moins bons résultats avec de 
nombreux critères, mauvaise résistance au bruit 
Mobifiz Utilisateurs réels avec une 
utilisation directe de notre 
système 
Bonnes performances en utilisation réelle. 
Intérêt démontré d’utiliser conjointement nos 
deux algorithmes de désagrégation 
Recommandation 
multi-agents 
Utilisateurs réels, mais sans 
utilisation directe de notre 
système 
Performances supérieures au système multi-
agents. Cependant, le système multi-agent a 
une meilleure résistance au bruit 
Recommandation 
collaborative 
Utilisateurs réels, mais sans 
utilisation directe de notre 
système 




Utilisateurs réels, mais sans 
utilisation directe de notre 
système 
Performances supérieures au système hybride 
quand on utilise une quantité réduite de 
critères, sinon le système hybride est meilleur 
et les autres techniques également 
Tableau 13. Récapitulatif des tests effectués 
 
Il pourrait être intéressant de comparer les performances de notre système avec celles 
d’autres systèmes de recommandation utilisés plus largement (systèmes employés sur des 
sites E-Commerce très fréquentés) que ceux avec lesquels nous nous sommes comparés. C’est 











































Conclusion générale de la thèse 
 
Le système que nous avons mis au point satisfait les contraintes qui ont été définies 
dans la problématique de cette thèse. 
 Ainsi nous avons mis au point un système qui est évolutif, c’est-à-dire que le 
ou les profils des utilisateurs évoluera/ont dans le temps, et l’assistance 
fournie évoluera de la même manière. 
 Il met en œuvre les principes issus des domaines multicritère/multiattribut et 
cela en faisant varier dynamiquement les critères/attributs pris en compte 
pour la décision.  
 Le système proposé est totalement incrémental, c’est-à-dire qu’il ne dispose 
pas de données a priori sur les utilisateurs, et de plus, il est synchrone. 
 Il propose des recommandations génériques, c’est-à-dire qu’il peut être utilisé 
avec différents types d’éléments (une voiture, une maison, un film) et cela de 
manière naturelle. 
Nous avons mis au point des techniques permettent d’apporter en partie des 
solutions à des verrous technologiques comme la désagrégation de critères et la prise en 
compte d’un nombre variable de critères dans le processus d’aide à la décision interactif, et 
ce sans définir au préalable de famille cohérente de critères sur laquelle est basée la décision. 
Le système mis en place permet de mettre en œuvre un système supportant 
l’utilisation dynamique d’un nombre variable de critères, dans le but d’effectuer de 
l’assistance aux décisions de l’utilisateur.  
Il permet d’utiliser des profils évolutifs qui offrent aux utilisateurs la possibilité de 
changer de préférence à n’importe quel moment et ainsi avoir un système qui s’ajuste de 
manière très rapide aux nouvelles préférences. Pour cela, des méthodes de désagrégation ont 
été mises au point. 
Au sein de ce travail, nous avons proposé des algorithmes qui apportent une solution 
aux problématiques définies au sein de cette thèse. De plus, nous avons également proposé 
des algorithmes qui utilisent les informations issues des interactions entre les critères afin de 
mettre à jour les profils des utilisateurs. 
Dans le cadre des expérimentations que nous avons menées pour valider et évaluer 
les performances de notre système, un travail complet a été réalisé afin de sélectionner les 






Nous avons effectué de nombreuses expérimentations. Elles ont été menées dans 
plusieurs cadres afin de tester notre système dans plusieurs conditions. Cela nous permet de 
pouvoir réellement valider notre système et de connaître les performances de nos 
algorithmes entre eux, mais également les performances de notre système vis-à-vis d’autres 
systèmes de recommandation. 
Le test entre les performances de nos deux algorithmes a permis de montrer que 
notre algorithme Pairwise était meilleur que l’algorithme Rate. 
Bien que l’échantillon soit limité, les tests réalisés avec de vrais utilisateurs utilisant 
directement notre système ont montré que notre système offrait de plutôt bonnes 
performances.  
Les tests réalisés, avec de vrais utilisateurs n’utilisant pas directement notre système 
(utilisateurs de MovieLens), ou d’autres systèmes de recommandation (multi-agents, 
collaboratif, hybride), nous permettent de valider le fait que notre système soit efficace. 
 
Cependant, il faut minorer ces résultats, en effet, la satisfaction de l’utilisateur sera 
fortement dépendante des résultats produits par le système de Recherche d’Information, et si 
ces résultats sont mauvais, alors l’utilisation de notre système ne pourra rien y changer. De 
plus, nous n’obtenons pas de bonnes performances quand de nombreux critères sont utilisés. 
Nous restons dépendants, de par le choix d’utiliser un système de recommandation basé sur 
le contenu, des informations disponibles à propos des éléments à recommander. 
 
Dans la continuité de notre travail, nous avons défini plusieurs perspectives à 
explorer : 
 Une première perspective consiste à déterminer de manière automatique, quel 
profil de l’utilisateur il est nécessaire d’utiliser, et ce, en fonction du contexte 
dans lequel l’utilisateur se trouve. 
 Une seconde perspective serait d’utiliser des données contenues dans un 
profil au sein d’un autre, une sorte de système de profils collaboratif pour un 
même utilisateur. Cela permettrait d’obtenir des informations sur un profil 
que l’utilisateur n’a pas directement indiquées dans le contexte où il se trouve, 






 Un autre moyen que Kappalab afin d’utiliser les intégrales de Choquet 
pourrait être recherché afin de tester l’impact que ces intégrales peuvent avoir 
sur les performances de notre système. 
 Une cinquième perspective serait d’utiliser une alternative aux intégrales de 
Choquet, en utilisant les CP-nets avec les réseaux GAI. 
 Nous pourrions aussi tester si lors de l’utilisation des intégrales de Choquet, 
avec des valeurs     négatives, nous obtenons de meilleures performances. 
C’est-à-dire, si la possibilité, avec les intégrales de Choquet de pouvoir réduire 
la valeur d’un critère dans le profil de l’utilisateur, peut apporter de 
meilleures performances. 
 Une sixième perspective à notre travail serait d’utiliser les scores présents 
dans les profils des utilisateurs afin de déterminer quels sont les vrais critères, 
quasi-critère et pseudo-critère. Cela permettant ainsi d’offrir une visualisation 
des préférences de l’utilisateur. 
 Une septième perspective serait de comparer les performances de notre 
système avec celles de systèmes de recommandation autres que ceux avec 
lesquels nous nous sommes comparés. 
 Une huitième perspective consiste à utiliser un système collaboratif en 
complément du système basé sur le contenu. Cela ne sera possible que lorsque 
de nombreux utilisateurs auront interagi avec notre système. Ainsi, l’on 
pourra exploiter les différents profils des utilisateurs afin de proposer de 
nouvelles recommandations. Il faudra donc mettre en place des algorithmes 
permettant d’exploiter de manière complémentaire les recommandations 
produites par les deux systèmes de recommandation. En effet, les systèmes de 
recommandations sont efficaces pour les utilisateurs ayant des goûts 
populaires. Ainsi une heuristique pourrait être définie pour utiliser le système 
collaboratif pour les utilisateurs aux goûts populaires, et le système basé sur le 
contenu pour les autres utilisateurs, mais aussi dans les cas où l’on veut 
























































Voici la page d’accueil lorsque l’on est connecté. On remarque que sur la droite de la 
page on trouve deux listes. Une liste de quiz sélectionné, et une liste de quiz recommandé. La 
première liste concerne une sélection des quiz les plus joués. Et la seconde est une liste 
générée en fonction des préférences de l’utilisateur en fonction de tous les quiz disponible 







Tableaux des résultats obtenus lors de l’expérimentation 
 
 « Place » correspond à la place du quiz dans la liste présentée. 
 « NBQuiz » correspond au nombre de quiz présent dans la liste présentée à 
l’utilisateur. 
 « IDUser » correspond à l’id de l’utilisateur (nous avons remplacé le véritable 
id pour des raisons de confidentialité) 
 « IDQuiz » (nous avons remplacé le véritable id pour des raisons de 
confidentialité) 
 « IDGroup » correspond au groupe dans lequel est présent l’utilisateur. 
 « Indice_De_Performance » correspond à l’indice de performance (formule 
56). 
Place NBQuiz IDUser IDQuiz IDGroup Indice_De_Performance 
4 5 User 1 x 1 0, 25 
17 31 User 1 x 1 0, 466666667 
1 8 User 1 x 1 1 
3 5 User 2 x 1 0, 5 
5 5 User 2 x 1 0 
2 5 User 2 x 1 0, 75 
4 6 User 2 x 1 0, 4 
2 8 User 2 x 1 0, 857142857 
2 8 User 2 x 1 0, 857142857 
4 8 User 2 x 1 0, 571428571 
2 5 User 2 x 1 0, 75 
1 6 User 3 x 3 1 
1 28 User 3 x 3 1 
3 28 User 3 x 3 0, 925925926 
10 88 User 3 x 3 0, 896551724 
1 88 User 3 x 3 1 
4 79 User 3 x 3 0, 961538462 
7 73 User 3 x 3 0, 916666667 
3 73 User 3 x 3 0, 972222222 
6 88 User 3 x 3 0, 942528736 
4 88 User 3 x 3 0, 965517241 
1 5 User 3 x 3 1 
1 5 User 3 x 3 1 
1 5 User 4 x 2 1 





62 73 User 4 x 2 0, 152777778 
69 73 User 4 x 2 0, 055555556 
46 79 User 4 x 2 0, 423076923 
18 73 User 4 x 2 0, 763888889 
36 73 User 4 x 2 0, 513888889 
51 73 User 4 x 2 0, 305555556 
62 73 User 4 x 2 0, 152777778 
61 79 User 4 x 2 0, 230769231 
65 79 User 4 x 2 0, 179487179 
4 10 User 4 x 2 0, 666666667 
67 79 User 4 x 2 0, 153846154 
3 10 User 4 x 2 0, 777777778 
3 5 User 4 x 2 0, 5 
2 10 User 4 x 2 0, 888888889 
5 5 User 4 x 2 0 
4 5 User 4 x 2 0, 25 
6 10 User 4 x 2 0, 444444444 
1 8 User 4 x 2 1 
2 8 User 4 x 2 0, 857142857 
4 8 User 4 x 2 0, 571428571 
8 8 User 4 x 2 0 
2 10 User 4 x 2 0, 888888889 
3 10 User 4 x 2 0, 777777778 
5 10 User 4 x 2 0, 555555556 
7 10 User 4 x 2 0, 333333333 
12 79 User 4 x 2 0, 858974359 
41 79 User 4 x 2 0, 487179487 
4 73 User 4 x 2 0, 958333333 
2 12 User 4 x 2 0, 909090909 
2 5 User 5 x 1 0, 75 
4 7 User 5 x 1 0, 5 
4 7 User 5 x 1 0, 5 
5 7 User 5 x 1 0, 333333333 
3 7 User 5 x 1 0, 666666667 
2 6 User 5 x 1 0, 8 
4 6 User 5 x 1 0, 4 
6 6 User 5 x 1 0 
3 6 User 5 x 1 0, 6 
5 6 User 5 x 1 0, 2 
38 45 User 5 x 1 0, 159090909 





18 45 User 5 x 1 0, 613636364 
1 5 User 5 x 1 1 
3 5 User 5 x 1 0, 5 
4 5 User 5 x 1 0, 25 
5 5 User 5 x 1 0 
2 5 User 5 x 1 0, 75 
5 5 User 5 x 1 0 
4 25 User 6 x 2 0, 875 
17 79 User 6 x 2 0, 794871795 
3 5 User 7 x 3 0, 5 
2 16 User 8 x 2 0, 933333333 
3 8 User 8 x 2 0, 714285714 
8 16 User 8 x 2 0, 533333333 
3 5 User 8 x 2 0, 5 
24 25 User 8 x 2 0, 041666667 
1 25 User 8 x 2 1 
3 5 User 8 x 2 0, 5 
4 5 User 8 x 2 0, 25 
1 26 User 8 x 2 1 
1 5 User 8 x 2 1 
1 5 User 9 x 3 1 
2 31 User 9 x 3 0, 966666667 
1 5 User 9 x 3 1 
1 5 User 9 x 3 1 
2 5 User 9 x 3 0, 75 
1 5 User 9 x 3 1 
4 5 User 9 x 3 0, 25 
5 26 User 9 x 3 0, 84 
1 6 User 10 x 1 1 
4 6 User 10 x 1 0, 4 
6 28 User 10 x 1 0, 814814815 
2 28 User 10 x 1 0, 962962963 
10 23 User 10 x 1 0, 590909091 
3 8 User 11 x 2 0, 714285714 
2 5 User 12 x 3 0, 75 
4 5 User 12 x 3 0, 25 
2 6 User 12 x 3 0, 8 
2 5 User 12 x 3 0, 75 
3 5 User 12 x 3 0, 5 
5 5 User 12 x 3 0 





4 5 User 14 x 1 0, 25 
5 5 User 14 x 1 0 
2 5 User 14 x 1 0, 75 
3 5 User 14 x 1 0, 5 
1 79 User 15 x 2 1 
5 79 User 15 x 2 0, 948717949 
14 79 User 15 x 2 0, 833333333 
25 79 User 15 x 2 0, 692307692 
41 79 User 15 x 2 0, 487179487 
51 79 User 15 x 2 0, 358974359 
70 79 User 15 x 2 0, 115384615 
1 45 User 15 x 2 1 
1 45 User 15 x 2 1 
30 45 User 15 x 2 0, 340909091 
38 45 User 15 x 2 0, 159090909 
44 45 User 15 x 2 0, 022727273 
4 73 User 15 x 2 0, 958333333 
19 73 User 15 x 2 0, 75 
29 47 User 15 x 2 0, 391304348 
37 47 User 15 x 2 0, 217391304 
2 5 User 15 x 2 0, 75 
5 5 User 15 x 2 0 
4 5 User 15 x 2 0, 25 
3 5 User 15 x 2 0, 5 
1 5 User 15 x 2 1 
2 16 User 15 x 2 0, 933333333 
8 16 User 15 x 2 0, 533333333 
9 26 User 15 x 2 0, 68 
2 26 User 15 x 2 0, 96 
3 6 User 15 x 2 0, 6 
3 16 User 15 x 2 0, 866666667 
2 16 User 15 x 2 0, 933333333 
7 16 User 15 x 2 0, 6 
9 16 User 15 x 2 0, 466666667 
 
Ainsi on obtient par utilisateur, les moyennes de performances suivantes : 
IDUser MoyPerf/user 
User 1 0, 572222222 





User 3 0, 965079248 
User 4 0, 519730717 
User 5 0, 436602871 
User 6 0, 834935897 
User 7 0, 5 
User 8 0, 647261905 
User 9 0, 850833333 
User 10 0, 753737374 
User 11 0, 714285714 
User 12 0, 578571429 
User 13 1 
User 14 0, 375 
User 15 0, 611632901 
 
Et par groupe, la moyenne de performance de chaque utilisateur : 








0, 8349359 0, 5 
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partie = 6 
1 1 1 1 1 1 1 
0 -0, 5 -0, 5 -0, 5 1 1 -0, 5 
0, 
20939153 
0, 77777778 0 0, 42857143 0, 25 -0, 2 0 
0, 
05681818 
-0, 5 -0, 
45454546 
0, 54545455 -0, 5 0, 25 1 
0, 0111578 -0, 
49019608 






0, 6 -0, 
07142857 


















0, 6 0, 33333333 0 1 
0, 
00920473 




0, 20588235 0, 03846154 -0, 
20588235 




0, 04166667 0, 18518519 0, 1 -0, 1 0, 53846154 0, 125 
0, 
04288612 
0, 02072539 -0, 
20212766 








0, 16666667 -0, 5 0, 28571429 -0, 1875 -0, 16666667 0, 3 
0, 
15164818 
0, 04761905 0, 375 0, 42105263 0, 1025641 0, 20689655 -0, 
24324324 














0, 53333333 -0, 
16666667 




-0, 375 0, 4375 -0, 
16666667 
-0, 0625 0, 1875 -0, 125 
0, 
04166667 











0, 25 -0, 
33333333 




1 -0, 4 -0, 4 0 1 1 
0, 
08434343 
-0, 5 -0, 
16666667 






0, 15483871 -0, 
12820513 
0, 02020202 0, 09677419 0, 1420765 
-0, 
12222222 
0 0, 6 -0, 
33333333 


























0, 07246377 0, 45454546 0, 21428571 0, 05970149 -0, 11428571 -0, 3943662 
0, 
03321648 
-0, 0112 -0, 
06983655 

























0, 29268293 -0, 
07317073 





0, 37254902 0, 33333333 0, 42857143 0, 11764706 0, 
57471264 








-0, 4 0 1 1 1 0 
0, 
11065369 
0, 25 -0, 
10569106 




1 -1 -0, 
33333333 
-0, 5 -0, 5 1 
0, 
31771586 
0, 46666667 0, 57142857 0, 05882353 0, 2631579 0, 11764706 0, 
42857143 
0, 0682664 0, 0139795 0, 3032967 -0, 
15913556 






0, 18181818 0, 33333333 -0, 69230769 0, 33333333 0, 5 
0, 
15658089 



















0, 0731539 -0, 
06023102 






0, 2 -0, 25454546 -0, 13592233 0, 3220339 
0, 
05574277 




-0, 5 -0, 5 1 -0, 5 1 -1 
0, 
02335189 
-0, 104 0, 14018692 -0, 
07017544 
-0, 46153846 0, 125 0, 5106383 
0, 
26666667 
1 -0, 4 0 1 0 0 
0, 
21111111 
-0, 4 0 -0, 
33333333 
1 1 0 
0, 
21862859 














0, 03675635 -0, 
23297755 
0, 19032486 -0, 03087541 0, 
08107117 
0, 4945055 -0, 
07142857 
0, 53846154 0, 25 0, 25 1 1 
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1 1 -0, 5 -0, 5 
-0, 
02721216 













0, 21875 0, 65517241 0, 32258065 0, 36666667 0, 04 
0, 
20296353 
0, 45 -0, 
52631579 




















-0, 3902439 1 -0, 03448276 0 
0, 
33712121 




















0, 40625 -0, 
02439024 











0, 07142857 -0, 1875 0, 2 
-0, 
01639074 












-0, 06666667 0 0 








0 0, 14285714 0, 15789474 0, 38095238 -0, 45 0 
0, 
10547386 









-0, 07670455 -0, 16272189 0, 12 
0, 0196599 -0, 
30923695 























0, 05307498 0, 0907577 0, 02496715 -0, 03410025 0, 
17901499 
0, 2281746 0, 16666667 -0, 
14285714 




-0, 5 -0, 5 0, 33333333 -0, 5 1 1 
0, 
57203445 






0, 07823961 0, 06502242 0, 18779343 0, 15525114 0, 
06833713 
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1 0, 6875 1 1 1 1 
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0, 4 -0, 4 0 1 0, 6 1 
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48160161 
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0, 4 0 1 1 1 0, 4 
 



































partie = 6 
1 1 1 1 1 1 1 
0, 25 -0, 5 -0, 5 1 1 1 -0, 5 
0, 4760582 0, 
77777778 
0, 25 0, 
42857143 
1 0, 4 0 
0, 
50378788 




1 0, 25 1 
0, 
08409946 
























-0, 375 0, 
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0, 2 
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0, 25 1 0, 
36363636 
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Système Multi-Agents 
 



































partie = 6 
1 1 1 1 1 1 1 
0, 25 1 -0, 5 -0, 5 1 1 -0, 5 
0, 
46349206 
0 0, 5 0, 
71428571 
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-0, 4 -1 0, 4 1 1 0, 4 
 



































partie = 6 
1 1 1 1 1 1 1 
0, 5 -0, 5 1 -0, 5 1 1 1 
0, 4218254 0 0, 5 0, 
71428571 
0, 25 0, 4 0, 
66666667 
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