Abstract-Limited by various conditions, the features of mammography images are difficult to extract, so it is hard to classify them. The paper proposed a method based on deep learning method to classify benign and malignant mammography images. The convolutional neural network concludes four convolution layers, four pool layers, and two full-connection layers, and a Softmax layer. The paper designed a new network architecture to improve the traditional one. As a result, we have done an experiment on the DDSM database. Compared with other classification methods, it shows that the method proposed in this paper is more effective than other methods.
INTRODUCTION
January 25, 2016, the highest global impact factor Journal (CA:A Cancer Journal for Clinjicians) (IF=144.8) published online 2015 article of China cancer statistics (1) . The paper points out the cancer has become the first cause of disease in China, and the Morbidity and mortality are still rising, and cancer has become a very important public health problem. Among these, Breast cancer has become the most common tumor in Chinese women, which takes up the 15% proportion of all women's cancer. According to statistics, the early cure rate of breast cancer is 97%, and the cure rate is only 40% after progress. Therefore, early detection, early diagnosis and early treatment are the key to improve the curative effect and reduce the mortality of breast cancer (2) .
There are many methods to classify breast images. Choi et al. used LBP feature extraction method, then used SVM as classifier to classify breast images into benign and malignant ones (3) . gargouri et al. combined GLLD with ANN to classify breast ROI into benign and malignant ones4. Han Zheng zhong et al. extracted morphological features of breast ROI images, combined with non-sampling wavelet transform and Gray level co-occurrence matrix. SVM is then used to distinguish between geometric and texture features Benign and malignant masses. M Hussain et al. (5, 6) combines Gabor features and then uses SVM to classify.
The depth learning of convolution neural network has become one of the most powerful machine learning tools Image classification exceeds almost all other classification accuracy. Traditional classification methods even human abilities (7, 8) . The convolution process can simplify the inclusion Millions of pixels to a set of small feature maps, thus reducing Enter the dimensions of the data while preserving the most important.
Application of neural network in classification Mammography is not entirely new. However, most of the work Focus on the classification of small patches, known as regions Interest (return on investment) (9) . An ROI is the region that is likely to contain a tumor. This is typically carved out of the whole images based on either clinical information or automatic segmentation. Daniel Lévy et al. used deep CNNs on small patches of mammograms, achieving a maximum accuracy of 93% (10) . Neeraj Dhungel et al. built a deep learning based method that automatically segments the area of lesions and then classifies the mammogram. The best results are total image 0.74 and total image 0.8 add the automatically detected Lessing to the whole image patches, and 0.91 for whole image plus manually segmented small patches in terms of auROC (11) . Generally speaking, the classification of mammograms using small abnormality patches affords reasonable performance but requires very extensive pre-processing work.
Most of the proposed methods involved CNNs but in a traditional way, where they use only the extracted CNN features or combine them with some other hand-crafted descriptors to carry out the classification task (12, 13) . However, the most interesting aspect of using CNNs is the end-to-end supervised learning process which does not rely on complex engineered descriptors and instead uses the whole raw image (14) .
In this paper, we propose a new method classification of benign and malignant mammography images based on convolution neural network model. This paper introduces the adopted model and its parameters in detail, and makes experiments on DDSM database, and then makes the analysis of results.
II. THE CONVOLUTION NEURAL NETWORK DESIGNED IN THIS PAPER

A. Structure Diagram of Network
The classical convolution neural network is alternately connected by winding layer and pool layer. Because of its strong robustness to translation, scaling and other deformation forms, it has been widely used in the field of image recognition. The basic structure of the convolution neural network for mammography recognition designed in this paper is shown in figure I. It is mainly composed of 4 volumes, 4 pools, 2 fully connected layers and a Softmax regression layer. Among them, the first 10 layers of the network are used for feature extraction, and the last layer is used for classification.
B. Detailed Configuration of Network
To prevent overfitting, we add the Dropout layer, the detailed configuration and training parameters of the network are shown in Table I . The activation function used in the paper is the modified linear unit (ReLU) f (x) =max (0, x); the output uses a Softmax regression as a classifier with a strong nonlinear classification ability and a fast classification speed, and uses the cross entropy to banlance the loss of training. For classes of m, each class of data sets with n samples is in the form of.
In the formula above, the  represents the model parameter, the  1 . is the loss function, and use the Back Propagation(BP) algorithm to tune-up the weights in the network. This paper reshape the original images to the images of size of 256x256, and put the images to the CNN network we proposed, through the computation of four convolutional layers and four maxpooling layers ,we get 128 feature maps of size of 15x15, and then we reshape the feature maps to a vector and then connect a full-connection layer.
From the point of view of feature extraction, the output of the full connection layer is the high-level feature representation of the input image, and then output the result to the Softmax regression layer as the input layer. Through several comparative experiments, the number of neurons in the final connection layer is 28800.
III. EXPERIMENT
A. Experiment Data
The experiment data of this paper comes from the DDSM database. The DDSM database is a high-resolution standard database provided by the southern University of Florida and built in 1999 to study mammographic mammography. In the database, the focus areas have been marked by specialized medical experts, and the database also includes diagnostic conclusions, which includes The conclusion of benign and malignant diagnosis and the type of the lesion (such as the lump and calcification point). There are 2620 mammography images in this database.
It consists of 695 normal images (no lesions), 914 malignant tumor images, and 1011 benign tumor images. Each case in the database includes four images, which are two breast images taken from different angles, the two directions are CC View and MLO View respectively.
In this paper, we used the ROI(Region of interest) area of the original image marked by experts as the experimental image, the number of benign and malignant images are respectively 600, and then expanded the datasets to a certain number. The original image is processed with the horizontal mirror direction, the up and down mirror directions, the direction of rotation 90 degrees, the rotation 180 degrees and the rotation 270 degrees methods. The data sets are divided into training sets and test sets respectively, and the number ratio of the training set and the test set is 4 to 1, that is, the training set are 5760 of malignant and benign we get at last, the test set is a total of 1440 images, and the numbers of malignant and the benign are the same. The experimental images are shown in the Figure 
B. Experimental Platform
As the datasets used in this experiment is large, and it needs to obtain many parameters, we take the GPU technique to accelerate the speed. The experiment platform is a deep learning framework Tensorflow as the experiment framenwork, which bases on the Python language. The hardware the paper used is Intel i5-2400, NVIDIA GTX1050Ti, the operation system is Linux, the software we have installed are the CUDA8.0, CUDNN6.0, python of version3.6 and the Tensorflow version is 1.3.0. As we can see in figure III , firstly, we cut the training set into the size of 256x256 in the preprocessing, and then we train a classification model through the network designed. The test set will be processed same as training set, and then test the test set by model we have got.
C. Experimental Flow
IV. EXPERIMENTAL RESULTS AND ANALYSIS
The experimental results and analysis will be interpreted as follows: FIGURE IV. THE CHANGE CURVE OF THE RECOGNITION RATE.
FIGURE V. THE CHANGE CURVE OF LOSS FUNCTION
The test of this experiment is based on the experimental image above. The training iterations are set to 200000 times. The curve eventually tends to converge, and tests are performed on the test set. The accuracy rate is 95.25%. 
FPR=FP / (FP TN) 
Using FPR as the abscissa, TPR as the ordinate to obtain the ROC curve, AUC refers to the area under the ROC curve, so 0.5 AUC 1   , the larger the AUC area is, the better the classification effect will be. The ROC curve obtained from the experiment is as follow.
FIGURE VI. ROC CURVE.
From figure VI, it can be seen that the AUC value of the experiment reached 0.98, which indicates that the classifier of the model training of this experiment works well. To further illustrate the effectiveness of this method, it is compared with the experimental methods of other similar images. We compare ours with other classification methods of the same kind of image, the results is as Table II. The data sets used in the experiment comparison are ROI images labeled by doctors in the DDSM database. The first four comparison methods firstly extract the image features, and then input the features into the classifier for classification, which requires complicated feature extraction and dimension reduction links. In the process of retraining and recognizing, there is no need for manual intervention. The original ROI image is input into the network designed in this paper. The network carries out autonomous learning features and is an end-to-end method. As can be seen from the parameters in Table 3 , the AUC value of the proposed method is relatively high, and the accuracy rate can reach 95.25%. Overall, this method has certain advantages in the benign and malignant classification of mammography images.
V. CONCLUSION
In this paper, we propose a classification of benign and malignant mammography images based on convolutional neural networks. This convolutional neural network consists of four convolutional layers, four pooled layers, two fully connected layers, and one Softmax regression layer composition. In the training of the model, in order to avoid overfitting, data amplification was used and the Dropout layer was added after the fully connected layer. Experiments were done on the DDSM database, and the method was compared with some similar image classification methods.
It shows that this method has certain advantages. However, because deep learning has certain requirements for experimental equipment, and experiments need to build and configure the network, it takes a certain amount of energy. At the same time, there will be some differences in the length of time used for the experiment. Future work attempts to use other deep learning network methods, and even different networks can be cross-connected and integrated to further improve the model's operational efficiency and recognition accuracy.
