Deficit of information zero-way was proposed in [1] as one of possible measures of quantumness of correlations. Numerical calculations suggested that there exist such states for which this quantity is almost equal to mutual information. In this paper we present a family of states for which we have equality between above measure of quantumness of correlations and the measure of total correlations -mutual information. It means that whole correlations in these states have, in some sense, quantum character and that quantum correlations do not necessarily imply classical correlations. We prove this intriguing feature for a subclass of 2 ⊗ 2 separable states. We also present numerical result suggesting that this interesting situation might also happen for 2 ⊗ 2 entangled states.
I. INTRODUCTION
It has been found in different contexts [1, 2, 3, 4, 5] that entanglement does not exhaust quantumness of correlations contained in compound quantum systems. In order to characterize quantumness of states the properly classically correlated bipartite states (shortly classically correlated) were defined [5] . These states can be written in the form
with coefficients 0 ≤ p ij ≤ 1, ij p ij = 1; {|i } and {|j } are local bases. The set of classically correlated states is invariant under local unitary operations. These states are diagonal in the so called biproduct basis. The non-classically correlated states are those that cannot be represented in the above form.
In [5] a measure of quantumness of correlations so called quantum deficit ∆ was introduced, which is zero for classically correlated states (see extensive development [1] ). In particular, it has been shown that there exist separable states which have nonzero deficit. This means that those separable states exhibit classical correlations between quantum properties. The paper [1] introduces variants of quantum deficit with restricted communication as independent candidates for the measure of quantumness of correlations. One of them called quantum deficit zero-way ∆ ∅ is equivalent to the distance from classically correlated states [1] . Recently similar measures of quantumness of correlations based on the distance from classically correlated states has been introduced [6, 7] and quantumness of some subclasses of separable and entangled states was investigated.
The main purpose of the present paper is to inquire a relation between the measure of total correlationsmutual information and quantum deficit. The later is defined [5] as the difference between informational content of a state and information that can be localized to a subsystem by use of local unitary operations and a dephasing channel. Quantum deficit refers us to this part of correlations that must be destroyed during the process of localizing information into a subsystem. In this paper we consider a special kind of quantum deficit called zero-way (∆ ∅ ) [1] where only a restricted class, called P ∅ , of protocols of localizing information is permitted. In P ∅ protocols we make local measurements and only after this we use a classical channel to collect data and then exploit classical correlations created by the measurements to localize information. Surprisingly, we find such states for which quantum deficit zero-way is equal to mutual information I M (the measure of total correlations in a state), i.e. ∆ ∅ = I M . It means that all correlations in these states have quantum character. Notice that for maximally entangled states ∆ ∅ = 1 2 I M , so we can say that only half of correlations manifest quantumness. In this context the ∆ ∅ = I M feature of the states presented in this paper seems especially interesting.
The notion of quantum deficit is built by use of quantities which has operational meaning in the regime of many copies: information I is the number of pure states we can distill from a given state by so called Noisy Operations; localizable information I l is equal to the number of pure product states we can distill by CLOCC operation in the asymptotic regime. These two quantities can also be interpreted in terms of work we can draw from a heat bath by use of a given quantum state. Quantum deficit in the asymptotic regime inherits this clean operational meaning. But, on the other hand, it is much harder to evaluate. Some bounds on the regularized quantum deficit have been obtained in [8] . In our case we consider one copy version of quantum deficit and additionally we allow only for a special kind of protocols of localizing information into a subsystem. In spite of such strong restrictions we get quite interesting result.
II. BASIC NOTION
Informational content I of a state. Information is an abstract concept. Here we will use this term to refer to a specific function I
where ̺ is a state of N qubits, and S(̺) = − Tr ̺ log ̺ is the von Neumann entropy. The information I has oper-ational meaning in the asymptotic regime of many identical copies [9] . This is the unique function (up to constants) that is not increasing under the class of so called Noisy Operations (NO) [10] 
where ̺ ′ AB = Λ(̺ AB ). Local information I LO is the difference between the number of qubits N of a state and the sum of entropies of its subsystems
Mutual information I M of a state ̺ AB is the difference between the sum of local entropies and the entropy of the state.
III. QUANTUM AND CLASSICAL DEFICIT ZERO WAY
In this section we introduce the quantities which are fundamental for our consideration: quantum deficit and classical deficit.
Definition 1
The quantum deficit ∆(̺ AB ) of a state ̺ AB is given by the difference between informational content I of the state and localizable information I l
Notice that quantum deficit can be rewritten as
where ̺ ′ AB = Λ(̺ AB ) and Λ is optimized over CLOCC operations.
Quantum deficit tells us about the amount of information that cannot be localized into a subsystem. It means that part of information is necessarily destroyed in the process of localizing information by use of a classical channel. So this part must be somehow quantum and come from correlations. This is the reason why we interpret quantum deficit as a measure of quantumness of correlations.
Definition 2
The classical deficit ∆ cl (̺ AB ) of a quantum state is the difference between the information that can be localized by means of CLOCC operations (i.e. localizable information I l ) and local information
Classical deficit tells us how much more information can be obtained from a state ̺ AB by exploiting additional correlations in the state using a classical channel.
Notice that quantum and classical deficit add up to mutual information I M .
Thus we can express classical deficit as follows
We can restrict classical communication between Alice and Bob to one-way communication (from Alice to Bob or from Bob to Alice) or to so called zero-way communication.
Consider zero-way protocol P ∅ of localizing information consisting of complete local measurement (or local complete dephasing) and classical communication which is allowed to be performed only after making measurement (or dephasing). Classical communication is necessary to collect data and exploit the pure classical correlations in order to localize information. Notice that the main difference between a zero-way protocol and a general CLOCC protocol of localizing information is that we are forbidden to communicate classically before all measurement or dephasing operations are finished. This guaranties that we are not able to draw any nonclassical information from correlations in a state, for example, from correlations of subsystems of some separable states which we can call classical correlations between quantum properties of the state.
If we restrict classical communication in localizable information I l to zero-way protocols P ∅ we get localizable information zero-way I
Now we can define quantum deficit zero-way ∆ ∅ and classical deficit zero-way ∆ ∅ cl .
Definition 3
The quantum deficit zero-way ∆ ∅ (̺ AB ) of a state ̺ AB is given by the difference between informational content I of the state and information I ∅ l localizable by zero-way protocol P
Equivalently, we can express quantum deficit zero-way as
where ̺ ′ AB = Λ(̺ AB ) and Λ is optimized over P ∅ protocols. One can also find that quantum deficit zero-way ∆ ∅ is equal to relative entropy distance from the set of classically correlated states [1] .
The quantum deficit zero-way is an independent candidate for measure of quantumness of correlations. States having no quantum correlations should have ∆ ∅ = 0. Such restricted measure can capture interesting aspects of nonlocality. Consider for example a bipartite state with eigenbasis of the form
such basis is locally indistinguishable and is also not distinguishable by zero-way communication. Therefore a mixture of the states (14) where the mixing probabilities are all different from each other would have nonvanishing
. This is in contrast to states which are mixtures of the set of states
for which all the information is extractable from the state locally, by measurement by both the parties without any communication. It suggests that the quantum behaviour of correlations could result from distinctly quantum but "local" properties of nonorthogonality. This is connected with examples of LOCC-indistinguishability of orthogonal product basis [2, 11] .
In analogy to the quantum deficit zero-way ∆ ∅ we can define the classical deficit zero-way ∆ ∅ cl .
Definition 4
The classical deficit zero-way ∆ ∅ cl (̺ AB ) of a state ̺ AB is the difference between information I ∅ l localizable by zero-way protocol P ∅ and local information
or equivalently we have that
Classical deficit zero-way tells us about the amount of information that can be localized into a subsystem from correlations which are not destroyed after local measurement (or dephasing). Notice that after measurement a state changes into classically correlated one (1) and then all information present in correlations of such a state can be localized.
There is a question how great can be quantum deficit. We know that for a pure state ψ it is given by
So in particular for maximally entangled state ψ + we have ∆(ψ + ) = 1 2 I M (ψ + ). Additionally for pure states ∆ ∅ = ∆, because the greatest value of localizable information is equal to the information which can be concentrated to a subsystem using P ∅ protocol. We can ask if there exist mixed states for which the rate of quantum deficit to I M is greater than for maximally entangled states, so if there are states for which amount of quantumness of correlations is greater than 1 2 I M . We are able to answer this question for quantum deficit zero-way. What is more we can find such states for which ∆ ∅ = I M . It implies immediately that for these states ∆ ∅ cl = 0. This means that after optimal local measurement (or dephasing) all correlations are destroyed, so by P ∅ protocol we cannot extract any additional information than in local scenario.
On figure 1 we can see that there exist states for which ∆ ∅ is equal or almost equal to I M . So there is a task to find such states for which this equality holds.
IV. STATES FOR WHICH
In this section we introduce a class of states ̺ a parameterized with a and prove that these states up to some value of parameter a fulfill the condition that ∆ ∅ (̺ a ) = I M (̺ a ). 
A. Defining the class of states
Let us define the class of states ̺ a for a ∈ [0, 1] on 2 ⊗ 2 Hilbert space as
where
In our problem ̺ a and ̺ 1−a are equivalent (they only differ by a local operation) thus we will only consider a ∈ [0, 1 2 ]. The mutual information for states ̺ a is given by
thus the value of I M may be freely chosen in the interval [0, 1] by proper selection of parameter a. The deficit zero-way for states ̺ a is given by
Numerical deficit zero-way versus mutual information for the states of our class ̺ a suggests (figure 2) that for some interval [0, a 0 ] of parameter a we have equality between quantities ∆ ∅ and I M .
B. Sketch of the proof
To optimize the value of ∆ ∅ given by (22) we start from the formula for S(̺ ′ ) reachable under P ∅ protocols. Then we reduce the optimization of S(̺ ′ ) to the optimization of single real parameter function S α (γ A ), where α is determined by a. Later by analyzing the first and second order derivatives of S α (γ A ) we argue that for α ∈ [α 0 , 
C. Helpful functions
First we introduce two functions, which will be useful in the further consideration. Let us define
The above functions have the following properties For any two qubit state ̺ ′ a reachable under P ∅ protocol its von Neumann entropy can be expressed by
where U A and U B are single qubit unitaries which can be parameterized as follows [12] : 
(We subscript the parameters with the name of the subsystem). Note that this form of S(̺ ′ a ) exhibits asymmetry with respect to parameters of U A and U B . Our class of states ̺ a is indeed asymmetric (i.e. ̺ a = V ̺ a V where V is the swap operator) unless a = 1 2 , for example, S A (̺ a ) = S B (̺ a ). The asymmetry with respect to parameters of U A and U B will appear even stronger after the next simplification.
Let us here recall the fact: We group probabilities from distribution (27) in two inequalities
Now we can see that decreasing |s| for any fixed value of c will change both inequalities towards equalization and hence from fact 1 will increase entropy (27). As we are minimizing S(̺ ′ a ) in (22) thus we should maximize |s| in respect to the parameters with no influence on c. We can do this by setting sin γ B cos δ A cos δ B = 1 (31) in (28). After this substitution we observe that s + c and s − c are harmonic oscillations, i.e.
where α is determined by
The harmonic oscillations of (32) allow us to simplify S(̺ ′ a ) given by (27) to
with the property that
First we observe that
thus if γ A = 0 is the global minimum of S α (γ A ) for some α we get the desired equality
On the other hand if γ A = 0 is a maximum of S α (γ A ) for some α than the value of S α (γ A ) in the global minimum is less than S α (0) and thus ∆ ∅ < I M . In search for extrema of S α (γ A ) we consider its derivative Notice that S α (γ A ), same as H s , is periodic with period π. Thus it is enough to consider the range of a single period
We identify both ends of the period when it comes to listing zeros in a period. In the interval [− We also consider the second order derivative of S α (γ A ) which is the average of two impulses relatively shifted by 2α. By the impulse we mean a function of the form
Since f is strictly increasing in the interval [−1, 1), thus f • sin is strictly increasing in [0, for α = 0. The point in which it reaches 0 on this way will be called α 0 .
Thus for α ∈ [0, α 0 ) corresponding to a ∈ (a 0 , 
F. Finding a0
To find a 0 we numerically solve the equation 
We show that for any I M this lower bound is achievable. For I M ∈ [0, 1] the lower bound is achieved by the simple class of separable states While for I M ∈ [1, 2] the lower bound is achieved by the class of states
For σ p the infimum of ∆ ∅ as given by (13) is achieved by setting U A = U B = I in (25) while for ̺ p by U A = U B = H, where H is the Hadamard gate.
VI. ANOTHER INTERESTING CLASS
Let us introduce another class of states on 2⊗2 Hilbert space
where |φ a and |ψ b are given by (19) and (20) respectively. This class is a generalization of two of previously considered classes, i.e.
̺ a = ̺ a,a, (50)
Random elements of the ̺ a,b,p class (figure 5) cover wider range of ∆ ∅ than general two qubit states (figure 1), except some evident region, although there are 100 000 states on figure 1 and only 10 000 on figure 5.
What is interesting, for ̺ a,b,p states the condition ∆ ∅ = I M require ̺ a,b,p to be a separable state. It comes from the fact that if we want to fulfill this condition then after measurement made in eigenbasis of subsystems of a state we have to obtain a product state. Otherwise we would be able to get more than 2 − S A − S B localizable information zero-way, because S(̺ ′ ) < S A + S B for nonproduct states. The above condition for states ̺ a,b,p can be expressed by the parameters a, b, p as follows
which is equivalent to
And equality (53) implies via partial transposition criterion that ̺ a,b,p is a separable state.
VII. ENTANGLED STATES FOR WHICH
Consider the following class of states (mixtures of two nonorthogonal states) on 2 ⊗ 2 Hilbert space
For the state σ a to have product diagonal in eigenbasis of its subsystems (which is the necessary condition of I M = ∆ ∅ as shown in previous section) the parameter a must satisfy the equation 4 a 4 + 40 a 3 + 87 a 2 + 160 a − 341 R(a) = 0,
where R(a) is some rational expression. The polynomial of degree 4 has two real solutions, one around −8.1 and one around 1. 
The state σ a0 is entangled and satisfies the required condition of equality and numerical optimizations and parameterized plots suggest it may fulfill the I M = ∆ ∅ equality.
If we generalize σ a to σ a,t where instead of |v a we take |v a,t = |00 + a|01 − t|10 − t|11
it seems that for all t starting with some t 0 (1 < t 0 < 2) we can find a t with product diagonal in eigenbasis of subsystems and I M = ∆ ∅ (or almost equal). So σ at,t may be (for some range of t) a class of entangled states satisfying the equality of I M = ∆ ∅ .
VIII. SUMMARY
In our paper we showed that there are states for which quantum correlations are completely quantum. We made this by presenting a family of states for which mutual information (the measure of total correlations) is equal to quantum deficit zero-way (a measure of quantumness of correlations). Surprisingly, the states which we have found are separable. We also presented numerical results which suggest that such situation is possible for entangled states. What is intriguing we know that the optimal protocol P ∅ which achieves the value of mutual information is made in local eigenbasis of subsystems and gives as a result a product state of the form ̺ A ⊗ ̺ B , where ̺ A and ̺ B are states of subsystems. This is equivalent to localizing only local information. Any other local measurement gives us nonproduct classical states, from which we are able to localize whole its global information but still less then by only local action. So the price of producing classical correlations from which we can get additional information is too high. The produced entropy is greater than gained information.
