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We derive a master equation from the exact stochastic Liouville von-Neumann (SLN) equation
[1, 2]. The latter depends on two correlated noises and describes exactly the dynamics of an oscillator
(which can be either harmonic or present an anharmonicity) coupled to an environment at thermal
equilibrium. The newly derived master equation is obtained by performing analytically the average
over different noise trajectories. It is found to have a complex hierarchical structure that might be
helpful to explain the convergence problems occurring when performing numerically the stochastic
average of trajectories given by the SLN equation [3, 4].
INTRODUCTION
In the past decades, there has been an increasing inter-
est in analyzing the dynamics of open quantum systems
(OQS) coupled to an environment. Much effort has been
devoted to the derivation of master equations that de-
scribe the dynamics of the reduced density matrix of the
system [5].
An exact master equation can be derived for the case
in which the OQS is a harmonic oscillator (or a collec-
tion of them) [6, 7]. However, when the OQS contains
an anharmonicity, giving rise for instance to dynamics
restricted to a two state basis, no master equation has
been derived up to now without making some approxi-
mation. Whereas different master equations have been
derived within the so-called weak coupling approxima-
tion, i.e. assuming that the coupling between the system
and the environment is small compared to other energy
scales of the problem, the derivation of a master equation
beyond such situation has been more elusive.
In the projection operator techniques, a projection su-
peroperator P is defined such that Pρ captures the rele-
vant part of the total density matrix. Then an approxi-
mated master equation is obtained for Pρ based on a per-
turbative expansion with respect to the coupling between
the (relevant part of the) system and the environment.
The standard choice is to consider a projection superop-
erator such that Pρ = ρS(t)⊗ρB , where ρS(t) = TrBρ(t)
[8], and then follow the Nakajima-Zwanig method [9, 10],
that leads to an equation for Pρ which contains a time
integration over the past history of the system. Alterna-
tively, one may follow the so called time-convolutionless
projection operator technique (TCL) which gives rise to
an equation that is local in time [5, 11]. Another possibil-
ity is to consider that the relevant part of the dynamics
can be described with a correlated system-environment
state, rather than a tensor product state ρS(t) ⊗ ρB .
In this regard, there is a class of projection superop-
erators that project the system into correlated system-
environment states [11], so that then TCL technique can
be applied to calculate the evolution of Pρ, where P is
this class of projection operators. This approach was
considered in [12] and [13] by using two different types
of correlated projector operators to derive two different
types of master equations. An inconvenience of the pro-
jection operator techniques is that they rely strongly on
the specific choice of a suitable set of projection oper-
ators, an election that might depend on the particular
situation and be difficult to make for some cases.
In this paper we propose a method to derive a mas-
ter equation without the use of any approximation, and
considering an arbitrary system Hamiltonian HS , which
can in principle contain anharmonicities giving rise to a
non-linear spectrum. We base our derivation on the so-
called Stochastic Liouville von-Neumann (SLN) equation
[1, 2], which describes exactly the dynamics of an oscil-
lator coupled to an environment in thermal equilibrium,
according to the Hamiltonian
HSB = HS +
∑
λ
~ωλa†λaλ +
∑
λ
~gˆλ(aλ + a†λ)X, (1)
where X is the system hermitian coupling operator,
aλ(a
†
λ) are the annihilation (creation) operators of the
oscillator λ of the environment, and gˆλ and ωλ are re-
spectively its coupling and frequency. The stochastic
sampling in the SLN method has often convergence prob-
lems that have to be tacked in rather sophisticated ways
[3, 4]. Indeed, the convergence of the SLN methods fails
particularly at long times and for super-ohmic reservoirs.
It would be very desirable to have a master equation cor-
responding to the SLN equation, and hence avoid or at
least have some insight into such convergence problems
that appear in some cases.
This paper contains two main results: First, it presents
to our knowledge the first analysis that allows deriving a
master equation without any approximation or assump-
tion. Following this analysis, a master equation is derived
that comes in terms of a infinite sum of terms that form a
hierarchical series. Second, it provides a criterion to nu-
merically determine if a particular problem is tractable
by considering the reduced dynamics in the OQS Hilbert
space. In detail, if the subsequent types of terms in the
series have more and more weight, it can be concluded
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2that the system dynamics cannot be described by con-
sidering only an equation in its reduced Hilbert space.
In this case, other approaches involving the total system
Hilbert space should be considered instead. If on the
contrary, the subsequent types of terms of the series have
less and less weight, one can safely truncate the equation
and consider it to give a non-approximated result up to
an error derived from the truncation.
THE SLN EQUATION
According to the seminal paper [1], a path integral
can be expressed as a stochastic average, Mξ,ν of two
propagators Kξ,ν(. . . ) and K
∗
ξ,ν(. . . ) that depend on the
Gaussian noises ξ and ν,
ρ(xf , x
′
f ) =
∫
dxidx
′
iMξ,ν [Kξ,ν(xf , xi)K∗ξ,ν(x′f , x′i)]
× ρ(xi, x′i, 0). (2)
The two Gaussian noises must fulfil the following statis-
tical properties,
Mξ,ν [ξ(t)ξ(t′)] = αR(t− t′);
Mξ,ν [ξ(t)ν(t′)] = −iαI(t− t′)θ(t− t′);
Mξ,ν [ν(t)ν(t′)] = 0, (3)
where Mξ,ν [· · · ] is a Gaussian average over the two dif-
ferent noises, and θ(t) is the Heaviside step function. In
the above definitions, αR(t) and αI(t) correspond respec-
tively to the real and imaginary parts of the correlation
function corresponding to the Hamiltonian (1),
αT (t− τ) =
∑
λ
gˆ2λ
[
coth
(
ωλβ
2
)
cos (ωλ(t− τ))
− i sin (ωλ(t− τ))
]
, (4)
where gˆλ are the coupling constants of the original Hamil-
tonian, and β = 1/KBT , whith kB the Boltzmann con-
stant and T the environment temperature.
According to [1], a similar procedure to the one in [14]
leads to a stochastic differential equation for the reduced
density operator of a single trajectory (dependent on the
noises ξ(t) and ν(t)), the so-called stochastic Liouville
von Neumann (SLN) equation,
dPξ,ν
dt
= − i
~
[Hs, Pξ,ν ] +
i
~
ξ(t)[xˆ, Pξ,ν ] +
i
2
ν(t){xˆ, Pξ,ν}
(5)
Here we have neglected a re-normalization factor which
is not relevant for the present derivation. This equation,
valid for environments in thermal equilibrium, allows to
compute different noise trajectories for Pξ,ν , such that
the reduced density operator can be obtained as
ρs(t) =Mξ,ν [Pξ,ν ]. (6)
The above equation (5) can be re-written as two stochas-
tic equations for two different stochastic wave vectors
|ψ1t 〉 and |ψ2t 〉,
d|ψ1t 〉
dt
= −iHS |ψ1t 〉+ iξ(t)L|ψ1t 〉+ i
1
2
ν(t)L|ψ1t 〉,
d|ψ2t 〉
dt
= −iHS |ψ2t 〉+ iξ∗(t)L|ψ2t 〉 − i
1
2
ν(t)∗L|ψ2t 〉. (7)
such that Pξ,ν = |ψ1t 〉〈ψ2t | [4]. In the above equations, we
have have ignored the re-normalization factor appearing
in [4], since it is not relevant for the present derivation.
REXPRESSING THE NOISES IN (5)
To solve equations (5) or (7), the noises ξ(t) and ν(t)
are numerically built in terms of two different response
functions [4]. We propose here to follow a different ap-
proach by defining these noises in terms of Gaussian
white noises, coupling operators gλ, and environment fre-
quencies ωλ of the Hamiltonian (1). The newly defined
noises have the following form,
ξ(t) = z0(t) + z
∗
0(t) + 2z1(t);
ν(t) = iz∗1(t) (8)
Where we have defined,
z0(t) =
1√
2
∑
λ
gλz0λe
−iωλt,
z∗0(t) =
1√
2
∑
λ
gλz
∗
0λe
iωλt,
z1(t) =
∑
λ
fλz1λe
−iωλt
, z∗1(t) =
∑
λ
h∗λz
∗
1λe
iωλt. (9)
with zjλ, for j = 0, 1 being two different (i.e. uncorre-
lated) complex quantities with properties M[zjλ] = 0,
M[zjλ, ziλ′ ] = 0, M[zjλz∗iλ′ ] = δjiδλ,λ′ . Note that while
z∗0(t) = (z0(t))
∗, z∗1(t) 6= (z1(t))∗. Importantly, the above
defined noises obey the same statistical properties as (3)
Mξ,ν [ξ(t)ξ(t′)] =
∑
λ
g2λ cos(ωλ(t− τ)) = αR(t− t′);
Mξ,ν [ξ(t)ν(t′)] = i2
∑
λ
fλh
∗
λe
−iωλ(t−t′) = iXR(t− t′);
Mξ,ν [ν(t)ν(t′)] = 0. (10)
where XR(t− t′) = 2
∫∞
−∞ dωf(ω)h
∗(ω)e−iωt = −2αI(t−
t′)θ(t−t′). The advantage of expressing the noises as (8),
is that the Gaussian average can now be explicitly written
as Mξ,ν [· · · ] = M[· · · ] =
∫
d2z0e
−|z0|2 ∫ d2z1e−|z1|2 · · · ,
where zj = {zj0, zj1, · · · zjλ, · · · } denotes set of complex
numbers corresponding to each of the λ harmonic oscil-
lators. This will allow us, in the following sections, to
carry on analytically instead of numerically, the average
3Mξ,ν [· · · ] that permits to obtain the reduced density ma-
trix (6) or its evolution equation from (5).
The functions f(ω) and h(ω) in (9) can be chosen
as f(ω) =
√
− 12XR(ω), and h(ω) =
(
−XR(ω)
2f(ω)
)∗
for
instance [4]. However, their value is unimportant for
the present derivation for which the only relevant quan-
tity is the correlation function (4). Note also that we
should define gλ =
1√
2
gˆλ(
√
1 + 2N(ωλ)). In that way,
the real part of the correlation function can be written in
terms of g2λ =
1
2 gˆ
2
λ coth
(
ωλβ
2
)
= 12 gˆ
2
λ(2N(ωλ) + 1), with
N(ω) = [exp(ωβ) − 1]−1 the average thermal number of
quanta in the mode ω. The quantity β = 1/(KBT ), with
T is the temperature and KB the Boltzmann constant.
DERIVING A MASTER EQUATION
In order to derive a master equation, we need to com-
pute dM[P ]dt , where for simplicity in the notation we have
renamed P = Pξ,ν . To this order, we take into account
that dM[P ]dt =M[dPdt ], and consider the SLN equation (5)
for P . In order to have a more compact notation, we re-
express the equation (5) in the interaction picture with
respect to the system and within a Liouvillian form,
dP vt
dt
= L(t)P vt (11)
where L(t) is a super-operators acting over the the
stochastic projector Pt flattened as a vector, denoted
as P vt . In detail, L(t)P vt = i~ξ(t)[X(t), Pξ,ν ] +
i
2ν(t){X(t), Pξ,ν}, where X(t) = eiHStxˆe−iHSt. The
equation above can be re-written as
dP vt
dt
=
∑
j=0,1
∑
λ
L0jλ(t)zjλP
v
t
+
∑
λ
L∗jλ(t)z
∗
jλPt (12)
where L0jλ(t) =
∂L(t)
∂zjλ
, and L∗jλ(t) =
∂L(t)
∂z∗jλ
are new super-
operators. Note that because of the interaction image,
these quantities are rotated with respect to HS , and do
no longer depend on any noise ziλ or z
∗
iλ. The analytical
average of the former equation, leads to the evolution of
the reduced density matrix of the system as
dρvs(t)
dt
=M[dP
v
t
dt
] =
∑
j=0,1
∑
λ
L0jλ(t)M[zjλP vt ]
+
∑
λ
L∗jλ(t)M[z∗jλPt]. (13)
Unfortunately this is an open equation, in the sense that
the derivative of ρs(t) does not depend only on ρs as ex-
pected for a proper master equation, but it also depends
on the unknown quantities M[zjλP vt ] and M[z∗jλP vt ].
Considering that M[· · · ] are integrals over a Gaussian
measure, these quantities can be re-written as
M[zjλP vt ] =M
[
∂P vt
∂z∗jλ
]
= A∗λ
M[z∗jλP vt ] =M
[
∂P vt
∂zjλ
]
= A0λ (14)
where the right hand side of the expressions has been
obtained by considering an integration by parts of the
left hand side. As one can see, the evolution of P (t) is
intimately related to the evolution of
∂Pvt
∂z∗jλ
and
∂Pvt
∂zjλ
. The
evolution equation for ρvs is then written in the form
dρvs(t)
dt
=
∑
j=0,1
∑
λ
L0jλ(t)A
∗
λ +
∑
λ
L∗jλ(t)A
0
λ. (15)
This is still an open equation that depends on two un-
known quantities A∗λ(t) and A
0
λ(t). To proceed fur-
ther, we need to re-express these quantities in terms
of ρvs(t). The first step is to calculate their evolution
equation, taking into account the consistency conditions
d
dt
∂P
∂zjλ
= ∂∂zjλ
dP
dt , and
d
dt
∂P
∂z∗jλ
= ∂∂z∗jλ
dP
dt , together with
equation (12),
∂
∂zjλ
dP vt
dt
= L0jλ(t)P
v
t +
∑
j′=0,1
∑
λ′
L0j′λ′(t)zj′λ′
∂P vt
∂zjλ
+
∑
λ′
L∗j′λ′(t)z
∗
j′λ′
∂P vt
∂zjλ
∂
∂z∗jλ
dP vt
dt
= L∗jλ(t)P
v
t +
∑
j=0,1
∑
λ′
L0jλ′(t)zj′λ′
∂P vt
∂z∗jλ
+
∑
λ′
L∗j′λ′(t)z
∗
j′λ′
∂P vt
∂z∗jλ
(16)
If we now compute the average M[· · · ] of the former
equation, we will find
dA0λ
dt
= L0jλ(t)ρ
v
s(t) +
∑
j′=0,1
∑
λ′
L0j′λ′(t)B
∗0
λ′λ
+
∑
j′=0,1
∑
λ′
L∗j′λ′(t)B
00
λ′λ
dA∗λ
dt
= L∗jλ(t)ρ
v
s(t) +
∑
j′=0,1
∑
λ′
L0j′λ′(t)B
∗∗
λ′λ
+
∑
j′=0,1
∑
λ′
L∗j′λ′(t)B
0∗
λ′λ. (17)
which depends on terms of the form
M[zj′λ′ ∂P
v
t
∂zjλ
] =M
[
∂
∂z∗j′λ′
∂P vt
∂zjλ
]
= B∗0λ′λ
M[zj′λ′ ∂P
v
t
∂z∗jλ
] =M
[
∂
∂z∗j′λ′
∂P vt
∂z∗jλ
]
= B∗∗λ′λ
M[z∗j′λ′
∂P vt
∂zjλ
] =M
[
∂
∂zj′λ′
∂P vt
∂zjλ
]
= B00λ′λ
M[z∗j′λ′
∂P vt
∂z∗jλ
] =M
[
∂
∂zj′λ′
∂P vt
∂z∗jλ
]
= B0∗λ′λ. (18)
4For the shake of simplicity, we note that in the quantities
Aβλ and B
ββ′
λλ′ (β, β
′ = ∗, 0), we skip the indexes j and j′j
respectively. To reach even a higher order, we need to
compute the evolution of the four quantities ∂∂z∗
jλ′
∂Pvt
∂zjλ
,
∂
∂z∗
jλ′
∂Pvt
∂z∗jλ
, ∂∂zjλ′
∂Pvt
∂zjλ
, and ∂∂zjλ′
∂Pvt
∂z∗jλ
. To this order, we
consider the above introduced consistency condition, and
the evolution equations (16) to get the following,
∂2
∂zj′λ′∂zjλ
dP
dt
= L0jλ(t)
∂P vt
∂zj′λ′
+ L0j′λ′(t)
∂P vt
∂zjλ
+
∑
j′=0,1
∑
λ′′
(
L0j′λ′′(t)zj′λ′′ + L
∗
j′λ′′(t)z
∗
j′λ′
)
∂2P vt
∂zj′λ′∂zjλ
∂2
∂z∗j′λ′∂zjλ
dP
dt
= L0jλ(t)
∂P vt
∂z∗j′λ′
+ L∗j′λ′(t)
∂P vt
∂zjλ
+
∑
j′=0,1
∑
λ′′
(
L0j′λ′′(t)zj′λ′′ + L
∗
j′λ′′(t)z
∗
j′λ′′
)
∂2P vt
∂z∗j′λ′∂zjλ
∂2
∂zj′λ′∂z∗jλ
dP vt
dt
= L∗jλ(t)
∂P vt
∂zj′λ′
+ L0j′λ′(t)
∂P vt
∂z∗jλ
+
∑
j′=0,1
∑
λ′′
(
L0j′λ′′(t)zj′λ′′ + L
∗
j′λ′′(t)z
∗
j′λ′′
)
∂2P vt
∂zj′λ′∂z∗jλ
∂2
∂z∗j′λ′∂z
∗
jλ
dP vt
dt
= L∗jλ(t)
∂P vt
∂z∗j′λ′
+ L∗j′λ′(t)
∂P vt
∂z∗jλ
+
∑
j′=0,1
∑
λ′′
(
L0j′λ′′(t)zj′λ′′ + L
∗
j′λ′′(t)z
∗
j′λ′′
)
∂2P vt
∂z∗j′λ′∂z
∗
jλ
(19)
Computing the stochastic average of the former equations
gives rise to the following set of equations,
dB00λ′λ
dt
= L0jλ(t)A
0
j′λ′ + L
∗
j′λ′(t)A
0
λ
+
∑
j′=0,1
∑
λ′
(
L0j′λ′(t)C
∗00
λ′′λ′λ + L
∗
j′λ′(t)C
000
λ′′λ′λ
)
dB∗0λ′λ
dt
= L0jλ(t)A
∗
j′λ′ + L
0
j′λ′(t)A
0
λ
+
∑
j′=0,1
∑
λ′
(
L0j′λ′(t)C
∗∗0
λ′′λ′λ + L
∗
j′λ′(t)C
0∗0
λ′′λ′λ
)
dB∗∗λ′λ
dt
= L∗jλ(t)A
∗
j′λ′ + L
∗
j′λ′(t)A
∗
λ
+
∑
j′=0,1
∑
λ′
(
L0j′λ′(t)C
∗∗∗
λ′′λ′λ + L
∗
j′λ′(t)C
0∗∗
λ′′λ′λ
)
dB0∗λ′λ
dt
= L∗jλ(t)A
0
j′λ′ + L
0
j′λ′(t)A
∗
λ
+
∑
j′=0,1
∑
λ′
(
L0j′λ′(t)C
∗0∗
λ′′λ′λ + L
∗
j′λ′(t)C
00∗
λ′′λ′λ
)
(20)
where the Cαβγλ′′λ′λ, with α, β, γ = 0, ∗ are given by partial
derivatives of the projector over zαj′′λ′′ , z
β
j′λ′ and z
γ
jλ.
The equations (15), (17) and (20) form an open system
of mutually dependent equations. Because of this struc-
ture, the evolution of ρvS(t) can be written in terms of a
complex series of terms that only depend on ρvS at past
times. The first two terms of the series can be obtained
as follows:
• (i) First integrate analytically (17), obtaining a for-
mal solution for A0λ(t), and A
∗
λ(t), which comes in
terms of different Bs,
A0λ(t) = A
0
λ(0) +
∫ t
0
ds
[
L0jλ(s)ρ
v
s(s) +
∑
j′=0,1
∑
λ′
(
× L0j′λ′(s)B∗0λ′λ(s) + L∗j′λ′(t)B00λ′λ
)]
A∗λ(t) = A
∗
λ(0) +
∫ t
0
ds
[
L∗jλ(s)ρ
v
s(s) +
∑
j′=0,1
∑
λ′
(
× L0j′λ′(s)B∗∗λ′λ(s) + L∗j′λ′(s)B0∗λ′λ(s)
)]
. (21)
Note that all initial states of A, B, C, etc are zero;
• (ii) In a similar way, compute the different Bs by
analytically integrating (20). From this, an equa-
tion (21-b) is obtained, that expresses the Bs in
terms of As and Cs;
• (iii) Insert the values of As given by (21) in this
equation giving rise to an equation here labeled as
(21-c).
• (iv) Since (21-c) will come again in terms of Bs,
replace on its right hand side the expression of B
given by (21-b).
At the end, an equation for the different Bs is obtained
which comes only in terms of ρvs at different times, and
higher order terms Cαβγλ′′λ′λ. Neglecting these higher order
terms, this equation for Bs shall be inserted in (21). The
resulting expression for A shall be inserted in the r.h.s.
of (15), giving the following master equation
dρvs(t)
dt
=
∑
j=0,1
∫ t
0
ds
{
αˆ0∗jj (t− s)L0j (t)L∗j (s)
+
∫ t
0
dsαˆ∗0jj (t− s)L∗j (t)L0j (s)
}
ρv(s)
+
∑
α,β,γ,η
α 6=β,γ 6=η
∫ t
0
ds
∫ s
0
ds′
∫ s′
0
ds′′αˆαβjj (t− s′)αγηjj (s− s′′)
× Uα,β,γ,ηjj′jj′ (t, s, s′, s′′)ρvs(s)
+
∑
α,β,γ,η
α6=β,γ 6=η
∫ t
0
ds
∫ s
0
ds′
∫ s′
0
ds′′ααβjj (t− s′′)αˆγηjj (s− s′)
× Uα,γ,η,βjj′j′j (t, s, s′, s′′)ρvs(s) + · · · (22)
where α, β, η, ν = 0, ∗, and j, i, n,m = 0, 1, and ρv(t)
is the reduced density matrix of the system flattened
as a vector. Note that because of the restrictions
5of the sums, we are left with terms proportional to
α0∗jjα
0∗
jj , α
0∗
jjα
∗0
jj , α
∗0
jjα
∗0
jj , or α
∗0
jjα
0∗
jj . We have also defined
Uα,β,γ,ηjinm (t, s, s′, s′′) = Lαj (t)Lβi (s)Lγn(s′)Lηm(s′′). The
super-operators appearing in this expression are L00(t) =
L∗0(t) = LM (t), L01(t) = 2LM (t), and L∗1(t) = LcM (t),
where
LM (t)Av = i[X(t), A(t)];
LcM (t)Av = −
1
2
{X(t), P (t)}, (23)
As before, the quantity Av in the l.h.s. is a the vec-
tor with size 22N flattened from a matrix A with size
2N ×2N , where N is the OQS dimension. Finally, in this
expression we have also settled
αˆ0∗00(t, s) =
1
2~
∑
λ
g2λe
−iωλ(t−s)
αˆ0∗11(t, s) =
i
2~
∑
λ
fλh
∗
λe
−iωλ(t−s)
= −2αI(t− s)θ(t− s). (24)
Note also that
αˆ∗000(t, s) =
1
2~
∑
λ
g2λe
iωλ(t−s)
αˆ∗011(t, s) =
i
2~
∑
λ
fλh
∗
λe
−iωλ(−(t−s))
= −2αI(s− t)θ(s− t). (25)
The number of members of each class, Aαλ (referred
here as first order), Bαβλ′λ (second order), C
αβγ
λ′′λ′λ (third
order), etc, are P ×2k, where k is the order number, and
P is the number of complex noises, in our case P = 2
(see Fig. (1)). Thus, the master equation (22) is written
in terms of an infinite series of terms, wherein the first
two terms are in the form of an integral over ρs involv-
ing one correlation function (4), and the following eight
terms are in the form of a triple integral over ρs involv-
ing two correlation functions. The next terms will come
in the form of five integrals involving three correlation
functions, and so on and so forth.
It is important to take into account the convergence
properties of the series. If the system parameters are
such that the relative weight of the terms involving a
single integral is smaller than that of the terms involving
a triple integral, then the case is not tractable because
the equation cannot be truncated. It is worth to notice at
this point that the above-described hierarchical structure
does not appear because of the use of any expansion ap-
proximation, such as the weak coupling. Rather, it is an
structure intrinsically attached to the OQS problem. In-
terestingly, a similar hierarchical structure was obtained
in [15] within the Heisenberg approach. Hence, for sys-
tems or parameter ranges where the hierarchy structure
does not converge (i.e. successive terms are not smaller
than the previous ones), one could conclude that these
FIG. 1. Different levels of the hierarchy, corresponding to
the averageM[· · · ] of different orders of the derivative of the
stochastic projector Pt with respect to the quantities z0, z
∗
0 ,
z1, and z
∗
1 . The zero order derivative is given by the equation
(15), while the first and the second order are given by (17)
and (20) respectively.
particular instances can not be correctly dealt with mas-
ter equations. Indeed, in these situations the dynamics
of the open quantum system appear to alter the envi-
ronment so dramatically, that obtaining a closed equa-
tion within the system’s Hilbert space is not feasible in
practice. In contrast, for these problems where the sub-
sequent terms are less important, one can safely truncate
the equation. In such cases, the truncated equation gives
the dynamics of the reduced density matrix without any
approximation, only with an error that can be estimated
by the magnitude of the terms that have been discarded.
WEAK COUPLING AND MARKOV LIMIT
For consistency, let us check that equation (22) coin-
cides with the master equation up to second order in the
coupling parameter g derived within other approaches.
Indeed, each correlation function ααβjj will be of the or-
der g2, so that if we just keep second order terms, the
equation takes the form
dρs(t)
dt
=
∑
j=0,1
∫ t
0
ds
{
αˆ0∗jj (t− s)L0j (t)L∗j (s)
+
∫ t
0
dsαˆ∗0jj (t− s)L∗j (t)L0j (s)
}
ρs(s). (26)
6Replacing the values L00(t) = L∗0(t) = LM (t), L01(t) =
2LM (t), and L∗1(t) = LcM (t), we find
dρs(t)
dt
= −
∫ t
0
ds
{
Re
[
αˆ0∗00(t− s)
]
LM (t)LM (s)
+ i
∫ t
0
dsαˆ0∗11(t− s)LM (t)LcM (s)
+ i
∫ t
0
dsαˆ∗011(t− s)LcM (t)LM (s)
}
ρs(s), (27)
with LM (t) and LcM (t) defined in (23). Re-written the
resulting equation in its matrix form, it is identical to
the time-convoluted master equation [5, 16] up to second
order in g,
dρs(t)
dt
= −
∫ t
0
dταT (t− τ)X(t)X(τ)ρs(s)
−
∫ t
0
dτα∗T (t− τ)ρs(s)X(τ)X(t)
+
∫ t
0
dταT (t− τ)X(τ)ρs(s)X(t) +
∫ t
0
dτα∗T (t− τ)
×X(t)ρs(s)X(τ) +O(g4), (28)
As noted above, the equation is convoluted, because the
reduced density matrix is within the integral, and not
local in time as in the so called convolution-less mas-
ter equations [5]. However, taking into account that in
interaction image with respect to the system ρs(s) =
ρs(t) +O(g2), and that the ρs(s) appears already in sec-
ond order terms, one can write the former equation as
dρs(t)
dt
= −
∫ t
0
dταT (t− τ)X(t)X(τ)ρs(t)
−
∫ t
0
dτα∗T (t− τ)ρs(t)X(τ)X(t)
+
∫ t
0
dταT (t− τ)X(τ)ρs(t)X(t) +
∫ t
0
dτα∗T (t− τ)
×X(t)ρs(t)X(τ) +O(g4), (29)
This is already a time local second order master equation,
identical to the one derived following the TCL projection
operator technique [5], and the second order SSEs [17,
18].
If one considers the Markov limit of the master equa-
tion (22), by considering α(t) = Γδ(t), the terms involv-
ing three integrals (and two correlation functions) vanish,
while the terms involving a single integral give rise to the
well-known Lindblad equation [19].
dρs(t)
dt
= −Γ(X(t)X(t)ρs(t) + ρs(t)X(t)X(t))
+ 2X(t)ρs(t)X(t) (30)
CONCLUSIONS AND PERSPECTIVES
We have derived an evolution equation for the reduced
density operator of the system without considering any
approximation. Such equation is written in terms of a
hierarchy of terms that involve an increasing number of
integrals containing the reduced density operator of the
system.
The derivation suggests that it may not be possible
to deal with certain problems using a master equation
approach, or considering the dynamics in the reduced
Hilbert space of the system. These problems may there-
fore have to be treated by considering an evolution equa-
tion for the total system (i.e. OQS and environment).
In this regard, the hierarchical structure of the resulting
evolution equation leads to a specific criterion to deter-
mine numerically whether the master equation approach
(namely calculating the evolution of the reduced density
matrix of the system) is indeed suitable or not for a par-
ticular problem. This criteria is based in measuring the
relative weight of the successive types of terms within
equation (22). If the relative weight of the second type
of terms (i.e. the terms involving three integrals) is larger
than that of the first type of terms (the terms involving
a single integral), then it can be determined that a mas-
ter equation approach is not feasible for that particular
problem. It is possible also that a non-convergent series
of terms leads also to a poor convergence of the numerical
stochastic average of the SLN equation (5). If the relative
weight is smaller, then the equation (22) can in principle
be truncated and the master equation approach consid-
ered to be feasible. In that case, a truncated version of
the evolution equation (22) can be used, and it gives the
non-approximated reduced density matrix of the system
up to an error related to the truncation.
We note that the procedure here used, can also be used
by considering as a starting point instead of (5), an SSE
of the form [15, 20]
∂G(z∗i zi+1|titi+1)
∂ti
=
(− iHS + Lz∗i,ti − L†zi+1,ti)
×G(z∗i zi+1|titi+1)− L†
∫ ti
ti+1
dτα(ti − τ)
× ∂
∂z∗i
G(z∗i zi+1|titi+1), (31)
where G(z∗i zi+1|titi+1) = 〈zi | UI(ti, ti+1) | zi+1〉 is the
reduced propagator of the system. Here | zi+1〉 represents
the initial state of the environment at time ti+1, and | zi〉
its final state at time ti. The former is the generalization
to an arbitrary initial state of the stochastic Schro¨dinger
equation derived in [21, 22] for an environment initially
at zero temperature, i.e. zi+1 = 0. Using (31) opens the
possibility to build the exact structure of master equa-
tions for problems where the coupling operator is non-
Hermitian, the OQS is composed of many particles, or
a more general initial state is considered. Finally, re-
cently [23] a hierarchy of stochastic equations based on
the SSE derived in [21, 22] have been derived. These are
equations for successive partial derivatives of the wave-
vector with respect to the noise, and have been proven to
7be particularly suitable to deal with exponential correla-
tion functions or combinations of exponential correlation
functions. For exponential correlation functions, a hi-
erarchy structure of master equations for fermionic envi-
ronments has been derived in [24]. A connection between
these last two derivations and the one here proposed is
an interesting open problem that may deserve further
analysis.
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APPENDIX: TEST OF THE CONSISTENCY
CONDITION
Let us test the consistency condition with a very simple
example. Let us assume the following evolution equation
for the stochastic projector,
dP (t)
dt
=
∑
λ
Lλ(t)zλP (t), (32)
where Lλ(t) = gλ(t)L(t), and L(t) is a matrix within the
system’s Hilbert space that does not depend on any noise
quantity zλ. A partial derivation of the former equation
with respect to zλ′ is given as
∂
∂zλ′
dP (t)
dt
= Lλ′(t)P (t) +
∑
λ
Lλ(t)zλ
∂P (t)
∂zλ′
. (33)
Integrating now (32), we find
P (t) = P (0) +
∫ t
0
ds
∑
λ
Lλ(s)zλP (s), (34)
and deriving this solution with respect to zλ′ , we find
∂P (t)
∂zλ′
=
∫ t
0
dsLλ′(s)P (s) +
∫ t
0
ds
∑
λ
Lλ(s)zλ
∂P (s)
∂zλ′
.
This equation, once derived with respect to t, gives rise
to the same result as (33), what proves that the time
derivative and the partial derivative with respect to zλ
commute, and therefore can be safely interchanged.
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