We consider the totally asymmetric simple exclusion process in a critical scaling parametrized by a ≥ 0, which creates a shock in the particle density of order at −1/3 , t the observation time. When starting from step initial data, we provide bounds on the limiting law which in particular imply that in the double limit lim a→∞ lim t→∞ one recovers the product limit law and the degeneration of the correlation length observed at shocks of order 1 in [13] . This result is shown to apply to a general last-passage percolation model. We also obtain bounds on the two-point functions of several Airy processes.
Introduction
We consider the totally asymmetric simple exclusion process (TASEP). In this model, particles move on Z and jump one step to the right with rate 1, subject to the exclusion constraint that there is at most one particle on each site, see [20] , [21] for details of the construction and properties of this process. In the past two decades, TASEP has become the poster child of an exactly solvable model belonging to the KPZ universality class of growth models (see [9] for a review of this class of models). With (x, t) → h(x, t) (where x ∈ R is space and t ≥ 0 time) the height function associated to TASEP, one has a determinsitic limit shape h ma lim t→∞ h(ξt, t) t = h ma (ξ).
(1.1)
When h ma is differentiable, the KPZ correlation exponent is 2/3 and the fluctuation exponent is 1/3, i.e. the rescaled height function h resc (u, t) = h(ξt + ut 2/3 , t) − th ma (ξ + ut −1/3 ) t 1/3 (1.2)
converges to some non-trivial limit process as t → ∞. Depending on the initial data, one obtains different processes, and recently, for arbitrary initial data, explicit formulas for the law of h resc (u, t) have been found in [22] . However, depending on the initial data (or by altering the jump rate of some particles), TASEP can develop shocks, which, macroscopically, are discontinuities in the particle density, where h ma is no longer differentiable. When the shock is created by random Bernoulli initial data, the fluctuations in the initial data supersede those of TASEP itself and and one observes gaussian fluctuations under diffusive scaling (see [21] , Chapter 3, and the references therein). When the initial data is determinstic, it was shown in [13] , that at the shock, the correlation exponent degenerates to 1/3 (the fluctuation exponent remains 1/3) and that the limit law of (1.2) is given by a product, see Theorem 2.1 in [13] and its applications.
In [13] , the result was obtained by working in the last passage percolation (LPP) picture (see Section 2 for the definition of LPP). In LPP, studying the fluctuations at the shock corresponds to study the maximum of two last passage times L L + →(ηt,t) , L L − →(ηt,t) for certain L + , L − ⊂ Z 2 and η > 0 is chosen to be at the shock. Now in [13] , the maximizing paths from L + to (ηt, t) and from L − to (ηt, t) tend to start in points at distance O(t). The maximizing paths have transversal fluctuations of order t 2/3 ( [17] ) around their characteristic lines, hence the two paths will only meet at distance t ν , ν ∈ (2/3, 1) from (ηt, t). By the slow decorrelation phenomenon ( [12] , [10] ) the fluctuations built up along the characteristics between points with distance t ν , ν < 1, vanish under the t 1/3 scaling. This leads to the asymptotic independence of L L + →(ηt,t) , L L − →(ηt,t) as t → ∞ and hence to the product limit law. Later, this procedure was also applied to study the competition interface and multipoint distributions at shocks, see [14] .
The main topic of this paper is the transition of fluctuations when h ma is smooth to the fluctuations when there is a shock. In terms of LPP, this means to study the maximum of two last passage times which remain correlated for all t > 0, but which, as we show, decouple in a double limit lim a→∞ lim t→∞ , where a is an extra parameter in the TASEP/LPP model. As a concrete example, in Theorem 2.3, we consider for a ≥ 0 L + = (−⌊at 2/3 ⌋, 0), L − = (0, −⌊at 2/3 ⌋) and an end point E = (⌊t + u a t 2/3 ⌋, ⌊t⌋). In terms of TASEP, for a = 0 one has the step initial data, by taking a = O(t 1/3 ), one gets the macroscopic shock between two regions of decreasing density studied in Corollary 2.7 of [13] . For a > 0, we are in a critical scaling, which, for flat TASEP, had previously been studied in [11] (without showing the transition of fluctuations, and we shortly discuss this at the end of Section 5). A lower bound for P(max{L L + →E , L L − →E } ≤ s) is provided by the FKG inequality, so the main work is to find a suitable upper bound, which we do in Theorems 2.1 and 2.3. This in particular implies that one recovers, in the double limit lim a→∞ lim t→∞ , the product structure of [13] , and shows that the correlation length degenerates in this double limit. In the concrete case at hand, this leads to a transition from F GUE to a product of two F GUE distributions.
One can translate Theorem 2.3 in a statement about the decoupling of the two-point function of the Airy 2 process, see Corollary 2. 4 . While more precise statements than ours are available (see [25] , [26] , [1] ), our proof is new, and probabilistic in that we make use of the convergence in LPP; which gives some intuition as to why the decoupling happens. Theorem 2.3 can be seen as an instance of a general Theorem about the decoupling of last passage times under some assumptions, see Theorem 2.6. Theorem 2.6 could also be used to improve the results of [13] , in that it provides some finite time estimates, rather than merely showing the convergence to a product, as was done in [13] . Also, Theorem 2.6 is much simpler than Theorem 2.1 of [13] . Furthermore, Theorem 2.6 gives the framework to show the decoupling of the Airy 1 , Airy 2→1 processes (see [6] , [5] for definitions), which has not been done before, see Theorem 2.5. The decoupling of these processes corresponds to the decoupling of last passage times L L→E 1 , L L→E 2 where L is now a (half-) line and the points E 1 , E 2 have distance at 2/3 from each other.
One feature of our approach to obtain bounds on the limiting objects (in our case, the Airy processes) is that it makes no use of their explicit form.
Therefore it can also be used in cases where no explicit formula is available, which we illustrate in Theorem 5.2, where we provide bounds for LPP times along the time-like direction. These in particular imply a decoupling of two Airy 2 processes. In the case of brownian directed percolation, [19] had provided an explicit formula for the one-point two-time distribution and expected such a decoupling to occur, see [19] , Remark 2.3.
As a first main ingredient to prove Theorem 2.3, and unlike in [13] , one needs a control of transversal fluctuations of size kt 2/3 . To our knowledge, the first result in this direction was Theorem 2.5 in [2] , which bounds polynomially in k the probability of having kt 2/3 transversal fluctuations on a single horizontal line. Theorem 2.5 of [2] applies, with η 0 > 0, to maximizing paths from (0, 0) to (⌊η 0 t⌋, ⌊t⌋) in LPP models with boundary weights bounded by the stationary LPP, and i.i.d. exp (1) [2] can be combined with the ideas from [4] to control the transversal fluctuations of the entire path. As a result, we can bound in Theorem 3.1 the transversal fluctuations of maximizing paths from (0, 0) to (⌊η 0 t⌋, ⌊t⌋) in the more general LPP model of [2] , with a short proof which, as [2] , makes no use of exact (determinantal) formulas. For our purposes, it is however pivotal to also bound the transversal fluctuations of paths from (0, 0) to (⌊η 0 + ct 2/3 ⌋, ⌊t⌋). Theorem 2.5 in [2] a priori only provides an upper bound dependent on c in this case, in the Appendix A we remove this problem in the case of i.i.d. weights, which is the case we need for our main purposes, see Theorem 3.5.
The second main ingredient to Theorem 2.3 is an extended slow decorrelation result. Namely, since we have two maximizers which start in points with distance O(t 2/3 ) and go to E, the maximizers will come together already at distance O(t) from E. Consequently, we wish to replace L L + →E by L L + →E + , with E + on the straight (characteristic) line from L + to E and at distance εt from E. If ε is not too small, the probability that the maximizers of L L + →E + , L L − →E cross will vanish for a, t large. As mentioned, in the ususal slow decorrelation, E + is at distance t ν , ν < 1 from E such that the fluctuations from E + to E vanish under the t 1/3 scaling. In our situation, however, they do not vanish as t → ∞, but are only of order ε 1/3 t 1/3 ; in particular, they vanish in the double limit lim ε→0 lim t→∞ . This can be phrased in terms of a general statement about slow decorrelation on the O(t) scale, see Theorem 2.7. We show that it is possible to choose ε = ε(a) in such a way that ε(a) goes to zero with a, but is large enough so that the maximizers stay in disjoint sets with high probability (see Section 4), leading to Theorem 2.3.
To show the decoupling of the Airy 1 , Airy 2→1 processes, no slow decorrelation result is needed, but, next to controling transversal fluctuations, the extra ingredient required here is the control over the (random) starting point of the maximizing path, which was obtained recently in [24] , Lemma 1.1,Lemma 1.2 and also in (4.18) in [15] .
Outline. In Section 2 we define our models and state our main results. In Section 3 we prove Theorem 3.5 and 3.1 which bound the probability of having large transversal fluctuations. In Section 4 we prove our main result about the transition to shock fluctuations, Theorem 2.1. Finally, in Section 5 we prove our bounds on the two point functions of several Airy processes as well as of the two time distribution in exponential LPP. We also briefly discuss the transition to shock fluctuations for flat TASEP. Finally, in Appendix A we prove a lemma needed for the transversal fluctuations.
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Notation We denote for x ∈ R by ⌊x⌋ the largest z ∈ Z with z ≤ x. By C(p 1 , . . . , p k ) we denote a constant which depends on p 1 , . . . , p k ∈ R.
Model and Results
We consider TASEP with particles labelled from right to left, i.e., when x n (t) denotes the position of particle number n ∈ Z at time t we have
note this order is preserved in time. TASEP is in one-to-one correspondance with last passage percolation, which we define next. Fix (m, n) ∈ Z 2 (the end point) and L ⊆ Z 2 (the starting set). Let {ω (i,j) } (i,j)∈Z 2 be nonnegative random variables, seen as weights at the point (i, j)
1 . An up-right path
where the maximum in (2.2) is taken over all up-right paths from L to (m, n). When there are no or infinitely many such paths, we set, say, L L→(m,n) = ∞, also (2.2) straightforwardly generalizes to several end points. Given an initial data {x n (0)} n∈I , I ⊂ Z of TASEP we set L = {(x n (0) + n, n), n ∈ I}. Assuming all particles have an exponential clock with parameter 1 we take {ω i,j } (i,j)∈Z 2 independent, and ω i,j ∼ exp(1) if (i, j) / ∈ L and ω i,j = 0 for (i, j) ∈ L. With this choice, the link between TASEP and LPP is given by
In the following, we will only consider LPP times and particle positions, not the height function mentioned in the introduction. The following Theorem provides the transition from the fluctuations of TASEP with step initial data to the fluctuations at the GUE − GUE shock of [13] .
Then, for any 0 < k < a, δ > 0 and k a < ε(a) < 1 we may bound
where, for any α ∈ (0, 1) there is a constant
In particular, Theorem 2.1 implies
By taking u = aũ in (2.4) such that u/a =ũ and then setting a = 0, one has the usual step initial data and the T → ∞ limit in (2.4) gives the Airy 2 process A 2 (ũ)ũ ∈R . To recover the shock situation, one should transfer the T 1/3 ( u a +a) 2 2 term in the particle number, i.e. consider
To create a macroscopic shock, set, for β ∈ (0, 1), a = βT 1/3 , u = ξ,ξ = ξ 2 β−1 β , so that (2.5) becomes 
7) which coincides with the double limit of (2.4) . In this sense we thus have a transition to shock fluctuations as a → ∞, as well as a degeneration of the correlation length.
, which also appears in Theorems 2.3,2.5 and Corollary 2.4, could be improved to ψ(k) ≤ Ce −ck , C, c > 0 by adapting the proof of Theorem 11.1 of [4] , see the beginning of Section 3 for a discussion.
The LPP counter part of Theorem 2.1 is as follows.
Let a > k > 0. Then for any δ > 0 and k/a < ε(a) < 1 we may bound
Theorem 2.3 gives some estimates on the decay of the two point function of the Airy 2 process A 2 . The two point function P(A 2 (0) ≤ s 1 , A 2 (a) ≤ s 2 ) has already been studied in detail (see in particular (7) in [25] , and also the previous works [26] , [1] ). In particular, it is known that P(
However, the works [25] , [26] , [1] all are based on Fredholm determinant (in [26] , [25] ) or PDE expression (in [1] ) for the two point function, whereas we use that the Airy 2 process arises as limit in LPP. 
where, for any α
In Section 5, we also study the decay of the joint distribution of the Airy 1 , Airy 2→1 processes, which we denote by A 1 , A 2→1 . This decoupling does not correspond to a transition to shock fluctuations, rather one has two maximizers which start and end in points with distance at 2/3 . The starting point is random, and controlling it is an extra ingredient required here, which was obtained in recently in [15] , [24] .
Theorem 2.5. There are C, c, a 0 > 0 such that for a > a 0 , b ∈ R we have
and that for the Airy 2→1 process we may bound
The previous results concern, in terms of LPP, last passage times along so-called space like paths (see e.g. [5] 
with m 2 ≥ m 1 , n 2 ≤ n 1 . In this case, the convergence to the limiting objects (the Airy processes) is widely established. Along the so-called time-like direction however, i.e. for m 1 > m 2 , n 1 > n 2 , much less is known, an explicit formula for the limiting object was obtained by Johansson [19] in the case of the brownian directed percolation. Since we do not rely on exact formulas, we can in Theorem 5.2 show the decoupling along the time-like direction in exponential LPP.
Finally, the preceeding results can all be phrased in a simple Theorem about a general LPP model, which improves the general framework given in Theorem 2.1 of [13] . Let L + , L − ⊆ Z 2 and let {ω i,j , i, j ∈ Z} be independent exponentially distributed weights. We make three assumptions on our model. Assumption 1. Let t, a > 0 and assume there are
where
will be (shifted) F GUE distributions, in Theorem 2.5, they will be F GOE distributions.
Assumption 2. Assume there is a point
where G a 0 is a distribution function, c ε(a) is a constant and G a 1 is from Assumption 1.
In the context of Theorem 2.3, we will take ε(a) > 0, lim a→∞ ε(a) = 0. Then, with E as in Theorem 2.3,
will vanish in the double limit lim a→∞ lim t→∞ , see also Theorem 2.7.
Assumption 3. Assume there are independent random variables
will be last passage times with restricted transversal fluctuations, in Theorem 2.5 they will additionally have restricted starting points.
We denote by
and similarily denote by L
the LPP times rescaled as in Assumptions 1,2.
Theorem 2.6. Under Assumptions 1,2,3 we have for any
where lim t k →∞ is any subsequential limit.
Proof. The lower bound follows from the fact that {L
≤ s 2 } are decreasing events, the FKG inequality and Assumption 1. Denote
Clearly, a version of Theorem 2.6 without taking the t k → ∞ limit also holds. This could be used to refine the results of [13] by obtaining upper and lower bounds for finite t in Theorem 2.1 in [13] and its applications, instead of showing only the convergence to a product as t → ∞.
Under some extra Assumptions, one obtains a general statement about slow decorrelation on the O(t) scale. This is what we had proved and used in the first version of this paper, [23] . By using the FKG inequality and subadditivity in Theorem 2.6, the following Theorem is no longer directly used, but we believe it might be instructive to the reader, and refer to [23] for a proof. 
Transversal Fluctuations
In this section, we provide bounds on the probability of having kt 2/3 , k > 0 transversal fluctuations in LPP, see Theorems 3.1 and 3.5. We take Theorem 2.5 of [2] (cited here as Theorem 3.2) as key ingredient and bootstrap the polynomial bound it provides to the entire path. For this bootstrapping we adapt the strategy and (mostly) the notation of [4] , Lemmas 11.4 -11.6 where, for Poisson LPP, an exponential bound is bootstrapped to the entire path. In the case of i.i.d. weights, one could adapt the entire proof of Theorem 11.1 of [4] to obtain an upper bound Ce −ck , see also Section 13 of [4] . We have a few reasons why we did not do this. First, we thus obtain, with a short proof, Theorem 3.1, which applies to LPP models with more general weights on the coordinate axes, which include the stationary LPP not considered in [4] . The transversal fluctuations of the stationary LPP are genuinely different from in the i.i.d. case: As was shown recently in [3] , Theorem 2, in the case of i.i.d. weights, on a horizontal line (·, ℓ), the transversal fluctuations are at most O(ℓ 2/3 ), whereas in the stationary case, the maximizer has O(t 2/3 ) fluctuations right away, see Theorem 2.2 b) of [2] . Second, by using [2] , the proof of Theorem 3.1 is entirely probabilistic and makes no use of exact (determinantal) formulas and moderate deviation bounds, in contrast to [4] .
We start with the relevant definitions.
where, with A, B ∈ Z 
For this ̺ we define independent weights ω i,j , i, j ≥ 0 with distribution
Let nowω i,j , i, j ≥ 0 be random variables withω i,j = ω i,j if i, j ≥ 1 and
The weightsω i,j , i, j ≥ 0, are the only ones in this paper which are not assumed to be independent and continuous (with the exception of weights which may be zero) and where in consequence, one need not have a unique maximizing path. Let (m, n) ∈ Z 2 ≥0 and l ≤ n. Denote byẐ l (m, n) the right-most point on the horizontal line j = l of the right most maximizing path from (0, 0) to (m, n) and denote for r ≤ m byŶ TOP r (m, n) the top-most point on the vertical line i = r of the top-most maximizing path from (0, 0) to (m, n). The result we get is as follows.
Theorem 3.1 takes the following result from [2] as key ingredient. 
For all α ∈ (0, 1) there is a constant C(̺(η 0 ), α) such that for all k > 0, s ≤t and (r, l) = (⌊(1 − ̺(η 0 )) 2 s⌋, ⌊̺(η 0 ) 2 s⌋) we have
Theorem 3.2 has the following corollary.
Proof. Only (3.9) is not obvious, but follows by noting that transposing (i, j) → (j, i)Ŷ TOP ⌊κη 0 t⌋ (m, n) becomesẐ ⌊κη 0 t⌋ (n, m) and that the transposed weights satisfy the assumptions (3.4) with̺ = 1 − ̺(η 0 ). In Theorem 3.5 below, we bound the transversal fluctuations of maximizing paths from (0, 0) to (⌊η 0 t + ct 2/3 ⌋, ⌊t⌋) for some c = 0. This requires to show that the constant C(·, α) in Corollary 3.3 can be taken uniformly bounded in a neighboorhod of η 0 . We provide a proof of this (for zero weights on the boundary) in the Appendix A, which then shows that C(·, α) can actually be taken uniformly for all ̺(η 0
Furthermore, the same statements hold for
Given Corollary 3.3 and Lemma 3.4, we can now prove the following Theorem, as well as Theorem 3.1.
Clearly,the same statements hold for
Proof of Theorem 3.5 . We take k ≥ 1, for k < 1 we can simply take
We define (j ≥ 1)
(3.14)
note A 0 is the full set (for t sufficiently large, such that k 0 t 2/3 ≥ 1). We note that
(3.17)
Let j < ⌊j 0 ⌋ and 0 ≤ h ≤ 2 j − 1 and set
Denote now
and define
By translation invariance, with T = 2 Noting that extra weights on the vertical axis cannot increase the maximal fluctuations to the right, we obtain
(3.21) For h ≥ 1 we obtain an upper bound with Z 0 replaced by Z in (3.21) . So by the definition of k j and Lemma 3.4 we thus get that there is a t 0 such that for all t > t 0
and consequently, taking 3α/2 − 1 =: f (α) > 0
c . Consequently by (3.23),
We have Proof of Theorem 3.1. The proof of Theorem 3.1 is similar to the proof of Theorem 3.5, but a little simpler. We use Corollary 3.3 instead of Lemma 3.4 and set c = 0 in the proof of Theorem 3.5. We defineÂ j as A j in (3.15) but withẐ instead of Z 0 . DefiningÂ h,j as A h,j in (3.19) (but with the boundary weights of Theorem 3.1), we can bound P((Â h,j ) c ) for all h by Corollary 3.3, since, now the boundary weights for π max 0→E T of (3.20) can via coupling be bounded by the ω i,0 , ω 0,j , i, j ≥ 1, from (3.3) (for h ≥ 1 the LPP model for π max 0→E T has a non-zero weight at the origin, but this does not affect the transversal fluctuations). We obtain a bound on P( ⌊j 0 ⌋ j=1Â c j ) as in the proof of Theorem 3.5, but here we have to use Corollary 3.3 to also bound P((Â 0 ) c ), and thus obtain lim sup 25) proving (3.5). The result forŶ TOP (m, n) is easily obtained, since after transposition, the transposed weights satisfy (3.4) for̺ = 1 − ̺, andŶ TOP (m, n) becomesẐ(n, m), giving the result.
Proof of Theorems 2.1 and 2.3
We start by recalling the following result for point-to-point LPP.
Proposition 4.1 (Theorem 1.6 of [16] , Theorem 2 of [7] ). Let 0 < η < ∞, η = η 0 + cℓ −1/3 . Then,
Next we choose the point E + from Assumption 2. From Proposition 4.1 one can easily compute that E + should lie on the line segment from L + to E = (⌊t + u a t 2/3 ⌋, ⌊t⌋), so it remains to choose ε(a). To motivate this choice, note that by Theorem 3.5 we can control the probability that π max L + →E , π max L − →E have transversal fluctuations of order kt 2/3 . In particular, we have a good upper bound for the probability that π max L + →E contains no point of the straight line R + which joins (in Z 2 ) the points (⌊−at 2/3 + kt 2/3 ⌋, 0) and E + (⌊kt 2/3 ⌋, 0) and for the probability that π max L − →E contains no point of the straight line R − joining (0, ⌊−at 2/3 + kt 2/3 ⌋) and E + (0, ⌊kt 2/3 ⌋). Now an elementary calculation reveals that R − and R + cross in a point
see Figure 1 . In view of Assumption 3, we thus should choose ε(a) > k a , though to satisfy Assumption 2, this is not necessary, as the following result shows.
Proposition 4.2. Let 1 > ε(a) > 0. Then Assumption 2 holds with
The maximizing path (blue) from L − = (0, −⌊at 2/3 ⌋) to E = (⌊t + u a t 2/3 ⌋, ⌊t⌋) crosses the line segment R − (k) (dotted) with vanishing probability as lim k→∞ lim t→∞ . The point E + is at distance 
)). The maximizer from L
+ to E + crosses R + (k) (dashed) with vanishing probability. So the two maximizers do not cross asymptotically, leading to the decoupling. Let now E + be as in (4.4) and denote E +,k = E + + (kt 2/3 , 0). Define R + (k) = (⌊−at 2/3 + kt 2/3 ⌋, 0)E +,k as the line segment (in R 2 ) from (⌊−at 2/3 + kt 2/3 ⌋, 0) to E +,k , and denote
Proof. We have L L
a discrete approximation. See Figure 1 . Denote by Π +,k the set of up-right paths from L + to E + which do not contain any point of R + (k). Set
Let now E = (⌊t + u a t 2/3 ⌋, ⌊t⌋) and
(0, ⌊−at 2/3 + kt 2/3 ⌋)E k for the line segment in R 2 joining (0, ⌊−at 2/3 + kt 2/3 ⌋) and E k and set
Define Π −,k to be the set of up-right paths from L − to E which do not contain any point of 
. Thus by translation invariance and Theorem 3.5 (fix some
Furthermore,
We thus get
Finally, the independence ofL 
In particular, since we are only interested in asymptotic results, any shift of order 1 of the end/ starting point for a point-to-point LPP time will be asymptotically irrelevant. We set
We define furthermorê 
The choice of c 1 , c 2 , ξ 2 is precisely such that 
This is, withã,ũ instead of a, u and up to an O(t 1/3 ) horizontal shift in the starting and end point, the same LPP time for which we chose E + in (4.4). By (4.17), any shift of order t 1/3 inÊ + just leads, in the t → ∞ limit, to determinsitic shifts in LL + →Ê + , LÊ + →(M,t) , which cancel each other out. Hence we can takeÊ + as E + in (4.4), only withã,ũ instead of a, u. Finally, Assumption 3 can be verified as in the proof of Theorem 2.3, the O(t 1/3 ) shifts in (4.24) (and in LL − →(M,t) ) not affecting the argument.
Decoupling of Airy processes and TwoTime Distribution
In this Section we prove Corollary 2.4 and Theorem 2.5 as well as Theorem 5.2 about the decoupling along time-like directions. We also shortly discuss in in this Section the transition to shock fluctuations when for a = 0 one has flat (deterministic) initial data.
Proof (Outline) . By exchanging the end point and L we see that
where = d denote equality in distribution. One can now translate (5.3) back to TASEP with step initial data, and use (2.23) of [5] , which treats a generalization of TASEP (though some details of the asymptotics leading to (2.23) in [5] were not carried out); for geometric LPP (of which the exponential LPP is a limit), the convergence to the Airy 2 process was shown in Theorem 1.1 of [18] .
Proof of Corollary 2.4.
It is an immediate Corollary of Theorem 2.3 and Lemma 5.1, by a simple change of variable.
Proof of Theorem 2.5. We start by proving (2.9). We apply Theorem 2.6
One obtains from Theorem 2.2 of [5] and the link between TASEP and LPP (all weights i.i.d., ω i,j ∼ exp(1))
Now (5.5) shows Assumption 1, and Assumption 2 is trivially fullfilled with c ε(a) = 1,
Denote by π
the maximizing path from L to E i and by π
which belongs to L. By a simple shift one sees P(π
is the same for i = 1, 2. Consequently, by (4.18) of [15] one gets that for k sufficiently large and some constants C, c
and
2 ) which goes through E 3 + (−⌊kt 2/3 ⌋, ⌊kt 2/3 ⌋) and E 4 + (−⌊kt 2/3 ⌋, ⌊kt 2/3 ⌋) and by R 2 (k) the straight line going through E 5 + (⌊kt 2/3 ⌋, −⌊kt 2/3 ⌋) and
∩ R 1 (a/10) = ∅} and by U 2 the event {π
∩ R 2 (a/10) = ∅}. It follows from Theorem 3.1 that for any α ∈ (0, 1) there is a C(α) > 0 such that lim sup
Now the event
(taking a, t sufficiently large). Denote now for i = 1, 2 by Π i the set of up-right paths from L to E i which contain no point of R i (a/10). Set (as mentioned earlier, the C(α)a −3α improves to Ce −ca by adapting Theorem 11.1 of [4] to the exponential case). This finishes the proof.
Next we come to the proof of (2.12). Set L half = {(−k, k) : k ≥ 0}. It follows from Theorem 2 of [6] that with E(k) = (⌊t − kt 2/3 ⌋, ⌊t + kt 2/3 ⌋) and
To localize π max L half →E(|b|+a) (0) note that by a simple coupling, with E 7 = (−⌊(|b| + a)t 2/3 ⌋, ⌊(|b| + a)t 2/3 ⌋) and [15] . Similarily,
Let R 3 (k) be the line which connects E 8 + (−⌊kt 2/3 ⌋, ⌊kt 2/3 ⌋) with E(|b| + a/5) + (−⌊kt 2/3 ⌋, ⌊kt 2/3 ⌋) and R 4 (k) the line which connects E 7 + (⌊kt 2/3 ⌋, −⌊kt 2/3 ⌋) with E(|b| + a) + (⌊kt 2/3 ⌋, −⌊kt 2/3 ⌋). As was done above, we can bound
contain no point of R 3 (a/10), and Π 4 be the up-right paths from L half to E(|b| + a) which contain no point of R 4 (a/10). We define the independent random variables
Now we take (xt) 1/3 and denote (1) distributed. Let r 1 < · · · < r l and u 1 < · · · < u k . Denote by lim t j →∞ an arbitrary subsequential limit. Then for any δ > 0
Note that the preceeding Theorem implies in particular that
Proof. The lower bound in (5.17) follows from the FKG inequality and the known convergence to the Airy 2 process, see Theorem 2 in [7] . For the upper bound, define the points
and set µ u t = 4ct + 2ct 2/3 ua
Then, using subadditivity and (5.22), we get
Note now that L P (c,r)→(⌊ct⌋,⌊ct⌋) and L P 2 (u)→(⌊at⌋,⌊at⌋) are independent for all r, u ∈ R. Hence we get that
finishing the proof.
Finally, we believe that our Theorem 2.6, together with a control over maximizing paths as in the proof of Theorem 2.5, could be used to study the transition to shock fluctuations when starting at a = 0 from flat initial data. Since the needed ideas and arguments -transversal fluctuations, extended slow decorrelation and localization of the starting point -all have already appeared, we decided not to carry out the details, but just to give the following outline. Consider ̺ 1 , ̺ 2 ∈ (0, 1) x n (0) = −⌊n/̺ 1 ⌋, n ≥ 0 and x n (0) = −⌊n/̺ 2 ⌋, n < 0. This means we have TASEP with so-called Riemann initial data and densities ̺ 1 , ̺ 2 . If ̺ 2 > ̺ 1 , at time t we have a macroscopic shock at t(1 − ̺ 1 − ̺ 2 ) and particle x ⌊̺ 1 ̺ 2 t⌋ (t) is located at it (in a law of large number sense). Choosing ̺ 2 = ̺ 1 + at −1/3 , a > 0, we are in a critical scaling. To observe the transition of fluctuations, we thus look at [15] localizes the starting point for lines with arbitrary slope), it should be possible to check, with some asymptotic analysis, Assumptions 1,2,3. This would then lead to an analogue of Theorem 2.1 where one obtains in the double limit a product of two F GOE distributions.
A Proof of Lemma 3.4
In this appendix, we follow closely [2] to obtain a uniform constant. Consider the weights (3.3). Following [2] , we denote
Denote by Z ̺ (t) the signed exit point from the axes of the maximizing path π
Lemma A.1 (Lemma 5.5 of [2] with uniform constant). There exists a constant
Proof. This is an imminent corollary of the explicit upper bound for P(Z ̺ (t) > u) provided in the proof of Lemma 5.5 of [2] .
we have the bound
) .
(A.4)
Proof. Given Lemma A.1 (and the trivially obtained uniform version of Lemma 5.6 of [2] ) the proof is as the one of Lemma 5.7 of [2] .
We now get a uniform version of Theorem 5.8 in [2] .
Proof. The first inequality implies the second one by Lemma 4.6 of [2] . Suppose the first inequality is wrong, i.e. there are α, 0 < b 1 < b 2 < 1 such that for all R > 0 and t 0 > 0 there is a t > t 0 and a Proof of Lemma 3.4 . We follow closely the proof of Lemma 7.4 in [2] . Define ̺ = ̺(t, c) through
(1−̺(t,c)) 2 ̺(t,c) 2 t = m, and sett = t/̺ 2 ,s = κt,k = (1 − ̺) 2s = κ(η 0 t + ct 2/3 ), l = ̺ 2s . We go through the proof of Lemma 7.4 in [2] and replace the k, l, m, n, s, t in [2] by ourk, l, m, n,s,t. In particular, we set for u > 0 (1 − λ) .8) and define, with this replacement, G λ , Gλ as in in the proof of Lemma 7.4. Following the computation on the bottom of [2] , p. 1128, we see that, setting (with u > 4) Q 1 = G λ (k + u + 1, l), Q 2 = Gλ(m −k − u, n − l), Q = Q 1 + Q 2 we can bound E(Q) ≤t − C 1 (̺)u 2 /t + C 2 (̺) (A.9)
with (e.g.) C 2 (̺) = We now need to bound the variance of Q 1 , Q 2 . While these are stationary LPP times to points on their respective characteristics, Theorem A.3 does not apply here since e.g. λ need not be bounded away from 0 (note thatk, l can be of order 1 ( i.e. independent of t) so if one takes u = kt 2/3 in this case then λ will converge to 0 as t goes to infinity.) Instead, one notes first that 1 − λ > 1 − ρ. Then, we may apply Lemma 4. The result follows from (3.10), the proof for Y TOP can now be given as the one for Y TOP,0 .
