Abstract. In this paper we consider smooth orthonormal decompositions of smooth time varying matrices. Among others, we consider QR{, Schur{, and singular value decompositions, and their block analogues. Su cient conditions for existence of such decompositions are given and di erential equations for the factors are derived. Also generic smoothness of these factors is discussed.
Introduction
For very good reasons, orthogonal matrices (unitary in the complex case) are the backbone of modern matrix computation. They can be computed stably, and provide some of the most successful algorithmic procedures for a number of familiar tasks:
nding orthonormal bases, solving least squares problems, eigenvalues and singular values computations, and so forth. The purpose of this work is to consider orthogonal decompositions for matrices depending on a real parameter. Thus we consider k times continuously di erentiable matrix functions, i.e., A 2 C k (R; C m n ) ; k 0 :
We consider a number of basic tasks, such as the QR{, Schur{, and singular value decomposition (SVD) of A, and their block-analogues. Of course, in general, the matrix A(t) will have, say, an SVD at each given t ; but we are interested in conditions and procedures guaranteeing that the factors involved are smooth. This is desirable in several situations. For example, in updating techniques, perturbation theory, continuations processes, or to compute moving frames, e.g. to an invariant curve in space (see 3] , 10], 6], 11]). A key motivation for us was provided by techniques for computing Lyapunov exponents (e.g., see 1] or 4]), in which case A is a solution of a linear system, in particular it is full rank for all t. (Which turns out to be a convenient su cient condition for some of the factorizations considered below.)
The best theoretical results on decompositions of parameter dependent matrices A are given in the book by Kato ( 9] ). There, the strongest results are obtained in case A is real analytic and Hermitian; then, for example, it has an analytic Schur decomposition. Similarly, in 2], it was shown that a real analytic A admits an analytic SVD. However, we do not want to require analyticity of A; many of the problems which motivated our work arise from linearization of a di erential equation around a computed trajectory, and A may represent either the fundamental solution of the linearized problem, or the Jacobian matrix of the vector eld. Thus we are interested in the case of A being a C k {matrix. Unfortunately, smoothness of A does not su ce for the existence of smooth decompositions for it. For example, in the case of a Hermitian matrix, it is well understood that a smooth Schur decomposition, in general, does not exist.
In this paper, we rst give some (strong) su cient conditions for smooth decompositions to exist. Di erential equations for the factors will be given in such cases. Unfortunately, these conditions turn out to be very restrictive. For example, for the QR factorization of a matrix A one would need full rank of A; for the Schur factorization of a symmetric matrix or the SVD of a full rank matrix, one would need simple eigenvalues or singular values. We take three approaches to weaken our assumptions. First, we consider block-analogues of the standard decompositions. Also in this case di erential equations are given. Second, we take a closer look at the type of singular behavior which can occur when, for example, A looses rank, or eigenvalues coalesce; this provides weaker su cient conditions to guarantee existence of smooth decompositions, usually with some loss of smoothness. Third, we consider what can be expected in the generic case.
Probably, a main merit of this paper is to provide a general framework for all relevant decompositions based on di erential equations models. With some notable exceptions (see e.g. 12] for the case of analytic SVD), and to the best of our knowledge, this has not been done before in such generality. Whether or not numerical solution of the di erential or di erential-algebraic equations set forth in this paper will lead to e cient algorithms of solution for the problems under study remains to be seen, and a practical study along these lines should be considered as a sequel to the present work.
A plan of the paper is as follows. In Section 2 we consider QR{, Schur{, and block Schur factorizations, SVD and block SVD decompositions. In this section, di erential equations are derived for the decompositions under some nondegenericity assumptions.
In Section 3 we extend existence results for smooth decompositions to the case in which some singular behavior is encountered. We consider QR factorizations for rank de cient matrices and Schur/SVD decompositions in the case of coalescing eigen{/singular values.
In Section 4 we study how smooth the factors can be expected to be in generic cases.
Smooth decompositions
In this section we consider A 2 C k (R; C m n ) ; k 1 ; and we give di erential equations for the decompositions of interest. The di erential equations for the QR factorization of a full rank matrix have been given before (e.g., see 4]); also the di erential equations for the SVD have already appeared elsewhere (see 12] and 5], with the latter reference only for the case of a fundamental solution matrix). As far as we know, instead, the di erential equations' models for the other decompositions {in particular, those relevant to the block case{ are new.
We will use the following simple results Lemma 2.1. Assume that in the linear system of equations B(t)x(t) = b(t), B(t) is invertible for all t and that B; b 2 C k : Then, also x 2 C k .
Proof. This follows from repeated di erentiation of x(t) = B ?1 (t)b ( H (Q; t) = ?H(Q; t)). 2.1. QR factorization. We begin by giving di erential equations for the QR factorization of a full rank matrix A 2 C k (R; C m n ) ; m n : Suppose that A(0) = Q(0)R(0) is a given QR factorization (i.e., Q(0) 2 C m n is orthonormal, and R(0) 2 C n n is upper triangular). We want to nd, if possible, orthonormal Q and upper triangular R, both in C k , such that A(t) = Q(t)R(t 0) We use the strictly lower triangular part in the rst equation of (2.9) to determine H (except for its diagonal). This can be done by rst nding the vector (H 21 ; : : : ; H n1 ) , then (H 32 ; : : : ; H n2 ) , etc. up to H n;n?1 . To nd these vectors one needs to solve triangular systems which are easily seen to be nonsingular if R ii (t) 6 = R jj (t), i 6 = j.
Then, by solving (2.9), we get R and U as smooth as A. The entries H ii (t) are undetermined; we may set them to 0 (in any case, they must be purely imaginary).
Together with Remark 2.3 we get:
Proposition 2.5. Any C k {matrix with simple eigenvalues has a C k { Schur decomposition and is diagonalizable with a C k {matrix .
Clearly, the di erential equation model above breaks down if some of the eigenvalues of A(t) coalesce. Besides, also for simple eigenvalues, numerical di culties can be expected in case two or more eigenvalues become close. In such cases, it may be better to compute the invariant subspaces relative to a cluster of eigenvalues.
(c) Block-Schur decomposition. Consider A 2 C k (R; C n n ) : We want to nd unitary Q and block upper triangular S, as smooth as A, such that Q (t)A(t)Q(t) = S(t), where S is partitioned as S = S 11 S 12 0 S 22 :
We start with a given decomposition A(0) = Q(0)S(0)Q(0) . Assume that 1 (t); : : : ; n (t) 2 (A(t)) are continuous such that 1 (t) = f 1 (t); : : : ; m (t)g and 2 (t) = f m+1 (t); : : : ; n (t)g are disjoint for all t and (S jj (0)) = j (0) ; j = 1; 2 :
Di erentiating the relation S = Q AQ and letting H := Q _ Q we obtain the system of DAE's _ S = Q _ (2.12) and each diagonal block is a square matrix. With obvious notation, block-partitioning H = Q _ Q conformally to S, and assuming that (S ii (t)) \ (S jj (t)) = ; for all t and i 6 = j, we obtain H by solving the system for the H ji :
H ki S kj = (Q _ AQ) ij ; j = 1; : : : ; p ? 1; i = j + 1; : : : ; p :
The blocks H ii are not uniquely determined and we may set them to 0. In summary, we have: Proposition 2.6. Any C k {matrix with disjoint groups of eigenvalues has a C k { block Schur decomposition, the blocks corresponding to these groups. Remark 2.4. From the practical point of view, the strongest assumption we made is that the initial decomposition determines a correct blocking for all t.
In case A is Hermitian, the above block-Schur decomposition gives a block diagonal form. If (D i (t)) \ (D j (t)) = ; ; i 6 = j, the second of these equations can be solved for the P ij . P ii are not uniquely determined, and we may set them to 0, or to require V i V i to be constant, where V 1 : : : V p ] is the partitioning of V in column blocks. This amounts to
which is uniquely solvable for P ii ; since V i has full rank.
2.3. Singular Value Decompositions. Next we consider the SVD of a matrix.
Again, we also consider block analogs.
(a) Smooth SVD. This has been recently considered in 2] and 12] in the analytic case. We have a matrix A 2 C k (R; C m n ) ; m n ; and look for C k unitary U and V , and real \diagonal" such that A(t) = U(t) (t)V (t). Here = S 0 ] ; S = diag( 1 ; : : : ; n ). We assume that 0 6 = i (t) 6 = j (t); i 6 = j; for all t. Let from which { using skewness of H and K { we get
i; j = 1; : : : ; n; i 6 = j : Also, it is easy to obtain H ij = ? H ji = (U _ AV ) ij j ; i = n + 1; : : : ; m; j = 1; : : : ; n : (2.16) For _ i to be real the diagonal elements of H and K need to satisfy:
We can choose, e.g., K ii = 0, which then determines H ii :
Finally, the bottom right (m?n) (m?n) block of H is not determined; one may thus set it to 0 (or any other skew matrix). These give the desired result: Proposition 2.7. Any full column rank C k {matrix with distinct singular values has a C k singular value decomposition.
In case A is the solution of a linear system: _ A(t) = B(t)A(t) with A(0) full rank, We want to nd unitary U; V , and \block-diagonal" , as smooth as A, such that U (t)A(t)V (t) = (t). Here (t) is partitioned as 
The V factor needs not to be computed if only the blocks S 1 and S 2 are desired.
(c) Polar Factorization. With similar notation as above, we now consider di erential equations for the polar factorization of a full rank A 2 C k (R; C m n ) : That is, we want to write A(t) = Q(t)P(t), where Q is orthonormal, P is Hermitian positive de nite, and Q; P are as smooth as A. Di Remark 2.7. Using (2.19) and (2.20) to obtain a smooth polar factorization of A is apparently less expensive than passing through the smooth SVD, and it is not hampered by the need of noncoalescing singular values.
Extensions
In this section, we extend the smooth factorizations to the case in which some singular behavior is encountered, such as rank de ciency, or eigenvalues' coalescing.
3.1. Rank de cient QR. We begin with the case of the QR factorization of a matrix A 2 C k (R; C m n ) : As we saw in Section 2, if A has full rank, then it admits a QR factorization where the Q and R factors are also C k : Next, we show that under appropriate assumptions, A admits a QR factorization also in case it is rank de cient; however, some loss of di erentiability may take place. Then we show that analytic (denote C ! ) matrices have analytic QR factorizations.
For jP j?1 (t)a j (t)j P j?1 (t)a j (t) ; P j = P j?1 ? q j q j :
Here j 's have to satisfy j j (t)j = 1 for all j ; otherwise they can be chosen freely. Taking them smooth on intervals of full rank gives us Q and R = Q A both C k on these intervals. Further, real j is equivalent to real R j;j ; there. Our assumption implies that the points where A does not have full rank are isolated. This is a consequence of the following A 0 2:::n + t a 1 (t) A 0 2:::n + t A 2:::n (t) A 0 2:::n + t a 1 (t) A 0 2:::n + t A 2:::n (t) 1 0 ? I = det t (a 1 (t) ? A 2:::n (t) ) A 0 2:::n + t A 2:::n (t) t (a 1 (t) ? A 2:::n (t) ) A 0 2:::n + t A 2:::n (t) = t 2 det( e A(t) e A(t)) ;
where e A(t) = a 1 (t) ? A 2:::n (t) A 2:::n (t) : Hence the claim for j = 0 follows. 
Again multiplying j by ?1 whenever e j is odd we have q j and consequently also P j = P j?1 ? q j q j in C k?d j , in a neighborhood of b t :
This way we get the whole Q and hence also R in C k?d :
The uniqueness follows from the fact that the sign changes in j 's are also necessary for smoothness.
Remark 3.1. If m = n, then in the previous theorem it su ces that the matrix A n?1 satis es the assumptions. This is because the n th column of Q is then determined (up to n with j n j = 1) by the previous columns. Here we show that the unitary diagonalization can be made smooth, provided that the order of coalescing of the eigenvalues is not more than k.
Denote by W e the class of matrices depending on a real parameter, for which the eigenvalues do not have contacts of order higher than e : More precisely; if an n n matrix A 2 W e and 1 (t); : : : ; n (t) are the continuous eigenvalues of A(t) ; then for any t and i 6 = j we have lim inf Proof. The proof is by induction on e : Proposition 2.4 gives the theorem for e = 0 (i.e., for distinct eigenvalues).
Assume now that the assertion is true for W e?1 {matrices and let A 2 C k \ W e : We show rst that A has a C k?e decomposition in a neighbourhood of any b t : We may assume that b t = 0 : Let be an eigenvalue of A(0) and let Q 0 be a C k orthonormal matrix obtained as one column block of a block Schur decomposition (see Prop. 2.6) and de ned in a neighbourhood of 0 such that Q 0 (t) A(t)Q 0 (t) = I + t S 1 (t) ;
where S 1 2 C k?1 : The eigenvalues of A(t) near are of the form + t (t) ; where (t) is an eigenvalue of S 1 (t) : If e (t) is another eigenvalue of S 1 (t) ; we have j (t) ? e (t)j jt e?1 j = j (t) ? e (t)j jt e j where (t); e (t) are eigenvalues of A(t) : Hence S 1 2 C k?1 \W e?1 so that by induction hypothesis it has a C k?1?(e?1) = C k?e Schur decomposition. This is true for all blocks corresponding to di erent eigenvalues of A(0) and hence for A :
The assumption implies that the points where A(t) has multiple eigenvalues are isolated. Cover R with a countable set of intervals I j = ( j ; j ) such that on each of these A has a C k?e Schur decomposition A(t) = U j (t) j (t)U j (t) ; I j?1 \ I j+1 = ; for all j 2 Z ; and A has simple eigenvalues on each ( j ; 
C kfk k+1;e+1 since j+1 e+1 and l+1 k+1?(e+1)+d+1 : Hence kh j (f)k k;e C kfk k+1;e+1 ;
for some constant C depending only on T ; k ; and e : Next, we prove continuity of the multiplication. We show inductively that kfgk k;e C kfk k;e kgk k;e ; (3.4) that also P 1 2 C k 1 : Take Q 1 (0) the columns of which form an orthonormal basis for the range of P 1 (0) and let Q 1 (t)R 1 (t) = P 1 (t)Q 1 (0) be a QR{decomposition which again by Prop. 3.4 is in C k 1 : Hence we get that Q 1 (t)S 1 (t)Q 1 (t) = 1 (0) I + t S 2 (t) ; where S 2 2 C k 2 : Continuing this way we get that the eigenvalues of A(t) are of the form (t) = 0 + t 1 (0) + t 2 2 (0) + + t e e (t) ;
where e is an eigenvalue of S e 2 C k e : By assumption it is a simple eigenvalue.
Then as above, the corresponding eigenvector Q e is in C k e and the same holds for e (t) = Q e (t) S e (t)Q e (t) : Hence m e ( e ) and consequently also is in C k : Proof. The set V of m n real matrices having rank r < n is a strati ed manifold, where each stratum has codimension (m ? r)(n ? r) (see 8]). So, for m > n ; the codimension is at least 2, and by the transversality theorem a generic one parameter family does not meet this set. So, it has full rank for all t : In the complex case, each stratum has (real) codimension 2(m ? r)(n ? r), and hence a generic one parameter family has full rank for all t :
In the case m = n for generic A 2 C k (R; R n n ) we have that a 1 : : : a n?1 ] is of full rank for all t and by Remark 3.1 A has a C k QR decomposition.
4.2. Schur decomposition. For a generic matrix A 2 C k (R; C n n ) ; the eigenvalues are simple and we have a C k Schur decomposition (and C k eigendecomposition).
On the other hand, not even for a generic family of analytic real matrices we can expect smooth eigenvalues. For example, any smooth perturbation of A(t) = 0 1 t 0 will have a defective eigenvalue and nondi erentiable eigenvalues at some t near 0 :
More interesting is the case of Hermitian matrices. First, any analytic Hermitian matrix has an analytic Schur decomposition (see 9]). For the C k case, the next theorem shows that generically there is no loss of smoothness. Proof. We can assume that m n ; otherwise apply the following to A T : We show rst that generically a one parameter family of real matrices has simple singular values for every t ; i.e., we have e = 0 in Theorem 3.6.
Similarly to the previous proof, the set V 0 of real m n matrices with a double singular value is the image of the proper analytic map (U; ; V ) ! U V T ; where U 2 R m n is orthonormal, is diagonal with 11 If m > n then as in the proof of Theorem 4.1 we generically get d = 0 for Theorem 3.6. This is also true for complex n n matrices. For real n n matrices we get the result by Remark 3.3.
