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Abstract
A new explicit bijection between spanning trees and recurrent configurations of the sand-pile
model is given. This mapping is such that the difference between the number of grains on a
configuration and the external activity of the associate tree is the number of edges of the graph.
It gives a bijective proof of a result of Merino López expressing the generating function of recurrent
configurations as an evaluation of the Tutte polynomial.
 2003 Elsevier Science (USA). All rights reserved.
Résumé
On donne une nouvelle bijection entre les arbres couvrants et les configurations récurrentes du
modèle du tas de sable. Cette application est telle que la difference entre le nombre de grains de la
configuration et l’activité externe de l’arbre associé est le nombre d’arêtes du graphe. Cela donne
une preuve bijective d’un résultat de Merino López identifiant la distribution des configurations
récurrentes selon leur nombre de grains à une évaluation du polynôme de Tutte du graphe.
 2003 Elsevier Science (USA). All rights reserved.
Introduction
The sand-pile model was introduced as a model in physics [1,6,7] and was also
considered by combinatorialists as the chip firing game [2–5].
In this model configurations on a graph are considered, such a configuration is an
assignment of some grains of sand on each vertex of the graph. A toppling rule is
introduced which defines the evolution of the system: a toppling occurs when a vertex
has a number of grains not less than its degree, in that case it transfers a grain of sand to
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R. Cori, Y. Le Borgne / Advances in Applied Mathematics 30 (2003) 44–52 45each of its neighbor. Recurrent configurations play a key role in the model: they are those
which are observed after a long period of time in the evolution of the system.
One of the interesting results about this model from a combinatorial point of view is
that the Tutte polynomial of the underlying graph enumerates the recurrent configurations
with respect to their level. This result was conjectured by Biggs and proved by Merino
López [9]. His proof is based on the recursive definition of Tutte polynomials. A bijection
between recurrent configurations and spanning trees was already given by Dhar and
Majumdar [6], but in their bijection the level of the configuration cannot be read on the
corresponding spanning tree.
Our aim in this paper is to give an explicit bijection between spanning trees of the
graph and recurrent configurations, which maps a tree with p externally active edges to a
configuration of level p, giving a bijective proof of the above result. Our main tool is a
traversal of the graph using the order on the edges. Another construction of a bijection was
announced recently [8].
Our paper is organized as follows. In Section 1, we recall definitions of the sand-
pile model and the Tutte polynomial of a graph and then the result of Merino López. In
Section 2, we define decreasing edge-vertex traversals of a graph which we will show to
be intermediate objects between spanning trees and recurrent configurations. In Section 3
we give a bijection between them and spanning trees and in Section 4 between them and
recurrent configurations. In those bijections a parameter defined on a traversal correspond
to the external activity of the tree, and to the level of the corresponding configuration.
Hence we obtain the result of Merino López in a bijective way. In Section 5 we use these
bijections in order to give another proof showing that the number of spanning subgraphs
of a graph is an evaluation of its Tutte polynomial.
1. Preliminaries
Let G = (V , q,E) be a connected rooted multi-graph, where V is the set of vertices,
q ∈ V the root and E the multi-set of the edges. The vertices a and b are the end-points
of an edge (ab). We assume that there are no loops in E, but multiple edges are allowed.
Graphs with loops will be considered as a remark at the end of Section 4. For any vertex a,
deg(a) denotes its degree. |A| denotes the cardinal of the set (or multi-set) A.
1.1. The sand-pile model
A configuration u on G = (V , q,E) is a mapping V → N (where N denotes the set
of non-negative integers). An interpretation is that in this configuration, the vertex a ∈ V
contains u(a) grains of sand. A vertex a is unstable in u if u(a) deg(a); then this vertex
can topple giving the configuration v defined by
{
v(a)= u(a)− ∣∣{(at) ∣∣ t = a, (at) ∈E}∣∣,
v(b)= u(b)+ ∣∣{(ba) ∣∣ (ba)∈E}∣∣ for b = a.
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the vertex on the other end of the edge. We will denote by u→a v the toppling of vertex a.
A configuration is stable if all vertices different from q are stable. A stable configuration
u is recurrent if u(q)= deg(q) and there exists an order a1 <u a2 <u · · · <u a|V | on the
vertices such that u →a1 · · · →ai · · · →a|V | u. This means that if q is toppled then all
vertices of V could be toppled getting back to the initial configuration. Rec(G) denotes the
set of recurrent configurations of G = (V , q,E). The level of a recurrent configuration u
is given by
level(u)=
(∑
i∈V
ui
)
− |E|.
Let R(G,y) be the polynomial which enumerates the distribution of recurrent configura-
tions according to their levels,
R(G,y)=
∑
u∈Rec(G)
y level(u).
1.2. The Tutte polynomial
Given a graph G= (V ,E) and a order <e on E, Tutte [10] introduced the two-variable
polynomial T (G,x, y) defined by:
T (G,x, y)=
∑
T ∈Σ(G)
xi(T )yj (T ),
where Σ(G) is the set of spanning trees of G and i(T ) (respectively j (T )) is the internal
(respectively external) activity of T for which we recall the definition: Let T be a spanning
tree T of G= (V ,E).
An edge e ∈ T is internally active in T if it is the lowest edge, according to <e, in the
unique cocycle contained in (E\T ) ∪ {e} (A cocycle is a minimal edge cut). The internal
activity of the spanning tree T is the number of edges internally active in T .
An edge e ∈ E\T is externally active in T if it is the lowest edge, according to <e, in
the unique cycle of (V ,T ∪{e}). The external activity of the spanning tree T is the number
of edges externally active in T .
A first non-trivial observation is that this polynomial does not depend on the arbitrary
order <e even if it is the case for the activities of a given spanning tree.
1.3. Relation between the two notions
Answering to a conjecture of Biggs, Merino López [9] proved that:
Theorem 1. For a graph G= (V , q,E),
R(G,y)= T (G,1, y).
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activity i .
Note that a consequence of Theorem 1 is that the polynomialR(G,y) does not depend
on the root vertex q . The original proof of is based on a recursive characterization of the
Tutte polynomial, which does not gives a one-to-one correspondence between trees and
configurations. The aim of this note is to build a bijection mapping recurrent configurations
of level i and spanning trees of external activity i . We introduce a third set of objects,
which we call decreasing edge-vertex traversals, in bijection with the two precedents
sets; a parameter on these traversals is translated into external activity and level, by the
bijections.
2. Decreasing traversals
An edge-vertex traversal σ = (σi)1i|V |+|E| of G is a sequence in which each vertex
and edge appears exactly only once. We note σ<i = {σj | j < i} in order to formally
describe the elements that appear before the element σi in σ . A decreasing traversal σ
is an edge-vertex traversal such that:
(i) If σi is a vertex of V \{q} then σi−1 is an edge incident to σi .
(ii) If σi is an edge, then it is maximal, according to <e, among all the edges not in σ<i
and incident to a vertex of σ<i .
We denote by D(G) the set of decreasing traversals of G. (See Fig. 1.)
An edge σi = (σj σk) is strong in the traversal σ if it appears after its end-points (i.e.,
j < i and k < i). The strength Σ(σ) of the traversal is its number of strong edges.
A graph G with an order on edges rooted at a. The set of traversals D(G) represented as a tree.
Fig. 1.
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such that σk = τk . Then one of σk and τk is an edge and the other a vertex.
Proof. By the choice of k, we have σ<k = τ<k .
• Assume that σk and τk are both vertices. Then they are distinct end-points of the edge
σk−1 = τk−1. The existence of a third end-point in σ<k−1 = τ<k−1 from condition (ii) then
gives a contradiction.
• σk and τk cannot be both edges since the maximum among the edges with one end-
point in σ<k = τ<k is unique. ✷
Remark that the first element of a decreasing traversal is q . When the k first elements
are fixed, σk+1 is either the maximal edge of {e= (vw) ∈E\σ<k | v ∈ σ<k or w ∈ σ<k} or
the vertex incident to the edge σk not in σ<k . Hence a decreasing traversal is characterized
by the position of the vertices different from q .
3. Decreasing traversals and spanning trees
Let Φ be the function which maps the decreasing traversal σ with the set of edges
Φ(σ)= {σk−1 | σk ∈ V \{q}}.
For instance,
if σ = ,
then Φ(σ) = { }.
Lemma 2. Φ is a bijection between D(G) and Σ(G).
Proof. From (i), Φ(σ) is a set of |V | − 1 edges forming a connected subgraph with |V |
vertices, hence it is a spanning tree (from (ii), q is covered by the edge in Φ(σ) of minimal
index in σ ).
• Φ is an injection:
Let σ and τ be two different decreasing traversals and k the minimal index such that
σk = τk . From Lemma 1 we can assume that σk is a vertex and τk an edge. Then
σk−1 = τk−1 is an edge of Φ(σ) but not of Φ(τ). Hence Φ(σ) =Φ(τ).
• Φ is a surjection:
Let T be a spanning tree, let σ the decreasing traversal defined as follows: use rule (i) for
σi+1 when σi is an edge of T , and rule (ii) otherwise. It is clear that if we prove that σ is
a traversal then Φ(σ)= T . Assume it is not the case, and let σk be the last element of σ
and v /∈ σ a vertex at minimal distance of q in T and e= (vw) the first edge along the path
from v to q in T . By the choice of v, w is in σ so from (ii), e ∈ σ<k0+1 (for some k0 < k);
e= σi then v = σi+1 ∈ σ<k+1, and we obtain a contradiction. ✷
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Lemma 3. For any decreasing traversal σ , an edge is strong in σ if and only if it is
externally active in Φ(σ). So
Σ(σ)= j(Φ(σ)).
Proof. We consider Fig. 2 to illustrate the proof; in this figure is given a partial subgraph
of G with 6 edges and their orders. Note that e3 has two possible orders 1 or 7. Two
decreasing traversals are built, in the first one e3 is strong, while in the second it is not.
• If e is externally active in Φ(σ) then it is strong in σ :
Let e = σi be an edge externally active in Φ(σ). Assume that a vertex of the cycle
created by e and the tree Φ(σ) appears after e in σ . Let σj be the first vertex of the cycle
which appears after e. Then σj−1 is an edge of the cycle and there is no vertex of the cycle
between e and this edge, since vertices of the cycle follow an edge of the cycle. Then σj−1
was among the edges with at least one endpoint in σ<i when e was added to σ , implying
e > σj−1 and contradicting the minimality of e in the cycle.
• If e is strong in σ then e is externally active in Φ(σ):
Let e be a strong edge of σ , e is external since there is no end-point after it in σ . Then
e create a cycle γ when it is added to the tree Φ(σ). The edges of the cycle in the tree
Φ(σ) are, by definition of Φ , immediately followed by one of their end-points. Conversely,
except for the first vertex of the cycle in σ , all vertices of the cycle are successors of an
edge of the cycle. Using those remarks, starting from the end-points of the edge e we obtain
that the edge e is the last element of the cycle in σ . The minimality of e in the cycle comes
from the fact that we execute the following algorithm when we restrict the construction of
σ to the edges of the cycle, while the external edge of the cycle has not been added to σ :
i := 1; j:= n; k:= 1;
while i < j do
if (ei > ej)
then sigma[k] := ei; i := i + 1;
else sigma[k] := ej; j := j - 1;
fi;
k := k +1;
od;
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the cycle. In our case we show that the edge e is the edge which appears after all the others
thus the algorithm ends and e is minimal. ✷
4. Decreasing traversals and recurrent configurations
For a vertex v, I (v) denotes the set of edges incident to v. Let Ψ be the function which
maps the decreasing traversal σ with the configuration u defined by:
u(σi)=
∣∣I (σi)\σ<i ∣∣,
for all i such that σi is a vertex of G.
In other words, there are as many grains on a vertex as there are incident edges appearing
after it in the decreasing traversal.
For instance,
if σ = ,
then Ψ (σ) = .
Lemma 4. Ψ is a bijection between D(G) and Rec(G).
Proof. • Ψ is a function from D(G) to Rec(G).
From (i), there is at least one edge (σk−1 ∈ σ<k) which is not in the set of edges incident
to σk that bring one grain on σk . Thus there are at most |I (σk)| − 1 grains on any vertex
σk = q and Ψ (σ) is a stable configuration.
Ψ (σ) is recurrent since the order induced on the vertices by σ is an order for topplings:
− Since q = σ1, all edge incident to q brings one grain on q . So Ψ (σ)(q)= deg(q).
− Assume all vertices of σ<k have been toppled, we count the grains on the vertex σk .
Initially there were |I (σk)\σk | grains on σk . All edges of I (σk) ∩ σ<k have an end-
point which is a vertex of σ<k whose toppling brings on grain per edge to σk . Thus
there are at least I (σk) ∩ σ<k added on σk during the toppling of vertices of σ<k .
Hence there is at least |I (σk)\σ<k| + |I (σk) ∩ σ<k| = |I (σk)| grains on σk which is
unstable when it is toppled.
• Ψ is an injection:
Let σ and τ be to different decreasing traversals. Let k be the smallest index such that
σk = τk , by Lemma 1 we may assume that σk = v is a vertex and τk = e an edge. Let f be
the edge that precede v in τ .
σ = σ<k, v, . . . , f, . . . , e, . . . ,
τ = σ<k, e, . . . , f, v, . . . .
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edges in σ<k are also before v in τ and the edge f is before v in τ not in σ . Thus
Ψ (σ)(v) < Ψ (τ)(v). Hence Ψ (σ) = Ψ (τ).
• Ψ is a surjection:
Given a recurrent configuration u we define the traversal σ as follow:
− σ1 = q ,
− if σi−1 is an edge with one end-point v not in σ<i and |I (v)\σ<i | = u(v) then σi = v,
otherwise use rule (ii).
Thus we build a complete decreasing traversal such that Ψ (s)= u. ✷
Lemma 5. For any decreasing traversal σ ,
Σ(σ)= level(Ψ (σ)).
Proof. A strong edge appears after its both end-points so it brings two grains, one on
each end-point, whereas a weak edge brings a grain only in one end-point. Hence the
configuration Ψ (σ) is made of |E| +Σ(σ) grains and therefore its level is Σ(σ). ✷
Remark. Consider now graphs with loops. In that case the sand-pile model has the same
behavior except that the loops contributes for 2 in the degree of their incident vertex; when
a toppling is performed two grains of sand cross along the loops incident to the vertex
toppled. Hence, recurrent configurations have two grains more on the incident vertex of
each loop of the graph, and levels increase by the numbers of loops. Clearly each loop
is externally active for any spanning tree and is also strong in each decreasing traversal.
Hence our bijections hold also for graphs with loops.
5. Counting spanning subgraphs
In this section we use decreasing traversals in order to derive a bijective proof of a well
known result concerning the enumeration of spanning subgraphs with a given number of
edges.
Let G= (V ,E) be a connected graph, a spanning subgraph of G is a subset E′ ⊂E of
edges such that (V ,E′) is connected, note that E′ satisfies:
|V | − 1  |E′|  |E|.
Proposition 2. The number γk of spanning subgraphs of G containing |V | − 1 + k edges
is given by
γk =
|E|−|V |+1∑ (j
k
)
αj ,j=k
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Hence the total number of spanning subgraphs of G is
|E|−|V |+1∑
k0
2kαk = TG(1,2).
Proof. We define a surjection π from the set of spanning subgraphs of G with |V |− 1+ k
edges to the set of decreasing traversals with j  k strong edges, then we show that
each traversal with j strong edges is the image under π of
(
j
k
)
spanning subgraphs with
|E| − |V | + k edges.
Consider a spanning subgraph of G= (V ,E) given by the subset E′ of E, the traversal
π(E′) is built as follows:
− σ1 = q ,
− if σi ∈E′ and x /∈ σ<i ,
− else (i.e. σi ∈ V , or σi ∈ E \E′ or σi ∈E′ and its two end-points are visited) σi+1 is
the largest reachable and non-visited edge, that is use rule (ii).
This algorithm ends with a traversal if and only if (V ,E′) is connected. It is clear
from the algorithm that each edge in E′ is either in the tree Φ(σ) or is strong. Moreover
π is a surjection, since for a traversal σ which set of strong edges is Eσ we have
σ = π(Φ(σ) ∪ Eσ). Finally, for each subset E′′ of Eσ of cardinality k we have σ =
π(E′′ ∪Φ(σ)), giving the result. ✷
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