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ON NONLINEAR SCHRO¨DINGER EQUATIONS WITH ALMOST
PERIODIC INITIAL DATA
TADAHIRO OH
Abstract. We consider the Cauchy problem of nonlinear Schro¨dinger equations (NLS)
with almost periodic functions as initial data. We first prove that, given a frequency set
ω = {ωj}
∞
j=1, NLS is local well-posed in the algebra Aω (R) of almost periodic functions
with absolutely convergent Fourier series. Then, we prove a finite time blowup result for
NLS with a nonlinearity |u|p, p ∈ 2N. This provides the first instance of finite time blowup
solutions to NLS with generic almost periodic initial data.
1. Introduction
We consider the Cauchy problem of the following nonlinear Schro¨dinger equation (NLS)
with an algebraic power-type nonlinearity:{
i∂tu+ ∂
2
xu = N (u),
u|t=0 = f,
(t, x) ∈ R×R, (1.1)
where the nonlinearity is given byN (u) = Np(u, u) = ukup−k, 0 ≤ k ≤ p, p ∈ N, k ∈ N∪{0}.
For example, this includes the standard power nonlinearity |u|p−1u and a nonlinearity |u|p
without gauge invariance.
The Cauchy problem (1.1) has been studied extensively in terms of the usual Sobolev
spaces Hs(R) on the real line and the Sobolev spaces Hsper(R) ≃ Hs(T) of periodic functions
(of a fixed period) on R. See [4, 13] for the references therein. Our main interest in this
paper is to study the Cauchy problem (1.1) with almost periodic functions as initial data.
Definition 1.1. We say that a complex-valued function f on R is almost periodic, if it is
continuous and, for every ε > 0, there exists L = L(ε, f) > 0 such that every interval of
length L on R contains a number τ such that
sup
x∈R
|f(x− τ)− f(x)| < ε.
We use AP (R) to denote the space of almost periodic functions on R.
The study of almost periodic functions was initiated by Bohr [2]. In the following, we
briefly go over the basic properties of almost periodic functions. See Besicovitch [1], Cor-
duneanu [5], and Katznelson [9] for more on the subject. Let us first state several equivalent
characterizations for almost periodic functions.
2010 Mathematics Subject Classification. 35Q55, 11K70, 42A75.
Key words and phrases. nonlinear Schro¨dinger equation; well-posedness; almost periodic functions; finite
time blowup solution.
1
2 TADAHIRO OH
Definition 1.2. (i) We say that a function f on R has the approximation property, if it
can be uniformly approximated by trigonometric polynomials. More precisely, given any
ε > 0, there exists a trigonometric polynomial Pε(x) such that
sup
x∈R
|f(x)− Pε(x)| < ε.
(ii) We say that a continuous function on R is normal if, given any {xn}∞n=1 ⊂ R, the
collection {f( · + xn)}∞n=1 is precompact in L∞(R). Namely, there exists a subsequence
{f( ·+ xnj )}∞j=1 uniformly convergent on R.
An important fact is that the set of almost periodic functions, the set of functions with the
approximation property, and the set of normal functions all coincide. Hence, we freely use
any of these three characterizations in the following. We also point out that these three
notions can be extended to Banach-space valued functions and that they are also equivalent
in the Banach space setting. Given a Banach space X, we use AP (R;X) to denote the
space of almost periodic functions on R with values in X.
It is known that AP (R) is a closed subalgebra of L∞(R) and that almost periodic func-
tions are uniformly continuous. Given f ∈ AP (R), we can define the so-called mean value
M(f) of f by
M(f) := lim
L→∞
1
2L
ˆ L
−L
f(x)dx, (1.2)
where the limit on the right-hand side of (1.2) always exists if f ∈ AP (R). Given f ∈
AP (R), we define the L2-norm by the mean value of |f |2:
‖f‖L2 := lim
L→∞
(
1
2L
ˆ L
−L
|f(x)|2dx
) 1
2
. (1.3)
Note that the limit on the right-hand side of (1.3) exists since the algebra property of
AP (R) states that |f |2 is almost periodic, if f ∈ AP (R). We have the following lemma.
Lemma 1.3 (Lemma on p. 177 in [9]). Let f ∈ AP (R) such that f ≥ 0 on R. If f is not
identically equally to 0, then M(f) > 0. In particular, the L2-norm, defined in (1.3), of a
function f ∈ AP (R) is 0 if and only if f ≡ 0. Hence, it is indeed a norm on AP (R).
Note that the claim of Lemma 1.3 does not hold in general, if f /∈ AP (R). For example,
we have M(f) = 0 for any bounded function f with a compact support.
Next, we define an inner product 〈·, ·〉L2 on AP (R) by
〈f, g〉L2 := M(fg) = lim
L→∞
1
2L
ˆ L
−L
f(x)g(x)dx. (1.4)
for f, g ∈ AP (R). This inner product is well defined for f, g ∈ AP (R), since fg is also
in AP (R). Moreover, it induces the L2-norm defined in (1.3). Therefore, under the inner
product 〈·, ·〉L2 , the space AP (R) of almost periodic functions becomes a pre-Hilbert space
(missing completeness).1
1In this paper, we only consider almost periodic function in Bohr’s sense. There are, however, notions
of different classes of generalized almost periodic functions due to Stepanov, Weyl, and Besicovitch. The
corresponding spaces are denoted by Sp,W p and Bp, respectively. Then, we have AP (R) ⊂ Sp ⊂W p ⊂ Bp,
p ≥ 1. Moreover, it is known that B2 is complete with respect to the L2-norm defined in (1.3).
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In this pre-Hilbert space, the complex exponentials {eiωx}ω∈R form an orthonormal fam-
ily. We now define the Fourier coefficient of f ∈ AP (R) by
f̂(ω) = 〈f, eiωx〉L2 =M(fe−iωx). (1.5)
By Bessel’s inequality, we have ∑
ω∈R
|f̂(ω)|2 ≤ ‖f‖2L2 <∞.
In particular, this implies that f̂(ω) = 0 except for countable many values of ω’s. Given
f ∈ AP (R), we define its frequency set σ(f) by σ(f) := {ω ∈ R : f̂(ω) 6= 0} and write
f(x) ∼
∑
ω∈σ(f)
f̂(ω)eiωx, (1.6)
where the right-hand side is the Fourier series associated to f ∈ AP (R). It is known that
the orthonormal family {eiωx}ω∈R is complete in the sense that two distinct almost periodic
functions have distinct Fourier series. Moreover, we have the Parseval’s identity:
‖f‖L2 =
(∑
ω∈R
|f̂(ω)|2
) 1
2
(1.7)
for f ∈ AP (R). Regarding the actual convergence of the Fourier series to an almost periodic
function, we have the following lemma.
Lemma 1.4 (Theorem 1.20 in [5]). Let f ∈ AP (R). If the Fourier series associated to f
converges uniformly, then it converges to f . Namely, we have
f(x) =
∑
ω∈σ(f)
f̂(ω)eiωx. (1.8)
Given ω = {ωj}∞j=1 ∈ RN, we say that ω is linear independent if any relation of the form:
N∑
j=1
rjωj = 0, rj ∈ Q,
implies that rj = 0, j = 1, . . . , N . Associated to this notion of linear independence, there is
an important criterion on the convergence of the Fourier series to a given almost periodic
function.
Lemma 1.5 (Theorem 1.25 in [5]). Let ω = {ωj}∞j=1 ∈ RN be linearly independent. Suppose
that f ∈ AP (R) satisfies σ(f) ⊂ ω. Then, the Fourier series associated to f converges
uniformly. In particular, (1.8) holds.
Given a set S of real numbers, we say that a linearly independent set ω = {ωj}∞j=1 is a
basis for the set S, if every element in S can be represented as a finite linear combination
of elements in ω with rational coefficients. Given f ∈ AP (R), we say that a linearly
independent set ω = {ωj}Nj=1, allowing the case N =∞, is a basis of f , if it is a basis of the
frequency set σ(f) of f . Lemma 1.14 in [5] guarantees existence of a basis of f ∈ AP (R).
We say that a basis ω = {ωj}Nj=1 of f is an integral basis if any element in the frequency set
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σ(f) can be written as a finite linear combination of elements in ω with integer coefficients.2
If there exists a finite integral basis of f , i.e. N < ∞, then we say that the function f is
quasi-periodic. In this paper, we consider generic almost periodic functions, i.e. N = ∞,
but the corresponding results also hold for quasi-periodic functions, i.e. N <∞.
Fix ω = {ωj}∞j=1 ∈ RN. We consider functions f ∈ AP (R) with σ(f) ⊂ ω · ZN of the
form:
f(x) ∼
∑
n∈ZN
f̂(ω · n)ei(ω ·n)x, (1.9)
where n = {nj}∞j=1 ∈ ZN. We define the algebra Aω(R) by
Aω(R) =
{
f ∈ AP (R) : f is of the form (1.9) and ‖f‖Aω (R) <∞
}
,
where the Aω(R)-norm is given by
‖f‖Aω (R) = ‖f̂(ω · n)‖ℓ1n(ZN).
See Lemma 2.1 below for some properties of Aω(R).
Remark 1.6. Note that, if ω is linearly independent, then it is an integral basis of f .
If ω is not linearly independent, then, we may have ω · n1 = ω · n2 for some n1 6= n2.
Namely, f̂(ω · n) in (1.9) may not represent a Fourier coefficient of f defined in (1.5) and
(1.6). In this case, the Fourier coefficient f̂(α), α ∈ R, is given by f̂(α) =∑ω ·n=α f̂(ω ·n).
In the following (for example, see Lemma 1.4 below), we proceed, assuming that ω is
linearly independent. We point out that the results also hold even when ω is not linearly
independent. It suffices to note that the definition of Aω(R) guarantees that the Fourier
coefficients f̂(α) of f ∈ Aω(R) is absolutely summable.
We are now ready to state our first result.
Theorem 1.7. Let p ∈ N. Fix ω = {ωj}∞j=1 ∈ RN. Then, NLS (1.1) is locally well-posed
in Aω(R). More precisely, given f ∈ Aω(R), there exist T = T (‖f‖Aω (R)) > 0 and unique
u ∈ C([−T, T ];Aω(R)) satisfying the following Duhamel formulation of (1.1):
u(t) = S(t)f − i
ˆ t
0
S(t− t′)N (u)(t′)dt′, (1.10)
where S(t) = eit∂
2
x . Moreover, the solution map : f ∈ Aω(R) 7→ u(t) ∈ Aω(R) is locally
Lipschitz continuous.
Our solution u(t) lies in Aω(R) for all t ∈ [−T, T ]. In particular, u(t) is almost periodic in
x for all t ∈ [−T, T ]. Moreover, it satisfies (1.1) in the distributional sense. See Lemmata
2.2 and 2.3 below.
In Section 2, we define the meaning of the linear propagator S(t) = eit∂
2
x in the almost
periodic setting and discuss different properties of solutions to the homogeneous and non-
homogeneous linear Schro¨dinger equations in the almost periodic setting. Then, we present
the proof of Theorem 1.7, based on a simple fixed point argument. Since our approach
makes use of the Fourier coefficients of functions in Aω(R), it is essential that the Fourier
series associated to a function in Aω(R) actually converges to it. See Lemma 2.1.
2Obviously, an almost periodic function is periodic if and only if it has an integral basis consisting of a
single element ω ∈ R.
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Remark 1.8. Previously, Tsugawa [14] proved local well-posedness of the Korteweg-de
Vries equation (KdV) on R:
∂tu+ ∂
3
xu = u∂xu (1.11)
with quasi-periodic initial data under some regularity condition. For fixed ω = {ωj}Nj=1 ∈
RN for some finite N ∈ N, consider a quasi-periodic function f of the form:
f(x) =
∑
n∈ZN
f̂(ω ·n)ei(ω ·n)x. (1.12)
Defining a Sobolev-type space3 Hsω(R) for s = {sj}Nj=1 ∈ RN by the norm
‖f‖Hsω (R) := ‖〈n〉s f̂(ω ·n)‖ℓ2n(ZN ), 〈n〉s :=
N∏
j=1
(1 + |nj|2)
sj
2 , (1.13)
it follows from Lemma 2.2 (i) in [14] that NLS (1.1) is locally well-posed in Hsω(R) as long as
min(s1, . . . , sN ) >
1
2 . In this case, we have Aω(R) ⊃ Hsω(R) by Cauchy-Schwarz inequality,
and thus Theorem 1.7 extends this local well-posedness result of (1.1) with quasi-periodic
initial data implied by Lemma 2.2 (i) in [14]. It is not clear if there is a natural way to define
a Sobolev-type space analogous to (1.13) in the almost periodic setting, which guarantees
that every function in the space can be represented by its Fourier series.
In view of Theorem 1.7, it is natural to consider the global-in-time behavior of solutions
to (1.1). This is, however, an extremely difficult question in general. Consider the following
NLS with the standard power nonlinearity:
i∂tu+ ∂
2
xu = ±|u|p−1u. (1.14)
A standard approach to construct global-in-time solutions is to use conservation laws. There
are several (formal) conservation laws for (1.14), including the mass conservation Q(u) :=
‖u‖2L2 =M(|u|2) and the ‘Hamiltonian’ conservation:
H(u) =
1
2
M(|∂xu|2)± 1
p+ 1
M(|u|p+1).
On the one hand, in order to make use of the mass conservation in constructing global-in-
time solutions, one needs to prove local well-posedness in AP (R) endowed with the L2-norm.
This seems to be beyond our current technology in the quasi- and almost periodic setting due
to the lack of Strichartz estimates. Note that while every function f ∈ AP (R) has a finite
L2-norm, (i) AP (R) is not complete with respect to the L2-norm and (ii) its Fourier series
does not necessarily converges to f . Hence, in proceeding with Fourier analytic approach,
it seems that one needs to work in a subclass, where functions are actually represented by
their Fourier series. For example, see Lemma 1.5 above.
On the other hand, assuming that u is of the form (1.9), we formally have
M(|∂xu|2) =
∑
n∈ZN
(ω · n)2|û(ω ·n)|2.
In general, (ω ·n)2 can be arbitrarily close to 0 and thus M(|∂xu|2) (and hence the Hamil-
tonian) is not strong enough to control relevant norms for iterating a local argument.
3This Sobolev-type space Hs(R) is basically the space Gs,0 defined in [14].
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There are, however, several known global existence results for cubic NLS, (1.14) with
p = 3, and KdV in the almost periodic and quasi-periodic setting. Note that the following
results rely heavily on the inverse spectral method and on the complete integrability of the
equations.4 Egorova [7] and Boutet de Monvel-Egorova [3] constructed global-in-time solu-
tions to KdV and cubic NLS with almost periodic initial data, assuming some conditions,
including Cantor-like spectra for the corresponding Schro¨dinger operator (for KdV) and
Dirac operator (for cubic NLS). In particular, the class of almost periodic initial data in
[7, 3] includes almost periodic functions f that can be approximated by periodic functions
fn of growing periods αn → ∞ in a local Sobolev norm: supx∈R ‖ · ‖Hs([x,x+1]) with s ≥ 4
for KdV and s ≥ 3 for cubic NLS.5 Moreover, convergence of fn to f in this local Sobolev
norm is assumed to be exponentially fast. It is worthwhile to mention that the solutions
constructed in [7, 3] are almost periodic in both t and x. There is also a recent global
well-posedness result of KdV with quasi-periodic initial data by Damanik-Goldstein [6].
Their result states that if the Fourier coefficient f̂(ω · n) of a ‘small’ quasi-periodic initial
condition f of the form (1.12) decays exponentially fast (in n) and a Diophantine condition
on ω is satisfied, then there exists a unique global solution whose Fourier coefficient also
decays exponentially fast (with a slightly worse constant).
Another approach for constructing global solutions is to consider the problem for small
initial data. Indeed, in the usual setting on Rd, i.e. assuming that functions belong to the
usual Lebesgue spaces Lq(Rd) or Sobolev spaces Hs(Rd), we have small data global well-
posedness and scattering for NLS (1.1) on Rd, for example, for ps < p < 1 +
4
d−2 , where ps
is the Strauss exponent given by
ps =
d+ 2 +
√
d2 + 12d+ 4
2d
.
The proof of this result relies on the decay of linear solutions on Rd. See [4]. On the
contrary, there is no such decay of linear solutions in the almost periodic setting. Hence,
there seems to be no natural adaptation of small data global existence theory to the almost
periodic setting.
Next, let us discuss finite time blowup solutions to (1.1) in the almost periodic setting.
Since a periodic function is in particular almost periodic, known results on finite time
blowup solutions in the periodic setting such as [10, 11] provide instances of finite time
blowup results in the almost periodic setting (where initial data are periodic). There seems
to be, however, no known result on finite time blowup solutions in a generic (i.e. non-
periodic) almost periodic setting.
4 There is a special subclass of almost periodic functions called limit periodic functions, consisting of
uniform limits of periodic functions. In our recent paper [12], we proved global well-posedness of the
defocusing NLS with nonlinearity |u|2ku, k ∈ N, with limit periodic functions as initial data under some
regularity assumption. In particular, our proof does not rely on the completely integrability, even when
k = 1. Moreover, when k ≥ 2, it provides the first instance of global existence for the defocusing NLS with
(a subclass of) almost periodic initial data that are not quasi-periodic.
5Note that when s = 0, this local Sobolev norm corresponds to Stepanov’s S2-norm used for Stepanov’s
generalized almost periodic functions.
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In the following, we consider the Cauchy problem of the following NLS:{
i∂tu+ ∂
2
xu = λ|u|p,
u|t=0 = f,
(t, x) ∈ R× R, (1.15)
for p ∈ 2N and λ ∈ C. Then, we have the following result on finite time blowup solutions
in a generic almost periodic setting.
Theorem 1.9. Let p ∈ 2N. Fix ω = {ωj}∞j=1 ∈ RN. Let u ∈ C(I;Aω(R)) be the solution
to (1.15) with u|t=0 = f ∈ Aω(R), where I = (−T−, T+) is the maximal time interval of
existence, containing t = 0. Suppose that λ ∈ C and the mean value M(f) of f , defined in
(1.2), satisfy
Reλ · ImM(f) 6= 0 or Imλ · ReM(f) 6= 0. (1.16)
Then, we have min(T−, T+) < ∞. Namely, the solution u blows up in a finite time, either
forward or backward in time. More precisely, if (1.16) holds, then we have one of the
following scenarios.
(i) Suppose that we have
Reλ · ImM(f) < 0 or Imλ · ReM(f) > 0. (1.17)
Then, the forward maximal time T+ of existence of the solution u is finite and we have
lim inftրT+ ‖u(t)‖Aω (R) =∞.
(ii) Suppose that we have
Reλ · ImM(f) > 0 or Imλ · ReM(f) < 0. (1.18)
Then, the backward maximal time T− of existence of the solution u is finite and we have
lim inftց−T− ‖u(t)‖Aω (R) =∞.
Previously, Ikeda-Wakasugi [8] and the author [11] obtained analogous results for (1.15) on
Rd (with 1 < p ≤ 2
d
for initial data in L2(Rd)) and on Td (with p ∈ 2N). Theorem 1.9
can be viewed as an extension of the periodic result in [11] to the generic almost periodic
setting. In particular, note that Theorem 1.9 holds (i) even for small initial data and (ii)
even above the Strauss exponent, i.e. p > ps, provided that (1.16) is satisfied. This is a
sharp contrast with the usual Euclidean setting on R, where we have small data global
well-posedness when p > ps. The proof of Theorem 1.9 follows the basic lines in [8, 11] but
we need to proceed more carefully due to the almost periodic setting. As in the proof of
Theorem 1.7, we make essential use of properties of functions in Aω(R). We present the
proof of Theorem 1.9 in Section 3.
Remark 1.10. Suppose that (1.16) is satisfied. Then, it follows from Theorem 1.9 that
any solution to (1.15) on [0,∞) or (−∞, 0] must satisfy a global space-time bound. For
example, if u is a solution to (1.15) on [0,∞), then we have Reλ · ImM(f) > 0 and
Imλ · ReM(f) < 0. Then, we haveˆ ∞
0
M(|u(t)|p)dt <∞.
Hence, in view of Lemma 1.3, any global solution on [0,∞) must go to 0 as t→∞ in some
averaged sense. See Remark 3.4 for the proof.
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Remark 1.11. The notion of almost periodic functions can be extended to higher dimen-
sions.6 One may extend the results in this paper to the higher dimensional setting. We,
however, focus on the one-dimensional case for simplicity of the presentation.
2. Local well-posedness
In this section, we present the proof of Theorem 1.7. Fix ω = {ωj}∞j=1 ∈ RN in the
following.
2.1. On the function space Aω(R). We first go over some important properties of the
space Aω(R) of almost periodic functions with a common integral basis ω.
Lemma 2.1. Given f ∈ Aω(R), we have
f(x) =
∑
n∈ZN
f̂(ω · n)ei(ω ·n)x. (2.1)
Namely, f is given by its Fourier series.7 Moreover, Aω(R) is a Banach algebra.
Proof. Let {rj}∞j=1 be an enumeration of ZN. For N ∈ N, we set BN = {rj}Nj=1. Given
f ∈ Aω(R), define a trigonometric polynomial fN by
fN (x) =
∑
n∈BN
f̂(ω · n)ei(ω ·n)x, (2.2)
Then, by the WeierstrassM -test, fN converges uniformly. Hence, by Lemma 1.4, we obtain
(2.1). Note that fN also converges to f in Aω(R).
Given a Cauchy sequence {fk}∞k=1 in Aω(R), it follows from the completeness of ℓ1, that
fk converges to some function f defined by the Fourier series (2.1) with respect to the
Aω(R)-norm. We need to show that f ∈ AP (R). Since {fk}∞k=1 is Cauchy with respect to
the Aω(R)-norm, then it is Cauchy in L∞(R). Noting that AP (R) is closed with respect to
the L∞-norm, it follows that fk converges some function in AP (R). Hence, by uniqueness
of a limit, we conclude that f ∈ AP (R). This proves completeness of Aω(R).
Lastly, given f, g ∈ Aω(R), we have fg ∈ AP (R). Moreover, we have σ(fg) ⊂ ω ·ZN and
f̂ g(ω ·n) =
∑
m∈ZN
f̂(ω · (n −m))ĝ(ω ·m).
Then, by Young’s inequality, we have
‖fg‖Aω (R) ≤ ‖f‖Aω (R)‖g‖Aω (R). (2.3)
Namely, Aω(R) is an algebra. 
6 Note that almost periodic functions on Rd are almost periodic in each variable, but the converse is not
true.
7If ω is not linearly independent, the right-hand side of (2.1) may not represent the Fourier series
associated to f . Nontheless, the claim in Lemma 2.1 holds. See Remark 1.6.
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2.2. On the linear Schro¨dinger equation. In this subsection, we study the properties
of solutions to the homogeneous and nonhomogeneous Schro¨dinger equations in the almost
periodic setting. We first consider the homogeneous linear Schro¨dinger equation:{
i∂tu+ ∂
2
xu = 0,
u|t=0 = f ∈ Aω(R),
(t, x) ∈ R× R. (2.4)
Given f ∈ Aω(R) satisfying (2.1), we define the linear propagator S(t) = eit∂2x by
S(t)f :=
∑
n∈ZN
f̂(ω · n)e−i(ω ·n)2tei(ω ·n)x. (2.5)
Lemma 2.2. Given f ∈ Aω(R), let u = S(t)f be as in (2.5).
(i) The function u = S(t)f satisfies (2.4) in the distributional sense. Namely, we have¨
R×R
u
(
− i∂tφ+ ∂2xφ
)
dxdt = 0, (2.6)
for any test function φ ∈ C∞c (Rt × Rx).
(ii) The function u = S(t)f lies in C(R;Aω(R)). Moreover, we have
‖S(t)f‖C(R;Aω (R)) ≤ ‖f‖Aω (R). (2.7)
(iii) The function u = S(t)f is almost periodic in both t and x. Moreover, we have u ∈
AP (R;Aω(R)). Namely, the function u = S(t)f is almost periodic in t with values in
Aω(R).
In the following, we do not make use of Lemma 2.2 (iii). We, however, decided to include
it due to its independent interest. The same comment applies to Lemma 2.3 (iii) below.
Proof. (iii) Given an enumeration {rj}∞j=1 of ZN, let BN = {rj}Nj=1, N ∈ N. Define fN as
in (2.2) and uN by
uN (t) = S(t)fN :=
∑
n∈BN
f̂(ω · n)e−i(ω ·n)2tei(ω ·n)x. (2.8)
By writing uN =
∑
n∈BN
cNe
−i(ω ·n)2t with cN = f̂(ω ·n)ei(ω ·n)x ∈ Aω(R), we see that uN is
a trigonometric polynomial with values in the Banach space Aω(R). Moreover, given ε > 0,
there exists N0 ∈ N such that
sup
t∈R
‖u(t)− uN (t)‖Aω (R) = ‖f − fN‖Aω (R) =
∑
n∈ZN\BN
|f̂(ω ·n)| < ε (2.9)
for all N ≥ N0. Namely, u = S(t)f is uniformly approximated by the trigonometric polyno-
mials uN . Therefore, u is almost periodic in t with values in Aω(R). Since Aω(R) ⊂ L∞(R),
(2.9) implies that uN converges to u in L
∞
t,x(R × R). Noting that uN is a trigonometric
polynomial in t and x, uniformly converging to u, the first claim in (iii) follows.
(i) Since the sum in (2.8) is over a finite set of indices, we see that uN is a smooth solution
to (2.4) in the classical sense, where the initial condition is replaced by fN . In particular,
we have ¨
R×R
uN
(
− i∂tφ+ ∂2xφ
)
dxdt = 0, (2.10)
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for any test function φ ∈ C∞c (Rt × Rx). Then, we have∣∣∣∣¨
R×R
(u− uN )
(
− i∂tφ+ ∂2xφ
)
dxdt
∣∣∣∣
≤ ‖u− uN‖L∞t,x(R×R)
(‖φ‖
W
1,1
t L
1
x
+ ‖φ‖
L1tW
2,1
x
) −→ 0, (2.11)
as N →∞. Hence, (2.6) follows from (2.10) and (2.11).
(ii) By (iii), we have AP (R;Aω(R)). Hence, the first claim in (ii) follows since an almost
periodic function is continuous. Lastly, note that (2.7) follows from (2.5) and the definition
of the Aω(R)-norm. This completes the proof of Lemma 2.2. 
Next, we consider the nonhomogeneous linear Schro¨dinger equation:{
i∂tu+ ∂
2
xu = F,
u|t=0 = 0,
(t, x) ∈ R× R, (2.12)
for F ∈ L∞([−T, T ];Aω(R)), T > 0. Then, the solution u to (2.12) is formally given by
u(t) := −i
ˆ t
0
S(t− t′)F (t′)dt′
= −i
ˆ t
0
∑
n∈ZN
F̂ (t′,ω · n)e−i(ω ·n)2(t−t′)ei(ω ·n)xdt′. (2.13)
Lemma 2.3. Let T > 0. Given F ∈ L∞([−T, T ];Aω(R)), let u be as in (2.13).
(i) The function u satisfies (2.12) in the distributional sense. Namely, we have¨
[−T,T ]×R
u
(
− i∂tφ+ ∂2xφ
)
dxdt =
¨
[−T,T ]×R
Fφdxdt, (2.14)
for any test function φ ∈ C∞c ([−T, T ]× R).
(ii) The function u defined in (2.13) lies in C([−T, T ];Aω(R)).8 Moreover, we have∥∥∥∥ ˆ t
0
S(t− t′)F (t′)dt′
∥∥∥∥
C([−T,T ];Aω(R))
≤ T‖F‖L∞([−T,T ];Aω(R)). (2.15)
(iii) Let T = ∞. Suppose that F (t) is almost periodic in t with values in Aω(R) whose
Fourier series is given by
F (t) ∼
∞∑
j=1
cje
iλjt, cj ∈ Aω(R), (2.16)
such that {cj}∞j=1 ∈ ℓ1(N;Aω(R)). In addition, assume that the following non-resonance
condition holds:
inf
j∈N
inf
n∈ZN
∣∣λj + (ω · n)2∣∣ > δ > 0 (2.17)
for some δ > 0. Then, u defined in (2.13) is almost periodic in t and x. Moreover, we have
u ∈ AP (R;Aω(R)). Namely, it is almost periodic in t with values in Aω(R).
8Indeed, it follows from the proof that u is uniformly continuous on [−T, T ], T < ∞, with values in
Aω (R).
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Proof. (i) Since F ∈ L∞([−T, T ];Aω(R)), we have
F (t, x) =
∑
n∈ZN
F̂ (t,ω · n)ei(ω ·n)x, (2.18)
for almost every t ∈ [−T, T ]. As before, given an enumeration {rj}∞j=1 of ZN, we define FN
by
FN (t, x) =
∑
n∈BN
F̂ (t,ω ·n)ei(ω ·n)x, (2.19)
for t ∈ [−T, T ] such that (2.18) holds, where BN = {rj}Nj=1, N ∈ N. In the following, by
setting F (t) = 0 on the exceptional set of measure 0 in [−T, T ], we simply assume that
(2.18) and (2.19) hold for all t ∈ [−T, T ].
Now, define uN by
uN (t) := −i
ˆ t
0
S(t− t′)FN (t′)dt′ = −i
∑
n∈BN
ˆ t
0
F̂ (t′,ω ·n)e−i(ω ·n)2(t−t′)dt′ei(ω ·n)x. (2.20)
Since F̂ (t,ω · n) ∈ L∞([−T, T ]) ⊂ L1([−T, T ]), we see that uN is absolutely continuous in
t and smooth in x. Then, it is easy to see that such uN satisfies (2.12) with F replaced by
FN for almost every t ∈ [−T, T ] and every x ∈ R. In particular, we have¨
[−T,T ]×R
uN
(
− i∂tφ+ ∂2xφ
)
dxdt =
¨
[−T,T ]×R
FNφdxdt (2.21)
for any test function φ ∈ C∞c ([−T, T ]× R).
Note that S(t− t′)FN (t′) is given by
S(t− t′)FN (t′) =
∑
n∈BN
F̂ (t′,ω · n)e−i(ω ·n)2(t−t′)ei(ω ·n)x.
Then, we see that S(t − t′)FN (t′) converges to S(t − t′)F (t′) in Aω(R) for each fixed
t′ ∈ [−T, T ] (and t ∈ R). Moreover, we have supN ‖S(t− t′)FN (t′)‖Aω (R) ≤ ‖F (t′)‖Aω (R) ∈
L1t′([−T, T ]). Hence, it follows from Dominated Convergence Theorem that uN (t, x) con-
verges to u(t, x) for every (t, x) ∈ [−T, T ]× R and we have
u(t) = −i
∑
n∈ZN
ˆ t
0
F̂ (t′,ω · n)e−i(ω ·n)2(t−t′)dt′ei(ω ·n)x. (2.22)
Also, note that, for each t ∈ [−T, T ], FN (t) converges to F (t) in Aω(R). In particular,
FN (t, x) converges to F (t, x) for every (t, x) ∈ [−T, T ]× R. Moreover, we have
|FN (t, x)| ≤ ‖F‖L∞([−T,T ];Aω(R)) and |uN (t, x)| ≤ T‖F‖L∞([−T,T ];Aω(R))
for all (t, x) ∈ [−T, T ]×R. Therefore, by Dominated Convergence Theorem applied to both
sides of (2.21), we obtain (2.14).
(ii) Note that
∑
n∈ZN\BN
|F̂ (t,ω · n)| converges to 0 for each t ∈ [−T, T ] as N → ∞ and
that
∑
n∈ZN\BN
|F̂ (t,ω ·n)| ≤ ‖F (t)‖Aω (R) ∈ L1([−T, T ]). Then, by Dominated Convergence
Theorem, we have
lim
N→∞
ˆ T
−T
∑
n∈ZN\BN
|F̂ (t,ω · n)| = 0. (2.23)
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Hence, it follows from (2.20), (2.22), and (2.23) that uN converges to u in
L∞([−T, T ];Aω(R)).
Fix t ∈ [−T, T ] and ε > 0. Then, there exists N0 ∈ N sufficiently large such that
‖uN0 − u‖L∞([−T,T ];Aω(R)) <
ε
4
. (2.24)
Also, from (2.20) and Mean Value Theorem, there exists δ0 > 0 such that
‖uN0(t+ δ)− uN0(t)‖Aω (R) ≤
ˆ t+δ
t
∑
n∈BN0
|F̂ (t′,ω ·n)|dt′
+
ˆ t
0
∑
n∈BN0
∣∣F̂ (t′,ω · n)(e−i(ω ·n)2(t+δ) − e−i(ω ·n)2t)∣∣dt′
≤ |δ|(1 + T max
n∈BN0
(ω · n)2)‖F‖L∞([−T,T ];Aω(R)) < ε2 (2.25)
for all |δ| < δ0 such that t+ δ ∈ [−T, T ]. Therefore, from (2.24) and (2.25), we have
‖u(t+ δ)− u(t)‖Aω (R) ≤ ‖uN0(t+ δ)− uN0(t)‖Aω (R) +
ε
2
< ε
for all |δ| < δ0 such that t + δ ∈ [−T, T ]. This shows that u ∈ C(R;Aω(R)). Lastly, note
that (2.15) follows from (2.22) and the definition of the Aω(R)-norm.
(iii) By assumption on cj and Lemma 2.1, the Fourier series (in x) associated to cj converges
uniformly to cj and we have
cj(x) =
∑
n∈ZN
ĉj(ω ·n)ei(ω ·n)x, (2.26)
for all j ∈ N. Given ε > 0, choose J0 ∈ N such that
sup
t∈R
∥∥∥∥ ∞∑
j=J0
cje
iλjt
∥∥∥∥
Aω (R)
≤
∞∑
j=J0
‖cj‖Aω (R) < ε.
In particular, the Fourier series (in t) associated to F converges in Aω(R) uniformly in t.
Hence, by Lemma 1.4, they must converge to F . See also Theorem 6.14 in [5]. Then, from
(2.26), we have
F (t, x) =
∞∑
j=1
cj(x)e
iλjt =
∞∑
j=1
∑
n∈ZN
ĉj(ω · n)ei(ω ·n)xeiλjt. (2.27)
Note that the series on the right-hand side of (2.27) converges absolutely and uniformly in
t and x. Comparing (2.19) and (2.27), we conclude that
F̂ (t,ω · n) =
∞∑
j=1
ĉj(ω ·n)eiλjt. (2.28)
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Then, from (2.22) and (2.28) with Dominated Convergence Theorem, we have
u(t) = −i
∑
n∈ZN
ˆ t
0
∞∑
j=1
ĉj(ω · n)ei(λj+(ω ·n)2)t′dt′e−i(ω ·n)2tei(ω ·n)x
=
∑
n∈ZN
∞∑
j=1
ĉj(ω · n)e
i(ω ·n)2t − eiλjt
λj + (ω ·n)2 e
i(ω ·n)x. (2.29)
In view of the non-resonance condition (2.17), the double series on the right-hand side of
(2.29) converges absolutely and uniformly in t and x. This proves almost periodicity of u
in both t and x. Moreover, noting that ĉj(ω · n)ei(ω ·n)x ∈ Aω(R) with the norm given by
|ĉj(ω ·n)| for each j ∈ N and n ∈ ZN, we see that u is a limit of Aω(R)-valued trigonometric
polynomials, uniformly in t, i.e. u has the approximation property. Therefore, u is almost
periodic in t with values in Aω(R). 
2.3. Fixed point argument. Finally, we are ready to prove Theorem 1.7. Given f ∈
Aω(R), define Γ = Γf by
Γu(t) = Γfu(t) := S(t)f − i
ˆ t
0
S(t− t′)N (u)(t′)dt′. (2.30)
We show that Γ is a contraction on
B =
{
u ∈ C([−T, T ];Aω(R)) : ‖u‖C([−T,T ];Aω (R)) ≤ 2‖f‖Aω (R)
}
for some T > 0. Indeed, by (2.3) and Lemmata 2.2 and 2.3, we have
‖u‖C([−T,T ];Aω (R)) ≤ ‖f‖Aω (R) + T‖u‖pC([−T,T ];Aω (R)),
and
‖u− v‖C([−T,T ];Aω (R)) ≤ CT
(
‖u‖p−1
C([0,T ];Aω (R))
+ ‖v‖p−1
C([−T,T ];Aω (R))
)
‖u− v‖C([−T,T ];Aω (R))
for u, v ∈ B. Therefore, we conclude that Γ is a contraction on B as long as
T <
1
2p+1C‖f‖p−1Aω (R)
.
The Lipschitz continuity of the solution map on Aω(R) follows from a similar argument.
3. Finite time blowup solutions
In this section, we present the proof of Theorem 1.9. We only work on the positive time
intervals [0, T ), 0 < T ≤ ∞, and prove Theorem 1.9 (i) under (1.17). Note that Theorem
1.9 (ii) easily follows from Theorem 1.9 (i). Given a solution u to (1.15) on (−T, 0]×R, the
function v(t, x) := u(−t, x) satisfies i∂tv − ∂2xv = (−λ)|v|p on [0, T ) × R. Then, it suffices
to note that the sign change in front of ∂2xv does not affect the proof of Theorem 1.9 (i).
In the following, fix p ∈ 2N. and ω = {ωj}∞j=1 ∈ RN.
First, let us define the notion of weak solutions as in [8, 11].
Definition 3.1. Let T > 0. We say that u is a local weak solution to (1.15) on [0, T ) with
initial condition u|t=0 = f ∈ AP (R) if u ∈ L∞([0, T );Aω (R)) andˆ T
0
ˆ
R
u
(
− i∂tφ+ ∂2xφ
)
dxdt = i
ˆ
R
f(x)φ(0, x)dx + λ
ˆ T
0
ˆ
R
|u|pφdxdt, (3.1)
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for any test function φ ∈ C∞c ((−∞, T ) × R). If T > 0 can be made arbitrarily large, then
we say that u is a global weak solution on [0,∞).
We now present two important propositions for proving Theorem 1.9.
Proposition 3.2. Assume (1.17). If u is a global-in-time weak solution to (1.15) on [0,∞),
then u(t) = 0 for almost every t ∈ [0,∞).
Our solution constructed in Theorem 1.7 satisfies the following Duhamel formulation:
u(t) = S(t)f − iλ
ˆ t
0
S(t− t′)|u(t′)|pdt′. (3.2)
The next proposition guarantees that our solution u in Theorem 1.7 indeed satisfies the
weak formulation (3.1).
Proposition 3.3. Given f ∈ Aω(R), if u ∈ C([0, T );Aω(R)) satisfies the Duhamel formu-
lation (3.2) on [0, T ) for some T > 0, then it is a weak solution to (1.15) on [0, T ) in the
sense of Definition 3.1.
We first prove Theorem 1.9 using Propositions 3.2 and 3.3. Then, we present the proofs
of Propositions 3.2 and 3.3.
Let u ∈ C([0, T+);Aω(R)) be the solution to (1.15) with u|t=0 = f ∈ Aω(R), where
[0, T+) is the forward maximal time interval of existence. Suppose that (1.17) holds. On
the one hand, this implies f 6= 0. Then, it follows from uniqueness in Theorem 1.7 that
u 6≡ 0. On the other hand, from Proposition 3.2 and the continuity of u in time, we conclude
that u ≡ 0. This is a contradiction. Therefore, the solution u can not be global on [0,∞)
and must blow up at some finite time T+ > 0.
Theorem 1.7 guarantees the following blowup alternative; if u is a solution in
C([0, T );Aω (R)), then either (a) there exists ε > 0 such that u can be extended
to [0, T + ε) or (b) lim inftրT ‖u(t)‖Aω (R) = ∞. Since T+ < ∞, we conclude that
lim inftրT+ ‖u(t)‖Aω (R) =∞. This completes the proof of Theorem 1.9.
In the remaining part of this section, we present the proofs of Propositions 3.2 and
Proposition 3.3.
Proof of Proposition 3.2. The proof is based on the test-function method by Zhang [15].
While we closely follows the arguments in [8, 11], some care must be taken due to the
almost periodic nature of the problem. In particular, while there is only one parameter for
the space-time cutoff functions in [8, 11], we need to introduce a space-time cutoff function
depending on two parameters. This is mainly due to the fact that the Lp-norm of a non-zero
almost periodic function is infinite for any finite value of p and thus we need to use the mean
value M(|u|p) of |u|p instead. For simplicity of presentation, we only prove Proposition 3.2
when Reλ · ImM(f) < 0. Without loss of generality, assume Reλ > 0 and ImM(f) < 0.
Let θ : [0,∞)→ [0, 1] be a smooth cutoff function supported on [0, 1) such that θ ≡ 1 on
[0, 12) and |θ′(t)|, |θ′′(t)| ≤ C for all t ∈ [0,∞). Moreover, we impose that
|θ′(t)|2
θ(t)
≤ C (3.3)
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for all t ∈ [0, 1). Fix ε ∈ (0, 1). Given L > 1, we define a smooth cutoff function ηL : R→
[0, 1] by
ηL(x) =
1 for |x| ≤ L− L
1−ε,
θ
( |x| − L+ L1−ε
L1−ε
)
for |x| > L− L1−ε.
In particular, supp ηL ⊂ [−L,L] and by (3.3), we have
|∂2xηL(x)|,
|∂xηL(x)|2
ηL(x)
≤ C
L2−2ε
(3.4)
on (−L,L). Finally, given R,L > 1, we define the space-time cutoff function φR,L by
φR,L(t, x) = θR(t) · ηL(x), where θR(t) := θ(R−2t).
For R,L > 1, define IR,L by
IR,L := Reλ · 1
2L
ˆ R2
0
ˆ L
−L
|u|pφp′R,L dxdt,
where p′ is the Ho¨lder conjugate exponent of p. Since ImM(f) < 0 and AP (R) ⊂ L∞(R),
we have
lim
L→∞
Im
[
1
2L
ˆ L
−L
f(x)ηp
′
L (x)dx
]
≤ lim
L→∞
L− L1−ε
L
Im
[
1
2(L− L1−ε)
ˆ L−L1−ε
−L+L1−ε
f(x)dx
]
+ lim
L→∞
C
Lε
‖f‖L∞(R)
= ImM(f) < 0.
Hence, there exists L0 > 1 such that we have
Im
[
1
2L
ˆ L
−L
f(x)φp
′
R,L(0, x)dx
]
< 0 (3.5)
for all L ≥ L0.
Let T > R2. Then, from the weak formulation (3.1) with (3.5), (3.4), and Ho¨lder’s
inequality, we have
IR,L = Im
[
1
2L
ˆ L
−L
f(x)φp
′
R,L(0, x)dx
]
+Re
[
1
2L
ˆ R2
0
ˆ L
−L
u
(
− i∂t(φp
′
R,L) + ∂
2
x(φ
p′
R,L)
)
dxdt
]
<
1
2L
ˆ R2
0
ˆ L
−L
∣∣u · ∂t(φp′R,L)∣∣dxdt+ 12L
ˆ R2
0
ˆ L
−L
∣∣u · ∂2x(φp′R,L)∣∣dxdt
.
1
R2
· 1
2L
ˆ R2
R2
2
ˆ L
−L
|u(t, x)|ηL(x)φp
′−1
R,L (t, x)
∣∣∣∂tθ( t
R2
)∣∣∣dxdt
+
1
2L
ˆ R2
R2
2
ˆ L
−L
|u(t, x)|θR(t)φp
′−1
L (t, x)
( |∂xηL(x)|2
ηL(x)
+ |∂2xηL(x)|
)
dxdt
.
(
1
R2
+
1
L2−2ε
)(
1
2L
ˆ R2
R2
2
ˆ L
−L
1 dxdt
) 1
p′
(
1
2L
ˆ R2
R2
2
ˆ L
−L
|u(x, t)|pφp′R,L(x, t)dxdt
) 1
p
.
(
R
− 2
p +R
2
p′L−2+2ε) I
1
p
R,L (3.6)
16 TADAHIRO OH
for all L ≥ L0. Hence, noting that p > 1 and ε ∈ (0, 1), we have
IR,L . R
− 2
p−1 +R2L
− 2p
p−1
(1−ε) ≤ C <∞,
as long as
L≫ max (R p−1(1−ε)p , L0) and R > 1. (3.7)
Since φR,L(t, x) ≡ 1 on [0, R22 )× [−L2 , L2 ] for L≫ 1, we have
ˆ R2
2
0
1
2L
ˆ L
2
−L
2
|u|pdxdt . R− 2p−1 +R2L− 2pp−1 (1−ε) ≤ C <∞, (3.8)
independent of L,R≫ 1, satisfying (3.7). Since u ∈ L∞([0, T );Aω(R)), we have
1
2L
ˆ L
2
−L
2
|u(t)|pdx ≤ 1
2
‖u‖p
L∞([0,T );Aω (R))
for all L > 0 and t ∈ [0, T ). Then, by Dominated Convergence Theorem, we have
lim
L→∞
ˆ R2
2
0
1
2L
ˆ L
2
−L
2
|u(t)|pdxdt =
ˆ R2
2
0
lim
L→∞
1
2L
ˆ L
2
−L
2
|u(t)|pdxdt = 1
2
ˆ R2
2
0
M
(|u(t)|p)dt
for every fixed R > 1. Hence, by Monotone Convergence Theorem with (3.8), we obtain
ˆ ∞
0
M
(|u(t)|p)dt = lim
R→∞
ˆ R2
2
0
M
(|u(t)|p)dt
= lim
R→∞
lim
L→∞
ˆ R2
2
0
1
L
ˆ L
2
−L
2
|u(t)|pdxdt = 0.
Therefore, by Lemma 1.3, we conclude that u(t) = 0 for almost every t. 
Remark 3.4. Suppose Reλ > 0 and ImM(f) > 0. Let u be a global weak solution to
(1.15) on [0,∞) with u|t=0 = f . Then, by repeating the computation in (3.6) and taking
the limits of both sides as L→∞ with Dominated Convergence Theorem as above, we
IR ≤ ImM(f) + CR−
2
p I
1
p
R.
where
IR := Reλ
ˆ R2
0
M(|u(t)|p)θp′R (t) dt.
Then, by the continuity argument and Fatou’s lemma, we obtainˆ ∞
0
M
(|u(t)|p)dt <∞. (3.9)
Hence, it follows from Lemma 1.3 that any global solution on [0,∞) must go to 0 as t→∞
in some averaged sense. In view of Proposition 3.3, the same conclusion holds for a global
solution u ∈ C([0,∞);Aω(R)) satisfying the Duhamel formulation (3.2).
Finally, we present the proof of Proposition 3.3.
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Proof of Proposition 3.3. Let u be a solution in C([0, T );Aω(R)), satisfying the Duhamel
formulation (3.2). Write u(t) = S(t)f +D(u)(t), where D(u) is given by
D(u)(t) = −i
ˆ t
0
S(t− t′)λ|u(t′)|pdt′.
In the following, φ denotes a test function in C∞c ((−∞, T ) × R). We use W s,pT and LpT to
denote W s,pt ([0, T ]) and L
p
t ([0, T ]), respectively.
First, we show that the linear part S(t)f satisfies
ˆ T
0
ˆ
R
S(t)f
(
− i∂tφ+ ∂2xφ
)
dxdt = i
ˆ
R
f(x)φ(0, x)dx. (3.10)
Given f ∈ Aω(R), define fN by (2.2). Then, the corresponding linear solution S(t)fN is
given by (2.8). By integration by parts, we have
ˆ T
0
ˆ
R
S(t)fN
(
− i∂tφ+ ∂2xφ
)
dxdt
=
∑
n∈BN
f̂(ω ·n)
ˆ T
0
ˆ
R
e−i(ω ·n)
2tei(ω ·n)x
(
− i∂tφ+ ∂2xφ
)
dxdt
= i
∑
n∈BN
f̂(ω · n)
ˆ
R
ei(ω ·n)xφ(0, x)dx = i
ˆ
R
fN (x)φ(0, x)dx. (3.11)
Recall that fN converges to f in Aω(R) and in L∞(R). Then, by Ho¨lder’s inequality and
Lemma 2.2 (ii), we have∣∣∣∣ ˆ T
0
ˆ
R
(
S(t)f − S(t)fN
)(− i∂tφ+ ∂2xφ) dxdt∣∣∣∣
≤ ‖S(t)(f − fN )‖L∞t,x
(‖φ‖
W
1,1
T
L1x
+ ‖φ‖
L1
T
W
2,1
x
)
≤ ‖f − fN‖Aω (R)
(‖φ‖
W
1,1
T
L1x
+ ‖φ‖
L1
T
W
2,1
x
) −→ 0, (3.12)
as N →∞. Similarly, we have∣∣∣∣ˆ
R
(
f(x)− fN(x)
)
φ(0, x)dx
∣∣∣∣ ≤ ‖f − fN‖L∞‖φ(0, x)‖L1x −→ 0, (3.13)
as N →∞. Hence, (3.10) follows from (3.11), (3.12), and (3.13).
Since u ∈ C([0, T );Aω(R)), we have λ|u|p ∈ C([0, T );Aω(R)). Given an enumeration
{rj}∞j=1 of ZN, define DN by
DN (t, x) = −iλ
∑
n∈BN
ˆ t
0
|̂u|p(t′,ω · n)e−i(ω ·n)2(t−t′)dt′ei(ω ·n)x
for t ∈ [0, T ], where BN = {rj}Nj=1, N ∈ N. Since DN is a finite linear combination of
smooth functions, noting that DN (0, x) = φ(T, x) = ∂xφ(T, x) = 0 for all x ∈ R, integration
by parts yields
ˆ T
0
ˆ
R
DN
(
− i∂tφ+ ∂2xφ
)
dxdt = λ
ˆ T
0
ˆ
R
UNφdxdt,
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where UN is defined by
UN (t, x) =
∑
n∈BN
|̂u|p(t,ω · n)ei(ω ·n)x.
Then, by proceeding as in the proof of Lemma 2.3 (i), we obtainˆ T
0
ˆ
R
D(u)
(
− i∂tφ+ ∂2xφ
)
dxdt = λ
ˆ T
0
ˆ
R
|u|pφdxdt. (3.14)
The identity (3.1) follows from (3.10) and (3.14). 
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