The operator trigonometry of symmetric positive definite (SPD) matrices is extended to arbitrary invertible matrices A and to arbitrary invertible bounded operators A on a Hilbert space. Some background and motivation for these results is provided.
Introduction
For some years now it has become clear that it would be desirable to have an enlarged operator trigonometry for arbitrary invertible matrices A rather than just for symmetric positive definite (SPD) matrices A. In this paper, I will present one, natural, way in which such an extended operator trigonometry may be obtained. I will also extend the SPD theory for higher antieigenvectors and higher multiplicities.
The operator trigonometry was originally created more than 30 years ago to treat certain question in Hille-Yosida contraction semigroup theory. The recent books [1, 2] will provide the reader with good background for the operator trigonometry up to five years ago. Notions of antieigenvalue and antieigenvector play a key role in this theory. An antieigenvector x is a vector most turned by an operator A, the corresponding antieigenvalue µ being the cosine of the resulting maximal turning angle φ(A). Due to its origins in functional analytic semigroup generator theory, the operator trigonometry was initially defined quite generally, for arbitrary densely defined accretive (i.e., Re Ax, x 0) operators A in a Banach space X. However for applications more details are needed and therefore it was interesting to specialize to bounded operators A on a Hilbert space and more particularly to matrices A. For the most important class of operators, A a SPD matrix, all antieigenvalues and corresponding antieigenvectors can be expressed in terms of A's basic spectral information, viz A's eigenvalues and eigenvectors. How best to extend this SPD matrix operator trigonometry to arbitrary invertible n × n matrices A is the motivating question for this paper.
In Section 2, I recall the main results of the operator trigonometry which I will want to keep in mind as we seek to extend them. In Section 3, I discuss some extensions of the existing SPD theory, in particular, the treatment of higher multiplicities and a new perspective on higher antieigenvectors. In Section 4, I provide an extension of the operator trigonometry to arbitrary invertible matrices A and arbitrary invertible operators A on a Hilbert space.
Background: operator trigonometry
In this section, we quickly recall, chronologically, some key results of the operator trigonometry, so that these may then serve to guide the extended operator trigonometry to be investigated in this paper. Further details and historical considerations may be found in the two recent books [1, 2] to which the reader is referred.
The origins of the operator trigonometry can be traced back to 1966 when I wanted to know when the product BA of an accretive operator B and a dissipative operator A would remain dissipative. The setting was that of A being a given infinitesimal generator of a contraction semigroup on a Banach space X, B a multiplicative perturbation operator. Specializing to Hilbert space X and bounded accretive operators A and B (e.g., just take A to be −A if A is dissipative), I found [3] the following sufficient condition for BA to be accretive. Recall that an operator T is accretive if Re T x, x 0 for all x in its domain, and that T is strongly accretive if there exists some m > 0 such that Re T x, x m x 2 for all x in its domain. Two important early results were the min-max theorem [4] and the Euler equation [5] . Euler equation (2.6) was presented at the Third Symposium on Inequalities in Los Angeles in 1969 but was only mentioned without further elaboration in the proceedings of that conference [5] . This Euler equation for the antieigenvalue functional may be considered as a significant extension of the Rayleigh-Ritz variational theory of eigenvectors of selfadjoint operators A. Not only are maximal stretchings included, but also maximal turnings are now included. The maximal stretchings occur at the eigenvectors, for which µ = 1. The maximal turning angle φ(A) occurs at the first antieigenvectors, for which µ = cos φ(A).
Theorem 2.1 (1967). For bounded strongly accretive A and B in B(X)
,
Theorem 2.2 (1968). For any strongly accretive bounded operator A on a Hilbert space X, one has
Specializing further to A a strongly positive selfadjoint operator, I determined in the early period 1966-1969 that
where m and M are the lower and upper spectral bounds of A. Specializing further to A a SPD n × n matrix, expressions (2.7) become
These entities are achieved at the first antieigenvectors
(2.9)
Here λ 1 and λ n denote the smallest and largest eigenvalues of A, x 1 and x n corresponding eigenvectors, and all of x 1 , x n , and the pair x 1 ± have been normalized to norm 1.
Later, the following connection of the operator trigonometry to iterative solvers of linear systems Ax = b was obtained [6] . Such an application of the operator trigonometry to computational linear algebra had been suspected much earlier [7] . Theorem 2. 4 (1990) . In quadratic steepest descent solution of the symmetric positive definite linear matrix system Ax = b, the fundamental Kantorovich error bound
is in fact trigonometric:
Here E A denotes the energy error inner product
, where x * is the true solution of the system. Later I decided that I should also look [8] at possible connections of the operator trigonometry to general iterative operator splitting schemes in computational linear algebra. The "grand-daddy" of all such schemes is the basic Richardson method x k+1 = x k + α(b − Ax k ) with iteration matrix G α = I − αA and where one chooses the parameter α to produce an optimal convergence rate. Theorem 2. 5 (1996) . In Richardson iterative solution of Ax = b for strictly accretive A, the optimal parameter α is 
(A).
The operator trigonometry-computational linear algebra connection has recently been extended to preconditioned conjugate gradient, Jacobi, Gauss-Seidel, SOR, SSOR, Uzawa, AMLI, ADI, multigrid, domain decomposition, and related iterative solution methods for Ax = b. More details may be found in [9] [10] [11] [12] [13] [14] and work in progress.
Brief discussion. This is not the place for a full historical account of the operator trigonometry. See [1, 2, 10, 15] Not only is the coupled concept of sin φ(A) via (2.2) essential to the development along with cos φ(A) of a meaningful operator trigonometry, the value of sin φ(A) goes beyond that: in applications to date, it has been sin φ(A) that has been the more useful of the two trigonometric entities. For example, in the applications of Theorems 2.4 and 2.5 above to numerical analysis, it is sin φ(A) which emerges as a convergence rate. However, we would not know that the Kantorovich bound (2.10) has the natural trigonometric meaning (2.11) without the 1968 min-max result of Theorem 2.2. Similarly we would not know in Richardson iteration schemes that the desired optimal spectral radius is actually a trigonometric entity if we did not have the min-max relation (2.4).
In hindsight, 30 years ago I had independently derived my own version of a portion of the socalled Kantorovich theory when I obtained expressions (2.7) from convexity arguments on norms. However, apparently no one had seen the natural operator trigonometric content inherent in the Kantorovich theory, e.g. within the bound (2.10) and within other versions of the socalled Kantorovich inequalities (which actually go back further than Kantorovich, see the discussions in [18] ). In this connection, it should also be mentioned that the exact relationship of an entity known [19] as the Kantorovich-Wielandt condition number angle φ(A), as compared to my operator turning angle φ(A), is clarified in [20] . The relationship of the operator trigonometric turning angle φ(A) to the socalled strengthened CauchyBunyakowsky-Schwarz (CBS) constant γ = cos ψ(V 1 , V 2 ), which occurs usefully in finite element approximation theory [21] and elsewhere, is also clarified in [20] . The CBS constant γ measures the angle between two subspaces V 1 and V 2 . It turns out (see [20, Lemma 3.1] that for A a symmetric positive definite matrix, and in the case that γ is measuring the subspaces angle ψ(V 1 , V 2 ) in the A-inner product, these three fundamental angles are related by
While it is true that the KW condition number angle θ , defined spectrally by θ = 2 cot −1 (λ n /λ 1 ), and the CBS angle ψ between subspaces defined above, do indeed have trigonometric content, that content is not that of a fundamental operator turning angle φ(A). Moreover, to repeat one final time, the fundamental identity (2.13) relating two fundamental independently defined entities cos φ(A) and sin φ(A) was not present in earlier theories.
To conclude then, we will require that any extended operator trigonometry must satisfy (2.13), where cos φ(A) measures a natural operator turning angle, and where a coupled sin φ(A) is defined independently of (2.13) and independently from cos φ(A), from some other metrical or geometric entity of collateral importance within the class of operators under consideration.
Higher antieigenvalues
Originally [5] I defined higher antieigenvalues for general strictly accretive operators A in terms of infima of functional (2.5) restricted to subspaces orthogonal to the preceding antieigenvectors. Thus higher antieigenvalues were defined by
where the x k , k = 1, . . . , n − 1, denote the antieigenvectors corresponding to the preceding antieigenvalues µ 1 , . . . , µ n−1 . I was a bit vague about the exact nature of the higher antieigenvectors for general operators A because in fact, and to date, their exact nature is not known. For general operators A, I also defined a concept of total antieigenvalues by
Again it was assumed that the corresponding preceding total antieigenvectors had all been attained. Similarly, imaginary antieigenvalues and corresponding antieigenvectors were defined as in (3.1) with Im replacing the Re there. Those have been unimportant to date and in any case their theory would resemble that for real and total antieigenvalues so we will not discuss them here. The point was to define successively smaller critical operator turning angles φ n (A) amd µ n (A) in the same way that φ(A) and the first antieigenvalue µ(A) were defined, in a way analogous to the well-known Rayleigh-Ritz variational characterization of higher eigenvalues of SPD matrices A, namely,
where the x k , k = 1, . . . , n − 1, denote the eigenvectors corresponding to the preceding eigenvalues λ 1 , . . . , λ n−1 .
As is well-known characterization (3.3) no longer makes sense for general operators A for which the spectrum σ (A) may be complex, may contain portions of residual and continuous spectrum without corresponding eigenvectors, and so on. For rather detailed discussions of such spectral possibilities, I refer the reader to [22, 23] . In the same way, we cannot expect expressions (3.1) and (3.2) to make sense for all operators A. However, in the next section, we will nonetheless define a general operator trigonometry for all invertible operators A on a Hilbert space.
In this section, we extend the previous theory as to multiplicities and higher antieigenvalues. Let us therefore first go back to the case in which A is an SPD n × n matrix. Then in view of (2.9) expression (3.1) should become
where the (normalized) higher antieigenvector pairs in (3.4) should be exactly
Is this in fact the proper interpretation of (3.1)? Because in the past little has been spelled out about higher antieigenvectors and also because I have tacitly ignored the issue of higher multiplicity eigenvalues λ k , let us clarify these matters by the following extension of the theory. In either case (3.4) .9) we obtain the successive critical (smaller) turning angles φ m from (3.4) with corresponding antieigenvectors (3.5). In the case that n is odd we finish this progressive reduction on the one-dimensional subspace sp{x (n+1)/2 } and no further turning is possible. If some of the λ k or λ n−k+1 have multiplicity greater than 1, direct substitution of either of the antieigenvectors of (3.5) into the quotient (3.4) verifies that the higher antieigenvalues
are obtained for any x k and any x n−k+1 from the unit sphere in the respective higher dimensional eigenspaces. In this sense the antieigenvectors, first and higher, all take on the multiplicities of their constituent eigenspaces. 
9)
Requiring x 1 and x 3 to be of norm one implies c 2 2 = 1 − c 2 1 and d 2 2 = 1 − d 2 1 in (3.9). Do then all of the antieigenvectors (3.9) yield the same angle cosine φ(A), as claimed in Theorem 3.1? Direct calculation for the higher multiplicity antieigenvector x + of (3.9) yields
10)
x + = 1 and hence Ax + , x + / Ax + x + = 2 √ 2/3. Similarly for the other higher multiplicity antieigenvector x − . There is only one antieigenvalue and only one critical turning angle for A due to the higher eigenvalue multiplicities.
Davis [24] related the antieigenvalue theory to his theory of the shell of an operator and showed in particular that for finite dimensional strictly accretive normal operators A, the first antieigenvalue µ 1 in (3.1) is attained by an antieigenvector with only two eigenvector components, e.g., as in the SPD case. See my discussion of his results in [10] . Mirman [25] addressed the question of the computation of the higher antieigenvalues µ k in (3.1), employing convexity techniques combined with the numerical range of the associated operator S = Re A + iA * A. Later we [26, 27] considered strongly accretive finite dimensional normal operators A and found exact expressions, analogous to (2.9) and (3.5) for A SPD, for all higher antieigenvalues and total antieigenvalues and their corresponding antieigenvectors and total antieigenvectors. In particular, for a diagonalized normal operator A, the total antieigenvectors are, in the notation of this paper, see e.g. [1, p. 134] or [2, p. 69],
x n−k+1 , (3.11) where x k and x n−k+1 denote A's eigenvectors in the natural basis. As in the SPD case, we tacitly assumed in [26, 27] simple multiplicities of the eigenvalues of A. Therefore let us state here the extension of Theorem 3.1 to higher multiplicities for normal matrices A. Proof. As in the proof of Theorem 3.1, the results follow from the spectral theorem for normal operators applied first to A and then to the progressively reduced restrictions A m of A on the reducing subspaces M m . A may be diagonalized first to reduce the proof to the case of the natural eigenbasis x k . We omit the details. We also mention that here we are assuming a complex Hilbert space to assure the diagonal form of the normal operators A.
The main conclusion to be drawn from Theorems 3.1 and 3.2 is that higher eigenvalue multiplicity is no problem in the antieigenvalue theory provided that we permit the corresponding antieigenvectors to inherit that multiplicity from their constituent eigenspaces. Beyond normal operators, we are not guaranteed a two eigenspace nature of antieigenvectors, although there are indications [11] that it might be approximately true in general.
Note that the antieigenvectors x 1 ± in (2.9), although occurring in pairs due to the quadratic nature of the antieigenvalue functional µ, do not form an antieigenspace. A similar remark applies to the higher antieigenvectors (3.5) and (3.11). However, underlying Theorems 3.1 and 3.2 is the fact that the two antieigenvectors x 1 ± have the same span as their constituent eigenvectors or more generally their constituent eigenspaces. It seems of some interest to codify this fact along with some related new information in the following lemma. 
9) is cos φ(A). Thus, in particular, the angle φ ± between the antieigenvector pair (2.9) is always φ(A) + π/2. Similarly for the higher antieigenvectors x k ± and the corresponding angles φ k ± between them and the higher turning angles φ k (A).
Proof. Starting with arbitrary linearly independent x 1 and x 2 , then inserting eigenvectors and antieigenvectors, Lemma 3.1 follows directly from (2.9) and
Similarly for higher antieigenvectors, from (3.5) one has
and hence φ k
Lemma 3.1 would have a similar version for normal operators and total antieigenvectors, just by direct substitution of (3.11) into (3.12). We omit the details.
Alternative definitions. I would like to close this section on higher multiplicities and higher antieigenvalues by discussing two alternative perspectives from which alternative definitions of higher antieigenvalues and their corresponding antieigenvectors are possible. [12, 14] . Briefly and roughly, one finds that algorithm convergence rates can depend on any combination of two eigenvectors, depending both on the data b and on the choice of initial guess x 0 for an iterative procedure. This led me to formulate the alternative perspective that higher antieigenvectors should be thought of as defined combinatorially rather than variationally. In other words, rather than starting from the variational definitions (3.1), (3.2), (3.4), and (3.6), why not just begin with all antieigenvectors defined directly by eigenvector combinations as in (3.5) but with indices permitting all eigenvector combinations, albeit those with the maximal turning coefficients? For A, an n × n SPD matrix, this means the (normalized) antieigenvectors would be defined at the outset to be
where 1 i n and 1 j n. In the case in which A's eigenvalues λ k are all distinct and n is even, this combinatorial definition would increase the number of critical angles, let us call them φ i,j (A), from n/2 to n(n − 1)/2. Furthermore this combinatorial perspective could in principle be extended to combine 3, 4, . . ., up to n − 1 of n given eigenvectors, although one would have to be careful to specify exactly what turning angles one is after, since we know that the maximal turning angles that one can obtain from linear combinations of an arbitrary set of eigenvectors need only two of them, at least in the case that A is an SPD or normal matrix. The advantage of this alternative perspective is that it enables a larger number of critical operator turning angles as they may occur naturally in applications. The second alternative perspective is perhaps overly idealized, but it is that one should seek an operator trigonometry of critical turning angles which stands on its own completely independently of A's eigenvalues and eigenvectors. Thus this second alternative perspective stands in direct opposition to the one that we have just proposed. Of course the original concepts of operator angle, antieigenvalue, and even corresponding antieigenvector, in spite of their names, do stand independently of A's eigenvalues and eigenvectors. So do the entities sin φ(A) and cos φ(A) in the abstract application of Theorem 2.1. Likewise the min-max Theorem 2.2 and the Euler equation (2.6) need no mention of A's eigenvalues or eigenvectors. So it was for convenience and applicability, and not from inherent necessity, that we began in (2.8) and (2.9) to express the operator trigonometry in terms of A's conventional spectral entities. Because so much of matrix analysis and matrix computation is expressed in terms of A's eigenvalues and eigenvectors, such formulations often provide us with a bridge to quick application of the operator trigonometry, e.g. as in Theorem 2.4. The bridge leading to Theorem 2.5 is less apparent but the link there also was spectral, namely the spectral radius ρ(G α ).
For A a SPD matrix, a spectral theory based solely on critical angles, i.e., on antieigenvectors, and the conventional spectral theory based upon eigenvectors, would be essentially equivalent. By this we mean that from expressions (3.5) one can always recover all of the eigenvectors, given all of the antieigenvectors. For example (2.9) shows (neglecting normalization) that x 1 = x + − x − and x n = x + + x − , similarly for the intermediate eigenvectors. Of course once you have all the eigenvectors you also have all the eigenvalues. However, for arbitrary matrices A, there may be very few eigenvectors, a meaningful operator trigonometry may need to also take into account algebraic eigenvectors, in any case one may not want an operator trigonometry for A to depend on inadequate standard spectral theory for A.
Arbitrary matrices
In computational linear algebra, important applications and hence interest have recently been turning from A SPD to the case of A a general, nonsymmetric, perhaps sparse, perhaps very large, matrix, often n × n, invertible, and perhaps with only real entries. Having these applications in the back of my mind, for the last couple of years I have thought about the most natural way to extend the operator trigonometry to arbitrary matrices, and my opinion now is that one should use polar form. There are two strong contributing reasons for this, and I would like to expose them here. First, I have never been motivated in the operator trigonometry to think of uniformly turning operators A, those which rotate all vectors by a fixed angle. What interests us in the operator trigonometry is the relative turning of vectors, just as in the classical eigenvalue theory we are interested in the relative stretching of vectors. Polar form A = U |A| efficiently removes the "uniform turning", i.e., in U, and we already have an operator angle theory for |A|. Second, for invertible operators A, it turns out that polar form is better than singular value decomposition for our purposes of an extended operator trigonometry, because we can show that the essential min-max theorem extends rather naturally.
The key move is to change the key definition (2.2) to
Of course in the A symmetric positive definite case, U is just the Identity. Then, considering first, for example, A to be an arbitrary n × n nonsingular matrix with singular values σ 1 σ 2 · · · σ n > 0, we obtain from (4.1) and the second expression in (2.8) that
One may check that the key min-max identity (2.4) in its essential form sin 2 φ(A) + cos 2 φ(A) = 1 is then satisfied if one modifies definition (2.3) to
Then cos φ(A) is given as in (2.8) with λ 1 and λ n replaced by σ n and σ 1 , respectively. In this way, we may obtain an operator trigonometry in a natural way for arbitrary invertible matrices or operators on a Hilbert space. Let us therefore formalize this result. Proof. When A is invertible, the partial isometry U in A's polar form is unitary (e.g., see [19, 28] ) and |A| is strongly positive selfadjoint. Looking now at the right-hand side of (2.4), we may write
Thus, in view of definition (4.1) and the known second expression in (2.7) for strongly positive selfadjoint operators, we obtain from (4.6) that sin 2 φ(A) = sin 2 φ(|A|), and hence
Recall that A = M = |A| and that A −1 −1 = m = |A| −1 −1 and note that we prefer the norm expressions in (4.7) rather than the m and M from |A| because we speak of general A in Theorem 4.1 even though we may need to use |A| to evaluate expressions in (4.7). Continuing, by the definition of cos φ(A) = cos φ(|A|) in (4.3), the left-hand side of (2.4) becomes equal to the right-hand side of (2.4), namely
Here we have made use of the min-max Theorem 2.2 applied to the strongly accretive operator |A|, and we have also used an argument of [11, (3.10) ] to get to the expression 1 − cos 2 φ(A) in (4.8). Thus we have shown (4.4). All spectral details known previously for the strongly positive selfadjoint operator trigonometry now transfer via |A| to A.
Let us next consider the second principal theoretical result of the early operator trigonometry, namely the Euler equation (2.6) for the antieigenvalue functional (2.5).
At first sight our choice of polar form A = U |A| to extend the operator trigonometry, which was motivated by wanting the min-max identity (4.4), seems not so good for the Euler equation. That is, let us insert A = U |A| for A a strongly accretive (hence, invertible) bounded operator, into the Euler equation (2.6), from which we arrive at the expression in terms of the U and |A| of A's polar form,
We have divided (2.6) by Ax 2 x 2 just to shorten its expression in (4.9). Apparently our approach to a general operator trigonometry based upon polar form has not produced an appetizing Euler equation (4.9) . Why is this? The answer is simply that in our original theory we were stressing the real part of an operator A whereas in the new extended theory of this section we have chosen to ignore any phase angles in U so that we may create a general operator trigonometry for A based upon the relative turning angles φ of |A|. Continuing, we see that the appropriate Euler equation for the extended operator trigonometry is in fact before us, as follows. 
Proof. Starting from functional (4.3), because |A| is strongly accretive, the derivation of the Euler equation of that functional is the same as the original derivation of (2.6) from (2.5), see e.g. [1, 2] . Then the simplification of (4.10) in the selfadjoint case follows, e.g. as already observed in [10] . Following [11] , we may also observe in the same way as there that any solution to the Euler equation (4.10) has an interpretation that it must be an eigenvector of |A| after it is an eigenvector of |A| 2 .
Thus the Euler equation in the extended operator trigonometry of this section is actually simpler than the original one, because we have given up the earlier emphasis on accretive operators, in going to polar form. Proof. Because |A| = U * A we have from (4.11) exactly the definition (4.3) obtained by starting from (4.1).
It is natural to inquire as to how this new extended operator trigonometry compares to the earlier operator trigonometry. For simplicity in answering this question let us restrict attention just to finite dimensional n × n invertible matrixes A. For specificality, let us introduce the notations φ e (A), φ re (A), φ tot (A) for the operator angles corresponding to the extended theory of this section, the older accretive operator trigonometry, and the older total antieigenvalue theory, respectively. Proof. We mention that we will work out the details of Example 2 here not only to verify (4.14) but also for another reason. It is embarrassing that the earlier works [5, [24] [25] [26] [27] dealing with the real antieigenvalues and total antieigenvalues of normal operators apparently contain no examples. So here is one, which furthermore illustrates the general formulae for real and total antieigenvalues derived in the just mentioned papers. First note that the operator A in (4.13) is normal, even unitary, its two eigenvalues on the unit circle in the first quadrant of the complex plane, at angles 30 • and 60 • , respectively. Since in the general extended operator trigonometry based upon the angle φ(|A|) in A = U |A| we ignore any "angles" inherent in the unitary factor U, we know immediately for this example that cos φ e (A) will be 1. From this observation it is clear that it must always be the U factor which is not ignored in φ tot (A) and φ re (A) when it enters there to cause those angles to be different from φ e (A) for some A.
To verify (4.14), first let us verify in particular what we just said generally about φ e (A). From (4.13) we have |A| = (A * A) 1/2 = I , and thus cos φ e (A) = cos φ(|A|) = 1, corresponding to a no-turning angle φ e (A) = 0. Next, to calculate the angle φ tot (A), we refer to [27, Eq. (2.7)] where we derived a general formula for total antieigenvalues of normal operators, namely,
There λ i = β i + iδ i and λ j = β j + iδ j are the two eigenvalues of a normal operator A which contribute to the first total antieigenvectors of A. For the matrix A of Example 2, |λ 1 | = |λ 2 | = 1 and so (4.15) becomes where λ t is the lower bound of the spectrum of the operator S t = Re A − tA * A. For the A of Example 2, the latter operator becomes
and its lower bound is always the smaller Can any general conclusion about the ordering of the three angles be obtained, e.g. from the quotients (4.12)? Proof. First let us recall that a nice feature of polar form A = U |A| is the automatic property that Ax = |A|x for all x. Also x = Ux for any x when treating invertible A as we are. Therefore the denominators in the three quotients in (4.12) often turn out to be inessential in angle comparisons. Second, it is easy to verify (and is no doubt, well-known) that (Re A)x, x | Ax, x | generally. This follows from
for any A ∈ B(X). Thus Corollary 4.2 follows.
However, it is not evident that we may draw any general ordering comparison for φ e (A).
Example 3. Let
Thus there is no general ordering of the quotients (4.12) for all x.
We remark that in general, the infima of the quotients in (4.12) will be obtained generally by different antieigenvectors x. One would need to inspect all possible examples of ordering failure for φ e (A) to completely settle this question, but we do not list all such examples here.
Concluding comments. First, in order to obtain a general extended operator trigonometry for arbitrary invertible A ∈ B(X), I effectively ignored the "phase factor" U in the polar form A = U |A|. One can experiment with the other polar form A = |A * |U or the singular value decomposition A = V W * and arrive at similar formulations of an extended operator trigonometry, but in doing so I found the representation A = U |A| better fit the previous SPD theory and moreover immediately reduced all computations for general A to the (presumed known or knowable) eigenvectors of the SPD operator |A|. Thus the "ignoring" of the "phase factor" U was not really a choice, rather, doing so permitted the extended operator trigonometry presented in this paper. There will be instances when one wants to take into account certain phase angles within U, e.g. two-dimensional internal plane rotations as they occur in the Jacobi scheme for eigenvalue calculations [29] , or even when one wants to treat unitary operators themselves, e.g. the A of Example 2. However, to conclude this first comment, note that we are not entirely ignoring U. The very definition of sin φ(A) in (4.1) employs U. Stated another way, Corollary 4.1 shows that one may view the geometrical content of our extended operator trigonometry as that of the largest relative turning angle between A and U, i.e., cos φ e (A) = inf x Ax, U x after the Ax and Ux are normalized to the Hilbert space unit sphere by the division by the denominators Ax and x ≡ Ux in (4.11).
Second, although here we have restricted attention to invertible A in B(X), it should be noted that we could go further and treat even unbounded and noninvertible operators A. That this is possible follows from the very general polar form theorem A = U |A|, which holds for all unbounded densely defined A (e.g., see [28] ). However, an early result [30] in the operator trigonometry showed that unbounded operators in a Hilbert space have vanishing cosine, so that in our extended theory here, in that case we would have cos φ(A) = cos φ(|A|) = 0. For applications to date, this has not been an interesting case. Note that we have taken A invertible here to mean A −1 also is in B(X) but it should be mentioned that much of the extended operator trigonometry obtained above holds as well for those instances in which A is just 1-1. There are then three cases that can occur (e.g. see [22] or [23] ) for Hilbert space operators, corresponding to whether 0 is in the continuous or residual spectrum of A: respectively A is 1-1 with dense range, or range of A is not dense but A −1 is bounded or range of A is not dense and A is only 1-1. The point is that U is still an isometry when A is 1-1, and then it may be checked that (4.5) is still true. However, |A| −1 may be bounded or unbounded, representing two different behaviors for an operator angle φ(A) due to the fact that φ(A −1 ) = φ(A) generally. Finally, we mention the situation of A bounded but A not 1-1, e.g., A a semidefinite matrix, is also of interest, e.g. in computational linear algebra applications. That technical extension of the theory of this paper will be pursued elsewhere. In that case U is a partial isometry and the null space of A agrees with that of |A|.
