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1. Introduct ion
In this PaPer. we study the behavior of solutions of the
integral equations of neutral type
$x(t)=a(t)+ \int_{0}^{t}D(t, \mathrm{s}, x(\mathrm{S}))d\mathrm{s}+\int^{\infty}\iota E(t, \mathrm{s}, x(\mathrm{s}))d\mathrm{s}$ , $t\ulcorner\vee\prime R^{+}$ , (1)
and
$x(t)=p(t)+ \int_{-\infty}^{t}P(t, \mathrm{s}, x(\mathrm{S}))d\mathrm{s}+\int_{\mathrm{c}}^{\infty}\mathrm{o}(t, \mathrm{s}, x(\mathrm{S}))d\mathrm{s}$ , $t\in R$ , (2)
and their relation to each other. Eq. (2) $\mathrm{i}\mathrm{s}$ a limiting equation of
Eq. (1). Condi tions on $a$ , $p$ , $D$ , $E$ , $p$ , and $\mathrm{Q}$ are given later , but
all of them are at least continuous. Many results are obtained for
these equations without the third terms of the righthand sides.
Excellent up to date collections of such results are found in
Corduneanu [41 and GriPenbe $\Gamma \mathrm{g}-\mathrm{L}\mathrm{o}\mathrm{n}\mathrm{d}\mathrm{e}\mathrm{n}$ -Staffans [51. Moreover, some
results concerning periodic solutions and attractivity of such $\mathrm{e}-$
quations are obtained in Burton-Furumochi [2]. On the other hand,
integral equations of neutral type have been also studied. For ex-
ample, we can find an integral equation of neutral type in the
classical book [3, pp. 329-340] of $\mathrm{C}\mathrm{o}\mathrm{d}\mathrm{d}\mathrm{i}\mathrm{n}\mathrm{g}\mathrm{t}_{\mathrm{o}\mathrm{n}}$ and Levinson.
The purpose of this paper is to investigate periodicity and con-
vergence of solutions by employing contraction mappings and limiting
quat ions.
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In Section 3. we show the existence of a periodic solution of
(2) and its attractivity.
2. NOTATIONS AND PRELIMINARY RESULTS
Let $R^{+}$ and $R$ denote the intervals $0\leq t<\infty$ , and $-\infty<t<\infty$ , re-
spectively. Let $a$ , $P$ : $Rarrow R^{n}$ , $D$ , $p$ : $\Delta^{-}\mathrm{x}R^{n}arrow R^{n}$ and $E$ , $\mathrm{Q}$ : $\Delta^{+}\mathrm{x}$
$R^{n}arrow R^{n}$ are continuous , where $\Delta^{-}:$ $=\{(t, \mathrm{s}) : \mathrm{s}\leq t\}$ and $\Delta^{+}:$ $=\{(t, \mathrm{s})$ :
$\mathrm{s}\geq t\}$ . Moreover ,
$p(\mathrm{t}+\mathrm{T})=p(t)$ , and $q(t)$ $:=a(t)-p(t)arrow 0$ as $tarrow\infty$ , (3)
where $T>0$ is constant,
$p(t+\tau, \mathrm{S}+\tau, x)=P(t, \mathrm{s}, x)$ , and $F(t, \mathrm{s}, X):=D(t, \mathrm{S}, x)-p(t, \mathrm{S}, x)$ , (4)
$\mathrm{Q}(\epsilon+\tau, \mathrm{S}+\tau, X)=\mathrm{Q}(t, \mathrm{s}, x)$ , and $G(t, \mathrm{s}, X):=E(t, \mathrm{s}, x)-Q(t,$ $\mathrm{s},$ $x\rangle$ , (5)
and for any $J>0$ there are continuous functions $p_{J}$ , $F_{J}$ : $\Delta^{-}arrow R^{+}$
and $\mathrm{Q}_{j}$ , $\mathrm{c}_{J}$ : $\Delta^{+}arrow R^{+}$ such that
$p_{J}(t+T, \mathrm{s}+T)=PJ(t, \mathrm{s})$ $if$
$\mathrm{s}\leq t$ ,
$|P(t, \mathrm{S}, X)|\leq P_{j^{(}}t,$ $\mathrm{s})$ $\dot{\mathrm{t}}f$
$\mathrm{s}\leq t$ and $|x|\leq J$ ,
$|F(t, \mathrm{s}, x)|\leq F_{j}(t, \mathrm{s})$ if $\mathrm{s}\leq t$ and $|x|\leq J$ ,
$Q_{J}(t+r, \mathrm{S}+\tau)=Q(t, \mathrm{S}J)$ if $s\geq t$ ,
$|\mathrm{Q}(t, \mathrm{s}, x)|\leq 0_{j}(t, \mathrm{s})$ if $\mathrm{s}\geq t$ and $|x|\leq J$ ,
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$|G(t, \mathrm{s}, x)|\leq G_{j}(t, \mathrm{s})$ if $\mathrm{s}\geq t$ and $|x|\leq J$ ,
where $|\cdot|$ denotes the Eucli dean norm of $R^{n}$ , and
$\int^{t-_{T}}-\infty pJ(t, \mathrm{s})d\mathrm{s}+\int_{t+_{\mathrm{t}}}\infty(\mathrm{Q}_{J}(t, \mathrm{s})+G_{j}(t, \mathrm{s}))d\mathrm{s}arrow 0$
(6)
$unif_{\mathit{0}}r\pi\downarrow ly$ for $t\epsilon R$ as $\tauarrow\infty$ ,
and
$\int_{0j}^{\iota_{F}}(t, \mathrm{s})d\mathrm{s}+\int_{tJ}^{\infty}\mathrm{c}(t, \mathrm{s})d\mathrm{s}arrow 0$ as $tarrow\infty$ . (7)
$Re\mathrm{m}$ark. From Lemma 1 in [61. it $\mathrm{i}\mathrm{s}$ easy to see that Condition
(6) with $G_{J}(t, \mathrm{s})\equiv 0$ is equivalent to the condition that $\int_{-\infty}^{t}P_{j}(t, \mathrm{s})d\mathrm{s}$
and $\int_{t}^{\infty}0_{J}(t, \mathrm{s})d\mathrm{s}$ are continuous in $t$ .
Now let (C. $\mathrm{N}\cdot\#$ ) be the Banach space of bounded and continuous
functions $\xi$ : $Rarrow R^{n}$ with the supremum norm. For any $t_{0}eR^{+}$ let
$C(t_{0})$ be a set of bounded functions $\xi$ : $R^{+}arrow R^{n}$ such that $\xi(t)$ is
continuous on $R^{+}$ excePt at $t_{0}$ and $\xi(t_{0})=\mathrm{g}(t_{0}+)$ . For $\mathrm{a}\mathrm{n}^{\mathrm{y}}$ $\xi\in C$ ,
define a map $H$ on $\mathrm{C}$ by
$(H \xi)(t):=p(t)+\int_{-\infty}^{t}P(t, \mathrm{s}, \xi(\mathrm{s}))d\mathrm{s}+\int^{\infty}\iota Q(t, \mathrm{s}, \xi(\mathrm{S}))ds$, $t\in R$ .
Similarly for any $\xi\in C(t_{0})$ , define a map $H^{+}$ on $C(t_{0})$ by
$(H^{+} \xi)(t):=a(t)+\int_{0}^{t}D(t, \mathrm{S}, \xi(\mathrm{s}))d\mathrm{S}+\int_{t}^{\Phi}E(t, \mathrm{s}, \xi(S))d\mathrm{s}$ , $t\geq t_{0}$ .
Moreover , for $\mathrm{a}\mathrm{n}^{\mathrm{y}}$ $J>0$ let $C_{J}:=\mathrm{t}\mathrm{g}\in C$ : $||\xi||\leq J$ }, $C_{j}(t_{0})$ $:=\{\mathrm{g}\in C(t_{0^{)}}$ :
$||\xi 11_{+}\leq J\}$ , where Il $\cdot 11_{+}$ denotes the supremum norm on $R^{+}$
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First we prepare two basic lemmas.
Lemma 1. Under the assunpttons(3) $-(6)$ , the folLoutng ho ld.
(i) For any $J>0$ there is a continuous $increa\mathrm{S}in\theta$ functton $\delta=$
$\mathrm{a}_{J}(8)$ : $(0, \infty)arrow$ $(0, \infty)$ utth
$|(H^{\xi})(t_{1})-(H\xi)(t_{2})|<\mathrm{e}$ if $\xi\in C_{j}$ and $|t_{1^{-}}t_{2}|<\S$ .
(ii) $If$ (7) $ho\iota d\mathrm{s}$ , then for any $t_{0}\xi R^{+}$ and any $J>0$ there is
a $cont$ inuous $\dot{\mathrm{t}}$ncreas $ing$ func $ti$ on $\delta^{+}=\delta_{t_{0},j}(\mathrm{e})$ : $(0.\infty)arrow$ $(0, \infty)$ $vith$
$|\mathrm{t}H^{+}\xi)(t_{1})-(H^{+}\mathrm{g})(t_{2})|<8$ $\mathrm{t}f$ $\xi 6\mathrm{C}_{j}$ (to ) and $t_{0^{\leq}}t_{1}<t2<_{t}1^{+}\delta^{+}$
Since this lemma can be proved easily by an elementary method.
we omit the proof.
Lemma 2. Under the assunptions(3) $-(6)$ . the $fol\mathrm{t}$ oving $h\mathrm{o}ld$ .
(i) $If$ (7) holds, and if (1) $ha\mathrm{s}$ an $R^{+}-b_{\mathit{0}}unded$ solution $x(t)$
with an $in\dot{\mathrm{t}}tial$ tine in $R^{+}$ , then for any sequence $\{\mathrm{s}_{k}\}$ of non-
negative numbers $v\dot{\mathrm{t}}th$ $\mathrm{s}_{k}arrow\infty$ as $karrow\infty$ , the sequence of functions
$\{x_{k}(t)\}$ conta $i\pi \mathrm{s}$ a subsequence vhich converges to an R-bounded
solution $y(t)$ of the equation
$X(t)=p(t+ \sigma)+\int_{-\infty}t)p_{(\iota x}+\sigma,$$\mathrm{s}+\sigma,(\mathrm{S})d\mathrm{s}+\int^{\Phi}t^{\mathrm{O}(}(_{\mathrm{S}}\iota+\sigma, \mathrm{S}+\sigma, X))d\mathrm{s}$, $t\epsilon R(2_{\sigma})$
uniformly on any compact subset of $R$ , where $x_{k}(t)$ is defined by
$x_{k}(t):=$ $t\epsilon R$ ,
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$\sigma$ is a number vith $0\leq\sigma<T$ , and $y(t)$ $sati\mathrm{s}f\dot{\mathrm{t}}e\mathrm{s}$ $(2_{\sigma})$ on $R$ .
$(\mathrm{i}\mathrm{i})$ $If$ (2) has an R-bounded so $lut$ ion $x(t)$ $vith$ an $init$ ta $l$
time in $R$ , then for any sequence $\{\mathrm{s}_{k}\}$ vtth $\mathrm{s}_{k}arrow\infty$ as $k4\infty$ , the
sequence $of$ funct tons $\{x_{k}(t)\}$ conta $in\mathrm{s}$ a sub $\mathrm{s}$equence uhich $con-$
verges to an R-bounded solution $y(t)$ of $(2_{\sigma})$ unifornly on any
$co\mathrm{I}\mathrm{t}paCt\mathrm{s}ub$set of $R$ , vhere $x_{k}(t)$ $:=x(t+s_{k})$ . $\mathrm{e}\epsilon R$ , $\sigma$ is a number
uith $0\leq\sigma<T$ , and $y(t)$ satisfies $(2_{\sigma})$ on R. In particular, if (2)
has an R-bounded solution $x(t)$ whtch satisfies (2) on $R$ , then the
$sa\pi 1e$ conc bus ion hold3 for any sequence $\{\mathrm{s}_{k}\}$ .
Proof. (i) Let $t_{0}\in R^{+}$ be the initial time of $x(t)$ . and let
$x(t)$ denote again the $R$ -extension of the function $x(t)$ obtained by
defining $x(t)$ $:=x(\mathrm{O})$ for $t<0$ . Clearly the set $\{x_{k}(t)\}$ is uni-
formly bounded on $R$ . Taking a subsequence if necessary, we may as-
sume that the sequence $\{s_{k}\}$ is nondecreasing. From Lemma 1, $x(\mathrm{f})$
is uniformly continuous on $[t_{0}, \infty)$ . and since $x_{k}(t)$ is obtained by
an $\mathrm{s}_{k}$ -translation of $x(t)$ to the left , for any $j\in N$ , the set
$\{x_{k}(t)\}_{k\geq j}$ is equicontinuous on $[t_{0}-\mathrm{s}_{j} , \infty)$ . where $N$ denotes the
set of positive integers. Thus, taking a subsequence if necessary,
we may assume that the sequence $\{x_{k}(t)\}$ converges to a bounded con-
tinuous function $y(\not\in)$ uniformly on any compact subset of $R$ .
Now we show that $y(t)$ satisfies $(2_{\sigma})$ on $R$ for some $\sigma$ with
$0\leq\sigma<T$ . For each $k\in N$ , let $\mathrm{v}_{k}$ be an integer $\mathrm{w}\mathrm{i}$ th $\mathrm{L}’ T\leq \mathrm{S}kk^{<}(\mathrm{v}_{k}+1)T$ ,
and let $\sigma_{\mathrm{k}}:=\mathrm{s}v_{k^{T}}k^{-}$ . Then, taking a subsequence if necessary, we may
assume that $\{\sigma_{k}\}$ converges to some $\sigma$ with $0\leq\sigma\leq T$ . From (1) , for
$t\geq t_{\mathrm{o}}-\mathrm{s}k$ we have
$x_{k}(t)=p(t+\sigma)+q(t+\mathrm{s}_{k^{)}}k$
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$+ \int_{-S}^{t}p(t+\sigma_{k}, S+\sigma_{k}, x_{k}(\mathrm{s}))d\mathrm{s}+\int k0kt+\mathrm{s}_{k_{F}(t+\mathrm{S},\mathrm{S},x(_{\mathrm{S}}))d_{\mathrm{S}}}$ (8)
$+ \int_{t^{\mathrm{Q}(t\mathrm{s}}}^{\infty}+\sigma_{k’ k}+\sigma,$
$x(S))d \mathrm{s}+\int kt+\mathrm{s}tc(+\mathrm{s}, \mathrm{s}, X(\mathrm{S}))d\mathrm{S}\infty kk$ .
Let $J>0$ be a number wi th 11 $x||$ $:= \sup\{|x(t)| : t\in R\}\leq J$ . From (3) and




$| \int_{0}^{e+}sk_{F}(t+\mathrm{s}_{k}, \mathrm{s}, x(\mathrm{s}))d\mathrm{s}|\leq \mathrm{l}\mathrm{i}\mathrm{m}s\mathrm{u}\mathrm{p}karrow\infty\int_{0}^{t+\mathrm{s}_{k_{F_{j}}}}(t+\mathrm{s}_{k}, \mathrm{S})d\mathrm{s}=0$,
and
$\lim \mathrm{s}\mathrm{u}\mathrm{p}karrow\infty$
$| \int_{t+s_{k}k}^{\infty}G(t+\mathrm{s}, \mathrm{S}, x(_{\mathrm{S}}))d_{3}|\leq \mathrm{l}\mathrm{i}\mathrm{m}\sup_{\infty karrow}\int_{\iota J^{(+}k}^{\infty}+s_{k})ct\mathrm{s},$$sd_{\mathrm{S}=}$O.
Now from (6) , for any $\mathrm{e}>0$ there is a $\tau>0$ with
$\int^{t-\tau}-\infty pJ(t, s)d\mathrm{s}+\int^{\infty}t+\tau^{Q}J(t, \mathrm{s})dS<\epsilon$ for all $t\in R$ .
From this , for any $i\in R$ we have
$\lim \mathrm{s}\mathrm{u}\mathrm{p}karrow\infty$
$| \int_{-\mathrm{s}_{k}}^{t}p(t+\sigma_{k}, s+\sigma_{k}, xk(\mathrm{S}))ds-\int_{-\infty}^{t}p_{(}t+\sigma,$ $\mathrm{s}+\sigma,$ $y(\mathrm{s}))d\mathrm{s}$
$+ \int_{t^{\mathrm{Q}(}k}^{\infty}\iota+\sigma,$
$\mathrm{s}+\sigma_{k},$
$x_{k}( \mathrm{S}))d\mathrm{S}-\int_{t}\infty(Qt+\sigma,$ $\mathrm{s}+\sigma,$ $y(_{\mathrm{S})})d\mathrm{S}|$
$\leq \mathrm{l}\mathrm{i}\mathrm{m}\mathrm{s}\mathrm{u}\mathrm{p}$ $| \int_{t-\tau}^{t}(p(t+\sigma_{k^{t}}s+\sigma_{k}, x_{k}(S))-P(t+\sigma, \mathrm{s}+\sigma, y(S)))d\mathrm{s}|$
$karrow\infty$
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$+\mathrm{l}\mathrm{i}\mathrm{m}s\mathrm{u}\mathrm{p}$ $( \int^{t-\tau}-\infty PJ(t+\sigma_{k}, \mathrm{s}+\sigma_{k})d\mathrm{s}+\int^{\infty}t+_{T}\mathrm{Q}J(t+\sigma_{k}, s+\sigma_{\mathrm{K}}, x_{k}(\mathrm{S}))ds)$
$karrow\infty$
$+\mathrm{l}\mathrm{i}\mathrm{m}s$up $| \int_{t}^{t+\mathrm{t}}(\mathrm{Q}(t+\sigma_{k}, \mathrm{s}+\sigma_{k’ k}x(\mathrm{S}))-Q(t+\sigma, s+\sigma, y(S))ds|$
$karrow\infty$
$+ \int_{-\infty}^{\iota}-\tau p_{J}(t+\sigma, \mathrm{s}+\sigma, y(S))d\mathrm{s}+\int^{\infty}\mathrm{e}+\tau J\mathrm{O}(t+\sigma, s+\sigma)ds<2\epsilon$ ,
which implies $kk \lim_{arrow\infty}(\int_{-\mathrm{S}}^{t}P(t+\sigma, \mathrm{s}+\sigma kk’ kX(\mathrm{S}))d\mathrm{s}+\int_{t}^{\infty}Q(t+\sigma, \mathrm{s}+\sigma kk’ kX(S))d\mathrm{s})$
$= \int_{-\infty}^{t}p(t+\sigma, \mathrm{s}+\sigma, y(\mathrm{S}))d\mathrm{s}+\int^{\infty}t\mathrm{Q}(t+\sigma, S^{+}\sigma, y(\mathrm{S}))d\mathrm{s}$ . Thus , letting $karrow\infty$ in
(8), we obtain
$y(t)=p(t+ \sigma)+\int_{-\infty}^{t}p(t+\sigma, \mathrm{s}+\sigma, y(\mathrm{s}))d\mathrm{s}+\int_{t^{\mathrm{Q}}}^{\infty}(t+\sigma, \mathrm{s}+\sigma, y(\mathrm{S}))d\mathrm{s}$, $t\in R.$ (9)
Since $(2_{T})$ is equivalent to (2) , (9) shows that $y(t)$ is an $R-$
bounded solution of $(2_{\sigma})$ with $0\leq\sigma<T$ which satisfies $(2_{O})$ on $R$ .
(ii) This part can be easily proved by a similar method to the
one in (i).
3. PERIODIC SOLUTIONS AND ATTRACTIVITY
In this section, we investigate the existence of a $T$-periodic
solution of (2) and its attractivity by employing contraction map-
pings and limiting equations.
First we note that for any $\rho$ and $\sigma$ with $0\leq p$ , $\sigma<T$ , if $(2_{\mathrm{p}})$
has an $R$ -bounded solution which satisfies $(2_{p})$ on $R$ , then $(2_{\sigma})$ has
an $R$ -bounded solution which satisfies $(2_{\sigma})$ on $R$ . From this fact and
Lemma 2, we have the following theorem.
Theorem 1. $If$ (3) $-(6)$ $hold$ , and $if$ (2) has a unique R-bounded
$\mathrm{s}olu\iota\dot{\mathrm{t}}on$ $x_{0}(t)$ which satisfies (2) on $R$ , then the $f_{\mathit{0}\iota lov\dot{\mathrm{t}}}ng$ hold.
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(i) The solution $x_{0}(t)$ is $T-PertodiO$ .
$(\mathrm{i}\mathrm{i})$ $If$ (7) $ho\iota d\mathrm{s}$ , then any $R^{+}$ -bounded $\mathrm{s}olut$ ion $of$ (1) $vi$ th any
$\dot{\mathrm{t}}nitial$ tine $\dot{\mathrm{t}}n$ $R^{+}$ is $a\mathrm{s}y\pi 1pt_{\mathit{0}}tiCa\iota\iota yT$-periodic, and approaches
$x_{0}(t)$ as $tarrow\infty$ .
(iii) Any $R$-bounded solution of (2) vith any $init\dot{\mathrm{t}}al$ time in $R$
is $asynpt_{\mathit{0}}tiCal\iota yT-p_{8p}iodic$, and aPProaches $x_{0}(t)$ as $tarrow\infty$ .
$Proof$ . (i) Let $x_{1}(t)$ be a function obtained by the $T-$
translation of $x_{0}(t)$ to the left. Then, clearly $x_{1}(t)$ is also
an $R$ -bounded solution of (2) which satisfies (2) on $R$ . Thus, from
the uniqueness of $R$ -bounded solutions which satisfy (2) on $R$ , $x_{0}(t)$
and $x_{1}(t)$ must be identical on $R$ , that is, $x_{0}(t)$ is $T$-periodic.
(ii) Let $x(t)$ be an $R^{+}$ -bounded solution of (1) with an $\mathrm{i}-$
nitial time in $R^{+}$ , and let $x_{k}(t)$ be the sequence of functions as
in Lemma 2 with $\mathrm{s}_{k}=kT$ . Then, from Lemma $2(\mathrm{i})$ and the uniqueness of
$R$ -bounded solutions which satisfy (2) on $R$ , it is easy to see that
$x_{k}(t)$ converges to $x_{0}(t)$ uniformly on $[0 , T]$ . This implies that
$x(t)$ is asymPtotically $T$ -Periodic and its $T$ -Peri $\mathrm{o}\mathrm{d}\mathrm{i}\mathrm{C}$ part is given
by $x_{0}(t)$ .
$(\mathrm{i}\mathrm{i}\mathrm{i})$ From Lemma 2 $(\mathrm{i}\mathrm{i})$ . $\mathrm{t}\mathrm{h}\mathrm{i}\mathrm{s}$ part can be easily proved by a
$s$ imilar method to the one in (ii).
Among the assumptions of Theorem 1, the uniqueness of R-bounded
solutions of (2) which satisfy (2) on $R$ seems to be most important.
Here we give a condition of contraction type which assures the $\mathrm{u}-$
niqueness of $R$ -bounded solutions of (2) which satisfy (2) on $R$ .
$\mathrm{S}\mathrm{u}\mathrm{P}\mathrm{P}^{\mathrm{o}\mathrm{s}}\mathrm{e}$ that $P$ : $\Delta^{-}arrow R^{+}$ , $L_{\overline{J}}$ : $\Delta^{-}arrow R^{+}$ and $L_{J}^{+}$ : $\Delta^{+}arrow R^{+}$ are
continuous functions such that
$|P(t, \mathrm{s}, x)-p(\iota, \mathrm{S}, y)|\leq L_{\overline{j}}(t, \mathrm{s})|x-y|$ if $(t, \mathrm{s})\in\Delta^{-}$ , $|x|$ , $|y|\leq J$ (10)
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and
$|\mathrm{Q}(t, \mathrm{s}, x)-\mathrm{o}(t, \mathrm{s}, y)|\leq L_{J}^{+}(t, \mathrm{s})|x-y|$ if $(t, \mathrm{s})6\Delta^{+}$ , $|x|$ , $|y|\leq J$ . (11)
Then we have the following lemma.
Lemma 3. In addition to (10) and (11), if for any $J>0$
$\mathrm{x}_{J}:=\sup\{\int_{-\infty^{L_{\overline{j}}}}^{t}(t, s)d\mathrm{s}+\int_{\iota^{L_{J}(t}’}^{\infty+}\mathrm{s})ds :t\epsilon R\}<1$ (12)
holds, then (2) has at most one $R$ -bounded solution which satisfies
(2) on $R$ .
$Proof$ . Let $x_{i}(t)$ $(i=1,2)$ be $R$ -bounded solutions of (2) which
sati $s\mathrm{f}\mathrm{y}$ (2) on $R$ with Il $x_{\dot{L}}||\leq J(i=1,2)$ . and let $z(t)$ $:=x_{1}(t)-x_{2}(t)$ ,
$t\in R$ . Then, from (2) we have
$z(t)= \int_{-\infty}^{t}(p(t, \mathrm{s}, x_{1}(3))-P(t, s, x_{2}(\mathrm{s})))ds$
$+ \int_{t^{(\mathrm{Q}(t,\mathrm{s}}’ 1}^{\infty}x(_{\mathrm{S}}))-\mathrm{o}(t, \mathrm{s}, x_{2}(\mathrm{s})))d\mathrm{s}$ , $t\epsilon R$ ,
which together with (10) and (11) yields
$| \mathrm{z}(t)|\leq\int_{-\infty^{L_{\overline{J}}(}}^{t}t,$ $s)| \mathrm{z}(\mathrm{S})|d\mathrm{s}+\int^{\infty+}t^{L}J^{(\mathrm{s}}t,)|\mathrm{z}(\mathrm{s})|d\mathrm{s}$
(13)
$\leq(\int_{-\infty^{L_{\overline{J}}(t,\mathrm{S}}}^{t})d\mathrm{s}+\int_{\iota J}\varpi_{L}+(t, \mathrm{s})ds)||z1|\leq \mathrm{x}_{J}1|\mathrm{z}1|$ , $t\in R$ .
Thu $\mathrm{s}$ , (12) and (13) imply that $z(t)\equiv 0$ on $R$ .
Using Theorem l(iii) and Lemma 3, we have the following theorem.
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Theorem 2. In addttton to (3) $-(6)$ and (10) $-(12)$ , if
$\lambda:=\sup\{\lambda_{J} : J>0\}<1$ (14)
ho lds, then (2) has a unique $T-per\dot{\mathrm{t}}odic$ solution, and it is a unique
R-bounded solution which satisfies (2) on R. Horeover, any $R-$
bounded so Lution of (2) $vi$ th an $ini$ tial time $e_{0}\in R$ and a bounded
continuous $ini$ tial funetion $\varphi$ : $(-\infty, t_{0})$ $arrow R^{n}$ approaches the $T-$
periodic solution as $tarrow\infty$ .
Proof. First we prove that (2) has a unique $\tau_{-\mathrm{p}\mathrm{e}\mathrm{r}}\mathrm{i}\mathrm{o}\mathrm{d}\mathrm{i}\mathrm{C}$ solution.
Let ( $p_{T},$ $||$ . Il) be the Banach space of continuous $T$ -Periodic functions
$\zeta$ : $Rarrow R^{n}$ with the supremum norm Il . Il. and define a map $H$ on $p_{T}$
by
$(H\xi)(t)$ $:=p(t)+ \int_{-\infty}^{t}P(t, \mathrm{s}, \xi(\mathrm{S}))d\mathrm{s}+\int_{t}^{\infty}Q(t, \mathrm{s}, \xi(\mathrm{s}))d\mathrm{s}$, $t$ \’e $R$ .
Then, from (3) $-(6)$ , it $\mathrm{i}\mathrm{s}$ easy to see that $H$ maps $p_{T}$ into $p_{T}$ .
Moreover, for any $\epsilon_{\dot{\mathrm{t}}}\in p_{T}$ wi th 11 $\xi_{\dot{\mathrm{t}}}||\leq J$ $(i=1 , 2)$ for some $J>0$ , we
have
$|(H\xi_{1})(t)-(H\xi 2)(t)|$
$\leq\int_{-\infty}^{\mathfrak{t}}L_{\overline{J}}(t, \mathrm{s})|\xi_{1}(\mathrm{S})-\xi_{2}(\mathrm{S})|d\mathrm{s}+\int\infty tJL^{+}(t, s)|\xi_{1}(S)-\xi_{2}(S)|ds$
$\leq\lambda_{j^{||}}\xi_{1^{-}2}\xi|1$ , $t\epsilon R$ ,
which together with (14) yields $1\mathrm{I}H^{\mathrm{g}-}1H^{\mathrm{g}}11\leq\lambda 1|\xi-21\xi 211$ . Thu $s$ $H$ : $pTarrow$
$P_{T}$ is a contraction mapping. Hence $H$ has a unique fixed point in
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$P_{T}$ , which gives a unique $T$-Periodic solution of (2) , say $\pi(t)$ .
Next , from Lemma 3, $\pi \mathrm{t}t$ ) is the unique $R$ -bounded solution of
(2) which satisfies (2) on $R$ . Thus, the latter part is a direct
consequence of Theorem 1 $(\mathrm{i}\mathrm{i}\mathrm{i})$ .
In Theorem 1 $(\mathrm{i}\mathrm{i})$ , the existence of an $R^{+}$ -bounded solution of (1)
with an initial time in $R^{+}$ is assumed. Here we consider a few
cases where the existence of $R^{+}$ -bounded solutions of (1) with
$F(t, \mathrm{s}, x)\equiv 0$ and $G(t, s, x)\equiv 0$ is assured.
Consider the equation
$x(t)=a(t)+ \int_{0}^{e_{P(t}},$ $\mathrm{s},$ $x( \mathrm{s}))d\mathrm{S}+\int_{t^{Q}}^{\infty}(t, \mathrm{s}, x(S))d\mathrm{s}$, $t\in R^{+}$ , (15)
where $a$ : $R^{+}arrow R^{n}$ is bounded continuous, and $p$ : $\Delta^{-}\mathrm{x}R^{n}arrow R^{n}$ and
$Q$ : $\Delta^{+}\mathrm{x}R^{n}arrow R^{n}$ are continuous and sati sfies (10) , (11) and (14).
Let $(B, \mathrm{I}\mathrm{I}\cdot 11_{+})$ be the Banach $s\mathrm{P}\mathrm{a}\mathrm{C}\mathrm{e}$ of bounded continuous functions $\xi$
: $R^{+}arrow R^{n}$ with the supremum norm $||\cdot||_{+},$ and define a map $H$ on $B$
by
$(H\xi)(t)$ $:=a(t)+ \int_{0^{p}}^{t}(t\mathrm{I}\mathrm{S}, X(\mathrm{S}))d\mathrm{s}+\int_{t}^{\infty}0(t, s, x(\mathrm{S}))d\mathrm{s}$ , $t\in R^{+}$
Then it is easy to see that $H$ is a contraction mapping from $B$
into $B$ . Thus $H$ has a unique fixed point, which gives a unique $R^{+}-$
bounded solution of (15) which satisfies (15) on $R^{+}$ From this and
Theorems 1 and 2, we have the following theorem.
Theorem 3. SuPPose that (3) $-(6)$ , (10), (11) and (14) hold.
Then (15) has a $un\dot{\mathrm{t}}queR^{+}-b_{\mathit{0}}unded$ solutton $vh\dot{\mathrm{t}}chsat\dot{\mathrm{t}}\mathrm{s}f\dot{\mathrm{t}}e\mathrm{s}$ (15) on
$R^{+}$ and (2) has a $un\dot{\mathrm{t}}queT^{-_{Per}}\dot{\mathrm{t}}odic$ solution. Moreover, any $R^{+}-$
$b$ ound$\mathrm{e}d\mathrm{s}olut\dot{\mathrm{t}}$on $x(t)=x(t, t_{0}, \varphi)$ $of$ (15) apProaches $t$ he un $\dot{\mathrm{t}}$que $T-$
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periodic solution of (2) as $tarrow\infty$ , uhere $t_{0}\epsilon R^{+}$ and $\varphi$ : $[0, t_{0})arrow$
$R^{n}$ is bounded and continuous.
Proof. It is easy to see that (15) has a unique $R^{+}$ -bounded so-
lution which sati $s\mathrm{f}$ ies (15) on $R^{+},$ $s$ay $\xi(t)$ . Let $\xi(t)$ denote
again the $R$-extension of the given $\xi(t)$ obtained by defining $\xi(t)$
$:=\xi(0)=a(0^{)}$ for $t<0$ , and for $\mathrm{a}\mathrm{n}^{\mathrm{y}}$ $k\in N$ , let $\xi_{k}(t)=\xi(t+kT)$ , $t\in R$ .
Since Theorem 2 implies that (2) has a unique $T$-periodic solution,
$s$ay $\pi(L)$ , and it $\mathrm{i}\mathrm{s}$ a unique $R$-bounded solution of (2) satisfying
(2) on $R$ , by Lemma 2 (i). it is easily seen that $\epsilon_{k}(t)$ converges to
$\pi(t)$ uniformly on $[\mathrm{O}, T]$ as $karrow\infty$ . Thus we obtain $\zeta(t)-\pi(t)arrow 0$
as $tarrow\infty$ . The latter part follows directly from Theorem 1 (iii).
Next cons ider (2) under (3) $-(6)$ , and suppose that (2) has a $\mathrm{u}-$
nique $R$-bounded solution sati $s$ fying (2) on $R$ , say $\pi(t)$ . Then it $\mathrm{i}s$
$T$ -Periodic and it is easy to see that $\pi(t)$ is a solution of the $\mathrm{e}-$
quation
$x(t)=p(t)+r(t)+ \int_{0}^{t_{p}}(t, \mathrm{s}, x(S))ds+\int_{t}\infty \mathrm{o}(t, \mathrm{s}, X(\mathrm{s}))ds$, $t\xi R^{+}$ , (16)
where $r(t)$ $:= \int_{-\infty}^{0}P(t, \mathrm{s}, \pi(S))d\mathrm{s}$ , $t\in R^{+}$ Moreover, from (6) we have
that $r(t)$ is continuous and $r(t)$ $arrow 0$ as $tarrow\infty$ . Thu $s$ (16) $\mathrm{i}\mathrm{s}$ a
special case of (1) with $q(t)=r(t)$ . $F(t, \mathrm{s}, x)\equiv 0$ and $G(b, \mathrm{s}, x)\equiv 0$ .
From Theorem 1 and the argument in the proof of Theorem 3, we obtain
the following corollary.
Corollary. Suppose that (3) $-(6)$ hold, and that (2) has a unique
$R$-bounded solution sat isfy ing (2) on $R$ , say $\pi(\mathrm{t})$ . Then it ts $T-$
periodic and $\pi(\mathrm{t})$ $\dot{\mathrm{t}}\mathrm{s}$ a untque $R^{+}-b_{\mathit{0}}unded$ solution of (16) uhich
sa $t$ isfies (16) on $R^{+}$ , and any $R^{+}$ -bounded $\mathrm{S}\mathit{0}luti$on $x(t)=x(t, t_{0}, \varphi)$
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of (16) aPProaches $\pi(t)$ as $tarrow\infty$ , where $t_{0}6R^{+}$ and $\varphi$ : $[0, t_{0})arrow$
$R^{n}$ is bounded and $Gonttnuou3$ .
Now we show an example.
Example. Consider the scalar linear equation
$x(t)=p(t)+ \alpha\int_{-\Phi}te^{s}-t(co\mathrm{s}t)x(\mathrm{S})d\mathrm{s}+\beta\int_{t}\infty \mathrm{e}t^{-}\mathrm{s}$ ( $\mathrm{S}$ in $t$ ) $x(\mathrm{S})d\mathrm{s}$ , $t\epsilon R$ , (17)
where $P$ : $Rarrow R$ is continuous $2\pi-\mathrm{p}\mathrm{e}\mathrm{r}\mathrm{i}_{0}\mathrm{d}\mathrm{i}\mathrm{C}$ , and $\alpha$ and $\beta$ are
constants with $|\alpha|+|\beta|<1$ . Eq. (17) is a special case of (2) wi th $n$
$=1$ , $P(t, \mathrm{s}, x)=\alpha \mathrm{e}^{\mathrm{s}-\iota}(cost)x$ and $Q(t, \mathrm{s}, x)=\theta et^{-_{\mathrm{S}}}(s\dot{\mathrm{t}}nt)x$ . Thus , (3) $-$
(6) , (10) with $L_{\overline{j}}(t, \mathrm{s})=|\alpha|e^{\mathrm{s}-t}$ (11) with $L_{J}^{+}(t, s)=|\beta|e^{t-\mathrm{s}}$ , and (14)
with $\mathrm{x}=|\alpha|+|\mathcal{B}|$ hold. Thu$s$ , from Theorem 2 , (17) has a unique $R-$
bounded solution satisfying (17) on $R$ , say $\pi(t)$ . and it $\mathrm{i}s2\pi-$
periodic, and any $R$ -bounded solution of (17) with an initial time $t_{0}$
$\epsilon R$ and a bounded continuous initial function $\varphi$ : $(-\infty, t_{0})arrow R^{n}$ ap-
$\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{a}\mathrm{c}\mathrm{h}\mathrm{e}s$ $\pi(t)$ as $tarrow\infty$ .




$+ \beta\int_{t^{e}}^{\infty t-S}(sint)x(\mathrm{s})ds$ ,
which satisfies (18) on $R^{+}$ Moreover, from Corollary, any $R^{+}-$
bounded solution $x(t)=x(t, t_{0}, \varphi)$ of (15) approaches the $2\pi$ -periodic
solution $\pi(t)$ of (18) as $tarrow\infty$ , where $t_{0}\in R^{+}$ and $\varphi$ : $[0 , t_{0})arrow$
$R^{n}$ is bounded and continuous.
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