In the context of random multiplicative cascade processes, we derive analytical expressions for translationally invariant one-and two-point cumulants in logarithmic field amplitudes. On taking ratios of cumulants, geometrical effects due to spatial averaging cancel out. Unlike multifractal scaling exponents and multiplier distributions, these ratios can successfully further distinguish between cascade generators.
Although the underlying hydrodynamic equations are deterministic, the statistical description of fully developed turbulence has by now a long tradition [1] . Random multiplicative cascade models on ultrametric trees form a particularly simple and robust class of such statistical models, reproducing important observed features such as multiplier distributions and their correlations [2, 3] and related Kramers-Moyal coefficients reflecting Markovian properties [4] . The models have worked almost too well in the sense that different cascade generators for the multiplicative weights have been equally successful in reproducing these observables. More sophisticated ways to distinguish between them are clearly called for.
While some of the experiments have concentrated on measuring statistics in the energy dissipation density ε, we recently found a complete and analytical solution working in ln ε rather than ε itself [5] . In this letter, we show that cumulants in ln ε are analytically calculable even when restoring translational invariance to the solutions to emulate the spatial homogeneity of experimental turbulence statistics. Both one-and two-point cumulants turn out to be powerful tools which for third and fourth order differ not only in magnitude but even in sign for appropriate cascade generators. Unlike multifractal scaling exponents, such cumulants can hence be expected to distinguish between different models.
In multiplicative random cascade models, energy flux densities ε are generated in the simplest cascades as follows: in successive steps j = 1, . . . , J, the integral scale L is divided into equal intervals of length l j = l j−1 /2 = L/2 j and dyadic address κ = (k 1 · · · k j ) with k i = 0 or 1. At each step j, the energy flux ε k 1 ···k j generates fluxes in the two subintervals via
where the random variables q L = q k 1 ···k j 0 and q R = q k 1 ···k j 1 for the left and right subintervals are drawn from a given cascade-generating probability density p(q L , q R ), independently of other branches and generations of the dyadic tree. When after J cascade steps the smallest scale η = l J = L/2 J is reached, the local amplitudes of the flux density field ε t(κ) are interpreted as the energy dissipation amplitudes at positions 0 < t(κ)=(1 + J j=1 k j 2 J−j ) ≤ 2 J in units of η, which are to be compared to experimental time series converted to onedimensional spatial series by the frozen flow hypothesis.
We have shown previously that, since the product of multiplicative weights ε k 1 k 2 ···k J = J j=1 q k 1 ···k j becomes additive on taking the logarithm, ln ε k 1 k 2 ···k J = J j=1 ln q k 1 ···k j , the multivariate cumulant generating function for ln ε has the analytical solution [5] ,
where the branching cumulant generating function Q (with arguments λ
which can often be found analytically. A host of analytical predictions for statistics in ln ε for a given cascade generator follow, starting with multivariate cumulants obtained directly from ln Z through
Due to the additivity of ln Z in (2), these cumulants in ln ε become simple sums [5] of same-lineage cumulants c n and splitting cumulants c r,s in ln q,
where without loss of generality we have assumed Q(λ L , λ R ) to be symmetric in its arguments.
In the simplest case, where all n addresses are the same, the n-th order onepoint cumulant C n (t) ≡ C(κ 1 = . . . =κ n =t), turns out to be independent of position t and is trivially equal to
Before these cumulants can be compared to experimentally observed one-point cumulants C obs n = (ln ǫ) n c , three complications must be dealt with:
The first is that J is not an experimental observable, so that only J-independent statistics can be of interest. This is easily addressed by looking at cumulant ratios C n /C n ′ , for which the J-dependence cancels.
Secondly, the generating function (2) and its cumulants are not translationally invariant, in conflict with the homogeneous statistics characterising experimental results. Spatially homogeneous statistics can, however, be emulated by creating a theoretical time series consisting of a chain of m independent cascade fields with 2 J finest-scale bins each [6] . In analogy to the experimental situation, an observation window of width L = 2 J η is successively moved over this series in bin-sized steps, t = 1, . . . , (m − 1)2 J , successively "seeing" parts of adjacent cascade configurations and thus yielding a t-averaged moment density which should be comparable to the experimental equivalent,
The third complication arises because experimental cumulants are derived from measured moments rather than the other way round [7] (for example
, requiring averaging over ρ n rather than C n for theory also. The proper procedure is hence to convert theoretical cumulants (7) to moments, average these over t, and then convert these back to t-averaged cumulants for experimental comparison.
For the one-point case, this convoluted route turns out to be simple: since the C n are independent of t, averaging over t yields nothing new, so that immediately C n = Jc n . Ratios of translationally averaged cumulants,
being independent of J, should be directly comparable to experiment. To demonstrate the quality of the new observables (9), we consider three model distributions, all with factorised cascade generator
namely a binomial distribution,
with parameters α 1 = 0.3 and α 2 = 0.65, a log-normal distribution
with parameter σ = 0.42, and a Beta distribution
with parameters β 1 = 4.88 = β 2 /7 and q ∈ [0, 8]. The latter is particularly appealing because it emulates the experimental situation where energy conservation in three dimensions results in a non-energy-conserving one-dimensional projection.
As shown in Fig. 1a , all three cascade generators yield almost identical results for standard observables such as the multifractal scaling exponents τ (n) = ln q n / ln 2. Since q = 1 by construction, τ (1) = 0 for all three distributions. For n = 2 we get τ (2) = 0.26 for the first two distributions and 0.23 for the beta distribution, indistinguishable within the uncertainty of the experimental intermittency exponent µ = 0.25 ± 0.05 [8] . We further note that even for n ≥ 3 the τ (n)'s for the binomial and the Beta distributions remain indistinguishable. Thirdly, all three distributions have a positive skewness (q − q ) 3 / (q − q ) 2 1.5 when measured in q and reproduce the observed multiplier statistics [2] , including their correlations. This has been shown for the binomial and log-normal in the second of Ref. [3] . A similar numerical analysis for the Beta distribution yields results of similar quality 2 .
The above observables thus fail manifestly to distinguish between the different model distributions. By contrast, Fig. 1b demonstrates that, while c 1 and c 2 are almost identical for the different models, the cumulant ratios (9) exhibit drastic differences in higher orders. For example, c 3 = 0.05, 0.00 and −0.05 for the distributions (11), (12) and (13) respectively, so that the theoretical cumulant ratios
lead to results that differ even in sign. This theoretical ratio is to be tested against the experimental one,
In fourth order, the same-lineage cumulant c 4 exhibits a different sign for the binomial and Beta-distribution, so that the ratios C 4 /C 2 = c 4 /c 2 of two-point cumulants come with a different sign, too. For the log-normal distribution, these ratios are of course again zero.
Having demonstrated the advantages of measuring ratios of one-point cumulants, we now consider equivalent ratios for the two-point case. The theoretical two-point cumulant for bins an ultrametric distance D apart is
Again, however, we must restore translational invariance for the theoretical densities ρ r,s rather than for the above cumulants. For two-point statistics, the 2 In fact, we have required good correspondence to the lowest-order observed multiplier statistics to adjust the parameter values quoted above. Fits to observed scaling exponents have not been performed, since it is not straightforward to compare theoretical and experimental scaling exponents due to the finiteness of the inertial range [9] .
appropriate averaging for constant bin-bin distance d is given, for chains of theoretical cascade field configurations, by ρ r,s (d) = 2
J } is in base-ten notation. Since the two-point correlation density factorises whenever bins t and t + d belong to independent cascade field configurations, i.e. whenever 2
Analytic expressions for ρ r,s (t, t + d) are again readily derived by inserting the cumulants (7) and (16) into the usual relations between n-variate moments and cumulants [7] and thence into (17).
As functions of the two-point cumulants, two-point densities with d ≥ 1 depend on the ultrametric distance D, so that (17) will contain sums of the type
where D(t, t + d) is the ultrametric distance between bins t and t + d. In terms of a discrete probability distribution p D (J, d), proportional to the times each value of the D is taken on while t runs its course, this becomes
with p D empirically found to be
where A = ⌈log 2 d⌉ is the ceiling of log 2 d. Insertion of (20) into (19) leads to analytical expressions for the geometrical coefficients
which in turn yield analytical results for the averaged two-point densities ρ r,s (d). From these, spatially homogeneous two-point cumulants are constructed via the inversion formulae [7] 
With Eqs. (17)- (23) we arrive for C r,1 (d) at
This turns out to be equivalent to direct translational averaging of (16), 2
For s =1, however, such direct averaging is wrong and the full conversion from cumulant to moment to averaged moment and back to averaged cumulant is mandatory. For r=s=2 we get, for example,
where the additional terms are a consequence of the third term in the expression (24) for C 2,2 (d). Averaged two-point cumulants C r,s of higher order r, s≥2 exhibit similar structures. Translationally averaged n-point cumulants C m 1 ,...,mn can be calculated by the procedure sketched above.
For the remainder of this discussion we focus on two-point cumulants C r,1 (d) only and will assume that the cascade generator factorises as in (10) . The splitting cumulant c r,s is then zero, so that the two-point cumulant for d ≥ 1,
becomes directly proportional to the geometrical coefficient G 1 (J, d). Taking ratios of two-point cumulants of different orders,
the geometrical coefficient drops out, so that these ratios become independent of the Euclidean distance d. This is an important observation as it grants access to properties of the cascade generator even after spatial homogeneity has been restored. Also, the d-independence of these ratios constitutes a severe test of the model assumptions entering the present cascade models. Furthermore, the factorisation assumption can be tested since one-and two-point ratios are equal if (10) holds,
In this case, C 2,1 /C 1,1 would assume the same numerical values as in Eq. (14) with similar powers to discriminate between models.
We reiterate that factorised cascade generators of, for example, binomial or Beta-type lead to nearly indistinguishable scaling exponents and multiplier distributions, but clearly give different predictions once ratios (28) of twopoint cumulants are employed.
We also note that the connection [5] between the multifractal scaling exponents τ (n=λ) and the cumulant branching generating function (3),
implies that the same-lineage cumulants (5), which are to be extracted from ratios (9) or (27), are related to the τ (n) by
i.e. the cumulant c n in ln q is related to the n-th derivative of the scaling exponent τ (λ), taken at λ = 0. In principle, this not only allows for an unambiguous, albeit indirect extraction of scaling exponents, but also of the more fundamental cascade generator.
To conclude: In the pursuit of finer facets of the energy dissipation field in fully developed turbulence, one-and two-point cumulants of logarithmic field amplitudes appear to be a promising new tool. We have demonstrated for dyadic random multiplicative cascade processes that these two-point cumulants can be written as simple products of geometrical coefficients times cumulant moments of the cascade generator and can thus distinguish between cascade generators which have more or less identical scaling exponents and multiplier distributions.
It is tempting to apply two-point cumulants of ln ε directly to the experimental energy dissipation field deduced from hot-wire time series and to study possible dependences on the Reynolds number and the flow configuration. We suggest, however, that studies of other and more elaborate models such as continuous multiplicative cascade processes [10] , hierarchical shell models [11] , effects of finite inertial range etc. be undertaken before this new tool is applied to data. Also, practical problems such as choosing the finest resolution scale for the analysis and finite sample size effects should be pondered.
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