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ABSTRACT
Amorphous alloys of VA1 and VSi have been prepared by a pro­
cess of r.f. sputtering onto cryogenic substrates. The Nuclear Magnetic 
Resonance has been examined in an effort to understand how the electronic 
structure of these amorphous alloys compares to that of the corresponding 
crystalline alloys, and to extend the study of the electronic properties 
of these alloy systems into composition ranges where the crystalline 
alloys do not exist, because of solubility limits.
The Al^ and Knight shifts were measured at 77°K and 300°K, 
for A1 concentrations extending from 15 to 85 atomic percent, in amorphous 
VA1. The results are found not only to agree with those of the crystalline 
alloys below IfO atomic percent A1 (the solubility limit), but to extend 
the crystalline behavior ,-right into the region of immiscibility. In 
amorphous VSi only the V Knight shift was measured. The Knight 
shift, before annealing, was found to be nearly constant with both tem­
perature and alloy composition. After annealing the amorphous VSi alloys, 
however, a strong temperature dependence was observed in the V ^  shift, 
probably due to the formation of the compound V^Si upon crystallization.
These results are explained in terms of a model which treats 
the amorphous alloys as though they were crystalline but with an extended 
solubility range. The case of V^Si is considered as an exception due to 
its peculiar crystal structure and resulting electronic behavior.
The V”^  NMR linewidths were also measured in both amorphous 
VA1 and amorphous VSi. These are discussed in terms of the short range 
order found in the amorphous alloys.
NUCLEAR MAGNETIC RESONANCE IN 
AMORPHOUS VANADIUM ALLOYS
I. INTRODUCTION
In recent years, there has been considerable interest in the 
formation and study of amorphous alloys. Amorphous alloys or "metallic 
glasses" are materials which possess all of the properties normally 
associated with metals but lack the long range order characteristic of 
the crystalline lattice. Because of the absence of the crystalline order, 
properties which arise from the response of the material, to directed 
forces tend to be quite different in the amorphous state. Properties like 
high tensile strengths, ductility and resistance to corrosion make an 
attractive combination for engineering applications. In addition, the 
extensive disorder built into the structure of amorphous alloys causes 
them to possess high resistivities with small temperature coefficients.
This suggests the use of amorphous metals as resistance standards and 
magnetoresistance sensors for use in bubble memories. Another property 
which may be applied to magnetic field sensing is the extraordinary Hall 
coefficients, which in some amorphous alloys can be up to 100 times 
greater than those in crystalline alloys of the same composition. Amorphous 
alloys also tend to be isotropic with respect to magnetic fields. There 
is no easy axis of magnetization and so the magnetization can be rotated 
with a small cost in energy. This may prove extremely useful in the con­
struction of magnetic cores for power transformers, which must reverse 
the direction of magnetization twice each cycle. The combination of the 
magnetic "softness" and the high resistivity in these materials also mak.es
2
3them potentially useful for the construction of the recording and reading 
heads in magnetic tape and magnetic disk memories. And finally, there 
is one more application which deserves mentioning here. The smallest 
magnetic hubbies that have been produced in crystalline garnet are about 
0.5 micrometers in diameter. In amorphous alloy films magnetic bubbles 
as small as 0.1 micrometers have been observed. This represents an in­
crease in bubble density by a factor of 25: a 25 fold increase in the
storage density. These are but a few of the potential applications which 
fuel the growing interest in amorphous alloys.
In preparing and studying amorphous alloys of VA1 and VSi, we 
seek: (l) to understand how the electronic structure of these amorphous
alloys compares to that of their crystalline counterparts, and (2) to 
extend the study of the electronic properties of these alloys into compo­
sition ranges where the crystalline alloys do not exist because of 
solubility limits. The V-Al and the V-Si alloy systems are particularly 
suitable for this study because of their limited terminal solubilities. 
Figures la and lb show the phase diagrams for the VA1 and the VSi alloy 
systems,^ " respectively. As la indicates, A1 can be dissolved into V to 
form a continuous solid solution only up to HO atomic percent; beyond this
composition there is a series of intermediate phases: V^Alg, VAl^, VAlg,
2
VAl^, and VAl-^. Except for the work done by Narath and Weaver, and 
many others, on the effects of 3d transitional impurities (less than 
1 atomic percent) in aluminum, and the Knights shifts measurements on
•5
V^Alg by Van Ostenburg, et al., little is known about the electronic 
structure of the Al-rich composition regions. Figure lb shows that a
FIGURE It Phase diagrams for the (a) vanadlum-alumlnum and 
(b) vanadium-silicon alloy systems.*
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6similar situation exists in the phase diagram of the V-Si system, but 
with a lower solubility limit. Silicon dissolves into vanadium only up 
to 5 atomic percent and there is almost no solubility for V into Si.
There are three intermediate phases: V^Si, V^Si^, and VSig. Of these
only the V^Si phase has been studied extensively, because of its novel 
electronic and superconducting properties. These properties will be 
discussed in more detail in Section II. Since the amorphous phase has, 
at least in principle, the unlimited solubility of liquid alloys, amor­
phous alloys may be used to study the electronic properties of these 
alloy systems continuously through the immiscibility regions.
Table 1 lists the gyromagnetic ratios )(, the nuclear spins I, 
the nuclear magnetic moments , the electric quadrupole moments Q, and
the percent isotopic abundances for aluminum, silicon, and vanadium. Only 
51 27V and A1 were chosen for nuclear magnetic resonance study because of 
their large magnetic moments, small quadrupole moments, and large isotopic 
abundances.
The nuclear magnetic resonance frequency is very sensitive to
the electronic environment of the nucleus. In metals, the magnetic hyper-
fine interaction and the electric quadrupolar interaction (for nuclei
with a quadrupole moment) depend on this electronic charge distribution.
51 27Hence, measurements of Knight shifts and NMR linewidths of V and A1 in 
amorphous VA1, and of in amorphous VSi as functions of composition, 
temperature, and applied external magnetic field should provide informa­
tion about the electronic structure of the alloys.
7TABLE 1
lL
The nuclear properties of Aluminum, Silicon, and Vanadium.
NUCLEUS Vz I Q % Abund.
Al27 1.1094 5/2 3.6384 +0.15 100
Si29 0.84577 1/2 -0.55477 0 4.47
v50 0.4243 6 3.3413 +0.06 0.24
v5i 1.1193 7/2 5.1420 -0.05 99.75
8In Section II of this paper, the theory and background central 
to this problem will be presented. The equipment and experimental tech­
niques of sample preparation and NMR spectrometry will be described in 
Section III. Section IV will then present the experimental results and 
discussion.
II. THEORY M D  BACKGROUND
A. Transition Metals
Transition elements are characterized by incomplete inner shells. 
This large class of elements can be divided into five groups, according to 
which inner shells are unfilled: the iron group with unfilled 3d orbitals,
the palladium group with unfilled Hd orbitals, the platinum group with 
unfilled 5d orbitals, and the rare-earth and actinide groups with vacancies 
in the 1+f and 5f (and 6d) orbitals, respectively. The electrical and mag­
netic properties of these elements are dominated by their incomplete shells 
and are as a result more complex than the properties of the "normal" metals 
with closed inner shells. In this large family of transition elements 
there is a variety of different electronic behaviors and no one model can 
successfully describe all of them.
For the metals of the 3d, Ud, and 5d series, N. Mott^ has pro­
posed a model of the electronic structure having two overlapping energy 
bands, an s-band and a d-band, with the Fermi level crossing both bands. 
Figure 2 shows Mott's model. The s-band is very broad and free electron 
like, such as is found in simple metals. All of the p-electron character 
is incorporated into the s-band. The other band is a very narrow band 
which corresponds to the unfilled d-shell. The electronic states near 
the Fermi level in these metals will have both s and d character. Since 
the density of states in the d-band will be much greater than that of the
9
FIGURE 2i Mott's two band, model of the electronic structure 
of a transition metal.^
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much wider s-band, any property which depends on the density of states 
will, in general, be dominated by the unfilled d-band. Thus, it is easy 
to understand with Mott's simple model the well known properties of the 
transition metals, namely; large magnetic susceptibilities, large low- 
temperature specific heats, and high resistivities. An exact analysis, 
however, is complicated by the fact that the Fermi surface is both s and 
d like. It is usually the practice to assume that the s and d states are 
somehow separable at the Fermi surface. Care must be taken when using 
such an approximation, especially if a free electron density of states 
is used to estimate the s contribution. Hybridization will occur between 
the s and d states. This is likely to lead to a situation in which the 
Fermi surface, is s-like in some directions and d-like in others, all 
within one Brillouin zone. It is nonetheless useful to represent the 
density of states at the Fermi level in terms of its fraction s and d 
character:
N(Ef) = Ns(Ef) + Nd(Ef) (1)
where N(Ef) is the total density of states at the Fermi energy E^, while 
Ns(E^ ) and N^E^) are its s and d functions, respectively. Here we have 
neglected electron-electron interaction. The fractions of s and d char­
acter and hence Ng/Nd will depend on the details of the band structure.
2 *But, if we consider the s electrons as "free" (i.e., E<~K and m = m,
the electron mass) and their number per atom to be 0.2 £  ns —  1*0, then
Ns(E^ ) will be less than 0.1 states/atom/eV. From low temperature elec-
tronic specific heat measurements, 0.5 states/atom/eV.
Thus N / N , 0.1. s d
13
B. The Magnetic Susceptibility
If the spin-orbit interactions are small we may separate the 
bulk susceptibility into its spin and orbital contributions:
The first and second terms are the s and d contributions to the Pauli par­
amagnetic susceptibility. Note that we have indicated a possible tempera­
ture dependence in the d term. This is due to the narrowness of the d 
band and the possible structure near the Fermi level. In terms of the 
s and d contributions to N(E^), given in (l):
where g<~ 2 and j2> is the Bohr magneton. The third term is the Van Vleck 
orbital susceptibility. It arises from a coupling between the external 
magnetic field and the orbital moment which it induces in the occupied 
conduction electron states. As such, it is a second order effect. This 
interaction admixes the wave functions having the same value of k. In 
transition metals, the structure of the d band is rather complex with 
several d wave functions for a given value of k. Since the d band is 
narrow, their energies may not differ very much and so the admixture may 
be quite large. The admixture occurs between occupied and unoccupied 
states and produces an orbital moment at the nucleus. Except for the
% = % s + % d ( T) +¥snr+T6aia+¥*Il (2)
(3)
lU
rare case where there are a substantial number of strongly admixed states 
within kgT of the Fermi energy, there is little or no temperature depen­
dence of this term. It does not depend on the density of states at the 
Fermi energy, as does and tut rather on n^ and n^ , the number of
occupied and unoccupied states in the band, respectively. A rough estimate
of the magnitude of the Van Vleck term in the susceptibility was given by 
7
Clogston:
m  nnn
<5>
where is the width of the band. An exact calculation of wasw
Q
given by Kubo and Obata:
2 P — , f(E . ) - f(E . ) . . 2
%w = ---- 3 ---g ="E----- <Jk l L \mk>\(2T[)3 J  nm nk mk '
where f(E , ) is the Fermi distribution function for an electron in sub- nk
band n, L is the orbital angular momentum operator, and and E^k are 
the energies of the corresponding states mk and nk , respectively. .
A detailed knowledge of the band structure is required to calculate , 
but in general is largest for narrow, half-filled bands (where ngnu
is largest and ^  is smallest).
The last two terms in the expression for the total susceptibility 
(2) are the diamagnetic susceptibility due to the ion cores and the Landau 
diamagnetic susceptibility of the conduction electrons, respectively.
They can be written as,
Xdia = -(e2/6mc2) S  <r.2^  (T)
15
X L = - I ( Y h ) 2 N(Ef) (m2/3m*2) (8)
where the sum in (j) extends over all closed shells. In contrast to the 
case of simple metals, the high density of states at the Fermi level of 
transition metals and alloys causes the paramagnetic contributions to 
the susceptibility to be much greater than the diamagnetic terms. We, 
therefore, neglect the contributions from (7) and (8) in all subsequent 
discussions. It is not possible to calculate the total susceptibility 
from first principles, since that would require a knowledge of the elec­
tronic states. One can, however, make a free electron estimate of ^  
and use the temperature dependence of l^CT), with the measured values of 
the Knight shifts and relaxation times, to partition the measured bulk
susceptibility into its various contributions. An example of this pro-
7
cedure has been given by Clogston, et al., for Platinum and reviewed 
generally by Jaccarino.^
C. The Knight Shift
The Knight shift, or paramagnetic shift, in the nuclear magnetic 
resonance frequency at constant external, magnetic field (or shift in the 
resonance field for a fixed frequency) is a result of the hyperfine in­
teractions between the nucleus and the conduction electrons. In transition 
metals there are four possible contributions to this hyperfine interaction. 
They are the interaction of the nuclear moment with:
a) the unpaired s electron spin density of the conduction band, through 
a Fermi contact interaction.
18
b) the core s electrons have been polarized by the unpaired d electron 
spin density ("core-polarization").
c) the spin moment of the unpaired d electrons, through dipolar coupling 
induced by the external field.
d) the induced orbital moment of the d electrons.
The Knight shift can, therefore, be written as a sum of three major con­
tributions :
K = K + K + K (9)s d w
The first term, Kg, is the direct contact part of the Knight shift. It 
can be written as:
Kg = { - ^ J  = a (10)
where & is the contact hyperfine coupling constant, which is related to 
the effective contact hyperfine field by:
a = ( 2 / % h )  H^fs = <8TC/3)<^KC0)^> (11)
g
where is the s contribution to the hyperfine field. This is the
term which dominates the Knight shifts of simple (or normal) metals. The 
second term in (9) is the combined d-core polarization and d-spin dipolar 
terms. It is not possible to separate these two contributions in general. 
We may write this term as:
Ka -  (Hr) „ - b ^ d (T > (12)d
where is the analog to & for an effective core-polarization to the '
17
hyperfine field, and is the d susceptibility given in ( * 0 .  Id can be 
written as:
b - (2/K.l.) (13)
where is the d contribution to the hyperfine field. The coupling
constant Id is always negative for unpaired d electrons. Like the d con­
tribution to the magnetic susceptibility, K^(T) may be temperature depen­
dent. For non-cubic transition metals or alloys, K^(T) may also contain 
a part which depends on the direction of the external magnetic field. This 
is the anisotropic Knight shift and it results from the dipolar interac­
tion mentioned above in (c). Its directional dependence, as seen in 
single crystals, reduces to an asymmetric broadening in polycrystalline 
or powder samples. The last term originates from the same interaction 
which gives us the Van Vleck orbital contribution to the magnetic suscep­
tibility. The orbital contribution to the Knight shift may be written as:
k .(4$) -*x (i*ow  \ H V r - * w\  ' w
with:
(15>r
where c_ is the orbital coupling constant, and expectation
3value of l/r averaged over the wave functions in both the filled and the 
unfilled parts of the d band. The relationship above is only valid in
the tight binding approximation, which is reasonable for transition metals.
The behavior of the Knight shift in various transition metals 
will depend on the relative importance of the terms in (9) through (15), 
and thus on the magnitudes of the hyperfine fields as well as the
18
susceptibilities. These will vary from metal to metal. In general, 
however, we may make the following statements, consistent with experi­
mental results on transition metals:
s cL orba) is an order of magnitude larger than either of
b) H ^ s and are always positive, and is always negative.
c) increases rapidly with increasing atomic number within a given
d shell.
d)  ^is always larger than by a factor varying from 5 to 50.
e) y an<^- are usually of the same order of magnitude, except
when Nd(Ef) is very small (when the Fermi level lies at a deep
minimum in the density of states curve) in which case ™ » ^ d ’
or when the d band is almost empty or almost filled, in which case
Xw^C %d’
For example: in platinum the Knight shifts are large and negative with
a strong temperature dependence. This is due to the dominance of K^(T), 
since the d band is almost filled. While in vanadium, is small, 
leaving a large orbital shift (the d band is nearly half filled). The 
Knight shift in vanadium is positive and nearly independent of temperature.
The Knight shifts in transition metal alloys are expected to 
follow some of the same trends discussed above for transition metals.
The changes in the Knight shifts of a transition metal, matrix upon the
introduction of a solute (either normal or transitional) will depend 
strongly on the changes produced in the density of states curve at the 
Fermi energy and thus changes in the band structure in general. Another
19
effect which we expect upon alloying is the inhomogeneous broadening of 
the NMR line, due to the random distribution of the solute atoms in the 
transition matrix. Both of these effects will be discussed in the next 
section.
D. Disordered Alloys
The addition of solute atoms into the matrix of a transition 
metal host will modify the electron concentration and the charge distribu­
tion, and thus change the Knight shift. There may also be a broadening 
of the NMR line due to the compositional and structural disorder intro­
duced. There have been many different alloy theories which have attempted 
to explain these changes in terms of the changes in the electronic struc­
ture of the matrix. These theories range from the relatively simple 
"rigid band" and "virtual bound state" models to the more complex "multiple 
scattering" models and cluster calculations. We will limit our discussion
Q
here to the rigid band model (RBM) because of its successful application 
to transition metal-transition metal alloys, and to the virtual bound 
state (VBS) model because of its use by Daniel and Blandin^ to explain 
the changes in Knight shift and NMR linewidth quantitatively in normal 
metal alloys, and at least qualitatively in alloys containing transition 
metals.
As the name implies, the RBM considers the E = E(k) curve for
a given band and the corresponding density of states curve, N(E), or even
the combination of such curves for different bands, to be independent of
the way in which the electrons are added to the crystal. The Fermi energy
20
in this case depends only on the number of electrons per unit volume, and
N(E) is a unique function of the electron concentration. The RBM has
been used with some success to explain the correlations between the Knight
shifts, the susceptibilities and the low temperature specific heat measure-
11 12ments in transition metal-transition metal alloy like VCr and VTi , 
shown in Figure 3. In these alloys, a common d band is proposed with a 
Fermi level which shifts with the electron concentration. Thus all the 
alloys of VCr, VTc, VFe, VH, VCrH, VMn and VRu at a given electron con­
centration have similar Knight shifts, susceptibilities, and low tempera­
ture specific heats. In alloys of transition metals with normal metals,
13 lUlike NiCu and AgPd , the RBM seems to have little relevance. The 
introduction of a normal metal atom into the transition host matrix pro­
duces a much larger perturbation than that of another transition metal. 
Generally, there is no reason to expect the RBM to work when the impurity 
is so strong that perturbation theory breaks down.
For alloy systems like NiCu and AgPd (or VA1 and VSi), the RBM 
must fail. There should be a large amount of impurity electron scattering 
in these alloys, and the problem would be more effectively treated by a 
scattering theory, like the VBS model of Friedel^ and Anderson‘S. In 
the VBS model, the impurity potential and the scattering phase shifts are 
determined by satisfying the Friedel sum rule:
A Z  = (2/7T) S  (2J + 1) *1 . (16)
J °
where A Z  is the valence difference, and f"|j is the jth phase shift.
There will be either a decrease of an increase in the potential at the
21
FIGURE 3i The variation of (a) the Knight shift, (b) the 
magnetic susceptibility, , and (c) the density 
of states at the Fermi energy, N(E^ ), (from specific 
heat measurements) for vanadium-based transition 
metal alloys.
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site of the impurity, depending on the sign of the valence difference.
For a negative Az, the potential is raised near the impurity so that an 
atomic level might lie in the middle of the conduction hand. An electron 
in such a state will have a finite probability, depending on the density 
of the conduction band states and the matrix elements connecting the 
localized state with the band states, for tunneling into the conduction 
band. This gives the atomic state a finite lifetime and broadens it to 
produce what is called a virtual bound state (VBS). The formation of a 
virtual bound state by an impurity in a metal will also produce a charge 
disturbance, even when the valence of the host and the impurity are the 
same. Figure U shows the change density around a single impurity in the 
Friedel model. There is a large local peak associated with the VBS and 
the familiar "Friedel oscillations" due to the presence of the electrons 
at the Fermi level. The period of the oscillations is inversely propor­
tional to 2kp, the extremal caliper of the Fermi surface in the direction 
in question.
If exchange is included the potential experienced by the spin- 
down electrons may differ from that of the spin-up electrons. This can 
lead to the formation of a local magnetic moment on the impurity site.
No local moments have been observed in VA1 or VSi, and so we will not 
discuss it further.
The VBS model explains well the ultraviolet photoemission data 
13 lUfrom both CuNi and AgPd , where the RBM fails. While the VBS model 
does allow for the changes in the position and the width of the bands 
due to alloying, it fails when the impurity-impurity interaction is
2k
significant. If one considers only near-neighbor interaction, each 
impurity must be surrounded by at least one shell of host atoms. Thus 
the VBS model cannot be applied seriously to concentrated alloys.
Knight shift and the NMR line broadening due to the random distribution 
of impurity ions. Host nuclei at different distances from an impurity 
will see different shifts in their resonance frequencies due to the charge 
oscillations shown in Figure k . A line broadening and a change in the 
Knight shift is produced when the effect is averaged over all impurity 
ions and all host nuclei. This inhomogeneous Knight shift broadening 
should be very important in the amorphous alloys, where the distribution 
of resonance frequencies may be large.
bution to the NMR linewidth and the average Knight shift. They find:
where /S^ K^  is the change in Knight shift experienced by a nucleus at
The VBS model can be used to explain the change in the host NMR
Blandin and Daniel"*"^  have derived an expression for this contri-
(17)K P
with:
(18)
position R ,^ (R^ ) is the change in the charge density at R^  (see
Figure k ) , C is the impurity concentration, and the f)  ^are the jth 
phase shifts. The qC^ and the 8X6 given by the following combinations
of spherical Bessel and Neumann functions:
FIGURE kt A schematic illustration of the charge density 
around a single impurity in the Friedel model.
26
Perturbation of the Conduction Electron Charge Density
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(19)
(20)
The phase shifts are determined hy the sum rule in (l6). The effects of 
different atomic volumes were accounted for hy replacing the true AZ 
with an effective charge A Z 1, larger or smaller than AZ according to 
whether the host atom is larger or smaller than the impurity atom. 
Blandin and Daniel obtained an average Knight shift proportional to C:
and a linewidth contribution directly proportional, to the absolute Knight 
shift AH:
where the above averages are taken over the host atom sites, and the 
second equality is from the proportionality of the Knight shift to the 
electron density at the nucleus. Blandin and Daniel found the first 
term to be:
where the number D depends on the nature of the alloy. The second term
l A k
C K
j
( c*j sin2T)j + |3j sin 2 Hj) (21)
(22)
' 1/2
(23)
(2U)
28
2
was found to be proportional to C and was dropped for small C. The 
half-width at half-maximum of the NMR line of the alloy is then:
&H = [(6qH)2 + C D2 (AH)2]1/2 (25)
for small C, where is the width of the line in the pure metal.
A /% P 9
Since (Rj )/P decreases rapidly with Rj , the results in (25) will
fail when the impurity is not surrounded by on the average one complete 
shell of host atoms. The estimate of Blandin and Daniel considers only 
the effects of the variation in the electron density on the Knight shift. 
Clearly the shift depends on the magnetic susceptibility, which may also 
change upon alloying. The theory of Blandin and Daniel works well on 
alloys of noble and simple metals, but must be used with care when ap­
plying it to alloys containing transition metals, where the change in 
the susceptibility may be significant. (See Figure 3b) Despite these 
shortcomings, Daniel and Blandin considered the effect of transition metal 
impurities. In the case where no local moments are formed, the oscilla­
tions of the electron density created by the transition metal impurities 
should give the same effects as those of the normal metal impurities.
The Knight shifts should be independent of temperature (again, neglecting 
the temperature dependence of the susceptibility) and proportional to 
concentration. The reduced width of the resonance $ H/ A  H should vary
proportional to the square root of the impurity concentration. Experi-
13mentally this is observed in AgPd, AgPt, CuNi, CuTi, and AlMn.
29
E. The Electronic Properties of Crystalline V-Al and V-Si Alloys
The addition of aluminum into vanadium does not result in the 
filling of the vanadium d band, as would be required in a RBM. The 
electronic specific heat and the magnetic susceptibility do decrease very 
strongly with increasing A1 content, as shown in Figure 5; but a RBM 
interpretation would also require that for the addition of A1 to Tin _Vn „
U • | U • j
there be an initial increase in the density of states, and hence the
specific heat and susceptibility, followed by a decrease, analogous to
the effect of increasing the V concentration in the binary VTi (see
17Figure 3a). Pessall, et al., have shown that this, in fact, does not 
happen. Their results, shown in Figure 6, shows a decrease in specific 
heat with no sign of the initial rise. Therefore, we cannot use a RBM 
in the discussion of VA1 alloys.
3
Van Ostenburg, et al., have used NMR in the study of the
crystalline VA1 alloy system, up to Uo atomic percent Al in V. Their
51 27results are shown in Figure 7- Both the V and the Al Knight shifts
were found to be independent of temperature. The Knight shifts
were positive, increasing linearly with increasing Al concentration, from.
a value of 0.56% at pure V to 0.59% at 1*0 a.t.% Al. They also observed
a 0.k6% Knight shift for the -brass, fee compound V^ Alg. The Al^
51shifts were small and negative. The V Knight shifts seem to fit the 
Blandin and Daniel theory very well over the entire range of composition 
studied. The shifts are directly proportional to the aluminum concentra­
tion. This is surprising since there is a large change in the paramagnetic 
susceptibility. The paramagnetic susceptibility of the crystalline alloys
30
FIGUBE 5» (a) The electronic specific heat coefficient vs.
17aluminum concentration for crystalline V-Al.
(b) The paramagnetic susceptibility of crystalline
3
V-Al alloys as a function of Al concentration.
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FIGURE 7i The (a) V51 Knight shifts and (b) Al27 Knight 
shifts in crystalline V-Al alloys as a function 
of aluminum concentration. (T - 300* K)
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are shown in Figure 5 to decrease with increasing aluminum content.
Van Ostenburg explained his results using the partition of the Knight 
shift presented in part C of this section. A dominance of the orbital 
shift K ^  in these alloys accounts for the lack of temperature depen­
dence, while a reduction in the density of states of the vanadium d 
band near the Fermi energy, and thus a reduced core-polarization shift 
Kj, explains the small increase in the V ^  Knight shift with increasing 
Al content. Such a decrease in N(E )^ with increasing Al content is also 
indicated by the low temperature specific heat and the susceptibility 
measurements, as well as the T^T measurement of Kumagai and Asayama,"*"' 
shown in Figure 8. Van Ostenburg proposed also that the Fermi energy 
E^ remained at a value determined by the transition metal concentration 
only. The s-p band would thus be enlarged correspondingly. He believed
this to be responsible for an increase in the p core-polarization at the
27Al site, which reduces the Al Knight shifts from the pure Al value.
19Terakura and Kanamori have calculated the band structure 
resulting from the introduction of non-transitional impurities into a 
transition metal matrix. They find that the strong admixing of the im­
purity s-p states with the host d states produces bonding and anti­
bonding bands, with a valley in between. The position of this dip in the 
density of states curve depends only on the transition metal. With the 
Fermi level situated at the position of the dip, they suggest that this
results in a reduction in the s-p density of states at E^ on the impurity
27site and that this is responsible for the small (negative) Al Knight
27shifts seen by Van Ostenburg, et al. Both the Al T^T measurements of
FIGURE 8i The dependence of the V“^  (T.T) in crystalline
18V-Al on the aluminum concentration.
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20 21 Yokoyama, et al. and the soft x-ray spectroscopy results of Watson et.al.
show this reduced density of states in the Al s-p hand at in support
of the Terakura model. Watson also concluded that the Al s and p states
remained localized around "their own" atoms, apparently participating in
the forming of the Al-V bonds.
Van Ostenburg, et al., also measured the V^1 NMR linewidths as 
a function of external magnetic field and Al concentration. The observed 
widths increased linearly (at least at high fields) with external field. 
Figure 9 shows a replot of Van Ostenburgs linewidths as the square width 
versus Al concentration. The squared linewidths vary linearly with C, 
fitting the Blandin and Daniel theory remarkably well, indicating an 
inhomogeneous Knight shift source of broadening. Van Ostenburg attributed 
these linewidths to a combination of second-order quadrupole and aniso­
tropic Knight shift effects (he assumed the inhomogeneous Knight shift
22contribution to be small). Von Meerwall and Rowland have studied the 
V^1 quadrupolar effects in V-based transition metal alloys, as well as in 
solutions of oxygen and nitrogen in vanadium. They observed no second- 
order broadening above 1+ KG, even in the case of the interstitial impuri­
ties 0 and N. They proposed that the small magnitude in the effective 
electric field gradients in the V-based alloys is a result of a partial 
cancellation of the Sternheimer anti-shielding tendency by the overshield­
ing effect of a large density of states near the Fermi level at the V atoms. 
It is therefore unlikely that any sizeable second-order quadrupolar ef­
fects be observed in VA1 (above U KG) as proposed by Van Ostenburg. We
FIGURE A replot of the V NMR linewidths measured hy Van
3
Ostenburg, et. al., as the width squared vs. the 
aluminum concentration.
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believe that the broadening mechanism is a combination of anisotropic 
and inhomogeneous Knight shifts in crystalline and amorphous VA1.
With the exception of the intermediate compound V^Si, there 
have been few studies of the VSi alloy system. This is obviously due to 
the limited solubility of silicon in vanadium. ^Si is one of the A-15 
compounds and, as the other members of this group, has some very interest­
ing structural and electronic properties. The ^  -tungsten structure of 
the A-15 compounds is shown in Figure 10. In V^Si, the vanadium atoms 
lie on cube faces with nearest neighbors on the same faces at a distance 
of a/2 along the V "chains". The silicon atoms (shaded) lie at the cube 
corners and centers. At about 20°K, V^Si undergoes a phase transition
in which two of the crystal, axes shrink while the third elongates to
23
form a tetragonal structure with c/a = 1.0022. ^3®* a hi®*1 super-
21*conducting transition temperature of 1T.1°K. Weger and Goldberg have 
reviewed the lattice and electronic properties of the |3 -tungsten com­
pounds, including V^ Si.
In addition to these unique structural and superconducting 
properties, normal V^Si has a strong temperature dependence in its spin
lattice relaxation parameter (T^T),2  ^paramagnetic susceptibility,2  ^and
51 27 .the V Knight shift. As shown in Figure 11, the susceptibility in­
creases with decreasing temperature, while the V'*1 Knight shift decreases
28with decreasing temperature. Clogston and Jaccarino modified the two 
band model of Mott to explain these results. They proposed that the 
conduction band be formed from mostly vanadium l*s and l*p wave functions 
which overlap a narrower band formed from mainly the vanadium 3d wave
FIGURE 10s The /3-Tungsten crystal structure of V^ Si.
kh
THE ft-TUNGSTEN STRUCTURE
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FIG. 10
1*5
FIGURE Hi The temperature dependence of the susceptibility 
and the Knight shift in crystalline Si.
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functions. The Fermi level, as usual, cuts through "both bands. The 3s 
wave functions of Si form a very narrow band lying far below the Fermi 
level, Ef. Figure 12 shows their model. The strong temperature depen­
dence is a result of the very sharp feature found in the density of 
states curve near E^ . A decrease in temperature causes an increase in 
the density of states at E^ , N^(Ep, which results in an increase in the 
susceptibility. See equations (2) and ( k ). This will also result in a
more negative K^Ct ) and, hence, a decrease in the V^1 Knight shift.
29 30 31 32Weger and Barak, Mattheiss, * and Klein, et al., have
calculated the band structure of V^Si. The results of Weger and Barak 
are shown in Figure 13. All of the above mentioned results indicate the 
presence of a sharp structure in the density of states curve near the 
Fermi energy, in support of the model of Clogston and Jaccarino.
F. Amorphous Alloys
The terms "metallic glasses" and "amorphous alloys" may be used 
interchangeably when referring to these metallic materials without the 
structural long range order found in crystalline materials. Since these 
materials are always formed as alloys and never as pure elements, some 
investigators find the latter to be more descriptive.
It is well established that for a given substance, there exists 
at least one crystalline phase which is more stable than the amorphous 
phase or phases. Hence, an amorphous phase can at best be only metastable, 
making a transition to the more stable crystalline phase at some tempera­
ture, T , called the glass temperature. When a liquid is cooled through
1+8
FIGURE 121 The model of Clogs ton and J&cc&rino for the hand 
structure of V^ Si.
1*9
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FIGURE 13t The results of the band structure calculations
29of Weger and Barak 7 for the ^ -Tungsten compound,
v3si.
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the liquidus temperature, crystallization does not begin everywhere at 
once. Nucleation centers are formed, which grow by accretion until the 
entire volume is solidified. This formation and growth of nucleation 
centers requires a finite time. Thus the formation of a metallic glass 
can be achieved if the cooling through this intervening region to a tem­
perature below T is so fast that no time is allowed for the crystals to 
form. This can be done through any one of the following procedures:
(l) by rapid quenching from the melt as in "splat cooling" or "melt- 
33spinning", (2) by vapor quenching as in evaporating or sputtering onto
3^
cryogenic substrates, or (3) by laser pulsing or glazing of a solid 
35surface. Amorphous alloys have also been formed by chemical deposition 
and by the irradiation of crystalline alloys, but these techniques are 
limited in their applications.
Some of the properties which affect the formation of amorphous 
alloys are the melting point (liquidus temperature), the heat of vaporiza­
tion, the melt viscosity, the nucleation rates, the quenching rate, the 
solubility of the constituents, and the impurity content. An alloy will, 
in general, have a high "glass forming tendency": if it has a high
average melting point, which implies a high T , if the solubility of its 
constituents is limited, and if one of its components is one of the glass 
formers, like: boron, phosphorous, or silicon.
Neutron, electron, or x-ray diffraction may be used to charac­
terize amorphous alloys. The structure factor of amorphous alloys 
exhibits broad, diffuse maxima in contrast to the sharp, well defined 
peaks characteristic of crystalline materials. Figure lU shows the x-ray
FIGURE I4i The x-ray diffraction pattern for an amorphous 
V-43 at. % Si sample before annealing.
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diffraction pattern of an amorphous VSi alloy. While such a structure 
factor denotes a lack of long range order, it tells nothing about the 
local or short range order which may, or may not, be present in these 
materials.
There are two popular models devised to describe the local 
structure of amorphous alloys: the microcrystalline model and the dense
random packing of hard spheres (DRPHS) model. Advocates of the micro­
crystalline model propose that an amorphous alloy be composed of many 
small regions, with crystalline order, embedded in a matrix of randomly
connected atoms. These crystallites may contain up to 100 atoms each 
o
and be about 10 A in diameter. Since they are randomly oriented, no long
36range order can be detected. The second model, due to Bernal, is the 
DRPHS model. Originally, applied to the structure of liquids, this model 
generates a cluster of atoms by adding spheres one at a time to whatever 
available position is closest to the center of the cluster as a whole. 
Bernal showed that the structure formed in this way could be described 
by an assembly of tetrahedrons distorted in many directions in combina­
tion with many voids, bounded by the triangular faces. Sadoc, Dixmier 
37and Guinier, have developed a binary DRPHS model applied to the CoP
glasses. Using a combination of x-ray and neutron diffraction techniques,
they determined experimental partial distribution functions for P-P, Co-P,
and Co-Co, which agreed with their model. Radial distribution analysis,
like that performed by Sadoc, et al., seems to favor the DRPHS models over
38the microcrystalline ones. Cargill has presented an excellent review 
of the structural properties of metallic.glasses.
56
The question of amorphous alloy stability has received con­
siderable attention. All amorphous solids tend to relax toward more
stable phases upon annealing. Sometimes there even seems to be more
39 Uothan one metastable amorphous phase. * This is true even for the 
common silicate glasses, though the crystallization rate is very slow 
at room temperature. In the silicate glasses, the atoms are intercon­
nected by strong, directed covalent bonds, which have to be broken or 
redirected in order for crystallization to take place. Hence, although 
the free energy of the crystalline phase would ultimately be lower than 
that of the glass, a substantial input of energy would be needed to 
effect the transition. This behavior has prompted many theorist to pro­
pose a "chemical bonding" source of stability for the amorphous alloys 
as well. It must be maintained, however, that the chemical bonding of 
the atoms in a metal is more diffuse than that in insulators, like the
silicates, and that individual bonds are not strongly directed from one
ljl
atom to the next. Polk has examined the nature of the chemical bonding 
in amorphous alloys in conjunction with the binary DRPHS model. He pro­
poses a charge transfer from the metalloid to the metal atoms in glasses 
like NiP, resulting in an ionic contribution to the binding energy. On
h2the other hand, Chen and Park maintain from the atomic volume estimates 
and the compositional diagram, that covalent bonding must exist in amor­
phous NiP and that a measure of short range order exists even in the 
liquid. Nagel and Tauc have taken a nearly-free-electron approach to 
explain the stability of metallic glasses. Using a rigid band model,
57
they argue that maximum stability in an amorphous alloy corresponds to 
the composition for which the Fermi level lies at a local minimum in the 
density of states, and in which case small perturbations around that con­
figuration will increase the total electron energy. Such a minimum is
associated with a value of k. such that k = 2k_, where k is the valuef p f P
of k corresponding to the first peak in the structure factor and k^, is 
the radius of the Fermi sphere. This requires the assumption of a spherical 
Fermi surface and a spherically symmetric structure factor. Both of these 
assumptions may be inappropriate to amorphous alloys containing transition 
metals. At any event, the presence of a feature such as a minimum in the 
density of states curve near the Fermi level should be detected in measure­
ments of low temperature specific heat, magnetic susceptibility and Knight 
shifts, as well as, in photoemission spectra. The Nagel and Tauc minimum
could not be confirmed by either the specific heat measurements on amor-
th€
1+5
kkphous Pd-Si-Cu of Mizutani, et al., or e photoemission spectra of
amorphous Pd-Si measured by Riley, et al.
Very little work has been done on the electronic structure of 
amorphous alloys. Attempts to model the electronic structure of these 
alloys invariably relate to the question of short range order (SRO) in 
amorphous alloys. It is generally believed that a type of SRO does exist 
in the amorphous alloys; but the question of how this SRO compares to that 
of the corresponding crystalline, or even the liquid alloys, is still 
open. Electronic properties, like Knight shifts, magnetic susceptibilities, 
and photoemission spectra, show small changes in going from most liquid to
58
solid (crystalline) alloys, indicating a similar SRO and electronic 
structure in both phases. These same properties may be used to answer 
many of the questions concerning the amorphous SRO. Care, however, 
must be taken when these experimental results are used to ascertain the 
SRO changes in these materials. For changes in these properties upon 
going from an amorphous to a crystalline phase (or from the liquid to 
the solid for that matter) may not only indicate possible changes in the 
SRO, but may also raise questions about the sensitivity of these proper­
ties, and the electronic structure in general, to small changes in the SRO.
51This may be especially true for the V Knight shifts in the amorphous 
V-Al and V-Si alloys. The V'^ Knight shifts do not change very much when 
vanadium is alloyed with either normal or transition metals.
This thesis describes the first preparation and study of amor­
phous V-Al and V-Si, and there are no other studies of SRO in these 
materials. There are a few results from the SRO studies of other amorphous 
alloy systems which merit mentioning here.
Bennett, Schone, and Gustafson^ have measured the Knight 
shifts in amorphous Ni-P alloys of the same composition, but prepared by 
two different techniques: electroplating and electroless chemical deposi­
tion. They find different Knight shifts, indicating the presence of at 
least two different types of SRO in Ni-P. The electroplated samples show 
similar shifts, and possibly a similar local structure, to the inter- 
metallic compound Ni^ P.
U7Panissod, et al., have investigated the quadrupolar effects 
in the NMR of several amorphous alloys: La-Ga, Mo-B, Mo-Ru-B, and Ni-P-B,
59
in order to determine the local charge symmetry around the s-p element 
sites. In comparison with the corresponding crystalline compounds:
La^Ga, Mo^B and Ni^B, they have concluded that the amorphous structure 
retains a significant extent of the local symmetry of their crystalline 
counterparts.
U8On the other hand, Vincze, et.al., have recently studied the 
chemical SRO of amorphous Zr^Fe "by Mosshauer spectroscopy. They find the 
SRO of amorphous Zr^Fe to be similar to that of a metastable, crystalline 
phase of Zr^Fe, but quite different from that of the stable crystalline 
compounds: Zr^Fe, ZrgFe and ZrFe£.
All of the results above indicate a possible connection between 
the SRO of the amorphous alloys and that of some crystalline phase. It 
will be interesting to compare the results of our NMR study of amorphous 
V-Al and V-Si to those of the crystalline alloys and intermediate phases 
of these two alloy systems.
III. EQUIPMENT AND EXPERIMENTAL TECHNIQUE
A. Sample Preparation
The samples used in this investigation were prepared in the
form of thin amorphous films by a process of r.f. sputtering onto low
temperature substrates, method (2) in Section II-F. Sputtering is the
ejection of atoms or molecules from the surface of a solid by ion bom-
9^ 50 51bardment. Chopra, Maissel, * and Turner have reviewed the use of 
sputtering in the preparation of both crystalline and amorphous alloy 
films.
Figure 15 shows a schematic of the sputtering vacuum system 
used. The essential components of the system are two electrodes sealed 
in a vacuum chamber. To the upper electrode, called the target, is 
attached the material to be sputtered. The substrate is placed on the 
lower electrode, called the "J" head. Both electrodes are water cooled; 
but, in addition, a copper platform is attached to the top of the "J" 
head and almost thermally isolated from it. This platform is held at a 
temperature near 7T°K by flowing liquid nitrogen through it during the 
sputtering process. The substrates were held with a circular collar to 
the top of the copper platform. The vacuum chamber consists of a 13 inch 
diameter stainless steel can pumped from the bottom by a large roughing 
pump and a 6 inch diffusion pump. The diffusion pump was separated from 
the chamber by a 6 inch gate valve. A needle valve in the side of the
60
FIGURE 15i A schematic of the sputtering vacuum system.
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can allowed argon gas to be leaked into the chamber during the sputtering 
process. The pressure of the initial pump-down and of the argon sputtering 
gas was monitored with an ionization gauge and a thermocouple gauge which 
were mounted directly to the walls of the chamber. Suspended between the 
target and the substrate was a movable shutter, held at the same potential 
as the substrate. This allowed the target to be cleaned by sputter- 
etching before the actual sample preparation began. The r.f. power was 
fed in through an impedance matching network to the target electrode.
The substrate was grounded.
The target materials were 5 inch diameter discs of the elemental 
metals: aluminum, silicon and vanadium. The aluminum discs, purity 99*7$»
were purchased from A. D. Mackay Metals. The silicon and vanadium tar- 
gete were supplied by Materials Research Corporation, and were specified 
to be 99*99$ and 99*8$, respectively.
To obtain the desired alloy compositions, a technique of co- 
sputtering was used. Two elemental target discs were sandwiched together, 
with holes drilled in a symmetric distribution on the outer disc.
Figure 16 shows the co-sputtering target assembly. There were a total 
of 6l holes drilled in each outer target disc. The concentration of any 
constituent was proportional to the fractional area of the element sur­
face exposed to the plasma and the relative sputtering yield of the 
element. For a vanadium outer target element, with holes of radius r, 
mounted on top of a disc of metal X, the following relationship holds 
for the concentration of the X element, x:
FIGURE 16i The sputtering target assembly.
i  
1 "
Y
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where Ax and Ay are the respective surfaces areas of the X and vanadium 
elements exposed to the plasma, while Yx and Yy are their sputtering 
yields. In terms of the radius of the target R, the radius of the holes 
r, and the number of holes n:
where W is the ratio of the radii, R/r, and S is the ratio of the sput­
tering yields, Yy/Yx- The values of S for aluminum and silicon were 0.56 
and 1.32, respectively. These values were computed from the yields
For all of the amorphous VSi alloys and for the amorphous VA1 
alloys with A1 concentrations up to 6k atomic percent, this configuration 
with vanadium on top of solid silicon or aluminum was used. However, in 
order to achieve higher aluminum concentrations, target assemblies with 
a drilled aluminum disc on top of a solid vanadium disc had to be used. 
Equation (28) could then be used to compute the vanadium concentration, 
in this case, by simply replacing S by S Table 2 lists the hole sizes 
and the corresponding compositions for both target configurations.
The substrates onto which the amorphous alloy films were plated 
were 5 inch copper circles, approximately 8 mils thick. These substrates 
were cleaned prior to their introduction into the sputtering system by
(27)
(R2 - nr2) Yy + nr2 Yx
or:
x = [(W2/n - 1) S + I]-1 (28)
52measured, under argon bombardment, by Laegrid and Wehner and 0.6 keV 
53and by Oechsner at 1.0 keV. The ratio was the same for both energies.
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TABLE 2
The target hole sizes and corresponding alloy compositions,
(a) The Vanadium on Aluminum Configuration.
HOLE RADIUS, r (inches) ALUMINUM CONC.' x (at.*)
0.0960 0.150
0.1430 0.308
0.2265 0.642
(b) The Aluminum on Vanadium Configuration.
HOLE RADIUS' r (inches) ALUMINUM CONC.* x (at.*)
0.0940 0.950
0.1563 0.850
0.1950 0.750
(c) The Vanadium on Silicon Configuration.
HOLE RADIUS, r (inches) SILICON CONC.* x (at.*)
0.096 0.070
0.1430 0.159
0.2265 0.432
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chemical etching in a bath of about h0% nitric acid. By weighing the 
substrates before and after sputtering, the film thickness was determined 
gravimetrically, taking the film density to be a weighted average of the 
bulk metal values. The thicknesses ranged from b to 10 microns.
Before sputtering the chamber was evacuated to a pressure of 
—6less than 2 x 10 Torr, for at least 2b hours. During the sputtering 
process, the gate valve was partially opened to allow a continuous flow 
of argon through the system, but at a constant pressure of 18 microns of 
mercury. The power used during sputtering varied between 100 watts and 
200 watts, forward, and zero reflected. The target voltage was maintained 
between 0.9 KV and 1.2 KV. The target was pre-sputtered (etched) for at 
least 30 minutes before the shutter was opened and sample preparation 
began. The sample preparation times ranged from 12 hours at 100 watts 
to 6 hours at 200 watts, forward power.
After preparation, the samples were characterized as being 
amorphous by x-ray diffraction, using Cu KqC radiation. Figure lU (in 
Section II-F) shows a diffraction pattern for an amorphous V-b3% Si 
sample. The sharp peaks on top of the broad amorphous structure are from 
the copper substrate.
Samples which showed good adhesion to the copper substrate were 
cut (substrate and all) into 1 cm x 1.5 cm, rectangular wafers. These 
wafers were then sandwiched together, with alternate layers of mylar 
insulation. The radio frequency coil, used for the NMR measurements, 
was wound directly on the bundle. If the adhesion of the sample was poor, 
the film was removed from the substrate by gently bending the copper
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substrate. The amorphous material was then ground into a powder, passed 
through a 300 mesh sieve, and mixed with 300 mesh ground glass for insu­
lation. The alloy powder-glass mixture was sealed in a thin walled 
glass tube. The NMR coil in this case was wound directly on the outside 
of the glass tube.
After all of the NMR measurements were made on the amorphous
samples, they were annealed in Vycor glass tubes. Before being sealed,
-6the tubes containing the samples were evacuated to a pressure of 10~
Torr and degassed at a temperature in excess of 300°C. With the excep­
tion of the powdered V-85% A1 and the Y-h3% Si samples, all samples were 
annealed for 2k hours at a temperature of 900°C. The powdered samples 
were annealed at a lower temperature of 600°C to prevent a possible 
softening of the pyrex glass insulation and a settling of the metal powders. 
After annealing, the samples were again examined by x-ray diffraction.
Figure IT shows the diffraction pattern of the same k3% silicon sample 
(as in Figure lU) after annealing.
B. NMR Equipment and Measurements
Two different NMR spectrometers were used in this investigation:
a crossed-coil (nuclear induction) type spectrometer with a Varian VU230
5k 55wide line probe, and a Robinson oscillator type spectrometer.
Figures 18 and 19 show block diagrams of the crossed-coil spectrometer
and the Robinson oscillator spectrometer, respectively. The use of the
crossed-coil spectrometer was limited to the study of powdered samples,
while both powdered and bulk metal samples could be studied with the
70
FIGURE 17i The x-ray diffraction pattern for an amorphous 
V-43 At. % Si sample after annealing.
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FIGURE 18i A block diagram of the cross-coil NMR spectrometer.
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FIGURE 19* A block diagram of the Robinson oscillator type 
NMR spectrometer.
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Robinson oscillator. An additional advantage of the Robinson oscillator 
is that the entire sample and coil could be attached to a cable and 
suspended inside a Dewar without the geometric restrictions of the 
Varian probe. This was very convenient for the low temperature measure­
ments.
Both spectrometers used a standard narrow-band, phase sensitive 
detection technique. Such a scheme was dictated by the low signal to 
noise ratios of the nuclear resonance signals and requires the use of 
magnetic field modulation. The audio frequency reference signal of the 
lock-in amplifier was suitably amplified and fed to a pair of Helmholtz 
coils attached directly to the pole faces of the magnet. The modulation 
frequencies used were on the order of 100 Hertz. For modulation amplitudes 
small compared to the NMR linewidth, the d.c. output of the lock-in am­
plifier was then proportional to the derivative of the resonance absorption 
curve.
To further enhance the signal to noise ratio, the lock-in output 
was fed to a signal averaging computer, a Northern Scientific Model 560.
In the signal averaging procedure, the signal is synchronized to the sweep 
of the computer by a time-lock trigger command. The signal is sampled,
digitized, and added to the computer memory. As the number of repetitive
sweeps increases, the desired component of the signal, being periodic with 
the sweep, accumulates linearly, while the random noise component adds 
like the square root of the number of sweeps. This gave a signal enhance­
ment of n, where n is the number of sweeps. To acquire a reasonable
signal to noise ratio, the number of sweeps used varied from 10 at T7°K 
to 20 or 30 at room temperature.
TT
The static magnetic field was produced with a Magnion Model 
Hsr 10200 electromagnetic, capable of providing fields of up to 30 kilo- 
gauss. The pole pieces were 15 inches in diameter, tapered to 6 inches, 
with a 1 3A  inch gap. The field homogeneity was better than 0.1 gauss
over the volume of the sample (about 1 cm ).
To eliminate time constant effects during the NMR measurements,
which tend to displace the resonance line from its true position, care
was taken to use sufficiently slow sweep rates. This meant choosing 
time constants and sweep rates such that at least ten times the time 
constant is spent passing through the line. Modulation effects on the 
linewidth and shape were minimized by using as low a value of the peak 
field modulation amplitude as the signal to noise would permit, typically 
less than one third of the peak-to-peak linewidth.
Since the lock-in detection method gave the derivative of the 
absorption curve, it was convenient to use the cross-over point as the 
resonance position. The linewidths were measured as the distance (in 
field units) between the maximum and the minimum of the derivative curve. 
No eddy current effects were observed in the resonance lines, in 
either the bulk metal or the powdered samples. Since the copper nucleus 
has a gyromagnetic ratio very close to that of both aluminum and vanadium 
(1.131), it was convenient to use the Cu resonance position as a field 
reference. The Cu resonance was strongly distorted by eddy current 
effects, probably due to the greater thickness and the higher conductivity 
of the copper. The cross-over point of the Cu resonance was shifted 
to a higher field value with respect to the true resonance position.
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Using the results of Chapman, et al., a correction of about 0.3 times 
the peak-to-peak Cu linewidth was required, typically 1.9 gauss for a
10.6 kilogauss external field. All Knight shifts were computed from the
5lV gryomagnetic ratio given in Table 1. The estimated error m  the line 
position was less than +_1.0 gauss, resulting in a Knight shift error 
of less than +_ 2 percent. The error in the linewidth measurements, 
taken at 77°K, was less than +_ 6 percent. Due to the low signal to noise 
ratio, no linewidth measurements were made at 300°K.
IV. RESULTS AND DISCUSSION
In this section, the results of the NMR measurements on the
51 27amorphous V-Al and V-Si alloys are presented. Both the V and the A1 
resonances were observed in V-Al, but only the resonance was observed 
in V-Si. The concentration, temperature and external field dependences 
of the Knight shifts and V”^  linewidths were determined. All Knight 
shifts are given in percent of the external field and all linewidths are 
given as the peak-to-peak width of the absorption derivative in gauss. 
Finally, all of the samples were annealed and remeasured to determine any 
changes which occur during crystallization.
A. The Knight Shifts in Amorphous V-Al
Pure vanadium is found to have a positive Knight shift of 0.56 
at T7°K and 0.58 at 300°K. The results of our measurements of the V ^  
Knight shifts in amorphous V-Al are shown in Table 3. The measurements 
were made at both 77°K and 300°K for all four aluminum concentrations:
15 at. %, 31 at. %, 6k at. %, and 85 at. %. The measured shifts are all 
positive and greater than those of pure vanadium at the corresponding 
temperatures. In addition, these shifts show a small linear increase 
with increasing A1 concentration, from 0.57 in V-15$ A1 to 0.59 in V-85$ A1 
at 77°K, and from 0.59 to 0.6l at 300°K. Figure 20 shows a plot of these 
V^1 Knight shifts versus aluminum concentration in atomic percent. The
3
solid line represents the results of Van Ostenburg, et al., for the
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FIGUHE 20i The V51 Knight shifts in amorphous V-Al. (The 
line represents the results of Van Ostenhurg, 
et. al., for crystalline V-Al at 300 °K.)
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crystalline V-Al alloys at 300°K. In the amorphous alloys, we have been 
able to extend the A1 concentration to 85$, well beyond the h0% solu­
bility limit of the crystalline alloys. Our results agree very well with
51those of Van Ostenburg, et al. The small increase in the V shift ex­
tends continuously into the region where the crystalline alloys do not 
exist.
In order to examine the temperature dependence of the V"^ Knight 
shift in these amorphous alloys, a more detailed study was made of the 
Y-6k% Al alloy. Figure 21 shows the results of that study. We found 
only a small increase in the shift with increasing temperature, from 
about 0.57 at 11.7°K to 0.60 at 300°K, only slightly greater than the 
estimated experimental error. Van Ostenburg, et al., also reported no 
significant temperature dependence in the shifts of the crystalline
alloys. They gave no numerical results.
27The Al Knight shift in pure aluminum is 0.162 at 77°K and 
0.161+ at 300°K. Table 1+ gives our results for the Al^ Knight shift in 
amorphous V-Al. All these shifts are negative, except for that of V-85$ 
Al, and almost zero. Figure 22 shows a plot of these shifts versus the 
Al concentration. Again our results agree with those of Van Ostenburg 
at 300°K (shown as the solid line) for the lower aluminum concentrations, 
within experimental error, and extend their results continuously beyond 
the range of solubility of the crystalline alloys.
Since both of the Knight shift results for the amorphous V-Al 
alloys agree with those of the crystalline alloys, we may treat them 
theoretically as crystalline but with an extended solubility range.
FIGURE 21t The Knight shifts versus temperature for
amorphous alloy.
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TABLE 4
27The Al ' Knight Shifts in Amorphous V,
Sample
Knight Shift 
at 77 K 
(*)
V H s
- 0.02
W 1*
- 0.02
V3 6 ^ -0.01
V15*85
+ 0.01
27FIGURE 22t The Al Knight shifts In amorphous V-Al as a 
function of aluminum concentration at 77 * K. 
(The line shows the results of Van Ostenburg, 
et. al., for crystalline V-Al at 300°K.)
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The theory of the crystalline shifts was discussed in Section II-E. Sum­
marizing, there is a reduction in the density of states at the Fermi 
level E^ with increasing Al concentration, causing a decrease in the 
small, negative d-core polarization contribution to the V ^  shift. The 
dominant orbital term does not change. At the Al site, the Terakura
anti-resonance dip (see section II-E) reduces the Al s-p density at E^
27and, consequently, the s-contact contribution to the Al nuclei. As 
the Al concentration is increased to 85$ (as the V concentration decreases), 
this effect is reduced. In pure aluminum, of course, it disappears all 
together.
Upon annealing the amorphous V-Al samples, two kinds of be­
havior were observed: (l) the V-6U$ Al sample showed a much narrower
NMR line with no change in the Knight shift, (2) the other samples 
gave wider NMR lines, on the order ot 30 gauss, but with a lower Knight 
shift, about 0.30. The first behavior was expected. A degree of narrow­
ing should occur upon crystallization as the shift inhomogeneity decreases. 
The fact that the shift of the N-6k% Al sample does not change upon 
crystallization is consistent with the results of Van Ostenburg, et al., 
on crystalline V-Al. The annealing of the V-6U$ Al sample probably re­
sulted in a phase separation into V-U0$ Al plus a small quantity of the 
intermetallic compound, V^Alg (see the phase diagram in Figure 1). The
V^"*" resonance line in VrAl0 has a shift of 0.^ 6. Such a line was not,
? o
however, observed. In the other samples, a much wider NMR line was ob­
served, on the order of 30 - kO gauss, with a lower Knight shift of about 
0.3. We believe that these samples were oxidized during the annealing
90
process. Since the degassing temperatures were only 300°C, about 1/3 
of the annealing temperature, there is a possibility that additional gases 
were desorbed from the glass walls of the tube or from the copper sub- 
trates during annealing to react with the sample film. The measured 
Knight shift values, after annealing, also agree with those of the vanadium 
oxide VOg. It is interesting to note that the Y-&5% A1 sample showed 
the same 0.3 shift after merely aging at room temperature for several 
weeks, and there were no further changes induced by a subsequent annealing 
at 600°C.
B. The Knight Shifts in Amorphous V-Si
The V51 Knight shifts were measured in amorphous V-Si both 
before and after annealing. Table 5 presents the results of these measure­
ments. There is little change in the shift of these alloys, either with 
Si concentration or temperature. Figure 23 shows a plot of the shifts 
as a function of Si concentration for 77°K and 300°K. The only crystalline 
alloy data available for comparison are those for the intermetallic com­
pound V^ Si. The Knight shifts in V^Si were discussed in Section II-E.
There is a strong temperature dependence in the V"^ shift in V^Si; the 
shifts vary from 0.1+9 at 77°K to 0.60 at 300°K. If we believe that this 
temperature dependence results from sharp features in the density of 
states curve, which is characteristic of the quasi-linear structure of 
the vanadium atom in the ^-tungsten crystal, then it is not surprising 
that we do not see this temperature dependence in the amorphous alloys.
What is truly surprising is the fact that we are able to phase separate
91
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FIGURE 23i The V*^  Knight shift in amorphous V-Si as a func­
tion of silicon concentration.
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9b
out enough of the V^Si to see this temperature dependence after the 
samples are annealed.
After annealing, the room temperature shifts in the V-l6% Si 
and the V-b3% Si samples were unchanged, within experimental error, 0.58
and 0.60, respectively. The NMR in V-7% Si was not observed at 300°K.
At TT°K, all shifts were substantially reduced: O.U9 for V-7$ Si, 0.5^
for V-l6% Si, and 0.51 for V-U3% Si. This "new" temperature dependence 
is very close to that of V^ Si. The presence of the V^Si phase in the 
annealed samples was confirmed by x-ray diffraction. The variation in 
the amount of temperature dependence in the three samples is probably 
due to variations in the degree of ordering induced by the annealing 
process. The existence of partial ordering also explains the increased 
linewidths in two of the samples (V-7$ Si and V-l6% Si).
The larger V ^  Knight shifts in amorphous V-Si may also be ex­
plained in terns of Van Ostenburg's theory for V-Al, that is, a reduction
17in the density of states at E^ . Pessall, et al., have shown that the 
addition of normal metals, like Al, Sn and Sb, to vanadium reduces the 
electronic specific heat coefficient. We may expect a similar effect if 
Si could be added to vanadium to form a solid solution. The formation 
of an amorphous alloy permits us to do just that.
C. The V~^ NMR Linewidths
Figures 2b and 25 show that the V ^  linewidth increases rapidly 
as either Al or Si is added to vanadium. All of the amorphous alloy 
widths are greater than the 13 gauss width of pure vanadium. Tables 6 and 7
FIGURE 24t The V"^  NMR linewidth in amorphous V-Al versus 
aluminum concentration.
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FIGURE 25i The NMR linewidth in amorphous V-Si versus 
silicon concentration.
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TABLE 6
The V51 Knight Shifts and Linewidths for Amorphous V100_XA1X •
Aluminum 
Concentration 
X (at. %)
External 
Magnetic 
Field (KG)
V* 
Linewidth 
H (G)
V *
Knight Shift 
K (*)
15 6.9 12.3 0.57
8.8 13.2 0.57
10.6 13.7 0.57
12.0 15.6 0.56
13.5 14.7 0.58
14.8 15.9 0.58
31 8.7 15.4 0.57
9.7 16.6 0.57
10.6 17.0 0.58
11.5 17.4 0.56
12.8 18.1 0.58
14.1 18.5 0.57
64 8.8 18.5 0.58
10.6 20.3 0.58
11.8 20.8 0.58
12.8 22.2 0.57
13.5 23.1 0.59
14.8 24.7 0.60
85 10.6 15.7 0.59
12.8 17.2 0.59
14.8 19.2 0.60
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TABLE 7
The V*^  Knight Shifts and Linewidths for Amorphous .
Silicon 
Concentration 
X (at. %)
External 
Magnetic 
Field (KG)
V
Linewidth 
H (G)
V51
Knight Shift 
K (*)
7 8.1 16.2 0.61
9.9 17.1 0.59
10.6 17.9 0.58
11.7 18.7 0.60
12.8 19.6 0.60
14.0 20.8 0.61
16 8.5 17.6 0.60
9.9 19.1 0.61
10.6 19.9 0.61
11.7 22.2 0.62
12.8 23.8 0.62
14.0 25.0 0.63
14.8 26.6 0.63
43 6.9 17.6 0.58
7.5 19.5 0.60
8.6 21.0 0.60
9.8 22.3 0.60
10.6 23.1 0.60
12.8 24.4 0.61
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present the V^'*' linewidths in amorphous V-Al and amorphous V-Si, respec­
tively, for external magnetic fields ranging from 6.9 KG to 1^.8 KG..
These measurements were taken at TT°K. Figures 26 through 32 show plots 
of the linewidths squared versus the square of the external field. For 
all of the alloys, there is a linear increase in the V'*"'" linewidths with 
increasing external field.
In alloys there are a number of line broadening mechanisms which 
may contribute to the measured linewidths. They are: (l) the nuclear
dipolar broadening, (2) the indirect spin-spin interactions, (3) the 
lifetime broadening, (1+) the broadening due to the bulk paramagnetism 
of the sample, (5) the broadening due to second order electric quadru- 
polar interactions, and (6) the inhomogeneous Knight shift broadening.
The dipolar linewidths are due to the existence of a magnetic
5Ucoupling between the neighboring nuclear moments. Assuming a gaussian 
57line shape, Drain calculated a value of 8.8 gauss for the dipolar 
width of pure vanadium. The measured linewidths of vanadium are larger 
because of the presence of other mechanisms like the indirect spin-spin
rQ
interaction discussed by Ruderman and Kittel, and Bloembergen and 
59Rowland. These are interactions between nuclei mediated by both contact 
and non-contact hyperfine fields, similar to those producing the Knight 
shifts. The contact part can lead to a broadening of the resonance line 
in alloys.
The lifetime or spin-lattice relaxation time broadening is a 
result of the uncertainty principle. The finite lifetime of the nuclear 
state broadens the energy levels on the order of h T""*" and hence,' the
102
FIGURE 26i The V51 NMR linewidth in amorphous V^Al^ as a
function of external magnetic field.
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FIGURE 27i The V51 NMR linewidth in amorphous VggAl^ i
function of external magnetic field.
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FIGURE 281 The NMR linewidth in amorphous V^gAl^ as a 
function of external magnetic field. (Before and 
after annealing)
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FIGURE 29* The V"^  NMR linewidth In amorphous V^^Alg^
function of external magnetic field.
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FIGURE 30i The NMR linewidth in amorphous V^Si^ as a
function of external magnetic field.
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FIGURE 311 The V"^  NMR linewidth in amorphous Vg^Si^ as a
function of external magnetic field.
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FIGURE 321 The V51 NMR linewidth in amorphous V^Si^ as a
function of external magnetic field. (Before and 
after annealing)
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resonance lines. This mechanism becomes important only for very short 
values of T^ . In V-12$ A1 and V^Si, T^  was measured to be 13ms and 7ms, 
respectively, at 77°K.i| In both cases, the corresponding lifetime 
widths are on the order of 0.2 gauss. This is much too small to be im­
portant in the amorphous alloys where the widths are typically on the 
order of 20 to 30 gauss.
When a non-spherical particle is magnetized, the field pro­
duced inside is not uniform. Such a variation of the field within a sample 
depends on the geometry as well as the strength of the external field.
6oThis leads to an inhomogeneous broadening of the NMR line. Drain has
estimated the size of this contribution to the linewidth in vanadium to
be less than 1.0 gauss in a 10 kilogauss external field. It is too small
to be considered here.
5lSince the V nucleus possesses a nuclear electric quadrupole 
moment, the non-cubic symmetry of the amorphous alloys makes the second 
order quadrupolar broadening of possible importance. The effect to first 
order of an interaction produced by, say, the introduction of impurities 
of defects in a metal, is a loss in the intensity of the NMR line, as the 
quadrupolar satellites are removed from the central (1/2 - 1/2) transition
g-
line in the "all or nothing wipeout" model due to Bloembergen and Rowland. 
This actually leads to a narrowing of the resonance linewidth. Van 
Ostenburg calculated the width of the central line in N-b0% A1 to be 
6.7 gauss. The effect of the second order quadrupolar interaction is to 
shift and broaden the central line. The effect of second order quadrupolar 
broadening decreases with increasing external magnetic field. Since all
117
of our linewidths increase with increasing external, in some samples as
low as 6 kilogauss, we do not believe quadrupolar effects to be dominant
in amorphous V-Al or amorphous V-Si. This is consistent with the results
22of Von Meerwall, et al., on the study of the effects of impurities in 
vanadium, discussed in Section II-E.
The final mechanism, the inhomogeneous Knight shift broadening, 
makes the greatest contribution to the linewidths in the amorphous alloys. 
The variation of both the isotropic and the anisotropic parts of the 
Knight shift over the volume of the sample are responsible for this ef­
fect. In their discussion of the linewidths in crystalline V-Al, Van
3
Ostenburg, et al., considered only the anisotropic part. They assumed 
that the d-band electrons of vanadium avoid the Al cells as if Al were 
an obstacle. The result is the introduction of an anisotropy into the 
d-wavefunction on the V sites where, in the absence of the Al, there would 
normally be cubic symmetry. They explained the small temperature depen­
dence of the linewidth by a lattice thermal expansion which reduces the 
effects of the perturbation on the vanadium d-bands. These assumptions 
are inconsistent with the model of Terakura discussed in Section II-E, 
where there is considerable mixing of the Al s-p and vanadium d-states. 
Nevertheless, we expect this effects to be significant in the amorphous 
alloys where the symmetry is sure to be less than cubic.
The spatial variation of the isotropic Knight shift, produced 
by the Friedel oscillations in the electronic charge distribution was 
discussed in Section II-D. Blandin and Daniel used Friedel's method to 
derive an expression for the linewidth in a dilute alloy. While we may
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not use their results in a discussion of our "concentrated" alloys, we 
may still partition the observed linewidth into field independent and 
field dependent parts:
6 h2 = 6 h02 + K-H2 (29)
where 8 Hq is the zero field linewidth, H is the external magnetic field, 
and K is a proportionality constant. This expression is similar to that 
derived by Blandin and Daniel, only their proportionality constant was 
a linear function of C, the impurity concentration. We will consider K
to be a function of the Al or Si concentration but, as Figures 2k and 25
8 2 2 H versus H curve.
Figure 33 shows a plot of K versus the Al concentration in amorphous V-Al
and the Si concentration in amorphous V-Si. K characterizes the strength
of the field dependence. We might expect some correlation between the
size of K and the size of the Knight shift distribution in these alloys.
This may in turn relate to the amount of short range order present in
62these materials. Hasegawa, et al., have been able to, at least quali­
tatively, correlate the size of K in amorphous (Ni P, )7t.P__ with the
X  X —X  I p <ip
glass transition temperature and the width of the first peak in the X-ray 
structure factor. We can find no correlation between our values of K 
and the width of the first diffraction peaks displayed by the amorphous 
alloys. There is an initial increase in K with Al or Si concentration, 
but a drop at higher concentrations. At lower concentrations smaller 
values of K may be due to the fact that the impurity has all vanadium 
neighbors and maybe less disorder (or more SRO). At the high concentrations,
FIGURE 33» The concentration dependence of the disorder 
parameter K In amorphous V-Al and V-Si.
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many of the V atoms begin to have only Al or Si nearest neighbors. This 
would have the effect of reducing the size of the anisotropic shift dis­
tribution, as more and more nuclei see a higher symmetry local environ­
ment. This, however, is only speculative and has to be investigated
further. Perhaps a partial, radial distribution analysis like that of 
37Sadoc, et al., may prove to be useful in this regard.
At this point, the only definitive statements that can be made
are:
(1) that the linewidths in the amorphous alloys are all 
greater than those of the crystalline alloys, indicating the presence of 
more disorder.
(2) that the dependence of the linewidth on the external field 
is linear, indicating the dominance of the inhomogeneous Knight shift 
broadening.
D. Conclusions
The results of this study point to an electronic structure in 
the amorphous V-Al and the amorphous V-Si which is not much different 
from that of the crystalline alloys. A definitive statement about this 
cannot be made, however, because of the low sensitivity of the Knight 
shifts to the effects produced by alloying. We were unable to perform 
measurements of the spin-lattice relaxation times in these amorphous 
alloys, due to the large linewidths and the low signal to noise ratio.
The V51 T^ is much more sensitive to small changes in the electronic
122
structure than the Knight shift, because the orbital contribution to the 
relaxation, unlike that which dominates the shift, depends strongly on 
the density of states at the Fermi energy. A measurement of these relaxa­
tion times may lead to more definitive conclusions about small changes 
which may occur in these materials when the long-range-order is lost.
There is already considerable data available for crystalline V-Al and 
V-Si for the purpose of comparison.
If our conclusions are correct, however, the preparation of the 
amorphous alloys have permitted us to study the alloy systems at higher 
Al or Si concentrations than were previously allowed because of solu­
bility limits. This technique may also prove useful in performing more 
detailed studies of other alloy systems.
We feel that the case of V^Si is an exception. The peculiar 
band structure (the peak at the Fermi level in the density of states) of 
this compound is highly dependent on the long-range-order of the f3 -tungsten 
crystal.structure. The loss of this order in the amorphous alloys dras­
tically alters the electronic structure of these materials ("washing out" 
the peak) and changes the behavior of its electronic properties: in
particular, the strong temperature dependences are lost. An investigation 
of this effect in other alloy systems which form an A-15 phase, like Nb-Al, 
Nb-Si and Nb-Ge, or V-Ga, V-Ge, and V-Sn, is indicated.
And, finally, the increase in the linewidth in the amorphous alloys 
may provide a measure of the degree of short range order present in these 
materials. It must, however, be correlated with other studies, like 
partial radial distribution analysis or calorimetric studies of crystal­
lization, before its usefulness can be ascertained.
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