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DATA MINING INCLUDING APPLICATION OF COGNITIVE MAPS 
AND DECISION TREE ALGORITHM 
 
SUMMARY 
 
Customer data is the key to marketing success and this is why data mining has 
become an inevitable tool for the business world. Data mining is used to detect the 
knowledge in the accumulated data for which various analytical methods are used. 
The knowledge is further used to support the predictions for the future of the 
customer portfolio.  
This study aims to illustrate a framework for integrated implementation of the 
cognitive maps and decision trees in customer profiling. The first step is to identify 
the company specific and customer specific factors which are effective in marketing. 
Company specific factors are determined as the product mix and the customer 
specific factors are decided to be taken from the lifestyle segmentation model in the 
literature. The second step is to determine the interactions among company specific 
factors and lifestyle segmentation variables through a cause and effect map. As the 
third step decision trees are developed using the weights calculated from cognitive 
mapping. Customers will be classified with respect to their satisfaction level, football 
interest and loyalty.  
The findings will help the company to predict future customer behaviour. This paper 
also represents a pilot application of the framework in a digital TV channel that is in 
need of developing loyalty as a competitive strategy. This study will contribute both 
researchers in data mining and marketing fields as well as business managers in 
recreation industry. 
  x 
 
 
BİLİŞSEL HARİTALAR VE KARAR AĞACI ALGORİTMASI İÇEREN BİR 
VERİ MADENCİLİĞİ UYGULAMASI 
 
ÖZET 
 
Veri madenciliğinin iş dünyası için gün geçtikçe daha zorunlu bir araç haline 
gelmesinin nedeni, müşteri bilgisinin pazarlama hizmetleri başarısında kilit rol 
oynamasıdır. Veri madenciliği sürecinde, kümelenmiş verideki gizlenmiş bilgiyi 
keşfetmek için çok sayıda analitik yöntem kullanılmaktadır ve tüm bu süreç sonrası 
elde edilen bilgi, müşteri portföyünün geleceği ile ilgili daha destekleyici tahminler 
yapmayı olası kılmaktadır.  
Bu çalışma bilişsel haritalar ve karar ağaçlarının bütünleşik kullanımıyla müşteri 
profili belirlenmesine bir temel teşkil etmeyi amaçlamaktadır. Çalışmanın ilk 
aşaması pazarlama başarısında etkin olan firmaya ve müşteriye özgün faktörlerin 
belirlenmesidir. Çalışmanın bu aşamasında firmaya özgün faktörler ürün karması 
olarak belirlenirken, müşteriye özgün faktörlerin literatürdeki yaşam biçimi 
bölümlendirme modelinden alınması kararlaştırılmıştır. 
İkinci aşamada ise firma faktörleri ile yaşam biçimi bölümlendirme değişkenleri 
arasındaki ilişkiler bir sebep ve sonuç haritası aracılığıyla belirlenmektedir. Bilişsel 
harita uygulaması sonrası elde edilen ağırlıkların kullanılarak karar ağaçlarının 
oluşturulması çalışmanın dördüncü aşamasını teşkil etmektedir. Müşteriler, karar 
ağaçları yönteminde, memnuniyet dereceleri, futbol ilgileri ve firma sadakatlerine 
göre sınıflandırılacaklardır.  
Bu çalışmanın sonuçları firmanın gelecekteki müşteri davranışlarını tahmin etmesine 
yardımcı olacaktır. Ayrıca, bu çalışma  rekabet stratejisi gereği müşteri sadakatini 
arttırmayı amaçlayan bir dijital televizyon kanalı için pilot uygulama sunmaktadır. 
Veri madenciliği ve pazarlama yönetimi alanlarındaki uzmanlar kadar, eğlence 
dünyasındaki işletme yöneticileri de bu çalışmanın hedef kitlesi içerisindedir
.
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1. INTRODUCTION 
Customer relationship management (CRM) becomes vital for companies that are 
challenging competition in the current business world. The number of goods and 
services in the market increases day by day and this increment results in a more 
complex competitive structure of the market.   
Companies are looking for new ways for reaching new customers and holding the 
existing customers. Customer awareness is the key to the market success, because 
without understanding the customer database and their expectations it is impossible 
to reply them in the suitable way. This point is just where data mining concept is 
born. The highly amount of data stored in data warehouses of big companies are 
hiding the necessary information needed by companies for market success.  
Data mining is a process which aims to discover meaningful patterns in data [27].  
Customer data, that is continiously accumulating in the company databases, are 
analyzed for generalization of customer behaviour. There are specific methods of 
data mining for this analysis and the number of existing data mining methodologies 
increases as the research in data mining expands. 
This study aims to investigate data mining and analyze customer behaviour using 
data mining. Two main researchs form the infrastructure of the study. First the 
criteria to be analysed are determined and then, a data mining technique, Decision 
Trees are applied on these criteria.  
The thesis is so organised that, a general knowledge about data mining will be 
presented in the second section and phases of a data mining process will be 
explained. This section also contains the basic concepts of data mining and its 
methodology. Detailed clarification of six tasks of data mining., the data mining 
methods and business applications of data mining will also be introduced in the 
second section. Third section contains market segmentation information because data 
mining in customer data requires the better understanding of segmentation variables. 
Different segmentation techniques from literature and customer attributes are also 
introduced in this section. The fourth part of the study contains information about 
cognitive mapping methodology, a group decision making approach which is used to 
determine the criteria to be analyzed. The sixth section is the application part of the 
study. The application is made in a digital broadcasting company and looking for 
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customer profiles using the analytical method decision trees. Customers will be 
classified with respect to their lifestyle attributes by applying the decision trees for 
five different queries .The final section is reserved for discussions of the results 
achieved and further recommendations. 
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2. DATA MINING 
Knowledge based economies highly rely on data and the way of utilizing the benefits 
of accumulated data. Data mining can be described as a group of tools and 
techniques to lead better informed professional management decisions by analyzing 
data. 
Analytic Customer Relationship Management requirements should also be taken into 
account to improve the effectiveness of data mining performance [3]. 
The amount of data stored in global databases is estimated to be doubled in every 20 
mounts [27]. It is very difficult to quantify the amount of data stored; details are 
certainly required to clarify. The rapid increase of data not only increases the 
complexity, but also makes the data analysis more difficult [27]. In fact, the high 
amount of accumulated data is a very important opportunity for the company to gain 
competitive advantage. Yet, the raw facts can be converted into useful tools if there 
exists a successful data mining process in the company. 
2.1 Characteristics of Data 
In data mining, the specialist should access the data, search for hypotheses on data 
and eventually understand the patterns of the data.  
Raw data turns into structured data and structured data is used to develop models and 
algorithms in data mining.   
The abilities, lifestyles, behaviours and interests of customers are examined through 
data mining and customer preferences for product and services are predicted through 
the interaction of customer behaviour [25]. 
Types of Data: Customer data can exist in different types. It can be categorical or 
continuous and it can also be words, numbers and dates.  
Data with named attributes is called categorical data. The example to categorical data 
sets can be gender or marital status. On the other hand continuous data is more 
specific to customer. It involves quantities, counts, volumes, revenues, costs and 
profits.  
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Figure 2.1: An Information Supply Chain [25] 
 Information Supply Chain (Figure 2.1) is the combination of all kinds of external 
and internal data sources. The steps of the chain like finding, combining and 
grouping information are usually automated in today’s companies. Figure 2.1 shows 
us an information supply chain which explains the possible data sources of an 
automated company [25].  
The complex structure of databases makes it difficult to analyze. The data is harder 
to gathered and data quality fails because of this diversity. And the big scale of 
information quantity lengthens the time of the process [6]. 
2.2 Concepts of Data Mining 
“Data mining is the exploration and analysis of large quantities of data in order to 
discover meaningful patterns and rules.” The tools of data mining are completely 
applicable to many areas ranging from medicine to astronomy, production and 
marketing. Data mining consists of techniques from statistic, machine learning to 
computer science. For a specific case, the data miner should combine the perfect 
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matching techniques and tools for the situation to enable data mining to be more 
useful [3]. 
Data mining process is assessed in two main categories according to its aim of 
application: directed and undirected. Specific target fields like income or response 
analysis are examples of direct data mining experiences. On the other hand, indirect 
data mining consists of pattern recognition or grouping among data without targeting 
on a particular field [3]. 
Data mining is interested in model generation. A model connects a group of inputs to 
create an outcome by means of an algorithm or a set of rules. The algorithm or set of 
rules are created by some data mining techniques like regression, decision trees, and 
neural networks. The techniques will be analyzed in further parts of the study. Data 
mining process is also named as knowledge discovery or knowledge discovery in 
databases in the literature [1]. 
Small businesses can build one to one relationships with its customers and it will 
lead the company to notice what the customer needs are, which product the customer 
prefers and how the customer wants to be treated. The awareness of personal 
customer preferences helps the company serve in the way the specific customer 
expects and the process will result in better customer relations in the long run. 
However, customer relationship investment in time and money changes from 
business to business. The managers should only remember the fact that customers 
prefer to work with people that understand his requests and makes him feel special. 
The small business perspective can be implemented to the big companies through 
customer relationships management which relies on data mining [6]. 
Advances in the information technology field allow remembering customer needs 
and preferences and develop more specified and personalised customer relations. 
Transaction processing systems are available in any business field to accumulate data 
all the time. The daily data fed into data mining is collected via technological tools 
like automatic teller machines, telephone switches, web servers, point-of-sale 
scanners. A customer order is monitored in detail by technology users both to reflect 
historical facts and future trends of the customer. Hence, repeating transactions are 
automatically associated with the former activities. This process results with 
knowledge of customer specific data [3]. 
The customer data is gathered for operational purposes, however it is possible to 
mine these data to get the valuable information they contain. There are various 
applications of customer data solutions. Call detail records are analyzed by phone 
companies to market new packages. Also, supermarkets use point-of-sale data to 
determine different coupons suitable for different customers [25]. 
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Data warehouse can be accepted as the memory of the company; however it makes 
no sense without using the intelligence which is stated as data mining. Business 
intelligence tools make it possible to understand patterns, generate rules, create new 
ideas and predict the future of the company [1]. 
Some of the questions that data mining can answer can be diversified as follows: 
• Which customers are more likely to remain? 
• Which customers are more likely to end the relationship and jump to another 
company? 
• What is the optimum location for the new branch of the company? 
• What kind of product or service do the customers want to get most?  
2.3 Phases of a Data Mining Project  
A consortium of data mining practitioners leaded by managers from Daimler 
Chrysler, SPSS, Inc and NCR Corporation worked on a Standard process for data 
mining. In the end they developed a six phased data mining process and named it as 
cross-industry Standard process for data mining [25]. Figure 2.2 visualizes the 
process. The Steps are as follows: 
Business Understanding: The first step of the data mining process is the business 
understanding action. The data miner should work on the exact aim of the study and 
focus on the required objective [27].  
Data Understanding: Data should be well understood by the data miner to be 
perfectly analyzed. In case of misunderstanding every action from this step will 
mislead the Project and eventually the company. The nature of the data should be 
discovered, the quality of the data should be observed and any kind of missing or 
miscoding data should be determined and fixed. Data understanding and business 
understanding steps are closely related [25]. 
Data Preparation: The third step of data mining is usually the most time consuming 
part of the Project. The data accepted to use in the data understanding part should be 
prepared for analysis in this phase. There should be a decided method for fixing the 
missing data in the preparation phase. Also, the computer software which was 
decided to be used in the analysis of data should be taken into account while 
preparing the data [25]. 
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Figure 2.2: Phases of a Data Mining Process [25] 
Modelling: There are many methods used in data mining for modelling. The chosen 
method can be both traditional and data adaptive but the important thing is the 
appropriateness of the data and the methodology. Data miners prefer the kind of data 
mining method that best fits the data and simple to adapt [1].  
Evaluation: The technical accuracy of the model and the fit of the model to the 
existing data mining process are examined in this phase. The analyst will assess the 
accurateness of data by forming some indicators of model simplicity and goodness of 
fit. The most common evaluation method is to divide the sample into two or three 
parts which are named training, test and verification sub samples. The next step of 
evaluation phase is to apply the model on the training sub sample and trying it also 
on test and verification sub samples [3]. 
Deployment: The findings of the data mining process should lead the management 
decisions. If the solutions is not applied to the decision making process, the whole 
data mining study makes no sense. The generated data mining models should be 
adopted in software and this will make the company use the data more effectively. 
The development can be made in areas like product customization, personalization, 
customer relationship management, retention, churn prediction, pricing and etc [25].  
2.4  Tasks in Data Mining 
Data mining applications can be grouped in six tasks according to their purpose of 
design. 
• Classification 
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• Estimation 
• Prediction 
• Affinity Grouping 
• Clustering 
• Description and Profiling 
Classification, estimation and prediction are directed data mining applications; 
however the last three tasks are undirected ones. Affinity grouping, clustering and 
description&profiling tasks have a goal of discovering hidden structure of data with 
no respect to a specific target variable [3]. 
2.4.1 Classification 
There exists a target categorical variable in classification which can be divided into 
number of classes. As an example, the target variable can be age of a population and 
the population can be divided to four segments like child, young, middle-aged and 
old. It is also possible for the researcher to classify the population according to their 
ages by training data. Suppose that for a smaller group of people age, income and 
gender data are known. This data can be used as training data to catch the 
relationships between gender, income and age. For more complex data, the model 
can classify the people according to their income by using the gender and age data. It 
can achieve it from what the model had learnt from the training set. For example the 
model will guess a male engineer with a high income as a member of middle aged 
class [18]. 
Other examples of classification are as follows: 
• Assessing whether a customer is profitable or not 
• Diagnosing whether the patient has a specific disease. 
• Determining whether a student passes a class or fails. 
• Determining the type of drug that a doctor should prescribe to a particular 
patient. 
If there exists a two or three dimensional relationship in the data, it is possible to 
analyze with graphs and plots. But when it comes to multidimensional classicisation 
data mining is forced to be used. The most common methods of data mining used for 
classification are k-nearest neighbour, decision tree and neural network [3].  
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2.4.2 Estimation 
The difference between classification and estimation is that the target variable is 
numerical in estimation rather than categorical. Researchers work with the current 
data and use the relationship between target variable and predictors in new 
observations. As an example normal blood pressure of adults can be modelled by 
using gender, age, height and weight. The model enables to calculate normal blood 
pressure of a new patient by using gender, age height and weight [18]. Some 
examples of estimation are as follows: 
• Estimating the amount of money that a family of five will spend for kitchen 
expense in a month. 
• Estimating the number of goals per match Fenerbahce will score in Turkish 
League. 
• Estimating the normal weight of an adult using gender and height. 
• Estimating the GDP per person using economic values. 
There are several and widely used methods for estimation. Point estimation, 
confidence interval estimation, simple linear regression and correlation, multiple 
regression and neural Networks can all be used for estimating future values [27]. 
2.4.3 Prediction 
Apart from classification and estimation prediction waits for future to measure its 
accuracy. The examples of prediction are as follows: 
• Predicting the percentage decrease in the number of votes the president 
expected to have in the next presidential elections. 
• Predicting the inflation rate in Turkey in the next six months. 
• Predicting the 2008 OSYS minimum entrance scores for ITU Industrial 
Engineering Programme. 
The methods used for classification and estimation are also used for prediction. The 
methods are point estimation, multiple regression, confidence interval estimations, 
simple linear regression and correlation, neural network, decision tree and k-nearest 
neighbour methods [18]. 
2.4.4 Affinity Grouping or Association Rules 
Association looks for quantifying the relationships between variables. It is also called 
as “market basket analysis” or “affinity analysis” in the business world [3]. The most 
common example for association is as follows: It is found that 200 people from 1000 
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people shopping on Sunday bought beer. The 200 people also bought diapers with 
the beer. It is surprising for these two products to be sold together but it happens 
[18].  The association rule generated from this shopping experience is as follows: 
“If buy diapers, then buy beer” the support of this statement is 200/1000= 20% and 
the confidence is 50/200=25%. 
Other examples of association in business area are as follows: 
• Searching for the percentage of digital channel subscribers that will accept an 
offer of service upgrade by the company. 
• Examining the proportion of children that are encouraged for art who are 
interested in art. 
• Finding the relationships between products that are sold together and never 
sold together. It can further be used in the arrangements of products in 
shelves [18]. 
The two algorithms for association are Generalized Rule Induction (GRI) algorithm 
and priori algorithm. 
2.4.5 Clustering 
A group of records, observations or situations are divided into smaller groups 
containing similar objects. A cluster can be defined as “the combination of elements 
that are alike each other and different from the elements of other clusters”. Apart 
from classification, clustering does not include a target variable. Clustering is only 
interested in dividing the data set into homogenous subgroups. The segmentation 
studies are important examples of clustering methods [18].  Examples of clustering 
are given as follows: 
• Reducing dimension in case there exists hundred of attributes 
• Target marketing a specified segment that should be clearly defined. 
• Performing better marketing effort by grouping customers with similar well 
known attributes. 
It is common for clustering to be used as an initial step in the data mining process. 
The generated clusters become the inputs of a further study [27].  
2.4.6 Profiling and Description 
Describing hidden patterns and trends in data is one of the main professions of 
researchers and analysts. A pattern showing that people who had been laid of are 
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more likely to support the opposition candidate will be extracted from the results of a 
new public survey. The explanation for this preference will be the financial problems 
that the laid off workers are living and preferring to vote another candidate that can 
do better than the current president [18]. 
The results of data mining study should be explanatory. The patterns should cover 
clear patterns that can be used in the decision making process. Some data mining 
methods like decision trees are easier to understand and have more human friendly 
explanations. Some other methods like neural Networks or genetic algorithms are 
tend to be more complex and difficult to interpret [27]. Exploratory data analysis is a 
way of high quality description generation. The method investigates the data by 
graphs to find meaningful patterns and trends [18]. 
2.5 Analytical Methods of Data Mining 
Data mining has many algorithms that can be applied various cases in various 
application areas. The algorithms are: 
• Statistical Modelling 
• Decision Trees 
• Association Rules 
• Linear Regression 
• Nearest Neighbour Approach 
• Genetic Algorithms 
• Neural Networks 
Main methods that are used in data mining are explained below and detailed 
information about decision trees is also given in this part.  
2.5.1  Neural Networks 
Neural networks are inspired from the learning mechanisms of animal brains [3]. 
Animal brains contain closely related sets of neurons that are also high in number. A 
particular neuron seems ordinary however, the sets of neurons with too many 
connections composes a complex structure. What is more important here is, this 
complex structure is able to manage the learning process [18]. 
Figure 2.3 denotes a real neuron and artificial neuron model together. Dendrites of a 
neuron cell collect the information and through axon located in cell body it transfers 
it to the neighbour neuron by dendrites. In this process the neuron generates a 
nonlinear response to the other neurons when a threshold is reached. The artificial 
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neuron is also able to collect data set from the neighbour neurons and gather it by 
using a predefined usually unlinear activation function [27]. The result of the 
activation function will be notified to the other neurons to be used as an input for 
their activation function [18]. 
 
Figure 2.3: Real Neuron and Artificial Neuron Model [18] 
All of the attribute values in a neuron network model should be coded with a 
standard type. The standardization usually includes taking values between zero and 
one. The standardization issue is important for back propagation.  
The variables should be normalized. The chosen normalization method for 
continuous variables is the min-max normalization; however for categorical variables 
it is more complex to normalize the variables. Because of the output generated by 
neural networks being continuous, the method is widely preferred for estimation and 
prediction [18]. 
2.5.2 Genetic Algorithms 
Genetic algorithms are also inspired from nature and biology like neural networks 
does. The idea of the genetic algorithms comes from evolution and natural selection 
[27].  Evolution makes it possible for animals to be more adapted to the nature and it 
increases the compatibility to habitat that they are living in. This improvement is a 
result of most suitable genetic material to be selected by ancestors and transmitted to 
the new generation. This idea also stands in the base of genetic algorithm method. 
Genetic algorithms are applied to optimization studies because of its nature [30].  
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The usage of genetic algorithms is not as common as the other methods and it does 
not commonly exist in most commonly used data mining softwares. Genetic 
algorithm specially works on optimization, which is not a favorite issue in data 
mining like clustering or classification. It is usually used with other methods to 
increase the overall performance and specially generated software is used for this 
purpose [3] Basic operators in Genetic algorithms is shown in Figure 2.4. 
 
Figure 2.4:  The Basic Operators in Genetic Algorithms [27] 
 
2.5.3 Decision Trees 
A decision tree is a series of paths that is derived from a large data for drawing 
conclusions. [30]. It is composed of leaves and roots. Roots are the base of the tree 
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and leaves are the ends of the branches. It applies some simple rules to a large 
collection of data and divides the data into smaller more meaningful groups. It is a 
hierarchical data structure that is used for classification and regression purposes [12].   
Decision trees are widely used tools for classification mostly because of its 
interpretation advantages. Information in data is reviewed by using decision trees, 
and classes of examples are produced in the leaf node of the decision tree. Decision 
trees being more visual and understandable makes them preferred in classification of 
data [29]. 
There exists many ways of decision tree generation, however the main procedure 
exists in all. The data is split into smaller groups that are homogenous than the group 
that it is separated from [3] 
2.5.3.1 Construction of Decision Trees 
Decision tree generation happens as a repeated process. The first step is to choose the 
attribute to be set as the root to start dividing the tree.  
Once the attribute is chosen, every possible value is placed as a branch of the root. 
As this process continues, the data set is separated into subsets. The same process 
occurs for each attribute recursively and at the time all elements in a node have the 
same classification, that part of the tree is no longer developed. An example Decision 
Tree is given in Figure 2.5. 
2.5.3.2 Finding the Splits 
One of the most important things about decision tree induction is which node to start 
with. The decision of first node selection will be made by looking at the purities of 
the splitting attributes. If the weather data example given in Figure 2.6 is examined, 
the purities of the nodes can be analyzed. The purity index is defined as the estimated 
amount of information needed to determine a new instance’s value being yes or no. 
The index is gained from the present values of elements of the branches. The purity 
index is in a measure unit called bits and the value of bits is between 0 and 1. The 
index requires the number of elements in each split. 
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Figure 2.5:  Decision Tree Example 
Looking at the first tree split by using outlook attribute, the evaluation of each node 
will be made as follows: 
The number of yes and no classes at the leaf nodes are [2, 3], [4, 0], [3, 2] 
The information values of all these classes are given below: 
Info ([2, 3]) = 0.971 bits 
Info ([4, 0]) = 0.0 bits 
Info ([3, 2]) = 0.971 bits 
The average information value of the branches can be found by using the number of 
instances present in each branch.  
Info ([2,3], [4,0], [3,2]) = (5/14)*0.971+(4/14)* 0.0+(5/14)*0.971=0.693 bits 
The value of 0.693 which is found in this operation represents the expected amount 
of required data to determine the class of a new instance, for the case of splitting the 
data by outlook attribute. 
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Figure 2.6:  Tree Stumps for the Weather Data 
The branch contains nine yes and five no nodes which means there is an information 
value of: 
Info ([9/5]) =0.940 bits. 
The information are used together to find the informational value of creating a 
branch on the outlook attribute.  
gain(outlook)= Info([9/5])- Info ([2,3], [4,0], [3,2])=0.940-0.693=0.247 bits. 
The same information is calculated also for each node and the gained values are 
given below: 
Gain(outlook)=0.247 bits 
Gain(temperature)=0.029 bits 
Gain(humidity)=0.152 bits 
Gain(windy)=0.048 bits.  
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The results make it clear to choose outlook as the first attribute to split the tree. The 
second best selection will be humidity, which has a large almost completely pure 
daughter node.  
The process continues with splitting the sunny branch of outlook. Splitting the node 
again by outlook will not create anything new so the alternatives and their calculated 
information gains for splitting tree in this step is as follows: 
Gain (temperature) =0.571 bits 
Gain (humidity=0.971 bits 
Gain (windy) =0.020 bits 
 
Figure 2.7:  Expanded Tree Stumps for the Weather Data 
The expanded tree stumps for the weather data is given in Figure 2.7.Humidity 
attribute is chosen to split the tree in this step. The recursive process produces the 
decision tree given in Figure 2.8. 
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Figure 2.8:  Decision Tree for the Weather Data 
The criteria used in this section for decision tree induction is information gain, 
however there are different measurement used for decision tree splitting in literature.  
Gini index:  
                       [1]
      
P (j | t) is the relative frequency of class j at node t 
 
• When records are equally distributed among all classes, implying least 
interesting information; Maximum value (1 - 1/nc) occurs 
• When all records belong to one class, implying most interesting information 
Minimum value (0.0) occurs 
 
Entropy:                                                                         
   [2] 
 
P (j | t) is the relative frequency of class j at node t 
• The homogeneity of a node is measured.  
• When records are equally distributed among all classes implying least 
information the Maximum value (log nc) occurs 
• when all records belong to one class, implying most information Minimum 
value (0.0) occurs 
2( ) 1 [ ( | )]
j
GINI t p j t= −∑
( ) ( | ) log ( | )
j
Entropy t p j t p j t= −∑
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• Similar to the GINI index computations 
Misclassification Cost: Classification error at a node t: 
[3] 
• Misclassification error made by a node is measured.  
• When records are equally distributed among all classes, implying least 
interesting information, Maximum value (1 - 1/nc) occurs. 
• When all records belong to one class, implying most interesting information 
Minimum value (0.0) occurs. 
2.6 Applications of Data Mining 
Data miner sometimes becomes successful sometimes not. Because it depends on 
how good real data is adapted to the model. Using the right tools is important in data 
mining. The common business applications of data mining are as follows: 
Brand Loyalty and Buyer Behaviour: Customers differ from each other by their 
shopping habits and loyalty to the brand. The brand loyalty will be affected by the 
alternative products’ specifications, prices or promotions. The price of the alternative 
that makes the customer change its preference is called switching cost and it differs 
from product to product and market to market. If the case involves a market that 
requires a learning period like software the switching cost is expected to be high, 
however in other simple used products like cellular phones and even food the 
switching cost is expected to be relatively low. The models reflecting consumer 
behaviour lets the company be aware of the buying process and the variables 
affecting customer preferences.  
Competitive Intelligence: It is important to learn the competitive environment of the 
market for the companies to be aware of what the rivals are doing in the mean time. 
Internet provides important data for this awareness and data mining tools can be 
applied in this process to reorganize the gained data and modelling for getting usable 
information. In this area text mining is mostly used by the companies. 
Consumer choice modeling: Companies are looking for what makes customers 
choose which product. In this application the preferences of customers like shopping 
online or in person, or brand loyalty or discounts are added across products within a 
category to get an estimation of market shares. For choice modelling classification 
trees and neural Networks are widely used methods. 
 
( ) 1 max ( | )
i
Error t P i t= −
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Credit Scoring and Fraud Detection: Credit scoring aims to find more preferred 
customers who are paying their bills in time. Companies are more likely to keep 
these customers in their customer base so this study is important for financial claims. 
Future financial behaviours of the customers can be predicted well by using the past 
financial behaviour and current financial situation. The risky customers can be 
separated from the safer ones by this study.  
Customer Relationship Management: This is one of the main issues in data 
mining. The past records of customers are used to predict future behaviours. It helps 
the company personalize its services for customers. All data mining tools can be used 
in this process. 
Direct and Database Marketing: Companies offering direct marketing contact the 
customers directly. This contact can be in ways of brochure sending or mailing. The 
profits can be increased by sending only to the customers more likely to buy. To 
select the most likely to buy customers data mining applications will be useful.  
Market Basket Analysis: Market basket analysis is specific to marketing efforts of 
the company. To find which products are bought together market basket analysis is 
used. There can be surprising results of this study like it happens in the general 
example like beer and diapers. This data mining study can be used in the choice 
product placement in stores to increase the sales of the two products together. Also, 
any kind of promotion will be made over the products and it will also increase the 
sales.  
Market Response Modelling and Sales Forecasting : The marketing mix variables 
product, place, price and promotion all affect market response and customer 
behaviour [28]. Data mining will be used to predict the reaction of the market to the 
modifications in these variables. 
Market Segmentation: Customers are divided into homogenous segments to treat 
them more personally. Data mining is widely used in market segmentation efforts. 
Detailed information about market segmentation will be given later in the thesis.  
Pricing: Market reaction to price changes and the competitors’ prices both affect the 
pricing decisions. The pricing decisions will be managed by data mining models 
generated by the possible factors affecting it. 
Product Positioning: Answers to positioning questions like which product is close 
to the product in its segment, what is the competition extent in the segment or how 
successful is the brand name in sales will be found by mixed models generated by 
data mining. 
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Information Management: The high amount of possible data in the business 
environment will be decreased to the required qualifications by data mining 
applications. This will guide the managers take more reasonable decisions by 
investigating the valuable data. 
A study made in 2000 gives the information that the world created 1.5 gigabytes data 
in that year which means 250 mbytes per person [28]. 
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3. MARKET SEGMENTATION 
There are variances through customers about their attitude to the products. Markets 
are globalizing and this reality leads to more diversified customer data bases [15]. 
Customer segmentation is a strategy standing between mass marketing and custom 
marketing (Figure 3.1). Today, it is impossible to serve personally to each customer. 
However; it is also insufficient to treat each customer in the same way. It can be 
stated that customer segmentation means to find the right level of aggregation [30].  
 
 
Figure 3.1: Market Segmentation and Other Strategies for Dealing With Customers 
Specifically targeting to the people sharing similar defined characteristics may 
increase the probability of reaching potential customers. A database is an important 
marketing tool for the companies [9]. 
3.1 Geographic Segmentation 
Customers can be segmented through the location they are living in. The 
geographical unit to segment the customer database can be nation, region, state, 
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country, city, neighbourhood or geographical area [15]. The simplicity and flexibility 
of the method makes it widely used for segmentation purposes. On the other hand it 
is obvious that, geographic segmentation is a very simple approach, that can only 
represent a partial view of buying behaviors [26]. 
3.2 Demographic Segmentation 
Demographics refer to the characteristics of population. Demographic segmentation 
is the beginning point of segmentation because demographic variables are easier to 
access [8]. However the methodology is lack of success in many cases. It is not 
accepted as sufficient when it is used alone [15]. The most widely used demographic 
variables are as follows: 
• Age 
• Gender 
• Occupation 
• Education Level 
• Ethnicity 
• Location of Residence 
• Income Level 
• Religion 
• Marital Status 
• Language 
Demographic segmentation is the most commonly used segmentation technique 
because of the availability of the data it requires. The correlation between 
demographic data and buying behaviour is quite high and it increases the popularity 
o the methodology [26]. 
3.3 Psychographics and Lifestyle Segmentation 
The life of each individual is expected to effect customer behaviour and this idea is 
the basis for psychographics. Psychographic segmentation factors are personality, 
social class and lifestyle [26]. The popularity of lifestyle segmentation between these 
three factors has grown so fast that the terminology, psychographics segmentation, is 
used togather with lifestyle segmentation.  
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 Lifestyle is  named as the core concept of the psychographic segmentation. Life 
style segmentation prefers to identify customers according to their life style instead 
of their geographic or demographic common characteristics [18]. Traditional one 
dimensional segmentation approaches are far away from satisfying today’s 
competitive market segmentation needs because of not being adequate effective in 
representing all of the factors affecting customer preferences. [14]. Lifestyle 
segmentation develops a more holistic methodology by involving multiple concepts 
of marketing. Despite its common usage in market segmentation, demographics are 
reasonably sufficient in resembling marketing and customer characteristics when it is 
used alone [20]. Lifestyle characteristics are more likely to meet management 
expectations to be used in strategic marketing decisions in today’s complex and multi 
dimensional business world, because of being able to cover more life like portrait of 
the customer and more realistic view of the market. [16]. 
Digital Television consists of different channels, which point different areas of 
interest. Interests are directly related to lifestyle. That is why life style segmentation 
is preferred instead of other segmentation methods.   
The most widely used life style segmentation method in the literature is the AIO 
developed by Tigert and Wells in 1974 [21]. The model is composed of four main 
categories: Activities, interests, opinions and demographics. All of the categories 
divided into subcategories. The model is analyzing how customers work, live and 
play [15]. AIO model of lifestyle segmentation accepts people as individuals with 
their own interests, opinions and attitudes and tries to categorize them in subgroups 
to help the products be marketed them more efficiently. 
Table 3.1: Life Style Categories [21] 
Activities Interests Opinions Demographics 
Work Family  Themselves Age 
Hobbies Home Social Issues Education 
Social Events Job Politics Income 
Vacation Community Business Occupation 
Entertainment Recreation Economics Family Size 
Club Membership Fashion Education Dwelling 
Community Food Products Geography 
Shopping Media Future City Size 
Sports Achievements Culture Stage in life cycle 
The model suggests that people should be segmented through their life styles which 
can be identified by 4 categories: Activities, interests, opinions and demographics. 
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Demographics is also added to the first main items of life style because it affects the 
three main elements directly and needed for complete analysis of the market. The 
AIO model is given in Table 3.1. 
3.4 BehaviouralSegmentation 
Behavioural segmentation method divides the customer data base into smaller groups 
using the information of their attitude, interests, benefits or responses to a specific 
product [15].  
Customers can be segmented through their loyalty to a product or their response to 
price changes and these are examples of behavioural segmentation [30]. The 
behavioral segmentation is more case specific and diversified than the other 
segmentation types. 
The well known segmentation method originated from behavioral segmentation is 
benefit segmentation. The segmentation type defines the expectations of the 
customers and looks for the characteristics of the potential customers and the benefits 
met by each brand [26]. 
3.5 Literature Review for Market Segmentation 
Literature contains many articles with customer segmentation and profiling in 
different service and manufacturing industries. It should be mentioned that the pay-tv 
sector being specific makes it harder to find a completely fitting case to the situation.  
 [7] Davis&etc. Used the lifestyle segmentation model in segmenting local residents. 
It is a tourism sector study and gained data with mailing from the residents of Florida 
by e-mail. They aim to understand how the residents of Florida are looking at the 
tourism sector and affected by. They also integrated demographics with the actual 
AIO model used for lifestyle segmentation. The model was analyzed through the 
BMDP2M Cluster Analysis of Cases program which uses the Euclidean distance 
measure to identify five distinct, mutually exclusive and exhaustive empirical 
clusters based on the AIO items. Table 3.2 contains the profiles of the generated 
clusters and Table 3.3 contains the summary characteristics and the policy appeals 
for the new segments. 
Table 3.2 gives the clusters generated using AIO lifestyle segmentation variables. 
The Table 3.3 leads the researchers to gain information about the clusters and 
develop policies for all the segments. These tables will increase customer 
satisfaction.  
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Table 3.2: Attribute Profile of Tourism Public Attitude Clusters 
 
Table 3.3: Summary Characteristics and Policy Appeals for the Five Segments 
 
[22] Spangler and etc specific study about data mining aims to profile TV viewers 
for developing an ADS (advertising delivery system). The writers reported that 
demographic geographic and psychographics (interests, lifestyle) should be used in 
data mining However their model does not consists of psychological data because of 
simplicity. However, they integrated PVR (personal video recorder) data to the 
demographic data to get more actual customer view. The writers did not worked on 
the algorithms to be used in the segmentation process however they constructed a 
framework for digital TV segmentation which is shown in Figure 3.2.  
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Figure 3.2: Framework for Digital TV Segmentation 
The lifestyle segmentation variables advise to be used in this paper shows that 
demographic data integrated lifestyle segmentation is the best for digital TV 
segmentation.  
• Neural Networks. 
• Linear Discriminant analysis 
• Linear Regression  
• Decision Tree Induction 
• K-nearest neighbour 
• Bayesian Classification methods can be used for customer segmentation [17].  
There are examples of customer segmentation with these methodologies in the 
literature. Kuo at all [17] integrated SOM (self organizing maps) and genetic K-
means algorithm for market segmentation.  SOM is used for determining the number 
of clusters and the starting point. After the SOM, the output is used by K-means 
algorithm. The proposed model worked better than the K-means itself. The model 
also tested in a real world problem and the success of the model proved.  
Lee and Park [19] proposed a new segmentation approach which integrates DEA 
(Data Envelopment Analysis), SOM and Decision Trees together. They are 
concentrated on profitability segmentation which is a kind of behavioural 
segmentation. The approach begins with finding the customers in higher efficiency 
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cost group (HECG) among all the surveyed ones. The next step of the study is to 
form the profitable customers group (PCG) by removing undesirable customers from 
the HECG’s customers. Finally decision tree and SOM is used to decide the priority 
orders of non-PCG’s customers.  
Huang [13] used SVC (Support Vector Clustering) which is a non-parametric method 
for market segmentation and applied the methodology to a drink company. Then 
compared the results with SOM and K-means and found that SVC performs better 
than the other two much used clustering methods.  
 Bacharya at all used the three methods Decision Trees, Neural Networks and SVM 
(support vector Machines) to classify soils. The methodology is tested and the results 
are compared. The best alternative changed from segment to segment. But it is a 
good application to see the comparison [2]..  
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4. COGNITIVE MAPPING 
Cognitive mapping is a methodology that represents perception of a problem or an 
issue. It maps the thinking process and makes the decision making or thinking 
process more visible. What’s more it works on causal links between the decision 
factors. [11] 
Cognitive maps (also called as causal maps, cause maps, vs.) are widely used in 
different areas that involves decision making. The managerial areas where domain 
knowledge is scarce and the decision is important are the application fields of 
cognitive mapping methodology. [23] 
4.1 Cognitive Map Generation 
A cognitive map is represented with short pieces of text linked with unidirectional 
arrows to link them. A statement at the tail of an arrow is meant to cause the 
statement at the arrowhead in general usage of cognitive mapping. [11] The 
presentational success of a cognitive map is related to the efficiency of the 
interviewer by means of listening and translating the participant [4]. Cognitive maps 
do not only show what the participant said, but also show what the interviewee 
understood [5]. 
An analysis of various cognitive mapping techniques shows that, most of the 
techniques may be viewed as consisting of three main parts.  
• Eliciting concepts 
• Reviewing concepts 
• Identifying relationships between concepts. [23] 
4.2 Group Cognitive Map Generation 
Producing collective cognitive maps is another important aspect about cognitive 
mapping. Cognitive maps are usually used for solving conflicts in group decision 
making. [23] The important problem is how to turn the individual cognitive maps to 
a group cognitive map. For the solution of this problem numerous methods are 
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developed. [23] The methods are congregate maps, shared maps, group maps and 
oval maps.  
The group cognitive maps show the common perspectives and ideas of the group. 
The methodologies can change by means of researcher participation and negotiation 
type. [23] In congregate maps, individual cognitive map generation is the first phase. 
After generating all of the individual cognitive maps, group maps are created by 
taking the loops or modes of the individual cognitive maps.  
The second group cognitive mapping technique is shared maps, which also begins 
with individual cognitive maps generation. As the individual maps are developed 
they are merged to create a shared map. Shared and different beliefs are both shown 
on the cognitive map. The group maps are also created by merging individual maps. 
However in individual map generation, the position of researcher is different from 
the first two methodologies. The researcher participates actively in the generation 
phase and guides the participants to the right strategy. This is different from the first 
two group cognitive mapping method by means of researcher attitude. The last group 
cognitive mapping method is called oval mapping technique, which gives the 
researcher the most active role in collective group, map generation. The method 
starts with idea generation of participants to include in the group cognitive map. The 
researcher who turns into a facilitator creates clusters from the generated ideas and 
writes them down. As a definite number of clusters are generated, the facilitator 
draws the relationships between the ideas. [23] 
4.3 Cognitive Mapping Application 
The company has a customer survey based on customer portfolio. In order to make it 
more meaningful for the purposes stated above, we have taken the union of 
expressive parameters in that survey. The different types of segmentation are 
analyzed with the help of company managers. Evaluation showed that general 
research, lifestyle segmentation variables seem to be more expressive than the other 
segmentation variables. The lifestyle segmentation variables are as follows and they 
are combined with demographics to have a broader view of the customers. Also 
demographic values of customers are more visible and easier to collect and we did 
not want to lose important information. 
The integration of all variables expresses a person’s lifestyle. It defines how they 
live, play and think and gives the demographic characteristics of the customers. The 
variables also make the customer analysis compatible with customer segments.  
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City size and stage in lifecycle parameters are omitted in the study because stage in 
life cycle is not clearly identified and most of the subscribers are from Istanbul. The 
other parameters are taken and used in a cognitive mapping study to get the weights 
to understand which one is more important in the marketing mix designation.  
The integrated methodology starts with the definition of cognitive mapping variables. 
Because the proposed model depends on lifestyle segmentation, customer lifestyle 
variables are taken from AIO model, which is explained in the market segmentation 
section of the study.  
The second important step in the methodology is the identification of company 
specific factors. Because the aim of the study is to reshape a product (digital 
subscription service), the whole components of marketing mix is taken into account. 
4Ps (price, promotion, place, product) can be used as a model for this resource 
allocation theory (Table 4.1). As a service sector company Digital Broadcast 
Provider Company, should manage and shape product, place, price and promotion 
strategies in the market subscriptions and in this process it should take the customer 
segments into consideration.  By managing the 4Ps, the company aims to create 
brand equity in the long run.  A more targeted 4P effort will lead to brand equity, 
customer loyalty and price premium chances [24]. 
Table 4.1: Marketing Mix Components 
 
The important decision in customer segmentation by decision trees is how to induct 
the customer base. This problem will be solved by finding weights of customer 
attributes (AIOs used in our model) and inducting the decision tree from the most 
company specific factors (4Ps) and customer specific factors (AIO in the proposed 
model) affecting attribute.  
Cognitive mapping approach started with defining customer and company specific 
factors and it continues with finding the cause and affect relationships between the 
customer specific factors and company specific factors. In this stage, Delphi method 
was applied. To find the cognitive maps of marketing managers and marketing 
academicians a matrix involving customer specific factors and company specific 
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factors in both columns and rows was given to the experts. They were asked to 
decide which of the customer and company specific factors are affecting the others. 
The effect between customer specific factors and company specific factors will be in 
both positive and negative direction. The result of this study will give us the order of 
using customer specific factors in decision tree induction  
In the matrix Attributes, Interests and Opinions model joint with demographics data 
is used as customer specific factors. The subgroups of AIO are reviewed to make the 
customer specific factors specific to the digital television environment. In the 
interests group the subgroup titled achievements is changed by financial to make the 
statement more clear. Also city size and geography subgroups merged to a unit 
subgroup titled city to make the customer specific factors suitable for a domestic 
digital television channel. Also the subgroup called stage in life cycle was erased 
from the list because of age being in the list makes the statement unnecessary for 
applied case. 
In the company specific factors, 4P’s are used as it was mentioned before. The price, 
product, place and promotion groups also divided into subgroups to make the model 
more detailed. Price decision is affected by price elasticity, cost and competitiveness. 
Product mix decision is affected by R&D concept development, after sales support 
and profitability. Another main aspect of 4P’s place is accepted as technology in our 
paper because of technology enabling interaction between the customer and company 
in a digital TV environment. Distinct from other kinds of product or services Digital 
TV channels are served by technology -not logistics- to the customer. That is why the 
place element of 4Ps is used as technology in the specific model. The Technology 
decision of the company will depend on ease of use, durability and quality attributes. 
As the last part of marketing mix, promotion is affected by advertising, public 
relations and sales promotion decisions.   
After formation of individual cognitive maps by using the developed matrix, the 
group cognitive maps are generated by congregate method. The individual cognitive 
maps are turned to group cognitive maps by taking the modes of the causal 
relationships. The group cognitive map is given in Appendix 1. 
The lifestyle segmentation variables are analyzed by means of cause and effect 
relationships with 12 predefined marketing mix elements which are price, elasticity, 
cost, competitiveness, R&D concept development, support, profitability, ease of use, 
durability, quality, advertising, public relations and sales promotion. 
The full neighbourhood matrix was analyzed according to the relations in the 
cognitive matrix. The weight of each raw was calculated and the weights were given 
below. The cognitive map analysis is made through domain analysis. The weights of 
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customer segmentation variables are found by weighted average method and the 
decision tree induction will be made through this results. The most important 
variable affecting marketing in digital TV environment is discovered as age-one of 
demographic variables- and the second important variable is found as personal 
interests. The importance ranking of variables according to their weights found from 
the cognitive matrix is given in Table 4.2. 
Table 4.2: The Weights of Cognitive Maps Variables 
C28 2,783577 
C10 2,644398 
M9 2,644398 
C2 2,574809 
C24 2,574809 
C29 2,574809 
C30 2,574809 
C18 2,505219 
C21 2,505219 
C22 2,505219 
M11 2,505219 
C3 2,43563 
C12 2,43563 
C19 2,43563 
C23 2,43563 
C27 2,43563 
C1 2,36604 
C6 2,36604 
C14 2,296451 
C20 2,296451 
C26 2,296451 
C31 2,296451 
C13 2,226862 
C32 2,226862 
C34 2,226862 
M3 2,226862 
M8 2,226862 
M12 2,226862 
C7 2,157272 
C17 2,157272 
C5 2,087683 
C11 2,087683 
C4 2,018093 
C9 2,018093 
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C15 2,018093 
M10 2,018093 
M2 1,948504 
C8 1,878914 
C33 1,809325 
M5 1,670146 
C16 1,600557 
M4 1,600557 
M7 1,530967 
M1 1,391788 
C25 1,322199 
M6 0,835073 
As the ranking obtained from cognitive map generation is analysed, the age is found 
as the most important parameter effecting customer segmentation. Also the second 
parameter is personal interest, which approves the importance of personalization as 
one of the key issues in digital broadcast management. The digital television provider 
has to take all kinds of personal interests into consideration to be effective and 
successful. The third important parameter is found to be the hobbies, which is also a 
factor of personalization. The fourth and fifth important variables are education level 
and income level which are in fact inter-related. Income and education levels are two 
important variables that lead the hobbies and personal interests. The weights of 
Lifestyle variables calculated from Cognitive Mapping are given in Table 4.3. 
Table 4.3: The Weights of Lifestyle Variables Calculated from Cognitive Map 
C28 2,78 Age 
C10 2,64 Personal Interests 
C2 2,57 Hobbies 
C29 2,57 Education level 
C30 2,57 income level 
C24 2,57 Education opinion 
C18 2,51 financial interests 
C21 2,51 political opinions 
C22 2,51 business opinions 
C3 2,44 social events 
C12 2,44 job interests 
C19 2,44 opinions about themselves 
C23 2,44 Economics 
C27 2,44 Culture 
C1 2,37 Work attitude 
C6 2,37 Club membership 
C14 2,30 Recreation 
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C20 2,30 Social issues 
C26 2,30 Future opinions 
C31 2,30 occupation 
C13 2,23 community interests 
C32 2,23 Family size 
C34 2,23 city 
C7 2,16 community attitude 
C17 2,16 media 
C5 2,09 entertainment 
C11 2,09 home interest 
C4 2,02 vacation 
C9 2,02 sports attitude 
C15 2,02 Fashion 
C8 1,88 Shopping Attitude 
C33 1,81 Dwelling 
C16 1,60 food interest 
C25 1,32 Product opinions 
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5. DATA MINING APPLICATION IN DIGITAL TV ENVIRONMENT 
5.1 Information about Turkish Digital Broadcast Sector 
Digital broadcasting, which has become widespread in Europe and USA beginning 
from 1990s, is today a fundamental technology that shapes the concepts of shopping 
and commerce. The most outstanding services of digital platforms are home-
shopping, home-banking, buying prepaid minutes for cell-phones, sending short 
messages to other cell-phones and having access to every single customer service.  
With the foundation of Cine5 channel in the middle of 1990s, the concept of paid 
coded broadcasting has arisen in Turkey. Movies and Turkish Football First League 
matches were broadcasted in Cine 5, and it lost its popularity with the common usage 
of satellite Technologies. 
The digital broadcasting has become very popular in the he first years of 21st century.  
. Decoders and analogue satellite receivers were changed with digital satellite 
receivers. The first attempts of digital platforms came from Star Digital and Digiturk. 
Star Digital could not exist long time. On the other hand, Digiturk bought the 
broadcasting rights of football national league matches and displayed a very 
successful market performance as a monopoly. At the end of 2006, a new digital 
platform called D Smart appeared and the late-coming competition brought new 
opportunities to the customers. 
Digiturk serves access to the most successful global and regional channels. There are 
34 radios, 110 Television and 17 interactive channels in the platform and all of them 
are served using digital sound and video quality. The most popular channel of 
Digiturk is Lig TV, which has the broadcasting rights of Turkish national league 
matches.  
Football match broadcasting is still the main reason of subscription for %65 of 
Digiturk customers. Digiturk platform requires a subscription based on monthly 
payment for screening. On the other hand, D smart does not require a monthly 
payment but channel based activation fee It uses the Turksat satellite for 
broadcasting and its difference from a Standard satellite receiver is the systematic 
arrangement of the channels it covers and some special channels like Comedy Smart, 
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Movie Smart, Fashion TV, Animal planet which can not be screened from a satellite.  
Digiturk Platform has 1.500.000 subscribers and D smart is far away from this 
number for the moment.  
5.2 Data Mining in a Digital TV Environment 
Data mining process in this study consists of Business Understanding, Data 
Understanding, Modelling, Validation and Deployment phases. All of the steps of 
data mining process will be applied to the case in this part of the study.  
5.2.1 Business Understanding  
As discussed in the earlier section, the structure of digital TV sector is changing. 
New broadcasting technologies, digital satellite receivers and new competitors cause 
tight competition. 
The focal point for the digital TV Company that we are analyzing is Turkish Football 
League. The company is not glad about this situation because there is no elasticity in 
the current market. If the company looses the broadcasting rights of the football 
matches of the three big teams in Turkey, the customer number of the company is 
expected to decrease rapidly.  
The company has a wide range of customers and would like to know which 
customers are more loyal. Previously, the monopolist structure of the market was 
helping the company to act comfortably and the customer profile or churn analysis 
had not been found as strategic tools. 
There are many channels other than the football channel; however the company 
needs to know which customer is interested in which kind of channel and what the 
viewing percentage of every channel is. 
The data mining problem is mainly named as customer profiling to hold existing 
customers and gain new ones. Customer loyalty is the main concern and the 
company needs to know five points about the customer profile. 
• The classification of customers according to their satisfaction level. 
• The classification of less satisfied customers according to their satisfaction 
level 
• The classification of customers according to their football interest 
• The classification of less football oriented customers according to their 
football interest 
• The socio-cultural analysis of loyal customers 
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5.2.2 Data Analysis 
The data for customer analysis is taken from an existing digital broadcasting 
company and it is composed of customer survey responses. The customer survey is 
answered by 2305 actual customers. The questionnaire and the list of answers are 
given in Appendix 2.  The questions are shown in Table 5.1. Majority of the 
questions were open ended and the responses are grouped or identified as interval 
after the collection of answers.  
Entire data set will be used in decision tree application. The data is collected in June 
2007. 
Table 5.1: Questions of the Customer Survey 
1 Gender  
2 Could you please give us your exact birth date? 
3 Could you please identify your marital status? 
4 Could I please learn your e-mail address? 
5 How many people are currently living at your residence? 
6 
When you think about the people living with you at your 
residence, which of the alternatives best suites to your structure? 
7 How many children are living at your residence?  
8 Child - Gender?  
9 Child - Gender?  
10 Child - Gender?  
11 Child - Gender?  
12 Child - Gender?  
13 What is the last education degree you have taken? 
14 What is your occupation? 
15 
When you think of your current job, which of the alternatives 
best suites your job definition?   
16 
Which of the foreign languages do you know enough to read a 
publication in that language? 
17 Which of the goods do you have at your house?   
18 Do you have internet Access?   
19 Which type of internet access do you have?   
20 Can you name the three web pages you visit most?   
21 How many televisions are there at your house?   
22 
If there is, what are the other television broadcasting systems at 
your house?  
23 Do you have cable TV Access at your apartment?   
24 
As you think of the house you are living in, which of the 
alternatives is most suitable?  
25 Do you have any car? If there is how many?   
26 1 car- brand?   
27 2 car- brand?   
28 3 car - brand?   
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29 
Which of the banks’ credit cards are owned by the residents of 
your house? 
30 
Which football team do you support in TURKCELL Super 
League?   
31 
Which social activity do you prefer doing in your free time? 
(More than one answer is acceptable)  
32 
If you have any hobbies, can you identify? (More than one 
answer is acceptable) 
33 
Did you attend any courses or seminar in the last one year 
period? If you did, what was the subject?  
34 Are there any festivals you follow and attend?   
35 Are there any clubs that you are a member of?   
36 
What is the frequency that you go on a vacation?  (Once a 
month,  Once in three months, Once in six months, Once a year, 
Less than once a year, Never) 
37 Did you go on a vacation in last year? 
38 Which newspapers are being read at your residence regularly?   
39 Which magazines are being read at your residence regularly? 
40 
From where do you frequently make your food and cleaning 
shopping?  
41 From where do you frequently make your clothing shopping?  
42 Which shopping centres do you visit most?  
43 
How satisfied are you about being our subscriber? ( 1 Extremely 
Dissatisfied, 2 Dissatisfied, 3 Satisfied 4 Very Satisfied 5 
Extremely Satisfied) Could you please rate your satisfaction 
level according to this scale?    
44 Which points are you most satisfied about your subscription?   
45 Which points are you most dissatisfied about your subscription?   
46 
What is your propensity to keep subscription of our company? 
(1- Certainly I will quit, 2-It is likely that I quit,  3-I have not 
decided, 4- It is likely that I will keep, 5-Certainly I will keep  )  
Could you please rate your propensity to keep subscription 
according to this scale?    
47 
If our broadcasting exits from your life, how much do you feel 
its absence? (1 Absolutely I won’t, 2- It is likely that I won’t, 3, 
I am not sure, 4- It is likely that I will, 5- Absolutely I will)  
Could you please rate your feelings according to this scale?    
48 
How much do you advise your acquaintances our broadcasting 
subscription? (1 Absolutely I won’t, 2- It is likely that I won’t, 
3, I am not sure, 4- It is likely that I will, 5- Absolutely I will)  
Could you please rate your feelings according to this scale?   
49 
What are your expectations from us? Are there any extra 
services that you would like to have?  
50 
Do you follow your team's matches in Turkish 1. Football 
League, by means of TV, radio or at the stadium? 
51 
Do you follow other team's matches in Turkish 1. Football 
League, by means of TV, radio or at the stadium? 
52 
Do you follow derby matches in Turkish 1. Football League, by 
means of TV, radio or at the stadium? 
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The questions are used to link to the customer profile data, which was taken from 
Activities, Interests and opinion data. Since lifestyle segmentation is currently being 
used in the broadcasting sector; the collected data responds our need. The 
questionnaire mainly consists of demographic and lifestyle questions. In an addition 
to these; the company have added some questions to the survey about the most up to 
date and strategically important issues. The questionnaire also examines the football 
addiction of the customers and internet Access preferences. There exists also 
information about income level and city. 
The customer survey was applied to customers in June 2007 and it was the most up 
to date data through this study. Because of many of the customer focused 
applications can be applied to the data, within 2-3 years, the actual dataset is 
acceptable for the application. 
Data was extracted from the customer database and it was in Ms Access file 
containing 98.329 rows. It was a 31.056 kbyte sized document and a single Excel 
sheet was not able to cover it. It was mandatory to reshape the order of columns and 
rows and make the whole data fit in a single Excel sheet. Data is rearranged for the 
requirements of the decision tree application software.  
Although there exists 52 questions and answers, responses are not full.  In the data 
preparation part, the whole data will be analyzed by eliminating the empty responses. 
The different types of data were analyzed to see the actual photograph of the dataset 
and take further actions.  
The first analysis is on gender. 590 of them of subscribers are female and 1715 of 
them are male customers. The gender dataset summary and histogram are given in 
Table 5.2 and in Figure 5.1. 
Gender Data
0
500
1000
1500
2000
Female Male No Answer
Total
 
Figure 5.1: Histogram for Gender Data 
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E-mail addresses and birth dates of customers are inaccessible. Age is unfortunately 
one of the open ended questions and has a lot of empty answers that is why it will not 
be used. 
Table 5.2: Gender Dataset Summary Table 
GENDER DATA Total 
Female 590 
Male 1716 
No Answer 0 
Grand Total 2306 
When we investigate the case a little further, it is clear that some variables has too 
many values that decision tree algorithm is unable to handle. This means that in the 
data preparation part, some of the data has to be grouped.  
Family size data summary (Figure:5.2) and histogram (Table 5.3) are given below.  
The number of people in subgroups decreases as the family size increases. Although 
there are 624 records in three people families, there are only 7 records for seven and 
more people families. The data itself gives the clues to decide how to combine them 
and reach to smaller number of subgroups. 
Table 5.3: Family Size Dataset Summary Table 
FAMILY SIZE Total 
1 142 
2 389 
3 624 
4 582 
5 139 
6 23 
> 7 7 
No Answer 400 
Grand Total 2306 
 
FAMILY SIZE DATA
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Figure 5.2: Histogram for Family Size Data 
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Hobbies will be an important variable for analysis. It is one of the most important 
and most critical parameters of the study because there are so many categorical 
values and the subgroups are usually very small sized. There is only one member of 
astrology hobby, and 3 of ceramic hobby, etc. The distribution of hobby values are 
given in Table 5.4 and the generated histogram is attached in Figure 5.3.  
Table 5.4: Hobbies Dataset Summary Table 
HOBBIES TOTAL 
ACCESSORY DESIGN 6 
ASTROLOGY 1 
CERAMIC 3 
COLLECTION 12 
COMPUTER GAMES 11 
COOKING 9 
DIVING 17 
FISHING 75 
GARDENING 28 
HUNTING 22 
LISTENING TO MUSIC 144 
LITERATURE 386 
MOUNTAIN CLIMBING 4 
NO HOBBIES 733 
OTHER 564 
PHOTOGRAPHY 27 
PLAYING an INSTRUMENT 18 
RIDING MOTORBIKE 11 
SEWING 7 
SKIING 14 
WOOD PAINTING 9 
YOGA/MEDITATION 3 
NO ANSWER 467 
GRAND TOTAL 2571 
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Figure 5.3: Histogram for Hobbies Data 
  44 
There is also a satisfaction level question in the survey which is a potential target 
variable. The number of dissatisfied customers is relatively low, however there is a 
539 customer sized middle group which makes the analysis more critical. This group 
consists of highly dissatisfied, dissatisfied and neither dissatisfied nor satisfied 
customers. The customer satisfaction data consists of ordinal continuous values. The 
histogram for satisfaction level is given in Figure 5.4  and the satisfaction level data  
summary is given in Table 5.5. 
Table 5.5: Customer Satisfaction Level Summary Table 
CUSTOMER  
SATISFACTION 
LEVEL Total 
1 21 
2 91 
3 539 
4 635 
5 531 
No Answer 489 
Grand Total 2306 
 
SATISFACTION LEVEL Total
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SATISFACTION LEVEL Total
 
Figure 5.4: Histogram for Customer Satisfaction Level Data 
 
5.2.3 Data Preparation 
The raw data should be cleaned and fixed before the data mining application. After 
the treatment of data, the data also is to be converted to the input file format, the 
software requested.   
There are basically three important issues that should be managed to get the data 
ready for the classification study.  
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1. The customer survey data should be linked to lifestyle segmentation 
variables. All of the questions and customer variables should be analyzed and 
the relationships between the questions and variables should be clearly 
defined. 
2. After the designation of variables, the variables with too many values should 
be grouped. All of the answers related to customer variables should be 
analyzed and if necessary some similar and parallel answers should be 
grouped. 
3. Dealing with missing values is another subject to work on. This step will be 
done with the help of the decision tree software. 
WORK variable is extracted from question 10 and there were 15 different answers 
for this question. Data mining can not handle this operation so the categorical 
variable should be grouped. The groups are composed as follows: 
1. SME OWNER: Self Employed: Middle Sized Enterprise Owner + Self Employed: 
Small Sized Enterprise Owner 
2. EXECUTIVE: Private Sector: Senior Manager + Private Sector: Lower-Middle 
Level Manager + Public Sector: Senior Manager + Public Sector: Lower + Middle 
Level Manager 
3. EMPLOYEE: Private Sector: Employee + Public Sector Employee 
4. HOUSEWIFE: Housewife 
5. PENSIONARY: Pensionary 
6. PROFESSIONAL: Self Employed: Professional (Doctor, Lawyer, Architect…) 
7. OTHER: Independent/ Uninsured/ Temporary Employee + Student + Unemployed 
The answer “I want to keep is secret is cleared”.  
HOBBIES data is another categorical data and has too many values that need to be 
grouped. Question 23 in the survey contains the requested information and there are 
21 answers to this question. The 21 answers are grouped as follows: 
1. ART: Wood Painting + Photography + Ceramic + Accessory Design 
2. OUTDOORS: Hunting + Fishing 
3. HOUSE & GARDEN: Sewing + Collection + Cooking + Gardening 
4. MUSIC: Playing an Instrument + Listening to Music + Literature 
5. SPORTS: Riding Motorbike + Mountain Climbing + Diving 
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6. SPIRITUAL: Astrology + Yoga & Meditation 
7. OTHER HOBBIES: Other + Computer Games 
8. NO HOBBIES: No Hobbies 
Computer Games has only 5 records and it is not belong to any other groups. That is 
why it is added to the group other hobbies. 
SOCIAL EVENTS data is taken from the answers of question 25, containing 
information about social activities people perform. The subgroups of the question 
stay the same. 
1. CINEMA 
2. THEATRE 
3 MUSICAL SHOWS 
4. DINING 
5. NIGHT LIFE 
6. HOME VISITS 
7. SPORTS 
8. OTHER ACTIVITES 
9. NO ACTIVITIES 
VACATION data is taken from the survey, from the question asking about vacation 
frequency. The nominal values are turned to ordinal numbers just to make it easier to 
express. 
0. Never 
1. Less than once a year 
2. Once a year 
3. Once in six months 
4. Once in three months 
5. Once a month 
ENTERTAINMENT dataset is connected to the question asking the customers’ 
festival preferences. All of the variables in this attribute are categorical like most of 
the other attributes. There is no need to form new groups, because the number of 
subgroups is all different from each other and small in number. 
Film Festivals 
Music Festivals 
Theatre Festivals 
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Local Festivals 
Other Festivals 
None 
SHOPPING ACTIVITY is based on the number of total credit cards the customer 
uses. This is a continuous variable, and it should be taken into consideration while 
performing the decision tree software. 
FOOD INTEREST information is derived from the answers of the questing “where 
do you buy your food. The names of the distribution channels people make food 
shopping is grouped in three categories. This is a continuous variable. 
1. Cheap 
2. Supermarket 
3. Ad-Hoc (Grocery) 
MEDIA INTEREST information is reached by the combination of the answers of 
two questions. “Which newspapers are being read at your residence regularly?” and 
“Which magazines are being read at your residence regularly?” questions are both 
used to find the necessary information measuring customers’ media interest level. 
The number of magazines and the number of newspaper they read are added to find 
the media interest level of each customer. This is also a continuous variable. 
EDUCATION LEVEL data is directly found from the question “What is the last 
education degree you have taken?” While the other groups stay the same, Master and 
PhD. Graduates are combined as to form another group.  
1-Primary School Graduate 
2-Secondary School Graduate 
3-High School Graduate 
4-Collage Graduate 
5-Graduate Education: Master Graduate + PhD. Graduate 
Because of the education level data being ordinal, the education levels are numbered 
from 1 to 5. 
INCOME LEVEL is given as the segmented income of each customer. The income 
is given in 5 scales and it is a continuous variable. 
OCCUPATION: The occupation variable was also very hard to define because there 
were many subgroups and most of them were very small in number. By considering 
the similarities and number of elements the occupation group have, the new groups 
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are determined as below :Academician, Archaeologist, Journalist and Student was 
very small in number and could not added to another group, that is why they are 
added to the group other jobs.  
1. HEALTHCARE: Doctor, Pharmacist 
2. ENGINEER: Computer Engineer, Marine Technology Engineer, 
Electric/Electronics Engineer, Industrial Engineer, Food Engineer, Civil Engineer, 
Geology Engineer, Chemical Engineer, Mechanical Engineer, Textile Engineer, 
Architect 
3. Law: Advocate, Judge 
4. BANKING: Bank Employee, Accountant/ Finance Staff, Insurer 
5. Public EMPLOYEE: Nurse, Civil Servant, Teacher, Police 
6. MANAGEMENT: Hotel Administrator, Marketing Staff, Advertising Publicist 
7.PENSIONARY: Pensionary 
8.SELF EMPLOYED: Self Employed 
9. OTHER JOBS: Academician, Archaeologist, Other, Journalist, Student  
DWELLING variable is also directly drawn from the answers of question “As you 
think of the house you are living in, which of the alternatives is most suitable?”. No 
subgroups are needed for this variable and it is categorical. 
1. COMPANY DWELLING 
2. RENTED 
3. MY FAMILY’S ESTATE 
4. MY OWN ESTATE 
FAMILY SIZE data is taken from the question “How many people are currently 
living at your residence?” The data is continuous and taken directly.  
Dirty data is cleared from the database. There were some empty and null rows in the 
raw data and the characters were analyzed in Ms Excel. The empty rows should be 
shown in the software input file with a character you can specifically use. In this 
study the empty rows were represented by a dot and written as it exists like real data. 
The software will realise that it is a null value, and applies the solution you want to 
perform to the empty rows. 
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5.2.4 Modelling&Evaluation and Deployments 
The decision tree application consists of 5 queries that have been mentioned in the 
business understanding section. All of the queries are implemented on the Decision 
Tree software, DTREG. First of all, a brief summary of decision tree software and its 
features will be given. Then the decision trees generated by the DTREG queries will 
be given, for deeper analysis of every query.  
5.2.4.1 Features of DTREG 
Tree Splitting Algorithms: DTREG is specifically used for Decision Tree 
Algorithms. There are three available tree splitting algorithms on DTREG. They are: 
Gini- Gini Splitting method is known to be the default splitting algorithm for 
decision trees. The algorithm chooses the split which maximizes the heterogeneity of 
the categories of the target variable in the child nodes. 
Entropy – Another alternative for Decision tree induction is Entropy splitting 
method. Experimentally it is proven that Entropy method yield a decision tree that is 
similar to the decision tree generated by Gini splitting algorithm.  
Misclassification cost – Misclassification cost splitting method is the third 
alternative for decision tree splitting. It forces DTREG to use the split which 
minimizes the misclassification cost among the child nodes. 
Gini splitting algorithms which was mentioned as the default and recommended 
splitting algorithm for decision trees is the chosen splitting algorithm in this study. 
All queries are implemented using Gini Splitting Algorithm. 
The deeper information about Decision Tree induction algorithms are given in 
Decision Trees Section of the thesis.  
Missing Values: The software estimates the missing values using median value and 
surrogate splitters method.  
Median Value: Using median value of the existing values of the predictor is an 
alternative for the correction of missing values. This option is much faster in 
computation time, however it results in less exact results. However, it still generates 
successful solutions when the number of missing values is not very high in number.  
Surrogate Splitters Method: The predictor variables which results in similar splits 
to the primary splitter are called surrogate splitter variables. The rows that are sent to 
the left and right child groups by the primary splitter are compared with the rows sent 
to the other child groups by every other predictor variable. Surrogate splitters are the 
predictors whose splits are most alike to the split made by the primary splitter. The 
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software figures out the association between the main splitter and each alternative 
predictor as a function of the proximity between the alternative predictor and the 
primary splitter. The actual calculation is complex but roughly the program ranks the 
surrogate splitter variables in descending order of association. In case a missing row 
exists, DTREG uses the surrogate splitter with the highest association to the primary 
splitter that has a non-missing value for the row. Surrogate splitters method computes 
the association between the selected primary splitter of a node and all other 
predictors. The best surrogate splitter whose value is known for the row will be used 
by the program, in case; the value of the primary predictor variable is missing in a 
row.  
The recommended and default method for missing value adjustment is surrogate 
splitters method .  
Hence, surrogate splitters method is used  for missing value adjustment in five of the 
queries [10].  
Tree pruning and validation methods: The generated decision tree will be pruned 
to optimal sized, which means some of the nodes will be deleted. There are different 
methods for tree pruning in DTREG. 
Prune to minimal cross validated error: This option will prune the tree using cross 
validation. There is an optimum number of nodes for decision trees that will produce 
minimal error in the cross validation trees. This option makes it available to validate 
the tree with V fold cross validation and prunes the tree till finding the minimum 
classification error.  
Allow one standard error from minimum: DTREG will prune the tree till the cross 
validated error cost of the smaller tree is no more than one standard error from the 
minimal cross validated error value. This option generates a basic decision tree that 
is simpler and smaller. However the generated decision tree may not be as good as 
the optimal decision tree in predicting the future values.  
Allow this many S.E. from min: This option makes it possible to identify the 
number of standard error intervals to prune the tree to a smaller size. If the selected 
number is one, this option will be the same with one standard error for minimum.  
Do not prune the tree:  This option will be selected, if the unpruned tree is desired. 
The program will get the cross validation statistics but will not prune the tree to the 
optimal size.  
In our queries the generated models will be pruned with the most effective and 
recommended method “prune to minimal cross validation error”.  
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Model Testing and Validation Parameters: There are some alternatives for testing 
and validation of Decision trees in DTREG. 
No validation: In this option no validation is performed after the model training. 
This option is not recommended by data miners because the accuracy of the trained 
model is left unchecked [31] 
Random percent: Random or a given percentage of the data rows are not used 
during the construction of decision tree model. Those unused rows are then run 
through the model to see how much error does the model contains with the validation 
data. It is a good way of testing yet, not all data is used for model construction and it 
will lead to imperfect usage of dataset.  
V-fold cross validation: In V fold cross validation, the whole training dataset is 
used for decision tree generation, without thinking of any validation purposes. For 
the validation the learning dataset is divided into some smaller groups called “folds”. 
This division is made by stratification, which means the program pays attention to 
make the distribution of categories of the target variable the same in all folds. The 
user has to identify the number of folds to be used for the validation of tree. The 
recommended value for V is 10 in V-fold cross validation. A value more than 10 for 
cross validation results in increased computation time and does not develop a more 
optimal tree. 
As a case, assume that 10 folds are created. First DTREG will take one of the folds 
and holds it, while mixing the other nine folds to create a decision tree. After the 
decision tree generation, DTREG will use the held fold to validate the experimental 
tree. The classification error found with this way is stored as the test error rate for the 
first test tree. This process will be continued until the generation of 10 test trees and 
computation of 10 validation errors. At last the average of 10 classifications is found 
and reported as cross validation cost and it shows us how much error the model 
contains in resembling the dataset. 
Data Misclassification Tables: The calculation of misclassification cost is complex 
and involves the distribution of target categories in the node compared with the 
distribution in the total (learning) sample. 
For better understanding, if every row is misclassified it will have a cost of 1 and if 
every row is correctly classified it will have a cost of 0. As the misclassification cost 
decreases, the model becomes more effective.   
The meanings of the labels in the misclassification tables are as follows: 
Category – The target category.  
Actual count – The number of rows that have this target category.  
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Actual weight – The sum of the weights for the rows with this category.  
Misclassified count – The number of rows with this category that were misclassified 
by the tree.  
Misclassified weight – The sum of the weights for the rows with this category that 
were misclassified.  
Misclassified percent – The percent of the rows with this category that were 
misclassified.  
Cost – The misclassification cost for the rows with this category.  
5.2.4.2 Model 1: The Classification of Customers According to their 
Satisfaction Levels 
The first model aims to classify customers according to their satisfaction levels. This 
information will lead us to know the profiles of satisfied and unsatisfied customers. 
If the profile of unsatisfied customers can be drawn, the company can be able to 
generate marketing strategies and product options to satisfy them. The characteristics 
of the customers were identified with the dimensions of lifestyle segmentation only 
holding to the lifestyle dimensions found in the given database. 
The model is generated with Decision Tree Regression (DTREG) software.  
Table 5.6: The Weights of Input Variables 
C2 Hobbies 2,57 100 
C29 Education level 2,57 100 
C30 Income Level 2,57 100 
C3 Social Events 2,44 95 
C1 Work 2,37 92 
C31 Occupation 2,3 89 
C32 Family size 2,23 86 
C17 Media Interest 2,16 84 
C5 Entertainment 2,09 81 
C4 Vacation 2,02 78 
C8 
Shopping 
Attitude 1,88 73 
C33 Dwelling 1,81 70 
C16 Food interest 1,6 62 
 
Weight of each variable was converted to 100 scales as in Table 5.6. The weights of 
variables are mentioned in the software.  
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The first analysis is the classification of customers according to their satisfaction 
levels. The satisfaction levels are determined in a 5 scale and it is defined as a 
categorical target variable. The reason for accepting this variable as categorical is the 
treatment for any satisfaction level being different. The input data is as seen in Table 
5.7. 
Table 5.7: Summary of Variables 
 
The characteristics of Decision Tree 1: 
Maximum depth of the tree = 10 
Total number of group splits = 110 
The full tree has 87 terminal (leaf) nodes. 
The minimum validation relative error occurs with 8 nodes. 
The relative error value is 1.0202 with a standard error of 0.0037 
The tree will be pruned from 87 to 8 nodes. 
There are 13 predictor variables used in the prediction of target variable, customer 
satisfaction level. Type of model, is single decision tree and the algorithm to split the 
tree is Gini algorithm. The variable weights, which were assigned with the cognitive 
map, are used in the algorithm. The minimum size of node to split is set as 10, which 
was the default value of the software. The missing values are calculated with 
surrogate splitters method which was explained in the previous section. The project 
variables can be given as follows:  
Number of variables (data columns): 15 
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Data subsetting: Use all data rows 
Number of data rows: 1924 
Total weight for all rows: 1815 
Rows with missing target or weight values: 109 
Rows with missing predictor values: 79 
Project title: CUSTOMER SATISFACTION ANALYSIS 
Target variable: SATISFACTION LEVEL 
Number of predictor variables: 13 
Type of model: Single tree 
Maximum splitting levels: 10 
Type of analysis: Classification 
Splitting algorithm: Gini 
Category weights (priors): Data file distribution 
Misclassification costs: Equal (unitary) 
Variable weights: Variables have different weights 
Minimum size node to split: 10 
Max. Categories for continuous predictors: 200 
Use surrogate splitters for missing values: Yes 
Always compute surrogate splitters: No 
Tree pruning and validation method: Cross validation 
Number of cross-validation folds: 10 
Tree pruning criterion: Minimum cost complexity (0.00 S.E.)  
Table 5.8: Training Data Misclassification Table 1 
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Table 5.9: Validation Data Misclassification Table 1 
 
The two misclassification tables (Table 5.8 and Table 5.9) shows misclassified 
percents of the two datasets. There are five categories in the satisfaction index 
variable. The misclassification costs are given in the tables.  
The decision tree generated by DTREG program is given in Figure 5.5. 
Explanation and Deployments 1: Satisfaction level is generally high among 
customer answers and that is why the analysis is hard to imply. We are looking for 
dissatisfied customers and the actual satisfaction levels that are announced by the 
customers are quite high.  
First split in the first decision tree is made by occupation of the customers. The two 
splits both consist of satisfied customers. The occupations branched in node two are: 
Banking Employee, Management, Other jobs, Pensionary and self employed. This 
node involves 1512 customers and their satisfaction level is all represented by 5 over 
5 scales. The branching stops in node 2 but the branch covering Advocate, engineer 
and healthcare business keeps being branched.  
The other split is made by the input variable hobbies. Node 166, consisting of the 
advocate, engineer and healthcare staff who are interested in art and literature, also 
seems to be totally satisfied by the service of the company. The other splitting 
happens here in the node 167 with respect to the hobbies input variable again. 
Advocates, engineers and healthcare staff who are interested in outdoors and sports 
seem to be neither dissatisfied nor satisfied about their subscription. This means that 
there should be some improvement in their satisfaction level and company should 
look for solutions for that improvement.  
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Figure 5.5: Decision Tree 1 
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Node 191, which was created by the splitting of Node 167, also separated into two by 
the Work input variable. Node 198, one of the child nodes of Node 191, contains 
highly satisfied customers with the work descriptions Employee, Executive, 
Housewife, Pensionary and Professional. This node contains 179 customers and 
Misclassification percentage is % 53.63 and it is quite high.  
Node 198 is also divided into two branches, Node 200 and Node 201, with respect to 
the input variable Entertainment. Entertainment parameter of customers was 
supposed to be measured by Festivals the customers attend. Node 200 consists of 
customers who regularly attend Film Festivals, Music Festivals, Theatre Festivals 
and None of the Festivals. The subgroup consists of 165 customers and they are 
highly satisfied from the service of the broadcasting company. The other node, Node 
201, has 14 components and they are satisfied from the service of the company. 
However they are not very satisfied and this node will be deeply searched for 
necessary information by the company. The dissatisfaction may have a reason that 
has to be solved by the company. If the problem is no totally understood, the 
satisfaction level of the customers in this node may even decrease in time.  
The other node generated by the division of Node 191 is Node 199. It covers the 
customers whose work definitions are identified as other jobs and SME owner. The 
satisfaction level of this node is relatively low as compared to other Nodes. The 
customers are not highly satisfied and the reasons of this situation also should be 
investigated.  Node 199 is branched into two Nodes: Node 212 and Node 213 with 
respect to the input variable, social events. Node 212 consists of 9 customers who are 
neither dissatisfied nor satisfied. The customers prefer dining and sports as social 
events and are seemed to be in the danger of dissatisfaction. The other child Node of 
Node 199 is Node 213 and consists of customers who defined their social events as 
Cinema and Other social activities. They are satisfied about the services of the 
company however, not totally. This node will also be noted to have a deeper 
understanding. The last division of the Customer Satisfaction Decision Tree occurs 
in this level, in node 213. Node 214 and Node 215 are generated by the division 
made with respect to Hobbies input data. Node 214 consists of 9 customers who are 
very satisfied about the broadcasting service and identified their hobbies as other 
hobbies. On the other hand, the 22 customers holding a place in Node 215 are not 
totally satisfied about their subscription and have the hobbies titled: House and 
Garden, Music and No hobbies.  
5.2.4.3 Model 2: The Classification of Dissatisfied Customers  
The unsatisfied customers are classified among them using the customers rating their 
satisfaction as 1, 2 and 3 over 5. This study will be essential for a deeper analysis of 
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the dissatisfaction reasons. This study is narrower than the first analysis because it is 
only made by the dissatisfied part of the customer database. The number of 
customers is lower and this is an important limitation for the analysis. 
The analysis is made with the same technique of the prior analysis, Customer 
satisfaction. The in-depth analysis of input data is given in Table 5.10. The 
characteristics of the input data are the same however the number of variables differs 
in this analysis. There are a total of 334 dissatisfied customers to be analyzed.   
Table 5.10: Summary of Variables 2 
 
The parameters of the analysis will be given as below:  
Maximum depth of the tree = 10 
Total number of group splits = 38 
The full tree has 30 terminal (leaf) nodes. 
The minimum validation relative error occurs with 13 nodes. 
The relative error value is 1.3670 with a standard error of 0.0419 
The tree will be pruned from 30 to 7 nodes. 
Project Parameters: 
Project title: CUSTOMER DISSATISFACTION ANALYSIS 
Target variable: CUSTOMER SATISFACTION INDEX 
Number of predictor variables: 13 
Type of model: Single tree 
Maximum splitting levels: 10 
Type of analysis: Classification 
Splitting algorithm: Gini 
Category weights (priors): Data file distribution 
Misclassification costs: Equal (unitary) 
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Variable weights: Variables have different weights 
Minimum size node to split: 10 
Max. Categories for continuous predictors: 200 
Use surrogate splitters for missing values: Yes 
Always compute surrogate splitters: No 
Tree pruning and validation method: Cross validation 
Number of cross-validation folds: 10 
Tree pruning criterion: Minimum cost complexity (0.00 S.E.) 
Input Data 
Number of variables (data columns): 15 
Data subsetting: Use all data rows 
Number of data rows: 456 
Total weight for all rows: 334 
Rows with missing target or weight values: 122 
Rows with missing predictor values: 11 
Table 5.11: Training Data Misclassification Table 2 
 
Training data misclassification values are given in Table 5.11. The misclassification 
for the training data is cited as 0.168 in the table. This value is much lower than the 
misclassification cost of the first analysis, customer satisfaction. There are fewer 
categories in this analysis and the number of values in categories is more balanced, 
that is why the count of misclassified elements is lower.  
The misclassification table for Validation data of customer dissatisfaction analysis is 
given in Table 5.12. The total misclassification cost for the validation data is 0.207 
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which is higher than the training misclassification data, but still lower than the prior 
customer satisfaction analysis.  
 
Table 5.12: Validation Data Misclassification Table  
 
Explanations and Deployments 2: The customer dissatisfaction analysis Decision 
Tree is given in Figure.5.6. The target variable of this analysis is customer 
satisfaction index. Customer satisfaction index x is limited to 1,2 and 3, which refers 
to the very dissatisfied customers, dissatisfied customers and nor satisfied neither 
dissatisfied customers successively. The first division is made with respect to the 
Hobbies input variable and node 2 consists of 211 people who are interested in house 
and garden, literature, music, sports and no hobbies. 
The misclassification rate for this branch is relatively low as compared to the first 
decision tree, customer satisfaction analysis. The customers in this node are neither 
satisfied nor dissatisfied about their subscription and should be taken into 
consideration for being a dissatisfied group. 
The second branch generated from Node 1 with respect to Hobbies input data is 
Node 3. It consists of 123 people and they are also neither satisfied nor dissatisfied 
about the broadcasting services. The misclassification rate for this branch is higher 
and that is why it is also divided into two nodes, Node 46 and Node 47. Node 46 and 
Node 47 are generated with respect to the input variable Education level. The 
division point for this separation is 2.5. This means that Node 46 consists of people 
who have an educational degree of primary school and secondary school and node 47 
covers up the people that have an educational degree of high school and more (high 
school, university, grad school).   
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Figure 5.6: Decision Tree 2 
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Node  46 is also divided into two branches, with respect to Food interest variable. 
Node 48 consists of people who have food interest lower than 1,5 (this means that 
only who have food interest equal to 1) and their customer satisfaction index is given 
as 3. The other child node of Node 46 is Node 49 and it covers the people who has 
food interest higher than 1,5. The customer satisfaction level is 1 in this node which 
means the all 9 people are very dissatisfied about being a customer of this 
broadcasting company. This node consists of people, who have House and Garden, 
Literature, Music, No hobbies and Sports as hobbies and who are educated in the 
level of secondary school and less and finally who are interested in food.  
Customers in node 47 have an educational degree of high school and more. This 
node is divided into two with respect to their entertainment activities. Node 50 
consists of people in Node 47 who is attending regularly to Domestic Festivals, 
Music Festivals and non attendees. Their satisfaction level is 3. Node 51 covers the 
people in Node 47 who are attending theatre festivals, film festivals and other 
festivals and their customer satisfaction index is also 3. Node 50 covers 97 people 
nearly %30 of customers and seems to be pure so it should be taken as an important 
group that is neither satisfied nor dissatisfied. On the other hand, Node 51 is also 
divided into two nodes, Node 74 and Node 75. This separation is realized with 
respect to the Educational Level input variable. The separation point is 4,5 here. It 
means that Node 74 consists of the people in Node 51 that has high school degree 
and collage degree and Node 75 covers people in Node 51 that have graduate school 
degree. Because there was a prior education level branching the node 51 only 
contains people who have educational degree of high school and more. Node 75 only 
covers 2 people and their satisfaction indices are 2. Node 74 is also branched into the 
nodes Node 76 and Node 77 with respect to their media interest. Node 76 has 4 
elements and their satisfaction index is 2. Also the people in Node 76 have media 
interest of 1. Node 77 covers the people from Node 74 that has media interest of 2 
and more. The satisfaction index of this Node is set as 3. 
5.2.4.4 Model 3: The Classification of Customers Accoring to their Football 
Interest Levels 
As expressed in the business understanding section, the broadcasting company is 
highly popular about the Turkish Soccer League Broadcasting. It is obvious for the 
channel that in case of a probable disagreement for the football broadcasting rights, 
there will be a great number of customer losses for the channel. To find a solution to 
this problem, the football interest of customers with respect to their lifestyles will be 
analyzed. This analysis will provide deeper understanding of the customer profiles 
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that are interested in football. If the complete profiles of customers are drawn, 
interests other than football  will be developed to keep the subscriptions live.  
Table 5.13: Summary of Variables 3 
 
The summary of predictor and target variables of the model are given in Table 5.13.  
The dataset is the same with the first customer satisfaction analysis. The customer 
attributes are also used in this decision tree to model football interest. Football 
interest is also categorized in 5 values. “1 totally disinterested, 2 disinterested, 3 nor 
interested neither disinterested, 4 interested and 5 very interested” is the scale of 
target variable for this analysis. 
The model parameters are as follows: 
Maximum depth of the tree = 10 
Total number of group splits = 92 
The full tree has 77 terminal (leaf) nodes. 
The minimum validation relative error occurs with 17 nodes. 
The relative error value is 1.0562 with a standard error of 0.0051 
The tree will be pruned from 77 to 17 nodes. 
 
The project parameters are given as follows: 
Project title: FOOTBALL INTEREST ANALYSIS 
Target variable: FOOTBALL-INTEREST 
Number of predictor variables: 13 
Type of model: Single tree 
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Maximum splitting levels: 10 
Type of analysis: Classification 
Splitting algorithm: Gini 
Category weights (priors): Data file distribution 
Misclassification costs: Equal (unitary) 
Variable weights: Equal 
Minimum size node to split: 10 
Max. Categories for continuous predictors: 200 
Use surrogate splitters for missing values: Yes 
Always compute surrogate splitters: No 
Tree pruning and validation method: Cross validation 
Number of cross-validation folds: 10 
Tree pruning criterion: Minimum cost complexity (0.00 S.E.) 
The input dataset can be characterized as follows: 
Number of variables (data columns): 15 
Data sub setting: Use all data rows 
Number of data rows: 1924 
Total weight for all rows: 1814 
Rows with missing target or weight values: 110 
Rows with missing predictor values: 79 
The generated Decision Tree is given in Figure 5.7. 
Table 5.14: Training Data Misclassification Table 
 
The misclassification Table for Football interest analysis is given above in Table 
5.14. The number of people that have high football interest is very high in this 
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category too. That is why the misclassified percentages of the first four categories are 
quite high. The misclassification table for validation data is also given in Table 5.15. 
Table 5.15: Validation Data Misclassification Table 
 
Explanation and Deployments 3: In decision tree 3, the first split is made with 
respect to the input variable Work. Node 2 consists of Housewives and their football 
interest seems to be 5 over 5. However the misclassification rate here is more than 
Node 3 which consists of all of the other work titles. Node 2 is then split into two 
nodes, one terminal node, Node 4 and the child node, Node 5. Node two consists of 2 
housewives who are going to theatre in their social life. Their football interest is 2, 
which means they are not interested in football. However, this is a very small node. 
But the football interest of housewives being low is something expected. The 
broadcasting company will focus on the interests of housewives who spend much 
time at home watching TV. They will be a key to the success of the company in case 
of soccer broadcasting rights loss. 
Node 5, which was generated from Node 2 is also divided into two Nodes: Node 6 
and Node 7. This splitting is made with respect to the predictor variable Media 
interest. Node 6, consists of people with media interest less than 4,5 and their 
football interest is very high. Node 6 is also divided into two Nodes, Node 8 and 
Node 9 with respect to the input variable Occupation. Node 8 consists of people with 
occupations other jobs and pensionary. Their football interest is 5 and it is surprising. 
Even housewives seem to be very interested in football. The reason for this intense 
interest is mainly to share the husband’s interest.  The other child node of Node 6 is 
Node 9. This node consists of housewives whose occupations are employee and 
engineer. They will be more educated and not working at the moment. The football 
interest in this node is comparatively low. On the other hand, node 7 consists of 
housewives with very high media interest and they are not interested in football.  
Node 3, generated by the splitting of Node 1 with respect to the predictor variable 
work, consists of all works except housewives. The football interest in this node is 
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very high. Node 3 is split into two nodes, Node 28 and Node 29. This division is 
made by the input variable Hobbies. Node 28 consists of people with hobbies, art and 
literature. They are very interested in football. The other child node of Node 3, is the 
terminal node Node 29. The customers in Node 29 are very interested in football and 
their hobbies are House and Garden, Music, No Hobbies, Outdoors, Sports and No 
Hobbies.  
Node 28 is separated into two child nodes, Node 30 and Node 31, regarding the input 
variable Vacation. People with vacation value less than 2,5 are in Node 30 and the 
customers in this node are very interested in football.  Also, Node 31 contains 
customers very interested in football that have a vacation value of more than 2, 5. 
Node 30 is a terminal node, however Node 31 is split into two child Nodes, Node 56 
and Node 57 with respect to the predictor variable Shopping interest. The two child 
nodes have a football interest of 5 over 5. Node 57 which is a leaf node, has a 
shopping interest more than 2,5 and contains 28 customers. Node 56 contains 
customers from Node 31 that has shopping interest value less than 2, 5. Node 56 is 
also divided into two child nodes using the input variable Entertainment. Node 58 is 
split from Node 56, with people who attends to Domestic Festivals, Film Festivals, 
and Other Festivals and does not attend to a festival. This node also has football 
interest of 5. On the other side, people who are attending regularly to music festivals 
as an entertainment habit are collected in the Node 59 and have a football interest of 
3,which is lower when compared to the other nodes in the model. This leaf should be 
deeply analyzed.  
Node 58, generated by splitting Node 56 is also split to two Nodes, Node 60 which 
contains people with Food interest less than 1. The people in this node have very 
high football interest and it is a terminal node. Node 61 contains people with food 
interest more than 1,5 and their football interest is also very high. The next split from 
Node 61 is made with respect to the social events of the customers. Node 66, 
contains people who described their social events as Cinema, Theatre and other 
social activities. The football interest in this group is also very high. Node 67, the 
other child node of Node 61, contains people with concert, dining and sports social 
events. The football interest of this node is high, however not as high as the other 
nodes. This node will also be analyzed, because the reason for subscription of this 
node will be not only the football broadcasting but also the other services the channel 
provides. This node will give the company elasticity and it will be possible to 
improve their satisfaction level by providing some improvements in broadcastings 
related to their other interests. Node 67 is also split into two terminal nodes, with 
respect to their occupations. Node 74 contains engineers, healthcare professionals, 
self employed and other jobs and the football interest of this node is 4 over 5. The 
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facts about Node 67 are also valid for this node. The people in this group are easier 
to hold in case of football broadcasting rights loss.  
Node 68 and Node 69 are divided by the occupation predictor variable from Node 
66. Node 68 consists of people has an occupation category of Banking, Employee 
and healthcare. Football interest of this group is 1, which means they are completely 
uninterested about football. This group is not dependent on football broadcasting and 
interested in other services. The programs and channels about their interests and 
social events should be increased to make them satisfy and hold at hand. Node 68 is 
also split to two child nodes with respect to the predictor variable Entertainment. 
Node 70 consists of people who have no entertainment activity and they are not 
interested in football. This group is interested in cinema and theatre but do not have a 
habit of going to festivals. They will probably prefer watching movies and Television 
at home. This group is also one of the main groups to take into consideration, 
because they are subscripted not for football, for other services. Node 71 contains 
people attending film festivals and other festivals. This group is interested in 
football. By targeting their interests, cinema and vacation, this group will be held at 
hand and stay satisfied.  
Advocates, engineers, pensionaries, self employed people and people with other jobs 
are grouped in Node 69 and their football interest level is very high. However, this 
node is also split into two child nodes with respect to the input variable Media 
interest. Node 72, which contains people from these jobs who has media interest less 
than 3,5 has a football interest of 5. This group is interested in football and does not 
follow magazines and newspapers too much. People who are keen on media with a 
media interest of more than 3, 5 are interested in football with an index of 4. This 
group may also have a chance to keep loyal in case of  the  broadcasting right loss.  
The other node, generated from Node 56, is Node 59.The football interest of 
customers in Node 59 is 3. Their entertainment concept is attending Music Festivals. 
This group is keen on Music and will be attracted with Music broadcasting from 
important festivals. Of course, this is just an offer for application but the 
management ideas for this group will be diversified.This node is also separated to 
two Nodes. Node 78, contains customers with media interest less than 2, 5 and their 
football interest is 5. People in Node 79 have a media interest level higher than 2, 5. 
Football interest of this group is 3. It should also be noted for management purposes. 
The last two child Nodes are generated from Node 79, using the input variable Work.   
Node 80 contains customers whose work descriptions are professional and SME 
owner. Football interest of this group is 4. It will also be possible to attract this group 
but , it is such a small group with 3 customers. If the company plans to make any   
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Figure 5.7: Decision Tree 3 
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kind of modification in management decisions for this group, a cost analysis is 
needed. Node 81 contains people with work descriptions Employee, Executive and 
pensionary and football interest of this group is 3. This node also contains people not 
subscripted to the channel for football purposes. 
5.2.4.5 Model 4: The Classification of Customers with low Football interest 
Levels  
The prior analysis is essential for the company however the details of disinterested 
customers are not represented well by the model. To show up the disinterested 
customers more visually, another decision tree will be generated by using the 
customers with 1,2 and 3 football interest levels.  
The data used for this analysis is taken from the whole database and it is a subset of 
the dataset used for prior analyses. The lower number of elements in the dataset is a 
limitation for the model.  
The summary of variables used for the generation of this tree are given in Table 5.16. 
There are 385 customers who has a football interest of 3 and less over 5 in this 
dataset. These 385 customers are classified in this decision tree according to their 
lifestyle  variables.  
Table 5.16: Summary of Variables 4 
 
The project and model variables are as follows: 
Maximum depth of the tree = 10 
Total number of group splits = 48 
The full tree has 42 terminal (leaf) nodes. 
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The minimum validation relative error occurs with 6 nodes. 
The relative error value is 1.0243 with a standard error of 0.0260 
The tree will be pruned from 42 to 6 nodes. 
Project Parameters 
Project title: Football Interest Analysis 2 
Target variable: FOOTBALL-INTEREST 
Number of predictor variables: 13 
Type of model: Single tree 
Maximum splitting levels: 10 
Type of analysis: Classification 
Splitting algorithm: Gini 
Category weights (priors): Data file distribution 
Misclassification costs: Equal (unitary) 
Variable weights: Variables have different weights 
Minimum size node to split: 10 
Max. Categories for continuous predictors: 200 
Use surrogate splitters for missing values: Yes 
Always compute surrogate splitters: No 
Tree pruning and validation method: Cross validation 
Number of cross-validation folds: 10 
Tree pruning criterion: Minimum cost complexity (0.00 S.E.) 
Input Data: 
Number of variables (data columns): 15 
Data subsetting: Use all data rows 
Number of data rows: 496 
Total weight for all rows: 386 
Rows with missing target or weight values: 110 
Rows with missing predictor values: 17 
The generated Decision Tree is given in Figure 5.8. 
The misclassification tables for the tree are given. Table 5.17 covers the 
misclassification values of the training data. On the other hand, Table 5.18. contains 
the misclassification values for the validation data.  
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Table 5.17: Training Data Misclassification Table 4 
 
Table 5.18: Validation Data Misclassification Table 4 
Evaluations and Deployment 4: The decision tree generated by using the customers 
who are not interested in football is in Figure 5.8. The first Node has 386 customers 
and the first split occurs with respect to the predictor variable Hobbies. Node 2, 
contains 202 customers who are interested in Art, literature, Music and Other 
hobbies. The football interest level for this node is 3, which means they are neither 
interested nor disinterested in football. This node has a high misclassification rate 
and will be split again. The other child node of Node 1, is Node 3. The customers in 
Node three are interested in House and Garden, Outdoors, Sports or they do not have 
any hobbies. The football interest level is also 3 in this node. Misclassification rate 
for this terminal node seems to be comparatively lower. House and Garden, Outdoors 
and sports hobbies program channels will be the substitute of football channel for 
this set of customers. In the second level, Node 2 is split to two other Nodes, Node 4 
and Node 5. This division is made using the predictor variable Work. Node 4 
contains 38 pensionaries and professionals whose football interest is 3. The other 
child node, Node 5, contains 164 customers with the work titles, employee, 
executive, housewife, SME owner and other jobs. 
Football interest for this node is 1, however this node keeps splitting and has great 
misclassification. Child nodes of this node should be deeper analyzed. The next split 
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made from Node 5, is made with the input variable Family Size. Node 22, consists of 
customers with family size less than 2, 5. This node has a football interest of 3 and it 
is a terminal node. Node 23 covers the customers with family sizes more than 2, 5 
and the football interest for this node is only 1, which means they are very 
disinterested about football. 
 
Figure 5.8: Decision Tree 4 
This group is easier to hold at however the other nodes require more effort of the 
company to hold. Node 22 is also separated to two child nodes. The child nodes are 
Node 34 and Node 35 and the input variable that is chosen for this split is Work. 
Node 34 contains SME owners and the football interest level is 3. Node 35, on the 
other hand, contains employees, executives, housewives and other jobs and the 
football interest of this node is defined as 1. This group is uninterested about 
football. The profile of the node is as expected. Housewives interested in House and 
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garden with a family size equal to or more than 3 are also expected to be uninterested 
about football. To attract these customers we have to focus on their hobbies and 
create programs to attract them. 
Node 34 is also separated into two subgroups, Node 36 and Node 37. This split is 
made with respect to the predictor variable Entertainment. Node 36 has customers 
attending music festivals and other festivals and the general football interest level in 
this node is 2. SME owners, attending music festivals and other festivals exist in this 
node and the company will also increase the ways of attracting these customers using 
these information. Node 37 consists of SME owners interested in domestic festivals, 
film festivals or not interested in any festivals. The football interest level for this leaf 
node is 3.  
5.2.4.6 Model 5: Socio-Cultural Analysis of Loyal Customers 
The company needs to have the socio cultural analysis of loyal customers. This 
information is required for understanding the necessity of a new culture channel. The 
content of the channel and the education level it will target can not be identified 
without such an analysis. For this decision tree, two new parameters are determined. 
Loyalty index is gathered from the data, the cultural index of each customer is 
calculated as the total of foreign languages the customer speaks and the courses he or 
she attended. Loyalty index is also calculated by taking the total of each customer’s 
propensity to keep broadcasting subscription with his or her propensity to 
recommend the service to acquaintances. However the loyal customers are selected 
from the dataset, because this analysis only covers the loyal customers. The disloyal 
customers are ignored in this analysis. That is why only the customers with loyalty 
indices 2, 3 and 4 exist in the loyalty index category. 
Summary of variables are given in Table 5.19. 
Table 5.19: Summary of Variables 5 
 
  74 
The model characteristics are as follows:  
Maximum depth of the tree = 10 
Total number of group splits = 40 
The full tree has 14 terminal (leaf) nodes. 
The minimum validation relative error occurs with 7 nodes. 
The relative error value is 1.0204 with a standard error of 0.0037 
The tree will be pruned from 14 to 7 nodes. 
Project Parameters: 
Project title: CULTURAL ANALYSIS 
Target variable: LOYALTY INDEX 
Number of predictor variables: 3 
Type of model: Single tree 
Maximum splitting levels: 10 
Type of analysis: Classification 
Splitting algorithm: Gini 
Category weights (priors): Data file distribution 
Misclassification costs: Equal (unitary) 
Variable weights: Equal 
Minimum size node to split: 10 
Max. Categories for continuous predictors: 200 
Use surrogate splitters for missing values: Yes 
Always compute surrogate splitters: No 
Tree pruning and validation method: Cross validation 
Number of cross-validation folds: 10 
Tree pruning criterion: Minimum cost complexity (0.00 S.E.) 
Input Data 
Number of variables (data columns): 5 
Data subsetting: Use all data rows 
Number of data rows: 898 
Total weight for all rows: 898 
Rows with missing target or weight values: 0 
Rows with missing predictor values: 7 
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The generated Decision Tree is given in Figure 5.9. 
The misclassification tables for training and validation data are given in Table 5.20 
and Table 5.21. Table 5.20 is the misclassification table for training data. The model 
shows the category 4 best. Keep in mind that the loyalty categories are 2,3 and 4.  
Table 5.20: Training Data Misclassification Table 5 
 
The smaller categories are an important limitation for decision tree analysis. But on 
the other hand it is something natural because decision tree analysis tries to 
generalize data.  
Table 5.21: Validation Data Misclassification Table 5 
 
Evaluation and Deployments 5: The socio cultural analysis of loyal customers is 
made within the dataset containing 898 loyal customers. The first split is made with 
respect to cultural index, and the splitting point is 1,5 for the dataset. 634 of 
customers have cultural indices of 0 or 1 and their loyalty index is 4. It means that 
nearly %75 of loyal customers have a low level of culture. Their foreign language 
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knowledge and course attendances are low, which means that they do not have any 
special area of interest which worth investment.  
Node 3 is also split from Node 1 and the cultural index in Node 3 is over 1, 5. The 
loyalty index of this node is also 4 and because of high misclassification rate this 
node is split again into Node 48 and Node 49. The splitting variable is education 
level. Node 48 has the customers with education level college and less than collage. 
The loyalty index is also 4 in this Node. Node 49 consists of only graduate school 
graduates. And the loyalty index for this category is 3. This node is also split to two 
child nodes with respect to income level variable. Node 76 consists of customers 
with income level less than 3,5 and the loyalty index is 3 for this category. Node 77 
consists of customers with loyalty indices 4 and income level of them is over 3,5.  
The other child node of Node 3 is Node 48 and it consists of customers with 
education level collage and less than collage. Node 48 is also split into two new child 
nodes, Node 50 and Node 51 with respect to the predictor variable Education. The 
split is made from the point high school. Node 50 consists of customers educational 
degree of less than or equal to high school. There are 53 customers in this category. 
The more educated customers, collage graduates, exist in the other node, Node 51. 
Their loyalty index is 4 and there are 191 collage graduates in this category. This is a 
well educated group with high cultural index and the number of customers the node 
contains is quite high. Predictor variable income level is also used in Node 51 for 
splitting. The child nodes Node 64 and Node 65 are split from income level 3,5. 
Node 64 contains 187 collage graduates with income level less than or equal to 3.The 
loyalty index of this subgroup is 4. Node 65 contains only 4 customers with income 
level more than 3,5 and their loyalty index is 2. However in this node there is a 
misclassification of %50 which means 2 of the 4 customers are misclassified. This 
reason makes the group not available for such generalisation purposes.  
Node 50 is also divided into two new nodes with respect to the cultural index input 
variable .In Node 52 there are 52 totally loyal customers with a cultural index of 3 
and less. Node 53 on the other hand contains only one customer with loyalty index of 
3 and cultural index of more than 3,5. This is also such a small node.  
The socio cultural analysis shows us generally that the loyal customers do not have 
such high cultural levels. The new channel will be essential for the customers 
however the content of it should not be more than average interest of the population. 
A very special intellectual channel will possibly fail in this customer profile.  
  77 
 
Figure 5.9: Decision Tree 5 
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5.2.5 Suggestions 
The Created decision trees covers many information to be used for marketing plan 
generation. The marketing plan consists of  product, price, technology (place) and 
promotion decisions as mentioned in the fourth section of the thesis. This part of the 
study covers some suggestions to the company to show where to look at and how to 
design the 4Ps.  
In decision Tree 1, Node 190 consists of advocates, engineers and healthcare 
professionals whoı are interested in outdoors and sports. This part of subscribers are 
dissatisfied. The company may expand their product mix with a couple of outdoors 
and sports channels and it will meet the expectations. Another alternative will be 
preparing a sales promotion to these people, which is linked to their occupations.  
In Decision Tree 3, it is clear that housewives are apart from the other work group by 
means of their football interest. Company may focus specially on housewives and 
their interests. The company may  design their marketing mix by taking these special 
group into consideration. New special channels broadcasting especially day time may 
be designed and promoted directly to this group. Before the concept development, 
the company may have a customer survey done and it will guide the process.  
Node 70 consists of baking or healthcare professionals who have no enterntainment 
activity. They prefer cinema and theatre  and they go on vacation quite often. This 
group is disinterested in football. It seems that they prefer cultural activities. 
Although they are disinterested in football, they are subscribers. The company should 
specifically look for their satisfaction levels, whether via the actual data or a new 
survey. The reason of the survey may give the answer of creating new products or 
just making promotion of actual channels to the target market. The culture channels 
may be advertised through the media which is targeting them.  
Decision Tree 4 also shows that housewives, employees, housewifes and executives 
are disinterested in football. The group identified their hobbies as art, literature and 
music and has a family size of at least 3. The common thing is they are somehow 
intellectual , if their hobbies are wieved. The finding supports the previous comment 
about cultural activities.  
Decision Tree 5 on the other hand shows that as the educational and cultural level 
rises, the loyalty level decreases. More educated customers are harder to hold. The 
4Ps must be consciously designed to satisfy the customers and increase their loyalty.
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6. CONCLUSION 
This research was based on the importance and necessity of the customer awareness 
in the entertainment sector. More detailed analysis of the customers is pioneered by 
demonstrating the most important criteria to be analysed in data mining. The 
framework is developed by using cognitive mapping in criteria selection and decision 
tree algorithms in profiling. Application of this framework is realised in a digital 
broadcasting company.  
Market structure of the business sector has been the main force for better customer 
awareness in the case company.  Subscriptions were based on the football interest but 
carried high risk in case of a competitor signing the contract for broadcasts. In order 
to gain the loyalty of the customers other interests and socio-cultural values are 
investigated in five queries. A customer profiling application using the decision trees 
was performed through the study, results of which lead the customer strategies in line 
with the business strategies.  
The company requested to increase customer satisfaction and required to profile the 
satisfied and dissatisfied customers. The customer profiles are defined with lifestyle 
segmentation variables to clarify the interests and lifestyles of the customers in each 
class. The main questions of how football fans differ in profile and what other 
interests they have are also analysed in decision trees to create competitive strength.  
The third important analysis was the socio cultural analysis through the company’s 
loyal customers. The analysis is made by defining a cultural index calculated through 
the answers of customer survey. The socio cultural profiles of loyal customers 
provided information to the company about how the content of the channels should 
be. The classification effort has shown that, the socio-cultural level of loyal 
customers is generally low.  
Through these analysis there were limitations caused by the data and customer 
responses. High number of missclafications and low number of data received from 
the company caused restrictions in strategy determination.  
This study will be a guiding start for customer awareness in the digital broadcasting 
world. Further studies increasing the queries to be responded on the entire base of the 
subscribers will help the solution of competition problems. It might be beneficial to 
compare the achievements of this research with other data mining techniques when 
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entire data base is in use.  It is also recommended to develop an expert system based 
on the analysis models developed in this research to analyse every new subscriber.  
This research is a pioneer in Turkish recreation industry where the competition is just 
beginning. Using customer profiling through data mining will be the new 
competitive strength for the business owners in this sector.   
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APPENDIX.2:  
QUESTIONNAIRE 
11141 Gender  
11142 Male 
11143 Female 
11144 Could you please give us your exact birth date? 
11145 No answer 
11146 Could you please identify your marital status? 
11147 Married 
11148 Single 
11149 Divorced/etc. 
11150 Could I please learn your e-mail address? 
11150 No answer 
11151 I do not use e-mail 
11153 How many people are currently living at your residence? 
11154 a) 1 person 
11155 b) 2 people 
11156 c) 3 people 
11157 d) 4 people 
11158 e) > 5 people 
11161 
6- When you think about the people living with you at your 
residence, which of the alternatives best suites to your structure? 
11171 a ) Mother + Father + Child/Children 
11172 b ) Mother + Father / Wife-Husband 
11173 c ) Alone 
11174 d ) Mother+Father+ Child/Children + Elder family members 
11175 e ) Mother+Father+ Elder Family members  
11176 f ) Divorced or Widow/Widower Mother-Father + Child/Children  
11177 g ) Home mates  
11179 ı) Mother+Father+Sisters/Brothers 
11181 7- How many children are living at your residence?  
11182 a) 1 child 
11183 b) 2 children 
11184 c) 3 children 
11185 d) 4 children 
11186 e) 5 children 
11188 1. Child - Gender?  
11189 Girl 
11190 Boy 
11191 2. Child - Gender?  
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11192 Girl 
11193 Boy 
11196 3. Child - Gender?  
11197 Girl 
11200 Boy 
11203 4. Child - Gender?  
11204 Girl 
11208 Boy 
11212 5. Child - Gender?  
11213 Girl 
11218 Boy 
11241 8-  What is the last education degree you have taken? 
11242 a) Primary School Graduate 
11243 b) Secondary School Graduate 
11244 c) High School Graduate 
11245 d) Collage Graduate 
11246 e) Master Graduate 
11247 f) Doctorate Graduate 
11251 9- What is your occupation? 
11252 1) Academician 
11254 3) Archaeologist  
11256 5) Advocate 
11258 7) Bank Employee 
11259 8) Computer Engineer 
11262 11) Marine Technology Engineer 
11264 13) Other 
11265 14) Doctor 
11266 15) Pharmacist 
11268 17) Electric/Electronics Engineer 
11269 18) Pensioner 
11271 20) Industrial Engineer 
11283 23) journalist 
11286 26) Food Engineer 
11288 28) Nurse 
11291 31) Civil Engineer 
11294 34) Geology Engineer 
11295 35) Chemical Engineer 
11298 38) Mechanical Engineering 
11301 41) Civil Servant 
11303 43) Architect 
11304 44) Accountant/ Finance Staff 
11307 47) Hotel Administrator 
11308 48) Student 
11309 49) Teacher 
11310 50) Marketing Staff  
11313 53) Police 
  90 
11316 56) Advertising publicist 
11319 59) Self Employed 
11320 60) Insurer 
11323 63) Textile Engineer 
11329 
10- When you think of your current job, which of the alternatives 
best suites your job definition?   
11330 a) Private Sector: Senior Manager 
11331 b) Private Sector : Lower- Middle Level Manager 
11332 c) Private Sector: Employee 
11333 d) Public Sector: Senior Manager 
11334 e) Public Sector: Lower- Middle Level Manager  
11335 f) Public Sector: Employee 
11336 g) Self Employed : Professional (Doctor, Lawyer, Architect....) 
11337 h) Self Employed: Middle Sized Enterprise Owner 
11338 ı) Self Employed: Small Sized Enterprise Owner 
11339 j) Independent/ Uninsured/Temporary Employee  
11340 k) Pensioner 
11341 l) Housewife 
11342 m) Student 
11343 n) Unemployed 
12481 o) I want to keep it secret 
11344 
11- Which of the foreign languages do you know enough to read a 
publication in that language? 
11345 a) None 
11346 b) English 
11347 c) French 
11348 d) German 
11349 e) Italian 
11350 f) Other 
11351 12- Which of the goods do you have at your house?   
11352 a) Computer 
11353 b) Ipod 
11354 c) DVD Player 
11355 d) VCD Player 
11356 e) PVR (personal video recorder) 
11357 f) LCD Television 
11358 g) Plasma Television 
11359 h) HDTV (High Definition TV) 
11778 i) None of them 
11360 Do you have internet Access?   
11361 Yes 
11362 No 
11363 Which type of internet access do you have?   
11364 ADSL 
11365 KABLO.NET 
11366 Internet provider over home phone (E-kolay, Superonline, etc.) 
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11367 13. Can you name the three web pages you visit most?   
11368 a) I don’t use internet 
11369 b) No specific address is given 
11372 14. How many working televisions are there at your house?   
11373 a) 1 
11374 b) 2 
11375 c) 3 
11376 d) 4 
11377 e) 5 or more 
11378 
15- If there is, what are the other television broadcasting systems at 
your house?  
11379 a ) No other 
11380 b ) Cable TV 
11381 c ) Digital receiver (Satellite System) 
11382 d ) Analogue receiver 
11383 e ) Antenna 
11384 16- Do you have cable TV Access at your apartment?   
11385 a) Yes 
11386 b) No 
12492 c) I don't know 
11387 
17- As you think of the house you are living in, which of the 
alternatives is most suitable?  
11388 a) My own     
11389 b)  Rent 
11390 c) Family Belonging   
11391 d) Company Dwelling 
11392 18- Do you have any car? If there is how many?   
11393 a) None 
11394 b) 1 
11395 c) 2 
11396 d) 3 
11397 e) More than 3 
11401 1 car- brand ?   
11402 No answer  
11403 2 car- brand ?   
11404 No answer  
11406 3 car - brand ?   
11407 No answer 
11410 
20- Which of the banks’ credit cards are owned by the residents of 
your house? 
11411 a) Akbank 
11412 b) Citibank 
11413 c) HSBC Bank 
11414 d) Oyak Bank 
11415 e) T.C. Ziraat Bankası 
11416 f) Türkiye Garanti Bankası  
11417 g) Türkiye İş Bankası  
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11418 h) Türkiye Vakıflar Bankası  
11419 i) Yapı ve Kredi Bankası 
11420 j) Other (Please Identify)  
11421 
21- Which football team do you support in TURKCELL Super 
League?   
11422 a) Beşiktaş 
11423 b) Fenerbahçe 
11424 c) Galatasaray 
11425 d)Trabzonspor 
11426 e) Other 
11427 f) I am not a supporter 
11428 
22- Which social activity do you prefer doing in your free time? 
(More than one answer is acceptable)  
11429 a) Cinema 
11430 b) Theatre 
11431 c) Concert 
11432 d) Dining 
11433 e) Night Life 
11434 f)  Home Visits 
11781 g)Sports 
11782 
h)Other Activities 
ı) No Activities 
11435 
23- If you have any hobbies, can you identify? (More than one 
answer is acceptable) 
11436 No hobbies 
11441 b) Wood Painting 
11442 c) Astrology 
11443 d) Hunting 
11444 e) Gardening 
11445 f) Fishing 
11446 g) Sewing 
11447 h) Computer Game 
11448 i)  Mountain Climbing 
11449 j) Diving 
11450 k) Photography 
11451 l) Skiing 
11452 m) Literature 
11453 n) Collection 
11454 o) Riding motorbike 
11455 p) Playing an instrument 
11456 q) Listening to Music 
11457 r) Ceramic 
11458 s) Accessory design 
11460 u) Cooking 
11461 v) Yoga/meditation 
11462 w) Other 
11463 24-  Did you attend any courses or seminars in the last one year 
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period? If you did could I learn what the subject was?  
11464 a) None 
11465 b) Wood Painting 
11467 d) Sewing 
11468 e) Computer  
11469 f) About my job 
11470 g) Language Course 
11471 h) Photography 
11478 o) Music Course 
11480 q) Ceramic 
11481 r) Accessory design 
11483 t) Cooking 
11484 u) Yoga/meditation 
11485 v) Other 
11486 25- Are there any festivals you follow and attend?   
11487 a) Film Festivals  
11488 b) Music Festivals 
11489 c) Theatre Festivals 
11490  d) None 
11783 e) Local Festivals 
11784 f) Other 
11491 26- Are there any clubs that you are a member of?   
11492 a) Yours 
11493 b) Wife’s/ Husband’s 
11494 c) Children 
11495 d ) None 
11496 27- What is the frequency that you go on a vacation?   
11497 a) Once a month 
11498 b) Once in three months 
11499 c) Once in six months 
11500 d) Once a year 
11501 e) Less than once a year 
11502 f) Never 
11511 28- Did you go on a vacation in last year? 
11512 a) No 
11513 b) Summer Holiday in Turkey 
11514 c) Winter Holiday in Turkey 
11516 e) Summer Holiday abroad 
11517 f) Winter holiday abroad 
11519 29- Which newspapers are being read at your residence regularly?   
11520 a) None 
11521 b) Akşam 
11522 c) Cumhuriyet  
11523 d) Hürriyet 
11524 e) Milliyet 
11525 f) Posta 
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11526 g) Radikal 
11527 h)Sabah  
11528 ı) Sports (Fotomaç, Fotospor, Fanatik, etc) 
11529 j) Star 
11530 k) Takvim 
11531 l)Türkiye 
11532 m)Vatan 
11533 o)Local Newspapers 
11534 p)Foreign Pres 
11535 r)Other 
11536 30. Which magazines are being read at your residence regularly? 
11537 a) None 
11538 b) AKSİYON – weekly 
11539 c) ATLAS – monthly 
11540 d) AUTO CAR – monthly 
11541 e) AUTO SHOW- weekly 
11542 f) BEBEĞİM ve BİZ – monthly 
11544 h) BOXER – monthly 
11545 i) BURDA – monthly 
11547 k) COSMOPOLITAN – monthly 
11548 l) EKONOMİST – weekly 
11549 m) ELELE – monthly 
11550 n) ELLE – monthly 
11551 o) ESQUIRE – monthly 
11553 q) FHM – monthly 
11555 s) HAFTA SONU – weekly 
11556 t) HEY GIRL – monthly 
11557 u) HOME ART – monthly 
11559 w) HÜLYA – monthly 
11561 y) LEMAN  
11562 z) LEMANYAK 
11563 aa) LEZZET – monthly 
11564 bb) LOMBAK 
11568 ff) PC NET- monthly 
11569 gg) PENGUEN 
11571 ii) SOFRA – monthly 
11572 jj) TEK BORSA – weekly 
11573 kk) TEMPO – weekly 
11574 ll) TIME OUT 
11576 nn) YENİ AKTÜEL – weekly 
11577 oo) YENİ PARA – weekly 
11578 pp) Other 
11579 
31-  From where do you frequently make your food and cleaning 
shopping?  
11580 a) Grocery/Small Dealer 
11581 b) Bım 
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11582 c) Carrefour 
11583 d) Dia 
11584 e) Gima 
11585 f) Makro 
11586 g) Metro 
11587 h) Migros 
11588 i) Pehlıvanoglu 
11590 k) Sok 
11591 l) Tansaş 
11592 m) Other 
12491 n) I don't make  
11593 32-  From where do you frequently make your clothing shopping?  
11594 a) Afrodit 
11595 b) Beymen 
11596 c) Boyner 
11597 d) İpekyol 
11598 e) Mango 
11599 f) Marks and Spencer 
11600 g) Mudo 
11601 h) Network 
11603 j) Sarar 
11604 k) Top Shop 
11605 l) Vakko 
11606 m) Yeni Karamürsel 
11607 n) Zara 
11608 o) Other  
11609 33- Which shopping centers do you visit most?  
11610 a) Afra  
11611 b) Agora Shoping Center 
11612 d) Armada Shopping center Ankara 
11614 f) Atrium 
11615 g) Capitol 
11616 h) Carrefour 
11617 i) Carousel 
11618 j) Cevahir 
11619 k) Galleria  
11620 l) Galleria Ankara 
11622 n) Kanyon 
11623 o) Karum İş ve Alışveriş Merkezi 
11624 p) Kipa 
11625 q) Metrocity 
11626 r) Özdilek 
11628 t) Profilo 
11629 u) TESCO Kipa Shooping Center Izmir 
11630 v) Other 
11631 34 How satisfied are you about being our? ( 1 Extremeley 
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Dissatisfied, 2 Dissatisfied, 3 Satisfied 4 Very Satisfied 5 
Extremely Satisfied) Could you please rate your satisfaction level 
according to this scale?    
11632 5) Extremely Satisfied 
11633 4) Very Satisfied 
11634 3) Satisfied 
11635 2) Dissatisfied 
11636 1) Extremely Dissatisfied 
11637 35- Which points are you most satisfied about your subscription ?   
11638 No answer 
11639 
36- Which points are you most dissatisfied about your subscription 
?   
11640 No answer 
11641 
37-  What is your propensity to keep subscription of our company? 
(1- Certainly I will quit, 2-It is likely that I quit,  3-I have not 
decided, 4- It is likely that I will keep, 5-Certainly I will keep  )  
Could you please rate your propensity to keep subscription 
according to this scale?    
11642 5 
11643 4 
11644 3 
11645 2 
11646 1 
11647 
38- If  our broadcasting exits from your life, how much do you feel 
its absence ? (1 Absolutely I won’t, 2- It is likely that I won’t, 3, I 
am not sure, 4- It is likely that I will, 5- Absolutely I will)  Could 
you please rate your feelings according to this scale?    
11651 5 
11652 4 
11653 3 
11654 2 
11655 1 
11656 
39- How much do you advise your acquaintances our broadcasting 
subscription?  
11657 a) Absolutely 
11658 b) Most likely 
11659 c) May be  
11660 d) I don’t think I will  
11661 e) Absolutely I will not 
11662 
40- What are your expectations from us ? Are there any extra 
services that you would like to have?  
11663 No answer 
11671 
41-Do you follow your team's matches in Turkish 1. Football 
League, by means of TV, radio or at the stadium? 
12661 5 -Always 
12662 4 - Often 
12663 3 - Sometimes 
12664 2 - Rarely 
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12665 1 - Never 
12666 
42-Do you follow other team's matches in Turkish 1. Football 
League, by means of TV, radio or at the stadium? 
12667 5 -Always 
12668 4 - Often 
12669 3 - Sometimes 
12670 2 - Rarely 
12671 1 - Never 
12672 
42-Do you follow derby matches in Turkish 1. Football League, by 
means of TV, radio or at the stadium? 
12673 5 -Always 
12674 4 - Often 
12675 3 - Sometimes 
12676 2 - Rarely 
12677 1 - Never 
12678 Thank you for your answering our questionnaire. 
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