Abstract. The Clifford algebra C f of a binary form f of degree d is the kalgebra k{x, y}/I, where I is the ideal generated by {(αx
Introduction
Let f be a form of degree d in n variables over a field k. Then the Clifford algebra C f is the k-algebra k{x 1 , . . . , x n }/I where k{x 1 , . . . , x n } is the free associative algebra in n variables and I is the ideal generated by {(α 1 x 1 + . . .
. . , α n ∈ k}. If d = 2, this is the classical Clifford algebra of a quadratic form. If d > 2, then this is sometimes called the generalized Clifford algebra and has been studied by various authors, including Roby [21] , Revoy [20] , and Childs [3] .
The first case of higher degree (that is, d = 3, n = 2) was studied by Haile in [8] and [9] . He showed that the Clifford algebra of a binary cubic form over a field k, with characteristic = 2, 3, is Azumaya with center the affine coordinate ring of an elliptic curve. Further, this elliptic curve is the Jacobian of the projective curve given by the equation (w 3 − f (u, v)). The case of d > 3 displays different behavior. Namely, using results of [20] , it is easy to see that C f contains a free algebra on two variables. In particular, C f is not finitely generated over its center (as a module) and hence is not Azumaya. However, it has been shown ( [10] ) that the dimension of any representation is divisible by d. Furthermore,C f = C f /( ker η) is Azumaya over its center, where the intersection is taken over all the kernels of dimension d representations. The question of describing the center is thus interesting from this point of view.
The main tool in understanding representations of the Clifford algebra (for d ≥ 3) was introduced by Van den Bergh in [22] . While previous results about representations ( [8] , [10] ) were global in nature, this idea gave a local result. To understand the statement we introduce some notation. Denote by C the projective curve given by the equation (w d − f (u, v)). Let g be the genus of this degree d curve. Assume that k is algebraically closed of characteristic 0 and that the form f has no repeated factors over k. By an rd-dimensional representation of C f , we mean a homomorphism from C f to M rd (k), the rd × rd matrices over k. Then the result 3182 RAJESH S. KULKARNI ([22] , Proposition 1 in Section 1 and Lemma 2 in Section 2.2) states that there is a one-to-one correspondence between equivalence classes of rd-dimensional representations of C f and isomorphism classes of vector bundles E on C of rank r and degree (d + g − 1) such that H 0 (C, E(−1)) = 0. It should be emphasized that this result is constructive in nature. Namely, for a vector bundle that satisfies the conditions of the theorem, we can construct an explicit representation of C f (on the global sections of E), and vice versa.
This result suggests that the center ofC f should be the coordinate ring of an affine open set in the (translated) Jacobian of the curve C. In fact, a closer inspection reveals that the open set is the complement of a Θ-divisor in Pic
. The results of [8] and [9] pertaining to the case of binary cubic forms give credence to this belief. In this paper, we prove this result under the assumptions that k is an infinite field, f has no repeated factors over an algebraic closure of k and char(k) does not divide d.
First consider the case when C has a k-rational point. For this case, we briefly describe the strategy to construct the required isomorphism. Let Z k denote the center ofC f and A k denote the coordinate ring of the complement of a Θ-divisor in Pic
. We compute the graded module associated to the direct image of the universal bundle under the projection C × k Spec A k → P 1 k × k Spec A k . In fact, it turns out that this direct image is isomorphic to the pull-back of the direct image of the universal bundle under the projection on the second factor. This allows us to define a homomorphism ϕ fromC f to End A k P 0 , where P 0 is the A k -module of global sections of the direct image of the universal line bundle. This morphism has the important property that any d-dimensional representation ofC f factors through End A k P 0 . This implies that the morphism ϕ is injective. Using the fact that A k is integrally closed, we prove that ϕ maps Z k to A k . Then our goal is to show that this morphism on the centers is an isomorphism.
In our original approach ( [12] ), we showed that ϕ is an isomorphism by proving sufficiently many geometric properties of ϕ to use the Main Theorem of Zariski. However, it was pointed out to us that a more direct approach might be to construct a morphism η from Spec Z k to Spec A k using some of the ideas from [23] . Namely, we construct a natural transformation between functors which are represented by the schemes Spec Z k and Spec A k . This then yields the required morphism. It is then easy to show that the composition η • ϕ : Spec A k → Spec A k is the identity morphism. Using the injectivity of ϕ : Z k → A k , we see that this is an isomorphism. Now we discuss the case when C does not have a k-rational point. In this case, there exists a finite Galois extension k /k such that C(k ) is nonempty. The results discussed in the previous paragraphs show that after this base extension, the center Z k is isomorphic (via ϕ) to A k , the coordinate ring of the complement of the Θ-divisor in Pic d+g−1 C /k . We show that this morphism descends to k. For any element σ ∈ Gal(k /k), consider the automorphism µ = σ −1 •ϕ −1 •σ•ϕ. Using a calculation of the universal bundle P, we show that the restriction of its pull-back under µ to a closed point y is isomorphic to P y . This then shows that µ is the identity morphism, giving us the required descent.
The paper is organized in six sections. In the second section, we review some basic material about Jacobians of curves, keeping in mind the audience for this paper. In Section 3, we study the restriction of the direct image of the universal line bundle on the complement of the Θ-divisor. In Section 4, the morphism ϕ is constructed and its properties are studied. In Section 5, we construct the morphism η. In the last section, the main theorem is proved, identifying the center ofC f .
In the following, we assume that the binary form f has no repeated factors over an algebraic closure of k and that the characteristic of k does not divide d.
Notation and Conventions
• All rings have an identity element.
• Let B be an A-algebra and X be a Spec A-scheme. We denote X × Spec A Spec B by X × A B.
• All schemes are locally Noetherian and all morphisms are of locally finite type.
• (Sch/k) denotes the category of schemes over Spec k whose structure morphisms are locally of finite type. Also (Sch/X) fl denotes the flat site on X. All sheafifications are with respect to the flat topology.
• (fppf) = faithfully-flat and of finite presentation.
• The projections of fibred products onto the i th component X i are denoted by either p i , π i or p Xi , π Xi .
• For any scheme X and a positive integer n, X (n) denotes the n-fold symmetric product of X.
• The terms line bundles (respectively vector bundles) and invertible sheaves (respectively locally free sheaves) are used interchangeably.
• For any vector bundle E, χ(E) denotes the Euler characteristic of E.
• The translation morphism induced by an element a of an abelian variety A is denoted by t a .
• All the fields are assumed to be infinite.
2.
The universal property of the Picard scheme and the universal invertible sheaf
In this section, we recall some basic properties of Picard schemes of curves and the universal invertible sheaf associated with them. The general references for this section are [2] , Chapter 8, and [15] .
Let S be a base scheme, X an S-scheme and f : X → S be the structure morphism. For any S-scheme T , let q denote the projection X × S T → T . The functor Pic X/S which associates to any S-scheme T the Picard group Pic(X × S T ) is called the Picard functor. This functor is not representable, since it is not a sheaf even with respect to the Zariski topology. We consider its sheafification with respect to the (fppf)-topology (called the relative Picard functor). The sheafified functor is representable by a scheme which is also denoted by Pic X/S . If f has a section, the sheafified functor is isomorphic to the functor that assigns to any S-scheme T the group Pic(X × S T )/q * Pic(T ) (Proposition 4 in [2] , Chapter 8). There is another description for the relative Picard functor for more restricted situations ( [2] , Chapter 8). We assume that f * (O X ) = O S holds universally (that is, this formula holds true after any base change) and that f admits a section
The pair (L, α) is referred to as a rigidified line bundle along the section ε. There is an obvious notion of morphisms of rigidified line bundles. Then we consider the functor (P, ε) : (Sch/S) 0 → (Sets) which associates to an 3184 RAJESH S. KULKARNI S-scheme T the set of isomorphism classes of line bundles on X T = X × S T that are rigidified along the induced section ε T : T → X T . The functor (P, ε) is canonically isomorphic to the relative Picard functor Pic X/S . Now consider a smooth projective curve C over a field k of genus g. We call the open (and closed) subfunctor that considers only invertible sheaves L on C × k T whose restriction to C × {t} is of fixed degree n for any point t the relative Picard functor of degree n. The scheme that represents it is denoted by Pic n C/k . This is a smooth, projective scheme over k.
Next suppose the curve C has a k-rational point. Fix a section ε : Spec k → C corresponding to such a rational point. Let O(1) be a very ample line bundle on C of degree d. Then the scheme Pic C/k (respectively Pic
which is an open subfunctor of (P, ε) consisting of rigidified line bundles of degree (d + g − 1)). So the identity on Pic C/k (respectively Pic
) that is canonically rigidified along the induced section. The sheaf P is called the universal (or Poincaré) line bundle for (C/k, ε). In fact, it is easy to see that the corresponding universal line bundle on
is the pull-back of the universal line bundle on C × k Pic C/k under the canonical inclusion. The next proposition, which is adapted from [2] 
Next we want to relate the schemes representing the relative Picard functors corresponding to C/k and C K /K. Here K is an arbitrary field extension of k and C K = C × k K. The next proposition is true for arbitrary base extensions as well. See [7] , Section 3.
Let π : C → Spec k be the structure morphism. Let K be any field extension of k and f : Spec K → Spec k be the corresponding base extension. We continue to use the same notation as above in the following proposition.
Proposition 2.2. The Picard scheme Pic
, where the morphisms are described in the following sequence:
Remark 2.3. The first part of the above proposition remains true even if the curve C/k does not have a k-rational point. Namely, the formation of the Picard scheme is compatible with the base change. This follows because, in fact, the usual construction of the Picard scheme is to construct it after a base extension so that the curve has a rational point (over the extended field), and then to use descent. For example, see [15] . Also, the above proposition remains true if we restrict to the open subfunctor of degree (d + g − 1). This is clear since the degree of a line bundle does not change under a pull-back via base extension of fields.
Remark 2.4. We have considered in the above discussion only the open subfunctors corresponding to degree (d + g − 1). But all the facts about representability remain true for any degree. The facts about the universal line bundle also remain true as long as the curve under consideration has a rational point over its base field. The proofs of these assertions are identical to the case of degree (d + g − 1).
The Picard scheme is a group scheme (variety) over the base field. The Picard scheme of degree 0 is the Jacobian variety of C/k and is also denoted by J. The group operation corresponds to tensoring of line bundles. We define specific Θ-divisors in Picard schemes of degrees (g − 1) and (d + g − 1). Definition 2.5. Let C/k be a curve with the hypothesis as above (we do not need C to have a k-rational point). The Θ-divisor (of degree (g − 1)) is the schematic image of the canonical morphism
where, for any k-scheme T and for any T -valued point D T of (C) 
we see that the pull-back of the Θ-divisor under the morphism µ is the Θ-divisor for C K /K. In fact, the same is true as well for the complement of the Θ-divisor. 
Proof. One direction is immediate once we note that the fibre over a closed point x under the composite morphism
either is empty or is exactly the linear system 
C /k has a G-action and gives, by descent, Pic
is G-equivariant, and so the image of h k is G-invariant, which descends to the Θ-divisor in Pic C /k . Though we consider only curves of degree d in P 2 , most of the calculations remain valid for arbitrary curves. Our goal is to find a formula which relates the universal line bundle to its pull-back under a Galois automorphism of the base field.
We start by recalling the construction of the universal line bundle for degree 0. Let C be a smooth curve over a field k such that C = C × k k has a k -rational point. We assume that k /k is a finite Galois extension. In our case, this follows from the assumption that the characteristic of k does not divide d. To see this, note that the curve given by (
) has a rational point over the splitting field of the polynomial 
With this notation, Lemma 6.8 of [15] says the following: on C , and by p 1 the projection of C × k J onto the first factor. The morphism η is defined as Pic
We can now state the lemma describing the universal bundle of degree (d + g − 1).
Lemma 2.10. With the above notation, the line bundle
Proof. Let ε denote the section of C → k and let ε Pic
This means that (id
. Thus P is a rigidifiable line bundle. By Remark 2.15, this is sufficient, and we may make any choice of rigidification. Now let T be any k -scheme and let L T be a rigidified line bundle on
0 ) is a rigidified line bundle on C × k T such that its restriction to any C t is of degree 0. This determines a unique map
and hence a map η
Using the universal property of J and L and the fact that the projection p 1 commutes with (id C × η), we see that the line bundle (id
• µ is unique with respect to this property. This is the universal property of P.
If this induces an automorphism of a k -scheme, then it is also denoted by σ. For future purposes, we want to compute σ * P ⊗ P −1 . First we prove a computational lemma.
Lemma 2.11. With the notation as before, the following commutation relations hold:
(
Proof. We prove only the first relation, since the others are proved in a similar way. Let µ l (respectively µ r ) denote the left (respectively the right) side of the first
. Fix a closed point Q on C and a divisor D associated to a line bundle that corresponds to a closed point in Pic
which is the empty divisor. (This follows from the observation that we may take 
and p 2 is the projection onto the second factor.
Using the definition of L and the relations of the last lemma, we have that [14] , Proposition 9.2, for any line bundle L on Pic
Combining this fact with the above calculation, we have
Recall that we are interested in the restriction of this line bundle to
it follows that the pull-back of the q * -component of the above line bundle to C × k k(x) is trivial, and so we may consider only the p * -component. Note that
This gives us
. Using (2.1) and these remarks, we
Now we consider the line bundle (id C ×i)
To finish the lemma, we consider the line bundle p *
onto the first factor. We continue with this notation to avoid complicating our notation even further.) It follows from the definition of L 0 that
Combining (2.2), (2.3) and the definition of P, we see that the line bundle Another lemma, which will be used later, concerns line bundles on
is the ring of dual numbers. However, for later purposes, it is sufficient to consider the case when k is algebraically closed.
Fix a section ε : Spec k → C. We denote the induced section Pic
. Let x be a closed point of Pic
, and let [2] , Section 8.1, the relative Picard functor is isomorphic to the functor which associates to an S-scheme T the group Pic(X T )/Pic(T ). In fact, this shows that two rigidifiable line bundles on X T that are isomorphic are isomorphic as rigidified line bundles.
The complement of the Θ-divisor and the universal line bundle
In this section, we discuss the complement of the Θ-divisor. However, after some generalities, we consider only those curves which are of interest from the point of view of the Clifford algebra. In particular, the projection of the restriction of the universal bundle to C × k (complement of the Θ-divisor) on P 1 k × k (complement of the Θ-divisor) will be considered in detail. (The projection C → P 1 k is described below.) We continue with the notation and definitions from the last section.
We first prove that the complement of the Θ-divisor is an affine scheme. This is an immediate consequence of well-known properties of the Θ-divisor. Proof. First note that we may assume that C has a k-rational point. This is because the Θ-divisor and its complement were obtained by Galois descent on Pic
Suppose C has a k-rational point. Then the Θ-divisor is ample in Pic
. See [15] , Remark 6.5 and Theorem 6.6. Now the proposition follows, since the complement of any ample divisor in Pic
is an affine scheme. 
For the rest of this section we assume that C has a k-rational point.
Recall from the introduction that we are mainly interested in the curve
(Here f is the given binary form.) We prove that in the cases of interest, the curve C is always nonsingular.
Lemma 3.3. The curve C is nonsingular provided that f does not have repeated factors over an algebraic closure of k and that the characteristic of k does not divide d.
Proof. We may assume that k is algebraically closed. An easy computation shows that
and that v) ) we have the projection
Corresponding to the inclusion
For any field extension K/k, we denote the morphism obtained as above by q K . Let y be a closed point in Spec A k , and let k(y) be its residue field. Then we denote by L y the pull-back of the universal line bundle P under the canonical morphism
The following proposition is a key proposition for our purposes and was proved in [22] when k is algebraically closed. We give a proof for the sake of completeness. .
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Proof. We first assume that k is algebraically closed. Since P 1 k is a nonsingular curve over an algebraically closed field, any torsion-free coherent sheaf is a vector bundle. Since (q k ) * respects torsion-freeness ( [6] 
Here deg(E) denotes the degree of a vector bundle E. This gives i n i = 0. Since y is in the complement of the Θ-divisor, we have
which is zero. But by the projection formula, we have the identity
Using this and the previous equations gives
. Now let k be any field, and let y be a point as before. 
To finish the proof we consider the following commutative diagram:
Next we want to consider the direct image of the universal line bundle on C × k Pic d+g−1 C/k under the projection onto the second factor. In general, there is no reason for this to be a vector bundle. For our purposes, the restriction of this direct image to Spec A k is more important. With the help of the last proposition we prove the following. 
Proof. First note that since
For any point y in Spec A k , let k(y) be the residue field of y. We denote by P y the line bundle (id × i)
, it is itself irreducible and reduced. Then by [18] , Corollary 2, p. 50, it follows that (π * P) | Spec A k is a locally free sheaf of rank d.
First we consider a closed point y in Spec A k . Then, with the notation from diagram (3.1), (q k(y) ) * P y is a trivial rank d vector bundle. So
, P y ) and the fact that Spec A k is a Jacobson scheme (in particular, any open set contains a closed point), it follows that
The locally free sheaf on Spec A k in the statement of the previous proposition will be denoted by E. As part of the proof of the last proposition we proved that the 
is an isomorphism.
We have the following sequence of morphisms:
We continue to denote by π the projection onto the second factor of 
Proof. Since P is a coherent sheaf on the projective scheme
∼ . These conclusions follow from [6] II, Proposition 2.8.10. But the graded k(y) [u, v] -modules ( k(y) [u,v] 
So the sheaves in question are isomorphic.
Our goal for this section is to find a graded A k [u, v] -module whose associated sheaf is isomorphic to F . In fact, we will compute the module associated to F , which will be sufficient. The next proposition is the main tool in this computation. Recall that for any morphism g : X → Y and a sheaf G of O X -modules, there is a natural morphism g * g * G → G. This follows from the adjointness of the functors g * and g * .
Proposition 3.8. With the notation as before, the natural morphism
First we claim that F is a locally free sheaf of rank d on P 
By the universal property of the fibre product, the dotted arrow i exists so that this is a commutative diagram. We prove that
From Lemma 3.7 and Proposition 3.4, it follows that (id
× i y ) * F is a trivial vector bundle of rank d, so that dim k(y) i * (id × i y ) * F is d.
Now we go back to the morphism u defined earlier. Notice that it is a morphism of vector bundles of rank d. To prove that u is an isomorphism, it is sufficient to show that u
. By [6] I, Corollary 0.5.5.7, it is sufficient to prove that u x is surjective at closed points. The part about closed points follows from the fact that the set {x ∈ P
. Then by [6] I, Corollary 0.5.5.6, it is sufficient to prove that 
is surjective, which is the same as
being surjective. So it is sufficient to prove that
is an isomorphism. But we have the isomorphism
Note that i * y (p A k ) * F is a trivial vector bundle of rank d, and so
.
This gives that (id×i y )
* p * A k (p A k ) * F is a
trivial vector bundle. Hence the morphism (id×i y )
* u will be an isomorphism if it is so on the global sections. But the morphism
on the global sections is an isomorphism if the natural morphism
is an isomorphism. By the earlier part (dimension computation) of the proof and [18] , Corollary 2, p. 50, this is indeed the case.
A useful application of this proposition is that it gives a convenient way to describe the graded module associated to the sheaf F . Consider the sheaf (p A k ) * F = π * (P) on Spec A k . As we saw before, this is a locally free sheaf of rank d on Spec A k . So we can find a projective A k -module P such that π * (P) ∼ =P .
Corollary 3.9. The
Proof. It is sufficient to compute the graded module associated to the coherent sheaf p * A k (p A k ) * F , which we denote by G. But, by the projection formula,
→ Spec A k is a projective morphism, the module in the statement can be obtained by computing
From the above isomorphism it follows that
But now the statement follows from the well-known computation of the graded module associated to the structure sheaf of the projective n-space. See, for example, [11] , Chapter V, Proposition 5.13.
The homomorphismC f → End
We recall the set-up of the reduced Clifford algebra. Let f be a binary form of degree d over a field k such that char(k) does not divide d. Then the Clifford algebra of the form f was defined in the introduction. See Section 1. One of the key properties of the representations of C f is that the dimension of the representation is divisible by d ( [10] , Proposition 1.1). We are interested in representations of C f of dimension d. We form the reduced Clifford algebraC f by (C f )/( p), where the intersection is taken over the kernels of all dimension d representations. The algebrã C f is in fact an Azumaya algebra (for example, [10] , Proposition 1.4), and so the d-dimensional representations are parametrized by the prime ideals in the center ofC f . Furthermore, it was pointed out to us that the center ofC f is Noetherian. This, for example, follows from Proposition 2 of [17] , since C f is finitely generated over k andC f is a finite module over its center. We are trying to prove that the center ofC f is isomorphic to the k-algebra A k of Section 3.
In this section, we consider the case when the curve C of Section 3 has a krational point. We construct a homomorphism from the center ofC f to A k . This is achieved by first constructing a homomorphism fromC f to End A k (P ), where P is the module of the global sections of the sheaf π * P on Spec A k . See Section 3. We will show in the following sections that under this homomorphism the center ofC f is mapped to A k . After we have obtained the desired homomorphism, we investigate some of its properties. In particular, we want to show how, starting with a finite-dimensional representation ofC f , we can construct a line bundle over C (possibly after a base extension).
Before we get to the main proposition of this section, we note an algebraic relation which holds inside the (graded) endomorphism ring of the graded module in Corollary 3.9. This relation will then enable us to define the morphism mentioned in the previous paragraph.
For the rest of this section, we assume that the curve C has a k-rational point.
Lemma 4.1. Let P be the projective A k -module as in Corollary 3.9. Consider the graded
. Let P i denote the i th graded piece of this module (so P ∼ = P 0 ). Then we have the following equation:
where u, v are viewed in Hom A k (P 0 , P 1 ) with their natural action.
Proof. The proof is easy and follows from the relation P 1 ∼ = (P 0 ⊕ P 0 ), where the two generators are u and v.
Proposition 4.2. There exists an algebra homomorphism
whereC f is the reduced Clifford algebra and P is as defined before.
Proof. The strategy to prove this proposition will be to show that End A k P has elements that satisfy the relations of the Clifford algebra.
Consider the universal line bundle P on C × k A k and the projection q
Since q A k is a projective (and hence an affine) morphism, we can obtain the graded module associated to P by computing i H 0 (P 
But note that Hom A k (P 0 , P d ) is a free End A k P 0 -module. This shows that the elements α u and α v in End A k (P 0 ) satisfy the relations of the Clifford algebra C f and give a homomorphismφ
Next we want to show that this homomorphism factors through the reduced Clifford algebra. Recall that Spec A k is an open subscheme in Pic
, which is integral. Thus Spec A k is an integral scheme of finite type over k. In particular, A k is an integral domain. So we may consider the sequence of morphisms
where Q(A k ) is the field of fractions of A k . Note that, by the comments made above, the second arrow is an injection. This gives a d-dimensional representation of C f . So the composite factors throughC f . We consider the diagram
The dashed arrow exists since the second horizontal arrow is injective. This gives us the desired homomorphism
The homomorphismC f → End A k P 0 constructed in the last proposition will always be denoted by ϕ.
Next we want to study the homomorphism ϕ. To this end, we assume that we are given a representation ofC f ,
where K is a field extension of k. Our goal is to show that any such representation factors through End A k P 0 via ϕ.
We denote the images of the two generators ofC f under η byᾱ u andᾱ v . Consider the morphism
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With the natural grading on N = d K [u, v] , the above morphism is a graded homomorphism. This makes N a graded S K -module. SoÑ is a quasi-coherent (in fact, coherent) sheaf on X = Proj S K . But we can do better, as is seen in the next lemma. Note that X is canonically isomorphic to Proof. For the first part of the statement, by [6] , 4 2 , Proposition 2.5.1, it is sufficient to prove thatÑ is invertible with the assumption that K is algebraically closed. We will prove that for any closed point x ∈ X, dim K (Ñ ⊗ OX,x K) = 1. This will be sufficient by the usual upper semicontinuity argument. Furthermore, it is clear that both u and v cannot be in a homogeneous maximal ideal of S K . So it will be sufficient to prove the dimension condition for any closed point x in
and
This gives
and compute the dimension of its eigenspace of eigenvalue b. The characteristic polynomial of aᾱ u +ᾱ v is t d −f (a, 1). Indeed, this follows when f (a, 1) = 0 since all the roots are distinct (since char(K) does not divide d), and when f (a, 1) = 0 since the matrix is nilpotent in this case. Moreover, if b = 0, then f (a, 1) = 0 and b is an eigenvalue of multiplicity 1.
Let b = 0, so that f (a, 1) = 0. We may find a matrix
where
There are l entries (av − u) in the above matrix, and l ≥ 2. But this gives that det , v) , which contradicts our assumption on f . This gives the required dimension condition, andÑ is an invertible sheaf on C K .
For the second part, consider the projection q K :
, and, by the Riemann-Roch formula for vector bundles on nonsingular curves ( [5] , Example 15.2.1),
For the third part, note that by the projection formula,
By Proposition 2.6, the image of Spec K under the unique morphism corresponding toÑ lies in Spec A k .
Remark 4.4. The above lemma is essentially the key lemma of [22] . As we will see later, it provides an explicit construction of line bundles on C × k K arising from representations of C f . It is the main tool in proving the one-to-one correspondence between representations ofC f and line bundles on C mentioned in the introduction (Section 1). Now we get to the main proposition mentioned at the beginning of the section.
Proof. Given a finite-dimensional representation ofC f , we can construct a graded S K -module N as before, where
This gives a line bundle L on C K as in the last lemma. Then the image of the morphism corresponding to this line bundle lies in Spec A k . Note that by Lemma 2.13, this morphism does not depend on the choice of rigidification. If we denote by i the morphism
where P is the universal line bundle on C × k Spec A k . Recall that P is the sheaf associated to the graded module i P i , where
So the line bundle (id
We claim that the S K -modules N and N are isomorphic as graded modules.
For any line bundle L , we denote by Γ * (L ) the associated graded module
We have the following diagram, in which the horizontal arrow exists by functoriality of Γ * and the vertical morphisms are natural:
Since the sheaves associated to the graded modules N, N are isomorphic, the horizontal arrow is an isomorphism (as Γ * (O CK ) and hence as S K -modules). Thus it will be sufficient to prove that (1) N ∼ = Γ * (Ñ ) and (2) N ∼ = Γ * (Ñ ) as S K -modules. Note that the vertical morphisms are S K -module maps, and hence it is sufficient to prove that these are bijective. Consider the first morphism as a K [u, v] -module morphism. By [11] , Proposition 5.13 and the fact that Γ * commutes with formation of direct sum, it follows that the first morphism is an isomorphism. But a similar argument along with the observation that
This gives a degree-preserving
In particular, we get a K-module isomorphism
and hence an isomorphism
Since µ preserves the action of w, the image ofᾱ
This is the desired diagram of the statement.
Remark 4.6. Note that the morphism End
proposition by our procedure is uniquely determined up to a unique automorphism of M d (K). In fact, the only place where we do not have an explicit construction is in the use of the morphism Spec K → Spec A k . However, this morphism is uniquely determined once we have constructed a line bundleÑ as in the proof. This follows by Lemma 2.13. The rest of the procedure is algorithmic, and determines a unique homomorphism up to an element of GL d (K).
We now use the above proposition to prove a very useful property of the morphism ϕ.
Corollary 4.7. The morphism
Proof. Let I denote the kernel of the morphism ϕ. Then since any representation has a factorization as in Proposition 4.5, I must be contained in the intersection of the kernels of d-dimensional representations. Thus, sinceC f is an Azumaya algebra, I is contained in the (two-sided) ideal generated by the nilradical of Z k , the center ofC f . But the center Z k ofC f is reduced; see [10] , Proposition 1.4. So the ideal I = (0), and ϕ is injective.
The morphism
Proof. Consider the sequence of morphisms
The first claim follows since ϕ(z) commutes with A k and End A k P 0 is a finitely generated module over A k . For the second claim, note that the composite i • ϕ is an irreducible representation ofC f . Hence it follows that (i
But since Spec A k is a smooth integral scheme, A k is integrally closed, which implies that ϕ(z) ∈ A k .
The above proposition along with Corollary 4.7 gives an injective k-algebra morphism ϕ :
If there is no cause for confusion, we will denote both of the above morphisms by ϕ.
We will prove in the following sections that ϕ is an isomorphism.
In this section, we construct a morphism η : Spec Z k → Spec A k which we will show to be the inverse of the morphism ϕ constructed earlier. The main idea in constructing the morphism η is to view the schemes Spec A k and Spec Z k as representing objects of certain functors, and then construct a natural transformation between these functors. These ideas are present in the paper [23] of M. Van den Bergh.
If S is a k-scheme, then by an S-representation of degree n ofC f we mean a pair (ψ, O A ), where O A is a sheaf of Azumaya algebras of rank n 2 over S and ψ : Let Rep d (C f , −) be the functor that assigns to a k-scheme S the set of equivalence classes of irreducible S-representations of degree d ofC f . Since Azumaya algebras pull back to Azumaya algebras and irreducible representations are stable under pull-back, it follows that this is a functor. Furthermore, sinceC f is an Azumaya algebra of rank d 2 over its center, this functor is representable in Sch/k and is represented by Spec Z k . Note that, by remarks at the beginning of Section 4, Spec Z k is a Noetherian scheme.
We also consider representations ofC f into endomorphism sheaves of vector bundles. Let (−). Before we define this morphism of functors, we need some auxiliary lemmas.
Let S be a k-scheme, and let (ψ, O A ) be an element of G d (C f , S) so that O A = End OS (E) for some vector bundle E of rank d on C × k S. We will construct an invertible sheaf on C × k S. Consider the graded sheaf homomorphism
where x 1 and x 2 are the usual generators ofC f . Since E is a sheaf of O S -modules, there is a canonical map from O S to End(E). Since this is a graded homomorphism of graded algebras (degree of u, v is 1 on the right side), we get a graded module E ⊗ OS O S [u, v] . This defines a sheaf M on C × k S. In the lemma below and in the remainder of this section, for any point s in S, q s denotes the morphism 
Lemma 5.2. The sheaf M is an invertible sheaf on
Proof. It is sufficient to prove the first assertion in the case when S is an affine scheme. So let S = Spec R. Let C R denote the scheme C × k S. We may assume that 
Consider the representation associated to the point s via ψ:
This gives a sheafÑ as in the discussion preceding Lemma 4.3. The sheafÑ is isomorphic to the sheafM s . So the fact thatM s is invertible now follows from Lemma 4.3. Also, the degree is (d + g − 1) along fibres of the projection onto the second factor. This follows from a calculation using the Riemann-Roch formula; see the proof of Lemma 4.3.
For the second assertion, it is sufficient to prove the statement for the invertible sheafÑ of the last paragraph. But, in this case, (q k(s) ) * M s is a trivial vector bundle of rank d. This, along with the projection formula, gives the required statement. See Lemma 4.3 for details. 
). For condition (2c), we need to prove that the set of points {s} in S for which L s is in H We can now construct a natural transformation
To see that Φ is a natural transformation, let f : T → S be a morphism of schemes and let (End(E), ψ) be an element of G d (C f , S 
The isomorphism in the above definition follows from Lemma 5. This follows from the fact thatC f is an Azumaya algebra over its center and Lemma 5.4. So the natural transformation induces a morphism of schemes
In the following section, we will show that the morphisms η and ϕ are inverses of each other.
The isomorphism theorem and descent on ϕ
In this section, we first prove that the morphism ϕ is an isomorphism. Now consider the composition
and denote it by θ. In the following proposition, P denotes the restriction of the universal invertible sheaf to C × k Spec A k .
Proposition 6.1. The morphism θ is the identity morphism on
Proof. Note that since P is the universal object in H d+g−1 C/k (Spec A k ), it will be sufficient to prove that (1 C × θ) * P is isomorphic to P as a rigidified line bundle. Furthermore, by Remark 2.15 it is sufficient to show that these two sheaves are isomorphic as line bundles. Note that the sheaf (1 C × θ) * P is isomorphic to the image under Φ of (ϕ, End(P)) in Rep d (C f , Spec A k ). But then the sheaf (1 C ×θ) * P is isomorphic to (P ⊗ A k A k [u, v] ) ∼ , where P = H 0 (Spec A k , (π A k ) * (P)) and w acts as uϕ(x 1 )+vϕ(x 2 ). Now from the construction of the morphism ϕ (Proposition 4.2), the two actions of w on the graded (A k [u, v, w] [u, v] corresponding to the invertible sheaves (1 C × θ) * P and P on C × k Spec A k are compatible. So the sheaves in question are isomorphic. This shows that θ is the identity morphism. Now we can prove the following theorem. Theorem 6.2. Let k be a field so that the curve C has a k-rational point. Then the morphism ϕ is an isomorphism.
Proof. We prove that the corresponding homomorphism ϕ : Z k → A k is an isomorphism. By Proposition 4.8, it is sufficient to show that the map ϕ is surjective. By Proposition 6.1, there exists a ring homomorphism η : A k → Z k so that the composition
is the identity homomorphism. In particular, ϕ is surjective. It follows that ϕ is an isomorphism. 6.1. The Galois descent on ϕ. In this section, we want to prove the isomorphism theorem of the last section without the assumption that the curve C has a k-rational point. The idea is to prove that the ϕ obtained earlier descends to a field over which f is defined.
Let f be a binary form over a field k such that the characteristic of k does not divide d and f does not have repeated factors over an algebraic closure of k. Let k /k be a finite Galois extension (with Galois group G) such that C(k ) is nonempty. Here we may assume that k is a Galois extension of k by the assumption on char(k). Then we have the isomorphism
Recall that Spec A k descends to Spec A k , which is the complement of the Θ-divisor in Pic 
To prove (6.1), it is sufficient to prove that the line bundles on C × k k(x) σ corresponding to these morphisms are isomorphic. See Lemma 2.13. If P denotes the universal line bundle on C × k Pic d+g−1 C /k , then the line bundle corresponding to the morphism on the left side of (6.1) is (id × (j • σ • i)) * P. Consider the morphism on the right side of the above equation. To construct the corresponding line bundle, it is sufficient to consider the associated representation of the Clifford algebra. The required line bundle corresponds to the following composite morphism:C
where η i is the representation corresponding to the morphism i (or i • ϕ). But this line bundle is isomorphic to the pull-back of P under the composite morphism
Now consider the commutative diagram
By the above argument and the commutativity of this diagram, it follows that the two line bundles in question are isomorphic to
By Lemma 2.12, these two line bundles are isomorphic. So (6.1) holds true.
In particular, i = (σ
• i. Now consider the two automorphisms id and µ = (σ
of Spec A k . They both are the identity on closed points, and the morphisms induced on the residue fields are the same. Let a ∈ A k . Then (µ(a) − a) is in any maximal ideal on A k . Since A k is of finite type over k and is an integral domain, the intersection of all the maximal ideals is the zero ideal. So µ(a) = a for any a ∈ A k . This shows that µ is the identity morphism.
The second part follows from the discussion preceding the theorem and Corollary 2.7.
We record an easy corollary of the main theorem. as an Azumaya algebra? The second is if it does, then what is its Brauer class? These questions will be addressed in a forthcoming article [13] .
