Abstract: A nonlinear proximal point algorithm is proposed in the setting of adaptive control. Based on the Bregman generalized distance induced by a convex function, forward nonorthogonal projections provide a more general approach to classic optimization algorithms. In this paper convergence theorems are provided for the application of the Bregman algorithm to the adaptive control of both linear systems and nonlinear control-affine systems. It is shown that the proposed algorithm is particularly suited for adaptive control applications because it outperforms the gradient algorithm for on-line parameter estimation. Simulations on an autonomous underwater vehicle and a robotic manipulator show the benefits of the proposed adaptive control scheme when compared to the classic ones.
INTRODUCTION
The Proximal Point Algorithm (PPA) was established in [Rockafellar (1976) ] for the problem of minimizing a lower semicontinuous proper convex function on a Hilbert space. Then then Mirror Descent Algorithm (MDA) [Nemirovski and Yudin (1983) ], a nonlinear subgradient Euclidean projection method, showed that it is possible to efficiently solve a convex minimization problem over the unit simplex with millions of variables. In [Bertsekas (1999) ] it is shown that the subgradient algorithm can be considered as linearization of the PPA. However, the use of Euclidean projection operators in convex minimization problems is not strictly necessary. The first steps on the use of distance functions to generalize the PPA have been investigated in [Censor and Lent (1981) ], based on Bregman functions [Bregman (1967) ]. A relaxed version of the Bregman method for linearly constrained convex programming was proposed in [Pierro and Iusem (1986) ]. Then the nonlinear generalization of the PPA have been considered in many works, [Ha (1990) ] and [Eckstein (1993) ] among others, where the name of Bregman Nonlinear PPA (BNPPA) was coined.
The concept of Bregman distance has also played a key role in recent advances in the fields of machine learning [Kulis et al. (2009) ], image processing [Bioucas-Dias and Figueiredo (2009) ] and data clustering [Banerjee et al. (2005) ].
In this paper, a BNPPA algorithm is derived for the adaptive control of general nonlinear control-affine systems, whose dynamics is affine in the constant or slowly-varying uncertain parameters of the model [Slotine and Li (1991) ]. Our goal is motivated by the fact that in many control applications the structure of the model of the plant may be known, but its parameters may be unknown and changing with time [Ioannou and Sun (1996) ]. As main contribution, it is here shown that the monotone convergence of the sequence generated by the proposed algorithm is a stronger condition than the convergence of the corresponding quadratic function, therefore an improvement in the convergence rate is expected with respect to conventional gradient-based techniques.
The paper is organized as follows. Next section introduces the definition and the main properties of the Bregman distance. In Section 3 we derive the explicit expression of the BNPPA. Section 4 shows the design of the stated BNPPA to the adaptive control problem of nonlinear control-affine systems. In Section 5, the application to the adaptive control of a robotic manipulator show the effectiveness of the proposed algorithm. In the last section we conclude the paper and summarize our findings.
PRELIMINARIES ON THE BREGMAN DISTANCE
In this section, some definitions and properties of Bregman distances and functions [Bregman (1967) ] are summarized. Definition 1. ([Bregman (1967) 
being ·, · an inner product operator ofS, closed convex set of R n , and h :S → R convex function. D h (x, y) may be interpreted as the difference between the value of h(x) and the value at x of a linearized approximation of h around y, as shown in Figure 1 . To be precise, D h is not a distance in the sense of metric topology, for instance D h is not symmetric. Definition 2. ([Bregman (1967) ]). The function h :S ⊆ R n → R is called a Bregman function with zone S = int{S} if
• h is strictly convex and continuous onS;
• h is continuously differentiable on S; • ∀α ∈ R, the partial level set {y ∈ S : 
Bregman functions and monotone operators Definition 3. ([Rockafellar (1976)]). A monotone operator
T is a mapping from R n to subsets of R n with the property that
The canonical problem associated with a monotone operator T is that of finding a root or zero, that is a point x ∈ R n such that 0 ∈ T (x). One of the best-known general algorithms for finding a zero of a maximal monotone operator is the PPA [Rockafellar (1976) ], which uses the recursion
where {c k } is some sequence of positive scalars. Lemma 1. ([Eckstein (1993)] ). Let T be a monotone operator on R n and h a Bregman function with zone S ⊆ R n . Then the mapping P = (∇h + T ) −1 • ∇h is at most single-valued, where • indicates the standard composition of functions. If z is a zero of T , z ∈S and P y exists, then
Convergence analysis
Theorem 1. ([Eckstein (1993)] ). Let T be a maximal monotone operator of R n , and h be a Bregman function with zone S,S ⊇ dom(T ), and {c k } +∞ k=0 be a sequence of positive scalars. Suppose that {x k } +∞ k=0 ⊆ R n is an infinite sequence conforming to the recursion
Suppose that either of the following two conditions hold:
Then if T possesses any zeros, {x k } converges to one of them.
Lemma 1 provides the non-expansiveness property that basically leads to the convergence of the BNPPA. For z ∈ T −1 (0), equation (3) can be rewritten as
Lemma 2. ([Chen and Teboulle (1993)] ). Let f (x) be a closed proper convex function on R n . Given a Bregman function h, let {c k } be an arbitrary sequence of positive numbers and let {x k } be the sequence generated by the BNPPA (4). Then for any z ∈S
Lemma 3. ( [Chen and Teboulle (1993)] ). Denote by f * the inf x∈R n f (x), the set of minimizers of f as
is non increasing whenever z ∈ X * , and if x 0 is the starting point,
A conservative bound is given by σ n f (
which shows the linear global rate of convergence, for example by taking c k = c ∈ R + ∀k, that is equivalent to σ k = c k. This result is in accordance to the convergence analysis of [Nesterov (2005) ], based on projections methods and Bregman functions.
EXPLICIT DERIVATION OF A BREGMAN ALGORITHM
In this section we explicitly derive a BNPPA for the class of (sub)differential operator T of quadratic functions
We consider the differential ∂f (x) as a column vector.
⊤ P x with zone S = R n , being P = P ⊤ ≻ 0 an n × n matrix, the recursion
for some sequence {c k } of positive scalars, is a BNPPA in the sense of Theorem 1.
Proof. Consider the general recursion of a BNPPA (4)
By applying the operator (∇h + c k T ) on both sides, the equation
Theorem 3. Consider a sequence {x k } of the BNPPA (9) converging to x * . If D h x * , x k is the Bregman distance of the BNPPA associated to the Bregman function h(
is monotone decreasing with respect to k. The converse is not guaranteed to hold.
Proof. As a first step, being h(x) = 1 2 x ⊤ P x, starting from Definition 2, by simple algebra one has
Then, by the non-expansiveness property of the form (5),
The converse is not guaranteed, since D h (x k+1 , x k ) ≥ 0, therefore the non-expansiveness property of Lemma 1 cannot be always satisfied and D h cannot be always guaranteed to be the Bregman distance associated to the BNPPA. A simple counterexample, at a certain step k, is given by x * = 0,
Theorem 3 confirms that the convergence of the BNPPA associated to the Bregman distance D h here considered is a stronger condition with respect to the convergence of the corresponding quadratic function V .
Remark 1.
The additional condition that D h is the Bregman distance associated to the stated BNPPA yields an advantage in the global convergence rate, discussed in the following.
Let us now compare the convergence rate of gradient methods with order O(L k ), whereL is a certain Lipschitz constant associated to the objective function, with the convergence rate of the proposed BNPPA. Although the global convergence rate of the BNPPA is linear, the Lipschitz constant associated to the function to be minimized positively affects the global convergence rate. Suppose the Lipschitz condition
(10) holds, where x * is a minimizer of f and L ∈ R + is the Lipschitz constant. By using inequality (7) and (10) with z = x * , the following inequality is recovered.
This means that the global convergence rate is still of the order of O( 1 k ) but the Lipschitz condition (10) can only positively affect the global convergence rate of the BNPPA, because 1
Instead, the global convergence rate of gradient methods can be positively or negatively affected depending on the Lipschitz constantL.
APPLICATION TO ADAPTIVE CONTROL
In this section we apply the BNPPA presented in the previous section for the on-line estimation of the model parameters of linear systems and nonlinear control-affine systems whose dynamics is linear in the uncertain parameters.
On-line parameter estimation for linear systems
Consider the AutoRegressive with eXogenous input (ARX) model
For ease of notation, let a i ∈ R ∀i, b j ∈ R ∀j and y(t), u(t) ∈ R. The general vector case can be easily derived. Let θ be the vector of the model parameters.
13) The true value of θ is unknown, therefore an estimation lawθ(t) has to be designed.
Define the regressor
The prediction error
is nulled by finding a zero of the convex functional
The notation used in equation (16) is more general because it includes the vector case y(t) ∈ R q . Equivalently one can find a zero of the gradient functional
To use the same notation of Theorem 2, define
so that ∇J(θ(t)) = A(t)θ(t) + b(t).
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Proposition 1. Given a Bregman function h(x) = 1 2 x ⊤ P x, assume the matrix (P + c t A(t)) is invertible ∀t ∈ N. Under the hypothesis of Theorem 2, the recursion θ(t + 1) = (P + c t A(t)) −1 Pθ(t) − (P + c t A(t)) −1 c t b(t) (19) yields a bounded sequence {θ(t)} that converges to a θ * such that ∇J(θ * ) = 0, therefore, as J(θ) is a convex functional, also J(θ * ) = 0.
Remark 2. The assumption that matrix (P + c t A(t)) is invertible is not restrictive because the sequence {c t } can be arbitrarily chosen and P ≻ 0 is a free design matrix parameter. Remark 3. Note that since the information matrix A(t) = φ(t)φ(t) ⊤ is not full rank and indeed it is not invertible, in general, the vector of unknown parameters θ can not be exactly computed in a finite number of time steps.
Extension to nonlinear control-affine systems
The parameter estimation for linear plants can be extended to nonlinear control-affine systems if the conditions in Section 8.5 of [Slotine and Li (1991) ], are satisfied: the nonlinear plant dynamics can be linearly parametrized; the full state is measurable; nonlinearities can be canceled stably (i.e. without unstable hidden modes or dynamics) by the control input if the parameters are known.
Consider the nonlinear system in companion form
Defining the nonlinear regressor
and the θ vector as in (13), the model output is y(t) = Φ(t) ⊤ θ. Then the same steps of equations (15)- (19) can be followed for the on-line parameter estimation.
Provided the convergence of the prediction error is achieved, a classic question is to find conditions under which also the estimation errorθ = θ −θ converges to zero. The following Theorem is stated for the parameter convergence analysis of the proposed BNPPA. Theorem 4. Consider the nonlinear control-affine system (20) and the estimation lawθ (19) asymptotically converging to θ * , with the nonlinear regressor Φ(t) (21). If the condition of Persistence of Excitation (PE), [Ioannou and Sun (1996) ] holds, i.e. ∃α, T ∈ R + s.t.
Proof. Define the estimation errorθ(t) = θ −θ(t), where θ is the true vector of the model parameters. Substituting the equations
in the identification law (19), together with y d (t) = y(t) = Φ(t) ⊤ θ, being y d be the desired output, we have
that is equivalent tõ
Matrix c t Φ(t)Φ(t) ⊤ + P −1 P has N − 1 eigenvalues on the boundary of the unit circle, because at any time instant the matrix Φ(t)Φ(t)
⊤ is of rank 1, while the N th eigenvalue is inside the unit circle.
The fact thatθ(t) converges to the true θ is recovered by the assumption that Φ completely spans R N as t varies, which corresponds to the classic requirement that Φ(t) is PE ∀t ≥ 0 [Sastry and Bordson (1989) ]. In fact, (24) is a discrete-time version of equation (2.5.2) in [Sastry and Bordson (1989) ] (Theorem 2.5.1), therefore, provided that Φ(t) is PE ∀t ≥ 0, thenθ(t) asymptotically tends to zero andθ(t) → θ * = θ.
According to Theorem 4, the conventional stability analysis of adaptive nonlinear control affine systems with a gradient-based identification algorithm associated to a quadratic Lyapunov function [Anderson et al. (1986) ] is actually still valid if the derived BNPPA is used (9) as identification update.
Adaptive control law
To facilitate the adaptive controller derivation, let us consider the nonlinear control system
where y(t), f (y(t)), u(t) ∈ R. The control problem statement (25) is basically taken from Section 8.5 of [Slotine and Li (1991) ], where Φ(t) = na i=1 a i f i (y(t − i)) and the control vector fields are normalized.
where y d is the desired output,ỹ = y d − y is the tracking output error, |K| < 1, andθ = θ −θ, yields
In the general vector case, K is a feedback gain matrix whose eigenvalues are inside the unit circle.
Theorem 5. Consider the uncertain nonlinear controlaffine system (25), with the feedback adaptive control (26). The adaptive recursion {θ(t)} (19) asymptotically converging to θ * , with
leads to asymptotic convergence of the tracking output errorỹ.
Proof. Let h(x) = 1 2 x ⊤ P x be a Bregman function.
Consider the cost functional J(θ(t)) (16) and its gradient ∇J(θ(t)) (17). From Lemma 2, with f = J and z = θ, we havẽ 
The quadratic function V :
is a Lyapunov function since equation (29) is equivalent to
∀t s.tθ(t − 1) = θ * , and
only whenθ(t − 1) =θ(t) = θ * . Therefore by a standard Lyapunov argument,ỹ(t) converges to zero, since V (ỹ(t),θ(t)) is monotone decreasing.
If the parameters are all known,θ(t) = 0 ∀t ≥ 0, then the choice of the control law (26) yields to the asymptotic convergence of the tracking output errorỹ, because of the assumption that the eigenvalues of matrix K are inside the unit circle.
SIMULATIONS
A two-links manipulator with uncertain kinematics and dynamics is simulated, since the dynamic (kinematic) equation of robot manipulators is linear in the dynamic (kinematic) parameters.
Let q ∈ R n be the vector of the joint variables and x ∈ R n be the end-effector position. The end-effector velocityẋ is related to the joint-space velocityq through the Jacobian J(q) and can be expressed linearly in a set of kinematic parameters θ k .
The equation of motion of robot manipulators is
where M (q) ∈ R n×n is the inertia matrix, C(q,q) ∈ R n×n is the centripetal and Coriolis matrix, G(q) is the gravitational force, Y d (q,q,q) is the dynamic regressor, θ d is the vector of the dynamic parameters and τ is the control. For simplicity, the gravitation forces acting on the two-links manipulator are assumed to be zero. By using the following choice for the kinematic and dynamic
, the explicit expressions of the matrices of equations (31), (32) are presented in equations (33)-(37). The numerical values of the parameters are shown in Table 1 . For ease of notation, c i = cos(q i ), s i = sin(q i ), c 12 = cos(q 1 + q 2 ) and s 12 = sin(q 1 + q 2 ). Following the idea of [Cheah et al. (2006) ], the adaptive control law
is proposed to achieve the asymptotic convergence of the end-effector tracking errorx = x − x d , together with the adaptation law
The estimated velocity error isx =Ĵ(q)q −ẋ d ; Γ k , Γ d , R k are positive definite design matrices. A low pass filter, with variables y, W k and parameter λ ∈ R + , is introduced to avoid measuring the task-space velocity.
Moreover, in [Wang and Xie (2009) ] the control
is proposed together with the same adaptive scheme (39), in which Φ is substituted by Φ 1 =ĴM −1 0 Y d . In order to compare the performance of the proposed BNPPA adaptive scheme with the classic one, the same control parameters of [Wang and Xie (2009) To exploit the linear relation between the parameters to be estimated and the control input, i.e. τ = Y d θ d , the proposed BNPPA can be designed with Φ d (t) = Y d (q(t),q(t),q(t)) ⊤ and y(t) = τ (t), so that in the notation of the recursion (19),
In the same way, the kinematic equationẋ = Y k θ k yields a BNPPA with
Simulations results corresponding to the tuned identification parameters P d = 80I 3 , P k = 0.05I 2 , c dt = c kt = 0.001 ∀t. Figures 2, 3 show the results with the same initial conditions of [Wang and Xie (2009) The derived adaptive control laws are also simulated with random initial estimates, in the interval of ±15% and ±40% with respect to the true values of the model parameters, and the results are averaged over ten simulations. Table 2 shows that the proposed BNPPA outperforms the classic adaptive gradient-based scheme. The average computational time for augmenting, respectively, [Cheah et al. (2006) ] and [Wang and Xie (2009) ] with the BNPPA Fig. 3 . Estimation of the kinematic parameters. In solid line the case of the BNPPA adaptation, while in dashed line the classic gradient adaptation. 
