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ABSTRACT 
Previous studies in different countries have unfolded 
consequential relationships between a number of socio-economic 
factors and voting behavior. Ethnicity, religion, trade or 
profession were among the most useful voter characteristics in 
explaining party preference. While hypotheses of voting behavior 
for Canada are also prolific, most of them were based upon 
local studies. The present study of 53 selected incorporated cities 
in 1963 general election attempts to test such hypotheses at the 
national level. The majority of the proposed independent variables 
were derived from the previous case studies. The hypotheses were 
tested by means of a computerized multiple regression analysis. 
The maps of percentage of total votes cast for the Liberal, 
the Progressive Conservative and the New Democratic Parties, 
revealed a regional rather than a national pattern of voting 
preference. Mixed patterns existed in the province of Ontario 
while the province of Quebec and the West were mainly dominated 
by the Liberal and the Progressive Conservative Party 
respectively. The strength of the New Democratic Party was 
scattered in the West and Ontario only. 
Despite the adoption of a large number of variables only 
a few of them were useful in explaining the national patterns. 
The statistical results confirmed that ethnic and religious 
variables rather than socio-economic ones best indicated national 
political party support. Further study of the regional patterns 
based on the stratified sampling method is recommended. 
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CHAPTER ONE 
The Background of the Voting Study and Its Problem 
The study of voting patterns is not as common as other studies 
in geography. This does not mean that such investigation is trivial 
or unnecessary; in fact, political patterns are one of the many 
aspects of the cultural landscape that are worthwhile looking at in 
detail geographically. In this chapter, the geographical aspect of 
the study of voting patterns will be examined, followed by a review 
of what has been done in the past. As with other social phenomena, 
elections can be viewed from different angles. Many of the studies 
were undertaken in the fields of political science, sociology, and 
psychology; therefore the reviewed literature was not limited to 
the geographical approach alone. In fact, a majority of the references 
are sociologically orientated. At the end of this chapter, the problem 
of the present study is defined. 
The Geographical Framework of Electoral Study 
The geographical study of almost anything too easily loses 
its geographical identity, as shown by Fennemanl. The argument 
concerning what indeed is geography has been under serious exam-
inations and sophisticated discussion for decades, yet there is still 
no absolute and flawless definition. The notion, however, that 
geography is "the study of spatial distribution and space relations 
9 
on the earth's sur&ce" or its equivalent in different phraseology, 
is generally accepted. It is not the purpose of this chapter to 
define the content of geography nor is it to defend the phraseology 
as cited. Rather, the writer has attempted to fit the present study 
concerning the voting behavior into this generally accepted 
philosophical framework. 
Elections are a phenomenon of the political process and the 
vehicle upon which various sub-political systems within a state 
1 
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depend for the incorporation of jtheir own ideologies and the gaining 
of sovereignty over others. The historical setting of the locality, 
the election campaigns, the political issues, or the personality 
and calibre of the candidates as politicians are among the major 
aspects of elections that have nothing to do with geography. No 
political system, however, at any level from the supra-national 
to the local or regional special purpose districts, can exist apart 
from some territorial entity. Indeed, every political process has 
a geographical area uniquely associated with it, and no geographical 
area escapes some relation with a political process, albeit the 
relation between them may change from time to time. Furthermore, 
elections cannot be practised without the cooperation of voters. 
The decisions in favour of a certain party reflect more or less the 
attitudes of voters toward the different parties because the party 
chosen is the one that is expected to bring them the greatest ad-
vantages both in their own egotistic existence as well as in the over-
all national development of their country. Since every individual 
voter is characterized by and differentiated from the multivarious 
background in terms of demographic and socioeconomic traits, they 
certainly react variably to the relevant parties. When voting 
patterns are studied with a geographical approach, not only spatial 
patterns of different party-affiliations but also areal variations 
of a number of relevant socio-economic characteristics are identified. 
By comparing these spatial patterns of different sets of phenomena 
either cartographically or mathematically, a geographer may attempt 
to explain why there are such voting patterns as there are and 
what sorts of phenomena are mostly responsible for such areal 
differentiations. Thus, the identification of territorial differences 
based on various political systems may interest geographers, as do 
other natural and human landscapes, and so become one of the major 
interests of political geography, according to some of the contemporary 
academics. 
Whittlesey has defined political geography as a study of areal 
differentiation based on political phenomena.-* 
3 
Hartshorne put it, "Political geography, then, may be defined 
as the study of areal differences and similarities in political 
character as an interrelated part of the total complex of areal 
differences and similarities." ^  
Jackson defined it as, "the study of political phenomena in 
their areal context, " * 
Ginsberg elaborated on the idea saying, "the fields that 
impinge upon one political system or another are created not merely 
by political processes but also by cultural economic, and tech-
nological phenomena." ° 
Therefore the demarcation between the political and geographical 
approach in the voting studies is that whereas the former covers a 
broader scope on the nature, process and mechanism of voting, the 
latter limits its investigation to the areal content of the result 
of the election. In fact, not everything dealing with spatial 
relationships can be said to be geographic, but geography without 
any sense of spatial conceptions will be theoretically taken over 
by other subjects. What a geogapher should do, then, is to organize 
such material resources spatially and synthetically and to examine 
their areal interrelationships and interactions. 
Review of the Literature and the Problem 
Traditionally, political geographers have directed their 
attention to two major areas, i.e. (a) studies which are concerned 
with resource management and land planning and (b) political area 
studies which analyse the evolution of political units.7 
Beginning with Krebheil's article, "Geographic Influence in British 
Election", students of political geography began cultivation of 
a new branch, electoral geography, which examined the associations 
between the electorate and both the internal physical and the 
regional patterns. They also searched for correlations between voting 
patterns and an individual's socio-economic characteristics. 
As more studies focused on the latter aspect, a number of generalized 
hypotheses with respect to the associations of voting behavior and 
socio-economic properties and also the community context have been 
formulated. 
4 
In his analysis of British Parliamentary elections between 
1885-1910, Krebheil 9 considered the correlation between election 
returns and occupation statistics and drew the conclusion that 
geographical or natural factors have contributed materially in 
creating the conditions which determine political predilections. 
This hypothesized theme was again nurtured by a handful of American 
investigators 10 who constructed a series of maps showing presidential 
elections in the United States and the way in which district members 
voted on selected congressional measure. They unfolded the strong 
correlations between the distributions of parties and other phenomena. 
Later Siegfried, a French geographer, discovered a correlation 
between politics and religion. H His finding was further supported 
by his colleague, Gaguel I2 who claimed that there existed a positive 
correlation between religion and political groups while no uniform 
correlation was found between the occupation structures of the areas 
and the party they supported. 
Realizing the fact that, for the most part, American electoral 
geography has been concerned with identifying and describing sizable 
political regions and has largely neglected the geographic results 
of bloc voting by racial minorities, Ganz 13 and Lewis 14 carried 
out detailed investigation dealing with the impact of Negroes on the 
Republican and Democrat Parties. Ethnic inconsistancy in the voting 
behavior is the case not only in the States but also in some other 
countries. In his close examination of the election in Burgenland 
(Austria) where there is a diversity of minorities, Andrew Burghardt 
pointed out the chain-interrelation among the minorities, religions 
and party allegiance, even though the dominant impact on the local 
behavior was location. 
While most of these studies were confined within a regional 
framework, Roberts and fcumage carried out a study at the national 
level, successively developing certain socio-economic models in 
respect to the spatial pattern of urban left-wing voting in England 
and Wales. 16 
5 
Since Canada enjoys the same democratic atmosphere as most 
of the western countries, the above cited phenomena are also present, 
though in a somewhat different form. In 1933, Escott Reid identified 
the sectionalism of the two great national political parties in 
Canada, the Liberal and the Conservative. I7 He found by dividing the 
constituencies into socio-economic regions that the support for the 
Progressive Conservatives' was greater in Ontario, a predominantly 
English speaking province while the Liberals were supported in Quebec, 
a French speaking province. 
JohnMeisel's survey " presented a striking example of the close 
relation of religious affiliation and electoral behavior in Kingston. 1* 
That age, sex, and socio-economic status are important factors in 
determining the voters' party preferences is also suggested by Pauline 
Jewett. 2^ In addition, Dennis Wrong , Howard Scarrow 2 2 and a 
number of other scholars, also revealed the relations between party 
affiliation - sectionalism and regionalism through their intense studies 
based on the provincial or national scales. In order to eliminate 
any repetition, some of the case studies will be reviewed in the next 
chapter which discusses the derivation of variables. 
Nothing has so far been done on a macroscopic scale about the 
electoral behavior geographically in this country. In fact, the 
selected hypotheses based on the background studies, when extended 
to such a grand scale, may function quite differently. This is the 
case because most of these studies were confined to a certain locality 
or to a specific election. Furthermore, political issues may also 
fluctuate from time to time. Such variation will, in turn, probably 
affect the attitudes of voters toward their favoured party in previous 
election. Therefore in order to enhance our knowledge of voting 
behaviot we must at least make an attempt to conduct an investigation 
of this phenomena by employing geographical techniques which examine 
human activities in their spatial context. 
The Problem Defined 
The purpose of this study is to formulate some generalization, 
or statements of regularities, about the urban spatial distribution 
°f voting behavior on the national scales in the 1963 federal election. 
By doing so we will attempt to ascertain how certain proposed hypotheses 
function in this specialized spatial context and how they differ 
from former findings. A number of specific problems are posed 
from this central theme: 
1. How do the national patterns of party-affiliation to 
the Liberal, Progressive Conservative and the New 
Democratic Party differ from each other in 1963? 
2. What sorts of phenomena may be expected to have 
certain associations with the national patterns 
cited above? 
3. To what extent do these selected hypotheses 
explain the national spatial patterns among a 
selection of cities? 
4. What kinds of model, if any, could be developed? 
In the process of deduction and inference, this study may go 
beyond the limit of geographical scope. This seems rather inevit&le 
for, again, it should be borne in mind that "political geography 
problems are essentially interdisciplinary. That is, the most 
effective research and most meaningful answers result when the method 
and data from two or more traditional scholarly fields, including 
geography, are applied in research." " The need of employing the 
interdisciplinary approach, as Hartshorne advocated," must be welcomed 
and encouraged for the sake of the increasing depth of 
understanding in all fields that should result from such cross-
"fertilization." 2 4 
The problem defined in this study will be tackled by several 
methods which will be presented in the following chapter. 
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CHAPTER TWO 
METHODOLOGY 
The purpose of this chapter is to discuss the research design 
whereby the defined problem is to be worked out in terms of the 
logical arguments, the selection of the specific election and 
areal units, and the derivation of a number of proposed hypotheses. 
This will be accompanied by a detailed inspection of different 
means for testing hypotheses, which leads to an exploration of the 
nucleus of the problem. 
The Choice of Areal Units 
A comparative spatial study analyzes various phenomena which 
have been measured by some areal units such as countries, provinces 
or even smaller regions which are somewhat similar in nature. Since 
the present study analyzes conditions within a national framework 
the selection of the appropriate areal units is an important concern. 
Studies already cbne on voting behavior repeatedly stress that 
the electoral units selected should coincide with census units when 
ecological oonnSacion is used - that is, when the variables used 
are percentages, or descriptive proportions of groups, and not 
descriptive properties of individuals. The province is a reliable 
unit because it is a completely internal administrative unit, 
subdivided into census districts and political constituencies. 
Both census and voting data are easily compiled for each single 
province, no matter how incompatible the boundaries of these two 
types of areal units are with each other. The province itself, 
however, covers so great an area that, as Howard Scarrow has 
observed, gross statistics could be misleading by concealing 
local variations in voting patterns. Thus it is necessary to 
break down a province into smaller units. While some of the counties 
are constituencies themselves, a majority of them are subdivided 
into two or more electoral districts. On the other hand, the county 
is still too large a unit for the application of the ecological method, 
9 
10 
which provides only rough and indirect measures of the social and 
economic factors related to voting behavior. Dennis Wrong pointed out 
that data on voting by township could be derived from the election 
returns while certain population characteristics are also availaHe 
by township in the census report. 2 The limited number of socio-
economic characteristics available on the township level, however, 
fail to provide sufficient information for explaining complicated 
electoral behavior. 
Cities have been the areal units for many geographic studies. 
Although previous investigations of electoral patterns have seldom 
compared cities, the city is a natural unit for such studies. 
Almost no city, however, coincides with a single constituency, 
as illustrated in the Fig. 1. We may identify four basic types of 
city-constituency relations: (a) the city proper lying within a 
larger constituency, as examplified by Belleville (Ont.) in Hastings 
south, and Outrement (Que.) in Outremont-Saint-Jean; (b) the city 
proper extending astride two constituencies, as illustrated by 
— city liwiitf 
- c»nrtiti»ncy boundaries 
Fig. 1 Relationships between proper city 
limits and the constituency 
boundaries 
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Windsor's two subdivisions of Essex East and Essex West as well as 
St. John's subdivisions into St. John's East and St. John's West; 
(c) the city composed of a constituency whose peripheries invade 
slightly into other constituencies, as in Sudbury and the former 
Fort William; and (d) the city proper embracing several or more 
constituencies, as Toronto and Montreal. In a word, the larger the 
city is, the more complicated the electoral demarcations tend to be. 
It is, however, possible to determine the popular votes cast 
for each party for cities, towns, townships or even villages with 
a little effort and patience, since every single polling station is 
labelled clearly in the tabulation of the electoral return. 
Because detailed socio-economic and demographic information 
was available only for cities with populations of 30,000 and over, this 
category forms the study universe. Halifax and Dartmouth in Halifax 
constituency are the only exceptions to this selection criteria; 
they comprise probably the only two-member constituency left in this 
country. In such a constituency every individual elector could vote 
for two candidates. If party affiliation alone influences electors, 
then the two candidates of the same party should receive virtually 
the same number of votes. But such was not the case; some electors 
split their ballot papers into two different parties and thus they 
are eliminated from the study. 
This spatial distribution of the selected cities are presented 
in Fig. 2. As expected, most of the incorporated cities with pop-
ulations of 30,000 and over are heavily concentrated in the vicinity 
of prosperous Montreal Island as well as in southern Ontario along 
the seaway, whereas the remainder are sporadically scattered through-
out the territories of northern Ontario, the West and the Maritimes. 
The extremes may well be attributed to the marriage of the physical 
environment and the historical development which has stimulated the 
existence of such an imbalance of federal policy that cities along 
the lower St. Lawrence valley have not only been experiencing a 
rapid self-expansion but also have been functioning as a magretic 
corridor absorbing a tremendous labour force from all over the country 
DISTRIBUTION OF THE 
SELECTED CITIES 
\r> 
Victoria1 
Vancouver 
New 
y/estminster 
1 . Chomedy 
3 . St. Michel 
5 . St. Laurent 
7 . Montreal 
9 . Lasal le 
\ ^'"' J ^ V Z ^ ^ S t John's 
/SSydi 
2 . Montrea l North 
4 . Outermont 
6 . Jaques Car t ier 
8 . Verdun 
10. Lachine 
Fig. 2 
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as well as from foreign sources. Needless to say, the internal 
political situation within this area is far more complicated 
than that found in the rest of the country. 
Obviously, the study of a segment of the entire population 
cannot validly be entitled a sample study unless the observations 
are at least drawn from any of the four basic types of sampling 
methods. 3 Under this restriction, the present paper can hardly 
be viewed as a sample study albeit it seems to be to some extent. 
The following Venn diagram shows how the particular cities were 
selected. 
U = 
Fig. 3 Venn diagram 
Universal set 
Subset = 
= all types of human settlements 
in the country 
A = all non-urban settlements 
B = all urban settlements 
B, = all urban settlements with 
populations less than 30,000 
B 2 = all urban settlements with 
populations of 30,000 and over 
hi = all urban settlements with 
populations of 30,000 and over 
and incorporated as cities 
bn - all urban settlements with 
populations of 30,000 and over, 
incorporated as cities and lying 
in or consisting of single-
member constituencies 
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In the language of set theory, the present study deals with the total 
population (in contrast to sample) of the subset b£ whose members 
are all urban settlements with populations of 30,000 and over, in-
corporated as cities and, further, lying in or consisting of a single-
member constituency. Cities restricted to such criteria are, of 
course, less than representative of others throughout the country. 
Ignoring the representativeness of the original set may lead to 
improper inferences concerning the real situation. This limited group 
of cities, however, can more or less reflect the prevailing trends 
of voting behavior partly because its members are the largest cities 
in the country and thus exposed to more active political affairs, 
and partly because, as seen from the following table, the average 
size of this group constitute nearly half of the total urban 
population. Though there is a marked difference between rural and 
urban voting behavior, the trend among all urban settlements is 
assumed not to fluctuate much. In other words, what is revealed 
from the study of the subset b2 may provide useful reference for 
the entire subset of B , whose members include all kinds of urban 
settlements. 
Table 1 A Comparison of 'Sample' Size to the 
Total Urban Population 
Province Total Total Urban 7« 
Urban Population Population of the 
Newfoundland 
Nova Scotia 
New Brunswick 
Quebec 
Ontario 
Manitoba 
Saskatchewan 
Alberta 
Br i t i sh Columbia 
Canada 
232,020 
400,512 
278,013 
3,906,404 
4,823,529 
588,807 
398,091 
843,211 
1,181,925 
12,700,390 
Selected c i t i e s 
63,633 
33,617 
98,993 
2,039,362 
2,290,629 
337,006 
240,973 
566,122 
473,117 
6,143,452 
27.43 
8.39 
35.61 
52.21 
47.49 
57.24 
60.53 
67.14 
40.03 
48.37 
Source: Compiled from the Census of Canada, 
1961, Vol. I. 
Choice of Time Scale 
If census information is to be useful in explaining voting 
patterns, the dates of the census collecting and of the election 
should not be too far apart. Perfect coincidence has scarcely ever 
occurred in the past. The 1961 census was chosen for the present 
study for two reasons: (a) it was the latest census with the 
necessary data and (b) it was followed by two general elections 
in 1962 and 1963. 
Of the two general elections the latter seems more suitable 
for the investigation because a continued increase either in the 
number of seats or in the number of popular votes in this election 
confirmed the growing support for the Liberal Party, which had 
returned to power in 1962. During the span of two years between 
the census and election, cities would not likely have changed their 
characteristics to any great extent. 
The Derivation of Variables and Formulation of Hypotheses 
The selection of variables and the formulation of hypotheses 
was influenced by previous case studies, as will be seen. Although 
more might have been chosen, twenty-one variables were selected 
initially for investigation. Maps of residuals from the computed 
regression equation will make, it is hoped, particularly useful 
variables or hypothesis become evident (as is empirically dem-
onstrated by Thomas * ). 
It may be well to note here too that each variable, whether 
dependent or independent, will be mapped by its standard deviation. 
(A) Dependent Variables 
Since Confederation, the Liberal and Progressive Conservative 
Parties have traditionally been the two rivals in both the federal 
and provincial elections. Examples of distinct associations between 
party allegiance and socio-economic characteristics of individual 
voters are prolific in the literature of political science and 
sociology. Moreover, there is evidence that the New Democratic Party 
has obtained support from certain social groups since its gradual 
rise to power after the second World War. Thus it is essential to 
examine all three leading parties. 
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The total popular votes cast for each party and the total 
number of electors listed in each city may be determined by adding 
up all the polling stations in each specific city. The results 
are tabulated in Appendix II. The popular votes cast for other 
minor local parties, the rejected ballot papers and the non-votes 
are all included in the column of "others". The dependent variables 
may thus be defined as follows: 
Y-^  : Percent of total vote cast for the Liberal Party 
Y£ : Percent of total vote case for the Progressive 
Conservative Party 
Y3 : Percent of total vote cast for the New 
Democratic Party 
The spatial pattern of party allegiance measured in standard 
deviation is presented on Fig. 4, Fig. 5, and Fig. 6 for the Liberal, 
the P.C. and the N.D.P. respectively. These maps bear clearly the 
imprint of regional concentration of party support. In Fig. 4 it is 
seen that the Liberal Party drew only a moderate percentage of its 
votes from outside the realm of the lower St. Lawrence and Montreal 
^ Island. Support from the three westernmost provinces was remarkably 
low. On the other extreme, metropolitan Montreal stands out as the 
only major clustering of solid Liberal strength. Peculiar patterns 
were also exhibited in the region of Lake Pennisula where nearly 
all the lakeshore cities gave moderate support to the Liberals 
whereas the opposite is the case of the inland cities. 
The regional patterns of support for the Progressive Con-
servative Party are more obvious as sheram in Fig. 5. It is a 
misconception that this map pattern is the inverse of the Liberal 
one although there exists such a general trend. As seen from the 
map, the P.C. party drew its loyalty predominantly from the cities 
of Saskatchewan, Alberta, the Maritimes and the Central Lake 
Peninsula. With exception of the Trois Rivieres, the P.C. party 
had little support in any of the selected cities in Quebec. 
Support given to the New Democratic Party was uniformly 
high among cities where support for the Liberal and the P.C. parties 
was low. The sporadic characteristics of its distribution as seen in 
Fig. 6 probably confirms, that the NDP was then still far from being 
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a strong and prevalent national party. Regionally, the strength of 
the NDP was concentrated between Peterborough and St. Catherines and 
also from Sault-Ste. Marie to the twin cities of Port Arthur and 
Fort William. To the west, it gained most support from Edmonton, 
Vancouver, and New Westminster. They had penetrated only shallowly 
into the cities of Quebec. 
(B) Independent Variables: Selection and Description 
Two sets of independent variables are postulated. The first 
set is such socio-economic properties of the individual voters as 
age, sex, ethnicity, religion, average annual income, occupation and 
social class. The second group of variables reflects the community 
in terms of urbanization index, population size, housing conditions 
and location quotient of mining and manufacturing industries. Unless 
otherwise mentioned, the original data of most of the independent 
variables is directly drawn or compiled from the 1961 Census Report 
issued by the D.B.S.5 
It is desirable that the population which is described by the 
independent variables and the electorate, citizens21 years of age 
and over, be one and the same group. This is however an impossible 
requirement because of the time span between two sets of data and the 
manner of tabulation. In general, the closest available data pertain-
ing to the number of eligible voters describes those 20 years of age 
and over. There are a few variables for which it was necessary to 
consider those 15 years of age and older, because no break down 
of specific age groups were available. The following is a discussion 
on selecting the proposed variables. 
Demographic dimensions 
A team of American scholars ° found in their study that age 
was one of several variables that bore a close relationship to party 
affiliation. Their proposal stemmed from the traditional point of 
view that youth shunned conservatism in politics as well as in 
clothes, music, and manners. This agreement was confirmed by a 
survey study in England which revealed that young adults supported 
the Labour Party while the old adults favoured the Conservatives.7 
In Canada, Pauline Jewett also demonstrated that an inverse re-
lationship existed between the different age groups and preference 
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for the New Democratic Party and Progressive Conservative Party. 
In other words, the younger age groups favoured the NDP ra ther than 
the PC party while the older age groups gave more support to the PC 
pa r ty . 
On the other hand, male and female as a factor with some impact 
on voting behavior was evidenced in the studies previously mentioned. 
The author disclosed that by comparison to the female voters, male 
voters supported the Liberal and the NDP more than the PC party.' 
On the basis of these findings three variables may be selected for the 
demographic dimension and are defined as: 
X.\ : Percent of population aged 65 and over 
X2 : Percent of male population aged 20-44 
X3 : Percent of female population aged 20-44 
In general, the proportion of the population of the sample cities 
in the specific age and sex groups will reflect the proportions of 
the total population in the same age and sex groups. Thus the spatial 
variations of these factors, as shown in Fig. 7, Fig. 8, and Fig. 9 
are predominantly invariable. In other words, no notable concentration 
of age or sex groups can be identified. This uniformity is especially 
noteworthy with young female adults. However some spatial variations 
in other groups can be recognized. It seems that the proportion of 
aged people in most of the cities of Quebec is well below the national 
average scale. Further, several sections of metropolitan Montreal 
are found with an even lower percent of the aged population but with 
higher rates of young male and female adults. The opposite situations 
of a larger proportion of aged is the case in three selected cities 
in the province of British Columbia. The contrasts probably mirror 
to a certain extent the impact of climatic and industrial factors on 
the selective characteristics of migration. 
Dimensions of Social Properties 
Countries with a mixture of racial and ethnic backgrounds 
are most sensitive to the political issues. The various ethnic 
groups probably constitute good indicators of the voting patterns. 
This is especially true in both the United States and Canada. No 
one would suspect the class tie between the Negroes and the Democrates. 
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A parallel to this was found by Reid who studied the 1930 Canadian 
general election •••". His study revealed that the Liberal party was 
dominated by the French and bilingual constituencies while the 
Progressive Conservative Party was dominated by the English con-
stituencies. Simmons concluded that the NDP drew its major support 
from the other ethnic components. " On the basis of the above 
evidence, the three variables regarding the ethnicity are defined as: 
X^ : Percent of population aged 20 and over identified 
as British descendents 
Xc : Percent of population aged 20 and over identified 
as French descendents 
Xg : Percent of population aged 20 and over identified 
as other nationalities 
Maps showing the spatial distributions of these three variables 
are shown on Fig. 10, Fig. 11, and Fig. 12 inclusively. 
The distribution of diverse ethnic groups displays a distinctive 
picture of cultural landscape in this country. As seen in Fig. 10, 
the British descendents were not uniformly distributed throughout 
the country. The Maritime provinces and southern Ontario were 
generally composed of a higher portion of British stock while the 
west, from northern Ontario to Alberta inclusively, had a higher 
percentage of other ethnic elements. The amount of British stock was 
thus proportionately lower. This is especially true in the cities 
of Quebec. ' 
French descendents, as shown in Fig. 11, were largely confined 
to the province of Quebec. It is also shown that within this French-
speaking area, cities outside the Montreal Island were more intensely 
composed of French stock. Only a few cities beyond Quebec were 
populated with a moderate amount of French inhabitants, notably 
Sudbury, Moncton, and St. Boniface. 
Though the variable of other ethnic groups consist of all 
nationalities other than British and French descendents, a majority 
of them were primarily from continental Europe. They have heavily 
populated the area to the west from northwestern Ontario through 
the Prairie provinces while to the east, they were concentrated 
around the manufacturing core of southern Ontario. Metropolitan 
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Montreal also drew a fair amount of other ethnic elements probably 
a reflection of its international characteristics. 
For centuries the church had a dominant role in the power 
structure of the ancient states. Even though the separation of 
church and state in political matters has now been achieved, there 
are still indications of an explicit correlation between these two 
human activities. There have been a number of voting studies in 
which the relationship between religious affiliation and party support 
was examined. The conclusion was that groups of different religions 
differentiate in their attitudes toward political parties. Of course, 
the impact varied from country to country and even from place to place 
within a state. Synoptically speaking the impact is overlooked 
in countries where a single religion is more or less 'nationalized' 
as in the case of Briton's Anglican. On the other hand in a country 
like that of Canada where there is some diversity, the influence of 
religion on politics is manifested. In a case study in Kingston, 
John Meisel confirmed that different denominations showed marked 
preferences for certain parties. *•*. i n simpie statistic terms, 
"2/3 of the adherents of each of the Church of England and of the 
United Church showed a preference for the Conservative; seven out of 
every ten Catholics appeared on the Liberal side of the scale." 13 
From a study of Hamilton, Grace Anderson also affirmed her hypotheses 
that the majority of Catholics would express a preference for the 
Liberal party; that the Anglican would generally support the 
Conservative Party; and that other major protestant denominations 
would also give their support primarily to the Conservative Party. *•**• 
It is based on the above quoted conclusions that two religious variables, 
the Roman Catholics and the five major protestants, are adopted. The 
major protestant denominations operationally consist of Anglican, 
Baptist, Lutheran, Presbyterian and United Church of Canada. 
These two variables are thus defined as: 
X7 : Percent of population aged 20 and over affiliated 
to the major protestant denominations 
Xg : Percent of population aged 20 and over affiliated 
to the Roman Catholics 
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The spatial variations of these two variables among the chosen 
cities are shown on Fig. 13 and Fig. 14. 
There exhibits a distinctive regional pattern between these two 
religious groups when two maps are paired together. It is quite 
clear that the inhabitants of the Quebec cities are predominantly 
Roman Catholics while there are generally high percentages of 
protestants in other Canadian cities. In fact, the close tie 
between ethnicity and religion is a cultural portrait of this 
country. The high correlation between the French-speaking people 
and their affiliation to the Roman Catholics is shown if Fig. 11 
and Fig. 14 are superimposed. This coincidence simply supports 
the notion that the religious attitude of the French-speaking 
people is relatively more traditional and conservative in comparison 
to the other ethnic groups whose religious beliefs tend to be more 
diverse. This is why there is only a small number of cities in the 
English-speaking section of this country whose proportion of pro-
testant -affiliated population is considerably above the average. 
at 
The processes of politics, such political platforms, the 
launching of election campaigns, a the diffusion of propaganda 
etc., are fadilitated through the utilization of the manifold 
channels of the mass media. In turn, the perception and the 
acceptability of such communication on the part of the general 
public, however, would be dependent to a certain extent upon its 
educational achievement. This is why in most of the studies dealing 
with group influences on voting behavior, people with contrasting 
educational backgrounds, such as the elementary level as opposed 
to the college level, are expected to support different parties. 
Simmons' finding from the study of the Middlesex riding are 
revealing on this point. 5 Though none of these correlation 
coefficients successfully explained more than 21 per cent of the 
voting variations, this correlation suggests that there were 
implicit associations among educational level and party support. 
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Table 2 Association Between Educational 
Background and Party-Affiliations 
(measure 
Party _Affi l-
_ , latxon Edu. level 
Public School 
College 
ck t y Cc i r re 1 at7«n Coefficient.) 
NDP LIB 
0.06 -0.32 
-0.45 0.40 
PC 
0.24 
0.12 
Source: Simmons, "Voting Behavior and Socio-economic 
characteristic", Canadian Journal of Economic and 
Political Science. XXV, 341. 
Thus these two extremes of schooling are also included in the present 
study and they are defined as: 
X Q : Percent of population aged 20 and over with 
eight years of schooling and not attending 
school currently 
^10 : Percent of population aged 20 and over with 
at least one yaar of university education 
and not attending school currently 
Theoretically speaking, every citizen should have had a high 
school education because universal education is a common practice 
in this country. Yet, it is not practically the case as seen in 
Fig. 15 which shows spatially the proportion of population whose 
total schooling is not more than eight years. It is surprising to 
note that the average percentage of population with such a low 
schooling is as high as 63%. Moreover, in the West where the primary 
industry is prevailing, the proportion with few years of schooling 
is well below the average whereas cities in the east where secondary 
industries are numerous, the percentage is above the average level. 
It is even higher in the cities of Quebec. There is much less 
spatial variation as seen in Fig. 16 in the proportion of the 
population with college education. 
Since numerous social and economic problems can hardly be 
separated from political affairs, it Is unusual to expect citizens 
of contrasting financial status would respond uniformly to certain 
political issues. Lipset concluded that, "the most impressive 
single fact is that in virtually every economically developed country 
the lower income groups vote mainly for the parties of the left, while 
the higher-income groups vote mainly for parties of the right." *•" 
Fig.15 
Fig. 16 
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(The term 'left' in this context does not necessarily mean pro-
communist but refers to the more progressive parties such as the 
Labour Party of England and Canada's Liberal and New Democratic 
Party etc. The term 'right' usually implies conservatism.) 
Therefore yearly income of individual is considered in this 
study in order to determine whether this factor echoes to the 
empirical findings. The range between two extremes in yearly income 
is great and as a result it is rather difficult to place the dividing 
line along the income scale. The criterion for the two categories 
of higher-income and lower-income groups in this paper is that of 
above and below the average income. Since the information of this 
aspect in the Census is started with people aged 15 and over and 
without specified age groups, it is impossible to eliminate those 
aged between 15 and 19. Thus these variables are defined as: 
^11 * Percent of population aged 15 and over 
whose yearly income is over$6,000 
X^2 : Percent of population aged 15 and over 
whose yearly income is less than$6,000 
In addition to a few exceptions, the range of proportions of 
either the higher or the lower income group in most of the cities 
is universally narrow. Comparing both Fig. 17 and Fig. 18, the 
variations of the former appear to be more even. It is thus 
rather difficult to realize any significant patterns at all from these 
two maps. Yet, there remains the impression that the proportion of 
population with lower income is generally higher among the individual 
cities. This is probably true because they usually absorb quite a 
large amount of unskilled labourers which somehow raise the 
percentage. 
Individual income, schooling or even occupational attachment 
cannot alone form an adequate indicator of socio-economic status of 
individuals. They are no more than distinctive facets of the whole. 
Therefore to achieve a more explicit picture concerning the associations 
between groups of different socio-economic status and the party 
allegiance, social rank must be considered as a factor. People 
attached to certain occupational groups with different educational 
backgrounds and annual incomes are grouped together and thus some 
Fig . 17 
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sort of social stratification is formulated. And yet, as pointed 
out by Bernard Blishen,^ there is a lack of agreement among socio-
logists on a theoretical framework for the determination of social 
classes as well as a lack of precise tools for measurement. In other 
words, no standardized formula for such purpose is available though 
the approaches of various sociologists are somewhat alike. 
In this study, the classification of social ranks is carried 
out using a method originally developed by Blishen in 1958. ^ 
The system considered characteristics of education, income and 
occupation simultaneously. Scores were calculated for 343 occupations 
for which data on income and education were available. The 343 items 
of occupations were clearly categorized into seven classes with 
relevant scores shown on Table I of the Appendix of the cited article. 
By referring to this table, almost every single occupation in the pool 
of labour force in 1961 Census can be allocated to the appropriate 
class. Appendix III records the result of the computation of the 
proportions of population belonging to Class I and II and Class V, 
VI, and VII for each selected city. Operationally these two variables 
are defined as: 
X-jo : Percent of population aged 15 and over 
belonging to the social class I and II 
^14 : Percent of population aged 15 and over 
belonging to the social class V, VI, and VII 
Fig. 19 and Fig. 20 show how these two variables differ 
from place to place. As seen from the map, the variation in the 
proportion of the populations belonging to these two extreme categories 
of social class are generally rather small. A noteworthy exception 
is Montreal Island. Most industrial cities, because they absorb 
larger numbers of labourers with lower income and schooling, generally 
have a larger proportion of population in the lower social class. 
As for other cities, while a relatively smaller number of labourers 
is sufficient to keep up the local industries, they retain a con-
siderable number of workers which belong to the upper class. It 
is quite natural that these cities display the opposite trend to that 
°f the previous group. Generally, people of different walks of life 
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have different perceptions of the social structure so much so that 
their attitude to certain basic political issues are also incompatible 
with each other. In an experimental study, Jewett found that the 
social elite leaned toward the right (P.C. Party) while the majority 
of the blue-collar was inclined to the Liberal and New Democratic 
Party. 1 9 
The last of the individual socio-economic dimensions is: 
^15 • Percent of population aged 15 and over 
engaging in the mining and manufacturing 
industries 
This variable was rarely exploited in most of the previous 
voting studies. There is no reason why this factor should be 
ignored. Among urban conglomerations, manufacturing and/or mining 
industries would no doubt constitute an economic dimension of para-
mount importance. The results of empirical studies suggested that 
cities can be ranked and compared in accordance with the size of their 
labour force engaging in all the branches of manufacturing industries. 
Manufacturing was thus considered as a basis for studying patterns 
of distribution of cities. As a matter of fact, intensive manufacturing 
and mining industries in most countries are highly concentrated 
because of the availability of both the natural and human sources. 
By no exception, the industrial area in this country is also con-
spicuously confined within narrow limits along the lower St. Lawrence 
valley and the southern half of the Lake Peninsula. Cities located 
within this industrial corridor are naturally consisting of high 
percentage of labour force engaging in the mining and manufacturing 
industries as shown in Fig. 21. While factors of annual income, 
schooling and social classes fail to single out the uniqueness of the 
blue collar class, the variable X^5 seems to be complementary. 
It is a traditional point of view that the blue collar people favoured 
a left-wing party whose policy they expected would be more dynamic and 
more favourable to urban labourers. This was especially true when 
the industrialization was in its full swing after the industrial 
revolution. After the dawn of the twentieth century, no parties, 
either left or right wing, would jeopardize their chance of gaining 
power by ignoring the tremendous support from the blue collar class. 
Fig. 21 
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The traditional concept still exercises its influence upon human 
behavior and as a result the blue collar workers are still more 
or less leaning to the left wing parties. 
The discussion has so far been concentrated on the individual 
characteristics. The remainder of this section will consider the 
several properties regarding the background of the community. 
Dimensions of Community Context 
The first factor of this category is developed from the 
previous one, X15 and defined as: 
Xi6 : Location quotient of mining and 
manufacturing industries 
Location quotient, as defined by Jan O.M. Brock, "is the 
degree to which a specific sub-area has more or less than its share 
of a particular activity or quality present in the total area". 2 1 
With different phraseology Ramond Murphy put it as " a measure of 
relative importance rather than of atolute importance",22 Therefore, 
by using this simple technique, it is possible to construct another 
factor which shows the relative intensity of industries for each 
selected city. Appendix IV gives the method resulting in the 
computation of the location quotient for each city. Though units 
of location quotient belong to another measuring system, that is, the 
ratio of a city over the ratio of the country, they yield nearly the 
same spatial patterns as that of the variable Xj^'s if converted 
into cartographic form as shown on Fig. 22. 
A consideration will also be given to the impact of the 
housing factor. In general, the housing trait can serve as an 
indicator which reflects the socio-economic characteristics of that 
sector of the city occupied. Referring to the traditional concentric, 
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sector and multiple nuclei land use models, one can easily perceive 
a clean-cut demarcation between the zoning of low-class residential 
and the medium-class and high-class residential areas. The low-class 
residential, typified by the city slums and dwellings shared by 
several households, provide shelter to those people who presumably 
have a low income, limited education and thus constitute the social 
class V, VI and VII. Confronted with poverty and various social 
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problems, citizens in this category might express different political 
attitudes to those well-to-do ones in that the ruling party was 
expected to bring them more social welfare and to solve the housing 
problems. It does not matter whether these desires would be met by 
either a conservative party or a progressive one. It is not surprising 
that people from diverse residential communities express opposing 
opinions on various political issues. 
Two contrasting residential patterns are employed in this 
study as two fundamental variables pertinent to the housing factors. 
They are defined as: 
X17 : Percent of single family dwelling units 
x18 : Percent of dwelling in need of repair 
In contrast, variable XJJ (Fig. 23) displays more distinctive 
regional patterns than the other one. Again, in the province of 
Quebec, notably within Montreal Island, the cluster of cities projects 
themselves as a unique area where the proportion of single family 
dwelling units are generally lower than other cities of the country. 
This is probably caused by areal differentiations of population 
densities. For most of this set of cities is distributed widely over 
the country and their population sizes are far from comparable to 
those crowded cities of the other countries. As a result the land 
utilizations are rather extensive and detached housing units are 
relatively common to the moderately populated cities in most parts of 
the nation. However, spatial patterns of variable X^g are more or 
less obscure. As shown on Fig. 24, it is not the metropolitan cities 
that have higher rates of number of housing in need of repair but 
seemingly the ones outside the industrial corridor. But, as the value 
of standard deviation is very low, the range between the highest and 
lowest in terms of the actual observations would in fact be very narrow. 
Whether or not the population size of the city would have any 
effect on the party politics is not presently known for no attempt 
has thus far been made to probe such a seemingly irrelevant problem. 
A number of economic research work have concluded that city size 
yields a positive association to the realm of tertiary activities. 
For instance, Berry and Garrison have shown that the larger centres 
provided a greater number and variety of goods than the small place. 
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Evidence of positive relationships between the population and 
functional size of settlement was also provided by Stafford for south-
ern Illinois 25 and Gunawardena for the southern part of Cylon. 2° 
This hypothesis is also demonstrable in Canada as supported by 
Yeates' and Thoman's study of a set of cities in southern Ontario. 27 
These economic activities together with other social problems in 
one way or other depend upon diverse urban economic policy from which 
different political means are derived by the competing parties. 
It is therefore reasonable to infer that city size would also play 
an indirect but important role toward the party politics. Consequently, 
city size is exploited in this study as a variable and another hypo-
thesis is formulated. This variable is defined as: 
x19 : population size of the selected city 
The distribution of cities included in the study are 
cartographically compared and shown in Fig. 25. Canada is a sparsely 
populated country. As this map shows, only three metropolitan cities 
are with a population size of 300,000 and over. Cities of medium 
sizes (100,000 - 290,000) are well distributed throughout the 
country. However, others of relatively small sizes are highly 
concentrated on Montreal Island and the Lake Peninsula which 
coincide with the industrial belt. 
The extent to which a city has developed and urbanized 
cannot be accounted for merely by the population size alone in 
regardless of its intimate relationships to the overall economic 
activities. Thus, a sophisticated measurement on the urbanization 
is required. A deeper insight into the urban structure should be 
introduced in the study in order to see whether such a device would 
also be influential to the voting patterns. The criteria for 
scaling the urbanization in this .study are originally contrived by 
Shevky and Bell who, working under the title of Social Area Analysis 
(of Los Angeles).28 They attempt to identify every single census 
tract in terms of three basic indexes, namely, social rank, urban-
ization and segregation with the purpose of labelling social areas 
Fig. 25 
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which consisted of tract populations with similar ranking indexes. 
Though these were originally designed for the study of census tracts, 
however, the authors have suggested that these devices could be 
applicable also to the study of cities or even larger areal units. 
The urbanization index averaged the values of the combined 
scores of fertility, single-family detached dwelling units and women 
in the labour force. The score of each component is calculated by 
substituting the relevant ratios 2^ into the standard score formula. 
(For detailed compulational procedures, see the original article 30 ). 
Data involved in the computations are recorded at the Appendix V. 
And the spatial variations of this variable defined as: 
X20 : urbanization index 
is mapped in Fig. 26. 
It seems most of the cities with high urbanization indexes 
are clustered in Quebec. Though Ontario itself is also a populated 
province, yet only four of the selected cities are shown with high 
indexes. A few cities at both the eastern and the western coast 
are also within the upper categories. There remains a vast area of 
land lying in between the east and west where almost all the cities 
are less intensively urbanized. According to the original conception 
of urbanization, one can visualize that, without referring to the 
data, cities with higher urbanization index are generally those with 
more women in the labour force, more large households and more people 
living in the shared accommodations. In other words, regardless of 
the crudeness of the generalization, this variable is closely related 
to the stage of development, population size and density as well as 
the industrialization. Therefore, in view of the previously proposed 
factors, it should also be expected that cities with a higher index 
would return a higher percentage of vote to the Liberal Party. 
Of course, this is merely a preliminary and rough forecast. 
The last of the variables is migration, one of the most 
remarkable aspects of urban phenomena. According to the so-called 
"push-pull" theory by Goodrich, et al, migration is the result of 
socio-economic imbalances among areas. 31 in other words, people 
tend to move toward areas that offer better opportunities for the 
Fig. 26 
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unemployed and more attractive wages to those employed individuals. 
On the other hand, people also tend to move toward areas in which 
certain amenities, such as pleasant climates, recreational 
opportunities, variety of professional and cultural advantages are 
available. Of these beneficial pre-requisites almost all of them 
save the climatic conditions which are beyond human control, are 
associated with larger urban agglomerations where there exist a 
booming economy deliberately and effectually architectured by a 
dynamic and progressive party. It is with this respect that the 
impact of migration to the voting patterns is also in quest and 
operationally defined as: 
X21 : net migration rate 
The measure of the net migration rate is derived from 
Kariel's -". Employing his method, the number of net migration for 
each city is first calculated. It is simply the difference between 
the gross and natural increase of population within a specific period 
of time, that is, in the present case, 1956-1961. By expressing 
this difference as a percentage of the total population, the net 
migration rate is thus obtained. As shown in the Appendex VI, net 
migration rates are either positive or negative. The positive or 
negative sign refers to net in-migration or net out-migration 
respectively. The spatial variations of this factor on Fig. 27 
reveal that most cities have experienced a fair amount of population 
growth due to the net in-migration. And cities in the eastern 
industrial belt even have undergone a greater influx. With a lower 
economic potential, those of the selected four cities in the Maritime 
provinces have suffered a loss. The apparent out-migration experienced 
by Montreal, Toronto and Windsor, is attributable to the intra-
urban migration from city core to suburbs. People moved out of 
these cities was even greater; this is why they also experienced 
a slight out-migration rate. 
Hypotheses to be tested 
On the basis of the above-mentioned variables, an array 
of hypotheses will be formulated and listed below. They are tested 
0 mile 
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at the national scales because of the limited number of observations, 
After all, one of the reasons for this study is to find out the 
extent to which these hypotheses are applicable at the national 
level. 
XI : "The proportion of population aged 65 and over 
has a negative relationship to the vote cast for 
the Liberal Party and New Democratic Party but 
a positive relationship to the Progressive 
Conservative Party." 
X2 : "The proportion of male population aged 20-44 
has a positive relationship to the vote cast 
for the Liberal and New Democratic Party 
but a negative relationship to the Progressive 
Conservative Party". 
X3 : "The proportion of females in the population has 
a negative relationship to the vote cast for the 
Liberal and New Democratic Party but a positive 
relationship to the Progressive Conservative 
Party". 
X4 : "Cities with a greater proportion of British 
stock would tend to vote for the Progressive 
Conservative Party more than the other two". 
X5 : "Cities with a greater proportion of French 
stock would tend to vote for the Liberal Party 
more than the other two". 
X6 : "Cities with greater proportion of other 
ethnic groups would tend to vote for the 
New Democratic Party more than the others". 
X7 : "Cities with a larger proportion of protest-
ant voters would be more predisposed to vote 
for the Progressive Conservative Party than 
the others". 
X8 : "Cities with a larger proportion of Roman 
Catholic voters would be more predisposed to 
vote for the Liberal Party than the others". 
X9 : "Cities with a larger proportion of people 
with a low level schooling tend to vote for 
the Liberal and New Democratic Party rather 
than for the Progressive Conservative Party". 
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X10 : "Cities with greater proportion of people 
who attained a higher level of schooling are 
inclined to vote for the Progressive Con-
servative Party rather than the others". 
Xll : "Cities with greater proportion of people who 
earn an above average annual income would 
support the Progressive Conservative Party 
rather than the others". 
X12 : "Cities with a greater proportion of people whose 
annual income is below the average level would 
tend to favour the Liberal and New Democratic 
Party". 
X13 : "Cities with a larger proportion of people 
belonging to the Social Class I and II would 
support the Progressive Party". 
X14 : "Cities with a larger proportion of people 
belonging to the social class V, VI, and VII 
would support the Liberal and New Democratic 
Party". 
X15 : "Cities with a larger proportion of people 
engaging in the mining and manufacturing 
industries would give a major support to 
the Liberal or New Democratic Party". 
X16 : "Cities with a higher location quotient in 
mining and manufacturing industries would 
support the Liberal Party". 
X17 : "Cities with a greater proportion of single 
family dwelling units would support the 
Progressive Conservative Party". 
X18 : "Cities with a greater proportion of housing 
in need of repair would support the Liberal 
Party". 
X19 : "Cities with a larger population size tend 
to support the Liberal Party". 
X20 : "Cities with a higher urbanization index 
tend to be in favour of the Liberal Party". 
X21 : "The greater the increase in a city's population 
due to net migration, the greater support it 
likely gained by the Liberal Party". 
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Test of Hypotheses 
Generally the test of hypotheses could be fulfilled by three 
devices in terms of map comparisms, graphic tests, and statistical 
tests. 33 of these devices, the first two would undoubtedly furnish 
us a rough visual image of how well the hypotheses fit the empirical 
data. However, scientifically they fail to provide an accurate 
index to measure the validity of the proposed hypotheses. Meaningful 
comparative study cannot be carried out without certain standardized 
criteria. Descriptive techniques cannot fulfill the scientific 
expectations because of the ambiguity and elasticity of the written 
languages. In order to arrive at more precise conclusions one has to 
turn to quantitative techniques. By stressing the importance of 
statistical techniques, it does not necessarily imply a lessening of 
the value and function of maps and diagrams for, as McCarty pointed 
out, they provided useful preliminary notions as to the validity of 
logically deduced hypotheses and thus could be used in a search for 
plausible hypotheses that were later tested by more precise means. 
After all maps have been considered as iconic and analog models which 
have been used frequently in the past. However, mathematical models 
are realized by Yeates, "particularly important to the scientific 
method because they enable the researcher to predict, which is a 
major aim of science." 35 
The distributional maps of the selected variables cannot be 
manipulated in any fashion that would allow the hypothesis to 
be tested. The reasons are threefold. First of all, the majority 
of the proposed hypotheses are formulated mainly by referring to the 
empirical studies. In a sense, they are already known without 
examining the maps. Secondly, it would be extremely annoying and time-
consuming to compare them two at a time (there are totally 63 pairs 
all together). Thirdly, the worst of all, except for a few maps showing 
distinctive regional patterns, others are either with a narrow range 
or with obscure patterns that they can only marginally provide any 
suggestive information for such complicated analysis. The situation 
is also applicable to the graphic test by means of scattergrammes. 
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According to the practical experiences of some other case studies, when 
a certain spatial phenomenon is investigated by means of multiple 
correlation analysis, the above two ways of testing the hypotheses 
were generally not included. It is simply because the specific values 
resulting from the analysis will disclose clearer what factors and 
to what extent are related to the dependent. However, both maps or 
scattergrammes are still useful when statistical results are interpreted. 
The correlation technique used in the present study includes 
simple and multiple correlation and regression. Robinson has noted, 
"(they) are particularly suited to aiding the geographer in his tradition-
al study of the areal variations of related phenomena since the variables 
always exist in complex inter-connection Coefficients of 
correlation and related indices provide general quantitative statements 
of the degree to which each hypothesis is valid." 3° Blabock elaborated 
the idea saying, "Human behaviour is an exceedingly complex affair, and 
the behavioral scientists will ordinarily expect to find a multitude 
of factors influencing any given action The technique of 
multiple regression enables the behavioral scientists to use his know-
ledge of two or more independent variables to predict scores on a 
single dependent variable with greater success than is possible with 
a knowledge of a single independent variable. " 37 
However, since this is a linear regression analysis, variables 
are expected to be normally distributed. If they fail to fulfill this 
requirement, data should be transformed. The necessity of normality 
stems from the fact that the correlation coefficient is directly 
determined by deviations from the mean and its reliability is con-
sequently dependent on the degree of normality in the entered variables. 
Generally, test of normality is accessible by means of the frequency 
distribution graph and the fractile diagram.3° 
The frequency curves of the original variables show that a slightly 
raore than half of them are in the form of moderate skewness, either 
Positive or negative. A logarithmic transformation will bring them 
approximately to the normality. It is also admissible applying no 
transformation if curves are fairly near to the theorized bell-shape or 
if a zero or negative value exists in the observations. After all, the 
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the purpose of this procedure is to transform the original data which 
is not normally distributed into data which is close to normality. 
The remaining variables are extremely non-normally distributed. 
Anyhow they can become normal by means of a common logarithmic 
transformation. But the factors of the French descendants and Pro-
testant-affiliated voters cannot be transformed even close to the 
normality, they are therefore eliminated from the study. Empirically, 
they yield rather high correlations to the voting pattern, and, it 
is suspected, the result of the test would be affected if excluding 
these two important variables. As a matter of fact, this is not really 
a serious problem for another two variables which are highly associated 
to those two are retained. It is found, according to the original 
data in this study, that the correlation coefficient between the British 
descendents and the protestant-affiliation is 0.884 and even a higher 
value, 0.961 to the French descendents and Roman Catholic affiliation. 
In other words, they are mutually identified, if not substituted for 
each other. Table 3 summarizes the revised set of independent variables, 
their short titles and transformation used: 
Table 3 A Summary of Revised Variables 
Code No. of 
Variables Short Titles Transformation 
XI 
X2 
X3 
X4 
X5 
X6 
X7 
X8 
X9 
X10 
Xll 
X12 
X13 
X14 
X15 
X16 
X17 
X18 
X19 
Old adults 
Young male adults 
Young female adults 
British descendants 
Other ethnic groups 
Roman Catholics 
Low schooling 
High Schooling 
High income 
Low income 
Better housing 
Poor housing 
Social Class I and II 
Social Class V, VI, VII 
Blue collar worker 
Location quotient of min-
ing and manufacturing 
industries 
City size 
Urbanization index 
Net- migration 
Logarithm 
Logarithm 
No 
No 
Logarithm 
Logarithm 
No 
Logarithm 
Logarithm 
No 
Logarithm 
No 
Logarithm 
No 
Logarithm 
No 
Logarithm 
Logarithm 
No 
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In summary, the methodology used in this article has been 
deliberately designed in such a way that at least its details are 
reasonable, experiential and viable. At any rate, being restricted 
by the sources of the raw data, both time and areal scale, that is, 
the matching of 1961 Census and the 1963 election on the basis of 
incorporated cities with populations of 30,000 and over, are rather 
satisfactory, if not perfect. On the other hand, a large number of 
variables and hypotheses are derived from the case studies, mostly 
with sociological and political approaches, which should illuminate, 
in one way or other, the perplexity of voting patterns. The introduction 
of a few new factors may also prove whether they are indicative and 
useful in such investigation. Last of all, concerning the methods of 
hypothesis-testing, the statistic analysis will be employed rather 
than the others because of its scientific and accurate quality. 
The mechanics and the result of the analysis will be discussed in the 
next chapter. 
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CHAPTER THREE 
RESULT OF THE STATISTICAL ANALYSIS 
One of the major problems in employing statistical techniques 
in research is the processing of the many variables. This is es-
pecially true with the multiple regression analysis. There are, 
however,•specific computerized library programmes available for 
manipulating the voluminous data. The stepwise method of computation 
is said to be more powerful than standard computational methods as 
a means of unmasking underlying relationships among variables. 
Fundamentally, the main body of regression analysis contains 
three major sections, the simple correlation, multiple correlation and 
residual from the regression. The core of the programme is the 
multiple correlation. The other two, however, with different functions 
related to the main feature, are of equal importance in the whole process 
of analysis. Detailed information regarding the function of the entire 
programme is found in Appendix VII. 
Prior to the demonstration of the stepwise result, three summarized 
sets of data in terms of average, standard deviations of the variables, 
as well as the simple correlation coefficient for every pair of 
variables, are printed in the output of the programme. While the first 
two sets of data are designed to measure the central tendency of 
individual observations, the last one divulges the relative degree of 
association between all possible pairs of variables. The higher the 
value of a simple correlation coefficient, the more the behavior of the 
dependent variable is explained by that specific variable alone. In 
fact, this is the first variable that is selected into the multiple 
regression model. 
The Result of the Simple Correlation Analysis 
Table 4 is a matrix of simple correlation coefficients between the 
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TABLE 4 MATRIX OF SIMPLE CORRELATION 
COEFFICIENTS BETWEEN VARIABLES 
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party-support and the socio-economic phenomena. The meagre values of 
most of the coefficients seem to cast little light on the problem. 
Do the results really prove nothing at all? To answer this question, 
it is wise to consider the following priorities. 
To begin with, what value the coefficient should be is beyond 
argument. Certainly high values of coefficient would result when the 
paired phenomena were highly interrelated. Likewise, the low coe-
fficient values simply reflect the fact that less relationship exists 
between two factors. It surely is a significant fact that we learn 
little or no relationship exists between two variates. Secondly it 
is not unusual to find among other research works that hypotheses 
were considaed to be confirmed if the mathematical signs of the coe-
fficients were in agreement with the proposed trends, either - positive 
or negative, albeit the values of coefficients were very low. For 
example, in Kariels' study •*• , he considered all of the four hypotheses 
were supported by the results of the coefficients of correlation although 
values of three positive coefficients were generally low (in the range 
of 0.31 - 0.34 ). The only 'high' coefficient was 0.66. Simmons 
concluded his study that "the largest amount of explained variation 
exists for the NDPs, who are strongest in urban new Canadian youthful 
and lower-class areas " Yet all the values of coefficients 
* relative to these variables were generally low (ranging from 0.06 to 
-0.45). Finally, party preference at any one election is one of the 
extremely complicated human behavior resulting from the interaction 
of a number of factors. It is quite possible to ignore some important 
but undetectable factors. Thus the outcome of low coefficients would 
sound more reasonable. After all, there will be no need for parties 
spending millions of dollars in campaigning if the outcome is decided 
on the basis of a few socio-economic traits alone. 
In the light of these arguments, the results of the simple 
correlation may still reveal certain worthwhile generalizations. 
Since the correlation coefficient is an index value, a better inter-
pretation of the relationship is aided by translating this value 
into the coefficient of determination (r^). It is simply because this 
I new value is that portion of the total variance explained by the 
I regression. The result is recorded on Table 5. 
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Among the 19 factors, the ethnic or religious differentiations 
are optimistically in agreement with the empirical findings as mentioned 
in the previous chapters. Study of Table 5 reveals the positive 
relationship between the British stock and the support of the P.C. Party. 
This is confirmed by a correlation coefficient of 0.677 (X^) which is 
expected to explain nearly 46 percent of the variations of the dependent 
variable. On the other hand, the notion that British descendents 
were less inclined to favour the Liberal Party is also slightly depicted 
by a negative value of coefficient (-0.184). This factor also has a 
direct relationship to the NDP as the coefficient between these two 
variables is positive. 
The significance of variable X5, other ethnic groups, is seen 
from the present analysis to enhance the validity of the proposed hypoth-
esis that cities with a greater proportion of other ethnic groups would 
tend to vote for the NDP more than the other parties. This is supported 
by the portion of variance explained which is about 40 percent. Since 
a larger proportion of other ethnic groups are protestants 4
 f they also 
tend to support the P.C. Party rather than the Liberal Party. This 
seems reasonable as it is known that the P.C. Party has been predominantly 
supported by protestants. 
The religious impact on politics is probably more explicitly 
reflected by the Roman Catholics as shown by variable X6 in the table. 
The moderate positive and negative values of correlation coefficients 
corresponding to the Liberal and the P.C. Party respectively seem to 
support the widely recognised assumption that Roman Catholics are 
traditionally affiliated to the Liberals and disinclined toward the P.C. 
Party. The inverse relation between the Roman Catholics and the other 
ethnic groups which resulted in a coefficient of -0.615, confirms that other 
ethnic groups contain a higher percentage of protestants, as mentioned 
before. Therefore their vote is favourable to the P.C. Party. 
An examination of Table 5 also shows that amongst the economic 
characteristics of the individual voter, only one factor (X15), the 
proportion of voters engaging in mining and manufacturing industries, 
TABLE 5: COEFFICIENT OF DETERMINATION (r2) FOR THE 
ZERO ORDER CORRELATION COEFFICIENTS (r) 
41A 
XDep. 
I n d / \ 
XI 
X2 
X3 
X4 
X5 
X6 
X7 
X8 
X9 
X10 
X l l 
X12 
X13 
X14 
X15 
X16 
X17 
X18 
X19 
Yl 
r 
-0 .097 
0.108 
0.062 
-0 .184 
-0 .144 
0.415 
0.019 
0.038 
0.213 
-0 .191 
-0 .359 
-0 .328 
0.073 
-0 .270 
0.310 
0.290 
0.001 
0.318 
0.232 
r 2 
0.0094 
0.0116 
0.0038 
0.0338 
0.0207 
0.1722 
0.0004 
0.0014 
0.0453 
0.0364 
0.1288 
0.1075 
0.0053 
0.0729 
0.0961 
0.0841 
X 
0.1011 
0.0538 
Y2 
r 
0.277 
-0 .260 
-0 .031 
0.677 
0.450 
-0 .593 
-0 .253 
0.123 
0.144 
0.121 
0.438 
0.271 
0.115 
-0 .044 
-0 .183 
-0 .184 
0.148 
-0 .261 
0.025 
r 2 
0.0767 
0.0676 
0.0009 
0.4583 
0.2025 
0.3516 
0.0640 
0.0151 
0.0207 
0.0146 
0.1918 
0.0734 
0.0132 
0.0019 
0.0334 
0.0338 
0.0219 
0.0681 
0.0006 
Y3 
r 
0.216 
-0 .179 
-0 .113 
0.209 
0 .631 
-0 .417 
-0 .092 
0.027 
0.230 
-0 .294 
0.350 
-0 .032 
-0 .008 
0.043 
0.183 
0.177 
0.048 
-0 .315 
-0057 
r 2 
0.0466 
0.0320 
0.0127 
0.0436 
0.3981 
0.1738 
0.0084 
0.0075 
0.0527 
0.0864 
0.1225 
0.0010 
X 
0.0018 
0.0334 
0.0313 
0.0023 
0.0992 
0.0032 
Remarks 
DEP -
Dependent 
V a r i a b l e 
IND = 
Independent 
X -
Less than 
0.0001 
Source: Computed by the writer. 
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shows tenuous support for the hypothesis which states, "Cities with 
a larger proportion of people engaging in the mining and manufacturing 
industries in labour force would give a major support to the Liberal 
Party and the NDP". The coefficients between this factor and the 
Liberal and NDP are 0.310 and 0.183 respectively. Note that X16, 
the location quotient in mining and manufacturing industries, possesses 
the approximate values as well as the exact mathematical signs to that 
of X15. This coincidence may well be attributed to the fact that they 
measure the same property but in different ways. The homogeneousness 
of these two factions is affirmed by a very high coefficient of 0.921. 
So far, this discussion has focused on the relationship between 
individual characteristics and party preference. The remainder will 
analyze the impact of community background on the voting behavior. 
Considering the background of community context, both the housing 
characteristics and the urbanization index are more informative than 
most of the variables included in this study albeit not as much as 
those of religions and ethnic ones. The coefficients between these 
variables and the parties, to say the least, are generally higher 
than most of the variables in the table. 
The factors of housing characteristics, represented by Xll, 
simple family dwelling units, and X12, housing in need of repair, in 
a sense, symbolize two extreme contrasts. However, they bear the 
same inverse relationship toward the Liberal Party and the same positive 
relationship toward the P.C. Party. It is shown, according to a 
coefficient of 0.438, that the P.C. Party obtained more votes from 
cities with a higher portion of single family dwelling units which 
symbolized the assembly of the middle or even the high class of the 
society. Such positive correlation is not contradictory to previous 
studies. The finding that people living in the poor housing supported 
the P.C. Party rather than the Liberal, as revealed between two 
contrasting coefficients (-0.328 for the Liberal and 0.271 for the P.C.), 
conflicts with the traditional conception that poor people used to 
stick to a more progressive party. As the variable X12 accounts for 
not more than eleven percent of the variations of the votes cast for 
the Liberal, one might suspect that this is not a true reflection of 
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what it really is. This can be cross-referenced by examining the 
results of other factors with nearly the same nature such as X10, 
voters with a poor income, and X14, voters belonging to the social 
class V, VT and VII. By no coincidence, they behave the same way as that 
of X12, proportion of housing in need of repairing, though the coe-
fficients are rather low. 
On the other hand, the NDP seems to draw more support from the 
well-to-do voters. This inference is partly based on a positive 
coefficient of 0.357 between this party and variable Xll, single 
family dwelling units, and partly because variables concerning poverty 
are mostly inversely related to it. For example, the coefficients of 
X7, low schooling; X10, low income; and X 12, poor housing, to the 
NDP are found at -0.092, -0.294, and -0.032 respectively. Moreover, 
the high-income groups (X9) also yields a positive relation to it 
(r = 0.23). 
The adoption of the urbanization index, a contextual factor of 
the community which has never been considered before, proved to be 
a useful attempt, in that, it provided more explanation than most of 
the other variables which often appeared in previous studies. In a 
sense, this factor is by no means as potent as the religions and ethnic 
ones. Nevertheless, it is unusual for a single factor to account for 
nearly 10 percent of the variations of three different dependent 
variables simultaneously. The statistics confirmed the arbitrarily 
assumed hypothesis that cities with a higher urbanization index tended 
to be in favour of the Liberal Party. 
In addition to the above mentioned factors, the rest of the 
coefficients are so small in value that no logical inference can be 
drawn from them. At any rate, it is not reasonable to consider that 
a hypothesis is substantiated when the factor cannot explain even 10% 
of the variations of the dependent variable, notwithstanding that it 
yields the same trend, positive or negative, as the hypothesis proposed. 
But, on the other hand, the meagre values of this package of coefficients 
will do nothing more than confirm the fact the selected factors, though 
once were considered to bear rather high positive relation to the voting 
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behavior in some specific election, large scale studies yield limited 
correspondences to the 1963 voting patterns. After all, it is nearly 
impossible to expect that factors would maintain their same functions 
on such a national scale as at the local scale. 
So far, the interpretation has focused on the simple correlation 
which measured the associationship between dependent variables and 
every single independent variable separately without regard to the 
impact of inter-relationships amongst the selected variables. Since 
voting behavior is a complicated matter, we could not, pragmatically 
speaking, expect the voting decision to be explained by a single variable. 
What is inevitably needed, then, is a more understandable inference 
on the basis of considering two or more variables simultaneously. This 
will lead to the construction of multiple regressions models to the 
variations of the dependent variables in the succeeding sections. 
The Result of Multiple Regression Analysis 
The multiple regression analysis is, as mentioned before, 
a powerful technique to unmask the complicated relationships between 
a dependent variable and a number of variates. Since it gives con-
siderations to these variables in the same time, a multiple regression 
model is developed through a continued series of intermediate models. 
These intermediate models on the stepwise analysis sum up the tentative 
effects after adding a new explanatory variable in or deleting one from 
a specific equation. 
A distinctive model has been moulded for each party respectively. 
In order to present a clear interpretation, a series of three summary 
tables will be assigned to each model. Table A, primarily a record 
of the gradual variations of the multiple correlation coefficients 
(R) from its initial to the summit along an orderly stepwise process, 
enables us to realize the potentialities of the involved explanatory 
variables in that, how much of the total variations of the dependent 
variable can be attributed to each individual variable. On the 
other hand, the F value of the last column will provide yardsticks 
for testing of significance for the intermediate and final regression 
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models. With the array of T values and beta coefficients (B) for the 
relevant variables in the final regression model, table B not only 
furnishes statistics for testing the significance of every variable 
in the equation but also, above all, exposes the relative influences 
} of each explanatory variables to the dependent one. The values of the 
j regression coefficients are virtually the constants of the final 
I equation. Table C discloses the relative changes of influences of the 
independent variables to the dependent variate when a new factor is 
i introduced in the tentative equation or from which an old one is 
• deleted. In other words, this shows how independent variables affect 
f 
each other in the whole process of analysis. 
Multiple Regression Model for the Liberal Party 
A total of ten factors were selected within twelve steps as being 
| responsible for nearly 63 percent of the spatial variations of the 
» votes cast for the Liberal Party. The F values in Table 6A shows 
all the multiple regression coefficients, intermediate or final, are 
significant on the 1% level. Variable X6, the proportion of individual 
1 
! voters affiliated to the Roman Catholics is selected into the equation 
firstly because its contribution (r = 0.415) to the explanation to 
the dependent variable's behavior is greater than all factors in the 
zero order correlation. Variable X14, voters belonging to the social 
class V, VI and VII, ranks second with a capacity of explaining 12 per-
cent. Of the rest, only three factors, that is, the location quotient 
of mining and manufacturing industries (X16), net migration rate (X19), 
and voters with higher income (X9) process considerably explanatory 
capacities. Besides X16, all other four factors just mentioned are 
significant at least on the 95% level. Note that X16 had a relative 
high explanatory potentiality in the third step. However, as more 
factors were embraced after the fourth step, its potentiality was 
gradually absorbed by the incoming factors and finally, it was only 
responsible for about 1% of the variations. 
The remaining five variables in the final model played a minor 
role individually, although together they added to the total explanatory 
capacity thirteen percent more. Yet, only two of them, young female 
TABLE 6A: SUMMARY OF THE STEPWISE PROCEDURES AND THEIR 
CONCOMITANT RESULT FOR LIBERAL PARTY 
Step 
No. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
Variable 
Entered 
6 
14 
16 
18 
19 
3 
9 
7 
15 
-
4 
16 
Deleted 
_ 
-
-
-
-
-
-
-
-
16 
-
— 
Multiple 
R 
0.415 
0.542 
0.624 
0.660 
0.698 
0.716 
0.750 
0.769 
0.781 
0.776 
0.786 
0.792 
R2 
0.1722 
0.2938 
0.3894 
0.4356 
0.4872 
0.5127 
0.5625 
0.5914 
0.6099 
0.6022 
0.6178 
0.6273 
Increase 
0.1722 
0.1216 
0.0956 
0.0462 
0.0516 
0.0255 
0.0498 
0.0289 
0.0185 
-0.0077 
0.0156 
0.0095 
Std. Error 
of Est. 
0.254 
0.237 
0.223 
0.216 
0.208 
0.205 
0.197 
0.192 
0.190 
0.190 
0.188 
0.188 
F Value* 
10.6090 
10.4207 
10.4081 
9.2640 
8.9534 
8.0811 
8.2783 
7.9821 
7.4549 
8.3184 
7.7304 
7.0610 
* S i g n i f i c a n t on t h e 1% l e v e l . S o u r c e : Computed by t h e w r i t e r . 
TABLE 6B: SUMMARY TABLE FOR THE STEPWISE REGRESSION MODEL 
FOR LIBERAL PARTY 
Variable 
Code 
3 
4 
6 
7 
9 
14 
15 
16 
18 
19 
Short Title 
Young Females 
British descendents 
Roman Catholics 
Low Schooling 
High Income 
Social Class 5,6 & 7 
Blue-collar workers 
Location quotient 
Urbanization index 
Net-migration 
Regression 
Coefficient 
-0.0266 
0.0024 
0.2727 
0.0116 
0.2946 
-0.0172 
0.3338 
-0.2233 
0.1853 
0.0026 
Std. Dev. 
Coeff. 
0.0075 
0.0017 
0.0912 
0.0077 
0.1158 
0.0077 
0.2270 
0.2218 
0.0752 
0.0010 
T Value 
-3.5448* 
1.4081* 
2.9920* 
1.5147* 
2.5432* 
-2.2375* 
1.4703* 
-1.00681 
2.4629+ 
2.6194* 
Beta 
Coeff. 
-0.7728 
0.2219 
0.6158 
0.3661 
0.5219 
-0.3999 
0.6324 
-0.4151 
0.2874 
0.2892 
* S i g n i f i c a n t on t h e 99% l e v e l * No s ign i f i c ance 
+ S i g n i f i c a n t on the 95% l e v e l 
Source: Computed by the w r i t e r 
lAHt.l. OC: VAHIAUIL1TY OF THE VALUE OK IHE 1JLTA CUEKfr* 1C1EN1 
IN THE REGRESSION MODEL FOR THE LIBERAL PARTY 
Step No. 
— 
U-l 
o 
3 
M U CO O C 
> 4J (U 
s <U <D CD 
•W C o 
^ ° S <4-l O. 
o co a) 
r^ Pd -H 
•H C P . 
r-< -rl 0) 
•H 4-1 
rfl W 
CO 
M Xi 
cfl H 
> 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
1 
X6 
0.41 
0.48 
0.39 
0.29 
• 0.25 
0.31 
0.49 
0.39 
0.42 
0.39 
0.58 
0.62 
2 
X14 
-0 .35 
-0 .47 
-0 .45 
-0 .46 
-0 .48 
-0 .24 
-0 .40 
-0 .45 
-0 .43 
-0 .38 
-0 .40 
3 
X16 
0.34 
0.39 
0.35 
0.34 
0.25 
0.17 
-0 .38 
- 0 . 4 1 
Var 
4 ' 
X18 
0.23 
0.31 
0.31 
0.32 
0.35 
0.30 
0.34 
0.33 
0.29 
i a b l e Entered or Dele 
5 
X19 
0.25 
0.30 
0.25 
0.26 
0.28 
0.26 
0.27 
0.29 
6 
X3 
-0 .18 
-0 .39 
-0 .59 
-0 .77 
-0 .63 
-0 .63 
-0 .77 
7 
X9 
0.42 
0.59 
0.55 
0.55 
0.53 
0.52 
ted 
8 
X7 
0.43 
0.43 
0.41 
0.34 
0.37 
9 
X15 
0.60 
0.23 
0.22 
0.63 
10 
-X16 
11 
X4 
0.21 
0.22 
12 
X16 
- 0 . 4 1 
Values are rounded up in two decimal points. Source: Computed by the writer. 
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voters (X3) and the urbanization index (X18) are shown statistically 
significant according to the T test. 
The following presents an image of the multiple regression model 
for the Liberal Party: 
Yc = 1.2972 + (-0.0266) X3 + 0.0024 X4 + 0.2726X6 
+0.0116 X7 + 0.2946X9 + (-0.0172)X14 +0.3338X15 
+(-0.2233)X16+ 0.1853X18 + 0.0026X19 
Unlike the zero order correlation which eliminated the effects 
of other factors, the multiple regression model blended and weighed 
the interactivities of a group factors simultaneously in such a way 
that it might reach a more potent means to explain the total variations 
of the dependent variable. It is therefore more meaningful to appraise 
the assumed hypotheses on the basis of this model. According to the 
above model, cities with a higher urbanization index and net migration 
rates as well as higher proportion of voters affiliated to the Roman 
Catholics, with a better income had a direct relationship with the 
Liberal Party. Therefore, besides the last factor, the remaining 
three all partially confirmed the relevant hypotheses 6, 18, and 19 
mentioned in the second chapter. On the other hand, inverse associations 
to the Liberal Party existed where the proportions of young female voters 
and people in social class V, VI, and VII were higher. Of these 
two factors, the former was also partially in agreement with the 
hypothesis which reads; "Cities with higher proportion of young female 
voters tend to affiliate to the P.C. rather than the other two parties." 
As a result, only two variables (X9) high income voters and (X14) 
voters in social class V, VI and VII, were found contradictory to their 
responded hypothesis. With a positive coefficient X9 disassociated with 
the hypothesis that cities with a higher proportion of high-income voters 
tends to vote the P.C. more than the other parties. Likewise, X14, 
with a negative coefficient contradicts the hypothesis that cities with 
a higher proportion of voters belonging to the social class V, VI and 
VII tend to vote for the Liberal Party. The result however, does not 
mean either the former or the present finding is wrong. The incon-
sistency can simply be attributed to the fact that voters with the 
same economic status might react differently to the same party in a 
series of elections because of different policies were involved. 
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In the final equation four more factors were included. Since 
they were not statistically significant and together they accounted 
for just five percent of the total variation, it is reasonable to 
ignore them. 
Finally, it is important to check to what extent the observed Y 
values fit into the computed model. As shown by the standard error 
of estimate, the average scatter of Y values around the regression plane 
is only 0.188% whereas the average observed Y value is 3.17% after 
the logarithmic transformation. To put it more precisely, the 
average Y values are lying slightly more than _ 1/2 standard 
deviation (1 S.D. = 0.288%) from the regression plane. 
Another way to examine the suitability of the observed values 
to the computed ones is by means of residual from the regression. 
As defined by Thomas , a residual from regression for a particular 
observation is the difference in magnitude between an observed value, 
when numerical value is determined by factors included and omitted from 
the investigation, and an estimated value, determined only by 
variables included in the study. In fact it is most unlikely that 
we could include all the factors which in turn explain perfectly the 
behaviour of the dependent variable. Neither can we think of any 
factor applicable to every single observation. Thus by examining 
the consequent difference between the actual and estimated values, we 
might discover certain clues essential for a better understanding 
of the phenomena under investigation. Table 7 shows the list of 
residuals in two different forms, the basic and standardised 
residuals. Actually the basic residual (Ycn-Yn) is adequate for the 
purpose cited above. However it is difficult to interpret and map the 
basic residuals when their values appear to be uniformly small as 
the present set. By employing one of Thomas' suggestions , the 
basic residual can be diverted into standardised residual by dividing 
the difference of (Ycn-Yn) by a constant, that is, the standard 
error of estimate. Fig. 28 is mapped on the basis of this new set 
of data. 
Of the 53 cities, twenty-nine of them were close to the re-
gression plane ( < _ 0.495 S) while eleven of them were scattered 
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TABLE 7 RESIDUALS FROM THE REGRESSION MODEL FOR THE 
LIBERAL PARTY 
City Actual Estimate Basic Standardized 
Value Value Residual Residual 
Belleville 
Brantford 
Calgary 
Chicoutimi 
Chomedy 
Cornwall 
Edmonton 
Fort William 
Granby 
Guelph 
Hamilton 
Hull 
Jaques Cartier 
Kingston 
Kitchener 
Lachine 
Lasalle 
Lethbridge 
London 
Moneton 
Montreal 
Montreal North 
Moose Jaw 
New Westminster 
Oshawa 
Ottawa 
Outremont 
Peterborough 
Port Arthur 
Quebec 
Regina 
St. Boniface 
St. Catherines 
St. James 
St. John's 
St-Laurent 
St-Michael 
Saint John 
Sarnia 
Saskatoon 
Saulte-Ste. Marie 
3Hwinigan Falls 
Sherbrook 
Sudbury 
Sydney 
Toronto 
Trois Rivieres 
Vancouver 
Verdun 
3.83 
3.80 
3.47 
3.57 
4.07 
4.01 
3.40 
3.81 
3.58 
3.60 
3.65 
4.08 
3.31 
3.99 
3.72 
4.04 
3.98 
2.93 
3.74 
3.79 
3.92 
3.70 
2.76 
3.48 
3.46 
3.85 
4.08 
3.41 
3.59 
3.80 
3.32 
3.84 
3.87 
3.79 
3.97 
4.17 
3.70 
3.74 
3.93 
3.29 
3.81 
3.88 
3.64 
3.88 
3.38 
3.89 
3.62 
3.60 
4.01 
3.88 
3.59 
3.51 
3.70 
3.96 
4.03 
3.52 
3.68 
3.58 
3.69 
3.73 
3.70 
3.30 
3.67 
3.47 
4.02 
4.02 
3.35 
3.74 
3.70 
3.90 
3.80 
3.19 
3.55 
3.38 
3.90 
4.03 
3.73 
3.50 
3.74 
3.59 
3.67 
3.79 
3.44 
3.73 
4.16 
3.71 
3.66 
3.79 
3.37 
3.97 
3.79 
3.73 
4.01 
3.80 
3.76 
3.83 
3.65 
4.13 
-0.05 
0.21 
-0.04 
-0.13 
0.11 
-0.02 
-0.12 
0.13 
-0.00 
-0.09 
-0.07 
0.37 
0.01 
0.32 
0.25 
0.03 
-0.04 
-0.42 
0.00 
0.09 
0.02 
-0.10 
-0.24 
-0.07 
0.08 
-0.05 
0.05 
-0.32 
0.09 
0.06 
-0.27 
0.17 
0.08 
0.35 
0.24 
0.01 
-0.01 
0.08 
0.14 
-0.08 
-0.17 
0.09 
-0.09 
-0.12 
-0.42 
0.13 
-0.20 
-0.05 
-0.12 
0.27 
-1.12 
0.21 
0.69 
-0.59 
0.11 
0.64 
-0.69 
0.00 
0.48 
0.37 
-1.97 
-0.05 
-1.70 
-1.33 
-0.16 
0.21 
2.23 
0.00 
-0.48 
-0.11 
0.53 
1.28 
0.37 
-0.43 
0.27 
-0.27 
1.70 
-0.48 
-0.32 
1.44 
-0.90 
-0.43 
-1.86 
-1.28 
-0.05 
0.05 
-0.43 
-0.74 
0.43 
0.90 
-0.48 
0.48 
0.64 
2.23 
-0.69 
1. 
0.27 
0.64 
i. A V 1.4 fc-*- « . » _ 
Moose Jaw 
New Westminster 
Oshawa 
Ottawa 
Outremont 
Peterborough 
Port Arthur 
Quebec 
Regina 
St. Boniface 
St. Catherines 
St. James 
St. John's 
St-Laurent 
St-Michael 
Saint John 
Sarnia 
Saskatoon 
Saulte-Ste. Marie 
Shawinigan Falls 
Sherbrook 
Sudbury 
Sydney 
Toronto 
Trois Rivieres 
Vancouver 
Verdun 
2.76 
3.48 
3.46 
3.85 
4.08 
3.41 
3.59 
3.80 
3.32 
3.84 
3.87 
3.79 
3.97 
4.17 
3.70 
3.74 
3.93 
3.29 
3.81 
3.88 
3.64 
3.88 
3.38 
3.89 
3.62 
3.60 
4.01 
3.19 
3.55 
3.38 
3.90 
4.03 
3.73 
3.50 
3.74 
3.59 
3.67 
3.79 
3.44 
3.73 
4.16 
3.71 
3.66 
3.79 
3.37 
3.97 
3.79 
3.73 
4.01 
3.80 
3.76 
3.83 
3.65 
4.13 
0.24 
0.07 
0.08 
0.05 
0.05 
0.32 
0.09 
0.06 
0.27 
0.17 
0.08 
0.35 
0.24 
0.01 
0.01 
0.08 
0.14 
0.08 
0.17 
0.09 
0.09 
0.12 
0.42 
0.13 
0.20 
0.05 
0.12 
1.28 
0.37 
-0.43 
0.27 
-0.27 
1.70 
-0.48 
-0.32 
1.44 
-0.90 
-0.43 
-1.86 
-1.28 
-0.05 
0.05 
-0.43 
-0.74 
0.43 
0.90 
-0.48 
0.48 
0.64 
2.23 
-0.69 
1. 
0.27 
0.64 
Victoria 
Welland 
Windsor 
Winnipeg 
3.38 
4.03 
4.00 
3.53 
3.37 
3.99 
3.80 
3.59 
0.02 
0.04 
0.20 
-0.07 
-0.11 
-0.21 
-1. 
0.37 
Source: Calculated by the writer, 
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around «C 0.50 to _ 0.99S. And thirteen of them were considerably 
over - or underpredicted (~Z? 1" 1.005). In Quebec Province, eleven 
cities out of seventeen were found quite close to the regression 
plane ( < _ 0.49S) . That is to say the percent of votes cast for 
the Liberal Party among the cities in Quebec were very close to the 
values calculated from the multiple model. On the other hand, cities 
in Alberta and Saskatchewan formed an overpredicted cluster while most 
of the underpredicted were scattered in southern Ontario. In general, 
since the residuals of varied magnitudes predominantely distribute 
most cities, it is not likely to lead to the formulation of any new 
hypotheses. After all, the present study has employed an exhaustive 
set of variables. The unexplained variations may be attributed to 
unknown factors. 
Multiple Regression Model for the Progressive Conservative Party 
Starting with the variable X4, the British descendents, a 
multiple regression model for this party, as shown below, was formulated 
by eight factors through a series of ten steps. The F values for all 
intermediate and the final multiple correlation coefficients again 
Yc i 3.999 + 0.5140 X2 + 0.0121 X4 + 0.090** X5 
+ (-0.0263)X7 + 0.02T6 X10 + (-0.762T)X13 
+ (-0.2253)X18 + 0.OO2J X19 
show that they are all significant on the 1% level. Yet, individually, 
only half of the variables embraced in the final equation are statis-
tically significant on 95% or 99% level. Therefore, those insignificant 
ones, (X2) young male voters, (X5) voters belonging to other ethnic 
groups,(X18) urbanization index, and (X19) net-migration rate, will 
not be discussed. 
Unlike the previous model for the Liberal Party, this one is over-
whelmingly dominated by a single factor, the British descendents, which 
alone accounts for about 46 percent of the variations of the dependent 
variable while all the rest have the capacity individually of explaining 
5 percent or less of the variations. Besides X4, other significant 
factors include X10 (low income), X7 (low schooling), and X13 (social 
TABLE 8A: SUMMARY OF THE STEPWISE PROCEDURES AND THEIR 
CONCOMITANT RESULT FOR PRO.CONSERVATIVE PARTY 
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Step 
No. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Variable 
Entered 
4 
10 
5 
8 
2 
7 
13 
18 
-
19 
Deleted 
_ 
-
-
-
-
-
-
-
8 
Multiple 
R 
0.677 
0.701 
0.735 
0.752 
0.759 
0.768 
0.776 
0.788 
0.787 
0.794 
R2 
0.4583 
0.4914 
0.5402 
0.5653 
0.5761 
0.5898 
0.6022 
0.6209 
0.6194 
0.6304 
Increase 
0.4583 
0.0331 
0.0488 
0.0253 
0.0106 
0.0137 
0.0124 
0.0187 
-0.0015 
0.0110 
Std.Error 
of Est. 
0.388 
0.379 
0.364 
0.358 
0.357 
0.335 
0.354 
0.349 
0.346 
0.345 
F Value-
45.0564 
24.1082 
19.1982 
15.5927 
12.7898 
10.9982 
9.7097 
9.0305 
10.4634 
9.3758 
*Significant on the 1% level Source: Calculated by the writer 
TABLE 8B: SUMMARY TABLE FOR THE STEPWISE REGRESSION MODEL 
FOR PRO. CONSERVATIVE PARTY 
Variable 
Code 
2 
4 
5 
7 
10 
13 
18 
19 
Short Title 
Young males 
British descendents 
Other ethnic groups 
Low schooling 
Low income 
Social Class 1 & 2 
Urbanization index 
Net-migration 
Regression 
Coefficient 
0.5140 
0.0121 
0.0904 
-0.0263 
0.0279 
-0.7627 
-0.2253 
0.0021 
Std.Dev. 
Coeff. 
0.4943 
0.0025 
0.0547 
0.0113 
0.0073 
0.3049 
0.1335 
0.0018 
T Value 
1.0398* 
4.8664* 
1.6512* 
-2.3299* 
3.7918* 
-2.5013* 
-1.6876* 
1.1359' 
Beta 
Coeff. 
0.1292 
0.5820 
0.1906 
-0.4396 
0.5433 
-0.3790 
-0.1856 
0.1246 
* Significant on the 99% level. » No significant 
t Significant on the 95% level 
Source: Calculated by the writer 
TABLE 8C: VARIABILITY OF THE VALUE OF THE BETA COEFFICIENT 
IN THE REGRESSION MODEL FOR THE P .C , PARTY 
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cd C 
No 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 
X4 
0.68 
0.69 
0.59 
0.62 
0.67 
0.64 
0.63 
0.57 
0,57 
0.58 
2 
X10 
0.18 
0.23 
0.27 
0.32 
0.41 
0.46 
0.52 
0.51 
0.53 
3 
X5 
0.25 
0.30 
0.30 
0.30 
0.30 
0.25 
0.23 
0.19 
4 
X8 
-0.17 
-0 .15 
-0 .22 
-0 .14 
-0.07 
VARIABLE ENTERED 
5 
X2 
0.13 
0.18 
0.19 
0.16 
0.16 
0.13 
6 
X7 
-0 .17 
-0 .30 
-0 .38 
-0 .38 
-0 .44 
7 
X13 
-0 .20 
-0 .29 
-0 .34 
-0 .38 
or DELE T E D 
8 9 
X18 -X8 
-0 .18 
-0 .20 
-0 .19 
10 
X19 
0.12 
Source: Ca lcu la ted by the w r i t e r 
AA P. 
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class I, II). They contribute tb~explain another 3.3, 1.3, and 1.2 
percent respectively. Undoubtedly, their explanatory capacities are 
rather low, but, as their B values are considerably high and significant, 
it is reasonable to keep them in the model. Thus the variations from 
place to place in the votes cast for the Progressive Conservative 
Party are directly related to the proportion of voters of British stock 
and voters of low income and inversely related to voters with low 
schooling and voters belonging to the social class I, II. Judging 
from this model alone, only hypotheses 4, "Cities with a higher 
proportion of British descendents tend to vote Progressive Conservative 
Party" and 7 "Cities with a higher proportion of voters with low school-
ing tend to vote the Liberal Party rather than the Progressive Con-
servative Party", are confirmed. On the other hand, variable 10, the 
low-income voters, and variable 13, the voters belonging to social 
class I, II, are found contradictory to their relevant hypotheses. 
The average scatter of the Y residuals is 0.345%, about "* 2/3 
standard deviation around the regression plane. The list of standard-
ized residuals (Table 9) shows that, of the 53 observations, 26 are 
located less than T 0.495 from the ideal plane while only 10 are at 
the peripheries of _ 1.005 and over, leaving 17 in between. In other 
words, there is no serious problem of over - and underprediction of the 
computed model. 
In regard to the spatial patterns of the residual as presented 
on Fig. 29, a highly mixed pattern is found in Ontario and Quebec. In 
the west, cities in British Columbia, Alberta, Saskatchewan, and 
Manitoba form their own contrasting regional clusters. Therefore, it 
is not easy to identify any factor that can shed more light on the 
problem. 
Multiple Regression Model for the New Democratic Party 
The formulation of the multiple regression model to the New 
Democratic Party was carried out in somewhat similar fashion to that 
of the Liberals. Probably by chance, variable X16, the location quotient 
of mining and manufacturing industries, was shuffled in and out of the 
ass 
49A 
T a t i e 9 Res idua ls from the Regression. Model for 
the P rog re s s ive Conservative P a r t y 
BELLEVILLE 
BRANTfORD 
CALGARY 
CHICOUTIMI 
CHOMEDY 
CORNWALL 
EDMONTON 
FORT WILLIAM 
GRANBY 
GUELPH 
HAMILTON 
HULL 
JAQUES CARTIER 
KINGION 
KITCHENER 
LACHINE 
LASALLE 
LETHBRIDGE 
LONDON 
MONCTON 
MONTREAL 
MONTREAL NORTH 
MOOSE JAW 
NEW WESTMINSTER 
OSHAWA 
OTTAWA 
OUTREMONT 
PETERBOROUGH 
PORT ABTHER 
QUEBEC 
REGINA 
ST. BONIFACE 
ST. CATHERINES 
ST. JAMES 
ST. JOHN'S 
ST-LAURENT 
ST-MICHAEL 
SAINT JOHN 
SARNIA 
SASKATOON 
SAULTE STE. MARIE 
SHAWINIGAN FALLS 
SHERBROOK 
SUDBURY 
SYDNEY 
fORONTO 
TROIS RIVIERES 
VANCOUVER 
VERDUN 
VICTORIA 
WELLAND 
WINDSOR 
WINNIPEG 
Source : 
ACTUAL 
VALUE 
3.87 
3.65 
3.63 
2.28 
2.36 
3.59 
3.6a 
3.25 
2.78 
3.64 
3.43 
lu94 
3.57 
3.60 
3.75 
3.23 
3.19 
3.70 
3.79 
3.71 
2.88 
3.04 
4.00 
3.05 
3.64 
3.51 
2.89 
3.53 
2.74 
2.72 
3.85 
3.24 
3.61 
3.73 
3.82 
2.21 
3.08 
3.89 
3.56 
3.98 
3.38 
1.85 
2.44 
3.24 
3.65 
3.33 
3.80 
3.19 
3.0b 
3.45 
3.12 
3.21 
3.52 
Comput 
ESTIMATED 
VALUE 
3.79 
3.61 
3.66 
2.38 
2.77 
3.37 
3.54 
3.29 
2.89 
3.69 
3.47 
2.77 
3.21 
3.65 
3.47 
2.98 
3.01 
3.69 
3.72 
3.48 
2.88 
2.87 
3.72 
3.35 
3.55 
3.05 
2.75 
3.6o 
3.31 
2.65 
3.52 
3.52 
3.o6 
3.82 
3.97 
2.80 
3.28 
3.88 
3,47 
3.54 
3.15 
2.25 
2.81 
2.96 
3.55 
3.*'>2 
2.58 
3.53 
2.84 
3.73 
3.33 
3.16 
3.64 
ed by the 
BASIC 
RESIDUAL 
-0.08 
-0.03 
0.02 
0.10 
0.41 
-0.22 
-0.14 
0.04 
0.11 
0.05 
0.04 
0.83 
-0.36 
0.05 
- 0.28 
-0.25 
- 0.18 
-0.01 
-0.07 
-0.23 
0.00 
- 0.16 
- 0.28 
0.30 
-0.09 
-0.46 
- 0.14 
0.13 
0.57 
-0.07 
-0.33 
0.28 
0.05 
0.09 
0.14 
0.59 
0.21 
0.00 
-0.09 
-0.43 
-0.23 
0.40 
0.37 
-0.29 
-0.10 
0.28 
-1.22 
0.34 
-0.22 
0.28 
0.21 
-0.06 
0.12 
writer. 
STANDARDIZED 
RESIDUAL 
-0.23 
-0.09 
0.06 
0.29 
1.19 
-0.64 
-0.41 
0.12 
0.32 
0.14 
0.12 
2.41 
-1.04 
0.14 
-0.81 
-0.72 
-0.52 
-0.03 
-0.20 
-0.67 
0.00 
-0.46 
-0.81 
0.87 
-0.26 
-1.33 
-0.41 
0.38 
L.65 
-0.20 
-0.96 
0.82 
0.14 
0.26 
0.41 
1.71 
0.61 
0.00 
-0.26 
- 0 . 2 5 
-0.67 
1.16 
1.07 
-0.84 
-0.29 
0.81 
-3.53 
0.98 
-0.64 
0.81 
0.61 
-0.17 
0.35 
:f*»-jw-'iMi<#«*i»w**v,.. * - «-¥#.VH**** w t W N M *********** 
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intermediate equations but finally was admitted to the ultimate 
equation as a non-significant variable in both models. It is also an 
enigma why every time when X16 was deleted, variable X4, the British 
descendents, was replaced. A mere examination of the simple correlation 
coefficients of the involved partners, can offer no solution. Neither 
can a comparison of the variability of the B value resulting from the 
respective stepwise analysis in both cases, unlock the perplexity. 
After all, this is not the essence of the present investigation. 
The spatial variation of the votes cast for the New Democratic 
Party are dominantly determined by the factor of other ethnic com-
ponents which accounts for roughly 40 percent, or nearly half of the 
total variations. With the addition of a series of incoming factors, such 
as, X16, location quotient of mining and manufacturing industries; X19, 
net-migration rate; X18, Urbanization score; X7, low schooling; 
X10, low income voters; X2, young male voters; X4, British descendents; 
X15, blue-collar workers; and X6, Roman Catholic voters, the multiple 
correlation coefficient expands upwardly at a snail's pace till it 
reaches its maxima, 0.819, which is the highest of the three models 
so far discussed. However, all the cited factors are of minor im-
portance except variable X19, the urbanization index, with a capacity of 
explaining about 8 percent. Again all the multiple coefficients in the 
entire process of stepwise analysis are proved to be statistically 
significant on the 17. level. 
Deriving from the last step, the multiple regression model can 
be expressed as follows: 
Yc = 6.8544 + (-1.5960) X2 + (-0.0084) X4 + 0.42275 X15 
+ (-0.3568) X6 + 0.0388 X7 + (-0.0377) X10 +0.7892X15 
+ (-0.5940)X16 + (-0.2289) X18 + (-0.0085) X19 
Passing by those non-significant variables in accordance with the T 
test, the remaining ones consist of X2 (the young male voters) 
X5 (other ethnic groups), X7 (low schooling), X10 (low income) and 
X19 (net migration). Thus the spatial variations of the votes cast 
for the New Democratic Party are directly associated with the proportions 
of voters with low schooling and those belonging to the other ethnic 
50A 
Table IDA : Summary of the stepwise 
procedures and their Concomitant re-
sult for the New Democratic Party 
STEP 
NO 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
n 
12 
VARIABLE 
ENTERED 
5 
16 
19 
18 
7 
10 
2 
4 
15 
6 
16 
DELETED 
16 
MULTIPLE 
R 
0.631 
0.665 
0.720 
0,737 
0.748 
0.771 
0.791 
0.788 
0.797 
0.805 
0.812 
0.819 
R* 
0.3982 
0.4422 
0.5184 
0,5431 
0.5595 
0.5944 
0.6257 
0.6209 
0.6352 
0.6480 
0.6593 
0.0/08 
INCREASE 
0.3982 
0.0440 
0.0762 
0.0247 
0.0164 
0.0349 
0.0313 
-0.0048 
0,0143 
0.0128 
0.0113 
0.0115 
STD. ERROR 
OF EST. 
0.614 
0.597 
0,561 
0.552 
0.548 
0.531 
0.516 
0.514 
0.509 
0.507 
0.504 
0.500 
F VALUE* 
33.8286 
19.8586 
17.5479 
14.2953 
11.9359 
11.2355 
10.7229 
12.5234 
11.2123 
10.0943 
9.2412. 
8.5827 
* Significant on the 1 > level, Source: Calculated by the 
writer. 
Table 10B : Summary Table for the Stepwise 
Regression Model for New Democratic Party 
VARIABLE 
CODE 
2 
4 
5 
6 
7 
10 
15 
16 
18 
19 
SHORT TII'LB 
Young males 
British descendents 
Other ethnic groups 
Roman Catholics 
Low schooling 
Low income 
Blue-collar workers 
Location quotient 
Urbanization index 
Net migration 
REGRESS. 
COEFF. 
-1.5960 
-0.0084 
0.4427 
-0.35b8 
0.0388 
-J.0377 
0.7892 
- 0.5940 
- 0.2289 
-0.0085 
STD. DEV. 
COEFF. 
0.7371 
0.0045 
0.0971 
0.2^63 
0.U133 
0.0116 
0.4618 
0.4749 
0.1993 
0.0027 
T 
VALUE 
-2.1454* 
-1.8713* 
4.3539 
-1.4487* 
2.920b 
-3.2378 
1.7090* 
-1.2508* 
-1.1483* 
-3.1742 
BETA 
COEFF. 
-0.2620 
-0.2701 
0.5924 
-0.2842 
0.4305 
-0.4800 
0.5275 
-0.3985 
-0.1253 
-0.3406 
* Significant on the 99,^  level, 
t Significant on the 95/<> level 
t No significant. 
Source: Calculated by the writer. 
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TABLE IOC : VARI A 6 I L I T Y OF THE VALUE op THE BETA C O E F F I C I E N T 
IN THE ReGRESSlOW MODEL FOR THE MDp 
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1 
2 
3 
4 
5 
4 
7 
8 
9 
10 
It 
1Z 
1 
Xs 
0 .63 
0 . 6 * 
0 7 1 
0.67 
0 . 7 3 
0 .75 
0 7 0 
0.7 1 
0 7 5 
0-72 
0.6H-
0 5 9 
2 
Xi* 
0.2 1 
0 2 ? 
0 2 B 
0 .22 
a i d 
0 1 0 
- O J ? 
3 
Xi» 
- 0.2 9 
- 0.3 3 
- o . J 5 
- 0 .38 
- 0. sa 
- 0 . 3 1 
- 0 . 3 3 
- 0.36 
- 0 . 3 3 
- 0 . 3 * 
V A R I A 8 L E 
4 5 
X18 X7 
- 0 . 1 7 
- 0 . 1 7 0 . 1 6 
- 0 . 1 1 0 . 3 0 
- O.I2 0. M-l 
- 0.1 1 0. f 7 
- 0 . 15 0.*H 
- 0. 16 0. 3F 
- 0 .12 0.3 B 
- 0 1 3 0 . * 5 
ENTERED O R DELETED 
6 7 8 
X 10 X a - X u 
-0.1H-
- 0 . 3 6 - 0 . 2 3 
- O . H - 0 - 0 . 1 5 
- O.M-0 - 0. ! • 
- 0 . 3 7 - 0 . 1 7 
- 0. 37 - 0. a 5 
- d H-R - o.xb 
9 
XM. 
- 0.1 6 
- O. 1 5 
- 0 . 1 6 
- 0 . 2 7 
10 
Xir 
0 . 1 3 
0. «7 
0. S3 
11 
X« 
- 0 . 2 H 
- o.za 
u 
X.* 
- 0 . 3 5 
Values are rounded up in "two decimal points, Source : Ca tcu ted by tf>e w r i t e r 
£ 0 6 
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groups other than the British and French descendents but inversely 
related to the proportions of young male voters, those with low-income 
and the net migration rate. 
The average scatter of residuals is 0.5% or 2/3 standard deviation 
around the regression plane. However, individual standardized residuals 
are spreading loosely from the regression plane. Of the 53 observations 
only 21 lie within the limits of t 0.495 while nearly the same number 
of observations, 18, are notably over - or underpredicted at more than 
+ 1.005. 
The spatial distribution of residuals (Fig. 30) suggest no con-
centration of homogeneous patterns in a national scale albeit still 
some minor provincial regionalization exists on the western scene. 
The votes cast for the New Democratic Party in the selected cities in 
Alberta are all overpredicted according to the mathematical model. On 
the contrary, most of the cities in the other two prairie provinces are 
underpredicted. Again, the eastern provinces represent a mixed pattern. 
In brief, the variations of the three sets of voting patterns 
accounted by the selected factors were not quite satisfactory. The 
total explanation for the Liberal, the P.C. and the N.D.P. was 62, 63, and 
67 per cent respectively. Furthermore, they represented eight to ten 
variables. Of course, there were reasons given for such results. Partly 
it was on the mechanics of the election and partly it was on the voters 
themselves. Unfortunately they were mostly htdden. or beyond con-
trollable in the present study. Above all, the ecological technique 
which compared two aggregate values might also cause bias. It is quite 
possible that the number of observations, and the rough size of each unit 
where the observation was drawn would yield certain impact on the accuracy 
of the outcome. At any rate, there were a number of relationships 
revealed by the mathematical results and these will be summed up in the 
final chapter. 
TABLE 11 Residuals from the regression model 5lA 
of the New Democratic Party 
CITY 
BELLEVILLE 
BRANTFORD 
CALGARY 
CHICOUTIMI 
CHOMEDY 
CORNWALL 
EDMONTON 
FORT WILLIAM 
GRANBY 
GUELPH 
HAMILTON 
HULL 
JAQUES CARTIER 
KINGTON 
KITCHENER 
LACHINE 
LASALLE 
LETHBRIDGE 
LONDON 
MONCTON 
MONTREAL 
MONTREAL NORTH 
MOOSE JAW 
NEW WESTMINSTER 
OSHAWA 
OTTAWA 
OUTREMONT 
PETERBOROUGH 
PORT ARTHER 
QUEBEC 
REGINA 
ST. BONIFACE 
ST. CATHERINES 
ST. JAMES 
ST.JOHN'S 
ST-LAURENT 
ST-MICHAEL 
SAINT JOHN 
SARNIA 
SASKATOON 
SAULTE STE. MARIE 
SHAWINIGAN FALLS 
SHERBROOK 
SUDBURY 
SYDNEY 
TORONTO 
TORIS RIVIERES 
VANCOUVER 
VERDUN 
VICTORIA 
WELLAND 
WINDSOR 
WINNIPEG 
ACTUAL 
VALUE 
1.52 
2.81 
2.04 
2.. 32 
2:. 44 
1.31 
2.15 
3.31 
2.18 
3.18 
3.33 
1.05 
1.80 
2.03 
2-58 
2.20 
2.45 
H.9t 
2.44 
2.52 
2.63 
2.75 
3.07 
3,59 
3.36 
1.70 
2.99 
3.54 
3.85 
1.44 
3.03 
2.64 
2.31 
2.64 
-0.09 
2.46 
2.55 
1.52 
2.51 
2.82 
3.26 
1.76 
1.24 
2.82 
3.46 
3.04 
0.83 
3.42 
2.27 
2.74 
2.82 
2.84 
3.32 
ESTIMATED 
VALUE 
2.09 
3.04 
2.33 
1.43 
2.51 
1.87 
2.57 
3.37 
1.39 
2.62 
3.26 
1.55 
2.38 
2.20 
3.40 
2.39 
2.33 
2.68 
2.50 
1.76 
2.64 
2.28 
3.07 
3.42 
3.47 
2.05 
2.80 
2.69 
3.60 
1.40 
2.43 
2.38 
2.6l 
2.51 
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1.62 
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1.58 
2.91 
2.59 
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2.94 
2.74 
2.84 
2.54 
3.53 
2.75 
BASIC 
VALUE 
0.57 
0.24 
0.29 
-0.89 
0.07 
0.56 
0.4L 
0.07 
-0,79 
-0.56 
-0.08 
0.50 
0.58 
0.16 
0.82 
0.19 
-0.12 
0.77 
0.05 
-0.76 
0.01 
-0.47 
0.00 
-0.18 
0.11 
0.35 
-0.19 
-0.86 
-0.25 
-0.04 
-0.60 
-0.26 
0.30 
-0.13 
0.65 
-0.08 
-0.44 
0.10 
0.25 
-0.31 
- 0.01 
0.04 
0.34 
0.09 
- 0.87 
- 0.25 
0.64 
-0.48 
0.53 
0.10 
-0.28 
0.70 
-0.57 
STANDARDIZED 
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1.14 
0.48 
0.58 
-1.78 
0.14 
1.12 
0.82 
0.14 ' 
-1.58 
-1.12 
-0.16 
1.00 
1.16 
0.32 
1.64 
0.38 
-0.24 
1.54 
0.10 
-1.52 
0.02 
-0.94 
0.00 
-0.36 
0.22 
0.70 
-0.38 
-1.78 
-0.50 
-0.08 
-1.20 
-0.52 
0.60 
-0.26 
1.30 
-0.16 
-0.88 
0.20 
0.50 
-0.62 
-0.02 
0.08 
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-0.50 
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FOOTNOTES FOR CHAPTER THREE 
1 Kariel, "Selected Factors Areally Associated with Population 
Growth Due to Net Migration", AAAG LIII, 210. 
2 Those areas which had greater growth in the number of employers 
engaged in manufacturing; a higher median family income; 
a greater proportion of professional, technical, and 
kindred workers; and a greater number of employed civilians 
tended to increase more in population gtowth due to net 
migration than those areas with lesser amounts of these 
phenomena. 
3 Simmons, "Voting Behaviour and Socio-economic Characteristics", 
Can. Jour, of Econ. and Polit. Sci.. XXXIII, 389. 
4 According to a separate calculation, there is a direct 
relationship between other ethnic groups and protestants 
(r = 0.563). 
5 Thomas, Maps of Residual From Regressions: Their Characteristics 
and Uses in Geographic Research. 
6 Ibid. 
CHAPTER FOUR 
CONCLUSION 
Nearly all human phenomena keep changing from time to time and 
from place to place. There is little we can do about this variability. 
What is important, then, is to keep track of such changes and study 
them. This is why the present study, in dealing with the voting 
patterns, attempts to test the hypotheses resulting from certain 
localities and previous elections on a national scale in the 1963 
general election. This approach certainly exposes its shortcomings, 
at least, in testing the hypotheses on an entirely different areal 
scale. However, since a country is said to be an areal unit with a 
closed political system, it is equally important to see how phenomena 
of the subsystems fit into the whole system. 
In the preceding chapters, great effort has been expanded to 
discover an exhaustive set of explanatory factors and to test the 
hypotheses, relating to the national voting patterns. In this last 
ehapter a systematic review of the explanatory variables and the 
hypotheses is carried out in order to elicit greater clarity. 
The 1963 national voting behaviour measured by the percentage 
of the total votes cast for the Liberal, the Progressive Conservative 
and the New Democratic Parties throughout the 53 selected cities 
did constitute some noticeable patterns. The areal confinement of 
party strength, as seen from the maps in Fig. 4, Fig. 5 and Fig. 6, 
suggests that the three political parties, are more regional than 
national in character. 
The New Democratic Party which rapidly expanded after the 
Second World War, has significant strength only sporadically in the 
West and Ontario. Although the Liberal and the Progressive Conservative 
Parties have long been considered as national parties, they still had 
not gained larger support from outside their own strong hold. The Lake 
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Peninsula of Ontario lis seen mainly as a battle field for the Liberals 
and the Progressive Conservatives. Nonetheless, cities lying in the 
Liberal-dominated Quebec did not support the Liberal Party exclusively. 
The same situation is also true of the Conservatives in the West. 
The reason why they did not gain full support from their strong hold 
is attributable to the presence of other influential parties of these 
localities such as the Union Nationale in Quebec and the Social Credit 
in the West. The heterogeneity of these patterns, of course, is a 
result of a whole series of factors. Though the phenomena of party-
affiliations are complicated, a few of the selected factors were able 
to explain a considerable amount of the spatial variations of the 
three parallel dependent variables. 
The simple correlation which measures the relationship between 
every possible pair of variables showed that the proportions of the 
voters belonging to the different ethnic groups were, above all other 
factors, found to make the greatest contribution to the explanation 
of the national spatial variations of the dependent variables. The 
spatial variations of the strength of the Liberal Party, the proportion 
of voters affiliated to the Roman Catholics which correlated highly 
with the French descendents, alone accounted for 17 percent of the 
explanation. Similarly, the proportion of British descendents 
accounted for 45 percent of the variations of the Progressive Con-
servative Party. Nearly half of the explained variations of the 
New Democratic Party were accounted for by the proportion of other 
ethnic groups. 
As there is a high association between the ethnic and religious 
factors such as the French descendents and the Roman Catholics 
( r = 0.91) and British descendents and other ethnic groups and the 
protestants, (r=0.83 and 0.56 respectively) the relationship between 
the party and religious affiliations is also explicit. That is to 
say, the Roman Catholics tended to lean toward the Liberals while the 
Protestants spread their support to the Progressive Conservative 
Party and the New Democratic Party. 
Besides the ethnic and religious factors, there is only one 
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other single factor, the proportion of single family dwelling units 
possessing a considerable explanatory potential. It was found that 
this factor positively correlated to the Progressive Conservative 
Party and the New Democratic Party. About 20 and 13 percent of the 
variations of the votes cast for these two parties respectively was 
accounted for by this factor. 
The rest of the factors showed very little relation to the 
spatial variations of the national voting patterns. However, cross-
referencing those variables of a similar nature, we can gain greater 
insight into party preference and class voting. For example, the 
same negative coefficients of X12, the proportion of houses in need 
of repair, X10, voters with a poor income, and X14, voters belonging 
to the social class V, VI and VII, to the Liberal Party may indicate 
that this party was not generally supported by the poorer people. On 
the other hand, the New Democratic Party seemed to draw more support 
from the well-to-do people as the variables of X7, low schooling, 
X10, low income, and X12, poor housing all yielded an inverse relation 
to that party. 
It is unlikely that any human phenomena could be the result of 
a single element only! Activities of the society are a function of 
a rash of chain-interactions. In order to attain a truer understanding 
of human behavior, it is necessary to examine the explanatory variables 
collectively. This is essentially the concept behind the technique of 
multiple correlation analysis. 
The overall variations of the 1963 voting patterns were all 
accounted for at least 50 percent. The models, however, excepting the 
one to the Liberal Party, were all based on one prevailing factor which 
was responsible for the greatest portion of the explanation. The 
remaining portion, then, was attributed to a number of other factors. 
In addition to the proportion of Roman Catholics, social class 
V, VI and VII, and the location quotient of mining and manufacturing 
industries were equally important for each of them accounted for 
about 10 percent of the variations of the Liberal party. Of the 
remaining seven factors included in the model of the Liberal Party, 
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the net migration rate and the proportion of high income voters, which 
explained about 5 percent each, should not be ignored. 
The multiple model of the Progressive Conservative Party, 
on the other hand, was based on a powerful factor, the proportion of 
British descendents. The remaining seven variables, contributed little 
with the exception of the proportion of other ethnic groups which 
added about 5 per cent to the explained variations. 
The model for the New Democratic Party, was moulded more or 
less the same way. The location quotient of mining and manufacturing 
industries, together with the net migration rate added 4 and 8 percent 
respectively. This was an addition to the initial 40 per cent 
attributable to the proportion of the other ethnic groups. 
A number of generalizations regarding the voting hypotheses 
in the 1963 general election can be reached derived from the math-
ematical models cited above: 
1. British descendents were inclined to support the 
Progressive Conservative Party. Their relation-
ships to the other two parties can be ignored 
because of their statistical insignificance in 
the models as well as the meagre explanation 
contributed. 
2. The factor of other ethnic groups was found to 
bear a close positive relation to the New Dem-
ocratic Party. It also showed a weaker correl-
ation to the Progressive Conservative Party. 
There was no relation between this factor and 
the Liberal Party. 
3. Roman Catholics or the French descendents gave 
their support to the Liberal Party more so than 
the other two parties. 
4. The high income voters tended to favour the 
Liberal Party though the relationship was some-
what weak. 
5. The low income voters seemed to moderately 
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support the Progressive Conservative Party, 
while exhibiting a smaller positive relationship 
to the New Democratic Party. 
6. Voters belonging to the social class V, VI, and 
VII were found to be negatively correlated to the 
Liberal Party. The relationship of this variable 
to the other two parties was indeterminant according 
to the present analysis. 
7. If the non-significant factors in the models 
were discarded, that is, to terminate the step-
wise process when all the important or significant 
factors had been selected into the model, then, the 
factor of location quotient of mining and manufacturing 
industries yielded a positive relationship to the 
votes cast to both the Liberal and the New Democratic 
Party. Otherwise, an inverse relation would result 
because of the influence of the incoming factors. 
8. Net migration rate as a factor, though never used in 
former studies, was shown in this study to be a 
functional one that was positively related to the 
Liberal Party but negatively related to the New 
Democratic Party. 
The above statements may partially contradict the implications 
drawn from the simple correlation because they were derived from the 
multiple models which gave consideration to the interactions among 
all factors. In fact this was the way it should be looked at. 
In summary, the over-all explained spatial variation was 
generally low. This may be attributable to a couple of reasons. 
First of all, voting behavior is a complicated human activity. How 
a voter voted would not be influenced by his various socio-economic 
status alone. Other factors, such as the nature of the political 
issues, the ability of the candidates, the local social and economic 
problems, the recognition of ideological concepts and the rate of 
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political maturation on the part of voters were all of paramount 
importance. Unfortunately, accurate definition and measurement 
of such problems is difficult. Secondly, since the proposed hy-
potheses were assemblied from diverse local studies and different 
elections, they may no longer hold valid when applied to different 
space and time scales. It is, indeed, a significant conclusion that 
the relationship of party preference and class voting was weak on the 
national level in the 1963 general level. 
The generalizations summarized corresponded to hypotheses 
proposed in other studies. There is an inconsistency in those 
hypotheses, i.e. the fourth, fifth and sixth above, of economic 
status. As economic activities are extremely sensitive to the political 
issues which change from time to time and differ from place to place, 
the shifting of party loyalty in response to this economic situation 
is therefore an inevitably complex phenomena. On the other hand, the 
behavior of ethnic and religious factors as well as patterns of party 
affiliation, though resulting from an analysis, which disregard the 
regional or local influences, affirmed an important theory regarding 
the internal politics of this country. That is, her political parties 
were "identified as representative of regional, religious and ethnic 
groupings rather than as representatives of national class-interests".1 
• Following on the above conclusions, several suggestions are 
possible in terms of recommended further studies: 
1. The mixed patterns of residual maps from regression models 
suggested that highly regionalized studies should be conducted because 
distinctive variations existed even within provinces. In other words, 
regional studies based on the traditional regions, i.e., the Maritimes, 
Quebec, Ontario, the Prairies and British Columbia, are not sophis-
ticated enough to trace the real picture of voting patterns. Above 
all, it is easier and more viable to summarize and to compare the 
facts derived from small localities than to infer a phenomenon from 
a larger areal scale into smaller areal units. In fact, it is the 
basic technique of regional method to study the small areas of a 
larger unit in order to comprehend and even to re-define the region. 
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2. When the technique of ecological correlation is employed, the 
number of the observations is also an important concern. Although 
little has been written on this point, it is felt that the greater 
the number of the observations, the more reliable are the inferences 
that may be produced. The present investigation of voting behavior 
on the national level would be more conclusive if more observations 
were available. Nevertheless, the involving of more observations 
simply means more information tabulated in the census report. The 
limited data on the census tracts restricts this study as well as 
other research work in the field of social science. Dominion Bureau 
of Statistics should make available more detailed information. The 
survey method which is especially useful and effective for a localized 
study not only because it is easier to handle the correspondence 
or to conduct the interview but also because the researcher can get 
hold of the needed information he wants is one way of overcoming 
the data deficiency. 
3. Consideration should also be given to measuring and 
assessing the political issues raised in the election campaign. 
It is noteworthy as certain voters are probably concerned more about 
the issues than the party or candidates. Furthermore, this may provide 
criteria for comparing voting behavior of different elections. 
4. Statistics are designed for the sample studies rather than 
the study of total population. Reichman has commented that, "A 
modified form of random sampling, referred to as stratified sampling, 
is rendered necessary when the population is not homogenous." * 
In most of the voting studies, the varied dimensions of any factor 
is often ignored. For instance, the French descendents surely are 
made up of men and women in different age groups, of different economic 
and social status, in different trades and professions. Thus they may 
have differing views on politics. How can we identify the truth if 
we are confronted with contradictory ideas such as "French descendents 
tend to vote for the Liberal Party" and "the aged people tend to vote 
for the Progressive Conservative Party"? Exactly which is the greater 
determinant, ethnicity or age? Likewise there will be more such con-
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tradiction if the study is not conducted in terms of stratified 
sampling. The same author also commented on the advantages of this 
method, that "when the various groups of strata have been identified, a 
simple random sample is taken from each, and all the samples are then 
incorporated in the total result by some weight method in proportion 
to the relative size of each group." 3 This, of course, involves 
a considerable quantity and quality of research. In other words, the 
door of voting study is still wide open to the interested students of 
geography. 
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FOOTNOTES FOR CHAPTER FOUR 
1 Alford, Social Class and Voting in Four Anglo-American 
Democracies, 69. 
2 Reichmann, Use and Abuse of Statistics. 251. 
3 Ibid.. 251. 
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CITY 
BELLEVILLE 
BRANTFORD 
CALGARY 
CHICOUTIMI 
CHOMEDY 
CORNWALL 
EDMONTON 
FORT WILLIAM 
GRANBY 
GUELPH 
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JAQUES CARTIiat 
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6.04 
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5.53 
9.86 
3.30 
8.22 
4.52 
5.46 
8.70 
11.12 
6.34 
13.20 
6.15 
14.75 
6.86 
11.01 
8.77 
3.72 
6.88 
8.85 
5.26 
2.64 
8.42 
7.10 
13.90 
10.02 
o7.48 
9.59 
7.13 
6.28 
6,61 
7 ,02 
9.33 
7 .02 
16,03 
10.42 
10,54 
9.26 
4.57 
10,07 
9.58 
9.80 
17.28 
7.20 
18.71 
4.25 
3.54 
18.96 
9.15 
17.09 
6 . 4 1 
4.38 
9.50 
7.09 
6.28 
6.30 
9.81 
5.98 
6.47 
9 . 4 1 
7.16 
6.94 
51.32 
58.22 
47.87 
52.45 
40.34 
51.78 
52.26 
49.07 
69.75 
56.80 
48,87 
57.52 
63.43 
52.30 
55.04 
46.26 
41.91 
57.80 
954.57 
57.99 
58.85 
46.95 
55.16 
45.33 
39.19 
34.11 
54.45 
47.94 
50.70 
63.52 
54.20 
53.03 
44.92 
44.19 
63.59 
39.21 
55.46 
69.OI 
41.55 
53.01 
40.49 
50.92 
67.23 
36.52 
51.26 
60.05 
6 0 . 4 1 
51.97 
50.10 
53.92 
48.79 
49.95 
60.75 
66.53 
71 .63 
62 .91 
32.03 
54.96 
5 0 . 7 1 
66.55 
79.77 
34.94 
70.57 
67.87 
35.11 
51.83 
50.36 
67.29 
29.96 
15.96 
71.41 
65.64 
54.33 
5.07 
26.18 
69.70 
6 5 . 7 1 
79.47 
45.35 
10.44 
76.06 
79.27 
8.83 
71.52 
68.98 
77.69 
82.60 
42.86 
25.39 
12.31 
11.52 
79.30 
74.07 
68.89 
14.68 
23.80 
51.62 
63.73 
28.52 
17.60 
64 .13 
5.46 
55.90 
74.55 
65.20 
59.16 
6.88 
4.73 
3.42 
4.04 
2.73 
4.18 
4.38 
5.04 
4.21 
2.95 
2.99 
7.02 
7.94 
4.76 
2.03 
2.51 
0.00 
4.78 
3.04 
8.46 
3.15 
1.36 
6.84 
4.90 
2.44 
3.04 
1.62 
3.43 
5.70 
3.47 
4.80 
2.09 
2.99 
3.06 
5.27 
1.66 
O.76 
5.29 
3.22 
4.48 
6.33 
2.14 
3.48 
5.40 
7.12 
3.54 
3.07 
3.58 
2.32 
3.68 
3.19 
4.93 
6 . 0 1 
19.42 
16.11 
22.31 
18.37 
20.70 
17.00 
20.66 
15.89 
15.41 
17.65 
13.28 
13.26 
8.56 
19. 89 
15.98 
20.29 
16.70 
22.31 
18.94 
19.02 
15.85 
14.44 
17.87 
19.31 
14.22 
22.66 
32.19 
19.97 
17.04 
16.18 
20.12 
19.97 
17.90 
24.37 
20.11 
29.17 
9.31 
15.88 
20.69 
21.77 
16.26 
16.09 
17.69 
14.89 
16.41 
14.44 
17.18 
19.41 
11.71 
15.34 
14.64 
16.00 
15.08 
41.66 
50.84 
45.85 
47.88 
40 .91 
52.71 
41.77 
48.70 
55.26 
49.50 
52.88 
50.22 
64,50 
47.82 
51.37 
41.97 
39.33 
44.80 
44.08 
40.13 
49.15 
50.21 
51.24 
51.01 
49.89 
35 .22 
34.64 
41.88 
52.83 
47.00 
39.45 
42.44 
49.59 
36.28 
41.58 
29.54 
59*64 
48.84 
44.26 
43.20 
50.90 
53.54 
51.65 
45.63 
50.91 
49.22 
51.16 
44.91 
41.24 
52.60 
57.07 
50.01 
47.82 
26.08 
43.32 
18.41 
20.41 
29.85 
34.51 
15.33 
18.73 
50.89 
38.00 
41.79 
17.49 
35.86 
21.38 
42.90 
42.54 
40.00 
12.12 
25.61 
11.55 
31.62 
29.94 
12.75 
26.50 
51.74 
8.32 
25.57 
40 .11 
16.10 
16.02 
10.69 
19.95 
41.32 
13.32 
8.86 
33.98 
35.53 
19.14 
36.29 
10.81 
38.99 
42.95 
29.08 
40.50 
33.16 
27.32 
33.69 
18.30 
34.65 
11.38 
49.46 
34.76 
20.48 
Xtf6 X17 X18 X19 
1.1058 
1.8367 
0 .7806 
0 . 8 6 5 3 
,1.2655 
1*4630 
0 . 6 5 0 1 
0 . 7 9 4 1 
2 .1577 
1 .1608 
1.7718 
0 .7417 
1.5205 
0 .9067 
1.8190 
,1 .8036 
1^6958 
0 .5139 
j l . 0869 
,0 .4898 
.1 .3408 
1 .2693 
0 . 5 4 0 8 
•1.1236 
2 .1936 
0 . 3 5 2 7 
1 .0843 
d . 7 0 0 4 
0 .7140 
10.6827 
0 . 4 2 1 2 
0 . 8 4 5 7 
1.7517 
,0.5649 
0 .3758 
1.4407 
1 .5065 
0 . 8 1 1 4 
;1.5385 
0 . 4 5 8 2 
| l . 6 5 2 9 
j l . 8210 
1 .2328 
1.7170 
j l . 4 0 6 0 
1 .1584 
1.4284 
i 0 . 7 7 6 l 
i l . 4 6 9 3 
;0 .4826 
I2.oy69 
Sl .4737 
;0 .8682 
30 
34 
249 
3 1 
30 
43 
281 
45 
31 
39 
273 
56 
40 
53 
74 
38 
30 
35 
169 
43 
H 9 L 
48 
33 
33 
62 
268 
30 
47 
45 
171 
112 
37 
84 
33 
63 
49 
55 
55 
50 
95 
43 
32 
66 
80 
33 
672 
53 
384 
78 
54 
36 
114 
265 
44.92 
47.89 
45.79 
53.58 
27.61 
42.22 
47.62 
37.92 
55.89 
46.78 
46.78 
54.14 
29.98 
59.10 
23.70 
43.61 
39.00 
21.98 
52.44 
32.79 
82.01 
26.02 
22.81 
38.74 
15.90 
64.72 
67.99 
21.35 
19.16 
83.13 
48.84 
24,14 
19.78 
17.59 
55.09 
05.17 
50.97 
69.42 
33.92 
41.26 
41.84 
60.40 
62.72 
44.98 
40.55 
80.06 
62.92 
59.39 
77.07 
55.57 
38.05 
46.22 
77.93 
38.20 
0.41 
22.67 
11.00 
60.57 
115.15 
7.28 
5.33 
0.23 
7.89 
5.34 
2.01 
7.57 
1.01 
14.14 
3.07 
44.02 
9.28 
58.78 
10.69 
1.21 
71.15 
2.48 
1.38 
11.51 
12.15 
1.78 
2.04 
10.06 
7.21 
11.39 
18.59 
105.85 
18.78 
1.00 
18.35 
96.45 
3.91 
4.96 
18.01 
3.69 
0.72 
2.48 
55.89 
6.03 
5.76 
4.88 
0.24 
7.66 
2.78 
112.30 
13.06 
10.09 
Yl : Percent of the total votes cast 
for the Liberal Party 
Y2 : Percent of the total votes cast 
for the Progressive Conservative 
Party 
Y3 i Percent of the total vates cast 
for the New Democratic Party 
XI : Aged 65 § over 
X2 : Males, aged 20-44 
X3 : Females, aged 20-44 
X4 : British descendentsj aged 20-44 
X5 s Other ethnic groups, aged 20-44 
Xb : Roman Catholics, aged 20-44 
X7 i Low schooling, aged 20-44 
X8 : High schooling, aged 20-44 
X9 i High income, aged 20-44 
X10: Low income, aged 20-44 
Xll: Simple family dwelling units 
X12: Houses in need of repairing 
X13: Social class 1&2 
X14: Social class 5»6,&7 
X15: Labour force engaging in mining 
& manufacturing industries 
Xl6: Location Quotient of mining & 
manufacturing industries 
X17: City size in thousands 
X18: Urbanization index 
X19: Net migration rate 
* Units in percentage except for 
XI7 & X19 
Source : Compiled by the writer 
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Appendix I I : The A l loca t i on of Tota l Votes to the L i b e r a l , 
P rog res s ive conserva t ive &New Democratic P a r t i 
CITY 
BELLEVILLE 
BRANTFORD 
CALGARY 
CHICOUTIMI 
CHOMEDY 
CORNWALL 
EDMONTON 
FORT WILLIAM 
GRANBY 
GUELPH 
HAMILTON 
HULL 
JAQUES CARTIER 
KINGTON 
KITCHER 
LACHINE 
LASALLE 
LETHBRIDGE 
LONDON 
MONCTON 
MONTREAL 
MONTREAL NORTH 
MOOSE JAW 
NEW WESTMINSTER 
0SHAWA 
OTTAWA 
OUTREMONT 
PETERBOROUGH 
PORT ARTHER 
QUEBEC 
REGINA 
ST. BONIFACE 
ST. CATHERINES 
ST. JOHN'S 
ST - LAURENT 
ST-MiCHAEL 
SAINT JOHN 
SARNIA 
SASKATOON 
SAULTE STE. MARIE 
SHAWINIGAN FALuS 
SHERBROOK 
SUDBURY 
SYDNEY 
TORONTO 
TROIS RIVIERES 
VANCOUVER 
VERDUN 
VICTORIA 
WELLAND 
WINDSOR 
WINNIPEG 
TOTAL 
VOTES 
14476 
25748 
107397 
12548 
12824 
18765 
122604 
21146 
13594 
19742-
119858 
25376 
13364 
24583 
33664 
17709 
14031 
15585 
76626 
20068 
456206 
16371 
15227 
15555 
30134 
126968 
11876 
25550 
19378 
88254 
53804 
17662 
37537 
25645 
21423 
17b68 
19254 
21499 
49054 
19135 
13656 
29360 
34422 
14705 
276804 
27202 
180670 
3495b 
26739 
15098 
48461 
117231 
VOTES CAST FOR 
LIB. 
6659 
11259 
34931 
4466 
7522 
10390 
30796 
9589 
4880 
7251 
46227 
14950 
3659 
13238 
13878 
10109 
7541 
2925 
32362 
8907 
229102 
6639 
2926 
5ooi 
9597 
59915 
7011 
7700 
7010 
39618 
14900 
8218 
18061 
13550 
13927 
7175 
8084 
10911 
13190 
8625 
6589 
11142 
16736 
4317 
135364 
10902 
68034 
19260 
7891 
8 466 
26454 
39868 
P.C. 
6y36 
9887 
40696 
1221 
1360 
6824 
48689 
5452 
2189 
7504 
4b970 
1766 
4742 
9027 
14260 
4461 
3394 
6328 
33963 
8219 
80900 
3049 
8321 
3294 
11486 
42494 
2132 
8745 
. 2997 
13366 
25230 
4500 
13832 
11735 
1952 
3838 
9376 
7561 
26160 
5604 
871 
3363 
8843 
5652 
77439 
12116 
45348 
7435 
8461 
3415 
12033 
39808 
N.D.P. 
664 
4213 
8292 
1280 
1474 
695 
10567 
5771 
1204 
4756 
33604 
724 
808 
1876 
4430 
1602 
1634 
1050 
8839 
2507 
63247 
2562 
3277 
5664 
8697 
6968 
2364 
8826 
9190 
3721 
11181 
2468 
3775 
235 
2509 
2254 
885 
2658 
8248 
4973 
796 
1016 
5777 
466l 
58171 
626 
57215 
3374 
4160 
2526 
8265 
32475 
OTHER 
217 
389 
13478 
5581 
2468 
856 
36552 
334 
5321 
267 
3057 
7936 
4155 
442 
1096 
1537 
1462 
5222 
1462 
435 
82957 
4121 
703 
1536 
354 
17591 
369 
279 
181 
21549 
2493 
2476 
I869 
425 
3035 
4401 
909 
369 
1456 
933 
5400 
13839 
3075 
75 
5930 
3558 
1&073 
48b 9 
6227 
691 
1709 
84756. 
Sorce : Compiled from Repor t of the <Jhief E l e c t o r a l Off icer , 1963 
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Appendix III : Social Classes Size and Proportion by City 
CITY 
BELLEVILLE 
BRANTFORD 
CALGARY 
CHICOUTIMI 
CHOMEDY 
CORNWALL 
EDMONTON 
FORT WILLIAM 
GRANBY 
GUELPH 
HAMILTON 
HULL 
JAQUES CARTIER 
KINGSTON 
KITCHER 
LACHINE 
LASALLE 
LETHBRIDGE 
LONDON 
MONCTON 
MONTREAL 
MONTREAL NORTH 
MOOSE JAW 
NEW WESTMINSTER 
OSHAWA 
OTTAWA 
OUTREMONT 
PETERBOROUGH 
PORT ARTHER 
QUEBEC 
REGINA 
ST. BONIFACE 
ST. CATHERINES 
ST. JAMES 
ST. JOHN'S 
ST-LAURENT 
ST-MICIIAEL 
SAINT JOHN 
SARNIA 
SASKATOON 
SAULTE STE. MARIE 
SHAWINIGAN FALLS 
SHERBROOK 
SUDBURY 
SYDNEY 
TORONTO 
TROIS iilVIERES 
VANCOUVER 
VERDUN 
VICTORIA 
WELiiAND 
WINDSOR 
WINNIPEG 
S o u r c : Compil 
POP. AGED 
15 & OVER 
11628 
21653 
99349 
9823 
9578 
14187 
112781 
16965 
11211 
16152 
108773 
20867 
12048 
20882 
32354 
14848 
11480 
13454 
69444 
16148 
495031 
14425 
12110 
12704 
24143 
111124 
12879 
17313 
16905 
68695 
46672 
14652 
31186 
12811 
21986 
18530 
19412 
20367 
18514 
35593 
16543 
9685 
23079 
29804 
11147 
320101 
18188 
158721 
31098 
20608 
12648 
42387 
116077 
ed from Cei 
CLASS 1 & 2 
N 
2259 
3490 
22174 
1805 
1983 
2413 
23304 
2697 
1728 
2852 
14446 
2767 
1032 
4154 
5172 
3014 
1918 
3002 
13154 
3072 
7 8 4 7 1 
2084 
2165 
2454 
3434 
25183 
4146 
3439 
2882 
11119 
9395 
2927 
5583 
3123 
4422 
5406 
1784 
3236 
3832 
7750 
2690 
1559 
4088 
4445 
1836 
4o245 
3125 
30813 
3644 
3102 
1852 
0785 
18211 
asus of 
* 
19 .42 
16 .11 
2 2 . 3 1 
18 .37 
20 .70 
17 .00 
20 .66 
15 .89 
15 .41 
17 .65 
13 .28 
13 .26 
8.56 
19 .89 
15 .89 
20 .29 
16 .70 
2 2 . 3 1 
18 .94 
19 .02 
15 .85 
14 .44 
17 .97 
19 .31 
14 .22 
22 .66 
32 .19 
19 .97 
17 .04 
16 .18 
20 .12 
19 .97 
17 .90 
24 .37 
2 0 . 1 1 
29 ,17 
9 . 3 1 
15 .88 
20 .69 
2 1 . 7 7 
16 .26 
16 .09 
17 .69 
14 .89 
16 .47 
14 .44 
17 .18 
19 .41 
1 1 . 1 
1 5 . 4 3 
14 .64 
l b . 0 0 
15 .68 
Canada, 
CLASS 3 & 4 
N 
4312 
7153 
28991 
2946 
3347 
3698 
39388 
5532 
3041 
4949 
34475 
7000 
2959 
6042 
10049 
5198 
4731 
4105 
24089 
6235 
159047 
4b62 
3358 
3431 
8308 
43494 
3930 
6194 
4536 
23471 
17707 
5198 
9496 
4758 
7 7 7 1 
7202 
5630 
6650 
6072 
11333 
4974 
2661 
6450 
10833 
3444 
106330 
5309 
51750 
13826 
5941 
3299 
13214 
39281 
1 9 6 1 , Vo 
* 
3 7 . 0 8 
3 3 . 0 3 
2 9 . 1 8 
2 9 . 9 9 
3 4 . 9 4 
2 6 . 0 6 
3 4 . 9 2 
3 2 . 6 0 
2 7 . 1 2 
3 0 . 6 4 
3 1 . 6 9 
3 3 . 5 4 
2 4 . 5 6 
2 8 . 9 3 
3 1 . 0 5 
3 5 . 0 0 
4 1 . 2 1 
3 0 . 5 1 
3 4 . 6 8 
3 8 . 6 1 
3 2 . 1 2 
3 2 . 3 1 
2 7 . 7 2 
2 7 . 0 0 
3 4 . 4 1 
3 9 . 1 4 
3 0 . 5 2 
3 5 . 9 8 
2 6 . 8 3 
3 4 . 1 6 
3 7 . 9 3 
3 5 . 4 6 
3 0 . 4 4 
3 7 . 1 3 
3 5 . 4 3 
3 3 . 8 6 
2 9 . 1 4 
3 2 . 6 5 
3 2 . 7 9 
3 1 . 8 4 
3 0 . 0 6 
2 7 . 4 7 
2 7 . 9 2 
3 6 . 3 0 
3 0 . 8 9 
3 3 . 2 1 
2 9 . 1 8 
3 2 . oO 
4 4 . 4 5 
2 8 . 8 2 
2 6 . 0 8 
3 1 . 1 7 
3 3 . 8 4 
L. I l l , 
CLASS 5 . b . 
N 
4845 
11010 
45553 
4704 
3919 
7479 
47116 
8262 
6196 
7996 
57528 
10481 
7772 
9986 
16623 
6232 
4516 
6028 
30613 
6481 
243316 
7243 
6206 
6 4 8 1 
12046 
39144 
4 4 6 1 
7210 
8932 
32289 
18416 
6219 
15468 
4648 
9142 
5474 
11418 
9948 
8195 
15379 
8422 
5186 
11931 
13617 
5076 
L57612 
9306 
71288 
12826 
10841 
7219 
21200 
55519 
p a r t 1 , 
% 
4 1 . 6 6 
5 0 , 8 4 
4 5 . 4 8 
4 7 . 8 8 
4 0 . 9 1 
5 2 . 7 1 
4 1 . 7 7 
4 8 . 7 0 
5 5 , 2 6 
49 .50 
5 2 . 8 8 
5 0 , 2 2 
6 4 . 5 0 
4 7 . 8 2 
5 1 . 3 7 
4 1 . 9 9 
3 9 , 3 3 
44 .80 
4 4 . 0 8 
4 0 . 1 3 
4 9 , 1 5 
5 0 . 2 1 
5 1 . 2 4 
5 1 , 0 1 
4 9 . 8 9 
3 5 . 2 2 
3 4 . 6 4 
4 1 . 8 8 
5 2 . 8 3 
4 7 . 0 0 
3 9 . 4 5 
4 2 . 4 4 
4 9 . 5 9 
3 6 . 2 8 
4 1 . 5 8 
2 9 . 5 4 
5 9 . 6 4 
4 8 . 8 4 
44 .26 
43 .20 
5 0 . 9 0 
5 3 . 5 4 
5 1 . 6 5 
4 5 . 6 3 
5 0 . 9 1 
4 9 . 2 2 
51 .10 
4 4 . 9 1 
41 .24 
5 2 . 0 0 
57 .07 
5 0 . 0 1 
4 7 . 8 2 
Appendix IV : L o c a t i o n Q u o t i e n t of Min ing & M a n u f a c t u r i n g by C i t y 
CANADA 
BELLEVILLE 
BRANTFORD 
CALGARY 
CHICOUTIMI 
CHOMEDY 
CORNWALL 
EDMONTON 
FORT WILLIAM 
GRANBY 
GUELPH 
HAMILTON 
HULL 
JAQUES CARTIER 
KINGSTON 
KITCHENER 
LACHINE 
LASALLE 
LETHBRIDGE 
LONDON 
MONCTON 
MONTREAL 
MONTREAL NORTH 
MOOSE JAW 
NEW WESTMINSTER 
OSHAWA 
OTTAWA 
OUTREMONT 
PETERBOROUGH 
PORT ARTHER 
QUEBEC 
REGINA 
S T . BONIFACE 
S T . CATHERINES 
S T . JAMES 
S T . JOHN'S 
ST-LAURENT 
ST-MICHAEL 
SAINT JOHN 
SARNIA 
SASKATOON 
SAULT S T E . MARIE 
SHAWINIGAN FALLS 
SHERBROOK 
SUDBURY 
SYDNEY 
TORONTO 
TROIS RIVIERES 
VANCOUVER 
VERDUN 
VICTORIA 
WELi,AND 
WINDSOR 
WINNIPEG 
(IMiO. IN 
LABOUR FORCE 
6471850 
11628 
21053 
99349 
9823 
9578 
14187 
112781 
16965 
11211 
16152 
108773 
20867 
12048 
20882 
32354 
14848 
11480 
13454 
69444 
16168 
495031 
14425 
12135 
12704 
24143 
111124 
12879 
17213 
16905 
68695 
46o72 
14652 
31186 
12811 
21986 
18530 
19412 
20367 
18514 
35593 
16543 
9685 
23079 
29804 
11147 
320101 
18188 
158721 
31098 
JO0O8 
12b 48 
42387 
115622 
(2) NO. IN 
MANU. FACTUR. 
& MINING. 
1526567 
3033 
9381 
18293 
2005 
2859 
4896 
17296 
3178 
5706 
6137 
45461 
3 6 5 1 
4321 
44b6 
13882 
b317 
4592 
1631 
17788 
1861 
156559 
4319 
1548 
3367 
12492 
9246 
3293 
6904 
2874 
11062 
4991 
2923 
12886 
1707 
19*49 
6297 
6898 
3898 
b719 
3847 
6450 
4160 
6711 
12071 
3697 
87483 
6128 
29057 
10778 
2346 
625b 
14734 
23b78 
(2: AS $ OF i ; 
23 .5878 
26 .0836 
43 .3242 
18 .4128 
2 0 . 4 1 1 1 
29 .8496 
34 .5104 
15 .3359 
18 .7327 
50 .d9b4 
38 .9950 
41 .7944 
17 .4965 
3:>.8b49 
2 1 . 3 8 b 8 
42 .9066 
42 .5444 
40 .0000 
12 .1238 
25 .6149 
11 .5537 
3 1 . 6 2 6 1 
2 9 . 9 4 1 1 
12 .7565 
2 6 . 5 0 3 4 
51 .7417 
8 . 3 2 0 4 
25 .5767 
40 .1192 
16 .1030 
16 .0230 
10 .6938 
19 .9495 
41..3298 
13 .3245 
8 .8b47 
33 .9827 
35 .5347 
19 .1388 
3 6 . 2 9 4 1 
10 .8683 
38 .9893 
42 .9530 
2 9 . 0 7 8 4 
40 .5013 
33 .1659 
27 .3247 
33 .0925 
18 .3069 
34 .6583 
11 .3839 
49 .4623 
34 .7606 
20 .4088 
RATIO OF CITY 
OVER RATIO op 
COUNTRT 
= LOCATION QUOT 
1.1058 
1.8367 
0.7806 
0 .8653 
1.2655 
1.4630 
0 .6501 
0 .7941 
2 .1577 
1.6108 
1.7718 
0 .7417 
1.5205 
0 .9067 
1.8190 
I .8O36 
1.6958 
0 .5139 
1.0859 
0 .4898 
1.3408 
1.2693 
0 .5419 
1.1236 
2 .1936 
0 .3527 
1.0843 
1.7004 
0 .7140 
0 .6827 
0 .4212 
0 ,8457 
1.7517 
0 .5649 
0 ,3758 
1.4407 
1.5065 
0 .8114 
1.5385 
0 .4582 
1.6529 
1.8210 
1.2328 
1.7170 
1.4060 
1.15^4 
1.4284 
0 .7761 
1.460,3 
0.4826 
2 .0969 
1.4737 
0 .8682 
S o u r c e : Compiled fromCensus of Candda, 1 9 6 1 , V o l . I I I . 
Appendix V : Urbanization Index by City 
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CITY 
BELLEVILLE 
BRANTFORD 
CALGARY 
CHICOUTIMI 
CHOMEDY 
CORNWALL 
EDMONTON 
FORT WILLIAM 
GRANBY 
GUELPH 
HAMILTON 
HULL 
JAQUES CARTIER 
KINGSTON 
KITCHENER 
LACHINE 
LASALLE 
LETHBRIDGE 
LONDON 
MONCTON 
MONTREAL 
MONTREAL NORTH 
MOOSE JAW 
NEW WESTMINSTER 
OSHAWA 
OTTAWA 
OUTREMONT 
PETERBOROUGH 
PORT ARTUER 
QUEBEC 
REGINA 
ST.BONIFACE 
ST.CATHERINES 
Sff. JAMES 
ST. JOHN'S 
ST-LAURENT 
ST-MICHAEL 
SAINT JOHN 
SARNIA 
SASKATOON 
SAULTE STE. MARIE 
SHAWINIGAN^FALLS 
SHERBROOK 
SUDBURY 
SYDNEY 
TORONTO 
TUOIS RIVIERES 
VANCOUVER 
VERDUN 
VICTORIA 
WELLAND 
WINDSOR 
WINNIPEG 
SCORE OF 
(a) 
39.49 
52.94 
34.88 
33.59 
3.78 
26.48 
38.02 
42.63 
34.52 
39.55 
48.84 
28,76 
0.00 
50.97 
46.14 
55.98 
28.66 
39.84 
50.23 
50.23 
68.30 
5.30 
39.26 
81.12 
38.66 
57.77 
100.00 
47.93 
45.52 
76.59 
43.81 
41.07 
47.39 
44.58 
44.00 
54.54 
8.46 
41.36 
31.13 
38.45 
44.62 
40.49 
43.42 
32.05 
37.22 
70.46 
43.48 
74.35 
62.58 
60.79 
40.01 
48.34 
64.49 
(b) 
20.72 
14.14 
25.39 
65.21 
35.64 
41.13 
20.69 
3.56 
61.47 
15.51 
18.99 
61.25 
39.68 
41.58 
19.17 
67.88 
85.94 
14.42 
21.87 
36.45 
100.00 
72.76 
16.63 
21.78 
4.02 
48.03 
93.07 
8.43 
4.28 
95.14 
14.29 
17.55 
6.32 
0.00 
51.52 
73.78 
90.65 
91. b7 
4.24 
10.99 
17.67 
87.59 
75.83 
39.95 
24.33 
69.74 
83.83 
23.82 
99.49 
34.43 
10.38 
22.43 
30.22 
(c) 
74.56 
76.60 
77.11 
61.94 
43.41 
59.07 
83.55 
07.49 
71.69 
85.30 
72,52 
72.43 
50.26 
78.75 
5.80 
7.06 
2.42 
11.68 
85.24 
11.41 
77.74 
0.00 
12.56 
13.34 
5.04 
88.38 
10.92 
7.69 
7.68 
77.67 
88.44 
13.81 
5.65 
8.21 
70.04 
67.20 
53.82 
75.24 
66.40 
74.34 
63.24 
47.14 
68.93 
62.95 
60.10 
99.99 
61.47 
80.01 
69.15 
71.50 
57.77 
67.90 
91.09 
URBANIZATION 
INDEX 
44.92 
47.89 
45.79" 
53.58 
27.61 
42.22 
47.62 
37.92 
55.89 
46.78 
46.78 
54.14 
29.98 
59.10 
23.70 
43.61 
39.00 
21.98 
52.44 
32.79 
82.01 
26.02 
22.81 
38.74 
15.90 
64.72 
07.99 
21.35 
19.16 
83.13 
48.84 
24.14 
19.78 
17.59 
55.09 
65.17 
50.97 
69.42 
33.92 
41.26 
41.84 
60,40 
62.72 
44.98 
40.55 
80.06 
62.92 
59.39 
77.07 
55.57 
38.05 
46.22 
77.93 
(a) : fertility 
(b) : single famil 
dwelling uni 
(c) : femal labour 
force 
urbanization index 
(a+b+c)/3 
Source : Compiled 
from Census of 
Canada, 196l, Vol. 
II & III. 
66 
Appendix VI : 
CITY 
BELLEVILLE 
BRANTFORD 
CALGARY 
CHICOUTIMI 
CHOMEDY 
CORNWALL 
EDMONTON 
FORT WILLIAM 
GRANBY 
GUELP 
HAMILTON 
HULL 
JAQUES CARTIER 
KINGTON 
KITCHENER 
LACHINE 
LASALLE 
LETHBRI GE 
LONDON 
MONCTON 
MONTREAL 
MONTREAL NORTH 
MOOSE JAW 
NEW WESTMINSTER 
OSHAWA 
OTTAWA 
OUTREMONT 
PETERBOROUGH 
PORT ARTHER 
QUEBEC 
REGINA 
ST. BONIFACE 
ST. CATHERINES 
ST. JAMES 
ST. JOHN'S 
ST-LAURENT 
ST-MICHAEL 
SAINT JOHN 
SARNIA 
SASKATOON 
SAULTE STE. MARIE 
SHAWINIGAN FALLS 
SHERBROOK 
SUDBURY 
SIDNEY 
TORONTO 
TROIS RIVIERLS 
VANCOUVER 
VERDUN 
VICTORIA 
WELLAND 
WINDSOR 
WINNIPEG 
(A) 
20605 
51809 
181780 
24878 
16677 
18158 
226002 
39464 
27095 
33860 
239625 
49243 
33132 
48618 
59562 
34494 
18973 
29462 
101693 
30003 
1109439 
25407 
29603 
31665 
50412 
222129 
29990 
42698 
38&36 
170703 
89755 
28851 
39708 
26502 
57078 
38291 
24706 
52491 
43447 
72858 
37329 
28597 
58668 
46482 
32162 
6b770b 
50483 
365844 
782b2 
34584 
10405 
121980 
225093 
Net Migration Rate by City 
(B) 
30655 
55201 
249641 
31657 
30445 
43639 
281027 
45214 
31463 
39838 
273991 
56929 
40807 
53526 
74485 
38630 
30904 
35454 
I69569 
43840 
1191062 
48433 
33206 
33654 
62415 
2b8206 
30753 
47185 
45276 
171979 
112141 
37600 
84472 
33977 
b3633 
49805 
55978 
55153 
50976 
95526 
43008 
32168 
66554 
80120 
33617 
072407 
53477 
384552 
78317 
54941 
36079 
114367 
265429 
(c; 
10050 
3332 
(D) (E) 
2177 7873 
3548 -216 
67861 20642 41219 
6779 
13 70 8 
25481 
55025 
5750 
4368 
5978 
34366 
7086 
7675 
4908 
14923 
4136 
11931 
5992 
67876 
7837 
81623 
23025 
3603 
1989 
12003 
46077 
763 
4487 
7140 
1276 
22386 
8749 
44764 
7475 
6555 
11514 
31272 
2662 
7529 
22668 
5679 
3572 
7886 
33638 
1455 
4701 
2994 
18078 
55 
357 
19074 
-7613 
40336 
4040 ' 2739 
3666 10081 
4572 20909 
38567 16449 
3646 2104 
4432 -65 
3306 2672 
21557 12809 
6695 991 
5165 2510 
4417 491 
6498 8425 
3075 1061 
3577 8354 
3257 2735 
8100 59776 
3986 3851 
95066-13444 
4946 18079 
2869 734 
1550 439 
6198 5805 
19093 26984 
229 534 
3614 873 
3303 3837 
13589 -12313 
12160 10226 
3385 5364 
2733 42031 
2497 4978 
7124 -569 
4485 7029 
7443 23829 
4714 -2053 
5372 2157 
9543 13125 
4301 1378 
3364 208 
6427 1459 
7655 25983 
3395 -1941 
43169-38469 
54oi 2467 
17790 882 
5938 5994 
1870 -1519 
1250 18424 
8022 -15936 
17624 22712 
(F; 
38.20 
-0.41 
22.67 
11.00 
60.57 
115.15 
7.28 
5.33 
-0.23 
7.89 
5.34 
2.01 
7.57 
1.01 
14.14 
3.07 
44.02 
9.28 
58.78 
10.69 
-1.21 
71.15 
2.48 
1.38 
11,51 
12.15 
1.78 
2.04 
10.06 
-7.21 
11.39 
18.57 
105.85 
18.78 
-1.00 
18.35 
96.45 
-3 .91 
4.96 
18.01 
3.69 
0.72 
2.48 
55.89 
-6.03 
-5.76 
4.88 
0.24 
7.66 
-2.78 
112.30 
-13.06 
10.09 
(A): total 
population 
in 1956 
(B): total 
population 
in 1961 
(C) : gross 
i nc r ea se 
(D): n a t u r a l 
i n c r e a s e 
(E ) : es t imal 
ne t migra t ic 
( F ) : n e t mi 
g r a t i o n ra t e 
Source: Com 
p i l e d from 
Census of Cc 
ada ,196 l , Vc 
I & Canada 
Year Book,l^ 
1958, 1959, 
I960, 1961 c 
1962. 
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Appendix VII 
UNIVERSITY OF WATERLOO COMPUTING CENTRE 
LIBRARY PROGRAMME: Multiple Linear Regression Analysis: MLREGR 
PURPOSE: Multiple linear regression is a statistical technique 
which is used to study relationships between two or more variables. 
The results of a multiple linear regression analysis can be used to 
forecast outcomes of future events or analyze cause and effect 
relations amongst past events. This programme performs a step-
wise regression analysis on up to 9999 sets of observations 
on one dependent variable and up to 57 explanatory variables. 
The programme allows for nine types of algebraic transformations 
of original data. Output consists of means, standard deviations, 
simple correlation coefficients, and step-wise results. Step-wise 
results consist of the standard error of estimate, the multiple 
correlation coefficient, F, constant term, and regression coefficients 
and their standard deviations, student's t's, and beta coefficients. 
Output of residuals is optional. 
In addition to the standard advantages of any regression programme, 
this programme offers the following advantages: 
1) The stepwise method of computation is employed. 
This method is more powerful than standard computational 
methods as a means of unmasking underlying relationships 
amongst variables. 
2) Original data may be transformed in nine different ways. 
Algebraic transformations of original data are sometimes 
useful in cases where non-linear relationships exist. 
3) Simple correlation coefficients are printed for every pair 
of variables. 
4) Residuals (difference between actual value of dependent 
variable and its regression equation estimate) may be printed 
for each observation. 
PROGRAMME RESTRICTIONS 
1) The number of variables is limited to one dependent and 57 
explanatory. The dependent variable is the variable on the 
left-hand side of the equal sign of the regression equation. 
Explanatory variables are those on the right-hand side of 
the equal sign. 
2) The number of observations is limited to 1,000 when the 
printing of residuals option is exercised. Otherwise, the 
number of observations is limited to 9999. 
3) The number of observations must exceed the number of explanatory 
variables by at least 2. 
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4) The specified F level of incoming variables must 
not be less than the specified F level for out-
going variables. 
Arithmetic is performed in single precision floating 
point. Accuracy should not be a problem because the 
sums of squares and cross products matrix is trans-
formed into a correlation matrix (all entries less 
than or equal to one in absolute value) before inversion. 
HOW TO USE: INPUT-OUTPUT DESCRIPTION 
INPUT CARDS 
(A) I. D. Card 
A 72 character description of the problem run is coded 
in columns 1-72 of the I.-D. card. 
(B) Variable Format Card 
This card is a format card with the word FORMAT removed. 
It describes how the data is punched on cards. 
(C) Control Card (All entries right justified) 
Col. 1-2: the number of variables observed (including the 
dependent variable). Maximum Is 58. This entry 
must be at least as large as the entry in columns 
3-4 of the control card. If the number of variables 
to be used for the regression equation exceeds the 
number observed (e.g. as in polynomial curve fitting), 
add dummy variables to the observation set by inserting 
blank fields in the data cards until the number of 
variables in the observation set equals the number of 
variables used for the regression equation. 
Col. 3-4: the number of variables to be used for the regression 
equation (including the dependent variable: this is 
also the number of the dependent variable after 
transformations). Maximum is 58. 
Col. 5-8: number of observations. 
Col. 9-10: number of data transformations (see transformation 
cards). Maximum is 60. 
Col. 11-12: number of constants (see constant card). Maximum 
is 12. 
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Col. 13-18: F level for entering variables. This field establishes 
a criterion of significance for entering variables 
into the regression equation. This entry must not be 
less than the F level for deleting variables. Decimal 
is assumed between columns 15 and 16. 
Col. 19-24: F level for deleting variables. This field establishes 
a criterion of significance for variables in the 
regression equation. Variables not satisfying this 
criterion are deleted from the equation. Decimal is 
assumed between columns 21 and 22. 
Col. 25: enter "1" if residuals (actual minus estimated for 
each observation) are desired; otherwise enter "0". 
Transformation Cards (optional) 
Each transformation on original data is represented by 
an 8 digit code. Nine transformations can be coded on a single 
card starting in column 1 and ending in column 72. The maximum 
number of transformations is 60, the maximum number of transfor-
mation cards is 7. These cards are omitted if there are no 
transformations. 
Assume the 8 digit transformation code to be of the 
general form IIJJKKLL. II defines the type of transformation. 
There are nine types of transformation. JJ is the number of the 
transformed variable which results from the transformation. KK 
is the number of an original variable that is transformed. LL 
is the number of an original variable that is transformed or the 
number of a constant used in the transformation. LL is not always 
used and should be coded "00" when not used. 
Original variables are those entered in the data cards. 
These variables are numbered sequentially, original variable 1 in 
columns 1-6, original variable 2 in columns 7-12, etc. The 
variable resulting from a transformation replaces variable JJ. 
The last transformed variable must be the dependent variable. 
The following table describes the nine available trans-
formations : 
- Variable (KK), LL not used. 
- -Variable (KK), LL not used. 
= Log Variable (KK), LL not used. 
» 1 -J- Variable (KK) , LL not used. 
Type 
01 
02 
03 
04 
(II) 
Variable 
Variable 
Variable 
Variable 
(JJ) 
(JJ) 
(JJ) 
(JJ) 
10 
05 Variable (JJ) - Variable (KK) + Variable (LL) . 
06 Variable (JJ) = Variable (KK) x Variable (LL). 
07 Variable (JJ) * Variable (KK) * Variable (LL). 
08 Variable (JJ) = Variable (KK) + Constant (LL). 
09 Variable (JJ) - Variable (KK) x Constant (LL). 
(E) Constant Card (optional) 
Constants which are used in transformation types 08 
and 09 are coded in a constant card. Each constant is 6 digits 
with the decimal assumed between digits 3 and 4. Constant 01 
is entered in columns 1-6, constant 02 in columns 7-12, etc. The 
maximum number of constants is 12. This card is omitted if there 
are no constants. 
(F) Data Cards 
Suppose the format card contains the following; (12F6.0) 
hence data are coded into 6 column fields, decimal assumed to 
follow the rightmost position, twelve fields to a card. Leading 
zeros are not required. A minus sign preceding the leftmost 
significant digit signifies a negative number. Positive numbers 
need not be signed. 
With any format card, data are coded by observation sets. 
Each observation set consists of one observation on each variable. 
The observation of the dependent variable should be the last value 
in the set. The total number of observation sets is equivalent to 
the problem sample size. The first field in the first data card 
contains the value of the first observation on the first explanatory 
variable. Values of the first observation on the remaining 
explanatory variables are entered in the subsequent fields. More 
than one data card is required for each observation when, there 
are more variables than the number of variables specified on the 
variable format card, for example 12 in our example. The value 
of the first observation on the dependent variable is entered 
after the last explanatory variable. Subsequent observation sets 
are coded in this manner. The first entry for each observation set 
is coded in the first field of a fresh card. Recall, that if the 
number of variables to be used for the regression equation exceeds 
the number observed, then add dummy variables to the observation set 
by inserting blank fields in the data cards, until the number of 
variables in the observation set equals the number of variables used 
for the regression equation. 
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Output 
One line of problem identification is printed first. 
Averages of the variables are printed next. 
Standard deviations of the variables are printed next. 
Simple correlation coefficients are printed next for all 
pairs of variables. 
Stepwise results are printed next. 
The following information is printed for each step: 
1) Step number. 
2) Number of the explanatory variable entered or deleted 
in the step. 
3) Standard error of estimate. 
4) Multiple correlation coefficient. 
5) F value of ratio of mean square attributable to 
explanatory variables over residual mean square. 
Numbers in parentheses are numerator and denominator 
degrees of freedom. 
6) Constant term of regression equation. 
7) Variable number, regression coefficient, standard 
deviation of regression coefficient, student's t 
of regression coefficient (under null hypothesis 
that true coefficient is zero), and beta coefficient 
(regression coefficient times the standard deviation 
of the explanatory variable divided by the standard 
deviation of the dependent variable) for each 
explanatory variable in the regression equation. 
If requested, observation number, actual value of the 
dependent variable, estimated value of the dependent variable 
(based on the regression equation of the last step printed), and 
the difference between actual and estimated values of the dependent 
variable are printed after the last regression equation. 
Parentheses and equal riigns print out as %, >, and // 
on some printers. 
SAMPLE PROGRAMME: 
There are six variables and 30 observations in the sample 
problem. The first, second and fourth variables are to be transformed. 
The new first variable is the inverse of the old. The new second 
variable is the sum of the old second and old fifth. The new fourth 
variable is twice the old. The sixth variable is- the dependent variable. 
The third variable is not transformed. The fifth variable is not to 
be used as an explanatory variable. 
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SAMPLE INPUT DECK: 
Note a comment starts with a - sign. 
$JOB WATFIV ACCOUNT #,PGM=MLREGR 
STEPWISE REGRESSION 
(12F6.0) 
SAMPLE 
0605003004010000000000001 
PROBLEM 
04010100050202050904040101050600 
2000 
29 
30 
30 
30 
35 
35 
43 
43 
44 
44 
44 
44 
44 
44 
45 
45 
45 
45 
45 
45 
45 
45 
44 
49 
49 
49 
51 
51 
51 
51 
$IBSYS 
289 
391 
424 
313 
243 
365 
396 
356 
346 
156 
278 
349 
141 
245 
297 
310 
151 
370 
379 
463 
316 
280 
395 
139 
245 
373 
224 
677 
424 
150 
216 
244 
246 
239 
275 
219 
267 
274 
255 
258 
249 
252 
236 
236 
256 
262 
339 
357 
198 
206 
245 
225 
215 
220 
205 
215 
215 
210 
210 
210 
85 
92 
90 
91 
95 
95 
100 
79 
126 
95 
110 
88 
129 
97 
111 
94 
96 
88 
147 
105 
132 
108 
101 
136 
113 
88 
118 
116 
140 
105 
14 
16 
18 
10 
30 
21 
39 
19 
56 
28 
42 
21 
56 
24 
45 
20 
35 
15 
64 
31 
60 
36 
27 
59 
* 37 
25 
54 
33 
59 
30 
-
-
-
-
— 
1 
2 
2 
0 
2 
2 
3 
2 
3 
0 
4 
1 
1 
1 
3 
2 
3 
4 
4 
3 
4 
4 
1 
0 
4 
1 
3 
4 
4 
0 
Identification card 
Variable format card 
Control card 
Transformation card 
Constant card 
The above table lists the input cards for the sample program. 
The "1" in column 25 of the control card indicates that the print-
ing of residuals is requested. The F levels for entering and 
deleting variables are set at zero so that all variables will enter 
the regression equation. 
The first card is a control card for the 360 system, which calls 
the regression program in to operate on your data. 
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APPENDIX VIII 
The Nature of the MLRGER Programme 
The processing of the raw data in this study was performed by the 
computerized MLRGER programme developed by the University of Waterloo 
Computing Centre and designed for manipulating complicated correlation 
analyses. The functional procedures of this programme, though not 
mentioned in the original pamphlet of instruction, are summarized 
by King: 
"The approach involves adding one independent variable at a 
time and generating a series of intermediate regression equations. 
The first independent variable considered is the one which has the 
highest simple correlation with the dependent variable. This 
initial two-variable regression is completed, and then the partial 
correlations between the dependent and all the other independent 
variables are computed. The independent variable among these 
which has the highest partial correlation, in other words, the one 
which contributes most to the unexplained variation in the dependent 
variable remaining after the first regression, is then included at 
the second step. A new regression equation now involving two in-
dependent variables is derived; the partial correlations are computed 
for the remaining variables with the two held constant, and the 
selection of the next variable to be included is made on the basis 
of these values. At each step, the adjusted partial regression 
coefficients and multiple correlation coefficient also are obtained. 
The stepwise procedure continues until all the specified independent 
variables are included." L 
The establishment of the coefficients of partial correlation 
is an essential process for eliminating the effect of concomitant 
relationships or autorelationship, among other variables while 
examining the relationships of any pair. This may be illustrated by 
Olsson's migration study matrix of simple correlation coefficients 
listed below. What the variables actually are need not concern 
us, just their correlations. 
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.866 
1.000 
.827 
.947 
1.000 
.763 
.839 
.687 
1.000 
.863 
.975 
.959 
.758 
1.000 
.821 
.956 
.964 
.732 
.947 
1.000 
.775 
.785 
.762 
.640 
.859 
.711 
1.000 
.814 
.948 
.932 
.730 
.945 
.936 
.743 
1.000 
.810 
.928 
.900 
.747 
.921 
.904 
.746 
.930 
1.000 
TABLE 12 Matrix of Simple Correlation Coefficients from Ollson's 
Migration Study 
Y XI X2 X3 X4 X5 X6 X7 X8 
Y 1.000 
XI 
X2 
X3 
X4 
X5 
X6 
X7 
X8 
The high correlation coefficients indicate that there exist 
remarkable associations either between every pair of dependent and 
independent variables or between "independent" variables themselves. 
There is no problem in distinguishing the one most important independent 
variable to which yields the highest correlation coefficient with the 
dependent variable Y. What is really difficult is determining which 
particular independent variable should be considered next. The re-
maining simple correlation coefficients of the above matrix are no 
longer useable because, they show the amount of correlation of each 
dependent variable with Y alone, whereas what is now needed is a 
measure of the amount of correlation of each remaining independent 
variable with Y when XI is included (or held constant) . Because of the 
high correlation between XI and the other independent variables, a 
part of their correlation with Y is accounted for by XI, and once XI is 
included or held constant, then the amount of their remaining correlation 
with Y changes. This is illustrated by the following array of partial 
correlation coefficients when variable XI was kept constant: 
X2 
X3 
X4 
X5 
X6 
X7 
X8 
0.04608 
0.13765 
0.17510 
-0.04735 
0.30749 
-0.04101 
0.03907 
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Surprisingly, it is the variable X6, not the others with higher 
values in the original matrix, that account for most of the un-
explained variation of the dependent variable. The logical 
interpretation of such dramatic modification is summed up by Blalock 
who wrote, "If we wish to explain as much variation in the dependent 
variable as possible, we should look for independent variables which 
are relatively unrelated to each other but which have at least 
moderately high correlation with the dependent variables. Put another 
way, if we have two highly interrelated independent variables, the 
second will be explaining essentially the same variation as the 
first since there will be considerable overlap. If they are uncorrelated, 
they will each explain a different portion of the total variation." 
Unfortunately, unlike other similar programmes such as UCLA's 
BMD as its revised version, the output of the MLRGER programme does 
not list the values of the partial correlation coefficients for the 
remained independent variables after each step. It is therefore 
difficult to visualize the detail variations of relationships between 
the dependent and other independent variables after certain variables 
were held constant. However, this would not affect seriously the 
interpretation of the regression model since the factor with the 
highest partial correlation coefficient has already been in-
corporated into the body of the regression model. 
The addition of variables is controlled by the F level which 
provides a criterion of significance for entering variables into the 
regression equation. On the other hand, when variables do not appear 
as significant in a regression model they are deleted on the basis 
of the same F level since they are not contributing to the explanation 
of variation in the dependent variable. Such a superfluous variable 
will be replaced by other new variables. The re-entering of a 
deleted variable is not unusual in the present analysis. This may be 
attributed to the complicated interaction among the variables involved 
in the new intermediate equation. The F level set for this 
programme is 95%. 
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For each step in the stepwise procedure the output gives in 
sequence the number of the entering or deleting variable, the 
values of standard error of estimate, multiple correlation coefficient, 
the F value with relevant degree of freedom and the constant term. 
This array is accompanied by a horizontal table whose sub titles 
consist of 'VAR' (the number of variable), "COEFF' (regression 
coefficient), STD DEV COEFF (standard deviation of coefficient) 
T VALUE and BETA COEFF. And, of course, relevant figures are 
listed under each sub-title. 
The interpretation of the result by merely examining the value 
of R or the multiple correlation coefficient does not make too much 
sense. Consequently, for a more meaningful interpretation an 
elaborate analysis of the summary table after each step is 
absolutely necessary, as is a clear discernment of the function of 
each sub-title printed after each step. 
Standard Error of Estimate. 
Being in effect the standard deviation of the residuals, 
Y-Yc the standard error of estimate is a measure of the average 
scatter of Y values around the regression plane. The unit of the 
value is the same as that used by the dependent variable. 
Multiple Correlation Coefficient (R). 
This is an index indicating the association between the dependent 
variable and a group of independent variables. Unlike the simple 
correlation coefficient (r), it never carries a negative sign. 
The most valid and useful interpretation of the correlation 
coefficient, either multiple or simple, is achieved not by its own 
value but by squaring it. The new value, termed a coefficient 
(multiple or simple) of determination, is that proportion of the 
total variance explained by the multiple regression. In other words, 
this value is the percent of the behavior of the dependent variable 
which is explained by the equation computed. Moreover, the 
difference between a coefficient of multiple determination and a 
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comparable coefficient obtained before a new variable was added is 
a measure of how much that added variable has explained. At the 
end, one can distinguish easily, from the array of such increased 
values of the coefficient of multiple determination, those variables 
which account for the greater proportion of the variations of 
the dependent variable. 
The overall significance of the multiple regression can be 
tested by an analysis of variance according to the F ratio equation: 
F = ^ Y 2 / (M-1) .
 d f < = (m_1) a n d (N_m) 
£U2/ (N-m) 
M is the total number of variables, including both the dependent 
and independent and N is the number of observations. If the print 
out F ratio is larger than the table value for a selected level 
of confidence, then the multiple regression is considered as 
significant. 
Constant Term and Regression Coefficient. 
They are the constants of the multiple regression model: 
Ye = a + bx, XI + b£ X2 + b3 X3 + ...bnXn . 
The constant term of the output is the equivalent of a in the 
above equation while the values of regression are related to 
b^, b2 etc. The b values are partial regression coefficients in the 
sense that each one gives the rate of change in the dependent 
variable for a unit change in the particular independent variable 
while the remaining independent variables are held statistically 
constant. 
Beta Coefficient 
The regression coefficients measure the net effect 
of each variable on the dependent variable. But since each of the 
independent variables may be in different units, it is difficult to 
ascertain the relative importance of each X in influencing Y. 
A remedy for such a shortcoming is the use of beta coefficient ( ). 
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It is merely the net regression coefficient adjusted by expressing 
each variable in units of its own standard deviation. This adjustment 
eliminates the effects of the different size and type of the variables 
and puts the regression coefficients on a comparable basis. Thus 
a variable with a larger beta value weighs more important than 
another one with a lower Beta value in determining the value of the 
dependent variable. Whenever a new variable enters into the 
equation, the beta values of the preceding stepwise result will 
also change, either increasing or decreasing. Similarly, deleting 
a variable from the equation will change the beta values. 
T Value 
Whereas the F ratio is for the test of significance of the 
multiple correlation coefficient, the T value provides a yardstick 
for testing the significance of the individual partial regression 
coefficients. If the computed T value exceeds the table one for 
a selected probability level, then the null hypothesis is rejected, 
otherwise the null hypothesis is kept. 
Finally, as an optional feature, the computer will also list 
the residual terms for each of the individual observations of 
the dependent variable. They imply the variation of the dependent 
variable, not explained by the multiple regression equation. Thus, 
by mapping the spatial distribution of such over-and-under-predicted 
observations we might discover some other concealed factors which 
might more or less illuminate the unexplained variation. In his 
report examining the value and utilization of residual maps, 
Thomas pointed out with examples that such technique is a useful 
3 
device to formulate new hypotheses. 
tstmam^emmmmmmm^mm^ 
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FOOTNOTES FOR APPENDIX VI 
1 King, Statistical Analysis in Geography 148. 
2 Blalock, Social Statistics 3*7. 
7
 ———^—————————— * 
3 Thomas, Maps of Residual from Regressions: Their Characteristics 
and Uses in Geographic Research. 14 
80 
APPENDIX IX 
Notes On The Computer Programme Of Multiple Linear 
Regression Analysis (MLRGER) 
The multiple linear regression analysis is so powerful a 
statistical technique that it has been widely utilized in various 
research projects. For investigation of the associations amongst 
a few phenomena, it is possible to handle the complicated com-
putations by manual calculation with the assistance of a desk 
calculator. However, an analysis consisting of quite a number 
of variables seems impossible without the use of a computer 
programme. Any layman of computer programming can make good use of 
such convenience by following the instructions, which are simple 
and brief. One may be confronted with minor but important procedures 
not mentioned in the Instructions. The following comments result 
from a series of trials and errors. They are offered as help 
to those who first try to use this programme but do not have basic 
knowledge in programming. Since they are merely complementary 
notes, interested readers are advised to go through the details in 
Appendix VII first. 
1) One of the programme restrictions is that the number of 
variables is limited to one dependent and 57 explanatory. However 
some of the research works may consist of two or even more dependents 
as the present study does. In this case, the same set of explanatory 
should be processed at least twice and each time with a different 
dependent. The procedures are illustrated as follow: 
a. On the data card, after all explanatory variables are 
punched, the values of the dependents are punched. For 
example, percent of total votes cast for the Liberals 
is (Yl), the P.C's, (Y2) and the N.D.P., (Y3) 
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b) For each process a new format card is substituted which 
contains the same format as the other two except for the field 
pertaining to the dependent as shown below: 
Yi Y* 
F 5". 4 , F 4 . 2 ) 
W IS 44 47 48 4J 10 il 7i 73 7* W 74 T7 7» 7» «0 
j r . 4 , 4X , P 4 . i ) 
• i r w w « 45 TO Tr n n T» 7r»4 77»l 7» »» 
Y l 
F J T . 4 , 8 X > F 4 - . 2 ) 
4H 4S (4 47 48 4) 70 71 71 TS 7* 7J" 74 »7 7| 77 I * 
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2) Another restriction reads, "The number of observations must 
exceed the number of explanatory variables by at least 2." 
Statistically, the overall significance of the multiple regression 
can be tested by an analysis of variance as expressed in the 
following equation: 
F Y2/(m-l) , d.f. - (m-1) and (N-m). 
u2/(N-m) 
Note that n is the total number of variables, including both 
dependent and independents while N is the number of observations. 
Since the degrees of freedom cannot be the zero or a negative integer, 
therefore N must be larger than one in number. Theoretically, the 
minimum degree of freedom of (N-m) can be 1, but the tabulated 
values in this row of the F table are too great that the computed 
F ratio can hardly be compared. In other words, when (N-m) = 1, 
the null hypothesis is most likely not to be rejected and thus 
a slight chance for a multiple regression to be significant is only 
a rarity. One should also note that the number of m consists of 
those in the equation only. Put it in another way, if there are 
more variables than the observations in the original set of data, 
this programme can still be used and get a satisfactory result. 
For example, an attempt is made to construct certain regionalization 
models by grouping the original set of 53 cities in terms of Quebec, 
Ontario, the Prairies, and the Coastal (B.C. and Maritime provinces) 
with observations in 20, 17, 9 and 7 respectively and with the same 
set of explanatories, nineteen altogether. None of these groupings 
meet the requirement of the restriction (N m+2). However, 
among 12 processes, only two of them did not turn out a complete 
result. The reason is quite understandable since only a few of the 
explanatories were selected into the equation albeit there are nine-
teen of them. The restriction is not contradictory. As a matter 
of fact, regardless of the fact that certain spatial phenomena are 
the product of complicated interactions from many factors, only a few 
of them, let us say four or five, could be sufficient to account for 
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the variations of the dependent. The others, though also included 
in the equation, may possess so meagre an explanatory capacity that 
they may be ignored. In fact, most of these factors were not 
statistically significant individually according to the T test. 
Thus we can test in as many factors as we can, they may not all be 
involved in the equation provided certain criterion for entering 
variables into the equation has been also available like the present 
MLREGR programme. After all, it is easier to eliminate factors from 
the data card than adding new ones. 
3) In this programme, it is also required to set up an F level 
as a criterion of significance for entering variables into the 
regression equation or deleting a certain variable from the equation 
when it no longer satisfies the criterion. In one trial, the problem 
occurred that, a certain variable was included in the equation but 
it was deleted in the next step. This process was repeated until 
the page-limit was exceeded. It was simply the F level (99%) was 
set too high that such factor, when included into the equation was 
no longer up to the criterion as it was among other variables to be 
selected into the equation. In other words, this specific factor 
had a marginal value which was sensitively affected by other factors 
when embraced in the equation and thus losing its significance. 
Then, what would happen if the same set of data was processed with 
different F level? The following example might give some hints for 
this inquiry. 
In a series of trials the same set of data was processed with 
different F level for each time. Some of the results are compared 
and tabulated as follow: 
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TABLE 13 A Comparison of Partial Results Among Different 
F Levels 
F 
Level 
Step 
No. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
V 
7 
9 
17 
12* 
-7 
11 
2 
13 
18 
3* 
6* 
100% 
R 
0.511 
0.580 
0.777 
0.799 
0.784 
0.839 
0.868 
0.892 
0.910 
0.929 
0.939* 
99% 
V 
7 
9 
17 
12* 
-7 
11 
2 
13 
18 
3* 
6* 
R 
0.511 
0.580 
0.777 
0.799 
0.784 
0.839 
0.868 
0.892 
0.910 
0.929 
0.939^ 
95% 
V 
7 
9 
17 
12 
11 
1 
R 
0.511 
0.580 
0.777 
0.799 
0.858 
0.970" 
90% 
V 
7 
9 
17 
12 
11 
1 
R 
0.511 
0.580 
0.777 
0.799 
0.858 
0.907* 
85% 
V 
7 
9 
17 
12 
11 
1 
R 
0.511 
0.580 
0.777 
0.799 
0.858 
0.907' 
0% 
V 
7 
9 
17 
12" 
11" 
: 1* 
4* 
14' 
18" 
10* 
>11" 
R 
0.511 
0.580 
0.777 
0.799 
0.858 
0.907 
0.913 
0.929 
0.940 
0.947 
0.956 
V = variable added or deleted (with negative sign') 
R = multiple regression correlation 
* = significant on the 17 level according to F test 
x = factors not significant in the final equation or the last 
available intermediate equation according to the t test 
+ « more steps will be going on till probably nearly all factors 
are included. 
To the two extremes, 0% and 99-100%, more variables are 
selected into the equations and the values of R are even higher than 
the ones with moderate F levels. However, not all factors are 
statistically significant individually. This is especially obvious 
for 0% in which more variables are to be involved. The trend seems 
to be that the more variables included in the equation, the more 
likely that most of them are not significant. In other words, the 
explanatory capacity was shared by so many factors that most of them 
may indeed appear superfluous. At the other extreme, when a certain 
variable is deleted, some other ones should oe substituted and this 
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may lead to the addition of a number of variables not all of which may 
be significant. In short, it seems that if the F level is set too 
low, the factors involved may be superfluous ones. On the other 
hand, if set too high some of the potant variables may be deleted. 
Therefore a moderate level, let us say 957., is seemingly suitable, 
although it should be remembered that the multiple regression 
coefficient obtained thereunder will be lower than if the 99% 
level were adopted. A satisfactory model is dependent not only upon 
the value and the overall significance of the multiple regression 
coefficient but also upon the significance of individual factors. 
4) Some comments should be mentioned about the transformation 
of the original data: 
a. An eight-digit transformation code, IIJJKKLL, is said to 
be assigned for each transformed variable. II defines the type of 
transformation which will be discussed a bit in next paragraph and 
also in Appendix VII. LL is not always used and should be coded 
"oo" when not used. However, there are confusions about JJ and KK. 
KK is the number of an original variable that is transformed 
and JT is the number of the transformed variable which results from 
the transformation. Apparently, JJ has the same digital number as 
KK if all variables are transformed no matter whether they all need 
a transformation or not. For those do not need one, transformation 
type 01 [variable (JJ) = variable (KK), LL not used/, 
should be used because this does not change the original data at all. 
In this way, it is not necessary to bother what number should be 
assigned to JJ. What we have to do is to find out the digital 
number for KK. If every single factor punched in the data card is 
to be used for processing, then it is easy to assign the digital number 
for KK to a certain variable according to its sequential order 
punching in the data card. However, if certain variables are not 
going to be processed but already punched in the data card, they 
don't possess any sequential orders any more. This is a minor but very 
important point. If all the original data consists of positive 
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integers larger than 0, the wrong transformations will be undertaken 
and as a result terrible mistakes will be inevitable in the whole 
analysis. 
b. One should note that the transformation type 03 is a 
natural logarithmic transformation and not the common logarithmic 
transformation. The basic difference is the former uses the base e 
(2.718 ...) and the later used base 10. The frequency curves 
based on these two transformations also differ in certain extent 
as shown in the following diagram: 
Fig. 31 Comparison of frequence curves of different 
logarithmic transformation 
Natural 
Logarithmic 
Transformation 
|o 
a of i» i-S to » i> w «> 
Common 
Logarithmic 
Transformation 
l» 
. 1 «.-» *• at r« IX >-* I.. 14 
This does not necessarily mean that the frequency curve of 
the natural logarithmic transformation tends to be more normality than 
the one from common logarithmic transformation. It all depends on the 
original data. So, when a log transformation is used, it is wise 
to try both natural log and common log. 
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