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Let G be a finite group, and let H be a subgroup of G. The restric- 
tion functor W-t W, which assigns to any G-module (equivalently, 
representation of G), W, the corresponding H-module, IV,, has 
both a left adjoint and a right adjoint. That is ([18], p. 57), there are 
functors V + GV and V + VG which assign, to any H-module V, 
corresponding induced G-modules GV and VG, such that 
and 
Horn, (“V, W) g Horn, (V, WE), (O-1) 
HOmG (w, vG) gg Horn, (w, , v), (0.2) 
respectively (the Frobenius reciprocity theorem can be considered to 
be the statement of these equivalences). 
Th e purpose of th is paper is to investigate the extent to which 
the situation described above is also true for uniformly bounded 
strongly continuous Banach space representations (hereafter referred 
to as Banach modules) of locally compact groups. We also treat the 
analogous question for Banach modules over Banach algebras. 
In order to construct left adjoints, we introduce (Section 2) a 
method for constructing tensor products of Banach modules which 
is of independent interest. This tensor product has most of the prop- 
erties of algebraic tensor products, and this permits us to follow 
quite closely the theory of induced representations as it is developed 
for finite groups. 
We now state our principal theorems, for the case of isometric 
Banach modules. Let G be a locally compact group and let H be a 
* This research was partially supported by National Science Foundation grant 
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closed subgroup of G. If W and W’ are Banach G-modules, then 
Horn, (II’, IV’) will denote the Banach space of continuous inter- 
twining operators, with the operator norm. Statements of adjointness 
for Banach modules will be in the strong sense that the natural 
equivalences in 0.1 and 0.2 are isometric. We let L(G) denote the 
group algebra of G. 
The right adjoint in the case of finite groups is constructed by 
using Horn. Analogously: 
THEOREM 6.1. The restriction functor from Banach G-modules to 
Banach H-modules has a right adjoint, given by 
vG = i,Hom&(G), Vie 
(see Definition 3.5 for the dejnition of [ I,). 
The left adjoint in the case of finite groups is constructed using 
tensor products. Analogously, using the tensor product of Banach 
modules whose construction we describe in Section 2, we define a 
functor V + GV from Banach H-modules to Banach G-modules by 
GV = L(G) @ V. 
a 
THEOREM 5.1. If H is an open subgroup of G, then V -+ GV is a 
left adjoint for the restriction functor. 
THEOREM 7.1. If H is not open in G, then the restriction functor 
does not have a left ac+int. 
Nevertheless, as suggested by the work of C. C. Moore [20], 
THEOREM 8.11. If W is a Banach G-module which is reflexive as a 
Banach space, then the adjointness relation (0.1) does hold for all 
Banach H-modules V. 
Our main theorem for Banach modules over Banach algebras is 
THEOREM 4.6. If A is a Banach algebra and B is a subalgebra of A 
which contains an approximate identity of norm one for A, then the 
restriction functor from essential (DeJnition 3.3) Banach A-modules to 
essential Banach B-modules has both a left adjoint and right adjoint, 
given respectively by 
GV=A@ v, FG = [HomB (A, V)le. 
B 
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In addition, we prove such theorems as the theorem on induction 
in stages for the induced modules GV and VG, and we show how to 
represent GV and VG as spaces of vector-valued functions on G very 
similar to the function spaces which have traditionally been used in 
defining induced representations for locally compact groups [Ia. 
The exposition is organized in the following way. Section 1 contains 
preliminary definitions and facts concerning Banach modules. In 
section 2 we define the tensor product of Banach modules, and derive 
its basic properties. Banach modules over Banach algebras with 
approximate identity are then studied in Section 3. The existence of 
left and right adjoints for the restriction functor from a Banach algebra 
to a subalgebra is proved in Section 4, and this result is applied in 
Section 5 to obtain the corresponding result for open subgroups of 
locally compact groups. In Section 6 we show that the restriction 
functor to closed subgroups of a locally compact group has a right 
adjoint, while in Section 7 we show that it has no left adjoint if the 
subgroup is not open. In Section 8 we show that, nevertheless, for 
suitable Banach G-modules W the functor V -+ GV still satisfies the 
relation (0.1). Finally, in Sections 9 and 10, we show how to represent 
VG and GV respectively as spaces of vector-valued functions on G. 
An earlier result concerning the existence of left adjoints was 
obtained by C. C. Moore [20]. Although the techniques which he 
used are quite different from ours, we have found his work very 
suggestive, and in particular it led us to the results of Section 8. 
1. BANACH MODULES 
In this section, after a brief summary of the notation which we will 
use for groups and group algebras, we collect the basic definitions and 
facts which we will need concerning Banach modules. Since we are 
concerned with modules over both groups and algebras, it is most 
convenient to consider the general case of modules over arbitrary 
sets, in the spirit of the first part of Mackey’s notes [17J 
Let G be a locally compact group. We will let M(G) denote the 
measure algebra of G, that is, the Banach algebra of all finite complex- 
valued regular Bore1 measures on G. The convolution of two measures, 
m and n, in IM(G) will be written as mn. Thus 
for any bounded Bore1 measurable, (possibly Banach space valued) 
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function f. We will let L(G) d enote the group algebra of G. Unless 
the contrary is explicitly stated, we will always consider L(G) to be 
the two-sided ideal in M(G) consisting of the elements of M(G) which 
are absolutely continuous with respect to the Haar measures on G. 
In this way we do not commit ourselves to the choice of left-invariant 
or right-invariant Haar measures, and this enables us to avoid the 
introduction of modular functions in many places. If m E M(G) and 
x E G we will let xm denote the convolution of the unit positive 
point measure at x with m, and similarly for mx. If H is a closed 
subgroup of G, then we will frequently regard L(H) and M(H) as 
subalgebras of M(G). We refer the reader to [IO] for those facts 
concerning M(G) and L(G) which we use without giving other 
references. 
We now turn to the subject of Banach modules. All the modules 
which we consider will be assumed to be complex Banach spaces. 
1.1. DEFINITIONS 
(a) If S is a set, than a (Banach) S-moduZe is a Banach space V 
together with a map S x V + V (whose value at (s, v) we will denote 
by either sv or vs) such that for any fixed s E S the map v --t sv is a 
bounded linear operator on I’. We will let 11 s ]Iy denote the bound 
of this linear operator. 
(b) If S is a group, with identity element e, then we require 
in addition that ev = v for all v E V, and that 
s(to) = (st) v (left S-module) 
or 
s(w) = (ts) v (right S-module) 
for all s, t E S, v E V. 
(c) If S is an algebra, then we require, in addition to (a), that 
V be a left or right module over S in the usual algebraic sense (but 
we allow algebras which do not have an identity element). 
(d) If S is a locally compact group, then we require, in addition 
to (b), that the map S x V -+ V be continuous (strongly continuous 
representation, see [3], p. 130). If the 11 s 11” are uniformly bounded for 
s E S, we say V is a uniformly bounded S-module. If 11 s 11” = 1 for 
each s E S, so that the operator on V corresponding to each s E S is 
an isometry, we say that V is an isometric S-module. 
(e) If S is a Banach algebra, then we require, in addition to (c), 
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that the bilinear map S x V -+ V be continuous, so that there is a 
constant, K, such that 11 sv I/ < K 11 s 11 I/ v [I for all s E S, e, E V. If 
we can take K = 1, then we say that V is an isometric S-module. 
After Section 3 we will always assume that modules over locally 
compact groups or Banach algebras are isometric. 
If G is a locally compact group and V is a uniformly bounded 
G-module, then it is well known that an action of M(G) on V can be 
defined by 
mv = I xv dm(x) G 
for m E M(G), v E V (vector-valued integrals will always be Bochner 
integrals unless the contrary is explicitly stated). With this action V 
becomes an M(G)-module and so also an L(G)-module. If V is an 
isometric G-module then V is isometric as anL(G) and M(G) module. 
1.2. DEFINITION. If S is a set and V and W are S-modules, then 
Horn, (V, ?V) will denote the Banach space of all continuous Smod- 
ule homomorphisms from V to W (intertwining operators), that is, 
bounded linear operators,f, from V to W which satisfyf(sv) = s(f(v)) 
for all s E S, v E V, with the operator norm. (If S is the empty set we 
will write simply Horn (V, w>.) 
As in the algebraic case, we will find the concept of bimodules to 
be very useful. 
1.3. DEFINITION. If S and T are sets, then an S-T-bimodule is a 
Banach space 2 which is simultaneously an S-module and a T-module, 
such that the actions of S and T on 2 commute, that is, s(tz) = t(sz) 
for all s E S, t E T, z E 2. 
The typical example of a bimodule is the following. Let A be a 
Banach algebra, and let B be a subalgebra of A. Then we can view A 
as, for example, a left B-module and right A-module, so that A 
becomes a B-A-bimodule. 
1.4. PROPOSITION. If 2 is an S-T-bimodule and V is a T-module, 
then Horn, (2, V) is an S-module, ;f the action of S is defined by 
kf) (4 = f&4 
for f E Horn, (2, V), s E S, z E 2. Furthermore, 
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If S is a group, algebra, or Banach algebra [but not a locally compact 
group; see the comments after (3.13)] and 2 is a left (right) S-module 
with respect to these structures, then Horn, (2, I’) will be a right 
(left) S-module with respect to these structures. If T is the empty set, 
then any S-module is an S-T-bimodule, and the complex field, C, 
is a T-module. 
1.5. DEFINITION. If S is a set and V is an S-module, then the 
S-module Horn (V, C) is called the dual of V, and is denoted by V*. 
Of course if S is a group or algebra and V is a left (right) S-module, 
then V* is a right (left) S-module. It is easily seen that V + V* is a 
contravariant functor. 
2. TENSOR PRODUCTS OF BANACH MODULES 
The definition, construction, and basic properties of the tensor 
product of Banach modules, which we introduce in this section, are 
quite analogous to those for the algebraic case (for which see [5]). 
2.1. DEFINITION. Let S be a set and let V and W be S-modules. 
A bounded bilinear function, B, from V x W into a Banach space X 
is called S-balanced if B(sv, w) = B(v, SW) for all s E S, o E V, w E W. 
2.2. DEFINITION. An S-tensor product of S-modules V and W is a 
pair (U, B,) consisting of a Banach space U and a bounded S-balanced 
bilinear function B, from V x W into U, whose range spans U, such 
that (U, B,) has the following universal property: for every S-balanced 
bounded bilinear function B from V x W into a Banach space X 
there is a (necessarily unique) bounded linear operator FB from U to 
XsuchthatB=F,oB,andIIF,II=IIBjl. 
We remark that (as in the algebraic case) the definition of tensor prod- 
uct is quite independent of any algebraic or topological structure 
which S may possess. 
We now show how to construct a tensor product for any two 
S-modules, V and IV. Let V 0, W be the projective tensor product 
of V and W over the scalar field [S] (so that y is the greatest cross- 
norm [21]) and let B, be the associated bounded bilinear function 
of V x W into V 0, IV. Let K be the closed linear subspace of 
V @,, W spanned by elements of the form (SV @ w - z, @ SW), 
s E S, v E V, w E W. Then V OS W is defined to be the quotient 
Banach space (V @,, W)/K, and B, is defined to be p o B, , where p 
is the natural projection of V @,, W onto V OS W. 
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2.3. THEOREM. (V OS W,B,) is an S-tensor product of V and W. 
Proof. From the definition of K it is clear that B, is S-balanced. 
Since the range of B, spans V @, W, the range of B, spans V OS W. 
Finally suppose that B is an S-balanced bounded bilinear function of 
V x W into a Banach space X. Since B is bounded and bilinear 
there is a unique bounded linear operator F’ from V 0, W into ,X 
such that B = F’ o B, and 11 F’ I/ = 11 B 11 . Since B is S-balanced, 
the kernel of F’ contains K, and so there is a bounded linear operator 
FB from (V 0, W)/K into X such that F’ = FB o p and II FB 11 = 
llF’ll= IIBI/. Then B=F,oB,. 
Given ZI E V, w E W we will, of course, write z, OS w (or T.J @ w 
if there is no possibility of confusion) for B,(v, w). We remark that 
II u OS w II G II IJ II II w II f or any ZI E V, w E W, but that equality 
need not hold, contrary to the situation in V 0, W. For example, if S 
contains an element which acts as the identity operator on V and as 
the zero operator on W, then V Qs W = (01. 
2.4. LEMMA. If (U, B,) is an S-tensor product of the S-modules V 
and W, and if U # (O}, then 11 B, II = 1. 
Proof. If U # {0}, th en B, # 0 (since the range of B, spans U), 
and so a = II B, 11 f 0. Let u’ denote U with a new norm obtained 
by multiplying the norm of U by a-l. Let Bi be B, viewed as a map 
into U’. Then II BL 11 = 1. The factorization of Bi through B, must 
be B; = I o B, where I is the identity map of U onto U’, and the 
definition of tensor products requires that 11 I II = II Bh 11 = 1. But 
II I II = a-l, and so 11 B, /I = a = 1. 
2.5. THEOREM. If (U, B,) and (U’, Bk) are two S-tensor products 
for the S-modules V and W, then there is an isometric isomorphism, J
of U’ onto U such that B; = B, o J. 
Proof. The proof is the same as in the algebraic case, except that 
Lemma 2.4 is needed to show that J is isometric. 
In view of this result, we will always from now on denote the tensor 
product of S-modules V and W by V as W. 
2.6. COROLLARY. There is a natural isometric isomorphism of 
V OS W onto W G& V which carries v @ w to w Q v -for all v E V, 
w E w. 
The tensor product of intertwining operators is defined in the 
usual way. 
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2.7. THEOREM. If V, V’, W, and w’ are S-modules and if 
f E Horn, (V, V’) andg E H om, (IV, IV), then t&ye is a unique operator 
f @g, from V OS W to V’ Qs w’, such that 
(f@g) (w 0 w) =f(4 O&J) 
for all v E V, w E W. Furthermore, 11 f @g /I < jj f I/ 11 g 11 . 
Proof. The map (o, w) +f (u) @g(m) is bilinear, S-balanced, 
and of norm < Ilf II Ilg II . 
2.8. PROPOSITION. If, in addition to the hypotheses of Theorem 2.7, 
we have S-modules V” and w”, and if f’ E Horn, (V’, V”) and 
g’EHoms(W,W”), then (f’Og’)o(.fOg)=(f’of)O(g’og). 
In the algebraic case tensor products commute with direct sums. 
We now state the analogous result for the tensor product we have 
defined. But we must first define what is meant by a direct sum of 
S-modules. If ( Vj}jd is a family of Banach spaces (where J is an 
arbitrary indexing set), then @ {Vj : j E J> is the Banach space of 
all functions x which assign to eachj E Jan element Xj E Vj , such that 
I/ z II = C {II zj 11 : j E J} is finite. If each Vi is an S-module, then 
@ Vj becomes an S-module in the obvious way, provided that 
I/ s lly, is uniformly bounded over J for each s E S. With this assump- 
tion m force, one proves as in the algebraic case 
2.9. PROPOSITION. If { Vi} is a family of S-modules, and if W is an 
S-module, then 
the isomorphism being isometric and natural. 
As in the algebraic case, the relation between tensor products and 
bimodules is of great importance. 
2.10. PROPOSITION. If S and T are sets, if Z is an S-T-bimodule, 
and if V is a T-module, then Z BT V is an S-module, if the action of S 
is defined by s(z @ w) = sz @ v for all s E S, x E 2, v E V. Furthermore, 
II s II Z@)TY < II s llz * 
If S is a group, algebra, or Banach algebra, and the S-T-bimodule 
2 is a left (right) S-module with respect to these structures, then it is 
easily seen that 2 6& V is a left (right) S-module with respect to 
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these structures. We will see in Corollary 3.10 that this is also true 
if G is a locally compact group and if Z is a uniformly hounded 
G-module (contrary to the case for Horn, see the comments after 3.13). 
As in the algebraic case, the tensor product of Banach modules has 
the following associativity property. 
2.11. THEOREM. 1’ S and T are sets, and if X is an S-module, Z 
is an S-T-bimodule, and Y is a T-module, then there is a natural iso- 
metric isomorphism 
x@(z@Y)qx@z)@Y 
5“ T s T 
which carries x @ (z @ y) to (x @ x) @ y. 
This theorem is the crux of the proof of the theorem on induction 
in stages for the adjoint and quasi. adjoint induced representations 
which we define later. 
If Z is an S-T-bimodule, then X --+ Z OS X is a functor from the 
category of S-modules to the category of T-modules, and 
Y + Horn, (Z, Y) is a functor from the category of T-modules to 
the category of S-modules. (As we do throughout this paper, we leave 
to the reader the routine task of defining the action of these functors 
on morphisms.) The next theorem says that the first (second) of these 
functors is the left (right) adjoint of the second (first). As in the alge- 
braic case, all of the adjointness relations for induced representations 
which we discuss later are consequences of this fundamental fact. 
2.12. THEOREM. If S and Tare sets, and if X is an S-module, Z is an 
S-T-bimodule, and Y is a T-module, then 
Horn, (Z @ X, Y) z Horn, (X, HomT (Z, Y)), 
s 
the isomorphism being natural and isometric. 
Proof. The proof is similar to that for the algebraic case, but 
since this result plays such a fundamental role in later sections, we will 
include the outlines of a proof. 
Given f E Horn, (Z OS X, Y), we define 
f’ E Horns (X, HOmT (Z, Y)) 
by (f ‘(4) (4 = f (2 0 4. It is easily checked thatf’(X) E Horn, (Z, Y), 
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that f’ E Horn, (X, Horn, (2, Y)), and that IIf’ 11 < IIf Ij . But ]Jf )I 
is equal to the norm of the corresponding bilinear function on 2 x X, 
and consequently it is easily seen that Ilf’ 1) = ]]f )I . Thus the map 
f --+f’ is an isometry. It remains to show that this isometry is sur- 
jective. Given g E Horn, (X, Horn, (2, Y)), define a bilinear function, 
g, , from 2 x X to Y by g,(x, x) = (g(x)) (2). It is easily checked that 
g, is S-balanced, and that II g, j/ < 11 g /I . Thus g, lifts to a bounded 
linear operator, g, , from 2 as X to Y such thatg,(x @ x) = (g(x)) (2). 
It is easily checked that in fact g1 E Horn, (X OS z, Y), and finally, 
that (gi)’ = g. 
2.13. COROLLARY. lf V and W are S-modules, then 
(V F W)* = Horns (K W*), 
the isomorphism being natural and isometric. 
Proof. In Theorem 2.12 let T be the empty set, Z = V, X = W, 
and Y = C, the scalar field. 
3. MODULES OVER BANACH ALGEBRAS WITH 
APPROXIMATE IDENTITIES 
In this section we study Banach modules over Banach algebras. 
Since we will be applying these results to the group algebras of locally 
compact groups, we will be particularly concerned with Banach 
algebras which possess bounded approximate identities. 
Before beginning the general discussion, we first show that it 
suffices to consider only isometric Banach modules. It is well known 
that any uniformly bounded representation of a locally compact group 
can be renormed with an equivalent norm with respect to which it is 
isometric. The usual proof of this fact can be adapted immediately 
to yield the same result for modules over Banach algebras. 
3.1. PROPOSITION. Let A be a Banach algebra and let V be an 
A-module. Then V can be renormed with an equivalent norm with 
respect to which it is an isometric V-module. 
Proof, By the definition of an A-module, there is a constant, c, 
such that /I av /I < c 11 a I\ 11 v // for all a E A, v E V. Define a new 
norm, II 11’) on V by letting 11 v 11’ be the greater of )I v 1) and 
SUP {iI au II : II a II Q 1, a E 4 for all w E v. 
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Then 11 v 11 < 11 v 11’ 6 c 11 v 11 , so that 11 /I’ is an equivalent norm, 
and it is easily seen that I/ an II’ < II a II II w 11’ for all a E A, z1 E V. 
In view of this result and the corresponding result for locally com- 
pact groups, we will always assume from now on that modules over 
Banach algebras and locally compact groups are isometric modules. 
3.2. DEFINITION. Let A be a Banach algebra. An approximate 
identity for A is a net, {ij}iFJ (where J is a directed set) of elements of A 
having the property that ija --+ a and aij -+ a for all a E A. The 
approximate identity is said to be bounded if there is a constant, c, 
such that II ii 11 < c for all j E J. The approximate identity is said to 
be of norm one if I/ ii II < 1 for all j E J. Except where the contrary is 
explicitly stated, we will always assume that approximate identities 
are of norm one. 
It is well known that the group algebra, L(G), of any locally com- 
pact group G possesses an approximate identity (of norm one). 
We mentioned in Section 1 that any (isometric) G-module becomes 
an L(G)-module. But it is well known that not every L(G)-module 
corresponds in this way to a G-module (see the comments after Theo- 
rem 7.1 for an example which has probably not been noticed before). 
The definition which is appropriate in discussing this situation is 
3.3. DEFINITION. Let A be a Banach algebra, and let V be an 
A-module. Then V is said to be an essential A-module if AV (the 
linear manifold spanned by {av : a E A, v E V}) is dense in V. 
Then it is well known that an L(G)-module corresponds to a 
G-module if and only if it is essential. For this reason we will be 
concerned primarily with essential modules over Banach algebras. 
For Banach algebras with bounded approximate identities there are 
other equivalent formulations of the definition of essential modules. 
3.4. PROPOSITION. If A is a Banach algebra with bounded approx- 
imate identity,{ ij}, and if V is an A-module, then the following are 
equivalent: 
(a) V is an essential A-module; 
(b) ijw -+ v for every v E V; 
(c) given v E V, there exist v’ E V and a E A such that ZJ = ao’. 
Proof. It is evident that (b) and (c) imply (a). We show now that 
(a) implies (b). L e v E V and E > 0 be given, and let c be a bound t 
for the approximate identity {ii> (so c >, 1). Then we can find 
a, ,..., a, E A and or ,..., V, E V such that II v - C aknk II < E/~c. 
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Choose j, such that if j > jO then 
Then for j > j,, 
+ I/ 6 (c akvk) - iiv 11 < 6 
The fact that (b) implies (c) is Hewitt’s generalization [9] of Cohen’s 
factorization theorem [6].l We will not need condition (c) in our work, 
but it does serve as useful motivation for the proofs of a number of 
our results. 
We remark that if A is a Banach algebra with a bounded approxi- 
mate identity, then viewed as a left or right module over itself, A is an 
essential A-module. 
3.5. DEFINITION. Let A be a Banach algebra with bounded approx- 
imate identity, and let V be an A-module. Then the closed linear 
subspace of V spanned by A V is called the essential part of V and is 
denoted by V, . (Actually, by Proposition 3.4(c) it equals A V.) 
This definition is justified by 
3.6. PROPOSITION. If A is a Banach algebra with bounded approx- 
imate identity and if V is an A-module, then V, is a submodule of V, 
V, is essential, and V, contains any submodule of V which is essential. 
Proof. The first and third assertions are evident. The second 
assertion follows from an argument very similar to that given in the 
proof of Proposition 3.4. 
We given some pertinent examples of essential parts of modules 
in Examples 3.12 and 3.13. 
3.7. PROPOSITION. Let A be a Banach algebra with bounded 
approximate identity, let V and W be A-modules, and let 
f E Horn, (V, W). Then f carries V, into W, . Thus V -+ V, is a functor. 
Proof. This is an immediate consequence of Proposition 3.4(b). 
1 A simplified proof of Hewitt’s theorem can be found in the author’s forthcoming 
paper entitled “On the continuity of certain intertwining operators.” 
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3.8. COROLLARY. If V is an essential A-module and W is an 
arbitrary A-module, then 
Horn, (V, W) g Horn, (V, IV,). 
We now investigate the relation between essential modules and the 
functors Q and Horn. 
3.9. THEOREM. Let A be a Banach algebra with bounded approximate 
identity and let S be a set. Let Z be an A-S-bimodule and let W be an 
S-module. If 2 is essential as an A-module, then Z & W is also an 
essential A-module. 
Proof. Let t E Z Qs W and E > 0 be given, and let c be a bound 
on the approximate identity {ij} (so c > 1). Then we can find 
x1 ,..., xn E Z and wi ,..., w, E W such that 11 t - c zk @ wk 11 < E/~c. 
Choose j, such that if j > j,, then 
11 zk - +k 11 < darn II wk iI> , for 1 <h<n. 
Then by an argument similar to that given in the proof of Proposition 
3.4 it is verified that 11 t - i+ II < E for j > jo . 
We can now prove the result promised after Proposition 2.10. 
COROLLARY 3.10. Let G be a locally compact group and let S be a 
set. Let Z be a G-S-bimodule and W be an S-module. If Z is uniformly 
bounded as a G-module, then Z OS W is a uniformly bounded G-module. 
Proof. We can renorm Z so that it is an isometric G-module, 
and view Z as an isometric M(G)-module which is essential as an 
L(G)-module. Then Z OS W is an M(G)-module which, by Theorem 
3.9, is essential as an L(G)-module, and so is a G-module. 
The analog of Theorem 3.9 for Horn is not true, even if S is the 
empty set and W is the scalar field. That is, the dual of an essential 
module need not be essential. 
3.11. DEFINITION. If V is an A-module, then the essential part of 
V* is called the contragradient of V, and will be denoted by Vc. 
Then V -+ Vc is a contravariant functor. We mention briefly two 
well-known examples. 
3.12. EXAMPLE. Let G be a nondiscrete locally compact group, and 
let V = C,(G), the Banach space of complex-valued functions on G 
456 RIEFFEL 
which vanish at infinity, with the action of G on V given by 
(zcf) (y) =f(yx) forf E C,(G), x, y E G. Then V is a G-module, and so 
an essential L(G)-module. Now V* = M(G), with the action of 
L(G) on M(G) being convolution on the right by elements of L(G). 
Since L(G) is an ideal in M(G) and contains an approximate identity, 
Vc = L(G). 
3.13. EXAMPLE [3, p. 1911. Let G be a nondiscrete locally compact 
group, and let V = L(G) with the action of G on L(G) given by 
x(f) = f&. Then V* = L”(G) with the action of L(G) on L”(G) 
given by right convolution by elements of L(G). The convolution 
of an element of L”(G) by an element of L(G) is a right uniformly 
continuous function, and it is not difficult to show that in fact Vc is 
exactly the space of all bounded right uniformly continuous functions 
on G. 
These examples also show that if G is a locally compact group, S 
is a set, and 2 is a G-S-bimodule, then Horn, (2, W’) need not be a 
G-module, for the action of G need not be strongly continuous. In 
fact the linear subspace on which the action of G is strongly continuous 
is exactly [Horn, (Z, ?+‘)I,. 
The next theorem provides an excellent illustration of our definition 
of tensor products. 
3.14. THEOREM. Let G be a locally compact group, and let V and W 
be right and left G-modules, so that V and W are also essential L(G)- 
modules and M( G)-modules. Then 
V@WrV@WrV@ w, 
G L(G) M(G) 
the isomorphisms being natural and isometric. 
Proof. Let KY0 , Ki , and K,” be the linear submanifolds of VQ, W 
spanned by elements of the form vx @ w - v @ xw, vf @ w - v @fw, 
and vm @w - v @ mw, respectively, for v E V, w E W, x E G, 
f E L(G), and m E M(G), and let K, K’, K” be their respective closures. 
We show that K = K’ = K”. It suffices to show that KO and Kh 
are both dense in K,” . 
We first show that KA is dense in K,” . Let vm Q w - v 6 mw 
and E > 0 be given. Since V and W are both essential L(G)-modules 
we can find an element i from an approximate identity for L(G) such 
that I/ v - vi Ij < 42 11 m 11 I/ w II and 11 mw - imw II < 42 II v II . 
Since L(G) is an ideal in M(G), v(im) @ w - v @ (im) w is in Ki . 
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But a routine computation shows that 
!I(wm @ w - w @ mw) - (02-m @ w - w @ imw)ll <E. 
Thus 
V@WsV@W. 
L(G) M(G) 
It is somewhat more difficult to show that K,, is dense in Ki . 
We find it useful to consider first the case in which V = W = L(G). 
Now L(G) is both a left and right M(G)-module, and so we can con- 
sider the corresponding left and right strong operator topologies on 
M(G). We will call the topology generated by the union of these two 
topologies the two-sided strong operator topology on M(G). Let 
M,(G) denote the linear manifold in M(G) consisting of finite linear 
combinations of point measures. 
3.15. LEMMA. Any ball (with center at the origin) in M,(G) is 
dense in the ball of the same radius in M(G) in the two-sided strong 
operator topology. 
Proof. Let M,(G) denote the set of elements of M(G) which have 
compact support. We show first that elements of M,(G) can be approx- 
imated by elements of M,(G). In this connection, if 0 is any open 
neighborhood of the identity element, e, of G, if C is any compact 
subset of G, and if P is any finite partition of C into Bore1 sets, we 
will say that P is left-finer than 0 if each element of P is contained in 
a left translate of 0. 
3.16. SUBLEMMA. Let m E M,(G), f EL(G) and E > 0 be given. 
Then there is an open neighborhood 8 of e such that if C is the sup- 
port of m, if P is any finite partition of C which is left-finer than 0, 
if for each E E P there is chosen a point yE E E, and if n is the measure 
n = c m(E) %I, 
EEP 
[where SV denotes the unit positive point measure at y, so that 
n E M,(G)] then 11 mf - nf 11 < E. 
Proof. Choose a left Haar measure p on G, and represent the 
elements of L(G) as p-integrable functions on G. Then C,(G), the 
space of continuous functions of compact support, is dense in L(G). 
Choose g E C,(G) such that 11 f - g I( < c/3 11 m 1) . Let KO denote the 
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support of g and let K = K,C, so that the support of mg is contained 
in K. Since g is left uniformly continuous on G we can choose a 
neighborhood 0’ of e such that if x-‘y ~0’ then 
I g(x) - A.39 I < c/(3 II m II P(W). 
Let 0 be an open symmetric neighborhood of e such that @ C 0’. 
We now show that 0 is the desired neighborhood. Let P be a finite 
partition of C which is left-finer than 0, let there be chosen a point 
yE E E for each E E P, and let n = CEEp m(E) ayE . The support of n 
is contained in C, so the support of ng is contained in K. Then 
II mg - ng II = 1, I %w - %w I 4-44 
since, for y E E, 
so that 
(y-lx) (y;‘x)-’ = y-‘y= E u2 c 0’ 
I dY-‘x) - &iW I < c/(3 II m II p(K)). 
We remark that 11 n 11 < [I m 11 . Then a routine computation verifies 
that 11 mf- nf II < E. 
It is clear that a similar result holds for fm if we use right-fine 
partitions. 
We now continue the proof of Lemma 3.15. Let m E M(G),Jc, ,...,h,, 
gl >.-.p get,, EL(G) and E > 0 be given. Let d = SUP Ulfj II , II gk II> 
and choose m’ E M,(G) such that 11 m - m’ 11 < l /2d, and 
11 m’ 11 < I[ m 11 . Let C be the support of m’. For each fj or g, choose 
an open neighborhood of e, according to Sublemma 3.16 for the fj , 
and according to its right hand version for the g, , with the E of the 
sublemma replaced by 42. Let 0 be the intersection of all these neigh- 
borhoods. Since C is compact it can be covered by a finite number of 
left translates of 0 as well as a finite number of right translates of 0. 
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Thus there is a finite partition P of C into Bore1 sets which is simul- 
taneously left-fined and right-finer than 0. If n = C EEP m’(E) atig 
for some choice of points yE E E, then a routine computation verifies 
that 
II mh - nf II < E and Ilgkm -gknII (6 for all j, k. 
3.17. COROLLARY. If V and W are right and left G-modules, then 
any ball of M,(G) * d ES ense in the ball of same radius in M(G) in the 
ioint strong operator topology coming from the action of M(G) on V 
and W. 
Proof. Let m E M(G), o1 ,..., q0 E V, wr ,..., wkO E W and E > 0 
be given. Choose an element i in an approximate identity for L(G) 
such that 
II vi - vi II < 43 II m II> ad II%- iwk II G 43 II m II) 
for all j, k. Let d = sup (11 erl 11 , II wk II> and apply Lemma 3.15 to 
obtain n EM, such that j/ n 11 < II m 11 and 
)I mi - ni I( < 5 and 11 im - in 11 < 5. 
Then a routine calculation verifies that 
II qm - vp II < E and 11 mwk - nwk 11 < c. 
for all j, k. 
We now conclude the proof of Theorem 3.14. Let 
erm @ w - v @ mw and E > 0 be given. By Corollary 3.17 there 
exists n E Md(G) such that 
II vm - vn II G E/Q II w II) and II mw - nw II < E/P II v II). 
Then a routine calculation verifies that 
II(vm@w-v@mw)-(vn@w7v@nw)II<c. 
But n is of the form n = C cj&., , so that 
vn @ w - v @ nw = C c,(vx, @ w - v @ x,w), 
which in is K,, as desired. 
580/1i4-6 
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The theorem for Horn which is analogous to Theorem 3.14 is well- 
known, but we include a proof here for the sake of completeness. 
3.18. THEOREM. Let G be a locally compact group, and let V and 
W be left G-modules, so that V and Ware also essentialL(G)-modules and 
M(G)-modules. Then 
Home (V, W) = Horn,(,) (V, W) = HomM(c) (VP W), 
the isomorphisms being natural and isomorphic. 
Proof. It is clear that Horn, (V, W) and Horn,(,) (V, IV) both 
contain Horn,(,) (V, w). Let T E Horn,(,) (V, IV’), m E M(G) and 
o E V. Then 
T(mv) = lim T(+w) = lim ijmT(o) = mT(o) 
since ijm EL(G). Thus T E Horn,(,) (V, IV) and 
How(G) (v, w) s Ho%(G) (v, w). 
If T E Horn, (V, FV), m E M(G) and v E V, then 
T(mv) = T (1 xv dm(s)) = 1 T(w) dm(x) 
= 
s 
x(T(w)) dm(x) = m(T(o)), 
so that T E Horn,(,) (V, FV’). Alternatively, it is easy to give a proof 
of this part using Corollary 3.17. 
We conclude this section by stating the specializations of Theorems 
2.11-2.13 to the case of modules over Banach algebras, since these 
results will be of such importance in later sections. 
3.19. THEOREM. If A and B are Banach algebras, X is a right 
A-module, 2 is a left A-module and right B-module with the actions of A 
and B commuting, and if Y is a left B-module, then 
the isomorphism being natural and isometric. 
3.20. THEOREM. If A and B are Banach algebras, X is a left 
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A-module, Z is a right A-module and hft B-module with the actions of A 
and B commuting, and if Y is a left B-module, then 
the isomorphism being natural and isomorphic. 
3.21. COROLLARY. If A is a Banach algebra, V is a right A-module 
and W is a left A-module then 
4. INDUCED REPRESENTATIONS OF BANACH ALGEBRAS 
Throughout this section A will denote a Banach algebra and B 
will denote a subalgebra of A which contains an approximate identity 
(of norm one), {iJ, for A. We will usually state results only for (iso- 
metric) left modules over A and B, similar results holding, of course, 
for right modules. 
If W is a left A-module, then, by restricting operators to B, W 
becomes a B-module, which we will denote by W, . In this way we 
obtain a functor from the category of left A-modules to the category 
of left B-modules. 
4.1. PROPOSITION. If W is an essential A-module, then W, is an 
essential B-module. 
P~ooj. This follows immediately from Proposition 3.4 and the 
assumption that B contains an approximate identity for A. 
Thus we have a restriction functor from the category of essential 
A-modules to the category of essential B-modules. The principal 
result of this section is that this functor has both a left and right 
adjoint, that is, there are functors V--t AV and V -+ VA from the 
category of essential B-modules to the category of essential A-modules 
such that 
Horn, (“v, w) e Horn, (V, w,) (4.2) 
and 
Horn, (W, VA) E HomB (W, , V), (4.3) 
respectively, the isomorphisms being natural and isometric. In analogy 
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with the algebraic case these adjoints are defined in terms of the 
functors A BB and Horn, (A, ). In order to be able to apply the 
adjointness relation, Theorem 3.20, we need first to consider these 
functors for the case in which B = A. 
4.4. THEOREM. Let A be a Banach algebra with approximate 
identity and let W be a left A-module. Viewing A as both a left and right 
A-module, so that A @A W is a left A-module, there is a natural iso- 
metric module isomorphism 
which carries a Q w to aw. 
Proof. Let K be the closed subspace of A 0, W spanned by 
elements of the form ab Q w - a @ bw, a, b E A, w E W, so that 
A aA W = (A 6, W)/K. The bilinear map (a, w) -+ aw of A x W 
into W, is A-balanced and of norm one, and so lifts to a map p of 
A 8, W into W, which contains K in its kernel, and is of norm one. 
It is evident that p is an A-module homomorphism, and that the 
range of p is dense in W, . We will show that the kernel of p is exactly 
K and that the norm of IV, restricted to the range of p is exactly the 
quotient norm (so that in particular the range of p is complete, and so 
is all of W,). The fact that A @1A W is isomorphic with W, then 
follows. 
Now to show these facts it suffices to show that for any t E A @,, W 
the distance, d(t), from t to K is exactly 11 p(t) 11 . Since p is of norm 
one and contains K in its kernel, we have, for any k E K, 
II?(t) II = ll~(t - 4 II < II t - k II , 
and so 11 p(t) Ij < d(t). Let E > 0 be given. We show that 
40 -=c II P(t) II + E. Choose to = CT=“=, aj @ wj such that 
11 t - t, (I < e/3. Th en IIp(t,) 11 < 11 p(t) I/ + 43. Choose i in an 
approximate identity for A such that II t,, - it,, II < r/3. Then 
11 t - it,, II < 2~/3, and d(t) < d(itO) + 2~/3. Thus it suffices to show 
that d(it,) < I/p(t) 11 + 43. But 
it, = C (i @ a,wj) - C (i @ a,w, - ia, @ wj), 
and the second term on the right is in K. Thus 
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as desired. We remark that the assumptions that the approximate 
identity is of norm one and that IV is an isometric module are crucial 
if the isomorphism is to be isometric. 
In contrast, the analog of the above theorem for Horn is not true. 
That is, if W is an essential A-module, then it need not be the case 
that Horn, (A, IV) z IV. The most pertinent example is that in 
which W = L(G) = A, where G is a nondiscrete locally compact 
group, so that L(G) d oes not have an identity element. Then 
HO%(G) W(GP(G)) = M(G) 
as shown by Wendel [22]. A s we will see shortly, this example is 
closely connected with the fact that the restriction functor for locally 
compact groups need not have a left adjoint. However we do have 
4.5. THEOREM. Let A be a Banach algebra with an approximate 
identity, and let W be a left A-module. Viewing A as both a left and 
right A-module, so that Horn, (A, W) is a left A-module, there is a 
natural isometric module isomorphism 
in which an element w E W, corresponds to the operator T, dejined by 
T,(a) = aw. 
Proof. Let {if> be an approximate identity for A. Let w E W, . 
We show first that ijTw -+ T, so that T, E [Horn, (A, W)], . Given 
E > 0, choose j,, such that if j > j,, then 11 w - ijw I] < E. Then if 
j > j,, and if a E A with 11 a 11 < 1, we have 
11 (Tw - ijTw) a 11 = I/ aw - aiiw 11 < E, 
SO that I] T, - ijTu, II < E. Thus ijTw -+ T, . Furthermore, since A 
has an approximate identity, it is clear that 11 T, 11 = II w 11 . 
Conversely, let T E [Horn, (A, IV)], . Since A has an approximate 
identity, A is an essential A-module, and so the range of T is contained 
in W, by Proposition 3.7. We show that {T(Q) is a Cauchy net in W, . 
Let E > 0 be given. Since T is in the essential part of Horn, (A, W) 
we can choose J,, such that if j > j, then 11 T - ijT II < c/2. Thus 
11 ijT - i,T 11 < E if.j, K > j,, . But 
11 ijT - ikT 11 = sup {II (&T - ikT) a 1) : II a II < l} 
= SUP {II 4TM - T(4) II : II a II < 11 
= II Vi) - T&c) II . 
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Thus {T(Q) is a Cauchy net and so converges to some element w E IV, . 
Then, for any a E A, 
T(a) = lim T(uij) = lim UT(&) = aw, 
so that T = T, as desired. We remark that again the assumptions 
that the approximate identity is of norm one and that IV is an isometric 
module are crucial if the isomorphism is to be isometric. 
In Section 8 we will see that in certain cases, for example if W is 
reflexive, it is true that Horn, (A, IV) = W. 
Combining Theorems 4.4 and 4.5 with the adjointness relation 
Theorem 3.20 we obtain the principal result of this section. 
4.6. THEOREM. If A is a Banach algebra and B is a subalgebra of A 
which contains an approximate identity for A, then the restriction functor 
from the category of essential left A-modules to the category of essential 
left B-modules has both a left adjoint and a right adjoint. These adjoints 
are given by 
AV=A@V and VA = [HomB (A, Vie, 
B 
respectively. 
Proof. To show that “V is a left adjoint we apply Theorem 3.20 
with A and B interchanged, with Z = A viewed as a left A-module 
and right B-module, and with X = V, Y = W, essential B- and 
A-modules, respectively. Then we obtain 
Horn, (A @ V, W) z HomB (V, HomA (A, w)). 
B 
Now V is assumed to be essential, and so, by Corollary 3.8, we can 
replace Horn, (A, IV) by its B-essential part. But, since B contains 
an approximate identity for A, it is easily seen using Proposition 3.4 
that the B-essential part of Horn, (A, w) is the same as its A-essential 
part. But this, according to Theorem 4.5, is just W, since W is assumed 
to be essential. In this way we obtain 4.2. 
To show that VG is a right adjoint we apply Theorem 3.20 with 
2 = A viewed as a left B-module and right A-module, and with 
X = W, Y = V, essential A and B-modules, respectively. Then we 
obtain 
HornB(AF w, v)rHom,(w,Hom,(A, v)). 
INDUCED BANACH REPRESENTATIONS 465 
Now, since W is assumed essential, A @A W z W by Theorem 4.4. 
Also, according to Proposition 3.4 we can replace Horn, (A, V) by 
[Horn, (A, V)le = VA. In this way we obtain 4.3. We remark that 
again the assumptions that the approximate identity is of norm one 
and that Y and W are isometric are crucial if the isomorphisms in the 
natural equivalences 4.2 and 4.3 are to be isometric. If we had only 
assumed that the approximate identity is bounded and if V and W are 
not necessarily isometric, we could only have concluded that the 
isomorphisms are continuous and have continuous inverses. 
4.7. DEFINITION. We will call AV the adjoint induced module and 
VA the coadjoint induced module obtained by inducing V from B to A. 
(This is suggested by the terminology in [18], where “left adjoint” = 
“adjoint” and “right adjoint” = “coadjoint”.) 
As usual the left and right adjoints are essentially unique, that is, 
4.8. THEOREM. If F and F’ are two left (right) aa’joints for the 
restriction functor, then there is a natural equivalence between F and F’ 
consisting of isometric isomorphisms. 
Proof. We consider only the case of left adjoints. By definition 
there are natural equivalences I and I’ of Horn, (V, IV,) with 
HomA VT V, w> and Horn, (F’(V), W’), respectively, consisting of 
isometric isomorphisms. Then I’ o 1-l is a natural equivalence 
HOlIlA (F(v), w) E HOmA (F’(v), w) (4.9) 
consisting of isometric isomorphisms. By [18, Cor. 8.2, p. 591 there 
is a natural equivalence, J, of F with F’ which implements the equiv- 
alence I’ o 1-l. The fact that J is an equivalence says only that J(v) 
is a bounded operator from F( V) to F’( V) which has a bounded inverse. 
However if in 4.9 we set W equal to F( F’) or F’( v), then from the fact 
that I’ o 1-l is isometric it is easily seen that J(v) must be also. 
We now prove the theorem on induction in stages for adjoint and 
coadjoint induced modules. 
4.9. THEOREM. Let A be a Banach algebra, B a subalgebra of A, 
and C a subalgebra of B which contains an approximate identity for A. 
Then 
AV gg A(V) and VA gg (vJ)A 
for any essential C-module V, the isomorphisms being natural and iso- 
metric. 
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Proof. By definition “(“v) = A ae (B oc V) where B is viewed 
as a right C-module and left B-module. By the associativity property 
of tensor products, Theorem 3.19, 
A+V)+~B)~V. 
But A BB B c A by Theorem 4.4, and so “(“v) E A @Jc V as 
desired. 
Similarly, 
(VBY = WomB (A, Wmc (f4 V>lells . 
Since A is an essential B-module, the right hand side is the same as 
[Horn, (A, Horn, (B, I’))], by Corollary 3.8. We can now apply the 
adjointness relation, Theorem 3.20, with 2 = B, to show that this 
is the same as [Horn, (B @s A, I’)], . Again B gB A s A by 
Theorem 4.4, and so (F’s)” s [Horn, (A, I’)], as desired. 
Let us return to the situation in which B is a subalgebra of A and V 
is a B-module. By Corollary 3.21 the dual of AY is Horn, (A, V*). 
Since A is an essential right B-module, we can replace I’* by V”, and 
so (“I’)* = Horn, (A, P). Taking the essential part of both sides 
we obtain 
4.10. PROPOSITION. (“Y)” = ( Vc)“. 
We have not found a similar description of (I’“)“. 
5. REPRESENTATIONS INDUCED FROM OPEN SUBGROUPS 
If G is a locally compact group and H is an open subgroup of G, 
then L(H) is a subalgebra of L(G) which contains an approximate 
identity for L(G). Thus we can immediately apply the results of the 
previous section. 
5.1. THEOREM. If H is an open subgroup of G, then the restriction 
functor from the category of left G-modules to the category of left H-mod- 
ules has both a left adjoint and a right adjoint. These adjoints are given by 
GV =L(G)@ V and VG = [HowAL( Vile , 
H 
and are unique up to natural equivalence. 
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Proof. Existence follows immediately from Theorems 4.6, 3.14, 
3.18, and the identification of G- (resp. H-) modules with essential 
L(G)- [resp. L(H)-] modules. Uniqueness then follows from Theorem 
4.8. 
We remark that in particular if G is a discrete group and H is any 
subgroup of G, then the restriction functor from left G-modules to 
left H-modules has both a left and right adjoint. 
We will refer to GV and VG as the adjoint induced module and the 
coadjoint induced module, respectively, obtained by inducing V from 
H to G. 
The theorem on induction in stages can be proved exactly as in 
Theorem 4.9. 
The Banach spaces on which induced representations act have 
traditionally been defined as spaces of vector-valued functions on G. 
In Sections 9 and 10 we will prove in a more general context that GV 
and VG can be represented as such spaces of vector-valued functions. 
We will state here the specialization of these representations to the 
present context, but refer the reader to Sections 9 and 10 for proofs. 
5.2. THEOREM. Let H be an open subgroup of G, and let V be an 
H-module. Then GV = L(G) OH V is isometrically G-module isomor- 
phic to the Banach space of all (necessarily bounded and continuous) 
V-valued functions, F, on G which satisfy 
F(xs) = s-l(F(x)), x E G, SEH, 
(~0 that II F(s) II is constant on left cosets), and for which 
IIF II = c {IIW”) II : i E G/W 
is Jinite, with the action of G defined by 
(Ye (4 = Jw4, x,yeG. 
We remark that this function space is very similar to that defined 
by Mackey in [15, p. 5831. 
5.3. THEOREM. Let H be an open subgroup of G and let V be an 
H-module. Then VG = {Hom,(L(G), V)], is isometrically G-module 
isomorphic to the Banach space of all bounded right uniformly continuous 
V-valuedfunctions, F, on G which satisfy 
F(xs) = s-l(F(x)), x E G, SEH, 
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with the unaform norm, and with the action of G defined by 
(YF> (4 = FWx), x,y EG. 
6. NONOPEN SUBGROUPS-THE EXISTENCE OF A RIGHT ADJOINT 
We consider now the case in which His a closed but not necessarily 
open subgroup of the locally compact group G. We show that the 
restriction functor from G-modules to H-modules still has a right 
adjoint (but not a left adjoint, as we will see in Section 7). If H is not 
open in G, then L(H) is not contained in L(G) and so Theorem 4.6 
is not applicable. However, since L(G) is a two-sided ideal in M(G), 
and L(H) is contained in M(G), we can still view L(G) as a left L(H)- 
module and right L(G)- module. Thus Theorem 3.20 is applicable. 
6.1. THEOREM. If H is a closed subgroup of G, then the restriction 
functor from the category of left G-modules to the category of left 
H-modules has a right adjoint, unique up to natural equivalence, which 
is given by 
VG = [Hom,(L(G), V&. 
Proof. We apply Theorem 3.20 with A = L(G), B = L(H), 
2 = L(G) viewed as a left L(H)-module and right L(G)-module, and 
with X = IV, Y = V, G- and H-modules, respectively. Then we 
obtain 
HomL(,) s Homm) (W Homm (L(G), V>. 
Now W is an essential L(G)- module, so L(G) oLcG) W s W by 
Theorem 4.4, and also Horn,(,) (L(G), I’) can be replaced by its 
essential part. Finally, if we apply Theorems 3.14 and 3.18 we obtain 
HomH ( WH , V) G HomG (W, [Homd4% Vie> 
as desired. The proof of uniqueness is the same as the proof of 
Theorem 4.8. 
6.2. DEFINITION. We will call VG the coadjoint induced module 
obtained by inducing V from H to G. 
The proof of the theorem on induction in stages for coadjoint 
induced modules is entirely analogous to the proof of Theorem 4.9. 
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6.3. THEOREM. Let H be a closed subgroup of G, and let K be a 
closed subgroup of H. Then 
for every K-module V, the isomorphism being natural and isometric. 
In Section 9 we will give a representation of VG as a space of 
V-valued functions on G similar to that described in Theorem 5.3. 
The results of this section can be generalized to abstract Banach 
algebras, for example by assuming that B is a subalgebra of one of the 
centralizer algebras [12] of A satisfying suitable hypotheses, but the 
hypotheses which are needed are somewhat cumbersome. 
7. NONOPEN SUBGROUPS-THE NONEXISTENCE OF A LEFT ADJOINT 
Let H be a closed subgroup of G which is not open in G. If we try 
to imitate the proof of the existence of a left adjoint given for Theorem 
4.6, we see that it fails, because the essential part of Hom,(,, (L(G), w) 
when it is viewed as an L(H)-module need not coincide with W. For 
example, if G is not discrete, if H = {e}, where e is the identity element 
of G, and if W = L(G), then Hom,(,, (L(G), L(G)) = M(G) (as 
mentioned just before Theorem 4.5) and M(G) is an essential L(H)- 
module. We show that in fact no left adjoint exists. 
7.1. THEOREM. Let G be a locally compact group and let H be a 
closed subgroup of G which is not open in G. Then the restriction functor 
from left G-modules to left H-modules has no left adjoint (even in the 
weak sense in which we do not require the natural equivalence of 4.2 
to be linear or continuous, much less isometric). 
Proof. We assume that a left adjoint exists, and show that this 
assumption leads to a contradiction. If a left adjoint exists, then 
in particular there corresponds to the left H-module L(H) a left 
G-module, P, such that there is a natural equivalence, I, of functors 
HomG (P, w) E Hom,(L(H), w,). 
(That is, the functor W+ Horn, (L(H), W,) is represented by P 
[28]). Initially we assume only that I( JV) is a bijection of sets for each 
W, but not that I(w) is linear or continuous. However, arguing as 
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in [18, Theorem 7.11, the fact that I is natural means that for any 
T E Horn, (P, L(G)) the following diagram is commutative 
Home (P, P) ‘g’ HomH(L(H), PH) 
T* I T* 
Home (P, L(G)) ‘?g)) Horn, (L(H), L(G)& 
where T, denotes the operation of composing on the left with T. Let 
ZP denote the identity map of P onto itself and let E = I(P) (Z,). 
Then in particular, the commutativity of the above diagram implies 
that I&(G)) (T) = T o E for every T E Horn, (P, L(G)). Since E 
is a continuous operator, it now becomes clear that I&(G)) is linear 
and continuous. But 1(,5(G)) is a bijection, and so by the interior 
mapping theorem [fl the inverse of I&(G)) is also continuous. 
Now let m EL(H) with m # 0, and let p = E(m). Let {ii} be an 
approximate identity in L(G). Since P is a G-module, P is an essential 
L( G)-module, and SO ijp -+p. But we now show that this is impossible, 
in fact that 
(7.2) 
for all f EL(G). Let f EL(G) and E > 0 be given. Since H is not open 
in G, H is a locally null set with respect to Haar measure on G, and 
so m andfm are mutually singular. Thus 11 m - fm 11 = 11 m 11 + 11 fm 11. 
Now Wendel [22] h s owed that the norm of an element in M(G) 
is the same as the operator norm of that element when it is viewed 
as an operator of left convolution on L(G). Thus we can find g EL(G), 
IIg 11 = 1, such that 
II (m - fm) g II > II m II + llfm II - E. 
Define F E Hom,(L(H),L(G)) by F(n) = ng for all 71 EL(H). 
It is clear that 1) F 1) = j/g 11 = 1, since L(G) is essential as an 
L(H)-module (use [IO], Theorem 20.15). Let T = (I(L(G)))-l (F), so 
that F = T o E, and 
Then 
II E II-’ < II T II < II VW(GW II . 
II WJ -.@I II = II KW4 - fWN> II 
= II Wm) -flew II = IIW4 -P(m) II 
= II mg -fmg II > II m II + II mf II - 6, 
and 7.2 follows immediately. Thus no left adjoint can exist. 
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We remark that if we are willing to admit certain L(G)-modules 
which are not essential, and so do not come from representations of G, 
then we can arrange matters so that the “restriction” functor does 
have a left adjoint. To be specific, let A = L(G) @L(H) and let 
B = L(H). Th en A is a Banach algebra with the norm from M(G), 
and B is a subalgebra of A which contains an approximate identity for 
A [IO, Theorem 20.151 so that Theorem 4.6 is applicable. Thus the 
restriction functor from the category of L(G) @L(H)-modules which 
are essential as L(H)-modules to the category of essential L(H)-modu- 
les has a left adjoint. This left adjoint is given by 
V+W(G)OW)) 0 V, 
L(H) 
which, by Proposition 2.9, Theorem 4.4, and Theorem 3.14, is the 
same as 
V+(G)? V)@V. 
In particular, it is easily seen that 
for any G-module W. Now the action of L(G) on the subspace V of 
(L(G) OH V) @ V is given by 
fw =f@o EL(G) @ V, MEL, w E v, 
H 
so that (L(G) an V) @ Y is not an essential L(G)-module. But its 
essential part is exactly L(G) OH V. This indicates that although the 
restriction functor has no left adjoint, the functor V-+L(G) aEI V 
may still be of interest. We will find much more compelling evidence 
of this in the next section. 
8. QUASI-ADJOINT INDUCED MODULES INDUCED FROM 
NONOPEN SUBGROUPS 
We saw in the last section that if H is not open in G then the relation 
s Horn, (V, W,) (8.1) 
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does not hold for all G-modules W and H-modules V. However the 
results of C. C. Moore [20] suggest that there are many G-modules W 
for which 8.1 does hold for all H-modules V. We show in this section 
that this is in fact the case. 
For convenience in discussing this situation we make the following 
8.2. DEFINITION. If H is a closed subgroup of G, then a left 
G-module W will be called H-corepresenting if relation 8.1 holds for 
all H-modules V (for then the functor V-t Horn, (L(G) QH V, w) 
is corepresented [18] by W,). We will say that a G-module W is 
completely corepresenting if it is H-corepresenting for all closed sub- 
groups H of G. 
For example, we have seen in Section 5 that if His open then every 
G-module is H-corepresenting. In particular, if G is discrete, then 
every G-module is completely corepresenting. 
If we apply Theorem 3.20 in the same way as was done in the proof 
of Theorem 4.6, we obtain 
HomG L(G) 0 K 
( 
W 1 GX HomH (K [(HomG W(G), Whd). V-3) H 
In analogy with Theorem 4.5, W, can be viewed as an L(H)-sub- 
module of [(Horn, (L(G), N’)L(H)]e , by letting correspond to each 
w E W the operator T, defined by T,(f) = fw. This leads us to the 
following criteria 
8.4. PROPOSITION. The G-module W is H-corepresenting if and 
only if 
WH = [(HomG W(G), W>~I& - (8.5) 
Proof. If W, is H-corepresenting, and if we let V = L(H) in 
8.1 and 8.3, then we see that the injection of Horn,@(H), W,) into 
HomH (WJ), [(H-G (L(G), WhtmlJ 
must be surjective, which implies 8.5. The other direction is obvious. 
8.6. PROPOSITION. The G-module W is completely corepresenting 
if and only if 
Homo(L(G), W) = W. 
Proof. If W is completely corepresenting, then in particular it 
must be H-corepresenting when H = {e}. But for this choice of H 
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any L(H)-module is essential, and the result follows from Proposition 
8.4. The other direction is obvious. 
The results of C. C. Moore [20] suggest that G-modules that are 
reflexive as Banach spaces will be completely corepresenting. The 
next series of results shows that this is in fact the case. 
8.7. PROPOSITION. Let A be a Banach algebra with approximate 
identity, and let W be an A-module. If the A-module W* is essential, 
then so is W. 
Proof. If W is not essential then by the Hahn-Banach theorem 
there is a w* E W*, w* # 0, such that w* annihilates W, . Then for 
anyagA, WE W, 
(w, aw*) = (aw, w*> = 0, 
and so aw* = 0 for all a E A. Thus W* is not essential, 
8.8. COROLLARY. Let A be a Banach algebra with approximate 
identity, and let W be an essential A-module. If W is reflexive as a 
Banach space, then 
WC= w* 
Proof. ( W*)* is an essential A-module. 
8.9. THEOREM. Let A be a Banach algebra with approximate 
identity, and let W be an essential left A-module. Then there is a natural 
isometric right A-module isomorphism 
Horn, (A, WC) E W*. 
Proof. Given z E W* define T, E Horn, (A, WC) by T,(a) = xa. 
It is clear that 11 T, 11 < 11 z 11 . Conversely, given E > 0, choose 
w E w, II w II = 1, such that / (w, z) / > ]I z II - E. Then for some i 
in an approximate identity for A we have 
sothatIIxiI(>IIs((--,andI(T,((>,((zII.Thusthemapz~T, 
is an isometry of W* into Horn, (A, WC). It is clearly an A-module 
homomorphism. It remains to show that the map is onto. Let 
T E Horn, (A, WC), and let {ij} be an approximate identity for A. 
Then (T(Q) is a bounded net in W*, and so has a subnet, still denoted 
by {Vj)>, h h w ic converges in the weak-* topology to a point .z E W*. 
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The action of A on W* is continuous in the weak-* topology, and so, 
if limits are taken in the weak-* topology, we have 
T(a) = lim T(+z) = lim T(i,) a = za, 
for all a E A. Thus T = T, . 
8.10. COROLLARY. If A is a Banach algebra with approximate 
identity, and if W is an essential A-module which is reflexive as a Banach 
space, then 
Horn, (A, W) E W. 
Proof. Apply Theorem 8.9 to W*, and use Corollary 8.8 twice. 
8.11. COROLLARY. If W is a G-module which is reflexive as a Banach 
space, then W is completely corepresenting. 
This result indicates that there are many G-modules W for which 
relation 8.1 holds. In view of this fact we consider it appropriate to 
make 
8.12. DEFINITION. We will denote L(G) OH V by GV and call it 
the quasi-adjoint induced module obtained by inducing V from H to G. 
Then, of course, we have 
HomG (“V, W) E Horn, (V, WH) 
for every H-corepresenting G-module W, and every H-module V. 
We remark that in spite of Corollary 8.11 it is not particularly 
helpful to restrict attention to categories of reflexive modules, since 
it is not difficult to show that GV will never be reflexive if G/H is not 
finite. 
Before continuing the discussion of corepresenting modules, we 
first examine some of the properties of GV. 
The proof of the theorem on induction in stages for quasi-adjoint 
induced modules is entirely analogous to the proof of Theorem 4.9. 
8.13. THEOREM. Let H be a closed subgroup of G and let K be a 
closed subgroup of H. Then 
GVG Gw) 
for every K-module V, the isomorphism being natural and isometric. 
The analog of Proposition 4.10 also holds. 
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8.14. PROPOSITION. IfH is a closed subgroup of G, then 
(GV)C s (VC)G. 
If V is reflexive then the coadjoint and quasi-adjoint induced 
modules are even more closely related by the contragradient. Specific- 
ally, 
8.15. PROPOSITION. If H is a closed subgroup of G and if V is a 
reflexive H-module, then 
VG gg (G( V”))” . 
Proof. Since V is reflexive, Vc = V*. Then 
VG = (( -vc)c)G = (“( VC)) 
by Proposition 8.14. 
This result perhaps explains why the distinction between left 
adjoints and right adjoints is usually obscured in the theory of repre- 
sentations of finite groups. 
We can use Proposition 8.14 to prove the analog of Kleppner’s 
version ([13], Th eorem 3) of Moore’s main theorem [20] but without 
any separability hypotheses. To do this we must change slightly the 
definition of contragradient. If W is a left module over G or H, with 
contragradient WC, so that WC is a right module, we use the involution 
x -+ x-i in the group to change WC to a left module, FV”, which is the 
contragradient as usually defined in the theory of group representa- 
tions ([4], p. 113). It is then easily seen, as a consequence of Proposi- 
tion 8.14, that (GV)’ E ( V”)G f or any H-module V. Letting B denote 
the space of intertwining forms defined by Kleppner [13], we have 
8.16. THEOREM. Let H be a closed subgroup of G. Then 
fqGV, W)r qv, WiY) 
for all H-modules V and G-modules W. 
Proof. 
&GV, w) c HOmc (w, (“v)“) G HOmc (w, (V”)‘) 
- Horn, (W, , V”) z B( V, W,). = 
Kleppner’s version of the Osima reciprocity theorem then follows 
exactly as in [13]. 
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It is perhaps worth remarking that although the restriction functor 
is not a right adjoint for the functor V + GV, nevertheless the functor 
V-+ GV does have a right adjoint, namely the functor 
w-+ [(HO% (L(G)> w)bcd 
as is seen immediately from 8.3. 
In Section 10 we will give a representation of GV as a space of 
V-valued locally integrable functions on G. 
We now return to the discussion of corepresenting G-modules. 
In [2O], Moore comments that his construction works if W is the dual 
of a Banach space and W is itself separable. This leads us to ask, in 
analogy with Corollary 8.10, 
8.17. QUESTION. If A is a Banach algebra with a bounded approxi- 
mate identity, and if W is an essential A-module which is the dual 
of a Banach space, then does it follow that 
Horn, (A, W) = W? 
We have not been able to answer this question in general. If for 
each a E A the action of a on W is weak-* continuous, then one can 
argue essentially as in Theorem 8.9 to obtain 
8.18. PROPOSITION. If A is a Banach algebra with bounded approx- 
imate identity and if W is an essential A-module such that the action of 
A on W is weak-* continuous, then 
Horn, (A, W) = W. 
If the action of A on W is not assumed weak-* continuous, then 
we have been able to answer Question 8.17 only in exactly the case 
treated by Moore, namely when A = L(G), W is the dual of a Banach 
space, and W is itself separable. The crux of the matter is that after 
the Dunford-Pettis theorem is applied, as suggested by [20], we can 
use the fact that, since W is separable, weak-* measurable functions 
are in fact Bochner measurable (this remark seems to be the only 
way to justify the third equation on p. 362 of [20]). Thus 
8.19. THEOREM. If W is a G-module, if W is the dual of a Banach 
space, and if W is itself separable, then 
HOmG(L(G), w) = w. 
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Proof. Let IV, be a Banach space of which W is the dual, and let 
G,, be an open u-compact subgroup of G, so that G, , with left Haar 
measure CL, is a totally a-finite measure space. Of course L(G,,) is a 
subalgebra of L(G). 
Let T E Horn, (L(G), IV). Until the end of the proof we consider 
T to be restricted to L(G,,), so that T E Homco (L(G,,), IV). Then by 
the Dunford-Pettis theorem [7, p. 5031 there is an essentially bounded 
W-valued function, F, on G, such that (IV, , F(e)) is bounded and 
p-measurable for each w, E W, , and 
for each f EL(G,,), w* E W, . Since W is separable, the proof of [II, 
Theorem 3.5.31 can be adapted directly to show that in fact F is 
Bochner measurable. Then 
for f EL(G,,). 
Since T(yf) = y( T( f )) for each y E G, , f EL(G,,), we have 
for each f EL(G,,), y E Go . Thus for each y E G,, we have 
Let 
F(p) = y(F(x)) a.e. x. 
Q = {(x, Y) E Go x Go : WP) # Y(W)). 
Since F is Bochner measurable and G, is totally o-finite it is easily 
seen that Q is measurable. Then Fubini’s theorem is applicable, and 
so pxp(Q) = 0. Th en, again by Fubini’s theorem, there is an 
x0 E G,, such that 
If we let w = x;l(F(x,)), then F(y) = yw a.e. y. Thus for every 
f EL(GO) 
T(f) = J T(Y) df(Y) = J YW df(Y) = fw* 
Since every element of L(G) is an 11 sum of translates of elements of 
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L(G,), it follows that T(f) = fw for all f E L(G), so that T = T, as 
desired. 
As a result of Proposition 8.18 and Theorem 8.19 we have 
8.20. COROLLARY. Let W be a G-module which is the dual of a 
Banach space. Then W is completely corepresenting if the action of G on 
W is weak-* continuous, or if W is separable. 
Finally, we remark that if A is a Banach algebra with bounded 
approximate identity and if W is any essential A-module, then, by 
techniques similar to those in [19] and [23], it is possible to show that 
Horn, (A, W) C (WC)*. 
9. THE REPRESENTATION OF COADJOINT INDUCED MODULES 
AS FUNCTION SPACES 
Let H be a closed subgroup of G, and let Y be a left H-module. In 
this section we show how to represent VG as a space of V-valued 
functions on G similar to the spaces of functions which have tradition- 
ally been used in defining induced representations of locally compact 
groups. 
9.1. DEFINITION. Let P(G, V) denote the G-module consisting 
of all bounded left uniformly continuous V-valued functions, F, on G, 
with the uniform norm, and with the action of G given by 
(99 (4 = wv)~ 
Then Cg(G, V) will denote the submodule of P(G, V) consisting 
of those functions F which satisfy 
F(m) = s(F(x)) 
for all s E H, x E G. 
9.2. THEOREM. With L(G) viewed as a right G-module, there is a 
natural isometric G-module isomorphism 
[Horn (L(G), V>lc cz CzU(G, V), 
under which the operator TF , corresponding to F E C’u(G, V), is deJined 
bY 
T&f> = @4 df(4, f EL(G). 
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This isomorphism restricts to a G-module isomorphism 
VG = [Hom,(L(G), V)le s Cz(G, V) 
(here L(G) is also being viewed as a left H-module). 
Proof. We recall that F is left uniformly continuous if for any 
E > 0 there is a neighborhood 0 of e such that if x-ly E 0 then 
11 F(x) - F(y) 11 < E. It follows immediately that the action of G on 
CrU(G, V) is strongly continuous. In particular, CrU(G, V) is an essen- 
tial L(G)-module. 
It is clear that the map F -+ TF is an isometry of @(G, v) into 
Hom(L(G), V). W e s ow first that this map is an L(G)-module h 
homomorphism. Let f, g E L(G) be given. Then 
so that TtF = fTF as desired. Since C”“(G, I’) is an essential L(G)- 
module, it follows from Proposition 3.7 that TF E [Horn (L(G), v)], . 
We show next that every element of [Horn (L(G), V)], is of the 
form TF for some F E C%(G, V’). Let T E [Horn (L(G), V)le be given. 
For any f E L(G) the function x --+ xf is left uniformly continuous, 
and so x + T(xf) is also. Let {ii} be an approximate identity for 
L(G), and let Fi E CrU(G, V) be defined for each j by Fj(x) = T(xi,). 
We show that, because T is assumed to be in the essential part of 
Horn (L(G), V), the Fj form a Cauchy net in @(G, I’). Let E > 0 
be given, and choose g EL(G) such that ]I T - gT 11 < 43. Choose 
j0 such that ifj, k > j, then I] i,g - ikg II < e/3 11 T 11 . Then a routine 
calculation verifies that if j, K > j, then II F,(x) - Fk(x) ]I < E for all 
x E G. Thus {Fi} converges uniformly to an element F E Czu(G, v). 
Then, for any f EL(G), 
h(f) = j W M.9 = lim 1 Q4 Hx) 
= lim I T(xi,) G!!(X) = lim T (s xij d!(x)) 
= lim T( fij) = T(f), 
so that T = TF as desired. 
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Suppose now that F E Ck(G, V). Then, for f EL(G) and s E H, 
Thus TF E [Horn, (L(G), I’)], . C onversely, if TF E [Horn, (L(G), V)le 
for F E P(G, I’), then T,(g) = s( TJf)), and so 
for all s E H and MEL. S ince F is continuous, it follows that 
F(sx) = s(F(x)) f or all s E H and x E G, so that F E CE(G, v). 
We remark that there is no difficulty in verifying directly the adjoint- 
ness relation 
Homo (IV, Cz(G, I’)) s HomH (W,, I’) P-3) 
for any G-module IV and H-module I’. Given T E Horn, ( W, , V), 
define T’ E Horn, (W, C&(G, v) by T’(w) (x) = T(w). Conversely, 
given 
T’ E Homo (IV, C$(G, I’)) 
define T E Horn, ( W, , V) by T(w) = T’(w) (e), where e is the iden- 
tity element of G. 
If G is a compact group, then every continuous function on G is 
left uniformly continuous, so that CE(G, I’) is just the space of 
continuous V-valued functions F on G satisfying F(m) = s(F(x)). This 
definition of induced representation for compact groups has been 
used by J. M. G. Fell in unpublished notes, of which he kindly 
gave us a copy. But we have not seen an adjointness relation such as 
9.3 mentioned in these notes. 
We remark that the transformation x + x-i in G induces a 
G-module isomorphism of Cg(G, I’) onto CE(G, v), the space 
of right uniformly continuous V-valued functions satisfying 
F(m) = s-l(F(x)) f or s E H and x E G, with the action of G given by 
W) w = FWW 
The right-hand version of Theorem 9.2 can be used to give a 
description of (“I’) which we will find useful in the next section. 
For this reason we now state the right-hand version of Theorem 9.2. 
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9.4. THEOREM. Let V be a right H-module. Then there is a natural 
isometric G-module isomorphism of VG with the right G-module 
CP,(G, V), the space of all right un;formly continuous V-valued func- 
tions F on G which satisfy F(xs) = s(F(x)), with the action of 
G given by (xF) (y) = F(xy). Under this isomorphism the operator 
TF E [Horn, (L(G), V)l, (wheel is now viewed as a right H-module 
and left G-module) which corresponds to F E C&(G, V) is dejned for 
f EL(G) b 
TF(f> = / w4 w4. 
Using this result and Proposition 8.14 we obtain 
9.5. THEOREM. Let V be a Ieft H-module. Then there is a natural 
isometric right G-module isomorphism, 
(GV)c= C:(G, V’), 
under which the linear functional qF on G V = L(G) OH V which corre- 
sponds to F E Cg(G, VC) is defined on elements of the form ci”=l fj Q vi 
bY 
9.6. COROLLARY. 
(L(G)? + c,(G, v*). 
10. THE REPRESENTATION OF QUASI-ADJOINT INDUCED MODULES 
AS FUNCTION SPACES 
Let H be a closed subgroup of G, and let V be a left H-module. In 
this section we show how to represent GV as a space of V-valued 
locally integrable functions on G similar to the spaces of functions 
which were first introduced by Mackey [14] and have been used in 
defining induced representations for locally compact groups in all 
subsequent works on the subject. The space of functions we obtain 
is especially similar to that used by Kleppner [13] in his sequel to the 
work of Moore [20]. 
In our discussion we will use extensively Bourbaki’s exposition [3] 
of the theory of measures on homogeneous spaces. For this reason 
we adhere quite closely to the notation and terminology used in [3]. 
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One exception is that we will use the term “measurable” to mean 
Bochner (strongly) measurable, and “locally measurable” to mean 
measurable in Bourbaki’s sense. 
Let p and j3 be left Haar measures on G and H respectively. Then 
Ll(G, V) will denote the space of V-valued Bochner p-integrable 
functions on G. Let A and 6 denote the modular functions on G and H. 
As in [3, Theorem 2a], p. 56, we let p be a continuous everywhere 
strictly positive function on G such that p(xs) = (S(s)/O(s)) p(x) for 
all x E G and s E H, so that there is a quasi-invariant measure, A, on 
G/H having the following properties 
10.1. PROPOSITION. If g is a nonnegative ~-measurable function 
(or Bochner p-integrable function with values in some Banach space), 
then there is a X-null set N C G/H such that (d(s)/S(s))g(xs) is/3-meas- 
urable (/Sintegrable) for every x E G such that 2 .$ N. Furthermore, 
the function 
PW’ j, -&w 4% 
dejinedfor 4 $ N, is constant on left cosets of H, and, viewed as a function 
on G/H, is h-measurable (X-integrable), Finally, 
(the integrals possibly having value + CO in the measurable case). 
Proof. Let g’ = g/p so that g’ EL~(G, V, pp). Then Proposition 5 
on p. 47 and the comments after Theorem 2 on p. 57 of [3] yield 
the above statements if it is noticed that 
We now define the space of functions which we will show is iso- 
morphic to GV. 
10.2 DEFINITION. L&G, V) will denote the G-module of all 
(equivalence classes of) locally Bochner p-integrable V-valued func- 
tions, F, on G which satisfy 
(a) There is a X-null set N C G/H (depending on F) such that if 
2 $ N then 
w -1 
FC-4 = d(r)r w9) 
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for all I E H. (In particular, the function p(x)” 11 F(x) I] is constant 
on left cosets of H for i 4 N.) 
(b) The function p(x)-’ ]I F(x) 11, viewed as a function on G/H, 
is X-measurable, and 
is finite. 
The action of G is given by 
We will, of course, have to show that L&G, V) is a Banach space 
(Lemma 10.9) and that the action of G is well-defined, isometric, 
and strongly continuous (Lemma 10.10). 
10.3 LEMMA. The action of G on L,(G, V) is well-dejined and 
isometric. 
Proof. Let F E LH( G, V) and let y E G. Let N be the X-null set of 
Definition 10.2 for F. Then yN is also a X-null set, since h is quasi- 
invariant, and it is easily verified that yF satisfies property (a) of 
Definition 10.2 with A? 6 ylv, and that p(x)-’ 11 yF(x) 11 is X-measurable. 
Finally, 
IIYF II = 1 P(X)-’ IMY-W II ~(9, GIH 
which by [3, Theorem 2(c), p. 561 
= 
s PW IIF@) II W4 = IIF II - GIH 
The main result of this section is that L(G) OR V is isometrically 
G-module isomorphic with L&G, V). Now L(G) OH V is defined as 
the quotient of L(G) 0, V by the closed subspace K spanned by 
elements of the form fs @ v - f @ sv, f EL(G), s E H, o E V. For 
the rest of this section we will view L(G) as the space of complex- 
valued p-integrable functions on G. Then it is easily seen that the 
action of H on the right on L(G) is given by 
Us) (4 = 4-‘)f(xs-1), SEH, x E G, 
and the action of G on the left is given by 
(rf) (4 =f&-w> x,y~G. 
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Now Grothendieck has shown ([8], p. 59) that L(G) @,, V is naturally 
isometrically isomorphic with Ll(G, V). Under this isomorphism an 
element of the form f @ e, is carried to the function x -+f (x) v. 
Throughout this section we will use this isomorphism to identify 
L(G) 0, V withLl(G, V). Then the action of G on the left onLi(G, V) 
is given by 
(yd (4 = g(y-W, g EL’(G, VI, x,y~G, 
and K is identified with the closed subspace of Ll(G, V) spanned by 
functions of the form 
x -+ Ll(s-l)f(xs-1) v -f(x) m, SEH, MEL, v E V. 
It is clear that K is a G-submodule of Ll(G, v). 
We can now state the principal result of this section. 
10.4. THEOREM. For any g EL~(G, V) de$ne vrg on G by 
Then rg is defined locally a.e., and rg E L,(G, V). Furthermore, ?T 
is a G-module homomorphism of Ll(G, V) onto L,(G, V). Finally, the 
kernel of rr is exactly K and the norm on L,(G, V) is the quotient norm. 
Thus L,(G, V) is isometrically G-module-isomorphic with L(G) BH V. 
(In particular L&G, V) is a Banach space and the action of G on 
L,(G, V) is strongly continuous.) 
We remark that maps similar to n have been mentioned in most 
earlier works on induced representations (though defined only on 
C,(G, V), the continuous functions of compact support) beginning 
with Mackey [16, Lemma 3.11 and continuing, for example, with 
[4, Prop. 4.11, [13, p. 1671, and [I, p. 821, the main purpose being 
to show that there are sufficiently many functions in L&G, I’). There 
have been occasional allusions to tensor products, but we have not 
seen the connection with tensor products made precise in any previous 
works. 
10.5. LEMMA. If g EL~(G, V) then rg is defined locally a.e. and is 
in L,(G, V). Furthermore, I/ rg II < 11 g II , and ?r(yg) = y(rg) fm all 
y E G. 
Proof. By Proposition 10.1 there is a X-null set N such that if 
ji .$ N then (d(s)/6(s))g(xs) is p-integrable. By [2, Theorem 1, p. 1851, 
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it follows that (A(s)/~(s)) s(g(xs)) is /3-measurable, and so, since V 
is isometric, is p-integrable, for i 4 N. Thus rig(x) is defined for 
A? $ N. But by [3, Proposition 6, p. 471, the set of x such that 2 $ N 
is a locally p-null set. Thus rg(x) is defined locally a.e. 
We do not seem to be able to conclude from the above considera- 
tions that rg(x) is locally measurable. Instead we arrange matters so 
that we can apply Fubini’s theorem. Consider the measure p x j3 
on G x H. The map G x H + G given by (x, s) --+ xs is easily seen 
to have the property that the preimage of any p-null set in G is a locally 
p x /3-null set in G x H. Since g is measurable on G it follows that 
g(xs) is locally measurable on G x H. Then ([2], Theorem 1, p. 185) 
the function k defined by 
k(x, s) = $# s(g(xs)) s 
is locally p x p-measurable on G x H. Let S be a u-compact subset 
of G containing the support of g, and let C be any compact subset of G. 
Then the support of g(x) jCXH , and so of k lCXH, is contained in the 
u-compact set C x (C-9 n H), and thus k is measurable on C x H, 
and not just locally measurable. We show now that k is in fact p x /3- 
integrable on C x H. It suffices to show that )/ k(x, s) 11 is p x /I- 
integrable on C x H. But 
since V is isometric. By the Fubini-Tonelli theorem it suffices to 
show that the iterated integral 
(10.6) 
is finite. Now II g(e) 11 is p-integrable, and so by Proposition 10.1, the 
function 
(10.7) 
defined for 3i $ N, is h-integrable when viewed as a function on G/H. 
Then by [3, Proposition 7(c), p. 471 the function 10.7 is locally pp- 
integrable when viewed as a function on G. Thus 
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is locally p-integrable on G. In particular, 10.6 is finite, and K is 
p x p-integrable on C x H. By Fubini’s theorem it follows that 
which is defined for D $ N, is p-integrable on C. Since C is an arbitrary 
compact set in G, it follows that ng is locally p-integrable, as desired. 
We now show that rrg EL~(G, V). To begin with, if i .$ N, then 
q(xr) is defined for all r E H, and 
so that mg satisfies property (a) of Definition 10.2. 
In particular p(x)-’ j\ rig(x) 11 is constant on cosets for f .$ N, and is 
locally pp-integrable. Then by [3, Proposition 6(c), p. 471 
p(x)-’ I] rg(x) j] is locally X-integrable when viewed as a function on 
G/H, and in particular is locally X-measurable. But let S be a u-com- 
pact subset of G which contains the support of g, and let S’ be the 
projection of S into G/H, so that S’ is a u-compact subset of G/H. 
Then it is easily verified that S’ contains the support of p(x)-’ ]I z-g(x) 11, 
and so PW’ II v(x) II is in fact h-measurable. 
We now show that p(x)-l I/ rrg(x) I/ is h-integrable. Using facts about 
(4WW II gW II h h w ic were derived in the first part of the proof, 
we have 
Thus II rg I] is finite and ?rg E L,(G, V) as desired. Also we see that 
II v II < II g II . 
Finally, we show that n is a G-module homomorphism. Let y E G 
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be given. It is easily seen that r(yg) (x) is defined for f 4 yN. Then for 
3i 4 (N u yN) we have 
= T(Y-lx) = (Y(d) (4. 
10.8. LEMMA. The kernel of r is K. 
Proof. We show first that the kernel of in contains K. Let f EL(G), 
w E V and I E H be given. Let N be a h-null subset of G/H such that 
r( f @ TV) (x) is defined for ~2 4 N. Then, for A? $ N, 
= I Hg+xs7-l) s(v) q-1) f@(s) 
= 
s 
Ijl g s(Ll(Y-l)f(xsrl) ?I) d/?(s) = n( fY @ w) (X)' 
Thus r( f @ IV - fr @ V) = 0. Since 7r is continuous and clearly 
linear, it follows that the kernel of rr contains K. 
We now show that the kernel of T is exactly K. If the kernel of rr 
were properly larger than K, then we could find g E L1( G, V) such that 
rg = 0 but g $ K. By the Hahn-Banach theorem there is a linear 
functional, q, on L(G) By V which annihilates K, but such that 
(g, q) # 0. Since L(G) 0, V is an essential L(G)-module there is an 
i EL(G) such that (ig, p) # 0. But (ig, q) = (g, iq) and iq also 
annihilates K, since K is invariant under L(G). Thus we can assume 
that q is in the essential part of (L(G) @., V)*, that is, in (L(G) @,, v) 
(in general, WC is weak-* dense in W* for any G-module w). By 
Corollary 9.6 there is an element, F, of C,,(G, V*) such that 
for all h EL~(G, V). Now q annihilates K, and so, by Theorem 9.5, 
or by a short direct argument, F E C&(G, Vc). Thus 
m4 = +w), SEH, x E G. 
Then, applying Proposition 10.1 to the integrable function 
<g(x), F(x)), and noting that 
<gW,~W) = G?w, @(4)) = <$&ww), 
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we obtain 
(g, 9) = J, <&)?w) 444 
since ?rg = 0. This contradicts the assumption that (g, q) # 0, and 
so the kernel of 7~ is exactly K. 
10.9. LEMMA. The homomorphism r is surjective, and the norm 
on L,(G, V) is the quotient norm of (L(G) @,, V)/K (so that L,(G, V) 
k complete). 
Proof. The proof is similar to the proof of Kleppner’s Lemma I 
[13] in that we produce an isometric linear cross-section, p, for n. 
However, we avoid assuming the existence of a Bore1 cross-section 
from G/H into G by using the approximate cross-sections first intro- 
duced by Bruhat [4]. (The p roof of Kleppner’s Lemma 1 can be 
simplified in the same way.) 
Specifically, following Bruhat ([4J, p. 103; see also [3], Proposition 8, 
p. 51) we choose a nonnegative bounded continuous function, b, on 
G whose support has compact intersection with the saturant, CH, of 
any compact subset C of G, and such that 
f 
b(m) d/3(s) = 1 
B 
for all x E G. For each F E L,(G, V) we define p(F) by 
Since F is locally p-measurable, so is p(F). Now p(x)-’ 11 F(x) 11 is 
h-measurable on G/H, so there is a u-compact subset, S, of G/H 
which contains the support of p(x)-’ 11 F(x) 11 . The preimage of S in G 
contains the support of F. But, since S is u-compact, the preimage of 
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S in G is the countable union of saturants of compact subsets of G. 
Since the support of b meets each such saturant in a compact set, it is 
clear that the support of p(F) is contained in a u-compact subset of G, 
and sop(F) is in fact p-measurable. We now show that p(F) E L1(G, v), 
and that 11 p(F) 1) = 11 F 11 . Applying Proposition 10. I and noting that 
we obtain 
Since 11 F 11 is finite, we see that p(F) EL~(G, I’), and that p is an 
isometry. 
We show next that p is a cross-section for n, that is, that 
(7 o p) (F) = F for any F E&(G, V). But 
=F(x) jHb(xs)#?(s) =I+) 
for all x not in the exceptional null set for F. 
It follows in particular that r is surjective. We now show that 
L,(G, F’) has the quotient norm. The quotient norm, 11 llQ, is defined 
bY 
11 F Ils = inf {II p(F) + K (/ : k E K}. 
In particular, 11 F lip < 11 p(F) I/ = 11 F 11 . But 
IIPW + JZ II 2 II ~IJ(F) + 4 II = IIF II 9 
so that 11 F lip. > 11 F 11 . Thus 11 F lip = 11 F 11 as desired. 
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Since the quotient of a Banach space is a Banach space, it follows 
that L,(G, V) is a Banach space. 
All that remains to be shown is that 
10.10. LEMMA. The action of G on L,(G, V) is strongly continuous. 
Proof. The proof is the same as the proof of the corresponding 
result in Lemma 2 of [13]. G iven F E La( G, V), choose g E L1( G, v) 
such that ng = F. Then for x, y E G we have 
II xIJ -9 II = II e-d -Y(T) II 
= II +x -XT) II < II xg - Y8 II * 
Since the action of G on L1(G, V) is strongly continuous, the result 
follows from this inequality. 
This concludes the proof of Theorem 10.4. 
From Theorem 9.5 it follows that the essential part of the dual of 
L,(G, V) is Cg(G, P). W e remark here that Bruhat’s function, b, 
used in Lemma 10.9, affords a convenient implementation of the 
duality between L,(G, V) and CE(G, Ye). To be specific, if 
F E LH( G, V) and F’ E Cg( G, Vc), then (F, F’) can be computed as 
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