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The 92Mo(α, n)95Ru, 94Mo(α, n)97Ru, and 112Sn(α, γ)116Te cross sections were measured at the
upper end of the p-process Gamow window between 8.2 MeV and 11.1 MeV. Our results are slightly
lower than global Hauser-Feshbach calculations from the code NON-SMOKER, but still within
the uncertainty of the prediction. The 112Sn(α, γ)116Te cross section agrees well with a recently
measured thick-target cross section in the same energy range. For the 92,94Mo(α, n) reactions the
present data close to the reaction thresholds could eliminate previous uncertainties within a factor
of 20, and we can present now useful comparisons to statistical model calculations with different
optical potentials.
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I. INTRODUCTION
A “p process” was postulated to produce 35 stable but
rare isotopes between 74Se and 196Hg on the proton-rich
side of the valley of stability. Unlike the remaining 99%
of the heavy elements beyond iron these isotopes can-
not be created by (slow or rapid) neutron captures [1],
and their solar and isotopic abundances are 1-2 orders
of magnitude lower than the respective s- and r-process
nuclei [2, 3]. However, so far it seems to be impossi-
ble to reproduce the solar abundances of all p isotopes
by one single process. In current understanding, several
(independently operating) processes seem to contribute.
The largest fraction of p isotopes is created in the “γ
process” by sequences of photodissociations and β+ de-
cays [4, 5, 6, 7]. This occurs in explosive O/Ne burning
during SNII explosions and reproduces the solar abun-
dances for the bulk of p isotopes within a factor of ≈3
[6, 8]. The SN shock wave induces temperatures of 2-3
GK in the outer (C, Ne, O) layers, sufficient for trig-
gering the required photodisintegrations. More massive
stellar models (M≥20 M⊙) seem to reach the required
temperatures for efficient photodisintegration already at
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the end of hydrostatic O/Ne burning [9]. Historically, the
p process was thought to proceed via proton captures but
today they are found to play no role since the required
amount of free protons is not available in the Ne and O
layers within the p-process timescale of a few seconds and
proton captures are too slow for elements with large Z.
Therefore, the term ”γ process” is also often used syn-
onymously because seed nuclei pre-existing in the stellar
plasma are photodissociated and more proton-rich iso-
topes are produced, initially by (γ, n) reactions. When
(γ, p) and (γ, α) reactions become comparable or faster
than neutron emission within an isotopic chain, the reac-
tion path branches out and feeds nuclei with lower charge
number Z. The decrease in temperature after passage
of the shock leads to a freeze-out via neutron captures
and mainly β+ decays, resulting in the typical p-process
abundance pattern with maxima at 92Mo (N=50) and
144Sm (N=82).
However, the γ-process scenario suffers from a strong
underproduction of the most abundant p isotopes,
92,94Mo and 96,98Ru, due to lack of seed nuclei with
A>90. For these missing abundances, alternative pro-
cesses and sites have been proposed, either related to
strong neutrino fluxes in the deepest ejected layers of
a SNII (νp process [10]), or rapid proton-captures in
proton-rich, hot matter accreted on the surface of a neu-
tron star (rp process [11, 12]).
Modern, self-consistent studies of the γ process have
problems to synthesize p nuclei in the regions A < 124
and 150 ≤ A ≤ 165 [9]. It is not yet clear whether the ob-
served underproductions are only due to a problem with
2astrophysical models or also with the nuclear physics in-
put, i.e. the reaction rates used. Thus, the reduction of
uncertainties in nuclear data is strictly necessary for a
consistent understanding of the p process. Experimental
data can improve the situation in two ways, either by di-
rectly replacing predictions with measured cross sections
in the relevant energy range or by testing the reliability
of predictions at other energies when the relevant energy
range is not experimentally accessible.
Accordingly, model calculations of the p process re-
quire large nuclear reaction networks involving about
1800 isotopes and more than ten thousand reaction rates.
Since the largest fraction of such a network contains
proton-rich, unstable isotopes, which are not accessible
for cross section measurements with present experimen-
tal techniques, almost all of these rates have to be deter-
mined theoretically by means of the statistical Hauser-
Feshbach (HF) formalism [13]. Hence, there is no alter-
native to employing statistical model calculations, e.g.
those performed with the codes NON-SMOKER [14, 15]
or MOST [16]. Comparison with experimental results
has shown that theoretical HF predictions with global pa-
rameter sets reproduce the neutron- and proton-induced
cross sections within a factor of two or even better. This
deviation increases for α-induced reactions. It has been
noted that the difficulties in calculating these rates are
due to the poor knowledge of the α-optical potential at
astrophysically relevant energies [17, 18]. The optical
potential governs the transmission coefficient in the HF
model. Additional input to this model are nuclear level
densities and particle separation energies. The latter
data are well defined since nuclear masses in the p-process
network are experimentally known.
It is only one decade ago that charged particle-induced
reaction rates at p-process energies (Ep≈1-10 MeV,
Eα≈5-15 MeV) became subject of experimental efforts
(for a list of reactions, see [19]). For example, a series of
α-scattering experiments at energies below the Coulomb
barrier helped to improve the optical α-nucleus potential
[18, 20, 21, 22, 23]. However, firm conclusions are still
difficult to draw due to the lack of experimental cross
sections.
Nevertheless, extrapolations to the low astrophysical
energies remain necessary since the Coulomb barrier
hampers scattering experiments in the astrophysically
relevant energy range. Scattering data within a con-
fined energy range can be described equally well by dif-
ferent optical potentials with different extrapolation be-
havior. This ambiguity, which is called the family prob-
lem, makes extrapolations very uncertain [17, 24, 25, 26].
These uncertainties can be avoided if experimental cross
sections are available for comparison with HF predictions
in or close to the astrophysical Gamow window.
Up to now only five (α, γ) measurements with rele-
vance for the p process were performed within the Gamow
window between 5 and 15 MeV: 70Ge [25], 96Ru [27],
106Cd [28], 112Sn [29], and 144Sm [30]. With exception of
the latter, the first four experiments agree within a fac-
tor of three with the NON-SMOKER prediction using a
global parameter set with the McFadden-Satchler α po-
tential [24]. For the (α, n) particle-exchange reactions
a much larger amount of data exists, but almost all of
these measurements are restricted to the upper end of the
Gamow window. It was noted in [31, 32] that especially
in the heavy mass region (beyond N=82) the knowledge
of (α, x) cross sections is crucial, whereas at lower masses
the p-induced reactions have more importance. However,
measurements of α-induced reactions are mainly limited
– apart from some exceptions for (α, n) cross sections –
to the lower mass region below 144Sm. In an attempt to
constrain the α+nucleus optical potential at low energy,
it has been suggested to use (n, α) reactions and some
reactions around A ≈ 147 − 152 have been studied in
this way [33, 34, 35].
Finally, it has to be emphasized that with a few excep-
tions (α, γ) and (p, γ) data in the relevant energy range
are more useful for a direct application in reaction net-
works than (γ, α) or (γ, p) data despite of the fact that
the p process proceeds via photodisintegration reactions.
This may seem puzzling at first sight but has two rea-
sons. First, reactions in the stellar plasma involve ther-
mally excited targets and not only targets in the ground
state as in the laboratory. Measured rates have to be cor-
rected for this effect. It can be shown that the thermal
effects are much more pronounced in the photodisinte-
gration than in the capture channel. Thus the measured
rate is closer to the actual rate when considering capture
reactions. The reverse rate can then be derived applying
detailed balance. Second, in order to avoid inconsisten-
cies, forward and reverse rates for a given reaction in a
reaction network have to stem from the same source, re-
lated to each other by detailed balance. Because of the
exponential factor exp(−Qforward) in the expression for
the relation of reverse to forward rate (see, e.g., [14]),
it is preferrable to have data for the direction of posi-
tive Q value to limit numerical errors in the simulation.
In most cases this is the capture direction, exclusively in
the case of proton captures close to stability. However, in
the intermediate to heavy mass region the p process also
includes α emitters with negative α capture Q values.
In this work we study (α, n) reactions on light Mo iso-
topes and α capture on 112Sn, motivated by the need to
better understand the above described deficiencies in the
p process models. Previous investigations of astrophys-
ical relevance were restricted to α scattering on 92Mo
[21], 106Cd [36], and on 112Sn [26] attempting to derive
an improved optical potential for these cases. The experi-
mental setup for the measurement of α-induced cross sec-
tions is described in Sec. II. The resulting cross sections
and a comparison with previous experimental results for
92Mo(α, n)95Ru, 94Mo(α, n)97Ru, and 112Sn(α, γ)116Te
are given in Sec. III. The impact of using different op-
tical α+nucleus potentials in theoretical calculations for
these reactions is investigated in Sec. IV.
3II. CROSS SECTION MEASUREMENTS
All cross section measurements have been carried out
at the cyclotron of the Physikalisch-Technische Bunde-
sanstalt (PTB) in Braunschweig/ Germany [37] with the
activation technique by irradiation of thin sample layers
and subsequent counting of the induced activity. A de-
tailed description of the measurement technique and the
data analysis can be found in Ref. [27].
A. Preparation and characterization of samples
The sample material was deposited on 0.4 mm thick
Ta backings, which were thick enough to stop the α-
beam completely to ensure a reliable charge collec-
tion. Background reactions are efficiently suppressed by
the high Coulomb barrier of Ta because α capture on
181Ta leads to the stable product nucleus 185Re. The
181Ta(α, n)184Re channel opens at 9.86 MeV but does
not interfere with our measurements. The contribution
from the extremely rare isotope 180Tam (natural elemen-
tal abundance 0.012% [3]) could be neglected.
The Mo samples were produced by sputtering natural
metallic Mo in a pure Ar atmosphere. These samples
were 10 mm in diameter and exhibited an area density
between 5×1017 and 3×1018 Mo atoms/cm2, correspond-
ing to layer thicknesses between 100 nm and 600 nm.
The 112Sn samples were prepared from 10 mg of enriched
metal powder containing 98.9% of 112Sn. This batch was
dissolved in 30% hydrochloric acid and diluted with 90%
acetone. The solution was then deposited on the Ta back-
ings, where uniform SnCl2 layers with an area density be-
tween 6.2 and 9.8×1017 Sn atoms/cm2 (layer thicknesses
≈300-450 nm) were obtained after evaporation of the ace-
tone. The adhesion of the layers was improved by soft
sand-blasting of the Ta backings before the deposition.
The masses of the Mo and Sn samples were determined
by X-ray fluorescence analysis using a crystal spectrom-
eter (Siemens SRS 3000), which was operated with a LiF
(100) crystal and a rhodium anode. The fluorescence
yield was measured with a gas counter and a NaI detec-
tor. The efficiency of the spectrometer was calibrated by
the radiation emitted from an empty backing and by nine
well defined Mo and Sn reference samples. The latter
were prepared from standard solutions of (NH4)2MoO4
and SnCl2, respectively. The sample mass was derived
from the measured Kα1 and Kβ1 X-ray lines. In case of
the Sn sample an additional Ta diaphragm 10 mm in di-
ameter was placed on top of the sample to restrict the
measurement exactly to the area covered in the irradia-
tions with the α beam. While the statistical uncertain-
ties were smaller than 0.3%, the definition of the sample
mass was affected by systematic uncertainties of 4.0%
and 4.6% for the Mo and the Sn samples, respectively.
B. Irradiations and γ counting
A sketch of the beamline setup at the PTB is shown in
Fig. 1. The activation chamber is designed as a Faraday
cup, and the charge deposited on the sample was recorded
in small time steps by a current integrator for later
correction of beam fluctuations. Secondary electrons
were suppressed by a negatively charged (US=-150 V)
diaphragm at the entrance of the activation chamber.
cooling
water
Tabacking
with Mo or Sn
wobbled
beama
insulators
suppression
voltage: U = -150VS
aperture
current
target
current apertures
13
m
m
10
m
m
9.
5
m
m
-V
-V
FIG. 1: Experimental setup at the PTB Braunschweig.
For each energy step the α-beam spot was adjusted
by means of a quartz window so that the sample was
illuminated as complete and homogeneously as possible
by wobbling of the α-beam. The energy of the α beam
was defined within ±25 keV uncertainty by means of the
field calibration of two analyzing magnets as well as by
a time-of-flight measurement of the particle velocity [38].
The effective α-energy Eeff was calculated from the ex-
pression 4.99 in [39]
Eeff = Ec.m.−∆+∆ ·
(
−
σ2
σ1 − σ2
+
[
σ21 + σ
2
2
2(σ1 − σ2)2
]1/2)
.
(1)
where ∆ is the target thickness calculated with the
Monte Carlo program SRIM 2003 [40], Ec.m. the respec-
tive center-of-mass energy, and σ1, σ2 the measured cross
sections of two neighboring points. As can be seen from
Eq. 1 the error bars of Eeff become asymmetric, with
the smaller component in positive direction due to the
correction factor in brackets (see Tables III, IV, and V).
During the activations, the samples were irradiated
with average α-beam currents of 5 µA for periods be-
tween 20 minutes and 14 hours, depending on isotope
and cross section. For the Sn samples the waiting time
between the end of activation and the start of activ-
ity counting was extended to one hour to eliminate the
38K decay from the concomitant 35Cl(α, n)38K reaction
(t1/2= 7.5 min). The induced γ activities were measured
with a calibrated HPGe detector. Natural backgrounds
4TABLE I: Decay properties of product nuclei and corrections for γ-ray counting
Product t1/2 Eγ Iγ Reference Summing corrections [%]
nucleus [keV] per decay γ Cascades X Rays
95Ru (1.643 ± 0.014) h 336.4 0.702 ± 0.005 [41] 7 ± 1 11.2 ± 0.4
626.8 0.178 ± 0.005 7 ± 1 “
97Ru (2.9 ± 0.1) d 215.7 0.856 ± 0.013 a [42] <0.2 12.4 ± 1.5
324.4 0.1079 ± 0.0017 “ “
116Te (2.49 ± 0.04) h 93.7 0.331 ± 0.021 [43] <0.2 15.6 ± 1.7
aNo uncertainty given in literature. Assumed uncertainty 1.6%,
as for the 324.4 keV line.
were suppressed by a shielding consisting of an inner layer
of 5 mm copper surrounded by 10 cm of lead. The sam-
ples were analyzed as described in Ref. [27] using the
γ-ray energies and intensities of the characteristic lines
listed in Table I. In cases, where two γ-ray lines could
be used in data analysis, the results were averaged by
weighting with the respective transition probabilities.
Summing corrections due to the coincident detection
of γ-cascades were evaluated by means of simulations
with the Monte Carlo code CASC [44] using the decay
schemes of the corresponding product nuclei 95Ru, 97Ru,
and 116Te [41, 42, 43]. The resulting corrections for γ
summing are given in Table I together with the summing
corrections due to the coincident detection of X rays. The
analysis of the induced activity in the 112Sn samples via
the 93.7 keV transition in the decay of 116Te was compli-
cated by a constant background activity of (0.031±0.003)
cts/s, corresponding presumably to the Po-Kβ-line, as
well as by the characteristic 93.3 keV γ line from the
decay of 67Ga. The latter background was produced by
63Cu(α, γ) reactions due to a copper contamination of
the samples. The background component from the 67Ga
decay could be corrected by means of the associated 67Ga
line at 184.6 keV.
C. Uncertainties
The systematic uncertainties (Table II) are governed
by the target thickness and the detector efficiency. For
97Ru, the uncertainty in the half-life gives rise to an ad-
ditional contribution of 3.4%. The same holds for the γ
intensity of the 93.7 keV line from the decay of 116Te with
an uncertainty of 6.3% [43]. The overall uncertainties are
5.3% and 6.3% for the 92Mo(α, n) and 94Mo(α, n), and
8.7% for the 112Sn(α, γ)116Te cross sections.
III. RESULTS AND COMPARISON WITH
PREVIOUS DATA
The results are summarized in Tables III, IV, and V,
and in Fig. 2 in form of cross sections and astrophys-
ical S factors. The cross sections of all three reactions
TABLE II: Systematic uncertainties (in %).
Source of uncertainty 92Mo(α, n) 94Mo(α, n) 112Sn(α, γ)
Target thickness 4.0 4.0 4.6
Efficiency 3.0 3.0 3.0
Beam current 1.0 1.0 1.0
γ intensity 0.7 0.5 6.3
Decay constants 0.9 3.4 1.6
Summing corrections 1.1 1.5 1.7
Overall uncertainty 5.3 6.3 8.7a
aDoes not include effect of background line (see text).
(Fig. 2) are systematically lower by factors of two to three
compared to the global Hauser-Feshbach predictions from
NON-SMOKER (dashed line).
For 112Sn(α, γ)116Te our data points follow the Hauser-
Feshbach dependence within the uncertainties, whereas
the results from O¨zkan et al. [29], which were ob-
tained with rather thick targets and represent averaged
cross sections over energy bins of 440 to 565 keV, seem
to exhibit a slightly different energy trend. Unfortu-
nately, the present measurements at lower energies were
severely hampered by an interfering background line from
63Cu(α, γ)67Ga reactions on the Cu impurity of the sam-
ples. This background could be only normalized by a
much weaker 67Ga line at 184.6 keV, resulting in addi-
tional systematic and statistical uncertainties.
For the (α, n) cross sections some older measurements
were available for comparison (Fig. 3). The data given
by Levkovskij [45] is reproducing the NON-SMOKER
cross sections in both cases perfectly for energies above
13 MeV, but there is a systematic deviation (compared to
all other data) below this energy, presumably due to an
undetected background component. This problem is par-
ticularly apparent at the lowest data point at 8.4 MeV,
whereas the 92Mo(α, n)95Ru threshold is at 9.39 MeV. A
similar problem exists for 94Mo(α, n).
The values from Esterlund et al. [46] for 92Mo(α, n)
and Graf et al. [47] for 92,94Mo(α, n) seem to be low com-
pared to the energy trend below 15 MeV, but agree like
the Levkovskij data rather well with the predictions at
higher energies. The only data which follow the Hauser-
Feshbach trend also at lower energies down to 11.8 MeV
5and at the same time fits well with our highest data point
are the 92Mo(α, n) cross sections of Denzler et al. [48].
This comparison shows the necessity to measure (α, n)
cross sections – especially for p-process studies – down to
the threshold.
TABLE III: Cross sections and S factors for 92Mo(α, n)95Ru.
Eeffc.m. Cross section S factor
[MeV] [mbarn] ×1020[MeV barn]
10.989 +0.038−0.039 9.26 ± 0.65 2.13 ± 0.15
10.981 +0.046−0.047 10.6 ± 0.9 2.47 ± 0.21
10.543 +0.033−0.037 3.88 ± 0.33 2.38 ± 0.20
10.019 +0.039−0.043 2.53 ± 0.26 5.39 ± 0.55
9.638 +0.066−0.087 1.02 ± 0.09 5.71 ± 0.50
9.112 +0.036−0.047 0.194 ± 0.015 4.57 ± 0.35
TABLE IV: Cross sections and S factors for 94Mo(α, n)97Ru.
Eeffc.m. Cross section S factor
[MeV] [mbarn] ×1020[MeV barn]
10.997 +0.039−0.040 20.90 ± 2.00 4.81 ± 0.46
10.966 +0.070−0.073 18.50 ± 1.50 4.56 ± 0.37
10.548 +0.038−0.044 8.14 ± 0.77 5.06 ± 0.48
10.034 +0.034−0.036 5.47 ± 0.62 11.50 ± 1.30
9.676 +0.037−0.043 2.49 ± 0.25 12.96 ± 1.30
9.114 +0.042−0.056 0.58 ± 0.06 13.92 ± 1.44
8.572 +0.067−0.102 0.12 ± 0.01 14.52 ± 1.21
8.136 +0.061−0.095 0.021 ± 0.002 10.49 ± 1.00
TABLE V: Cross sections and S factors for 112Sn(α, γ)116Te.
Eeffc.m. Cross section S factor
[MeV] [µbarn] ×1023[MeV barn]
11.067 +0.042−0.038 408 ± 57 1.10 ± 0.15
10.615 +0.040−0.043 295 ± 43 2.61 ± 0.38
10.097 +0.037−0.045 77 ± 15 2.93 ± 0.57
9.180 +0.036−0.048 9.52 ± 3.68 6.51 ± 2.52
8.209 +0.043−0.064 0.48 ± 0.38 11.78 ± 9.33
IV. TEST OF THE OPTICAL α+NUCLEUS
POTENTIAL
The present experimental S factors were compared to
NON-SMOKER Hauser-Feshbach calculations employ-
ing different optical α+nucleus potentials while keeping
the standard inputs for the other parameters. The stan-
dard optical potential used in NON-SMOKER [14] is the
one by McFadden and Satchler [24], derived from scatter-
ing data above 60 MeV. This is also the potential used in
the standard NON-SMOKER predictions shown in Figs.
2 and 3. Another global potential is the one by Eng-
land et al. [49], also fitted to data at higher energies. A
more recent global potential, which also included reac-
tion data, was given by Avrigeanu et al. [20]. Finally,
Fro¨hlich et al. (see [50], erratum in [51]) used reaction
data at A ≈ 150 to derive a low-energy potential which
also reproduces data at lower masses (e.g., [28, 50]).
The reaction 92Mo(α,n)95Ru is mainly sensitive to the
optical α potential in the measured energy range. Only
up to a few keV above the threshold, the averaged neu-
tron widths are smaller than the α widths and therefore
the sensitivity is higher to the neutron widths close to the
threshold. As can be seen in Fig. 4, the theoretical results
obtained with the different optical potentials display the
same energy behavior but with different absolute values.
This energy dependence describes that of the data rea-
sonably well. The S factors obtained with the McFadden
and Satchler potential have to be divided by 1.8, whereas
the ones obtained with the Fro¨hlich potential are a factor
of 1.8 too low. All other potentials used lead to larger
deviations. An optical potential for 92Mo+α was derived
from scattering data and carefully extrapolated to low
energy in Ref. [21]. We do not show the results with this
potential because they coincide with the Avrigeanu et
al. results at the low energy range shown here, whereas
they coincide with the McFadden and Satchler S factors
at the high end of the energy range. Thus, its energy
dependence is slightly different from that of the other
potentials and the data.
Also the reaction 94Mo(α, n)97Ru is almost exclusively
sensitive to the α widths and shows only a small depen-
dence on the neutron widths, except close to the thresh-
old. Inspection of Fig. 4 evidently shows that the energy
dependence of the data cannot be reproduced by any of
the potentials tried here. The peak S factor is shifted to
higher energy in the data as compared to the one found
in the calculated S factor. The cause of this remains un-
clear. The importance of the neutron widths does not
extend beyond a few tens of keV above the (α,n) thresh-
old. The impact of width fluctuation corrections is also
confined to a small window above the reaction threshold.
Similar to the case above, multiplication of the results
obtained with the Fro¨hlich potential with a factor 1.8
and division of the ones obtained with the McFadden
and Satchler potential by 1.7 lead to an improved repro-
duction of the data. However, because of the distinctly
different energy dependence none of these solutions are
satisfactory.
It may be surprising at first glance that the S factors
of the reaction 112Sn(α, γ)116Te are much more sensitive
to the α widths than to the γ widths. However, due to
the Coulomb barrier, the α widths are smaller by one
to several orders of magnitude than the γ widths in the
energy range covered in the measurement. There are two
data sets available, the one obtained in this work and the
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FIG. 2: Cross section and S factor for 92Mo(α, n)95Ru, 94Mo(α, n)97Ru, and 112Sn(α, γ)116Te in comparison with standard
NON-SMOKER predictions (dashed line). The grey area shows the estimated uncertainty of the prediction (factor 10).
one by O¨zkan et al. [29]. Both of them are compared to
theoretical results in Fig. 5. Concerning the theoretical
predictions using different optical α potentials it is not
surprising that the O¨zkan et al. data at the high en-
ergy range are best described employing the potential I
of Demetriou et al. [18]. A preliminary version of these
data was part of the procedure to derive the Demetriou et
al. potential, a global potential for heavy targets. Similar
agreement was already found in a study of α scattering
on 112Sn [26]. In that study, an optical potential was de-
rived from scattering data and then used to compute the
112Sn(α, γ)116Te S factors. Peculiarly, however, it was
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FIG. 3: (Color online) Comparison of previous experiments at higher energies (up to 20 MeV) with our results and with the
standard NON-SMOKER predictions (dashed line). The grey area shows the uncertainty of the prediction (factor 10).
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FIG. 4: (Color online) Comparison of S factors obtained with different optical potentials in the NON-SMOKER code for the
reactions 92Mo(α, n)95Ru and 94Mo(α, n)97Ru (see text for details).
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FIG. 5: (Color online) Comparison of S factors obtained with different optical potentials in the NON-SMOKER code for the
reaction 112Sn(α, γ)116Te (see text for details).
found that the derived potential did not reproduce the
O¨zkan et al. reaction data well. Much better agreement
was achieved with the Demetriou et al. potential and best
agreement was obtained when using the Fro¨hlich poten-
tial, although the latter did not describe the scattering
data. Here, we confirm these findings [26]. We do not
show the result with the optical potential derived in [26]
separately because it basically coincides with the one ob-
tained with the McFadden and Satchler potential.
Interestingly, our new experimental data seem to in-
dicate a slightly steeper energy dependence than the
O¨zkan data. This yields good agreement (within the er-
ror bars) with the prediction making use of the Fro¨hlich-
Rauscher potential (with exception of the data point at
10.615 MeV). The calculation using the Demetriou po-
tential [18] exceeds our data (including error bar) at the
three highest energies and is compatible to our data only
at the two lowest energies. Comparing to the O¨zkan et
al. data, the Fro¨hlich-Rauscher potential gives accept-
able agreement only below 9.5 MeV and underestimates
the S factors above that energy. On the other hand,
the Demetriou et al. potential excellently reproduces the
O¨zkan et al. data above 8.5 MeV but strongly overesti-
mates them below that energy.
V. SUMMARY
We have measured the (α, n) cross sections of the p
nuclei 92,94Mo and the (α, γ) cross section of the lightest
tin isotope 112Sn. For 94Mo(α, n) no data for compar-
ison at lower energies was available, but for 92Mo our
energy trend seems to fit well with the results of Denzler
et al. [48] starting at 12 MeV. For 112Sn(α, γ)116Te we
can essentially reproduce the thick-target cross sections
from O¨zkan et al. [29] although we find slightly lower
values above 10 MeV. Additionally, we studied the sen-
sitivity of Hauser-Feshbach predictions performed with
the code NON-SMOKER for these reactions. We find
that the cross sections and S factors are mostly sensi-
tive to the α widths and thus to the optical α+nucleus
potential employed in the calculations. The standard,
global predictions – utilizing the global potential by
McFadden-Satchler [24] – systematically overestimate
the data by a factor of two. The potential of Fro¨hlich
and Rauscher [50, 51] describes well the reaction data
of 112Sn(α, γ)116Te but underestimates the 92,94Mo data
by a factor of about two. The energy dependence of
94Mo(α,n)97Ru cannot be reproduced by the statistical
model calculations.
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