In this paper we give a brief overview of a heuristic method for approximately solving a statistical digital circuit sizing problem, by reducing it to a related deterministic sizing problem that includes extra margins in each of the gate delays to account for the variation. Since the method is based on solving a deterministic sizing problem, it readily handles large-scale problems. Numerical experiments show that the resulting designs are often substantially better than one in which the variation in delay is ignored, and often quite close to the global optimum. Moreover, the designs seem to be good despite the simplicity of the statistical model (which ignores gate distribution shape, correlations, and so on). We illustrate the method on a 32-bit Ladner-Fischer adder, with a simple resistor-capacitor (RC) delay model, and a Pelgrom model of delay variation.
INTRODUCTION
For current integrated circuit (IC) technologies, statistical uncertainty and process variation can be indirectly handled by incorporating simple margins in the timing and other critical constraints, or by a post-design step that does centering or yield improvement. [1] [2] [3] As device dimensions shrink, however, growing (relative) statistical uncertainty and process variation will require an approach where design and yield optimization are combined.
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The increasing importance of process variation explains the growing interest in process variation modeling, and statistical timing analysis and design of of digital circuits.
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In statistical design we take into account statistical variation in the device, process, and environment parameters for each gate. In other words, we consider local variations in the model parameters for gate delay, energy, and leakage current, with each gate having its own set of parameter values, drawn from some distribution. (This is in contrast to the framework for robust design over corners, where the gate model parameters variations are global, i.e., the same for all gates.) In the simplest case, the parameter values for each gate are modeled as independent random variables, but more sophisticated models can include correlation between the parameters associated with different gates. Another approach is to include two unknown terms in the parameters of each gate: one is a systematic one, global for the whole circuit (as in robust design over corners), and the other is the local uncertainty we consider here. This leads to a blend of robust design over corners (to handle global parameter variation) and statistical design (to handle local parameter variation).
While there are many possible choices of objectives in statistical design, we concentrate on a typical one, an upper quantile (e.g., 95%) of the cycle time. Sizing a circuit that meets a timing specification with high probability, despite statistical variation, is called statistical circuit sizing. It is closely related to design for yield (DFY), design for manufacture (DFM), and design centering.
There are many exact or direct methods for solving deterministic circuit sizing problems, even for largescale problems; see Ref. 13 for those methods for digital circuit sizing. There are far fewer methods for solving statistical circuit sizing problems, and these are computationally far more demanding (or intractable), even for small problems. Moreover, the designs obtained depend on details of the gate delay distributions, which are often not well known in practical applications.
In this paper we describe a simple heuristic method 14, 15 for approximately solving a statistical digital circuit sizing problem, by reducing it to a related deterministic sizing problem that includes extra margins in each of the gate delays to account for the variation. Since the method is based on solving a deterministic sizing problem, it readily handles large-scale problems. Numerical experiments show that the resulting designs are often substantially better than one in which the variation in delay is ignored, and often quite close to the global optimum.
14 Moreover, the designs seem to be good despite the simplicity of the statistical model (which ignores gate distribution shape, correlations, and so on).
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STATISTICAL DESIGN OF DIGITAL CIRCUITS
We first consider a basic deterministic gate scaling problem for a circuit consisting of n gates, each with a variable scale factor that sets its drive strength. The goal is to choose the scale factors to give minimum delay, subject to limits on the total area and power. This can be expressed as the optimization problem
where D is the maximum circuit delay (over all paths), A is the total area, and P is the power. The design variables are the gate scale factors x 1 , . . . , x n , which scale the widths of the devices used to form the gates. Here P max and A max are given limits on the total power and area.
Now we consider the effects of parameter variation. Statistical variation in the gate parameter values induces statistical variation in the performance objectives D and P , which are described by probability distributions, that depend on the choice of scaling factors, i.e., x. We can modify the basic deterministic problem (1) by requiring that the power constraint should hold with some minimum probability (or reliability) such as 95%, and taking as objective the 95% quantile (say) of delay:
Here D and P are random variables, and Q .95 (X) denotes the 95% quantile of the random variable X. In the basic statistical design problem formulation (2), we insist that 95% of the circuits meet the power constraint, and we judge a design by the 95% quantile of its delay. The formulation (2) is a stochastic optimization problem. The design variables are still just the gate scale factors x 1 , . . . , x n , but the objective Q .95 (D) and constraint function Q .95 (P) are now very complicated functions of x. The stochastic optimization problem (2) is very difficult or impossible to solve exactly, so most approaches are heuristic, and attempt to solve the problem approximately.
The statistical analysis problem, however, is more tractable than the statistical design problem (2). If we are given a proposed design x, we can find the associated probability distributions of the gate delays and powers (including any correlations or dependencies among them), so we can estimate Q .95 (D) and Q .95 (P) via Monte Carlo analysis. Monte Carlo analysis reveals not only these quantiles of the random variables, but gives estimates of their probability density functions (PDFs) as well.
We will illustrate our method using simple models for power, delay, and their statistical variation, as a function of gate scale factor and load capacitance. With these models, the final optimization problem has a special form: it is a (generalized) geometric program (GP), a special type of optimization problem that can be solved globally and efficiently. 16 We refer the reader to Ref. 17 for an introduction to geometric programming, some of the basic tricks used to formulate problems in GP form, a number of examples, and an extensive list of references. An implementation of a primal-dual interior-point method for GP is available in GGPLAB, a Matlab-based toolbox for GP 18 and in the MOSEK software package. 19 GP-based circuit sizing is by no means new; it has been used for digital circuits since the 1980s, 13, 20 as well as analog circuits 21, 22 and RF circuits.
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Statistical power constraint
The statistical power constraint Q .95 (P) ≤ P max is not very difficult to handle, at least approximately, since the power is the sum of the individual gate powers P i . Assuming the parameter variations are independent (enough) and the circuit contains a large number of gates (which holds in problems of interest) the power P has a standard deviation that is small relative to its mean EP. Thus, we can use EP ≤ P max as a reasonable approximation of
Thus, we can take into account the effect of statistical variation on total circuit power by replacing the nominal gate power model with a mean gate power model (where the mean is over the parameter variation). The mean gate power can be well approximated in a form compatible with geometric programming.
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This simple treatment of the power constraint relies on the fact that in a sum of a large number of random variables, which are uncorrelated (or just not too correlated), the random variations tend to cancel each other out, leading to (relatively) lower variation in the sum.
Statistical delay analysis
The effect of statistical variation in the gate delays is far more difficult to analyze than the effect of variation in the gate powers, and is what makes the statistical gate sizing problem (2) challenging. Assuming that the variations in gate delays are independent, the delay of the paths, which are sums of gate delays, have reduced variance, by a factor on the order of the number of gates on the path (with is typically not large, on the order of 10). Thus, the paths still exhibit substantial statistical variation in delay.
The overall delay of a circuit is the maximum of the path delays. The maximum of a set of random variables behaves very differently from a sum. The maximum of a set of random variables can have a distribution with a strong right skew, and a variance substantially larger than the variance of the individual variables. In a sum of random variables, the individual random variations tend to cancel each other out; for the sum to be large, it is required that many of the individual variable should be large, which is very unlikely. But in a maximum, no such cancellation occurs; all that is required for the maximum to be large is that just one of the individual variables should be large. With a large number of random variables, with enough independence, it is quite likely that one of them is large.
We use the alpha-power law model 27 and Pelgrom's model , 28 to carry out an analysis of gate delay variation, induced by variation in the threshold voltage V th , a critical electrical parameter of the devices in a gate. Gate delay varies with threshold voltage according to the alpha-power law model
where α is a parameter typically between 1.3 and 2, and V dd is the supply voltage. One simple and commonly used model for threshold voltage variation is Pelgrom's model, which predicts that the threshold voltage of the devices in a gate has variance σ
is the variance for a unit scaled gate. This model predicts that larger gates have smaller variation in threshold voltage than smaller ones, due to spatial averaging. Assuming the statistical variation in V th is not too large, we have
where σ 2 V th is the variance for a unit scaled gate and σ is the standard deviation of the gate delay D. Thus the relative delay variation decreases with increasing device area. Moreover, the gate delay standard deviation is a generalized posynomial of the scale factors, whenever D is, and so is compatible with geometric programming.
The distribution of the overall circuit delay is found from the gate delay distributions, propagated through the function that maps gate delays into overall circuit delay, which is a maximum of a large number of sums. There is no simple analysis or description of this distribution, which, as mentioned above, can have a large right skew. For a fixed design (i.e., choice of x), however, we can compute a good estimate of this distribution by Monte Carlo analysis.
A HEURISTIC FOR STATISTICAL DESIGN
In this section we describe a simple heuristic for the statistical design problem (2) . We start with a (deterministic) model for each gate, which gives the mean delay D i for gate i. To this mean gate delay we add a zero-mean random variable with variance σ 2 i , which represents the statistical fluctuation or uncertainty in the gate delay. We assume that σ i is, like D i , a function of the scale factor, load capacitance, and input signal transition times. The ratio σ i /D i is a measure of the relative or percentage variation in the gate delay. Now we can describe the heuristic method. We form a 'surrogate delay' model
where κ i are constants (often all the same), typically between 1 and 3, that are used to trade off mean and variance of the overall delay. The extra term κ i σ i adds an extra margin in the gate delay model, that scales with increasing gate delay variance. Now we optimize the circuit as usual, using the surrogate delaysD i in place of the (mean) delays D i . Note that when κ i = 0, this method is the same as the standard (non-statistical) design method. We can analyze the resulting design using Monte Carlo analysis, coupled with static timing analysis. We can then adjust the constants κ i for optimum performance (for example, estimated yield). For example, designs can be carried out with all κ i constant, and equal to the values κ i = 2, κ i = 2.5, κ i = 3; the best of the resulting three designs is taken as the final design. This simple heuristic method is similar in spirit to the general method of regularization, 29 in which an extra penalty term is added to a problem to approximately account for some variation in the problem data. It is also related to robust optimization, 30 , 31 a more sophisticated and recent approach to handling uncertainty and variation in optimization problem data, in which an explicit model of data uncertainty is used, and the objective is taken to be the average or worst-case value of the objective, over the parameter variation set.
This simple heuristic method looks simple, but is more sophisticated than it appears, since the extra margins are added on a gate-by-gate basis, and not on a path-by-path basis. The quality of the resulting suboptimal designs can be assessed using widely applicable lower bounds on achievable performance in optimal statistical design.
14 In some cases, the method yields a design that is provably close to the global optimum of the (difficult) stochastic optimization problem. 
STATISTICAL DESIGN EXAMPLE
We illustrate the heuristic method for statistical design on a 32-bit Ladner-Fisher adder, 32 consisting of 459 gates, including 64 input gates and 32 output gates, and 1714 arcs. The circuit has a total of 3214 paths from input gates to output gates. The maximum path length is 12.
We use a simplified static timing model, with a single delay for each gate (ignoring differing rise and fall times, different delays for different gate transitions, and the effects of signal slopes). The scale factor x i ≥ 1 scales the widths of the devices used to form the gate and therefore affects its drive strength, input capacitance, and area. (The same method can be applied to a full custom design, in which each device is sized individually.
15 ) The scale factor x i = 1 corresponds to a minimum sized gate, and a scale factor x i = 16 (say) corresponds to a version of the gate in which all devices have width 16 times the widths of the devices in the minimum sized gate.
Gate i has three parameters: an input capacitanceC are the input capacitance and intrinsic capacitance of gate i with unit scaling. The driving resistance R i is inversely proportional to the scale factor:
whereR i is the driving resistance of gate i with unit scale factor. Let C L i be the load capacitance that gate i drives. Then, for an output gate, C
where FO(i) is the set of fan-out gates of i. Using the simple resistor-capacitor model of a gate and its load, we approximate the gate delay as
which is the time required for the output voltage of an RC circuit to reach the midpoint between the logic voltage levels.
Another parameter of gate i is the area. We approximate the (physical) area of gate i as proportional to the scale factor x i , so the total area of the circuit has the form
whereĀ i is the area of gate i with unit scaling. The gate area is the total width of the devices in the gate (since the gate lengths are always chosen to be the smallest value allowed in the technology.)
The Ladner-Fisher adder contains 5 types of gates, with associated functions and model parameters listed in Table 1 . The capacitance unit is the capacitance of the NMOS device in a unit scaled inverter, and the area unit is the width of the NMOS device in a unit scaled inverter. The drive strength valueR = 0.48 is chosen so that the delay of a unit size inverter with no load is 0.69 · 0.48 · 3 = 1. In other words, the time unit is normalized to the delay of a unit scale inverter, with no load, denoted by τ . The model parameters come from the logical effort model. 33 The expression (4) gives the mean delay of a gate. We take the standard deviation of the gate delay to be
which is motivated by Pelgrom's model as discussed above. The parameter γ gives the relative variation for a minimum sized gate (i.e., x i = 1). We used the model parameter γ = 0.15, which means that for a minimum sized gate, the delay standard deviation is 15% of its mean, and that this ratio decreases with increasing gate size.
We assume that the delay distributions are Gaussian and independent. The actual gate delay distribution cannot be exactly Gaussian, of course, since a Gaussian variable has a positive probability of being negative. But since each gate delay satisfies σ/µ ≤ 0.15, the probability of a negative gate delay is vanishingly small. In fact, modeling the statistics of gate delay is an area of active research, with many open issues. [34] [35] [36] [37] In any case, we have found that the designs produced by our method are not sensitive to details of the gate distribution shape.
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For the optimization problems, we impose a constraint on the area, as well as lower bounds on the scale factors:
The load capacitance of each primary output is taken as C L i = 6. Monte Carlo analysis reveals that the heuristic statistical design method gives good results with κ i = 2. The mean delay and variance model described above are both posynomial functions of x, as are the constraint functions, so the surrogate circuit sizing problem can be formulated as a (generalized) geometric program.
The performance of the statistical design, found by Monte Carlo analysis with 5000 samples, is compared to the nominal design (i.e., the one obtained by ignoring the statistical variation) in Table 2 . The robust design has a nominal circuit delay (i.e., a circuit delay ignoring statistical variation) of 45.7, only 1.3% more than the nominal design. When we take statistical variation into account, however, the two designs differ. The 95% circuit delay for the nominal optimal design is 50.4, which is 11.8% more than the nominal circuit delay. For the robust design, the 95% circuit delay is 48.2, which is only 5.6% more than the nominal optimal circuit delay. Thus, the statistical design has reduced the effect of statistical delay variation by a factor of around 2, compared to the nominal optimal design. The standard deviation of the statistical design is also reduced by a factor around 2, compared to the nominal design. The distributions of the delay for the nominal and statistical designs (estimated by Monte Carlo simulation) are shown in Fig. 1 . Some insight into why the statistical design performs better than the nominal design can be found in Fig. 2 , which shows scatter plots of mean delay versus standard deviation for all 3214 paths in the Ladner-Fischer adder, for the nominal and statistical designs. The problematic paths are the ones at the upper right, which represent paths that are near critical, and in addition have large standard deviation. The plots show that in the nominal design, a number of paths with large expected delays have large standard deviation; in the statistical design, however, the variances of the paths with large expected delays are smaller; paths with relatively small expected delays, however, have relatively larger variances.
CONCLUSIONS
We have described a heuristic method for statistical sizing of a digital circuit, by relating it to a related deterministic sizing problem which includes extra margins in each of the gate delays to account for the variation, using Monte Carlo analysis to verify the performance of the designs, and choosing the best one. Our computational experience 14, 15 with the method so far suggests that the heuristic method produces designs that
• are often far superior to the nominal optimal design (obtained by ignoring statistical variation),
• are often provably close to the global optimum,
• are not very sensitive to the details of the individual gate delay distributions or correlations among them.
We have extended the method described here to problems with more accurate delay models, with different delay models for rising and falling signals, different input/output pairs for each gate, and effects of signal slope. 15, 38 In the design problem we size individual devices (as opposed to whole gates as in the example considered here), and take into account power as well as area.
