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Abstract Path openings and closings are algebraic morphological operators using fami-
lies of thin and oriented structuring elements that are not necessarily perfectly
straight. These operators are naturally translation invariant and can be used in
filtering applications instead of operators based on the more standard families of
straight line structuring elements. They give similar results to area or attribute-
based operators but with more flexibility in the constraints.
Trivial implementations of this idea using actual suprema or infima of mor-
phological operators with paths as structuring elements would imply exponential
complexity. Fortunately a linear complexity algorithm exists in the literature,
which has similar running times as an efficient implementation of algebraic op-
erators using straight lines as structuring elements.
However even this implementation is sometimes not fast enough, leading
practitioners to favour some attribute-based operators instead, which in some
applications is not optimal.
In this paper we propose an implementation of path-based morphological
operators which has logarithmic complexity and comparable computing times
with those of attribute-based operators.
Keywords: Algebraic morphological operators, attributes, complexity.
Introduction
One key concept of morphological filtering is that due to the non-linearity
of morphological operators, information is lost irretrievably during the filtering
process. Morphological filter design often consists of using the right compo-
sition of operators to remove the noise and unwanted features and to preserve
the desired information as much as possible.
2 Efficient path openings and closings
Many problems in image analysis involve oriented, thin, line-like objects,
for example measuring thin fibres [22, 20], hair detection [19, 15], blood vessel
detection [8], grid-line extraction on stamped metal pieces [21] and others.
Definitions
Within the framework of Mathematical Morphology, given a complete lat-
tice
 
with ordering relation  , an opening  is a transform
  
which is
increasing, idempotent and anti-extensive. Similarly a closing  is a transform
which is increasing, idempotent and extensive [4].
Following the definitions in [16], a dilation 	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and (
 have all the properties of openings and closings respectively.
Algebraic openings and closings are those transforms which have the three
properties mentioned above but which are not necessarily defined as the simple
composition of one dilation and one erosion by a given structuring element.
Suprema of openings are openings and infima of closings are closings [14].
Composing openings and closing in these fashions are common ways of pro-
ducing algebraic openings and closings.
Morphological operators have many interesting properties that are well de-
scribed for example in [7, 13]. In particular openings and closings are dual
operators, and so in the following we will only discuss the opening without
loss of generality.
Morphological operators for thin structures
In an application where some bright, thin and elongated structure needs to
be segmented, one typical approach is to remove the features in the image
which are neither thin nor elongated. If the structures are also bright on a dark
background, the standard approach would be to use an infimum of openings
using lines as structuring elements oriented in many directions [10]. The result
is an isotropic transform if the line structuring element lengths are adjusted to
be independent of orientation [11].
The implementation of such an operator with actual lines as structuring el-
ements is inefficient, however using recursive implementations of openings at
arbitrary angles yields a linear time algorithm [17] with respect to the length of
the structuring elements. Note that this algorithm is not translation-invariant.
A translation-invariant version, which should be used if features are very thin,
was proposed in [18] which is more expensive but still of linear complexity.
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Area and attributes openings [1, 12, 23] are also often used for the anal-
ysis of thin structures. An area opening of parameter   is equivalent to the
supremum of all the openings by connected structuring elements of area   .
Obviously this includes all the straight line structuring elements of this length.
Practitioners often note that using only straight line structuring elements
removes too much of the desired features, while using area operators does not
allow them to distinguish between long and narrow features on the one hand,
and short compact ones on the other. While it is sometimes possible to combine
these operators to obtain the desired effect of retaining thin narrow structures
while filtering out compact noise, this is not always possible.
Recently efficient morphological operators equivalent to using families of
narrow, elongated but not necessarily perfectly straight structuring elements
were proposed in [3] and [6], together with an algorithm for computing the
transform of linear complexity with regards to the length of the structuring
elements. These path operators constitute a useful medium between operators
using only straight lines and those using area or other attributes.
In the remainder we propose a significantly faster algorithm for implement-
ing path operators, with logarithmic complexity with respect to the length of
the structuring elements.
1. Path-based morphological opening
The theory of path openings is explained in detail in [6] and in a shorter
fashion in [5]. We only summarize the main points here.
1.1 Adjacency and paths
Let  be a discrete 2-D image domain, a subset of 

. Then     
 is the set of binary images and 	 
  the space of grey-scale functions,
where 
 is the set of grey values. We assume  is endowed with an adjacency
relation 

meaning that there is a directed edge going from  to

. Using
the adjacency relation we can define the dilation 	        .
The ﬀ -tuple ﬁ  ﬃﬂ    ﬂ   !!! ﬂ#"  is called a 	 -path of length ﬀ if ﬂ%$ &   
	
'ﬂ($
 for ) +*   !!!,ﬀ

* . Given a path ﬁ in  , we denote by -  ﬁ  the
set of its elements, i.e: - ﬃﬂ    ﬂ   !!! ﬂ#"   'ﬂ    ﬂ   !!! ﬂ#"  . We denote the set
of all 	 -paths of length ﬀ by . " , and the set of 	 -paths of length ﬀ contained
in a subset / of  is denoted by . "  /  .
1.2 Path openings
We define the operator 0 "  /  as the union of all 	 -paths of length ﬀ con-
tained in / :
0
" 
/  21

-

ﬁ 34ﬁ

.
" 
/ 4 (1)
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Figure 1. A set   (black points on the left) and its opening 	
  (black points on the
right). Unfilled points on the right have been discarded. The underlying adjacency graph is in
light grey.
It is easy to establish that 0 " has all the properties of an opening. Figure 1
offers an illustration. For an adjacency graph similar to that of this figure, and
for an unbounded image, there are  "
 
distinct paths of length ﬀ starting from
any point. The path opening 0 " is in fact the supremum of the morphological
opening using these paths as structuring elements, which would suggest an
inefficient way to compute the transform. Fortunately [6] proposes a useful
recursive decomposition which allows the transform 0 " to be computed in
linear time with respect to ﬀ (not presented here due to lack of space).
1.3 Grey-level transform and practical considerations
The binary transform defined above extends to the grey-level domain in the
usual way by replacing the union with a supremum. The recursive decomposi-
tion in [6] also extends to the grey-level domain.
The current definition of a path opening with an adjacency graph such as
in Fig. 1 is not sufficiently useful in a context where features are distributed
isotropically : only paths generally oriented North – South will be preserved
by the opening. We need to take a supremum with openings using adja-
cency graphs oriented East – West, North-East – South-West and North-West
– South-East. More complex adjacency graphs can also be devised for more
constrained path operators, however in the remainder we assume this basic
scheme.
2. Ordered algorithm
The grayscale path opening algorithm presented in this paper is based on a
few simple observations. Firstly, the principle of threshold decomposition al-
lows the construction of grayscale morphological operators from binary mor-
phological operators. Secondly, in the case of grayscale path openings it is
Ordered algorithm 5
possible to efficiently compute the set of binary path openings for all thresh-
olds in sequence.
2.1 Threshold decomposition
Here we equivalently redefine binary images as functions of the form  



	    rather than subsets of the image domain  . Then, given a
grayscale image 

, a threshold operator  	

 with threshold  , and
a binary opening *
 

 , there exists a grayscale opening ﬁﬀﬂ 	

	
such that for all thresholds  we have ﬃ  !ﬀ   
"#$ , where  is the
composition operator.
This grayscale opening  ﬀ    may be constructed explicitly by ‘stacking’
the results of the binary opening applied to each threshold of the original im-
age. This stacking assigns to each pixel % the highest threshold  for which the
binary opening *
& $    remains   .
2.2 Updating binary path openings
The second observation is that the binary images produced in this construc-
tion tend to vary little between sequential thresholds. In the case of path open-
ings we will show how to efficiently update the result of the binary opening
 
'($

  from the result of the binary opening at the previous threshold
 
&)$

 

  .
For brevity we here describe only the case of North – South paths. In this
case the path opening transform of a binary image   stores at each pixel % two
values: the length   
$
%*% (not including % itself) of the longest path travelling
upward from pixel % , and the length   &
$
%*% of the longest path travelling down-
ward from pixel % . Then the length of the longest path passing through pixel
% (where  
$
%% *
 ) is  
$
%*%   

$
%*%+  
&
$
%%,+2* . If  
$
%*% 

	 then we
define  
$
%*% .- . An algorithm for computing the opening transform via the
recursive computation of    and   & has previously been described in [6]. In
short, we may state that in the North – South case
/0ﬁ1 24365798;:=<?>

/0ﬁ1

2@ﬁA;7CBD26E$AF7

3DB!/091

2G@HBI2JE9AK7

3DBL/0ﬁ1

2G@G8M7NBD2JE9AK7

3
 (2)
and
/6OP1 2Q3657ﬁ8;:=<?>

/6O91

2@ﬁA;7CBD26E$AF7

3DB!/6O91

2G@RBI2JE9AF7

3DBL/6O91

2G@G8S7CBD2JE9AF7

3
 (3)
where  
$
%*%'T
 , and - otherwise.
Now, in order to update the binary opening 
SU$    given the result from
the previous threshold *
V9$       , we must compute the new binary opening
transform   and hence    and   & . Rather than recomputing these from the
image   W$    , we may compute the changes to    and   & due solely to
the pixels which made the transition from 4Q  to X
	 between         and
9

  . This is performed in the following steps:
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Initialisation:
– Set all pixels with 
$
%*% T to active and enqueue
For each row from top to bottom:
– For all active pixels % in this row:
  Recompute   
$
%*% according to Equation 2
  If   
$
%% changed, set as active and enqueue the dependent pix-
els  %
 

* %

+ * 3  %
 
 %

+ * 3  %
 
+ * %

+ * 
For each row from bottom to top:
– For all active pixels % in this row:
  Recompute   &
$
%*% according to Equation 3
  If   &
$
%% changed, set as active and enqueue the dependent pix-
els  %
 

* %


* 3

%
 
 %


* 3

%
 
+ * %


* 
The queueing system for active pixels consists of a first-in-first-out (FIFO)
queue for each row as well as a queue of rows which contain active pixels. This
queueing system is necessary to comply with the dependencies in Equations 2
and 3 and also avoids inefficiently scanning the entire image.
2.3 Recursive ordered path opening
Here we present an algorithm to compute a grayscale path opening. ﬀ de-
notes the desired path length. Note that, as we are interested in the specific
path length ﬀ , path lengths    ,   & greater than ﬀ

* may be treated as equal
to ﬀ

* in Algorithm 2.2. This limits the propagation of changes to the bi-
nary opening transform and hence improves the efficiency of the grayscale path
opening.
Initialisation:
– Sort the pixels by their intensities
– Set  
$
%*%'T
 for all pixels %
– Compute   & ,    from   .
For each threshold  in 
 :
– Using Algorithm 2.2, update    ,   & for the new threshold
– For all active pixels % whose path length  
$
%*% consequently dropped
below ﬀ , set Lﬀ   
$
%*%T
Sorting the pixels by their intensities is a necessary preprocessing step in
order to efficiently locate the pixels whose threshold changes in the step 

*

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 . For integer data a linear-time sorting algorithm such as the Radix sort is
recommended [9]. Alternatively a suitable priority queue data structure [2]
can be used.
A simple heuristic has been found to further improve the efficiency of this
algorithm in practice. When the maximal path length of a pixel % drops below
ﬀ , it cannot contribute to a path of length ﬀ or greater at any further thresh-
old. Therefore we may remove this pixel from further consideration by setting
 
$
%%( X
	 . We refer to this as the length heuristic in the remainder of this pa-
per. We believe that the average running time of this algorithm is
 
 ﬀ 
on images containing  pixels. However the formal derivation of this average
running time would require the selection of an appropriate stochastic image
model and is not pursued in this paper.
3. Opening transform
The algorithm presented in Section 2.3 may be extended in a simple manner
to compute the grayscale path opening transform. To the authors’ knowledge
this is the first presentation of an opening transform for grayscale images.
In the course of Algorithm 2.3, the path opening transforms for all binary
thresholds were computed in sequence. Instead of discarding these intermedi-
ate results we may store them in compressed form allowing them to be queried
at a later point. At each threshold, those active pixels whose maximal path
length  
$
%% has decreased store a point   3 
$
%*%  in a linked list. This linked list
is monotonically increasing in  and monotonically decreasing in  
$
%% . Once
computed, we may query this structure with any desired path length to extract
the associated grayscale path opening.
Initialisation: As per Algorithm 2.3
For each threshold  in 
 :
– Using Algorithm 2.2, update    ,   & for the new threshold.
– For all active pixels % whose path length  
$
%*% decreased, append
the node  33 
$
%*%  to the linked list at pixel % .
This algorithm requires the same order of computation as Algorithm 2.3,
that is
 
	

ﬀ  . The number of linked list nodes generated in Algorithm 3
must be less than the number of operations in Algorithm 2.3, and therefore
the average memory required by Algorithm 3 is
 


ﬀ  . This may also
suggest that path openings are inherently informative, as we may store all path
openings in
 


ﬀ  bytes per pixel rather than
 

ﬀ  as may be initially ex-
pected.
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4. Results
At the risk of stating the obvious, Fig.2 summarize the usefulness of path
operators. On this toy example we wish to eliminate the compact round object
and retain the line-like features. An area opening does not work in this case
because the compact round noise is too big and one feature is eliminated before
the noise as the parameter increases. Similarly the supremum of openings by
lines suppresses features that are not perfectly straight. On the other hand the
path opening delivers the expected result.
Input Area Lines Path
Figure 2. Toy example: On the input we wish to retain the line-like features while eliminating
compact noise. Only the path opening works in this case.
A more useful example is shown in Fig. 3. We wish to detect the small thin
fibres in this electron micrograph present at the bottom of this image. The large
fibres are detected by a different method [20] which is of no interest here. The
thin fibres are present on a noisy background which requires some filtering. A
supremum of openings by lines is too crude here (result not shown). An area
opening does not eliminate enough of the noise, but a path opening works as
expected.
4.1 Timings
Table 1 shows the running times of the proposed algorithm compared with
various alternatives. We observe that the proposed ordered path opening im-
plementation has a running time approximately logarithmic (plus a constant)
with respect to ﬀ , while both the recursive path opening and the supremum
of openings by lines have approximately linear running times. Note that the
individual openings by lines in the latter algorithm are all running in constant
time irrespective of ﬀ , but for larger ﬀ more orientations need to be explored.
Note also that the presented algorithm for the supremum of opening by lines
is a non-translation-invariant implementation. A translation-invariant version
would be significantly slower still. The area opening algorithm seems to con-
verge to a constant-time algorithm with low constant. The area parameter was
simply ﬀ , although a constant times ﬀ could have been chosen, e.g.   ﬀ
without significantly affecting the result.
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Input Noisy top-hat
Area opening Path opening
Figure 3. Electron micrograph of glass fibres: to detect the small thin fibres in the bottom of
the image, a white top-hat is useful but noisy. When filtered by an area opening some compact
noise remain while a path opening yields a better result.
Memory demands for these algorithms are all low except the recursive path
opening implementation which requires an amount of memory proportional to
ﬀ
 , with  the number of pixels in the image.
We observe that the area opening is the fastest algorithm by far, but that the
presented path opening algorithm comes second, a factor of between 4 and 5
times slower than the area opening, but significantly faster than the other two
algorithms for most useful values of ﬀ .
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Table 1. Comparison of algorithm running times. From left to right the columns are the or-
dererd path opening presented in this paper, the recursive path opening of Heijmans et. al,
the supremum of openings by lines and the area opening. Timings are in seconds, image was
560   510   8-bit. Processor was a Pentium IV 1.7GHz.
L Ordered PO Recursive PO Supremum Lines Area
1 0.56 0.08 0.14 0.13
5 0.69 0.54 0.65 0.17
10 0.73 1.16 1.38 0.17
50 0.90 14.24 3.29 0.21
100 0.93 30.74 11.43 0.22
5. Conclusion and future work
We have presented a new, ordered implementation of the path opening and
closing transforms. This transform is identical to the supremum (resp. infi-
mum) of openings by a family of structuring elements described as oriented
paths. The family of paths is of exponential size with respect to their length ﬀ ,
but there exists a recursive implementation with only linear complexity with
respect to ﬀ .
We have proposed a new implementation with only logarithmic complexity
with respect to ﬀ , which is observed to be much faster than the recursive im-
plementation except for very small ﬀ . It is also faster than the usual transform
by unions of lines structuring elements used for the study of thin structures.
The area transforms are still faster than the proposed implementation, by
a nearly constant factor of 4 to 5. However, the proposed algorithm is fast
enough for many applications and can be used in cases where using an area or
attribute transform is not appropriate, e.g. in the presence of sufficiently large
compact noise.
The path transforms are intuitive, translation-invariant methods useful for
the analysis of thin, elongated but not necessarily perfectly straight structures.
Future work will include incomplete path openings, i.e. paths which are not
necessarily connected.
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