Let A denote an associative unital real algebra of finite dimension. We discuss the structure of of sequences and numerical series over A. We also study convergence of power series over A. The ratio, root and geometric series results are modified due to both the submultiplicativity of the norm and the calculational novelty of zero-divisors. The termby-term differentiation theorem for power series on A is established and we use power series to construct and analyze exponential, trigonometric and hyperbolic functions on arbitrary A.
Introduction
The importance and application of real power series are well-known. We study a generalization of power series where R has been replaced with an associative real algebra of finite dimension. Certainly the many of results we present here are known to experts, but we are unaware of a source which presents this theory for arbitrary algebras. The current paper is a much condensed version of [2] where detailed proofs and additional motivations are given.
Preliminary Results
In this section we briefly review the basic structure of A-Calculus. Proof and additional motivation for the claims given in this section are all found in [1] . We say A is an algebra if A is a finite-dimensional real vector space paired with a multiplication : A × A → A which is bilinear, associative and unital. We say x ∈ A is an A-number. If x y = y x for all x, y ∈ A then A is commutative. A linear transformation T : A → A is right A linear if T (x y) = T (x) y for all x, y ∈ A. We say the set R A of all right A linear transformations forms the regular representation of A. Since A is unital the regular representation is isomorphic to A. If β is a basis for A then the matrix regular representation of A with respect to β is M A (β) = {[T ] β,β | T ∈ R A }. In the common context A = R n with β = {e 1 , . . . , e n } the standard basis with e 1 = 1 we denote matrix representation of x by M(x) = [x|x e 2 | · · · |x e n ]. We denote the group of units in A by A × and the set of zero divisors by zd(A). If x ∈ zd(A) then there exists a ∈ A such that a x = 0 or x a = 0.
Example 2.2. Hyperbolic numbers have zd(H)
is an isomorphism of H and B with Ψ −1 (x + jy) = (x + y, x − y). This isomorphism is used to derive d'Alembert's solution to the wave equation in [1] .
A multiplicative norm xy = x y exists for real, complex and quaternionic numbers. However, most algebras only permit a submultiplicative norm.
Theorem 2.4. (submultiplicative norm) If
A is an algebra with basis {v 1 , . . . , v n } and structure constants C ijk defined by v i v j = n k=1 C ijk v k for all 1 ≤ i, j ≤ n. Then there exists a norm || · || for A and m A > 0 for which ||x y|| ≤ m A ||x||||y|| for all x, y ∈ A. Moreover, we find m A = C(n 2 −n+1) √ n where C = max{C ijk | 1 ≤ i, j, k ≤ n}. . Definition 2.6. Let U ⊆ A be an open set containing p. If f : U → A is a function then we say f is A-differentiable at p if there exists a linear
Thus, f is A-differentiable at a point if its differential at the point is a right-A-linear map. Equivalently, given a choice of basis, f is A-differentiable if its Jacobian matrix is found in the matrix regular representation of A. If A has basis β = {v 1 , . . . , v n } and coordinates x 1 , . . . , x n then d p f (e j ) = ∂f ∂x j (p).
. . , n. These are the A-Cauchy Riemann Equations. If the A-CR equations hold for a continuously differentiable f at p then we have that d p f ∈ R A . Definition 2.7. Let U ⊆ A be an open set and f an A-differentiable function on U then we define f :
Many properties of the usual calculus hold for A-differentiable functions. If c ∈ A is constant and f, g are A-differentiable at
Definition 2.8. Suppose f is a function on A for which the derivative function f is A-differentiable at p then we define f (p) = (f ) (p). Furthermore, supposing the derivatives exist, we define
This result allows us to convert equations in A to partial differential equations necessarily solved by A-differentiable functions. For example, in C we have 1+i 2 = 0 which indicates f xx +f yy = 0 for a complex-differentiable f . Likewise, in H where 1 − j 2 = 0 we obtain f xx − f yy = 0 for f which is H-differentiable.
Theorem 2.9. Let C be a rectifiable curve with arclength L. Suppose ||f (ζ)|| ≤ M for each ζ ∈ C and suppose f is continuous near C. Then
where m A is a constant such that ||z w|| ≤ m A ||z|| ||w|| for all z, w ∈ A.
Sequences and Series
Proofs for the claims in this section are given in [2] . The usual arguments given in real analysis require modification since the norm on A is not multiplicative. 
Suppose also that {s n }, {t n } are sequences in A with lim n→∞ s n = s, lim n→∞ t n = t where s, t ∈ A. Then:
Definition 3.2. Given a sequence {a n } in an algebra A, we call the sequence {s n } where s n = n k=1 a k the sequence of partial sums of {a n }. We denote lim n→∞ s n = ∞ k=1 a k or a k and call this limit an infinite series. If {s n } converges to s, we say that the series converges and write ∞ k=1 a k = s. If {s n } diverges, we say that the series diverges. 
If a k converges then from m = n, we find a n ≤ ε for all n ≥ M . Thus, if a n converges then lim n→∞ a n = 0. There is also a Comparison Test:
Theorem 3.4. If a n ≤ c n for n ≥ N 0 , where N 0 is some fixed integer, and if c n converges, then a n converges. Likewise, if there exists b n ∈ [0, ∞) for which n b n diverges and b n ≤ a n then a n diverges.
Definition 3.5. If a n converges then a n converges absolutely. Theorem 3.6. If a n converges then a n converges. In other words, absolute convergence implies ordinary convergence for series in A.
Theorem 3.7. (Root Test) Let α = lim sup n→∞ n a n . Then:
a n converges absolutely;
(ii.) if α > 1, a n diverges. ≥ 1 for all n ≥ n 0 , where n 0 is some fixed integer.
Example 3.9. The quaternion series (1+i+j+k) n n! converges absolutely by the Ratio Test. Theorem 3.10. If a n and b n converge and c ∈ A then (a n + b n ) = a n + b n and c a n = c a n .
Multiplication of two series is understood in terms of the Cauchy product.
Definition 3.11. Given a n = A, and b n = B, we set c n = n k=0 a k b n−k for n ∈ N and call c n the product of the two given series.
Theorem 3.12. If we are given that ∞ n=0 a n converges absolutely,
Power Series
We show the theory of convergence and divergence for power series over an algebra has significant distinction from the standard theory over R or C. 
n at each z ∈ A for which the series converges. Then we say f (z) is a power series centered at z 0 in A with coefficients c n .
Theorem 4.2. (Root Test for Power Series)
Given an algebra A with x y ≤ m A x y for all x, y ∈ A and power series
The result above rules out the possibility that we could have convergence in a ball for some series and yet fail to meet the root test criterion. (1 + j)z n over the hyperbolic numbers H = R ⊕ jR where j 2 = 1. Observe c n = 1 + j for all n hence c n = √ 2 and the root test applies: α = lim sup n→∞ n c n = lim n→∞ 2 1/2n = 1. Therefore, the Root Test provides for absolute convergence of this series where z < 1/m A α = 1/ √ 2 as zw ≤ √ 2 z w for hyperbolic numbers. Yet, consider z = a(1 − j) where a ∈ R,
as (1 + j)(1 − j) = 0. Therefore, f (z) converges along the line y = −x in the hyperbolic numbers where z = x + jy. Moreover, we can show this result extends to a whole band of nearby hyperbolic numbers. Consider points near y = −x of the form w = a + ε + j(ε − a). Such a point is distance √ 2|ε| from y = −x. It is helpful to note the following identity:
for all n ∈ N. Thus, for ε, a ∈ R, (1 + j)w
n . Apply Theorem 3.7 to (1 + j)w n by calculating α = lim sup n→∞ n c n = lim n→∞ |2ε|2 1/2n = 2|ε| to find (1 + j)w n converges for |ε| < 
The component series are geometric series with radii x and y respective. The series ∞ n=0 z n converges when both its component series converge. In particular, we need |x| < 1 and |y| < 1. We find the geometric series in R × R converges on the square (−1, 1) 2 . If we set (x, y) = x 2 + y 2 then it can be shown that z w ≤ z w hence m A = 1 for A = R × R thus Theorem 4.5 only provides convergence on the disk z < 1.
In what follows we use the result of Example 4.4 to derive a result which is directly related to Example 4.6 via the isomorphism of Example 2.2. 
implies the terms with n ≥ 1 all vanish. Thus the power series converges on S = {c(1 + j) | c ∈ R}. However, if z / ∈ S then (1 + j)n!z n ∈ H × and it can be shown lim n→∞ (1 + j)n!z n = 0 thus f (z) diverges outside S.
The Example above generalizes to other algebras. We can construct power series which converge on the zero-divisors or some subset of the zero-divisors and yet diverge everywhere else. Zero-divisors are simply beyond the scope of the ratio test for general power series in A. Furthermore, Example 4.4 illustrates that the domain of convergence is not governed by root test alone. Interesting things can happen along zero divisors in the algebra.
Theorem 4.10. (Ratio Test for Series with Real Coefficients ) Let
A be an algebra with x y ≤ m A x y for all x, y ∈ A. power series c n (z−z o ) n where 0 = c k ∈ R for all k ∈ N, put α = lim sup n→∞
Definition 4.11. Suppose {f n } is a sequence of functions f n : E → A where E ⊆ A, and suppose the sequence of numbers {f n (z)} converges for every z ∈ E. Then f (z) = lim n→∞ f n (z) defines f : E → A. We say that {f n } converges to f pointwise. Definition 4.12. We say that a sequence of functions {f n } on E ⊆ A converges uniformly to f :
Similar terminology is given for series of functions on A. We say that the series f n (z) converges uniformly on E if the sequence {s n } of partial sums defined by n i=1 f i (z) = s n (z) converges uniformly on E. There is also a Cauchy criterion for uniform convergence: Theorem 4.13. Function sequence {f n } defined on E ⊆ A converges uniformly on E if and only if for every ε > 0 there exists M ∈ N such that m, n ≥ M and z ∈ E implies f n (z) − f m (z) < ε.
Weierstrauss M -test naturally extends to our context. Theorem 4.14. ( Weierstrauss M -Test for A ) Suppose {f n (z)} is a sequence of functions defined on E. If M n is a convergent series in R and f n (z) ≤ M n for all z ∈ E and n ∈ N then f n converges uniformly on E.
n is uniformly absolutely convergent for z − z o ≤ R − ε for any ε ∈ (0, R). If R is infinite, then the series is uniformly absolutely convergent for z ≤ L for any L > 0. 
In complex analysis we learn one consquence of Cauchy's Integral Formula is that a uniformly convergent sequence of complex-differentiable functions has a limit function which is likewise complex-differentiable. However, in the absense of Cauchy's Integral Formula, no such luxury is available in the study of differentiability of the limit function. We face the usual difficulty of real analysis which is nicely addressed by Dieudonné in result 8.6.3 of [3] . We show Dieudonné's result extends naturally to A-calculus: Theorem 4.17. Let U be an open connected subset of A, f n : U → A an A-differentiable mapping of U for each n ∈ N. Suppose that: (i.) there exists one point z 0 ∈ U such that {f n (z 0 )} converges in A, (ii.) for every point a ∈ U, there is a ball B(a) of center a contained in U and such that in B(a) the sequence {f n } converges uniformly.
Then for each a ∈ U, the sequence {f n } converges uniformly in B(a); moreover, if, for each z ∈ U, f (z) = lim n→∞ f n (z) and g(z) = lim n→∞ f n (z), then g(z) = f (z), for each z ∈ U.
To be clear, when we write f (z) this indicates the A-derivative of f . Hence, in part, the Theorem asserts f n → f where f is A differentiable. Furthermore, for each z ∈ U :
Proof: suppose f n : U → A is an A-differentiable mapping on an open connected U ⊆ A. In addition, suppose conditions (i.) and (ii.) hold. Notice that A-differentiable implies Frechet differentiable. Hence, by result 8.6.3 in [3] we find uniform convergence of {f n } as described in the Theorem. Dieudonné uses the notation f (x) for the Frechet derivative of f at x. We change notation and write Df (x) for the Frechet derivative of f at x. Hence, by (8.6.3) in [3] , if for each z ∈ U, f (z) = lim n→∞ f n (z) and g(z) = lim n→∞ Df n (z), then g(z) = Df (z), for each z ∈ U . Let {v 1 , v 2 , . . . , v N } serve as a basis for A with coordinates x 1 , x 2 , . . . , x n . By the definition of partial derivative,
thus [3] provides the existence of the Frechet derivative as well as
It remains to show f = lim n→∞ f n is A-differentiable on U . From (ii.) we know f n is A-differentiable hence f n satisfy the symmetric CR-equations
Hence, using the symmetric A-CR equations and Equation 4 we derive:
We have f is A-differentiable and g(z) = f (z).
n is a power series on A which converges for z − z o < R then f has derivatives of all orders on the domain z−z o < 1 m A α where α = lim sup n→∞ n c n . Moreover, the higher-derivative functions are obtained by term-wise differentiation:
We close this section with a discussion of entire functions on an A.
Definition 4.19. A function f :
A → A is called entire if it can be written as a power series a n z n which converges on all of A.
Theorem 4.20. If f (x) = a n x n is an entire on R, thenf (z) = a n z n defines the unique extension to A. Theorem 5.9. If f is a function on a connected subset E of A, satisfying f (z) = −f (z) for all z ∈ E and f (0) = a, f (0) = b ∈ A, then f (z) = a cos(z) + b sin(z) for all z ∈ E.
Theorem 5.10. For z, w ∈ A, sin(z + w) = sin(z) cos(w) + sin(w) cos(z) and cos(z + w) = cos(z) cos(w) − sin(z) sin(w).
Example 5.11. Consider H = R⊕jR where j 2 = 1. For x+jy ∈ H observe cos(x + jy) = cos(x) cos(jy) − sin(x) sin(jy). But, as (jy) 2n = j 2n y 2n = y 2 and (jy) 2n+1 = (j) 2n+1 y 2n+1 = jy 2n+1 hence cos(jy) = cos(y) and sin(jy) = j sin(y). Consequently, cos(x + jy) = cos(x) cos(y) − j sin(x) sin(y). Next differentiate to find sin(x + jy) = sin(x) cos(y) + j cos(x) sin(y). We recognize the products of sine and cosine as well-known solutions to the unit-speed waveequation φ xx = φ yy . This is no accident, the unit-speed wave equation is the generalized Laplace equation for H and we know the component functions of an H-differentiable function solve the generalized Laplace equation of H.
