This paper proposes a Link Quality-based Hybrid Routing (LQHR) protocol for wireless ad hoc networks. LQHR takes account of link quality such as SNR between adjacent nodes and the link utilization level of each node. In LQHR, each node maintains routing information produced by OLSR, which is a proactive routing protocol for ad hoc networks. When a source makes a communication request, it finds a route to the destination node on the basis of the link quality. We implemented LQHR on an experimental network, where laptop PCs were arranged on the same floor of a building, and audio-video streams were transmitted along a route selected by LQHR. To evaluate the effectiveness of LQHR in audiovideo transmission, we compared application-level QoS of LQHR with that of the standard OLSR in the presence of another traffic flow in the network. As a result, we found that the routes selected by LQHR can provide shorter transmission delays and lower loss ratios in the transmission of the audiovideo streams than those selected by the standard OLSR.
I. INTRODUCTION
Research issues regarding ad hoc networks, which attract many researchers' attention, are mainly concerned with routing protocols. A large number of routing protocols for ad hoc networks have been proposed so far. Some of them have been investigated in the MANET working group [1] , which aims at standardizing IP routing protocols. MANET is currently developing two routing protocol specifications: Reactive MANET Protocol (RMP) and Proactive MANET Protocol (PMP). RMP and PMP are based on the on-demand protocols and the table-driven ones, respectively; these two kinds of protocols have been discussed in MANET. In RMP, a source node wishing to send a packet initiates a route discovery procedure that finds a route to the destination node. In PMP, on the other hand, each node maintains routing information on all other nodes in the network by exchanging control packets with neighbouring nodes.
Most of the existing protocols, as well as RMP and PMP, employ a hop count to the destination node as the routing metric and select the shortest route, i.e., the minimum hop count route. These shortest route algorithms can provide short delays because of decrease in the number of packet forwarding. As a result, however, each wireless link on the route tends to be longer in geographical distance. This leads to a reduction of packet signal level which is being received.
In ad hoc networks, the short range wireless communication devices such as IEEE 802.11a, 11b and 11g [2] are widely employed. The IEEE 802.11b Wireless LAN standard [3] , for instance, supports four data rates: 1, 2, 5.5 and 11 Mbps. The data rates use different modulation schemes and are controlled in accordance with a wireless link quality. On the whole, as the distance of the link becomes longer, the Signalto-Noise Ratio (SNR) degrades; as a consequence, the data rate is switched to a lower one, which then results in lower end-to-end throughput.
A long range link with lower SNR also causes a higher ratio of packet loss. If a routing control packet such as a hello packet collapses on a link, the link is assumed to be broken, and then a route rediscovery procedure is invoked to find a new route. A link failure brings about successive packet loss unless an intermediate node keeps the received packets until a new route is discovered. A route which is selected by the shortest path algorithm is likely to consist of long and unreliable links, and thus packet flows often suffer severe performance degradation [4] . A control message packet such as a route request packet and a hello packet, which is used for route discovery and maintenance, is transmitted as a broadcast packet. In the IEEE 802.11b, for example, the broadcast packet is transmitted with a data rate of 1 or 2 Mbps. On the other hand, a data packet is transmitted as a unicast packet, which is transmitted with a data rate up to 11 Mbps. As a rule, as the data rate gets higher, the distance in which a packet can travel without error becomes shorter. This often brings about a problem called communication gray zones; a data packet which is sent by a node with a higher data rate cannot be received by another node even if there is a route between the two nodes [5] , [6] .
We can find several papers that study the problems of the shortest route and communication gray zones [7] - [11] . Awerbuch et al. [7] proposed Medium Time Metric (MTM) for multi-rate ad hoc networks. MTM assigns each link a weight that is proportional to reciprocal of the data rate; it offers shorter and more reliable links with higher throughput. Couto et al. [8] evaluated the performance of minimum hop count routing on a wireless testbed and proposed the Expected Transmission Count (ETX) metric, which finds highthroughput paths based on packet loss ratios in both directions of each wireless link. In [9] , Dube et al. proposes Signal Stability based Adaptive Routing (SSA), which utilizes the signal strength and location stability so as to select longer-lived and stable routes. Itaya et al. [10] introduced Fisheye State Routing with Signal Strength (FSR-SS), which avoids using an unstable link by ignoring hello packets with lower signal lev-els than a pre-defined threshold value. Watanabe et al. [11] studied FSR with Metric due to RSSI (FSR-MS), which utilizes a value proportional to reciprocal of the signal strength. They also showed that a route which is one hop or two hops longer than the shortest one can provides fewer packet loss and higher stability.
In addition to considering the received signal level, which can be regarded as reliability of the wireless link, a route should be selected by reflecting the existence of other traffic flows in the network. Lee et al. [13] proposed the Dynamic Load-Aware Routing (DLAR) protocol, which uses the number of packets buffered in the queue of each node as the routing metric. In [14] , Takahashi et al. examine Busy Node Avoidance Routing (BNAR) for load balancing in ad hoc networks. These proposed protocols take account of the link utilization level and the load of intermediate nodes, but they do not consider any metric of the link reliability such as the received signal level.
In this paper, we propose a routing protocol which takes account of link quality representing both reliability and the link utilization level of each node; we refer to this protocol as Link Quality-based Hybrid Routing (LQHR). In LQHR, each node maintains routing information produced by an existing proactive routing protocol and measures link quality between the neighbouring nodes. When a source node makes a communication request, it selects a route to the destination node by referring to the link quality on an on-demand basis. LQHR adopts Optimized Link State Routing (OLSR) as the proactive routing protocol, which has been specified in MANET and submitted as Experimental RFC [12] .
When using an IEEE 802.11b wireless LAN device, a data packet is transmitted with either of the four data rates as mentioned earlier. In LQHR, link quality such as the signal level, SNR, and the loss ratio of received packets is measured at each data rate. Taking account of the link quality other than the received signal level [10] , [11] , LQHR can select not only reliable routes but also the routes that meet the requirement of each traffic flow, for example, high throughput or low delay. Moreover, LQHR also employs the link utilization level of each node as link quality in order to reflect the network load in route selection.
We have implemented LQHR on an experimental system, where laptop PCs each equipped with an IEEE 802.11b PC card were arranged on the same floor of a building. To assess the effectiveness of LQHR, we compared the performance of LQHR with that of the standard OLSR under the condition that there exists another traffic flow in the network. In particular, we confirmed the quality-enhancive feature of LQHR by conducting an experiment on audio-video transmission, which requires a reliable route with high throughput.
In Quality of Service (QoS) assessment of audio-video transmission, we must consider the application-level QoS since audio-video information has the temporal structure as well as the spatial structure. Note that QoS parameters such as packet delivery ratio and throughput, which are commonly used in the study on ad hoc networks, do not reflect these information structures. Thus, this paper assesses applicationlevel QoS of audio-video transmission. We refer to the transmission unit at the application-level as a Media Unit (MU); in this paper, we define a video frame as a video MU and a constant number of audio samples as an audio MU.
The rest of this paper is organized as follows. Section II proposes LQHR, and Section III describes the characteristics of LQHR. Section IV explains the experimental methodology, and Section V shows and discusses the results of the experiment. Section VI concludes the paper.
II. LQHR
LQHR is a hybrid protocol that consists of two modules:
The QM module produces and maintains routing information by means of a proactive routing protocol. It also periodically measures the link quality between adjacent nodes. The link quality is represented as a vector.
• Route Selection (RS) Module
The RS module selects a route to the destination node by referring to the link quality, which is measured by the QM module, on an on-demand basis when a communication request is made at a node.
A. Quality Measurement Module
The QM module uses an existing proactive routing protocol to produce and maintain routing information. In addition to the route maintenance, each node in the network periodically transmits a probe packet to adjacent nodes in order to know the link quality between the two adjacent nodes. A constant number of probe packets are transmitted in a period at each data rate, i.e., each of 1, 2, 5.5 and 11 Mbps in the case of IEEE 802.11b. The adjacent nodes count the number of probe packets which has been received successfully at each data rate. Whenever receiving the probe packets, the adjacent nodes measure the signal level and SNR of each packet and then take an average of the signal level and that of SNR at each data rate. Thus, the number of received packets, the average value of signal level and that of SNR at each data rate become components of the link quality vector. The information on the link quality vector is sent to the node which transmitted the probe packets. The link quality information is sent either after the measurement at each data rate is completed or after the measurement at all the data rates is completed. After sending back the link quality information, the adjacent nodes clear the measurement results and then start the next measurement. By sending probe packets and then receiving measurement results at each data rate, every node in the network can learn the link quality between the adjacent nodes. The link quality at each data rate is utilized when the node sends a data packet. In addition to the signal level and SNR, LQHR adopts the link utilization level as the link quality. When IEEE 802.11b is used, the link utilization level for a link is defined as
where Utilize denotes the link utilization level for the link, T R is the number of bits transmitted or received on the link in a second at a data rate of R Mbps (R = 1, 2, 5.5, 11). As Utilize becomes smaller, the link utilization level gets lower.
In this paper, LQHR adopts OLSR [12] as the proactive routing protocol. This is because each node needs to know how other nodes are connected to one another in the RS module, which is described later. OLSR is a link state routing protocol; thus each node can grasp the whole network topology. Moreover, since OLSR has been studied in MANET [1] and specified as Experimental RFC [12] , it is expected to be widely used as a standard protocol.
B. Route Selection Module
The RS module selects a route to the destination node by referring to the link quality when a communication request is made at a node. A route is selected on demand since the RS module is invoked before data transmission.
When a communication request is made at the source node, it sends a request message to an adjacent node which satisfies a certain qualification; we refer to the adjacent node as a possible next-hop node in the rest of the paper. After the request message is relayed up to a last-hop node, which is located one hop away from the destination, then a response message is forwarded back to the source node on the route which is selected on the basis of the link quality of each forwarding node. The route thus selected is also used for the transmission of data packets.
In the following, we give the definition of the possible nexthop node and describe how a route from the source to the destination is selected by relaying the request message and the corresponding response message.
1) Definition of Possible Next-hop Node
A possible next-hop node for a node (say the target node) is defined as a node which has either of the following two qualifications:
Qualification 1 A node which is selected by OLSR as the next hop node to the destination node; we simply refer to this node as the next-hop node of the target node. Qualification 2 A node which is adjacent to the target node and at the same time one hop away from the next-hop node defined in qualification 1. Figure 1 describes how a possible next-hop node of node 2 is specified; black nodes represent possible next-hop nodes. In Figure 1 , node 2 is the target node, node 5 is the destination, and nodes 1, 3 and 4 are adjacent nodes of node 2. Assume that node 4 is selected as the next hop node of node 2 by OLSR in the QM module; therefore, qualification 1 specifies node 4 as a possible next-hop node. Moreover, node 3 is selected as a possible next-hop node with qualification 2 since node 3 is adjacent to the target node and is one hop away from the next-hop node (namely, node 4).
A route including possible next-hop nodes with qualification 2 has more hops than the shortest route; in Figure 1 , route "2-3-4-5" is one hop longer than route "2-4-5". Note that it is often the case that a shorter range link is more stable than a longer range one.
2) Route Selection Mechanism
On having a communication request, the source node sends a Route Quality Request (RQReq) message to each of the possible next-hop nodes. The RQReq message contains the address of the destination node. The nodes receiving the RQReq message refer to the destination address and then forward it to each of their own possible next-hop nodes. The RQReq message is forwarded up to a last-hop node. The last-hop node may receive more than one RQReq message since the node can be a possible next-hop for more than one up-stream node. It is also possible that there exists more than one last-hop node as well. Once the RQReq message reaches the last-hop node, it forwards back a Route Quality Response (RQRsp) message, via the series of the possible next-hop nodes the RQReq message has gone through, finally to the source node; thus a route from the source to the destination is selected. The RQRsp messages are chosen and discarded on the way to the source node on the basis of the link quality of each forwarding node.
We now explain how the RQRsp message is forwarded from the last-hop node to the source node in further detail. Let us define a route quality, which indicates the quality of a route toward the destination node. The route quality is a vector whose components are the same as those of the link quality vector. Figure 2 shows an example of link quality and route quality between nodes. In this figure, the link quality and the route quality of node A toward node B, for instance, 
route quality component in the RQRsp message is set to the lower quality; we set SNR and the link utilization level, for instance, to the lower value and higher one, respectively. Node Y thus replaces the existing route quality values with the new ones and forwards the RQRsp message to node X, which has sent the RQReq message to node Y. In the same way, the RQRsp message is forwarded back until it reaches the source node. When a node has one possible next-hop node, the node receives only one RQRsp message; in this case, it inevitably regards the possible next-hop node as the next hop node to the destination.
On the other hand, when a node has more than one possible next-hop node, the node receives the same number of RQRsp messages as that of the possible next-hop nodes. Consequently, when receiving more than one RQRsp message, the node needs to choose one possible next-hop node as the next hop node to the destination on the basis of the route quality, which is included in the received RQRsp messages.
In the above case, the next hop node to the destination is chosen as follows. The flow diagram in Figure 3 explains how to choose the next hop node from among several possible next-hop nodes. Assume that SNR and the link utilization level are employed as the link quality. Each node in the network is given a threshold value Th SNR for SNR. If there is a single RQRsp message whose SNR value in the route quality is equal to or more than the threshold Th SNR , then the possible next-hop node that sends the RQRsp message is chosen as the next hop node to the destination; this corresponds to (A) in Figure 3 .
If there is more than one RQRsp message whose SNR value in the route quality is equal to or more than Th SNR , a possible next-hop node is chosen by referring to the link utilization level in the route quality. First of all, a node receiving the RQRsp messages classifies the link utilization level in the route quality into three levels, according to threshold values specified in advance, low, middle and high. When all the RQRsp messages have the high link utilization level, a possible next-hop node which is selected by OLSR is chosen as the next hop node to the destination (B). On the other hand, if there are the RQRsp messages with high, middle and low, a possible next-hop node that sends the RQRsp message with high is firstly rejected. From among the rest of the possible next-hop nodes, a possible next-hop node that has the minimum hop count to the destination is chosen (C). If all the nodes have the same hop count, one of the possible next-hop nodes that send the RQRsp messages with low is chosen (D).
If there is no RQRsp message whose SNR is equal to or more than the threshold Th SNR , then a possible next-hop node that sends the RQRsp message with highest SNR is chosen (E).
3) Route Re-Selection Mechanism
Because an ad hoc network can have mobile nodes, the migration of the nodes causes frequent changes of the network topology as well as the fluctuations of the link quality. In order to cope with such a network situation, a source node periodically selects an up-to-date route by sending an RQReq message at regular intervals. A new route is selected in the same way as described earlier.
III. CHARACTERISTICS OF LQHR
A Significant feature of LQHR is that it employs OLSR, which is a proactive routing protocol, though it selects a route on an on-demand basis. That is, LQHR is a hybrid routing protocol in the sense that it is a combination of proactive and reactive routing protocols.
Let us explain the advantages of LQHR. LQHR refers to the link quality in a short period of time by exchanging RQReq and RQRsp messages; therefore, LQHR does not need to distribute the link quality information all over the network unlike proactive routing protocols. Because LQHR employs OLSR as the proactive protocol, the link quality measured by the QM module could be distributed all over the network by piggybacking it onto a routing control packet. In OLSR, we can use a control packet such as a HELLO message or a Topology Control (TC) message. However, it would take some time to distribute the link quality information to the whole network with such control packets. Moreover, mobile nodes cause frequent changes in the link quality. Distributing the link quality information in accordance with changes in network conditions would lead to an increase in the network load.
Although LQHR selects a route on demand, an RQReq message, which is a unicast packet, is transmitted to possible next-hop nodes in a limited area. This is because LQHR has the knowledge of the network topology, which is maintained by OLSR. Note that in a reactive protocol such as AODV and DSR, a route request message is distributed as a broadcast packet on a flooding basis, and then the network traffic increases whenever a route request is made. The possible next-hop node that sends the RQRsp message is chosen.
The possible next-hop node that sends the RQRsp message with highest SNR is chosen.
The possible next-hop node selected by OLSR is chosen.
One of the possible next-hop nodes that send the RQRsp messages with low link utilization level is chosen.
The possible next-hop node having the minimum hop count to destination is chosen.
The possible next-hop node that sends the RQRsp message with high link utilization level is rejected.
Another advantage of LQHR is compatibility with OLSR. LQHR can be considered as a routing protocol which introduces two functions into OLSR: "measurement of the link quality" and "route selection based on the link quality". This allows us to use LQHR in the following way. A communication application initiates the RS module as the need arises; otherwise, only the routing information maintained by OLSR is utilized. Moreover, it is not necessary to modify the existing functions of OLSR when introducing the abovementioned two functions into OLSR; therefore, nodes with LQHR and nodes with OLSR can coexist in the same network.
IV. EXPERIMENTAL METHODOLOGY
This section describes the configuration of the experimental system for the QoS assessment of LQHR, experimental conditions and QoS parameters used in the experiment. In this paper, we conducted two types of experiments: experiment I and experiment II.
In experiment I, the fundamental performance of LQHR was measured under the condition that there exists no other traffic flow in the network; therefore, LQHR in experiment I does not consider the link utilization level, and we refer to this as LQHR without Link Utilization (LU). In order to assess the effectiveness of LQHR, we compared LQHR without LU to the standard OLSR.
In experiment II, we examined the effectiveness of LQHR under the condition that there is another traffic flow in the network. We employed two types of LQHR. One is LQHR without LU. The other is the proposed LQHR, which uses the link utilization level as a quality measure as well as SNR; we refer to this as LQHR with LU. We compared LQHR with LU to the standard OLSR and LQHR without LU.
In order to assess the quality of continuous media transferred over the network, we transmitted an audio-video stream along a route selected by each routing protocol. We employed application-level QoS parameters such as the MU loss ratio and MU delay.
A. Experiment I

1) Experimental System
The experimental system is composed of five laptop PCs (IBM ThinkPad X31, Red Hat Linux 9) each equipped with an IEEE 802.11b PC card (Planex GW-NS11H). In this experiment, the wireless PC card changes the data rate automatically. As shown in Figure 4 , the PCs were arranged on the same floor of a building. Figure 4 displays two cases of the node arrangement: case 1 is represented by the white nodes, and case 2 the black nodes. In Figure 4 , node 1 is the source, and node 5 is the destination. The objective of the two cases of the node arrangement is to examine the effect of the distances between the nodes on the QoS.
The device driver software for the wireless PC card is "HostAP" [15] , which is modified so that it can measure the link quality. Open source software "Olsrd" [16] is used for OLSR. The software for LQHR is a modified version of the Olsrd in which the QM module and the RS module functions are embedded.
2) Conditions of the Experiment
Audio-video streams are transmitted from node 1 to node 5. Table 1 shows the specifications of the audio and video. As mentioned earlier, an audio packet consisting of a constant number of audio samples is defined as an audio MU, and a video frame as a video MU.
In the QM module, each node sends five probe packets in a measurement at each of the four data rates which are specified in IEEE 802.11b [3] : 1, 2, 5.5 and 11 Mbps. That is to say, 20 probe packets are sent in total; they are sent at intervals of five seconds, and the source node also selects an up-to-date route at intervals of five seconds. The threshold Th SNR for SNR is set to be 20 dB. A probe packet is a UDP datagram whose payload is 72 bytes. An RQReq message is a UDP datagram of 20 bytes, and the payload of the RQReq message is increased by four bytes each time it travels one hop. In experiment I, only SNR of received packets is used as the link quality.
3) QoS Parameters
In order to investigate the quality of a selected route, we employ the MU loss ratio and MU delay [17] as QoS parameters for application-level QoS assessment of audio and video transmission. The MU loss ratio is defined as the ratio of the number of MUs which are lost somewhere to the total number of MUs transmitted. The MU delay is defined as the time in seconds from the moment an MU is generated at the source until the instant the MU is output at the destination.
B. Experiment II
1) Experimental System
The experimental system is composed of six laptop PCs each equipped with an IEEE 802.11b PC card. The PCs were arranged on the same floor of a building as shown in Figure 5 . Node 1 is the source, and node 4 is the destination. Node 6 generates a traffic flow and sends it to node 5 so as to make node 5 congested. The nodes are arranged so that SNR of a received packet sent from node 1 to node 2, that from node 2 to node 3, and that from node 3 to node 4 can be a value between 30 and 40 dB, while the SNR in the cases of node 1 to node 5 and node 5 to node 4 can be between 20 and 30 dB. The purpose of the node arrangement in experiment II is to make a difference in route quality between route "1-2-3-4" and route "1-5-4". The rest of the system configurations are the same as those in experiment I.
2) Conditions of the Experiment
Audio-video streams are transmitted from node 1 to node 4. The specifications of the audio and the video are the same as those in Table 1 except for the playing time, which is 60 seconds in experiment II. As a background traffic flow, an IP datagram of 1500 bytes is transmitted from node 6 to node 5 at regular intervals. Changing the transmission intervals adjusts the amount of traffic flow per unit time.
In experiment II, both SNR of received packets and link utilization level, which is defined by Eq. (1), are employed as the components of the link quality vector. The link utilization level is classified into three levels: low (1 through 20), middle (21 through 40), and high (more than 40). The traffic flow is adjusted so that the link utilization level at node 5 can be 0, 15, 30 and 45, respectively. The rest of the experiment conditions are the same as those in experiment I.
3) QoS Parameters
To examine the effect of the network load on the temporal structure of the transmitted audio-video streams, we employ the MU delay and the coefficient of variation of MU output interval [17] as application-level QoS parameters. The coefficient of variation of MU output interval is defined as the ratio of the standard deviation of MU output interval to its mean value. This parameter represents the smoothness of output of a media stream.
V. EXPERIMENTAL RESULTS
In this section, we present the experimental results and discuss the effectiveness of LQHR in each of the two experiments: experiment I and experiment II.
A. Experiment I
In this section, we discuss the effectiveness of LQHR in comparison with the standard OLSR under the condition that there exists no other traffic flow in the network.
We first observed that LQHR always selected route "1-2-3-4-5" in case 1 in Figure 4 (the group of white nodes) and route "1-3-5" in case 2 (the group of black nodes). A sequence of "1-3-5", for example, denotes a two-hop route which consists of source node 1, intermediate node 3 and destination node 5.
Regarding the standard OLSR, we show percentages of routes selected in cases 1 and 2 in Figure 6 . In case 1, we see that two-hop route "1-3-5" was selected by the standard OLSR most frequently; we regard this route as the representative one selected by the standard OLSR in case 1. Recall that LQHR in case 1 always selected four-hop route "1-2-3-4-5", which is two hops longer than representative route "1-3-5" for the standard OLSR; this is because SNR on link "1-3" and that of link "3-5" were smaller than the threshold Th SNR . In case 2, one-hop route "1-5" was selected by the standard OLSR with the percentage of nearly 90 %, since each node was located closely to one another as compared with case 1; we regard this route as the representative one selected by the standard OLSR in case 2. Note that two-hop route "1-3-5", which was always selected by LQHR, is not the maximum hop count route. This is because route "1-3-5" has the minimum hop count to the destination among the routes which have SNR higher than the threshold Th SNR .
In both cases, LQHR selected the routes whose hop count is more than that of the representative ones for the standard OLSR, since LQHR selected routes based on both hop count and SNR, whereas the standard OLSR selected shortest routes. Figure 7 shows the MU loss ratio which was measured in every second when the nodes were arranged as case 2 of Figure 4. Figures 7-(a) and 7-(b) represent the MU loss ratio of audio and that of video, respectively; the MU loss ratio of the standard OLSR and that of LQHR are plotted by circle and diamond symbols, respectively. In both audio and video, we observe that MU loss occurs frequently in the standard OLSR, whereas it hardly happens in LQHR. In the standard OLSR, a data packet transmitted is likely to be corrupted since a route which is selected with the minimum hop count metric is unreliable. Moreover, when a routing control packet such as a HELLO message is lost, a route is considered broken, and then a new route is selected; thus, we can see successive packet loss around 30 second in Figure 7 . On the other hand, the route in LQHR is stable, and hence packet loss scarcely occurs because a route is selected on the basis of SNR. Figure 8 indicates the MU delay which was measured and averaged in every second when the nodes were arranged as case 2 of Figure 4 . Figures 8-(a) and 8-(b) represent the MU delay of audio and that of video, respectively. In Figure 8 , circle and diamond symbols denote the MU delay of the standard OLSR and that of LQHR, respectively. When the MU loss ratio is 100 [%], i.e., when no MU reached the destination for the period of time, the MU delay is regarded as infinite and is not plotted in Figure 8 . We see that the MU delay often increases in the standard OLSR, whereas it is almost constant in LQHR. When a packet is lost on the way to a receiver node, an ACK packet is not returned from the node, and then the sender node schedules retransmission of the packet. Because an MU is divided into a certain number of packets, the MU cannot be assembled even if one of the packets which comprise the MU is lost. This is why the retransmission due to packet loss increases the MU delay. In the standard OLSR, the MU loss occurs frequently as illustrated in Figure 7 ; thus, the MU delay increases significantly as compared with the case of LQHR.
B. Experiment II
In this section, we examine the effectiveness of LQHR under the condition that there is another traffic flow in the network. We employed two types of LQHR in experiment II: LQHR without LU and LQHR with LU. LQHR with LU is identical to the proposed LQHR. We compare LQHR with LU to the standard OLSR and LQHR without LU. Table 2 shows the routes which were selected by the three routing protocols for four values of the link utilization level at node 5, namely, 0, 15, 30, and 45. Note that node 5 receives the interference traffic. In Table 2 , we see that the standard OLSR always selected one-hop route "1-4" at every link utilization level. On the other hand, when the link utilization level at node 5 is equal to or less than 30, both types of LQHR selected two-hop route "1-5-4", which we found from the experimental result the shortest route among those whose SNR in the route quality is higher than the threshold Th SNR . When the link utilization level at node 5 is 45, which is the high utilization level, LQHR with LU selected three-hop route "1-2-3-4" to avoid node 5, which was overloaded. On the other hand, LQHR without LU selected the two-hop route "1-5-4" even in this case. Figure 9 and Figure 10 show the MU delay and the coefficient of variation of MU output interval, respectively, versus link utilization level. They were measured ten times and were averaged. In Figures 9 and 10 , we observe that both types of LQHR indicate the significant improvement upon the standard OLSR in both MU delay and the coefficient of variation of MU output interval, especially when the link utilization level at node 5 is equal to or less than 30. This is because both types of LQHR selected the routes which are one hop longer but more stable than the routes selected by the standard OLSR by referring to the SNR of each link. When the link 
VI. CONCLUSIONS
We have proposed LQHR, which is a combined protocol of proactive and reactive routing. In order to assess the effectiveness of LQHR, we have implemented LQHR on an experimental network and evaluated the audio-video transmission in terms of application-level QoS.
Our experimental results showed that LQHR can provide a better quality route in comparison to the standard OLSR since LQHR selects a route based on not only the minimum hop count metric but also the SNR between adjacent nodes and the link utilization of each node. Although the number of hops of a route selected by LQHR is larger than that of the shortest one, the LQHR route is reliable and less congested; it can provide lower transmission delay and smaller loss ratios of the audio-video streams.
Because LQHR utilizes SNR as one of routing metrics, its performance should be compared to that of the existing routing algorithms which also consider the link quality, such as FSR-SS and FSR-MS. In the experiment, we set the probe packet interval to 5 seconds, which was decided through a preparatory experiment. Although LQHR is designed not to introduce a heavy traffic load of control packets into the network, the evaluation of the influence of such probe packets on QoS is also one of our future studies. 
