The Fermi Large Area Telescope (LAT) has amassed a large data set of primary cosmic-ray protons throughout its mission. The LAT's wide field of view and full-sky survey capabilities make it an excellent instrument for studying cosmic-ray anisotropy. As a space-based survey instrument, the LAT is sensitive to anisotropy in both right ascension and declination, while ground-based observations only measure the anisotropy in right ascension. We present the results of the first ever proton anisotropy search using Fermi LAT. The data set uses eight years of data and consists of approximately 179 million protons above 78 GeV, enabling it to probe dipole anisotropy below an amplitude of 10 −3 , resulting in the most stringent limits on the declination dependence of the dipole to date. We measure a dipole amplitude δ = 3.9 ± 1.5 × 10 −4 with a p-value of 0.01 (pre-trials) for protons with a minimum energy of 78 GeV. We discuss various systematic effects that could give rise to a dipole excess and calculate upper limits on the dipole amplitude as a function of minimum energy. The 95% CL upper limit on the dipole amplitude is δ U L = 1.3 × 10 −3 for protons with a minimum energy of 78 GeV and δ U L = 1.2 × 10 −3 for protons with a minimum energy of 251 GeV.
INTRODUCTION
Galactic cosmic rays diffuse through interstellar magnetic fields toward Earth, where they arrive with a high degree of isotropy. However, a small anisotropy in the arrival directions of cosmic rays of O(10 −4 − 10 −3 ) has been consistently observed over the past several decades. The cosmic-ray anisotropy landscape has recently grown more complex as large experiments with long duty cycles have measured the anisotropy over nine decades in energy with unprecedented precision (Amenomori et al. 2005 (Amenomori et al. , 2006 (Amenomori et al. , 2017 Abdo et al. 2008 Abdo et al. , 2009 Aglietta et al. 2009; Abbasi et al. 2010 Abbasi et al. , 2011 Abbasi et al. , 2012 Aartsen et al. 2013 Aartsen et al. , 2016 Bartoli et al. 2013 Bartoli et al. , 2015 Abeysekara et al. 2014 Abeysekara et al. , 2018a . Broadly speaking, the anisotropy can be described by a large-scale, dipole-like feature with an energy-dependent amplitude and phase. Anisotropy at medium to smaller scales has also been measured down to angular scales of ∼10°, though with amplitudes an order of magnitude lower than the large-scale anisotropy (Abbasi et al. 2010; Abeysekara et al. 2014 Abeysekara et al. , 2018a . A variety of physical mechanisms could explain the large-scale anisotropy, though there is no consensus on the exact causes of the energy dependence. Standard diffusion theory predicts a dipole in the direction of the density gradient of cosmic rays, but the predicted amplitude is up to two orders of magnitude larger than the observed anisotropy Hillas (2005) ; Ptuskin et al. (2006) ; Blasi & Amato (2012) . The observed large-scale anisotropy at Earth could be due to the particular distribution of sources nearby as well as their directions relative to the local interstellar magnetic field (Schwadron et al. 2015; Mertsch & Funk 2015) . Observational effects of measuring the anisotropy with Earth-fixed observatories also obscure the true dipole. For example, the analysis techniques used to reach the appropriate sensitivity are incapable of measuring anisotropy along the declination axis, resulting in measurements along right ascension only. Partial sky coverage also biases the measurement of large-scale features. The all-sky anisotropy was recently measured using a combined data set from the IceCube and HAWC detectors, which demonstrated that previous measurements by either detector likely underestimate the large-scale amplitude (Abeysekara et al. 2018b) . It has been shown that the observed dipole can be explained by a combination of the astrophysical and instrumental effects described above (Ahlers 2016) . Many of the systematic effects introduced by the analysis techniques used by ground-based experiments can be mitigated by studying anisotropy with a full-sky, spacebased observatory. The Fermi Large Area Telescope (LAT) scans the entire celestial sky and detects cosmic rays in the GeVTeV energy range. As a space-based survey instrument, it is sensitive to cosmic-ray anisotropy in both right ascension and declination. Additionally, the subsystems of the instrument can measure the charge of the cosmic rays, enabling a proton-only measurement of the anisotropy. The study of cosmic-ray anisotropy in this energy range offers complementary information to that at higher energies, as well as constraints on the declination dependence of the anisotropy which has never been measured. Furthermore, the study of anisotropy in this energy range is complementary to the study of the energy spectrum of protons and could shed light on the unexpected spectral break at ∼ a few hundred GeV (Adriani et al. 2011; Aguilar et al. 2015) .
FERMI LARGE AREA TELESCOPE
The LAT is a pair conversion gamma-ray telescope on board the Fermi Gamma-ray Space Telescope (Fermi) mission. Its wide field of view (2.4 sr) and full-sky survey capabilities make it an excellent instrument for studying cosmic-ray anisotropy. The Fermi spacecraft is in an equatorial orbit with an inclination of 25.6°. It rocks north and south from zenith toward the celestial poles on successive orbits, enabling the LAT to scan the entire sky every 2 orbits (∼3 hours)
1 . The Fermi-LAT collaboration has published two studies of the anisotropy of cosmic-ray electrons and positrons, the latter of which provides the most stringent constraints on the dipole anisotropy of cosmic electrons and positrons to date (Ackermann et al. 2010; Abdollahi et al. 2017a) . The LAT has also amassed a large statistical sample of hadronic cosmic rays that can be studied using similar techniques to those in previous analyses.
The LAT has three subsystems: an anti-coincidence detector (ACD) to reject the charged particle background, a tracker (TKR) to promote conversion of gamma rays to e + /e − and measure their incident direction, and an electromagnetic calorimeter (CAL) to measure the energy of the resulting particle shower. The anti-coincidence detector consists of 89 segmented plastic scintillator panels covering the top and sides of the LAT. In cosmic-ray analyses, the ACD can be used to measure the charge of incident particles via their ionization losses through the scintillator tiles. The tracker is composed of 18 layers of x-y silicon strip detectors (SSDs) with interwoven tungsten foils to promote conversion of gamma rays into e + /e − pairs. We used the tracker for direction reconstruction as well as a second, independent measurement of cosmic-ray charge. The calorimeter sits at the bottom of the LAT and consists of 1536 CsI(Tl) crystal logs in a hodoscopic arrangement, which allows for 3D reconstruction of the particle shower and is crucial for lepton-hadron separation. The imaging capabilities of the calorimeter also provide an independent, complementary direction measurement which we used to improve the angular resolution of the data set.
While the LAT's reconstruction algorithms are optimized for gamma rays, the instrument is essentially a charged lepton detector. The same basic principles for reconstructing particle direction and energy apply to both leptons and hadrons, though some care must be taken in understanding biases when measuring hadrons. The largest difference is in the energy estimate because the calorimeter is relatively shallow and does not fully contain hadronic showers. The calorimeter is 8.6 X 0 deep on axis, but only ∼ 0.5 hadronic interaction lengths. In general, the calorimeter contains the electromagnetic portion of the particle shower and underestimates the energy of hadronic showers. We apply a scaling relation developed with a Geant4 (Agostinelli et al. 2003) Monte Carlo simulation of protons interacting with the detector to account for the missing energy in the reconstruction and remove the bias when estimating proton energy.
DATA SET
In this section we describe the event selection and resulting data set used in the analysis. We selected eight years of data from 2008 December 26 to 2016 December 26 for this analysis. To ensure at least a minimum quality necessary to reconstruct events, a set of basic cuts was applied: we required that the events pass the onboard gamma filter 2 , a track must be found, events must traverse a minimum of 4 X 0 of calorimeter integrated along their path length, and events must deposit a minimum of 21 GeV in the calorimeter 3 . We also cut on a classification tree-based variable trained to identify accurately reconstructed events. These quality cuts are based on the event selection developed for the Fermi-LAT proton spectral measurement (Green 2016; Green & Hays 2017) . Additionally, we required that the LAT was in standard survey mode 4 , and that the rocking angle of the spacecraft was <52°5.
To separate protons from helium nuclei and other heavy cosmic rays we applied cuts on two independent measurements of the cosmic-ray charge, Z, using the tracker and the ACD. The signals in each subsystem are correlated with the charge due to the Z 2 -scaling 2 At these energies, all showering cosmic rays should pass because any event with >20 GeV of raw energy, i.e., uncalibrated, deposited in the CAL passes the gamma filter.
3 The raw 20 GeV threshold used by the onboard filter is uncalibrated and affected by decreased light yields in the CAL crystals over time. The 21 GeV threshold on a calibrated quantity mitigates time dependence of the onbaord filter. Details of this effect are discussed in Section 5.1.4.
4 LAT MODE==5, LAT CONFIG==1, DATA QUAL==1, which are publicly available in the LAT pointing history (FT2) files.
5 This is to ensure that the Earth limb was well outside the field of view.
of the ionization loss. In the ACD, we measured the energy deposited in the single scintillator tile that is intersected by the best-fit track. A geometric correction was applied to account for the path length of each track. The average pulse height in the TKR provides a second, independent measurement of the charge. A two-dimensional cut on both variables was used to separate Z=1 particles from Z>1 particles. An additional cut on the energy deposited in ACD tiles within a 15°c one of the best-fit track is also applied to remove residual nuclei, most of which have large incidence angles or enter the bottom of the detector. Residual contamination from helium and other Z>1 nuclei is estimated to be well below 1% (Green & Hays 2017) .
The charged-based selection described above yields a data set of protons and electrons. We used the electron classifier developed for the Fermi-LAT Pass 8 cosmic-ray electron and positron spectral and anisotropy analyses to separate protons from the remaining electrons (Abdollahi et al. 2017a,b) . The multivariate classifier uses the differences in the topology of electromagnetic and hadronic showers to separate the two event types. For example, the transverse width of hadronic showers is wider on average than that of electromagnetic showers. We refer to the most recent LAT CRE spectral measurement for more details on the classifier (Abdollahi et al. 2017b) .
To mitigate the effects of the geomagnetic field, we imposed energy-dependent off-axis angle (θ) cuts to reduce the LAT's field of view. This removes cosmic rays coming from the horizon, which have larger deflection angles than those with incident directions closer to zenith and are subjected to charge-dependent Earth shadowing. The maximum allowed off-axis angle is 45°for protons with energies in (78 GeV, 139 GeV) and 50°for all other events. Details of this selection are described in Section 5.1.1.
A detailed understanding of the instrument's pointspread function (PSF) is critical for a measurement of anisotropy. Compared to gamma rays, the LAT's angular resolution for protons is excellent: the 68% containment is ∼ 0.01°. However, Monte Carlo studies of the effect of the tails of the PSF on the measured anisotropy showed that events with large reconstruction errors can generate a false-positive signal. We utilized a second, independent measurement of the event direction from the 3D imaging calorimeter to reject poorly reconstructed events, primarily those that entered the bottom of the detector. We required that the angle between the bestfit track in the TKR and the best-fit direction in the CAL be < 0.2 radians (11.5°). The procedure for de-termining this value without biasing the measurement is described in detail in Section 5.1.2.
ANISOTROPY SEARCH METHOD

Reference Map
To achieve the sensitivity necessary to measure anisotropy at these energies, the instrument's exposure cannot be calculated using simulation because the resulting uncertainties are significantly larger than the expected signal O(10 −3 ). The observed data map is instead compared to a reference map, which is an estimate of the instrument's response to an isotropic cosmic-ray flux. Many data-driven methods of creating reference maps have been developed over the years to avoid relying on Monte Carlo simulation. The method we adopted uses the time-averaged event rate, R avg , and distribution of detected event directions in instrument coordinates, P (θ, φ), as empirical estimates of the detector's efficiency. In order to generate the reference map, the pointing history of the instrument was divided into 1 s time bins. For each 1 s bin with livetime lt bin , the expected number of events was drawn from a Poisson distribution with mean R avg × lt bin and event directions were randomly drawn from P (θ, φ). The sky directions for each event were then calculated for the position and orientation of the instrument at that time. To ensure that any anisotropic signal in the rate and P (θ, φ) was adequately averaged out, we averaged over long time intervals of one year, i.e., R avg and P (θ, φ) were calculated for each of the eight years in the data set. The choice of an integer number of years also minimizes contamination from the Compton-Getting dipole created by Earth's motion around the Sun, which cancels out in each complete year (Compton & Getting 1935) . Additionally, the use of year-long time bins, rather than a single bin for the entire data set, mitigates the effects of decreasing light yields in the calorimeter which cause a small, monotonic decrease in the total event rate over the course of the LAT mission (Bregeon et al. 2013) . One hundred independent reference maps were created and averaged to decrease the statistical uncertainty in the map.
We compared the rate-based reference map method to the time-scrambling (Abbasi et al. 2010 (Abbasi et al. , 2011 (Abbasi et al. , 2012 Aartsen et al. 2013 Aartsen et al. , 2016 or event-shuffling (Ackermann et al. 2010; Abdollahi et al. 2017a ) commonly used for cosmic-ray anisotropy measurements. Using the timescrambling method, the reference map is created by randomly shuffling the times of events in the data set and calculating new sky directions for each event with the shuffled time. We performed a Monte Carlo (MC) study to compare the performance of our rate-based method to the time-scrambling method when measuring a dipole using an ideal, conical detector with a 60°opening angle. One million events were injected with a dipolar angular distribution with an amplitude of 0.01 and its maximum oriented at an angle α ∈ [0
• ] relative to the polar axis. A null hypothesis data set was also produced by generating events isotropically. Reference maps were created using both the rate-based and time-scrambling methods and the dipole amplitude was reconstructed for each method. The results of one thousand realizations of this study are summarized in Figure 1 . The time-scrambling method consistently underestimates the true dipole amplitude by a factor of ∼2, while the rate-based method is unbiased. This is consistent with what was seen in the most recent Fermi-LAT anisotropy study of CREs, which compared four separate reference map techniques (Abdollahi et al. 2017a) . A similar effect emerges with ground-based observatories at middle latitudes and iterative likelihood methods have been developed to unbias the measurement Abeysekara et al. 2018a ). In both panels of Figure 1 the distribution of measured dipole amplitudes under the null hypothesis is centered around a non-zero value. This is the expected dipole amplitude due to Poissonian noise in the data set and determines the sensitivity of the analysis. Furthermore, neither method shows bias with respect to the direction of the dipole, i.e., the angle α, indicating that both methods are sensitive to the right ascension and declination components of a dipole anisotropy. The rate-based reference map method is therefore sensitive to the two-dimensional direction of the dipole anisotropy.
Spherical Harmonic Analysis
After we generated the reference map, we compared it to the data map and performed a spherical harmonic analysis. Spherical harmonics offer a convenient way to characterize anisotropy at multiple angular scales. First, we calculated the relative intensity between the data map and the reference map:
where N i and N i are the counts in the ith pixel of the data map and reference map, respectively. The relative intensity was then decomposed into spherical harmonics: Results from an MC study comparing two reference map methods using an ideal detector with a conical field of view with a maximum off-axis angle of 60°. Each realization consists of one million events injected with a 1% dipole oriented at an angle α relative to the declination axis. Reference maps were created using the time-scrambling method (top) and the rate-based method (bottom). The null hypothesis refers to realizations with events injected isotropically.
The coefficients of the expansion were computed using the anafast algorithm in the HEALPix 6 library (Gorski et al. 2005) . The coefficients were then converted to coefficients of the real-valued, or tesseral, spherical harmonic functions for a more natural geometric interpretation. All of the sky maps were binned using the HEALPix scheme with an Nside parameter of 16 (3072 pixels), which corresponds to an angular extent of approximately 4 deg.
The coefficients of the spherical harmonic decomposition can be used to characterize any anisotropy at each angular scale. The angular power at each multipole is calculated directly from the coefficients of the multipole expansion:
The measured angular power C contains contributions from two terms: the true anisotropic power in the map C true , which we are interested in measuring, and a noise term from randomly correlated statistical fluctuations in the map, C N . C N , which is equivalent to the variance of a lm , can be calculated by propagating errors in the relative intensity map to the final quantities (Knox 1995) . The following expression accounts for pixel-to-pixel variation introduced by non-uniform exposure in the maps (Fornasa et al. 2016; Abdollahi et al. 2017a) :
where N pix is the number of pixels in the map, α = 1/n, and n is the number of reference maps created and averaged to estimate the isotropic expectation, which is 100 in this analysis. Note that in the case of uniform exposure and very large n, the formula simplifies to C N = 4π N , where N is the total number of events in the map 7 . To estimate the true anisotropic power in the map, we subtract the noise contribution, which results in the maximum likelihood estimator for the true anisotropy:
The angular power spectrum characterizes the total anisotropy at each angular scale, with angular features at each multipole ∼180°/ . Any excess or deficit in the angular power spectrum compared to the isotropic expectation indicates anisotropy at that angular scale. The expected distribution of angular power at each multipole under the null hypothesis can be calculated by assuming that C follows a χ 2 2 +1 distribution with mean C N (Knox 1995).
As described in the introduction, the dipole anisotropy is especially interesting scientifically. The amplitude of the dipole can be calculated directly from the angular power at multipole =1:
7 Uniform exposure refers to the case where N i = N j for all i, j. In the large statistics limit, i.e., N i = N i and N i = N/N pix , and with uniform exposure, Equation 5 results in this expression.
and the estimator for the true dipole amplitude,δ, is calculated by inputtingĈ 1 true into the above equation and imposing the requirement thatĈ 1 true > 0. In addition to the total dipole amplitude, we can also calculate the full two-dimensional direction from the spherical harmonic coefficients. The right ascension of the dipole is given by:
while the declination is given by:
The accompanying uncertainty in each quantity is calculated by propagating the statistical uncertainty in the relative intensity map to the derived quantities.
RESULTS
In this section we present the results of the analysis performed using the methods described in the previous section. The data were divided into eight logarithmically-spaced energy bins in estimated gammaray energy which correspond to approximately 80 GeV -10 TeV in estimated proton energy. Reference maps were generated for each energy bin using an averaging period, or time bin, of one year as described in Section 4.1. The data maps and reference maps were summed over all eight years of the data set, and summed cumulatively in energy to maximize the sensitivity of the analysis. The data map and reference map for the minimum cumulative energy bin, i.e., the energy bin spanning the full data set, can be seen in Figure 2 . The structure seen in both the data and reference maps is a result of the LAT's exposure, which is biased towards the northern and southern celestial poles due to the instrument's rocking profile. The relative intensity map, which is used for the spherical harmonic analysis, and a significance map are shown in Figure 3 .
We performed the spherical harmonic analysis detailed in Section 4.2 on the relative intensity maps corresponding to each of the cumulative energy bins. The measured a m coefficients, which contain the direction of the large-scale anisotropy, are plotted in Figure 4 and their measured values are in Table 1 . The angular power spectrum for the entire energy range, i.e., E>78 GeV, is shown in Figure 5 . We calculated the angular power spectrum up to =30, which corresponds to an angular scale of ∼6°. There is a weak excess in the dipole Note-There is a maximum energy of ∼10 TeV. power, C 1 , with a p-value of 0.01 (pre-trials). There is an additional excess at =16. However, this is likely to be a statistical fluctuation. Each of the 30 angular power measurements is independent. Under the null hypothesis, the expectation value for the number of measurements that should exceed the 95% interval due to random chance is 1.5. We note that either excess could be a statistical fluctuation, however, there is a known astrophysical anisotropy at = 1 and there are systematics that could potentially create a false-positive dipole excess that will be discussed in Section 5.1. The interpretation of the = 1, i.e., dipole, measurement is therefore more nuanced than that at = 16 and will be discussed in detail shortly. Dipole amplitudes for each cumulative energy bin were measured using the dipole power (C 1 ) calculated for each bin and can be seen in Figure 6 . The dipole excess at E>78 GeV corresponds to the excess seen in the angular power spectrum in Figure 5 . The measured dipole amplitudes in the remaining energy intervals are all consistent with an isotropic sky. The exact amplitude and direction of the dipole excess are shown in Table 2 .
In Section 5.1 we discuss the major sources of systematic uncertainty in the analysis that could lead to a dipole excess. We do not expect any of the systematics to create an excess at the level seen in our data. How--180
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• Reference --Energy > 78 [GeV] 400 500 600 700 800 900 1000 Counts [10 2 ] Figure 2 . Data and reference sky maps in equatorial coordinates (J2000) for all events in the data set. Sky maps are created using the HEALPix pixelization scheme with 3072 pixels and use the astronomical convention of right ascension increasing to the left. ever, we cannot completely rule out the signal vs. systematic interpretation of the excess. We therefore computed upper limits on the total dipole amplitude, for all cumulative energy bins (including the excess) which can be seen in Figure 6 . The 95% CL upper limits were calculated using the frequentist likelihood ratio approach used in Abdollahi et al. (2017a) . The upper limits on the observed dipole power are calculated after enforcing thatĈ true > 0 and then converted to upper limits on the dipole amplitude using Equation 6. The 95% CL upper limit on the dipole amplitude at a minimum energy of 78 GeV is δ U L = 1.3 × 10 −3 . This calculated upper limit is considerably larger than the median expected upper limit of 5.8 × 10 −4 because it was calculated from an observed data point with an upward fluctuation. 99.7% Null 95% Null 68% Null Data Figure 5 . Angular power spectrum calculated for the relative intensity map with a minimum energy of 78 GeV. The horizontal axis is the multipole l of the spherical harmonic expansion and the vertical axis is angular power at that l value. The angular scale of each multipole is ∼180°/ . C is the angular power in the map, which includes an anisotropic component and a noise component, CN . The angular power due to white noise is subtracted from the measured power, which is the maximum likelihood estimator for the underlying anisotropy in the map. The error bars are the statistical uncertainty on the measured angular power. The colored bands represent the distribution of expected results under the null hypothesis, i.e., isotropic sky.
Systematics
In the following subsections we describe the major sources of systematic uncertainty in the anisotropy measurement and the techniques we used to mitigate or quantify them in a data-driven way. We describe the "east-west" effect seen in our data, the selection employed to reduce the tails of the PSF, and finally discuss the stability of the event rate and its effect on the results.
East-West Effect
Although the cosmic rays in this data set are well above the vertical cutoff rigidity, geomagnetic effects are not completely negligible. Positively charged cosmic rays arriving from near the horizon from the east are ablocked by the Earth because their trajectories bend downward into the atmosphere. The famous "east-west" effect is visible in our data set if it is not accounted for. We impose energy-dependent off-axis angle (instrument theta) thresholds to mitigate this effect, which are similar to those used in the most recent Fermi-LAT e + /e − anisotropy search (Abdollahi et al. 2017a ). In the aforementioned study, the off-axis angle thresholds were optimized using simulations that estimated the geomagnetic influence by back-tracing events through a model of the geomagnetic field. However, this method relies on the accuracy of the energy estimation to properly trace the particle trajectories. The relatively poor energy resolution for protons in the LAT does not allow for accurate back-tracing to quantify the effect to the desired precision. Therefore, the selection was determined by analyzing the data in altitude-azimuth coordinates. The geomagnetic effects are maximal in this frame and the analysis remains unbiased to the equatorial anisotropy of interest. We created reference maps in differential energy bins for a range of maximum off-axis angle cuts in 5°increments. We then analyzed significance maps in altitude-azimuth coordinates and performed a χ 2 comparison between the significance distribution and a standard normal distribution, requiring χ 2 red ∼ 1. The analysis resulted in a maximum off-axis angle of 45°in the lowest energy bin and 50°for all others. Significance maps for the final selection and a selection where the east-west effect is visible in the lowest energy bin are shown in Figure 7 . The east-west effect is clearly visible in the lower panel where there is a 6σ deficit of cosmic rays from the east. After reducing the field of view (top panel), there is no longer any visible anisotropy.
Point Spread Function Tail
Preliminary results of this analysis from 2017 measured a significant quadrupole excess (Meehan & Vandenbroucke 2017) . Further exploration indicated that the excess was caused by events from the tail of the PSF with large reconstruction errors. As stated in Section 3, the angular resolution for protons detected by the LAT is ∼0.01°. However, the tail of the distribution is non-negligible for an analysis at this level of sensitivity. The tail extends out to an angular error of 180°, which primarily consists of events that entered the bottom of the detector but were reconstructed as if they entered the top 8 . In this updated analysis we utilized an additional variable to remove events from the PSF tail. We compared independent direction measurements of each event from the tracker and calorimeter, and used the angle between them, hereafter tracker-calorimeter angle, as a proxy for the quality of the reconstruction. 8 The LAT has no a priori ability to tell the whether an event entered the top or bottom of the detector from timing alone. . Sky maps in altitude-azimuth coordinates for events with a maximum off-axis angle cut of 45°(top) and 60°( bottom). Altitude is the complement of the zenith angle and the azimuth is measured from N=0°and increases towards the E. The "east-west" effect is clearly visible in the data when a larger field of view is allowed.
We created a detailed, Geant4-based simulation of our data set that includes realistic detector effects to accurately determine the tracker-calorimeter angle threshold necessary to reduce contamination from poorly reconstructed events. Figure 8 shows the quadrupole power vs. maximum tracker-calorimeter angle when thresholds were applied to this simulated data set and the rest of the anisotropy analysis was applied. There is a significant quadrupole excess for large maximum threshold and it is reduced for smaller thresholds, yielding the expected behavior. Additionally, the lower panel of Figure 8 shows that the entirety of the excess is in the a 20 coefficient of the multipole expansion. This is the moment in which exposure-related systematics are expected to exist. Recall that the LAT's exposure is primarily quadrupolar and aligned with the celestial poles (see Figure 2) . Events that are reconstructed close to 180°off of their true direction are likely to pile up at the equatorial poles, creating an a 20 excess.
While the simulation described above qualitatively explains the quadrupole, data/MC agreement was not pre-cise enough to use the MC to determine an appropriate cut value. To tune the cut while staying unbiased to the parameters of interest, namely the dipole components of the analysis, we performed a parameter scan similar to that above, but only observed the a 20 moment of the spherical harmonic expansion. Figure 9 shows the results of this parameter scan on flight data. The a 20 component is very significant for large maximum tracker-calorimeter angle thresholds and decreases as the threshold decreases. The final cut of 0.2 radians is indicated by the dashed line in the plot and the observed a 20 value is consistent with isotropy.
Event Rate Stability
The algorithm to construct the reference maps for the anisotropy search described in Section 4.1 uses the event rate averaged over each year of the data set to generate events. While the rate fluctuates on short time scales, the assumption is that it is stable over the entire year and also does not exhibit variation that is correlated with sky direction. Variation in the rate that is not properly accounted for in the reference map algorithm could over-or underestimate the exposure and result in a false-positive anisotropy. We tested both of these assumptions and describe our findings in the following section.
The geomagnetic cutoff varies continuously along the orbital path of Fermi. The increased rate of background cosmic rays in regions where the cutoff is lower could affect the efficiency of the various subsystems. To test this, we measured the event rate as a function of McIlwain L value of the LAT's location, which is directly correlated with the geomagnetic cutoff. The observed event rate can vary by as much as 1% over the range of McIlwain L experienced by Fermi. To estimate the effect of this variation on the measured anisotropy we simulated ten data sets by first fitting the rate vs. McIlwain L curves in four energy bins and then generating events according to these curves 9 . Figure 10 shows the observed event rate and third-degree polynomial fits for each of the four energy bins. As a full-circle test, we then processed the simulated data sets with the anisotropy search pipeline and measured the angular power spectrum for each realization. The results of this simulation are summarized in Figure 11 . The mean dipole power among the realizations was ∼ 1σ above the expectation under the null hypothesis. In other words, we expect 9 The exact curves used to seed this MC study were fit to data using a slightly different event selection than the one described here. The shape and magnitude of the McIlwain L dependence in the MC study is statistically consistent with that in the current data set. (C2) is plotted vs. the maximum tracker-calorimeter angle used in the event selection. A significant quadrupole excess is detected at larger thresholds due to events from the PSF tail. Bottom: The =2 coefficients of the spherical harmonic transform are plotted vs. the maximum tracker-calorimeter angle used in the event selection. All of the excess quadrupole power seen in the plot on the left is in the m=0 moment, i.e., a20.
a systematic 1σ dipole excess due to the McIlwain Ldependent event rate. We therefore conclude that this effect is not likely to create the observed dipole excess. In principle the distribution of dipole power that could be induced by this effect in an ensemble of experiments could have long tails. We leave the full characterization of this distribution to future work, as it would require significantly more realizations of the Monte Carlo simulation study described above. Energy > 78 [GeV] 1σ Null 2σ Null 3σ Null Cut Data Figure 9 . Results of the scan over the tracker-calorimeter angle parameter using flight data. We scanned maximum tracker-calorimeter angle thresholds and ran the resulting data sets through the full anisotropy pipeline. To not bias the measurement of the other moments of the spherical harmonic analysis, we only utilized the a20 in the scan, remaining blind to other the spherical harmonic parameters. As described in Section 3, the onboard filter utilizes a trigger that passes any event that deposits a minimum of 20 GeV of raw energy in the calorimeter to filter for high-energy particles. Radiation damage degrades the light yields of the calorimeter crystals over time. The raw energy used by the onboard filter is not calibrated for this decrease and the effective energy to pass the filter thus increases over time. This results in a time-dependent event rate for events with energies Figure 11. Angular power spectra from an MC study of the McIlwain L-dependent event rate for event with a minimum energy of 78 GeV. Ten simulated data sets were generated using the McIlwain L-dependent rates in Figure 10 and processed with the anisotropy pipeline. The data points are the mean angular power at each multipole from the ten realizations and the error bars, which are hardly visible, are the standard error on the mean. The dashed lines represent the 1σ spread amongst the ten realizations. The colored bands represent the distribution of expected results under the null hypothesis, i.e., isotropic sky.
near the threshold. Without correcting for this effect, we observe a 0.5-1%/year decrease in the event rate for events with energy in the range 78-139 GeV. To mitigate this effect, we imposed a minimum threshold of 21 GeV of calibrated energy deposited in the calorimeter, i.e., energy calibrated for the decreasing light yields. The 21 GeV threshold is above the effective threshold of the uncalibrated onboard filter energy. This mitigates most of the time-dependent effect, resulting in a total event rate that decreases by only ∼ 0.1%/year. We performed similar simulation studies to those described in Section 5.1.3 to test the effect of this time dependence on the observed anisotropy. The study predicts that the systematic uncertainty in the anisotropy introduced by the monotonically decreasing rate is negligible compared to the statistical uncertainty in the data set and therefore will not affect the results.
Stability of the Angular Distribution
In addition to the event rate, the observed angular distribution of events is assumed to be stable on long time scales and with changing geographic location to estimate the reference sky maps. In principle, the time-dependent raw energy threshold described in Section 5.1.4 could create a time-dependent incidence angle distribution since the raw energy deposited in the calorimeter is a function of the event's path length. However, we do not measure any significant time dependence in this distribution. Additionally, we searched for McIlwain L dependence of the two-dimensional angular distribution of events. The distribution does not show any significant variation correlated with McIlwain L and is not expected to introduce any systematic uncertainties into the measurement.
CONCLUSION
We presented the results of the first search for cosmicray proton anisotropy using data from the Fermi Large Area Telescope. The 8-year data set is the largest single instrument, full-sky data set studying cosmic-ray anisotropy at these energies to date. As such, it provides the most stringent constraints on the declination dependence of the dipole anisotropy, which is not accessible by ground-based observatories.
Interpretation of the measured dipole excess is difficult due its marginal statistical significance and the complex systematics of the analysis. We discussed three potential sources of systematics and our method for quantifying or mitigating them: the "east-west" effect, poorly reconstructed events from the PSF tail, and the McIlwain L-dependent event rate due to the varying rate of background cosmic rays. Of these, only the last is expected to have a measurable effect on the dipole anisotropy. Our simulation study described in Section 5.1.3 predicts a 1σ dipole excess due to this effect, but this does not fully explain the observed excess. Similar geomagnetic effects were seen in cosmic-ray anisotropy searches by the Alpha Magnetic Spectrometer (AMS-02) experiment, where a method was developed to correct for the systematic shift in the measured anisotropy Bindel et al. 2017) . It may be possible to employ a similar correction in future anisotropy searches using LAT data. However, it is important to note that the orbit of AMS-02, which is onboard the International Space Station (ISS), has an inclination of 51.6°(cf. the LAT's orbital inclination of 25.6°) and travels through geographic locations with lower rigidity cutoffs than the LAT does. Geomagnetic effects are therefore expected to be less significant, in general, for the LAT anisotropy search.
Residual contamination from other particles could also introduce systematic uncertainties into the measurement. Proton energies in this analysis were estimated by re-scaling the estimated gamma-ray energy to account for the missing portion of the hadronic shower in the calorimeter. This will also re-scale the accurately estimated energies of cosmic electrons and positrons (CREs) by a factor of ∼ 3, thereby introducing low-energy CRE contamination into the data set. Estimates from Geant4 Monte Carlo simulation place the contamination from CREs at less than 0.1%. These CREs could be affected by the Heliospheric magnetic field, but it is difficult to quantify the effect on the anisotropy measurement. There is also residual contamination from Helium nuclei that is estimated to be less than 1% (Section 3). As a cross-check, we performed the anisotropy analysis on a selection of Helium nuclei, which yielded a null result, i.e., consistent with isotropy. We therefore conclude that no systematic uncertainty should be introduced into the proton anistotropy measurement by residual, isotropic Helium in the data set.
The statistical excess of the dipole amplitude is in a difficult regime to make a strong statement about its interpretation. The measured dipole can be described in terms of its amplitude and two-dimensional direction in equatorial coordinates: (δ, RA, Dec) = 3.9±1.5 × 10 −4 , 215°±23°, −51°±21°. Previous measurements of cosmic-ray anisotropy in the 100 GeV energy range by underground muon telescopes observed dipole amplitudes of ∼ 2 × 10 −4 with maxima at right ascensions in the range ϕ 0 ∈ [45
• , 135 • ] (Swinson & Nagashima 1985; Hall et al. 1999) , where ϕ 0 is the phase of the one-dimensional dipole fit typically performed by ground-based experiments. The phase of the TeV anisotropy described in Section 1 is similar to that measured by underground muon telescopes and is typically in the range ϕ 0 ∈ [30
• , 50 • ]. We note that the direction of the dipole measured in this analysis is in tension with the measurements by muon telescopes from decades ago, but stress the many differences between the analyses. These telescopes typically scanned a small patch of overhead sky and recorded the daily sidereal variation in the counting rate as a function of right ascension, while the F ermi-LAT analysis measures the all-sky, two-dimensional anisotropy. Additionally, ground-based experiments have limited charge resolution compared to the LAT and measure the all-particle anisotropy, rather than the measurement of protons only as presented here. The myriad differences between these measurements are important to understand to elucidate the origin of the anisotropy. Given the lack of a definitive signal, we set upper limits on the total dipole amplitude: the 95% CL upper limit on the dipole amplitude is δ U L = 1.3 × 10 −3 for protons with a minimum energy of 78 GeV and δ U L = 1.2 × 10 −3 for protons with a minimum energy of 251 GeV. Recently, a nearly all-sky measurement of cosmic-ray anisotropy was performed at ∼ 10 TeV by combining data sets from the IceCube and HAWC experiments (Abeysekara et al. 2018b ), resulting in the least-biased measurement of the anisotropy to date. However, this measurement is still insensitive to the declination component of the dipole due to the limitations of ground-based measurements mentioned in Section 1. Our upper limits are therefore the most constraining on the declination dependence of the dipole by any experiment.
