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PARTIAL ACTIONS: WHAT THEY ARE AND WHY WE CARE
ELIEZER BATISTA
Abstract. We present a survey of recent developments in the theory of partial
actions of groups and Hopf algebras.
1. Introduction
The history of mathematics is composed of many moments in which an apparent
dead end just opens new doors and triggers further progress. The origins of partial
actions of groups can be considered as one such case. The notion of a partial group
action appeared for the first time in Exel’s paper [38]. The problem was to calculate
the K-theory of some C∗-algebras which have an action by automorphisms of the
circle S1. By a known result due to Paschke, under suitable conditions about a
C∗-algebra carrying an action of the circle group, it can be proved that this C∗-
algebra is isomorphic to the crossed product of its fixed point subalgebra by an
action of the integers. The main hypothesis of Paschke’s theorem is that the action
has large spectral subspaces. A typical example in which this hypothesis does not
occur is the action of S1 on the Toeplitz algebra by conjugation by the diagonal
unitaries diag(1, z, z2, z3, . . .), for z ∈ S1. Therefore a new approach was needed
to explore the internal structure of those algebras that carry circle actions but
don’t have large enough spectral subspaces. Using some techniques coming from
dynamical systems, these algebras could be characterized as crossed products by
partial automorphisms. By a partial automorphism of an algebra A one means an
isomorphism between two ideals in the algebra A. A partial action of a group G on
an algebra A is a family of partial automorphisms of an algebra A indexed by the
elements of the group whose composition, when it is defined, must be compatible
with the operation of G. The point of view of crossed products by partial actions
of groups was enormously successful for classifying C∗-algebras, the most relevant
examples are the Bunce-Deddens algebras [40], approximately finite dimensional
algebras [41] and the Cuntz-Krieger algebras [44]. More recently, a characterization
as a partial crossed product was given to the Bost-Connes and Cuntz-Li C∗-algebras
associated to integral domains [21].
Very early, in the beginnings of the theory of partial actions of groups in the
context of operator algebras, many unexpected connetions were explored. For ex-
ample, partial group actions are closely related to actions of inverse semigroups
[39]. In fact, for each group G, there is a universal inverse semigroup S(G), nowa-
days known as Exel’s semigroup, which associates to each partial action of G on
a set (topological space) X , a morphism of semigroups between S(G) and the in-
verse semigroup of partially defined bijections (homeomorphisms) in X . At the
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level of C∗-algebras, this can be encoded by the notion of a partial representation
of the group G, and the inverse semigroup S(G) can be replaced by a C∗-algebra,
C∗par(G) which has the universal property of factorizing partial representations by
∗-homomorphisms. The structure and the universal property of the partial crossed
product was also explored [56]. The study of partial dynamical systems, that is, dy-
namical systems originating from the action of a partially defined homeomorphism
on a topological space, benefited strongly from the theory of partial group actions
and partial crossed products; the most influential article in this direction is due to
Exel, Laca and Quigg [45]. The historical developments and more recent advances
of the theory of partial actions in operator algebras and dynamical systems are
explained in Exel’s book [42].
Partial group actions began to draw the attention of algebraists after the release
of the seminal paper [32], by R. Exel and M. Dokuchaev. There, the authors
defined partial group actions on algebras and partial skew group algebras. The first
difference between the pure algebraic and the operator algebra context appeared
in the definition of the partial skew group algebra, which is not automatically
associative in the general situation. A sufficient condition to assure the associativity
is to require that the algebraA, on which the group acts partially, is semiprime, that
is, all its non zero ideals are either idempotent or nondegenerate. This condition
is satisfied by all C∗-algebras, because one can find an approximate unit in each of
its ideals. The globalization problem, which is the question whether given a partial
group action is a restriction of a global one, first addressed in the operator algebraic
context by Abadie [1, 2], was also translated into purely algebraic terms in [32]. A
partial action of a group G on a unital algebra A is globalizable if and only if, for
each g ∈ G the ideal Ag, which is the domain of the partially defined isomorphism
αg−1 , is a unital ideal, that is, it is generated by a central idempotent 1g ∈ A.
Finally, in the same article, the notion of a partial representation of a group G
and the construction of the partial group algebra kparG, which factorizes partial
representations by morphisms of algebras, was made in purely algebraic terms. The
partial group algebra can be characterized as the partial skew group algebra defined
by a partial action of the group G on a specific abelian subalgebra of kparG.
The algebraic theory of partial actions and partial representations of groups
underwent several advances. The interconnection between partial actions and the
theory of inverse semigroups were explored, for example in references [14], [46]
and [57]. In particular, Exel’s universal semigroup S(G) was shown in [51] to be
isomorphic to the Birget-Rhodes expansion G˜R of the group G [17, 18, 58]. The
role of groupoids in partial actions was first pointed out by F. Abadie in [3]. In
fact, there is a categorical equivalence between the partial actions of a group G on
sets and the star injective functors from groupoids to the group G, considered as a
groupoid with a single object [51]. But as groupoids themselves are more general
structures then groups, partial actions of groupoids became a subject by itself [25].
We can also cite the role of groupoids in the globalization of partial actions of
groups [43]. The algebraic theory of partial representations of finite groups was
particularly well developed because of the isomorphism between the partial group
algebra kparG of a finite group G, and the groupoid algebra kΓ(G) of a particular
groupoid Γ(G), whose objects are subsets of the group [33]. The very geometric
structure of the groupoid Γ(G) in terms of its connected components allows one to
decompose the partial group algebra into a product of matrix algebras, in particular,
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for the case when char(k) ∤ |G| it can be proved that the partial group algebra is
semi-simple. The groupoid structure also is a tool for classifying irreducible partial
representations of an arbitrary group [37].
To point out other noteworthy advances from the purely algebraic point of view,
there are several ring theoretic considerations. For example, partial actions of
groups on semiprime rings [48] and the study of the structure of partial skew group
rings with regard its semisimplicity and semiprimeness [49]. Another highlight is
the development of the theory of twisted partial group actions. In this context, it
was possible to characterize a G-graded algebra as a crossed product by a twisted
partial action of G [34]. Also the globalization of twisted partial group actions was
developed in reference [35]. Regarding globalization, one of the most important
recent results can be found in reference [4], in which the notion of Morita equivalence
between partial actions was given and it was proved that every partial group action
over a not necessarily unital algebra is Morita equivalent to a globalizable (unital)
partial action.
The attempt to extend the Galois theory for commutative algebras, due to Chase,
Harrison and Rosenberg [29], to the case of partial group actions (see reference
[36]) spawned a new and unexpected development, namely the extension of the
notion of partial actions to the realm of Hopf algebras. There are two seminal
articles that triggered the study of partial actions of Hopf algebras. The first,
authored by Caenepeel and De Groot [27], extended the Galois theory for partial
group actions on noncommutative rings, using the technique of Galois corings [24,
26, 61]. The second, by Caenepeel and Janssen [28], defined partial entwining
structures, as well their duals, partial smash products. From a specific partial
entwining structure involving a Hopf algebra H and an algebra A, one can define
what is a partial coaction of H on A and from a smash product structure involving
the same ingredients, we obtain the notion of a partial action of H on A. In
this paper, the authors discuss the relation between weak and partial entwining
structures, they explore dualities and define a partial Hopf-Galois theory. The
theory of partial entwining structures can be placed in a more abstract setting,
namely, the weak theory of monads, due to Bo¨hm [23].
These above mentioned articles were the starting point of the theory of partial ac-
tions of Hopf algebras. The first result was an extension of the Cohen-Montgomery
duality theorem [30] for partial group actions, but then using Hopf algebra tech-
niques [53]. Afterwards, several developments appeared in the literature, as exam-
ples, we can point out the globalization theorem for partial actions of Hopf algebras
[6], the construction of the subalgebra of partial invariants and a Morita context
between the partial smash product and the invariant subalgebra [7]. The globaliza-
tion theorem proved to be an important tool for solving problems involving partial
actions. For example, in [8] it was possible to generalize the result of C. Lomp [53]
using globalization, proving an analogue of the Blattner-Montgomery duality theo-
rem [19] in the case of partial Hopf actions. Going ahead, twisted partial actions of
Hopf algebras were defined as well [9] and their globalization was recently achieved
[10]. Partial (co)actions of Hopf algebras on k-linear categories were also studied
in [5]. New classes of nontrivial examples have been discovered, that are typically
Hopf algebraic and not arising from partial group actions, which makes the theory
of partial actions of Hopf algebras more independent from the original theory of
partial group actions. A deeper connection between partial actions of Hopf algebras
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and Hopf algebroids [22] was established in reference [11], where the notions of a
partial representation of a Hopf algebra and of a partial module over a Hopf algebra
were introduced. This new approach, based on Hopf algebroids allowed to intro-
duce a more categorical point of view for partial actions. This was an important
step in order to make partial representations an interesting tool for representation
theory. The category of partial modules has a monoidal structure which was not
observed in the previous works for the group case. Then, even for the study of par-
tial representations of groups, the techniques of monoidal categories coming from
the theory of partial representations of Hopf algebras can be very useful. Finally,
Hopf algebras are have a rich duality theory. In the context of partial actions of
Hopf algebras, several dualities were constructed in [15], expanding the universe of
interesting objects related to partial actions and coactions.
The aim and scope of this article is to review the basic definitions and construc-
tions related to partial actions of groups and Hopf algebras for a broad mathematical
audience. We highlight important examples and results scattered throughout the
literature in order to draw the reader’s attention to what has been done hitherto
in the theory and also to point out some directions for future research. We mainly
emphasize the recent developments of the theory of partial actions in the realm of
Hopf algebra theory. The basic reason for our choice is the existence of an extensive
literature summarizing the advances and the achievements for the case of partial
actions and partial representations of groups. Although, it is worthy to be pointed
out that our developments in partial (co)actions of Hopf algebras are deeply rooted
on what has been done for groups by the above mentioned mathematicians and
many others, who were not mentioned but whose importance is widely acknowl-
edge by the mathematical community. All omissions in this paper may be reckoned
as an author’s fault. For the interested reader, we recommend, for example [31] and
[42], and references therein, for a thorough description of techniques and results of
partial group actions.
This paper is organized as follows: In section 2 we review the basic issues about
partial group actions. We point out the relationship between partial group actions
and groupoids and present the notion of a partial skew group algebra, which is
one of the most important constructions in the whole theory. In the same section
we show that, for the case of a partial action of a finite group on a finite set, the
partial skew group algebra is isomorphic to the algebra of the groupoid associated
to that partial action. As the algebra of a finite groupoid is a weak Hopf algebra,
this isomorphism endows the partial skew group algebra with a weak Hopf algebra
structure. This result, even though it is very simple, did not appear earlier in the
literature and it can be considered the only result in this article which was not
published elsewhere. In section 3, we define partial actions and partial coactions of
Hopf algebras, we present some nontrivial examples of partial actions, as well as the
partial smash product, the most important and useful construction in the theory of
partial actions of Hopf algebras. We are emphasizing most the partial actions but
we will point out very briefly some dual constructions recently defined. In section
4, we address the several globalization theorems that exist in the context of partial
group actions and partial actions of Hopf algebras. The partial representations of
groups and Hopf algebras are treated in section 5. First we review very briefly
the relationship between partial actions of groups and inverse semigroups, which
provides a broader environment to treat partial group actions. For the linearized
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case, i.e. partial representations of groups on algebras, we describe the universal
partial group algebra which factorizes every partial representation by a morphism
of algebras. The rich structure of the partial group algebra is described. For partial
representations of Hopf algebras, there is also a universal algebra factorizing partial
representations by algebra morphisms and this algebra has the structure of a Hopf
algebroid. We point out the role played by Hopf algebroids in the whole theory
and describe the monoidal structure of the category of partial modules. Finally, in
section 6 we mention some open questions and give an outlook to some directions
for future research, arguing that partial actions and partial representations have
the potential to be a more fundamental tool in representation theory.
2. Partial actions of groups
We start by defining the basic notion of a partial action of a group on a set.
Partial actions of groups are more common in mathematics than one would expect.
Whenever we deal with ordinary differential equations whose flow is incomplete, or
when we consider fractional linear transformations, we are dealing with examples
of partial actions of groups. This section on partial group actions does not intend
to be exhaustive, for more details about partial group actions, see the excellent
survey by M. Dokuchaev [31].
Definition 2.1. A partial action α = ({Xg}g∈G, {αg}g∈G) of a group G on a set
X consists of a family indexed by G of subsets Xg ⊆ X and a family of bijections
αg : Xg−1 → Xg for each g ∈ G, satisfying the following conditions:
(i) Xe = X and αe = IdX ;
(ii) (αh)
−1(Xg−1 ∩Xh) ⊆ X(gh)−1 , for each g, h ∈ G;
(iii) αg(αh(x)) = αgh(x), for each x ∈ (αh)−1(Xg−1 ∩Xh).
A morphism φ between two partial actions, α = ({Xg}g∈G, {αg}g∈G), and β =
({Yg}g∈G, {βg}g∈G) of the same group G is a function φ : X → Y such that
(a) φ(Xg) ⊆ Yg, for each g ∈ G.
(b) For every x ∈ Xg−1 , βg(φ(x)) = φ(αg(x)).
We denote the category of partial actions of a group G on sets with morphisms
of partial actions by PsetsG
A few remarks are pertinent about the previous definition: Firstly, the axiom
(i) reflects the fact that the neutral element of the group acts as the identity, while
the axioms (ii) and (iii) combined say that the composition of bijections indexed
by elements of the group, wherever it is defined, is compatible with the operation
of the group. Secondly, the axioms (i) and (iii) combined lead to the conclusion
that (αg)
−1 = αg−1 . Thirdly, from axioms (ii) and (iii), one can also prove that
αg(Xg−1 ∩Xh) = Xg ∩Xgh,
for all g, h ∈ G. It is easy to see that any global action α : G → Bij(X), where
Bij(X) denotes the group of bijections defined on the set X , is a partial action of
G on X . Also it is quite straightforward that a partial action is global if, and only
if, for every g ∈ G we have Xg = X .
The notion of a partial action can be specified to several different contexts. For
example, to define a partial action of a (discrete) group G on a topological space X ,
we put the domains Xg to be open subsets of X and the partially defined bijections
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αg to be homeomorphisms. For the differentiable case, replace local homeomor-
phisms for local diffeomorphisms. The case where the group itself is a topological
group or a Lie group is a bit more complicated and involves some additional con-
ditions in order to establish that the domains are glued in a continuous/smooth
manner. In the case of an action of a group G on an algebra A, we impose the
domains Ag to be ideals of A and the bijections αg : Ag−1 → Ag to be algebra iso-
morphisms. Along this text, we are restricting the discussion to the case of unital
partial actions, that is, partial actions of groups on unital algebras in which the
ideals Ag are unital algebras , that is, they are written as Ag = 1gA for 1g ∈ A
being a central idempotent in A. Explicitly, as the isomorphisms αg are unital, we
have αg(1g−1) = 1g, for each g ∈ G.
Example 2.2. Consider G to be the additive group of integers, (Z,+), and define
X as the subset of non-negative integers Z+. Then G acts partially on X by
translations. Explicitly, for any n ≥ 0, we have the domains X−n = Z+ and
Xn = {m ∈ Z+ | m ≥ n}. The associated bijections are αn : X−n → Xn,
αn(m) = m+ n.
Example 2.3. [2] Consider a vectorfield v : X → TX defined on a noncompact
manifold X . The flow associated to v defines a partial action of the additive group
(R,+) on X . Indeed, for each x ∈ X let γx : ]ax, bx[→ X be the integral curve of
the vector field v on x. By an integral curve, we mean that,
(i) 0 ∈]ax, bx[;
(ii) γx(0) = x;
(iii) γ˙x(t) = v(γx(t)), for t ∈]ax, bx[;
(iv) γx is defined in its maximal interval ]ax, bx[.
For each t ∈ R, we have the domain X−t = {x ∈ X | t ∈]ax, bx[} and the partially
defined diffeomorphisms αt : X−t → Xt, αt(x) = γx(t).
Example 2.4. [51] Consider G = PSL(2,C) the group of complex projective
transformations on the complex projective line CP1 ∼= S2, and let X = C be the
complex plane. The partial action is given by the fractional linear transformations
on the complex plane, the so-called Mo¨bius transformations. That is, for
g =
[(
a b
c d
)]
∈ PSL(2,C),
we have the domains
Xg−1 =
{
C \ {−d/c} if c 6= 0
C if c = 0
and Xg =
{
C \ {a/c} if c 6= 0
C if c = 0
and
αg : Xg−1 → Xg, αg(z) =
az + b
cz + d
.
Example 2.5. [15] This example illustrates that partial actions of groups on geo-
metric figures can be sensitive for the internal structure of these figures. Consider
the action of the group G = S1⋊Z2, which is the semi-direct product of the rotation
group S1 by the group Z2, acting on Y = S0 ∪ S1 ∪ S−1, which consists of three
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horizontal unit circles in R3, defined as
S0 = {(x, y, z) ∈ R
3 | x2 + y2 = 1, z = 0}
S1 = {(x, y, z) ∈ R
3 | x2 + y2 = 1, z = 1}
S−1 = {(x, y, z) ∈ R
3 | x2 + y2 = 1, z = −1}
The initial (global) action of G on Y is given by rotations around the z axis and
flips around the x axis:
β(θ,j)(x, y, z) = (x cos θ − jy sin θ, x sin θ + jy cos θ, jz), j = ±1.
If we restrict ourselves to the subset X = S0 ∪S1, then we end up with a partial
action of G on X , for j = 1 we have X(θ,1) = S0 ∪ S1 but for j = −1 we have
X(θ,−1) = S0 and α(θ,j) = β(θ,j)|X(−θ,j) . Geometrically, this means that we can still
rotate the two circles but we can flip only the circle S0. Therefore, while a global
action confers rigidity to the geometric figure, a partial action decouples its parts,
allowing to probe its internal structure.
The previous example also explicits how to create, in general, partial group
actions out of global actions. In fact, given a (global) group action β : G→ Bij(Y ),
we can restrict β to a partial action on the subset X ⊆ Y . Indeed, for each
g ∈ G we put Xg = X ∩ βg(X), and αg : Xg−1 → Xg, αg = βg|Xg−1 . Then
α = ({Xg}g∈G, {αg}g∈G) defines a partial action of G on X [32]. We shall see later
in the section about globalization theorems that every partial action of a group on
a set is isomorphic to a restriction of a global action of the same group on a larger
set.
The restriction of domains which characterizes partial actions of groups on sets
entails situations in which the composition of two (partially defined) bijections
is not properly defined. This suggests that partial group actions can be related
to another important mathematical structure whose operations are not globally
defined, namely groupoids. A groupoid is a small category, i.e. an internal category
in Set, where all morphisms are isomorphisms. More precisely, a Groupoid is a
septuple (G,G(0), s, t,m, e, ( )−1) in which G and G(0) are sets, called respectively
by the set of arrows and the set of objects, the maps s and t between G and G(0),
are called respectively source and target maps (intuitively, an element γ ∈ G can
be viewed as a morphism in the category G between s(γ), its domain, and t(γ), its
range). The map m : G(2) → G is called multiplication, its domain is the set
G(2) = {(γ, δ) ∈ G × G | s(γ) = t(δ)}
and it is denoted by m(γ, δ) = γδ (intuitively, it can be viewed as composition
of morphisms between s(δ) and t(γ)). The multiplication, where it is defined, is
associative. The map e : G(0) → G is called the unit map and associates to each
object x ∈ G(0) the identity map ex ∈ G whose source and target coincides with
x. Finally, the map ( )−1 : G → G is the inversion, which associates to each arrow
γ ∈ G its inverse γ−1 such that s(γ−1) = t(γ), t(γ−1) = s(γ), γγ−1 = e(t(γ)) and
γ−1γ = e(s(γ)). Often, one identifies a groupoid with its set of arrows G.
To a given partial action α = ({Xg}g∈G, {αg}g∈G) of a group G on a set X , one
can associate a groupoid [3]
G(G,X, α) = {(g, x) ∈ G×X | x ∈ Xg−1}.
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G(0) = X is the set of objects. The source and target maps are defined by the
formulas s(g, x) = x and t(g, x) = αg(x). The multiplication is given by
(g, x)(h, y) =
{
(gh, y) if x = αh(y)
otherwise
,
and the units and inverses are given by the formulas e(x) = (e, x) and (g, x)−1 =
(g−1, αg(x)), where e is the unit element of G.. Note that the projection π1 :
G(G,X, α) → G, given by π1(g, x) = g is a functor from the category G(G,X, α)
to the category G viewed as a small category with one object and whose arrows
are the elements of the group. This functor happens to be star injective. More
precisely, given a small category C, the star over an object x ∈ C(0) is the set
Star(x) = {f : x→ y | y ∈ C}.
A functor F : C → D, between two small categories C and D is called star injective
(surjective), if the map F |Star(x) : Star(x)→ Star(F (x)) is injective (surjective), for
every object x ∈ C(0). The star injectivity of the projection map π1 : G(G,X, α)→
G can be rephrased as π1 is star injective if π1(γ) = π1(δ) and s(γ) = s(δ), then
γ = δ and its star surjectivity, which is equivalent to the action α to be global, can
be rephrased as π1 is star surjective if for each g ∈ G and x ∈ X there is an arrow
γ such that π1(γ) = g and s(γ) = x [51].
Conversely, given a groupoid G and a group G with a star injective functor
F : G → G (viewing G as a small category with one object), we can associate a
partial action of G on the set of objects X = G(0). Indeed, for each g ∈ G, we
define
Xg = {x ∈ G
(0) | ∃γ ∈ G, s(γ) = x, F (γ) = g−1}.
and we define αg : Xg−1 → Xg as
α(x) = t(γ), such that s(γ) = x, F (γ) = g.
This map is well defined because the functor F is star injective. This defines a
partial action α = ({Xg}g∈G, {αg}g∈G) of G on X , and this action is global if and
only if the functor F is star surjective [51].
These two results above establish a categorical equivalence between the category
PsetsG of partial actions of the group G and ∗InjG whose objects are pairs (G, F :
G → G) consisting of a groupoid and a star injective functor from this groupoid to
the group G, and whose morphisms are functors between groupoids which entwine
their respective star injective functors to G [51].
The power of the theory of partial actions can be felt better when one considers
partial actions on algebras. Given any partial action α of a group G on a set X , it
is possible to define a partial action of the same group on the algebra of functions of
X with values in a field k, denoted here by A = Fun(X, k), the domains Ag consist
of the functions which vanish outside Xg and the action θg is given by
(θg(f))(x) = f(αg−1(x)), for f ∈ Ag−1 , and x ∈ Xg. (1)
The domains Ag above defined are ideals of A and are generated by the idempotents
1g = χXg which are the characteristic functions of the domains, therefore, the
partial action is unital. For the case of X being a topological space, we require
that the partial action is made on the algebra of continuous functions with values
in a topological field k (usually k = R or k = C), and the domains Ag are given
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by the ideals of continuous functions vanishing outside Xg, the difference is that
their characteristic functions, in general, are not continuous functions (in fact they
are only in very specific topologies, in which the domains are clopen subsets). This
produces what is called non unital partial actions, they are very important and
far more abundant then the unital ones, but for the purposes of this survey, we
will not talk much about them. One reason is that this requires techniques coming
from multiplier algebras and its transposition for the Hopf context is still under
development.
One of the standard constructions that arise in the theory of partial group actions
on algebras is the partial crossed product, or partial skew group algebra [56, 32].
Given a (not necessarily unital) partial action α = ({Ag}g∈G, {αg}g∈G) of a group
G on a (not necessarily unital) algebra A, we define a multiplication on the k-vector
space
A⋊α G =
⊕
g∈G
Agδg
by the following expression
(agδg)(bhδh) = αg(αg−1(ag)bh)δgh. (2)
Remark that ag ∈ Ag, which implies that αg−1 (ag) ∈ Ag−1 . As Ag−1 and Ah are
ideals, then the product αg−1(ag)bh lies in the intersection Ag−1 ∩ Ah and by the
axiom (ii) we know that αg(αg−1(ag)bh) ∈ Agh. Therefore, the expression (2) is
well defined. The product, a priori is not associative, the most general case in which
we can ensure the associativity is when the algebra A is semiprime, that is, it has
no nilpotent ideals [32]. For the case of unital actions the expression (2) can be
written in a simpler way, namely
(agδg)(bhδh) = agαg(bh1g−1)δgh,
and the partial skew group algebra turns out to be unital, with 1A⋊αG = 1Aδe.
In the case of unital partial actions, the sufficient conditions for the associativity
of the partial crossed product are automatically satisfied.
The role played by the partial skew group algebra is fundamental for the devel-
opment of several aspects of the theory. As we shall see later, it plays a central role
in globalization, Galois theory for partial actions, and partial representations.
Just to summarize what has been exposed in this section, let us relate the algebra
of the groupoid of a partial action with the partial skew group algebra. Consider
a partial action α of a finite group G on a finite set X . We just have seen that α
induces a partial action θ of G on the algebra A = Fun(X, k) given by (1). Also we
have the groupoid of a partial action G = G(G,X, α). Let us write the elements of
G in a slightly different, although equivalent form:
G(G,X, α) = {(x, g) ∈ X ×G | x ∈ Xg}.
The groupoid algebra kG(G,X, α) is generated as a k-vector space by the basis
elements δ(x,g) whose product is given by
δ(x,g).δ(y,h) = δ(x,gh)[[αg−1 (x) = y]],
in which [[ ]] denotes the boolean function which takes value 1 when the sentence
between brackets is true and the value 0 when the sentence between brackets is
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false, and the unit is given by
1 =
∑
x∈X
δ(x,e).
Then we have the following result:
Theorem 2.6. Given a partial action α of a finite group G on a finite set X, the
algebra of the partial action groupoid kG(G,X, α) is isomorphic to the partial skew
group algebra Fun(X, k)⋊θ G, in which the partial action θ of G on the algebra of
functions Fun(X, k) is that induced by the partial action α.
Proof. Define two maps Φ : Fun(X, k)⋊θ G→ kG(G,X, α) and Ψ : kG(G,X, α)→
Fun(X, k)⋊θ G using the formulas
Φ(aδg) =
∑
x∈Xg
a(x)δ(x,g), Ψ(δ(x,g)) = χxδg.
Here χx is the characteristic function on x ∈ Xg, that is, χx(y) = [[x = y]]. It is
easy to see that Φ = Ψ−1:
Φ(Ψ(δ(x,g))) = Φ(χxδg) =
∑
y∈Xg
χx(y)δ(y,g) = δ(x,g);
Ψ(Φ(aδg)) =
∑
x∈Xg
a(x)Ψ(δ(x,g)) =
∑
x∈Xg
a(x)χxδg = aδg.
Φ is a morphism of algebras since
Φ((aδg)(bδh) = Φ(θg(θg−1(a)b)δgh) =
∑
x∈Xgh
θg(θg−1(a)b)(x)δ(x,gh)
=
∑
x∈Xgh
(θg−1(a))(αg−1 (x))b(αg−1 (x))δ(x,gh)
=
∑
x∈Xgh
a(x)b(αg−1 (x))[[αg−1 (x) ∈ Xh]]δ(x,gh)
=
∑
x∈Xg∩Xgh
a(x)b(αg−1 (x))δ(x,gh)
=
∑
x∈Xg
∑
y∈Xh
a(x)b(y)[[αg−1 (x) = y]]δ(x,gh)
=
∑
x∈Xg
∑
y∈Xh
a(x)b(y)δ(x,g)δ(y,h) = Φ(aδg)Φ(bδh).

An immediate consequence is that the groupoid algebra kG(G,X, α), is a weak
Hopf algebra, with structure
∆(δ(x,g)) = δ(x,g) ⊗ δ(x,g), ǫδ(x,g) = 1, S(δ(x,g)) = δ(αg−1 (x),g−1),
the partial skew group algebra is endowed with a structure of a weak Hopf algebra,
with structure
∆(aδg) =
∑
x∈Xg
a(x)χxδg ⊗ χxδg, ǫ(aδg) =
∑
x∈Xg
a(x), S(aδg) = θg−1(a)δg−1 .
PARTIAL ACTIONS 11
3. Partial (co)actions of Hopf algebras
The most remote sources of partial actions of Hopf algebras can be found in the
theory of partial Galois extensions, which was a generalization of the Galois theory
for commutative rings by Chase, Harrison and Rosenberg to the case of partial
group actions. In order to be more precise, let us recall some concepts involved
in the Galois theory for partial actions. Given a commutative ring k and a unital
partial action α, of a group G on a k-algebra A, we define the partial invariant
subalgebra as
Aα = {a ∈ A | αg(a1g−1) = a1g }.
Definition 3.1. [36] Let k be a commutative ring and A and B be k-algebras and
α is a unital partial action of a finite group G on A. The algebra A is said to be a
partial Galois extension of B if
(i) Aα = B.
(ii) There exist elements xi, yi ∈ A, 1 ≤ i ≤ n such that
∑n
i=1 xiαg(yi1g−1) =
δg,e, for each g ∈ G.
Actually, there are several equivalent conditions to say that A is a partial Galois
extension of B (see [36, Theorem 4.1]. Moreover, the concept of partial Galois
extension can be rephrased in terms of Galois corings. Consider a unital partial
action of a finite group G on an algebra A. Out of this data one can construct an
A-coring [27]
C =
⊕
g∈G
Agvg =
⊕
g∈G
(A1g)vg,
whose A-bimodule structure is given by
a(bvg)a
′ = abαg(a
′1g−1),
and whose comultiplication and counit are given, respectively, by
∆C(avg) =
∑
h∈G
avh ⊗A vh−1g, ǫC(avg) = aδg,e.
Note that in the case of non-unital partial actions we cannot define the right A
module structure on C. Also, the condition of G being finite is necessary in order to
define the comultiplication above. In the coring C, one can prove that the element
x =
∑
g∈G vg is grouplike and the condition of A
α ⊂ A being a partial Galois
extension is equivalent to say that the canonical map
can : A⊗Aα A→ C, can(a⊗ b) =
∑
g∈G
aαg(b1g−1)vg.
is an isomorphism. In fact, It is shown in [27] that the classical results of Hopf-
Galois theory and its relation to Morita theory are still valid in the context of
partial actions.
The turning point in the theory was given in reference [28], in which coring
techniques were strongly used to extend the notion of partial actions to the Hopf
algebraic context. The underlying construction behind partial coactions of Hopf
algebras are the so-called partial entwining structures, while their dual notion,
the partial smash product structures, leads to the concept of a partial action of a
Hopf algebra. For our purposes, we will define partial (co)actions of Hopf algebras
directly in the form they are used currently in the literature.
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Definition 3.2. Let k be a commutative ring, H be a k-bialgebra and A a unital
k-algebra. A left partial action of H on A is a linear map
· : H ⊗A→ A, h⊗ a 7→ h · a,
satisfying the conditions
(PA1) 1H · a = a, for all a ∈ A;
(PA2) h · (ab) = (h(1) · a)(h(2) · b), for all h ∈ H and a, b ∈ A;
(PA3) h · (k · a) = (h(1) · 1A)(h(2)k · a), for all h, k ∈ H and a ∈ A.
The partial action is symmetric if, in addition, we have
(PA3’) h · (k · a) = (h(1)k · a)(h(2) · 1A), for all h, k ∈ H and a ∈ A.
A is called a left partial H-module algebra. The definition of a right (symmetric)
partial action of H on A is completely analogous.
A right partial coaction of H on A is a linear map
ρ : A→ A⊗H, ρ(a) = a[0] ⊗ a[1],
satisfying the contions
(PC1) (IdA ⊗ ǫ) ◦ ρ(a) = a, for all a ∈ A;
(PC2) ρ(ab) = ρ(a)ρ(b), for all a, b ∈ A;
(PC3) (ρ⊗ IdH) ◦ ρ(a) = ((IdA ⊗∆) ◦ ρ(a)) (ρ(1A)⊗ 1H), for all a ∈ A.
The partial coaction is symmetric if, in addition, we have
(PC3’) (ρ⊗ IdH) ◦ ρ(a) = (ρ(1A)⊗ 1H) ((IdA ⊗∆) ◦ ρ(a)) for all a ∈ A.
We say that A is a right partial H-comodule algebra. The definition of a left
(symmetric) partial coaction of H on A is completely analogous.
Remarks 3.3. 1) Remark that a left H-module algebra A, tis automatically a left
symmetric partial H-module algebra. In fact, a left partial H-module algebra is a
left H-module algebra if and only if h · 1A = ǫ(h)1A, for all h ∈ H . Analogously, a
right H-comodule algebra,is automatically a right symmetric partial H-comodule
algebra. A right partial H-comodule algebra is a right H-comodule algebra if and
only if ρ(1A) = 1A ⊗ 1A.
2) A genuine partial H-module algebra is not an H-module, because the axiom
(PA3) destroys the associativity required to be a module. A similar observation
holds for a partial H-comodule algebra, because the axiom (PC3) destroys the
coassociativity of the definition of an H-comodule.
3) The axiom (PA2) leads to the conclusion that the map e : H → A, which
associates to each h ∈ H the element h·1A ∈ A, is an idempotent in the convolution
algebra Homk(H,A). This is very useful to obtain many results in the theory.
Similarly, the axiom (PC2) leads to the conclusion that ρ(1A) is an idempotent in
A⊗H , therefore, the image of ρ lies in a direct summand of the k-module A⊗H .
4) We only deal with symmetric partial (co)actions because those are required for
proving most of the important results. We will mainly focus on partial actions.
Nevertheless, there are nice results involving partial coactions of Hopf algebras
which will be commented briefly along this paper. IIn general, we restrict to the
case where k is a field, although most of the results can be extended to the case
when k is a commutative ring.
Partial actions and partial coactions are dually related [6, 8]. Let H be a Hopf
algebra and A a right partial H-comodule algebra with partial coaction ρ : A →
A ⊗ H , then A can be endowed with the structure of a left partial H◦-module
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algebra, with H◦ denoting the finite dual of H . Explicitly, the partial H◦ action is
given by
h∗ · a = a[0]h∗(a[1]), (3)
for all a ∈ A h∗ ∈ H◦ and ρ(a) = a[0] ⊗ a[1] ∈ A⊗H . Dually, if A is a left partial
H-module algebra such that for each a ∈ A the subspace H ·a is finite dimensional,
that is there exists ai ∈ A and h∗i ∈ H
◦, for i ∈ {1, . . . n} such that
h · a =
n∑
i=1
h∗i (h)ai,
then, A is a right partial H◦ comodule algebra with partial coaction
ρ(a) =
n∑
i=1
ai ⊗ h
∗
i .
Example 3.4. [28] As a basic example, to make a bridge with the previous section,
consider a unital partial action α of a group G on a unital algebra A. Recall that
a unital partial action means that the ideals Ag are of the form ag = A1g in which
1g is a central idempotent in A for each g ∈ G. This defines a partial action of the
group algebra kG on A, which is defined on the basis elements by
δg · a = αg(a1g−1), (4)
and extended linearly to all elements of kG.
Note that axiom (PA1) translates into the fact that the neutral element of the
group acts as the identity oon A, the axiom (PA2) reflects the fact that each
αg : Ag−1 → Ag is a unital isomorphism and (PA3) can be rewritten as
δg · (δh · a) = 1g(δgh · a) = (δg · 1A)(δgh · a) = (δgh · a)(δg · 1A).
Therefore, the partial action is symmetric because the idempotents 1g are central.
The connection between unital partial actions of a groupG and the corresponding
partial actions of the group algebra kG allows one to see two different points of
view concerning partiality. When we consider partial group actions, we end up
with partially defined isomorphisms on restricted domains inside the whole algebra,
while when we look at the partial action from the Hopf algebra perspective, what
is a watermark of partiality is the lack of the structure of module. This discussion
will be resumed later, when we are dealing with partial representations and partial
modules.
Example 3.5. [6] Let H be a bialgebra, B be a left H-module algebra and e =
e2 ∈ B be an idempotent central in B. One can define a partial action of H on the
ideal A = eB by
h · (eb) = e(h ⊲ (eb)), for b ∈ B.
Actually, as we shall see later, the globalization theorem states that every partial
acion of a Hopf algebra is of this type.
Example 3.6. Let g be a Lie algebra, then every partial action of its universal
enveloping algebra, U(g) is global [28].
Example 3.7. [5] Consider a field k and a k-Hopf algebra H , a symmetric partial
action of H on the base field k is equivalent to a linear functional λ : H → k
satisfying
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(i) λ(1H) = 1;
(ii) λ(h) = λ(h(1))λ(h(2));
(iii) λ(h)λ(k) = λ(h(1))λ(h(2)k) = λ(h(1)k)λ(h(2)).
For the group algebra kG, denoting λ(δg) simply by λg, for every g ∈ G, we have
the conditions
λe = 1, λg = λgλg, λgλh = λghλg.
The second equality tells us that the only possibilities are λg = 0 or λg = 1.
Consider the following subset
H = {g ∈ G | λg = 1}.
One can easily check that H is a subgroup of G. Therefore, partial actions of kG
on the base field k are parametrized by subgroups of G.
For a finite group G, a partial G-grading on an algebra A is by definition a
symmetric partial action of the dual group algebra (kG)∗ on A. In particular, a
partial G-grading on the base field k is defined as a symmetric partial action of
(kG)∗ on k. The Hopf algebra (kG)∗ is the dual of the group algebra of G which is
generated as algebra by the complete set of orthogonal idempotents {pg}g∈G and
whose comultiplication, counit and antipode are given, respectively, by
∆(pg) =
∑
h∈G
ph ⊗ ph−1g =
∑
h∈G
pgh−1 ⊗ ph, ǫ(pg) = δg,e, S(pg) = pg−1 .
In terms of the functional λ the partial action has the following relations:∑
g∈G
λ(pg) = 1,
λ(pg) =
∑
h∈G
λ(ph)λ(ph−1g) =
∑
h∈G
λ(pgh−1)λ(ph),
λ(pg)λ(ph) = λ(pgh−1 )λ(ph) = λ(ph)λ(ph−1g).
Define
H = {g ∈ G | λ(pg) 6= 0},
then we can prove that H is a subgroup of G and λ(pg) = λ(pe) for every g ∈ H .
This leads to λ(pg) =
1
|H| for g ∈ H and λ(pg) = 0 for g /∈ H .
As one more example of this type, consider the Sweedler’s four-dimensional al-
gebra H4 = 〈1, g, x | g2 = 1, x2 = 0, gx = −xg〉, with Hopf structure given
by
∆(g) = g⊗g, ∆(x) = x⊗1+g⊗x, ǫ(g) = 1, ǫ(x) = 0, S(g) = g, S(x) = −gx.
In order to classify the partial actions of H4 on the base field k we end up with the
following relations on the functional λ:
λ(g) = λ(g)λ(g), λ(g)λ(x) = λ(g)λ(gx) = 0, λ(gx)λ(gx) = λ(x)λ(gx).
The first equation gives us two possibilities: Either λ(g) = 1 and consequently
λ(x) = λ(gx) = 0, which is in fact a global action, or λ(g) = 0 and λ(x) = λ(gx) =
λ, these are all possibilities of partial H4-actions on k.
Several results on partial G-gradings, or, equivalently, partial (kG)∗-actions, are
presented in [6, 11]. Theorem 3.8 gives us a classification of partially Z2-graded
algebras.
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Theorem 3.8. [11] Let k be a field of characteristic different from 2, let C2 be the
cyclic group C2 = 〈e, g | g2 = e〉 and let H be the dual group algebra (kC2)∗. Let A
be a partially Z2-graded algebra, i.e. a partial (kC2)
∗-module algebra, then A can
be decomposed as a vector space,
A = A0 ⊕A1 ⊕A 1
2
,
such that
(1) B = A0 ⊕ A1 is a subalgebra of A which is Z2-graded by B0 = A0 and
B1 = A1;
(2) A 1
2
is an ideal of A;
(3) the unit of A decomposes as 1A = u + v where u, v are orthogonal idempo-
tents, u ∈ A0 and v ∈ A 1
2
;
(4) uAv = vAu = 0 and therefore A ≃ B ×A 1
2
as an algebra.
Example 3.9. In reference [9], a nontrivial example of a (twisted) partial action
coming from algebraic groups was introduced. Let k be an isomorphic copy of
the complex numbers C and let S1 ⊆ C be the circle group, i.e. the group of all
complex numbers of modulus one. Let, furthermore, G be an arbitrary finite group
seen as a subgroup of Sn for some n. Taking the action of G ⊆ Sn on (kS1)⊗n by
permutation of roots, consider the smash product Hopf algebra
H ′1 = (kS
1)⊗n ⋊ kG,
which is co-commutative. Let X ⊆ G be an arbitrary subset which is not a sub-
group and consider the subalgebra A˜ = (
∑
g∈X pg)(kG)
∗ ⊆ (kG)∗, and define the
commutative algebra A′ = k[t, t−1]⊗n ⊗ A˜.
In order to simplify the notation, write
ti = 1⊗ . . .⊗ 1⊗ t⊗ 1⊗ . . .⊗ 1, (5)
where t belongs to the i-copy of k[t, t−1], then, we have the elementary monomials
in k[t, t−1], given by
tk11 . . . t
kn
n = t
k1 ⊗ . . .⊗ tkn .
In its turn, the generators of (kS1)⊗n can be written in terms of the roots of unit
χθ in the following way
χθ1,...θn = χθ1 ⊗ . . .⊗ χθn ∈ (kS
1)⊗n, (6)
where χθi ∈ S
1 is the root of 1 whose angular coordinate is θi and which belongs
to the ith-factor of (kS1)⊗n.
With notation established in (5-6), the formula
(χθ1,...θn ⊗ ug) · (t
k1
1 . . . t
kn
n ⊗ ps)
=
{
exp{i
∑n
j=1 kjθgs−1(j)} t
k1
1 . . . t
kn
n ⊗ psg−1 if s
−1g ∈ X
0 if s−1g 6∈ X,
where g ∈ G and s ∈ X ⊆ G, gives an ordinary left partial action · : H ′1×A
′ → A′.
From this partial action, one can obtain a twisted partial action in the case of finite
groups G whose Schur multiplier over C is nontrivial. In order to define a partial
two cocycle for the partial action of H ′1 over A
′, one needs first a normalized two
cocycle γ : G ×G → C∗ in the classical Schur multiplier of G. The details of this
construction can be found in [9]
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More nontrivial examples of partial actions and twisted partial actions of Hopf
algebras can be found in [5, 8, 9, 10].
One of the most important constructions related to partial actions of Hopf al-
gebras is the partial smash product. Given a partial action · : H ⊗ A → A of a
bialgebra H on an algebra A, one can endow the tensor product A ⊗ H with an
associative product,
(a⊗ h)(b ⊗ k) = a(h(1) · b)⊗ h(2)k.
However, this algebra is not unital, the element 1A ⊗ 1H works as a left unit, but
not a right one. Thus, we have to restrict to the subspace
A#H = (A⊗H)(1A ⊗ 1H) = span{a#h = a(h(1) · 1A)⊗ h(2) | a ∈ A, h ∈ H}.
It is easy to see that this algebra will be associative and unital. For the case of H
being the group algebra kG, the partial smash product coincides with the partial
skew group algebra presented in previous section. The role played by the partial
smash product in the theory can be better grasped in the following two sections.
We mention some other constructions related to partial (co)actions of Hopf al-
gebras without going into details.
(1) The twisted partial actions of Hopf algebras by partial 2-cocycles were
treated in [9]. Twisted partial actions lead to a generalization of the par-
tial smash product, called the partial crossed product. Again, symmetric
versions of these twisted partial actions are better behaved and from them
it is possible to derive many properties, for example, one can extend the
concept of a cleft extension for the partial case and we can prove that
these partially cleft extensions are in one-to-one correspondence with par-
tial crossed products. Lately, the partial crossed products were placed in a
broader context in reference [47], there, the authors introduced the notion
of a weak crossed product and showed that the partial crossed products
obtained in [9] were special cases of their construction. The globalization
of twisted partial actions of Hopf algebras was treated in [10].
(2) Partial actions of Hopf algebras on k-linear categories appeared in [5].
There the concept of a partial smash product of a category by a Hopf
algebra appeared. Many nontrivial examples were given, in particular the
question about partial G-gradings first took place in this context. The
globalization of a partial action of a Hopf algebra on a k-linear category
was done in the same paper and the same results of [6] continued valid for
categories.
(3) The partial versions of an H-module coalgebra and H-comodule coalgebra
were presented in [15], even though we acknowledge that a first version
of partial comodule coalgebras first appeared in [60]. A partial action of
a cocommutative Hopf algebra H on a commutative algebra endows the
partial smash product A#H with the structure of a Hopf algebroid over
A. Similarly, given a right partial coaction of a Hopf algebra H over an
algebra A defines a canonical A coring
A⊗H = (A⊗H)ρ(1A),
this is well known from the theory of partial entwining structures [28]. In
the case when both H and A are commutative, then A⊗H becomes a
commutative Hopf algebroid. This relationship between partial coactions
PARTIAL ACTIONS 17
of commutative Hopf algebras on commutative algebras and commutative
Hopf algebroids can be rephrased in a dual version of the Kellendonk-
Lawson’s theorem relating partial actions of groups on sets and groupoids
[51]. Finally, given a left partial H-comodule coalgebra C, one can define a
new coalgebra C ◮< H, the partial cosmash coproduct, which can be seen
as a dual of the partial smash product [15]
4. Globalization
As we have seen in section 2, one can create a partial action of a group G out of a
global one by restricting to a subset. More precisely, given an action β : G→ Bij(Y )
and a subset X ⊆ Y , for each g ∈ G define the subsets
Xg = X ∩ βg(X)
and the maps β̂g = βg|X
g−1
, these data define a partial action of G on X . Con-
versely, given a partial action α = ({Xg}g∈G, {αg : Xg−1 → Xg}g∈G), one may ask
whether is it possible to obtain α from a global action on a bigger set by restriction.
This is the problem of globalization. Of course there can be many globalizations
for the same partial action, then we have to put a minimality condition in order to
obtain a more precise definition.
Definition 4.1. A globalization of a partial action α of a group G on a set X is a
triple (Y, β, ϕ), in which
(GL1) Y is a set and β : G→ Bij(Y ) is an action of G on Y ;
(GL2) ϕ : X → Y is an injective map;
(GL3) for each g ∈ G, ϕ(Xg) = ϕ(X) ∩ βg(ϕ(X));
(GL4) for each x ∈ Xg−1 , we have ϕ(αg(x)) = βg(ϕ(x)).
A globalization is said to be admissible if
(GL5) Y = ∪g∈Gβg(ϕ(X)).
Let us make some considerations which are pertinent about the previous defini-
tion. First, the axioms (GL3) and (GL4) tell us that the map ϕ is a morphism in
PsetsG between the partial action α on X and the partial action β̂ on ϕ(X) ⊆ Y
induced by the global action β. Second, as the map ϕ is injective by axiom (GL2),
in fact we have an isomorphism between these two partial actions. Finally, the ad-
missibility axiom (GL5) imposes a minimality condition on the globalization, this
is required in order to garantee uniqueness of the globalization up to isomorphism.
The first globalization theorems appeared in F. Abadie’s PhD thesis [1] and
afterwards in reference [2], of the same author.
Theorem 4.2. [2] There exists an admissible globalization for any given partial
action α of a group G on a set X.
Proof. The idea of the construction of the globalization is to establish an equivalence
relation on the set G × X , namely (g, x) ∼ (h, y) if and only if x ∈ Xg−1h and
αh−1g(x) = y. The quotient X
e = (G × X)/ ∼ is the total space and the global
action is given by the formula βg[(h, x)] = [(gh, x)], where [(h, x)] is the class of the
pair (h, x) in Xe. It is easy to see that this action is well defined. The inclusion map
ϕ : X → Xe is given by ϕ(x) = [(e, x)], where e denotes the neutral element of G.
The verification of the axioms (GL1-GL5) in Definition 4.1 is straightforward. 
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Some difficulties arise when we are dealing with partial actions with extra condi-
tions, like partial actions of groups on topological spaces or partial actions of groups
on algebras. For the topological case, the first problem arises when we consider the
globalized space Xe. As it is a quotient, even when we start with a partial action on
a Hausdorff space, in general we end up with a non Hausdorff one. For the example
of the partial action of PSL(2,C) on the complex plane by Mo¨bius transformations,
Kellendonk and Lawson proved that the globalized space with its quotient topology
coincides with the one point compactification of the complex plane, the Riemann
sphere [51], as anyone could expect. Now, consider the the example 2.3, describing
the flow of a vector field on a differentiable manifold M , which corresponds to a
partial action of the additive group (R,+) on M . The globalization in this case
would produce a non-Hausdorff manifold. In order to characterize the new global
action as a complete flow of a new vector field on a manifold, perhaps some tech-
niques coming from noncommutative geometry might be needed. Another form to
overcome the non-Hausdorffness of the globalized space is to consider the groupoid
of the equivalence relation as a subset of (G×X)× (G×X) instead of considering
the quotient (G×X)/ ∼ [43]. This approach has some advantages, but it requires
some techniques coming from groupoids in order to analyse the globalization.
For the case of partial actions of groups on algebras, Definition 4.1 of a global-
ization needs some modifications.
Definition 4.3. [32] An enveloping action (globalization) of a partial action α of
a group G on an algebra A is a triple (B, β, ϕ), in which
(GL1) B is an algebra, not necessarily unital, and β : G→ Aut(B) is an action of
G on B by automorphisms;
(GL2) ϕ : A→ B is an algebra monomorphism and ϕ(A) is an ideal in B;
(GL3) for each g ∈ G, ϕ(Ag) = ϕ(A) ∩ βg(ϕ(A));
(GL4) for each x ∈ Ag−1 , we have ϕ(αg(x)) = βg(ϕ(x)).
A globalization is said to be admissible if
(GL5) B =
∑
g∈G βg(ϕ(A)).
Once ϕ(A) E B then for every g ∈ G the subset βg(A) is an ideal of B as well.
The main results about globalization of partial actions of groups on algebras can
be resumed in the following Theorem.
Theorem 4.4. [32] Let α be a partial action of a group G on an algebra A, then
the following statements hold.
(1) The partial action α admits an enveloping action if and only if the partial
action is unital, that is, each ideal Ag is generated by a central idempotent
1g ∈ A and each αg is a unital isomorphism between the algebras Ag−1 and
Ag. Moreover, this enveloping action is unique up to isomorphism.
(2) If α admits an enveloping action (B, β, ϕ), then the partial skew group
algebra A⋊α G is Morita equivalent to the skew group algebra B ⋊β G.
The Globalization Theorem 4.4 reveals itself as a useful tool in the algebraic
theory of partial actions. A remarkable example comes from the theory of partial
Galois extensions [36]. Consider a unital algebra S and let α be a unital partial
action of a finite group G on S. Define the trace map of the partial action tparS/R :
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S → R, in which R = Sα is the subalgebra of partial invariants, as
tparS/R(s) =
∑
g∈G
αg(s1g−1).
Let (S′, β, ϕ) be the enveloping of the unital partial action α. As the group is finite,
the algebra S′ is unital. Let R′ = S′β be the subalgebra of invariants of S′, and
tS′/R′ : S
′ → R′ be the classical trace given by
tS′/R′(x) =
∑
g∈G
βg(x).
It is possible to relate the partial trace and the global trace and, in particular, one
can conclude that tparS/R is onto R if and only if tS′/R′ is onto R
′. Moreover, one
can prove that S is a partial Galois extension over R if and only if S′ is a Galois
extension over R′. These results allows one to generalize the classical theorems
of Galois extensions of commutative rings [29] to the case of Galois extensions by
partial actions.
Globalization theorems for partial actions of Hopf algebras first appeared in [6].
The very notion of an enveloping action, or globalization, needed to be slightly
modified. In the case of groups, if β : G → Aut(B) is a global action and I E B
is an ideal, the translated βg(I) is also an ideal of B for every g ∈ G. For Hopf
algebras this is not the case, if B is an H-module algebra, I is an ideal of B and
h ∈ H , then the subspace h ⊲ I need not to be an ideal at all. Then, many tricks
involving ideals in the globalization theorem for partial actions of groups were no
longer possible in the Hopf case.
Definition 4.5. [6] An enveloping action (globalization) of a symmetric partial
action · : H⊗A→ A of a Hopf algebra H on a unital algebra A is a triple (B, ⊲, ϕ),
in which
(GL1) B is a not necessarily unital algebra with an H-module structure given by
⊲ : H ⊗B → B satisfying h ⊲ (ab) = (h(1) ⊲ a)(h(2) ⊲ b);
(GL2) ϕ : A→ B is a multiplicative k-linear map and ϕ(1A) is a central idempo-
tent in B, turning ϕ(A) into a unital ideal in B;
(GL3) for each a ∈ A and h ∈ H , we have ϕ(h · a) = ϕ(1A)(h ⊲ ϕ(a)).
A globalization is said to be admissible if
(GL4) B = H ⊲ ϕ(A).
A globalization is said to be minimal if
(GL5) for any left H-submodule M ≤ B, the condition ϕ(1A)M = 0 implies that
M = 0.
The axiom (GL3) states that the map ϕ is a morphism of left partial H-module
algebras between A and ϕ(A) with the induced partial action coming from the
global action ⊲ : H ⊗ B → B. The axiom (GL4) of an admissible globalization is
not enough to garantee the minimality of the enveloping action and consequently
the uniqueness of the globalization up to isomorphism. To obtain the uniqueness,
one needs to impose also the axiom (GL5), which is automatically valid in the
group case. Again we are dealing with symmetric partial actions, although there
is a nonsymmetric version of the definition of globalization in which ϕ(A) is only
required to be a right ideal in B and ϕ(1A) is only an idempotent, not necessarily
central, in B.
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The main results about enveloping actions of partial actions of Hopf algebras
can be put into a single theorem:
Theorem 4.6. [6] Let · : H ⊗ A → A be a symmetric partial action of a Hopf
algebra H then the following statements hold.
(1) There is, up to isomorphism, a unique minimal enveloping action (B, ⊲, ϕ).
(2) If (C,◮, θ) is another admissible (not necessarily minimal) enveloping ac-
tion of A, then there is a surjective morphism of H-module algebras Φ :
C → B such that Φ ◦ θ = ϕ, where B is as in (1). If (C,◮, θ) is minimal,
then Φ is an isomorphism.
(3) The partial smash product A#H is Morita equivalent to the smash product
B#H, where (B, ⊲, ϕ) is the minimal enveloping action.
Proof. The techniques were largely inspired by the proof of Theorem 4.4 of global-
ization for partial actions of groups. In this note, we only present a sketch of the
construction of the enveloping action.
Consider the k-algebra Homk(H,A) with the convolution product. The formula
(h ⊲ f)(k) = f(kh). defines a structure of a left H-module algebra on Homk(H,A).
Now define the linear map ϕ : A → Homk(H,A), ϕ(a)(h) = h · a. It is easy to
prove that ϕ is injective and multiplicative. Finally, Let B be the subalgebra of
Homk(H,A) generated by elements of the form h ⊲ ϕ(a), with h ∈ H and a ∈ A.
This subalgebra is by construction an H-submodule algebra and the fact that ϕ(A)
is an ideal of B follows from the identities
ϕ(a)(h ⊲ ϕ(b)) = ϕ(a(h · b)), (h ⊲ ϕ(b))ϕ(a) = ϕ((h · b)a).
In fact, these identities also prove that ϕ(1A) is a central idempotent in B. More-
over, the algebra B coincides with the subspace H ⊲ ϕ(A), this follows from the
identity
(h ⊲ ϕ(a))(k ⊲ ϕ(b)) = h(1) ⊲ ϕ(a(S(h(2))k · b)).
This gives the basic construction of the so called “standard enveloping action”, the
verification of the axioms (GL1-GL5) of Definition 4.5 are straightforward. The
proof of items (2) and (3) can be found in [6]. 
The Globalization Theorem can be applied in order to prove an analog for partial
smash products of he Blattner-Montgomery Theorem [19], see [8]. This generalizes a
result of Lomp in [53], which consists of a generalization of the Cohen-Montgomery
Theorem to partial skew group algebras. In the classical case, we have an isomor-
phism,
(A#H)#H◦ ∼= A⊗ L,
in which H is a residually finite dimensional Hopf algebra, H◦ is its finite dual Hopf
algebra, which is dense in H∗, and L is a dense subring of Endk(H). If H is finite
dimensional, we can rewrite this isomorphism as
(A#H)#H∗ ∼= A⊗ Endk(H).
Consider a finite dimensional Hopf algebra H and a left partial H-module algebra
A. We have a map between the double smash product (A#H)#H∗ and the tensor
product A ⊗ Endk(H), which is in general not an isomorphism. This map can be
obtained using a (not necessarily minimal) enveloping action (B, ⊲, θ) such that B
is a unital algebra. There is a natural inclusion
ı : (A#H)#H∗ → (B#H)#H∗,
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and there is the classical isomorphism
Φ : (B#H)#H∗ → B ⊗ Endk(H).
Φ ◦ ı corestricts to a map
Φ ◦ ı : (A#H)#H∗ → A⊗ Endk(H).
which is the restriction of the map Φ above whose image lies in A⊗Endk(H). The
kernel and image of this map can be described.
5. Partial representations and partial modules
As we have seen before, in order to define a partial action of a group G on a set
X , we have to assign to each element g ∈ G a bijection αg : Xg−1 → Xg between
two subsets of X such that the compositions of these bijections, wherever they are
defined, should be compatible with the group operation. Given the set X , one can
define the set I(X) of partially defined bijections on X :
I(X) = {f : Dom(f) ⊆ X → Im(f) ⊆ X | f is a bijection }.
The composition between two elements f1, f2 ∈ I(X) is a new element f2 ◦ f1 ∈
I(X) whose domain is Dom(f2 ◦ f1) = f
−1
1 (Im(f1) ∩Dom(f2)) and image Im(f2 ◦
f1) = f2(Im(f1) ∩Dom(f2)). Note that if Im(f1) ∩Dom(f2) = ∅, then the compo-
sition f2 ◦ f1 is defined to be the empty map ∅ : ∅ ⊆ X → ∅ ⊆ X . This composition
operation endows I(X) with the structure of an inverse semigroup.
Definition 5.1. [52] An inverse semigroup is a set S with an associative operation
· : S × S → S such that, for each s ∈ S there exists a unique element s∗ ∈ S
satisfying s ·s∗ ·s = s and s∗ ·s ·s∗ = s∗, this element s∗ is called the pseudo-inverse
of s.
In fact, I(X) is an inverse monoid, because the element IdX ∈ I(X) is the neutral
element with respect to the composition, moreover, this inverse monoid also has a
zero element which is the empty map previously defined. In fact, Wagner-Preston
theorem [55, 59] states that every inverse semigroup is a semigroup of the form
I(X) for some set X .
Partial group actions can be rephrased in terms of the theory of inverse semi-
groups [52], which provide a more general and more suitable language to treat
partial actions. A partial action of a group G on a set X can be viewed as a map
α : G → I(X) such that Dom(α(g)) = Xg−1 and Im(α(g)) = Xg. One can easily
verify that the map α satisfy the following identities:
α(e) = IdX , (7)
α(g)α(h)α(h−1) = α(gh)α(h−1), ∀g, h ∈ G, (8)
α(g−1)α(g)α(h) = α(g−1)α(gh), ∀g, h ∈ G, (9)
the map α is called a partial representation of G. In general, we can define a
partial representation of a group G on an inverse semigroup S as a map π : G→ S
satisfying the identities (7), (8) and (9).
Since every group G is in particular an inverse semigroup, one could expect that
a partial action of G on a set X (or a partial representation of G on a semigroup
S) is a morphism between inverse semigroups from G to I(X) (resp. from G to
S). However, this is not the case and what we find instead is a composition law
which works only in the presence of a “witness” on the left or on the right. In
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order to recover a morphism of inverse semigroups associated to a partial represen-
tation, there is a universal semigroup constructed upon the group G, called Exel’s
semigroup [39]:
S(G) = 〈[g] | g ∈ G, [e] = 1, [g][h][h−1] = [gh][h−1], [g−1][g][h] = [g−1][gh]〉.
Using the defining relations of S(G) we conclude that [g][g−1][g] = [gg−1][g] =
[e][g] = [g] proving that S(G) is indeed an inverse semigroup. The map [ ] : G →
S(G), g 7→ [g] is then a partial representation of G on S(G) and S(G) satisfies the
following universal property: given an inverse semigroup S and a partial represen-
tation π : G → S, there exists a unique morphisms of semigroups π̂ : S(G) → S
such that π = π̂ ◦ [ ].
Kellendonk and Lawson [51] proved that Exel’s inverse semigroup can be char-
acterized as the Birget-Rhodes expansion of the group G. Given a group G, the
Birget-Rhodes expansion [17, 18, 58] is the inverse semigroup with underlying set
given by
G˜R = {(A, g) ∈ P(G)×G | e ∈ A, g ∈ A},
and with the operation
(A, g)(B, h) = (A ∪ gB, gh).
The pseudo-inverse of an element (A, g) ∈ G˜R is the element (g−1A, g−1). The iso-
morphism between S(G) and G˜R is performed by the map φ : S(G)→ G˜R, defined
as φ([g]) = ({e, g}, g). This morphism is created out of a partial representation of
G on G˜R, using the universal property of S(G). It is easy to see that φ in injective,
and the surjectivity follows from the standard presentation of an element of S(G).
We shall return to this point later, when we discuss the linearized version of this
semigroup, the partial group algebra.
Let us move further to the linearized case to consider partial representations of
a group G on algebras and partial G-modules.
Definition 5.2. [32] A partial representation of a group G in an algebra B is a
map π : G→ B such that
(1) π(e) = 1B,
(2) π(g)π(h)π(h−1) = π(gh)π(h−1),
(3) π(g−1)π(g)π(h) = π(g−1)π(gh),
for all g, h ∈ G. Let π : G→ B and π′ : G→ B′ be two partial representations of G.
A morphism of partial partial representations is an algebra morphism f : B → B′
such that π′ = f ◦ π. The category of partial representations of G, denoted as
ParRep
G
, is the category whose objects are pairs (B, π), where B is a unital k-
algebra and π : G→ B is a partial representation of G in B, and whose morphisms
are morphisms of partial representations.
It is evident that representations of G are automatically partial representations.
A partial representation π : G → B satsfying the condition π(g)π(g−1) = 1B, for
all g ∈ G, turns out to be a usual representation of the group G on the algebra B.
As classical representations of a group G are directly related with G-modules, one
can use the concept of a partial representation of G to define partial G-modules. A
partial G-module is a pair (X, π) where X is a k-module and π : G→ Endk(X) is a
partial representation of G. A morphism of partial G modules f : (X, π)→ (Y, π′)
PARTIAL ACTIONS 23
is a k-linear map f : X → Y satisfying π′(g) ◦ f = f ◦ π(g) for all g ∈ G. We will
denote by ParModG the category of partial G-modules.
Example 5.3. Given a unital partial action ({Ag}g∈G, {αg}g∈G) of G on a unital
algebra A, we can define partial representations
π : G→ Endk(A), π(g)(a) = αg(a1g−1),
and
ψ : G→ A⋊α G, ψ(g) = 1gδg.
Example 5.4. A partial G-module (X, π) induces a partial action of G on the k-
module X . Since π is a partial representation, the operators Pg = π(g)π(g
−1) are
projections. Take the domains Xg = Pg(X) and the partially defined morphisms
αg = π(g)|X
g−1
: Xg−1 → Xg. These data define a partial action of G on X .
Conversely, consider a partial action of G on a k-module X , and assume that
there exists a projection Pg : X → Xg such that Pg(X) = Xg, and that the maps
αg : Xg−1 → Xg are k-linear. Then we have a partial representation π : G →
Endk(X), π(g)(x) = αg(Pg−1(x)).
A well-nown result in classical representation theory states that representations
ρ of a group G on a k-module M correspond to algebra morphisms from the group
algebra kG to the algebra Endk(M). In order to obtain a similar result for partial
representations, we define the partial group algebra kparG as the unital algebra
generated by symbols [g], with g ∈ G, satisfying the relations
[e] = 1 , [g][h][h−1] = [gh][h−1] , [g−1][g][h] = [g−1][gh],
for all g, h ∈ G. It is easy to see that the map [ ] : G → kparG is a partial
representation of G on the algebra kparG. This algebra can be easily recognized
as the algebra kS(G), which is the linearized version of Exel’s inverse semigroup
S(G). The partial group algebra factorizes partial representations of the group G
by algebra morphisms as stated in the following proposition.
Proposition 5.5. [33] For each partial representation π : G → B there exists a
unique algebra morphism πˆ : kparG → B, such that π = πˆ ◦ [ ]. Conversely, given
any algebra morphism φ : kparG → B, one can define a partial representation
πφ : G→ B such that φ = πˆφ.
The most remarkable properties of the partial group algebra kparG come from its
rich internal structure. First, let us highlight an important commutative subalgebra
of the partial group algebra. For each g ∈ G define the elements εg = [g][g−1] ∈
kparG. For all g, h ∈ G, we have the following identities
[g]εh = εgh[g] ; εg = εgεg ; εgεh = εhεg.
Let A be the subalgebra of AkparG generated by all elements of the form εg, with
g ∈ G. A is commutative and it is generated by central idempotents. There is a
very natural unital partial action of G on A given by the domains Ag = εgA and
the partially defined isomorphisms αg : Ag−1 → Ag defined as αg(a) = [g]a[g
−1], in
which a = εg−1a
′ ∈ Ag−1 , more explicitly
αg(εg−1εh1 . . . εhn) = εgh1 . . . εghnεg.
Theorem 5.6. [32] G acts partially on the commutative algebra A ⊆ kparG,
andkparG ∼= A⋊α G.
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One of the consequences of this theorem is that a typical element x ∈ kparG can
be written as a linear combination of monomials of the form εh1 . . . εhn [g].
For a finite groupG, the partial group algebra kparG has another characterization
as a groupoid algebra. Consider the set
Γ(G) = {(g,A) ∈ P0(G)×G | g
−1 ∈ A},
where P0(G) denotes the subset of P(G) of the subsets of G containing the neutral
element e ∈ G. This set can be endowed with a structure of a groupoid with the
operation in Γ(G) defined as
(g,A)(h,B) =
{
(gh,B) if A = hB
otherwise.
The source and target map are given by the formulas s(g,A) = (e, A) and t(g,A) =
(e, gA), and the inverse of (g,A) is (g,A)−1 = (g−1, gA). The partial group algebra
kparG and the groupoid algebra kΓ(G) are isomorphic [33]. The isomorphism is
constructed upon a partial representation of G, λp : G→ kΓ(G), given by
λp(g) =
∑
A∋g−1
(g,A),
and using the universal property of kparG. If |G| = n then the dimension of kparG
is d = 2n−2(n + 1), and moreover, this algebra is a direct sum of matrix algebras,
see Theorem 5.7. Indeed, the connected components of the graph of the groupoid
Γ(G) reveils the richness of the internal structure of the algebra kparG ∼= kΓ(G).
Theorem 5.7. [33] The groupoid algebra kΓ(G) has the direct sum decomposition
kΓ(G) =
⊕
H ≤ G
1 ≤ m ≤ (G : H)
cm(H)Mm(kH).
running over the subgroups H ≤ G and integers m between 1 and (G : H). The
multiplicities are given by the recursive formula
cm(H) =
1
m

(
(G : H)− 1
m− 1
)
−m
∑
H < B ≤ G
(B : H)|m
c m
(B:H)
(B)
(B : H)
 .
In particular, if k is a field and char(k) ∤ |G|, then kΓ(G) is semisimple, and the
matrix decomposition in the Theorem is a Wedderburn-Artin decomposition.
A theory of partial representations of Hopf algebra has been developed in [11].
Definition 5.8. [11] Let H be a Hopf k-algebra, and let B be a unital k-algebra.
A partial representation of H in B is a linear map π : H → B such that
(PR1) π(1H) = 1B,
(PR2) π(h)π(k(1))π(S(k(2))) = π(hk(1))π(S(k(2))),
(PR3) π(h(1))π(S(h(2)))π(k) = π(h(1))π(S(h(2))k),
(PR4) π(h)π(S(k(1)))π(k(2)) = π(hS(k(1)))π(k(2)),
(PR5) π(S(h(1)))π(h(2))π(k) = π(S(h(1)))π(h(2)k).
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A morphism between two partial representations (B, π) and (B′, π′) of H is an
algebra morphism f : B → B′ such that π′ = f ◦ π. ParRep
H
is the category of
partial representations.
Evidently, every representation of H is a partial representation. Conversely,
every partial representation π : H → B satisfying one of the conditions,
π(h(1))π(S(h(2))) = ǫ(h)1B, π(S(h(1)))π(h(1)) = ǫ(h)1B,
for all h ∈ H , is a representation of H . If the antipode is invertible, then (PR3)
and (PR4) can be rewritten as
(PR3) π(S−1(h(2)))π(h(1))π(k) = π(S
−1(h(2)))π(h(1)k),
(PR4) π(h)π(k(2))π(S
−1(k(1))) = π(hk(2))π(S
−1(k(1))).
If H is commutative or cocommutative, then S−1 = S and (PR3) and (PR4)
folllow from (PR1), (PR2) and (PR5). In particular, if H = kG is a group algebra,
partial representations of kG coincide with partial representaions of the group G,
as defined before. As in the case of groups, we consider a variant on the category of
partial representations, the category of partial H-modules HMpar. Objects in this
category are pairs (X, π), where X is a k-module and π : H → Endk(X) is a partial
representation. A morphism f : (X, π) → (Y, π′) is a k-linear map f : X → Y
satisfying f ◦ π(h) = π′(h) ◦ f for all h ∈ H .
As paradigmatic examples of partial representations of a Hopf algebra, we have:
Example 5.9. [11] Let · : H ⊗ A → A be a partial action of a Hopf algebra
H on a unital k-algebra A. We have partial representations π : H → Endk(A),
π(h)(a) = h · a and ψ : H → A#H , ψ(h) = 1A#h = (h(1) · 1A)⊗ h(2).
As in the group case, there is a universal algebra factorizing partial representa-
tions by algebra morphisms.
Definition 5.10. [11] Let H be a Hopf algebra and let T (H) be the tensor algebra
of the vector space H . The partial Hopf algebra Hpar is the quotient of T (H) by
the ideal I generated by elements of the form
(1) 1H − 1T (H);
(2) h⊗ k(1) ⊗ S(k(2))− hk(1) ⊗ S(k(2));
(3) h(1) ⊗ S(h(2))⊗ k − h(1) ⊗ S(h(2))k;
(4) h⊗ S(k(1))⊗ k(2) − hS(k(1))⊗ k(2);
(5) S(h(1))⊗ h(2) ⊗ k − S(h(1))⊗ h(2)k.
Let [h] be the class in Hpar represented by h ∈ H in Hpar by [h]. The map
[ ] : H → Hpar has the following properits
(1) [αh+ βk] = α[h] + β[k];
(2) [1H ] = 1Hpar ;
(3) [h][k(1)][S(k(2))] = [hk(1)][S(k(2))];
(4) [h(1)][S(h(2))][k] = [h(1)][S(h(2))k];
(5) [h][S(k(1))][k(2)] = [hS(k(1))][k(2)];
(6) [S(h(1))][h(2)][k] = [S(h(1))][h(2)k],
for all α, β ∈ k and h, k ∈ H . [ ] is a partial representation of the Hopf algebra H
on Hpar. The partial Hopf algebra Hpar has the following universal property.
Theorem 5.11. [11] For every partial representation π : H → B there is a unique
morphism of algebras πˆ : Hpar → B such that π = πˆ ◦ [ ]. Conversely, given
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an algebra morphism φ : Hpar → B, there exists a unique partial representation
πφ : H → B such that φ = πˆφ.
The identity IdH : H → H is a partial representation of H on H and fac-
torizes through Hpar, generating an algebra morphism ∂ : Hpar → H , given by
∂([h1] . . . [hn]) = h1 . . . hn. In particular H is a direct summand of Hpar as a
k-module.
An immediate consequence of Theorem 5.11 is that any partialH-module (X, π),
is an Hpar-module. Indeed, the partial representation π : H → Endk(X) factorizes
through a morphism of algebras πˆ : Hpar → Endk(X), which makes X into an
Hpar-module. Therefore, the category HMpar of partial H-modules is isomorphic
to the category HparM of Hpar-modules.
Example 5.12. For H = kG, the universal algebra Hpar is the partial group
algebra kparG, introduced above.
Example 5.13. Let H = U(g) be the universal enveloping algebra of a Lie algebra
g. Then every partial representation of H is a morphism of algebras. Indeed, for
a partial representation π : U(g) → B, we can prove that π(h)π(k) = π(hk), for
all h, k ∈ U(g). This can be done by induction on the length of the monomials,
k = X1 . . . Xn ∈ U(g), with Xi ∈ g, for i = 1, . . . , n [11].
Example 5.14. [11] Let k be a field with characteristic different from 2. Then
H = (kC2)
∗ ∼= kC2. Let {pe, pg} be the basis of H consisting of the projections
onto ke and kg. Then 1 = pe + pg and pepg = 0. Let x = [pe], y = [pg] be
the corresponding generators of Hpar. The first defining equation for Hpar yields
y = 1− x, and, in particular, we conclude that xy = yx in Hpar.
Since H is cocommutative the next five families of equations that define Hpar
are reduced to the first three of them. Writing the equations explicitly with respect
to the basis elements one obtains eight equations; using the fact that y = 1− x, all
these equations are reduced to
x(2x− 1)(x− 1) = 0,
which implies that Hpar is isomorphic to the 3-dimensional algebra
k[x]/〈x(2x − 1)(x− 1)〉.
The “partial Hopf algebra” Hpar has also a structure of a partial smash product.
For each h ∈ H , define the elements
εh = [h(1)][S(h(2))], ε˜h = [S(h(1))][h(2)] ∈ Hpar.
We have the following identities in Hpar:
(a) εk[h] = [h(2)]εS−1(h(1))k;
(b) [h]εk = εh(1)k[h(2)];
(c) εh(1)εh(2) = εh;
(d) ε˜k[h] = [h(1)]ε˜kh(2) ;
(e) [h]ε˜k = ε˜kS−1(h(2))[h(1)];
(f) ε˜h(1) ε˜h(2) = ε˜h;
(g) ε˜hεk = εkε˜h.
Unlike the group case, we don’t construct a commutative subalgebra A of Hpar but
we define two subalgebras
A = 〈εh | h ∈ H〉, and A˜ = 〈ε˜h | h ∈ H〉,
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which are not necessarily commutative, nevertheless, they commute mutually. With
this subalgebra, one can prove the following Structure Theorem about Hpar.
Theorem 5.15. Let H be a Hopf algebra. There exists a partial action of H on
the subalgebra A ⊆ Hpar such that Hpar ∼= A#H.
Proof. (Sketch) Basically, the partial action of H on A is given by
h · (εk1 . . . εkn) = [h(1)]εk1 . . . εkn [S(h(2))] = εh(1)k1 . . . εh(n)knεh(n+1) .
The morphisms Φ : Hpar → A#H and Ψ : A#H → Hpar are obtained using the
universal property of Hpar and the universal property of the partial smash product.
They are given by the formulas
Φ([h1] . . . [hn]) =
(
εh1
(1)
εh1
(2)
h2
(1)
. . . εh1
(n)
...hn
(1)
)
#h1(n+1) . . . h
n
(2);
Ψ((εh1 . . . εhn#k) = εh1 . . . εhn [k].

With the help of this Structure Theorem, we can construct a surprising exam-
ple of a finite dimensional Hopf algebra whose “partial Hopf algebra” is infinite
dimensional, namely, the four dimensional Sweedler Hopf algebra. Let us denote
H4 = 〈1, g, x | g
2 = 1, x2 = 0, gx = −xg〉
which is a Hopf algebra with structure given by
∆(g) = g ⊗ g ǫ(g) = 1, S(g) = g;
∆(x) = x⊗ 1 + g ⊗ x, ǫ(x) = 0, S(x) = −gx.
The subalgebra A ⊆ (H4)par is the infinite dimensional algebra
A = k[x, z]/〈2xz − z, 2x2 − x〉
And then, the algebra (H4)par can be written as the partial smash product
(H4)par =
(
k[x, z]/〈2xz − z, 2x2 − x〉
)
#H4.
Roughly speaking, the potential for partiality of a Hopf algebra is encoded in the
size of the subalgebraA ⊆ Hpar. As we see from the above example for the Sweedler
Hopf algebra, even when H is finite dimensional, Hpar can be infinite dimensional.
This enabled the construction of an infinity of non-isomorphic finite dimensional
partial modules over the Sweedler Hopf algebra [12].
One of the important features of the “partial Hopf algebra” Hpar is that it
has a structure of a Hopf algebroid over the base algebra A. This enables us
to explore the monoidal structure of the category of partial H-modules, which is
isomorphic to the category of Hpar-modules. The main results relative to the Hopf
algebroid structure of Hpar and the monoidal strtucture of the category HMpar are
summarized in Theorem 5.16.
Theorem 5.16. [11]
(1) Let H be a Hopf algebra with invertible antipode, then Hpar is a Hopf alge-
broid over the base algebra A.
(2) There is a functor ( )par, between the category of Hopf algebras with in-
vertible antipode and the category of Hopf algebroids, sending H to Hpar.
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(3) The category of partial H-modules (or Hpar-modules), is a monoidal cat-
egory (HparM,⊗A, A) and the forgetful functor U : HparM → AMA is
strictly monoidal.
(4) Algebras in the monoidal category HparM coincide with partial H-modules
algebras.
Example 5.17. Consider a field of characteristic different from 2 and the Hopf
algebra H = (kC2)
∗. As we have seen in Example 5.14, the Hopf algebroid Hpar is
the three dimensional algebra k[x]/〈x(x−1)(2x−1)〉. Then the partial H-modules,
which can be interpreted as partially Z2-graded vector spaces are of the form
X = X0 ⊕X1 ⊕X 1
2
.
The algebra objects in the category of partialH-modules are the partially Z2-graded
algebras which are described in Theorem 3.8.
The theory of Hopf algebroids may provide a fresh and wider environment to
treat partial representations and partial modules. The monoidal structure of the
category of partial modules gives rise to many new questions form the point of view
of representation theory.
6. Conclusions and perspectives
For we know in part...
but when that which is perfect is come,
then that which is in part shall be done away.
I Corinthians 13:9-10
So far, the history of partial actions spans two decades since their first appear-
ance in the context of operator algebras. We conclude this survey opening up some
possible new research lines for the years to come.
(1) The existing theory mostly deals with discrete groups. In order to take
into account the topological or differentiable structure of the group some extra as-
sumptions have to be made in order to make the domains vary coherently with
the elements of the group. The simplest case of partial actions coming from in-
complete flows of vector fields on a differentiable manifold [2] remains to be fully
understood. As we mentioned before, the globalization of these partial actions give
rise to non-Hausdorff manifolds, and the techniques of noncommutative differential
geometry may be needed to treat these globalized spaces. A concrete problem with
physical interest is the resolution of cosmic singularities. The famous Hawking-
Penrose theorem states that very generic conditions of causality in the space time
and with positive energy conditions for gravity will force the space time to have
incomplete causal geodesics [50]. Then the globalization of this partial action of
the additive group of real numbers, which would be the candidate of “space time”
with a complete set of causal geodesiscs, would be a non-Hausdorrf space, perhaps
better described in terms of noncommutative geometry.
(2) Partial representations of finite groups have been investigated intensively
[33, 37]. The machinery to find irreducible partial representations of a finite group
G uses explicitly the structure of the groupoid Γ(G) described in Section 5. For
an infinite discrete group, it is also possible to characterize the partial group al-
gebra kparG as an e´tale groupoid of germs as described in [25]. But for a general
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topological or Lie group, the description of the partial group algebra as a groupoid
algebra has not been achieved. Even the classification of finite dimensional partial
representations of a compact Lie group needs to be done. An interesting object
to be analysed is the Hopf algebroid of representative functions of kparG, for G a
compact Lie group. Furthermore, the theory of Lie groupoids [54] could provide a
useful language to describe partial actions of Lie groups over smooth manifolds.
(3) One can construct a partial representation of a given Hopf algebra H out of a
classical H-module with a projection on it satisfying certain commutation relations
[12]. The notion of a globalization can be extended to partial representations. This
is what we call a dilation of a partial representation and it leads to a functor from
the category of partial H-modules to the category of H-modules with projections
[12]. The relationship between the subcategory of H-modules inside the category
of partial H-modules need to be better clarified. The role of the monoidal structure
over A ⊆ Hpar in the category of partial H-modules and the monoidal structure
over the base field k in the category of H-modules remains elusive.
(4) The theory of partial corepresentations and partial comodules of Hopf alge-
bras has been developed in [13]. For a Hopf algebraH , a universal coalgebraHparis
constructing, factorizing any partial corepresentation by a morphism of coalgebras
in a way dual to how the partial “Hopf algebra” Hpar factorizes partial represen-
tations by morphisms of algebras. This universal coalgebra has moreover a Hopf
coalgebroid structure that might shed some light on the monoidal structure of the
category of partial H-comodules and it allows one to construct new categories, as
the category of partial Yetter-Drinfeld modules.
(5) The categorification of partial actions is another direction to be explored.
The first approach appeared in [5], where a partial action of a Hopf algebra on a k-
linear category was considered. More recently, a new approach, of Hopf categories,
emerged in [16]. Basically, a Hopf category is a multi object analog of a Hopf
algebra. In particular, groupoids provide examples of Hopf categories enabling us
to describe partial actions of groups on sets by Hopf categories. Hopf categories
may become a useful technique for the study of partial actions.
(6) There is much to be done to fully understand partial actions from a purely
categorical point of view. When we study the partial representations of a Hopf
algebra H , we end up with the Hopf algebroid Hpar. Both H and Hpar induce a
Hopf monad on an appropriate monoidal category. The transition between partial
H-modules and H-modules suggests that there is a close relation between these
two different Hopf monads. Such a monadic approach to partial actions could lead
to a better understanding of the role of partiality in representation theory.
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