ABSTRACT Graph embedding is a very useful dimensionality reduction technique in pattern recognition. In this paper, we develop a novel discriminative dimensionality reduction technique entitled sparsity and geometry preserving graph embedding (SGPGE). SGPGE can not only capture the sparse reconstructive relationships among training samples but also discover the intrinsic geometry and latent discrimination from high-dimensional data. In SGPGE, the novel ways of constructing global and local adjacent graphs are developed. The built graphs with discriminant and geometrical information are more informative in graph embedding. Integrating the sparse reconstruction with the designed local and global adjacent graph constructions, SGPGE newly characterizes with-class sparsity and geometry preserving scatter, betweenclass sparsity and geometry preserving scatter and local sparsity and geometry preserving scatter to formulate the objective function of dimensionality reduction, and learns the discriminative transformation matrix using maximum margin criterion. Moreover, we also propose three variants of SGPGE. Experimental results on six public face datasets have demonstrated that the proposed methods are effective dimensionality reduction techniques with very good performance for classification in the embedding subspace.
I. INTRODUCTION
Up to now, dimensionality reduction (DR) has been well known and widely applied in pattern recognition. The purpose of DR is to learn an optimal low-dimensional representation, which could discover and capture the meaningful essential geometry and potential discrimination information of the high-dimensional data. Owing to a large amount of the high-dimensional data that now exist in practical applications, DR is playing an increasing role in the high-dimensional data analysis. For example, DR is widely used in image classification [1] , biometric recognition [2] , image retrieval [3] , hyperspectral imagery [4] , [5] and social image understanding [6] , etc. Recently, a great many dimensionality reduction techniques can be generally classified into linear and nonlinear ones, most of which are viewed as the variants of graph embedding [7] . Moreover, the framework of graph embedding [7] has been generalized by forming a unified rotational invariant dimensionality reduction framework [8] , and the comprehensive progress of graph embedding has been currently reviewed in [9] .
Under the framework of graph embedding [7] , two representative dimensionality reduction methods are PCA and LDA [10] - [12] . The former is an unsupervised dimensionality reduction method and it learns the transformation matrix that makes data hold maximum variance. PCA can reflect the global geometry of the high-dimensional data. The latter is a supervised method and it uses class information to learn the transformation matrix that makes data have the maximum margin between inter-class and intra-class samples. LDA can detect the global discriminant geometry of the high-dimensional data. In order to discover the intrinsic nonlinear geometrical structure of data, the nonlinear ones of PCA and LDA are introduced by using kernel tricks [13] . In both kernel PCA [14] - [16] and kernel LDA [15] - [17] , the nonlinear input data is implicitly mapped into higher dimensional feature space and linearly separable in the kernel feature space. Due to the superior characteristics of PCA and LDA, there exist many new extensions of PCA [18] - [22] and LDA [23] - [26] that have been applied in pattern recognition recently. Nevertheless, PCA could not well detect the discrimination because it doesn't consider the class information, LDA can often suffer from ''small sample size'' (SSS) issue [27] , and they focus on the global geometry of data.
To reflect the locality of the high-dimensional data, manifold learning as another kind of nonlinear dimensionality reduction has been utilized to uncover the local intrinsic manifold structure that is embedded in high-dimensional data. Currently, the most representative ones in manifold learning are isometric feature mapping (ISOMAP) [28] , [29] , local linear embedding (LLE) [30] and laplacian eigenmap (LE) [31] . They aim at preserving local neighborhood structure of data and discovering low-dimensional local manifolds via constructing informative k-nearest neighbor graphs. However, they have the out-of-sample problem [32] , where a learned embedding of training samples could not be directly applied to a new sample. Many advances in linear ones of manifold learning have been proposed to solve this problem by holding the properties of manifold learning. The representative linear ones are locality preserving projections (LPP) [33] and neighborhood preserving embedding (NPE) [34] that are the most well-known graph embedding methods. The linear LPP and NPE are the variants of the nonlinear LE and LLE, respectively. Recently, many extensions of LPP have been developed for dimensionality reduction [35] - [46] . For example, double adjacency graphs-based discriminant neighborhood embedding (DDNE) is a current supervised version of LPP [45] . However, the adjacent k-neighborhood graphs in these variants are often built by using the parameter of k, and the edge weights of k-neighborhood graphs are also generally calculated in terms of the other parameters. Thus, these variants of LPP may be very sensitive to their parameters. Meanwhile, many LPP variants cannot well capture enough geometrical and discriminant information, which results in degenerated classification performance in pattern recognition.
Among most of the graph embedding techniques, their graph constructions and edge weights of built graphs are always manually established. To address this drawback in graph embedding, the automatic adjacent graph constructions of data have been realized by representation learning, and the representation coefficients are employed as the edge weights of the graph [47] , [48] . As argued in [49] and [50] , sparse representation has good properties of preserving and capturing the essential geometry and latent discrimination information of data. Nowadays there are lots of graph embedding methods, each of which adopts sparse graph constructions [50] - [59] . Most of them first automatically construct the graph through sparse representation, and then calculate the corresponding weights in terms of sparse coefficients, finally achieve the optimal transformation matrix for feature extraction [50] - [57] . The most representative one among them is sparsity preserving projections (SPP) [50] . And Yang et al. [58] and Gao et al. [59] have also developed the graph embedding methods that can simultaneously optimize objective functions of sparse representation for automatic graph construction and feature extraction. Li and Tang [60] proposed an effective unsupervised feature selection method by simultaneously exploring nonnegative spectral analysis, general sparse constraint and redundancy analysis, which achieves promising performance. Since collaborative representation performs well for classification [61] , its graph embedding method entitled collaborative representation-based projections (CRP) has been designed in [62] and then the extension of CRP was proposed in [63] . In addition, by virtue of sparsity property, sparse representation has also been employed to design other new dimensionality reduction methods recently [64] - [68] . However, many existing graph embedding methods on the basis of representation learning may not well discover the latent discriminant information [51] and detect the local intrinsic geometric structure of data in the embedding space.
Generally speaking, graph embedding using sparse graph construction has strong sparsity but poor locality properties of data. As discussed in [69] , locality is more important than sparsity, as locality can lead to sparsity but not necessary vice versa. As a matter of fact, both locality and sparsity play a very important part in graph embedding [48] . To uncover the intrinsic geometry and the sparsity of data, we propose a novel graph embedding method entitled sparsity and geometry preserving graph embedding (SGPGE), which is inspired by the idea of SPP and LPP. As discussed in [70] , similar samples encoded by sparse representation could have similar sparse codes. In SGPGE, we suppose that the similar withinclass samples could have similar sparse reconstructions, and these reconstructions should also have similar projections in the embedding space via the transformation matrix. Meanwhile, we also assume that the reconstructions and projections of the between-class samples could be very different, respectively. In terms of these assumptions, we first design completely new graph constructions to build the informative local and global adjacent graphs, and then define the sparsity and geometry preserving scatters by integrating sparse reconstructions with the informative graph constructions, finally adopt maximum margin criterion [27] to achieve a optimal embedding of high-dimensional data. Thus, the discriminant and geometrical information from sparse representation and the graph constructions can be well discovered and preserved in the embedding space. In addition, we propose three variants of SGPGE, which are sparsity preserving graph embedding (SPGE), global geometry preserving graph embedding (GGPGE) and local geometry preserving graph embedding (LGPGE). We evaluate the effectiveness of our proposed methods with extensive experiments on several state-of-the-art face image datasets for classification.
The contributions of this article are mainly summarized in the following three aspects:
1) The adjacent graph constructions of data are designed to not only potentially discover both global and local geometries of data but also fully take into account the class information. It has been demonstrated that our ways of building the adjacent graphs are useful in graph embedding and the constructed graphs are informative. Moreover, the parameters in the built global adjacent graphs can be easily determined at most cases in practice. For example, setting the exponential regulator q in defining adjacent weight matrices of graphs to be 1.5 or 2 can always give us the optimal results in our experiments.
2) The integration of sparse reconstructions and the adjacent graph constructions yields the global and local sparsity and geometry preserving scatters, which can well capture and preserve both geometrical and discriminant structure of data from sparse representation and the built informative adjacent graphs. 3) A sparsity and geometry preserving graph embedding method (SGPGE) is mainly developed. Besides, three variants of SGPGE are introduced. These proposed methods can well discover, preserve and further strengthen the geometrical and discriminant information of data that is favorable for classification. Most importantly, they are very simple, powerfully effective, easily solvable graph embedding methods. These proposed methods are experimentally proven to be the promising dimensionality reduction techniques. The remainder of this article 1 is organized as follows. In Section II, LPP and SPP are briefly reviewed and further analyzed. In Section III, our SGPGE method is detailedly proposed. In Section IV, three variants of SGPGE are developed. In Section V, a comprehensive set of experimental results and analysis are reported. Finally we conclude this article in Section VI.
II. RELATED WORK ANALYSIS
In this section, the mathematical models of the related approaches: LPP and SPP are first briefly outlined, and we further analyze them to point out their shortcomings that can motivate our work. For notational convenience, let us denote Z = [z 1 , z 2 , · · · , z n ] ∈ R d×n as the set of n d-dimensional training samples from C classes, and c i ∈ {1, 2, ..., C} is the class label of sample z i , where {1, 2, ..., C} is the set of C class labels. In the linear dimensionality reduction, a original sample z i is transformed into a low-dimensional one y i in the learned r-dimensional subspace, i.e., y i = P T z i for i = 1, . . . , n, where
A. LPP LPP [33] is an unsupervised graph embedding method [7] , which can well preserve local intrinsic geometrical structure. It ensures that the closer samples in a original high-dimensional space retain so again in a new learned lowdimensional space. In LPP, the local neighborhood structure of data is first reflected by building the nearest-neighbor graph and then the neighborhood relationship of data is preserved in the new subspace. The edge weight w ij between nodes i and j in the adjacent graph is often calculated as
where
indicates a set of k nearest neighbors of z i or z j . And then, the objective function of LPP is formulated as
If y i is obtained by a transformation axis p (i.e. y i = p T z i ), Eq. (2) can be rewritten as:
Using the simple algebra with the constraint p T ZHZ T p = 1, the transformation axes in Eq. (3) can be achieved by the following generalized eigenvalue problem
where M = H − W is a laplacian matrix, and weight matrix W and diagonal matrix H are defined as (W ) ij = w ij and (H ) ii = j w ij . Then, transformation matrix P is formed by the optimal r eigenvectors corresponding to the r smallest eigenvalues. Although LPP has the property of local geometry, it cannot well encode the locality of data and capture enough discrimination information in the new embedding subspace. The corresponding problems may be produced: 
As a consequence, we obtain y i = y j that means the different original samples are completely same in the new subspace. The aim of LPP is to model the neighborhood relations between samples, but not to make samples have the same representation. In this case, different samples from different classes may also have the same representation with the loss of the discrimination information. In addition, the values of parameter k and t also have a sensitive effect on the local topology property of LPP.
B. SPP
SPP is also an unsupervised graph embedding method, in which the graph construction is obtained by sparse representation [50] . It can capture the geometrical property of data and contain natural discriminant information. The sparse reconstructive weight vector s i for each sample z i can be automatically learned by minimizing the following sparse model:
is sparse reconstructive coefficient vector for z i and 1 = [1, 1, · · · , 1] ∈ R n denotes a vector of all ones. It is noticeable that s i,i = 0 means that z i cannot be represented by itself, but by the remaining samples from Z , and s i,j , j = i is viewed as the weight contribution of z j to the construction of z i . Then using the optimal weight vectors i for each z i , the model of SPP is formulated as
Through the simple algebra with the constraint p T ZZ T p, Eq. (7) can be reformulated as
The transformation matrix P is learned by solving the generalized eigenvalue problem
P is formed by the eigenvectors corresponding to the largest r eigenvalues. The natural pattern discrimination can be preserved and the geometric properties of data might be reflected in the sparse reconstructive weight matrixS, but SPP may not well discover the latent discriminant information [51] and detect the local intrinsic geometric structure of data in the embedding space. The reasons are summarized as follows: 1) Some useful discriminant and geometrical information of data might be lost in advance. Since the condition d n must be required to learn the sparse reconstructive weight matrix in Eq. (6), dimensionality reduction on training set is always first done by PCA when the values of the training sample size with large dimensionality is very small, such as in face recognition.
2) The geometrical and discriminant information of data can not be well encoded in the embedding subspace. Although SPP is a global representation method in nature [50] , [72] , it owns some local properties by imposing the sparse prior.
As we know, the model in Eq. (6) can ensure that each sample z i is represented by a sparse combination of a few samples, but cannot ensure a few samples belong to the same class of z i . With the optimal sparse reconstructive weight vectors i , sample z i can be reconstructed as
In Eq. (10), most coefficients ins i are tends to zero. When most non-zero coefficients are located on the within-class samples, z i is validly represented byz i ands i preserves local geometrical and discriminant information of data. However, a few samples corresponding to the non-zero coefficients ins i mostly come from the different classes of z i , z i might be easily mistakenly reconstructed (i.e. z i is very different fromz i ). Furthermore, the similar samples using their corresponding sparse reconstructive weight vectors might be reconstructed as quite different samples. Hence, the sparse coding vectors i does not correctly encode the local geometry and pattern discrimination. According to Eq. (10), the objective function (7) is reformulated as
Obviously, SPP may obtain poor transformation axes p by solving Eq. (11), if z i with the weak sparse codings i is wrongly represented by its reconstructionz i . As a result, the geometry of data cannot be correctly represented and the pattern discrimination cannot be further enhanced in an embedding subspace.
III. THE PROPOSED SGPGE
In this section, we elaborate our proposed SGPGE following the above analysis of LPP and SPP that motivates our work.
A. BASIC IDEA
It has been proven that sparse reconstructive coefficient matrix can reflect essential geometry of data, and it VOLUME 6, 2018 contains natural discriminant information [50] . Due to the fact that sparse representation can effectively reconstruct one sample with a linear sparse combination of other samples and naturally capture more pattern discrimination, sparse representation-based classification has been successfully used for pattern recognition. Thus, to take the advantage of sparse representation, SGPGE first reconstructs each training sample by solving the sparse model in Eq. (6) using the rest of the training samples. Namely, each training sample z i is reconstructed asz i = Zs i through sparse representation. SPP is an unsupervised graph embedding method, in which the automatic graph construction is achived by sparse representation [50] . It can preserve good properties of sparse representation in the embedding space, but cannot capture enough geometrical structure of data and discriminant information. LPP [33] is also an unsupervised graph embedding method, which however can capture local intrinsic geometrical structure by building k-neighborhood graph and making similar samples in a original high-dimensional space closer in the learned low-dimensional subspace. It has the local topology property, but the global geometry of data is ignored and the topology of local geometry could be impaired [38] , and pattern discrimination cannot be strengthened. Inspired by ideas of LPP and SPP, SGPGE enhances the abilities of discovering and preserving geometry and discriminant information of data in an embedding subspace by utilizing the sparse reconstruction and informative graph constructions simultaneously. Not only can it overcome the drawbacks but also inherit good properties of both LPP and SPP.
As stated in [70] , the local geometry of data can be well reflected by satisfying that similar samples should have similar sparse coding vectors learned by sparse representation. Moreover, sparsity and locality play important roles in graphbased learning [48] . That is to say, similar samples should correspond to similar vectors of sparse codes encoded by sparse representation. Thus, the main idea of our SGPGE is summarized as follows:
• If the within-class samples are similar, their corresponding sparse reconstructions should also be similar and these projections of their reconstructed ones in the learned embedding subspace should be similar as well.
• The sparse reconstructions of the between-class samples should be different and these projections of their reconstructed ones in the learned embedding subspace should be different as well.
• The new global and local informative adjacent graphs are built to reflect the geometry of data. Specifically, SGPGE uses the within-class sparsity and geometry preserving scatter to reflect the global within-class geometry of data, the between-class sparsity and geometry preserving scatter to reflect the global between-class geometry of data, and the local sparsity and geometry preserving scatter to reflect the local geometry of data. They can capture the geometrical and discriminant information of data by integrating both sparse reconstructive relationships of samples and the constructed adjacent graphs.
• Using maximum margin criterion [27] , SGPGE learns a transformation matrix by 1) maximizing between-class sparsity and geometry preserving scatter, 2) minimizing within-class sparsity and geometry preserving scatter while minimizing the local sparsity and geometry preserving scatter. SGPGE mainly contains sparse reconstruction, global and local informative graph constructions and graph embedding, in order to fully discover and preserve the geometrical and discriminant information of high-dimensional data.
B. WITHIN-CLASS SPARSITY AND GEOMETRY PRESERVING SCATTER
To ensure the within-class global intrinsic geometry of highdimensional data being well encoded and preserved, we construct the adjacent within-class graph to express the adjacent relationships in the within-class feature space. Assume that G + is the within-class adjacent graph, and W + is its corresponding affinity weight matrix. The adjacent edge weight w + ij in W + of G + between nodes z i and z j is designed as:
,
where positive parameter τ + i is a adjusted within-class factor which is dynamically determined in terms of z i in the withinclass feature space, the positive within-class factor τ + j is dynamically determined by z j , c i and c j are class labels of z i and z j respectively. The adjacent edge weight w + ij between nodes z i and z j is the average of weights exp(
is the edge weight from z i to z j for z i with factor τ
is the edge weight from z j to z i for z j with factor τ + j . From the point of view of classification, samples belonging to class c i of z i could own different contributions to classifying z i . Generally speaking, if a sample is more similar with or closer to z i , it can contribute more to z i . In other words, how to decide the class label of z i is closely related to the geometrical location among its within-class samples. Hence, to capture both geometrical and discriminant information of z i , the within-class factor τ + i in Eq. (12) for z i is defined as
where N + (c i ) is the sample number within class c i of z i , q is an exponential regulator that is employed to further adjust the contribution of z i to z j . In Eq. (13) ,
sum of distances between sample z i and the other ones within class c i of z i , and it can reflect the geometrical distribution of z i with good discriminant information among within-class samples, which is illustrated in Fig. 2(a) . Clearly, the designed edge weight exp(
between z i and z j for z i is calculated by three aspects: the distance from z i to z j , the sum of distances from z i to the rest of within-class samples and the sample number N + (c i ) with exponential regulator q. This can suitably reflect the essential geometry and the natural pattern discrimination of z i due to the geometrical position of z i among the within-class samples. In a similar manner, we define the within-class factor τ + j in Eq. (12) for z j as follows:
where N + (c j ) is the sample number belonging to class c j of z j . The sum of distances
the rest of the within-class samples in Eq. (14) can reflect the geometrical distribution of z j with good discriminant information among the within-class samples, which is displayed in Fig. 2(b) . Accordingly, the edge weight exp(− z j − z i 2 /τ + j ) between z j and z i for z j can well reflect the intrinsic geometry and the natural pattern discrimination of z j due to the geometrical position of z j among the within-class samples. As shown in Fig. 2 , z i and z j have different geometrical positions, and z i can better represent the discriminant information within the same class than z j to some degree. Therefore, computed as the average of weights exp(
, affinity weight matrix W + can suitably and objectively reflect the essential geometries and natural pattern discrimination in the within-class feature space.
Then, the within-class sparsity and geometry preserving scatter is characterized by the within-class adjacent weights, so that the geometrical and discriminant information from both sparse representation and the within-class adjacent graph can be captured. We suppose that if two within-class samples z i and z j are similar, their corresponding reconstructionsz i andz j by Eq. (10) using sparse representation solved by Eq. (6) should also be similar, and the projections ofz i andz j should be similar as well in the embedding subspace. To well discover the within-class essential geometry and discrimination of data, we define the within-class sparsity and geometry preserving scatter as follows: 
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is the within-class sparsity and geometry preserving scatter matrix that can reflect geometrical and discriminant information from sparse representation and the within-class adjacent graphs. Due to the symmetry of W + , S W is rewritten as
where M + = H + − W + is a within-class laplacian matrix, H + is a diagonal matrix that is defined as (H )
C. BETWEEN-CLASS SPARSITY AND GEOMETRY PRESERVING SCATTER
To strengthen the ability of pattern discrimination of betweenclass samples with the geometrical information, the betweenclass global geometry of data is characterized by constructing the between-class adjacent graph G − that can preserve adjacent affinities of samples in the between-class feature space. The affinity weight matrix of G − is denoted as W − . The adjacent edge weight w − ij in W − of G − between nodes z i and z j is defined as
where positive parameters τ Using the similar ways of defining within-class factor τ + i , we define the between-class factor τ − i for z i as
where N − (c i ) is the sample number of different classes of z i and q is an exponential regulator. Similarly, we define the between-class factor τ − j for z j as
where N − (c j ) is the sample number belonging to different classes of z j . In terms of Eqs. (20) and (21), since the betweenclass factor τ − i for sample z i is dynamically adjusted by the sum of distances between z i and the rest of the between-class samples, it can appropriately reflect geometrical and discriminant information of the between-class samples, as shown in Fig. 3 . It can be observed that z j and z i have different geometrical positions and z j generally has more discriminative power among different classes than z i . Thus, the average w Using the between-class adjacent weights, the betweenclass sparsity and geometry preserving scatter is characterized. Assume that samples z i and z j from different classes have different reconstructionsz i andz j , both of them have different projections as well in a learned embedding subspace. To well capture the between-class essential geometry and discrimination of the between-class samples, we formulate the between-class sparsity and geometry preserving scatter as follows:
Eq. (22) can be reformulated as
S B is the between-class sparsity and geometry preserving scatter matrix. Due to the symmetry of W − , S B is reformulated as
where M − = H − − W − is a between-class laplacian matrix, and H − is a diagonal matrix that is defined as (H )
D. LOCAL SPARSITY AND GEOMETRY PRESERVING SCATTER
We have designed the within-class and between-class sparsity and geometry preserving scatters above. To further capture the locality and discrimination of high-dimensional data, we develop the local graph construction via the k-neighborhood and design the local sparsity and geometry preserving scatter.
The local adjacent graph G l of data is constructed by the k-neighborhood and weight matrix W l of G l is defined as follows:
In Eq. (26), the parameters τ k i and τ k j are local regulators that are determined by the k-neighborhoods of z i and z j , respectively. N k (z i ) indicates the set of k-nearest neighbors of τ i . The regulator τ k i is designed as
And the regulator τ k j is similarly defined as
Eqs. (27) and (28) show τ k i and τ k j can represent the k-neighborhood structure information of z i and z j , respectively. The edge weight w l ij between z i and z j is determined by their k-neighborhood structures, and can reflect the local geometry and pattern discrimination of data.
Then, the local sparsity and geometry preserving scatter to preserve both the local geometrical and discriminant information is characterized as
Using the similar algebra such as J W (p) and
is called the local sparsity and geometry preserving scatter matrix, M l = H l − W l is a local laplacian matrix, and H l is a diagonal matrix that is defined as (H ) l ii = j w l ij (i.e., h l ii = j w l ij ).
E. SGPGE OPTIMIZATION
For classification, we should enforce samples from different classes to be more distant from each other while simultaneously making samples from the same class closer in the learned low-dimensional space. To well capture the intrinsic geometry and discrimination of data, maximum margin criterion is employed to formulate the model of SGPGE by maximizing between-class sparsity and geometry preserving scatter, simultaneously minimizing the within-class sparsity and geometry preserving scatter, and minimizing the local sparsity and geometry preserving scatter. The objective function of SGPGE is defined as follows: 
Note that minimizing the local sparsity and geometry preserving scatter in fact employs maximum margin criterion to get more discrimination between within-class and betweenclass samples in the region of k-neighborhood according to Eq. (26) . The orthogonal constraint p T p = 1 can make the orthogonal projection vector p have more discrimination power [73] . In terms of Eqs. (18), (25) and (31), the objective function in Eq. (32) can equivalently reformulated as
Through the simple algebra with the lagrangian multiplier, Eq. (33) is rewritten as the following generalized eigenvalue problem
The optimal eigenvalues are learned by resolving Eq. (34). The r eigenvectors that correspond to the r largest eigenvalues are chosen to form the final transformation matrix P, i.e., λ 1 > λ 2 > ... > λ r > 0 and P = [p 1 , p 2 , ..., p r ]
F. SGPGE ALGORITHM
According to the description aforementioned, the SGPGE algorithm is summarized as follows:
Step 1. Solve sparse representation of each training sample z i using the remaining training samples through Eq. (6), and then get the reconstruction of z i asz i = Zs i .
Step 2. Construct the within-class and between-class adjacent weight matrices W + and W − for the given training data using Eqs. (12) and (19), respectively. And also construct the local adjacent weight matrix W l by Eq. (26).
Step 3. Characterize the sparsity and geometry preserving scatter matrices S W , S B and S L using Eqs. (18), (25) and (31), respectively.
Step 4. Calculate the generalized eigenvectors p 1 , p 2 , ..., p r by resolving the generalized eigenvalue problem (S B −S W − S L )p = λp, and then achieve the projection matrix P.
The computational complexity of SGPGE mainly comes from these four steps above. In step 1, the computation complexities of solving sparse representation in Eq. (6) is O(n 3 ). In step 2, the computation complexities of calculating the matrices W + , W − and W l in Eqs. (12), (19) and Eq. (26) are O(n 2 d 2 ). In step 3, the computation complexities of calculating S W , S B and S L in Eqs. (18), (25) and (31) are O(dn 2 ). In step 4, the computation complexity of solving the generalized eigenvalue problem in Eq. (34) 
G. COMPARISON WITH LPP AND SPP
According to the details of SGPGE above, we further emphasize the differences between SGPGE and LPP, SPP. a) SGPGE v.s. LPP: LPP is an unsupervised dimensionality reduction method that only characterizes the locality of high-dimensional data by constructing the kneighborhood graph of data. It cannot consider the class information and the global structure of data. So that the discriminant power is not good in the embedding subspace. Unlike LPP, SGPGE is a supervised method, and characterizes both local and global geometrical structures and discrimination information of data by discriminant local and global graph constructions and sparse representation. It can perform well for classification in the lowdimensional subspace. b) SGPGE v.s. SPP: SPP is an unsupervised sparse representation-based dimensionality reduction method. It first employs sparse representation to capture and then preserves the potential geometrical and discriminant information in the embedding subspace. In contrast with SPP, SGPGE not only uses sparse representation but also adopts both local and global graph constructions to obtain more geometrical and discriminant information of data, and preserves the obtained geometrical and discriminant information into the embedding subspace for good classification. To visualize the power of patter discrimination from the properties of geometry and discrimination in SGPGE, we give the examples of dimensionality reduction by SGPGE, LPP and SPP in two-dimensional embedding space in Fig. 4 . It is obvious that the proposed SGPGE has better discrimination than LPP and SPP for classification. This means SGPGE can well capture geometry and latent discrimination of high-dimensional data. Meanwhile, although the proposed SGPGE has superior properties of geometry and discrimination over LPP and SPP, their computational efficiencies are different in some degree. As stated in Section II-A, LPP mainly constructs local adjacent graph for dimensionality reduction. Compared to LPP, the proposed SGPGE has yet to do global graph construction and sparse reconstruction and its computational complexity is larger than that of LPP. For SPP discussed in Section II-B, it mainly needs sparse reconstruction for dimensionality reduction. In comparison with SPP, the proposed SGPGE still needs more time to do global and local graph construction. Thus, the computational efficiency of SGPGE is less than that of the related SPP and LPP, but SGPGE has more power of pattern discrimination in the embedding space for classification.
IV. THE VARIANTS OF SGPGE
In this section, we introduce three variants of SGPGE to further discuss the proposed SGPGE.
A. SPARSITY PRESERVING GRAPH EMBEDDING
In the subsection, we introduce sparsity preserving graph embedding (SPGE), as the first variant of SGPGE.
According to Subsection III-B, the weight w + ij between x i and x j for the within-class adjacent graph G + can be simply defined as
Accordingly, the weight w − ij between x i and x j for the between-class adjacent graph G − in Subsection III-C can also be simplified as
Using the adjacent weight matrices computed by Eqs. (35) and (36), within-class sparsity and geometry preserving scatter J W (p) and between-class sparsity and geometry preserving scatter J B (p) can be calculated by the same ways as in SGPGE. Finally, the projection matrix P can be learned by solving the generalized eigenvalue problem
where the within-class and between-class laplacian matrices M + and M − are calculated by using Eqs. (35) and (36), respectively. Clearly, the main difference between SPGE and SGPGE resides in the calculation of the adjacent weight matrices. Unlike SPGE, SGPGE considers both local and global geometrical structures. In addition, SPGE and SGPGE adopt different constraints in their generalized eigenvalue problems. Thus, we can empirically compare SPGE with SGPGE to show the advantage of the informative adjacent graph constructions and the sparse reconstructions for graph embedding in the Section V.
B. GLOBAL GEOMETRY PRESERVING GRAPH EMBEDDING
Furthermore, we introduce global geometry preserving graph embedding (GGPGE), as the second variant of SGPGE.
In GPGE, the within-class adjacent graph G + and the between-class adjacent graph G − are built by the same ways as in SGPGE, and the corresponding weight matrices are computed by Eqs. (12) and (19), respectively. Then, the within-class and between-class geometry preserving scatters can be calculated in GPGE. The within-class geometry preserving scatterJ W (p) is computed as
wherē
is called the within-class geometry preserving scatter matrix, where M + = H + − W + is the within-class laplacian matrix and H + is a diagonal matrix that is defined as (H )
The between-class geometry preserving scatterJ B (p) can be similarly calculated as
is the between-class geometry preserving scatter matrix, where M − = H − −W − is the between-class laplacian matrix and H − is a diagonal matrix that is defined as (H )
Using the within-class and between-class geometry preserving scatters, we define the objective function in GPGE as
Accordingly, the generalized eigenvalue problem is achieved as
Finally, the projection matrix P can be learned by solving Eq. (43) . Unlike SGPGE, GPGE dose not adopt sparse representation to reconstruct each training sample. In GPGE, only global geometrical information is taken into account by global graph construction. So we can compare GPGE with SGPGE in the experimental section V to verify the availability and effectiveness of integrating the novel global graph constructions and sparse representation.
C. LOCAL GEOMETRY PRESERVING GRAPH EMBEDDING
The third variant of SGPGE is local geometry preserving graph embedding (LGPGE) that only considers the local geometry of data.
In LGPGE, the local adjacent graph G l is built in the same way as in SGPGE, and the corresponding weight matrix W l is calculated by Eq. (26) . Then, the local geometry preserving scatter can be calculated in LGPGE. The within-class geometry preserving scatterJ L (p) is defined as
is the local geometry preserving scatter matrix, where M l = H l − W l is the local laplacian matrix and H l is a diagonal matrix that is defined as (H ) l ii = j w l ij (i.e., h l ii = j w l ij ). In terms of the local geometry preserving scatter, we define the objective function in LGPGE as
Then, Eq. (46) can be reformulated as the generalized eigenvalue problem
Finally, the transformation matrix P in LGPGE can be achieved by solving Eq. (47) . In contrast to SGPGE, LGPGE dose not take the sparse reconstructions of training samples into account, and the local geometry of data is only considered by local adjacent graph construction. Thus, we can experimentally compare LGPGE with SGPGE in the Section V to verify the usefulness of integrating the novel local adjacent graph construction and the sparse constructions.
V. EXPERIMENTS
In this section, the effectiveness of our proposed SGPGE and its three variants is evaluated on six public face datasets (i.e., ORL, AR, IMM, GT, FERET and LFW) and compare them with the state-of-the-art methods including PCA, LDA, LPP, DDNE, SPP and CRP. In the experiments, we randomly select l samples per subject on each dataset to form the training set, and then the rest of samples are adopted as the testing set. For fairly and easily verify the classification performance in the embedding space of each method, the nearest neighbor classifier is adopted. On each dataset, we carry out 30 independent runs and the average accuracies over these runs with 95% confidence are used as the final classification results of each competing method. Because the singularities of matrices are always generated in solving the objective functions of dimensionality reduction, samples from each dataset are first mapped into PCA subspace by holding 98% image energy. The solution of the sparse model with l 1 -norm in SPP, SPGE and SGPGE are achieved by standard linear programming within l1-magic toolbox (http://dsp.rice.edu/cs).
A. FACE DATASETS
Here we briefly describe the face datasets adopted in the experiments.
• The ORL face dataset 2 has 400 gray scale image samples from 40 persons, each of which has ten samples taken by the variations of the lighting, facial expressions or facial details.
• The AR face dataset 3 has more than 4000 image samples from 126 persons with 56 women and 70 men.
The samples per subject were taken by the variations of the facial expressions, illumination conditions and occlusions. We adopt a subset of 1400 image samples including 50 women and 50 men and each person has 14 samples in our experiments.
• The IMM face dataset 4 contains 240 annotated monocular image samples taken from 40 persons, and each individual has six samples.
• The FERET face dataset 5 contains 1400 image samples taken from 200 persons, and each person has 7 samples that were taken by the variations of the facial expressions, illuminations, and poses.
• The Georgia Tech (GT) face dataset 6 has 750 frontal and/or tilted facial image samples from 50 persons, and each person has 15 samples. All image samples are acquired in two or three sessions by the variations of the illumination conditions, facial expressions, and appearances.
• The LFW face dataset 7 has over 13 000 image samples acquired from the web. It contains samples from 1680 persons and each subject has at least two different samples. We use a subset of LFW that has 1251 samples from 86 persons [74] , each of which has 11-20 image samples. Fig. 5 gives the face image samples per subject in ORL, AR, IMM, FERET, GT and LFW. In our experiments, the size of each image sample was cropped and resized to 32 × 32 pixels and its gray level values were rescaled to [0,1], except those in FERET. And the sample number l per subject in training set was randomly preset to 5 on ORL, 9 on AR, 4 on IMM, 7 on GT, 5 on FERET, and 7 on LFW, respectively.
B. PARAMETER SELECTION
As discussed in section III, SGPGE has two parameters, i.e., the exponential regulator q in the global graph construction and the k-neighborhood parameter k in the local graph construction. GGPGE and LGPGE only have parameter q and k, respectively. Therefore, we greedily search the parameter values according to their classification performance. We varied k from 3 to 15 with a step of 2, and q from 1 to 3 with a step of 0.5. The experimental results of SGPGE with varying the different values of q and k on each face dataset are displayed in Fig. 6 . Most interestingly, we can observe that the classification accuracy rates of SGPGE are always best when exponential regulator q is 1.5 or 2 on all the datasets. It can be seen that the classification accuracy rates of SGPGE with q = 1.5 on ORL, AR, IMM and FERET, q = 2 on GT and LFW are often better than those with the other values of q 75760 VOLUME 6, 2018 The classification performance of GGPGE with varying the exponential regulator q are reported in Fig. 7 . It is clear that the classification accuracy at first quickly increases until the best performance is reached and then drops sharply. We can see that GGPGE achieved the best accuracy while q = 1.5 on ORL, AR, IMM and FERET, and q = 2 on GT and LFW. Therefore, the q values in GGPGE are set to 1.5 on ORL, AR, IMM and FERET, 2 on GT and LFW. Most importantly, through the experimental results in Figs. 6 and 7, we have found that the value of exponential factor q with the best performance on each database in SGPGE is the same as the one in GGPGE. As one can see, it is not hard to set the q values empirically. Thus, the value of exponential regulator q in global graph construction in SGPGE can be first determined by GGPGE, and then the value of k-neighborhood parameter k is also easily set.
The classification accuracy rates of LGPGE with varying the parameter k of the k-neighborhood graph are shown in Fig. 8 . We can see that the classification accuracy rates of LGPGE firstly increase until reaching the best performance and then drop quickly or tend to be stable on all datasets except LFW. Thus, in the experiments, the values of k in LGPGE are set as k = 7 on ORL, k = 9 on AR and GT, k = 11 on IMM and FERET, and k = 15 on LFW. It is also noticeable that the parameters k of the k-neighborhood graph in LPP and DDNE are fixed as k = l − 1 according to [35] .
C. EXPERIMENTAL RESULTS
The effectiveness of the proposed SGPGE and its variants is evaluated by conducting sets of experiments with varying the dimensionality of the embedding subspace. The average accuracy over 30 runs was reported. The dimensionality ranges from 1 to 30 with a step 1. The classification accuracy rates of all the competing methods derived on all the face databases are illustrated in Fig. 9 . It can be observed that the classification accuracy rates of each method increase rapidly while the dimensionality is less than 10; and then gradually becomes stable. It is clear that SPGE, GGPGE, LGPGE and SGPGE almost always perform better than PCA, LDA, LPP, DDNE, SPP and CRP among the range of dimensionality. SGPGE often outperforms SPGE, GGPGE and LGPGE, and GGPGE achieves the similar good performance as SGPGE. Meanwhile, the differences of classification accuracy between SGPGE and other methods (i.e. PCA, LDA, LPP, DDNE, SPP and CRP) on all datasets except ORL are statistically significant. In addition, the classification accuracy rates of some methods descend when the dimensionality exceeds a certain value. The possible reason of this phenomenon is that more dimensionalities in these methods could hold redundant information that has negative effect on classification. Therefore, regardless of the number of dimensions, our proposed methods can always achieve improved performance, compared to the competing methods.
To clearly verify the good performance of our proposed SGPGE and its variants, we give the maximal classification performance of all the competing methods. Table 1 reports the maximum classification accuracy rates of these methods with the corresponding standard deviations (stds) and dimensionalities shown in parentheses, and the best classification result among them on each dataset is displayed in bold-face. We can observe that the proposed SPGE, GGPGE, LGPGE and SGPGE almost always achieve better classification performance than PCA, LDA, LPP, DDNE, SPP and CRP.
Notably, SGPGE obtains the best performance for classification among all the competing methods. Moreover, on each dataset, SGPGE significantly outperforms PCA, LDA, LPP, DDNE, SPP and CRP. Most interestingly, the proposed methods obtain best classification performance with a smaller number of dimensions than the other methods in most cases, and SPGE achieves comparative classification performance with the smallest dimensionality among all the methods. This set of experiments demonstrate that our methods, as promising dimensionality reduction algorithms, can produce satisfactory classification performance in pattern recognition.
D. EXPERIMENTAL ANALYSES
On the basis of the experimental results derived on all face datasets, these remarks can be drawn as follows:
a) The values of q and k can be easily and empirically determined. The experiments show that they can be always set to fixed values, as varying the face datasets did not significantly change their values. b) SGPGE is superior to LPP on all the face datasets used in our experiments. LPP ignores the label information, and the local graph construction can not well reflect the geometrical information of data, which results in that the pairs of samples from the same or different classes can have the similar representation in the embedding space [38] . The embeddings generated by LPP have poor discriminative power. The drawbacks in LPP are overcome by integrating the sparse reconstruction of data with the new global and local adjacent graph constructions in SGPGE. c) The classification performance of SGPGE is better than that of SPP. The possible reason is that SPP doesn't consider label information and cannot ensure that the reconstructed samples from different classes are different in the low-dimensional subspace. Furthermore, since SPP cannot directly construct the adjacent graphs of data, the geometrical information cannot be sufficiently captured in the subspace. Thus, the power of the discrimination is poor. In contrast, our method ensure that the sparse reconstructed samples from same class should be similar and the ones from different classes should be distinct in the embedding space via constructing the adjacent graphs of data. d) The differences of classification results between SGPGE and SPGE is obvious. This fact can reveals that the good graph construction of data is very crucial for classification in graph embedding. SGPGE and GGPGE have similar classification results while we vary the dimensionality, because both methods adopt the same global graph construction strategy. But the best performance of SGPGE is superior to that of GGPGE. And also, SGPGE, GGPGE and SPGE outperform LGPGE. These facts indicate that the geometrical and discrimination information from sparse reconstructions and local and global adjacent graph constructions indeed contributes to classification. e) The SGPGE and its variants obtained good performance with small values of dimensionality. This implies that the proposed methods can sufficiently retain the discriminative information that is important for pattern classification.
VI. CONCLUSIONS
In this article, we have developed several novel graph embedding methods for dimensionality reduction. SGPGE first performs the sparse reconstruction for training samples and generates new adjacent graphs by taking into account the geometrical and discriminant structures of data. Using the new global and local adjacent graph constructions of data, both global and local geometry and sparsity preserving scatters can efficiently preserve the good properties of sparse reconstruction relationship of training samples and simultaneously well capture geometries and discrimination of data. We adopt maximum margin criterion to establish the generalized eigenvalue problem of SGPGE and obtain the optimal graph embedding. Furthermore, we have also developed three variants of SGPGE. Extensive experiments on several benchmark face datasets have demonstrated the effectiveness of our proposed methods in terms of recognition accuracy.
In the future work, we can extend the proposed SGPGE as follows. Firstly, we can integrate the learning of both sparse representation and graph embedding by fully utilizing our designed adjacent graph constructions. Secondly, we can extend the proposed method using the kernel tricks to well reflect the intrinsic geometrical structure of nonlinear highdimensional data. Thirdly, we can apply the proposed method to object recognition [75] , [76] . Fourthly, since two parameters exist in our SGPGE method, we can adopt some new ways of adaptively determining the values of the parameters. In addition, since the limitation of computational efficiency of the proposed SGPGE, we can borrow some ideas of computational algorithms [77] - [79] to degrade the computational complexity of the proposed SGPGE and develop the fast SGPGE. 
