The mystery of belief propagation (BP) decoder, especially of the turbo decoding, is studied from information geometrical viewpoint. The loopy belief network (BN) of turbo codes makes it difficult to obtain the true "belief" by BP, and the characteristics of the algorithm and its equilibrium are not clearly understood. Our study gives an intuitive understanding of the mechanism, and a new framework for the analysis. Based on the framework, we reveal basic properties of the turbo decoding.
is the belief. In these iterative methods, the marginalization of eq. (1) is not tractable, but the marginalization of the following distribution is tractable. 
The Case of Turbo Decoding
Here % is the normalizing factor, and (3) is equivalent to eq. (1) 
and the prior of which has the form of
is feasible since its BN is loop free. The parameter serves as the window of exchanging the information between the two decoders. The MPM decoding is approximated by updating iteratively in "turbo" like way.
Information Geometrical View of MPM Decoding
Let us consider the family of all the probability distributions over . We denote it by ¢ , which is defined as
We consider an°-flat submanifold¨5 in ¢ . This is the submanifold of
, every distribution of¨5 can be rewritten as follows
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It shows that every distribution of¨5 is decomposable, or factorizable. From the information geometry [1] , we have the following theorem of # -projection. It is easy to show that the marginalization corresponds to the # -projection to¨5 [7] . Since MPM decoding and marginalization is equivalent, MPM decoding is also equivalent to the # -projection to¨5 .
Information Geometry of Turbo Decoding
The turbo decoding process is written as follows, 
, and calculate
We now define the submanifold corresponding to each decoder, ¡ 
The Properties of Belief Propagation Decoder

Equilibrium
When the the turbo decoding converges, equilibrium solution defines three important distributions, 
Perturbation Analysis
For the following discussion, we define a distribution
