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Sum m ary
Artificial Neural Networks are massively parallel systems th a t are constructed from many 
simple processing elements called neurons. The neurons are connected via weights. This 
structure is inspired by the current understanding of how biological networks function. Since 
the 1980s, research into this field has exploded into the hive of activity th a t currently sur­
rounds neural networks and intelligent systems.
The work in this thesis is concerned w ith one particular artificial neural network: Adaptive 
Resonance Theory (ART). I t  is an unsupervised neural network th a t a ttem pts to solve the 
stability-plasticity dilemma. The model is, however, limited by a few serious problems th a t 
restrict its use in real life situations. The network’s ability to  cluster consistently with 
uncorrupt inputs when the input is subject to  even modest amounts of noise is severely 
handicapped. The work detailed herein attem pts to improve on ART’s behaviour towards 
noisy inputs.
Novel equations are developed and described th a t improve on the network’s performance 
when the system is subject to noisy inputs. One of the novel equations affecting vigilance 
makes a significant improvement over the originators’ equations and can cope with 16% target 
noise before results fall to  the same values as the standard equation.
The novel work is tested using a real-life (not simulated) data  set from the MSTAR database. 
Synthetic Aperture Radar targets are clustered and then subject to noise before being re­
presented to  the network. These d a ta  simulate a typical environment where a  clustering or 
classifying module would be needed for object recognition. Such a module could then be 
used in an Automatic Target Recognition (ATR) system. Once the problem is mitigated. 
Adaptive Resonance Theory neural networks could play im portant roles in ATR systems due 
to its lack of com putational complexity and low memory requirements when compared with 
other clustering techniques.
K ey w o rd s: Adaptive Resonance Theory, clustering consistency, neural network, autom atic 
target recognition, noisy inputs
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Glossary o f Terms
Glossary of Terms
A c tiv a tio n  fu n c tio n  or F ir in g  ru le  This is a  function th a t determines whether the output 
of a neuron will be 0 or 1. There are many kinds of functions, bu t typically a sigmoid function 
is used.
A R T  Adaptive Resonance Theory - the neural network developed by Carpenter & Grossberg.
A u to m a tic  T a rg e t R e c o g n itio n  or A T R  This is a term  given to the generic task of 
recognising a set of targets w ithout user intervention.
B a c k p ro p a g a tio n  This is a feedforward network but the error signal propagates backwards 
through the network, from the output to  the input. The network converges when it has found 
the lowest possible value of error, bu t it often suffers from finding only local minima.
C lu s te r in g  C o n s is te n c y  This is the term  given to  describe the clustering m atch between 
clustering uncorrupt inputs and clustering the same inputs subject to noise. If all noisy inputs 
are clustered into the same clusters as their equivalent uncorrupt inputs, then the network is 
said to cluster consistently.
C o n v erg en ce  The sta te  a t which a network is stable and reflects the desired response, i.e. 
has learnt the inputs.
C r it ic a l  fe a tu re  p a t t e r n  The set of elements th a t uniquely identifies an input, or a cluster. 
All other elements are ’’don’t  care” elements.
E r r o r  c o r re c tio n  le a rn in g  ru le  A learning rule th a t uses an error signal in the learning 
process.
F e a tu re  An element in an input.
F eed b ack  n e tw o rk  A neural network where information can flow from the output back to  
the input, usually after a  period of delay.
F eed fo rw ard  n e tw o rk  A neural network where the flow of information is predominantly in 
a forward direction.
N e u ro n  A simple processing unit th a t usually calculates the sum of its inputs and to give 
an output based on some thresholding rule, called a  firing rule.
P e rc e p tro n  This is the first neuron model th a t incorporates learning and bias. Prior to  this, 
neurons were only capable of precise m athem atical functions. Theoretically, any computa­
tional function can be solved with enough of these simple processing elements.
R e c o g n itio n  co d e  or p a t t e r n  Another term  for cluster. If the cluster has meaning, then 
this can also be called a  class.
S A R  Synthetic Aperture Radar
Glossary o f Terms
S elf-o rg an is in g  Clusters are formed dynamically during network usage. This is another 
term  for unsupervised.
S elf-scaling  The network determines if a  relevant feature present in one input vector is also 
relevant in another input vector, or whether it is noise.
S e lf-s tab ilis in g  Once an input vector has been recognised, a resonant state  is achieved th a t 
reinforces the memory of the stored vector. If it is not recognised, a new cluster is formed.
S im ila r ity  m e tr ic  A formula for determining if an input and a  cluster are alike. The result 
is a value th a t is compared with the vigilance value to  determine closeness of match.
S ta b ili ty -P la s tic ity  d ile m m a  This asks, "How can a system remain stable so as to  not 
forget previously learned data, yet remain plastic enough so as to code new inputs?”
S u p e rv ise d  n e tw o rk  This is a network where, during training, both the input and the 
desired response is presented such th a t it learns a mapping between the input space and the 
output space. This is the equivalent of learning with a teacher.
T ra in in g  ru le  or le a rn in g  ru le  This is a  m ethod of updating the values of the weights to 
accommodate changes in the inputs. W ithout a learning rule, the weight values wouldn’t  
change and the network would be practically useless. W hen an appropriate learning rule is 
chosen, the network can be very powerful.
V ig ilan ce  A threshold value for determining whether an input and a cluster are alike.
W e ig h t (s) A weight is simply a weighted connection between neurons having a value be­
tween 0 and 1. I t ’s these weights th a t contain the long term  memory and, coupled with an 
appropriate learning rule, give a neural network its power.
U n su p e rv ise d  n e tw o rk  This is the opposite to a supervised network. The network self 
organises and determines a mapping between the input space and the output space depending 
on network parameters. This is the equivalent of self-taught, or learning without a teacher.
W in n in g  n e u ro n  This is a  neuron in a special kind of network where only a single neuron is 
allowed to fire. The neurons are arranged in a competitive way such th a t there are connections 
between them  th a t are either excitatory or inhibitory such that, on convergence, there is only 
a single neuron active.
XI
List o f Symbols
List of Sym bols
X , Xi denotes an input vector of size n, where « =  1,2, ...,n
0 is the neuron output
k is used to denot discrete tim e intervals
w, Wi is the weight vector of size n, where i  ~  1 , 2 , n
T  is a threshold value
d denotes the desired system response
rj is the learning rate param eter
A controls the slope of the sigmoid function
F I  is the ART feature representation field of neurons
F2 is the ART category representation field of neurons
p ART vigilance param eter
a  ART choice param eter
P ART learning ra te param eter
1 ART input vector
Z is the ART bottom -up weight vector
W  is the ART top-down weight vector. For Fuzzy ART, it is the only weight vector
Tj is the ART match value, calculated by the Choice equation, where j  is the F2 node
a  denotes the input vector to  ARTMAP
b  denotes the desired response input to ARTMAP
x*^  is the pattern  of activation registered a t the ARTMAP ARTa F I field
x^ is the patern of activation registered a t the ARTMAP ARTb F I field
y “ is the pattern  of activation registered a t the ARTMAP ARTa F2 field
y^ is the patern of activation registered a t the ARTMAP ARTb F2 field
denotes the pattern  of activation registered a t the ARTMAP inter-ART module 
p a  is the ARTMAP ARTa vigilance param eter 
Ph is the ARTMAP ARTb vigilance param eter 
Pab is the ARTMAP inter-ART vigilance param eter
xn
Chapter 1. Introduction
C hapter 1
Introduction
1.1 Background
This thesis is concerned w ith developing a new set of governing equations behind Carpenter 
& Grossberg’s Adaptive Resonance Theory (ART) Artificial Neural Networks (ANNs).
Neural networks are processing systems which have been heavily inspired by the current un­
derstanding of how biological networks function. They are constructed from many processing 
elements, known as neurons, th a t are linked together by excitatory or inhibitory connections, 
known as weights. Although the simplest neuron was first developed in 1943 by W.S. Mc- 
Culloch and W. P itts, it wasn’t until F. Rosenblatt discovered the first perceptron model in 
1958 th a t neural networks began to  be taken seriously. However, it wasn’t  until much later, 
until feedback networks were invented, which inspired the Boltzmann Learning Machine, the 
Kohonen Self-organising map and, indeed. Adaptive Resonance Theory, th a t research ex­
panded into a popular and active field th a t researchers enjoy today. Neural networks are 
generally used for such tasks as pattern  recognition, classification, control, medical diagnosis 
and optimisation.
Autom atic target recognition (ATR) is currently an active field of work for many estab­
lishments, including defense, geographical survey and industrial autom ation and control. 
P attern  recognition is a t the heart of autom atic target recognition and neural networks have 
attem pted, for some time, to  simplify the task. Examples of where neural networks have been 
applied to ATR can be found in [1, 2, 3, 4, 5, 6, 7]. A survey of neural network technology ap­
plied to autom atic target recognition can be found in [8] and an evaluation of said technology 
applied to  ATR can be found in [9]. A neural network’s massively parallel nature lends itself
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to  this field as ATR is generally very computationally complex and ATR generally needs a 
decision in real-time, or near real-time. Real-time decision making is especially crucial for 
autom atically guided vehicles; for collision avoidance, for example. Previous work exists on 
using ART for ATR but the result is always the same (see section 2.3.2). Several researchers 
in the field have identified th a t A RT’s performance to  cluster or to  classify is very poor when 
the input data  is subject to even a  small amount of noise (see section 2,2.2). In fact, this is 
largest problem faced by the ART paradigm. All the work in this thesis concentrates on pro­
viding a solution to  this problem which increases the system ’s consistent clustering capability 
towards noisy inputs.
1.2 Structure of Thesis
The thesis is split into the following chapters: Chapter 2 introduces the concept of Artificial 
Neural Networks. It discusses the history of ANNs, from the original M cCulloch-Pitts neuron 
model to  multi-layer perceptrons and feed-forward networks. A small explanation of super­
vised and unsupervised learning is given, along with a short section on activation functions. 
The chapter then progresses to  Adaptive Resonance Theory neural networks, architecture 
advances and modifications and, importantly, the limitations of ART. Finally in Chapter 
2, the subject of autom atic target recognition (ATR) is raised, discussing types of sensors, 
neural network approaches to  ATR and specifically existing work on ATR using ART.
Chapter 3 details an investigation into the clustering performance of Fuzzy ART neural net­
works. A description of Fuzzy ART is given with detailed information of the three governing 
equations. The chapter discusses each of the choice param eter, the vigilance param eter and 
the learning ra te param eter effects in isolation, and then combinations. This investigation 
highlights some of the problems discussed in Chapter 2. The lessons learned in this study 
are taken over into Chapter 4.
Those lessons learned in the previous chapter are used in 4 to develop new equations for each 
of the learning equation, the choice equation and the vigilance equation. This chapter starts 
by revealing a problem with the role of the  choice param eter which is not mentioned in any 
of the literature on ART. The chapter then goes on to look a t novel choice equations and 
compares the results with the original equation and other work in the field. Similarly, the 
chapter then discusses the vigilance equation and describes a novel vigilance equation with 
results far better than  any other vigilance equation in the field. Finally, the chapter discusses
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a novel learning equation th a t has a small gain in performance over the original Carpenter 
& Grossberg equation, with the side effect of increased cluster proliferation.
The software used to  perform all of the experiments and investigations in this work is de­
scribed in Chapter 5. Conclusions & further work are presented in Chapter 6.
1.3 Novel Work Undertaken
The work in this thesis details the following novel work:
•  Detailed investigation into the role of the three system param eters and their interaction. 
This detailed study has never before been undertaken and the results reveal some of 
the problems currently facing those who use ART and explains why the behaviour is 
as it is.
•  Discovery of a previously unknown problem with the value of the choice param eter. 
W hen using complement coding, the choice param eter value will autom atically bias 
the network towards the conservative limit compared with not using complement cod­
ing. The solution is to use an adjustm ent to  the choice value before making further 
comparisons.
•  A novel choice equation th a t improves on previous art. The lessons learned in the 
detailed investigation of the three system param eters have been used to  develop a novel 
choice equation th a t clusters more consistently noisy inputs.
• A novel vigilance equation th a t is significantly better than  previous art for a  trivial 
data  set and a non-trivial data  set. The results show th a t the system is now capable 
of tolerating target noise up to 16% before the performance is degraded to the level of 
the Carpenter & Grossberg equation white noise of only 4%.
•  A novel learning equation th a t improves on previous art. It is shown th a t the scope 
for modification of the learning equation is less than  of the other two equations, yet a 
modification has been made th a t marginally improves noise tolerance.
• A novel Adaptive Resonance Theory simulator customised for developing new equations 
for Fuzzy ART.
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1.4 List of Publications
• “Automatic Target recognition of Synthetic Aperture Radar Images using ART Neural 
Networks” , Proceedings o f the 7th European Congress on Intelligent Techniques & Soft 
Computing, 1999. Abstract on pages 123-124 - full paper on proceedings CD-ROM
• “Improved Clustering Consistency for Fuzzy ART Neural Networks” , Proceedings of 
the Second Conference on Postgraduate Research in Electronics, Photonics and Related 
Fields, 2000 pages 381-386
“Adaptive Resonance Theory (ART) Neural Networks: Theory and Applications” Sub­
mitted to Neural Networks
“Improved Vigilance for Fuzzy ART in Noisy Environments” Submitted to Electronics 
Letters
“A Study of Fuzzy ART Clustering Behaviour” Submitted to Neural Networks
“Fuzzy ART Choice for Improved Clustering Consistency” Submitted to IEEE Trans­
actions on Neural Networks
Chapter 2. Artiücîal Neural Networks
Chapter 2
Artificial N eural Networks
This chapter presents the field of Artificial Neural Networks (ANNs). Some of the history 
of ANNs is discussed as well as the different classes of neural network. In particular, the 
Adaptive Resonance Theory (ART) neural network is examined in detail. The chapter reviews 
the usefulness of ANNs to autom atic target recognition (ATR) systems with the aim of 
identifying current stumbling blocks and lim itations th a t must be overcome to  fulfill the 
requirements of an ATR system. Although, in its current state, ART is unable to m eet these 
requirements, key problem areas are highlighted and a  suggestion of how this can be resolved 
is given.
Section 2.1 introduces the basic theory of artificial neural networks starting with the orig­
inal neuron model of 1943, going on to  describe multilayer perceptrons in feedforward and 
feedback configurations, backpropagation and the Kohonen Self-Organising Map (SOM). The 
section ends with different types of activation functions th a t can be used to  calculate neuron 
activation. Section 2.2 introduces the Adaptive Resonance Theory neural network model, 
some of the architectures based upon the model and ART limitations. Section 2.3 presents a 
review of neural networks applied to autom atic target recognition (ATR). The final section 
of this chapter, section 2.4, summarises the chapter’s key points.
2.1 Introduction to Artificial Neural Networks
Artificial Neural Networks (ANNs) are processing systems which have been heavily inspired 
by the current understanding of how biological neural networks function, but they are not 
strictly bound to  the same understanding [10]. They are constructed using a  number of simple
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processing elements, which are usually called neurons. These neurons are linked together via 
excitatory or inhibitory weighted connections, which are commonly referred to  as weights. A 
neiuon’s output is calculated as a  function of these weighted inputs, which are often derived 
from another neuron’s output. In the simplest case, a neuron’s output will be, for example, 
unity when the combined weighted input is above a set threshold, or zero otherwise. As each 
neuron’s output is a result of its own, and only its own, inputs, the resulting interconnected 
network is a highly parallel distributed processing system th a t works asynchronously.
A neural network’s power lies in the network topology and the m ethod for changing the value 
of the weighted interconnections. Because the weights are changed over time, the ANN is said 
to  learn from previous experience. The methodology for changing the weights is determined 
by a training rule. Network topology and training rules will be discussed in more detail later.
The ability to learn from previous experience means th a t ANNs discover the solution to 
a problem rather than being programmed to find the solution. Ultimately, this means th a t 
ANNs are well suited to problems where the solution is non-algorithmic, or where a  generalisa­
tion is necessary, such as in cases where data  is noisy or incomplete. Typical examples of ANN 
problem domains are image recognition, forecasting, optimisation, function approximation, 
and classification. To which problem domain a  neural network is best suited is determined 
by its topology and training rule and this information is usually established experimentally.
2.1 .1  N eu ra l N etw ork  F oun dations
2.1.1.1 Original N euron M odel
The first and simplest neuron model was developed in 1943 by W.S. McCulloch and W. P itts, 
[11]. The model’s m ajor advantages are th a t it is precise m athematically and is elegant. They 
proved that, in principle, any com putational function could be solved with enough of these 
simple processing elements. However, the m odel’s drawbacks are th a t a neuron outputs only 
binary values and th a t it m ust operate under discrete time instances.
As depicted in Figure 2.1, the input to  the neuron is denoted as for î =  1 ,2 ,..., n  where n  is 
the size of the inputs. T he neuron output is denoted as o and is determined by an activation 
function, or firing rule. I t ’s this rule which defines the criteria for an output of either 0 or 1. 
The M cCulloch-Pitts neuron model uses the firing rule in Equation 2.1. The letter k is used 
to denote discrete time intervals, Wi is a multiplicative weight and T  is a threshold value.
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X
Inputs Output
Figure 2.1: M cCulloch-Pitts Neuron Model
1 i î j : U m T l > T  
0 if
This model is very good for understanding how a  single neuron works, bu t it has little practical 
value in itself as the model does not describe any method for weight value modification 
over time. This means th a t the model does not have the capacity to learn from previous 
experiences; its usefulness is limited to  reconstructing logic operations, which are better 
implemented using more traditional methods.
2.1.1.2 Decision M aking and The Perceptron
The perceptron was developed in 1958 by F. Rosenblatt, [12]. It is essentially an extension 
of the McCullocli-Pitts neuron model to incorporate bias and, most importantly, learning. 
The perceptron is used to  partition the input into two linearly separable classes. The bias b 
functions only to move the decision boundary away from the origin. The bias is included in 
the system as another input with fixed value. Learning is achieved via the error-correction 
learning rule:
= w  ^+ 7][d’^ o V  (2.2)
The learning-rate param eter, r], should lie in the range 0 < ?7 <  1. I t  is called the error- 
correction learning rule because it uses an error signal, which is provided by the difference 
df o*. This period of learning, or training, uses information about the desired response (d*)
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Table 2.1: XOR Truth Table
Input xi Input X2 Output
0 0 0
0 1 1
1 0 1
1 1 0
of the system for each input presented to the neuron where
4-1 if belongs to class 1
1 if X* belongs to class 2
(2.3)
The error-correction learning rule of Equation 2.2 is calculated repeatedly until the difference 
between the desired response and actual response is zero. In this state, the output has 
converged to the desired response. The system will converge quickly if a high learning rate 
is chosen, which means th a t the system will adapt quickly to a change in input but at the 
expense of increased weight instability. Chapter 2.2 discusses this in more detail.
The single perceptron lays the foundation for building much more complicated artificial neural 
networks. The single perceptron can only classify into two linearly separable classes, but many 
problems cannot be separated by a single hyperplane. The perceptron cannot, for example, 
construct the Exclusive OR (XOR) logic operation as it can only generate a single decision 
boundary. No single decision boundary can split the inputs to XOR into the two correct 
classes. This problem can be solved using two decision boundaries and a linear combiner.
2.1 .2  Towards In telligence: M u lti-layer P ercep tron s
The perceptron models of the previous sections can be linked together to produce a more 
complicated web-like structure. The web is broken into three types of layers: input, hidden 
and output. Both the input and output layers are only single layers of perceptrons, but 
the hidden layer may contain 1 or more hidden layers. This increased complexity produces 
a solution to the problem highlighted in the previous chapter. To prove it, the following 
describes a solution to the XOR problem [11], whose tru th  table is given in Table 2.1.
The operation states th a t when both of the inputs are identical, the output is zero. If both 
of the inputs are different, then the output is one. Two decision boundaries are needed to
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Figure 2.2: XOR Decision boundaries 
+1
- 1.5
- 0.5
b  y=  - 0.5
+ 1
Figure 2.3: An ANN solution to XOR
correctly partition the output space as shown in Figure 2.2. A neural network th a t solves 
this problem is given in Figure 2.3, which shows the network after training [11]. It is trivial 
to  prove th a t it correctly implements the tru th  table given in Table 2.1. The first neuron 
creates the decision boundary from (0.5,1) to (1,0.5). The second neuron creates the decision 
boundary from (0,0.5) to  (0.5,0). The third neuron simply acts as a weighted combiner.
This solution is implemented by a feedback network, which is discussed in section 2.1.2.2.
2.1.2.1 FeedForward Networks
Feedforward networks are where the fiow of information in the network is predominantly in 
a forward direction. Typically, neurons in each layer receive their input from the output of 
neurons in the preceding layer only. A neural network commonly known as Backpropagation is 
a feedforward network, despite its name. Backpropagation is short for Error-Backpropagation
9
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and i t ’s the error information which flows backwards, from the output to  the input, and not 
the network output. This is discussed more in section 2.1.2,3. Examples of feedforward 
networks are the perceptron, backpropagation, fuzzy associative memory, Adaline, Madaline 
and Learning Vector Quantisation.
2.1.2.2 FeedBack Networks
Feedback networks are defined by a flow of information from the output back to  the input. 
Feedback networks usually use a period of delay before using the ou tput information such 
th a t the output is controlled by the output Examples of feedback networks are Boltz­
m ann Machine, Kohonen Self-organising map. Adaptive Resonance Theory and competitive 
learning.
2.1.2.3 Error Backpropagation
The backpropagation neural network model is a feedforward network trained with the back­
propagation algorithm. The algorithm is applied in a  two stage process - from input to  output 
and then vice versa. An input is applied to  the network as per normal, whereby an output is 
generated. This is the actual output of the  network and no learning takes place a t this stage. 
The actual network response is subtracted from the desired response to  generate an error 
signal. This error signal is then used in an error correction rule to modify the weights, from 
the output to the input. Learning ends when the network has converged, but determining 
when the network has converged is difficult. The learning process uses the method of steepest 
descent to  find the lowest value of error, or global minimum error. However, depending on 
the ra te  of learning, the network will either take a very large number of training iterations to  
find the global error, or it may settle upon a local minimum and thus never converge to  the 
global minimum. Finding suitable ways of avoiding becoming trapped in the local minimum 
is the subject of on-going research.
2.1.2.4 Kohonen Self-organising M ap
The Self-Organising Map (SOM) was developed by T. Kohonen in 1990 [11]. They are in 
the class of unsupervised networks. Self-organising maps produce a  topological mapping of 
the input. Frequently this m ap is one- or two-dimensional bu t higher dimensional maps are
10
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possible. The SOM is made up of a number of neurons connected in a  lattice formation. 
SOM is based on competitive learning, which means th a t only a single neuron produces an 
output. This winning neuron has its own weights strengthened and strengthens the weights 
of the neurons surrounding it to a lesser degree. This produces an area (in the case of a 
two-dimensional map) which reacts more strongly to  a  given input, with the pealc activation 
at the winning neuron. W ith successive inputs, the map self-organises based upon intrinsic 
statistical features of the inputs. A basic description of the theory for this neural network can 
be found in Appendix A. SOM is useful for establishing clusters and visualising the clusters 
formed.
2.1 .3  N eu ra l P ro cessin g
The way in which neural networks are used is determined by what they are designed to 
achieve. Sometimes ANNs are used to simply partition  the input, sometimes they are used 
to  perform recognition tasks. Three of the processing modes are described [12].
A u to a s so c ia tio n  This is defined as the association of an input with the closest stored 
information in the network. Typically this is used for restoration of distorted information 
presented to  the network to non-distorted information given a t the network’s output.
H e te ro a s so c ia tio n  This is defined as the association of an input with stored information 
which not necessarily the same as the input. This is equivalent to  a  human understanding 
the colour red to mean warning and blue to mean cold.
C lass ifica tio n  Classification can be defined as partitioning the input into clusters where 
each cluster is given a  meaning. Clustering is simply partitioning the input where no informa­
tion is available about the definition of each cluster or the number of clusters to form. When 
class membership of an input is recalled from the network, then the process is recognition, 
as opposed to classification.
2 .1 .4  Taught versu s Self-T rained  N etw ork s
The different types of neural network are not only split into feedback and feedforward net­
works, bu t also supervised or unsupervised networks. Unsupervised networks have no in­
formation regarding the correct output for a given input. The network undergoes a period
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of self-organisation, which establishes statistical properties such as patterns, regularities and 
clusters. These properties are then reflected in the network’s output. This kind of learning is 
akin to  a human learning without a teacher. Supervised learning, on the other hand, involves 
both an input and a desired response from the network. Both are presented and a measure 
of how different the ou tput from the desired response is fed back into the system to  correct 
the network’s behaviour.
2.1 .5  A ctiv a tio n  F un ctions
The activation functions used in the previous examples all use a step function, where the 
output is either 0 or 1, as given in Equation 2.1. Although this is useful for many neural 
networks, some require different activation functions. Backpropagation requires a continu­
ously differentiable activation function, such as the sigmoid function, for example. The most 
common activation functions are the step function, the piecewise-linear function (Equation 
2.4) and sigmoid functions. Figure 2.4, (Equations. 2.5, 2.6).
f i x )  = <
-t-1, X  >  4-1^ 
X ,
0 ,
(2.4)
f i x )  = 11 +  e Xx (2.5)
f {x)  = tanh(Xx) (2.6)
+ 0 5
X
Figure 2.4: Sigmoid and tanh activation functions
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2.2 Adaptive Resonance Theory
In its most basic form, the Adaptive Resonance Theory (ART) neural network is an unsuper­
vised network, as described in section 2.1.4, which means th a t it is a  self-organising network 
[13]. Because it is given no information about how it should partition its input, it establishes 
clusters, the number of which lies between 0 and n, where n  is the number of distinct inputs. 
The exact number of clusters formed cannot be known in advance. There is a mechanism, 
however, which can influence the number of clusters formed. The mechanism, known as vigi­
lance, affects how the network distinguishes between different inputs, essentially thresholding 
any similarity metric used.
The ART neural network model was designed to overcome the problem touched upon in 
section 2.1.1.2. Artificial neural networks suffer from conflicting requirements. ANNs m ust be 
able to generalise bu t not to the extent th a t it becomes too general. In a stable environment, 
where the number of inputs changes rarely, the network must learn to  ignore spurious inputs 
as noise. Moreover, when there is a  new input presented to  the network, it must also learn 
the new input without a lengthy period of training and without compromising the stored 
information. In a  non-stable environment, the network must be able to  adapt quickly to 
a change in the input w ithout learning irrelevant information. This problem is termed the 
stability-plasticity dilemma [13]. The system m ust remain stable so as to  not forget previously 
acquired data, yet remain plastic so as to  code new inputs.
The self-organising nature of this neural network model is advantageous due to  the lack of 
training requirements. Most neural networks require a period of training off-line on the full 
set of inputs and then they are placed on-line where learning ceases. When a novel input is 
to  be learned by the network, it m ust be taken off-line again and re-trained on the previous 
inputs and the novel input until it has learned them  all. Only then can it be put back into 
operation. This is impractical when the set of inputs is large or where there are frequently 
changes for the network to  learn. ART has the capacity to learn on-line, constantly adapting 
to  the input and reinforcing previously learned information {self-stabilisation) [13].
ART learns to detect if a  feature present and relevant in one input is also relevant if present 
in another input, or whether it is just noise. I t constructs a critical feature pattern for each 
cluster, which indicates what information m ust be present in the input pattern  so th a t it is 
represented by one of the clusters already formed (self-scaling).
Consider the following example. In Figure 2.5(a) there are two inputs, which each contain
13
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four features. The difference between the two inputs is the feature in the lower left hand 
corner of the first and lower right hand corner of the second. They are clearly two distinctly 
differing inputs and so the network will code the mismatched features as part of the critical 
feature patterns for each recognition code, or cluster. However, in Fig 2.5(b), the inputs have 
the same mismatched feature as before, but it is less easy to detect, even visually for humans. 
It is implied that these two inputs are actually the same input only one or the other (or 
both) have been corrupt by noise. This time, the mismatched feature will not form part of 
the critical feature pattern  for this recognition code.
(a)
e
Figure 2.5: Critical feature pattern  demonstration 
2.2 .1  A R T  A rch itectu res
There has been much research into neural networks based on the Adaptive Resonance The­
ory paradigm over recent years. Many ART architectures have been developed leading to 
increased functionality and usefulness. Table 2.2 lists some of the main developments, which 
have been partitioned into either binary valued or continuous valued inputs, and supervised 
or unsupervised networks in Figure 2.6. This sub-section details the original ART neural 
network, ART-1 [13], which clusters binary inputs. Fuzzy ART [14], which clusters continu­
ous valued inputs and ARTMAP [15], which is a supervised ART model based on predictive 
success.
This section also gives some details of the more relevant architecture and algorithmic im-
14
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provements to the architectures mentioned above and it will review some of the relevant 
application areas which have been addressed using ART neural networks.
l.insuper\ jsed
A
Fuzzy ARTMAP 
ARTMAP-IC 
Gaussian ARTMAP
Cascade ARTMAP 
ARTMAP-FD
d-ARTMAP 
ProbART
Figure 2.6: The Adaptive Resonance Theory Family
2.2.1.1 ART-1
The ART-1 architecture, depicted in Figure 2.7, comprises two subsystems; the attentional 
subsystem  and the orienting subsystem. The former subsystem comprises two layers of neu­
rons, labelled F I and F2, th a t are fully interconnected by weights. Each layer of neurons has 
a gain control. F I and F2 encode the patterns of activation. This is known as Short Term 
Memory (STM) as the activation patterns only exist as long as an input is present. The 
weights form an adaptive filter and are called Long Term Memory (LTM) as they encode 
information which remains a part of the network for an extended period. F I is the layer 
to  which the input is presented and is the feature representation field. It contains as many 
neurons as there are elements in the input. F2 represents the recognition category for a given 
input and is the category representation field. F2 is a competitive network and undergoes 
co-operative and competitive interactions. It contains a neuron per cluster formed by the 
network. Once a recognition category is chosen in F2, the information is carried back to F I 
via the interconnected weights between F I and F2, where a match function is calculated at 
F I. The latter subsystem is the orienting subsystem which provides a reset signal to the 
STM when triggered. The orienting subsystem acts as a novelty detector. It tells the system 
how vigilant it should be towards new information and is controlled by a vigilance parameter 
(p). A more detailed description can be found in Appendix B.
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Table 2.2: Summary of Modified ART Architectures
M o d e l D e sc rip tio n R efe ren c e
ART2 Continuous valued ART [16]
SMART Self-consistent m odular ART (Hierarchical) [17!
HART Hierarchical ART by either splitting or joining [18]
MART M ultichannel ART [19]
d-ART Distributed ART [20]
Gaussian ARTMAP A Modified ARTMAP which uses 
Gaussian-defined receptive fields
[21]
LAPART Laterally Prim ed ART which uses 
inferencing to  verify pattern  sequences
[22]
LAPART2 Guaranteed two-pass convergence for LAPART [23]
ARTMAP-IC ARTMAP with Instance Counting [24]
TD-ART Time delay ART [25]
ARTMAP-FD Familiarity Discrimination [26]
ProbART Probabilistic Fuzzy ARTMAP [27]
d-ARTMAP Distributed ARTMAP [28]
R2MAP Representational redescription (R2) is used to 
reduce the number of input categories
[29]
ARTS Continuous valued ART incorporating 
“chemical transm itters”
[30]
Cascade ARTMAP A cascade of ARTMAP networks are used [31]
Exact ART A continuous time implementation of ART [32]
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Figure 2.7: The ART Neural Network Architecture
The continuous behaviour of ART-1 can be described fully by a  set of differential equations 
[13]. The following equations describe ART-1 a t discrete time intervals. Short term  memory 
activation a t F I is
X (2.7)I if F2 inactive
I  n  W j if F2 node j  active 
where I  is the input vector to F I  and W j  is the top-down weight vector for category j .  The 
ART-1 algorithm is as follows.
1. Set the vigilance parameter {p) and initialise the weight vectors as follows
l  + N
Wi.
, f o i i  — 1, . . . ,N  and j  = 1, ...,M (2.8)
(2.9)'ji — 1, for i — 1 , .. . ,N  and j  =  1,..., Af
N  is the size of the input vector, M  is the number of F2 nodes, Z is the bottom-up 
weight vector and W  is the top-down weight vector. The flow of information is from  
the first subscript to the second subscript, i denotes layer F I  and j  denotes the F2 
layer.
2. Apply an input vector, I.
3. Calculate activations for Tj where a  is the choice param eter, a  >  0. Tj is the match 
value calculated by the m atch function (or choice function) below.
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and
^  (2.10)
M
1^ 1 — X!] 1^ *1 (2.11)
i = l
4. Find T j =  max {3}- : j  — 1,
5. Check to  see if the vigilance criterion is passed. If it has not been met for J ,  find new J  
such th a t the vigilance criterion is met. If no J  exists to satisfy these conditions, create 
a new category and repeat step 5. If J  is found to meet the vigilance test, continue to  
step 6. Vigilance criterion is m et if
6. U pdate the weight vectors, using the learning ra te  param eter which controls how much 
information from the current input pattern  is adopted by the network.
Top-down weight vector
W r "  =  I n W f  (2.13)
Bottom -up weight vector
I  n
where /? is the learning ra te  param eter.
2 .2 .1 .2  F u zzy  A R T
Fuzzy ART accepts binary as well as continuous inputs bu t reduces to ART-1 when the 
input patterns are binary. A restriction on Fuzzy ART is th a t the adaptive weights can 
only decrease in time in order for learning to be stable. Decreasing weights correspond to  
increasing category “boxes” . If a small value of vigilance is used then the “boxes” are larger, 
corresponding to less specific category prototypes. Learning will stop when these “boxes” 
cover the input space. As can be seen from Table 2.3, the set theory intersection operator 
(n) is replaced by the fuzzy set theory operator MIN (A), where MIN stands for minimum 
[33]. This can be visualised as shown in Figure 2.8. A two dimensional input vector a  is 
complemented coded to  give I  as follows:
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Figure 2.8: Category Boxes 
Table 2.3: Comparison between ART-1 and Fuzzy ART equations
Feature ART-1 (Binary) Fuzzy ART (Continuous)
Category Choice rp. _  |IriWj| ^3 ~  a + |w f i rp. _  J iA W jj
Match Criterion | i n w j |lit
llA w ^ l
|I|
Fast Learning wÿ*'""> =  i n w ÿ “ ) =  lA w ÿ '“'>
I =  (a ,a^) =  ( a i ,02 , l  a i , l  (2.15)
It is applied to the network and committed to  a new prototype vector, e.g. W j ,  then W j  =  
I =  (ai, fl2 , 1 ai,  1 &2). The first point in a category rectangle is (a i, 0,2) and the second
is ( 1)(1 a i, 1 ag), which is the point a  on the 2-dimensional feature space. This, when 
written in complement coded form, is generally w ritten as I  =  (a,a*^) and W j  — (U j, V j) ,  
where U j  and are 2-dimensional vectors. If U j defines a corner of a rectangle and V j  
defines the opposite corner of the same rectangle, denoted as Rj ,  which represents a  category, 
then the size of Rj  is defined to be
iJRjl EE rv , TJ,| (2.16)
The size of Rj  can only increase in size as W j  can only decrease. The maximum value of Rj
19
Chapter 2. Artificial Neural Networks
is determined by
|jRj| <: Af(l p) (2.17)
Ultimately, when the input space is completely covered by category boxes, no new categories 
will be created.
Complement coding is a way of coding both the on and off response of an input. I t essentially 
codes a critical feature pattern  for what must be present and what must not be present 
in the input to be coded to a  particular category. It was designed to combat the category 
proliferation problem: the creation of more and more clusters due to ever decreasing category 
boxes. W ithout complement coding, for any given vigilance param eter value, once a  weight 
is encoded to a given input, the value of the weight can only decrease thereby reducing its 
coverage (which is called a resonance triangle) of the input space. The interested reader can 
find more detailed information in [14].
2 .2 .1 .3  A R T M A P
ARTMAP (predictive ART) is a supervised model which learns to  classify an unspecified 
number of inputs into recognition categories based upon predictive success regardless of the 
presentation order, [15]. It comprises two ordinary ART-1 modules, labelled ARTa  and ARTb, 
and an Inter-ART module, itself comprising the Map Field (Figure 2.9) which resembles an 
ART-1 module and controls the associative mapping between the ARTa  and ARTi, modules. 
Each of ARTa  and ARTb receives an input pattern  and will form recognition categories based 
upon their respective inputs. The Inter-ART module learns a mapping between the two sets 
of recognition categories. The use of complement coding (2.15) is optional. A more detailed 
explanation of complement coding and m atch-tracking can be found in [15]. ARTMAP can 
be generalised in the same way as ART-1 which produces Fuzzy ARTMAP.
The input a  is presented to  the ARTa  module and the desired system response b is presented 
to the ARTb module. Both inputs are complement coded a t a  supplemental pre-processing 
layer Fq to  give A  and B . A pattern  of activity is registered a t F\, x®. The ARTa  module 
then follows the normal ART procedure and a  category is chosen a t Fg, y^. Similarly for 
the ARTb module. The inter-ART module, the map field contains a layer of neurons 
and registers a pattern  of activity, x*^, based upon the chosen y® and y^. The output of 
the inter-art module is a measure of similarity between the ARTa  response and the desired 
response. Based on this measure, the vigilance param eter is either lowered or raised until a
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Map Field F
ARTa
Figure 2.9: The ARTMAP architecture
m atch between the two ART modules is made. This process is called M atch Tracking. Each 
module has its own vigilance param eter, pa, pb and pab for module ARTa, ARTb and the 
inter-ART module respectively. More detailed information can be found in [15].
2.2 .2  A R T  D evelop m en ts
There has been a significant amount of research involving Adaptive Resonance Theory over 
recent years. Much of the research has been targeted at solving the problems th a t the model 
has or extending the model’s capabilities.
A R T  L im ita tio n s
The principle problems are th a t of low performance when clustering corrupt inputs [34, 35, 36], 
the design for the vigilance param eter is not met in the original model [37], the limitation 
th a t all of the inputs should be in the range 0 to  1 [38] and th a t the unsupervised ART 
models cannot give a true indication of the number of clusters present in the input data.
Of these problems, the inability of the model to  be tolerant to corrupt inputs is the greatest. 
This problem can lead to the creation of an unnecessary number of clusters, as the corrupt 
input no longer matches the stored information. A post-processing stage could remove the 
unnecessary clusters formed. This is known as category pruning. The disadvantage to this.
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however, is th a t clusters may be removed that, although not needed a t the time of prun­
ing, may be needed in the future. This would incur additional network learning and could 
lead to  system instability, especially if a cluster is removed th a t represents a valid but infre­
quent input. This problem leads to the original ART model not being suitable for use in an 
environment subject to noise w ithout significant modification.
If no a priori information is known about the input, the ART model cannot give an accurate 
value for the true number of clusters present in the input. This is a considerable disadvantage 
to  the model and renders it impractical for clustering an input for which the number of clusters 
present is not known. The only way to  obtain an estim ate of the number of clusters present 
in a given input set is to experiment with the clustering performance of the network using 
different values of the vigilance param eter. Only having obtained multiple clustering results 
can a more informed estim ate be made. How m any clustering results is necessary will depend 
upon the input data  set and cannot be known in advance. Indeed, the number of clustering 
results needed may be different for each input d a ta  set.
O ther such attem pts to  improve the model include, bu t is not limited to, the following: the 
properties of Fuzzy ART and ARTMAP are investigated in [39] and [40], learning in Fuzzy 
ARTMAP is improved in [34, 41, 35], the  effect of the choice param eter for Fuzzy ART and 
Fuzzy ARTMAP is investigated in [42], an alternative similarity measure is proposed in [43] 
which better fulfills the stability-plasticity dilemma, Rizzy ARTMAP is modified in [44, 45] 
w ith the aim to produce classification results which approach Bayes optimal limits.
ART Extensions
Modifications have been made to the architecture which extend the functionality and useful­
ness of the base ART models. Table 2.2 shows the m ajority of different ART models which 
currently exist. These extensions range from enabling an ART model to cluster inputs into 
hierarchies, to clustering multichannel inputs. These modifications allow the ART family to 
be used in a  greater range of application areas. ART-1 has been adapted to classify mul­
tichannel inputs [19], to classify in a supervised manner using the classic ARTMAP [14] or 
a version based on representational redescription [25]. Furthermore, it has been adapted to 
classify sequences of inputs resulting in LAPART [22] and TD-ART [25], as well as hierarchy 
based inputs resulting in HART-J and HART-S [46, 18], SMART [17] and arboART [47].
The continuous implementation of ART is a  clear split into two categories: unsupervised
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and supervised. ART-2 [48], ART-2A [15] which is a faster version of ART-2, ART-3 [30] 
utilising “chemical transm itters” , Fuzzy ART [49] synthesising Fuzzy Logic [33] w ith ART- 
1, and distributed ART named d-ART [20] are all unsupervised. On the supervised side, 
there are a few more. Fuzzy ARTMAP [50] and d-ARTMAP [20] are like their unsupervised 
counterparts, ARTMAP-IC [24] incorporates instance counting and distributed prediction 
to the standard ARTMAP, Gaussian ARTMAP [21] uses Gaussian-defined receptive fields. 
Cascade ARTMAP [31] uses a cascade of Fuzzy ARTMAP networks which develops hierar­
chies, ProbART [27] approximates noisy mappings and ARTMAP-FD [26] adopts familiarity 
discrimination.
2.3 Autom atic Target Recognition Systems using Neural N et­
work Technology
Autom atic target recognition (ATR) was first coined by the Low A ltitude Navigation and 
Targeting Infra-Red for Night (LANTIRN) program approximately 20 years ago [8] for a 
project involving the detection and localisation of ground-based targets. The term  automatic 
target recognition is given to the generic task of recognising targets no m atter what the data, 
whether the source is optical images, RADAR images or forward looking infra-red (FLIR) 
sensor based images. This is im portant as different sensors are more suited to matching the 
requirements for ATR. Moreover, a  combination of more than one of these sensors can render 
a  particular task less complex than any single sensor. This is because the range of sensors 
available all have differing qualities and critical issues. For example. Synthetic Aperture 
Radar (SAR) can penetrate bad weather conditions, can operate independent of the time of 
day (i.e. lighting conditions) and has a large target to  background contrast. However, a SAR 
image changes with aspect angle, occlusions from terrain and obscuration, not to mention 
the false alarm ra te  is high, as it also detects background features which can be mistaken 
as valid targets (clutter). However, for comparison, a  passive electro-optical device is light 
weight, inexpensive, has high resolution bu t has a low target to background contrast and is 
incapable of working effectively in poor lighting conditions or bad weather.
There are several key requirements for ATR systems. One of the m ajor requirements is to 
simplify the 3-dimensional d a ta  as much as possible. Although it is easy for a human to 
recognise an object under varying lighting conditions, changes in distance from the observer 
and a change in rotation or observation aspect, it is incredibly difficult for an autom ated
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system to be trained on an image of the object a t one pose and then to be able to  recognise it 
though any translation or rotation, etc. The key requirements are: a good representation of 
the target to recognise and of non-target information (background), the ability for the system 
to  adapt and acquire new information about targets which can improve correct identification, 
good features to  describe the target, and the ability to use as much supporting information 
as possible {a priori knowledge).
Some of the literature of how artificial neural networks in general, and ART neural networks, 
have been applied to autom atic target recognition is given in section 2.3.1 and section 2.3.2 
respectively.
2 .3 .1  G eneral N eu ra l N etw ork  A p p roach es to  A T R
The amount of literature surrounding neural network applications to  autom atic target recog­
nition is growing rapidly, especially as com putational power is increasing so quickly. The 
lack of computing power has traditionally been a stumbling block for such computationally 
complex techniques [8]. Nevertheless, some examples are given here.
A comparison is performed in [51] between two non-neural network classifiers (the maximum 
likelihood classifier and the nearest neighbour classifier) and two neural networks (error back­
propagation feedforward network and a  frequency-sensitive competitive learning network) for 
classifying R adar targets of five commercial aircraft. The results show th a t the two intelligent 
systems perform almost as well as the traditional methods, but the latter being more difficult 
to  develop suitable models. R adar target recognition is also the subject of [52] whereby a 
modified backpropagation network is developed to  overcome gridlock, which happens during 
training when the network doesn't reach the converged state. A self-partitioning neural net­
work developed in [1] was also designed to  overcome gridlodc. Error backpropagation neural 
networks are common in neural network literature, and this application area is no excep­
tion. The following applications all use backpropagation networks with the aim of detecting 
or recognising targets automatically: stacked generalisation for multi-resolution feature ex­
traction of FLIR images [7], aspect-independent target identification using a synthesis of 
fuzzy logic and backpropagation [53], radial basis function networks and backpropagation are 
compared with statistical m ethods with results showing th a t in certain cases the two neu­
ral network approaches out-performed the other m ethods [5], investigation into performance 
when serial sensor data  is corrupt with white Gaussian noise as well as row and column corre­
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lated additive noise [4] and a  multi-stage network is developed to correct misclassified results 
[3], However, other neural network approaches are also used, for example - a Hopfield neural 
network [2], an adaptive linear neural network using Kalman filtering for weight adaptation 
[54].
2 .3 .2  A d ap tive  R eson an ce  T h eory  A p proach es to  A T R
There are few cases where ART has been applied to  Synthetic A perture RADAR (SAR) 
autom atic target recognition (ATR) as the field is still immature. A critical survey of ART 
applied to autom atic recognition of SAR targets is given in [55]. The literature shows that, 
usually, a previously developed ART module is used following a period of pre-processing 
of the input data  which locates potential targets from a SAR image. An example is [56] 
which deals mostly w ith different target detection techniques bu t uses an unmodified ART-2 
network in an intermediate stage in a larger processing system.
The classification results of partially obscured m ilitary SAR targets for an autom atic 2-D 
view processing and categorisation system using an ART2-A network is investigated in [57]. 
Figure 2.10 [57] shows how ART2-A networks are integrated into a larger system. Parts (a), 
(b) and (c) are all pre-processing stages to  the classification stage.
ReceptiveHeldArraysFeature Object Only Images
Categories
Test
ISAR Tbmtable Feature ChipsADTS SAR Atnor Site Cliips Output Classiftcation and Confidence
(d) ART2-A 
Network
(a) Centre 
Surround Network
(b) Target Centre 
and Orientation, 
Mask Off
(c) Overlapping 
Receptive Fields 
Network
Figure 2.10: An example of how an ART module can be used in a larger system
ART-2 is used as a classifier and recogniser for autom atic target recognition in [58]. Results 
indicate th a t ART-2 is suitable for this task until target obscuration reaches 20%. More than 
20% results in unacceptable performance.
A comparison between Fuzzy ART, Fuzzy MIN-MAX clustering. Integrated Adaptive Fuzzy 
clustering and Self-Organising Map (SOM) for fast clustering of RADAR pulses is made in 
[59]. Fuzzy ART is proven to have the lowest com putational complexity, the second highest 
accuracy and joint highest convergence time. ARTMAP-FD (Familiarity Discrimination) is
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introduced in [26] as a  modified ARTMAP model. The application area used to test this new 
ART algorithm is RADAR target recognition. It is applied to prevent the standard Fuzzy 
ARTMAP from malcing guesses as to  which category an input pattern  may belong.
Fuzzy ARTMAP is applied to ATR of radar range profiles in [60]. It was found th a t, as is often 
the case, the K-nearest neighbour classifier (KNN) produced results with better accuracy, 
bu t the memory requirements of Fuzzy ARTMAP make it more favourable. ART-EMAP 
was found to produce even better results due to  its temporal evidence accumulation. ART- 
EM AP is an extension to  Fuzzy ARTMAP and performs identification based on sequences of 
patterns.
ART2-A has been used in a hybrid generic tem plate matching system to differentiate (iden­
tify) between tank and truck targets [61]. Generic edge tem plates represent line and curve 
boundary contour segments of composite features, for example those of track and wheels. 
Generally, the hybrid ART2-A system performed more quickly than simply using either global 
or local tem plate m atching and had a greater number of correct classifications, but slightly 
increased false alarm rates. However, the large increase in execution speed is concluded to 
be more im portant than  slight increase in the number of false alarm rate. ART2-A has also 
been used to autom atically recognise aerial images [6j. Speed and low training requirements 
are quoted as advantages of this model over other models. Invariant properties are extracted 
from the raw data as a pre-processing stage and fed to the neural network for classification.
Other examples are: using Fuzzy ART in order to develop an autom ated procedure for cluster 
analysis of m ultivariate satellite data  [62], the use of Fuzzy ARTMAP and MINMAXMAP to 
aid radiographic image classification [63], the classification of Landsat images [64, 65] using 
both Fuzzy ARTMAP and a hybrid of Fuzzy ARTMAP and a maximum likelihood classifier.
2.4 Concluding Remarks
This chapter has presented the field of artificial neural networks, from its historical beginnings 
to  current research in autom atic target (ATR) recognition systems as well as the Adaptive 
Resonance Theory (ART) neural network. The historically simple models have been adapted 
to  create more intelligent systems and some of the typical application areas for neural networks 
are given. The application area of interest to this work has been introduced by looking a t some 
existing attem pts to  perform autom atic target recognition with neural networks. Limitations
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of ATR systems are discussed and descriptions are given of some of the problems with this 
area of research, typically the conditions in which the data  was gathered. Noise and clutter 
are established as reasons for limited performance. Key requirements, such as the ability to 
adapt and acquire new information about targets, are given for a  successful ATR system. 
The most commonly used neural network, the backpropagation network, is shown to become 
trapped in local minima due to it not converging correctly.
The Adaptive Resonance Theory neural network has the potential to  perform well in ATR 
systems but is currently held back by its key disadvantages: poor performance in noisy 
environments and the inability to  give an indication of the true number of clusters in a given 
input set. Of these two limitations, the poor performance in a noisy environment is listed 
most frequently in the literature. The following chapters discuss ART clustering performance 
and the improvements in clustering consistently in noisy environments.
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C hapter 3
Study into C lustering Perform ance
Chapter 2 has introduced the theory behind artificial neural networks, specifically the Adap­
tive Resonance Theory neural network. ART is the ANN chosen as the focus for the rest of 
this work. The literature shows th a t ART has particularly poor performance when the inputs 
are subject to  noise. In this chapter, ART is examined in closer detail. This investigation 
will play a vital role in aiding the development of a  system th a t more consistently clusters 
inputs which are subject to  noise. The goal is to  determine what factors effect the clustering 
performance of the network and how.
This investigation uses Fuzzy Adaptive Resonance Theory [14], as other authors have a t­
tem pted to  modify the network’s behavior [34, 35] and given th a t, in the binary case, Fuzzy 
ART reduces to ART-1 [14]. Also, Carpenter et a l’s work [66] has examined Fuzzy ART with 
different choice functions. The investigation aims to determine how cluster formation varies 
with the vigilance param eter (p), the learning rate param eter (/3) and the choice param eter 
(a): the three governing, user selectable parameters.
Section 3.1 describes the particular ART neural network of interest and how it differs from 
ordinary ART-1. Section 3.2 goes on to describe the conditions of the investigation. The 
following section looks a t the network’s behaviour a t varying levels of choice param eter. The 
learning rate param eter comes under scrutiny in section 3.4, and the vigilance param eter 
is investigated in section 3.5. Up to this point, the investigation will only have looked a t 
varying a single param eter at a time. This will give an idea about how each param eter 
effects clustering performance in isolation, which will go some way to  understanding the 
following section. Section 3.6 thus examines what effect varying all three param eters has on 
the network. The concluding remarks are then given in section 3.7.
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3.1 Fuzzy Adaptive Resonance Theory Neural Networks
In addition to  the brief introduction to Fuzzy ART given in section 2.2.1.2, this section 
describes only the supplementary Fuzzy ART theory necessary to  understand the rest of this 
work.
As previously mentioned in Chapter 2, Fuzzy ART accepts bo th  binary and analogue input 
patterns. Complement coding is usually used to  combat category proliferation, but for the 
purpose of the following experiments, complement coding will not be used as it is the true 
behaviour of the system th a t is under investigation.
The algorithm differs slightly from the one used for ART-1. In addition to  the differences 
mentioned in Table 2.3, the Fuzzy ART weight m atrix W  subsumes both the bottom -up and 
the top-down weight m atrices of ART-1. Thus, the weights are initialised according to  the 
following:
Wji =  • • * =  WjM =  1 (3.1)
where j  =  1, • • •, M  and N  is the size of the input vector. The choice function is then:
where the fuzzy MIN [33] operator A is defined by
(P A q)i =  min(pi, %) (3.3)
and the vigilance equation is
Ultimately, learning is calculated according to
W M  _  ^  w f  ^^^ ) +  (1 /5 )w ÿ ‘^ ^^ (3.5)
3.2 Network Stimulus
The goal of this investigation is to see how the number of clusters created varies with respect
to  the change in the three parameters. To this end, the Fuzzy ART network will not be
pre-trained, bu t will learn on-line, in an unsupervised manner. The network will initially 
have zero clusters and will then create clusters appropriately during learning. The network
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will use the same uncorrupt data  set as used in [34]. The d a ta  set comprises the letters of 
the alphabet ranging from ‘A ’ to ‘T ’ in a 5x5 binary m atrix formation. The first input in the 
d a ta  set is given in bitm ap form in Figure 3.1. The entire data  set can be found in appendix 
C. The binary m atrix is given in Figure 3.2 and the equivalent input in one-dimensional 
binary form is [1 1 1 1 1 1 0 0 0 1 1 1 1 1 1 1 0 0 0 1 1 0 0 0 1].
For the param eters th a t will not change, the following values have been chosen. The three 
governing param eters are the vigilance param eter p, the learning ra te  param eter (3 and the 
choice param eter a. The values chosen are as a  result of the param eter investigations in this 
chapter.
a  =  0.1, this give high code compression (section 3.3.1),
P =  0.7, this gives rapid learning (section 3.4.1), 
p =  0.9, this gives a  high number of categories (section 3.5.1).
Ü
Figure 3.1: The First Input in the D ata Set
1 1 1 1 1  
1 0 0 0 1 
1 1 1 1 1  
1 0 0 0 1 
1 0 0 0 1
Figure 3.2: Binary M atrix of the First Input in the D ata Set
The choice param eter is the first to be investigated. The learning ra te  param eter will then be 
discussed, followed by the vigilance param eter. The experiments detailed in this chapter were 
all performed using the purpose-written simulator described in Chapter 5. The graphs are 
generated by importing the experimental results into Mathworks MATLAB. A new network 
is created and the three param eter values are set as mentioned above. The alphabet data  
set is presented to  the network, which is allowed to  learn. The number of clusters formed
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is noted. In section 3.3, the vigilance param eter (p) and the learning ra te param eter (P )  
are kept constant and the clustering behaviour with varying choice param eter value is noted. 
In section 3.4, the choice param eter and the vigilance param eter are kept constant and in 
section 3.5, only the vigilance param eter value is allowed to  change.
3.3 Choice Parameter Effects on Clustering
The choice param eter’s role is to bias the network into selecting uncommitted categories as 
its value increases. This can be seen as follows:
The choice equation is given in [13] as the Webber law
As a  increases, the determining factor is the degree to  which W j  is a  fuzzy subset of I. As 
CK —> oo, the choice function (termed Choice-by-intersection in [66]) is given as:
r , - | l A W , |  (3.7)
Given th a t the weights are initialised to  unity {wji = ... = WjM =  1), where M  is the size of
the input vector, then for any uncom m itted node j ,  IA  W j  = I  and will always choose an
uncom m itted node, except in the special case where I  =  W j  for some J .
At the other end of the scale, where a  == 0"**, the choice equation becomes:
Tj ^  (3.8)
Given this, if W j  is a  fuzzy subset of I, then category J  is chosen th a t maximises jW^j. 
Therefore, the choice equation is
and no learning takes place so the original learning equation
w ÿ i e w )  ^  ^  +  ( 1  P)W ^f'^'>  ( 3 . 1 0 )
becomes
w ÿ e w )  ^  ( 3 . 1 1 )
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This is known as the conservative lim it as the previous weight values are conserved.
In summary, small values of a  tends to minimise recoding [50] and selects previously coded 
categories rather than code new categories (otherwise known as maximising code compres­
sion). The reader is reminded th a t the only condition on a , is th a t a  >  0.
3.3 .1  C luster F orm ation  w ith  V arying C hoice P aram eter  V alues
As previously mentioned in section 3.2, the network will be presented with 20 inputs, which 
are the capital letters ‘A’ to ‘T ’ in a 5x5 binary m atrix formation. Both the vigilance 
param eter p and the learning param eter P are kept fixed a t 0.9 and 0.7 respectively.
1 Sag 10
Figure 3.3: Cluster formation for 1 < a  < 10
Figure 3.3 illustrates how the number of clusters formed changes with a  ranging from 1 to 
10. As can easily been see, there is nothing to note here. The number of clusters formed 
when the choice param eter lies between 1 and 10 is determined by the vigilance param eter 
and the learning rate param eter only.
If we increase a  further, the results can be seen in Figure 3.4.
It is interesting to note here th a t the number of clusters formed varies with a. As |W j| 
becomes an ever unim portant factor in the choice equation, then the degree to which W j is 
a fuzzy subset of I is the determining factor in the search order.
To see if this trend continues further. Figure 3.5 shows the number of clusters formed with 
a  ranging from 1 to  1000.
Indeed, the trend continues, but the most interesting result from this graph is the fact that 
for all values of a  > 198, the number of clusters formed is the same as the number of clusters
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1 S a S l O O
Figure 3.4: Cluster formation for 1 < a  <  100
1 S a S 1000
Figure 3.5: Cluster formation for 1 < a  < 1000
formed when 1 < o; < 10. The full table of results can be found in Appendix D
To examine the choice param eter in the conservative limit, the next three figures will look at 
a  in the range 0 < a; < 1. Figure 3.6 shows the clustering behaviour when a  is incremented 
from 0.1 to 1.0 in 0.1 steps.
The result is as expected. To see if there are changes at finer increments, Figure 3.7 shows 
the same range of a  in 0.01 steps and Figure 3.8 shows the same range at 0.001 steps.
As we can see, there is no change at these fine resolutions. This is entirely expected as above 
a certain limit, the denominator of the choice equation becomes unim portant, and below a 
certain limit the num erator and denominator are just as im portant as each other. This will 
be discussed further in the next chapter.
Although nothing is revealed here, the reason for examining these fine resolutions will become 
clear when we look a t the effect of the vigilance param eter on cluster formation in section
33
Chapter 3. S tudy into Clustering Performance
3.5.
Figure 3.6: Cluster formation for 0 < a  < 1: increment of 0.1
0 < a ^  1
Figure 3.7: Cluster formation for 0 < a  < 1: increment of 0.01
3.4 Learning R ate Parameter Effects on Clustering
The learning rate param eter’s role is to control how quickly the network adapts to new 
features in the input patterns, or indeed how quickly the network learns new inputs. The 
trade off with setting P high is th a t previously learned information is forgotten more quickly. 
This can be seen as follows:
The learning equation is given as
wfrew) ^  +  (1 p)w ]}(o ld ) . r(o ld) (3.12)
When /? =  1, the learning equation reduces to
W^ew) ^  ^ (3.13)
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0 < a S 1
Figure 3.8: Cluster formation for 0 <  o; < 1: increment of 0.001
and if W j  is a fuzzy subset of I  then learning does not take place as
I  A w ÿ " )  = (3.14)
then
W (new) _  .yy(old) (3.15)
This was seen in section 3.3. However, when W j  is a fuzzy subset of I is a special case and 
more likely an input with new information will use Equation 3.13. This means th a t changes 
to  I will be incorporated into the cluster fully and immediately.
When P is small then, from Equation 3.12, little information about the change in the input 
will be incorporated into the weight prototype. When /5 =  0, no learning takes place. Again, 
in the special case of W j  being a fuzzy subset of I, whether /3 =  1 or /5 =  0, the result is the 
same - no learning occurs.
3.4 .1  C lu ster  F orm ation  w ith  V arying L earning R a te  P aram eter  V alues
The data set used is as per 3.3.1, but this time p and a  are kept fixed at 0.9 and 0.1 
respectively. The learning rate param eter is constrained to the region 0 < P < I and will be 
incremented at the same intervals as for the choice param eter investigation of section 3.3.1.
Figure 3.9 shows the variation in cluster formation for 0 < /? < 1 in increments of 0.1.
When P is small, the number of clusters formed is 17. When P = 0.4, the number of clusters 
formed is 18, but the number of clusters formed is only 16 when P > 0.5. This shows that 
as P decreases, the network is adapting more slowly to the change in inputs. At ^  =  0.4,
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Figure 3.9: Cluster formation for 0 < /5 < 1: increment of 0.1
two new clusters are formed which were not formed at higher learning rate parameters. This 
means th a t whilst slowly updating the cluster weights, an input will no longer match th a t 
cluster weight, or any other cluster weight, and create a new cluster. The implication is th a t 
more categories are being created than needed. At P < 0.3, the network is learning even 
more slowly and creating a single cluster more than  may be necessary. Due to this being a 
clustering model as opposed to a classification model, it is impossible to  know exactly how 
many clusters should be formed. These results suggest that, for a vigilance level of 0.9, there 
are probably 16 classes in the input data.
Figure 3.10 shows the variation in cluster formation for 0 < < 1 in increments of 0.01. It
can be seen th a t the only difference between this figure and the previous figure is th a t the 
resolution is increasing and determining exactly what values of P cause the clustering change. 
Here, the changes occur a P = 0.36 and P = 0.41.
Figure 3.10: Cluster formation for 0 < ^  < 1: increment of 0.01
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Figure 3.11 shows the variation in cluster formation for 0 < < 1 in increments of 0.001.
Finally, the last remaining look a t the cluster formation behaviour with respect to the learning
Figure 3.11: Cluster formation for 0 <  /5 < 1: increment of 0.001
rate param eter only goes to specify further the values of P at which the clustering change 
occurs. In this case, those values are /3 =  0.351 and /? =  0.401
3.5 Vigilance Parameter Effects on Clustering
This section describes how the number of clusters changes with respect to the vigilance 
param eter, p. The vigilance param eter is used to  tell the network how vigilant it should be 
to  new information in inputs. Equation 3.16 gives the vigilance equation, which carries out 
the vigilance test.
Ii a W j I
III > p (3.16)
This equation determines to what degree I is a fuzzy subset of W j .  If I is a large enough 
degree of fuzzy subset of W j ,  then learning ensues. It is the vigilance param eter (p) th a t 
determines how large the measure of fuzzy subset-hood should be before learning can take 
place. The constraint placed on p is th a t 0 < p < 1. If p =  1, then the input pattern  and the 
chosen weight prototype (chosen by the choice equation) must be identical in order for the 
input to be allocated to  the chosen cluster. In this case, no learning takes place due to  the 
input and the weight being identical. If there is not an identical match between the input 
and the chosen weight prototype, then either a new cluster is formed which is identical to the 
input, or a new weight prototype is chosen to undergo the vigilance test. At the other end of 
the scale, if p =  0, then there doesn’t need to be any degree of similarity between an input
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and a weight prototype for the input to be allocated to that cluster. Thus, a larger value of 
p tends to form a greater number of clusters than a smaller value of p.
3.5 .1  C lu ster  F orm ation  w ith  V arying V ig ilan ce  p aram eter V alues
Again, the data  set used is as described in section 3.2, but P and a  are fixed at 0.7 and 0.1 
respectively. The vigilance param eter is bound by 0 < p < 1 and will be incremented by ever 
increasing resolution of 0.1, 0.01 and 0.001 as per the previous two cluster formation sections.
Figure 3.12 shows the variation in cluster formation for 0 < p < 1 in increments of 0.1. As
OSpS 1
Figure 3.12: Cluster formation for 0 < p < 1: increment of 0.1
we would expect, for increasing values of p, the number of clusters formed increases also. At 
the top end of the range of values, the result is again as we would expect. The number of 
clusters formed with a vigilance level of 1.0 is exactly the number of inputs. At the low end 
of the range of values, there are only two clusters formed for a vigilance level of 0.1. It is 
not interesting to use a vigilance level of 0 as there would be only a single cluster with all 20 
inputs allocated to it.
Figure 3.13 shows the variation in cluster formation for 0 < p < 1 in increments of 0.01 
An interesting result appears in here. At each end of the range of values, the results are as 
expected. However for p =  0.39, 5 clusters are formed but when p =  0.40 only 4 clusters are 
formed. This is repeated at several values at higher levels of vigilance. It appears th a t the 
vigilance param eter does not perform in the way for which it was designed. The design was 
th a t as p increases, the network would discriminate more against novel input and so create 
clusters th a t were less general. Thus, for a given set of inputs, as p increases, there should 
be a monotonie increase in the number of clusters formed. Indeed, this was also witnessed
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Figure 3.13: Cluster formation for 0 < p < 1: increment of 0.01
in previous research [37]. The result of the research in [37] was th a t an alternative similarity 
metric was proposed.
This result is further highlighted in Figure 3.14, which shows the variation in cluster formation 
for 0 < p < 1 in increments of 0.001. As p increases, there is certainly not a monotonie
OSpSI
Figure 3.14: Cluster formation for 0 < p < 1: increment of 0.001 
increase in the number of categories formed.
These experiments were performed a number of times to verify system behaviour, as the 
results could indicate chaotic behaviour. Each time, the results were the same. The key to 
understanding this behaviour is to understand the search process. For example, let the first 
input to  the system be clustered into cluster 1. The search process is such th a t the system 
searches subsets first, then mixed sets followed by the smallest superset [13]. Thus, if the next 
input is a superset of the first input, then cluster 1 will be chosen to represent it, assuming 
the vigilance test is passed. During learning, the weights of cluster 1 may be modified such
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th a t the cluster no longer represents the first input and so, a repeated presentation of the 
first input chooses a new cluster. The same thing could happen with the next input. As more 
and more inputs are presented to the network, cluster 1 may become a smaller and smaller 
subset of any given input until such a time where it no longer represents any input, given the 
current level of vigilance.
W ith a higher level of vigilance, the number of clusters formed may better represent the 
number of clusters present in the input, and so could avoid this recoding problem. Higher 
values of vigilance can end up forming new clusters based on noise in the inputs, and could
engender more re-encoding problems. These results verify the findings of [37].
3,6 All Parameter Effects on Clustering
So far, we have only looked at the effect of what a  single change in param eter has on the
overall clustering performance of the network. This section will look a t the dependencies 
between the param eters to see what effect the anomalies already witnessed have on clustering 
performance. Due to  the the fact th a t we are varying three param eters to  see an outcome, 
this is not easily visualised. An early attem pt was made to create a graph which would 
display such results, which essentially needs a  4-dimensional graph: a, p, p and the number 
of clusters formed. Figure 3.15 shows how unsuccessful this attem pt was.
Obviously, this is not acceptable so a  compromise was made. All the graphs can be found in
Appendix G.
In this section, three sets of graphs are presented which attem pt to  summarise the information 
in the graphs in Appendix G. The three sets cover the following specifications with a  always 
in the range 0.1 <  a  < 1 in increments of 0.1:
1. p and P ~  0.1 to  1 in increments of 0.1
2. p and P =  0.01 to  1 in increments of 0.01
3. p =  0.001 to 1 in increments of 0.001 and P =  0.01 to  1 in increments of 0.01
L earning and V ig ilan ce  C lu ster in g  P erform ance at Large In crem ents
Three graphs are presented here th a t look a t the clustering performance over a range of val­
ues for all three param eters in more detail. Interesting observations were made in previous
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4 -D  Q ra o h  o r  , > a n d  A lp h
A nglm -H  l a  6 9 
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Figure 3.15: A graph showing a, P, p and number of clusters formed
sections when varying a single param eter with all other things remaining equal. This inves­
tigation looks at how the clustering performance of the network varies with respect to the 
three param eters at 0.1 increments.
Figure 3.16 is a surface plot of the number of clusters formed with changing learning rate 
param eter and vigilance param eter.
The interesting observations th a t were noted earlier (sections 3.4, 3.5) are also noticeable 
here. At the same value of d  =  0.4 we see th a t the surface plot is a t its most turbulent 
regardless of the vigilance param eter level. To get a clearer view of this, consider Figure 
3.17. The square above and to the right of point P = 0.4 and p =  0.7 indicates th a t there 
are fewer clusters formed at this level of vigilance compared with p =  0.6. A similar feature 
is also visible at p = 0.5 and P =  0.6. The detailed results for this graph are given in Table
3.1 where the interesting behaviour can be seen numerically.
Figures 3.16 & 3.17 only show the results for when ol =  0.1. Appendix G shows the full set 
of graphs for all values of a  between 0.1 and 1.0 in increments of 0.1. Figure 3.18, however, 
shows the difference between the 10 graphs in the appendix. This graph is constructed by 
taking the values of the graph of a  =  0.1 and subtracting the values of the graph of o; =  0.2 
and taking the absolute value. This is then repeated for graphs a  =  0.2 and a  = 0.3, and
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a  = 0.1 : p, p in 0.1 Increments
-r  10
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Figure 3.16: A graph showing a , P, p and number of clusters formed
so on. The absolute values are then summed to get an overall difference m atrix for all ten 
graphs. This can be described mathem atically in Equation 3.17.
9
resu lt =  abs{choiceGraphn choiceOraphn+i) (3.17)
n —1
The interesting points out of Figure 3.18 is th a t the location of most activity is again around 
the region of /? =  0.4.
L earning and V ig ilan ce  C lu ster in g  P erform ance at M ed iu m  In crem en ts
Section 3.5 illustrated how cluster formation changes as finer increments are used. Figures 
3.19 to 3.21 illustrate the cluster formation of the network when both the learning rate 
param eter and the vigilance param eter increase from 0.01 to  1.0 in 0.01 increments.
Again, from Figure 3.21, we see very clearly th a t the most active region is still around the 
P =  0.25 to 0.45 region for different values of the choice parameter. Moreover it is clear th a t 
a t these fine increment levels, the effect of varying the choice param eter is much larger. A 
comparison between Figures 3.21 and 3.18 shows increased activity around the p — 0.9 level 
for small P, and around the p =  0.5 figure for medium values of p. Given th a t the spikes 
a t these locations are still small compared to  the spikes at the P = 0.25 to 0.45 level (in
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a  = 0.1: p, p in 0.1 increments: Above
0.6
o  0.5
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Figure 3.17: A graph showing a, P, p and number of clusters formed
the order of 1 or two differences compared with 6 or 7 differences) it implies th a t these side 
regions of activity are not grounds for concern. As a reminder, a spike value of 1 signifies 
th a t there is only one value for a  in the region 0.2 < a  < 1.0 th a t created 1 more cluster 
than the other 9 values, all other things being equal.
Figure 3.20 also clearly identifies the regions where increased values of vigilance param eter 
produces fewer clusters than lower values. To highlight this, consider the region where 
p =  0.84 and P % 0.02. There is a region where 8 clusters are formed surrounded by regions 
where there are 13 or 14 clusters formed. This is highlighted further in the region around 
p =  0.65 and P =  0.95. There is a triangular section where there are 7 clusters formed 
surrounded by regions where 9 to  11 clusters are formed. This further verifies the findings in 
[37].
L earning and V ig ilan ce  C lu ster in g  P erform ance at F ine In crem ents
Here, the vigilance param eter is incremented in the range 0.001 < p < 1.00 at 0.001 intervals 
whereas the learning rate param eter and the choice param eter are modified as per the previous 
examples. Section 3.5 showed th a t using ever finer increments of vigilance param eter only 
emphasises the results already shown with increments at 0.001. Indeed, Figure 3.23 identifies
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Table 3.1: Results for o; =  0.1, and p from 0.1 to 1.0 in 0.1 increments
3
p 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
1.0 21 21 21 21 21 21 20 20 20 20
0.9 17 17 17 18 16 16 16 16 16 16
0.8 10 12 13 12 13 13 13 13 13 13
0.7 10 11 11 9 12 12 9 10 9 11
0.6 2 9 7 10 8 8 9 7 9 9
0.5 2 7 7 8 5 5 6 5 5 5
0.4 2 2 5 5 5 6 4 3 4 4
0.3 2 2 4 4 2 2 2 2 2 2
0.2 2 2 1 2 2 2 2 2 2 2
0.1 2 2 1 1 2 2 2 2 2 2
more regions where the vigilance param eter doesn’t perform as designed. It is worth noting 
th a t the spikes are high in the region of greatest activity in Figure 3.24. This indicates that 
the effect is more pronounced with finer vigilance levels.
The diagonal sweeping lines in Figure 3.23 and the increased activity in the (3 >  0.6 region 
of Figure 3.24 is to be expected. As the resolution in vigilance increases (finer increments), 
then the effects of a change in clustering is witnessed at smaller learning rate parameters. As 
an example, if a change in the number of clusters formed happens at ^  = 0.72 and p =  0.51, 
then for increment values of 0.1, this change in clustering will only be seen at /? =  0.8 and 
p =  0.6 as (quite correctly indicated) there is no change at the previous level of /? =  0.7 and 
p — 0.5.
3.7 Concluding Remarks
This chapter has looked in detail at the behaviour of Fuzzy Adaptive Resonance Theory. In 
particular, the effects each of the three governing param eters over clustering performance has 
been closely scrutinised. A selection of values for each of the param eters was used in the 
experiments. The choice param eter, a  is less constrained than the other two param eters as 
its only constraint is th a t it must be greater than 0. Both of the vigilance param eter, p, and 
the learning rate param eter, must lie between 0 and 1.
It is shown th a t the choice param eter has very little effect at the conservative limit, except in
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a  « 0.1 : p, p in 0.1 increments: Differences
0.1 p^ Si
Figure 3.18: A graph showing a, 0, p and number of clusters formed
the region where the learning rate is approximately equal to 0.4. An analysis of this particular 
result is given in chapter 4. The rest of the behaviour of the choice param eter is as predicted. 
Once a  is over a certain value, \Wj\ plays an ever unim portant role in the choice process. 
Below a limit, which depends upon the size of the input, the two parts of the choice equation, 
the num erator and the denominator, play an equal role in determining in what order the F2 
nodes undergo the vigilance test.
The investigation into the behaviour of the learning rate param eter produces less clear results 
than those of the choice param eter investigation. It is suggested th a t smaller values of 0  tend 
to  produce a higher number of clusters than higher values of 0. This would certainly agree 
with the design of the learning ra te param eter. It is designed to learn more slowly when 0  is 
small, and thus be more careful (adapt more slowly) when updating the weights. However, 
this behaviour is only witnessed for high vigilance. For lower vigilance levels, we see the 
problem th a t the system creates more clusters for higher learning rate levels than for lower 
values. This is as observed in the literature and is called category proliferation..
The investigation into the vigilance param eter perfectly underlines the work by Sadananda 
et al. [37]. The design of the vigilance param eter was such th a t for increasing values of p, 
then an increasing number of clusters would be formed. Moreover, the number of clusters 
created should be monotonically increasing. The graphs in this section quite clearly show
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Figure 3.19: A graph showing a ,  0, p and number of clusters formed 
th a t this is not the case.
Lessons learned from this set of investigations will be carried forward into the next chapter 
where numerous proposals to improve the network’s ability to consistently cluster noisy inputs 
are made.
It is highlighted in this chapter th a t Adaptive Resonance Theory has two main down-sides. 
It suffers poor performance when subject to noisy inputs and it cannot give an indication as 
to  the true number of categories present in the data  set. As it is often possible to set the 
vigilance param eter empirically so th a t clusters are formed which represents the true number 
of categories present in an input (if known), there is no way to compensate for noisy input 
patterns being clustered into inappropriate clusters.
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a - 0.1: p, p in 0.01 Increments: Above
VI 0.5
0.01 s p s i
Figure 3.20: A graph showing a, 0, p and number of clusters formed
a  = 0.1: p, p In 0.01 Increments: Differences
0.01 s p s i 0.01 s p s i
Figure 3.21: A graph showing a , 0, p and number of clusters formed
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a  = 0.1: p in 0.001, p in 0.01 increments
0.001 s p s i
0.01 spsi
Figure 3.22: A graph showing a, 0, p and number of clusters formed
a  = 0.1: p i n 0.001, p i n 0.01 increments. Above
0.01 s  B s  1
Figure 3.23: A graph showing a, 0, p and number of clusters formed
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a  = 0.1: p in 0.001, p in 0.01 increments: Differences
0.01 spsi 0.001 s p s i
g
Figure 3.24: A graph showing o;, 0, p and number of clusters formed
49
Chapter 4. Developing an Improved Fuzzy A R T  Neural Network
C hapter 4
D eveloping an Improved Fuzzy 
ART Neural Network
Recapping the previous chapters, Chapter 2 has introduced Adaptive Resonance Theory 
Neural Networks and the parent subject Artificial Neural Networks. Chapter 3 has discussed 
how ART clustering behaviour changes based on variations of the three governing parameters: 
the vigilance, the choice and the learning ra te  parameters. This chapter uses the information 
used in C hapter 3 to  change this behaviour. An extended, non-trivial, da ta  set is introduced 
which tests the network w ith real-world data. The requirements are defined and each of the 
defining equations are examined and modified with the aim of meeting the requirements.
4.1 Tolerance to  N oisy Inputs
This work concentrates on ART’s inability to cluster inputs which are corrupt due to  noise. 
There are many different kinds of noise. For example, the input could be subject to a  DC 
offset (value plus some constant), random noise (value fluctuations), obscuration (where the 
feature in the input to  cluster is partially missing), etc. For a clustering system such as this to 
be noise tolerant, a noisy input should be clustered into the same cluster as the non-corrupt 
input. Fuzzy ART has a  tendency to create a greater number of clusters than is necessary 
when presented with noisy inputs. Essentially, one of tlnee things happens when Fuzzy ART 
is presented with a new input:
1. An input may be clustered into the ’’correct” cluster. W hen this happens, it can be
50
______________________ Chapter 4. Developing an Improved Fuzzy A R T  Neural Network
said th a t the network is, to certain extent, noise tolerant;
2. An input is mis-clustered. This can happen in one of three ways:
(a) The input has activated the correct F2 node (Figure 2.7), determined by the 
Choice equation, bu t the vigilance test has failed. If the vigilance test fails, then 
the searching process continues until a F2 match is found such th a t the vigilance 
test succeeds. If this cannot be achieved, then the system enters point 3. In 
this case, the vigilance test has failed. In order to  improve noise tolerance, the 
similarity metric needs to  be modified such th a t a larger value is obtained.
(b) The F2 node J  chosen is incorrect b u t the vigilance test is successful. The F2 
node J  is chosen using T j  ~  max{Tj)  where Tj =  j  =  0 ,..., W, and where
N  is the number of committed F2 nodes. One way to  solve this is to lower the 
vigilance value obtained, bu t this contradicts the goal of the point above. This 
can be resolved in the learning rule.
(c) The F2 node J  chosen is incorrect and the vigilance test fails, but there exists 
F2 node J* such th a t the vigilance test succeeds. Thus, the similarity m etric for 
the choice equation needs to be modified such th a t the correct F2 node J* is the 
maximally active j .
3. There exists no F2 node for which the vigilance test succeeds. A new cluster is there­
fore created, depending on whether learning is enabled and if there remains sufficient 
uncommitted F2 nodes.
As this analysis shows, there are three points to look a t in order to  improve the clustering 
consistency. These are: the Choice equation, the vigilance equation and the learning rule.
This work is concerned with the practical application of Automatic Target Recognition 
(ATR), and the real-life d a ta  (not simulated) comes from the Moving and Stationary Target 
Acquisition and Recognition (MSTAR) data  set sponsored by DARPA [67]. The d a ta  com­
prises a number of targets, which are of three different military vehicles: the BTR70 armoured 
personnel carrier (AFC), and the T72 and BMP2 tanks.
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4.2 Image Classification and Clustering
Image recognition and clustering tasks are fraught with difficulties. Some of the problems 
encountered when recognising images are scale, in-plane and out-of-plane rotations (6 dif­
ferent rotations possible with combinations), lighting conditions, differing backgrounds and, 
obviously, noise. W hilst 2-D objects such as characters on a page for character recognition 
suffer from these problems, 3-D objects, such as human faces or vehicles, suffer more due to 
the change in information presented to the classifier upon rotation and a change in lighting 
conditions. For example, a tank in a field has 5 sides th a t could be presented to the classifier 
(top, left, right, front and back), a  character on a page has only a single side. To accommo­
date for some of these variations, most images undergo a series of pre-processing stages, such 
as:
1. Object localisation - where the target to  be recognised/ clustered is located in an image, 
e.g. for number plate recognition tasks, the number plate has to  be located in the 
image, which may be filled with other text areas, such as "wide load” , ” long vehicle” 
and the name of the vehicle model.
2. Scaled - where all of the targets are scaled to  the same size. This compensates for 
changes in viewing distance
3. Rotated - in the case of skewed characters, the target may be ro tated  to  some normal 
angle
4. Colour adjustment and normalisation - where images are grey-scaled or changed to  take 
into consideration a change in lighting conditions. This normalisation may compensate 
for such effects as illumination colour and intensity, but when 3-D objects are present, 
it cannot take into consideration illumination direction, indicated by shadow
The real-life data  set used here has already undergone a series of pre-processing stages, 
notably target localisation. T h at is, each target has been centered in a 128x128 pixel image.
A sample image from the collection is given in Figure 4.1.
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Figure 4.1: A Sample BMP2 Tank from the MSTAR data  set
4.3 Improving the Choice Equation
4.3 .1  T h e C hoice P aram eter
For simplicity, the choice function is repeated here:
l l A W dTi = ^ a + l W , (4.1)
The choice function involves calculating the size of the input, which ultim ately affects the 
size of the weights. W hat effect does the size of the input have on the choice param eter’s 
behaviour? Consider the following inputs:
Figure 4.2: Bitm ap inputs for choice param eter investigation 
where black represents ’1’ and white represents ’O’, and in Figure 4.2
a) is a 5x5 binary input letter ’A ’,
b) is the inverse of a),
c) is the 5x10 binary input, a) stretched vertically,
d) is a 10x10 binary input, a) stretched horizontally and vertically, and
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Table 4.1: Values for Choice param eter investigation
5x5 m atrix 1^5x51 - 16 l-Bsxsl =  16 |A sx 5  a ^ 5 x 5  I =  13
5x5 inverse m atrix lA^xbinv 1 — 9 |-^5x5mt;| — 9 |A .5x5m v A Bf)xbinv\ ~  6
5x10 m atrix I^Sxiol =  32 1-Bsxiol =  32 1 AgxlO A Bsxiol — 26
10x10 m atrix |Aioxioi — 64 l-Bioxiol =  64 |Aioxio A ^10x101 — 62
5x5 complement coded m atrix lAsxSccI ~  25 |-^5x5cc| — 25 lAsxScc A BsxSccI — 19
Table 4.2: Choice Function calculations
Data Set Calculation alpha — 0 alpha = 1 Difference
5x5 m atrix 13a + 1 6 0.8125 0.7647 0.0478
5x5 inverse m atrix 6a + 9 0.6667 0.6000 0.0667
5x10 m atrix 260:4-32 0.8125 0.7879 0.0246
10x10 m atrix 52«4-64 0.8125 0.8000 0.0125
5x5 complement coded m atrix 19«4-25 0.7600 0.7308 0.0292
e) is the complement coded form of a).
Consider also the letter ’B ’ similarly constructed from a) to e) above using Figure 4.3 as a 
template. m
Figure 4.3: The letter ’B ’ in bitmap form
The Choice function is used purely to calculate which W j will be used in the vigilance test. 
The winning node J  is determined by whichever j  produces the maximum T. The calculations 
in Table 4.1 assume th a t the letter ’B ’ has already been learned by the system.
Table 4.2 details the results of the Choice function value Tj when the d ata  in Table 4.1 is 
used.
As it was shown in Chapter 3.3, as a  ^  0, the system enters the conservative limit which 
minimises recoding. This effectively biases the system towards existing clusters rather than
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Table 4.3: Choice Function calculations revisited
Data Set Calculation alpha — 0 alpha =  1 Difference
5x5 m atrix 13« + 1 6 0.8125 0.7647 0.0478
5x5 inverse m atrix 6« + 9 0.6667 0.6000 0.0667
5x10 m atrix (*) 262 « + 3 2 0.8125 0.7647 0.0478
10x10 m atrix (*) 524 « + 6 4 0.8125 0.7647 0.0478
5x5 complement coded m atrix  (*) 192«+ 25 0.7600 0.7037 0.0563
towards coding new clusters. Examining Table 4.2 shows th a t when o: =  1 for the 5x5 m atrix  
case, the system is biased away from the conservative limit more than  for the 5x10 or the 
10x10 m atrix  case. However, when looking a t the dataset, there is no more information in 
the 5x10 or the 10x10 input than  in the 5x5 input. The effect this has on a  system is th a t 
there will be a better degree of code compression, leading to more consistent clustering. If 
this is not the intended behaviour of the system, then this can cause a  problem. If a dataset 
has large inputs, then the system will be biased towards code compression th a t would have 
to  be compensated for when choosing a  value for the choice parameter.
W hilst this isn’t  a m ajor problem and has solutions, it does have implications for the use 
of complement coding, section 2.2.1.2. Complement coding is simply tagging the inverse 
m atrix  onto the end of the original input, but has been proven to  improve stability/clustering 
consistency. Looking a t the 5x5 inverse m atrix  result in the table above shows th a t the 
inverse m atrix alone biases the system away from the conservative limit. The complement 
coded m atrix, however, biases the system towards the conservative limit. Given the analysis 
above, this should be expected as the complement coded m atrix is adding new information 
but also increasing the size of the input to  effectively a 5x10 matrix. Because of this, an 
adjustm ent should be made to the choice param eter before any meaningful comparison can 
be made. Going from a 5x5 to a  5x10 m atrix  is a factor of 2 difference, and a 5x5 to  a 10x10 
is a factor of 4 difference. W ith this in mind, the results are reproduced in Table 4.3, where 
(*) denotes corrected results.
As can be seen, this simple adjustm ent satisfactorily compensates for the undesired biasing 
towards the conservative limit for an increase in input size. No experiments th a t compare 
results for different sized inputs, including with or w ithout complement coding, should be 
made w ithout bearing this in mind and making the appropriate adjustment.
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Table 4.4; Carpenter and Grossberg data  results
Ti-ivial Data Set Non-trivial Data Set
Input Non-corrupt Corrupt w/o Corrupt w Non-corrupt Corrupt w/o Corrupt w
1 10 10 19 11 11 112 11 11 11 11 11 233 8 8 8 12 12 244 1 1 1 0 12 12
5 3 -1 21 0 12 136 0 0 0 14 14 147 3 13 16 10 12 25
8 4 4 4 2 2 29 14 14 14 9 7 710 12 12 12 1 10 1011 6 6 6 10 12 2612 2 2 2 8 12 1713 7 -1 17 13 13 1814 7 -1 18 3 7 1615 9 9 9 4 4 4
16 0 0 10 5 13 1917 15 15 15 5 14 2018 10 -1 20 6 12 21
19 13 13 13 6 12 2220 5 5 5 7 7 15
Created 16 16 22 15 15 27
Used 16 14 20 15 15 20
Differences 5 7 Differences 12 16
4 .3 .2  T h e C hoice E q u ation
As mentioned in section 4.1, the goal of this work is to  develop a more noise tolerant neural 
network th a t clusters noisy inputs into the same cluster as their non-corrupt counterparts. 
This section uses the same data  set as section 3.2 and [34] for a trivial set and 20 inputs from 
the MSTAR database as a  non-trivial set. Both sets are given in appendix C. These two data  
sets represent the non-corrupt inputs. To present the same data  corrupted by noise, each set 
is subject to processing to  add 4% target noise.
A Fuzzy ART network is created w ithout using complement coding. The non-corrupt inputs 
are presented to  the network and learning ensues. As before, ck =  0.1, ^  =  0.7 and p — 0.9. 
Once the network has learnt all 20 inputs, the system is prevented from further learning. 
The corrupt inputs are then presented to the network. If the network is unable to  cluster an 
input into one of the learned clusters, then the network reports ”-1” , otherwise it specifies 
the cluster the input was clustered into. Following this, learning in re-enabled and the noisy 
inputs are re-presented to the network.
As a benchmark, the traditional Carpenter and Grossberg Choice equation is used and the
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results given in Table 4.4. An explanation of Table 4.4 follows.
The first column indicates the input number, from 1 to  20. The second column shows to  which 
cluster the corresponding input was clustered into. For example, the first input was clustered 
into cluster 10. The third column details how the corrupt inputs were clustered, without the 
network learning from the inputs. As can clearly be seen, there are 4 cases where the network 
was unable to cluster inputs. Not only has the Carpenter and Grossberg algorithm failed to 
cluster all of the inputs, b u t it has also mis-clustered input 7. This situation is worsened 
when the network is allowed to  learn from the inputs, as shown in the third column. Each 
of the 4 inputs which were not previously clustered are now allocated new clusters, as is 
expected, bu t it now manages to  mis-cluster input 1 as well as choosing a different cluster 
yet again for input 7. The fifth column is the uncorrupt SAR target d ata  clustering results. 
The sixth column presents the results of the corrupt SAR target d a ta  when clustered w ithout 
learning. In this case, the network mis-clusters inputs 4, 5, 7, 9, 10-12, 14, and 16-19. As far 
as clustering consistency goes, this result is catastrophic. Again, the situation worsens when 
the network is allowed to learn from the noisy inputs, the results of which are in the seventh 
column. This time, there are only 4 inputs clustered consistently. At the bottom  of the table 
is a summary of the number of clusters created, the number used and the number of cluster 
differences between the non-corrupt and the 2 corrupt cases.
I t  should be emphasised th a t the goal of this work is to reduce the mis-clustering. The 
Carpenter & Grossberg equation works by calculating how much smaller the chosen weight 
is than  the input: a match. If all components of the weight are larger than  the corresponding 
components of the input, then the weight is said to  be a superset of the input and hence 
the equation reduces to  the input over the input. If, however, the weight is smaller than  the 
input, then the weight th a t maximises the ration of the weight to the input is chosen.
Another author has also looked a t improving ART’s clustering capability when presented 
with noisy inputs [37]. As a comparison, the results of Sadananda et aUs similarity criterion 
are given in Table 4.5, when subject to  the same test as per previously mentioned for the 
Carpenter and Grossberg Choice Equation. The Sadananda similarity metric for Choice is 
given in Equation 4.2.
 ^ a + ] W j J - f | I |  ( l A W j l   ^  ^ ^
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Table 4.5: Sadananda data  results
Trivial Data Set Non-trivial Data Set
Input Non-corrupt Corrupt w/o Corrupt w Non-corrupt Corrupt w/o Corrupt w
1 16 16 16 8 8 82 11 11 11 8 8 25
3 8 8 8 13 13 234 1 1 1 0 13 12
5 3 -1 21 0 13 22
6 0 0 0 13 13 137 3 13 17 13 11 11
8 4 4 4 2 2 2
9 14 14 14 2 7 710 12 12 12 1 4 4
11 6 6 6 12 12 24
12 2 2 2 12 10 1013 7 -1 18 12 12 1614 7 -1 19 5 7 1515 9 9 9 4 4 1716 10 10 10 5 12 18
17 15 15 15 5 13 1918 16 -1 20 6 12 20
19 13 13 13 6 12 21
20 5 5 5 7 7 14
Created 17 17 22 14 14 26
Used 17 15 20 10 8 20
Differences 5 5 Differences 11 17
It must be emphasised th a t this similarity m etric was designed to  be used in the vigilance test 
and for binary valued inputs. However, it can be seen from Table 4.5 th a t the Sadananda 
similarity m etric performs better a t clustering noisy inputs more consistently with their 
uncorrupt counterparts than  the one used by Carpenter and Grossberg. For the trivial data  
set subject to noise with learning enabled, the number of differences is decreased from 7 to
5. However, with the SAR data  set, the number of differences increases by 1. This is not 
a good result for the Sadananda similarity m etric as it implies that, for real world data, it 
performs less well than  the original Choice equation.
Figures 4.4 and 4.5 are for comparison with Figures 3.14 and 3.16 respectively using the 
trivial data  set under the same conditions. These figures highlight very well the im portant 
role the Choice equation has on the overall system. The mesh plot in Figure 4.5 clearly shows 
the problem previously discussed with the Carpenter & Grossberg vigilance equation.
A novel similarity metric for the Choice equation improves on both the Carpenter &; Grossberg 
and the Sadananda et Al. similarity metrics. I t  has been designed to  specifically address the 
problem of clustering consistency. It was designed after studying the clustering performance
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OSpSI
Figure 4.4: Sadananda Cluster formation for 0 < p <  1: increment of 0.001
of Fuzzy ART in Chapter 3, the improvements Lee et Al. made [34] and the results given by 
the Sadananda similarity metric results in Table 4.5.
When put to the same test as per Tables 4.4 and 4.5, the results are given in Table 4.6. These 
results show a much improved system over both the Carpenter & Grossberg Choice equation 
and the Sadananda Choice Equation. For the trivial data  set, the Carpenter & Grossberg 
Choice has a 35% error rate, whereas the other two similarity metrics only have a 25% error 
rate. For the 128x128 continuous valued MSTAR data set, the number of differences for 
the Carpenter & Grossberg, Sadananda and the modified choice equations are 16, 17 and 6 
respectively. This equates to an error rate of 80%, 85% and 30% respectively. Although an 
error rate of 30% is still high, it is 50% lower than any other Choice equation.
The Carpenter & Grossberg Choice equation is flawed as it assumes th a t a similarity of unity 
(maximum value) is correct when the weight is exactly equal to, or is a superset of the input. 
It should equal to unity if and only if they are exactly alike. Anything else should result in a 
value less than 1. The Sadananda similarity metric goes a long way to solving this problem, 
and indeed is a suitable solution in the binary case. This similarity metric calculation is 
always the ratio of the size of the subset pattern  and the size of the superset pattern  and 
will always be < 1. The limitation of this m ethod, however, is dem onstrated in Table 4.5. 
I t ’s clustering consistency performance is better than the Carpenter & Grossberg equation 
for the binary case, but is worse in the continuous valued, non-trivial case. In this case, the 
equation only functions as designed when | l A W j |  =  I o r W j  exactly.
The new similarity metric is given in Figure 4.6. The similarity metric is based on a penali­
sation system where there is a measure of punishment for a mismatch between the input and
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a  -  0.1: p, p in 0.1 increments
V 20
0.1 ^ps 1
Figure 4.5: A graph showing a, 0, p and number of clusters formed for Sadananda choice
a weight. Every time there is a difference, an amount equal to 1 over the size of the input 
is subtracted from unity. This has the result that, in the binary case, if the weight is totally 
different to the input, then the similarity will be zero. In the continuous case, the system is 
paying more attention to  how different the input and the weight are, than  to  how similar they 
are. So any differences, no m atter how small, are criticised as much as complete opposites. 
This has the potential to  be quite dangerous, as real world continuous data  are subject to 
small fluctuations in noise, but experimentally, the algorithm preserves consistency.
A modification of the novel similarity metric for the Choice equation shows the performance
Tj  = 0 .0 ;
T o ta l j  =  1.0; 
ForEach Ij ^  Wj,
{
T o ta l ;  =  1 .0 /s iz e ;  
Tj  =  m a x (T j, T j);
Figure 4.6: Novel Similarity Metric for Fuzzy ART Choice
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Table 4.6: Novel Choice equation data  results
Trivial Data Set Non-trivial Data Set
Input Non-corrupt Corrupt w/o Corrupt w Non-corrupt Corrupt w/o Corrupt w
1 13 13 13 0 0 02 11 11 11 0 0 16
3 8 8 8 13 13 13
4 1 1 1 2 2 2
5 3 -1 21 2 2 2
6 0 0 0 14 14 14
7 14 14 14 1 1 18 4 4 4 4 -1 17
9 15 15 15 5 5 510 12 12 12 6 6 611 6 6 6 7 7 712 2 2 2 11 11 11
13 7 -1 18 4 -1 1814 7 -1 19 9 9 9
15 9 9 9 10 10 10
16 10 10 10 3 3 3
17 16 16 16 15 15 1518 13 -1 20 12 -1 1919 14 14 17 12 -1 20
20 5 5 5 8 -1 21
Created 17 17 22 16 16 22
Used 17 15 18 16 16 19
Differences 4 5 Differences 5 6
of the same algorithm when attention is paid to  the size of the difference between the input 
and the chosen weight. The size of the decrement in the algorithm in Figure 4.6 is scaled 
by the size of the difference between the input and the weight. As both the input and the 
weight are bound in the range 0 <  a? <  1, then exact opposites will decrement the similarity 
measure by 1 over the size of the input, whereas a  greater similarity between the input and 
the weight will reduce the decrement. The results are given in Table 4.7.
Compared with the Novel similarity m etric proposed, the results for the modified Novel simi­
larity m etric are surprisingly poor. However, the results are still better than  the Carpenter & 
Grossberg Choice equation and are still better than  the Sadananda similarity m etric for the 
continuous case. Closer scrutiny reveals why this m ethod does not perform as successfully as 
intuition suggests. Each MSTAR input is 128x128 pixels with the target placed in the center. 
The target is only approximately 50x50 pixels. T hat means th a t there is a region of pixels 
(128xl28)-(75x75) th a t aren’t  relevant. Even though there is no data  contained within these 
surrounding pixels, there is random  noise (which is present in the target also). As humans, 
we easily filter this random noise out, bu t the neural network cannot do this. Moreover, the 
modified novel similarity m etric for the Choice equation uses the exact difference values in
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its calculation, whereas the novel similarity m etric doesn’t. It just so happens th a t the size 
of the differences outside of the target can be larger than  the size of the target differences. If 
we take a variation of 0.5 per pixel, then the following holds:
Target =  75 * 75 * 0.5 =  2812 (4.3)
Surrounding area =  (128 * 128 * 0.5) Target =  8192 2812.5 =  5478.5
The novel similarity metric, although affected by the presence of random noise, does not 
take into consideration the size of the random noise. If there were no random noise, then 
the calculated T j  would be higher, b u t as only the maximum value is necessary, there is no 
detrim ental effect of the lower T j.  The poor performance is due to the change in search order 
instigated by the size of the random noise; a  factor which doesn’t come into the novel choice 
equation. If the search order is different and the vigilance test is passed, then a different F2 
node will be re-coded to  take on inappropriate data. The subject of random noise will be 
revisited in section 4.4.
Tj =  0.0;
T otalj- =  1.0;
ForEach I* ^  Wji
{
T o ta l j  =  ( 1 .0 /s iz e )  * ab sC lj -  Wji);
Tj  =  m aæ (T j, Tj) ;
}
Figure 4.7: Modified Novel Similarity Metric for Fuzzy ART Choice
4.4 Improving the Vigilance Equation
This section details the work carried out to  improve the Vigilance equation for clustering 
consistency. The goal of this work is to achieve greater clustering consistency between inputs 
which are corrupt by noise and inputs which are not corrupt by noise. As before, a Fuzzy 
ART network is created w ithout complement coding. All param eter values are the same as 
before and the experiments are carried out in the same way. Table 4.4 is also applicable for 
the Carpenter & Grossberg Vigilance results. To re-cap, in the case of the trivial data  set 
(the binary valued bitm ap characters ’A’ to  ’T ’) there are 5 clustering differences between
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Table 4.7: Modified Novel Choice equation data  results
Trivial Data Set Non-trivial Data Set
Input Non-corrupt Corrupt w/o Corrupt w Non-corrupt Corrupt w/o Corrupt w
1 10 10 19 8 8 8
2 11 11 11 8 8 253 8 8 8 13 13 234 1 1 1 0 12 12
5 3 -1 21 0 12 22
6 0 0 0 13 13 137 3 13 16 11 11 11
8 4 4 4 2 2 2
9 14 14 14 9 7 7
10 12 12 12 1 4 4
11 6 6 6 10 12 2412 2 2 2 10 10 1013 7 -1 17 12 12 1614 7 -1 18 3 7 1515 9 9 9 4 4 1716 0 0 10 5 12 1817 15 15 15 5 13 1918 10 -1 20 6 12 2019 13 13 13 6 12 21
20 5 5 5 7 7 14
Created 16 16 22 14 14 26
Used 16 14 20 14 8 20Differences 5 7 Differences 10 15
the corrupt input and the non corrupt input when learning is prohibited, and 7 differences 
when learning is allowed. In the non-trivial d a ta  set (the continuous valued MSTAR data) 
there are 12 differences between the corrupt input and the non corrupt input w ith learning 
prohibited, and there are 16 differences when learning is re-enabled.
Another author, Khin et a l has looked a t ART-1 similarity measures with the aim of correctly 
fulfilling the problem w ith the Carpenter Sz Grossberg vigilance similarity metric; th a t of 
increasing clusters not being created with increasing vigilance param eter value [43]. The 
Khin vigilance equation is given in Equation 4.4.
| lA W j |4 - |W j | 
|W j| +  |I| (4.4)
If the Khin vigilance equation is pu t to  the same tests as the Carpenter & Grossberg vigilance 
test, then the results are given in Table 4.8. It is left to the interested reader to  verify th a t 
the Khin vigilance equation meets its design requirements in [43], but it is clear to  see from 
Table 4.8, th a t this equation does not make a  significant improvement over the Carpenter 
& Grossberg equation. In fact, for the trivial d a ta  set, the clustering consistency results are
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Table 4.8: Khin Vigilance equation data  results
Trivial Data Set Non-trivial Data Set
Input Non-corrupt Corrupt w/o Corrupt w Non-corrupt Corrupt w/o Corrupt w
1 12 12 20 15 15 302 10 10 10 15 15 313 2 11 11 9 9 254 9 9 9 3 3 3
5 10 13 18 3 3 36 0 0 0 16 16 317 11 11 18 6 16 298 6 12 17 12 16 259 8 13 13 1 4 6
10 4 13 14 0 0 011 5 5 5 13 15 1912 1 1 1 4 14 2213 6 13 15 14 14 3014 6 13 15 1 4 715 11 11 19 8 8 8
16 0 0 12 15 15 2817 13 13 19 12 16 2818 12 12 20 5 15 2319 11 11 16 5 15 2720 4 4 4 2 12 21
Created 14 14 21 17 17 32
Used 12 9 16 14 9 15
Differences 7 14 Differences 10 16
worse than  the original and only slightly better for the MSTAR d ata  set. It must be made 
clear, though, th a t this equation was designed to  work with binary valued data, i.e. ART-1. 
Its extension into Fuzzy ART is unsuccessful.
A new vigilance equation is proposed here, known as Proposed N o.l, which attem pts to 
improve the clustering consistency. Its equation is given in Figure 4.8 and the results are 
given in Table 4.9.
T ota lj =  1.0;
ForEach If ^  Wj»
{
T ota lj =  (1 .0 /s ize ) * abs(If -  Wji) ;
}
p  <  T ota lj
Figure 4.8: Modified Novel Similarity Metric for Fuzzy ART Vigilance 
This equation is based on the same equation as the modified novel similarity metric for
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Table 4.9: Proposed N o.l Vigilance equation data  results
Tiivial Data Set Non-trivial Data Set
Input Non-corrupt Corrupt w/o Corrupt w Non-corrupt Corrupt w/o Corrupt w
1 0 0 0 0 0 0
2 1 1 1 1 1 1
3 2 2 2 2 2 2
4 3 3 3 3 -1 12
5 4 4 16 3 -1 126 5 5 5 4 4 47 4 4 4 5 -1 138 6 6 6 6 6 69 7 7 17 3 3 310 13 7 7 3 3 311 8 8 8 8 -1 1412 9 9 9 5 -1 1513 10 10 10 7 7 714 10 10 10 5 5 5
15 3 -1 14 8 8 816 5 5 0 9 9 917 11 11 11 10 10 1018 0 0 15 11 11 1119 12 12 12 11 11 1620 13 13 13 11 11 11
Created 14 14 18 12 12 17
Used 14 14 18 12 12 17
Differences 2 6 Differences 5 6
Choice. Clearly, the results are much better than  the Carpenter Sz Grossberg equation. 
There are fewer mis-clusterings in the trivial case and in the non-trivial case. This equation 
was inappropriate for the choice equation as the size of the random noise was influencing the 
search order. This was focusing the vigilance equation on the random noise and not on the 
target noise. This time, the choice equation suggests a cluster to the vigilance test, which 
then uses the sizes of all differences to calculate how close the input is to  the stored cluster. 
For the MSTAR data, as the random noise is generally very small (in comparison to  the size 
of the target noise), the vigilance equation is able to  focus on the target noise and hence 
make a better attem pt to cluster consistently.
Another proposed vigilance equation, known as Proposed No.2, is given in Equation 4.5.
P < | l A W j |  +  |W j || W j | 4 - | I |  +  abs(I W j) (4.5)
where abs(A-B) is the absolute value of A-B, i.e. the size of the difference between the input 
and the suggested cluster. The results can be found in Table 4.10. On initial inspection, 
the results are astounding as not only is the binary valued input clustered more consistently
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than  the Carpenter & Grossberg equation, bu t there are no clustering errors in the continuous 
valued input test. The results in the trivial data  set case are better than  any of the previously 
given equations. In the limiting case where the input and the suggested cluster are identical, 
the right hand side of the equation reduces to  1, so the equation is limited to unity. The 
random noise present in the training set (non-corrupt inputs) forces the network to create 19 
clusters (not 20, because inputs 4 and 5 are identical) as there is generally greater than 10% 
random noise. This amount of noise is obtainable simply by there being a difference of 0.1 
for each element of the input, which equates to a total size of 128x128x0.1 =  1638.4. As the 
vigilance param eter is set to 0.9, then a high number of clusters will be formed. During initial 
training, the abs(I W j)  component on the denominator forces the calculated vigilance lower 
than  0.9, and so each input gets its own cluster. Then, as there is only 4% target noise per 
input, the network has no problem assigning each corrupt input to  its non-corrupt input’s 
cluster. To dem onstrate this, consider Table 4.11. As the table clearly indicates, even 8% 
noise is absorbed. In fact, when the input is subject to  target noise of 16%, the network starts 
displaying figures similar to those given by the Carpenter & Grossberg vigilance equation and 
the Khin et al. vigilance equation. This is a significant improvement over any of the other 
vigilance equations presented here.
The reason why this equation doesn’t  perform as spectacularly in the trivial data  set case, 
it due to the lack of random noise. In the trivial case, all 25 elements of the input are part 
of the target, (5x5 binary input).B ut in the non-trivial case, as already mentioned in section 
4.3.2, the target to  be clustered is actually a 50x50 element square in the centre of the input. 
All the rest is irrelevant - however, this more accurately reflects how real world data  as the 
targets aren’t  exactly the same size. This can be seen in appendix C.
Also available in appendix H is the full set of results tables covering both 8% and 16% noise 
for all of the vigilance equations discussed in this section.
4.5 Improving the Learning Equation
This section details the work carried out to improve the Learning equation for clustering 
consistency. Again, the experiments performed here are the same as in previous sections in 
this chapter. Table 4.4 is also applicable for the defaults Carpenter & Grossberg equations to 
which the results discussed will be compared. As a reminder, the learning equation is given 
in Equation 4.6.
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Table 4,10; Proposed No.2 Vigilance equation data  results
Trivial Data Set Non-trivial Data SetInput Non-corrupt Corrupt w/o Corrupt w Non-corrupt Corrupt w/o Corrupt w1 13 13 19 0 0 02 1 1 1 1 1 13 2 2 2 2 2 24 3 3 3 3 3 35 4 -1 17 3 3 36 0 0 0 4 4 47 4 4 4 5 5 58 5 5 5 6 6 69 16 16 16 7 7 710 6 6 6 8 8 811 7 7 7 9 9 912 8 8 8 10 10 1013 9 9 9 11 11 1114 10 10 10 12 12 1215 11 11 11 13 13 1316 0 13 13 14 14 1417 12 12 12 15 15 1518 13 -1 18 16 16 1619 14 14 14 17 17 1720 15 15 15 18 18 18Created 17 17 20 19 19 19Used 17 17 20 19 19 19Differences 3 4 Differences 0 0
Table 4.11: Proposed No.2 Vigilance equation data  results, 8% Sz 16% noise
Non-trivial Data Set, 8% noise Non-trivial Data Set, 16% noiseInput Non-corrupt corrupt w/o corrupt w Non-corrupt corrupt w/o corrupt w1 0 0 0 0 0 192 1 1 1 1 1 13 2 2 2 2 2 24 3 3 3 3 -1 205 3 3 3 3 -1 216 4 4 4 4 4 47 5 5 5 5 -1 228 6 6 6 6 6 69 7 7 7 7 -1 2310 8 8 8 8 -1 2411 9 9 9 9 -1 2512 10 10 10 10 -1 2613 11 11 11 11 11 1114 12 12 12 12 -1 2715 13 13 13 13 -1 2816 14 14 14 14 14 1417 15 15 15 15 15 1518 16 16 16 16 -1 2919 17 17 17 17 -1 3020 18 18 18 18 -1 31Created 19 19 19 19 19 32Used 19 19 19 19 8 20Differences 0 0 Differences 12 13
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wÿiew) _  ^  +  (1 (4.6)
There is little one can change with this equation which does not require changes to  the 
model. The goal of the work is to  improve the existing model, ra ther than  create a new or 
substantially modified model. Looking back to  section 3.6, where the param eter effects on 
clustering is studied, especially a t the p art looking at fine increments, we see th a t the change 
in learning rate param eter has little influence on clustering. Figure 3.23 shows th a t all the 
learning ra te  param eter serves is to change the dynamic range of the vigilance param eter. For 
example, when 0.001 <  /? <  0.1, a vigilance level below 0.65 has no effect on clustering. W ith 
0.9 < (5 < 1.0, this vigilance effect is shown at approximately 0.3, thus there is finer control 
over how many clusters are formed. Clearly, modifying the learning equation to control the 
speed of learning via the learning ra te  param eter is not going to  achieve the goal of improving 
clustering consistency when presented with noisy inputs.
The options for modifying the learning equation in the existing framework are limited. There 
is a tremendous amount of flexibility for modifying the choice equation, with the only restric­
tion being th a t the cluster th a t more greatly matches the input should result in the maximum 
calculated T j.  There’s less scope for change in the vigilance equation, as the result must be 
bounded by 0 and 1.
Two proposals exist for a  modified learning equation - neither give as successful results as the 
modified vigilance equation. Both proposals approach the problem from different directions. 
The first uses the same equation as Carpenter & Grossberg, but punishes the maximally 
active T j  th a t is not the T j  th a t satisfies the vigilance test. Thus, this approach rewards the 
winning cluster and punishes the nearest (stronger) neighbour. The algorithm is as follows.
• The correct T j  has already been calculated by choice and vigilance
• A new T j  is calculated, Tj*, which is more maximally active than T j  but does not 
satisfy the vigilance test
•  If T j * exists, then perform the calculation in equation 4.7
• Perform the normal learning equation 4.6 on T j
6 8
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The ratio  was determined empirically for best results. The results are given in Table 
4.12. Although the results in the non-trivial data  set case are slightly better than  the original 
learning equation, they are worse in the  trivial, binary, data  set case. Moreover, there are 
significant problems with this solution. The number of clusters created is very high compared 
with the Carpenter & Grossberg equation. Although this can be overcome using a post­
processing module, such as cluster pruning to  remove the unused clusters, it would be better 
not to  create as many clusters in the first place. The excessive number of clusters is easily 
explained. As another cluster is being penalised for a  mis-match, the penalised cluster may 
no longer represent the input the cluster was created for - hence th a t cluster may no longer 
be used. This is why, in the non-trivial d a ta  set case, there are 28 clusters created, bu t only 
16 of them  are used. When the system has finally stabilised, 12 clusters are no longer being 
used. This equates to wasted memory and potentially longer search times if an input doesn’t 
activate the F2 neuron directly, i.e. there is a similarity between the input and other clusters 
in the system. There are 12 clusters not used in this case, but th a t is not to  say th a t they will 
not be used for other novel inputs outside of this dataset. The set of 20 inputs are clustered 
into 16 clusters, but novel inputs may be clustered into the currently unused 12 clusters. 
W hether to prune the unused clusters, as discussed in section 2.2,2, depends on system 
resources and whether their existence has a detrim ental affect on clustering performance.
Another problem with this solution is th a t for values of the learning ra te  param eter greater 
than  0.9, the system is performing some calculations on the verge of this system ’s com puta­
tional accuracy. In fact, in this system, this calculation will only work for values of (3 in the 
tenths, not in the hundredths.
The second proposed solution approaches the problem differently. This solution uses thresh­
olding to  decide how to update the weights. The threshold is determined by the learning ra te  
param eter, and a suitable value can only be chosen via experimentation. A suitable thresh­
old value will be dependent upon the input d ata  set and the amount of noise present in the 
input d a ta  set. The solution works on the premise th a t, if the learning ra te  is set high, then 
the difference between the input and the chosen cluster m ust also be high for fast learning 
to  ensue. If the difference is low, then slow learning ensues. The logic behind this is th a t 
during fast learning, the system may over-learn, or learn too quickly, when there is a strong 
similarity between the input and the chosen cluster. This results in noise being encoded in 
an uncorrupt cluster when the noise is rare. It is desirable, in this case, for the network to 
learn more slowly so th a t the noise may be forgotten quickly when successive inputs are not
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Table 4.12: Proposed N o.l Learning equation data  results
Trivial Data Set Non-trivial Data Set
Input Non-corrupt Corrupt w/o Corrupt w Non-corrupt Corrupt w/o Corrupt w1 10 10 20 18 27 372 13 13 13 27 27 273 8 8 8 23 23 234 1 1 1 24 24 245 3 -1 22 24 24 246 0 0 0 18 27 287 3 3 3 26 26 388 4 4 4 10 10 109 15 15 16 9 24 2610 11 11 11 19 8 811 6 6 6 11 27 3912 2 14 14 22 26 3013 7 -1 17 21 27 3114 7 -1 18 4 24 2915 9 9 9 11 27 3216 0 0 10 5 27 3317 14 14 19 5 27 3418 10 -1 23 6 27 3519 12 12 12 6 27 3620 5 15 21 25 26 26Created 16 16 24 28 28 40Used 16 14 20 16 7 19
Differences 6 10 Differences 13 14
Table 4.13: Proposed No.2 Learning equation data  results
Tiivial Data Set Non-trivial Data SetInput Non-corrupt Corrupt w/o Corrupt w Non-corrupt Corrupt w/o Corrupt w1 13 13 20 11 11 242 14 14 14 11 11 113 7 8 8 12 12 254 1 1 1 0 0 05 3 -1 23 0 0 126 0 0 0 14 -1 157 3 12 17 9 12 238 9 13 13 2 2 29 15 15 15 8 12 1310 10 10 10 1 9 911 5 5 5 9 9 2612 2 2 2 7 12 1713 6 -1 18 13 13 1814 6 -1 19 3 12 1615 8 8 22 4 4 416 11 11 11 10 13 1917 16 16 16 10 -1 2018 13 -1 21 6 12 2119 12 12 12 6 12 2220 4 4 4 5 12 14
Created 17 17 24 15 14 27Used 17 13 20 15 7 20
Differences 7 9 Differences 11 16
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subject to the same noise. The results are given in Table 4.13 and the algorithm is given in 
Equations 4.8, 4.9 and 4.10.
For each i, if
then
else
=  0{li A +  (1 (4.9)
Again, there is no vast improvement over the Carpenter & Grossberg equation. This is to  
be expected given the lack of modification options. In the binary case, the system performs 
worse than the original learning equation, bu t it performs slightly b etter in the continuous 
valued, MSTAR data set.
4.6 Concluding Remarks
This chapter details the work to improve the A RT’s capability to cluster noisy inputs more 
consistently with the uncorrupt counterparts. This means th a t the inputs having been subject 
to noise should be clustered into the same clusters as the inputs without noise. There are 
three points to  Fuzzy ART than  can be modified to  reach this goal. Each of the Choice 
equation, Vigilance equation and the Learning equation are targeted for improvement, with 
the greatest improvement coming from a change to  the Vigilance equation. In fact the results 
show th a t, where the Carpenter & Grossberg vigilance equation is affected significantly by 
only 4% target noise, similar results are obtained with the novel vigilance equation only at 
16% target noise or more. The system now copes with 8% target noise for the non-trivial 
MSTAR data  set. This is a significant improvement over the original equation. The amount 
of noise to which the d ata  sets were subject was chosen deliberately to  show how poor ART is 
a  coping with noisy data. Moreover, the general level of random noise present in the MSTAR 
data set is of the order of 10%. If this is indicative of the amount of noise generally present 
in SAR images, then the fact th a t the original ART model cannot cope with less than  half 
th a t amount of noise is significant. The proposed equations in this chapter show significant
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improvement over the original equation and they bring the level of noise th a t the network 
can tolerate to the level of the noise present in the MSTAR data set.
This chapter has also shown a  previously unseen problem with the Choice param eter. Fol­
lowing work in the previous chapter on the role of the choice param eter, its behaviour on a 
system is now understood and the results of the work in this chapter have significant impacts 
for the use of complement coding. I t  is seen th a t when comparing results for a  system which 
is complement coded and one which is not, th a t when using complement coding the system is 
biased towards the conservative limit. This is a side effect and is not desired. It is suggested 
th a t to overcome this problem, any Fuzzy ART neural networks build should use carefully 
chosen choice param eter values and th a t a suitable adjustm ent should be made when com­
paring inputs of a different size. For consistency, it is worth noting that, having said this, 
the work in this chapter doesn’t  take into consideration these choice param eter results. This 
is because the clustering between the two different data  sets is not being compared. The 
clustering for different equations is being compared and the two data  sets are separate cases.
A novel choice equation is described in this chapter th a t goes some way to help clustering 
consistency, but the full set of the results, which can be found in the appendices, shows no 
change when using the novel vigilance equation.
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C hapter 5
Software Im plem entation
Right from the start of the work detailed in this document, it was evident th a t a complicated 
and capable piece of software was needed in order to  achieve what was to  come. This section 
describes a little about the software reviewed th a t is freely available and the complex software 
written for specifically this purpose.
5.1 ART Simulators Review
The goal of this work is to create a modified ART neural network th a t is capable of clustering 
inputs subject to noise consistently w ith the same inputs th a t aren’t  subject to  noise. It 
addresses one of the key problems th a t Adaptive Resonance Theory faces. Before writing 
any software, it is always wise to  see w hat software is readily available, so as to not re-invent 
the wheel. Several code snippets were found which are specific to ART, and some were found 
th a t more generally simulate neural networks.
There is a small piece of code w ritten by J.K . Sam arabandu [68] th a t dem onstrates the A R Tl 
algorithm, but is not suitable to  base an advanced simulator upon. Paolo Gaudiano, a former 
student of G. Carpenter, wrote an ART2 simulator [69], but this work requires Fuzzy ART. 
Fuzzy ARTMAP has been coded by J. Reynolds [70], but again is not suitable.
The last three, P ittnet [71], P laNet [72] and SNNS [73] are all general neural network simu­
lators. Although very generic, it would be very tim e consuming to  develop a capable Fuzzy 
ART simulator using any of these three and the results would not meet the requirements 
exactly,
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5.2 The ART Gallery: The Chosen Software
Thus, a  simulator was w ritten which takes inspiration from a piece of software called the 
ART Gallery, which is w ritten by Lars Liden [74]. I t is old software which is designed to 
implement ART-1, Fuzzy ART, ARTMAP and Fuzzy ARTMAP and wraps functionality into 
modules for encompassing into library files for use by other programs.
The overall architecture and design of the program is suitable to  this work’s requirements but 
had a  number of software errors, or bugs. The simulator was re-written and stripped to  include 
only th a t required by this work, i.e. no ART-1, ARTMAP or Fuzzy ARTMAP capability, 
bu t the introduction of the capability to change any of the three governing equations was 
deemed imperative.
The program allows loading and changing of input pattern  files, creation of and saving of 
networks, saving as either a binary file or as a set of bitmaps. The inputs can be of any size, 
either binary or continuous. Networks can be created with or without using complement 
coding. At this stage, a set of options, including training, saving, testing (activation without 
learning), and changing of any of the learning equation and param eter, the vigilance equation 
and param eter, and the choice equation and param eter, are available.
The fiexibility of the program allows further equation choices to be added with a  minimum of 
fuss, and its modular design means th a t the software is easy to  m aintain and to  understand. 
The program also allows instruction from a specifically formatted text file, or instruction file. 
This allows the program to process a complex set of operations with the User is able to  do 
other things. This is especially useful as training on large input d a ta  sets can take anywhere 
from a few minutes to an hour or more on the average desktop machine. This batch mode 
processing capability is simply an extension of the standard interactive user interface and 
so the batch commands are almost identical to  the user interface key presses. The software 
comprises over 3300 lines of source code excluding header files. The software has been w ritten 
as a tool to aid rapid development of novel equations to  the standard Fuzzy ART model.
5.2 .1  S im ulator U sage
The simulator is used in the following way:
1. Initiate the program with the command ./artgal i. The option ’i’ tells the software
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th a t the User wishes to interact w ith the program. Figure 5.1 shows the simulator once 
initiated.
2. Load an input pattern  set by pressing ’P ’ or ’p ’ and typing the name of the input file 
to load when prompted, input.pat in this example.
3. Create a new network by pressing ’W ’ or ’w ’ and replying ’n ’ to  refuse complement 
coding, and enter 0.9, 0.1 and 0.7 for vigilance, choice and learning ra te param eters 
respectively.
4. Now th a t the network is created, type ’T ’ o r ’t ’ to  train  the network using the default 
equations, i.e. Carpenter & Grossberg’s equations. Once training is complete. Figure
5.1 represents the current state.
New ART G allery  
V ersion  1.6, Date 27 /0 6 /0 0  
W ritten. By: P eter  Saddingtbn
ART NETWORK;
Number o f F2 Nodes: IS Complement Coding; o f f
V ig ila n c e  le v e l : 0 .900 S ize ; 16384
Recoding ra te : 0 .700 Debug Level: 1
Choice parameter: 0 .100 Debug Output: o f f
V ig ila n ce  Equation: C arpenter & G rossberg
Choice Equation: Carpenter & Grossberg
Learning Equation: Carpenter & Grossberg
PATTERN SET:
Current p a ttern : in p u t, p a t
Input s iz e : 128 X 128 Number o f Inputs: 20
= 16384
Free N etw(o)rk Save Networ(k)
(T )ra in  Network T e ( s } t  Network
Change (V )ig ila n c e  L evel Change (C )hoice Parameter
Change Learning (R) a te (F )ree  P attern  S e t
Change (D)ebug L evel Toggle D e(b)ug Output
(Q )u it
>1
Figure 5.1; Simulator state  having trained the network
The User has a series of options regarding how much information is displayed during use. By 
default the simulator displays only summary information as shown in Figure 5.1, bu t more 
useful information can be displayed a t the User’s request. The options are:
0) No output
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1) 0 -f Input file name, size of inputs and number of inputs
2) 1 +  Clustering results
3) 2 +  The epoch number, number of resets and the number of categories created
4) 3 +  The category prototypes (weights)
5) 4 +  The set of winning calculations for each input
6) 5 +  All calculations
7) 6 -f Weights after each training epoch
Typically, option 3 is chosen, which then displays the information as shown in Figure 5,2. 
This is sufficient information to see how many F2 nodes are used, the number of resets, the 
number of epochs to stabilise, and the clustering of the input to stored clusters.
> t
Input FileName = in p u t.p a t Input s iz e  = 16384 Numbec of Inputs = 20 
alpha = 0.100000, beta  = 0.700000 and rho = 0.900000
epoch = 1, resets= 5 2 , commit = 8
epoch = 2 , resets= 59 , commit = 11
epoch = 3 , reseta= 47 , commit = 13
epoch = 4 , resets= 18 , commit = 14
epoch = S, resets= 1 4 , commit = IS
epoch = 6 , rese ts= 0 , commit = 15 
input 0; category 11 
input 1: category 11 
input 2: category 12 
input 3: category 0 
input 4: category 0 
input 5: category 14 
input 6: category 10 
input 7: category 2 
input 8: category 9 
input 9; category 1 
input 10: category 10 
input 11: category 8 
input 12: category 13 
input 13: category 3 
input 14: category 4 
input IS: category 5 
input 16: category 5 
input 17: category 6 
input 18: category 6 
input 19: category 7
Figure 5.2; Detailed simulator output information
An instruction file th a t performs the task detailed here is in Figure 5.3. The commands are 
the same as for the interactive user interface and can be of arbitrary length. Moreover, this
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flexibility allows a  series of networks to  be created, trained according to  certain param eters 
and then destroyed, allowing a whole series of experiments to  be undertaken w ithout user 
intervention.
p in p u t.p a t  
w n 0 .9  0 .1  0 .7  
d 3 
t  
o 
f
q
Figure 5.3: Sample instruction file contents
5 .2 .2  S im u la to r  F ile s
The source flies th a t malce up the sim ulator are as follows. Each ‘C ’ code source file has a 
corresponding header file with the same name:
# artgal.c - contains the main() and determines if the program is to be run in interactive 
mode or batch mode
• batch.c - when the program enters batch mode processing, this module processes the 
instruction file and issues the commands to  the other modules
•  choice.c - this modules contains all functionality pertaining to  the choice equation
• interf.c - this module is the heart of the program and contains the interface to  the 
interactive User and controls the network
• learn.c - the learning module contains all functionality relating to the learning equation
•  misc.c - all functions, such a fuzzy intersection and network initialisation, are contained 
here
•  net2bmp.c - when a User saves a  network as a series of BMP files, the conversion process 
takes place here, which converts the weights to produce bitm ap images
• vigil.c - this module contains all the functionality relating to  the vigilance equation
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This modular design lends itself to  extension as few files need to be modified to add, for 
example, another choice equation. I t  is sufficient to change the choice file and the interface 
file, so th a t the User can select the new option.
5.3 Noise Generation
In many of the experiments, the input is subject to  target noise - noise which obscures target 
information. This noise is generated by a separate piece of software w ritten specifically for 
this task. The amount of noise, e.g. 4% is specified on the command line and the software 
will select, a t random, 4% of the input elements per input and change their value. For binary 
inputs, the input element subject to noise is simply toggled to the opposite value. In the 
continuous valued case, any value over 0.5 is rounded down to 0.0 and any value under 0.5 is 
rounded up to 1.0, i.e. maximum distance away from the original value.
5.4 Conclusion
After a short review of the existing software simulators for Adaptive Resonance Theory 
software, the best course of action was to  write a  new simulator th a t focused upon allowing 
easy switching of the three governing ART equations. The new simulator, inspired by an 
existing capable ART simulator, has been w ritten th a t gives a  wealth of information regarding 
the working of the artificial neural network. Its design emphasised the need to  leave a set of 
experiments running w ithout User intervention.
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C hapter 6
Conclusions and Future Work
In summary, the work contained in this thesis comprises an in-depth study into the behaviour 
of Adaptive Resonance Theory (ART) Artificial Neural Networks (ANNs), which was origi­
nally developed by Carpenter & Grossberg. Each of the original equations was fully described 
in the introductory article by Carpenter & Grossberg back in 1987, [13]. However, never has 
a full range of values for each of the three param eters been investigated with such detail. The 
results of this investigation are intriguing.
The results of the Choice param eter investigation show th a t there are a  range of values 
for which the choice of value can affect the num ber of clusters formed and th a t this range 
changes depending on the other two param eters. Moreover, this range of values also changes 
depending on the size of the inputs. There is no mention in any of the current literature 
saying th a t the choice param eter should be chosen as a function of the size of the input, but 
this indeed should happen. More im portantly, to  make meaningful comparisons, the choice 
param eter should be changed when complement coding is used, as effectively, the size of the  
input has now changed. If the choice param eter is not compensated for the change in the size 
of the inputs, then the network will be biased towards the conservative limit unintentionally. 
Depending upon the size of the input and the choice of the other two param eters, th is can 
significantly affect the number of clusters formed.
The vigilance param eter investigation shows the results found previously by other researchers. 
As the vigilance param eter increases, there is not a monotonie increase in the number of 
cluster formed. This is contrary to the original design of the vigilance parameter.
The last param eter investigation, the learning ra te  param eter, clearly shows another well 
documented problem called category proliferation. W ith low values of learning rate, the
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system adapts more slowly to  changes in the input, but this slow adaptation tends to form 
intermediate clusters which eventually no longer represent any of the inputs. This is why, at 
low learning ra te  values, there can be more clusters created than a t high learning rates.
The lessons learned in each of these investigations has been carried forward into the devel­
opment of a set of novel equations which independently go some way to  achieving the work’s 
purpose. The purpose of the thesis is to develop novel equations th a t improve ART’s ca­
pability to  correctly cluster inputs which have been subject to noise w ith their uncorrupt 
counterparts. The work is concerned with practical applications of these results and so is 
interested in noise which obscures a given target, i.e. the recognition of a  target which is 
partly  covered by, for example, shadow and other objects. This is specifically why Automatic 
Target Recognition is covered. The noisy data  used in the work does not have co-located 
noise, as one would expect for target noise. This is because the architecture framework has 
no method in place for determining whether noise is distributed over the target, or is located 
in a  single region. However, the noise should be a very different value from the target, hence 
noise has been added to the data  sets with values as far away from the original value as 
possible. Typically, if a target is only partially visible, then it is usually obscured by an 
object th a t is dissimilar to the target.
To test the novel equations developed in this thesis, two data sets are used. One is a  simple 
data  set of 20 letters of the English alphabet, letters ’A ’ to ’T ’, arranged in a 5x5 binary 
m atrix. Noise is added by toggling a single random element of each letter. This equates to 
4% target noise. The second data  set is taken from the MSTAR database, which comprises 
Synthetic Aperture R adar images of tanks and armoured personnel carriers. Again, 20 targets 
were taken. Each target is a  128x128 continuous valued m atrix in the range 0 to  1. As a 
comparison, 4% target noise is added by calculating the furthest value from the original 
values for 656 random elements. As a further complications, the MSTAR d ata  set is subject 
to  random noise also, which is not present in the alphabet data  set. The random noise can 
affect the choice search order as the noise is typically a 5% either side of the mean. W ith 4% 
target noise (4% of the elements in error) and an error of 5% per element, calculating the 
correct cluster is much harder than  in the binary case. The fiexibility of the choice equation 
and the lack of fiexibility of the vigilance equation means th a t if the choice equation picks the 
wrong cluster, then it is eliminated a t vigilance and the search continues. Thus the random 
noise only complicates m atters a t cluster formation time with the non-corrupt inputs, and 
not a t the clustering time with the corrupt inputs.
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A  novel choice equation is developed which improves clustering consistency over other leading 
choice equations in the literature. In fact, for the MSTAR data set, the improvement is a 
factor of 2 over the original Carpenter & Grossberg equation.
A novel vigilance equation is developed which improves clustering consistency substantially 
over other vigilance equations for this architecture. The novel equation is able to  cluster 
consistently all inputs subject to 4% noise. Only when noise is increased to 16% do the 
results fall to Carpenter & Grossberg levels.
Lastly, a novel learning equation is developed which only marginally improves over the original 
equation. It is shown th a t the scope for modification of the learning equation is very limited 
w ithout changing the architecture. A change in architecture is not a goal of the work.
6.1 Recomm endations for Future Work
The work contained in this thesis goes some way to  solving the biggest problem with this 
artificial neural network. The results described in this document certainly meet the goal, 
which was to develop new ART equations which would improve clustering consistency. How­
ever, as it typical when dealing with eliminating the effects of noise, improvements can still 
be made. It is, however, unreasonable to  expect an autom ated system to  filter out the  noise 
th a t even a human expert cannot filter out. It is usual to expect th a t an autom ated system 
can perform similarly to  a hum an expert bu t perform the task as quick as, or faster w ith­
out a large number of false positives, or wrong guesses. This, of course, depends upon the 
application area. W ith autom atic target recognition, the application area can require very 
confident matches, for example for m ilitary applications, or the number of false positives 
may not be particularly im portant, for example for number plate recognition or character 
recognition with user supervision. W hatever the application may be, the results witnessed in 
this document still are poor for such a low level of noise. Generally, when processing images, 
a human has no problem filtering out 4% noise. This goes some way to  dem onstrating how 
poor ART’s performance is a t clustering consistently noisy inputs.
As mentioned previously in this work, another of ART’s m ajor drawbacks is its inability to 
give an indication as to  the true number of clusters present in the input data  set, section 
2.2.2. Indeed, for any set of system param eters, there is not even a level of confidence given 
to show th a t the set of system param eters is getting results which are correct. Experimental
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analysis with other sets of system param eters will eventually lead to an underlying trend 
upon which one can base an estim ation of the true number of clusters present in the input 
data  set. How can a  figure of m erit (level of confidence) be provided in order to determine 
whether the set of param eters is providing correct results without having to experiment with 
a number of different param eter sets? Perhaps the work could sta rt by taking a look a t the 
Choice equation, which governs the order of search for the correct cluster?
If an ART system of any kind produces an excessive number of clusters (section 2.2.2), can 
a mechanism be constructed to either remove the number of unused clusters (how can it be 
determined th a t clusters are indeed unused?) or even to  prevent this from happening? Could 
there be a post processing stage added which can reduce the number of unused clusters? 
Chapter 4.1 discusses the three ways th a t inputs can be mis-clustered. Is there a way to 
determine which of those possible scenarios leads to  the mis-clustering? If this is so, more 
work could be directed towards preventing this from happening.
6 .1 .1  C om pare w ith  o th er  C lu ster in g  A pproaches
A piece of work which is imperative is to  check how one approach compares with another. 
Only then can one make an informed decision as to which approach is suitable for any given 
task. ART’s clustering should be compared with other unsupervised artificial neural network 
approaches, such as the Kohonen Self-organising map, to  determine how much improvement 
is necessary to make the network competitive.
Typically, one should then compare results with a non-artificial neural network approach, as it 
is often the case that, for well defined problems, statistical approaches outperform intelligent 
ones. Certainly in the case of character recognition, statistical solutions are very capable 
capable, but have to be adapted for different typefaces. For generic object recognition, there 
needs to be an established model of the object in question for traditional methods to recognise 
them  - bu t neural network approaches are better able to generalise.
Once the comparison is complete, the researcher will have a better defined goal.
6 .1 .2  Further V alid ation
The results in this thesis have been tested extensively with two data  sets. The algorithms 
were developed using the trivial d a ta  set: the 5x5 binary m atrix of 20 characters. The new
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equations were then tested on more practical data, a small section of the MSTAR d a ta  set. 
These tests ought to be extended, in the first instance, to  a greater range of noisy data. 
Although some tests used d a ta  corrupt w ith 8 and 16% noise added as well as the 4% noise, 
the system should be tested with several sets of data  corrupted with randomly distributed 
target noise. This will prove the robustness of the developed equations. It would be then 
interesting to  see how a  range of values for the param eters affects the clustering process and 
w hat the results are of all three novel equations interacting would be.
Once more thorough testing is complete, the system should be tested on a greater proportion 
of the MSTAR data  set and then different d ata  sets should be used from different sources. If 
the system performs as expected, only a t this stage can the work be proved to be successful.
In order to  achieve this, the software simulator w ritten and described in chapter 5 should 
be taken and incorporated into a dedicated application area as an application solution, e.g. 
image recognition. The Khoros visual programming environment software from Khoral, Inc. 
(http://w w w .khoral.com ) would be suitable as it allows extension via programming. The 
software facilitates generation of image processing software. This enables the development of 
an application specifically for the recognition of targets th a t are subject to  noise.
Once such an application exists, testing the developed software is made easier as Khoros has 
a number of data  input filters which allows d a ta  in multiple formats to  be read. This would 
greatly enhance and hasten testing of the software.
6 .1 .3  Spatia l con sid eration
As mentioned previously, the target noise added to  the input data  is distributed randomly 
over the whole input. As far as the current model is concerned, this is sufficient to represent 
target noise, as there is no consideration to spatial differences in the input built into the 
neural network. In practice, target noise is co-located, or bursty in nature, usually covering 
only a  section of the target. This may be obscuration in images or tem porary unpredictable 
crackling in speech signals. I t is often necessary to  filter out this crackling or recognise an 
object th a t is not entirely visible. Modifications to  Adaptive Resonance Theory exist to  take 
inputs from multiple sources at the same time, or th a t is capable of coping with time delayed 
inputs, bu t it has no derivative to cater for spatial anomalies.
A new ART model is necessary which is designed to recognise 2-dimensional images. I t ’s 
possible th a t this could talœ the form of a synthesis between Kohonen’s Self-organising map,
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which would replay the F I layer of nodes, and ART’s F2 nodes, such th a t there is a  spatial 
grid per cluster in the model. However, it is foreseen th a t this is fraught with problems, 
notably memory requirements and com putational complexity.
6 .1 .4  Fuzzy A R T M A P
Given th a t thus far all work has involved only unsupervised clustering, it would be interesting 
to  see how a Fuzzy ARTMAP network would behave with any of or all of the new equations, 
the set of experiments would have to  be expanded from the current set as once initial learning 
is complete, the task becomes recognition and not learning - hence there is no longer a teacher 
involved. In this case, the system reduces to Fuzzy ART and the results are expected to  be 
very similar to  those presented in this document. However, where Fuzzy ARTMAP excels over 
standard Fuzzy ART is th a t learning with a teacher over time would improve the network 
substantial. How much b etter would the novel equations developed in this work be when 
incorporated into a Fuzzy ARTMAP model than standard Fuzzy ARTMAP?
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A ppendix  A
Theory of K ohonen Self-Organising 
Map
This chapter takes a  very brief look a t one of the other principal unsupervised clustering algo­
rithm s in order to  complement the introduction given in section 2.1,2.4. The Self-Organising 
Map (SOM) was developed by Kohonen in the 1980’s. The SOM is an extension of the K- 
means algorithm, otherwise known as vector quantisation, where a topological structure, or 
map, is imposed upon the weight vectors. This is achieved by introducing a  neighbourhood 
function.
For example, if the weight vector is organised on a 2-dimensional map, then the neighbour­
hood function, A jk  could be
Ajfc =  e x p ( - ^ )  (A .l)
where, Wk and wj are neighbouring weight vectors, djk is the distance between them  and a  is 
the effective width of the topological neighbourhood. This equation describes the Gaussian 
function and is more biologically appropriate than  a rectangular function. The algorithm is 
as follows:
1. Initialisation - randomise the values for the initial weight vectors Wj(0) w ith the re­
striction th a t Wj(0) be different for j  =  1,2, where I is the number of neurons in 
the lattice. Keep the m agnitude small.
2. Sample - take a sample, x, from the input space with a certain probability. This is the 
activation pattern  th a t is applied to  the lattice, m  is the size of x
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3. Matching - Find the winning neuron i{x) a t time n  using the minimum-distance Eu­
clidean equation:
z(x) =  arg min |x (n) w ^ |, j  = 1,2, ...,l (A.2)
4. U pdate - Adjust the weight vectors for all neurons using the equation
Wj{n  +  1) =  Wj{n) r){n)hj^i(^/n){x{n) Wj{n))  (A.3)
where r}{n) is the learning ra te  param eter and is the neighbourhood function
centered around the winning neuron i{x).  Both of and ri{n) are dynamically
altered during learning for best results.
5. Continue - Continue to  step 2 until there are no more changes in the feature map
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A ppendix  B
ART-1 A rchitecture
To ease the description of the Art-1 architecture which is introduced in section 2.2.1.1 , Figure
2.7 is repeated in Figure B .l.
The ART architecture comprises two subsystems; the attentional subsystem and the orienting 
subsystem. The former is made up of 2 layers of neurons, labelled F I and F2, which are fully 
interconnected by weights. Each layer of neurons has a gain control. F I  and F2 encode the 
patterns of activation, or short term  memory (STM), as the activation patterns only exist as 
long as an input is present. The weights, which form an adaptive filter, can be called long 
term  memory (LTM), as they encode information th a t remains a  part of the network for an 
extended period.
Attentional Orienting
Subsystem
Gain Conüol
— M --------- ►
ST M F2
STM
Reset
Signal
STM FI
Gain Contiol
Input Pattern
Figure B .l: The ART Neural Network Architecture
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T he input is presented to  layer F I. The activation is carried (and modified) by the weights 
to  layer F2, which is a competitive network and undergoes co-operative and competitive 
interactions. Ultimately, only a single neuron is active a t F2 and this neuron represents the 
recognition category for the given input. At this stage, an estim ate is made as to  which F2 
neuron best represents the input. The information is carried back to F I  via the second set 
of weights, where a match function is calculated a t F I to confirm whether the correct F2 
node was chosen. Depending upon the result of this calculation and whether the results is 
less than  the supplied vigilance param eter value (p), either the F2 neuron will be disabled for 
this input and a  new neuron in F2 will be chosen to represent the input, or learning ensues.
The gain control is there to ensure correct behaviour when the system is placed in a larger 
system. In this case, it is possible th a t F2 may receive an input from a different source. This 
is likely as the network is anticipating the next input, just as humans may anticipate the next 
move in a game or word in a phrase. W ithout the gain control, a signal would be sent to  the 
F I  layer and the pattern  matching cycle would begin. This is equivalent to  hearing the next 
word without it having been spoken. The gain control makes up part of the 2/3 rule - th a t 
2 out of 3 possible inputs m ust be active for a pattern  to be registered a t F I  or F2.
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A ppend ix  C
D ata Sets used for Cluster 
Formation Investigation
This chapter gives the full d a ta  sets used in Chapters 3 and 4.
C .l Alphabet data set
Figure C .l represents the uncorrupt 5x5 binary m atrix alphabet d ata  set and Figure C.2 
represents the same d ata  set corrupt with 4% target noise.
Figure C.3 represents the uncorrupt 128x128 continuous valued MSTAR d ata  set and Figure 
C.4 represents the same d a ta  set corrupt with 4% target noise.
Figure C.5 represents the corrupt 128x128 continuous valued MSTAR data  set with 8% noise 
and Figure C.6 represents the original d ata  set corrupt with 16% target noise.
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I S
T HL
Li u T
Figure C .l: Uncorrupt 5x5 binary input
FEBIH
aT
Figure C.2: Corrupt 5x5 binary input
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Figure C.3: Uncorrupt 128x128 continuous valued input
Figure C.4: Corrupt 128x128 continuous valued input: 4% noise
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Figure C.5: Corrupt 128x128 continuous valued input: 8% noise
Figure C.6: Corrupt 128x128 continuous valued input: 16% noise
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A ppend ix  D
Tables o f R esults for Choice 
Clustering Investigation
This chapter serves to  document the results of the experiments performed in Chapter 3, 
section 3.3.
Figure 3.3 is repeated in Figure D .l and the numeric values are given in Table D .l. Figure 
3.4 is repeated in Figure D.2 and the numeric values are given in Table D.2. Figure 3.5 is 
repeated in Figure D.3 and the numeric values are given in Table D.3. Given the trend from 
the graph, the table will only detail results up to a  =  200 for practical reasons. Finally, 
Figure 3.6 is repeated in Figure D.4 and is the only graph necessary as finer values of a  do 
not change the clustering behaviour. This can be verified from the graphs in Figures 3.7 and
3.8 in section 3.3.
Table D .l: Values for Cluster Formation with Varying Choice param eter Values: 1 <  a  <  10
Choice value 1 2 3 4 5 6 7 8 9 10
No. Clusters formed 16 16 16 16 16 16 16 16 16 16
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Table D.2: Values for Cluster Formation with Varying Choice param eter Values: 1 < a; < 100
Choice value 1 2 3 4 5 6 7 8 9 10
No. Clusters formed 16 16 16 16 16 16 16 16 16 16
Choice value 11 12 13 14 15 16 17 18 19 20
No. Clusters formed 16 16 16 17 17 17 17 17 17 17
Choice value 21 22 23 24 25 26 27 28 29 30
No. Clusters formed 17 17 17 17 17 17 17 17 17 17
Choice value 31 32 33 34 35 36 37 38 39 40
No. Clusters formed 17 17 17 17 17 17 17 17 17 18
Choice value 41 42 43 44 45 46 47 48 49 50
No. Clusters formed 18 18 18 18 18 18 18 18 18 18
Choice value | 51 52 53 54 55 56 57 58 59 60
No. Clusters formed 18 18 18 18 18 18 11 11 11 11
Choice value 61 62 63 64 65 66 67 68 69 70
No. Clusters formed 11 11 12 12 12 12 12 12 12 12
Choice value 71 72 73 74 75 76 77 78 79 80
No. Clusters formed 12 12 12 12 12 12 12 12 12 12
Choice value 81 82 83 84 85 86 87 88 89 90
No. Clusters formed 12 12 12 12 12 12 12 12 12 12
Choice value 91 92 93 94 95 96 97 98 99 100
No. Clusters formed || 12 12 12 12 12 12 12 12 12 12
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Table D.3; Values for Cluster Formation with Varying Choice param eter Values: 1 <  a  < 
1000
Choice value 1 2 3 4 5 6 7 8 9 10
No. Clusters formed 16 16 16 16 16 16 16 16 16 16
Choice value 11 12 13 14 15 16 17 18 19 20
No. Clusters formed 16 16 16 17 17 17 17 17 17 17 1
Choice value 21 22 23 24 25 26 27 28 29 30 1
No. Clusters formed 17 17 17 17 17 17 17 17 17 17
Choice value 31 32 33 34 35 36 37 38 39 40
No. Clusters formed 17 17 17 17 17 17 17 17 17 18
Choice value 41 42 43 44 45 46 47 48 49 50 1
No. Clusters formed 18 18 18 18 18 18 18 18 18 18
Choice value 51 52 53 54 55 56 57 58 59 60 1
No. Clusters formed 18 18 18 18 18 18 11 11 11 11 1
Choice value 61 62 63 64 65 66 67 68 69 70 1
No. Clusters formed 11 11 12 12 12 12 12 12 12 12
Choice value 71 72 73 74 75 76 77 78 79 80 1
No. Clusters formed 12 12 12 12 12 12 12 12 12 12
Choice value 81 82 83 84 85 86 87 88 89 90 1
No. Clusters formed 12 12 12 12 12 12 12 12 12 12
Choice value 91 92 93 94 95 96 97 98 99 100
No. Clusters formed 12 12 12 12 12 12 12 12 12 12 1
Choice value 1 101 102 103 104 105 106 107 108 109 110 1
No. Clusters formed 12 13 13 13 13 13 13 13 13 13
Choice value 111 112 113 114 115 116 117 118 119 120
No. Clusters formed 13 14 14 14 14 14 14 14 14 14
Choice value 121 122 123 124 125 126 127 128 129 130
No. Clusters formed 14 14 14 14 14 14 14 14 14 14
Choice value 131 132 133 134 135 136 137 138 139 140
No. Clusters formed 14 15 15 15 15 15 15 15 15 15
Choice value 141 142 143 144 145 146 147 148 149 150
No. Clusters formed || 15 15 15 15 15 15 15 15 15 15
Choice value 151 152 153 154 155 156 157 158 159 160
No. Clusters formed 15 15 15 15 15 15 15 15 15 15
Choice value 161 162 163 164 165 166 167 168 169 170
No. Clusters formed 15 15 15 15 15 15 15 15 15 15
Choice value 171 172 173 174 175 176 177 178 179 180
1 No. Clusters formed 15 15 15 15 15 15 15 15 15 15
1 Choice value 181 182 183 184 185 186 187 188 189 190
1 No. Clusters formed 15 15 15 15 15 15 15 15 15 15
Choice value 191 192 193 194 195 196 197 198 199 200
No. Clusters formed 15 15 15 15 15 15 15 16 16 16
102
Appendix D. Tables o f Results for Choice Clustering Investigation
E 8
1 < a <  10
Figure D .l: Cluster formation for 1 < a  < 10
Table D.4: Values for Cluster Formation with Varying Choice param eter Values: 0.1 < a  <  1
Choice value | 0.1 1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
No. Clusters formed 16 16 16 16 16 16 16 16 16 16
1 < a <  100
Figure D.2: Cluster formation for 1 < cr < 100
103
Appendix D. Tables o f Results for Choice Clustering Investigation
1 < a <  1000
Figure D.3: Cluster formation for 1 < a: < 1000
0 4  0.6
0 < a <  1
Figure D.4: Cluster formation for 0 <  a; < 1: increment of 0.1
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A ppendix  E
Table o f R esults for Learning 
Clustering Investigation
This chapter serves to  document the results of the experiments performed in Chapter 3, 
section 3.4.
Figure 3.9 is repeated in Figure E .l and the numeric values are given in Table E .l. Figure 3.10 
is repeated in Figure E.2 and the numeric values are given in Table E.2 focusing on the region 
of interest, which is 0.35 < P < 0.44. Figure 3.11 is repeated in Figure E.3 and the numeric 
values are given in Table E.3 focusing on the region of interest, which is 0.341 < 0 < 0.420.
0.4 0.6
0 < P <  1
Figure E.l: Cluster formation for 0 < /3 < 1: increment of 0.1
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Table E .l: Values for Cluster Formation with Varying Learning ra te param eter Values: 0.1 <
Learning rate value 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
No. Clusters formed 17 17 17 18 16 16 16 16 16 16
Table E.2: Values for Cluster Formation with Varying Learning rate param eter Values: 0.34 < 
0 < 0.43
1 Learning rate value 0.34 0.35 1 0.36 1 0.37j^0.38 0.39 0.40 0.41 0.42 0.43 1
[ No. Clusters formed | 17 17 1 18 1 18 1 18 18 18 16 1 16 16 1
Table E.3: Values for Cluster Formation with Varying Learning rate param eter Values: 
0.341 < 0 <  0.410
Learning rate value 0.341 0.342 0.343 0.344 0.345 0.346 0.347 0.348 0.349 0.350
No. Clusters formed 17 17 17 17 17 17 17 17 17 17
Learning rate value 0.351 0.352 0.353 0.354 0.355 0.356 0.357 0.358 0.359 0.360
No. Clusters formed 18 18 18 18 18 18 18 18 18 18
Learning rate value 0.361 0.362 0.363 0.364 0.365 0.366 0.367 0.368 0.369 0.370
No. Clusters formed || 18 18 18 18 18 18 18 18 18 18
Learning rate value 0.371 0.372 0.373 0.374 0.375 0.376 0.377 0.378 0.379 0.380
No. Clusters formed 18 18 18 18 18 18 18 18 18 18
Learning rate value 0.381 0.382 0.383 0.384 0.385 0.386 0.387 0.388 0.389 0.390
No. Clusters formed 18 18 18 18 18 18 18 18 18 18
Learning rate value 0.391 0.392 0.393 0.394 0.395 0.396 0.397 0.398 0.399 0.400
No. Clusters formed 18 18 18 18 18 18 18 18 18 18
Learning rate value 0.401 0.402 0.403 0.404 0.405 0.406 0.407 0.408 0.409 0.410
No. Clusters formed 16 16 16 16 16 16 16 16 16 16
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0<B^ 1
Figure E.2: Cluster formation for 0 < /) < 1: increment of 0.01
0 < B <  1
Figure E.3: Cluster formation for 0 < < 1: increment of 0.001
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A ppend ix  F
Table of R esults for V igilance 
Clustering Investigation
This chapter serves to document the results of the experiments performed in chapter 3, section 
3.5.
Figure 3.12 is repeated in Figure F .l  and the numeric values are given in Table F .l. Figure 
3.13 is repeated in Figure F.2 and the numeric values are given in Table F.2. Figure 3.14 
is repeated in Figure F.3 but it is impractical to include all 1000 results in a table in this 
document.
1 4
1'^z 6k
0 < p <  1
Figure F .l: Cluster formation for 0 < p < 1: increment of 0.1
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Table F .l: Values for Cluster Formation with Varying Vigilance param eter Values: 0.1 < 
P <  1
Vigilance value 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
No. Clusters formed 2 2 2 4 6 9 9 13 16 20
Table F.2: Values for Cluster Formation with Varying Vigilance param eter Values: 0.01 < 
P <  1
Vigilance value Lo.oi 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
No. Clusters formed 2 2 2 2 2 2 2 2 2 2
Vigilance value 0.11 0.12 0.13 0.14 0.15 0.16 0.17 0.18 0.19 0.20
No. Clusters formed 2 2 2 2 2 2 2 2 2 2
Vigilance value 0.21 0.22 0.23 0.24 0.25 0.26 0.27 0.28 0.29 0.30
No. Clusters formed 2 2 2 2 2 2 2 2 2 2
Vigilance value 0.31 0.32 0.33 0.34 0.35 0.36 0.37 0.38 0.39 0.40
No. Clusters formed || 2 3 3 3 3 3 3 3 5 4
Vigilance value 0.41 0.42 0.43 0.44 0.45 0.46 0.47 0.48 0.49 0.50
No. Clusters formed 5 5 5 5 5 5 5 5 6 4
Vigilance value 0.51 0.52 0.53 0.54 0.55 0.56 0.57 0.58 0.59 0.60
No. Clusters formed 6 6 5 5 6 7 8 7 9 9
Vigilance value 0.61 0.62 0.63 0.64 0.65 0.66 0.67 0.68 0.69 0.70
No. Clusters formed 8 8 8 9 9 9 10 10 8 9
Vigilance value 0.71 0.72^ 0.73 0.74 0.75 0.76^ 0.77 0.78 0.79 0.80
No. Clusters formed 11 9 10 11 11 11 12 12 13 13
Vigilance value 0.81 0.82 0.83 0.84 0.85 0.86 0.87 0.88 0.89 0.90
No. Clusters formed 13 14 15 16 17 17 J 17 14 16 16
Vigilance value 0.91 0.92 0.93 0.94 0.95^ 0.96 0.97 0.98 0.99 1.00
No. Clusters formed 16 16 18 19 20 20 20 20 20 20
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0 < p <  1 0.7 0.8 0.9 1
Figure F.2: Cluster formation for 0 < p < 1: increment of 0.01
0 < p <  1
Figure F.3: Cluster formation for 0 < p < 1: increment of 0.001
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A ppendix  G
Graphs of A ll Param eter Effects on 
Clustering Perform ance
This chapter serves to document the results of the experiments performed in Chapter 3, 
section 3.6.
Figures G .l and G.2 show the full set of graphs for large increments (0.1 from 0.1 to 1.0) for 
each of the three network parameters: a, 0  and p - the choice, learning ra te and vigilance 
param eters respectively. These graphs are the full set for Figure 3.16.
Figures G.3 and G.4 show the full set of graphs for medium increments (0.01 from 0.01 to 1.0) 
for each of the three network parameters: a , 0  and p - the choice, learning rate and vigilance 
param eters respectively. These graphs are the full set for Figure 3.19. The overhead views 
of these two Figures are given in Figures G.5 and G.6, which gives an alternate view to aid 
analysis.
I l l
Appendix G. Graphs o f All Parameter Effects on Clustering Performance
■ 0.1 : p, p in 0.1 incr*m*nt» a «  0-2: p, pin 0.1 incr*m*nto
a  =  0.1
« 0.3; p. p in 0.1 incf*m*nt»
oc — 0.2
* 0.4: p. p in 0 1 incr*m*nto
a = 0.3
* 0.5: p. p in 0.1 incr«m*nt»
a  = 0.4
a 0.6: p .pinO  1 increment# I
a  = 0.5 a  =  0.6
Figure G.l: All parameter effects on clustering performance for p and in 0.1 increments
and a  as specified
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■ 0.7:p, p in 0.1 incremeot» t  0.8: p. p in 0.1 incrément#
a  = 0.7
0.0:p. p in 0.1 increment#
o; =  0.
1 0 :p ,p in0 .1  increment#
a  = 0.9 a  =  1.0
Figure G.2: All param eter effects on clustering performance for p and /? in 0.1 increments 
and a  as specified
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O «0.1:p,pin0.01 increment» ■ 0.2: p. p in 0.01 increment#
O; =  0.1
« 0-3: p, P in 0.01 increment#
a  =  0.2
" 0  4 p, p in 0.01 increment#
a  = 0.3
a  s  0.5: p. p in 0 01 increment#
a  = 0.4
* 0 6 p. P in 0-01 increment
'.ifjjU' A,. :  ^k
a  =  0.5 a  =  0.6
Figure G.3: All parameter effects on clustering performance for p and [3 in 0.01 increments
and a  as specified
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■ 0.7; p. P in 0.01 incfemeni» 0.8: p, p in 0.01 increment#
001 i ç  s  1
a  = 0.7
■ 0 8 p, pin 0.01 increment#
a  =  0.8
1.0:p.Pin 0.01 incremente
001& PS1
OK =  0.9 ot =  1.0
Figure G.4: All param eter effects on clustering performance for p and /3 in 0.01 increments 
and a  as specified
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a >  0.1:p, pin 0 01 increment» a  m 0.2: p. p In 0.01 Increment»
o o l s p s i 0 0 1 s p < 1
Ot =  0.1
a  « 0.3: p. p in 0.01 Increment»
a  =  0.2
a  « 0.4: p, pm  0.01 increment»
001 s p «  1
a  = 0.3
a *  0.5: p. p m 0.01 increments
a  = 0.4
a m O .6 p .p ln  001 Incrément»
o o i & p s i 0 01&P&1
a  = 0.5 Ot =  0.6
Figure G.5: All parameter effects on clustering performance for p and (3 in 0.01 increments
and OK as specified: overhead view
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■ 0,7: p. p in 0,01 Incmmenls ■ 0.8:p, pin 0.01 Increments
001&P&1 001&P&1
Ot = 0.7
a >  0.0: p. p in 0.01 increments
a  =  0.8
am 1 O p. P In0.01 Increments
O O l s p s i 001&P&1
a  = 0.9 a  =  1.0
Figure G.6: All param eter effects on clustering performance for p and f3 in 0.01 increments 
and a  as specified: overhead view
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tt* 0 .1 ; p m 0.001. p m 0.01 increment» a  « 0.2; p In 0.001. p In 0.01 increments
0.001 S p S 1
001 S P £ 1
a  =  0.1
«0.3; p m 0.001, p m 0.01 increment*
0.01 £ p £ 1
a  —  0.2
« 0.4: p In 0.001, p m 0.01 increment*
0.001 £ p £ 1
a  =  0.3
a  * 0.5: p in 0.001, p m 0.01 increment*
a  = 0.4
a  ■ 0.8: p in 0.001, p m 0.01 increment*
0.001 £ p £ 1 0.001 £ p £  1
0.01 £ p £ 1 0 01 £ p £ 1
a  =  0.5 a  =  0.6
Figure G.7: All parameter effects on clustering performance for p at 0.001 increments, P at
0.01 increments and a  as specified
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a  ■ 0.7: p in 0.001, p m 0.01 increment» B 0.8; p in 0.001, p In 0.01 Increment»
0 001 £ p £  1
0.01 £ P £ 1
a  — 0.7
* 0.9: p In 0.001, p m 0.01 increment»
a  =  0.8
■ 1.0: p m 0.001. p in 0.01 increments
0.001 £ p £ l 0.001 £ p £ 1
a  =  0.9 ot — 1.0
Figure G.8: All param eter effects on clustering performance for p a t 0.001 increments, 0  at 
0.01 increments and a  as specified
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■ 0.1; p in 0.001. p in 0.01 incremenl» ■ 0.2. p in 0.001, p in 0.01 Increments
0.01 £ p £ 1 0.01 £ P £ 1
a  =  0.1
■ 0.3: p in 0.001. p in 0.01 incremerts
a  =  0.2
■ 0.4; p in 0.001, p in 0.01 increments
0 01 £ p £ 1 0 01 £ p £ 1
a  =  0.3
■ 0.5; p in 0.001. p In 0.01 increments
a  =  0.4
■ 0.6: p in 0.001, p in 0.01 Increments
0.01 £ p £ 1
a  = 0.5 Oi =  0.6
Figure G.9: All parameter effects on clustering performance for p at 0.001 increments, 0  at
0.01 increments and a  as specified: overhead view
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•  07 : p In 0.001. p m 0.01 Incfemert» " 0 8 p m 0.001. p In 0.01 Incfemento
0.01 £ p £ 1
a  =  0.7
a * 0.9: p m 0.001, pmOOIInertnK
a  =  0.8
■ 1.0: p m 0,001, 0 m 0 01 Ino i n n H
a  = 0.9 a  =  1.0
Figure G.IO: Ail param eter effects on clustering performance for p a t 0.001 increments, 0  at 
0.01 increments and a  as specified: overhead view
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Appendix H. Tables o f Results for Vigilance Equation Modifications
A ppendix  H
Tables o f R esults for V igilance 
Equation M odifications
This chapter complements section 4.4, where for the Vigilance equation only, Proposed No.2 
solution has good results up to and including 16% target noise. Although not given in the 
chapter, the following tables give the results for the Carpenter & Grossberg equation, the 
Khin equation and the Proposed N o.l equation, as well as the results for the Proposed No.2 
equation. A full discussion can be found in section 4.4.
Tables H .l and H.2 give the results for the Carpenter & Grossberg equation. Tables H.3 
and H.4 give the results for the Khin vigilance equation. Tables H.5 and H.6 give the results 
for the Proposed N o.l vigilance equation and tables H.7 and H.8 repeat those tables for the 
Proposed No.2 equation found in section 4.4.
1 2 2
A ppendix H. Tables o f Results for Vigilance Equation Modiûcations
Table H .l: C arpenter and Grossberg d ata  results
Trivial Data Set Non-trivial Data SetInput Non-corrupt Corrupt w/o Corrupt w Non-corrupt Corrupt w/o Corrupt w1 10 10 19 11 11 112 11 11 11 11 11 233 8 8 8 12 12 244 1 1 1 0 12 125 3 -1 21 0 12 136 0 0 0 14 14 147 3 13 16 10 12 258 4 4 4 2 2 29 14 14 14 9 7 710 12 12 12 1 10 1011 6 6 6 10 12 2612 2 2 2 8 12 1713 7 -1 17 13 13 1814 7 -1 18 3 7 1615 9 9 9 4 4 416 0 0 10 5 13 1917 15 15 15 5 14 2018 10 -1 20 6 12 2119 13 13 13 6 12 2220 5 5 5 7 7 15Created 16 16 22 15 15 27Used 16 14 20 15 15 20Differences 5 7 Differences 12 16
Table H.2: Carpenter and Grossberg data  results, 8% & 16% noise
Non-trivial Data Set, 8% noise Non-trivial Data Set, 16% noiseInput Non-corrupt corrupt w/o corrupt w Non-corrupt corrupt w/o corrupt w1 11 -1 15 11 -1 152 11 -1 16 11 -1 163 12 12 12 12 12 124 0 12 13 0 -1 175 0 12 14 0 -1 186 14 14 17 14 14 147 10 14 18 10 -1 198 2 -1 19 2 -1 209 9 12 20 9 -1 2110 1 7 7 1 -1 2211 10 14 21 10 -1 2312 8 13 22 8 -1 2413 13 13 23 13 13 1314 3 12 24 3 -1 2515 4 -1 25 4 -1 2616 5 -1 26 5 -1 2717 5 -1 27 5 -1 2818 6 14 28 6 -1 2919 6 14 29 6 -1 3020 7 7 30 7 7 7
Created 15 15 31 15 15 31Used 15 6 20 15 4 20Differences 16 19 Differences 16 16
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Table H.3: Khin Vigilance equation data  results
Trivial Data Set Non-trivial Data SetInput Non-corrupt Corrupt w/o Corrupt w Non-corrupt Corrupt w/o Corrupt w1 12 12 20 15 15 302 10 10 10 15 15 313 2 11 11 9 9 254 9 9 9 3 3 35 10 13 18 3 3 36 0 0 0 16 16 317 11 11 18 6 16 298 6 12 17 12 16 259 8 13 13 1 4 610 4 13 14 0 0 011 5 5 5 13 15 1912 1 1 1 4 14 2213 6 13 15 14 14 3014 6 13 15 1 4 715 11 11 19 8 8 816 0 0 12 15 15 2817 13 13 19 12 16 2818 12 12 20 5 15 2319 11 11 16 5 15 2720 4 4 4 2 12 21Created 14 14 21 17 17 32
Used 12 9 16 14 9 15Differences 7 14 Differences 10 16
Table H.4: Khin Vigilance equation data  results, 8% 16% noise
Non-trivial Data Set, 8% noise Non-trivial Data Set, 16% noiseInput Non-corrupt corrupt w/o corrupt w Non-corrupt corrupt w/o corrupt w1 15 16 16 15 16 302 15 16 28 15 16 173 9 16 17 9 16 184 3 3 3 3 16 315 3 3 23 3 16 316 16 16 17 16 16 197 6 16 18 6 16 208 12 16 18 12 16 219 1 9 27 1 16 3210 0 0 4 0 15 3311 13 16 26 13 16 2212 4 16 26 4 16 3413 14 16 20 14 16 2314 1 3 12 1 16 3515 8 16 20 8 16 2416 15 15 28 15 16 2517 12 16 21 12 16 2618 5 16 21 5 16 2719 5 16 22 5 16 2820 2 16 22 2 16 29Created 17 17 29 17 17 36Used 14 4 14 14 2 19Differences 15 19 Differences 19 20
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Table H.5: Proposed No.l Vigilance equation data  results
Trivial Data Set Non-trivial Data SetInput Non-corrupt Corrupt w/o Corrupt w Non-corrupt Corrupt w/o Corrupt w1 0 0 0 0 0 02 1 1 1 1 1 13 2 2 2 2 2 24 3 3 3 3 -1 125 4 4 16 3 -1 126 5 5 5 4 4 47 4 4 4 5 -1 138 6 6 6 6 6 69 7 7 17 3 3 310 13 7 7 3 3 311 8 8 8 8 -1 1412 9 9 9 5 -1 1513 10 10 10 7 7 714 10 10 10 5 5 515 3 -1 14 8 8 816 5 5 0 9 9 917 11 11 11 10 10 1018 0 0 15 11 11 1119 12 12 12 11 11 1620 13 13 13 11 11 11Created 14 14 18 12 12 17Used 14 14 18 12 12 17Differences 2 6 Differences 5 6
Table H.6: Proposed N o.l Vigilance equation data  results, 8% & 16% noise
Non-trivial Data Set, 8% noise Non-trivial Data Set, 16% noiseInput Non-corrupt corrupt w/o corrupt w Non-corrupt corrupt w/o corrupt w1 0 0 12 0 0 122 1 1 1 1 1 13 2 2 2 2 2 24 3 -1 13 3 -1 135 3 -1 13 3 -1 146 4 4 4 4 4 47 5 -1 14 5 -1 158 6 6 6 6 6 69 3 -1 15 3 -1 1610 3 3 3 3 -1 1711 8 -1 16 8 -1 1812 5 -1 17 5 -1 1913 7 7 7 7 7 714 5 -1 18 5 -1 2015 8 8 8 8 8 816 9 9 9 9 9 917 10 10 10 10 10 1018 11 -1 19 11 -1 2119 11 -1 20 11 -1 2220 11 -1 21 11 -1 23Created 12 12 22 12 12 24Used 12 10 19 12 9 20Differences 10 11 Differences 11 12
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Table H.7: Proposed No.2 Vigilance equation d ata  results
Trivial Data Set Non-trivial Data Set
Input Non-corrupt Corrupt w/o Corrupt w Non-corrupt Corrupt w/o Corrupt w
1 13 13 19 0 0 02 1 1 1 1 1 13 2 2 2 2 2 24 3 3 3 3 3 35 4 -1 17 3 3 3
6 0 0 0 4 4 4
7 4 4 4 5 5 58 5 5 5 6 6 69 16 16 16 7 7 710 6 6 6 8 8 811 7 7 7 9 9 912 8 8 8 10 10 1013 9 9 9 11 11 1114 10 10 10 12 12 1215 11 11 11 13 13 1316 0 13 13 14 14 1417 12 12 12 15 15 1518 13 -1 18 16 16 1619 14 14 14 17 17 1720 15 15 15 18 18 18
Created 17 17 20 19 19 19
Used 17 17 20 19 19 19
Differences 3 4 Differences 0 0
Table H.8: Proposed No.2 Vigilance equation data  results, 8% & 16% noise
Non-trivial Data Set, 8% noise Non-trivial Data Set, 16% noiseInput Non-corrupt corrupt w/o corrupt w Non-corrupt corrupt w/o corrupt w1 0 0 0 0 0 192 1 1 1 1 1 13 2 2 2 2 2 24 3 3 3 3 -1 205 3 3 3 3 -1 216 4 4 4 4 4 47 5 5 5 5 -1 228 6 6 6 6 6 69 7 7 7 7 -1 2310 8 8 8 8 -1 2411 9 9 9 9 -1 2512 10 10 10 10 -1 2613 11 11 11 11 11 1114 12 12 12 12 -1 2715 13 13 13 13 -1 2816 14 14 14 14 14 1417 15 15 15 15 15 1518 16 16 16 16 -1 2919 17 17 17 17 -1 3020 18 18 18 18 -1 31Created 19 19 19 19 19 32
Used 19 19 19 19 8 20
Differences 0 0 Differences 12 13
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