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ABSTRAK 
Penemuan pola merupakan teknik penting yang banyak digunakan 
sebagai bahan pertimbangan dalam pengambilan keputusan. Pola bisa terjadi 
pada berbagai tipe data nyata, misalnya data transaksional, data penelitian, 
maupun data pengamatan dimana masing-masing mempunyai karakteristik yang 
berbeda sehingga untuk mengekstraksi informasi yang terkandung dalam data 
tersebut memerlukan perlakuan yang berbeda pula. Analisa terhadap data-data 
tersebut umumnya memunculkan berbagi tipe organisasi data (informasi) yang 
non random uniform. Banyak teori dan pendekatan yang dikembangkan untuk 
memperoleh hasil penemuan pola. Salah satu pendekatan yang dikembangkan 
yaitu dengan menggunakan pendekatan statistik. 
Dalam Tugas Akhir ini dirancang dan dibuat perangkat lunak yang dapat 
digunakan untuk menemukan pola pada data non transaksional dengan 
menggunakan pendekatan statistik. Dalam perangkat lunak yang dibuat, proses 
penemuan pola dilakukan dengan menggabungkan dua metode, yaitu metode 
partisi dengan menggunakan algoritma marginal maximum entropy partitioning 
procedure (MMEP) dan metode analisa residu dengan bantuan tabel kontingensi. 
Metode partisi ditujukan untuk membentuk sejumlah event atau subspace dari 
sam pel data. Sedangkan metode analisa residu ditujukan untuk memperoleh nilai 
adjusted residual dari sejumlah event yang telah terbentuk. Pola yang 
diupayakan untuk ditemukan adalah pola yang ditunjukkan oleh sejumlah event 
yang berstatus signincant event. Metode partisi dan analisa residu ini dilakukan 
secara rekursif terhadap sampel data dengan menggunakan ukuran partisi yang 
ditemukan. Proses rekursif akan dihentikan oleh suatu kondisi terminasi sehingga 
pola ditemukan. 
Dari beberapa hasil uji coba perangkat lunak yang telah dilakukan 
menunjukkan bahwa perangkat lunak yang dibuat mampu menemukan pola-pola 
yang terdapat dalam data multi dimensi dan mampu menyaring noise yang 
terdapat dalam data sehingga pola masih bisa ditemukan. Selain itu perangkat 
lunak juga mampu mentoleransi perubahan data akibat dari proses penskalaan pada data. 
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BASI 
PENDAHULU 
1.1. LATAR BELAKANG 
BABI 
PENDAHULUAN 
Ketersediaan data sudah bukan hal yang sulit diperoleh lagi dewasa 
apalagi ditunjang dengan banyaknya kegiatan yang sudah dilakukan 
komputerisasi. Namun data ini seringkali diper1akukan hanya sebagai rolt·"'"''<~~n 
tanpa pengolahan lebih lanjut sehingga tidak mempunyai nilai guna lebih 
keper1uan masa mendatang. Analisa dari tiap koleksi data tersebut 
menghasilkan pengetahuan atau infonnasi, misalnya berupa pola yang 
pada data. Pola bisa te~adi pada berbagai jenis data baik data 
keuangan, kesehatan dan lain-lain. 
Terdapat beberapa macam pendekatan yang dapat digunakan 
menemukan pola. Pendekatan yang telah banyak digunakan dalam rnonorno 
pola dapat digolongkan dalam pendekatan statistik (decision 
pendekatan sintaktik (struktural) dan pendekatan jaringan syaraf tiruan. 
Salah satu metode yang dikembangkan untuk menemukan 
adalah dengan menggunakan metode penemuan pola dengan 
statistik. Penemuan pola dengan pendekatan statistik dalam Tugas Akhir 
dapat dilakukan dengan menggunakan metode analisa residu dan partisi re 
yaitu menemukan daerah yang mengandung stuktur-struktur yang 
dalam data dengan cara memaksimalkan perhitungan analisa residu. p.,.,n.,.rno 
pola data ini dilakukan dengan cara melakukan partisi ter1ebih dahulu 
membentuk event-event dan selanjutnya terhadap event-event ini 
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perhitungan analisa residu. Partisi dilakukan terus secara rekursif h"'r·n,.r~t• 
pada nilai analisa residu data yang telah diperoleh sehingga pola pada data 
ditemukan. Dengan menggunakan metode analisa residu dan partisi rekurs , 
secara statistik significant event yang terdapat dalam data multi dimensi 
ditemukan. Event-event ini mengandung informasi yang dapat dengan mud 
diinterpretasikan dalam aturan sederhana sehingga mudah dibaca 
dimengerti oleh user. 
Metode analisa residu yang digunakan untuk penemuan pola 
untuk menentukan status event-event yang terbentuk. Dalam hal ini pene 
pola adalah problem matematis perhitungan statistik residual 
menerapkan partisi rekursif pada data. 
1.2. PERMASALAHAN 
Berdasarkan uraian Jatar belakang yang telah dijelaskan 
permasalahan yang akan diselesaikan dalam Tugas Akhir ini adalah "'"'•'aY:FJ• 
berikut : 
1. Bagaimana membentuk event-event dari data multi dimensi d 
menggunakan metode partisi rekursif. 
2. Bagaimana melakukan perhitungan analisa residu terhadap "'"""'"··~""'"'" 
yang dihasilkan dari metode partisi rekursif. 
3. Bagaimana menentukan ukuran partisi yang optimal terhadap data 
bersifat dinamis tergantung pada ukuran data. 
4. Bagaimana penemuan pola yang ada pada data dapat dilakukan 
menggunakan metode analisa residu dan partisi rekursif. 
1.3. BATASAN MASALAH 
Dalam membangun perangkat lunak penemuan pola 
menggunakan metode analisa residu dan partisi rekursif ini ditentukan h::~1t::~c::::~n- ! 
batasan sebagai berikut: 
1. Karakteristik data yang menjadi masukan adalah data numerik dan d 
harus bersifat kontinyu. 
2. Data yang digunakan sebagai masukan adalah merupakan data nPriPIItl 
atau pengamatan. 
3. Koneksi tabel yang sebagai data masukan menggunakan basis data Oracle. 
4. Sistem yang dibangun tidak mencakup pemodelan data masukan. 
1.4. TUJUAN DAN MANFAATTUGASAKHIR 
Adapun tujuan dari Tugas Akhir ini adalah sebagai berikut: 
1. Melakukan desain, analisa, dan implementasi perangkat lunak nPinPrm 
pola dengan menggunakan metode analisa residu dan partisi rekursif. 
2. Membangun perangkat lunak penemuan pola dengan menggunakan marnt1<>1 
analisa residu dan partisi rekursif yang mampu menemukan pola pada data 
multi dimensi. 
3. Membangun perangkat lunak penemuan pola yang mampu mentoleransi 
transformasi data akibat dari proses penskalaan. 
Manfaat yang diperoleh dengan adanya perangkat lunak penemuan 
dengan menggunakan metode analisa residu dan partisi rekursif ini adalah 
kemudahan bagi pengguna untuk memperoleh pola suatu data sehingga bisa 
menjadi bahan analisa lebih jauh terhadap data yang dimiliki. 
1.5. METODOLOGI 
Pembuatan Tugas Akhir dilakukan dengan metodologi sebagai berikut: 
1 . Studi literatur 
Studi literatur dilakukan dengan mencari dan mempelajari berbagai 
literatur yang berkaitan dengan metode penemuan pola, teori-teori 
berhubungan dengan sistem yang akan dibangun, desain sistem, 
dan teknik pemrogramannya. Selain itu juga dipelajari algoritma-a•uu• 
yang akan dipergunakan sehingga membantu pada tahap perancangan 
pembuatan. 
2. Perancangan perangkat lunak 
Melakukan perancangan sistem mulai dari masukanlkeluaran, 
perancangan struktur data, perancangan antar muka, dan 
struktur pemrogramannya. 
3. Pembuatan perangkat lunak 
Setelah semua rancangan perangkat lunak tersedia maka 
diimplementasikan dengan menggunakan bahasa pemrograman yang 
yaitu bahasa Java dengan menggunakan compiler Oracle JDeveloper 
dan Personal Oracle Database. 
4. Uji coba dan modifikasi perangkat lunak 
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Pada tahap ini dilakukan pengujian terhadap perangkat lunak yang 
dibuat untuk mengetahui apakah sudah sesuai dengan rancangan ap 
dengan cara mengujikannya pada data masukan untuk mengetahui "'n'::o .. ,,h 
hasil tersebut sesuai dengan yang diharapkan. Pengujian dilakukan 
berulang-ulang untuk mengetahui kebenaran dan kelayakan 
lunak. Apabila dalam proses pengujian ditemukan kesalahan 
kekurangan maka perlu dilakukan perbaikan dan penyempumaan 
dianggap perlu. 
5. Penulisan buku Tugas Akhir 
Pada tahap ini dilakukan penulisan naskah di antaranya menjelaskan 
teori, metode yang digunakan, pengujian dan evaluasi yang dilakukan 
selanjutnya digunakan sebagai bahan penyusunan buku 
dokumentasi dari pelaksanaan Tugas Akhir. 
1.6. SISTEMATIKA PENULISAN 
Sistematika penulisan Tugas Akhir ini tersusun dalam enam bab, d 
sistematika sebagai berikut: 
BAB I berisi pendahuluan, yang menguraikan tentang latar .,...,,,u"'"'' 
permasalahan, batasan masalah, tujuan dan manfaat Tugas Akhir, metod 
dan sistematika penulisan Tugas Akhir. 
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BAB II berisi penjelasan teori dasar dari Tugas Akhir, yaitu menjaba 
antara lain konsep dasar penemuan pola, konsep dasar statistik yang mE!IarlqJasl 
penemuan pola dengan menggunakan metode analisa residu, dan teori 
rekursif. 
BAB Ill berisi penjelasan algoritma yang dipakai dalam pem 
perangkat lunak yang akan dibangun, penjabaran masing-masing tahap nrn"' ... " 
termasuk metode analisa residu dan rekursif partisi secara lebih rinci. 
BAB IV berisi perancangan dan pembuatan perangkat lunak te 
menjelaskan perancangan proses (data flow diagram), data masukan, 
proses, dan data keluaran), perancangan struktur data, dan perancangan 
muka. 
I. J:: ' · ~ · ., . :, ~< ll. :1 N 
-IU LCJ GI 
- t.IO PEMBER 
BAS V berisi hasil uji coba perangkat lunak dengan melakukan uji 
terhadap data-data masukan yang dipakai. Hasil uji coba terhadap data 
tersebut kemudian dievaluasi. 
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BAB VI berisi kesimpulan yang dapat diambil dari hasil uji coba pera 
lunak dan berdasarkan pada teori yang sudah dibahas. Serta disa 
kemungkinan pengembangan lebih lanjut yang dapat dilakukan berkaitan nP.1nn~m 
perangkat lunak ini. 
BAB II 
DASAR TEORI 
BAB II 
DASAR TEORI 
Bab II ini membahas dasar teori yang menjadi dasar landasan tugas 
ini. Ada tiga bidang utama yang melandasi tugas akhir ini, yaitu penemuan 
teori statistik dan partisi rekursif sebagai dasar mengimplementasikan ~•nnnrm~ 
penemuan pola dengan menggunakan metode analisa residu dan partisi re 
2.1. PENEMUAN POLA 
Penemuan pola merupakan salah satu metode yang bisa digunakan 
dalam praproses data atau pengambilan keputusan. Oewasa ini d 
semakin berkembangnya ilmu pengetahuan penemuan pola adalah suatu 
yang merupakan gabungan dari berbagai disiplin ilmu. 
Tujuan penemuan pola adalah untuk membedakan struktur-struktur 
berbeda pada data. Pada awalnya terdapat dua pendekatan teknik p 
pola, yaitu secara statistik (teori keputusan) dan secara sintaktik 
namun dengan semakin berkembangnya teknologi maka muncul teori -
baru. Karena banyaknya teori- teori baru maka Robert Schalkoff membuat 
pendekatan. Terdapat tiga pendekatan untuk menemukan pola, yaitu [SCH-92]: 
1 . Penemuan pola sesara statistik 
2. Penemuan pola secara sintaktik 
3. Penemuan pola dengan menggunakan jaringan syaraf 
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Perbedaan ketiga pendekatan dapat dilihat pada gambar dan penjelasan se[>aaat 
berikut : 
Model probabilistik 
(contoh : pdfs & a priori 
prob.) 
1 
pattern input xj l keputusan/ 
T eori Estimasi j J klasifiikasi 
'---- ------' 
Gambar 2.1 Pendek.atan penemuan pola secara statistik. 
berpijak pada teori-teori statistik dan probabilitas. Pendekatan penemuan 
secara statistik beke~a dengan berusaha mengenali pola-pola berbasis stattiSjl~l< 
terhadap data masukan. Sekumpulan atribut diambil dari data masukan 
dan digunakan untuk menempatkan tiap-tiap vektor atribut 
tertentu. Atribut-atribut tersebut dianggap terbentuk secara alami, 
model dasar yang dipakai juga berbentuk alami seperti misalnya 
density funcuon [SCH-92]. Metode statistik memerlukan pengetahuan 
cukup terhadap masalah yang dihadapi dari tinjauan statistik. 
string input x 
... , 
Model struktural 
( contoh : set dari 
grammar) 
Unifikasi I satu l keputusanl 
atau lebih model I .., 
struktura l klasifiikasi 
Gambar 2.2 Pendekatan penemuan pola secara sintaktik 
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Sering kali informasi penting dalam sebuah pola bukanlah ada 
tidaknya himpunan atribut, tetapi hubungan antara atribut-atribut tersebut 
memberikan informasi struktural yang penting. Hal ini yang 
pendekatan penemuan pola secara sintaktik. 
Dalam pemakaiannya, kita harus mengkuantifikasi informasi 
dari data masukan dan memilah-milah kesamaan struktural dari pola-pola 
ditemukan. Salah satu pendekatan yang digunakan ialah menghubu 
struktur pola-pola tersebut dengan sintaks sebuah bahasa yang telah terdefi 
secara formal. [SCH-92] 
Parameter jaringar 
( contohweight) 
dari training 
t 
pattern input pattern output 
(state), i Jaringan saraf _(statel, o 
.. 
Gambar 2-3 Pendekatan penemuan pola menggunakan jaringan saraf 
Jaringan syaraf tiruan merupakan paradigma baru dalam 
komputasi. Metode ini diilhami oleh sistem syaraf biologis yang 
kemempuan yang tinggi. Pengembangan metode ini terkait dengan 
bidang, antara lain psikologi, ilmu syaraf, ilmu kognisi ataupun teori sistem. 
Jaringan syaraf tiruan terdiri dari elemen-elemen pemroses yang 
mempunyai nilai tertentu yang dapat mengatur sinyal yang melewati "'"',0 ., . .,, 
tersebut. Nilai yang dikenal dengan bobot ini akan mengalami perubahan 
proses pelatihan . Penentuan nilai bobot itulah yang menjadi inti dart 
belajar dalam jaringan syaraf tiruan. 
Dalam Tugas Akhir ini digunakan pendekatan penemuan pola 
secara statistik yaitu dengan menggunakan metode analisa residu dan 
rekursif. Tujuan penemuan pola dengan menggunakan algoritma analisa 
dan partisi rekursif ini pada dasamya adalah untuk menemukan struktur 
yang berbeda yang terdapat pada data dengan cara membentuk subspace 
ter1ebih dahulu dari data masukan yang disebut dengan sample space data. 
space data ini disebut dengan event. Subspace data ini dibentuk dengan 
membagi sample space data dengan menggunakan algoritma partisi rekursif 
selanjutnya dilakukan analisa statistik pada tiap subspace data yang 
Analisa statistik yang dimaksud disini adalah analisa residu yang 
dengan bantuan tabel kontingensi 2XJ dan partisi rekursif dilakukan 
menggunakan algoritma Marginal Maximum Entropy Partitioning. Pada 
kontingensi ini dibentuk populasi pembanding yang berdistribusi random 
Dengan hasil perhitungan analisa residu ini dapat ditentukan subspace data 
event mana yang mengandung data yang random sehingga Ho diterima (Ho: 
populasi homogen) atau Ho ditolak karena temyata hasil analisa 
bahwa event yang dianalisa berbeda dengan populasi yang berdistribusi ran 
uniform. lndikator yang digunakan untuk menentukan apakah Ho diterima 
ditolak adalah dengan menggunakan perhitungan analisa residu yang 
terhadap semua subspace data yang terbentuk. 
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2.2. TEORI STA TISTIK 
Teori statistik yang digunakan dalam Tugas Akhir ini mengacu pada 
statistik untuk uji hipotesis dan analisa residu. Karena cara menemukan 
dilakukan dengan pendekatan statistik maka pola yang ditemukan 
mempunyai indikasi probabilistik statistik, dalam arti bahwa pola yang ditem 
tersebut secara perhitungan statistik adalah benar. 
2.2.1. Pengujian Hipotesis 
Suatu hipotesis statistik adalah suatu anggapan atau pemyataan 
satu atau lebih populasi yang dapat benar atau tidak benar [TUT-98]. D 
hipotesis statistik dikenal hipotesis nol dan hipotesis altematif. Hipotesis nol 
adalah suatu hipotesis yang akan diuji dan nantinya akan diterima atau 
tergantung pada eksperimen atau pemilihan sampel. Hipotesa altematif 
adalah hipotesis tandingan yang akan diterima jika (ada alasan yang cukup 
untuk menolak Ho). Kebenaran atau ketidakbenaran dari pemyataan rP~~Pnl 
tidak pemah diketahui dengan pasti kecuali jika seluruh populasi diamati. 
statistika elementer hipotesis nol biasanya ditulis dengan H 0 : p1 = p 2 . S 
altematif hipotesis nol bisa dinyatakan dengan H 0 : Kedua populasi ho 
(dalam hal proporsi subjek-subjek dengan karakteristik yang diminati) 
2.2.2. Tabel Kontingensi 
Pada umumnya, dalam menarik sebuah sample dari 
populasi yang diselidiki, subyek-subyeknya atau data-datanya 
1 
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diklasifikasikan terlebih dahulu menurut apakah subyek-subyeknya memiliki 
karakteristik seperti yang diminati. Hasil-hasilnya bisa diperagakan dalam suatu 
tabel kontingensi. 
Berikut ini adalah contoh tabel kontingensi 2X2, yaitu hanya memiliki 
variabel dimana masing-masing variabel terdiri dari dua kategori. Dalam bahasa 
statistik tabel ini mempunyai dua baris dan dua kolom.[SLA-93]. 
Tabel 2.1 Tabel kontingensi 2X2 
Cita:.cita Mahasiswa . Mah~siswi , ,"Total 
SebagaiPegawaiNegeri 10 11 21 
Bukan Sebagai Pegawai Negeri 46 13 59 
56 24 80 
Total 
Contoh diatas menggambarkan seorang mahasiswa dalam 
skripsinya bermaksud untuk mengetahui apakah ada perbedaan cita-cita 
setelah tamat belajar diantara para mahasiswa dan mahasiswi pada <>ornoc,tori 
satu angkatan tahun 1986. Cita-cita digolongkan menjadi dua yaitu 
pegawai negeri dan bukan sebagai pegawai negeri. Penemuannya dis 
dalam tabel kontingensi 2X2 diatas. 
Menurut aturan statistik [DAN-89] frekuensi sel tabel kontingensi 
minimum sekecil satu diperbolehkan bila lebih sedikit dari 20% sel - sel memi 
frekuensi- frekuensi harapan kurang dari 5. 
Dalam tugas akhir ini digunakan tabel kontingensi 2XJ. Tabel 
ini digunakan untuk melakukan perhitungan analisa residu. Penggunaan 
perhitungan tabel kontingensi untuk p_~itungan ~q_lisa residu akan u•J-=••a.:: .... a. 
lebih lanjut pada bab Ill. 
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2.3. PARTISI REKURSIF 
r 
Yang dimaksud dengan partisi adalah membagi sample space data 
beberapa subspace data yang tidak sating tumpang tindih. Karena tujuan 
penemuan pola ini adalah untuk menemukan struktur-struktur data yang be 
pada data dengan memaksimalkan nilai analisa residu maka digunakan 
metode untuk memaksimalkan probabilitas distribusi data. Metode ini d 
dengan marginal maximum entropy partitioning. Metode marginal 
entropy partitioning ini membagi subspace yang diamati dengan 
memaksimalkan semua entropy partisi. 
Karena subspace hasil partisi dengan menggunakan 
maximum entropy partitioning ini memungkinkan untuk menghasilkan sub 
dengan hasil perhitungan analisa residu yang buruk maka level partisi 
ditambah dengan cara melakukan lagi metode marginal maximum 
partitioning pada subspace yang bersangkutan secara rekursif. Rekursif ini 
dihentikan sampai menemui kondisi tertentu. Partisi rekursif lebih lanjut pada 
subspace data ini mungkin sudah tidak pertu dilakukan lagi bila data 
sedikit atau sudah memenuhi beberapa kriteria penghentian partisi. Suatu 
yang menghentikan level partisi ini disebut dengan kondisi terminasi 
condition) [FRI-76] . 
Seperti ditunjukkan pada Gambar 2.4a dan 2.4b adalah gambaran 
partisi rekursif pada data dua dimensi dengan ukuran partisi 2. Rekersif 
pertama menghasilkan empat subspace data. Subspace data yang 
menggambarkan bahwa subspace data tersebut sudah memenuhi 
terminasi sehingga sudah tidak pertu lagi dilakukan partisi dan subspace 
yang bemilai 0 adalah subspace data yang belum memenuhi terminasi 
sehingga perlu dilakukan partisi lagi terhadap subspace data ini. Kriteria 
tenninasi akan dijelaskan pada bab Ill. 
1 1 
1 0 
Gambar 2-4a Partisi rekursif level pertama 
1 1 
1 1 1 
1 1 1 1 
1 1 1 
Gambar 2-4b Partisi rekursif level kedua 
Tampak pada gambar 2.4b bahwa pada partisi level kedua 
subspace data menjadi sembilan subspace data (ukuran partisi adalah 3) 
menghasilkan subspace data yang sudah memenuhi batas kondisi 
semua. Sehingga pada akhir rekursif dihasilkan sebanyak 12 event. 
Cara partisi dengan menggunakan metode marginal maximum 
partitioning dan kondisi terminasiyang dimaksud diatas akan dijelaskan 
lanjut pada bab Ill. 
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2.3.1. Entropi 
Pembahasan mengenai entropi disarikan dari [SUB-92]. 
tentang te~adi atau tidak te~adinya A dalam hasil tunggal eksperimen 
mendasarinya. Bila P(A)::::; 0.999 , maka hampir pasti bahwa A akan te~ad .; 
bila P(A)=0.1 , maka agak pasti bahwa A tidak akan te~adi; ketidakpastian 
akan maksimum bila P(A)=0.5. Pada subbab ini akan dibahas 
penentuan ukuran ketidakpastian te~adi atau tidaknya suatu peristiwa 
dalam f. , tetapi sebarang peristiwa A; partisi A ruang f. , dimana suatu 
adalah koleksi peristiwa-peristiwa yang saling asing dimana gabungannya 
dengan f. . Ukuran ketidakpastian tentang A dinyatakan dengan H(A) 
disebut dengan entropi partisi A . Secara historis, fungsional H(A) dituru 
dari sejumlah postulat berdasar pada pengertian heuristik ketidakpastian. 
ini adalah kumpulan postulat-postulat : 
1. H(A) fungsi kontinyu P; = P(A;) 
2. Bila p1 = ... = PN = __!_, maka H(A)adalah fungsi naik dalam N. N 
3. Bila partisi baru fJ dibentuk dengan 
himpunan A. maka H(fl) ~ H(A). 
Aplikasi entropi dapat dibagi ke dalam beberapa kategori. Yang pe 
berhubungan dengan persoalan yang mencakup penentuan 
takdiketahui. lnformasi yang tersedia berbentuk harga harapan yang 
atau fungsional statistis yang lain, dan penyelesaian berdasar 
p•1L1K P : fH' US TAK AA N 
• · T . ·~.N OLOGI 
NO PEM BER 
maksimum entropi: Distribusi tak diketahui ditentukan sedemikian 
memaksimumkan entropy H(A) suatu partisi A dengan syarat memen 
kendala tertentu (mekanika statistis) . Dalam kategori kedua (teori penyand 
atau coding theory), diberikan H(A) (entropi sumber) dan 
membangun berbagai variabel random (panjang sandi) sedemikian 
meminimumkan harga harapannya. Penyelesaiannya berhubungan 
konstruksi maping optimum (sandi) variabel random yang dibicarakan ke dal 
ruang probabilitas yang diberikan. 
2.3.1.1. Maksimum Entropi dan Definisi Klasik 
Aplikasi penting entropi adalah penentuan probabilitas P; 
6 
peristiwa dalam partisi A • dengan syarat memenuhi berbagai kendala ,.,,nnt:•n 
menggunakan metode entropi maksimum (MEM). Metode tersebut nn<>,nv: .. t::~ltl::ln 
bahwa P; yang tidak diketahui harus dipilih sedemikian hingga memaksimum 
entropi A dengan syarat memenuhi kendala yang diberikan. 
Meskipun secara konsepsi konsep entropi maksimum ekuivalen d 
prinsip alasan takcukup, secara operasional metode entropi maksim 
menyederhanakan analisis secara drastis bila , seperti kasus pada hampir 
aplikasi, kendala dinyatakan dalam bentuk probabilitas dalam ruang 
berulang. Dalam kasus-kasus demikian ekuivalensi masih berlaku, 
kurang jelas, tetapi kita harus menyertaka alas an dan sedikit dipaksakan bila 
menurunkan probabilitas tak diketahui mulai dari definisi klasik. 
Jadi metode entropi maksimum adalah galat yang 
menyelesaikan kesalahan aplikasi. Kenyataannya bahkan dipakai 
persoalan deterministik yang berhubungan dengan taksiran 
takdiketahui dari data takcukup. Kemudian prinsip entropi maksimum d 
sebagai kriteria kehalusan. Tetapi kita harus menekankan bahwa seperti 
kasus definisi klasik, kesimpulan yang diambil dari prinsip entropi 
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harus diterima dengan skeptis , khususnya bila berhubungan dengan ~t-or'rt"''"' 
yang rumit. 
2.3.1.2. Sifat-sifat Entropi 
Sifat-sifat entropi mulai dari berbagai notasi dan operasi himpunan. N 
A= [A1, ... A .c ] atau secara singkat A= [A;] mempunyai arti bahwa A ad 
partisi yang terdiri dari peristiwa A ; . Peristiwa-peristiwa tersebut akan d 
dengan A. 
1 . Suatu partisi dengan hanya dua elemen disebut biner. 
A = [A, A] adalah partisi biner yang terdiri dari peristiwa A 
komplemen A . 
2. Suatu partisi dimana elemen-elemennya adala peristiwa 
{ r;,} ruang f. akan dinyatakan dengan 9 dan akan disebut r1°1""'"'n 
partisi elemen. 
3. Penghalusan (refinement) partisi A adalah partisi fJ 
hingga setiap elemen fJ1 
elemen A; dari A . Digunakan notasi fJ -< A untuk m~"mc~::~t,::~lr,;:m 
bahwa fJ adalah penghalusan dari A dan dikatakan bahwa A 
besar dari f3. Jadi f3 -< A bhb f31 c A ; . Penghalusan bersama 
partisi adalah penghalusan pada kedua-duanya. 
4. Perkalian dua partisi A= [A;] dan f3 = [/31] adalah partisi dim 
elemen-elemennya adalah semua irisan A;/31 elemen-elemen A 
f3. Partisi ini akan dinyatakan dengan A./3 Terlihat A./3 
penghalusan bersama terbesar untuk A dan f3 . 
2.2.1.3. Metode Entropi Maksimum 
Metode Entropi Maksimum digunakan untuk menentukan 
parameter ruang probabilitas dengan syarat memenuhi kendala-kendala terte 
Pada umumnya, persoalan yang dihasilkan hanya dapat diselesaikan 
numeris dan berhubungan dengan perhitungan maksimum fungsi 
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variabel. Tetapi , dalam beberapa kasus penting, penyelesaian dapat d•n"''"'"""'' 
secara analitis atau dapat direduksi menjadi sistem persamaan 
Penyelesaian kasus khusus, dengan memusatkan pada kendala-kendala 
bentuk harga harapan, dapat diperoleh dengan teknik variasi yang telah 
dengan menggunakan pengganda Lagrange atau persamaan Euler. 
BAB II 
PENEMUAN POLA DENGAN MENGGUNA 
METODE ANALISA RESIDU DAN PART 
REKURS F 
BAB Ill 
PENEMUAN POLA DENGAN MENGGUNAKAN 
METODE ANAUSA RESIDU DAN PARTISI REKURSIF 
Dalam bab ini membahas tentang perangkat lunak yang akan diba 
yaitu perangkat lunak penemuan pola dengan menggunakan metode '"''"'"'""....., 
residu dan partisi rekursif dan juga tahap - tahap proses yang dija 
sehingga dihasilkan event - event terorganisasi. Konsep perangkat 
penemuan pola ini dirancang dan dikembangkan dengan mengacu 
referensi utama yaitu paper yang be~udul "Pattern Discovery by 
Analysis and Recursive Partitioning", karya Tom Chau dan Andrew K.C. 
yang merupakan anggota IEEE, dipublikasikan di IEEE Transactions 
Knowledge and Data Engineering, Volume 11, Nomor 6, Novem 
1999 [CHA-99]. 
3.1. TINJAUAN UMUM 
Untuk menemukan pola yang terdapat dalam suatu sample space 
dalam Tugas Akhir ini digunakan metode analisa residu dan partisi 
Penemuan pola dalam hal ini adalah menemukan event - event r<=>rr\rn~~n 
dalam suatu sample space data , event terorganisasi adalah sekumpulan 
yang terorganisasi dan bersifat homogen. Sample space data yang nrn,;:~k!ll 
adalah sample space data yang bersifat kontinyu, yaitu data non kategorikal. 
Yang dimaksud event terorganisasi adalah sekumpulan data yang 
perhitungan statistik dengan memanfaatkan tabel kontingensi 2xJ dan 
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rekursif bisa disebut sebagai sekumpulan data yang mengandung informasi 
bersifat homogen. Event terorganisasi dalam suatu sample space data 
mempunyai titik data yang lebih padat daripada sekelilingnya. Perhitun 
dengan menggunakan metode analisa residu ini dilakukan secara statistik. 
Sebagaimana sifat data pada umumnya, yaitu biasanya kumpulan 
mengandung noise, perangkat lunak penemuan pola ini harus mampu 
data dari noise - noise sehingga didapatkan informasi yang terorganisasi 
selanjutnya disebut dengan event terorganisasi. 
Untuk memperkirakan kepadatan titik data, tertebih dahulu sample 
data dipartisi menjadi sejumlah event. Ukuran partisi (Q) yang optimal 
dengan tujuan memaksimalkan perbandingan antara significant event dan 
event. Perhitungan ukuran partisi optimal adalah program integer yang 
diselesaikan dengan standard branch and bound algorithm. 
Partisi dilakukan dengan cara membagi tiap dimensi data m .. n,,..n, 
bagian yang disebut dengan interval dan masing - masing mempunyai 
titik yang sama atau jumlah titik plus atau minus satu. Partisi ini dilakukan 
semua dimensi data. Setelah semua dimensi dipartisi maka dilakukan inte 
antar hasil partisi dimensi sehingga dihasilkan event. Hasil akhir dari 
partisi ini adalah event - event data. Proses partisi ini disebut dengan 
Maximum Entropy Partitioning Procedure. 
Pada hasil partisi yang diperoleh dilakukan penghalusan tepi 
refinements) agar hasil partisi lebih halus yaitu dengan cara mengepaskan 
atas , bawah, kanan, dan kiri partisi tepat pada nilai data, yaitu nilai 
untuk batas kanan dan atas dan nilai minimum untuk batas kiri dan bawah. 
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Setelah proses partisi dan penghalusan tepi selesai selanjutnya pada 
event data dilakukan analisa residu dengan melakukan perhitungan statistik 
event dengan bantuan tabel kontingensi 2xJ sehingga diketahui status tiap 
yang terbentuk. Status ini diperoleh bila suatu event memenuhi syarat 
tenninasi. Status tiap event yang terbentuk ada tiga macam yaitu 
significant event, negatively significant event, dan insignificant event. 
Yang disebut event terorganisasi adalah event dengan status 
event. Event dengan status negatively significant event tidak 
lagi pada perhitungan setanjutnya sehingga bisa dibuang karena 
mempunyai frekuensi titik data tebih sedikit dari frekuensi virtual 
berkorespondensi dengan event tersebut dengan arti lain jumlah 
terorganisasi adalah jarang. Sedang insignificant event adalah event yang 
melanggar aturan asumsi homogenitas pada level signifikan yang 
ditentukan tetapi jumlahnya jarang. 
Event dengan status insignificant event ini disimpan untuk set 
dilakukan proses penggabungan event. Proses penggabungan event 
proses penggabungan kembali event - event yang berstatus insignificant 
yang selanjutnya dilakukan lagi analisa residual dan kembali status yang 
dari event hasil proses penggabungan event ditentukan. 
Bila status suatu event tidak bisa ditentukan karena 
kondisi terminasi yang telah ditentukan maka event tersebut harus 
kembali dengan menggunakan dengan Marginal Maximum Entropy ...,""'"""" 
Procedure. Dan dilakukan proses selanjutnya untuk menentukan status 
event. Hal inilah yang disebut dengan partisi rekursif. 
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3.2. NOTASI DAN ISTILAH YANG DIGUNAKAN 
Seperti telah disebutkan sebelumnya bahwa data yang digunakan se 
input perangkat lunak ini adalah data kontinyu . Yang dimaksud data ~nrltinu• 
dalam Tugas Akhir ini adalah data non kategorikal. Beberapa notasi dan 
yang digunakan dalam Tugas Akhir akan dijelaskan dalam sub bab ini. 
3.2.1. Event 
Dalam Tugas Akhir ini event didefinisikan sebagai Borel set dari sa 
space data. Menurut definisi Borel set, berdasar1<an sample space 9ld a 
-oo < a1 < b, < oo,i = l.. .d . Dan I , = (a,,b,] adalah one-dimensional sernic'lo:s~d 
interval. Borel subset dari 9\d adalah persegi panjang d-dimensi, E 
didefinisikan sebagai berikut: 
E = I,x .. .xid ={X I x, E I,,l::; i::; d} .. ................ . 
x = [x1 . .. xdf adalah titik dalam 9\d. cr-field yang dibuat oleh semua pe 
panjang disebut dengan Borel field dari 9\d yang ditulis dengan notasi B(9\ ). 
Jadi yang dimaksud dengan event dalam continuous sample space 9\d ada 
persegi panjang d-dimensi atau Borel set. Event E dengan sample space 
tiga dimensi dapat dipandang sebagai asosiasi dari tiga interval satu-d 
yaitu r~,I Y dan I z. Semua interval satu-dimensi ini adalah Borel set dalam 
Event dapat digambarkan pada gambar 3.1 berikut ini. 
z 
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Gambar 3.1 Event dalam illd 
3.2.2. Volume Event dan Frekuensi Observasi 
Sesuai dengan definisi event diatas, bahwa E adalah event d-dimensi 
dibuat dari interval - interval {!;}, i = l.. .d . Dan L1 adalah panjang interval 
Maka volume E dinotasikan sebagai berikut: 
d 
v= Il l1 
i= l 
Dan {x; }, i = l.. .N adalah himpunan N titik yang berada pada sample 
yang diamati. 
Sedang yang dimaksud dengan frekuensi observasi, N, dalam 
event, E, adalah jumlah titik sample data, Xi . dalam event E. 
3.2.3. Tabel Kontingensi 
Tabel kontingensi digunakan dalam proses analisa residu . T 
kontingensi yang dibuat adalah tabel kontingensi 2xJ. Angka 2 menunj 
bahwa tabel yang dibuat mempunyai dua baris atau populasi dan J menunj 
bahwa kolom yang dibuat mempunyai kolom sebanyak J kolom tergantung 
banyak event yang dihasilkan. Baris pertama pada tabel adalah actual data 
sebagai unknown distribution sedang baris kedua adalah virtual data 
sebagai uniform distribution. 
Populasi pertama berisi frekuensi data dari tiap event yang 
Sedang populasi kedua dibentuk dengan tujuan untuk mengidentifikasi 
yang berbeda dengan keadaan random oleh karena itu populasi 
berdistribusi random uniform. 
3.2.4. Status Event 
Seperti dijelaskan diatas bahwa proses penemuan pola adalah 
proses partisi untuk membentuk event dan dilakukan analisa residu pada 
event untuk selanjutnya dilakukan penentuan status event. (Tahap -
proses untuk selengkapnya dapat dilihat pada subbab 3.3). Hasil proses 
24 
residu adalah yang disebut dengan adjusted residual, r j . Pada kasus ini r j 
adalah berdistribusi normal yaitu N{O,l). Anggap z/J adalah nilai dari ar 
deviasi normal, Z - N(O,l), sedemikian hingga P(Z ~ zp )= ,B. Berikut ni 
adalah analog ikhtisar diatas dengan statistical hypotesis testing mengenai 
event yang dibagi menjadi tiga macam yaitu: 
1. (Positively) Significant Event 
Event E1 adalah signifikan pada a x 100 persen level signifikan, jika n 
r f ~ z a. 
l --
2 
Pada 5 persen level signifikan, event E1 akan dianggap signifikan 
r 1 ;:::: 1.96 . Significant event mengindikasikan bagian dari hioote!S;a 
homogenitas. Signfflcant event adalah bagian dari subspace 
mengandung data terorganiasi. Untuk selanjutnya positively significant 
disebut dengan significant event . 
2. Negatively Significant Event 
Event E1 adalah negatif signifikan pada a x 100 persen level signifikan, 
nilai r f ::.; za. 
2 
Negatively significant event mengindikasikan bahwa event ini rn,:•rn•n• 
dengan event tersebut dengan arti lain jumlah data terorganisasi """<'""'n 
jarang. 
-------------------------------
" p~- f ' 'IS 'r. J'\AAN I 
I l ~ ,NOLOGI 
Sr..Vt -~ H - NO PEMBER 
3. Insignificant Event 
Event E1 adalah insignifikan pada a x 100 persen level signifikan, jika 
I; jl < Z a· 1- -2 
Insignificant Event adalah event yang tidak melanggar asumsi 
pada level signifikan yang telah ditetapkan tetapi jumlahnya kurang . 
Sebagai penerapan dalam algoritma penemuan pola denggan ,.,.nn,n• 
metode analisa residu dan partisi rekursif event dengan status 
signmcant event akan dibuang karena sudah tidak dipertimbangkan lagi "'''"'""',n"' 
event ini bisa disebut dengan remove event. Sedangkan event yang 
memenuhi batas kondisi terminasi disebut dengan part event. 
3.2.5. Kondisi Tenninasi 
Kondisi terminasi ini digunakan untuk mengecek apakah suatu 
disimpan, dibuang, atau dilanjutkan untuk diproses lebih lanjut. Hal ini berka 
dengan metode perangkat lunak penemuan pola yang akan dibangun 
partisi rekursif. Kriteria yang digunakan sebagai batas dilakukannya pros 
partisi rekursif adalah sebagai berikut: 
1. A>20% 
Notasi A adalah proporsi event yang mempunyai frekuensi dibawah 5 
Kondisi ini mengindikasikan bahwa proses partisi harus dihentikan jika le 
dari seper1ima event mempunyai frekuensi kurang dari 5. Menurut 
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statistik [DAN-89] frekuensi sel minimum sekecil satu diperbolehkan bila lebih 
sedikit dari 20% sel- sel memiliki frekuensi-frekuensi harapan kurang dari 5. 
2. V . < v;ot (2( min- ~ ) 
J ~+ J 
Kondisi ini menghentikan proses partisi pada event Ei karena frekuensi event, 
m1 , kurang dari nilai minimum, Smin, yang diperlukan untuk mengetes secara 
statistik. Pada derivasi sample varian yang besar pada residu, teori central 
limit diterapkan pada perhitungan multinomial yang menghasilkan 
asymtotically normal distribution. Oleh karena itu frekuensi sel harus cukup 
besar yaitu minimum 25 sample . 
-
2 
Kondisi ini mengindikasikan adanya negatively significant event. Kondisi ini 
menyebakan proses partisi harus dihentikan. Subspace yang mempunyai 
sedikit atau tidak ada data harus dibuang. 
4. /;J, <Z a 
1- -
2 
Kondisi ini menghentikan proses partisi karena adanya significant event. 
3.2.6. Probability Density Estimate 
Berdasarkan definisi volume event dan frekuensi observasi maka 
terhadap Ej bisa dilakukan probability density estimate dengan persamaan, 
, n . 
p =-I ··· ···· · · · · · · ··· · · ······ ··· · ··· ·· ·· · · ·· ··· · · ·· (3.3) I N v 
. I 
notasi N adalah total jumlah titik dalam sample space data. Persamaan (3 
diatas adalah probability density estimate pada tiap event berdasarkan 
tiap - tiap event. Maka bila semua probability density estimate pada tiap 
dijumlah harus memenuhi kondisi, 
' ' I~= IPJ.Vi = ! ..................................... 4) 
j j 
3.2.7. Penskalaan (Scale lnvariance) 
Penskalaan adalah proses transformasi data yang dilakukan pada 
tiap dimensi atribut sample space data. Penskalaan yang dimaksud 
gabungan dari penskalaan tunggal. Misalnya terdapat data set X= {x;},i = 1. 
dan tiap x; e 9td , maka yang dimaksud dengan penskalaan tunggal "'11 "•~<>h 
mengubahnya menjadi x· = {x;},i = l.. .. N, jika untuk tiap dimensi k, k = 1, .. 
dimana x;k = ykxik dan Yt >0. Y~c merupakan konstanta positif. Dengan 
lain semua titik yang berada pada suatu dimensi d diskalakan oleh suatu 
r~c yang positif yang sama. 
oleh penskalaan, sehingga perbandingan densitas antar event tidak terpe 
juga. Konsepnya adalah misalnya kita mempunyai dua 
X= {x;} e O.',i = l, ... N. Anggap x· adalah penskalaan tunggal dari X 
kita ingin menerapkan algoritma MMEP pada 0 dan n·. Maka kedua data 
akan dipartisi dengan nilai ukuran partisi (Q) yang sama. Hasil partisi 
menghasilkan beberapa buah event {£1} dan {E~}j = l, ... ,Qd. 
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menunjukkan pengertian scale invariance bisa dibuktikan bahwa 
probabilitas event, E1 maka P(E) = P(E)J = l , ... ,Qd Jebih jauh 
A A 
p(E,) p(E) A 
-A--= -A-- dimana p(£1) adalah probability density estimate event £1 
p(E) p(E~ ) 
sebagaimana persamaan 3.3. 
3.3. METODE ANALISA RESIDU DAN PARTISI REKURSIF 
Tahapan yang harus dijalankan dalam metode ini adalah: 
1. Proses pembentukan event 
2. Proses penghalusan tepi 
3. Proses penentuan ukuran partisi 
4. Proses pengecekan termination condition 
5. Proses analisa residu 
6. Proses penggabungan event 
3.3.1. Proses Pembentukan Event 
Proses pembentukan event merupakan tahap proses paling awal. 
membentuk event-event maka dilakukan Marginal Maximum Entropy 
(MMEP). Tujuan dari Marginal Maximum Entropy Partitioning ini 
membentuk event yang tidak tumpang tindih. 
Anggap E adalah subspace yang akan dipartisi. Ukuran partisi d' 
dengan Q , dan d adalah dimensi dari data. Maka proses partisi 
menghasilkan event sebanyak Q x Q x .. . x Q = Qd event. 
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Dalam tahap ini terlebih dahulu dilakukan pembacaan data 
berupa tabel dari suatu database. Jumlah titik sample, N, dalam sample.,...,"''""""· 
dihitung. Selanjutnya proses partisi akan dilakukan pada tiap dimensi. 
masing - masing dimensi dicari titik dengan nilai minimum dan 
serta diberi tanda. Kemudian titik disepanjang antara nilai mini 
maksimum dibuat tanda sebanyak Q-1 tanda sehingga dihasilkan Q jnr.r:>rv~~ 
- tiap interval terdili dali [ ~ J ± I tilik data. T and a yang dibuat ini dig 
sebagai batas tiap partisi yang dibuat pada tiap dimensi. 
Proses partisi seperti diatas dilakukan sampai semua dimensi. 
hasil partisi pada semua dimensi diinterseksikan sehingga dihasilkan Qd 
dalam 9\d. 
Sebagai gambaran mengenai prosedur MMEP bisa diperhatikan 
3.2. Pada gambar 3.2 dimisalkan jumlah titik sample, N, adalah 45, u 
partisi, Q , adalah 3 sehingga banyaknya titik tiap interval adalah N =-
Q 
titik. Pada gambar terlihat bahwa masing - masing dimensi dibagi menj 
dimensi. Setelah proses interseksi maka dihasilkan Qa = 32 = 9 event. 
X= 45 (] = 3 
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Gambar 3.2 Contoh MMEP dengan data dua-dimensi 
Prosedur MMEP selengkapnya adalah sebagai berikut: 
1. Frekuensi titik sample, N, yang terdapat dalarn subspa 
dihitung, E. Set i=1. 
2. Untuk dirnensi ke-i, 
a. Nilai minimum dan rnaksirnurn pada koordinat ke-I dicar 
Diberi label a 1 dan aQ+ 1 • 
b. Titik-titik Q-1, a 2 , ••• , aQ sepanjang dirnensi dipili 
antara a 1 dan a Q+ 1 , sehingga terdapat Q interval ya 
masing-rnasing mengandung [N/Q] ± 1 titik. 
c.Dari tiap a 1 , bidang (d-1) dimensional diperluas secar 
tegak lurus. 
d.Jika I<d, increment nilai i dan kernbali pada langkah 
Jika tidak, dilanjutkan ke langkah 3. 
3. Titik-titik potong dari bidang (Q+1) ct mendefinis· 
event Qct dalam Rct . 
Gambar 3.3 Pseudocode Prosedur MMEP 
3.3.2. Proses Penghalusan Tepi 
Hasil proses MMEP menghasilkan - event yang batas - batas te 
kasar. Oleh karena itu pertu dilakukan proses penghalusan tepi. P 
penghalusan tepi ini adalah dengan menempatkan batas atas dan bawah 
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batas kanan dan kiri event tepat pada nilai maksimum dan minimum data cara 
berurutan. 
t:l tlz £3 
•••• 
Er 
• • • • G:J •• • • 
•• 
• l J-;, 
•• I • 
• • l• • 
•• •• I 
•• 
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Gambar 3.4 Penghalusan tepi 
Gambar 3.4 menggambarkan proses penghalusan tepi yang 
pada event. Gambar sebelah kiri adalah event hasil proses MMEP """"'""'"""u' 
dilakukan penghalusan tepi. Gambar sebelah kanan adalah kondisi 
setelah dilakukan penghalusan tepi. Tampak pada gambar bahwa batas-
event tepat mengenai nilai maksimum dan minimum data. 
3.3.3. Proses Penentuan Ukuran Partisi 
Penentuan ukuran partisi ini dilakukan pada tiap level partisi 
dilakukan oleh MMEP. Penentuan ukuran partisi bertujuan untuk 
ukuran partisi yang paling optimal sehingga diharapkan dengan ukuran 
yang optimal tersebut dapat dihasilkan organisasi data yang maksimal. 
Tujuan dari penentuan ukuran partisi, Q, adalah memaksimalkan 
antara significant event dan semua event. Misal sample space akan di 
menjadi Qd event. Anggap M(Q) sebagai jumlah positively dan 
significant event dari hasil partisi. Maka Q diperoleh dari: 
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M(Q) 
max--d-... ... .............. .... ... .......... ..... . . (3.5) 
Q 
meminimalkan Q dengan meminimalkan kompleksitas komputasional. 
intuitif nilai yang dihasilkan oleh fungsi (3.5) akan bertambah jika Q hort,.,., 
secara integral dari nilai awal yang ditetapkan. Namun untuk nilai 
semakin besar, fungsi (3.5) akan menghasilkan nilai yang semakin kecil. 
menunjukkan bahwa fungsi (3.5) akan menghasilkan nilai maksimum tepat 
sebanyak satu buah. 
3.3.4. Proses Pengecekan Kondisi Tenninasi 
Untuk melakukan pengecekan kondisi terminasi digunakan hasil 
r1 pada event. Proses yang harus dijalankan jika hasil perhitungan rj me 
kondisi tenninasiadalah sebagai berikut: 
• Bila memenuhi kondisi terminasi (4) maka event ini 
insignificant event. 
• Bila memenuhi kondisi terminasi (1) atau (2) maka event disimpan set>aoai 
significant event atau insignificant event, tergantung dari nilai residualnya 
• Bila memenuhi kondisi terminasi (3) maka event dibuang. 
Bila tidak memenuhi kondisi terminasi maka proses dimulai dari awallagi 
mengeset E = event yang tidak memenuhi kondisi terminasi ini = part 
begitu seterusnya sampai kondisi terminasi ditemui. Proses pengecekan 
terminasi ini dilakukan pada semua event yang terbentuk. 
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3.3.5. Proses Analisa Residu 
Terhadap event-event yang dihasilkan oleh proses pertama yaitu 
pembentukan event dengan menggunakan MMEP akan dilakukan 
analisa residu. Tujuan tahap ini adalah membentuk tabel kontingensi 2xJ. 
Baris pertama tabel kontingensi tiap - tiap selnya berisi frekuensi 
event yang terbentuk sedang baris kedua tiap - tiap selnya berisi nilai 
random uniform yang berkorespondensi dengan event pada 
Gambaran tabel kontingensi 2xJ dapat dilihat pada table 3.1. 
Tabel 3.1 Tabel kontingensi 2xJ 
Events 
Population 
Et E2 EJ 
Actual data 1 (unknown distribution) nu nn ntJ 
Virtual data 2 (uniform distribution) nn n22 ll2J 
Totals n+l n+2 ll+J 
Berdasarkan tabel kontingensi 2xJ diatas ~j , j=1 ... J, adalah 
event E1 ••• EJ . Kolom terakhir pada baris pertama adalah jumlah total 
pertama, ~+ . Nilai baris kedua sebagai data virtual dapat diperoleh dari 
persamaan, 
dan vj adalah hypervolume yang dipunyai oleh Ei yang dapat dihitung d 
persamaan (3.2). Dan nilai V TOT dapat diperoleh dari, 
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Vror adalah velum total semua event yang terbentuk. 
mengindikasikan frekuensi virtual berdasarkan frekuensi yang dipunyai oleh 
event. Pada tabel kontingensi diatas ~+ = ~+ . Baris paling bawah adalah ha 
penjumlahan antara frekuensi aktual dan virtual tiap event. 
Sampai pada tahap ini maka tabel kontingensi 2xJ yang terdiri dari du 
populasi multinomial yang independen telah terbentuk. Selanjutnya 
populasi tersebut akan dibandingkan untuk mengecek perbedaan lokal 
Dalam aturan tabel kontingensi, keberadaan dua populasi ini digunakan 
mengetes proporsi homogenitas. Rumusan hipotesis nol diberikan sebag 
berikut, 
Ha : P1i = P2i· i = l...J ...... .... .................. . . 
notasi pif adalah probabilitas event j untuk populasi i. 
values , mi1 dengan asumsi bahwa H0 benar. Karena tiap ni1 berdistrib 
multinomial maka expected values adalah mif = nl+pif . Dengan asumsi hipotesi 
nol, H0 adalah benar maka perkiraan nilai pif adalah, 
1\ n+J 
pif=- .............................................. (3. 
n++ 
Dari persamaan ini maka perkirakan expected values, 
1\ n+J 
mif =ni+- .......................................... (3.1 
n++ 
Dengan menggunakan definisi n+ 
1 
= n11 + n21 , dan hubungan simetris ~+ = 
dan n++ = 2~+ kita dapat menspesialisasikan persamaan (3.1 0) pad a tabel. 
dihasilkan, 
1\ 1 
m, =2n+1 . .... .. ..... .. .... .. .. . . . . . .. .. . . . . ... ... . . .. (3.11 
1\ 1 
m1 = "2.(~1 +n2) •• .••• •• •• •• •• •. . •• •.• •• • •• • •• • .•• •• (3 .1 
notasi ~~ diperoleh dari persamaan (3.6). Persamaan (3.12) adalah exlrecte41 
values untuk sel-sel pada kolom ke-j pada tabel kontingensi , dengan asumsi 
1\ 
adalah benar. Notasi i dihilangkan karena nilai m independen terhadap ...,v.,.•u•a'"'' 
ke i . 
Untuk mendeteksi deviasi H0 digunakan adjusted residual test statisti'q. 
Perhitungan adjusted residual adalah perhitungan standar secara statistik 
tes kenormalan (asymptoticaly standard normal test statistic). Untuk kolom 
berkorespondensi pada populasi ke-i dan event ke-j maka r1 didefinisikan 
berikut, 
~ 
n11 -mif 
rif= ~ 1 1 2 • ••••. • •..••• •• •• • • • •• •• • .•• • ••• .• • •• • •••••• (3.1 c,, 
notasi 
I 
"2 
cif adalah estimated asymptotic variance. Untuk table dua-dime 
dengan asumsi product-multinomial sampling dan proporsi homogenitas, vari 
dapat dihitung dengan, 
~. ~~{~-::X~-;:J ... .... ............... (3.1 
3 
Dengan mengaplikasikan persamaan (3.11) dan hubungan n++ = 2nl+ d 
n i+ = n1+ persamaan (3.14) dapat disederhanakan menjadi, 
notasi i kembali dihilangkan karena tidak ada dependensi pad a populasi i . 
Karena pada tabel kontingensi hanya baris pertama yang menga 
data aktual maka hanya pada baris pertama saja dilakukan perhitungan au11u:s,r~u 
residual. Untuk meringkas notasi maka perhitungan residu akan ditulis 
notasi lj saja tanpa notasi populasi. Dengan mensubtitusi persamaan 
pada persamaan residual (3.13), maka adjusted residual untuk tabel 
yang telah dibuat adalah, 
~(~j -n2J 
'j = 1/ 2 
cj . ........ ... ... . • • .•...•....• . • •. ••• (3.1 
notasi c1 diambil dari persamaan (3.15). Rumusan statistik diatas 
digunakan untuk mendeteksi perbedaan antara frekuensi event 
distribusinya tidak diketahui dan yang berdistribusi random uniform. 
3.3.6. Proses Penggabungan Event 
Proses penggabungan event dilakukan terhadap event - event 
berstatus insignificant event. Proses penggabungan event dapat 
dengan menggunakan notasi k untuk mendeteksi semua insignificant 
Maka k dapat dirumuskan dengan, 
k~{;IH<z,_J . ... . .... (3.1 
dengan 1 ::; j ::; Qd. Setelah insignificant event, {E1 }J E k teridentifikasi, 
event ini dapat digabung menjadi satu, Ec = u
1
ekE
1
• 
Misal prosedur MMEP dilakukan terhadap E dengan 
Qd = M + jkj event. Notasi M adalah jumlah positively dan 
significant event dan Jkj adalah jumlah insignificant event. Setelah dilaku 
proses penggabungan event maka jumlah event dapat direduksi menj 
M + 1 event. Dengan cara ini maka secara teoritis tidak dijumpai event 
tumpang tindih. 
Algoritma penggabungan event adalah sebagai berikut: 
1. Insignificant event dikenali, j E k . Index set, k, 
yang dirumuskan persamaan (3.17). Jika tidak da 
insignifikan event, maka hentikan. 
2. Susunan event terbentuk: 
a. Compound event volume, vc=2:1ekv1 dihitung. 
b. Compound event frequency, nc = 2: JeknJ dihi tung. 
c. Compound event probability density value dihit 
nc 
Pc = -N , notasi N adalah total jumlah sample y 
.Vc 
dipertimbangkan. 
3. Batas rtisi antar insi fikan event s. 
Gambar 3.5 Pseudocode penggabungan event 
Berikut ini adalah algoritma penemuan pola dengan me 
metode analisa residu dan partisi rekursif secara keseluruhan : 
1. Pola dicari dalam subspace 0. Set E = 0. 
2. Ukuran partisi Q dihi tung untuk E, berdasarkan 
(3. 5 ) . 
3. E dipartisi rnenjadi Qct event ,{Ej}, j=l ... Qct , 
rnenggunakan pendekatan algoritrna MMEP dan set j=l. 
4. Untuk e vent Ej , 
a.Dilakukan proses penghalusan tepi. 
b.Assosiated virtual frequency, 
persamaan (3.6). 
c.Probability density estimate, 
persarnaan (3.9). 
1\ 
A 
dihitung 
1\ 
dihitung 
d.Adjusted residual, r1 , dihitung dengan persamaan .16). 
5. Sirnpan, rekursif atau teruskan: 
a.Jika kondisi terrninasi(4) ditemui, ditandai gai 
insignificant event. Jika kondisi terrninasi(l) (2) 
terjadi, simpan sebagai significant event atau 
sebagai insignificant event tergantung pada nilai 
adjusted residual. Jika kondisi terrninasi (3) di ernui, 
event ini dibuang. Dilanjutkan ke langkah 5c. 
b.Rekursif: Jika kondisi terminasi tidak diternui s t E = 
Ej dan dilanjutkan ke langkah 2. 
c.Incrernent nilai j dan dilanjutkan rnerneriksa event 
selanjutnya dengan kernbali ke langkah 4. Jika sernua 
event telah selesai diperiksa, yaitu ketika j = Qct rnaka 
dilanjutkan ke langkah 6. 
6. Prosedur penggabungan event dilakukan untuk E. 
rnerupakan nested recursion, kernbali ke langkah 5c 
rnerupakan top level recursion, proses dihentikan. 
Gambar 3.6 Algoritma penemuan pola dengan menggunakan metode analisa residu 
parti~i r~k~-trsif 
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PERANCANGAN DAN PEMBUATAN 
PERANGKAT LUNAK 
Pengembangan perangkat lunak pada Tugas Akhir ini merupa n 
implementasi dari algoritma penemuan pola dengan menggunakan 
analisa residu dan partisi rekursif secara keseluruhan yang telah diuraikan 
bab sebelumnya. Pada bab ini akan dibahas tentang 
masukanlkeluaran sistem, perancangan diagram alir data, perancangan 
data dan perancangan proses. 
4.1. KEBUTUHAN PERANGKAT LUNAK 
Pembuatan perangkat lunak ini dilakukan dengan bahasa Java d 
mempergunakan compiler JDeveloper versi 3.0 dengan sistem operasi M•r·rn•tntt 
Windows 98. Perangkat keras yang dipergunakan adalah komputer nPinm;:~n 
prosesor Intel Pentium II 333MHz dengan memori sebesar 160MB. 
pembuatan program ini mempergunakan bahasa java, maka program ini d 
berjalan pada banyak platfonn. Sedangkan untuk melakukan koneksi ke 
data Oracle digunakan driver JDBC Thin Driver dengan spesifikasi ""'"'""'"'"'' 
berikut: 
• Diterapkan secara keseluruhan dengan Java. 
• Dapat di-download dari server ke browser. 
• Tingkat portabilitas-nya tinggi. 
40 
• Mempergunakan protokol TCP/IP . 
Sesuai dengan tujuan Tugas Akhir ini, maka kriteria yang nantinya 
menjadi spesifikasi perangkat yang akan dibangun adalah sebagai berikut: 
1 . Perangkat lunak dapat membaca tabel dari basis data berbasis 
Tabel yang digunakan sebagai masukan perangkat lunak dibuat 
basis data Oracle. 
2. Perangkat lunak dapat membentuk event-event dari sample space 
4 
multi dimensi dengan menerapkan metode partisi rekursif. U 
membentuk event-event dengan menggunakan metode partisi rekursif · 
digunakan algoritma Marginal Maximum Entropy Partitioning. 
3. Perangkat lunak dapat melakukan perhitungan analisa residu 
event-event yang dihasilkan dari metode partisi rekursif. Perhitu 
analisa residu ini dilakukan berdasarkan teori statistik dengan 
tabel kontingensi. 
4. Perangkat lunak dapat menentukan ukuran partisi (Q) yang paling nn1hm,::~• 
terhadap sample space data. Hal ini sangat penting mengingat jumla 
record dan field tabel masukan bersifat dinamis tergantung pada uku 
tabel data masukan. 
5. Perangkat lunak dapat menemukan pola yang ada pada sample 
data dengan menggunakan algoritma analisa residu dan partisi rekursif. 
Untuk memenuhi kriteria-kriteria diatas maka ditempuh langkah-langkah sP.!'11P.m 
yang akan dijelaskan pada sub bab-sub bab dibawah. 
--------------·-------
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4.2. PERANCANGAN PERANGKA T LUNAK 
Perancangan perangkat lunak dilakukan sebelum pembuatan 
perangkat lunak. Dalam perancangan ini akan dibahas lebih lanjut 
perancangan data, perancangan proses, dan perancangan 
Perancangan data terdiri dari perancangan data masukan, data proses, dan d 
keluaran. Perancangan proses digambarkan dengan diagram alir data 
Perancangan antar muka terdiri dari perancangan hirarki menu, form 
form proses dan form keluaran. 
4.2.1. Perancangan Data 
Perancangan data ini bertujuan untuk mengetahui kebutuhan nPr::::mrlk~, 
lunak yang akan dibagun. Pada bagian ini ditentukan data-data yang diperluka 
dari awal proses sampai dengan akhir proses. Data-data tersebut akan 
dalam variable-variabel dan kelas yang terbagi sesuai dengan 
Perancangan data dapat digolongkan menjadi tiga bagian yaitu : 
• Data Masukan 
Data masukan yang diperlukan masukan perangkat lunak adalah 
dari suatu basis data yang dimasukkan melalui form masukan. Tabel 
menjadi data masukan tersebut paling tidak mempunyai field atribut "' .. .-,""n'""""' 
dua buah. Data pada field atribut harus bertipe numerik dan bersifat 
(non kategorikal). Tabel dengan jumlah field atribut sebanyak dua buah seperti 
disebut dengan tabel dua dimensi. Keterangan lain yang perlu dimasukkan 
pengguna adalah nama dan lokasi file output yang digunakan sebagai 
penyimpanan semua proses dan informasi yang berguna yang dilakukan 
sistem selama proses penemuan pola berlangsung. File ini akan disim 
dengan ekstensi *.txt 
• Data Proses 
Data proses adalah data yang digunakan oleh sistem selama 
berlangsung. Data proses ini diperoleh dari proses transformasi data 
maupun dari perhitungan program. Data-data ini dapat dibagi menjadi ena 
bagian , yaitu : 
1 . Data hasil scanning tabel dan pengindekan 
Hasil proses scanning tabel disimpan dengan dilakukan penambahan 
index untuk tiap-tiap record dalam tabel. Pemberian index ini bertujuan 
memudahkan pemetaan record-record yang diperlukan dalam impleme 
algoritma Marginal Maximum Entropi Partitioning dan untuk mendapatkan 
record yang terdapat dalam tabel. Jadi data hasil proses scanning tabel adal 
data hasil scanning tabel beserta indexnya, jumlah record tabel masukan, 
jumlah field atribut I dimensi tabel masukan. Data hasil scanning tabel 
disimpan dalam hashtable. 
2. Data sorting dimensi 
Data tiap dimensi tabel yang telah di-scanning dan telah tersimpan dal 
suatu variabel harus diproses dengan melakukan proses sorting data. 
melakukan sorting data ini digunakan algoritma buble sort Proses sorting 
dilakukan untuk memenuhi algoritma marginal maximum entropy pa 
Data sorting dimensi ini tersimpan dalam hastable dalam bentuk ""'''"'"""'' 
dimensi ke-i dan data-data numerik tiap field yang telah terurut beserta indeknya. 
3. Data partisi dimensi (interval) 
Data partisi dimensi yang disebut juga dengan interval adalah data 
diperoleh dari proses partisi terhadap semua dimensi tabel dimana 
dimensi tabel mempunyai data yang telah terurut. Partisi dilakukan be11:ta:sankai1 
ukuran partisi (Q) yang telah didapat. Data partisi dimensi atau 
tersimpan dalam hastable dalam bentuk pasangan dimensi ke-i partisi ke-j 
data-data numerik dimensi ke-i yang telah terurut beserta indeknya. 
4. Data interseksi partisi dimensi (event) 
Data ini merupakan data yang diperoleh dari hasil proses interseksi 
kombinasi data partisi dimensi dan proses penghalusan tepi yang disebut 
event. Seperti dijelaskan sebelumnya bahwa pada tiap interval 
mengandung data-data numerik dimensi ke-1 beserta indeknya. Data rnt.: • ....,o: ..... CI. 
partisi atau event ini disimpan dalam hastable yang merupakan 
beserta indek yang masuk didalamnya. Index dalam hal ini ekuivalen "~'n"~•m 
record data. 
5. Data analisa residu 
Data analisa residu adalah data yang diperoleh dari hasil proses pe 
analisa residu yang dilakukan terhadap semua event yang telah 
dengan bantuan tabel kontingensi. Jadi tiap event yang terbentuk 
satu perhitungan analisa residu. Data analisa residu ini disimpan dalam hastab 
Data ini meliputi: 
• Frekuensi record yang berada dalam tiap event (n,
1
) 
• Volume tiap event ( v 1 ) 
• Volume virtual tiap event ( n21 ) 
• Expected values tiap event ( m 1 ) 
• Estimated asymptotic variance tiap event ( c 1 ) 
• Ajdusted residual tiap event ( r1 ) 
• Estimated probability tiap event ( p 1 ) 
• Status event yang dilambangkan dengan 1 untuk positively -~in.nmt~:l 
event. 0 untuk insignifcant event, dan -1 untuk negatively significant 
6. Data ukuran partisi (Q) 
Data ukuran partisi adalah variabel yang menyimpan ukuran partisi 
yang akan digunakan dalam membagi tiap dimensi tabel menjadi '"T~""'"''-"''' ... v ... , 
Penentuan ukuran partisi , Q, adalah dengan memaksimalkan 
significant event dan semua event. 
• Data Keluaran 
Data keluaran sistem yang akan dibangun adalah event yang h""r~t!'ltt - c:: 
significant event beserta indek atau record yang masuk didalamnya. 
pola-pola yang ditemukan dalam aturan yang mudah dibaca oleh p 
Waktu yang diperlukan sistem untuk memproses masukkan pengguna sa 
ditemukan pola juga ditampilkan. Data keluaran yang lain adalah sebuah 
yang berekstensi *.txt yang disimpan dalam media penyimpanan. Dari 
keluaran ini bisa didapat infonnasi mengenai perhitungan analisa 
banyaknya level rekursi, event-event yang terbentuk dan keseluruhan 
yang te~adi selama proses be~alan. 
4.2.2. Perancangan Proses 
Perancangan proses digambarkan dalam bentuk Data Flow 
(DFD) atau Diagram Alir Data (DAD) yang merupakan teknik 
menggambarkan aliran infonnasi dan transfonnasi data dari input sampai 11<>•.,n<=an 
output. Simbol dari DAD adalah sebagai berikut: 
External entity 8 Data store 
Gam bar 4.1 Simbol DFD 
External entity merupakan entitas yang berperan sebagai penghasil 
pemakai infonnasi yang berada di luar sistem yang dimodelkan. 
Process merupakan proses transfonnasi infonnasi yang berada dalam sistem. 
Data store merupakan penyimpanan data dalam sistem yang dapat diakses 
satu atau beberapa proses. Biasanya berupa file data dalam 
penyimpanan. 
Data merupakan satu atau sekumpulan data atau infonnasi yang mengalir da 
satu proses ke proses lain, dan tanda panah merupakan arah aliran data. 
Pembuatan DAD untuk menggambarkan aliran infonnasi dan transfo 
data dari masukan sampai dengan keluaran pada implementasi perangkat 
ini digunakan software Power Designer ProcessAnalyst. DAD untuk pera 
sistem ini dimulai dengan DAD level 0. 
Tabel data set 
record data 
__ t __ 
- 1 . 
~---·· ·--~~-~~~:~-~-----·--1--···h:~-:~:~~~-an ·~····P:::~an ··,·). ..... ~-~-~-~eluar~----..-
[_ ____________________________ j~---------------------~ ,_:;~/ .. ···· Media penyimpanan 
Gambar 4.2 DAD level 0 
Pada DAD level 0 (gambar 4-2), proses penemuan pola dimulai deng 
memilih tabel data set yang akan digunakan sebagai masukan. Kemudian nrr'lsl'ts 
penemuan pola bisa langsung dimulai. Hasil penemuan pola ini berupa 
event yang signifikan dan pola yang mudah dibaca oleh user. Hasil 
yang lain adalah suatu file yang menyimpan data-data dan informasi 
didapatkan selama proses berjalan dan disimpan dalam suatu media d 
ekstensi *.txt. Proses lebih detail pada proses penemuan pola adalah ... ~ ..... M,... 
berikut: 
Tabel data set 
----~-
. . 1.2 • .. 
-----·1 [permintaanj : \ data hasil · label & · ldelca ,· 
Pengguna -------~1 ~;;;,;-~j{ Main process ·--- scannmg ...... pet og• n I, 
. ' . Pengind<ekarl 
_____ _j- ------------------. . + ... ,' · ... 
[data keluaranj 
_______ _y _____ _ 
Med'oa 
penyimpanan 
Gambar 4.3 DAD level1 , detail dari proses penemuan pola 
Pada DAD level 1 (gambar 4.3) proses penemuan pola terdiri dari d 
proses yang merupakan penjabaran dari proses level 0, yaitu Scanning 
Pengindekan dan Main process. Scanning dan pengindekan merupakan pros 
pembacaan tabel data set yang dilakukan dengan cara melakukan query 
membaca suatu tabel secara keseluruhan . Algoritma proses Scanning 
Pengindekan ini adalah sebagi berikut: 
1. Table dipilih . 
2 . Semua record tabel dib aca sekal i gu s memberi i n dek 
y ang unik pada tiap r ecord yan g di baca. 
3. Semua record disimpan . 
Gambar 4.4 Algoritma Scanning dan Pengindekan 
Setelah dilakukan proses penyiapan data, langkah selanjutnya .... ., ........... 
melakukan proses utama (main process). Proses utama ini terdiri dari tiga 
utama yaitu proses membagi tiap dimensi tabel dengan meng 
algoritma marginal maximum entropy partitioning , proses analisa residu, 
proses perhitungan ukuran partisi (Q). Proses marginal maximum 
entropy partitioning bisa dilihat pada gambar 3.3 pada bab subbab 3.3.1. 
analisa residu adalah proses perhitungan secara statistik dengan bantuan 
kontingensi dengan tujuan akhir untuk menghasilkan perhitungan 
residual, r i. Algoritma analisa residu adalah sebagai berikut: 
1. Merobuat tabel kontingensi 2XJ. 
2. Menghitung frekuensi record yang berada dalam ti 
event ( ~; ) 
3. Menghitung volume tiap event ( v, ) 
4. Menghitung volume total semua event den-gan pers. 3. 7 
5. Menghitung frekuensi total semua event. 
6. Menghitung volume virtual tiap event ( n2J ) 
3.6 
7 . Menghi tung expected values tiap event ( m J) 
pers. 3.12 
8 . Menghitung estimated asympt otic variance tiap 
( cJ) dengan pers. 3.15 
9. Menghitung Ajdusted residual tiap event ( r,) 
pers. 3. 16 
10. Menghitung Estimated probability tiap event 
dengan pers. 3.9 
Gambar 4.5 Algoritma perhitungan Analisa Residu 
Setelah dihasilkan nilai r1 maka status event bisa ditentukan. Karena 
perhitungan ukuran partisi a bertujuan untuk memaksimalkan rasio antara 
significant event terhadap semua event maka proses Main process ini 
dilakukan berulang kali sampai ditemukan ukuran partisi a yang paling 
Algoritma penentuan ukuran partisi (a) adalah sebagai berikut: 
1. Menghitung semua event yang berstatus significant 
event dan negatively significant event. 
2. Menghitung jurnlah semua event yang terbentuk. 
3. Hitung nilai Q berdasarkan persamaan 3.5. 
4. Sirnpan nilai ukuran partisi (Q). 
5. Lakukan lagi perhitungan untuk mencari nilai Q dengan 
persru~aan 3.5 sampai ditemukan nilai Q yang paling 
besar. 
6. Pilih nilai Q yang terbesar sebagai nilai ukuran 
partisi yang dipakai. 
Gambar 4.6 Algoritma penentuan ukuran partisi (Q) 
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Detail proses Main process digambarkan pada gambar 4.7 berikut ini: 
Pengguna 
Scanning dan Pengindef(an 
. 1.2.3 \ y/ 1.22 ·. . ...... \21'· 
; · Penentuan \ data ana lisa residu ; \ data interseksi partisi dimensi (event) _,... Marginal · \ 
' ukuran partisi ·- --------' AnafiSa residu ·~-·-··--··-··-···---·-·--··-·--·--·-·J maximum ·, 
\ (Q) ·' '. ..: '. entropy . 
. .·· . \, pa~+· . / ...... 
~ --·-r __ ...,.. ·- _,., 
(data keluaran] 
I 
________ y ---- . 
Media 
penyimpanan 
--·---·-·-·---···--··---·----ukuran partisi Q 
Gambar 4.7 DAD level 3, detail proses Main process 
--x·-
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Proses marginal maximum entropy partitioning yang merupakan nrc~F~s 
pembentukan event terdiri dari proses sorting data, proses partisi dimensi, 
proses interseksi hasil partisi dimensi. Proses sorting data dilakukan dengan 
mengurutkan nilai data tiap dimensi. Proses partisi dimensi dilakukan d 
membagi tiap dimensi tabel dengan ukuran partisi (Q) yang telah ditentukan. 
proses interseksi hasil partisi dimensi dilakukan dengan terlebih 
mengkombinasikan semua hasil partisi dimensi yang disebut dengan 
kemudian menginterseksikan indek-indek yang ada dalam tiap 
(interval) tersebut dimana tiap satu indek mewakili satu titik data. 
Penentuan ukuran partisi (Q) 
[ukuran partisi Q] 
Scanning dan Pengindekan 
[data hasil scanning tabel & pengindekan] 
I 
_______ r_ __ _ 
'. 1.2.1.2 . 
J .. 
..-- . 
. 1.2.1.1 
'. data sorting dimensi i 
I Partisi dimensi k ................ - ...................... ; Sorting data 
data partisj dimensi [.intarval) 
i 
_L ... , 
. 1.2.1.3 
· lnterseksi hasH 
,' partisi dimensi , 
, [data interseksi partisi dimensi (event)] 
•. & Peoghalusan ,....................................................... .. ...... - ......... ,._ ·:· . 
' Tepi 
------
Analisa residu 
Gambar 4-8 DAD level 4, detail proses marginal maximum entropy partitioning 
Untuk melakukan pengurutan nilai tiap dimensi data digunakan algoritma 
sort dengan algoritma sebagai berikut: 
Begin 
For I := 1 to d do 
End; 
For J := 1 to N-1 do 
If A[J] > A[J+1] then 
TUKARKAN(A[J],A[J+1]) 
Gambar 4.9 Algoritma sorting dengan metoda buble sort 
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Sedangkan untuk melakukan partisi semua dimensi data digu n 
algoritma sebagai berikut: 
1. Hitung dimensi data 
2. Lakukan partisi pada tiap dimensi ke I 
sesuai nilai Q yang diperoleh 
Gam bar 4.10 Algoritma partisi dimensi 
Setelah semua partisi dimensi Algoritma terbentuk maka bisa dil 
proses interseksi hasil partisi dimensi dan penghalusan tepi untuk 
event, dengan menggunakan algoritma sebagai berikut: 
1. Untuk tiap dimensi data lakukan kombinasi interval tiap 
dimensi. 
2. Untuk tiap hasil kombinasi interval lakukan interseksi 
terhadap indek yang dimiliki tiap interval anggotanya 
untuk menentukan indek ke-i angota event ke-j 
3. Lakukan penghalusan tepi dengan mengepaskan batas event 
pada tiap nilai minimal dan maksimal indek yang berada 
ada interval membentuk event ke- · . 
Gambar 4.11 Algoritma interseksi hasil partisi dimensi dan penghalusan tepi 
4.2.3. Perancangan Antar Muka 
Pada bagian ini akan dijelaskan struktur rancangan antar muka 
menampilkan hasil implementasi perangkat lunak. Fasilitas-fasilitas minimal 
harus ada pada perangkat lunak meliputi koneksi basis data, input tabel 
proses penemuan pola. Adapun hirarki menu yang dibuat adalah sebagai 
Menu 
Infonnation 
Wizard Connectio Summary 
Run Table 
Reset Save 
~ Exit 
Gambar 4.12 Diagram hirarki menu 
• Menu File 
Menu File terdiri dari sub menu Wizard, Run, Reset, dan Exit. Sub men 
Wizard merupakan menu yang bisa dipakai pengguna untuk me 
input perangkat lunak secara terurut dan sistematis. Sub menu Wizard · 
sebenamya adalah gabungan dari sub menu Connection, Table, dan 
Menu ini bisa digunakan sebagai pilihan bila pengguna ingin 
semua input tanpa takut data dan informasi yang diperlukan sistem ku 
Sub menu Run adalah sub menu yang digunakan untuk memulai nrt"\c::<=•~:: 
penemuan pola dengan menggunakan metode analisa residu dan 
rekursif. Sub menu Reset adalah untuk menginisialisasi semua n~:u~nu•t•=>t 
Dan sub menu Exit digunakan untuk menutup perangkat lunak dan kel 
perangkat lunak. 
• Menu Setting 
Menu Setting terdiri dari sub menu Connection, Table, dan Save. Pada 
ini pengguna bisa memasukkan data dan informasi yang diperlukan 
sistem secara individual. Sub menu Connection digunakan untuk 
koneksi ke server basis data. Sub menu Table digunakan untuk memilih 
yang akan digunakan sebagai sample space data. Dan sub menu 
digunakan untuk menentukan nama dan letak file tempat dimana 
proses yang dilakukan oleh sistem selama proses penemuan 
berlangsung disimpan. 
• Menu lnfonnation 
Pada menu information terdapat sub menu Summary. Pada sub 
Summary ini ditampilkan informasi tentang data dan informasi yang 
dimasukkan pengguna yaitu informasi data-data tabel meliputi nama 
jumlah record dan jumlah dimensi. 
• Menu Help 
Pada menu Help terdapat sub menu about yang berisi informasi 
perangkat lunak, tahun pembuatan, dan nama perangkat lunak. 
4.3. PEMBUATAN PERANGKAT LUNAK 
Sub bab ini membahas lebih lanjut tentang struktur data ya 
digunakan dan kelas yang dibangun dalam implementasi rancangan n~or!::lnnltt::ar 
lunak ke dalam bahasa pemrograman. Perangkat lunak ini dibangun 
menggunakan bahasa Java dengan compiler Oracle JDeveloper 3.0. 
4.3.1.1mplementasi Struktur Data 
Perangkat lunak ini diimplementasikan dalam bentuk kelas 
memanfaatkan hashtable dan vector untuk menyimpan data yang d 
selama proses. 
Sebagaimana dijelaskan sebelumnya bahwa perangkat lunak ""''"'"'..,., 
pola yang dibangun harus mampu menerima input berupa tabel yang 
jumlah field dan record yang dinamis. Maka hal inilah yang menjadi 
digunakannya hashtable dan vector. Hashtable dan vector adalah array din 
yang ukurannya dapat diubah. Kelebihan hashtable dan vector adalah 
menangani penambahan dan pengurangan elemen array serta menggu 
memori seefisien mungkin. 
Kelas yang dipakai dalam perangkat lunak ini adalah kelas lndexEI 
Kelas lndexElement berfungsi untuk menyimpan indek dan nilai record ke-i 
dimensi ke-j suatu tabel. Deklarasi kelas dengan deklarasi sebagai berikut: 
public dass lndexEiement extends Object 
{ 
public lndexEiement(lnteger ind, Float el) 
{ 
} 
index= ind; 
element = el; 
public Integer index; //index of data 
public Float element; //element (x,y .. .) of index 
} 
Gambar 4.13 Kelas lndexEiement 
Kelas ini mempunyai dua buah field yaitu: 
• index 
Field indek berfungsi untuk menyimpan nilai pengindekan tiap 
dalam suatu indek yang unik. 
• elemet. 
Field element berfungsi untuk menyimpan nilai record ke-i dari 11•n,onr<>• 
ke-j suatu tabel. 
4.3.2. lmplementasi Antar Muka 
Pada bagian ini akan dijelaskan implementasi rancangan antar 
seperti yang dijelaskan sebelumnya. Antar muka perangkat lunak ini terdiri 
empat menu utama yaitu File, Setting, lnfonnation, dan Help. Tampilan 
muka parangkat lunak ini adalah sebagai berikut: 
Fie Setting Information Help · 
, ... " ·~ -.~' '"' '· .. , ..... . . .. 
-·* -.. · ·· -• .- __ · PENEMUANPOlA --· -· 
·'¥ . . --DENGAN ~LISA RESI~lJ DAN~ PARTISI REKORSIF 
':/:Rumling Piocess· : · J)rocess · 
,,., TOCillit~111n&: , II~~ , 
Gambar 4.14 Tampilan antar muka perangkat lunak penemuan pola 
Untuk memulai aplikasi , pengguna harus melakukan koneksi 
data, kemudian memilih tabel sebagai sample space data, dan rn.c.n.c.r•n 
nama dan letak file output proses. Keseluruhan langkah ini bisa 
dengan satu langkah saja yaitu dengan memilih menu FileiWizard. Antar 
ketiga proses tersebut adalah sebagai berikut: 
Database Connec•·,on · · - "' ""'"'~'lr"' 
' '~ ,..,,.~ w.~
!trta 
··lore! 
j 
J 
f -Ie!! c_~C!~· I success ! 
Gambar 4.15 Tampilan antar muka koneksi basis data 
Gambar 4.16 Tampilan antar muka pemilihan tabel 
. :., .... ·. 
l_c ·_.\o~ut-:-p_ufl..,.ir.,..is_--,-----,--:-;,--~. !___ 
·': I Browse- •I 
Gambar 4.17 Tampilan antar muka penyimpanan file output 
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Menu Setting digunakan apabila pengguna ingin mengedit data 
infonnasi masukan yang sudah ditentukan sebelumnya. Untuk melihat kern 
data dan informasi yang telah kita masukkan beserta data karakteristik tab 
inputan dilakukan dengan memilih menu lnformation!Summary. Form summ 
ini adalah sebagai berikut: 
Gambar 4.18 Tampilan antar muka summary 
Proses penemuan pola bisa dilakukan dengan memilih menu FileiRun. 
Hasil penemuan pola adalah sebagai berikut: 
Event : [!1, 1!, [2, 2!, [3, 1), [4, 1D Index : [23, 7, 41, 9, 5, 47, 20, 19, 1, 33, 29! 
JSiffnifi,canl Event : [!1, 2!. [2, 2], [3, 1!, [4, 1D Index : (28, 49, 11, 37, 34! 
ISicmifi,canl Event : [!1, 1], [2, 1], [3, 1!, [4, 1D Index : (4, 30, 3, 46, 31, 10, 2. 40] 
Jumlah Kelas : 3 
Keterangan allibut 
Alribut ke : 1 adalah : SEPAL_LENGTH 
I>Jribut ke : 2 adalah : SEPAL_ WIDTH 
Alribut ke : 3 adalah : PETAL_LENOTH 
Alribut ke : 4 adalah : PETAL_ WIDTH 
Hasil Penemuan Pola: 
Pola: [2, 1) Nilai berselang antara : 4.90 dan 5.70 
Pol a: [3, 4) Nilai berselang antara : 1.40 dan 2.50 
Po! a: [3, 3] Nilai berselang antara : 4.80 dan 6.90 
Pol a: [3, 2) Nllal berselang antara : 2.20 dan 3.80 
Pol a: [3, 1) Nilai berselang antara : 5.80 dan 7.90 
Po! a: [1 , 4) Nilai bersefang an tara : 0.10 dan 0.30 
Pol a: [1, 3) Nilai berselang antara : 1 dan 1.60 
'· ' Reia.~:l\'::' . . / 
· ,. Rinq proe-m -: ~A"""'~ -,};.;.;.].;,~;·~-~"; 
< .JctiiiJ~tme: ,_ UOIU:IJlUf~•,.">t•~:.'-"'t•o,~';-; '-'•'·":':"•'"•••> ~'-'"''"~l,,; 'i.ci:Ei~.-,;-•,..:.,,.:~.~;;i_J;~iA•;~-1·c-;: 
Gambar 4.19 Tampilan antar muka hasil penemuan pola 
BAB 
UJI COBA DAN EVALUASI PERANGKAT LUNA 
BABV 
UJI COBA DAN EVALUASI PERANGKAT LUNAK 
Perangkat lunak yang dibangun dalam Tugas Akhir ini bertujuan 
menemul<an pola yang terdapat dalam data dan pola yang ditemukan 
terpengaruh oleh perubahan data akibat dari proses penskalaan. Dalam bab 
akan dijelaskan mengenai hasil uji coba yang dilakukan terhadap n"'''!'lnnk:~n 
lunak dengan menggunakan tiga data set, serta evaluasi yang 
berdasarkan hasil uji coba tersebut. 
5.1. LINGKUNGAN IMPLEMENTASI 
Perangkat keras yang dipakai untuk uji coba perangkat lunak ini 
komputer dengan prosesor Intel Pentium II 366 Mhz dengan memori 
sebesar 160 MB. Sedangkan sistem operasi yang digunakan adalah Mir-rn·'""'" 
Windows 98. Spesifikasi aplikasi perangkat lunak yang digunakan adalah 
JDeveloper 3.0 dan Oracle8i Personal Edition Release 8.1.5.0.0. 
5.2. SPESIFIKASI DATA SET 
Terdapat tiga buah data set yang digunakan untuk melakukan uji 
perangkat lunak ini. Dua buah data set ini diperoleh dari web site UCI Mach 
Learning Repository. yaitu: 
a. Data Set Thyroid Gland Disease 
Data set New Thyroid adalah hasil penelitian yang dilakukan di 
laboratorium berdasarkan rekaman medis penderita thyroid yang di 
60 
61 
untuk memprediksi jenis penyakit yang diderita pasien apakah termasuk ke 
kategori penderita euthyroidism, hypothyroidism atau hyperthyroidism. 
b. Data Set Iris Plants 
Data set Iris Plants merupakan data pengklasifikasian terhadap bunga Iris. 
Keterangan atribut dan spesifikasi data set yang diperoleh dari UCI Learning 
Machine Repository ini adalah sebagai berikut: 
Tabel 5.1 Keterangan atribut data set uji coba menggunakan data UCI Learning Machine 
Repository 
Thyroid Gland 
Disease 
Iris Plants 
1. Tes T3-resin. 
2. Jumlah serum thyroxin diukur berdasarkan T4 
met ode 
3. Jumlah serum triiodothyronine diukur 
berdasarkan radioimmuno 
4. Basal thyroid-stimulating hormone (TSH) 
diukur berdasarkan radioimmuno 
5. Perbedaan maksimal absolute nilai TSH 
sesudah injeksi sebanyak 200 micro gram 
thyrotropin-releasing hormone terhadap nilai 
basal 
1. Sepal length. 
2. Sepal width. 
3. Petal length . 
4. Petal width . 
T3RIA 
TSH 
DTSH 
SL 
sw 
PL 
PW 
Tabel 5.2 Spesifikasi data data set uji coba menggunakan data UCI Learning Machine 
Repository 
Nama Data Jumlah " Jumlah . 
Set Record ' Field Jumlah Kategori 
Euthyroidism =150 record 
Thyroid Gland 215 5 3 Hyperthyroidism = 35 record Disease 
Hypothyroidism = 30 record 
lris-sentosa =50 record 
Iris Plants 150 4 3 Iris-versicolor =50 record 
lris-virginica =50 record 
Sebuah data set lagi dibuat dengan menggunakan software M 
Penggunaan data set ini sebagai data set uji coba adalah bertujuan agar da 
melakukan evaluasi terhadap hasil uji coba. Semua data yang 
berdistiibusi random uniform baik untuk data asli maupun noise 
ditambahkan pada data asli. 
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Data set yang dibuat ini adalah data set Penduduk. Data set · 
menggambarkan hasil penelitian terhadap penduduk desa 'X' untuk mengetah 
distribusi umur dan tinggi badan semua penduduk desa 'X'. Data set 
ini mempunyai dua atribut yaitu atribut umur dan tinggi badan·. 
Cara membuat data set ini adalah dengan membuat 250 buah data 
kelas anak-anak, pada atribut umur diberi batas bawah adalah 3 dan batas 
adalah 4 dan atiibut tinggi badan diberi batas bawah adalah 0.9 m dan 
atas adalah 1.2 m. Kemudian dibuat 250 buah data untuk kelas orang 
atribut umur diberi batas bawah adalah 45 tahun dan batas atas adalah 46 tah 
dan atribut tinggi badan diberi batas bawah 1.55 m dan batas atas 1.7 
Kemudian ditambahkan noise sebanyak 20 buah data pada masing-masing 
penduduk dengan umur yang tersebar pada batas bawah 2 tahun dan batas 
65 tahun dan tinggi badan tersebar pada batas bawah 0.5 m dan batas 
1.75m. 
Dengan cara membuat data seperti diatas didapat distiibusi data 
anak-anak pada umur antara 3.0096 tahun sampai dengan 3.9965 
mempunyai tinggi badan yang berkisar antara 0.90071m dan 1.19814 m d 
orang dewasa yang berumur antara 45.0288 tahun dan 46.97 42 
mempunyai tinggi badan yang ber1dsar antara 1.55267 m dan 1.69921 m. 
Hasil pembuatan data bila digambarkan grafiknya adalah sebagai 
Penduduk 
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1.6 --1-"L--------------------~--~ 
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Gambar 5.1 Grafik data set penduduk 
5.3. PELAKSANAAN DAN HASIL UJICOBA 
Pelaksanaan uji coba dilakukan pada kedua data set rna 
sebanyak tiga kali untuk mengetahui kekonsistenan hasil uji coba. Untuk masi 
masing data set dilakukan penskalaan. Uji coba penskalaan ini dilakukan 
membuktikan bahwa perangkat lunak yang dibangun bisa mentolerir 
data akibat dari proses penskalaan. Uji coba terhadap data set yang 
diskalakan dilakukan masing-masing satu kali uji coba. Faktor skala 
digunakan dalam uji coba perangkat lunak ini adalah sebagai berikut: 
Tabel 5.3 Fal<tor skala yang dipakai pada tiap data set 
Nama Data Set Field I Field II Field Ill Field IV Field V 
Thyroid Gland Disease 0.2 2.3 3.5 2.1 1.1 
Iris Plants 0.6 0.3 0.8 0.1 
Penduduk 0.7 1.2 
5.3.1. Uji Coba Data Set Thyroid Gland Disease 
Hasil uji coba yang dilakukan terhadap data set Thyroid Gland Di 
adalah sebagai berikut: 
a. Data Set Thyroid Gland Disease 
beberapa event seperti digambarkan pada tabel 5.4. Waktu proses 
adalah 14 detik 700 milidetik. 
Tabel 5.4 Proses pembentukan event tiap level rekursif pada uji coba data set Thyroid 
Gland Disease 
Level Ukuran L. L. L. : ... L. .r ~.~ " 
Rekursif partisi Significant Insignificant Part Remove· Event Event Event Event · 
Rekursif I 2 11 16 0 5 
Rekursif II 2 0 29 0 3 
Kondisi Akhir 11 0 0 9 
Uji coba terhadap data set Thyroid Gland Disease menghasilkan 
level rekursif dengan nilai ukuran partisi (Q) masing-masing sebesar 2. 
level kedua adalah untuk melakukan partisi terhadap part event yang 
pada proses event merging yang dilakukan terhadap event-event yang be 
insignificant event yang dihasilkan pada rekursif level pertama. Hasil 
event merging pada rekursif level kedua menghasilkan event berstatus 
significant event sehingga event ini harus diremove sehingga pada akhir 
rekursif dihasilkan keluaran sejumlah event, yaitu significant event sebanyak 1 
berikut: 
Berikut ini adalah status record pada semua event yang terbentuk 
proses uji coba: 
Tabel 5.5 Status record pada semua event yang terbentuk pada uji coba Thyroid Gland 
Disease 
.,~ record yan'g 
· f.ffiEldiremove 
81 
10 
6 30 
215 
Tabel 5.6 Hasil penemuan pola pada uji coba data set Thyroid Gland Disease 
POLA RT3U T4 
Euthyroidism 90-130 4.20-3.80 
Hyperthyroidism 65-144 11 .10- 25.30 1.80- 10 0.10-1.30 -0.60 
Hypothyroidism 112-141 0.50-6.50 0.20-1.50 1.70-56.40 2.20-
Hasil uji coba terhadap data set Thyroid Gland Disease menunjukka 
bahwa penderita Thyroid yang mempunyai tiga kategori yaitu 
Hyperthyroidism dan Hypothyroidism, untuk penderita 
berkecenderungan mempunyai RT3U yang berkisar antara 
mempunyai T4 yang berkisar antara 4.20 dan 3.80, mempunyai T3RIA 
0.60 
56.30 
berkisar antara 0.40 dan 2.70, mempunyai TSH yang berkisar antara 0.40 da 
2.20, dan mempunyai DTSH yang berkisar antara -0.30 dan 7.70. 
Penderita Hyperthyroidism mempunyai RT3U yang berkisar antara 
dan 144, mempunyai T4 yang berkisar antara 11.10 dan 25.30, 
T3RIA yang berkisar antara 1.80 dan 10, mempunyai TSH yang berkisar a 
0.10 dan 1.30, dan mempunyai DTSH yang ber1dsar antara -0.60 dan 0.60. 
Penderita Hypothyroidism mempunyai RT3U yang berkisar antara 
dan 141, mempunyai T4 yang berkisar antara 0.50 dan 6.50, mempunyai 
yang berkisar antara 0.20 dan 1.50, mempunyai TSH yang berkisar antara 1. 
dan 56.40, dan mempunyai DTSH yang berkisar antara 2.20 dan 56.30. 
Berikut ini adalah analisa standar deviasi dan mean pola asli data 
diskalakan san pola yang ditemukan: 
Tabel5.7 Analisa standar deviasi dan mean pada data asli Thyroid Gland Disease 
pola yang ditemukan 
·DATA THYROID GLAND DISEASE 
RT3U TSH 
KELAS so MEAN so so MEAN so 
8.10 0.66 2.049 0.167 0.4753 0.0388 0.4976 0.0406 
2 10.76 3.17 4.161 0.0703 2.254 0.381 0.4003 0.0677 
3 11 .06 2.02 1.756 0.321 0.556 0.1.1 12.39 2.26 
POLA YANG DITEMUKAN 
1 8.96 1.16 1.932 0.249 0.4247 0.0548 0.3465 0.0447 
2 12.96 2.70 4.592 0.957 2.363 0.493 0.3102 0.0647 
3 8.48 1.85 1.772 0.387 0.3594 0.0784 13.24 2.89 15.03 3.28 
b. Pengaruh Penskalaan terhadap hasil penemuan pola 
Uji coba terhadap data set Thyroid Gland Disease menggunakan fa 
skala kecil terhadap atribut pertama adalah 0.2 terhadap atribut kedua 
2.3, terhadap atribut ketiga adalah 3.5, atribut keempat 2.1 dan terhadap • • 
kelima adalah 1.1 . 
Uji coba terhadap data set Thyroid Gland Disease yang 
menghasilkan jumlah level rekursif, nilai ukuran partisi (Q) dan jumlah event . . 
sama seperti pada uji coba terhadap data set Thyroid Gland Disease yang .. 
diskalakan. Waktu rata-rata proses untuk data yang diskalakan adalah 14 . -
120 milidetik. 
• tt. - ·•·• •·. - t' • • I -. - . t t ••• 
adalah sebagai berikut: 
Tabel 5.8 Proses pembentukan event tiap level rekursif pada uji coba data set New 
Tyroid skala yang diskalakan 
I -~ Level Ukuran ······ "L "L ''')PEL Rekursif partisi Significant Insignificant Remove .. :ev:enti-:, . Event Event ... Event I -~-Rekursif I 2 11 16 0 5 
1 --Rekursif II 2 0 29 0 3 
1 -· 
Kondisi Akhir 11 0 0 9 
Berikut ini adalah status record pada semua event yang terbentuk .... 
proses uji coba: 
Tabel 5.9 Status record pada semua event yang terbentuk pada uji coba Thyroid 
- " 
Disease 
Pola L record yang L misklasifikasi 
mewakili 
1 60 9 
2 23 2 
3 21 3 
Jumlah 104 14 
L record yang 
diremove 
81 
10 
6 
97 
1a1 
150 
35 
30 
215 
II 
II 
II 
II 
Tabel 5.1 0 Hasil penemuan pol a pada ujicoba data set Thyroid Gland Disease yang 
diskalakan 
POLA RT3U T4 T3RJA TSH 
Euthyroidism 18-26 9.6&-31 .74 1.40-9.45 0.84-4.62 -0. 
Hyperthyroidism 13-28.80 25.53-58.19 6.30-35 0.21-2.73 -0. 
Hypothyroidism 22.40-28.20 1.15-14.95 0.70-5.25 3.57-118.44 2.42-6 
Hasil uji coba terhadap data set Thyroid Gland Disease yang diskal 
menunjukkan pola tetap bisa ditemukan meskipun data mengalami perubaha 
karena proses penskalaan dan pola yang ditemukan sama dengan pola d 
sebelum diskalakan bila faktor penskalanya dikembalikan. 
Pola yang didapatkan adalah untuk penderita Euthyroidism mempu 
RT3U yang berkisar antara 18 dan 26, mempunyai T4 yang berkisar antara 9. 
dan 31.74, mempunyai T3RIA yang berkisar antara 1.40 dan 9.45, ,.., ... ,rnn• 
TSH yang berkisar antara 0.84 dan 4.62, dan mempunyai DTSH yang naro.nc<:~ 
antara -0.33 dan 8.47. 
Penderita Hyperthyroidism mempunyai RT3U yang berkisar antara 
dan 28.80, mempunyai T4 yang berkisar antara 25.53 dan 58.19, ...... ""'""''"'' 
T3RIA yang berkisar antara 6.30 dan 35, mempunyai TSH yang berkisar 
0.21 dan 2.73, dan mempunyai DTSH yang berkisar antara -0.66 dan 0.66. 
Penderita Hypothyroidism mempunyai RT3U yang berkisar antara 22 
dan 28.20, mempunyai T 4 yang berkisar antara 1.15 dan 14.95, ,.,.,.,mno 
T3RIA yang berkisar antara 0.70 dan 5.25, mempunyai TSH yang berkisar a 
3.57 dan 118.44, dan mempunyai DTSH yang berkisar antara 2.42 dan 61 .93. 
Berikut ini adalah analisa standar deviasi dan mean pola asli data 
diskalakan san pola yang ditemukan: 
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Tabel 5.11 Analisa standar deviasi dan mean pada data asli Thyroid Gland Disease . . 
diskalakan dan pola yang ditemukan 
DATA THYROID GLAND DISEASE YANG DISKALAKAN 
RT3U T4 TSH 
-· I I-KELAS so MEAN so MEAN so MEAN so MEAN 
1 .... 
2 
3 
2 
3 
1.620 0.132 4.713 0.385 1.664 0.136 
3.753 0.634 9.57 1.62 7.89 1.33 
2.212 0.404 4.04 . 0.738 1.944 0.355 
POLA YANG DITEMUKAN 
1.792 0.231 4.443 0.574 1.486 0.192 
2.591 0.540 10.56 2.20 8.27 1.72 
1.696 0.370 4.075 0.889 1.258 0.274 
5.3.2. Uji Coba Data Set Iris Plants 
1.0449 0.0853 
0.841 0.142 
26.01 4.75 
0.7276 0.0939 
0.651 0.138 
27.81 6.07 
I ·-1111111111 
17.06 IIIII 
1.688 
-· 
·-·-, .... 
16.53 
··-
Hasil uji coba yang dilakukan terhadap data set Iris Plants yang . -
diskalakan dan data set Iris Plants yang telah diskalakan adalah sebagai , .. 
a. Data Set Iris Plants 
Hasil uji coba terhadap data set Iris Plants menghasilkan beberapa 
seperti digambarkan pada tabel 5.4. Waktu proses rata-rata adalah 7 detik II 
milidetik. 
Tabel 5.12 Proses pembentukan event tiap level rekursif pada uji coba data set Iris . - .... 
Level Ukuran "L L: L: L: 
Rekursif partisi Significant Insignificant Part Remove Event Event Event Event Ill 
Rekursif I 2 3 5 1 7 16 . II 
Rekursif II 2 1 20 
Rekursif Ill 2 3 12 
Kondisi Akhir 7 0 
0 0 
0 1 
0 9 
21 
16 
16 
Ill 
I• 
Uji coba terhadap data set Iris Plants menghasilkan tiga level rekursif 
dengan nilai ukuran partisi (Q) masing-masing sebesar 2. Rekursif level 
adalah untuk melakukan partisi terhadap part event yang dihasilkan pada 
level pertama. Pada rekursif level kedua tidak menghasilkan part event sa 
sekali maka kejadian rekursif level ketiga adalah untuk melakukan partisi 
terhadap event hasil proses event merging yang temyata berstatus part 
Hasil proses event merging pada rekursif level ketiga menghasilkan 
berstatus negatively significant event sehingga event ini harus dir"'""'".,.. 
sehingga pada akhir level rekursif dihasilkan keluaran sejumlah event yaitu 
significant event sebanyak 7 buah dan remove event sebanyak 9 buah. 
Berikut ini adalah status record pada semua event yang terbentuk 
proses uji coba: 
Tabel 5.13 Status record pada semua event yang terbentuk pada uji coba Iris Plants 
Pol a :E record yang :E :E record yang Jumlah 
mewakili kelasnya misklasifikasi diremove 
1 33 2 15 50 
2 15 19 16 50 
3 45 0 5 50 
Jumlah 93 21 36 150 
Tabel5.14 Hasil penemuan pola pada ujicoba data set Iris Plants 
Pol a SL sw PL PW 
Iris Sentosa 4.30- 5.50 3 - 4.20 1 -1 .60 0.10-0.30 
Iris Versicolor 4.90-5.70 2-3 3 dan 4.20 1 dan 1.30 
Iris Virginica 5.80-7.90 2.20-3.80 4.80-6 .90 1.40 - 2.50 
Hasil uji coba terhadap data set Iris Plants menunjukkan bahwa bunga 
yang mempunyai tiga kategori yaitu Iris Sentosa, Iris Versicolor dan Iris 
mempunyai kecenderungan bahwa untuk Iris Sentosa mempunyai panjang 
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bunga (sepal length) yang beli<isar antara 4.30cm dan 5.50cm, mempunyai tebal 
daun bunga (sepal width) yang beli<isar antara 3cm dan 4.20cm, mempunyai 
panjang kelopak bung a (petal length) yang berkisar antara 1 em dan 1.60cm dan 
mempunyai tebal kelopak bunga (petal width) antara 0.10cm- 0.30cm. 
Iris Versicolor berkecenderungan mempunyai panjang daun bunga yang 
berkisar antara 4.90cm dan 5.70cm, mempunyai tebal daun bunga yang berkisar 
antara 2cm dan 3cm, mempunyai panjang kelopak bunga yang berkisar antara 
3cm dan 4.20cm dan mempunyai tebal kelopak bunga yang berkisar antara 1cm 
dan 1.30cm. 
Iris Virginica beli<ecenderungan mempunyai panjang daun bunga yang 
berkisar antara 5.80cm dan 7.90cm, mempunyai tebal daun bunga yang berkisar 
antara 2.20cm - 3.80cm, mempunyai panjang kelopak bunga yang berkisar 
antara 4.80cm dan 6.90cm dan mempunyai tebal kelopak bunga yang berkisar 
antara 1.40cm dan 2.50cm. 
Dilakukan analisa terhadap nilai standar deviasi dan mean pada data asli 
dan pola yang ditemukan untuk mengetahui tingkat kebenaran pola yang 
ditemukan: 
Tabel 5.15 Analisa standar deviasi dan mean pada data set Iris Plants dan pola yang 
ditemukan 
KEL MEAN 
1 0.3525 0.0498 0.3810 0.0539 0.1735 0.107 0.0152 
2 0.5162 0.0730 0.3138 0.0444 0.4699 0.0665 0.197 0.0280 
3 0.6359 0.0899 0.3225 0.0456 0.5519 0.0780 0.274 0.0388 
POLA.YANG DITEMUKAN 
1 0.3036 0.0529 0.3163 0.0551 0.1331 
2 0.2900 0.0989 0.0350 
0.5512 0.0793 0.279 0.0416 
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b. Pengaruh pengskalaan terhadap hasil penemuan pola 
Uji coba terhadap data set Iris Plants menggunakan skala terhadap 
atribut pertama adalah 0.6 terhadap atribut kedua adalah 0.3, terhadap atribut 
ketiga adalah 0.8 dan temadap atribut keempat adalah 0.1. Uji coba temadap 
data set Iris Plants yang diskalakan menghasilkan jumlah level rekursif, nilai 
ukuran partisi (Q) dan jumlah event yang sama seperti pada uji coba temadap 
data set Iris Plants yang tidak diskalakan. Waktu proses yang terjadi juga relatif 
sama yaitu 7 detik 426 milidetik. Hasil uji coba temadap data set Iris Plants yang 
diskalakan adalah sebagai berikut: 
Tabel 5.16 Proses pembentukan event tiap level rekursif pada uji coba data set Iris Plants 
yang diskalakan 
Level '".'"~~,tEL ~b c 
Rekursif tnsigni_!i,~ari~ 
" Event:,,; , 
Rekursif I 2 3 5 16 
Rekursif II 2 1 20 0 0 21 
Rekursif Ill 2 3 t2 0 1 16 
Kondisi Akhir 7 0 0 9 16 
Berikut ini adalah status record pada semua event yang terbentuk pada 
proses uji coba: 
Tabel 5. 17 Status record pada semua event yang terbentuk pada uji coba Iris Plants 
yang diskalakan 
.Pola L. record yang L. L. record yang Jumlah 
mewakili ketasnya misklasifikasi · ·diremove 
1 33 2 15 50 
2 15 19 16 50 
3 45 0 5 50 
Jumlah 93 21 36 150 
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Tabel 5.18 Hasil penemuan pola pada ujicoba data set Iris Plants yang diskalakan 
Pol a SL sw PL PW 
Iris Sentosa 2.58-3.30 0.90-1.26 0.80-1.28 0.01-0.03 
Iris Versicolor 2.94-3.42 0.60-0.90 2.40-3.36 0.10-0.13 
Iris Virginica 3.48-4.74 0.66-1.14 3.84-5.52 0.14-0.25 
Hasil penemuan pola menunjukkan bahwa pola tetap bisa ditemukan 
meskipun data mengalami perubahan karena proses pengskalaan dan pola yang 
ditemukan sama dengan pola data sebelum diskalakan bila faktor pengskalanya 
dikembalikan. 
Hasil uji coba terhadap data set Iris Plants menunjukkan bahwa bunga Iris 
yang mempunyai tiga kategori yaitu Iris Sentosa, Iris Versicolor dan Iris Sentosa 
mempunyai kecenderungan bahwa untuk Iris Sentosa mempunyai panjang daun 
bunga (sepal length) yang berkisar antara 2.58cm dan 3.30cm, mempunyai tebal 
daun bunga (sepal width) yang berkisar antara 0.90cm dan 1.26cm, mempunyai 
panjang kelopak bunga (petal length) yang berkisar antara 0.80cm dan 1.28cm 
dan mempunyai tebal kelopak bunga (petal width) yang ber1<isar antara 0.01cm 
dan 0.30cm. 
Iris Versicolor berkecenderungan mempunyai panjang daun bunga yang 
berkisar antara 2.94cm dan 3.42cm, mempunyai tebal daun bunga yang berkisar 
antara 0.60cm dan 0.90cm, mempunyai panjang kelopak bunga yang ber1<isar 
antara 2.40cm dan 3.36cm dan mempunyai tebal kelopak bunga yang berkisar 
antara 0.10cm dan 0.13cm. 
Dan Iris Virginica berkecenderungan mempunyai panjang daun bunga 
yang berkisar antara 3.48cm dan 4.74cm, mempunyai tebal daun bunga yang 
berkisar antara 0.66cm dan 1.14cm, mempunyai panjang kelopak bunga yang 
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berkisar antara 3.84cm dan 5.52cm dan mempunyai tebal kelopak bunga 
berkisar antara 0.14cm dan 0.25cm. 
Dilakukan analisa terhadap nilai standar deviasi dan mean pada data 
dan pola yang ditemukan untuk mengetahui tingkat kebenaran pola 
ditemukan: 
Tabel 5.19 Analisa standar deviasi dan mean pada data Iris Plants yang diskalakan dan 
pola yang ditemukan 
KELAS 
1 0.2115 0.1388 
2 0.3097 0.3759 
3 0.3815 
1 
2 0.1740 
3 0.3307 0.0635 
5.3.3. Uji Coba Data Set Penduduk 
Hasil uji coba yang dilakukan terhadap data set Penduduk yang 
diskalakan, data set Penduduk yang telah diskalakan dan data set Pend 
dengan pengurangan data adalah sebagai berikut: 
a. Data Set Penduduk 
Hasil uji coba terhadap data set Penduduk menghasilkan beberapa 
seperti digambarkan pada tabel 1.1. Waktu proses rata-rata adalah 38 detik 
milidetik. 
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Tabel 5.20 Proses pembentukan event tiap level rekursif pada uji coba data set 
Penduduk 
Level Ukuran L. L. L. L. L. 
Rekursif partisi Significant Insignificant Part Remove Event Event Event Event 
Rekursif I 2 0 0 2 2 4 
Rekursif II 4 12 0 0 4 16 
Rekursif Ill 3 5 1 1 2 9 
Rekursif IV 2 2 1 0 2 5 
Kondisi Akhir 19 0 0 11 30 
Uji coba terhadap data set Penduduk menghasilkan empat level 
dengan nilai ukuran partisi (Q) pada rekursif level pertama adalah 2 
dihasilkan dua part event. Rekursif level kedua dan ketiga adalah 
melakukan partisi terhadap semua part event yang dihasilkan pada rekursif 
pertama. Rekursif level keempat terjadi sebagai akibat dari dihasilkannya 
event pada rekursif level ketiga. Hasil event merging yang dilakukan 
rekursif keempat menghasilkan event berstatus negatively significant 
sehingga event ini harus diremove. Setelah proses selesai dihasilkan 
sejumlah event yaitu significant event sebanyak 19 buah dan remove 
sebanyak 11 buah. 
Berikut ini adalah hasil akhir status semua record pada semua 
event yang terbentuk: 
Tabel 5.21 Status record pada semua event yang terbentuk pada ujicoba data set 
Penduduk 
Pol a L. record ya 
mewakili 
1 197 0 73 270 
2 163 1 106 270 
Jumlah 360 1 179 540 
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Hasil penemuan pola adalah sebagai berikut: 
Tabel 5.22 Hasil penemuan pola pada uji coba data set Penduduk 
Pol a 
yang Spesifikasi data asli 
Umur Tinggi Umur Tinggi Ket.Noise 
Terdapat noise 
Anak- 3.0096- 0.901840- 3.0096- 0.90071 - pada data asli 
anak 3.8109 1.197910 3.9965 1.19814 yang berdistribusi 
random uniform 
atribut umur 
antara 2.967th-
Orang 42.4993- 1.554820- 45.0288- 1.55267- 59.9064th dan 
dewasa 46.6872 1.719210 46.9742 1.69921 tinggi antara 
0.51311m-
1.71921m 
Hasil uji coba terhadap data set Penduduk menunjukkan bahwa pola bisa 
ditemukan pada data yang mengandung noise dan pola yang ditemukan 
mendekati pola yang sebenamya pada data asli. 
Pola yang ditemukan untuk kelas pertama yaitu kelas anak-anak 
mempunyai kecenderungan bahwa anak-anak yang berumur antara 3.0096 th 
dan 3.8109 th mempunyai tinggi badan yang berkisar antara 0.901840 m sampai 
dengan 1.197910 m. Nilai ini mendekati data sebenamya yaitu anak-anak yang 
antara 3.0096 tahun sampai dengan 3.9965 tahun mempunyai tinggi badan yang 
berkisar antara 0.90071 m dan 1.19814 m. 
Begitu juga pola yang ditemukan pada kelas kedua yaitu kelas orang 
dewasa. Pola yang dapat ditemukan yaitu orang dewasa mempunyai 
kecenderungan bahwa orang dewasa yang berumur antara 42.4993 th sampai 
46.6872 th mempunyai tinggi badan yang beoosar antara 1.554820 m sampai 
1.719210 m. Nilai ini mendekati data sebenarnya yaitu orang dewasa yang 
berumur antara 45.0288 tahun dan 46.97 42 tahun mempunyai tinggi bad an yang 
r-----------~~---------
I I II\ P'::.f~f>IJ STAKAAN 
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berkisar antara 1.55267 m dan 1.69921 m. Pola yang ditemukan bila 
digambarkan dengan grafik adalah sebagai berikut: 
Penduduk 
1 0 9 .............. ~-~---~~-------~..._ ......... __ .....,... _______ -...-< ______ ..._.._... ___ ~ ....................... _ . _________________________________ _ __ ............ ~ ............... ...... "'! 
1.8 +------------------------' 
1.7 +---------------'·JL_ 
1.6 +--------------
1.5 +---------------------, 
1.4 +---------------------
1.3 +--------....:.:....._....:...__::_ _________ ~ 
1.2 +-A---------------------: 
1.1 t-
g 1 +-~-------------------~ .... ---
~ 0.9 +-.------....:..._--....:..._/,:.:.._;c ,:.:... .. '· .:,-'',.•:· -------
0.8 +---------------------
0.7 +---------------------
0.6 +-------------,-,.,,',-----------
0.5 +-----------~------------
0.4 -!---------------'--, · '' ~·· ------,-.-. ---------... -
0.3 +---------------'-----'---'--.:'~-. ___ _ 
__:__s: 0.2 +----------------------
0.1 +--------------------------------------
0 +, --,-.--.--,--.--.---.--,-~,--.--,--,--, 
0 5 1 0 15 20 25 30 35 40 45 50 55 60 65 
Umur 
Gambar 5.2 Grafik pola data set penduduk 
Analisa standar deviasi dan mean pada data set Penduduk dan pola 
ditemukan adalah sebagai berikut: 
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Tabel 5.23 Analisa standar deviasi dan mean pada data set Penduduk dan pola yang 
ditemukan 
DATA SET PENDUDUK 
UMUR TINGGI 
KELAS so MEAN so MEAN 
1 8.747 0.532 0.1264 0.0077 
2 6.212 0.378 0.1507 0.0092 
POLA YANG DITEMUKAN 
1 0.2375 0.0169 0.0866 0.0062 
2 0.503 0.039 0.042 0.033 
b. Pengaruh penskalaan terhadap hasil 
Uji coba terhadap data set Penduduk menggunakan skala terhadap 
atribut umur adalah 0.7 dan terhadap abibut tinggi adalah 1.2. Grafik data set 
penduduk dengan penskalaan adalah sebagai berikut: 
C) 
C) 
c: 
i= 
0 
Penduduk 
5 10 15 20 25 30 35 40 45 
Urrur 
Gambar 5.3 Grafik data set penduduk yang diskalakan 
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Uji coba terhadap data set Penduduk yang diskalakan menghasilkan 
jumlah level rekursif, nilai ukuran partisi (Q) dan jumlah event yang sama seperti 
pada uji coba terhadap data set Penduduk yang tidak diskalakan. Waktu proses 
yang terjadi juga relatif sama yaitu 38 detik 432 milidetik. Hasil uji coba terhadap 
data set Penduduk yang diskalakan adalah sebagai berikut: 
Tabel 5.24 Proses pembentukan event tiap level rekursif pada uji coba data set 
Penduduk yang diskalakan 
level ··;;'''':·~ c< L. :- .::''S~ 
Rekursif Significa Part Remove 
:?,: Event ··. Event gf:vent · 
Rekursif I 2 0 2 2 4 
Rekursif II 4 12 0 0 4 16 
Rekursif Ill 3 5 1 1 2 9 
Rekursif IV 2 2 1 0 2 5 
Kondisi Akhir 19 0 0 11 30 
Tabel 5.25 Status record pada semua event yang terbentuk pada ujicoba data set 
Penduduk yang diskalakan 
Pol a ~ record yang L misklasifikasi L record yang Jumlah 
mewakili kelasnya .. di remove 
1 197 0 73 270 
2 163 1 106 270 
Jumlah 360 1 179 540 
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Hasil penemuan pola adalah sebagai berikut: 
Tabel5.26 Hasil penemuan pola pada ujicoba data set Penduduk yang diskalakan 
Pol a 
Pola yang ditemukan Spesifikasi data asli 
Umur Tinggi Umur Tinggi Ket.Noise 
Terdapat noise 
Anak-anak 2.1067- 1.082210- 2.1067- 1.08086- data asli 2.6677 1.437490 2.7976 1.43777 berdistribusi 
uniform atribut 
antara 2.0769th 
Orang 29.7495- 1.865790- 31 .7573- 2.0255- 41 .93448th 
dewasa 32.6810 2.063050 32.8819 2.03906 antara 
2.922657m 
Hasil uji coba terhadap data set Penduduk yang diskalakan menunjukkan 
bahwa pola bisa ditemukan pada data yang mengandung noise dan pola ya 
ditemukan mendekati pola yang sebenamya pada data asli bila faktor 
dikembalikan. Hal ini menunjukkan bahwa pola tetap bisa ditemukan meskip 
data mengalami perubahan karena proses pengskalaan dan pola 
ditemukan sama dengan pola data sebelum diskalakan. 
Pola yang ditemukan untuk kelas pertama yaitu kelas 
mempunyai kecenderungan bahwa anak-anak yang berumur antara 2.1067 
sampai 2.6677 th mempunyai tinggi badan yang berkisar antara 1.08221 
sampai dengan 1.437490m. Nilai ini mendekati data sebenamya yaitu anak-ana 
yang berumur antara 2.1067th sampai dengan- 2.7976th dan mempunyai 
badan 1.08086 m sampai dengan 1.43777 m. 
Begitu juga pola yang ditemukan pada kelas kedua yaitu 
dewasa. Pola yang dapat ditemukan yaitu orang dewasa 
kecenderungan bahwa orang dewasa yang berumur antara 29.7495 th sam 
32.6810 th mempunyai tinggi badan yang berkisar antara 1.865790 m ""''nn: ... 
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2.063050 m. Nilai ini mendekati data sebenamya yaitu orang dewasa 
berumur antara 31.7573 th sampai 32.8819 th mempunyai tinggi badan anta 
2.0255m sampai dengan 2.03906m. 
Grafik pola yang ditemukan adalah sebagai berikut: 
Penduduk 
2.2 T''• '-"'•''•'•'-""'··•···'·'·'···'-"·· •'""'''"""""'''"•'•'''''"''• ,.,_._._. . ._~-·•••·•••••-'···•··"·'·•-••••····•"'''""'"'"""''"•' · •·••·· · • ·•·••··•·••"""'"'""""''--''"'""'"""' 
2 . ~ I • 
1 :~ :~ ==========="'' =========-- ~'~============. = ..... =====: 1.7 +-----...........C--..... ---.-.. - .. --?- --..,--..,---_- ,.--"-•.... - .- .-.••..... --........;.: 
1. 6 +------.....,...-.. · .. -:-·· ... ------,-i ............c . '-: .... ··............c · .'"'----c-._ ..,.----;:--::--:, .:---:-_7 ... :--. -::----. 
1.5 +---_ ...... -\-. ---.-L~-s-_-_ ,=-~ .. ,---.~-:--.7_.--~ 
1.4 +4--'--.• ............c_ ---.-__ ............c_.:.... • .:.... ... _ __,....-.• -•..• --- - ---. _-_ --,-., - •. -_ .. -... ----: .. 1.3 +-1 __ ___ _.:._ _ ..:.__;____ __........;;_ ____  -'--------: 
;. tn 1.2 +-1-----............C ___ --=--, __________ --; 
~ 1.1 +-1-- ---------------------: 
~ 1 +-----~~::--:-=---~---------
0.9 +----------,-----'-----..,..-------~ 
0.8 +-----=---~-~---------~-~ 
0. 7 +------"-----'-------'----'-----'----'-----'------'--' 
0.6 +---------------------
0.5 +-------'----:......._-'-----'=::__--'----'-----------; 
0.4 +----- ----------,------------; 
0.3 +---- -----------------
0.2 +---------------------------, 
0.1 +---------------------~ 
0 +--~~-~-~-~-~~-~-~-~-~~ 
0 
Gambar 5.4 Grafik pola data set penduduk yang diskalakan 
Analisa standar deviasi dan mean pada data set Penduduk 
diskalakan dan pola yang ditemukan adalah sebagai berikut: 
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Tabel 5.27 Analisa standar deviasi dan mean pada data set Penduduk yang diskalakan 
dan pola yang ditemukan 
DATA SET PENDUDUK 
UMUR TINGGI 
KELAS SD MEAN so MEAN 
1 6.123 0.373 0.1517 0.0092 
2 4.349 0.265 0.1809 0.0110 
POLA YANG DITEMUKAN 
1 0.1665 0.0118 0.1039 0.0074 
2 0.352 0.028 0.0504 0.0039 
c. Pengaruh pengurangan jumlah data terhadap hasil 
Uji coba terhadap ini dilakukan dengan pada data set Penduduk denga 
pengurangan jumlah data sebanyak 50 record pada masing-masing kelas. 
data Penduduk setelah pengurangan adalah sebagai berikut: 
Penduduk 
1.9 .----=----~~------~----~~-~~~~--~ 
1.8 +----:=7""'C"--=--~---=--:::-- ---::-- ---------:::-" ---t-i 
1 . 7 -;-----;-----,---------.....,---,----- ----
1.6 -t-'L..._- ------'-'-----"----~ 
1.5 -+----------~~--~~----~~~~~--~ 
1.4 +-- ----------~-----'- -----=----+-! 
1.3 +-- -----------~~-------'--------"----+-! 
1.2 
C) 1.1 
C) 1 -;--~_,r-~._~-----------~~------~ 
~ 0.9 0.8 +---- _,x_---=-.---- ------" ------.a---- ------+-! 
0.7 -+--=-------------------------------~ 
0.6 +-- -- ---- ----- ----'-- -- - ---+-! 
0.5 -;----------------~~~--------------~ 
0.4 +-------- - - ------ --- - --+---! 
0.3 +-------------------------------------~ 
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Gambar 5.5 Grafik data set penduduk dengan pengurangan jumlah data 
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Waktu proses yang terjadi adalah 22 detik 140 milidetik. Hasil uji co ': 
terhadap data set Penduduk dengan pengurangan data adalah sebagai berikut: 
Tabel 5.28 Proses pembentukan event tiap level rekursif pada uji coba data set 
Penduduk dengan pengurangan data 
Lever Ukuran L: I: I: L: I: 
Rekursif partisi Significant Insignificant Part Remove Q) Event Event Event Event Ill 
Rekursif I 2 0 0 2 2 4 
. 
• Rekursif II 2 0 1 2 1 2 I. 
Rekursif Ill 4 12 1 0 4 17 1-
Rekursif IV 2 2 3 0 0 5 
RekursifV 3 6 3 0 3 12 I. 
RekursifVI 2 2 1 0 1 4 IIIII 
Kondisi Akhir 22 0 0 11 33 I. 
Uji coba terhadap data set Penduduk menghasilkan enam level reku I 
dengan nilai ukuran partisi (Q) pada rekursif level pertama adalah 2 s - .. : 
dihasilkan dua part event. Rekursif level kedua dan ketiga adalah 
melakukan partisi terhadap semua part event yang dihasilkan pada rekursif 
pertama. Rekursif level keempat dan kelima te~adi sebagai akibat .. 
dihasilkannya part event pada rekursif level kedua. Rekursif level keenam - • I 
karena proses event merging yang dilakukan setelah rekursif 
menghasilkan event berstatus part event sehingga harus dilakukan rekursif u 
melakukan partisi pada event ini. Hasil event merging setelah rekursif 
keenam temyata berstatus negatively significant event sehingga event ini ha 
diremove. Setelah proses selesai dihasilkan keluaran sejumlah event • I 
significant event sebanyak 22 buah dan remove event sebanyak 11 buah. 
Berikut ini adalah hasil akhir status semua record pada semua 
event yang terbentuk: 
Tabel 5.29 Status record pada semua event yang terbentuk pada ujicoba data set 
Penduduk dengan pengurangan data 
Pol a :L record yang :L misklasifikasi :L record yang Jumlah 
mewakili kelasn a di remove 
1 159 61 220 
2 103 1 116 220 
Jumlah 262 1 177 240 
Hasil penemuan pola adalah sebagai berikut: 
Tabel 5.30 Hasil penemuan pola pada ujicoba data set Penduduk dengan pengurangan 
data 
Pol a 
Pola yang ditemukan Spesifikasi data asli 
Umur Tinggi Umur Tinggi Ket.Noise 
Terdapat noise 
Anak-anak 3.0096- 0.90184- 3.0096- 0.90071- data asli 3.8223 1.1979 3.9965 1.19814 berdistribusi 
unifonn atribut 
antara 2.967th 
Orang 45.4290- 1.55482- 45.0319- 1.55267- 59.9064th 
dewasa 46.6831 1.69875 46.9742 1.69875 antara 
1.71921m 
Hasil uji coba terhadap data set Penduduk dengan pengurangan d 
menunjukkan bahwa pola bisa ditemukan pada data yang mengandung noise 
dan pola yang ditemukan mendekati pola yang sebenamya pada data asli 
faktor skala dikembalikan. Hal ini menunjukkan bahwa pola tetap bisa ditemukan 
meskipun data mengalami perubahan karena proses pengskalaan dan pola 
ditemukan sama dengan pola data sebelum diskalakan. 
Pola yang ditemukan untuk kelas pertama yaitu kelas ana 
mempunyai kecenderungan bahwa anak-anak yang berumur antara 3.0096 th 
sampai dengan 3.8223 th mempunyai tinggi badan yang berkisar antara 
0.90184m sampai dengan 1.1979m. Nilai ini mendekati data sebenarnya yaitu 
anak-anak yang berumur antara 3.0096 th sampai dengan 3.9965 th 
mempunyai tinggi badan 0.90071m sampai dengan 1.19814m. 
Begitu juga pola yang ditemukan pada kelas kedua yartu 
dewasa. Pola yang dapat ditemukan yaitu orang dewasa 
dengan 46.6831th mempunyai tinggi badan yang berkisar antara 1.v...r"Tu.q 
sampai 1-.69875 m. Nilai ini mendekati data sebenamya yaitu orang dewasa 
berumur antara 45.0319 th sampai dengan 46.9742 mempunyai tinggi 
antara 1.55267m sampai dengan 1.69875m. 
Grafik pola yang ditemukan pada data set Penduduk d 
pengurangan jumlah data adalah sebagai berikut: 
Penduduk 
1 . 9 ........... .. ~··· ··· ·· · ··~·-·.,······--:=:····---.. ----"':-...,.---:--··-: .. -:,··-........ -~---·-~·-·····---.. ·---------··--~·-··"·----: 
1.8 ·' ""·'·'· .. · ..... ;,-,._-;::-,··· ·- _, __ ·•· ...... , ... > ...... ·•' ·'•·' ' 
~:~ · •.• ~- -·-~~:i'£t'-' ~~ .::·' : ."= .. :·.:±, ...... :-; - .-f-:-':.::--·-· -:.:::-_,_-_,. -; 
1.5+-----~--~----~. -... --~~~~--~-----------; 
1.4 +----'---------~-------'------! 
1.3 +------------------·· · --------------------------; 
1.2 +-~------------~---------··· ~-------~------~ 
.... 1 . 1 t-- • . ~- - • " • "" ~ 1 +-~-------·· _______ ._ .. _____ .__ ... _. __ ... _2 _______ ~_, ____ __ 
~ 0.9 ·'· ~· - ..  0.8 +-------------------. -----. ---....  ----------~--~ 
8: ~ ~===============-=·"=· =~-=·-:~=====··=··i·= ···=: .•.>=·>======·=·· ==-·=· ===.,=~ 
0.5 +-----------------' --------~----------------
0.4 +-------------'-----,-------'------! 
0.3 -t--------- -------.,-------.,- ---
0.2 +-------,---------,----,-,------------j 
0.1 l 
0 +---.--.---.--.--.--.--.--.--.---.--.--.-~ 
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Gambar 5.6 Grafik pola data set penduduk dengan pengurangan jumlah data 
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Analisa standar deviasi dan mean pada data set Penduduk d n 
pengurangan data dan pola yang ditemukan adalah sebagai berikut: 
Tabel 5.31 Analisa standar deviasi dan mean pada data asli dan pola yang ditem 
pada data set Penduduk dengan pengurangan data. 
DATASET PENDUDUK 
UMUR TJNGGI 
KELAS so MEAN so MEAN 
1 9.619 0.649 0.1345 0.0091 
2 6.858 0.462 0.1649 0.0111 
POLA YANG DITEMUKAN 
1 0.2431 0.0193 0.0890 0.0071 
2 0.367 0.036 0.0434 0.0043 
5.4. EVALUASI 
Proses penskalaan bisa ditoleransi oleh perangkat lunak sehingga 
asli masih bisa ditemukan. Hal ini berkaitan dengan sifat algoritma 
maximum entropy partitioning (MMEP) yang digunakan untuk membentuk 
tidak dipengaruhi oleh perubahan nilai data akibat proses penskalaan. 
ukuran partisi (Q) yang diperoleh pun sama karena proses penskalaan 
merubah frekuensi kemunculan data sehingga pola yang dihasilkan 
dengan pola pada data asli bila faktor skala dikembalikan. 
Karena setiap event yang tidak memenuhi syarat kondisi terminasi h rus 
dibagi lagi maka banyaknya rekursif yang te~adi mengindikasikan jumlah 
yang dibagi lagi (part event) yang dihasilkan selama proses. 
Waktu proses pada satu jenis data set yang tidak diskalakan dan 
diskalakan relatif sama hal ini tejadi karena proses penskalaan tidak me 
, I I'( Pf-RPUS TAK.A.!l 
I t, ' I r J !" TEK ~OL'"':· ~;I 
c; ;· ··I,·• :.., ;-; - NC:· p c · ·. 
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I 
I 
87 
ukuran dan urutan data, dalam arti bahwa nilai data yang ada pada tiap d 
sample space data yang kecil tetap kecil dan yang besar tetap besar, cu:::atu:Jnln 
algoritma MMEP yang dipakai untuk membentuk event dan perhitungan a 
residu tidak terpengaruh pada perubahan data yang demikian. 
Semakin besar level rekursif, bila dihasilkan significant event maka 
dihasilkan significant event yang mengandung data-data dengan 
homogenitas yang lebih tinggi sehingga akan dihasilkan misklasifikasi 
sedikit bila data yang bersangkutan mempunyai nilai varian yang kecil. 
disebabkan karena dengan semakin besar level rekursif maka volume 
yang didapatkan akan semakin kecil dan densitas data yang lebih besar. 
BAB 
BABVI 
PENUTUP 
Bab ini menguraikan beberapa hal yang dapat disimpulkan dari 
penggunaan metode analisa residu dan partisi rekursif untuk menemukan pola 
data dalam Tugas Akhir ini. Selain itu juga dibahas kemungkinan 
pengembangan lebih lanjut dari perangkat lunak yang telah dibuat. 
6.1. KESIMPULAN 
Dari hasil uji coba dapat ditarik beberapa kesimpulan sebagai berikut: 
1. Metode Analisa Residu dan Partisi Rekursif dapat digunakan untuk 
menyelesaikan persoalan penemuan pola pada data multi dimensi. Dalam 
perangkat lunak yang telah berhasil dibuat proses perhitungan analisa residu 
dilakukan dengan menggunakan bantuan tabel kontingensi dan proses 
partisi dilakukan dengan menggunakan Algoritma Marginal Maximum 
Entropy partitioning. Hasil uji coba terhadap sejumlah sampel data 
menunjukkan bahwa perangkat lunak mampu menemukan pola yang 
seharusnya terbentuk pada sampel data uji coba. 
2. Perangkat lunak mampu mentoleransi perubahan data akibat proses 
penskalaan pada data yang akan dikenali polanya. Dalam hal ini, perangkat 
lunak masih mampu menemukan pola pada data yang diskalakan sama 
seperti pola yang ditemukan pada data asli sebelum dilakukan penskalaan. 
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6.2. KEMUNGKINAN PENGEMBANGAN 
Dalam Tugas Akhir ini . perangkat lunak digunakan untuk menemukan 
pola data yang bertipe numerik dan kontinyu. Sebagai pengembangan lebih 
lanjut metode analisa residu dan partisi rekursif dapat dilakukan pada bidang 
citra untuk penggunaan data wajah atau gambar untuk pengenalan pola wajah 
atau gambar. 
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DATASET UJI CO 
LAMPIRAN A 
DATA SET UJI COBA 
A.1 DATA SET IRIS PLANTS 
NO SEPALLEGTH SEPAL WIDTH PETAL LENGTH PETAL WIDTH KELAS 
1 5.1 3.5 1.4 0.2 lris-setosa 
2 4.9 3 1.4 0.2 lris-setosa 
3 4.7 3.2 1.3 0.2 lris-setosa 
4 4.6 3.1 1.5 0.2 lris-setosa 
5 5 3.6 1.4 0.2 lris-setosa 
6 5.4 3.9 1.7 0.4 lris-setosa 
7 4.6 3.4 1.4 0.3 lris-setosa 
8 5 3.4 1.5 0.2 lris-setosa 
9 4.4 2.9 1.4 0.2 lris-setosa 
10 4.9 3.1 1.5 0.1 lris-setosa 
11 5.4 3.7 1.5 0.2 lris-setosa 
12 4.8 3.4 1.6 0.2 lris-setosa 
13 4.8 3 1.4 0.1 lris-setosa 
14 4.3 3 1.1 0.1 lris-setosa 
15 5.8 4 1.2 0.2 lris-setosa 
16 5.7 4.4 1.5 0.4 lris-setosa 
17 5.4 3.9 1.3 0.4 lris-setosa 
18 5.1 3.5 1.4 0.3 lris-setosa 
19 5.7 3.8 1.7 0.3 lris-setosa 
20 5.1 3.8 1.5 0.3 lris-setosa 
21 5.4 3.4 1.7 0.? lris-setosa 
22 5.1 3.7 1.5 0.4 lris-setosa 
23 4.6 3.6 1 0.2 lris-setosa 
24 5.1 3.3 1.7 0.5 lris-setosa 
25 4.8 3.4 1.9 0.2 lris-setosa 
26 5 3 1.6 0.2 lris-setosa 
27 5 3.4 1.6 0.4 lris-setosa 
28 5.2 3.5 1.5 0.2 lris-setosa 
29 5.2 3.4 1.4 0.2 lris-setosa 
30 4.7 3.2 1.6 0.2 lris-setosa 
31 4.8 3.1 1.6 0.2 lris-setosa 
32 5.4 3.4 1.5 0.4 lris-setosa 
33 5.2 4.1 1.5 0.1 lris-setosa 
34 5.5 4.2 1.4 0.2 lris-setosa 
35 4.9 3.1 1.5 0.1 lris-setosa 
36 5 3.2 1.2 0.2 lris-setosa 
37 5.5 3.5 1.3 0.2 lris-setosa 
38 4.9 3.1 1.5 0.1 lris-setosa 
39 4.4 3 1.3 0.2 lris-setosa 
40 5.1 3.4 1.5 0.2 lris-setosa 
41 5 3.5 1.3 0.3 lris-setosa 
42 4.5 2.3 1.3 0.3 lris-setosa 
43 4.4 3.2 1.3 0.2 lris-setosa 
44 5 3.5 1.6 0.6 lris-setosa 
45 5.1 3.8 1.9 0.4 lris-setosa 
46 4.8 3 1.4 0.3 lris-setosa 
47 5.1 3.8 1.6 0. lris-setosa 
A-1 
48 4.6 3.2 1.4 0.2 lris-setosa 
49 5.3 3.7 1.5 0.2 lris-setosa 
50 5 3.3 1.4 0.2 lris-setosa 
51 7 3.2 4.7 1.4 Iris-versicolor 
52 6.4 3.21 4.5 1.5 Iris-versicolor 
53 6.9 3.1 4.9 1.5 Iris-versicolor 
54 5.5 2.3 4 1.3 Iris-versicolor 
55 6.5 2.8 4.6 1.5 Iris-versicolor 
56 5.7 2.8 4.5 1.3 Iris-versicolor 
57 6.3 3.3 4.7 1.6 Iris-versicolor 
58 4.9 2.4 3.3 1 Iris-versicolor 
59 6.6 2.9 4.6 1.3 Iris-versicolor 
60 5.2 2.7 3.9 1.4 Iris-versicolor 
61 5 2 3.5 1 Iris-versicolor 
62 5.9 3\ 4.2 1.5 Iris-versicolor 
63 6 2.2 4 1 Iris-versicolor 
64 6.1 2.9 4.7 1.4 Iris-versicolor 
65 5.6 2.9 3.6 1.3 Iris-versicolor 
66 6.7 3.1 4.4 1.4 Iris-versicolor 
67 5.6 3 4.5 1.5 Iris-versicolor 
68 5.8 2.7 4.1 1 Iris-versicolor 
69 6.2 2.2 4.5 1.5 Iris-versicolor 
70 5.6 2.5 3.9 1.1 Iris-versicolor 
71 5.9 3.2 4.8 1.8 Iris-versicolor 
72 6.1 2.8 4 1.3 Iris-versicolor 
73 6.3 2.5 4.9 1.5 Iris-versicolor 
74 6.1 2.8 4.7 1.2 Iris-versicolor 
75 6.4 2.9\ 4.3 1.3 Iris-versicolor 
76 6.6 3\ 4.4 1.4 Iris-versicolor 
77 6.8 2.8 4.8 1.4 Iris-versicolor 
78 6.7 3 5 1.7 Iris-versicolor 
79 6 2.9 4.5 1.5 Iris-versicolor 
80 5.7 2.6 3.5 1 Iris-versicolor 
81 5.5 2.4 3.8 1.1 Iris-versicolor 
82 5.5 2.4 3.7 1 Iris-versicolor 
83 5.8 2.7 3.9 1.2 Iris-versicolor 
84 6 2.7 5.1 1.6 Iris-versicolor 
85 5.4 3 4.5 1.5 Iris-versicolor 
86 6 3.4 4.5 1.6 Iris-versicolor 
87 6.7 3.1 4.7 1.5 Iris-versicolor 
88 6.3 2.3 4.4 1.3 Iris-versicolor 
89 5.6 3\ 4.1 1.3 Iris-versicolor 
90 5.5 2.5 4 1.3 Iris-versicolor 
91 5.5 2.6 4.4 1.2 Iris-versicolor 
92 6.1 3 4.6 1.4 Iris-versicolor 
93 5.8 2.6 4 1.2 Iris-versicolor 
94 5 2.3 3.3 1 Iris-versicolor 
95 5.6 2.7 4.2 1.3 Iris-versicolor 
96 5.7 3 4.2 1.2 Iris-versicolor 
97 5.7 2.9\ 4.2 1.3 Iris-versicolor 
98 6.2 2.9 4.3 1.3 Iris-versicolor 
99 5.1 2.5 3 1.1 Iris-versicolor 
100 5.7 2.8 4.1 1.3 Iris-versicolor 
101 6.3 3.3 6 2.5 lris-virginica 
102 5.8 2.7 5.1 1.9 lris-virginica 
103 7.1 3 5.9 2.1 lris-virginica 
104 6.3 2.9 5.6 1.8 lris-virginica 
105 6.5 3 5.8 2.2 lris-virginica 
106 7.6 3 6.6 2.1 lris-virginica 
107 4.9 2.5 4.5 1.7 lris-virginica 
108 7.3 2.9 6.3 1.8 lris-virginica 
109 6.7 2.5 5.8 1.8 lris-virginica 
110 7.2 3.6 6.1 2.5 lris-virginica 
111 6.5 3.2 5.1 2 lris-vi~nica 
112 6.4 2.7 5.3 1.9 lris-virginica 
113 6.8 3 5.5 2.1 lris-virginica 
114 5.7 2.5 5 2 lris-virginica 
115 5.8 2.8 5.1 2.4 lris-virginica 
116 6.4 3.2 5.3 2.3 lris-Vi!jtinica 
117 6.5 3 5.5 1.8 lris-virginica 
118 7.7 3.8 6.7 2.2 lris-virginica 
119 7.7 2.61 6.9 2.3 lris-virginica 
120 6 2.2 5 1.5 lris-vi~nica 
121 6.9 3.2 5.7 2.3 lris-vi~nica 
122 5.6 2.8 4.9 2 lris-virginica 
123 7.7 2.8 6.7 2 lris-virginica 
124 6.3 2.71 4.9 1.8 lris-virginica 
125 6.7 3.3 5.7 2.1 lris-virginica 
126 7.2 3.2 6 1.8 lris-virginica 
127 6.2 2.8 4.8 1.8 lris-Vi!jtinica 
128 6.1 3 4.9 1.8 lris-virginica 
129 6.4 2.8 5.6 2.1 lris-virginica 
130 7.2 3 5.8 1.6 lris-virg.inica 
I 131 7.4 2.6 6.1 1.9 lris-Vi!£tinica 
' 
132 7.9 3.8 6.4 2 lris-virginica 
133 6.4 2.8 5.6 2.2 lris-virginica 
134 6.3 2.6 5.1 1.5 lris-virginica 
135 6.1 2.6 5.6 1.4 lris-vii£!inica 
136 7.7 3 6.1 2.3 lris-vii£!inica 
137 6.3 341 5.6 2.4 lris-virginica 
138 6.4 3.1 5.5 1.8 lris-virginica 
I 139 6 3 4.8 1.8 lris-virginica 
140 6.9 3.1\ 5.4 2.1 lris-Vi!jtinica 
141 6.7 3.1 5.6 2.4 lris-virginica 
142 6.9 3.1 5.1 2.3 lris-virginica 
143 5.8 2.7 5.1 1.9 lris-virginica 
144 6.8 321 5.9 2.3 lris-virginica 
145 6.7 3.3 5.7 2.5 lris-virginica 
146 6.7 3\ 5.2 2.3 lris-virginica 
147 6.3 25\ 5 1.9 lris-virginica 
148 6.5 3 5.2 2 lris-virginica 
149 6.2 341 5.4 2.3 lris-virginica 
150 5.9 31 5.1 1.8 lris-virginica 
A.2 DATA SET THYROID GLAND DISEASE 
NO RT3U T4 T3RIA TSH DTSH KELAS 
1 107 10.1 2.2 0.9 2.7 Eut~oidism 
2 113 9.9 3.1 2 5.9 Eut~oidism 
3 127 12.9 2.4 1.4 0.6 Euthyroidism 
4 109 5.3 1.6 1.4 1.5 Euthyroidism 
- - --- - ---- - --~- --
5 105 7.3 1.5 1.5 -0.1 Euthyroidism 
6 105 6.1 2.1 14 7 Euthyroidism 
7 110 104 1.6 1.6 2.7 Euthyroidism 
8 114 99 2.4 1.5 5.7 Euthyroidism 
9 106 9.4 2.2 1.5 0 Euthyroidism 
10 107 13 1.1 0.9 3.1 Euthyroidism 
11 106 4.2 1.2 1.6 14 Euthyroidism 
12 110 11 .3 2.3 0.9 3.3 Euthyroidism 
13 116 9.2 2.7 1 4.2 Euthyroidism 
14 112 8.1 1.9 3.7 2 Euthyroidism 
15 122 9.7 1.6 0.9 2.2 Euthyroidism 
16 109 8.4 2.1 1.1 3.6 Euthyroidism 
17 111 8.4 1.5 0.8 1.2 Euthyroidism 
18 114 6.7 1.5 1 3.5 Euthyroidism 
19 119 10.6 2.1 1.3 1.1 Euthyroidism 
20 115 7.1 1.3 1.3 2 Euthyroidism 
21 101 7.8 1.2 1 1.7 Euthyroidism 
22 103 10.1 1.3 0.7 0.1 Euthyroidism 
23 109 10.4 1.9 0.4 -0.1 Euthyroidism 
24 102 7.6 1.8 2 2.5 Euthyroidism 
25 121 10.1 1.7 1.3 0.1 Euthyroidism 
26 100 6.1 2.4 1.8 3.8 Euthyroidism 
27 106 9.6 2.4 1 1.3 Euthyroidism 
28 116 10.1 2.2 1.6 0.8 Euthyroidism 
29 105 11 .1 2 1 1 Euthyroidism 
30 110 10.4 1.8 1 2.3 Euthyroidism 
31 120 8.4 1.1 1.4 1.4 Euthyroidism 
32 116 11 .1 2 1.2 2.3 Euthyroidism 
33 110 7.8 1.9 2.1 6.4 Euthyroidism 
34 90 8.1 1.6 1.4 1.1 Euthyroidism 
35 117 12.2 1.9 1.2 3.9 Euthyroidism 
36 117 11 1.4 1.5 2.1 Euthyroidism 
37 113 9 2 1.8 1.6 Euthyroidism 
38 106 9.4 1.5 0.8 0.5 Euthyroidism 
39 130 9.5 1.7 0.4 3.2 Euthyroidism 
40 100 10.5 2.4 0.9 1.9 Euthyroidism 
41 121 10.1 2.4 0.8 3 Euthyroidism 
42 110 9.2 1.6 1.5 0.3 Euthyroidism 
43 129 11 .9 2.7 1.2 3.5 Euthyroidism 
44 121 13.5 1.5 1.6 0.5 Euthyroidism 
45 123 8.1 2.3 1 5.1 Euthyroidism 
46 107 8.4 1.8 1.5 0.8 Euthyroidism 
47 109 10 1.3 1.8 4.3 Euthyroidism 
48 120 6.8 1.9 1.3 1.9 Euthyroidism 
49 100 9.5 2.5 1.3 -0.2 Euthyroidism 
50 118 8.1 1.9 1.5 13.7 Euthyroidism 
51 100 11 .3 2.5 0.7 -0.3 Euthyroidism 
52 103 12.2 1.2 1.3 2.7 Euthyroidism 
53 115 8.1 1.7 0.6 2.2 Euthyroidism 
54 119 8 2 0.6 3.2 Euthyroidism 
55 106 9.4 1.7 0.9 3.1 Euthyroidism 
56 114 10.9 2.1 0.3 1.4 Euthyroidism 
57 93 8.9 1.5 0.8 2.7 Euthyroidism 
58 120 10.4 2.1 1.1 1.8 Euthyroidism 
59 106 11 .3 1.8 0.9 1 Euthyroidism 
60 110 8.7 1.9 1.6 4.4 Euthyroidism 
61 103 8.1 1.4 0.5 3.8 Euthyroidism 
62 101 7.1 2.2 0.8 2.2 Euthyroidism 
63 115 10.4 1.8 1.6 2 Euthyroidism 
64 116 10 1.7 1.5 4.3 Euthyroidism 
65 117 9.2 1.9 1.5 6.8 Euthyroidism 
66 106 6.7 1.5 1.2 39 Euthyroidism 
67 118 10.5 2.1 0.7 3.5 Euthyroidism 
68 97 7.8 1.3 1.2 0.9 Euthyroidism 
69 113 11.1 1.7 0.8 2.3 Euthyroidism 
70 104 6.3 2 1.2 4 Euthyroidism 
71 96 9.4 1.5 1 3.1 Euthyroidism 
72 120 12.4 2.4 0.8 1.9 Euthyroidism 
73 133 97 2.9 0.8 1 9 Euthyroidism 
74 126 9.4 2.3 1 4 Euthyroidism 
75 113 8.5 1.8 0.8 0.5 Euthyroidism 
76 109 9.7 1.4 1.1 2.1 Euthyroidism 
77 119 12.9 1.5 1.3 3.6 Euthyroidism 
78 101 7.1 1.6 1.5 1.6 Euthyroidism 
79 108 10.4 2.1 1.3 2.4 Euthyroidism 
80 117 6.7 2.2 1.8 6.7 Euthyroidism 
81 115 15.3 2.3 2 2 Euthyroidism 
82 91 8 1.7 2.1 4.6 Euthyroidism 
83 103 8.5 1.8 1.9 1.1 Euthyroidism 
84 98 9.1 1.4 1.9 -0.3 Euthyroidism 
85 111 7.8 2 1.8 4.1 Euthyroidism 
86 107 13 1.5 2.8 1.7 Euthyroidism 
87 119 11.4 2.3 2.2 1.6 Euthyroidism 
88 122 11.8 2 .7 1.7 2.3 Euthyroidism 
89 105 8.1 2 1.9 -0.5 Euthyroidism 
90 109 7.6 1.3 2.2 1.9 Euthyroidism 
91 105 9.5 1.8 1.6 3.6 Euthyroidism 
92 112 5.9 1.7 2 1.3 Euthyroidism 
93 112 9.5 2 1.2 0.7 Euthyroidism 
94 98 8.6 1.6 1.6 6 Euthyroidism 
95 109 12.4 2.3 1.7 0.8 Euthyroidism 
96 114 9.1 2.6 1.5 1.5 Euthyroidism 
97 114 11.1 2.4 2 -0.3 Euthyroidism 
98 110 8.4 1.4 1 1 9 Euthyroidism 
99 120 7.1 1.2 1.5 4.3 Euthyroidism 
100 108 10.9 1.2 1.9 1 Euthyroidism 
101 108 8.7 1.2 2.2 2.5, Euthyroidism 
I 102 116 11.9 1.8 1.9 1.5 Euthyroidism 
I 103 113 11.5 1.5 1.9 29 Euthyroidism 
104 105 7 1.5 2.7 4.3 Euthyroidism 
105 114 8.4 1.6 1.6 -0 21 Euthyroidism 
106 114 8.1 1.6 1.6 o sl Euthyroidism 
107 105 11.1 1.1 0.8 121 Euthyroidism 
108 107 13.8 1.5 1 1.9 Euthyroidism 
109 116 11.5 1.8 1.4 5.4 Euthyroidism 
110 102 95 1.4 1.1 1.6 Euthyroidism 
111 116 16.1 0.9 1.3 1.5 Euthyroidism 
112 118 10.6 1.8 1.4 3 Euthyroidism 
113 109 8.9 1.7 1 0.9 Euthyroidism 
114 110 7 1 1.6 4.3 Euthyroidism 
115 104 9.6 1.1 1.3 0.8 Euthyroidism 
116 105 8.7 1.5 1.1 1.5 Euthyroidism 
117 102 8.5 1.2 1.3 1.4 Euthyroidism 
118 112 6.8 1.7 1.4 3.3 Euthyroidism 
119 111 8.5 1.6 1.1 3.9 Euthyroidism 
120 111 8.5 1.6 1.2 7.7 Euthyroidism 
121 103 7.3 1 0.7 0.5 Euthyroidism 
122 98 10.4 1.6 2.3 -0.7 Euthyroidism 
123 117 7.8 2 1 3.9 Euthyroidism 
124 111 9.1 1.7 1.2 4.1 Euthyroidism 
125 101 6.3 1.5 0.9 2.9 Euthyroidism 
126 106 8.9 0.7 1 2.3 Euthyroidism 
127 102 8.4 1.5 0.8 2.4 Euthyroidism 
128 115 10.6 0.8 2.1 4.6 Euthyroidism 
129 130 10 1.6 0.9 4.6 Euthyroidism 
130 101 6.7 1.3 1 5.7 Euthyroidism 
131 110 6.3 1 0.8 1 Euthyroidism 
132 103 9.5 2.9 1.4 -0.1 Euthyroidism 
133 113 7.8 2 1.1 3 Euthyroidism 
134 112 10.6 1.6 0.9 -0.1 Euthyroidism 
135 118 6.5 1.2 1.2 1.7 Euthyroidism 
136 109 9.2 1.8 1.1 4.4 Euthyroidism 
137 116 7.8 1.4 1.1 3.7 Euthyroidism 
138 127 7.7 1.8 1.9 6.4 Euthyroidism 
139 108 6.5 1 0.9 1.51 Euthyroidism 
140 108 7.1 1.3 1.6 2.2 Euthyroidism 
141 105 5.7 1 0.9 0.9 Euthyroidism 
142 98 5.7 0.4 1.3 2.8 Euthyroidism 
143 112 6.5 1.2 1.2 2 Euthyroidism 
144 118 12.2 1.5 1 2.3 Euthyroidism 
145 94 7.5 1.2 1.3 4.4 Euthyroidism 
146 126 10.4 1.7 1.2 3.5 Euthyroidism 
147 114 7.5 1.1 1.6 4.4 Euthyroidism 
148 111 11 .9 2.3 0.9 3.8 Euthyroidism 
149 104 6.1 1.8 0.5 0.8 Euthyroidism 
150 102 6.6 1.2 1.4 1.3 Euthyroidism 
151 139 16.4 3.8 1.1 -0.2 Hyperthyroidism 
152 111 16 2.1 0.9 -0.1 Hyperthyroidism 
153 113 17.2 1.8 1 0 Hyperthyroidism 
154 65 25.3 5.8 1.3 0.2 Hyperthyroidism 
155 88 24.1 5.5 0.8 0.1 1-iyp_erthyroidism 
156 65 18.2 10 1.3 0.1 Hyperthyroidism 
157 134 16.4 4.8 0.6 0.1 Hyperthyroidism 
158 110 20.3 3.7 0.6 0.2 Hyperthyroidism 
159 67 23.3 7.4 1.8 -0.6 Hyperthyroidism 
160 95 11 .1 2.7 1.6 -0.3 Hyperthyroidism 
161 89 14.3 4.1 0.5 0.2 Hyperthyroidism 
162 89 23.8 5.4 0.5 0.1 H_i'j)_erthyroidism 
163 88 12.9 2.7 0.1 0.2 Hyperthyroidism 
164 105 17.4 1.6 0.3 0.4 Hyperthyroidism 
165 89 20.1 7.3 1.1 -0.2 Hyperthyroidism 
166 99 13 3.6 0.7 -0.1 Hyperthyroidism 
167 80 23 10 0.9 -0.1 Hyperthyroidism 
168 89 21 .8 7.1 0.7 -0.1 Hyperthyroidism 
169 99 13 3.1 0.5 -0.1 Hyperthyroidism 
170 68 14.7 7.8 0.6 -0.2 Hyperthyroidism 
171 97 14.2 3.6 1.5 0.3 Hyperthyroidism 
172 84 21.5 2.7 1.1 -0.6 Hyperthyroidism 
----------------------------------------------------------------T--------
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173 84 18.5 4.4 1.1 -0.3 Hyperthyroidism 
174 98 16.7 4.3 1.7 0.2 Hyperthyroidism 
175 94 20.5 1.8 1.4 -0.5 H.1.2_ert~oidism 
' 176 99 17.5 1.9 1.4 0.3 H.1.2_ert~oidism 
177 76 25.3 4.5 1.2 -0.1 1-:!te._ert~oidism 
178 110 15.2 1.9 0.7 -0.2 1-:!te._ert~oidism 
179 144 22.3 3.3 1.3 0.6 1-:!te._ert~oidism 
180 105 12 3.3 1.1 0 Hyperthyroidism 
181 88 16.5 4.9 0.8 0.1 Hyperthyroidism 
182 97 15.1 1.8 1.2 -0.2 1-:!te._erttlyroidism 
183 106 13.4 3 1.1 0 1-iyp_ert~oidism 
184 79 19 5.5 0.9 0.3 Hyperthyroidism 
185 92 11 .1 2 0.7 -0.2 Hyperthyroidism 
186 125 2.3 0.9 16.5 9.5 f-:!tE_ottpoidi s m 
187 120 6.8 2.1 10.4 38.6 f:!l'_pot~oidism 
188 108 3.5 0.6 1.7 1.4 f:!l'_pot~oidism 
189 120 3 2.5 1.2 4.5 f:!l'_poth}:'roidi sm 
190 119 3.8 1.1 23 5.7 Hypothyroidism 
191 141 5.6 1.8 9.2 14.4 Hypothyroidism 
192 129 1.5 0.6 12.5 2.9 Hypothyroidism 
193 118 3.6 1.5 11 .6 48.8 1-:!te._oth}:'roidi sm 
194 120 1.9 0.7 18.5 24 Hypothyroidism 
195 119 0.8 0.7 56.4 21 .6 f-lypoth_yroidism 
196 123 5.6 1.1 13.7 56.3 Hypothyroidism 
197 115 6.3 1.2 4.7 14.4 Hypothyroidism 
198 126 0.5 0.2 12.2 8.8 ljypot~oidism 
199 121 4.7 1.8 11 .2 53 ~oth}:'roidism 
200 131 2.7 0.8 9.9 4.7 Hypothyroidism 
201 134 2 0.5 12.2 2.2 Hypothyroidism 
202 141 2.5 1.3 8.5 7.5 f-:!tE_ottpoidism 
203 113 5.1 0.7 5.8 19.6 Hypothyroidism 
204 136 1.4 0.3 32.6 8.4 tjypothyroidism 
205 120 3.4 1.8 7.5 21.5 f-ly~ottpoidism 
I 206 125 3.7 1.1 8.5 25.9 Hypothyroidism 
207 123 1.9 0.3 22.8 22.2 Hypothyroidism 
208 112 2.6 0.7 41 19 f-:!tE_ot~roidism 
209 134 1.9 0.6 18.4 8.2 Hypothyroidism 
210 119 5.1 1.1 7 40.8 Hypothyroidism 
211 118 6.5 1.3 1.7 11.5 Hypothyroidism 
212 139 4.2 0.7 4.3 6.3 H.1Pottpoidism 
213 103 5.1 1.4 1.2 5 Hypothyroidism 
214 97 4.7 1.1 2.1 12.6 Hypothyroidism 
215 102 5.3 1.4 1.3 6.7 Hypothyroidism 
A.3 DATA SET PENDUDUK 
NO UMUR TINGGJ . ·· KELAS 
1 34.0233 0.51311 Anak-anak 
2 59.9064 1.68141 !Anak-anak 
3 49.7631 1.49053 !Anak-anak 
4 54.7363 1.51252 !Anak-anak 
5 36.8684 1.36216 I.Anak-anak 
6 8.5384 0.97461 Anak-anak 
7 33.4166 1.52931 Anak-anak 
8 29.1332 1.33673 Anak-anak 
18 29.3695 0.93947 Anak-anak 
19 33.8794 0.8635 Anak-anak 
20 46.8454 1.02325 Anak-anak 
21 3.904 1.16704 Anak-anak 
22 3.5303 0.90827 Anak-anak 
23 3.7777 1.09871 Anak-anak 
24 3.9621 1.17956 Anak-anak 
25 3.8173 1.07526 Anak-anak 
26 3.9171 1.00515 Anak-anak 
27 3.8223 0.96162 Anak-anak 
28 3.7082 1.13833 Anak-anak 
29 3.3367 1.02314 Anak-anak 
30 3.1 916 0.9723 Anak-anak 
31 3.7763 1.14803 Anak-anak 
32 3.5005 1.12865 Anak-anak 
33 3.2695 0.96018 Anak-anak 
34 3.3075 1.15767 Anak-anak 
35 3.3047 1.17326 Anak-anak 
36 3.4171 1.04441 Anak-anak 
37 3.9712 0.94654 !Anak-anak 
38 3.4419 1.16975 Anak-anak 
39 3.1335 1.03275 Anak-anak 
40 3.9363 1.14576 Anak-anak 
41 3.6655 0.97121 Anak-anak 
42 3.5358 0.99081 Anak-anak 
43 3.2677 0.98703 Anak-anak 
44 3.2371 1.19511 Anak-anak 
45 3.7715 1.12351 Anak-anak 
46 3.8472 1.11459 Anak-anak 
47 3.5751 1.17053 Anak-anak 
48 3.6857 1.18161 Anak-anak 
49 3.3294 1.17106 !Anak-anak 
50 3.7374 1.09896 Anak-anak 
51 3.578 0.90195 Anak-anak 
52 3.4757 1.14972 Anak-anak 
53 3.1202 1.14722 Anak-anak 
54 3.4081 1.1743 Anak-anak 
55 3.799 1.02465 Anak-anak 
56 3.8916 1.09752 Anak-anak 
57 3.5722 1.10137 Anak-anak 
58 3.8084 1.1 9814 !Anak-anak 
59 3.502 1.05501 !Anak-anak 
60 3.1645 1.16035 Anak-anak 
I 61 3.0486 1.01491 Anak-anak 
62 3.4307 0.99676 Anak-anak 
63 3.1743 1.06689 Anak-anak 
64 3.3878 0.94548 Anak-anak 
65 3.6094 1.13622 jAnak-anak 
66 3.2139 1.18424 Anak-anak 
67 3.5926 0.99038 Anak-anak I 
68 3.4623 0.93328 Anak-anak 
69 3.8422 1.03772 Anak-anak 
70 3.2728 0.99976 Anak-anak 
71 3.8158 0.9529 3!Anak-anak 
72 3.5395 0.9107 6Anak-anak 
73 3.8542 0.9481 1 Anak-anak 
130 3.0733 1.00305 Anak-anak 
131 3.9932 0.90071 Anak-anak 
132 3.8167 0.90859 Anak-anak 
133 3.5475 1.10546 !Anak-anak 
134 3.8809 1.11597 Anak-anak 
135 3.5743 1.0462 Anak-anak 
136 3.0979 1.13727 Anak-anak 
137 3.6186 1.0422 Anak-anak 
138 3.7232 1.00844 Anak-anak 
139 3.2884 1.05413 Anak-anak 
I 140 3.9471 0.95654 Anak-anak 
141 3.2654 1.03707 Anak-anak 
142 3.1566 1.19185 Anak-anak 
143 3.1374 1.18139 !Anak-anak 
144 3.0645 1.09759 Anak-anak 
145 3.579 1.12035 Anak-anak 
146 3.182 0.94322 Anak-anak 
147 3.24 0.97259 Anak-anak 
148 3.3893 1.18822 Anak-anak 
149 3.0173 1.08447 !Anak-anak 
150 3.4345 1.13696 Anak-anak 
151 3.5676 1.15509 Anak-anak 
152 3.9407 0.9121 Anak-anak 
153 3.3269 1.17642 Anak-anak 
154 3.7936 1.19799 Anak-anak 
155 3.326 1.01707 !Anak-anak 
156 3.5018 0.92835 Anak-anak 
157 3.0966 0.931 Anak-anak 
158 3.1325 1.11673 Anak-anak 
159 3.3283 1.19665 Anak-anak 
160 3.6137 0.91712 Anak-anak 
161 3.0352 1.19791 Anak-anak 
162 3.4241 1.01663 Anak-anak 
163 3.2013 0.96038 Anak-anak 
164 3.8482 0.96675 Anak-anak 
165 3.5669 1.06606 Anak-anak 
166 3.9234 1.1149 Anak-anak 
167 3.7692 1.09901 Anak-anak 
168 3.83 0.96818 Anak-anak 
169 3.8402 1.03794 Anak-anak 
170 3.6453 1.16699 Anak-anak 
171 3.4597 0.91883 ~ak-anak 
172 3.9741 0.93217 Anak-anak 
173 3.7417 1.15739 Anak-anak 
174 3.8556 1.0355 Anak-anak 
175 3.0749 1.05659 Anak-anak 
176 3.4101 1.09508 Anak-anak 
177 3.0096 0.9438 Anak-anak 
178 3.794 1.1741 3Anak-anak 
179 3.7707 1.1962 9Anak-anak 
I 180 3.0599 1.12863 Anak-anak 
181 3.0408 0.93584 !Anak-anak 
182 3.3495 1.0672 9Anak-anak 
183 3.5899 1.1156 7~ak-anak 
184 3.3387 0.919 5Anak-anak 
185 3.4851 0.99796 Anak-anak 
242 3.9543 0.90076 Anak-anak 
243 3.1921 1.08861 Anak-anak 
244 3.5388 1.05507 !Anak-anak 
245 3.2142 1.10694 Anak-anak 
246 3.1313 0.93187 Anak-anak 
247 3.4989 1.07203 Anak-anak 
248 3.2099 1.11034 Anak-anak 
249 3.3339 0.9043 Anak-anak 
250 3.8697 1.15555 Anak-anak 
251 3.8665 1.00522 Anak-anak 
252 3.1327 0.94845 Anak-anak 
253 3.0581 1.01483 Anak-anak 
254 3.1654 1.18026 Anak-anak 
255 3.8322 0.91638 Anak-anak 
256 3.2256 1.1826 Anak-anak 
257 3.5797 1.09661 Anak-anak 
258 3.6424 0.95524 Anak-anak 
259 3.6463 1.04678 Anak-anak 
260 3.5364 1.13175 Anak-anak 
261 3.3712 1.07455 !Anak-anak 
262 3.1887 1.05464 Anak-anak 
263 3.0467 1.00123 Anak-anak 
264 3.8423 0.97592 Anak-anak 
265 3.2079 1.05697 Anak-anak 
266 3.1361 1.0204 Anak-anak 
267 3.3055 1.16916 Anak-anak 
268 3.216 1.00944 Anak-anak 
269 3.4482 1.08055 Anak-anak 
270 3.7053 1.00469 Dewasa 
271 45.9612 1.60455 Dewasa 
272 46.0503 1.58176 Dewasa 
273 45.2448 1.68068 Dewasa 
274 45.6813 1.64072 Dewasa 
275 45.137 1.56961 Dewasa 
276 46.8146 1.62297 Dewasa 
277 46.2171 1.65306 Dewasa 
278 46.4217 1.55812 Dewasa 
279 45.6293 1.66054 Dewasa 
280 45.4836 1.67997 Dewasa 
281 45.597 1.68409 Oewasa 
I 282 45.8543 1.56066 Dewasa 
283 45.9871 1.56227 Dewasa 
284 46.6382 1.60035 Dewasa 
285 45.886 1.60298 Dewasa 
286 45.4888 1.63942 Dewasa 
287 45.97 1.62144 Dewasa 
288 46.8255 1.62533 Dewasa 
289 45.5003 1.6398 5 Dewasa 
290 46.4017 1.58001 Dewasa 
291 45.7794 1.55954 Dewasa 
292 45.6806 1.5808 3 Dewasa 
293 46.6408 1.60694 Dewasa 
294 45.8492 1.6956 2 Dewasa 
295 46.7394 1.6021 4 Dewasa 
296 45.7652 1.65606 Dewasa 
297 46.831 1.5840 7 Dewasa 
354 46.1813 1.58043 Dewasa 
355 46.0301 1.67466 Dewasa 
356 46.3212 1.69651 Dewasa 
357 45.1197 1.55279 Dewasa 
358 45.7004 1.6397 Dewasa 
359 45.7923 1.69799 Dewasa 
360 46.315 1.69686 Dewasa 
361 45.7409 1.64378 Dewasa 
362 46.0182 1.56171 Dewasa 
363 46.1619 1.65369 Dewasa 
364 46.5662 1.55548 Dewasa 
365 45.055 1.60357 Dewasa 
366 45.4387 1.68216 Dewasa 
367 45.3141 1.69098 Dewasa 
368 45.9038 1.58265 Dewasa 
369 46.5321 1.65936 Dewasa 
370 45.9759 1.69704 Dewasa 
371 45.2009 1.69568 Dewasa 
372 45.6931 1.59242 Dewasa 
373 46.4724 1.60664 Dewasa 
374 45.2641 1.57264 Dewasa 
375 46.5909 1.68235 Dewasa 
376 45.846 1.66127 Dewasa 
377 45.2792 1.64813 Dewasa 
378 45.7763 1.69702 Dewasa 
379 46.4959 1.61653 Dewasa 
380 45.7323 1.65722 Dewasa 
381 46.836 1.56387 Dewasa 
382 46.2884 1.68715 Dewasa 
383 46.172 1.60005 Dewasa 
384 46.4316 1.61592 Dewasa 
385 45.6773 1.65742 Dewasa 
386 45.528 1.69061 Dewasa 
387 46.8812 1.62714 Dewasa 
388 45.7626 1.66526 Dewasa 
389 46.6398 1.64877 Dewasa 
390 46.9433 1.69599 Dewasa 
391 45.6038 1.6941 Dewasa 
392 46.5266 1.62511 Dewasa 
393 46.6817 1.55905 Dewasa 
394 46.5309 1.64105 Dewasa 
395 45.8866 1.62042 Dewasa 
396 45.4039 1.68364 Dewasa 
397 45.5567 1.6575 Dewasa 
398 46.6601 1.5827 Dewasa 
399 46.0155 1.66417 Dewasa 
400 46.94 1.57695 Dewasa 
401 45.0319 1.61593 Dewasa 
402 45.8303 1.56785 Dewasa 
403 45.6995 1.63939 Dewasa 
404 46.0588 1.62347 Dewasa 
405 45.336 1.64106 Dewasa 
406 45.2998 1.6692 4 Dewasa 
407 45.4548 1.5683 70ewasa 
408 45.5412 1.6896 2 Dewasa 
409 46.5247 1.6799 3 Dewasa 
- --- -------------------------
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466 46.8191 1.55985 Dewasa 
467 46.5854 1.68144 Dewasa 
468 45.3028 1.62734 Dewasa 
469 46.5053 1.67966 Dewasa 
470 45.9769 1.55482 Dewasa 
471 45.9362 1.56962 Dewasa 
472 45.1495 1.55746 Dewasa 
473 45.7079 1.59747 Dewasa 
474 46.7254 1.61147 Dewasa 
475 46.3999 1.64859 Dewasa 
476 45.5232 1.65206 Dewasa 
477 45.4419 1.60611 Dewasa 
478 45.4662 1.58553 Dewasa 
479 46.9007 1.60547 Dewasa 
480 45.7707 1.59473 Dewasa 
481 46.4068 1.6408 Dewasa 
482 46.6872 1.60569 Dewasa 
483 46.6831 1.66852 Dewasa 
484 45.3782 1.57512 Dewasa 
485 46.8722 1.61872 Dewasa 
486 45.8879 1.61134 Dewasa 
487 46.0558 1.69735 Dewasa 
488 46.6214 1.60975 Dewasa 
489 46.7778 1.62302 Dewasa 
490 46.0638 1.57555 Dewasa 
491 46.7707 1.67198 Dewasa 
492 46.3676 1.67695 Dewasa 
493 45.1888 1.63646 Dewasa 
494 46.6862 1.6774 Dewasa 
495 46.2269 1.66368 Dewasa 
496 45.4686 1.59262 Dewasa 
497 46.7956 1.57011 Dewasa 
498 45.1165 1.61271 Dewasa 
499 46.6866 1.69534 Dewasa 
500 45.1801 1.57813 Dewasa 
501 46.1421 1.65739 Dewasa 
502 45.3909 1.60712 Dewasa 
503 45.6894 1.67424 Dewasa 
504 45.046 1.69716 Dewasa 
A.4 DATA SET PENDUDUK DENGAN PENGURANGAN DATA 
NO UMUR TINGGI KElAS 
1 34.0233 0.51311 Anak-anak 
2 59.9064 1.68141 Anak-anak 
3 49.7631 1 1.49053 Anak-anak 
4 54.7363 1.51252 )Anak-anak 
5 36.8684 1.36216 Anak-anak 
I 6i 853841 0.97461 Anak-anak 
7 33.4166 1.52931 Anak-anak 
8 29.13321 1.33673 Anak-anak 
91 25.0739 0.93587 Anak-anak 
101 15.1676 0. 75259 Anak-anak 
24 3.9621 1.17956 Anak-anak 
25 3.8173 1.07526 Anak-anak 
26 3.9171 1.00515 Anak-anak 
27 3.8223' 0.96162 Anak-anak 
28 3.7082 1. 13833IAnak-anak 
29 3.3367 1.02314 Anak-anak 
30 3.1916 0.9723 Anak-anak 
31 3.7763 1.14803 Anak-anak 
32' 3.5005 1.12865 Anak-anak 
33 3.2695 0.96018 Anak-anak 
34 3.3075 1.15767 Anak-anak 
35 3.3047 1.17326IAnak-anak 
36 3.4171 1.04441 Anak-anak 
37 3.9712 0.94654 Anak-anak 
38 3.4419 1.16975 Anak-anak 
39 3.1335 1.03275 Anak-anak 
40 3.9363 1.14576 Anak-anak 
41 3.6655 0.97121 Anak-anak 
42 3.5358 0.99081 Anak-anak 
43 3.2677 0.98703 Anak-anak 
I 44 3.2371 1.19511 Anak-anak 
45 3.7715 1.12351 Anak-anak 
46 3.8472 1.11459 Anak-anak 
471 3.5751 1.17053 Anak-anak 
48 3.6857 1.18161 Anak-anak 
49 3.3294 1.17106 Anak-anak 
so 3.7374 1.09896 Anak-anak 
51 3.578 0.90195 Anak-anak 
52 3.4757 1.14972 Anak-anak 
53 3.1202 1.14722 Anak-anak 
54 3.4081 1 1.1743 Anak-anak 
55 3.799 1.02465 Anak-anak 
56 3 89161 1.09752 Anak-anak 
57 3.5722 1.1 0137IAnak-anak 
58 3.8084 1.19814 Anak-anak 
59 3.502 1.05501 Anak-anak 
601 3.16451 1.16035 Anak-anak 
61 3.0486 1.01491 Anak-anak 
62 3.4307 0.99676 Anak-anak 
63 3.1743 1.06689 Anak-anak 
64 3.38781 0.94548IAnak-anak 
651 3.6094 1 . 13622~ak-anak 
66 3.2139 1.18424 Anak-anak 
671 3.5926 0. 9903BIAnak-anak 
I 68 3.4623 0.93328 Anak-anak 
69 3.8422 1.03772 Anak-anak 
701 3.2728 0.99976 Anak-anak 
71 3.8158 0.95293 Anak-anak 
72 3.5395 0.91076 Anak-anak 
73 3.8542 0.94811 Anak-anak 
74 3.672 0.95367 Anak-anak 
75 3.9509 1.04099 Anak-anak 
76 3.93191 1.05278 Anak-anak 
77 3.0213 0.96293 ~ak-anak 
78 3.9647 1.12292!Anak-anak 
79 3.0327 1.11026 Anak-anak 
136 3.0979 
137 3.6186 
138 3.7232! 
1391 3.2884 
140! 3.9471 
141 3.2654 
142 3.1568 
143 3.1374 
144 3.0645 
145 3.579 
146 3.182 
147 3.24 
148 3.3893, 
149 3.0173 
150 3.4345 
I 151 356761 
152 3.9407 
1531 3.3269 
154 3.7936 
155 3.326 
156 3.5018 
157 3.0966 
158 3.1325 
159 3.3283 
160 3.6137 
161 3.0352 
162 3.4241 1 
163 3.2013 
I 164 3.8482) 
165 3.5669 
166 3.9234 
167 3.7692 
168 3.83 
169 3.84021 
170 3.64531 
I 171 3.4597/ 
172 3.9741 
173 3.7417 
174 3.8556 
175 3.0749 
176/ 3.4101 
1n 3.0096 
178 37941 
179 3.no7 
180 3.0599 
181 / 3.04081 
182 3.3495) 
183 3.58991 
184 3.3387 
185 3.4851 
186 3.9047 
187 3.3908 
188 3.4481 
189 3.22 
190 3.0688 
191 3.5172 
1.13727 Anak-anak 
1.0422 Anak-anak 
1.00844 Anak-anak 
1.05413 Anak-anak 
0.95654 Anak-anak 
1.03707 Anak-anak 
1.19185 Anak-anak 
1.18139 Anak-anak 
1.09759 Anak-anak 
1.12035/Anak-anak 
0. 94322 Anak-anak 
0.97259 Anak-anak 
1.18822\Anak-anak 
1. 084471Anak-anak 
1.13696 Anak-anak 
1.15509 Anak-anak 
0.9121 Anak-anak 
1.17642 Anak-anak 
1.19799 Anak-anak 
1.01707 Anak-anak 
0.92835 Anak-anak 
0.931 Anak-anak 
1.11673 Anak-anak 
1.19665 Anak-anak 
0.91712 Anak-anak 
1.19791 Anak-anak 
1.01663 Anak-anak 
0. 96038/Anak-anak 
0. 96675/Anak-anak 
1.06606 Anak-anak 
1.1149 Anak-anak 
1.09901 Anak-anak 
0.96818 Anak-anak 
1.03794 Anak-anak 
1.16699/Anak-anak 
0.91883 Anak-anak 
0.93217 Anak-anak 
1.15739 Anak-anak 
1.0355 Anak-anak 
1.05659 Anak-anak 
1.09508 Anak-anak 
0.9438 Anak-anak 
1.17413 Anak-anak 
1.19629 Anak-anak 
1.12863 Anak-anak 
0.93584 Anak-anak 
1.06729 Anak-anak 
1.11567 :Anak-anak 
0.9195 Anak-anak 
0.99796 Anak-anak 
1.01599 Anak-anak 
1.04091 Anak-anak 
1.03422/Anak-anak 
1.19261!Anak-anak 
1.11068 Anak-anak 
1.0373/Anak-anak 
I 
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248 46.234 1.60129 Dewasa 
249 46.8338 1.55441 Dewasa 
250 46 32821 1.65087 Dewasa 
251 1 46.6366 1.60129 Dewasa 
252 45.7482 1.55801 Dewasa 
253 46.6977 1.69321 Dewasa 
254 46.1813 1.58043 Dewasa 
255 46.0301 1.67466 Dewasa 
256 46.3212 1.69651 Dewasa 
257 45.1197 1.55279 Dewasa 
258 45.7004 1.6397 Dewasa 
259 45.79231 1.69799 Dewasa 
260 46.315\ 1.69686 Dewasa 
261 45.7409 1.64378 Dewasa 
262 46 01821 1.56171 Dewasa 
263 46.16191 1.65369 Dewasa 
264 46.5662 1.55548 Dewasa 
265 45.055 1.60357 Dewasa 
266 45.4387 1.68216 Dewasa 
267 45.3141 1.69098 Dewasa 
268 45.9038 1.58265 Dewasa 
269 46.5321 1.65936 Dewasa 
270 45.9759 1.69704 Oewasa 
271 45.2009 1.69568 Dewasa 
272 45.6931 1.59242 Dewasa 
2731 46.4724 1.60664 Dewasa 
274 45.2641 1.57264 Dewasa 
275 46.5909 1.68235 Dewasa 
276 45.846 1.66127 Dewasa 
277 45.2792 1.64813 Dewasa 
2781 45.7763 1.69702 Dewasa 
279 46.4959 1.616.53 Dewasa 
2801 45.7323 1.65722 Dewasa 
281 468361 1.56387!Dewasa 
282 46.2884 1.68715 Dew a sa 
283 46 1721 1.60005 Dewasa 
284 46.4316 1.61592 Dewasa 
285 45.6773 1.65742 Dewasa 
286 45.528 1.69061 Dewasa 
287 46.8812 1.62714 Dewasa 
288 45.7626 1.66526 Dewasa 
289 46.6398 1.64877 Dewasa 
290 46.9433 1.69599 Dewasa 
291 45.6038 1.6941 Dewasa 
2921 46.5266 1.62511 Dewasa 
293 46.68171 1.55905 Dewasa 
294 4653091 1.64105 Dewasa 
295 45.8866 1.62042 Dewasa 
296 45.4039 1.68364IDewasa 
297 45.5567 1.6575 Dewasa 
298 46.6601 1.5827 Dewasa 
299 46.01551 1.66417 Dewasa 
300 46.94 1.57695 Dewasa 
301 45.0319 1.61593 Dewasa 
302 4583031 1.56785 Dewasa 
303 45.6995 1.63939 Dewasa 
360 46.1644 1.69329 Dewasa 
361 45.1299 1.59224 Dewasa 
362 45.632 1.60218 Dewasa 
363 45.4508 1.58904 Dewasa 
364 45.8401 1. 57597IDewasa 
365 45.2716 1.64488 Dewasa 
366 46.8191 1.55985 Dewasa 
367 46.58541 1.68144 Dewasa 
368 45.3028 1.62734 Dewasa 
369 46.5053 1.67966 Dewasa 
370 45.9769 1.55482 Dewasa 
371 45.93621 1.56962 Dewasa 
372 45.1495 1.55746 Dewasa 
373 45.70791 1.59747 Dewasa 
374 46.7254 1.61147 Dewasa 
375 46.3999 1.64859 Dewasa 
376 45.5232 1.65206 Dewasa 
377 45.4419 1.60611IDewasa 
378 4546621 1.58553 Dewasa 
379 46.9007 1.60547 Dewasa 
380 45.7707 1.59473 Dewasa 
381 46.4068 1.6408 Dewasa 
382 46.6872 1.60569 Dewasa 
383 46.6831 1 1.66852 Dewasa 
384 45.3782 1.57512 Dewasa 
385 46.8722 1.61872 Dewasa 
386 45.8879 1.61134 Dewasa 
387 46.0558 1.69735IDewasa I 
388 46.6214 1.60975 Oewasa 
389 46.7778 162302 Dewasa 
390 46.0638 1.57555 Dewasa 
391 46.7707 1.67198 Oewasa 
392 46.3676 1.67695 Dewasa 
3931 45.1888 1.63646 Dewasa 
394 46.6862 1.6774 Dewasa 
3951 46.2269 1.66368 Dewasa 
396 45.4686 1.59262 Dewasa 
397 46.7956 1.57011 Dewasa 
398 45.1165 1.61271 Dewasa 
399 46.68661 1.69534/Dewasa I 
400 45.1801 1.57813 Dewasa I 
401 46.1421 1.65739 Dewasa 
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LAMPrRAN B 
PETUNJUK PENGGUNAAN PROGRAM 
8.1 INSTALASI PROGRAM 
Sebelum program digunakan, perlu dilakukan proses instalasi terlebih dah 
Caranya adalah dengan melakukan proses ekstraksi terhadap file 
penemuan_pola.zip. Setelah proses ekstraksi selesai, dilakukan perubahan TAnn~r•!:l 
file run.bat yaitu merubah PATH dengan path dari program hasil proses ekstraksi. 
Contohnya adalah jika file installer diekstrak pada folder d:\ maka pada 
run.bat, PATH diganti dengan d:\ sehingga path pada file tersebut 
"d:\penemuan_pola". 
8.2 MENJALANKAN PROGRAM 
Untuk menjalankan program, lakukan klik ganda pada file run.bat yang tel 
diubah. Jika terjadi kesalahan, periksa apakah path yang dimasukkan telah ~"'"'""""'' 
dengan petunjuk. Untuk memulai program pilih menu FileiWizard. Pada menu 
pengguna akan memperoleh panduan mengenai parameter-parameter apa saja 
harus dimasukkan untuk melakukan proses penemuan. A tau bisa juga dilakukan c::.Ar·~r~ 
manual yaitu dengan melakukan klik pada menu Setting. Pertama kali prog 
dijalankan akan keluar jendela utama sebagai berikut: 
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File Setting hlfouniltion Help 
PENEMUAN POLA 
DENGAN ANALISA RESIDU DAN PARTISI REKURSIF 
Rei<UI$It : 
RunningpJocess : ptoc~s 
>Total running time : tfme 
8.2.1 Melakukan Koneksi 
Gambar 8.1 Jendela Utama 
Pertama kali menu FileiWizard dijalankan akan keluar jendela untuk melaku 
koneksi ke basis data, atau bisa juga untuk melakukan koneksi ke basis data dilaku 
melalui klik menu SettingiConnection. Jendela koneksi ke basis data adalah 
berikut: 
18 
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' Test Connection I _ 
itita I 
1 •. - ------
,-- -----~ 
___ __j 
!1521 
)ore I 
success! 
Gambar 8.2 Jendela untuk melakukan koneksi ke basis data. 
8- 9 
Untuk melakukan koneksi ke basis data yang diinginkan, ada bebera 
parameter yang harus dimasukkan seperti nama user, password, host, port dan S 
Untuk mengecek apakah parameter yang dimasukkan benar bisa dilakukan klik 
button Test Connection bila muncul peringatan failed!!!!, maka parameter 
dimasukkan adalah salah, maka coba sekali lagi masukkan parameter sampai mu 
tanda success ! . 
8.2.2 Memilih Data 
T a hap berikutnya adalah memilih data yang akan diproses. Data terse but h 
nama tabel yang digunakan sebagai sample space data. Untuk masuk jendela ini 
SettingjTable. Jendela untuk memilih tabel adalah sebagai berikut: 
8-
:1ris 
Gambar 8 .3 Jendela untuk memilih tabel 
8.2.3 Menyimpan Data Proses 
Pengguna dapat menyimpan variabel proses untuk mengetahui proses 
terjadi dalam file text. Caranya adalah dengan memilih menu Setting!Save. 
muncul dialog untuk memilih tempat dan nama file yang diinginkan pengguna ;:ocLia~,a• 
berikut. 
SaveAs .• · ·-::_-··: :--..~::-.. -:-~ 
- ~ - -- -~-- ~~ ~. 
· jc:\output\iris i-
Gambar 8.4 Tampilan antar muka penyimpanan file 
8.2.4 Mendapatkan lnformasi Hasil 
Untuk mendapatkan informasi dari hasil yang telah didapat, pengguna d 
melihat pada jendela utama. lnformasi hasil ini bisa diperoleh setelah pengg 
menjalankan program dengan melakukan klik pada File!Run. Hasil proses be 
significant event, keterangan sample space data, dan pola yang ditemukan. Hasil 
adalah sebagai berikut: 
File Setting Information Help 
- ·-··-- . . 
. : PENEMUAN POlA 
~ 
DENGAN ANALISA RESIDU DAN PARTISI REKURSIF ;~ " .. 
Significant Event : U1 , 1], [2, 2], [3, 1], [4, 1Dindex: [23, 7, 41, B, 5, 47, 20, 1 B, 1, 33, 29] 
Significant E...-ent : !11, 2], [2, 2], {3, 1], {4 , 1 D Index : {28, 49, 11, 37, 341 
Significant Event : !I1, 1], [2, 1], [3, 1], [4, 1Dindex : (4, 30, 3, 46, 31, 10, 2, 40] 
Jumlah Kelas : 3 
Keterangan at.ribut 
ft.tribut ke : 1 adalah : SEPAL_ LENGTH 
Atributke : 2 adalah : SEPAL_WlOTH 
P!ribut ke : 3 adalah : PETAL_LENGTH 
Atribut ke : 4 adalah :PETAL_ WIDTH 
Hasil Penemuan Pol a: 
Pola: [2, 1] Nilai berselang antara 4.90 dan 5.70 
Pola: [3, 4] Nilai berselang anlara : 1.40 dan 2.50 
Pola: [3, 3] Nilai berselang antara : 4.80 dan 6.90 
Pola: [3 , 2] Nilai berselang antara : 2.20 dan 3.80 
Pola: [3 , 1] Nilai berselang antara : 5.80 dan 7.90 
Pola: [1, 4] Nilai berselang antara : 0.10 dan 0.30 
Pola: [1. 3] Nilai berselang antara : 1 dan 1.60 
Rel<ul'sif : 3 
Rlnling Pf ocess : Finish 
T ot,ll, wuling time : 0:0:7:810 
Gambar 8 .5 Tampilan antar muka penyimpanan file 
8.2.5 Mendapatkan lnformasi Parameter Masukan 
Bila pengguna ingin melihat kembali parameter masukan yang telah dimas 
atau pengguna tidak yakin dengan parameter masukan yang telah dimasuk 
21 
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sehingga ingin mengeceknya kembali maka pengguna bisa melihat jendela s 
yang menyimpan data parameter masukan yang telah dimasukkan pengguna. 
melihat jendela summary ini pengguna bisa melakukan klik pada Setting!S 
Bila parameter masukan sudah benar maka pengguna bisa langsung m 
program bila belum benar maka pengguna bisa mengeditnya melalui menu 
Jendela summary ini adalah sebagai berikut: 
it is 
"150 
C:·'.Olltpurit is 
Gambar 8 .6 Tampilan antar muka penyimpanan file 
