Abstract-This paper presents a new approach to be used for people detection and tracking in image sequences based on color control points and skin color modeling. This method aims to track these people in complex situations such as players on a soccer field. Each person in the image is represented by several control points which are obtained using a color version of the Harris algorithm detector. Each control point is characterized by the local appearance which is a vector of local characteristics. Then we determine the rules that define the skin regions in three different color spaces such as RGB, HSV and YCbCr, and we apply these rules to our images to segment skin regions. Using a set of control points and skin regions allows us to track a person by matching control points based on the measure of ZNCC correlation «Zero mean Normalized Cross Correlation». The simulations and experimental results show the robustness of our algorithms in terms of stability and convergence. Performance is illustrated by some examples. Thus, our method fits well with the noise conditions.
I. INTRODUCTION
Detecting and tracking people in image sequences is a difficult task for several reasons namely the complex movements of people followed, the human body is highly articulated, the illumination of the scene changes can result in non-consistency pixel values representing a person, as well as image noise and phenomenon of occlusion (the person itself, with the other moving objects or objects in the background). However, the use of people tracking is pertinent in many applications of computer vision such as human-computer interaction, civil and military surveillance, video conferencing or analysis of human movement.
In its simplest form, tracking can be defined as the problem of estimating the trajectory of an object in the image plane as it moves around a scene. A large number of tracking methods have been proposed; in fact most of them are based on region segmentation [16, 17] or people tracking based on the subtraction of the background [1] which simplifies subsequent processing by locating regions of interest in the image from a model of the environment and an observation. We also find algorithms that are based on the extraction of contours with a particle filtering using color information or a filter Calman [2, 3, 18, 21] or tracking based on mean shift [13, 19] . Other algorithms are based on active contours [20] or normalized cross correlation and color space [22, 23] , optical flow [24] .
Or algorithms which using a variable search window (VSW) algorithm based on color and feature points is proposed [28] .
Recently, Gouet and Lameyre [14, 25] presented a tracker that uses control points and Snacks but with images in grayscale and for a single object in the scene. However, to the best of our knowledge, there papers [26, 31] presents a new approach for tracking objects in complex situations using color interest points characterized both by local descriptors and by a geometric model.
In this work, we are interested in tracking people in image sequences, or more specifically to track a certain number of points detected on these people; the main purpose is to reduce the maximum information of an image in some control points and some skin regions. Thus, a person is represented by several control points which are obtained with a color version of the Harris algorithm detector [4, 33] . Each control point is characterized by its local appearance which is a vector of local characteristics. Then we determine the rules that define the skin regions in three different color spaces such as RGB, HSV and YCbCr, and we apply these rules to our images to segment skin regions. Using a set of control points allows us to track a person by matching control points from image to image based on the measure of ZNCC correlation «Zero mean Normalized Cross Correlation» [9, 34, 35] .
The main contribution of our method is to track multiple people in a color video sequence containing complex scenes where people can have different size. Indeed, the combination of these two primitives will develop a tracking method implementing the time parameter and quality of tracking. However, skin color is a primitive often used as a first estimate of location and segmentation to reduce the search area. The color information is clearly relevant to the presence of people in video since they are very specific and allow fast algorithms invariant to changes in orientation and scale. The strong point of this method is that it is possible to achieve a more robust tracking by using only one of the two primitives considered i.e. if one of the two failed, it is possible to keep track of a person using the other and vice versa. This paper is organized as follows: in section 2 we describe the tracking tools, namely skin color detection, color version of Harris detector, and matching. In section 3, we present our proposed tracking system. In section 4, we show the results of our experiment. In section 5 we conclude with a summary.
II TRACKING TOOLS

Skin color Detection
The skin detection is to detect the pixels corresponding to human skin in a color image; including methods of detecting skin color are the explicit methods [5, 6, 12] Hue defines the dominant color in a region. The saturation of the color measurement of a region in proportion to its shine. The highlight of the use of this color space is the discrimination between the luminance and chrominance [15] . The Threshold in this region is as follows: [11] :
However, we can make a hybridization of two or more spaces to have good results.
Color Harris Detector
Control points are the locations of an image which contain the maximum information, there are involved in many applications, like stereovision, image retrieval or scene monitoring. Several control points detectors have been developed over the last two decades. Schmid and Mohr [7] compare the performance of several of them. The most popular control point detector is the Harris detector [8] with its adaptations [27, 29, 30] . While this detector only applies to grayscale images, Montesinos et al. [4] generalized it to color images. The control points produced by their detector are defined as the positive local extrema of the intermediate grayscale image.
Where k is typically set to 0.04 and
With R, G and B are three components such as Red, Green, and Blue.
After the matrix calculation M Color for each pixel, we eliminate the values that are lower to a single modifiable Regularization of control points by RANSAC function of response R and we make the extraction of the local maxima. According to the comparisons made by Gouet and Boujmaa [32] , the above detector appears to be the most stable among the popular color control points detectors with regard to illumination changes, noise with a Gaussian filter, rotation, and viewpoint changes.
Matching
Matching correlation ZNCC "Zero mean Normalized Cross Correlation" or centered normalized correlation [9, 34, 35] allows measuring the similarity of pixels between the two images by calculating the correlation between two windows. It provides a measure of the interval [-1, 1], the similarity between two points X and Y is high when ZNCC(X,Y) approaches to 1. In the practice, we set a threshold S (in general S=0.5) such as the couples(X, Y) are considered the true correspondents if the following constraint is satisfied:
This function uses the following formula to measure the correlation between the points of images: 
III TRACKING SYSTEM
The purpose of the proposed system is to track people in a color video sequence, for each image we apply the color Harris detector to extract the control points. Then we determine the rules that define the regions of the skin in three color spaces RGB, HSV and YCbCr and apply these rules to our images to segment skin regions. To keep track of people we are looking for connections between these points, calling the measure of correlation ZNCC.
The purpose of the proposed system is to track persons from frame to frame, for each image we use the Harris detector to extract color control points. Then we determine the rules that define the areas of the skin in three different color spaces RGB, HSV and YCbCr and apply these rules to our images to segment skin regions. To keep track of people we are looking for connections between these points, calling the measure of correlation ZNCC.
However, each control point is characterized by a vector containing some local attributes, it consists of three channels r, g and b plus Gaussian derivatives
, and we also add the local Cornerness R given by equation (4) . So, we characterize each control point j in frame n by the vector following characteristics:
A person p in image n is then modeled by:
Where P(n) is the number of control points. The basic problem is to find for each control point
the number of control points detected in the image 1 − n , the best control point j which is corresponding with { } ) ( ,...., 1 n P j ∈ where ) (n P the number of control points for the image n. The search party is local and occurs in an area of research for the control point i is calculated all the correlation values on the corresponding epipolar line in the other image, the control point associated with the highest score is selected as appropriate (see figure 2) . … is calculated using a window centered at i and a window that moves on the points n j j , , 1 … , the robustness of these functions are classified according to their matching capabilities in the case of large displacement, change brightness, noise and low textured areas.
The performance of our tracking system is also closely linked with the results obtained in the detection of skin color. The segmentation procedure is done by scanning all the pixels of the image in search of those that follow the desired threshold in the space used. The pixel belonging to the range of desired threshold is 1 otherwise it is 0. This process produces a binary image highlighting segments with skin color (white) the other did not take the skin color black.
Our suggested method for tracking persons contains two algorithms, in the first; we propose a simple and effective method for detection of people in a sequence images based on the color control points detected by color Harris and skin color with the aim of eliminating the non-skin color regions. The second algorithm is to keep track of people detected by Algorithm 1 based on matching correlation ZNCC and the skin regions.
Algorithm 1: ( People Detection )
Step1: Image acquisition: Take a series of successive images by a digital camera or from a color video.
Step2: Apply color Harris detector for the first image
with the aim of identifying regions of interest detected on people.
Step3: Apply a skin detector in the YCbCr-RGB-HSV space to segment the image into skin regions and differentiate individuals with respect to other objects.
Step4: Apply a skin detector in the YCbCr-RGB-HSV space to segment the image into skin regions and differentiate people with respect to other objects.
Step5: Combination of the detected control points and regions skin found.
Step6: Show the detection result: people detected are surrounded by rectangles containing the found color control points and sections of skin.
The result of Algorithm 1 allows us to initialize the algorithm 2, so the detection step serves only to initialize people tracking. Step3: Match the color control points detected by Harris using correlation measure ZNCC.
Step4: Regularization of control points detected by RANSAC function.
Step5: Combining the results of the best matches detected and regions skin found.
Step6: Show results of tracking by combining color control points and skin color, such as persons tracking is surrounded by rectangles.
These two algorithms were tested on a large number of image sequences. The scenarios are varied, ranging from individual person walking alone to people in a crowd interacting (two or more people meet and walk side by side). The simulated results show that our algorithm is able to track more people, and therefore, detect and manage the interactions between them.
IV EXPERIMENTATION
To work on a real case with our method, we have chosen two successive images with 421 374 × size taken from a football match video time of 4:13 min (two people who meet and walk side by side). First, we detected the control points by Harris algorithm [4, 33] and matched to each pair of images by measuring correlation ZNCC [9, 34, 35] , at this stage several matches are false, where a regularization step is very important to keep just the best matches found by calling the function (RANSAC: Random Sample Consensus) [36] . Then we determine the rules that define the areas of the skin in the hybridization of these three color spaces RGB, HSV and YCbCr and apply these rules to our images to segment skin regions.
All algorithms used in this article have been implemented in Matlab 7 Intel Core (TM) 2 CPU 2.00GHz, Microsoft Windows 7 with 3GB memories. Fig.3 shows an example for detecting skin color for these two images in the three spaces RGB, YCbCr and HSV. Based on these results, the detection of skin is based on the choice of the color space and the phase thresholding, and the hybridization of these three spaces RGB, YCbCr and HSV gives us a better result compared to others, we can nevertheless see a higher error rate for certain spaces (YCbCr, HSV). The execution time of the program is 1.039306 seconds for each image.
In Figure 4 , we illustrate the result of tracking by applying the two algorithms 1 and 2. First of all, we detect the control points then we determine the skin regions. Tracking consists of matching control points detected on these two images and skin color. We can notice that our system is able to track these people, by detecting several skin areas, despite the existence of false skin detection and control points. According to the results in Figure 4 , the two people are correctly detected and tracked; the result of matching is best as pictures show (e) and (f) after the elimination of false matches by RANSAC function. The skin regions are specified and surrounded by boxes as the pictures show (g) and (h). The total running time of our system is 72.256917 seconds for the two images.
Our proposed tracking system has been tested on a large number of images from several snuff videos of different length sequences. The scenarios are varied, ranging from simple person walking alone several people interacting (two or more people meet and walk side by side). The experiment results show that our algorithm is able to detect and track multiple people in image sequences, and that this system is robust in the case of the existence of noise.
In summary, according to the simulations, only the proposed method can correctly track people, other methods are disturbed by noise or the presence of control points belong to the background and use of skin color allows increase the performance of our approach. By combining these two primitives will develop a tracking method implementing the time parameter and quality tracking.
V CONCLUSION
In this paper we have presented a new approach for tracking people in image sequences using color control points and skin color. A person is defined by a set of control point detected with version color Harris detector. Each control point is characterized by local appearance i.e. a vector of local characteristics more cornerness. Using a set of control points and regions skin allows us to track a person by making connections between these points from one image to another based on matching correlation ZNCC. The combination of control points with local descriptors has been successfully used for matching points and the color of the skin allows us to increase the performance of our proposed method, reducing areas of research.
