We analyse the mixing and energetics of equal and opposite axisymmetric turbulent plumes in a confined space using theory and direct numerical simulation. On domains of sufficiently large aspect ratio the steady-state flow and buoyancy structure consists of turbulent plumes penetrating an interface between two layers of uniform buoyancy. On penetrating the interface the plumes become jets, because their mean buoyancy is reduced to zero. Domains of relatively small aspect ratio produce a single primary meanflow circulation that is maintained by entrainment into the plumes. At larger aspect ratios the mean flow bifurcates and exhibits secondary and tertiary circulation cells within each layer and in the vicinity of the interface, respectively. Our results suggest that the strength of the primary circulation is maximised by a domain aspect ratio that is as large as it can be without producing a sustained secondary circulation in the mean flow.
Introduction
The turbulent plume is a canonical buoyancy-driven flow and plays a fundamental role in a wide range of applications. Plumes induce a flow in the surrounding ambient (Taylor 1958 ) and determine the rate at which passive and active scalars are diluted (Woods 2010) . A turbulent plume therefore both affects its environment and is itself affected by that environment. This coupling is of particular significance for applications in confined spaces, such as the heating and ventilation of individual rooms in a building (Linden 1999 ), which are typically described using filling box (Worster & Huppert 1983) and emptying filling box models (Linden et al. 1990) .
In spite of the frequent appearance of plumes in problems involving confined buoyancydriven flows, current understanding of how plumes are affected by confinement is limited. Key questions in this regard include how plumes are affected by background turbulence, stratification, mean co-or cross-flow, and entrainment or detrainment from nearby plumes (see e.g. Khorsandi et al. 2013; Gladstone & Woods 2014; Bonnebaigt et al. 2018) . These phenomena are related, difficult to address independently and violate many of the assumptions on which classical plume theory is based.
Beyond plume theory, buoyancy-driven flows are often modelled using an energetic approach. A central question within this energetic approach is the value of the the mixing efficiency of a given flow: the proportion of energy that is dissipated by an irreversible increase in the potential energy, rather than by viscous dissipation (Tailleux 2009 ). The mixing efficiency plays a leading-order role in the behaviour of the large-scale circulation in the ocean (Wunsch et al. 2004 ) and predictions of sea-level rise (Jayne et al. 2004) . The energetics of mixing also matter in applications in which one desires to homogenise a fluid in the most energetically efficient manner (see e.g. Tang et al. 2009; Lin et al. 2011, for related concepts) . A specific example is the introduction of mechanical forcing to homogenise the temperature in a room.
In contrast to the energetic approach, classical plume theory is typically cast in terms of volume conservation, which led to the entrainment coefficient models of Batchelor (1954) and Morton et al. (1956) . Concurrently however (see note added at the end of Morton et al. 1956 ), Priestley & Ball (1955) advocated an approach that focused on kinetic energy. The two approaches are connected in a fascinating way (Morton 1971; and, when viewed together, provide a link between energetics and entrainment. With further implications for the production of scalar variance (Craske et al. 2017) comes an opportunity to clarify the relationship between diapycnal mixing and turbulent entrainment (Davies Wykes et al. 2018) . More generally, we expect a closer connection between plume modelling and flow energetics to play a useful role in addressing the open issues associated with the behaviour of plumes in confined environments.
Entrainment and mixing in turbulent plumes in a confined space determines the space's buoyancy structure (Baines & Turner 1969; Linden et al. 1990 ). Conversely, the buoyancy structure determines the vertical length scales over which buoyancy can do work on the flow to produce kinetic energy. Indeed, Davies Wykes et al. (2018) found that the global mixing efficiency of an emptying filling box depends only on the height of the interface of the resulting two-layer stratification. Through the domain's buoyancy structure, the flow's energetics therefore have an implicit dependence on entrainment. Given the flow's heterogeneous nature, a more precise picture of diapycnal mixing is likely to emerge from an examination of the flow's local energetics (Holliday & Mcintyre 1981; Scotti & White 2014; Novak & Tailleux 2018) and transport properties, which necessarily combine to produce the observed global mixing efficiency.
We examine the effect of confinement on the energetics of turbulent plumes by performing direct numerical simulations of a periodic array of plumes penetrating a two-layer stratification, as shown in figure 1 . The case provides a convenient and canonical setting for investigating the interaction of a plume with a stratified environment (cf. Camassa et al. 2016) , because the strength of the resulting step change in ambient buoyancy adjusts itself to render the plumes neutrally buoyant. We present a model that describes the energetics of such a flow using a relatively simple integral formulation of the problem. The case we consider forms the basis of a wide range of buoyancy-driven confined flows, such as the combined effects of heating and cooling from people, equipment and airconditioning facilities in a building. To establish robust predictions, we examine several aspect ratios of the confining volume, which affects the intensity of background turbulence and interfacial mixing. In §2 we define the problem and provide details of the governing equations and simulations. In §3 we discuss the mean flow and buoyancy structure and in §4 we discuss the flow's energetics, before developing an integral model for mixing in the flow.
Problem definition

Overview
The case that we examine consists of an array of four plumes in a horizontally-periodic and square domain of height H and horizontal dimensions 2SH ×2SH, as shown in figure 1. Each diagonal pair of plumes is driven by sources of buoyancy on either the top or the bottom of the domain. The sources are located in the centre of each quadrant and each provide a positive buoyancy flux F . The resulting steady state consists of a stable twolayer stratification with a step change in buoyancy that is determined by the entrainment into the plumes. An equivalent case was described in terms of line and point sources by Baines & Turner (1969, p.72) .
Figure 2 displays a vertical slice through the instantaneous buoyancy field. The buoyancy structure produced by localised sources of buoyancy contrasts with the wellmixed state that would be produced by the uniform heating and cooling of the horizontal boundaries for Rayleigh Bénard convection. In the lower layer above a heat source a turbulent plume develops, which penetrates the interface between the layers. Above the interface the mean buoyancy of the resulting flow is approximately zero, which is therefore nominally jet-like.
Governing equations
The equations of motion for a Boussinesq flow are ∂u ∂t in which the scales used to non-dimensionalise velocity, buoyancy, pressure, space (x, y, z) and time t are F 1/3 H −1/3 , F 2/3 H −5/3 , ρ 0 F 2/3 H −2/3 , H and F −1/3 H 4/3 , for reference density ρ 0 . The Reynolds and Péclet numbers are Re = F 1/3 H 2/3 /ν and P e = F 1/3 H 2/3 /κ, respectively, for kinematic viscosity ν and thermal diffusivity κ. In terms of dimensionless variables, the buoyancy flux supplied by each source is equal to unity. To estimate an integral timescale for this problem we divide the volume H 3 S 2 by the volume flux F 1/3 H 5/3 , which results in F −1/3 H 4/3 S 2 .
Simulation details
We will compare our theoretical predictions to the direct simulation of equations (2.1)-(2.3). The code employs a fourth-order finite volume discretisation, the details of which are documented in . On the horizontal boundaries we apply a free-slip condition on the velocity and homogeneous Neumann conditions on the buoyancy field outside the circular sources. Inside the circular sources we impose an inhomogeneous Neumann condition on buoyancy to produce a constant flux. The grid is Cartesian and uniformly spaced; hence the shape of the nominally circular sources is formed using approximately 150 square cells over a radius of H/10. The plumes are unforced and therefore nominally lazy at their source (Hunt & Kaye 2005) . This means that the plumes contract in vicinity of the source (Fanneløp & Webber 2003) , resulting in an effective radius that is significantly less than the physical source radius (see, e.g. the top-right of figure 2). We therefore do not expect the latter to play a leading role in the problem. A summary of the simulation details is provided in table 1. 
Domain decomposition
We are interested in determining the mixing that occurs in the plume-like and jet-like parts of the flow above and below the interface within a given quadrant. We therefore take statistics over quadrants that are centred on each source, as illustrated in figure 1. Unlike the statistics that can be obtained over the entire horizontal plane, the quadrant statistics are, in general, vertically asymmetric with respect to the interface and allow us to isolate the behaviour of the plume-like parts of the flow from the jet-like parts of the flow. For discussion purposes we will focus on the quadrant containing a plume oriented in the positive vertical direction, as highlighted in figure 1, and will therefore refer to the plume as occupying the lower layer and the jet as occupying the upper layer. It proves convenient to respect the symmetry of the problem by aligning the origin of the vertical coordinate system with the interface, as shown in figure 1.
We define time-averaged integrals over the horizontal slices of the domain according to
where µ is a mask function that is equal to unity inside the quadrant highlighted in figure 1 and zero everywhere else. The time T over which the integrals were averaged was not less than 2 dimensionless time units or turnover times F 1/3 H −4/3 S 2 . Noting the symmetry of the problem, a horizontal integral of f over the entire horizontal domain is equal to 2 f (z) + 2 f (−z).
We will use double angles to denote integrals over a volume of the domain:
It proves convenient to work in terms of the integrals directly, because the constant buoyancy flux at each plume source is independent of a domain's aspect ratio.
3. Mean flow and buoyancy structure
Observations
Convection above or below each source in figure 2 results in clearly-defined turbulent plumes which entrain, dilute and transport fluid between the layers and, in doing so, determines the stratification of the surrounding environment (Baines & Turner 1969) . Buoyancy conservation indicates that the mean buoyancy in the jets that are fed by the plumes is equal to zero relative to the environment. However, it is evident that density anomalies persist above and below the interface, rendering the flow produced by the penetration of a buoyancy interface by a turbulent plume very different from a uniformdensity jet. Whilst the buoyancy is approximately uniform in the ambient outside the plumes and jets, the distribution of velocity directions suggest that the flow is turbulent. Consequently, relative to plumes in an otherwise quiescent and unconfined environment, the plumes in figure 2 are more intermittent and irregular in form. Figure 3 indicates how the average buoyancy, volume flux and buoyancy flux varies in the vertical direction over a single quadrant. It is evident from figure 3(a) that as the aspect ratio of the domain increases, the difference between the buoyancy of the lower and upper layers increases. Increasing the aspect ratio of the domain moves the plumes further apart, reduces the extent to which they directly interact with each other and reduces the intensity of background turbulence. The buoyancy profiles in figure 3(a) are slightly asymmetric due to the influence of the plume in the lower layer. The asymmetry is relatively weak because the volume occupied by the plume is small in comparison with that of the domain.
In spite of the fact that the vertical volume flux over the entire domain is zero, it is non-zero over individual quadrants and indicates the strength and structure of the largescale circulation. For the two smallest aspect ratios S = 1/2, 7/12, figure 3(b) shows that the volume flux increases in a quadrant above the source (located at z = −0.5 in figure 3 ), before decreasing in the upper layer. This implies that fluid is drawn into the quadrant in the lower layer, transported vertically between the layers and subsequently transported to the neighbouring quadrants in the upper layer. The entrainment and convection driven by the plumes results in a single-cell large-scale circulation, and volume conservation implies that these processes are necessarily symmetric about the mid plane. The circulation pattern is illustrated in figure 4(a) .
The greatest volume exchange between neighbouring quadrants occurs at an aspect ratio of 15/24, as indicated by the value of w at z = 0 in figure 3(b) . The difference in w at z = 0 for an aspect ratio of 7/12 compared with that of 15/24 is almost a factor of 2, and is therefore particularly significant. Indeed, the aspect ratio of 15/24 is special because when S 15/24 two local maxima emerge in w in the upper and lower half of each quadrant. Aspect ratios less than 15/24 result in mean flows that, possessing a single local maxima, are topologically different to the mean flows that result from aspect ratios that are larger than 15/24, which possess at least two local maxima.
At a local maxima in w the mean horizontal flow across the vertical boundary of the quadrant changes direction, which indicates that secondary circulation cells develop in each layer of the domain for aspect ratios S 15/24, as shown schematically in figure 4(b). The process that is responsible for the secondary circulation is entrainment into the jet above or below the plume by which it is fed. When the plumes are sufficiently far apart, the jet entrains fluid, in addition to that which is supplied by the plume; hence the flux of volume that impinges on the horizontal boundary of the domain exceeds the total volume entrained by the plumes in neighbouring quadrants and the residual volume recirculates. The existence of secondary circulation cells is therefore an indication that the plumes are, to some extent, behaving independently. On the basis of our results for an aspect ratio of 15/24, which delivers the maximum primary circulation amongst those that we have investigated, we conjecture that the largest aspect ratio for which a secondary circulation does not exist will deliver the maximum primary circulation.
For domains of sufficiently large aspect ratio, mass conservation implies that the vertical flux of buoyancy, relative to the ambient buoyancy, wb − w b /S 2 within a quadrant will be equal to unity in the layer containing the plume and zero in the layer containing the jet. This argument requires the ambient buoyancy in each layer to be uniform, such that the flux of buoyancy, relative to the ambient is zero. Figure 3 boundary at z = 1/2, the relative buoyancy flux wb − w b /S 2 reduces to zero and the buoyancy in figure 3(a) increases, which suggests that the residual buoyancy is transported out of the quadrant horizontally in a steady axisymmetric gravity current.
As illustrated in figure 5 , when a plume passes through a density interface in the environment, the fluid in the plume can be partitioned into parts whose buoyancy is less than or greater than the new environment buoyancy b m . In terms of the mean flow, the parts comprise a core region surrounded by a shell. Based on the spreading rate of the plume above an infinitesimal source, we expect the distance above the interface over which the core and the shell completely mix to be approximately equal to the depth of the layer below. The relatively small residual buoyancy flux in figure 3(c) for large aspect ratios suggests that this is approximately true.
Entrainment
In this and the subsequent section we will use plume theory to understand the observations that were made in §3.1. In the context of plume theory, the divergence of the volume flux dQ/dz in a plume is equal to the rate of entrainment from a surrounding environment. Entrainment is typically parameterised by as being equal to the square root of the momentum flux in the flow multiplied by an entrainment coefficient α, as discussed in Baines & Turner (1969) , subject to the relations described by .
Mass conservation implies that the buoyancy of a given layer is approximately equal to the mean buoyancy ±b m of the plume supplying fluid to that layer. We define the relative buoyancy flux in each plume as being equal to the volume flux Q multiplied by the buoyancy of the plume relative to the buoyancy of the local environment. The buoyancy flux of a plume just beneath the interface is therefore Q 0 (b m − (−b m )) = 2Q 0 b m = 1, which corresponds to the dimensionless source buoyancy flux, and implies that b m = 1/(2Q 0 ), where Q 0 = Q(0) is the volume flux at the level of the interface.
Focusing on a plume whose source is located at the base of the domain, the volume flux in the plume at the interface (z = 0) is (cf. equation ( 
where α is the entrainment coefficient and, due to the symmetry of the problem, the interface height ζ above the base of the domain is necessarily equal to 1/2. Inverting (3.1) provides a means of estimating the entrainment coefficient from observations of the volume flux: Strictly, the relationship (3.3) between the buoyancy of a layer and the mean buoyancy of the plume by which it is fed is approximate because a small proportion of the plume's total buoyancy flux is provided by turbulent transport, which is formally independent of the mean buoyancy in the plume. In other words, the actual relative buoyancy flux in the plume just beneath the interface is 2Q 0 b m plus a contribution of approximately 15% from turbulent transport . Consequently, the buoyancy of a given layer is typically slightly greater in magnitude than the mean buoyancy of the plume might suggest. Knowledge of b m and use of equation (3.3) means that the entrainment coefficient can be inferred independently from The equations (3.1)-(3.4) above are equivalent to those provided by Baines & Turner (1969) . In general equations (3.2) and (3.4) might not yield the same estimation of α because their equivalence relies on plume theory. Conversely, identical estimations of α using (3.2) and (3.4) would suggest that plume theory is able to provide an accurate description of the flow. Figure 6 displays values of the entrainment coefficient that are estimated using equations (3.2) and (3.4). When using equation (3.4), we determined the layer buoyancy b m as half the distance between peaks in the time averaged probability density function for buoyancy, which is shown in figure 8 and will be discussed in §4.1. Figure 6 suggests that equation (3.4), which is based on the buoyancy field, provides an estimation of the entrainment coefficient that is greater than equation (3.2), which is based on the volume flux. The disparity is consistent with the fact that interfacial mixing, which is most pronounced at aspect ratios S < 15/24 that result in a single primary circulation, leads to a reduction in the density difference between the layers that has nothing to do with the dilution caused by entrainment into the plumes. Indeed, figure 6 supports our previous claim that the for aspect ratios S 15/24 consisting of secondary circulation cells the plumes start to behave independently.
For comparison, figure 6 includes a curve of the form α = mS n +α ∞ , where α ∞ = 0.1 is the approximate value of the entrainment coefficient on an unconfined domain (Carazzo et al. 2006; . Using a 1st-degree polynomial line to relate log S and log α for S 15/24 indicates that m = 0.12 and n = −1.02 produce a reasonably close agreement with the available data.
It is striking from figure 6 that for S = 4/3 equations (3.4) and (3.2) provide almost identical estimations, which suggests that the asymptotic virtual source of the plumes coincide approximately with the position of the actual source and that interfacial mixing by turbulence is insignificant for S 4/3. That the corresponding value of α ≈ 0.2 is nevertheless a factor of 2 greater than the value one would expect to find in a single plume in an unconfined environment suggests that entrainment is nevertheless enhanced by the effects of confinement. Figure 6 suggests that the combined entrainment into two plumes that drive a circulation together, is greater than the entrainment into a single plume in an unconfined environment. Whether this is due to the effects of background turbulence or directly related to the proximity of the plumes is difficult to determine without analysing simulations on aspect ratios exceeding S = 4/3.
Secondary circulation
The volume flux in the jet is equal to the volume flux in the plume at the interface plus the volume flux due to the subsequent entrainment into the jet:
We have explicitly accounted for the fact that the entrainment coefficient in plumes is approximately 5/3 larger than it is in jets and M 0 is the momentum flux in the plume at the interface:
Comparing equation (3.5) at z = 0 with equation (3.1), it is evident that the rate at which the jet entrains volume Q(ζ) − Q 0 is equal to the total volume entrainment rate Q(ζ) of the plume. This property is a consequence of the observed ratio of 5/3 between the entrainment coefficient in a plume compared with a jet. Consequently, for sufficiently large aspect ratios, the strength of the secondary circulation is equal to the strength of the primary circulation, as can be verified from figure 3, which shows that the maximum value of w is twice as large as its value at z = 0 for S = 4/3. The maximum volume flux in a quadrant results from entrainment into the plume in addition to fluid that will be re-entrained by the adjacent jet. The interface depth with respect to aspect ratio. The upper and lower dashed lines correspond to the theoretical prediction (3.9) using α = 0.1 and α = 0.2, respectively, and the symbols correspond to those used in figure 3.
Tertiary circulation and interface depth
For the domains of relatively large aspect ratio, such as S = 1 and S = 4/3, figure 3(b) shows that a further bifurcation in the mean-flow structure occurs. The change corresponds to the emergence of a third, relatively weak, circulation cell, as illustrated schematically in figure 4(c). The vertical location and extent of the tertiary circulation appears to be determined by the corresponding properties of the interface. We hypothesise that the tertiary circulation appears because of the confining effect of the density interface between the two layers.
For sufficiently large aspect ratios we assume that the depth of the interface is determined by a balance between molecular diffusion, rather than turbulent mixing, and scouring of the interface by the mean horizontal flow. Based on the approximate time it would take for a fluid parcel to traverse the interface, we define a diffusive scale λ, relative to the domain height H:
where U r is a characteristic radial velocity at a radial distance S/2 from the axis of one of the plumes at the level of the interface: 8) which implies that
Figure 7(a) displays the vertical derivative of the mean buoyancy in the entire domain. For each aspect ratio, the observed (dimensionless) length scale λ was calculated, by dividing the buoyancy difference 2b m by the maximum vertical derivative of the buoyancy.
The resulting length scales are displayed alongside the theoretical prediction (3.9) in figure 7(b). The observed interface thickness decreases with respect to the aspect ratio S before reaching a minimum at S ≈ 1.0 and subsequently increasing by a relatively small amount at S = 4/3. In view of the uncertainty in its prefactor, the theoretical scaling (3.9) provides a reasonably good indication of the interface depth at large aspect ratios.
There is a marked difference between the prediction of λ that is obtained with α = 0.1 compared with α = 0.2, which we include to provide an indication of uncertainty. Although both predictions lead to an over estimation of the rate at which λ increases with respect to S in comparison with the observations for S = 1 and S = 4/3, we would expect to see an improved agreement at larger aspect ratios.
Using (3.8), the time S/U r that it takes fluid to traverse the interface increases in proportion to S 2 , which means, according to (3.7), that the vertical extent of the interface increases with respect to S. Physically, the previous sentence corresponds to molecular diffusion dominating the scouring effect that the horizontal mean flow has on the interface at relatively large aspect ratios. An effect of the increase in the vertical extent of the interface is a reduction in the vertical extent of the regions of uniform buoyancy to which the secondary circulation cells are confined. In the vicinity of the interface, between the two secondary circulation cells, entrainment into a plume on one side of the mid plane must be accompanied by detrainment from the plume on the other side of the mid plane, which would necessarily produce a third circulation cell. A similar mechanism is described by Gladstone & Woods (2014) , in which locally a plume is surrounded by a shell of fluid whose buoyancy, relative to the stratified fluid of the interface, produces a force that is opposite in direction to the force to which the core of the plume is subjected as pictured in figure 5 .
The horizontal velocities in the vicinity of the interface are substantially smaller than one would expect from plume theory alone, which which makes the a priori prediction of the interface depth susceptible to under estimation (cf. the prediction of λ using α = 0.2 in figure 7 ). It should also be noted that the arguments leading to (3.9) do not account for the stagnation point that one would expect to find at the saddle node in the mean velocity at the centre of the domain which lies an equal distance from the vertical axis above and below each source of buoyancy.
Flow energetics
Governing equations for energetics
The sources of buoyancy in this problem provide available potential energy, which is ultimately converted into either internal energy via kinetic energy dissipation or background potential energy via diapycnal mixing.
Let z * (b, t) represent an adiabatic rearrangement of the fluid into the configuration possessing the minimal potential energy. The minimal potential energy is equal to the background potential energy (Lorenz 1955) . For this problem, in which z * ∈ [−0.5, 0.5], the quantity ∂z * /∂b corresponds to the probability density function for buoyancy. The histograms of the time average of ∂z * /∂b for different aspect ratios shown in figure 8 demonstrate that as the domain aspect ratio increases both the variance of the global distribution of buoyancy increases and the background potential energy decreases. The buoyancy ±b m of the upper and lower layers can be estimated from the difference between local maxima in the mean buoyancy probability density function.
When non-dimensionalised, the local gravitational potential energy of the fluid is E p ≡ −bz. Typically, the portion of the potential energy that is available to do work to increase 
Physically, the definition (4.1) is positive semidefinite because it accounts for both the potential energy associated with a parcel of fluid displaced from equilibrium and the potential energy associated with the corresponding displacement of the environment, as can be seen by decomposing (4.1):
where b * (z, t) is the reference buoyancy, such that z * (b * (z, t), t) = z. Using (2.3), the Lagrangian derivative of E a satisfies (Scotti & White 2014 )
where
As is evident from equation (4.3) each term in the available potential energy budget depends on the difference b − b * between the buoyancy and the reference buoyancy, and vanishes when b = b * . In this regard, the reference buoyancy can be equated with the ambient buoyancy ±b m except over thin layers at the bottom, middle and top of the domain. The final term in (4.3) is small when the probability density function for buoyancy (cf. figure 8 ) does not depend on time, which is true in the present context for domains that are of sufficiently large aspect ratio and equation (4.3) reduces to 5) in which −Φ z is a buoyancy flux relative to the reference state. Following Scotti & White (2014) , we define the local background potential energy density E b as E b ≡ −bz − E a , whose budget obeys
In a Boussinesq flow, the dissipation term Φ d can be viewed as representing an irreversible conversion of available potential energy into background potential energy via diapycnal mixing. An interesting feature of Φ d is that it corresponds to the dissipation of buoyancy variance |∇b| 2 /P e weighted by the probability density function ∂ b z * . In other words, diapycnal mixing is most significant in the energy budgets when it mixes regions of buoyancy whose probability density is relatively large. The production of background potential energy Φ d is not equal to available potential energy dissipation G, because the latter only accounts for mixing resulting from macroscopic motion in the flow and not the mixing that occurs in the background state; hence G |∇b| 2 ∂ b z * . Due to the smallness of the length scales present in b in comparison with b * , the difference is insignificant in the flow that we consider, with the exception of the thin regions above z = −ζ and below z = ζ where b * < −b m and b * > b m , respectively.
The background potential energy dissipation over vertical and horizontal slices is displayed in figures 9 and 10, respectively. These figures illustrate the fact that regions of high Φ d typically occur in highly anisotropic filaments at the edge of the plumes, where |∇b| is relatively large and the buoyancy is close to the background buoyancy ±b m . Diapycnal mixing is relatively insignificant in the vicinity of the interface for the aspect ratio and time frame shown in figure 9, although the instantaneous picture of figure 9 does not necessarily account for intermittent events that would increase the mean diapycnal mixing.
The local kinetic energy density E k is defined according to E k ≡ |u| 2 /2, and satisfies . The background potential energy production dz * /db|∇ b 2 |/P e over a vertical slice of the domain using a logarithmic scale. The domain has a quadrant aspect ratio of S = 1 and the slice intersects the vertical axis of two of the plumes. Figure 11 (a) displays the horizontal integral of the background potential energy dissipation over two adjacent quadrants and suggests that the most energetically significant diapycnal mixing occurs close to the boundaries and around the interface at z = 0. The local peak in Φ d at z = 0 is more pronounced in the simulations of larger aspect ratio. In contrast, whilst being relatively large at the boundaries of the domain, the viscous dissipation ε in figure 11(b) does not exhibit a local maximum at the interface. However, the heterogeneous nature of the flow makes it impossible to draw conclusions about the origin of the relatively large background potential energy dissipation at z = 0 from figure 11 alone. We therefore consider the energy dissipation within a single quadrant, which allows us to make precise statements about the mixing that occurs in the plume beneath the interface and in the jet-like flow above the interface. Figure 12 , which displays horizontal integrals over a single quadrant, indicates significant differences between the spatial distribution of background potential energy production 12(a) and viscous dissipation 12(b). The extent of these differences was hidden in the integrals displayed in figure 11 , which did not account for the heterogeneity of the flow. The background potential energy production is significantly higher in the plume below the interface than it is in the jet above the interface, where it decays rapidly towards the upper boundary. The viscous dissipation, however, is more evenly distributed between the upper and lower halves of the quadrant for aspect ratios S > 15/24, although it is evident in the smaller aspect ratios that more viscous dissipation occurs in the lower half of the quadrant than in the upper half.
Integrals and statistics for energetics
Integration of (4.8) over the volume of a quadrant and time, indicates that the viscous dissipation is equal to the work done by the buoyancy:
where Φ z = − w(b − b * ) = − wb , because b * does not depend on x or y and therefore wb * is identically zero. Figure 10 . The background potential energy production dz * /db|∇ b 2 |/P e over horizontal slices of the domain using a logarithmic scale. The slices were taken at z = 0.5, 0.6, 0.7, 0.95 clockwise from top left. The plumes in each slice can be seen in the bottom-left and top-right quadrants of each window and the jets in the top-left and bottom-right quadrants. For colorbar see figure  9 .
The values of Φ z are displayed in table 2. It is interesting that for the two largest aspect ratios Φ z is greater than 1, which exceeds the buoyancy flux provided by the sources. The source of the disparity is seen when the governing equation for buoyancy (2.3) is multiplied by z to give a volumetric budget for the potential energy E a +E b = −bz, which implies that
The input of potential energy at the boundaries is therefore equal to the sum of the integral of the convective buoyancy flux and diffusion of buoyancy down its mean profile − Φ i ≡ − P e −1 ∂ z b . Indeed, there is a flux of buoyancy due to the plume in addition to a (negative) diffusive flux down the stable background stratification. Together, these contributions result in Φ z being either slightly higher or slightly lower than the input at the boundaries, depending on the area of the plume sources, relative to the area of the horizontal boundaries.
The integral of the diffusive buoyancy flux Φ i depends only on the average buoyancy at the top and the bottom of the domain. For unstable stratifications, such as RayleighBénard convection Φ i < 0, whereas for stable stratifications Φ i > 0. For plumes in a confined environment, which comprise destabilising sources in an otherwise stable stratification, it is difficult to anticipate the sign of Φ i . In the limit that is plumes generated by point sources, however, the integral of buoyancy over the radius of the plume scales with an exponent of 1 3 on the distance from the source, which, at the boundary, results in a vanishingly small contribution to Φ i . The diffusive flux Φ i would therefore be positive and would represent a flux of buoyancy down the stable background stratification exclusively, resulting in Φ z being greater than the input of buoyancy at the boundaries would otherwise suggest. Indeed, Φ z in table 2 suggests that Φ i = 0.005 > 0 when S = 4/3, for which the background buoyancy dominates the average surface buoyancy, whereas Φ i = −0.009 < 0 when S = 1/2, for which the source buoyancy dominates. In either case, the contribution from Φ i is small relative to the buoyancy flux Φ z , due to the relatively high Péclet number of the flow, which results in the approximate equality between − Φ z and the surface buoyancy fluxes in (4.10) that is evident in the integrals from a single quadrant, shown in table 2.
Unlike the viscous dissipation, which relies on the conversion of available potential energy to kinetic energy via Φ z , the volumetric production of background potential energy can be calculated directly from surface fluxes: Table 2 . Domain decomposition of the buoyancy flux Φz , viscous dissipation ε and background potential energy production Φ d . , 0 −ζ and ζ 0 refer to volume average over the entire domain, the plume layer and the jet layer, respectively. The row labelled 'Theory' corresponds to the results obtained for Gaussian profiles in §4.3 and §4.4.
for sufficiently long time averages, as is verified to within 1% by the values in table 2. Evident in table 2 is that the total input of available potential energy at the boundaries, which is equal to twice the input of potential energy, is split equally between background potential energy production and viscous dissipation. This equal split, leading to a mixing efficiency of 1/2, is found in Rayleigh-Bénard convection (Hughes et al. 2013) and, more generally, in convection of high Rayleigh number driven by heating and cooling that is restricted to the bottom and top of the domain, respectively. Table 2 indicates that the viscous dissipation ε 0 −ζ (see also the lower layer of figure 12(b)) generally decreases with increasing aspect ratio. In general, and particularly in domain's of small aspect ratio, turbulence is transported horizontally out of the upper layer and into neighbouring quadrants. At larger aspect ratios a greater proportion of this turbulence is dissipated before it is transported out of the upper layer, leading to the observed decrease in lower-layer viscous dissipation that is evident in table 2 and figure 12(b) for large aspect ratios. Figure 12 and table 2 show that for relatively large aspect ratios the viscous dissipation appears to be split equally between the upper and lower layers of an individual quadrant. In contrast, the production of background potential energy, is three times larger in the lower layer than in the upper layer of the quadrant shown in figure 12 . The flow is therefore relatively well-mixed by the plumes before it penetrates the interface. Above the interface, the relatively small remaining diapycnal mixing occurs, relatively inefficiently, at the expense of an amount of viscous dissipation that is equal to that occurring in the lower layer.
A plume-theoretic model for the kinetic energy budget
In this section we will develop a bulk description of viscous dissipation in a stable two-layer stratification sustained by a statistically steady plume. For generality we will assume that the interface is at a height 0 ζ 1, not necessarily equal to 1/2, above the base of a domain containing a single plume. In practice, the situation we have in mind corresponds to an 'emptying filling box' model of a space ventilated by low and high-level openings (Linden et al. 1990 ). For consistency with the previous sections, we In the absence of a direct input of kinetic energy at the boundaries, the viscous dissipation in the domain is balanced by the total work undertaken by buoyancy. Buoyancy is only able to do work on the flow in the lower layer (z < 0), because in the upper layer the mean buoyancy difference between the plume and the ambient is zero. As discussed in §4.2, provided that the vertical buoyancy transport by diffusion is small compared with the relative buoyancy flux w(b − b * ), the kinetic energy dissipation is equal to the buoyancy flux multiplied by ζ, which is the dimensionless distance over which buoyancy is able to do work in a single quadrant.
To understand how the energy conversions are distributed in the vertical direction requires an assumption to be made about the transport of kinetic energy within the plume. We regard the internal dynamics of the plume as unknown and express its kinetic energy flux as γM 2 /(2Q), where M is the momentum flux, Q is the volume flux and γ is a parameter that accounts for the shape of the mean velocity profile. Since it is derivable from energy conservation, the energy flux in a self-similar plume does not depend on the entrainment coefficient α. Using the steady-state plume solutions (3.1), (3.6) and noting that all quantities are non-dimensionalised using the source buoyancy flux and domain height, the flux of kinetic energy across the interface at z = 0 is
The dissipation of kinetic energy in the lower layer is equal to the integral of the buoyancy flux over the layer, minus the transport of kinetic energy between the top and bottom layers; hence 
This result can also be obtained from the plume equations by integrating the production term in the integral energy transport equation (see, e.g. .
Assuming that the aspect ratio is sufficiently large and that the upper layer is not stratified, the dissipation on the opposite side of the interface is exactly equal to the flux of kinetic energy in the plume as it crosses the interface (i.e. 3γζ/8). The relations above therefore state that when γ = 4/3, which corresponds to a Gaussian velocity profile , there is equal dissipation in the upper layer compared with the lower layer. In contrast, the use of a top-hat velocity profile, for which γ = 1, would imply that the dissipation in the lower layer exceeds the dissipation in the upper layer. The bulk kinetic energy budget for top-hat and Gaussian plumes is illustrated schematically in figure 13. 
A plume-theoretic model for the potential energy budget
The available potential energy in the domain is fed by the surface buoyancy flux. In this regard, diapycnal mixing can be viewed as converting available potential energy into background potential energy. Identifying how mixing is split between the upper and lower layers requires knowledge of properties that are 'internal' to the plumes. For top hat profiles, zero diapycnal mixing occurs in the jet layer, because in a steady state the buoyancy in a top-hat plume is necessarily uniform and equal to the buoyancy of the layer into which it penetrates. For space or time-dependent profiles, however, the amount of diapycnal mixing in the upper layer will be non-zero. Following the approach taken in §4.3, we focus on the spatial dependence of the buoyancy profiles, rather than temporal fluctuations, which are of higher order and would consist of terms such as w b (see e.g. Scotti & White 2014) .
As displayed in figure 14 , in a stable two-layer stratification consisting of an upper and lower layer of buoyancy b m and −b m , respectively, the sorted elevation of fluid parcels is
(4.14)
Parcels whose buoyancy is exactly equal to −b m and b m occupy the regions −ζ < z * < 0 Figure 14 . Contours of the local available potential energy Ea (4.1) with respect to the buoyancy and vertical position for parcels displaced from a stable two-layer stratification. The thick dashed line corresponds to z * , which minimises Ea, and the spacing of the contours is equal to 0.1.
and 0 < z * < 1 − ζ, respectively. Using (4.2), the local available potential energy can be evaluated as 15) whose contours are displayed in figure 14 . Note that E a (b m , z) = 0 for z > 0 and E a (−b m , z) = 0 for z < 0. Conceptually (4.15) states that available potential energy comes either from negatively buoyant parcels of fluid displaced upwards from z < 0 or from positively buoyant parcels of fluid displaced downwards from z > 0, as illustrated a small distance above the interface in figure 5. For arbitrary interface heights ζ, E a is not symmetric around the interface z = 0, because the vertical distance to equilibrium of parcels of fluid with b < −b m is not necessarily the same as that of parcels with b > b m . Due to the conditions on b appearing in (4.14) it is convenient to define the conditional integration operators ↓ and ↑ , which integrate over parts of a quadrant's plane for which the buoyancy is less than or greater than b m , respectively. Using equation (4.15) and noting that Φ z ↓ + Φ z ↑ = 0 when z > 0 (because in the upper layer the jet has the same mean buoyancy as the ambient), the flux of available potential energy in the jet, just above the interface, is 16) where β ≡ Φ z ↓ | z=0 is a constant that depends on the form of the mean velocity and buoyancy profiles. We assume that the ambient fluid in the upper and lower layers is well mixed and, therefore, that the horizontal flux of available potential energy through the sides of the domain is equal to zero. Consequently, the available potential energy flux wE a at the the level of the interface is equal to the total dissipation of available potential energy in the upper layer (note that the buoyancy flux − Φ z is zero in the upper layer; hence the overall conversion of available potential energy to kinetic energy is zero in the upper layer): (1 − ζ)
General case Figure 15 . Background potential energy budget in single quadrant for top hat and Gaussian plumes, balanced by a unit input of buoyancy flux over the lower layer.
Here we assume that the Péclet number is sufficiently large to equate the production of background potential energy Φ d with the dissipation of available potential energy, as discussed in §4.1. Buoyancy can only do work on the flow over a height ζ; therefore, not more than ζ of the supply of available potential energy from the plume source is converted into kinetic energy, which means that the total diapycnal mixing in the lower layer is
The relations (4.17) and (4.18) are shown schematically in figure 15 . If the profiles for velocity and buoyancy are assumed to have a Gaussian form and temporal fluctuations are neglected then β = 1/4, as demonstrated in Appendix A. Consequently, for ζ = 1/2, equation (4.18) predicts that 3/8 of the available potential energy is converted into background potential energy in the lower layer, while 1/8 of the available potential energy is converted into background potential energy in the upper layer, as confirmed by the observations reported in figure 11 and table 2. The remaining 1/2 is converted into kinetic energy, as outlined in the previous section.
Mixing efficiency
The mixing efficiency is the proportion of input energy that is dissipated by producing background potential energy, as opposed to being dissipated viscously. We define a steadystate mixing efficiency for the entire domain:
The values of ε and Φ d obtained in §4.3 and §4.4, respectively, show that the mixing efficiency associated with a two-layer stratification sustained by a turbulent plume is equal to η = 1 − ζ, which is consistent with Davies Wykes et al. (2018) and is independent of the distribution of velocity and buoyancy within the plume. The total viscous dissipation ε is equal to the depth ζ of the layer containing the plume, which corresponds to the distance over which buoyancy can do work on the flow. The production of background potential energy Φ d , on the other hand, is equal to 1 − ζ, which is proportional to the depth of mixed fluid in the domain. If ζ = 0, the depth of the mixed layer and the production of background potential energy are maximised. But if the depth of the mixed layer is equal to zero (ζ = 1) then the production of background potential energy is equal to zero, because none of the mixed fluid is stored in the domain. In summary, equation (4.19) states that as ζ increases a greater proportion of potential energy is dissipated viscously rather than by diapycnal mixing and the mixing efficiency decreases. Local mixing efficiencies η 0 −ζ and η
1−ζ 0
, defined on the lower and upper layers of the quadrant, respectively, reveal notable differences from the global mixing efficiency defined by (4.19) because they depend on the transport of energy across the interface. In the layer containing the plume,
Top hat 20) which shows that the mixing efficiency in the lower layer, containing the plume, is typically greater than the mixing efficiency associated with the entire domain. This is because the flux of kinetic energy across the interface typically exceeds the flux of available potential energy. Moreover, the mixing efficiency is larger when the plume is assumed to have a top-hat profile than when it is assumed to have a Gaussian profile. The reason for this stems from the top-hat profile being consistent with instantaneous mixing across the plume. Diapycnal mixing and viscous dissipation are consequently maximised under the assumption of a top-hat profile, which corresponds to the minimisation of the transport of available potential energy and kinetic energy at the level of the interface, respectively. Gaussian profiles result in a relative increase in the transport of kinetic energy equal to (γ − 1)ζ = ζ/3 and an increase in the transport of available potential energy equal to β(1−ζ) = (1−ζ)/4. The viscous dissipation and production of background potential energy in the lower layer is consequently lower for Gaussian plumes than it is for top hat plumes. In magnitude the decrease in background potential energy by mixing exceeds the decrease in viscous dissipation for all values of ζ, which explains why Gaussian profiles have a lower mixing efficiency than top-hat profiles in the layer containing the plume.
In the upper layer, 21) which shows that the mixing efficiency in the layer containing the jet is typically less than the mixing efficiency associated with the entire domain. As noted by Davies Wykes et al. (2015) for instantaneous mixing efficiencies, the global mixing efficiency η is not equal to the linear average of η in each subdomain.
The relationship between mixing, dissipation and entrainment
The energetic budgets provide a useful source of exact integral statements about the organisation of the flow when the input of energy is known. However, they do not provide information about the entrainment coefficient per se. Entrainment into a plume determines its spatial spreading rate and, consequently, the local intensity of dissipative terms. However, when integrated horizontally, both the dissipation of turbulence kinetic energy and the production of background potential energy are independent of the entrainment coefficient α. Yet, the integrated dissipation of a scalar's variance does depend on α (Craske et al. 2017) . These viewpoints are reconciled by noting that the probability density function of the flow depends on α, in a way that nullifies the contribution that the scalar variance dissipation has on α.
In a self-similar turbulent plume, the volume flux Q and the momentum flux M are:
22) Whereẑ is the distance from the source. Assuming self-similarity of the flow, it is known that
where r ∞ is a suitable radial location outside the plume and δ is a constant. The relation (4.23) follows from the fact that δ, which characterises the production of scalar variance, is proportional to the entrainment coefficient α (Craske et al. 2017 ). In addition, we know that for self-similarity the production of background potential energy must scale in the same way as the vertical buoyancy flux, which is a conserved quantity that depends on neither α norẑ:
Hence the probability density function ∂z * /∂b ∼ α 4/3ẑ8/3 . This is logically consistent because b ∼ α −4/3ẑ−5/3 from classical plume theory; hence an increase in α results in a narrowing of the probability density function and a corresponding increase in its amplitude. Similarly, the variation in buoyancy across the plume decreases according toẑ −5/3 and, in addition, the number of points of a given density in the plume scales according to its circumference, which is itself proportional toẑ. Combining these remarks with equation (4.23) leads to equation (4.24), and an illustration of the important role that the probability density function of buoyancy plays in the flows energy balance.
Similarity solution
As explained in §4.6, to ensure self-similarity all terms in the energy budgets scale in the same way as the buoyancy flux, which is independent of z in the lower layer. We therefore expect the diapycnal mixing to be constant with respect to z in the lower layer. Dividing Φ d in equation (4.18) by the depth of the lower layer results in
Using equation (4.17), in the upper layer the available potential energy dissipation is equal to the vertical divergence of the flux of available potential energy:
Progress beyond (4.26) requires a model for the evolution of the available potential energy flux in the upper layer, which depends on the rate at which the positively and negatively buoyant regions in the jet mix, as illustrated schematically in figure 5 . The conditional flux Φ z ↓ is reduced with respect to z as the relatively dense annular region of fluid mixes with the relatively buoyant fluid in the centre of the jet. At the same time, the buoyancy in the annular region is reduced due to entrainment from the environment. The buoyancy deficit b − b m is proportional to the flux of available potential energy Φ z ↓ divided by the volume flux in the jet. Provided that the virtual origin of the jet coincides with that of the plume at z = −ζ, the volume flux in the jet is proportional to z, which is true for Gaussian jets and plumes because their spreading rates are almost identical (see equation (3.5) and . If, in addition, it is assumed that the mixing of the core and annular regions of the jet proceeds a rate that is proportional to the buoyancy deficit b − b m , then
Using (4.27) and (4.26) and ensuring C 0 continuity of Φ d at z = 0 implies that
Integration of (4.27) and substitution of the result into (4.26) yields where we have used β = 1/4 for a Gaussian plume. We refer to (4.29) as a similarity solution because it contains no dimensionless length scale other than z/ζ, on which it exhibits a power-law dependence.
With the exception of β, which is determined by the choice of buoyancy profile, the model leading to equations (4.30) contains no free parameters. The predictions obtained from (4.30) are included in figures 11(a) and 12(a), and exhibit a reasonably good agreement with the simulation data for large aspect ratios. The model's gradient discontinuity and the peak evident in figure 11 (a) at z = ζ are not reproduced by the simulations, which indicates that the model does not account for the precise dynamics and mixing mechanisms that take place in the vicinity of the interface. Nor is the model able to describe mixing in the vicinity of the horizontal boundaries because it does not include a length scale corresponding to the vertical confinement. Indeed, the model assumed that the flow was unconfined on the grounds that a majority of the mixing would take place over a distance ζ from the interface above and below point sources of buoyancy. The assumption is approximately valid for the case examined in this work, for which ζ = 1/2, and, therefore, for other cases in which ζ 1/2 in the context of ventilated spaces, for example. The assumption will not, however, remain valid for cases in which ζ approaches 1 or the dimensionless source diameter D/H is large, for which the mixing in the vicinity of the horizontal boundary would need to be accounted separately.
Conclusions
Isolated buoyancy sources of equal strength at the bottom and top of a confined space produce a stable two-layer stratification (Baines & Turner 1969 ) penetrated by turbulent plumes, which become neutrally buoyant jets with respect to their local environment. Direct simulation of the problem reveals that on domains of sufficiently large aspect ratio (S 1) three circulation cells emerge in a statistically steady state. The primary and largest circulation cell corresponds to the transport of fluid between the layers via turbulent entrainment into the plumes. The secondary circulation cells are restricted in height by the depth of a layer and emerge at aspect ratios S 15/24. They account for entrainment into the neutrally buoyant jets and indicate a degree of independence in the way in which the adjacent flows behave.
In addition to marking the appearance of the secondary circulation cells, the aspect ratio of S 15/24 drives the largest primary circulation. This led us to conjecture that the largest aspect ratio for which a secondary circulation does not exist will deliver the maximum primary circulation. At larger aspect ratios (S 1) a tertiary circulation develops in the vicinity of the interface between the two layers, whose depth increases with aspect ratio. In an applied context, we would expect our observations and analysis to be relevant to indoor pollution modelling for assessing how contaminants are transported or might accumulate in sub-zones of a given space.
Independent estimations of the entrainment coefficient for the plumes, based on the density and velocity fields, reveal that for the confined plumes studied here, the entrainment coefficient is larger by a factor of almost two than a value that is typical for an unconfined plume. The good agreement we find between two independent means of estimating entrainment suggests that either background turbulence or a direct coupling between the plumes is responsible for the enhancement. Given the prominent role that entrainment-based models play in natural ventilation and fire modelling, it would be beneficial for these issues to receive further attention in the future. An approach that could help to pin down the precise cause of the enhanced entrainment is the decomposition discussed by .
In the closed system considered here, the available potential energy supplied at the boundaries is equal to the viscous dissipation plus the rate of increase in background potential energy. Data from direct numerical simulation allowed us to quantify the viscous dissipation and diapycnal mixing and to measure a global mixing efficiency that is close to 1/2. The particular value of 1/2 reflects the height over which buoyancy can do work on the flow and can be deduced from theory without understanding the precise way in which fluid is mixed locally.
Our work clarifies the underlying energy conversions by focusing on the diapycnal mixing and viscous dissipation that occur in each layer. These local energy conversions are strongly dependent on properties that are 'internal' to plumes, such as the shape of the velocity and buoyancy profile. The resulting distribution of mixing efficiencies reflects the local mixing properties of the plumes. Indeed, the analysis revealed that for Gaussian profiles viscous dissipation is split equally between the plume below a buoyancy interface and the nominally jet-like flow that is produced above the buoyancy interface. In contrast, diapycnal mixing is not split evenly between these two types of flow: three times as much diapycnal mixing occurs in the plume below the interface as it does in the jet-like flow above the interface. Relatively simple assumptions about the way in which density differences are diluted in the jet-like flow lead to a similarity model for the vertical dependence of diapycnal mixing that exhibits a good agreement with the DNS data.
There is an interesting connection between turbulent entrainment and flow energetics. The entrainment coefficient is closely connected to diapycnal mixing because it determines the rate at which scalar quantities are diluted. However, the integral of viscous dissipation in a plume whose buoyancy flux is constant is necessarily independent of entrainment and only depends on the spatial and temporal shape of the velocity profile. Similarly, the effect of diapycnal mixing on the flow's potential energy must account for the global distribution of buoyancy, which cancels the direct dependence of diapycnal mixing on entrainment. However, in problems involving confined spaces with openings to an exterior environment, entrainment plays a role in determining the resulting stratification (Linden et al. 1990 ) and in such cases entrainment is known to play an indirect role in the energy budgets (Davies Wykes et al. 2018) .
The problem that we have considered contains two canonical examples of heterogeneous mixing that we would expect to find in a wide range of stratified environments. In confined spaces turbulent plumes inevitably produce a stratification. An understanding of the interaction between turbulent plumes and the stratification is crucial in determining the subsequent behaviour of the plume or jet, the mean flow within the domain, and the intensity of background turbulence. In this respect, the work that we have conducted would provide a good starting point for more general models of plumes penetrating a stable stratification. A recommended extension would be convection driven by unequal sources of buoyancy; the steady state stratification would then consist of more than two layers (Linden et al. 1990 ). We would expect to find a global mixing efficiency of 1/2 that acts as a constraint for a heterogeneous distribution of local mixing efficiencies that would depend on the 'internal' dynamics of the plumes and how they interact with the background stratification. Such cases would also provide an opportunity to investigate stratifications whose penetration by plumes does not necessarily produce neutrally buoyant jets.
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