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A quantum walk whose continuous limit coincides with Dirac equation is usually called a Dirac
Quantum Walk (DQW). A new systematic method to build DQWs coupled to electromagnetic (EM)
fields is introduced and put to test on several examples of increasing difficulty. It is first used to
derive the EM coupling of a well-known 3D walk on the cubic lattice. Recently introduced DQWs
on the triangular and honeycomb lattice are then re-derived, showing for the first time that these
are the only DQWs that can be defined with spinors living on the vertices of these lattices. As a
third example of the method’s effectiveness, a new 3D walk on a parallelepiped lattice is derived. As
a fourth, negative example, it is shown that certain lattices like the rhombohedral lattice cannot be
used to build DQWs. The effect of changing representation in the Dirac equation is also discussed.
INTRODUCTION
Quantum walks are unitary quantum automata first
proposed by Feynman [1, 2], that can be viewed as for-
mal generalizations of classical random walks. First in-
troduced systematically by Aharonov et al. [3] and My-
ers [4], they have found application in quantum informa-
tion and algorithmic development [5–7]. They can also
be used as quantum simulators [8–16], where the lattice
represents a discretization of continuous space. More am-
bitiously, quantum walks may represent a potentially re-
alistic discrete spacetime underlying the apparently con-
tinuous physical universe [17].
It has been shown that several Discrete-Time Quan-
tum Walks (DTQWs) defined on regular square lattices
simulate the Dirac dynamics in various spacetime dimen-
sions and that these Dirac Quantum Walks (DQWs) can
be coupled to various discrete gauge fields [18–26]. It has
also more recently been shown that 2D DQWs can be de-
fined on regular non-square lattices like the triangle and
honeycomb lattice [27, 28]. The aim of the present article
is to extend these results by developing a new systematic
approach to construct DQWs coupled to EM fields. The
new approach is based on discretizing the Hamiltonian
[29] in terms of directional derivatives [28]. It also pre-
supposes that the walk wave-function and gauge fields
live on the vertices of the lattice and that, given a target
space-time dimension D, the number of components of
the wave function coincide with the number of compo-
nents of the Dirac spinor in irreducible representations
of the D-dimensional Lorentz group. This approach is
superior to a trial-and-error method because (i) it shows
unambiguously if a DQW can be constructed on a given
lattice (ii) it delivers automatically the coefficients of the
DQW (iii) it becomes necessary to use a systematic ap-
proach if one wants to deal with physical spaces of di-
mensions higher than 2.
We present the method and put it to test on several
examples of increasing difficulty. We first derive the EM
coupling of a well-known 3D walk on the cubic lattice.
We then re-derive recently introduced DQWs on the tri-
angular and honeycomb lattice, showing for the first time
that these are the only DQWs that can be defined with
spinors living on the vertices of these lattices. As a third
example of the method’s effectiveness, we build a new
3D walk on a parallelepiped lattice and, as a fourth and
negative example, we show that certain lattices like the
rhombohedral lattice cannot be used to build DQWs.
We finally discuss the effect of changing representation
in the Dirac equation and mention possible extensions
of this work. In an appendix we provide a step-by-step
walkthrough of the method starting from the simplest
(1 + 1)D free Dirac equation, and working our way up
through the dimensions and coupled fields.
THE HAMILTONIAN APPROACH
A general DTQW takes the form of
Ψ(t+ ∆t) = WˆΨ(t), (1)
where the wavefunction Ψ is an N -component spinor and
Wˆ in a unitary operator belonging to U(N), whereas the
Dirac Equation, when written in so-called ’Hamiltonian
form’ takes a Schro¨dinger-like equation form of
i
∂Ψ
∂t
= HˆΨ. (2)
If we discretize the time derivative, equation 2 becomes
i
(
Ψ(t+ )−Ψ(t) +O(2)

)
= HˆΨ(t), (3)
which after some rearrangement becomes
Ψ(t+ ) =
(
IN − iHˆ +O(2)
)
Ψ(t), (4)
and so by matching equation 1 with 4, we are then look-
ing for an operator Wˆ that is of the form
Wˆ = IN − iHˆ +O(2), (5)
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2where N will be 4 if our Dirac spinor is operating in
(3 + 1)D spacetime, or 2 if in lower dimensions.
A quantum walk is a product of unitary operations,
each representing either a translation or a mixing of
states, acting on the wavefunction. So we need to fac-
torize the expression in equation 4 to become a product
of unitary operators. Fortunately due to the approxima-
tion to first order, any expression of the form
IN + A+ B + C +O(2), (6)
can be factorized into
(IN + A)(IN + B)(IN + C) +O(2). (7)
For a step-by-step walkthrough, starting from the sim-
plest case of a free Dirac equation in (1 + 1)D flat
spacetime, see the appendix. Here we shall present the
more complicated case of a Dirac equation in (3 + 1)D
flat spacetime coupled to an electromagnetic field before
moving onto non-cube lattices.
In (3+1)D flat spacetime, the Hamiltonian Hˆ in equa-
tion 2, if the standard Dirac representation for the Dirac
gamma matrices is chosen, is written as
Hˆ = −I4A0−i(σ1⊗σj)∂j−(σ1⊗σj)Aj+(σ3⊗I2)m. (8)
Plugging equation 8 into equation 5 we get
Wˆ = I4 + iA0I4 −
3∑
j=1
(σ1 ⊗ σj)∂j +
3∑
j=1
iAj(σ1 ⊗ σj)
−im(σ3 ⊗ I2) +O(2), (9)
where if we make use of the factorizing trick from equa-
tions 6 to 7 we get
Wˆ = (I4 − im(σ3 ⊗ I2))(I4 + iA0I4)
×
3∏
j=1
(
I4 + iAj(σ1 ⊗ σj)
) 3∏
j=1
(
I4 − (σ1 ⊗ σj)∂j
)
+O(2). (10)
The mass and electromagnetic field terms are easy
enough to deal with, however the partial derivative terms
require a bit more work since each shift operator can be
described as
Sˆj = e
(σ3⊗σ3)∂j = I4 + (σ3 ⊗ σ3)∂j +O(2), (11)
and so we need to factor out a unitary transformation of
the form
Ujσ3U
†
j = σj , (12)
which is described in more detail in the appendix. The
partial derivative terms can then be expressed as
I4 − (σ1 ⊗ σj)∂j = (U1σ1 ⊗ Uj)Sˆj(σ1U†1 ⊗ U†j ). (13)
FIG. 1. Equilateral Triangular lattice embedded on a stan-
dard euclidean 2D space showing the two new directions u
and v
Finally making use of the expansions 51, 52 and 53 from
the appendix you find the operator Wˆ to be
Wˆ =
(
e−imI2 0
0 eimI2
)
eiA0
×
3∏
j=1
(
cos (Aj)I2 i sin (Aj)σj
i sin (Aj)σj cos (Aj)I2
)
×
3∏
j=1
(
(U1σ1 ⊗ Uj)Sˆj(σ1U†1 ⊗ U†j )
)
. (14)
So the DTQW that is defined by this operator Wˆ will
in its continuous limit coincides with the (3 + 1)D Dirac
equation couples to an electromagnetic field Aµ. We shall
now extend this procedure to non-cube lattices.
NON-CUBE LATTICES
In the attempt to extend this procedure to non-cube
lattices we shall start in the simpler (2 + 1)D spacetime
and derive, from the Hamiltonian, two of the triangular
lattice DQWs found in Jay et al. [27].
When looking at non-cube lattices we must make use
of directional derivatives and rewrite the Dirac equation
in terms of these. This will often bring in coefficients
that make the quantum walk incompatible with the Dirac
equation if you insist on keeping the lattice step size
the same in each spacetime direction. This can be seen
clearly in the DQW on a triangular lattice.
Triangular Lattice
Consider the equilateral triangular lattice in Fig. 1.
We can define two unit vectors in the direction of u and
3v as
uˆ =
(
1
2
,
√
3
2
)
,
vˆ =
(
−1
2
,
√
3
2
)
.
These two unit vectors define the two directions that
make this lattice different to the square lattices. (Our
third direction across this lattice will still be the same
as the x-direction in the square lattice). The directional
derivatives associated with these directions are then
∂
∂u
= ~∇ · uˆ = 1
2
∂
∂x
+
√
3
2
∂
∂y
,
∂
∂v
= ~∇ · vˆ = −1
2
∂
∂x
+
√
3
2
∂
∂y
.
Summing the two definitions we get the relationship
∂
∂y
=
1√
3
(
∂
∂u
+
∂
∂v
)
. (15)
The new directional shift operators are going to behave
very similar to the standard x− and y−direction ones, as
can be seen when we define them:
SˆuΨ(x, y, t) =
(
ψL(x+

2 , y +
√
3
2 , t)
ψR(x− 2 , y −
√
3
2 , t)
)
=
(
ψL(x, y, t)
ψR(x, y, t)
)
+ σ3
(
1
2
∂1 +
√
3
2
∂2
)
×
(
ψL(x, y, t)
ψR(x, y, t)
)
+O(2)
=
(
ψL(x, y, t)
ψR(x, y, t)
)
+ σ3∂u
(
ψL(x, y, t)
ψR(x, y, t)
)
+O(2)
= (I2 + σ3∂u)
(
ψL(x, y, t)
ψR(x, y, t)
)
+O(2)
= eσ3∂uΨ(x, y, t). (16)
Sˆv is defined the exact same way and note since we are
in the lower (2 + 1) dimensions, Sˆ1 for the x−direction
would also fit this pattern (see appendix). If we now
plug equation 15 into the (2 + 1)D free Dirac Equation’s
Hamiltonian we get
Hˆ = iσ3∂1 − iσ2∂2 + σ1m
= iσ3∂1 − iσ2 1√
3
(∂u + ∂v) + σ1m. (17)
FIG. 2. Isosceles Triangular lattice embedded on a standard
euclidean 2D space showing the two new directions u and v
Plugging this into our operator Wˆ we get
Wˆ = I2 − iHˆ +O(2)
= I2 + σ3∂1 − σ2 1√
3
∂u − σ2 1√
3
∂v − imσ1 +O(2)
= (I2 − imσ1)
(
1− σ2 1√
3
∂v
)(
1− σ2 1√
3
∂u
)
×(I2 + σ3∂1) +O(2).
(18)
Now if we were to take the approach we use in the square
lattice we would be looking for a unitary operators U that
follows the relationship
Uσ3U
† = − 1√
3
σ2. (19)
Unfortunately this relationship has no solution. There
are two places we can go at this point. One involves
changing the step size of the spatial directions, the other
involves changing the step size in the time dimension.
Isosceles Lattice (changing the y step size)
The first method we shall consider is changing the
step size of the spatial direction. We shall keep the
x−direction at step size  but will change the step size of
the y−direction (effectively changing our u and v direc-
tions). This will effectively make our triangular lattice
an isoceles lattice (see Fig. 2).
In our previous work [27] we found a quantum walk
that works on an isosceles lattice where the triangle
height was 2 which is effectively dilating the y−direction
by a factor of 1√
3
. We shall however not start with this
assumption, but place an arbitrary factor of υ with the
hope of proving that we want υ = 1√
3
. We can now define
4our two unit vectors uˆ and vˆ as
uˆ =
2√
1 + 3υ2
(
1
2
,
υ
√
3
2
)
,
vˆ =
2√
1 + 3υ2
(
−1
2
,
υ
√
3
2
)
.
Where the factor out the front is the normalisation factor
for the unit vector that we can refer to as N . The di-
rectional derivatives associated with these directions are
then
∂u = N
(
1
2
∂1 +
υ
√
3
2
∂2
)
,
∂v = N
(
−1
2
∂1 +
υ
√
3
2
∂2
)
.
Summing these two definitions we get the relationship
∂2 =
1
Nυ
√
3
(∂u + ∂v) . (20)
The new directional shift operators are going to behave
very similar but the normalisation constant N will turn
up
SˆuΨ(x, y, t) =
(
ψL(x+

2 , y +
√
3
2 , t)
ψR(x− 2 , y −
√
3
2 , t)
)
=
(
ψL(x, y, t)
ψR(x, y, t)
)
+σ3(
1
2
∂1 +
√
3
2
∂2)
(
ψL(x, y, t)
ψR(x, y, t)
)
+O(2)
=
(
ψL(x, y, t)
ψR(x, y, t)
)
+σ3
1
N
∂u
(
ψL(x, y, t)
ψR(x, y, t)
)
+O(2)
=
(
I2 + σ3
1
N
∂u
)(
ψL(x, y, t)
ψR(x, y, t)
)
+O(2)
= e
1
N σ3∂uΨ(x, y, t). (21)
Sˆv is defined the exact same way, while Sˆ1 will be com-
pletely unaffected by the dilation of the y−direction. You
can see Sˆu and Sˆv appear very similar to before however
the 1N factor is appearing. The Hamiltonian now be-
comes
Hˆ = iσ3∂1 − iσ2∂2 + σ1m
= iσ3∂1 − iσ2 1
Nυ
√
3
(∂u + ∂v) + σ1m. (22)
The factor attached to our ∂u and ∂v terms is now
1
Nυ
√
3
.
The N part of this is not a problem as we want the
1
N factor for our shift operators this time round. The
problem is the υ
√
3 part. This is where is becomes clear
that the choice of υ should indeed be 1√
3
as seen in the
previous work [27]. This will lead to the Wˆ operator
being
Wˆ = I2 − iHˆ +O(2)
= I2 − imσ1 − 1
N
σ2∂v − 1
N
σ2∂u + σ3∂1 +O(2)
= (I2 − imσ1)(I2 − 1
N
σ2∂v)(I2 − 1
N
σ2∂u)
×(I2 + σ3∂1) +O(2)
= (I2 − imσ1)U(I2 + 1
N
σ3∂v)U
†
×U(I2 + 1√
2
σ3∂u)U
†(I2 + σ3∂1) +O(2)
= (I2 − imσ1)USˆvU†USˆuU†Sˆ1 +O(2)
=
(
cos(m) −i sin(m)
−i sin(m) cos(m)
)
USˆvSˆuU
†Sˆ1, (23)
where U is a unitary matrix such that
Uσ3U
† = −σ2, (24)
thus U follows the same rules as described in the square
lattice case in the appendix. The U we shall choose is
U =
(
1√
2
− i√
2
− i√
2
1√
2
)
. (25)
Note that this operator is the same as the operator
for the square lattice, except that Sˆ2 is replaced with
the composition SˆvSˆu. This is directly related to the
relationship in equation 20. This lines up perfectly with
the isosceles walk defined in our previous paper [27]. The
other method of making a DQW work on a triangular
lattice is by changing the time step.
Equilateral Triangle Lattice (changing the t step size)
From previous work we have found that unlike the
isosceles triangular lattice, walks across equilateral tri-
angles needed the step size in time to be different to that
in the spatial directions [27]. So this is the place to start
with the other method to keep the lattice equilateral.
When we set
Wˆ = I2 − iHˆ +O(2)
at the beginning, we are implicitly setting the step size in
time to be ∆t = . If instead we make this an arbitrary
factor of , i.e. ∆t = α and feed this into the definition
for Wˆ we get
Wˆ = I2 − iαHˆ +O(2). (26)
Subsequently feed this into what we had before and we
get
Wˆ = I2−imασ1− 1√
3
ασ2∂v− 1√
3
ασ2∂u+ασ3∂1+O(2).
5Now one would be tempted to choose α =
√
3 which
would reduce the middle terms to what we had before and
we’re good to go, but of course there are other α terms
hanging around now. It is not essentially a problem in
the mass term, however in the ∂1 term, we now have a
problem we did not have before. A work around for this
is if we split this term up into two parts of size 1α and
α−1
α we get
Wˆ = I2 − imασ1 − 1√
3
ασ2∂v − 1√
3
ασ2∂u
+α
(
1
α
+
α− 1
α
)
σ3∂1 +O(2)
= I2 − imασ1 − 1√
3
ασ2∂v − 1√
3
ασ2∂u
+ (α− 1) σ3∂1 + σ3∂1 +O(2).
(27)
This essentially gives us an σ3∂1 term that will work
normally and head towards an Sˆ1 operator, and a more
troublesome α − 1 term. This however can be moved
into the ∂u and ∂v terms by making a relationship for ∂1
through the subtraction of the directional derivatives:
∂1 = ∂u − ∂v. (28)
Subbing these in we get
Wˆ = I2 − imασ1 − 1√
3
ασ2∂v − 1√
3
ασ2∂u
+ (α− 1) σ3(∂u − ∂v) + σ3∂1 +O(2)
= I2 − imασ1 −
(
(α− 1)σ3 + α√
3
σ2
)
∂v
+
(
(α− 1)σ3 − α√
3
σ2
)
∂u + σ3∂1 +O(2)
= (I2 − imασ1)
(
I2 −
(
(α− 1)σ3 + α√
3
σ2
)
∂v
)
×
(
I2 +
(
(α− 1)σ3 − α√
3
σ2
)
∂u
)
(I2 + σ3∂1)
+O(2). (29)
So now we’re looking for two unitary operators Uv and
Uu such that
Uvσ3U
†
v = −
(
(α− 1)σ3 + α√
3
σ2
)
,
Uuσ3U
†
u =
(
(α− 1)σ3 − α√
3
σ2
)
, (30)
where α 6= 1 and α 6= 0. Again these unitary operators
will not be unique, however we will see that the choice
of α is surprisingly forced upon us. Let us consider the
first relationship above and parameterise Uv as
Uv =
(
a b
c d
)
.
The result follows that
|a|2 = |d|2 = 1− α
2
,
|c|2 = |b|2 = α
2
,
ac¯ = db¯ =
iα
2
√
3
. (31)
Now if we parameterise each of the four components in
the style of a = |a|eiθa and rewrite the ac¯ part of the
third equation above, (this works similarly for b and d),
|a|eiθa |c|e−iθc = iα
2
√
3
|a||c|ei(θa−θc) = i
2
√
3
α√
1− α
2
√
α
2
ei(θa−θc) =
i
2
√
3
α
α
2
− α
2
4
= − 1
12
ei(θc−θa)α2
6
α
− 3 = −ei(θc−θa)
6
α
= 3− ei(θc−θa)
α =
6
3− ei(θc−θa) .
(32)
Now it is good to remember here that α represents a step
in time, and so must be real, not complex. This means
that the ei(θc−θa) term must equal ±1. This would result
in α being either 3 or 32 . However if α = 3 then with
the above relations |a|2 = |d|2 = − 12 which can’t be true
since modulas squared values need to be positive. And
so we show α must equal 32 . Once this is determined we
have the relations
|a|2 = |d|2 = 1
4
,
|c|2 = |b|2 = 3
4
,
ac¯ = db¯ =
i
√
3
4
. (33)
We now have two degrees of freedom so if we choose the
simplest choice for c and b to be
√
3
2 we get
Uv =
(
i
2
√
3
2√
3
2
i
2
)
. (34)
Through a similar technique you can determine Uu as
Uu =
(√
3
2 − i2
− i2
√
3
2
)
. (35)
6We then continue as before with the knowledge of α and
our unitary matrices
Wˆ = (I2 − im3
2
σ1)
I2 −(1
2
σ3 +
√
3
2
σ2
)
∂v

×
I2 +(3
2
σ3 −
√
3
2
σ2
)
∂u
 (I2 + σ3∂1) +O(2)
= (I2 − im3
2
σ1)
(
I2 + Uvσ3U†v ∂v
)
×
(
I2 + Uuσ3U†u∂u
)
Sˆ1 +O(2)
=
(
cos
(
3
2m
) −i sin( 32m)−i sin( 32m) cos( 32m)
)
UvSˆvU
†
vUuSˆuU
†
uSˆ1.
(36)
This matches the equilateral walk found in previous
work [27] and also proves that the 32 time step is a re-
quired choice. Note however that the U operators found
here are slightly different choice to the ones found in [27]
due to the fact that the choice of γ matrices are different.
We have now seen enough to extend this to 3D lattices.
Parallelepiped Lattice
An obvious question about the non-square lattices
where our last paper left off [27] is whether or not the
idea can be extended to (3 + 1)D spacetime. So we shall
attempt to apply the techniques we’ve discovered so far
to a parallelepiped lattice. Consider the rhombohedron
in Figure 3. If we have the extra edges on the smallest di-
agonal of each rhombus face then we obtain a 3D lattice
where on 3 different planes we can see the same trian-
gular lattice as above. If the sides of the rhombohedron
are of size  then at any particular vertex of the lattice
made up of this shape we would have the ability to move
in the directions (or opposite directions) of the following
unit vectors
FIG. 3. A rhombohedron
xˆ = (1, 0, 0) ,
aˆ =
(
1
2
,
1
2
√
3
,
√
2
3
)
,
bˆ =
(
−1
2
,
1
2
√
3
,
√
2
3
)
,
cˆ =
(
1
2
,
√
3
2
, 0
)
,
dˆ =
(
−1
2
,
√
3
2
, 0
)
,
eˆ =
(
0,− 1√
3
,
√
2
3
)
. (37)
Clearly we are going to run into the same issues with
all those surds floating around as before, so we shall pre-
empt these problems and again consider our two options
- changing the spatial direction step size or changing the
time step size.
Parallelepiped Lattice (changing the y and z step sizes)
We will introduce factors of υ and ζ this time to dilate
the y− and z− directions respectively. This will of course
mean we are no longer technically on a rhombohedral
lattice but a more general parallelepiped lattice. Our
unit vectors now become
xˆ = (1, 0, 0) ,
aˆ =
2
√
3√
3 + υ2 + 8ζ2
(
1
2
,
υ
2
√
3
, ζ
√
2
3
)
,
bˆ =
2
√
3√
3 + υ2 + 8ζ2
(
−1
2
,
υ
2
√
3
, ζ
√
2
3
)
,
cˆ =
2√
1 + 3υ2
(
1
2
,
υ
√
3
2
, 0
)
,
dˆ =
2√
1 + 3υ2
(
−1
2
,
υ
√
3
2
, 0
)
,
eˆ =
√
3√
υ2 + 2ζ2
(
0,− υ√
3
, ζ
√
2
3
)
. (38)
Making our corresponding directional derivatives
7∂a = A
(
1
2
∂1 +
υ
2
√
3
∂2 + ζ
√
2
3
∂3)
)
,
∂b = B
(
−1
2
∂1 +
υ
2
√
3
∂2 + ζ
√
2
3
∂3
)
,
∂c = C
(
1
2
∂1 +
υ
√
3
2
∂2
)
,
∂d = D
(
−1
2
∂1 +
υ
√
3
2
∂2
)
,
∂e = E
(
− υ√
3
∂2 + ζ
√
2
3
∂3
)
, (39)
where A, B, C, D and E are the normalization constants
at the front of each of the unit vectors. Then recalling
A = B and C = D we have the relationships
∂2 =
1
υ
√
3C
(∂c + ∂d) ,
∂3 =
1
ζ
√
6
(
1
A
(∂a + ∂b) +
1
E
∂e
)
, (40)
and the corresponding shift operators:
SˆaΨ(x, y, z, t) =

ψ1(x+

2 , y +
υ
2
√
3
, z + ζ
√
2
3 , t)
ψ2(x− 2 , y − υ2√3 , z − ζ
√
2
3 , t)
ψ3(x− 2 , y − υ2√3 , z − ζ
√
2
3 , t)
ψ4(x+

2 , y +
υ
2
√
3
, z + ζ
√
2
3 , t)

= e
1
A (σ3⊗σ3)∂aΨ(x, y, z, t). (41)
Each of the other shift operators follow this same pattern.
Jumping to the Hamiltonian now we get
Hˆ = (σ3 ⊗ I2)m− i(σ1 ⊗ σ1)∂1 − i(σ1 ⊗ σ2)∂2 − i(σ1 ⊗ σ3)∂3
= (σ3 ⊗ I2)m− i(σ1 ⊗ σ1)∂1 − i(σ1 ⊗ σ2) 1
υ
√
3C
(∂c + ∂d)
−i(σ1 ⊗ σ3) 1
ζ
√
6
(
1
A
(∂a + ∂b) +
1
E
∂e
)
.
(42)
Now again remembering A = B and C = D then this
becomes
Hˆ = (σ3 ⊗ I2)m− i(σ1 ⊗ σ1)∂1 − i(σ1 ⊗ σ2) 1
Cυ
√
3
∂c
−i(σ1 ⊗ σ2) 1
Dυ
√
3
∂d − i(σ1 ⊗ σ3) 1
ζ
√
6A
∂a
−i(σ1 ⊗ σ3) 1
ζ
√
6B
∂b − i(σ1 ⊗ σ3) 1
ζ
√
6E
∂e. (43)
This certainly suggests sensible choices for υ and ζ are
1√
3
and 1√
6
respectively since this would give
Hˆ = (σ3 ⊗ I2)m− i(σ1 ⊗ σ1)∂1 − i(σ1 ⊗ σ2) 1
C
∂c
−i(σ1 ⊗ σ2) 1
D
∂d − i(σ1 ⊗ σ3) 1
A
∂a
−i(σ1 ⊗ σ3) 1
B
∂b − i(σ1 ⊗ σ3) 1
E
∂e, (44)
which if we make use of the unitary operators Uj with
j ∈ 1, 2, 3 from the (3 + 1)D flat spacetime on a cube
lattice we can get our Wˆ operator as
Wˆ = I4 − iHˆ +O(2)
= I4 − im(σ3 ⊗ I2)− (σ1 ⊗ σ1)∂1 − (σ1 ⊗ σ2) 1
C
∂c
−(σ1 ⊗ σ2) 1
D
∂d − (σ1 ⊗ σ3) 1
A
∂a − (σ1 ⊗ σ3) 1
B
∂b
−(σ1 ⊗ σ3) 1
E
∂e +O(2)
= (I4 − im(σ3 ⊗ I2))
(
I4 − (σ1 ⊗ σ3) 1
E
∂e
)
×
 ∏
j∈{d,c}
(
I4 − (σ1 ⊗ σ2) 1
J
∂j
)
×
 ∏
j∈{b,a}
(
I4 − (σ1 ⊗ σ3) 1
J
∂j
)
× (I4 − (σ1 ⊗ σ1)∂1)+O(2)
=
(
e−imI2 0
0 eimI2
)
(U1σ1 ⊗ U3)Sˆe(σ1U†1 ⊗ U†3 )
×
 ∏
j∈{d,c}
(
(U1σ1 ⊗ U2)Sˆj(σ1U†1 ⊗ U†2 )
)
×
 ∏
j∈{b,a}
(
U1σ1 ⊗ U3)Sˆj(σ1U†1 ⊗ U†3 )
)
×
(
(U1σ1 ⊗ U1)Sˆ1(σ1U†1 ⊗ U†1 )
)
. (45)
Coupling this to an electromagnetic field would be triv-
ial, as all that would be required is to include the oper-
ators from the cube walk that involve the Aµ terms as
they have no effect on the shift operators.
Rhombohedral Lattice (changing the t step size) doesn’t work
It would be sensible at this point to think we could
try a similar trick that was used in the triangular lattice
to see if we can keep all the edges of our parallelepiped
equal as in the case of a rhombohedral lattice. Unfor-
tunately this fails to work, as when you follow the same
procedure of moving the α off the ∂1 term, there is no
real solution for α. This suggests that whereas before we
8could replace dilating in the y−dimension with a dilation
in the time dimension, here we need to dilate in two di-
mensions - both y and z. The time dimension can then
only replace one of them. This suggests, at least under
this construction, that a DQW on a rhombohedral lattice
is not possible.
REPRESENTATION INVARIANCE
The previous section developed a DQW that works on
a cubic lattice in a very particular representation - the
standard Dirac representation. It is worth noting that
this construction process does not require this choice of
representation, it is in fact independent of the choice - al-
though slightly different QWs will arise at the end of the
construction. The first point to consider is the fact that
any representation of the Dirac gamma matrices used in
the Dirac equation can be related to each other by a uni-
tary transformation. That is,
γ′µ = U˜γµU˜†. (46)
If we write the Hamiltonian (for arbitrary dimensions or
lattice in free space) in terms of these gamma matrices
instead we get
Hˆ = U˜γ0U˜†m−
3∑
j=1
iU˜γ0γjU˜†∂j . (47)
The U˜ operators can easily be pulled out to the sides
of our Wˆ operator by taking advantage of their unitary
nature,
Wˆ =
(
I4 − imU˜γ0U˜†
) 3∏
j=1
(
I4 − U˜γ0γjU˜†∂j
)
+O(2)
=
(
U˜ U˜† − imU˜γ0U˜†
)
×
3∏
j=1
(
U˜ U˜† − U˜γ0γjU˜†∂j
)
+O(2)
= U˜
(
I4 − imγ0
)
U˜†
×
3∏
j=1
U˜
(
I4 − γ0γj∂j
)
U˜† +O(2)
= U˜
(
I4 − imγ0
) 3∏
j=1
(
I4 − γ0γj∂j
) U˜† +O(2).
(48)
This is an arbitrary dimension, arbitrary lattice DQW
with the standard Dirac representation, only with the
unitary matrices wrapped around it. Thus a change
of representation from the unitary transformation 46 is
dealt by doing the same unitary transformation to the
walker operator Wˆ ,
Wˆ ′ = U˜Wˆ U˜†, (49)
which in the case of the (3 + 1)D on a cubic lattice this
would then be,
Wˆ = U˜
(
e−imI2 0
0 eimI2
)
×
 3∏
j=1
(
(U1σ1 ⊗ Uj)Sˆj(σ1U†1 ⊗ U†j )
) U˜†.
(50)
So as long as this construction method can derive a DQW
on a particular lattice in the Dirac representation, it can
derive a DQW in any representation.
CONCLUSION
We have introduced a new systematic method to con-
struct DQWs on regular lattices of arbitrary dimensions.
This method is superior to a trial-and-error method be-
cause (i) it shows unambiguously if a DQW can be con-
structed on a given lattice (ii) it delivers automatically
the coefficients of the DQW (iii) it becomes necessary
to use a systematic approach if one wants to deal with
lattices of dimensions higher than 2. We have presented
the method in a pedagogical manner on two relatively
simple cases, a 3D DQW on the cubic lattice coupled to
an EM field and a 2D DQW on the triangular lattice.
The free DQW on the cubic 3D lattice is well-known [29]
but its coupling to an arbitrary electromagnetic field is
not. The 2D DQW on the triangle lattice has been pre-
sented in [27] but without directional derivatives. The
new presentation given here shows that the coefficients
and scalings of this walk are the only ones that work on
this lattice. Note that directional derivatives have al-
ready been used in writing a DQW on triangular lattice
[28], but the spinor of that walk does not live on the
vertices of the lattice, but on its edges. We have finally
constructed a new DQW on the parallelepiped lattice and
produced as a negative example in the equilateral rhom-
bohedral lattice, where the method shows no DQW can
be constructed.
Let us conclude by mentioning possible extensions
of this work. One should first extend the procedure
to include arbitrary Yang-Mills and gravitational fields,
thus producing QWs which model the Dirac equation in
curved spacetime coupled to arbitrary gauge fields. Also,
DQWs with spinors living on the edges of a graph have
been introduced recently in [28, 30]. The method we
present in this article should thus be extended to take
this possibility into account, as well as wave-functions
9with a higher number of components [14] than the num-
ber of spinor components of irreducible representations
of the Lorentz group. One wonders for example if these
extensions would make it possible to define DQWs on
lattices where the present method fails, as the rombo-
hedral lattice. Finally, studying systematically how to
produce DQWs on both regular and non regular graphs
is of paramount importance.
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Appendix
A pedagogical walkthrough of the method
The following appendix is designed to be an easy to
follow explanation of the Hamiltonian process applied to
hypercube lattices starting at the most simple case of a
(1+1)D Dirac equation in free space, and building up to
the more complicated cases as the dimensions increase.
Tools we will need to consider are the following expan-
sions:
cos(A) = IN +O(2), (51)
sin(A) = A+O(2), (52)
eA = IN + A+O(2), (53)
while the shift operators, at least in the lower dimensions
of (1+1)D and (2+1)D spacetime, used in the walks can
be expressed as an exponential of differential operators
like so,
Sˆ1Ψ(x, t) =
(
ψL(x+ , t)
ψR(x− , t)
)
=
(
ψL(x, t) + ∂1ψL(x, t) +O(2)
ψR(x, t)− ∂1ψR(x, t) +O(2)
)
=
(
ψL(x, t)
ψR(x, t)
)
+ σ3∂1
(
ψL(x, t)
ψR(x, t)
)
+O(2)
= (I2 + σ3∂1)
(
ψL(x, t)
ψR(x, t)
)
+O(2)
= eσ3∂1Ψ(x, t). (54)
This works for the other spatial directions so that in gen-
eral the Shift Operator (acting on a 2-vector wavefunc-
tion Ψ) is
Sˆi = e
σ3∂i . (55)
We now have the tools to start tackling the simplest in-
dividual cases.
(1 + 1)D flat spacetime in free space
The simplest case is the (1 + 1)D free flat spacetime
version of the Dirac Equation:
(iγµ∂µ −m)Ψ = 0, (56)
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where we will use the standard 2× 2 Gamma matrices of
γ0 = σ1 and γ
1 = iσ2. First we need to rearrange this
into Hamiltonian form to identify the Hamiltonian Hˆ:
Hˆ = iσ3∂1 + σ1m. (57)
So therefore the operator Wˆ for our DTQW will take the
form
Wˆ = I2 − iHˆ +O(2)
= I2 + σ3∂1 − imσ1 +O(2)
= (I2 − imσ1)(I2 + σ3∂1) +O(2)
=
(
1 −im
−im 1
)
eσ3∂1 +O(2)
=
(
cos(m) −i sin(m)
−i sin(m) cos(m)
)
Sˆ1. (58)
Here step 4 has made use of definition 55, while step 5 has
used the expansions 51 and 52. And so the DTQW that
reaches the (1 + 1)D free flat spacetime Dirac Equation
in the continuous limit would be
Ψ(x, t+ ) =
(
cos(m) −i sin(m)
−i sin(m) cos(m)
)(
ψL(x+ , t)
ψR(x− , t)
)
,
(59)
which agrees with previous works results [31].
(1 + 1)D flat spacetime coupled to an electric field
The Dirac Equation now coupled to an electric field
takes the form
(iγµDµ −m)Ψ = 0, (60)
where
Dµ = ∂µ − iAµ. (61)
Employing the same technique we get the Hamiltonian
by rearranging the equation:
Hˆ = −A0 + σ3A1 + σ1m+ iσ3∂1. (62)
And so the operator Wˆ takes the form
Wˆ = I2 − iHˆ +O(2)
= I2 + iA0 − iσ3A1 − iσ1m+ σ3∂1 +O(2)
= (I2 + iA0)(I2 − iσ3A1)(I2 − iσ1m)(I2 + σ3∂1)
+O(2).
Now clearly the last two brackets in this expression are
identical to the free space case from before. For the two
new expressions we make use of expansion 53 and get:
Wˆ = eiA0
(
1− iA1 0
0 1 + iA1
)
×
(
cos(m) −i sin(m)
−i sin(m) cos(m)
)
Sˆ1 +O(2)
= eiA0
(
e−iA1 0
0 eiA1
)(
cos(m) −i sin(m)
−i sin(m) cos(m)
)
Sˆ1
= eiA0
(
e−iA1 cos(m) e−i(A1+
pi
2 ) sin(m)
−ei(A1+pi2 ) sin(m) eiA1 cos(m)
)
Sˆ1.
(63)
Which matches previous work stating you need the more
general unitary coin with all four angles set to non-zero to
reach in the limit a Dirac equation coupled to an electric
field [19].
(2 + 1)D flat spacetime in free space
Going up one dimension, the Hamiltonian form of
the Dirac Equation contains an extra differential term
that requires dealing with. As such we will need an-
other gamma matrix. Fortunately in (2+1)D spacetime,
2x2 matrices still suffice and we shall use the standard
γ2 = iσ3. With this in mind, the Hamiltonian can be
determined as
Hˆ = σ1m+ iσ3∂1 − iσ2∂2. (64)
The operator Wˆ will now take the form of
Wˆ = I2 − iHˆ +O(2)
= I2 − imσ1 + σ3∂1 − σ2∂2 +O(2)
= (I2 − imσ1)(I2 − σ2∂2)(I2 + σ3∂1) +O(2)
=
(
cos(m) −i sin(m)
−i sin(m) cos(m)
)
(I2 − σ2∂2)Sˆ1 +O(2).
This is when we run into trouble with the partial deriva-
tive in the y−direction. Where we really want a σ3 to
be sitting so that we can bring in the second shift oper-
ator Sˆ2 we have instead a −σ2. However if we can find a
unitary matrix U such that
Uσ3U
† = −σ2, (65)
11
then we can continue as
Wˆ =
(
cos(m) −i sin(m)
−i sin(m) cos(m)
)
(I2 − σ2∂2)Sˆ1 +O(2)
=
(
cos(m) −i sin(m)
−i sin(m) cos(m)
)
(UU† + Uσ3U†∂2)Sˆ1
+O(2)
=
(
cos(m) −i sin(m)
−i sin(m) cos(m)
)
U(I2 + σ3∂2)U†Sˆ1
+O(2)
=
(
cos(m) −i sin(m)
−i sin(m) cos(m)
)
USˆ2U
†Sˆ1. (66)
So as long as we can solve equation 65 then we have our
DQW. We shall see that U is not unique. If we define U
as
U =
(
a b
c d
)
, (67)
we then have two requirements. Namely equation 65
which leads to(|a|2 − |b|2 ac¯− bd¯
ca¯− db¯ |c|2 − |d|2
)
=
(
0 i
−i 0
)
, (68)
and the fact that U is unitary so that(|a|2 + |b|2 ac¯+ bd¯
ca¯+ db¯ |c|2 + |d|2
)
=
(
1 0
0 1
)
. (69)
This ultimately leads to the relationships
|a|2 = |b|2 = |c|2 = |d|2 = 1
2
, (70)
ca¯ = bd¯ = − i
2
. (71)
There are therefore two degrees of freedom in the choice
of U , so if we use the first relationship to choose a and d
to be 1√
2
then the second relationship will fix b and c for
us and U is
U =
(
1√
2
− i√
2
− i√
2
1√
2
)
. (72)
(2 + 1)D flat spacetime coupled to an electromagnetic field
This time the Hamiltonian will have more terms, how-
ever none of the extra terms will present any challenge
to us.
Hˆ = −A0 + iσ3∂1 + σ3A1 − iσ2∂2 − σ2A3 + σ1m. (73)
The operator Wˆ simply becomes
Wˆ = I2 − iHˆ +O(2)
= I2 + iA0 + σ3∂1 − iσ3A1 − σ2∂2 + iσ2A2
−iσ1m+O(2)
= (I2 + iA0)(I2 − iσ3A1)(I2 + iσ2A2)(I2 − iσ1m)
×(I2 − σ2∂2)(I2 + σ3∂1) +O(2)
= eiA0
(
e−iA1 0
0 eiA1
)(
1 A2
−A2 1
)
×
(
cos(m) −i sin(m)
−i sin(m) cos(m)
)
USˆ2U
†Sˆ1 +O(2)
= eiA0
(
e−iA1 0
0 eiA1
)(
cos(A2) sin(A2)
− sin(A2) cos(A2)
)
×
(
cos(m) −i sin(m)
−i sin(m) cos(m)
)
USˆ2U
†Sˆ1. (74)
Note by now we can start to see a pattern in the
method. Adding extra differential terms to our Dirac
Equation simply means adding shift operators usually
wrapped in a unitary transformation. Adding non-
differential terms to our Dirac equation is much simpler
in that all it does is add unitary operators to the front of
the walk operator.
(3 + 1)D Flat Spacetime in free spacetime
Increasing to the full (3 + 1)D spacetime, the Dirac
Equation can no longer obey the Clifford Algebra for the
Gamma Matrices is we remain in a 2-component spinor
space. The Gamma matrices must instead now be 4x4
matrices and the wavefunction Ψ, a 4-vector.
Ψ =

ψ1
ψ2
ψ3
ψ4
 (75)
Here {ψ1, ψ2} are the spin-up/spin-down components of
a particle and {ψ3, ψ4} represent an antiparticle. Our
new shift operators must now tackle four components
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and look like:
Sˆ1Ψ(x, y, z, t) =

ψ1(x+ , y, z, t)
ψ2(x− , y, z, t)
ψ3(x− , y, z, t)
ψ4(x+ , y, z, t)

=

ψ1(x, y, z, t) + ∂1ψ1(x, y, z, t) +O(2)
ψ2(x, y, z, t)− ∂1ψ2(x, y, z, t) +O(2)
ψ3(x, y, z, t)− ∂1ψ3(x, y, z, t) +O(2)
ψ4(x, y, z, t) + ∂1ψ4(x, y, z, t) +O(2)

=

ψ1(x, y, z, t)
ψ2(x, y, z, t)
ψ3(x, y, z, t)
ψ4(x, y, z, t)

+(σ3 ⊗ σ3)∂1

ψ1(x, y, z, t)
ψ2(x, y, z, t)
ψ3(x, y, z, t)
ψ4(x, y, z, t)
+O(2)
= (I4 + (σ3 ⊗ σ3)∂1)

ψ1(x, y, z, t)
ψ2(x, y, z, t)
ψ3(x, y, z, t)
ψ4(x, y, z, t)

= e(σ3⊗σ3)∂1Ψ(x, y, z, t). (76)
This works for the other spatial directions so that in gen-
eral the Shift Operator (acting on a 4-vector wavefunc-
tion Ψ) is
Sˆi = e
(σ3⊗σ3)∂i . (77)
For our 4x4 Gamma matrices we shall use the standard
representation choice of
γ0 =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 = (I2 00 −I2
)
= σ3 ⊗ I2, (78)
γ1 =

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0
 = ( 0 σ1−σ1 0
)
= iσ2 ⊗ σ1, (79)
γ2 =

0 0 0 −i
0 0 i 0
0 i 0 0
−i 0 0 0
 = ( 0 σ2−σ2 0
)
= iσ2 ⊗ σ2, (80)
γ3 =

0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0
 = ( 0 σ3−σ3 0
)
= iσ2 ⊗ σ3. (81)
In free space the Hamiltonian becomes
Hˆ = (σ3 ⊗ I2)m−
3∑
j=1
i(σ1 ⊗ σj)∂j . (82)
Which leads to a Wˆ operator of the form:
Wˆ = I4 − iHˆ +O(2)
= I4 − im(σ3 ⊗ I2)− (σ1 ⊗ σj)∂j +O(2)
= (I4 − im(σ3 ⊗ I2))
3∏
j=1
(
I4 − (σ1 ⊗ σj)∂j
)
+O(2).
If we follow the pattern from before we realize the mass
expression is not going to be difficult to deal with, how-
ever the partial derivatives we will need to find a way to
use a unitary transformation to change those Pauli ma-
trices to σ3. Taking a similar trick to before, we now look
for three different unitary matrices that satisfy
Ujσ3U
†
j = σj . (83)
If we make use of the mixed-product property of Kro-
necker products
(A⊗B)(C ⊗D) = (AC)⊗ (BD), (84)
then we can derive that
Wˆ = (I4 − im(σ3 ⊗ I2))
×
3∏
j=1
(
I2 ⊗ I2 − (σ1 ⊗ σj)∂j
)
+O(2)
= (I4 − im(σ3 ⊗ I2))
×
3∏
j=1
(
U1U
†
1 ⊗ UjU†j − (U1σ3U†1 ⊗ Ujσ3U†j )∂j
)
+O(2)
= (I4 − im(σ3 ⊗ I2))
×
3∏
j=1
(
(U1 ⊗ Uj)(I2 ⊗ I2 − (σ3 ⊗ σ3)∂j)(U†1 ⊗ U†j )
)
+O(2)
= (I4 − im(σ3 ⊗ I2))
×
3∏
j=1
(
(U1 ⊗ Uj)(σ1σ1 ⊗ I2 + (σ1σ3σ1 ⊗ σ3)∂j)
×(U†1 ⊗ U†j )
)
+O(2)
= (I4 − im(σ3 ⊗ I2))
×
3∏
j=1
(
(U1σ1 ⊗ Uj)(I4 + (σ3 ⊗ σ3)∂j)(σ1U†1 ⊗ U†j )
)
+O(2)
=
(
e−imI2 0
0 eimI2
) 3∏
j=1
(
(U1σ1 ⊗ Uj)Sˆj(σ1U†1 ⊗ U†j )
)
.
(85)
Like before in the (2 + 1)D case these are not unique.
Similar arguments can determine a couple of degrees of
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freedom and the choices we shall make here are the uni-
tary matrices
U1 =
(
1√
2
1√
2
1√
2
− 1√
2
)
,
U2 =
(
1√
2
1√
2
i√
2
− i√
2
)
,
U3 = I2. (86)
(3 + 1)D flat spacetime coupled to an electromagnetic field
The Dirac equation coupled to an Electromagnetic field
in (3+1)D spacetime is shown in the main text, however
as we can expect by now the only addition it will have
over the free space version is an extra unitary operator
for each extra term there is in the Dirac equation. In
other words, three more operators, one for each Aµ term
that appears in the equation
(iγµDµ −m)Ψ = 0, Dµ = ∂µ − iAµ. (87)
