ABSTRACT
INTRODUCTION
The current power grid suffers from lack of effective communications, monitoring, fault diagnostics, and automation, which increases the possibility of region wide system breakdown. Smart grid [1] is a new generation of electric power network that modernizes electric power grid network using advanced sensors, and distributed computing technologies to improve the efficiency, reliability and safety of power delivery. Electric power grid consists of three main subsystems: power generation, power transmission and distribution, and customer facilities. Smart grid needs online monitoring, diagnostics and protection to ensure better control by incorporating automation and self-healing capabilities. Recently, Wireless Sensor Networks (WSNs) [1] have been recognized as a promising technology to achieve seamless, energy efficient, reliable and low cost monitoring and control of the smart grid. WSNs are applied through the three main subsystems of the smart grid. Though WSNs brings about many advantages to the smart grid technology, it also brings up many challenges because of unique characteristics, resource constraints, and the harsh and complex electric-power environment.
Therefore this paper investigate performance of various cluster based routing protocols in different smart grid environments.
Sensors are small, inexpensive, self powered devices that can sense and communicate with each other for the purpose of collecting local information to make global decisions about their physical environment [2] . Information is aggregated to a local processing and control system, which in turn can communicate with a remote system using any of the various external networks available. In WSNs, nodes can send their data to the Base Station (BS) using routing protocols that are broken down into three categories. First, direct communication (DC) [3] , which is the simplest protocol, where sensor nodes send data directly to the BS. In direct communication protocol, sensor nodes, which are far from the BS, dissipate faster than others do because they send their data to the BS directly. The second category involve Minimum Transmission Energy (MTE) protocols [4] , where nodes route data to the BS through intermediate nodes, each node acting as a router for the other nodes [5] .
The limited energy supplies of WSN nodes, unreliable communication due to the wireless medium, and the need for self-configuration impose constraints on network's lifetime. These constraints along with limited computational and memory storage represent a challenge to keep network's protocols as light weight as possible [6] . These energy constraints necessitate the need for energy efficiency routing protocols and various energy efficient protocols have been proposed to solve problems in conventional routing protocols. One of the energy efficient techniques to extend the lifetime of WSNs is clustering [7] . Therefore, the third category are made up of clustering protocols, where sensor nodes are organized into independent clusters, each with a Cluster Head (CH) node and a number of member nodes to collect data from their environment and forward it to the CH. CH collect and aggregate information from sensors in their own cluster and forward information to the BS, which collects and processes data in order to act either as a supervisory control station or as an access point for a human interface or to act as a gateway to be connected to remote stations. For efficiently maintain, the routing path between the BS and sensor nodes, various types of clustering protocols can be used. Nodes in static clustering are organized into clusters that communicate with a local BS that transmit the data to the global BS, where it is accessed by the end-user [8] .
The Low Energy Adaptive Clustering Hierarchy (LEACH) [9] is a cluster based hierarchical algorithm. It is a cross layer protocol architecture that integrates energy efficient cluster based routing and media access together with application specific data aggregation to achieve good performance [10] . LEACH forms clusters by using a distributed algorithm, where nodes make autonomous decisions without any centralized intervention. In LEACH, distributed cluster formation can be done without knowing the exact location of any of the nodes in the network and any sensor node can act as CH. The selection of CH rotate among nodes to distribute energy evenly in the whole network. Once a node declares itself the CH, the nearby nodes join he cluster and send their data to CH in their assigned time slot.
Unlike the LEACH, LEACH-C [11] utilizes a central BS for the formation of CHs. During set-up phase of LEACH-C, each node sends information about its current location and energy level to the BS. In addition to determining good clusters, the BS needs to ensure that the energy load is evenly distributed among all the nodes. The BS computes the average node energy, and whichever nodes have energy below this average cannot be cluster-heads for the current round. The nodes transmit their data to the CH node during each frame of data transfer and the CH aggregates the data and sends the resultant data to the BS. When the CH node's energy is depleted, the nodes in the cluster lose communication ability with the BS and are essentially dead. Many radio propagation models have been used to predict performance of these protocols using simplified propagation models [12] . They have analyzed and performed simulation using free space model and two ray radio propagation model that fails to reflect actual performance of these routing protocols. Therefore, proper modeling of smart grid real environment is needed for proper evaluation of performance of these protocols for WSNs for monitoring and control of the smart grid.
The power grid environments have been modeled using IEEE 802.15.4 compliant WSNs which showed that log normal shadowing path loss model is more accurate channel models to be used in comparing these routing approaches.
The objective of this paper is to simulate and analyze impact of various smart grid environments on performance of four different WSN routing protocols namely two clustering protocols namely the Low Energy Adaptive Clustering Hierarchy (LEACH) and Centralized LEACH (LEACT-C) as well as other two conventional protocols namely Minimum Transmission Energy (MTE) and Static Clustering. The results revealed that smart grid's radio propagation environments have strong impact on the performance of all protocols. The rest of the paper is organized as follows. Section 2 provides description of wireless channel propagation models. Section 3 presents overview of WSN's routing protocols. Section 4 presents simulation of different protocols. Section 5 provides analysis and comparison of the results. Finally, Section 5 provides the conclusion and future work.
WIRELESS SENSOR NETWORKS PROTOCOLS
WSN's routing protocols are responsible for finding the most efficient path for the messages to travel on its way to a destination. In the following, four protocols namely Minimum Transmission Energy (MTE) and Static Clustering, LEACH and LEACH-C are explained.
MINIMUM TRANSMISSION ENERGY (MTE)
Minimum Transmission Energy (MTE) [13] is a multi-hop routing protocol where sensors communicate directly with other sensors that are within the radio transmission range. Data is passed to each node's next hop neighbor until the data reaches the base station. When a node dies, all of that node's upstream neighbors send their data to the node's next hop neighbor. In this way, new routes do not need to be computed whenever a node dies. Nodes adjust their transmit power to the minimum required to reach their next hop neighbor. This reduces interference with other transmissions and reduces the nodes' energy dissipation. Communication with the next hop neighbor occurs using a Carrier Sense Multiple Access protocol (CSMA) MAC protocol, and when collisions occur, the data are dropped. When a node receives data from one of its upstream neighbors, it forwards the data to its next hop neighbor. This continues until the data reaches the base station. In MTE, each node sends its message to the closest node until it reaches the base station in which sensor nodes serve as routers for other sensor nodes. Therefore, the energy of the sensor nodes that are near to the base station is rapidly consumed.
STATIC CLUSTERING
In order to enable communication between sensors not within communication range, sensors form clusters using the simulated annealing algorithm as in LEACH-C [14] . Clusters are chosen a priori, each with a cluster head that is selected at the beginning and remain unchanged throughout the lifetime of the network. The static clustering protocol is identical to LEACH except the clusters are chosen a-priori and fixed. Static clustering includes scheduled data communication from the cluster members to the cluster-head and data aggregation at the cluster head. As the cluster head and the cluster remain same for each round, the selected static cluster head die quickly and thus the network lifetime cannot be maximized.
LOW ENERGY ADAPTIVE CLUSTERING HIERARCHY (LEACH)
In cluster based routing protocols, clustering algorithms are used to divide the network into several clusters based on some stipulated rule. Each cluster is controlled by one or set of node known as Cluster Head (CH). Data is transmitted from member nodes to CH which fused the collected data and send aggregated data to the central node known as Base Station (BS). LEACH periodically elects CHs randomly from all the nodes in the networks and rotates this role to balance the energy dissipation of the sensor nodes in the networks. The CH nodes fuse and aggregate data arriving from nodes that belong to the respective cluster at regular intervals. Network lifetime is divided into discrete and disjoint time intervals called rounds, and every round is composed of two phases, the setup phase and the steady state phase [14] . The setup phase allows clusters to be formulated and CHs to be elected. In every round, a stochastic algorithm is used by each node to determine whether it will become a CH or not. If a node becomes a CH once, it cannot become a CH again for a given number of rounds.
The selected CH broadcast an advertisement message to the entire network declaring itself as a new CH. Every node after receiving advertisement message decides its CH based on received signal strength of advertisement message. After selection of CH, member nodes send message to register with the CH of their choice. CH send the time schedule to the registered nodes so that they can send their data using Time Division Multiple Access (TDMA) in MAC layer to allow nodes to turn off their radio component until their allocated time slots. The schedule is broadcasted back to all nodes in the cluster. In the next phase known as steady state phase, sensor nodes can send the observed data to the CHs on their allocated time slot. CH send compressed aggregated data to a central station usually know as Base Station (BS). After predetermined time period, new CHs are elected again randomly. This repetition of electing new CHs is known as new round so LEACH is based on large number of rounds. Randomization process is used in LEACH to rotate CHs. During the steady phase, each CH collects data from all senor nodes in its cluster in their assigned TDMA time slots, aggregates the data, and sends it to the BS along with its cluster head identification.
LOW ENERGY ADAPTIVE CLUSTERING HIERARCHY-CENTRALIZED (LEACH-C)
In LEACH, the probability of becoming a CH is based on the assumption that all nodes start with an equal amount of energy, and that all nodes have data to send during each frame. This is not applicable to scenarios where node's energy may vary depending upon their role in the network (.e. whether it is a cluster head or a cluster member). CH selection plays significant role in developing energy efficient clustering algorithms [10] . Intra cluster communication distance depends upon position of the selected cluster head and intra cluster energy consumption depends upon intra cluster communication distance. Clusters with high intra cluster communication distance consume more energy than other clusters having low intra cluster communication distance. The nodes with more energy are elected more often than the nodes with less energy in order to ensure that all nodes die at approximately the same time. This can be achieved by setting the probability of becoming a CH as a function of a node's energy level relative to the aggregate energy of the cluster in the network, rather than purely as a function of the number of times, the node has been CH as in LEACH.
The Low Energy Adaptive Clustering Hierarchy-Centralized (LEACH-C) [15] is adaptable to non-uniform and dynamic energy distribution among the sensor nodes and the changing network configurations. LEACH-C requires that each node transmit information about its location to the base station at the beginning of each round to calculate the average energy of the nodes and whichever nodes have energy below this average will not participate in cluster head selection. The location information is obtained by using a global positioning system receiver that is activated at the beginning of each round to get the node's current location. Once clusters are formed and CHs are selected, BS broadcasts a message that contains the identifications (IDs) of all the CHs. If a node finds it's ID in the message payload, it knows that it has to perform as a CH; otherwise, it determines its allocated TDMA slot and goes to sleep until the transmission time arrives [16] . The steady-state phase of LEACH-C is identical to that of LEACH [17] .
SIMULATION ENVIRONMENT
The Network Simulator 2 (NS-2) [18] is used to simulate the four protocols. NS-2 is an open source object oriented discrete event simulator. It has a simulation engine written in C++ to implement protocols and extend the library, with a command and configuration interface using Object Tool Command Language (OTcL). It is a scripting language to create and control the simulation environment itself including the selection of output data. It supports the required features and can be improved and incremented by means of external extensions. Several extensions are added to NS-2 to support simulation of WSNs with various channel propagation and energy dissipation models. IEEE 82.15.4 is not implemented in the default file of NS-2. MAC implementation is developed as recommended. Network topologies are described using the various primitives such as: Nodes, Links, Agents, and Applications. Once the topology has been created, simulations can be run by starting the applications on different nodes at various points in time. WSNs can be observed graphically by Network AniMator (NAM).
The energy, traffic and propagation models are selected to represent smart grid environments. Table 1 gives propagation values for smart grid channel paramters as described in this table. Extensive simulations to evaluate the performance of the four candidate protocols are simulated for a 100 nodes located in a 200m×200m. Table 2 shows the common simulation parameters and their respective values. The data size is 500 bytes/message plus a header of 25 bytes. The message size to be transmitted is: X= (500 bytes + 25 bytes)/8 = 4200 bits. 
PERFORMANCE METRICS
The most important metrics for evaluating WSNs are number of data received at base station, energy consumption, network lifetime. Statistics are collected at periodic time intervals to evaluate the effectiveness of the different candidate protocols.
(a) Data Received At Base Station
It is needed to know that how much data is received at the base station from the sensor networks. If the amount of data received is enough as it is expected then the network will perform well.
(b) Average Energy Consumption
The average energy consumption is calculated across the entire topology. It measures the average difference between the initial level of energy and the final level of energy that is left in each node. If is the initial energy level of a node, is the final energy level of a node and is number of nodes in the simulation, then the average energy consumption is
This metric is important because it is proportional to the network's lifetime. The lower the energy consumption the longer is the network's lifetime.
(c) Total Number of Nodes Alive
This metric indicates the overall lifetime of the network. Performance of a network depends on the lifetime of each node, if the lifetime of the nodes increase then the network performs well and sensors transmit more data to the base station. A lower value of the energy consumption metric and a higher number of nodes alive at any given time indicates a more efficient protocol. 
SIMULATION RESULTS AND ANALYSIS
The four protocols were simulated first in ideal two ray ground propagation and then compared with shadowing propagation model. Although the two-ray propagation model has been widely used WSN's simulation, this model is inappropriate as it is based on simplified assumptions that neglect the effect of fading, which represents the actual environments. The two ray ground has delivered more data to base station, consumed less energy, and has longer lifetime. The results revealed that the realistic and representative shadowing propagation model under harsh smart grid environments have considerable impact on reliability and network lifetime of the four protocols. Consequently, the performance deteriorated very quickly when shadowing model was taken into account. The main reasons for this deterioration resulted from the large variation of the received signal strength. Hence packets are not received successfully at BS due to the poor signal quality, which causes problems to the normal operations of various protocols. The four protocols performed quite differently and this gives a hint to the fact that simulation results for WSNs have to be interpreted with a lot of care in order to conclude accurate results especially when reliability and network lifetime are considered. Due to space limitations, results for two ray ground is not shown here but it is available upon request. In Figure 1 , LEACH-C delivers the highest amount of data to base station and considerably outperforms LEACH in terms of the amount of data sent to the base station during network lifetime as depicted in Figure 1 . This is because the base station has global knowledge of the location and energy of all the nodes in the network. Simulation time of LEACH-C ends earlier.
Both protocols outperform MTE and static clustering because both rotate selection of CHs between nodes and adapt the corresponding clusters based on the nodes that are selected to be cluster heads at a given time. In static clustering, nodes are organized into clusters initially by the BS using the same method as in LEACH-C to ensure that good clusters are formed. These clusters and cluster heads remain fixed throughout the lifetime of the network. Nodes transmit their data to the cluster head node during each frame of data transfer and the cluster head aggregates the data and sends the resultant data to the BS. When the cluster head node's energy is depleted, the nodes in the cluster lose communication ability with the BS.As soon as the cluster head node dies, all nodes from that cluster effectively die since there is no way to deliver their data to the base station as shown in Figure 2 .
In Figure 2 , the energy consumption for MTE routing increases with simulation time. Each node runs a start-up routine to determine its next-hop neighbor, defined to be the closest node that is in the direction of the BS. Data packets are passed along via next hop neighbors until they reach the BS. As there is no central control in MTE routing, it is difficult to set up fixed MAC protocols (e.g., TDMA), so each node uses CSMA to listen to the channel before transmitting data. If the channel is busy, the node backs off; otherwise, the node transmits its data to the next-hop node.
As nodes run out of energy, the routes are recomputed to ensure connectivity with the BS. As time increases, more nodes die and this reduce amount of energy consumed with respect to other protocols. Figure 2 also shows that LEACH consumes less amount of energy than LEACH-C. LEACH is completely distributed which requires no control information from the base station, and the nodes do not require knowledge of the global network in order for LEACH to operate. Distributing the energy among the nodes in the network is effective in reducing energy consumption from a global perspective and enhancing network lifetime. Figure 3 shows the number of nodes that remains alive using LEACH is significantly larger than that of LEACH-C. Lifetime of LEACH is longer than LEACH-C as LEACH rotates the cluster head nodes and the associated clusters, nodes die more slowly which indicate that the protocol can balance the nodes' energy consumption. In addition to reducing energy consumption in last figure, LEACH successfully distributes energy usage among the nodes in the network such that the nodes die randomly and at essentially the same rate. However, the main problem with the LEACH protocol lies in the random selection of CHs. There exists a probability that the CH formation is unbalanced and may remain in one part of the network, making some part of the network unreachable. In MTE, all node pass own data to nodes closest to BS and that nodes die quickly due to higher energy consumption. In static clustering, as soon as the cluster head node dies, all nodes from that cluster effectively die since there is no way to deliver their data to the base station although member nodes have enough energy. The nodes in static clustering are completely depleted in the first 50 seconds which indicate that static clustering performs poorly because more energy is drained from preassigned fixed cluster heads due to message transmission over long distances compared to other nodes in the cluster based protocols. Therefore, cluster head node's energy is drained quickly, ending the lifetime of all other nodes belonging to those clusters as they lose communication with base station.
(c) Figure 4 shows that static clustering and MTE deliver lowest amount of data to base station while LEACH and LEACH-C deliver the highest amount of data per unit energy, achieving energy efficiency. LEACH-C deliver more data per unit energy than LEACH because the BS has global knowledge of the location and energy of all the nodes in the network, so it can produce better clusters that require less energy for data transmission. Static clustering performs poorly because all CH nodes die quickly, ending the lifetime of all nodes belonging to those clusters. It is shown that LEACH is almost as efficient as LEACH-C. In LEACH-C it starts with the lower energy consumption but due to the transmission overhead it requires high energy consumptions. LEACH is found to be most energy efficient among the four protocols. LEACH is completely distributed which requires no control information from the base station, and the nodes do not require knowledge of the global network in order for LEACH to operate. Figure 5 shows the total number of nodes that remain alive per amount of data received at the BS. LEACH can deliver more effective data than LEACH-C for the same number of node deaths. MTE requires the highest amount of energy to send data to the BS due to collisions and lack of data aggregation. Also MTE does not have any centralized control over when nodes transmit and receive packets, collisions increase the amount of energy required to send each successful message, causing more node deaths for the same amount of data delivery to end network lifetime early. Furthermore, each message in MTE must traverse multiple hops to reach BS, whereas each message in LEACH need only traverse one hop due to data aggregation at the cluster head. The static clustering performs poorly and the cluster head nodes die quickly, ending the lifetime of all nodes belonging to those clusters. The static clustering drains the nodes quickly as nodes die early and loose communications with BS. As the cluster head and the cluster remain same for each round, the selected static cluster heads die quickly and thus the network lifetime is quickly degraded. The figures clearly show the large advantage of using LEACH and LEACH-C versus conventional protocols in terms of network lifetime for a given amount of received data at the base station and LEACH outperforms LEACH-C in prolonging network lifetime. 
CONCLUSION AND FUTURE WORK
Latest advances in computing and networking have enabled WSNs to realize ambient intelligence, which is a vision through which electric power grid becomes smart. The main challenge in the design of routing protocols for WSNs is to ensure effective consumption of energy with ultimate objective to extend lifetime of network for as long as possible. The realization of smart grid depends on communication facilities of WSNs in harsh and complex environments of electric power grid that have been modelled using shadowing model. To achieve reliable wireless communications within WSNs, it is essential to investigate performance of routing protocols in different smart grid environments. Four WSNs protocols namely MTE, Static Clustering, LEACH, and LEACH-C are simulated on NS-2. The performance is evaluated using number of data signals received at base station, energy consumption, and network lifetime as performance metrics. The paper analyzed the results and finally reaches to a conclusion about the routing protocol that can be efficient for monitoring and control applications in the smart grid.
The results have clearly showed that the smart grid environments have directly affected performance of various protocols and energy efficient clustering approaches are more effective in prolonging the network lifetime compared to conventional protocols. It is clear that in MTE routing is not suitable for smart grid applications as the nodes closest to the base station will be used to route a large number of data messages to the base station. Thus, these nodes will die out quickly, causing the energy required to get the remaining data to the base station to increase and more nodes to die. This will create a cascading effect that will shorten network lifetime. In addition, as nodes close to the base station die that area of the environment is no longer being monitored. In addition, static clustering is not suitable, where nodes are organized into clusters that communicate with a local base station, and these local base stations transmit the data to the global base station, where it is accessed by the end user. However, the local base station is assumed to be ahigh-energy node; if the base station is an energy constrained node, it would die quickly, as it is being heavily utilized.
LEACH-C achieved considerable improvement in number of data derived to base station because it select cluster heads based on remaining energy and their geographical position. However, it consume more energy and shorten the network lifetime. On the other hand, LEACH is completely distributed which requires no control information from the base station, and the nodes do not require knowledge of the global network in order for LEACH to operate. Distributing the energy among the nodes in the network is effective in reducing energy consumption from a global perspective and enhancing network lifetime. In all simulation, LEACH provided considerable energy savings and prolonged network lifetime over other protocols. As the protocol is fully distributed so there is no intervention from Base station in cluster formation and cluster head selection. Global location knowledge of sensor nodes is not required. These features makes LEACH a promising option for various smart grid applications. Some shortcomings however are uneven distribution of CH and unbalance energy utilization in the whole network. Due to random selection of CH it could not guaranteed that Cluster heads are evenly distributed in the network. LEACH assumes that energy of all nodes is same and remains fixed with time. It also assumes that energy consumption across the network is identical as the cluster head selection is rotated among the nodes. These assumptions make CH selection unrelated to the residual energy of a node and nodes with little energy are as likely to become cluster heads as the nodes with abundance of energy. The energy deficient nodes die fast and gradually render the network useless even though there might be numerous nodes still having enough energy to be functional. Moreover, even though the nodes are equipped with the same energy at the beginning, the networks cannot evolve equably for each node in expending energy, due to the radio communication characteristics, random events such as short-term link failures or morphological characteristics of the fields. Therefore, WSNs are possibly heterogeneous networks and protocols should meet the need of the characteristic of heterogeneous wireless sensor networks. Due to these drawbacks, future work will be carried out to solve these problems and to propose an adaptive and reliable cluster based protocol to enhance energy consumption and prolonging networks lifetime in smart grid environments.
