frequently outgrow those owned by a single laboratory or institution. Investigators must look for other ways to procure the needed computation and storage.
Coincident with the success of NGS has been another technological success story: cloud computing. Although cloud computing was not invented with science in mind -major commercial cloud customers are technology companies and other businesses -it increasingly has a key role as the venue of choice for many science and engineering efforts 20 . In genomics, in particular, cloud computing has played a major part in two areas. The first involves the reanalysis of vast data sets available in public sequencing data archives. The second area where cloud computing has made inroads is enabling collaborations on large amounts of shared data. The distributed nature of the cloud has made it a natural venue for collaborative and distributed computing efforts and for otherwise facilitating collaboration. This has been happening most visibly in projects such as the ICGC and the related PanCancer Analysis of Whole Genomes (PCAWG) effort 21 , the National Cancer Institute (NCI) Cancer Genomics Cloud (CGC) Pilots [22] [23] [24] and the Encyclopedia of DNA Elements (ENCODE and Model Organism ENCODE (modENCODE)) projects 25, 26 . In this Review, we begin by describing the cloud computing model and its different forms. We then discuss the two major areas in which cloud computing is having an impact on genomics: the reanalysis of large-scale archived data sets and large genomics collaborations. We give some perspective on how a move to cloud computing in genomics research will affect software development, training and funding, briefly discuss privacy and regulatory issues and conclude with thoughts on the future of cloud computing in genomics.
The cloud model A formal definition of cloud computing, according to the US National Institute of Standards and Technology (NIST), is "a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of https://www.nhlbiwgs.org The goal of this programme is to build a commons with omics data and associated clinical outcomes data across populations for research on heart, lung, blood and sleep disorders configurable computing resources … that can be rapidly provisioned and released with minimal management effort or service provider interaction" 27 . Put briefly, cloud computing is a way of organizing computing resources so that users can conveniently rent them instead of buying them. At its advent, cloud computing was focused on computing infrastructure (storage and computers), although it has since expanded to include platforms and software.
In the cloud computing model, computational resources such as processors and hard disks are thought of as utilities to be rented from a provider (TABLE 3) . The term 'cloud provider' is most often used to describe major US-based commercial services such as Amazon Web Services (AWS), Google Cloud Platform or Microsoft Azure. However, the number of cloud vendors has proliferated recently, and many other cloud services, both commercial and academic (for example, Open Science Data Cloud, the EMBL-EBI Embassy Cloud, Helix Nebula and Jetstream) are currently available worldwide (TABLE 3) . These have matured rapidly in recent years, creating new data centres, lowering prices, adding services and generating newsworthy profits 28 . Providers control vast pools of computers and storage that are organized into data centres scattered across the world. Users request resources, use them and then release them back into the pool when the work is complete. Fees are incurred according to usage. Storage incurs a per-GB per-month fee, and computers incur a per-computer per-unit-time fee, where time units might be seconds, minutes or hours. Users are billed monthly, just as for a home utility.
Elasticity. The cloud's hallmarks are elasticity and convenience. Elasticity refers to the ability to rent and pay for the exact resources needed. The user is not compelled to downscale the task to fit the confines of a local cluster ('underprovisioning') nor must the user incur the cost of purchasing an amount of computing to match the largest possible future need ('overprovisioning').
Cloud providers -in particular commercial providers -control enormous fleets of computers. Although exact numbers are not public knowledge, a 2014 study estimated that AWS housed more than 1.4 million servers (computers) 29 . This is a few orders of magnitude larger than academic clusters, which range from hundreds to low thousands of servers, or even supercomputing centres, which typically have many thousands of servers. While they are generally smaller, academic clouds are proliferating 20 , building on platforms such as OpenStack 30 and OpenNebula 31 that convert large clusters into cloud-like resources.
Because of the size of cloud data centres, computational requests large and small can be fulfilled quickly, sometimes immediately. A user requesting a 1,000-computer cluster for 1 hour is as likely to succeed as a user requesting a single computer for 1,000 hours. The ability to recruit vast resources is crucial; instead of waiting for the trickle of computer-hours available on a busy institutional cluster, the user can rent a cluster the size of an entire institutional cluster for a day. Work is completed in a fraction of the time, and the user pays only for what they use. For services available to a wide user community (for example, a genetic imputation server 32 ), elasticity allows the computational burden of answering user queries to be spread across many computers, avoiding bottlenecks and delays (FIG. 2) .
The cloud also frees the user from maintaining computer hardware. Cloud providers maintain data centres in a way that achieves economies of scale. Users need not be concerned with outages, software patches, service contracts or damaged parts. That said, the task of recruiting and maintaining cloud resources appropriate for one's needs is itself a complex administrative task that can require a professional administrator or a dedicated effort to learn.
Variations on the cloud. The NIST definition of cloud computing describes a range of 'deployment models' 27 , including private clouds, where resources are made available only to users in an organization; community clouds, where several organizations share access to an otherwise private cloud; public clouds, where resources are available to the public (for example, commercial clouds); and hybrid clouds, where multiple deployment models are mixed. The hybrid cloud might be appropriate for an organization that The definition of 'cloud computing' is flexible in another respect: the resources on offer can range from lower-level computing infrastructure to higher-level platforms and even higher-level software. Infrastructure as a service (IaaS) refers to the renting out of capabilities as low-level as computers, disk space and network bandwidth. The infrastructure can be used for nearly any Infrastructure as a service (IaaS) providers offer pay-as-you-go cloud computing infrastructure together with software layers that facilitate deployment.
b Software as a service (SaaS) providers offer cloud-based genomics data analysis, data sharing and collaboration tools that run on IaaS providers.
Metadata
Information about a data set, often pertaining to how and from where it was collected. For example, for a human data set, metadata might include sex, age, cause of death and sequencing protocol used.
Containers
Similar to 'virtual machines', containers are 'virtual computers' that enable the use of multiple, isolated services on a single platform. They can run in the context of another computer, using a portion of the host computer's resources. Docker and Singularity are two container management systems.
Firewalls
Barriers that prevent unwanted, perhaps insecure network traffic from reaching a protected network.
purpose, at the cost of greater effort spent on administration and maintenance. Platform as a service (PaaS) refers to the renting out of cloud-based platforms on which the user can run software. For instance, some commercial cloud providers offer platforms for running software built on the MapReduce programming model (reviewed in REF. 35 ). This gives the user the flexibility to run a range of software tools as long as each tool is compatible with the provided platform, but it requires much less administration and maintenance effort than IaaS. Software as a service (SaaS) refers to the renting out of software, which should be a familiar idea to users of Google products such as Gmail and Google Docs. In the genomics space, commercial SaaS companies (TABLE 3) provide cloud-based software for analysing sequencing data. Third parties have relevant SaaS offerings as well; for instance, preliminary PCAWG studies used a SaaS product called Elasticsearch to manage and index metadata 36,37 and other products called Logstash and Kibana to index and analyse logging data 36 .
Application to genomics
Advantages of cloud computing for genomics researchers. For scientific users, the cloud has two major advantages: reproducibility and global access. Cloud resources are rented in virtualized slices called instances. Providers advertise a stable menu of instance types, each with defined capabilities, for example, a certain processor speed, amount of disk space or amount of random-access memory. This predictability extends to the software running on the instances; the user decides exactly which software catalogue should be preinstalled, including the operating system and software. This approach has at least two benefits. First, it gives researchers easy access to a variety of common software setups, sidestepping the challenges associated with installing complex software. Second, it allows users, perhaps on opposite ends of the globe, to create near-identical hardware and software setups (FIG. 3) . This is crucial in a field that has seen reproducibility failures [38] [39] [40] and where many are calling for more rigorous accounting of factors, such as underlying software versions, that directly or indirectly affect computational analyses 41, 42 . Similar reproducibility advantages are possible on non-cloud computers using virtual machines 43, 44 and Docker 45 or Singularity 46 containers, tools that package software with all the necessary components to enable reproducible deployment in different computing environments (TABLE 4) . The cloud is also globally accessible. A user anywhere in the world can rent resources from a provider, regardless of whether the user is near a data centre. Data can be secured and controlled by the collaborators without having to navigate several institutions' firewalls. Team members can use the same commands to run the same analysis on the same (virtualized) hardware and software. This makes the cloud an attractive venue for large genomics collaborations and an important tool in the effort to promote robust sharing of genomics data 18, 47 . For example, the cloud is the home of the National Institutes of Health (NIH) Data Commons Pilot, an effort to increase avail ability and utility of data and software from NIH-funded efforts 48, 49 .
Revitalizing archived data. The 14 petabases of data stored in the SRA were obtained from more than 100,000 studies spanning many species, individuals, tissues, sequencing instruments and assays. The data are available to download, with the caveat that access to most human data, and a majority of the nucleotides in the SRA overall, is controlled-access, protected by dbGaP measures for maintaining privacy of donors 50 ; dbGaP refers to the Database of Genotypes and Phenotypes, which is the part of the SRA that houses controlled-access sequencing data. In short, the SRA gives researchers ready access to valuable data, some of it quite unique -for example, from individuals with rare phenotypes or from hard-to-obtain tissues -and does so at a scale that no one laboratory or institution could recreate. These data have enabled researchers to reproduce past findings or to 'borrow' data to address new questions. For example, one recent study gathered human RNA sequencing (RNA-seq) samples from various projects, including The Cancer Genome Atlas (TCGA) and ENCODE, to create a catalogue of long non-coding RNAs 51 . Another effort reanalysed RNA-seq data from modENCODE 52, 53 that detailed transcription in Drosophila melanogaster over developmental time. The reanalysis focused on gene expression in the endosymbiont Wolbachia pipientis and yielded new insights into gene expression patterns related to symbiosis 54 . Figure 2 | Cloud elasticity. Elasticity allows the user to rent resources while paying for only what is used. Imagine a scenario with two computational tasks to perform (coloured red and blue). The red task requires 36 computer-hours and runs on up to 8 computers simultaneously. The blue task requires 18 computer-hours and runs on up to 3 computers simultaneously. On a smaller cluster (left), both the tasks run sequentially and require 15 hours to complete. On a larger cluster (right), representing a cloud cluster, the tasks can run simultaneously and the red task can use its full complement of 8 computers. As a result, both tasks are completed within 6 hours. This ignores the fact that many more users are contending for cloud clusters than are contending for an institutional cluster. The greater number of users is mitigated by the fact that needs and timing vary from user to user. Cloud providers also provide incentives, such as spot pricing, to encourage renting at less busy times.
Nature Reviews | Genetics

Computers (n)
Small cluster
Hours
Large cluster
Public archives such as the SRA are comprehensive enough to allow researchers to ask and answer a broad range of sophisticated questions without generating new data. But to get new results from archived data sets, a researcher must secure storage space, perform large and time-consuming downloads and perform a computing-intensive reanalysis of the data, usually from scratch. Downloading, storing and analysing the data are resource-intensive and subject to bottlenecks, such as internet uplink speeds; many labs are not equipped for this, so valuable data go unused 6 . A second major obstacle is data quality of both raw data and metadata. Low-quality sequencing data may not pass typical quality control measures, and metadata such as platform, gender, age, tissue of origin and disease state may be incomplete or inaccurate. In the absence of reliable and automatic methods for dealing with poor-quality data and metadata -a problem receiving more attention 55 -researchers must approach public data cautiously.
Cloud computing addresses many problems posed by data archives. The cloud's elasticity allows users to scale computing resources in proportion to the amount of data being analysed, sidestepping constraints imposed by local clusters. Input data can be downloaded directly to the cloud computers that will process it, without first traversing a particular investigator's cluster. In some cases, data may already be preloaded into a cloud; for example, the ICGC data are available in the Cancer Genome Collaboratory 56 , an academic cloud computing resource. If data are protected, for example, by dbGaP, existing protocols make it possible to craft a compliant cloud-based computational setup 57 . Commands used to rent the cluster and run the software can be published or shared so that collaborators can do the same, avoiding inter-cluster compatibility issues.
Recent years have seen a series of studies applying cloud computing to study large collections of publicly archived data. ReCount 58 used Myrna 59 , a cloudenabled tool for calculating differential gene expression in large RNA-seq data sets, and computing resources rented from AWS to reanalyse 475 RNA-seq samples from 18 different experiments. This is a small data set by modern standards but constituted a large fraction of publicly available RNA-seq data in 2011. The ReCount resource consists of genome-wide expression values at the level of genes and exons, along with relevant metadata. The Intropolis 60 and recount2 (REF.
61
) efforts used AWS and a custom cloud-enabled RNAseq aligner 62 to reanalyse over 70,000 human samples spanning TCGA, GTEx and the SRA, releasing expression-level summaries at the level of splice junctions, exons, genes and individual genomic bases. The Toil effort 63 used a standardized computational pipeline and AWS to analyse nearly 20,000 samples spanning four major studies, including TCGA and GTEx, in under 4 days. After a total of approximately 1.3 million core hours of ana lysis using Spliced Transcripts Alignment to a Reference (STAR) 64 , RNA-seq by Expectation Maximization (RSEM) 65 and Kallisto 66 , the estimated cost for using discounted 'pre-emptible' (that is, excess) instances was about US$1.30 per sample, but a much lower per-sample cost of US$0.19 was achieved with an alternative pipeline using only Kallisto. Toil supports workflows written in the Common Workflow Language (CWL) 67 and can run the workflows in any major commercial cloud or OpenStack-based cloud and on many other clusters. Another effort used Google Cloud Platform to quantify transcript expression levels for over 12,000 RNA-seq samples from large cancer projects 68 . One of the pipelines proposed in this work, again based on Kallisto, was shown to achieve a cost of US$0.09 per sample, the lowest of any effort to date and a small fraction of the cost of sequencing.
More recently, preliminary PCAWG studies reanalysed data from several individual ICGC projects, Figure 3 | Cloud reproducibility. The cloud fosters reproducibility by enabling investigators to publish data sets to the cloud, including different versions thereof, without loss or modification of the previous data set. Other investigators, situated near or far geographically, can clone data sets within the cloud and apply customized software to perform their own analyses and derive new results. Independent investigators can copy original primary data sets, software and published results within the cloud to replicate published analyses (part a). Collaborating investigators can set up cloud-based virtual machine images that contain the software, configurations and scripts needed for specific computational analyses (part b). Customized machine images can be copied and shared with other investigators within the cloud for replicate analyses (not shown). Figure adapted a Data layer b System layer each studying different cancer types. The reanalysis spanned whole-genome sequencing data from 2,834 donors, including over 5,789 tumour and normal genomes. The vast computational needs, together with issues of data sovereignty, motivated the use of a distributed analysis strategy reminiscent of the 'grid computing' paradigm 69 , which predates cloud computing and has its own history of being applied to large-scale life science data sets 70 . Combined with similar efforts that used large local clusters rather than cloud computing 71 , the field has produced an array of uniformly processed and summarized data sets (TABLE 5) . While these developments are recent, we expect cross-study summaries such as recount2 and PCAWG to become popular starting points for studies that derive new conclusions from archived data. Of note, enabled by the cloud's predictable and transparent pricing, teams from around the world can publicly compete to build the most cost-efficient analysis software.
A shared computational laboratory. Given the complexity of genomics studies and the need to enrol patients in geographically dispersed study locations, collaboration on large-scale genomics sequencing projects across multiple sites is fairly common. Before a computational ana lysis begins, all relevant data are gathered at whichever site has the requisite computing capacity and expertise. If more than one site is to analyse the full data set, the data must be copied. The larger and the more decentralized the project, the more copies must be made 72 (FIG. 4a) . The cloud combats this challenge by providing a single common venue for data and computation (FIG. 4b) . Collaborators at the various sites can use computers located near the data. This approach is exemplified by the NCI CGC Pilots, which were launched in 2016 to facilitate the reanalysis and querying of large cancer genomics data sets such as TCGA (TABLE 1) . Two of the three platforms tested as part of the pilot, the Broad Institute's FireCloud 22 and Seven Bridges' CGC 23 , additionally allow users to upload their own data and perform analyses in workspaces that can be shared privately with collaborators or publicly with the broader community. Common ana lysis workflows are provided, but users can develop and share new workflows using CWL 67 74 has enabled the execution of sharable analysis workflows for free through its main public server, which uses computing hardware at the Texas Advanced Computing Center (TACC; part of the National Science Foundation (NSF)-supported Extreme Science and Engineering Discovery Environment (XSEDE)) 75 . Hardware allocated exclusively for Galaxy users spans the Rodeo cluster, with 256 processing cores and 2 TB of memory, and Corral, with 20 PB of disk space. Hardware shared with non-Galaxy users includes the Stampede cluster, with over 400,000 processing cores and 205 TB of memory. However, a registered user has a 250 GB disk space quota for their own data and is limited to running six concurrent jobs, each using at most 16 processing cores. Galaxy can also be used with the NSF-funded Jetstream resource 33 , a large-scale cloud computing resource that is part of XSEDE and broadly serves as an alternative to commercial cloud computing services. Investigators can request XSEDE allocations to use Jetstream, and analyses can be run on this platform through the Galaxy main server.
Collaboration using Galaxy is less direct than on FireCloud and CGC. Multiple collaborators do not manage an analysis in a shared workspace; rather, a single user completes all or part of an analysis and Galaxy records its history or the sequence of intermediate and final outputs. The history is then shared with another Galaxy user, who imports it, essentially creating a new branch of the history. The history can also be published for public consumption.
The Galaxy interface can run atop different computing infrastructures, and the community has set up more than 80 public servers in addition to the main server 76 . Users can also install Galaxy on cloud clusters using CloudMan 77 , which not only supports AWS for pay-as-you-go storage and computing but also private and public clouds that leverage OpenStack 30 or OpenNebula 31 . Globus Genomics 35 is an alternative way to use Galaxy on AWS. An initiative by the Computation Institute at the University of Chicago, Globus Genomics not only combines an enhanced Galaxy instance for workflow management with AWS for powering computational analyses 78 but also uses Globus Online 79 to speed up data transfer. Another way to analyse a distributed data set is to distribute the computation, that is to analyse each piece using computational resources near to it (FIG. 4c) . A layer of software coordinates computational activity across sites, turning them into a federated cloud that can run a common analysis workflow while enforcing colocalization of data and the computing infrastructure used to analyse them. This is the approach taken by the Collaborative Cancer Cloud (CCC), a partnership between Intel, Oregon Health and Science University, the Dana-Farber Cancer Institute and the Ontario Institute for Cancer Research
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. The CCC will be a platform that allows cancer researchers to search for patient omics data across multiple sites and perform analyses while keeping identifying information about patients secure 81 . A federated cloud approach is also being explored by the Global Alliance for Genomics and Health (GA4GH) 82 . GA4GH was formed in 2013 to facilitate legal and responsible sharing of genomic and clinical data across the globe. A federated cloud is a natural fit for sharing across borders: data may be housed in the originating jurisdiction, where control is maintained, while authorized access is available outside the jurisdiction through a common interface. Many collaborations already use the cloud to consolidate project data. ENCODE uses the DNAnexus platform for cloud-based analysis and data sharing, and DNAnexus in turn uses the infrastructure of AWS 83 . modENCODE and ICGC host their data sets in the cloud through AWS 84, 85 .
Genomics software development and boosting power. While the cloud can be viewed as an alternative way of running existing genomics software, it has also spurred new thinking on how to design software for large data sets. A typical approach is to take software originally designed to analyse a single sample on a single computer and then attempt to scale it by launching many simultaneous copies, each analysing a distinct sample. But the rise of cloud computing has driven advances in certain programming frameworks, MapReduce in particular 86 , that make it easier to scale software to the kinds of large clusters available from cloud providers. In return, the programmer must adhere to certain permitted programming patterns. A prime advantage of MapReduce is that it allows programs to scalably aggregate and sort data in-between computational steps. Importantly for genomics research, this makes it easier to analyse many samples at once, conferring greater power to find subtle effects 62 . MapReduce and similar frameworks have been used in variant calling 87, 88 , RNA-seq analysis 59, 62, 63 and chromatin immunoprecipitation followed by sequencing (ChIPseq) analysis 89 . Notably, the popular Genome Analysis Toolkit (GATK) variant caller 90 uses MapReduce to parallelize population-scale variant calling.
One way that authors of genomics tools have been coping with the variety of cloud resources is by standardizing the design of cloud-enabled software workflows and the engines they execute on. The GA4GH-DREAM Workflow Execution Challenge 91 , for example, is a competition where participants submit workflow execution engines that are then tested and compared on the basis of their ability to run workflows described in standard languages such as CWL 67 . We expect this trend to continue, eventually making it much easier for users to run large-scale analyses not just on a single cloud or cluster but across many.
By making it easier to leverage public data, cloud computing encourages another dimension of 'strength borrowing' . That is, researchers can use public data to boost the power available to analyse a locally generated data set, a paradigm that already prevails in microarray data analysis 8, 9, 12, 92 . We expect this trend to continue and evolve, even to the point that new sequencing data analyses are performed in the cloud and with the benefit of being able to 'see' across many past studies with important variables in common. RNASeq-er 93 and the University of California Santa Cruz (UCSC) Xena Functional Genomics Browser 94 show how this is already possible for RNA-seq data. For example, RNASeq-er enables researchers who have submitted unpublished sequencing data to the ArrayExpress archive 95 to automatically analyse that data, free of charge, using computational resources at the EMBL-EBI in the context of other public data in the archive. When the study is published and the data become public, the summarized results can be joined with those of the other published, archived studies. Thus, the researcher benefits before publication and the community benefits after.
Impact on funding
Academic clouds have the advantage of being cost-free to applicants working on relevant projects, but commercial clouds cost money. Depending on usage patterns and financial incentives, commercial clouds might cost more to use than a local cluster. Building and maintaining a local cluster is work-intensive, but initial costs are amortized over the cluster's lifetime. The marginal cost Analyses that require the full data sets are to be performed at multiple sites, requiring each of these sites to gather all portions of the data (part a). As more sites join the analysis, more copies must be made. Alternatively, sites can consolidate their data in a cloud-based data centre, where all analyses are performed (part b). Additionally, multiple sites can organize themselves into a federated cloud, where each analysis of the full data set is automatically coordinated to minimize data transfer (part c). Where possible, the computers located where the data are generated are used to analyse that subset. of undertaking one more computation is low; once hard disks have been purchased and set up, storing an additional GB of data is practically free. For laboratories that already own local infrastructure, this makes it harder to justify paying anew for cloud resources. Furthermore, institutions often subsidize indirect costs incurred by local clusters, such as electricity or space, making local resources more cost-effective.
That said, commercial clouds can also provide excess computational resources -variously called 'spot' , 'pre-emptible' or 'low-priority' instancesat a discount that can be substantial. Discounts of 70-80% are often possible 96 , and more complex adaptive schemes have achieved discounts of more than 90% 97 . In one example, the discounted resources were sufficient for one team to obtain over 1 million excess processors at once from AWS 98 . Commercial clouds also allow a degree of cost amortization through sustained use discounts, through use of partially prepaid 'dedicated' instances or through resellers or enterprise agreements.
Funders have traditionally viewed computing as a one-time expense yielding benefits that can be spread over future projects. The cloud model is radically different: all costs are on-going, and little to nothing is subsidized or amortized. But funders are beginning to make adjustments. For example, the NIH is funding cloud computing activities through its Commons Credit Pilot 99 as is the NSF through its BIGDATA programme 100 . Both programmes allow investigators to apply for cloud credits which are redeemable with major cloud providers. For example, although smaller than the commercial clouds, the NSF-funded Jetstream can handle cloud workloads free of charge through XSEDE programme grants 75 . Funders can further control costs for grantees by working to keep key genomic data sets stored in the cloud. The NIH and others are beginning to do this, as evidenced by the National Institute of Mental Health (NIMH) Data Archive 101 , the NCI CGC Pilots 22-24 and the Cancer Genome Collaboratory 56 . Keeping raw data in clouds at the outset greatly reduces the effort and cost of moving these data to the cloud computers doing the work. Cloud providers are aware of this advantage, with AWS and Google advertising availability of data from several large projects, including the 1000 Genomes Project 102 on their cloud storage services.
Privacy, security and regulation Much human-derived sequencing data, including most of the SRA, is restricted-access. Such 'dbGaP-protected' data 50 have been de-identified, and potential users must be approved by a data access committee and conduct their analysis in a way that maintains donor anonymity. dbGaP and the related European Genome-Phenome Archive (EGA) 103 serve as portals for protected data sets, providing a way to apply for access and an interface for downloading the encrypted data once approved.
The NIH outlines minimum security standards to be followed when analysing dbGaP-protected data 104 . These include encryption at rest (protected data stored on disks must be encrypted to foil potential eavesdroppers), encryption in flight (when protected data are transferred (for example, from the SRA to the cloud) they must be encrypted), implementation of strong password policies for users granted access and physical security (for example, locked doors) in the facility hosting the actual computers used for ana lysis. Importantly, these constitute a minimum standard. When applying to a data access committee, an institutional signing official with the authority to enter legal agreements on the institution's behalf must vouch that the application has been reviewed and that relevant policies and legalities are adhered to. Of not, some institutions may enforce stronger policies than those outlined by the NIH.
While the NIH initially disallowed analysis of protected data on commercial clouds, this policy was reversed in 2015 (REF.
105
). Since then, researchers have proposed ways to implement the minimum security measures using features of commercial clouds 57 . That said, users must still work carefully with their institutional signing officials to ensure such architectures are sufficient.
In Europe, data privacy laws vary widely between jurisdictions. Some laws require that data be stored only on servers located physically within the country of origin, a principle called 'data sovereignty' . This requirement has fuelled the development of clouds, usually based on OpenStack, with the physical footprints required for data sovereignty, for example, the Open Telekom cloud 106 and the proposed European Open Science Cloud 34 . For projects such as PCAWG, for which large computations are performed over cross-jurisdictional data, concerns over privacy and differing legislations have spurred the development of new systems that distribute and manage computational loads across many clouds and computing centres, each built with data sovereignty in mind 36, 37 . Issues of privacy and data sovereignty go deeper than we explore here, and we refer the reader to other reviews on this topic [107] [108] [109] . As scientific clouds continue to gain a foothold and as policies governing access to humanderived data continue to evolve, we expect readers will increasingly encounter secure application programming interfaces (APIs), such as the Seven Bridges API 110 , and the related ideas of authentication, authorization and identity federation (for overviews of these concepts, see REFS 111, 112 ).
Conclusions and perspectives
Cloud computing is changing how large computational resources are organized and procured. It is also changing how scientists in genomics and other fields collaborate and deal with vast archived data sets. We expect the role of cloud computing to grow: first, as a venue for large international collaborations; second, as a workhorse for indexing and summarizing valuable archived sequencing data; and third, as a storage medium for archived data.
As more archived data are housed in the cloud, the advantage of using cloud computers -which are physically proximate to the data and can therefore access them rapidly -also increases. As funders grow more cognizant of the cloud's capabilities, we expect that it will become increasingly easy to obtain funds in a manner that matches the rental model of the cloud.
Going forward, it will be important for biological researchers to understand the cloud and the new modes of analysis and collaboration it enables. This requires changes in how bioinformaticians -especially those who seek to deploy software and resources in the cloud -are trained. Computer scientists increasingly view cloud computing as a full-fledged classroom subject, but teaching it is not straightforward. It has been argued that this is in part because the educator cannot simply teach programming; to teach cloud computing requires us "to venture into operations, [operating systems], networking, and other applied areas" 113 . The variety of resources (public and private clouds) and paradigms (IaaS, PaaS and SaaS) means that part of the learner's challenge is simply to understand how a problem maps onto the various offerings available, which are still evolving. Fortunately, there are on-ramps that allow learners to familiarize themselves with cloud concepts; a good start would be to learn how to use Docker and Singularity, Vagrant and the Galaxy cloud version. To get started with a free science cloud, learners can apply for access to Jetstream 33 . Cloud computing is not a panacea, nor is it the only way to address the crucial issues that arise as scientists increasingly use large-scale genomics data to improve our understanding of biology and disease. But its relevance to many crucial problems in genomics todayscale, reproducibility, reusability and privacy -along with its recent successes in the field make it a crucial technology for computer scientists, bioinformaticians and life scientists to study and leverage going forward.
