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UNIQUENESS OF STABLE-LIKE PROCESSES
ZHEN-QING CHEN AND XICHENG ZHANG
Abstract. In this work we consider the following α-stable-like operator
(a class of pseudo-differential operator)
L f (x) :=
∫
Rd
[ f (x + σxy) − f (x) − 1α∈[1,2)1|y|61σxy · ∇ f (x)]νx(dy),
where the Le´vy measure νx(dy) is comparable with a non-degenerate
α-stable-type Le´vy measure (possibly singular), and σx is a bounded
and nondegenerate matrix-valued function. Under Ho¨lder assumption on
x 7→ νx(dy) and uniformly continuity assumption on x 7→ σx, we show
the well-posedness of martingale problem associated with the operator
L . Moreover, we also obtain the existence-uniqueness of strong solu-
tions for the associated SDE when σ belongs to the first order Sobolev
space W1,p(Rd) provided p > d(1+α∨1) and νx = ν is a non-degenerate
α-stable-type Le´vy measure.
1. Introduction
Let Lt be a d-dimensional Le´vy process. Consider the following stochas-
tic differential equation (abbreviated as SDE) in Rd:
dXt = σ(Xt−)dLt, X0 = x, (1.1)
where σ : Rd → Rd ⊗ Rd is a measurable function. It is well-known that
when σ is Lipschitz continuous, there exists a unique strong solution Xt(x)
to SDE (1.1) with infinitesimal generator
L f (x) :=
∫
Rd
[ f (x + σ(x)y) − f (x) − 1|y|61σ(x)y · ∇ f (x)]ν(dy),
where ν is the Le´vy measure of Lt.
Beyond the Lipschitz continuity assumption on σ, in the theory of SDEs,
there are two different notions associated to the existence-uniqueness: weak
existence-uniqueness (or uniqueness in law of weak solutions) and strong
existence-uniqueness (or pathwise uniqueness of weak solutions). Usually,
strong existence-uniqueness requires stronger regularity conditions on σ
than weak existence-uniqueness. When Lt is a Brownian motion and σ
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is uniformly non-degenerate and bounded continuous, in [15] Stroock and
Varadahan introduced the notion of martingale solutions, and studied the
well-posedness of SDE (1.1) in the weak sense. In [9], Krylov established
the existence of weak solutions to SDEs (1.1) when σ is uniformly non-
degenerate and bounded measurable. Recently, strong uniqueness for SDE
(1.1) driven by Brownian motion was proven in [18] when σ is uniformly
nondegenerate and belongs to the first order Sobolev space W1,ploc provided
p > d.
Nowadays, there has been a relatively complete theory for SDEs driven
by Brownian motion. However, in the case of discontinuous Le´vy pro-
cesses, there does not exist a satisfactory theory since the Le´vy measure
of Lt possess diversity and the associated Kolmogorov equation is nonlo-
cal. Such a feature brings us many difficulties. In particular, the study of
the associated nonlocal integro-partial differential equation becomes more
complicated, and strongly depends on the shape of the Le´vy measure. When
Lt is a cylindrical α-stable process and σ is bounded continuous and non-
degenerate, Bass and Chen [3] proved the existence and uniqueness of
weak solutions. Notice that in this case, the Le´vy measure is singular
with respect to the Lebesgue measure, and the argument is based on some
singular-integral estimates of pseudo-differential operators with singular
state-dependent symbols. When the Le´vy measure ν is absolutely continu-
ous, or more generally,
L
′ f (x) :=
∫
Rd
[ f (x + y) − f (x) − 1|y|61y · ∇ f (x)]κ(x, y)|y|d+α dy,
where α ∈ (0, 2), there are a lot of works devoting to the well-posedness
of the martingale problem associated to L ′ perturbed by some lower order
term under different assumptions (see [8, 11, 12, 1] and references therein).
To the best of our knowledge, the weakest assumptions on κ(x, y) are given
in [12], i.e., for some κ0, κ1 > 0 and γ ∈ (0, 1),
0 < κ0 6 κ(x, y) 6 κ1, |κ(x, y) − κ(x′, y)| 6 C|x − x′|γ.
The purpose of this work is to study the strong and weak uniqueness of
SDEs associated to the following more general Le´vy operator:
L
′′ f (x) :=
∫
Rd
[ f (x + σxy) − f (x) − 1|y|61σxy · ∇ f (x)]νx(dy)
+
∫
Rd
[ f (x + σ¯xy) − f (x) − 1|y|61σ¯xy · ∇ f (x)]ν¯x(dy),
where νx is comparable with a nondegenerate α-stable Le´vy measure, and ν¯x
is bounded by some β-stable Le´vy measure with 0 < β < α, σx is bounded
continuous and non-degenerate, σ¯x is bounded measurable. It should be
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observed that if νx(dy) and ν¯x(dy) are absolutely continuous with respect to
the Lebesgue measure, then by the change of variables, the operator L ′′
can be written as L ′ perturbed by some lower order term. Here we allow
νx(dy) to be singular so that it can cover SDE (1.1). Since the symbol of
L ′′ could be very singular along the axis, we can not use the theory of
the classical pseudo-differential operator to study the associated parabolic
equation. We shall use the Lp-maximal regularity of nonlocal operator es-
tablished recently in [20] to study the solvability of the nonlocal parabolic
equation associated with L ′′. After this, we shall study the existence and
uniqueness of martingale solutions associated with L ′′ by establishing a
Krylov’s type estimate.
Compared with the existing literatures, the novelty of this work lies in
the following two points:
(i) We do not assume that νx and ν¯x are absolutely continuous so that it
can be used to solve the following SDE:
dXt = σ(Xt)dLt + σ¯(Xt)d ¯Lt, (1.2)
where Lt and ¯Lt are two independent Le´vy processes, the Le´vy mea-
sure of Lt is comparable with a nondegenerate α-stable Le´vy measure,
and the Le´vy measure of ¯Lt is just bounded by a β-stable Le´vy measure
with β < α. In particular, the cylindrical Le´vy processes are allowed.
(ii) We do not make any Ho¨lder assumptions on σ(x) and σ¯(x) so that our
existence and uniqueness can cover most of the well-known results
such as the ones studied in [3] and [12].
This paper is organised as follows: In Section 2, we give some prelimi-
naries, and particularly, establish some auxiliary estimates. We believe that
part of them has some independent interest (for example, Theorem 2.10 be-
low). In Section 3, we study a quite general nonlocal parabolic equation
with space-time dependent coefficients, and establish the Lp-maximal solv-
ability by using Levi’s freezing coefficient argument. In Section 4, basing
on the main result in Section 3, we prove a Krylov’s type estimate for the
martingale problem associated with the nonlocal operator and then obtain
the well-posedness of the martingale problem. Finally, in Section 5, we also
prove a pathwise uniqueness result when σ is nondegenerate and belongs
to W1,ploc (Rd) with p > d(1 + α ∧ 1).
Convention: The letter C with or without subscripts will denote an unim-
portant constant, whose value may change in different places. Moreover,
A  B means that A 6 CB for some constant C > 0, and A ≍ B means that
C−1B 6 A 6 CB for some C > 1.
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2. Preliminaries
In this section, we introduce necessary spaces and lemmas for later use.
2.1. Sobolev spaces and embeddings. For α > 0 and p > 1, let Hα,p :=
(I − ∆)− α2 (Lp(Rd)) be the usual Bessel potential space with the norm
‖ f ‖α,p := ‖(I − ∆) α2 f ‖p ≍ ‖ f ‖p + ‖∆ α2 f ‖p,
where ‖ · ‖p denotes the usual Lp-norm and ∆ α2 = −(−∆) α2 is the fractional
Laplacian. For m ∈ N, an equivalent norm in Hm,p is given by
‖ f ‖m,p :=
m∑
k=0
‖∇k f ‖p,
where ∇k denotes the k-order gradient. Notice that the following interpola-
tion inequality holds (cf. [4]): for any β ∈ (0, α), p > 1 and f ∈ Hα,p,
‖∆ β2 f ‖p 6 Cd,p,α,β‖ f ‖1−
β
α
p ‖∆
α
2 f ‖
β
α
p 6 ε‖∆
α
2 f ‖p +Cε‖ f ‖p, ε > 0, (2.1)
and by the boundedness of Riesz’s transformation in Lp-spaces (cf. [14]),
‖∇ f ‖p ≍ ‖∆ 12 f ‖p, p > 1. (2.2)
The following lemma can be found in [18] and [14].
Lemma 2.1. (i) There exists a constant C = C(d) > 0 such that for any
f ∈ C1(Rd) and all x, y ∈ Rd,
| f (x) − f (y)| 6 C|x − y|(M|∇ f |(x) +M|∇ f |(y)),
where M|∇ f |(x) := supr>0 1|Dr |
∫
Dr
|∇ f (x+ z)|dz, and Dr := {x : |x| 6 r}.
(ii) For any p > 1, the maximal operator M is bounded from Lp to Lp.
The following two embedding results are more or less well known. For
the reader’s convenience, we provide their proofs here.
Lemma 2.2. For any m ∈ N, β ∈ (0, 1) and p > m/β, there is a constant
C = C(m, p, β) > 0 such that for any f : Rm → Lp and all (y0, δ) ∈ Rm×R+,∥∥∥∥ sup
|y−y0 |6δ
| f (y, ·) − f (y0, ·)|
∥∥∥∥
p
6 Cδβ sup
y,y′∈Dδ(y0)
‖ f (y, ·) − f (y′, ·)‖p
|y − y′|β ,
where Dδ(y0) := {y ∈ Rm : |y − y0| 6 δ}.
Proof. By considering y 7→ f (y, ·) − f (y0, ·) ∈ Lp, we may assume y0 = 0
and f (y0, ·) = 0. Let γ ∈ (mp , β). By Garsia-Rademich-Rumsey’s inequality
(see [15, Theorem 2.1.3] or [5, Lemma 23.2]), there is a constant C =
C(m, p, γ) > 0 such that for all x ∈ Rd,
sup
|y|6δ
| f (y, x)|p 6 Cδγp−m
∫
Dδ(0)
∫
Dδ(0)
| f (y, x) − f (y′, x)|p
|y − y′|m+γp dydy
′.
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Integrating both sides with respect to x, we get∥∥∥∥ sup
|y|6δ
| f (y, ·)
∥∥∥∥p
p
 δγp−m
∫
Dδ(0)
∫
Dδ(0)
‖ f (y, ·) − f (y′, ·)‖pp
|y − y′|m+γp dydy
′
 Kpδγp−m
∫
Dδ(0)
∫
Dδ(0)
|y − y′|−m+(β−γ)pdydy′  Kpδβp,
where K := supy,y′∈Dδ(0)
‖ f (y,·)− f (y′,·)‖p
|y−y′ |β . The proof is complete. 
Below, for 0 < S < T , we shall write
L
p(S , T ) := Lp([S , T ] × Rd) = Lp([S , T ]; Lp(Rd))
and
H
α,p(S , T ) := Lp([S , T ]; Hα,p).
Lemma 2.3. For any p > 1 and β ∈ (0, α(1 − 1p)), there exists a constant
C = C(d, p, α, β) > 0 such that for all t0 < t1,
‖u(t1) − u(t0)‖β,p 6 C(t1 − t0)1−
β
α
− 1p
(
‖∂tu‖Lp(t0 ,t1) + ‖u‖Hα,p(t0 ,t1)
)
,
provided that the right hand side is finite.
Proof. Since (1 − β
α
)p > 1, one can choose
γ ∈ (0, 1 − β
α
), δ ∈ (1 − (α(1−γ)−β)p
β
, 1)
such that
γp > 1, (α − β)(p + 1) > α + αγp − δβ. (2.3)
By Garsia-Rademich-Rumsey’s inequality again, there exits a constant C =
C(γ, p) > 0 such that for all t0 < t1,
‖u(t1) − u(t0)‖pβ,p 6 C(t1 − t0)γp−1
∫ t1
t0
∫ t
t0
‖u(t) − u(s)‖p
β,p
(t − s)1+γp dsdt. (2.4)
By the interpolation inequality (2.1) and Ho¨lder’s inequality, we have∫ t1
t0
∫ t
t0
‖u(t) − u(s)‖p
β,p
(t − s)1+γp dsdt

∫ t1
t0
∫ t
t0
‖u(t) − u(s)‖(α−β)p/αp ‖u(t) − u(s)‖βp/αα,p
(t − s)1+γp dsdt
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(∫ t1
t0
∫ t
t0
‖u(t) − u(s)‖pp
(t − s)((1+γp)α−δβ)/(α−β) dsdt
)(α−β)/α
×
(∫ t1
t0
∫ t
t0
‖u(t) − u(s)‖pα,p
(t − s)δ dsdt
)β/α
=: I1 × I2.
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To treat I1, we need the following elementary estimate: for any q > 0,∫ t1
t0
∫ t
t0
(
(t − s)q−2
∫ t
s
f (r)dr
)
dsdt 6 (t1 − t0)
q
q|1 − q| ‖ f ‖L1(t0,t1). (2.5)
Indeed, let
D :=
{
t ∈ (t0, t1) : lim
s↑t
(t − s)q
t − s
∫ t
s
f (r)dr = 0
}
.
Since f ∈ L1(t0, t1), by the Lebesgue differential theorem, D has full mea-
sure. Thus, for each t ∈ D , by the integration by parts formula, we have∫ t
t0
(
(t − s)q−2
∫ t
s
f (r)dr
)
ds = 1|1 − q|
∫ t
t0
(t − s)q−1 f (s)ds.
Hence,∫ t1
t0
∫ t
t0
(
(t − s)q−2
∫ t
s
f (r)dr
)
dsdt = 1|1 − q|
∫ t1
t0
∫ t
t0
(t − s)q−1 f (s)dsdt,
which in turn implies (2.5) by Fubini’s theorem.
Now, noticing that
‖u(t) − u(s)‖pp 6 (t − s)p−1
∫ t
s
‖∂ru(r)‖ppdr,
by (2.5) and (2.3), we have
I1  (t1 − t0)(1−
β
α
−γ)p− (1−δ)β
α ‖∂tu‖(α−β)p/αLp(t0 ,t1) .
For I2, we have
I2 
(∫ t1
t0
‖u(t)‖pα,p
∫ t
t0
ds
(t − s)δdt +
∫ t1
t0
‖u(s)‖pα,p
∫ t1
s
dt
(t − s)δds
)β/α
 (t1 − t0)
(1−δ)β
α
(∫ t1
t0
‖u(t)‖pα,pdt
)β/α
= (t1 − t0)
(1−δ)β
α ‖u‖βp/α
Hα,p(t0 ,t1).
Hence,∫ t1
t0
∫ t
t0
‖u(t) − u(s)‖p
β,p
(t − s)1+γp dsdt  (t1 − t0)
(1− β
α
−γ)p‖∂tu‖(α−β)p/αLp(t0 ,t1) ‖u‖
βp/α
Hα,p(t0 ,t1),
which together with (2.4) gives the desired estimate. 
For α ∈ (0, 2) and y ∈ Rd, we write
y(α) := y1|y|611α=1 + y1α∈(1,2),
and for a function f : Rd → R,
J (α)f (x, y) := f (x + y) − f (x) − y(α) · ∇ f (x). (2.6)
The following lemma is taken from [11, Lemma 5].
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Lemma 2.4. For α ∈ (0, 2) and p > d
α
∨ 1, there is a constant C =
C(p, d, α) > 0 such that for all f ∈ Hα,p,∥∥∥∥∥∥∥supy,0
|J (α)f (·, y)|
|y|α
∥∥∥∥∥∥∥
p
6 C‖∆ α2 f ‖p. (2.7)
The following lemma is direct by Sobolev’s embedding theorem.
Lemma 2.5. For α ∈ (0, 2), β ∈ (α, 2) and p > d
β−α ∨ 1, there is a constant
C = C(p, d, α, β) > 0 such that for all f ∈ Hβ,p,
sup
x
sup
y,0
|J (α)f (x, y)|
|y|α 6 C‖ f ‖β,p. (2.8)
2.2. Lp-estimate of Le´vy operators. Let L be the set of all Le´vy measures
ν on Rd, that is,
ν({0}) = 0,
∫
Rd
1 ∧ |x|2ν(dx) < +∞,
which is endowed with the weak convergence topology. For α ∈ (0, 2), let
L(α) ⊂ L be the set of all α-stable measure ν(α) with the form
ν(α)(Γ) :=
∫ ∞
0
(∫
Sd−1
1Γ(rθ)Σ(dθ)
r1+α
)
dr, Γ ∈ B(Rd), (2.9)
where Σ is a finite measure over the sphere Sd−1 (called spherical measure
of ν(α)), and we also require that
1α=1
∫
Sd−1
θΣ(dθ) = 0.
Let Md be the space of all real invertible d × d-matrix. The identity matrix
is denoted by I, and the transpose of a matrix σ is denoted by σ∗. Let S(Rd)
be the Schwartz rapidly decreasing function space.
Given ν ∈ L, σ ∈ Md and α ∈ (0, 2), we consider the following Le´vy
operator:
Lνσ f (x) :=
∫
Rd
J (α)f (x, σy)ν(dy), f ∈ S(Rd),
where J (α)f (x, σy) is defined by (2.6). Clearly,
Lνσ( f g)(x) − f (x)Lνσg(x) − g(x)Lνσ f (x)
=
∫
Rd
( f (x + σy) − f (x))(g(x + σy) − g(x))ν(dy). (2.10)
Let ψνσ be the symbol of operator Lνσ, i.e.,
L̂νσ f (ξ) = ψνσ(ξ) ˆf (ξ),
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where ˆf denotes Fourier’s transformation of f . It is easy to see that
ψνσ(ξ) :=
∫
Rd
(1 + iξ · σy(α) − eiξ·σy)ν(dy). (2.11)
In particular, if ν(dy) = |y|−d−αdy, then
ψν
I
(ξ) = cd,α|ξ|α and LνI f (x) = cd,α∆
α
2 f (x). (2.12)
We introduce the following notions.
Definition 2.6. (i) For ν(α) ∈ L(α), it is called non-degenerate if∫
Sd−1
|θ0 · θ|αΣ(dθ) , 0, ∀θ0 ∈ Sd−1,
where Σ is the spherical measure of ν(α). The set of all non-degenerate
α-stable measures is denoted by L(α)non.
(ii) For ν1, ν2 ∈ L, we say that ν1 is less than ν2 if
ν1(Γ) 6 ν2(Γ), Γ ∈ B(Rd),
and we simply write ν1 6 ν2 in this case.
The following lemma gives a characterization of non-degenerate Le´vy
measures.
Lemma 2.7. Let ν ∈ L, ν(α) ∈ L(α)non and σ ∈ Md. If ν > ν(α), then
Re(ψνσ(ξ)) > cα
(
inf
θ∈Sd−1
|σ∗θ|α inf
θ0∈Sd−1
∫
Sd−1
|θ0 · θ|αΣ(dθ)
)
|ξ|α, (2.13)
where cα only depends on α, and Σ is the spherical measure of ν(α).
Proof. By (2.11) and the change of variables, we have
Re(ψνσ(ξ)) =
∫
Rd
(1 − cos(ξ · σy))ν(dy) >
∫
Rd
(1 − cos(ξ · σy))ν(α)(dy)
=
∫ ∞
0
(∫
Sd−1
(1 − cos(rξ · σθ))Σ(dθ)
r1+α
)
dr
=
(∫ ∞
0
1 − cos r
r1+α
dr
) (∫
Sd−1
|ξ · σθ|αΣ(dθ)
)
>
(∫ ∞
0
1 − cos r
r1+α
dr
) (
inf
θ0∈Sd−1
∫
Sd−1
|θ0 · θ|αΣ(dθ)
)
|σ∗ξ|α,
which then gives (2.13). 
Next we show the continuous dependence of the symbol ψνσ with respect
to ν and σ. We need the following elementary estimate.
Lemma 2.8. Let a, b ∈ R. We have
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(i) If α ∈ (0, 1), then∫ ∞
0
(
| cos(ar) − cos(br)| + | sin(ar) − sin(br)|
) dr
r1+α
6 cα|a − b|α.
(ii) If α = 1, then for any β ∈ (0, 1),∫ ∞
0
(
| cos(ar) − cos(br)| + |(a − b)r1r6|a−b|−1 − (sin(ar) − sin(br))|
)dr
r2
6 cβ(|a| + |b|)1−β |a − b|β,
(iii) If α ∈ (1, 2), then∫ ∞
0
(
| cos(ar) − cos(br)| + |(a − b)r − (sin(ar) − sin(br))|
) dr
r1+α
6 cα(|a| + |b|)α−1 |a − b|,
Here cα and cβ only depends on α and β.
Proof. Below, we assume a , b.
(i) By | cos x − cos y| 6 |x − y| and | sin x − sin y| 6 |x − y|, we have∫ ∞
0
(| cos(ar) − cos(br)| + | sin(ar) − sin(br)|) dr
r1+α
6 2
∫ |a−b|−1
0
|a − b|dr
rα
+ 4
∫ ∞
|a−b|−1
dr
r1+α
6 cα|a − b|α.
(ii) By | sin x| 6 |x|β, we have∫ ∞
0
| cos(ar) − cos(br)|dr
r2
6 2
∫ ∞
|a−b|−1
dr
r2
+ |a − b|
∫ |a−b|−1
0
∫ 1
0
| sin(r(a(1 − s) + bs))|dsdr
r
6 2|a − b| + |a − b|(|a| + |b|)1−β
∫ |a−b|−1
0
r−βdr
6 cβ|a − b|β(|a| + |b|)1−β,
and by |1 − cos x| 6 |x|β,∫ ∞
0
|(a − b)r1r6|a−b|−1 − (sin(ar) − sin(br))|
dr
r2
6 |a − b|
∫ |a−b|−1
0
∫ 1
0
1 − cos(r(a(1 − s) + bs))dsdr
r
+ 2
∫ ∞
|a−b|−1
dr
r2
6 |a − b|(|a| + |b|)1−β
∫ |a−b|−1
0
r−βdr + 2|a − b| 6 cβ|a − b|β(|a| + |b|)1−β.
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(iii) By | sin x| 6 |x|, we have∫ ∞
0
| cos(ar) − cos(br)|
r1+α
dr
6 |a − b|
∫ ∞
0
∫ 1
0
| sin(r(a(1 − s) + bs))|dsdr
rα
6 |a − b|
(|a| + |b|)
∫ (|a|+|b|)−1
0
rdr
rα
+
∫ ∞
(|a|+|b|)−1
dr
rα

6 cα|a − b|(|a| + |b|)α−1,
and by |1 − cos x| 6 |x|,∫ ∞
0
|(a − b)r − (sin(ar) − sin(br))| dr
r1+α
6 |a − b|
∫ ∞
0
∫ 1
0
(1 − cos(r(a(1 − s) + bs)))dr
rα
6 |a − b|
(|a| + |b|)
∫ (|a|+|b|)−1
0
rdr
rα
+ 2
∫ ∞
(|a|+|b|)−1
dr
rα

6 cα|a − b|(|a| + |b|)α−1.
The proof is complete. 
Now we can show the following continuous dependence of symbol ψνσ
with respect to ν and σ.
Lemma 2.9. Let σ1, σ2 ∈ Md and ν1, ν2 ∈ L. Assume that for some ν(α) ∈
L(α) and K > 0,
ν1, ν2 6 ν
(α), |ν1 − ν2| 6 Kν(α), (2.14)
and for all 0 < r < R < ∞,
1α=1
∫
r<|y|<R
yνi(dy) = 0, i = 1, 2. (2.15)
(i) If α ∈ (0, 1), then
|ψν1σ1(ξ) − ψν2σ2(ξ)| 6 C(K + |σ1 − σ2|α)|ξ|α.
(ii) If α = 1, then for any β ∈ (0, 1),
|ψν1σ1(ξ) − ψν2σ2(ξ)| 6 C(K + |σ1 − σ2|β(|σ1| + |σ2|)1−β)|ξ|α.
(iii) If α ∈ (1, 2), then
|ψν1σ1(ξ) − ψν2σ2(ξ)| 6 C(K + |σ1 − σ2|(|σ1| + |σ2|)α−1)|ξ|α.
Here the constant C only depends on d, α, ν(α) and β.
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Proof. By (2.11), (2.14), (2.9) and the change of variables, we have
|Re(ψν1σ1(ξ) − ψν2σ1(ξ))| 6
∫
Rd
(1 − cos(ξ · σ1y))‖ν1 − ν2‖var(dy)
6 K
∫
Rd
(1 − cos(ξ · σ1y))ν(α)(dy)
6 K|σ1|α|ξ|α
(∫ ∞
0
1 − cos r
r1+α
dr
)
Σ(Sd−1),
and
|Re(ψν2σ1(ξ) − ψν2σ2(ξ))|
6
∫
Rd
| cos(ξ · σ1y) − cos(ξ · σ2y)|ν(α)(dy)
=
∫
Sd−1
(∫ ∞
0
| cos(rξ · σ1θ) − cos(rξ · σ2θ)|dr
r1+α
)
Σ(dθ),
which implies the desired estimate for the real part of ψν1σ1(ξ) − ψν2σ2(ξ) by
Lemma 2.8.
On the other hand, if α ∈ (0, 1), then
|Im(ψν1σ1(ξ) − ψν2σ1(ξ))| 6 K
∫
Rd
| sin(ξ · σ1y)|ν(α)(dy)
6 K|σ1|α|ξ|α
∫
Sd−1

∫ ∞
0
| sin(rσ̂∗1ξ · θ)|dr
r1+α
Σ(dθ)
6 K|σ1|α|ξ|α
(∫ ∞
0
(r ∧ 1)dr
r1+α
)
Σ(Sd−1),
where σ̂∗1ξ = σ∗1ξ/|σ∗1ξ|, and
|Im(ψν2σ1(ξ) − ψν2σ2(ξ))| 6
∫
Rd
| sin(ξ · σ1y) − sin(ξ · σ2y)|ν(α)(dy)
6
∫
Sd−1
(∫ ∞
0
|rξ · σ1θ − sin(rξ · σ2θ)|dr
r1+α
)
Σ(dθ);
if α = 1, then by (2.15),
|Im(ψν1σ1(ξ) − ψν2σ1(ξ))|
=
∣∣∣∣∣
∫
Rd
(ξ · σ1y1|y|6|σ∗1ξ|−1 − sin(ξ · σ1y))(ν1 − ν2)(dy)
∣∣∣∣∣
6 K
∫
Rd
|ξ · σ1y1|y|6|σ∗1ξ|−1 − sin(ξ · σ1y))|ν
(α)
1 (dy)
6 K|σ1|α|ξ|α
∫
Sd−1

∫ ∞
0
|rσ̂∗1ξ · θ1r61 − sin(rσ̂∗1ξ · θ)|dr
r1+α
Σ(dθ),
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and
|Im(ψν2σ1(ξ) − ψν2σ2(ξ))|
6
∫
Rd
|(ξ · (σ1 − σ2)y1|y|6|(σ1−σ2)∗ξ|−1
− (sin(ξ · σ1y) − sin(ξ · σ2y))|ν(α)(dy)
=
∫
Sd−1
( ∫ ∞
0
|(rξ · (σ1 − σ2)θ1r6|(σ1−σ2)∗ξ|−1
− (sin(rξ · σ1θ) − sin(rξ · σ2θ))| dr
r1+α
)
Σ(dθ);
if α ∈ (1, 2), then
|Im(ψν1σ1(ξ) − ψν2σ1(ξ))|
6 K
∫
Rd
|ξ · σ1y − sin(ξ · σ1y)|ν(α)(dy)
6 K|σ1|α|ξ|α
∫
Sd−1

∫ ∞
0
|rσ̂∗1ξ · θ − sin(rσ̂∗1ξ · θ)|dr
r1+α
Σ(dθ),
and
|Im(ψν2σ1(ξ) − ψν2σ2(ξ))|
6
∫
Rd
|(ξ · σ1y − sin(ξ · σ1y)) − (ξ · σ2y − sin(ξ · σ2y))|ν(α)(dy)
=
∫ ∞
0
(∫
Sd−1
| cos(rξ · σ1θ) − cos(rξ · σ2θ)|Σ(dθ)
r1+α
)
dr.
Combining the above calculations, and by Lemma 2.8 again, we obtain the
desired estimate for the image part of ψν1σ1(ξ) − ψν2σ2(ξ). 
Using Lemmas 2.7 and 2.9, the following results are proven in [20, The-
orem 4.3 and Corollary 4.4].
Theorem 2.10. (i) Let ν ∈ L, ν(α)1 , ν(α)2 ∈ L(α)non and σ ∈ Md, κ1, κ2 > 0.
Assume that
ν
(α)
1 6 ν 6 ν
(α)
2 , 1α=1
∫
r<|y|<R
yν(dy) = 0, 0 < r < R < ∞,
and
κ1|ξ| 6 |σ∗ξ| 6 κ2|ξ|, ξ ∈ Rd.
For any p > 1, there exists a constant C0 > 0 only depending on
d, p, α, ν(α)1 , ν
(α)
2 , κ1, κ2 such that for all f ∈ Hα,p,
C0‖∆ α2 f ‖p 6 ‖Lνσ f ‖p 6 C−10 ‖∆
α
2 f ‖p. (2.16)
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(ii) Let σ1, σ2 ∈ Md and ν1, ν2 ∈ L. Assume that for some ν(α) ∈ L(α) and
K, κ > 0,
ν1, ν2 6 ν
(α), |ν1 − ν2| 6 Kν(α), |σ1|, |σ2| 6 κ, (2.17)
and for all 0 < r < R < ∞,
1α=1
∫
r<|y|<R
yνi(dy) = 0, i = 1, 2. (2.18)
For any p > 1 and β ∈ (0, 1), there is a constant C1 > 0 only depending
on d, p, α, ν(α), κ, β such that for any f ∈ Hα,p,
‖Lν1σ1 f − Lν2σ2 f ‖p 6 C1(K + |σ1 − σ2|βα)‖∆
α
2 f ‖p, (2.19)
where
βα := α1α∈(0,1) + β1α=1 + 1α∈(1,2). (2.20)
3. Lp-maximal solution of linear nonlocal parabolic equation
In the remainder of this paper, we shall fix α ∈ (0, 2) and m ∈ N, and
consider the following measurable maps:
R+ × Rm ∋ (t, a) 7→ νt,a ∈ L, σt,a ∈ Md,
R+ × Rd ∋ (t, x) 7→ at,x ∈ Rm, bt,x ∈ Rd.
For a function f : R+ × Rd → Rk, where k ∈ N, the continuous modulus
function associated to f is defined by
~ f (ε) := sup
|x−x′ |6ε
sup
t>0
| f (t, x) − f (t, x′)|.
We make the following assumptions:
(HA) σt,a(t,·) and b are bounded, and for some ν(α)1 , ν(α)2 , ν(α)3 ∈ L(α)non,
ν
(α)
1 6 νt,a 6 ν
(α)
2 , 1α=1
∫
r<|y|<R
yνt,a(dy) = 0, 0 < r < R < ∞,
and for some γσ, γν ∈ (0, 1) and κ0 > 0,
~σ(ε) 6 κ0εγσ , |νt,a − νt,a′ | 6 |a − a′|γνν(α)3 , (3.1)
and limε→0(~a(ε) + ~b(ε)) = 0, and
κ1 := inf
t>0
inf
x∈Rd
inf
|θ|=1
|σt,a(t,x)θ| > 0. (3.2)
Consider the following operator
L u(x) := Ltu(x) := Atu(x) + Btu(x),
where Atu(x) := At,xu(x) with
At,zu(x) := Lνt,a(t,z)σt,a(t,z)u(x) + 1α=1bt,z · ∇u(x), (3.3)
and Bt is an abstract linear operator from Hα,p to Lp and satisfies that
13
(Hp0B ) For some p0 > 1 and any p > p0 and δ > 0, there exists a constant
Cδ > 0 such that for all u ∈ Hα,p and t > 0,
‖Btu‖p 6 δ‖∆ α2 u‖p +Cδ‖u‖p. (3.4)
Here At is the principal part of L , and Bt is a lower order perturbation
term. The reason of introducing the extra function a can be seen from the
following lemma, and the following examples should be kept in mind.
Let m = d, a(t, x) = x, σt,a(t,x) = σt,x and νt,a(t,x) = νt,x.
Let m = d2, νt,a = ν(α) for some ν(α) ∈ L(α)non and σt,a = a.
Let m = 1, νt,a = aνα for some ν(α) ∈ L(α)non and σt,a = σ.
 (Ex)
Lemma 3.1. For ε > 0, let χε be a bounded measurable function with
support in Dε :=
{
x ∈ Rd : |x| 6 ε}. Under (HA), for any p > mγσ(α∧1)∧γν
and β ∈ ( mpγσ , α ∧ 1), there is a constant C > 0 such that for all u ∈ Hα,p,
ε ∈ (0, 1) and (t, z) ∈ R+ × Rd,∥∥∥(Lνt,a(t,·)σt,a(t,·)u − Lνt,a(t,z)σt,a(t,z)u)χε(· − z)∥∥∥p 6 C(~a(ε))γσβ∧γν‖χε‖∞‖∆ α2 u‖p.
Proof. Fix (t, z) ∈ R+ × Rd and ε ∈ (0, 1). Let β ∈ ( mpγσ , α ∧ 1). By (HA) and(2.19), we have for all a1, a2 ∈ Rm with |ai − a(t, z)| 6 ~a(ε),
‖Lνt,a1σt,a1 u − L
νt,a2
σt,a2
u‖p 6 C1|a1 − a2|γσβ∧γν‖∆ α2 u‖p,
where C1 is independent of (t, z) and ε. Hence, by Lemma 2.2 with f (a, x) :=
Lνt,aσt,au(x), we have∥∥∥(Lνt,a(t,·)σt,a(t,·)u − Lνt,a(t,z)σt,a(t,z)u)χε(· − z)∥∥∥p
6
∥∥∥∥ sup
|y−z|6ε
∣∣∣Lνt,a(t,y)σt,a(t,y)u − Lνt,a(t,z)σt,a(t,z)u∣∣∣∥∥∥∥p‖χε‖∞
6
∥∥∥∥ sup
|a−a(t,z)|6~a(ε)
∣∣∣Lνt,aσt,au − Lνt,a(t,z)σt,a(t,z)u∣∣∣∥∥∥∥p‖χε‖∞
6 C2
(
~a(ε))γσβ∧γν‖∆ α2 u‖p‖χε‖∞.
The proof is complete. 
For the simplicity of notation, we shall write
L
p(T ) := Lp(0, T ), Hα,p(T ) := Hα,p(0, T )
and
U
α,p(T ) := Hα,p(T ) ∩ {∂tu ∈ Lp(T )}.
The aim of this section is to prove that
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Theorem 3.2. Suppose that (HA) and (Hp0B ) hold. Let p > dα∧1 ∨ mγσ(α∧1)∧γν ∨
p0 and T > 0. For any λ > 0 and f ∈ Lp(T ), there exists a unique uλ ∈
U
α,p(T ) such that for all t ∈ [0, T ],
uλ(t) =
∫ t
0
(Ls − λ)uλ(s)ds +
∫ t
0
f (s)ds in Lp. (3.5)
Moreover, we have
‖uλ(t)‖pp 6 Cp
(
1
λ
∧ t
)p−1 ∫ t
0
‖ f (s)‖ppds, (3.6)
and
‖uλ‖Uα,p(T ) 6 Cp‖ f ‖Lp(T ), (3.7)
where the constant Cp is independent of λ.
3.1. Case of B = 0 and νt,a = νt, σt,a = σt, bt,x = bt. In this subsec-
tion, we first consider the case of constant coefficients. Let N(dt, dy) be the
Poisson random measure with intensity measure νt(dy)dt. Let ˜N(dt, dy) :=
N(dt, dy) − νt(dy)dt be the compensated random martingale measure. For
t > 0, define
Xt := 1α=1
∫ t
0
brdr +
∫ t
0
∫
Rd
σry(α) ˜N(dr, dy)
+ 1α∈(0,1)
∫ t
0
∫
Rd
σryN(dr, dy).
(3.8)
For ϕ ∈ C2b(Rd), by Itoˆ’s formula we have
Eϕ(x + Xt − Xs) = ϕ(x) + 1α=1E
∫ t
s
br · ∇ϕ(x + Xr − Xs)dr
+ E
∫ t
s
∫
Rd
J (α)ϕ (x, Xr − Xs + σry)νr(dy)dr.
Thus, if we let
Tt,sϕ(x) := Eϕ (x + Xt − Xs) , (3.9)
then
Tt,sϕ(x) = ϕ(x) +
∫ t
s
ArTr,sϕ(x)dr.
The following result is a simple application of [20, Theorem 4.2].
Theorem 3.3. For and T > 0, p > 1 and f ∈ Lp(T ), let
uλ(t, x) :=
∫ t
0
e−λ(t−s)Tt,s f (s, x)ds.
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Under (HA), uλ is the unique solution of equation (3.5) with
‖uλ(t)‖pp 6
(
1 − e−λt
λ
)p−1 ∫ t
0
e−λ(t−s)‖ f (s)‖ppds, (3.10)
and for some C = C(p, d, α, κ0, ν(α)1 , ν(α)2 ) > 0,
‖uλ‖Uα,p(T ) 6 C‖ f ‖Lp(T ). (3.11)
Proof. It suffices to prove estimates (3.6) and (3.7). By a mollifying tech-
nique, we may assume that f ∈ Lp([0, T ];∩β>0Hβ,p).
Let N(1)(dt, dy) and N(2)(dt, dy) be two independent Poisson random mea-
sures with intensity measures ν(α)1 (dy)dt and (νt(dy)−ν(α)1 (dy))dt respectively,
where ν(α)1 is the lower bound of νt from (HA). Let X(2)t be defined by (3.8)
in terms of N(2), and X(1)t be defined by
X(1)t :=
∫ t
0
∫
Rd
σry(α) ˜N(1)(dr, dy) + 1α∈(0,1)
∫ t
0
∫
Rd
σryN(1)(dr, dy).
Set for ϕ ∈ C2b(Rd),
T (i)t,s ϕ(x) := Eϕ
(
x + X(i)t − X(i)s
)
, i = 1, 2.
Since X(1)· and X(2)· are independent and
X(1)· + X(2)·
(d)
= X·,
we have
Tt,sϕ(x) = T (2)t,s T (1)t,s ϕ(x) = ET (1)t,s ϕ(x + X(2)t − X(2)s ).
Thus, by Jensen’s inequality and [20, Theorem 4.2], there exits a constant
C = C(d, p, α, κ0, ν(α)1 ) > 0 such that∫ T
0
‖∆ α2 uλ(t)‖ppdt 6 E
∫ T
0
∥∥∥∥∥∥∆ α2
∫ t
0
e−λ(t−s)T (1)t,s f (s, · + X(2)t − X(2)s )ds
∥∥∥∥∥∥
p
p
dt
= E
∫ T
0
∥∥∥∥∥∥∆ α2
∫ t
0
e−λ(t−s)T (1)t,s f (s, · − X(1)s )ds
∥∥∥∥∥∥
p
p
dt
6 CE
∫ T
0
∥∥∥ f (s, · − X(1)s )∥∥∥pp ds = C
∫ T
0
‖ f (s)‖ppds. (3.12)
On the other hand, by Minkowskii and Ho¨lder’s inequalities, we have
‖u(t)‖pp 6
(∫ t
0
e−λ(t−s)‖Tt,s f (s)‖pds
)p
6
(∫ t
0
e−λ(t−s)‖ f (s)‖pds
)p
6
(
1 − e−λt
λ
)p−1 ∫ t
0
e−λ(t−s)‖ f (s)‖ppds,
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which then gives (3.10). Moreover, by Fubini’s theorem, we also have∫ T
0
‖u(t)‖ppdt 6
1
λp
∫ T
0
‖ f (s)‖ppds,
which together with (3.5), (3.22) and (3.12) yields
‖∂tu‖Lp(T ) 6 ‖Au‖Lp(T ) + λ‖u‖Lp(T ) + ‖ f ‖Lp(T ) 6 C‖ f ‖Lp(T ).
The proof is complete. 
3.2. Freezing function and auxiliary estimates. Let p > 1 and φ ∈ C∞c (Rd)
be a nonnegative symmetric function with support in the unit ball and satisfy∫
Rd
φp(x)dx = 1.
For δ ∈ (0, 1), let us set
φz
δ
(x) := δ−d/pφ(δ−1(x − z)). (3.13)
Then
‖φ·δ(x)‖pp = 1, ∀x ∈ Rd, (3.14)
and {φz
δ
(·), δ ∈ (0, 1), z ∈ Rd} will serve as a family of freezing functions as
shown in the following two crucial lemmas.
Lemma 3.4. For p > 1 and δ ∈ (0, 1), there exist two constants C1,C2 > 0
depending only on d, p, α, δ and φ such that for all u ∈ Hα,p,
1
2‖∆
α
2 u‖p − C1‖u‖p 6
(∫
Rd
‖∆ α2 (uφz
δ
)‖ppdz
) 1
p
6
3
2‖∆
α
2 u‖p +C2‖u‖p. (3.15)
Proof. By (2.12) and (2.10), we have
Iz
δ
(x) := ∆ α2 (uφz
δ
)(x) − φz
δ
(x)∆ α2 u(x) − u(x)∆ α2 φz
δ
(x)
= c−1d,α
∫
Rd
(u(x + y) − u(x))(φz
δ
(x + y) − φz
δ
(x)) dy|y|d+α .
(3.16)
By definitions, it is easy to see that∫
Rd
|∆ α2 φz
δ
(x)|pdz =
∫
Rd
|∆ α2 φδ(z)|pdz < ∞, (3.17)
and
sup
x∈Rd
(∫
Rd
|φz
δ
(x + y) − φz
δ
(x)|pdz
) 1
p
6 (Cδ|y|) ∧ 2. (3.18)
Moreover, for any β ∈ (0, 1), by (2.7) we also have
‖u(· + y) − u(·)‖p 6 Cd,β|y|β‖∆
β
2 u‖p. (3.19)
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Hence, for any β ∈ (0, 1 ∧ α), using (3.17), (3.18) and (3.19), and by
Minkowskii’s inequality and interpolation inequality (2.1), we derive that(∫
Rd
∫
Rd
|Iz
δ
(x)|pdxdz
) 1
p
6 Cδ‖u‖p + Cδ‖∆
β
2 u‖p 6 12‖∆
α
2 u‖p + Cδ‖u‖p. (3.20)
Substituting this into (3.16) and using (3.14), we obtain (3.15). 
Lemma 3.5. Under (HA), for any p > dα∧1 ∨ mγσ(α∧1)∧γν , there is a function
ℓ(δ) with limδ→0 ℓ(δ) = 0 such that for all u ∈ Hα,p and t > 0,(∫
Rd
‖(Atu)φzδ − At,z(uφzδ)‖ppdz
)1/p
6 ℓ(δ)‖∆ α2 u‖p + Cδ‖u‖p. (3.21)
In particular,
‖Atu‖p 6 C‖u‖α,p. (3.22)
Proof. In the following we shall drop the time variable since it does not play
any role in the proof. First of all, by (3.14), it is easy to see that∫
Rd
‖(b· · ∇u)φzδ − bz · ∇(uφzδ)‖ppdz 
∫
Rd
‖((b· − bz) · ∇u)φzδ‖ppdz
+ ‖b‖p∞
∫
Rd
‖u∇φz
δ
‖ppdz 6 ~b(δ)p‖∇u‖pp + δ−p‖b‖p∞‖u‖pp‖∇φ‖pp. (3.23)
Below, for the simplicity of notation, we write
µx := νa(x), Θx := σa(x).
Let χ : Rd → [0, 1] be a smooth function with χ(x) = 1 for |x| < 2 and
χ(x) = 0 for |x| > 4. For δ ∈ (0, 1), let χz
δ
(x) := χ(δ−1(x − z)). Let us write
φz
δ
(x)Lµx
Θx
u(x) − Lµz
Θz
(uφz
δ
)(x) = Iz1(x) + Iz2(x) − Iz3(x),
where
Iz1(x) :=
(Lµx
Θx
(uφz
δ
)(x) − Lµz
Θz
(uφz
δ
)(x))χz
δ
(x),
Iz2(x) :=
(Lµx
Θx
(uφz
δ
)(x) − Lµz
Θz
(uφz
δ
)(x)))(1 − χz
δ
(x)),
Iz3(x) := u(x)LµxΘxφzδ(x) +
∫
Rd
(
u(x + Θxy) − u(x))
× (φz
δ
(x + Θxy) − φzδ(x)
)
µx(dy).
For Iz1(x), by Lemma 3.1 and (3.15), we have for β ∈ (0, α ∧ 1),(∫
Rd
‖Iz1‖ppdz
)1/p
6 C(~a(4δ))γσβ∧γν (∫
Rd
‖∆ α2 (uφz
δ
)‖ppdz
)1/p
6 C(~a(4δ))γσβ∧γν‖∆ α2 u‖p + Cδ‖u‖p.
(3.24)
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Noticing that
χz
δ
(x) = 1, |x − z| 6 2δ, φz
δ
(x) = 0, |x − z| > δ,
by the definition of Lµx
Θx
and 1α=1
∫
r<|y|<R yµx(dy) = 0, it is easy to see that
‖Iz2‖pp 6
∫
Rd
∣∣∣∣∣∣
∫
|y|> δ
κ
J (α)
uφz
δ
(x,Θxy)µx(dy) −
∫
|y|> δ
κ
J (α)
uφz
δ
(x,Θzy)µz(dy)
∣∣∣∣∣∣
p
dx
=
∫
Rd
∣∣∣∣∣∣
∫
|y|> δ
κ
J (θ)
uφz
δ
(x,Θxy)µx(dy) −
∫
|y|> δ
κ
J (θ)
uφz
δ
(x,Θzy)µz(dy)
∣∣∣∣∣∣
p
dx,
where κ := ‖σa‖∞, and θ ∈ ( dp , α) for α ∈ (0, 1] and θ ∈ (1, α) for α ∈ (1, 2).
Noticing that∫
Rd
∣∣∣∣∣∣supy,0
(
|y|−θ|J (θ)
uφz
δ
(x,Θxy)|
)∣∣∣∣∣∣
p
dx 6 ‖σa‖pθ∞
∫
Rd
∣∣∣∣∣∣supy,0
(
|y|−θ|J (θ)
uφz
δ
(x, y)|
)∣∣∣∣∣∣
p
dx,
by (2.7), (3.15) and (2.1), we have(∫
Rd
‖Iz2‖ppdz
)1/p

(∫
Rd
‖∆ θ2 (uφz
δ
)‖ppdz
)1/p ∫
|y|> δ
κ
|y|θν(α)2 (dy)
 Cδ
(‖∆ θ2 u‖p + ‖u‖p) 6 δ‖∆ α2 u‖p +Cδ‖u‖p. (3.25)
On the other hand, by definition, it is easy to see that
sup
x
∫
Rd
|Lµx
Θx
φz
δ
(x)|pdz 6 Cδ
and
sup
x∈Rd
(∫
Rd
|φz
δ
(x + Θxy) − φzδ(x)|pdz
) 1
p
6 (Cδ|y|) ∧ 2.
Moreover, for any β ∈ ( dp , α ∧ 1), by (2.7) we also have
‖u(· + Θ·y) − u(·)‖p 6 Cd,β|y|β‖∆
β
2 u‖p.
For Iδ3(z, x), as in estimating (3.20), we have(∫
Rd
‖Iz3‖ppdz
)1/p
6 δ‖∆ α2 u‖p + Cδ‖u‖p. (3.26)
Combining (3.23)-(3.26), we obtain (3.21).
Finally, by (3.14), (2.16), (3.21) and (3.15), we have
‖Atu‖p =
(∫
Rd
‖(Atu)φzδ‖ppdz
)1/p
6
(∫
Rd
‖At,z(uφzδ)‖ppdz
)1/p
+
(∫
Rd
‖(Atu)φzδ − At,z(uφzδ)‖ppdz
)1/p
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
(∫
Rd
‖∆ α2 (uφz
δ
)‖ppdz
)1/p
+ ‖u‖α,p  ‖u‖α,p.
The proof is complete. 
3.3. Proof of Theorem 3.2. We divide the proof into two steps.
(1) We first prove the a priori estimates (3.6) and (3.7). Let ̺ : Rd → R+ be
a smooth function with support in the unit ball and
∫
̺ = 1. For ε ∈ (0, 1),
let ̺ε(x) := ε−d̺(ε−1x). Taking convolutions for both sides of (3.5) with
respect to ̺ε, we have
∂tu
ε
λ = (L − λ)uελ + hε, (3.27)
where uε
λ
:= uλ ∗ ̺ε and
hε := f ∗ ̺ε + (L uλ) ∗ ̺ε −L (uλ ∗ ̺ε).
By (3.22), (Hp0B ) and the property of convolutions, we have
lim
ε→0
∫ T
0
‖hε(t) − f (t)‖ppdt = 0.
Below, we use the method of freezing the coefficients to prove that for all
T > 0 and t ∈ [0, T ],
‖uελ(t)‖pp 6 C
(
1
λ
∧ t
)p−1 ∫ t
0
‖hε(s)‖ppds, ‖uελ‖Uα,p(T ) 6 C‖hε‖Lp(T ), (3.28)
where the constant C is independent of ε and λ. After proving this estimate,
(3.6) and (3.7) immediately follows by Fatou’s lemma and taking limits for
(3.28).
Let φδz be defined by (3.13). For the simplicity of notation, we drop the
subscript ε, λ and δ below. Multiplying both sides of (3.27) by φz, we have
∂t(uφz) = (At,z − λ)(uφz) + gφz ,
where
gφz := (Au)φz − At,z(uφz) + (Bu + h)φz.
By Lemma 3.4 and Theorem 3.3, we have
‖∆ α2 u‖Lp(T ) 6 32
(∫
Rd
‖∆ α2 (uφz)‖pLp(T )dz
)1/p
+ ‖u‖Lp(T )
6 C
(∫
Rd
‖gφz ‖pLp(T )dz
)1/p
+Cδ‖u‖Lp(T ). (3.29)
Recalling ‖φ·(x)‖pp = 1, by definitions, Lemmas 3.5 and (Hp0B ), we have(∫
Rd
‖gφz (t)‖ppdz
)1/p
6
(∫
Rd
‖(Atu)φz − At,z(uφz)‖ppdz
)1/p
+ ‖(Bu + h)(t)‖p
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6 (ℓ(δ) + δ)‖∆ α2 u(t)‖p +Cδ‖u(t)‖p + ‖h(t)‖p. (3.30)
Substituting this into (3.29) and letting δ be small enough, we obtain
‖∆ α2 u‖Lp(T ) 6 C
(‖u‖Lp(T ) + ‖h‖Lp(T )) . (3.31)
On the other hand, by Theorem 3.3, we also have for all t ∈ [0, 1],
‖u(t)‖pp =
∫
Rd
‖(uφz)(t)‖ppdz 6 C
(
1
λ
∧ t
)p−1 ∫ t
0
∫
Rd
‖gφz (s)‖ppdzds,
which together with (3.30), (3.31) gives
‖u(t)‖pp 6 C
(
1
λ
∧ t
)p−1 (∫ t
0
(‖u(s)‖pp + ‖h(s)‖pp)ds
)
.
By Gronwall’s inequality, we obtain
‖u(t)‖pp 6 C
(
1
λ
∧ t
)p−1 ∫ t
0
‖h(s)‖ppds, (3.32)
which together with (3.31) yields (3.28).
(2) In this step we use the classical continuity method to prove the exis-
tence of solutions (cf. [9]). For τ ∈ [0, 1], define an operator
Uτ := ∂t − τ(L − λ) − (1 − τ)Lν
(α)
1 .
By (3.22) and (3.4), it is easy to see that
Uτ : Uα,p(T ) → Lp(T ). (3.33)
For τ = 0 and f ∈ Lp(T ), by Theorem 3.3, there is a unique u ∈ Uα,p(T )
such that
U0u = ∂tu − Lν
(α)
1 u = f .
Suppose now that for some τ0 ∈ [0, 1), and for any f ∈ Lp(T ), the equation
Uτ0u = f
admits a unique solution u ∈ Uα,p(T ). Under this assumption, for fixed
f ∈ Lp(T ) and τ ∈ [τ0, 1], and for any u ∈ Uα,p(T ), by (3.33), the equation
Uτ0w = f + (Uτ0 − Uτ)u (3.34)
admits a unique solution w ∈ Uα,p(T ). Introduce an operator
Q fτ : u 7→ w = Q fτu.
We now use the apriori estimate (3.7) to show that there exists an ε > 0
independent of τ0 such that for all τ ∈ [τ0, τ0 + ε],
Q fτ : Uα,p(T ) → Uα,p(T )
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is a contraction operator. Let u1, u2 ∈ Uα,p(T ) and wi = Q fτui, i = 1, 2. By
equation (3.34), we have
Uτ0(w1 − w2) = (Uτ0 − Uτ)(u1 − u2) = (τ0 − τ)((L − λ) − Lν
(α)
1 )(u1 − u2).
By (3.7), (3.22) and (3.4), it is not hard to see that
‖Q fτu1 − Q fτu2‖Uα,p(T ) = ‖w1 − w2‖Uα,p(T )
6 C|τ0 − τ| · ‖((L − λ) − Lν
(α)
1 )(u1 − u2)‖Lp(T )
6 C0|τ0 − τ| · ‖u1 − u2‖Uα,p(T ),
where C0 is independent of τ, τ0 and u1, u2, f . Taking ε = 1/(2C0), one sees
that for all τ ∈ [τ0, τ0 + ε],
Q fτ : Uα,p(T ) → Uα,p(T )
is a 1/2-contraction operator. By the fixed point theorem, for each τ ∈
[τ0, τ0 + ε], there exists a unique u ∈ Uα,p(T ) such that
Q fτu = u,
which means that
Uτu = f .
Now starting from τ = 0, after repeating the above construction [1
ε
] + 1-
steps, one obtains that for any f ∈ Lp(T ),
U1u = f
admits a unique solution u ∈ Uα,p(T ).
4. Uniqueness of martingale solutions
Let M (Rd) be the set of all signed measures over Rd endowed with weak
convergence topology. In this section, we shall take B as the following
concrete form: for some α¯ ∈ (0, α),
Btu(x) :=
∫
Rd
J (α¯)u (x, σ¯t,xy)ν¯t,x(dy) + 1α∈(1,2) ¯bt,x · ∇u, (4.1)
where
R+ × Rd ∋ (t, x) 7→ σ¯t,x ∈ Md, ν¯t,x ∈ M (Rd), ¯bt,x ∈ Rd
are Borel measurable and satisfy that
(H′B) σ¯ and ¯b are bounded, and |ν¯t,x| 6 ν(α¯)4 for some ν(α¯)4 ∈ L(α¯)non.
The following lemma is direct by definition and Lemma 2.4.
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Lemma 4.1. Under (H′B), we have∣∣∣∣∣
∫
Rd
J (α¯)u (x, σ¯t,xy)ν¯t,x(dy)
∣∣∣∣∣ 6 ‖σ¯‖θ1∞ sup
y,0
J (θ1)u (x, y)
|y|θ1
∫
|y|61
|y|θ1ν(α¯)4 (dy)
+ ‖σ¯‖θ2∞ sup
y,0
J (θ2)u (x, y)
|y|θ2
∫
|y|>1
|y|θ2ν(α¯)4 (dy) + 1α¯=1ν(α¯)4 (|y| > 1)|∇u(x)|,
where θ2 < α¯ < θ1 are chosen in the following way:
θ1 ∈ (α¯, α ∧ 1), θ2 ∈ (0, α¯), α¯ ∈ (0, 1);
θ1 ∈ (1, α), θ2 ∈ (0, 1), α¯ = 1;
θ1 ∈ (α¯, α), θ2 ∈ (1, α¯), α¯ ∈ (1, 2).
In particular, (Hp0B ) holds with p0 = dα¯ ∨ 1.
Let Ω = D(R+;Rd) be the space of all right continuous functions with
left hand limits, which is endowed with the Skorokhod metric. Let
Xt(ω) := ωt
be the coordinate process on Ω, and
Ft := σ
{
Xs : s ∈ [0, t]
}
, F := F∞.
Definition 4.2. (i) (Martingale solution) For fixed (s, x) ∈ R+×Rd, we say
that a probability measure P on (Ω,F ) is a solution to the martingale
problem for L starting from (s, x) if P(Xr = x, r ∈ [0, s]) = 1 and for
all ϕ ∈ C∞c (Rd),
t 7→ ϕ(Xt) −
∫ t
s
Lrϕ(Xr)dr =: Mϕt , t > s,
is an Ft-martingale under P. The set of all martingale solutions to the
martingale problem for L with starting point (s, x) is denoted by ΓLs,x.
(ii) (Krylov’s type estimate) Let P ∈ ΓLs,x. One says that Krylov’s type
estimate holds for P if for some p1 > 1 and any p > p1 and T > s,
there exits a constant C > 0 such that for all s 6 t1 6 t2 6 T and
f ∈ Lp(T ),
E
(∫ t2
t1
f (s, Xs)ds
∣∣∣∣Ft1
)
6 C‖ f ‖Lp(T ).
All the martingale solutions with the above property is denoted by ˜ΓLs,x.
Remark 4.3. Under (HA) and (H′B), by suitable approximation, for any
u ∈ C(R+; H∞) with ∂tu ∈ L1loc(R+; H∞),
t 7→ u(t, Xt) −
∫ t
s
(∂r +Lr)u(r, Xr)dr
is still an Ft-martingale after time s.
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We now show the following important Krylov’s type estimate.
Theorem 4.4. Assume that (HA) and (H′B) hold. For any T > 0 and p >
m
γσ(α∧1)∧γν ∨
d
α¯
∨
(
d
α
+ 1
)
∨ d
α∧1 , there exists a constant C > 0 only depending
on the bounds and parameters appearing in (HA) and (H′B) such that for
any (s, x) ∈ [0, T ] × Rd and P ∈ ΓLs,x, any s 6 t1 6 t2 6 T and f ∈ Lp(s, T ),
if for some γ0 ∈ (0, 1),
sup
ε∈(0,1)
(
(~a(ε) + ~b(ε))ε−γ0
)
< +∞, (4.2)
then it holds that for any β ∈ ( dp , α(1 − 1p)),
E
(∫ t2
t1
f (r, Xr)dr
∣∣∣∣Ft1
)
6 C(t2 − t1)1−
β
α
− 1p ‖ f ‖Lp(s,T ), (4.3)
where the expectation E is taken with respect to P.
Proof. Below, without loss of generality, we assume s = 0. Let
p > m
γσ(α∧1)∧γν ∨
d
α¯
∨
(
d
α
+ 1
)
∨ d
α∧1 , (4.4)
and
θ := 1α∈(0,1] α+α¯2 + 1α∈(1,2)
α+α¯∨1
2 , q >
d
γ0(γσ(α∧1)∧γν) ∨
d
θ−α¯ ∨ αα−θ ∨ p. (4.5)
We divide the proof into two steps.
(1) First of all, we prove the following estimate of Krylov’s type: for any
f ∈ Lq(T ),
E
(∫ T
0
f (r, Xr)dr
)
6 C‖ f ‖Lq(T ). (4.6)
By a standard approximation, we may assume f ∈ Cc((0, T ) × Rd). By
Theorem 3.2, there exists a unique solution u ∈ Uα,q(T ) to
∂tu + Au = f , u(T ) = 0, (4.7)
with
‖u‖Uα,q(T ) 6 C‖ f ‖Lq(T ). (4.8)
Let
uε(t, x) := u(t) ∗ ̺ε(x), fε(t, x) := f (t) ∗ ̺ε(x).
By Remark 4.3 and equation (4.7), we have
−uε(0, x) = E
(∫ T
0
(∂ruε(r, Xr) +Lruε(r, Xr))dr
)
= E
(∫ T
0
fε(r, Xr)dr
)
+
∫ T
0
(
Λε(r) + Λ′ε(r)
)
dr,
(4.9)
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where
Λε(r) := E
(∫
Rd
(
Lνr,a(r,Xr )σr,a(r,Xr )u(r, z) − L
νr,a(r,z)
σr,a(r,z) u(r, z)
)
̺ε(Xr − z)dz
)
+ 1α=1E
(∫
Rd
(br,Xr − br,z) · ∇u(s, z)̺ε(Xr − z)dz
)
,
and
Λ
′
ε(r) := E
(∫
Rd
J (α¯)
uε(r)(Xr, σ¯r,Xry)ν¯r,Xr(dy)
)
+ 1α∈(1,2)E
(
(¯b · ∇uε)(r, Xr)
)
.
Hence, by the dominated convergence theorem, we have
E
(∫ T
0
f (r, Xr)dr
)
= lim
ε→0
E
(∫ T
0
fε(r, Xr)dr
)
6 sup
ε∈(0,1)
(
‖uε(0)‖∞ +
∫ T
0
(
|Λε(r)| + |Λ′ε(r)|
)
dr
)
.
(4.10)
Since
∫
Rd
̺ε(z)dz = 1, by Jensen’s inequality and Lemma 3.1, recalling q >
d
γ0(γσ(α∧1)∧γν) ∨
m
γσ(α∧1)∧γν , we have
|Λε(r)| 6 E
(∫
Rd
|Lνr,a(r,Xr )σr,a(r,Xr )u(r, z) − L
νr,a(r,z)
σr,a(r,z) u(r, z)|q̺ε(Xr − z)dz
)1/q
+ 1α=1E
(∫
Rd
|(br,Xr − br,z) · ∇u(r, z)|q̺ε(x − z)dz
)1/q
6 sup
x
(∫
Rd
|Lνr,a(r,x)σr,a(r,x) u(r, z) − Lνr,a(r,z)σr,a(r,z) u(r, z)|q̺ε(x − z)dz
)1/q
+ 1α=1 sup
x
(∫
Rd
|(br,x − br,z) · ∇u(r, z)|q̺ε(x − z)dz
)1/q
6 ‖̺ε‖1/q∞
(
C~a(ε)γσβ∧γν‖∆ α2 u(r)‖q + 1α=1~b(ε)‖∇u(r)‖q
)
6 Cεγ0(γσβ∧γν)−d/q‖∆ α2 u(r)‖q + C1α=1εγ0−d/q‖∆ 12 u(r)‖q, (4.11)
where β ∈ ( mpγσ ∨ dqγ0γσ , α ∧ 1). Similarly, recalling (4.5), by Lemma 4.1,(2.8) and Lemma 2.3, we have
|Λ′ε(r)| 6 sup
x
∣∣∣∣∣
∫
Rd
J (α¯)
uε(r)(x, σ¯r,xy)ν¯r,x(dy)
∣∣∣∣∣ + 1α∈(1,2)‖¯b‖∞‖∇uε(r)‖∞
 ‖uε(r)‖θ,q + 1α∈(1,2)‖¯b‖∞‖∇u(r)‖∞  ‖u(r)‖θ,q
= ‖u(r) − u(T )‖θ,q  ‖u‖Uα,q(T )  ‖ f ‖Lq(T ), (4.12)
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Combining (4.10)-(4.12), we obtain
E
(∫ T
0
f (r, Xr)dr
)
6 C‖ f ‖Lq(T ) +C
∫ T
0
‖∆ α2 u(r)‖qdr 6 C‖ f ‖Lq(T ).
Thus, we obtain (4.6).
(2) Let 0 6 t1 < t2 6 T . For any f ∈ Lp(T )∩Lq(T ), let u ∈ Uα,p(t2)∩Uα,q(t2)
solve equation
∂tu +L u = f , u(t2) = 0.
Let uε(t, x) := u(t) ∗ ̺ε(x). Then
∂tuε +L uε = fε +L uε − (L u) ∗ ̺ε, uε(t2) = 0.
By Remark 4.3 again, we have
−uε(t1, Xt1) = E
(∫ t2
t1
(∂ruε(r, Xr) +Lruε(r, Xr))dr
∣∣∣∣Ft1
)
= E
(∫ t2
t1
fε(r, Xr)dr
∣∣∣∣Ft1
)
+ ξεt1,t2 , (4.13)
where
ξεt1,t2 := E
(∫ t2
t1
(
L uε − (L u) ∗ ̺ε)(r, Xr)dr∣∣∣∣Ft1
)
.
By (4.6), we have
lim
ε→0
E
(∫ t2
t1
| fε(r, Xr) − f (r, Xr)|dr
)
6 C lim
ε→0
‖ fε − f ‖Lq(T ) = 0,
and by (3.22) and (3.4),
lim
ε→0
E|ξεt1,t2 | 6 C limε→0 ‖L uε − (L u) ∗ ̺ε‖Lq(T ) = 0.
By taking limits for both sides of (4.13), we get
−u(t1, Xt1) = E
(∫ t2
t1
f (r, Xr)dr
∣∣∣∣Ft1
)
. (4.14)
By Lemma 2.3 with β ∈ ( dp , α(1 − 1p )) and (3.7), we have
‖u(t1)‖∞ 6 C‖u(t1)‖β,p = C‖u(t1) − u(t2)‖β,p
6 C(t2 − t1)1−
β
α
− 1p ‖u‖Uα,p(T ) 6 C(t2 − t1)1−
β
α
− 1p ‖ f ‖Lp(s,T ).
Substituting this into (4.14), we obtain (4.3). 
Lemma 4.5. Under (HA) and (H′B), for each (s, x) ∈ R+ × Rd, the set ˜ΓLs,x
has at most one element.
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Proof. Let P1, P2 ∈ ΓLs,x satisfy that for some p1 > 1 and any p > p1 and
f ∈ Lp(T ),
E
Pi
(∫ T
s
f (r, Xr)dr
)
6 C‖ f ‖Lp(T ), i = 1, 2.
Let T > s and p > m
γσ(α∧1)∧γν ∨
d
α∧1 ∨ ( dα + 1)∨ dα¯ ∨ p1. For any t ∈ [s, T ] and
f ∈ Cc(Rd), let u ∈ Uα,p(t) solve equation
∂ru +Lru = f , u(t) = 0.
As in the proof of step (3) of Theorem 4.4, we have
u(s, x) = EPi
(∫ t
s
f (r, Xr)dr
)
, i = 1, 2,
which implies that for any f ∈ Cc(Rd),
E
P1 f (Xt) = EP2 f (Xt).
In particular, for any E ∈ B(Rd) and t > s,
P1(Xt ∈ E) = P2(Xt ∈ E). (4.15)
Now let P1, P2 ∈ ˜ΓLs,x. Below we use induction to show that for any s 6 t1 <
t2 < · · · < tn 6 T and E1, · · · , En ∈ B(Rd),
P1(Xt1 ∈ E1, · · · , Xtn ∈ En) = P2(Xt1 ∈ E1, · · · , Xtn ∈ En). (4.16)
For n = 1, it has been proven in (4.15). Suppose that it holds for some n.
By [16, Theorem 1.2], the regular conditional probabilities Pω1 , Pω2 of P1 and
P2 with respect to Gn := σ(Xt1 , · · · , Xtn) ⊂ Ftn belong to ΓLtn ,Xtn (ω) and satisfy
that for some p1 > 1 and any p > p1 and f ∈ Lp(T ),
E
P
ω
i
(∫ T
tn
f (r, Xr)dr
)
= E
Pi
(∫ T
tn
f (r, Xr)dr
∣∣∣∣Gn) (ω) 6 C‖ f ‖Lp(T ) a.s.
Notice that
Pi(Xt1 ∈ E1, · · · , Xtn ∈ En, Xtn+1 ∈ En+1)
= E
Pi
(
1Xt1∈E1,··· ,Xtn∈EnP
ω
i (Xtn+1 ∈ En+1)
)
, i = 1, 2.
By the induction hypothesis and (4.15), we get (4.16) for n + 1. 
To show the existence of a martingale solution, we shall use the weak
convergence argument. Let ̺ : Rd → R+ be a smooth function with support
in the unit ball and
∫
̺ = 1. For n ∈ N, let ̺n(x) = nd̺(nx) and define
an(t, x) := a(t, ·) ∗ ̺n(x), bnt,x := bt,· ∗ ̺n(x).
We also assume that
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(H′A) It holds that for some γ0,
sup
ε∈(0,1)
(~an(ε) + ~bn(ε))ε−γ0 < ∞
and
sup
n,t
‖σt,an(t,·)‖∞ < ∞, inf
n,t
inf
x∈Rd
inf
|ξ|=1
|σt,an(t,x)ξ| > 0.
Notice that under (HA), (H′A) is automatically satisfied for the examples in
(Ex).
Theorem 4.6. Assume that (HA), (H′A) and (H′B) hold. Then for any (s, x) ∈
R+ × Rd, ˜ΓLs,x has one and only one element.
Proof. By Lemma 4.5, it suffices to show the existence. Define
σ¯nt,x := σ¯t,· ∗ ̺n(x), ν¯nt,x := ν¯t,· ∗ ̺n(x), ¯bnt,x := ¯bt,· ∗ ̺n(x).
It is easy to see that (H′B) holds uniformly with respect to n. Let Ant,x and Bnt,x
be defined in terms of an, bn and σ¯n, ν¯n, ¯bn respectively. Let L n := An + Bn.
By [6, Chapter IX, Theorem 2.31], for each (s, x) ∈ R+ × Rd, there exists at
least one solution Pn ∈ ΓL ns,x . Let T > 0 and
p > m
γσ(α∧1)∧γν ∨
d
α¯
∨ ( d
α
+ 1) ∨ d
α∧1 .
By Theorem 4.4, there exists a constant C independent of n such that for all
s 6 t1 < t2 6 T and f ∈ Lp(T ),
E
Pn
(∫ t2
t1
f (r, Xr)dr
∣∣∣∣Ft1
)
6 C‖ f ‖Lp(s,T ). (4.17)
By [6, Chapter IV, Theorem 4.18], (Pn)n∈N is tight. Let P be an accumu-
lation point of (Pn)n∈N. We want to show that P ∈ ˜ΓLs,x. Up to extract-
ing a subsequence, we may assume that Pn weakly converges to P. For
f ∈ Cc((0, T ) × Rd), by taking weak limits for (4.17), we have
E
P
(∫ t2
t1
f (r, Xr)dr
∣∣∣∣Ft1
)
6 C‖ f ‖Lp(s,T ).
By a standard monotone class argument, the above estimate still holds for
all f ∈ Lp(T ).
It remains to show P ∈ ΓLs,x. Let ϕ ∈ C∞c (Rd). It suffices to show that for
any s 6 t1 6 t2 6 T and any bounded Ft1-measurable continuous functional
G,
E
P
(GMϕt2) = EP(GMϕt1).
Since Pn ∈ ΓL ns,x , we have
E
Pn
(GMn,ϕt2 ) = EPn(GMn,ϕt1 ), (4.18)
28
where Mn,ϕti := ϕ(Xti) −
∫ ti
s
L nr ϕ(Xr)dr. We naturally want to take limits for
both sides of (4.18), that is, to prove
lim
n→∞
E
Pn
(
G
∫ ti
s
Anrϕ(Xr)dr
)
= E
P
(
G
∫ ti
s
Arϕ(Xr)dr
)
, (4.19)
lim
n→∞
E
Pn
(
G
∫ ti
s
Bnrϕ(Xr)dr
)
= E
P
(
G
∫ ti
s
Brϕ(Xr)dr
)
. (4.20)
Let us only prove (4.20) since (4.19) is similar. For each m ∈ N, since
ϕ ∈ C∞c (Rd), by definition (4.1), it is easy to see that the functional
ω 7→
∫ ti
s
Bmr ϕ(Xr(ω))dr =
∫ ti
s
Bmr ϕ(ωr)dr
is bounded and continuous. Thus,
lim
n→∞
E
Pn
(
G
∫ ti
s
Bmr ϕ(Xr)dr
)
= E
P
(
G
∫ ti
s
Bmr ϕ(Xr)dr
)
. (4.21)
On the other hand, by (4.17), Lemmas 4.1, 2.4 and the dominated conver-
gence theorem, we have
lim
m→∞
sup
n
∣∣∣∣∣∣EPn
(
G
∫ ti
s
(Bmr ϕ − Brϕ)(Xr)dr
)∣∣∣∣∣∣
p
 ‖G‖∞ lim
m→∞
∫ ti
s
∫
Rd
|Bmr ϕ(x) − Brϕ(x)|pdxdr = 0,
which together with (4.21) implies (4.20). The proof is complete. 
Corollary 4.7. Consider SDE (1.2). Suppose that σ(x) is bounded and
uniformly continuous and nondegenerate, σ¯(x) is bounded measurable, L·
is an α-stable Le´vy process with Le´vy measure ν ∈ L(α)non, and ¯L· is a β-
stable Le´vy process with β < α, and independent of L·. For any x ∈ Rd,
there exists a unique weak solution Xt to (1.2) with the property that for any
p > d2
α∧1 ∨ ( dα + 1) ∨ dβ and T > 0, and all 0 6 t1 6 t2 6 T and f ∈ Lp(T ),
E
(∫ t2
t1
f (s, Xs)ds
∣∣∣∣Ft1
)
6 C‖ f ‖Lp(T ). (4.22)
Proof. The existence of a weak solution with property (4.22) follows by
Theorem 4.4 and the same argument as in [3]. Since the law of any weak
solution of SDE (1.2) with property (4.22) belongs to ˜ΓL0,x, the uniqueness
follows by Lemma 4.5. 
5. Pathwise uniqueness of SDEs driven by Le´vy processes
In this section we prove a pathwise uniqueness result for SDE (1.1). We
recall the following simple result (cf. [20, Lemma 2.6]).
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Lemma 5.1. Let (Zt)t>0 be a locally bounded and (Ft)-adapted process and
(ℓt)t>0 a continuous real valued non-decreasing (Ft)-adapted process with
ℓ0 = 0. Assume that for any stopping time τ and t > 0,
E|Zt∧τ| 6 E
∫ t∧τ
0
|Zs|dℓs.
Then Zt = 0 a.s. for all t > 0.
We also need the following elementary inequality.
Lemma 5.2. For any q ∈ (0, 1), there exists a constant C = C(q) > 0 such
that for all x, y ∈ Rd,
|x|x|q−1 − y|y|q−1| 6 C|x − y|q. (5.1)
Proof. Let y¯ = y/|y|. It suffices to prove
|x|x|q−1 − y¯| 6 C|x − y¯|q, ∀x, y ∈ Rd.
By the coordinate rotation, we can assume y¯ = (1, 0, · · · , 0) so that it suffices
to prove that for any x = (x1, · · · , xd),
|x1|x|q−1 − 1|2 +
d∑
i=2
|xi|2|x|2(q−1) 6 C2
|x1 − 1|2 + d∑
i=2
|xi|2

q
,
which is equivalent to prove
|x|2q − 2x1|x|q−1 + 1 6 C2(|x|2 + 1 − 2x1)q.
Define
fa(b) := C2(a2 + 1 − 2b)q − a2q + 2baq−1 − 1, |b| 6 a.
Clearly, if C > 2, then
fa(a) > 0, fa(−a) > 0. (5.2)
Now we consider the minimal point of b 7→ fa(b) on [−a, a]. Solving the
following equation,
0 = f ′a(b) = −2C2q(a2 + 1 − 2b)q−1 + 2aq−1,
we obtain
b0 =
a2 + 1 − 2βa
2
, β := (C2q) 11−q /2.
Since |b0| 6 a ⇒ |a2 + 1 − 2βa| 6 2a, we have
γ1 := β + 1 −
√
β2 + 2β 6 a 6 β − 1 −
√
β2 − 2β =: γ2,
or
γ3 := β − 1 +
√
β2 − 2β 6 a 6 β + 1 +
√
β2 + 2β =: γ4.
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If 0 6 a < [γ1, γ2] ∪ [γ3, γ4], then there is no zero points for f ′a(b) = 0, and
by (5.2) we have
fa(b) > 0, ∀b ∈ [−a, a].
It remains to prove that if C is large enough, then for any a ∈ [γ1, γ2] ∪
[γ3, γ4],
fa(b0) > 0.
Notice that
fa(b0) = aq+1 − a2q +Cqaq + aq−1 − 1,
where
Cq := C2(C2q)q/(1−q) − (C2q)1/(1−q) = C2/(1−q)qq/(1−q)(1 − q) > 0.
Since C 7→ β(C) is increasing and q ∈ (0, 1), one sees that if C is large
enough, then for any a ∈ [γ3, γ4],
fa(b0) > aq+1 − a2q − 1 > 0;
while for a ∈ [γ1, γ2], since γ2(β) 6 1
2
√
β2−2β
→ 0 as β→ ∞, we also have
fa(b0) > aq−1 − a2q − 1 > 0.
The desired inequality follows. 
Remark 5.3. If the constant C in (5.1) is allowed to be dependent on the
dimension d, then we have the following simple proof: Without loss of gen-
erality, we assume |y| 6 |x|. First of all, we assume |x − y| > |x|2 . In this case,
we have
|x|x|q−1 − y|y|q−1| 6 |x|q + |y|q 6 2|x|q 6 21+q|x − y|q.
Next, we assume |x − y| 6 |x|2 . If we set f (x) = x|x|q−1, then
| f (x) − f (y)| 6 |x − y|
∫ 1
0
|∇ f (x + θ(y − x))|dθ
6 Cd,q|x − y|
∫ 1
0
|x + θ(y − x)|q−1dθ
6 Cd,q|x − y|(|x| − |y − x|)q−1 6 Cd,q|x − y|q.
Now we can prove the following main result of this section.
Theorem 5.4. Let Lt be a symmetric Le´vy process with Le´vy measure ν.
Suppose that for some α ∈ (0, 2) and ν(α)1 , ν(α)2 ∈ L(α)non,
ν
(α)
1 6 ν 6 ν
(α)
2 ,
and σ(x) is linear growth and nondegenerate, and for some p > d(1+α∨1),
σ(x) ∈W1,ploc .
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Then for any x ∈ Rd, there exists a unique strong solution to the following
SDE:
dXt = σ(Xt−)dLt, X0 = x. (5.3)
Proof. By a standard localization argument, we can assume that
σ ∈W1,p is bounded and uniformly nondegenerate.
In this case, since σ is continuous, the existence of a weak solution is stan-
dard. We only show the pathwise uniqueness. Let N(dt, dz) be the Poisson
random measure associated with Lt, i.e.,
N(t, Γ) :=
∑
s6t
1Γ(∆Ls).
By Le´vy-Itoˆ’s decomposition, we have
Lt =
∫
|z|61
y ˜N(t, dz) +
∫
|y|>1
yN(t, dz).
Thus, SDE (5.3) can be written as
Xt = x +
∫ t
0
∫
|z|61
σ(Xs−)z ˜N(ds, dz) +
∫ t
0
∫
|z|>1
σ(Xs−)zN(ds, dz).
Let Xt and Yt be two solutions of SDE (5.3) starting from the same point
x ∈ Rd. Set
Zt := Xt − Yt.
For ε > 0 and q > 0, let fε(x) := (|x|2 + ε)q/2. By Itoˆ’s formula, we have
fε(Zt) =
∫ t
0
∫
|z|61
[ fε(Zs− + Σsz) − fε(Zs−) − Σsz · ∇ fε(Xs−)]ν(dz)ds
+
∫ t
0
∫
|z|61
[ fε(Zs− + Σsz) − fε(Zs−)] ˜N(ds, dz)
+
∫ t
0
∫
|z|>1
[ fε(Zs− + Σsz) − fε(Zs−)]N(ds, dz), (5.4)
where
Σs := σ(Xs−) − σ(Ys−).
Let τ0 = 0 and define recursively for n ∈ N,
τn := inf{s > τn−1 : |∆Ls| > 1}.
Let τ be any bounded stopping time. By (5.4), we have
E fε(Zt∧τ1∧τ) = E
∫ t∧τ1∧τ
0
∫
|z|61
[ fε(Zs− + Σsz) − fε(Zs−) − Σsz · ∇ fε(Xs−)]ν(dz)ds.
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(Case: α ∈ (0, 1)) Let q ∈ (α, 1). By the symmetry of ν and letting ε → 0,
we have
E|Zt∧τ1∧τ|q = E
∫ t∧τ1∧τ
0
∫
|z|61
[|Zs− + Σsz|q − |Zs−|q]ν(dz)ds
6 E
∫ t∧τ1∧τ
0
∫
|z|61
|Σsz|qν(dz)ds (∵ ||x|q − |y|q| 6 |x − y|q)
6 CE
(∫ t∧τ1∧τ
0
|Zs|qdℓs
) ∫
|z|61
|z|qν(α)2 (dz), (5.5)
where the last step is due to Lemma 2.1 and
ℓt :=
∫ t
0
(M|∇σ|(Xs−) +M|∇σ|(Ys−))qds.
(Case: α ∈ [1, 2)) Let q ∈ (α, 2). By Lemma 5.2, we have
E f0(Zt∧τ1∧τ) = E
∫ t∧τ1∧τ
0
∫
|z|61
Σsz ·
∫ 1
0
[∇ f0(Zs− + θΣsz) − ∇ f0(Zs−)]dθν(dz)ds
6 CE
∫ t∧τ1∧τ
0
∫
|z|61
|Σsz|qν(dz)ds
∫ 1
0
θq−1dθ
6 CE
(∫ t∧τ1∧τ
0
|Zs|qdAs
) ∫
|z|61
|z|qν(α)2 (dz). (5.6)
Since σ ∈ W1,p with p > d(1 + α ∨ 1), by Sobolev’s embedding theorem,
we have
|σ(x) − σ(y)| 6 C|x − y|γ, ∀γ ∈ (0, 1 − dp).
If we choose γ close to 1 − dp and q close to α so that
p
q >
d
γ(α∧1) ∨ ( dα + 1),
then by (4.3) and Lemma 2.1, we have
Eℓt 6 C‖(M|∇σ|)q‖p/q = C‖M|∇σ|‖qp 6 C‖∇σ‖qp.
By (5.5), (5.6) and Lemma 5.1, we obtain Zt∧τ1 = 0. Proceeding the above
proof, we can prove Zt∧τn = 0 for any n. The proof is complete. 
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