Abstract. We introduce the notion of rough local stochastic volatility models, extending the classical concept to the case where volatility is driven by some Volterra process. In this setting, we show that the pricing function is the solution to a path-dependent PDE, for which we develop a numerical scheme based on Deep Learning techniques. Numerical simulations suggest that the latter is extremely efficient, and provides a good alternative to classical Monte Carlo simulations.
Introduction
Stochastic models in financial modelling have undergone many transformations since the Black and Scholes model [14] , and its most recent revolution, pioneered by Gatheral, Jaisson and Rosenbaum [34] , has introduced the concept of rough volatility. In this setting, the instantaneous volatility is the solution of a stochastic differential equation driven by a fractional Brownian motion with small (less than a half) Hurst exponent, synonym of low Hölder regularity of the paths. Not only is this feature consistent with historical time series [34] , but it further allows to capture the notoriously steep at-the-money skew of Equity options, as highlighted in [3, 9, 8, 29, 30] . Since then, a lot of effort has been devoted to advocating this new class of models and showing the full extent of their capabilities, in particular as good estimators for a large class of assets [11] , and for consistent pricing of volatility indices [46, 51] . Nothing comes for free though, and the flip side of this new paradigm is the computational cost. With the notable exception of the rough Heswhich we then solve using the deep learning technique pioneered by Jentzen [41] , which does not suffer the curse of dimensionality.
We note in passing that using machine learning (or deep learning) techniques to solve high-dimensional PDEs has recently been the focus of several approaches. Neural networks have indeed been used to solve PDEs for a long time [57, 58, 59, 60] ; more recently, Sirignano and Spiliopoulos [70] proposed an algorithm not depending on a given mesh (as opposed to the previous literature), thus allowing for an easier extension to the multi-dimensional case. During the writing-up of the present paper, a further two ideas, similar in spirit to the one we are borrowing from [41] came to light: Sabate-Vidales,Šiška and Szpruch [69] , as well as and Huré, Pham and Warin [48] also used the BSDE counterpart of the PDE-albeit in different ways-to apply machine learning techniques. Since our set-up here is not solely about solving a high-dimensional PDE, we shall leave the precise comparison of these different schemes to rest for the moment.
We shall follow a natural progression in this paper: Section 2 introduces the financial modelling setup of the analysis, introducing rough local stochastic volatility models, and proving preliminary results fundamental for their application in quantitative finance. In Section 2, we show that, in this context, a financial derivative is the solution to a path-dependent PDE, for which we propose a discretisation algorithm, and adapt the Deep Learning methodology developed in [41] . We show the validity and accuracy of this technique in Section 4 for different examples of interest. We gather in appendix some long proofs and reminders in order not to disrupt the the flow of the paper.
Modelling framework
In order to dive right into the modelling framework and our main setup, we postpone to Appendix A a review of the functional Ito formula for stochastic Volterra systems, as developed by Viens and Zhang [72] . We introduce a rough local stochastic volatility model for the dynamics of a stock price process. Before diving into numerical considerations, we adapt the classical framework of no-arbitrage and market completeness to this setup in order to ensure that pricing and calibration make any sense at all.
2.1.
Rough local stochastic volatility model. We are interested here in local stochastic volatility models, where the volatility is rough, in the sense of [34] . This can be written, under the historical measure, as ) and σ(t, r, X r ) = ρ l(t, S r , V r )S r ρ l(t, S r , V r )S r 0 K(t − r)ξ(V r ) , where ρ := 1 − ρ 2 and B = (B ⊥ , B), with W := ρB +ρB ⊥ . The SDE for X represents a stochastic Volterra system which is, in general, not Markovian. We could in principle allow for more generality and assume, following [72] , that for any t ≥ 0 and r ∈ [0, t], the coefficients b and σ depend on the past trajectory X r∧· , for example to include models with delay. However, such an extension is not needed in the application we are interested in, and we shall not pursue it. We restrict the correlation parameter ρ to be non positive in order to ensure-with some assumptions, below, on the coefficients-that the stock price process S is a true martingale. This assumption is not so restrictive in Equity or FX markets, where it is respectively quite negative and close to zero. We assume that the function l(·) is of the form l(t, S, v) = L(t, S)ς(v), where L(·, ·) is usually called the leverage function. From the results by Dupire [18] and Gyöngy [40] , if one wants to ensure that this model calibrates exactly to European option prices, then the equality
must hold for every t, s ≥ 0, where the function σ L is called the local volatility can be, at least in theory, be obtained directly from European option prices; we refer the reader to Section 4.2 for more details, and for some numerical aspects. Here Q denotes the risk-neutral measure. We will show below (Assumption 2.1 and Theorem 2.4) that such a probability measure exists, thereby making the model meaningful for option pricing. The leverage function can then be recovered directly as
, as long as the right-hand side makes sense, and Assumption 2.1 ensures this is indeed the case. Note that the term on the right-hand side is a conditional expectation with respect to the stock price, and therefore only depends on t and {S t = s}, no matter whether the variance process is Markovian or not. This class of models has the advantage of ensuring perfect (at least theoretically) calibration to European option prices, while giving flexibility to price other options, in particular path-dependent or exotic options. A full account of such models and the corresponding calibration problem can be found in [39] . A rigorous proof of the existence and uniqueness of (1) is outside the scope of this paper; in fact, even in the classical (non-rough case), a general answer does not exist yet, and only recently some advances [55, 56] have been made in this direction.
We will develop some numerics for a rough local stochastic volatility model in Section 4.2, but for now leave this concept aside and consider a general function L. We shall further assume the existence of a money market account yielding a risk-free interest rate (r t ) t≥0 . We shall always work under the following considerations:
loc (R + → R) admits a resolvent of the first kind, and there exists γ ∈ (0, 2] such that
, for every T ≥ 0, as h tends to zero;
(ii) the functions b and ξ 2 are linear of the form b(y) = b 0 + b 1 y and ξ(y) 2 = a 0 + a 1 y; (iii) for any t ≥ 0, the map L(t, ·) is bounded away from zero and bounded above by C L ; (iv) the system (1) admits a unique (weak) solution; (v) the function ς is strictly positive, bounded away from zero, uniformly Hölder continuous and ς(y) ≤ C ς (1 + |y| pς ) for some C ς > 0 and p ς ∈ (0, 1).
The form of the kernel K ensures that the variance process is stationary. We borrow Condition (ii) from [2] so that, in the purely stochastic volatility case L(·, ·) ≡ 1, taking ς(v) = √ v, we are exactly in the setting of an affine Volterra system (log(S), V ). In fact, this condition alone ensures that the process V is an affine Volterra process, and by [2, Theorem 3.3] , Assumption 2.1(i) ensures that the SDE for V admits a continuous weak solution, with sup t≥0 E[|V t | p ] finite for all p ≥ 2. This in particular implies [2, Theorem 4.3] that, under suitable integrability conditions,
for any 0 ≤ t ≤ T , where the two functions φ and ψ satisfy the system of Riccati equationṡ
with boundary conditions ψ(0) = u, φ(0) = 0. Assumption 2.1(i) is again borrowed from [2] , and refer the interested reader to this paper for examples of kernels satisfying this condition. Most examples so far in quantitative finance, such as power-law kernel K(t) ≡ t H−1/2 and Gamma kernel K(t) ≡ t H−1/2 e −λt , for H ∈ (0, 1), λ > 0, fit into this framework. Finally, Assumption 2.1(vi) allows the representation
to be valid since the stochastic integrand is square integrable, by virtue of
Remark 2.2. The assumption on the leverage function L may look restrictive at first, especially since, when inferring it from market data through (2), it may not be bounded; but it is customary to truncate it for large values of the underlying, and we follow this convention throughout.
Remark 2.3. One could consider a slightly different setup as (21) , where the kernel does not apply to the whole dynamics of the process V , but only to the diffusion part, in the spirit of diffusions driven by Volterra Gaussian noises [8, 34, 44] . In the simple case, following the seminar paper by Comte and Renault [15] , the variance process is the unique strong solution to the Volterra stochastic equation
where B H is a fractional Brownian motion with Hurst exponent H ∈ (0, 1), admitting the representation B H t = t 0 K(t − u)dB u for some standard Brownian motion B with the same filtration [16] as B H . The process V in (5) is a continuous Gaussian process with finite variance, and Fernique's estimate [28] yields
is finite for any α, T > 0 and p < 2, so that for any α > 0,
is finite and (4) holds.
2.2.
Market completeness and arbitrage freeness. In the general case of non-zero correlation, the presence of the two noises renders the market incomplete. In order to be able to use the system (1) for pricing purposes, we need to show how to complete the market, and to check for the existence of some probability measure under which the stock price is a true martingale. The latter issue was solved for the rough Heston model by El Euch and Rosenbaum [25] , while the rough Bergomi case with non-positive correlation was recently proved by Gassiat [31] . We show that this still holds in our framework.
Theorem 2.4. The market is incomplete and free of arbitrage.
Proof. We wrote (1) under the historical measure P, but for pricing purposes, we need it under the pricing measure Q. Introduce the market prices of risk as adapted processes (λ t ) t≥0 and (β t ) t≥0 such that
which is well defined since the denominator is strictly positive by Assumption 2.1(ii)-(v). We now define the probability measure Q via its Radon-Nikodym derivative
so that Girsanov's Theorem [54, Chapter 3.5] implies that the processes B Q and B Q,⊥ defined by
are orthogonal Brownian motions under Q. Therefore, under Q, the stock price satisfies (7)
where, under Q, the drift of the variance process is now of the form b(V t ) = b(V t ) − λ t ξ(V t ). Introducing the Brownian motion W Q (under Q), the first SDE then reads
The proposition then follows directly from Novikov's criterion thanks to the assumptions on the function l(·) in Assumption 2.1(iii)-(vi).
Remark 2.5. Following [31] , we could in fact partially relax the assumption on the function l(·). Assume for example that l(t, S, v) = L(t, S)ς(v), but with Assumption 2.1 replaced by ς(v) = exp(ηv), for some η > 0. Then, recalling that ρ ≤ 0, the proof of [31, Theorem 1], using a localisation argument with the increasing sequence of stopping times τ n := inf{t > 0 : V t = n}, remains the same, and the stock price is a true martingale. This in particular means that a local volatility version of the rough Bergomi model [8, 51, 52 ] falls within our current setup.
Pricing via Deep PPDEs
We shall from now on only work under the risk-neutral measure and, with a slight abuse of notations, write b instead of b for the drift of the variance process (equivalently taking the market price of volatility risk to be null in Theorem 2.4). In the classical Itô diffusion setting, where the kernel K is constant, Feynman-Kac formula transforms the pricing problem from a probabilistic setting to a PDE formulation. The formulation of our rough local stochastic volatility model (1) goes beyond this scope since the system is not Markovian any longer. We adapt here the results developed by Viens and Zhang [72] to show that the pricing problem is equivalent to solving a path-dependent PDE.
3.1. Pricing via path-dependent PDEs. We first start with the following lemma, which hints shows, not surprisingly, that the option price should be viewed, not as a function of the state variable at a fixed given time, but as a functionals over paths. The argument is not new, and versions have already appeared for the rough Heston model in [25] and in the context of Itô's formula for stochastic Volterra equations in [72] . Consider a European option with maturity T and payoff function g(·) written on the stock price S. By standard no-arbitrage arguments, from Theorem 2.4, its price at time t ∈ [0, T ] reads
Lemma 3.1. There exists a function P :
t≤u≤T , where Θ t ∈ F t and is given, for any u ∈ [t, T ], by
Proof. For any t ∈ [0, T ] and u ∈ [t, T ], we can write, from (1)
so that Θ t is clearly F t -measurable and satisfies (9) . We can therefore write the option price as
and the lemma follows since
For any t ∈ [0, T ], the curve Θ t (or equivalently the process infinite-dimensional process (Θ t ) t∈[0,T ] ) plays a fundamental role. It does not exactly represent the forward variance curve, which is used in [25] , and we refer to [72] for the precise correspondence between the two. Note that Θ Theorem 3.2. The option price (8) is the unique solution to the linear path-dependent PDE
, where the differential operators are defined as
The pricing PDE (12) has both state-dependent terms, involving derivatives with respect to x, and pathdependent ones, involving functional derivatives with respect to ω. In order to streamline the presentation, we defer to Appendix A the precise framework, borrowed from [72] , to define these derivatives. Without essential loss of understanding for the rest of the analysis, the reader can view them basically as Gâteaux derivatives (with some regularisation due to the singularity of the kernel along the diagonal). Path-dependent PDEs have been studied in great details, and we refer the interested reader to [22, 21, 20] . However, numerical schemes for such equations are rather scarce, and the only approaches we are aware of is the extension of Barles and Souganidis' monotone scheme [5] to the path-dependent case by Zhang and Zhuo [73] , the convergence of which was proved by Ren and Tan [66] . However, the actual implementation of this scheme in the PPDE context is far from trivial, and we consider a different route here, more amenable to computations in our opinion. We first discretise the PPDE along some basis of functions, reducing the infinite-dimensional problem to a finite-, yet high-, dimensional problem. High-dimensional PDEs suffer from the so-called curse of dimensionality, and are notoriously difficult to solve. We then adopt the deep learning approach recently developed by Hen and Jentzen [41] to solve this system of PDEs.
Discretisation of the PPDE. For each t ∈ [0, T ], we consider a basis (ψ
..,n of càdlàg functions, for some fixed integer n, and use it to approximate Θ t and K t by
where the function P now acts on
Likewise, for the second functional derivative, we have the approximation
and finally the cross derivatives can be approximated similarly as
The PPDE (12) therefore becomes
where the differential operators are defined, for each i, j = 1, . . . , n, as
We can rewrite this system in a more concise way as (13)
The simplest example is to consider piecewise constant curves ψ 
There is an interesting connection between the functional Itô formula in Theorem A.6 and backward stochastic differential equations. Following [23] , consider the multidimensional BSDE (14)
with terminal boundary condition u(T, x) = g(x). In the regular (Assumption A.3(i)) case, as shown in [72] , assuming that (15) has a classical solution u(·) in C 1,2 + (Λ) (see Appendix A.2), then the couple (Y, Z) defined as Y t := u(t, X t ) and Z t := Σ(t, X t ) · ∇u(t, X t ) is the solution to (14) . In light of this result, and following up on the main idea in [41] , if the solution to the option problem satisfies (13) , it also solves the BSDE (14) , namely
or, written in forward form,
3.3. Neural network structure. We now introduce the neural network structure that will help us solve the high-dimensional pricing problem above. We concentrate on the setting in Remark 3.3.
3.3.1. Simulation of the network inputs. Recall from (1) that the volatility process is given by
and for any t ∈ [0, T ], the F t -measurable random variable Θ t introduced in (9) is given by
We discretise both time directions (pricing time and maturity) along the same square grid (
is given by
Discretising the stochastic integral here is not trivial, and we appeal to the hybrid scheme developed in [10] . Over the interval [t i , t i−1 ], the stochastic integral can be decomposed as
Now, the second term on the right-hand side reads (we use the hybrid scheme truncated at the first level)
where the term ξ(V u ) is approximated by its left point (it is obvious that B j does not depend on k, so we omit it the latter from the notation). with the coefficients (b k ) chosen appropriately (see also Remark 3.4 below). The couple B j , B j forms a two-dimensional Gaussian vector, with covariance matrix Σ given by and, as shown in [10] , the coefficients (b k ) are explicitly computed as
For the stock price, starting from S t0 = S 0 , we use the discretised explicit form, for i = 1, . . . , n,
Euler discretisation scheme. We are iteratively computing the price of the option at each time step. Both P 0 and (∇ P 0 ) are the initial price and gradient that will be optimised with the weights of the network. On the two-dimensional grid (t i , t j ) 0≤i,j≤n , we can discretise the forward stochastic equation (17) as
where
ti , B ti , . . . , B ti ∈ R n and the diffusion matrix reads, for any 1 ≤ i ≤ n,
In particular, for any j = 2, . . . , n + 2, the j-th diagonal term reads
Discretising the backward SDE (16) would give
We shall follow here this backward approach as it is more natural for pricing exotic (path-dependent) derivatives, such as Bermudan or American options.
3.4. Sub-network. At each time step, the price as well as the model parameters are known. The only unknown is the term Σ t i , S ti , θ ti ∇ P t i , S ti , θ ti involving the gradient and the diffusion matrix. We therefore use a neural network to infer its value:
Multilayer neural network
Output data Input data
The input is composed of one input layer with the value of the processes at time t i . Each hidden layer is computed by multiplying the previous layer by the matrix of weights w and adding a bias δ. After computing a layer, we apply a batch normalisation by computing the mean m and the standard deviation s of the layer, and by applying the following linear transformation to each element of the layer:
where the scale γ and the offset β are to be calibrated. We also use the ReLu activation function a(x) = x + on each element of the layer.
3.5. Optimisation of the algorithm. In the algorithm, n l denotes the number of layers per sub-network, n N the number of neurons per layer, n B the number of batches used to separate the samples, N the size of each batch and epoch shall denote the number of times all the samples are fed to the training algorithm. We finally introduce the following loss function that we aim to minimise:
or, in fact, its version on the sample,
It represents the variance of the initial price found by backward iterations for each simulated path. Since the initial price is unique and deterministic, minimising its variance is natural good way to compute the initial price. Regarding the optimisation itself, we use the Adaptive Moment Estimation method [4] for the first iterations, and switch to the stochastic gradient method, with slower but more stable convergence properties. The different parameters to calibrate are then • The weights w and biases δ for each layer of each sub-network;
• The β and γ in the batch normalisation;
• The initial price P 0 ;
• The initial gradient (∇ P ) 0 .
Numerical results

The Black-Scholes case.
We first test the accuracy of the method on a European Call option with strike K = 100 and maturity T = 1 in the Black-Scholes model dS t = S t (rdt+σdW t ) with S 0 = 100, volatility σ = 5%, and interest rate r = 5%. To train the model, we use different hyper-parameter configurations and study the impact of each parameter on the loss function in (19) . The default configuration is the following:
• 1 epoch;
• 1000 iterations;
• Batch size = 5000; • 2 hidden layers;;
• 10 neurons per layer • Activation function for the hidden layers: ReLu;
• Activation function for the hidden layers: None.
4.1.1. Impact of the hyper-parameters on the loss function. We first study the influence of each parameter of the model on the loss function (19) , and summarises the results in Figure 1 . As a function of the batch size, the loss function (on a logarithmic scale) flattens out rapidly, so that one needs to increase the batch size considerably to improve the accuracy, which is however limited by computing power. One solution is to use mini batches that accumulate the gradients, and apply them altogether for a chosen number of mini-batches. This allows to train the model with a very large batch. However this is hugely time consuming since the network has to process the mini batches one by one. For 1000 iterations, it is interesting to note that the loss function reaches a minimum for two hidden layers. Fewer layers would prevent the network to approximate the gradient of the price accurately, while too many would give to much freedom to the model. As a function of the number of neurons per layer, the loss function decays exponentially fast, and six neurons per layer seems enough for good accuracy. When plotting the loss in terms of the number of time steps, the convexity of the graph suggests that sixty time steps are sufficient. However, since time steps also determine the number of neural networks to infer each gradient (and hence the number of weights to calibrate), we have to limit their number. 
4.1.2.
Impact of the hyper-parameters on the price accuracy. To assess the accuracy of the computed price itself, we compute the mean and standard deviation of the price obtained in the last 100 iterations, the goal being to determine the configuration with the smallest standard deviation. Following the previous section, we consider 50 time steps, two hidden layers with six neurons per layer, and since the batch sizes we are taking are high, we limit ourselves to 200 iterations. Since we integrated gradient accumulation to our solver, we can now take as input very large batches without memory issues. Table 2 shows the influence of the batch size on the price accuracy. Even though the standard deviation decreases while increasing the batch size, it does not quite converge, and the batch size does not really affect the accuracy of the convergence. This can be explained by the relatively low number of iterations, and by the samples that may not be representative enough (high discrepancy) to yield accurate convergence. An interesting observation is that the number of steps (Table 2) seems to have relatively little influence on the convergence of the accuracy. The latter could in principle be improved in many ways, and numerical tests seem to disqualify the following approaches:
• using layer normalisation instead of batch normalisation;
• using a dropout rate to drop randomly a percentage of samples at each layer;
• using different activation functions;
• using weight regularization by adding an L 2 -norm penalty for the weights.
On the positive side, though, we used quasi-random (Sobol) sequences instead of pseudo-random generators, and found that the algorithm converges faster. Note that, for speed purposes, the Sobol sequences can be pre-computed and stored, and then loaded when needed by the network. We so far always considered the same size for the validation sample and for the training batch. In the backward method (our main choice as it allows us to price callable and Bermudan options), the price is computed by minimising its variance through a Monte-Carlo-like method. Hence, increasing the size of the validation sample naturally decreases the variance. We then choose a very large validation sample (10 6 ) and a relatively smaller training batch size (of order 10 4 ). 
4.2.
Rough stochastic local volatility models. We now investigate the accuracy of our algorithm in the more interesting case of rough local stochastic volatility models. As mentioned in the introduction, local stochastic volatility models have become the standard on Equity markets, with each bank using its own version. We consider here the model (1) with
, with κ, V ∞ , ν > 0, H ∈ (0, 1), and no interest rates, so that the variance process (V t ) t≥0 is a fractional Ornstein-Uhlenbeck process. We acknowledge that the function ς(·) does not quite satisfy Assumption 2.1(v), but leave this for future theoretical considerations. Note in passing that the true martingale property of the stock price in the rough Bergomi model-at least for non positive correlation-was recently proved by Gassiat [31] , and similar arguments could be used to extend the result to the current setting. The OU process can become negative, but, because of the function ς(·), the actual instantaneous volatility of the stock price is guaranteed to remain strictly positive at all times. The local volatility component is more delicate, and we consider the usual approach introduced in Section 2.1. The Dupire [18] local volatility function σ L can be recast in terms of the implied total variance w(k,
where k represents the log-moneyness, and
. This relationship is not trivial to apply in practice though, as the observed implied volatility surface is not smooth, and only observed discretely. We assume here that the surface w(·, ·) is given through the SSVI configuration developed by Gatheral and Jacquier [33] , namely
where ∈ [−1, 1], (ϑ t ) t≥0 represents the term structure of the at-the-money total implied variance, and the function ϕ(·) provides a backbone. In particular the so-called Heston-like parameterisation [33, Example 4.1]
for some strictly positive constant λ, was shown [33] to be free of static arbitrage, and therefore suitable as a starting point for market generation. Regarding the neural network, we use the default configuration
• Between 100 and 2, 600 time steps per year depending on the maturity; • Between 20 and 520 BSDE time steps per year depending on the maturity. We will take the following values per default for the parameters of the model:
At first, we try to recover the BS price setting ρ = 1, ν = 0 and κ = 0. Note that the number of time steps controls the dimension as well as the number of sub-networks, and one needs to decrease it in order to get a convenient computation time. We then study (numerically) the influence of each parameter on the implied volatility smile, and summarise them in Figure 2 . We compute the volatility smile for a given configuration and we study the impact of each model parameter. We take an extreme case with a very low correlation ρ = −0.95, and very small Hurst parameters H ∈ {0.05, 0.01}. In order to compute a smile as accurate as possible we will use Call options when the strike is above the initial stock value and put options when the strike is below. This is in order to deal only with out of the money options who reflect more the time value rather than the intrinsic value. In Figure 2 (a), we compute the smile for three values of correlation, negative, null and positive. The correlation has an effect on the symmetry of the smile. Indeed we observe a volatility skew when setting the volatility different than zero. The orientation of the skew (more expensive OTM Call or Put options) depends on the sign of the correlation (respectively positive and negative). Figure 2 (b) looks at the influence of the volatility of volatility. When the latter is low, the smile is close to constant, as in the Black-Scholes model. An increase in the value of volatility of volatility affects the convexity of the smile as well of the level. The influence of the mean reversion can be seen in Figure 2 (c), with H = 0.1. In particular, the mean reversion affects slightly the smile convexity: the higher the mean reversion, the faster the volatility reverts to its long-term mean V ∞ and the smaller the curvature. Finally, the role of the Hurst parameter can be observed in Figure 2 (d), with an effect similar to that of the volatility of volatility: smaller values yields higher curvature and (slightly) higher level.
The computations require a large number of time steps for small maturities. We differentiate the process simulation time steps from the BSDE time steps. Indeed, fewer BSDE time steps are needed in order to obtain decent computation times for the BSDE solver. We compare for T = 0.1 the smiles obtained with 100 simulations steps for the processes and different numbers of BSDE steps. We observe that the number of BSDE time steps does not have a big impact for short maturities. The range of moneyness where the model smile matches the parameterised one is [0, 9; 1, 15] . Outside that range, the events are to rare for this short maturity to be able to compute a price using the BSDE method. That is why this is diverging.
Model calibration.
We now provide a way to calibrate such a rough local stochastic volatility model. We assume that the mean reversion κ, the Hurst parameter H and the initial volatility V 0 are given, while the volatility of volatility ν, the correlation ρ and the long-term variance level V ∞ need to be calibrated. The reason for this choice is practical (the dimension of the optimisation problem is reduced), but can be easily justified: a good proxy for the initial variance V 0 is given by the short-term at-the-money smile, and the Hurst parameter can be calibrated by the maturity-decay of the at-the-money skew of the implied volatility smile; proper and rigorous explanations, via asymptotic limits and expansions, can be found in [3, 9, 29, 30, 37, 44, 52] . We perform a slice by slice calibration, via a minimisation of the difference between market smiles and of model smiles. However, with the Deep Learning method, this is extremely computer intensive (several hours), so we instead propose the following calibrating method using machine learning techniques, inspired by [47, 63] :
1. We generate a volatility surface on the grid (V ∞ , ν, ρ) ∈ {0.1, 0.15, 0.2}×{0.1, 0.2, 0.3}×{−0.6, −0.4, −0.2}; 2. Training the neural network. We use the 'sub-network' of Section 3.4 as our network to train. For a given maturity, the smiles generated by the sets of training data are the input of the network, and the three parameters are the labels. Theoretically, the network needs to be fed with several thousands of samples. However, since it takes time to simulate so many smiles, we try with a small number of smiles but with a lot of epochs (number of times all the samples are fed to the network). 3. Once the weights of the neural networks are calibrated, the prediction part consists in inputting the market smile used for the calibration in the network in order to get the corresponding parameters. Note that once the samples are produced and the network is trained, the calibration part is almost instantaneous (since it consists only in multiplying the input by weights matrices).
We first train the network with only one smile associated to a set of parameters in order to configure the hyper-parameters. While testing the same smile as an input, we obtain the right parameters when using one layer and 100 epochs (the number of neurons does not seem to impact the precision). We then train the network with 26 smiles generated from the grid above. The smile not used for calibration is then used as input into the network to recover its associated parameters. The obtained absolute precision is around 1%, which increases when we train the network with more smiles. For this training, we used 1000 epochs and two hidden layers with 100 neurons each. The training and calibration are almost instantaneous.
Appendix A. A review of the functional Itô formula for stochastic Volterra systems
We gather here several results from Viens and Zhang [72] , which are key to our analysis.
A.1. Stochastic Volterra systems. We consider here a stochastic Volterra process of the form
where X 0 ∈ R d , W is a Brownian motion in R n on a given filtered probability space (Ω, F, (F t ) t≥0 , P), and b :
Assumption A.1. The processes b and σ are adapted to (F t ) t≥0 , and the derivatives ∂ t b and ∂ t σ exist. Furthermore, for ϕ ∈ {b, σ, ∂ t b, ∂ t σ}, |ϕ(t, s, ω)| ≤ C (1 + ω a T ) for some C, a > 0. Here, ω T := sup 0≤t≤T |ω t | denotes the supremum norm on the interval [0, T ]. Saying that ϕ is adapted here is equivalent to the fact that it can be written as ϕ(t, r, X · ) = ϕ(t, r, X r∧· ). This assumption ensures that the system (21) is well defined in the following sense: Assumption A.2. The SDE (21) admits a weak solution and E sup t∈[0,T ] |X t | p is finite for any p ≥ 1.
We follow [72] with this assumption. In particular, we do not require strong solutions, as the noise W is not observable, and only the process X is (or at least some components thereof; when X = (S, V ) as in the present paper, only S is indeed observable). We refer the reader to [12, 13] for precise conditions on the coefficients b and σ ensuring weak existence of a solution. The second condition on the moment is more technical and needed for the functional Itô formula below in Theorem A.6. Most interesting models in the finance literature satisfy these assumptions, and we refer to [72, Appendix] for sufficient conditions ensuring Assumption A.1(ii), in particular for the class of rough affine models developed in [2] . The key differences between (21) and a classical stochastic differential equation is (a) that both the drift and the diffusion coefficient depend on two time variables (thus violating the usual flow property), and (b) that they depend on space, not at a single instant, but evaluated along a path. The other classical issue is that the coefficients may blow up, as for the Riemann-Liouville fractional Brownian motion t 0
(t−s)
H−1/2 dW s , where the power-law kernel explodes on the diagonal whenever the Hurst exponent H lies in (0, such that, for some a, C > 0,
The first case mainly deals with the path dependence and the absence of the Markov property, while the second one allows us to treat the presence of two time variables in the kernel, which occurs in fractional models, and in particular in the setting of Section 2 above. For any 0 ≤ t ≤ u, we can decompose (21) as
We further recall (from [72] ) the concatenation notation of the paths X and Θ t before and after time t, 
where ω This definition of the spatial derivative in the direction η ∈ C t is obviously equivalent to ∂ ω u(t, ω), η = du dε u t, ω + εη [t,T ] ε=0 .
This definition is consistent with that of Dupire [19] , as the perturbation acts on the time interval [t, T ], but not on [0, t], and the distance function d(·) is similar to Dupire's pseudo-distance (see also [67] ). We shall further need the following two spaces: for all (t, ω) ∈ Λ, η ∈ C t , for some C, α > 0. It is continuous if Λ (t, ω) → ∂ ω u(t, ω), η is continuous under d for every η ∈ C.
since both functions l(·, ·, ·) and ξ(·) are nowhere null. The last two equalities yield
With a slight abuse of notations, writing b in place of b proves the statement.
Appendix C. Further numerical results
We gather in this appendix further numerical results for the rough local stochastic volatility model in Section 4.2. The first two lines correspond to prices generated by Monte Carlo and by the Deep Learning (DL) algorithm. The third line is the SSVI implied volatility given as input in (20) 
