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Abstract
Motivated by a sampling problem basic to computational statistical inference, we develop a nearly
optimal algorithm for a fundamental problem in spectral graph theory and numerical analysis. Given
an n × n SDDM matrix M, and a constant −1 ≤ p ≤ 1, our algorithm gives efficient access to a sparse
n× n linear operator C˜ such that
M
p
≈ C˜C˜
⊤
.
The solution is based on factoring M into a product of simple and sparse matrices using squaring and
spectral sparsification.
For M with m non-zero entries, our algorithm takes work nearly-linear in m, and polylogarithmic
depth on a parallel machine with m processors. This gives the first sampling algorithm that only requires
nearly linear work and n i.i.d. random univariate Gaussian samples to generate i.i.d. random samples
for n-dimensional Gaussian random fields with SDDM precision matrices. For sampling this natural
subclass of Gaussian random fields, it is optimal in the randomness and nearly optimal in the work and
parallel complexity. In addition, our sampling algorithm can be directly extended to Gaussian random
fields with SDD precision matrices.
1 Introduction
Sampling from a multivariate probability distribution is one of the most fundamental problems in statis-
tical machine learning and statistical inference. In the sequential computation framework, the Markov
Chain Monte Carlo (MCMC) based Gibbs sampling algorithm and its theoretical underpinning built on the
celebrated Hammersley-Clifford Theorem have provided the algorithmic and mathematical foundation for
analyzing graphical models [Jor98, KF09]. However, unless there are significant independences among the
variables, the Gibbs sampling process tends to be highly sequential [Jor98]. Moreover, many distributions
require the Gibbs sampling process to take a significant number of iterations to achieve a reliable estimate.
Despite active efforts by various research groups [GLGG11, IIS+03, JSW13, ASW14], the design of a scal-
able parallel Gibbs sampling algorithm remains a challenging problem. The “holy grail” question in parallel
sampling can be characterized as:
Is it possible to obtain a characterization of the family of Markov random fields from which one
can draw a sample in polylogarithmic parallel time with nearly-linear total work?
Formally, the performance of a parallel sampling algorithm can be characterized using the following three
parameters:
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• Time complexity (work): the total amount of operations needed by the sampling algorithm to
generate the first and subsequent random samples.
• Parallel complexity (depth): the length of the longest critical path of the algorithm in generating
the first and subsequent random samples.
• Randomness complexity: total random numbers (scalars) needed by the sampling algorithm to
generate a random sample.
One way to obtain an (approximately) random sample is through Gibbs sampling. The basic Gibbs
sampling method follows a randomized process that iteratively resamples each variable conditioned on the
value of other variables. This method is analogous to the Gauss-Seidel method for solving linear systems, and
this connection is most apparent on an important class of multivariate probability distributions: multivariate
normal distributions or multivariate Gaussian distributions [LW12]. In the framework of graphical models,
such a distribution is commonly specified by its precision matrix Λ and potential vector h, i.e., Pr(x|Λ,h) ∝
exp(− 12x⊤Λx+ h⊤x), which defines a Gaussian random field.
The analogy between the Gibbs sampling method and Gauss-Seidel iterative method for solving linear
systems imply that it has similar worst-case behaviors. For example, if a Gaussian random field has n
variables with a chain structure, it may take Ω(n) iterations for the Gibbs sampling algorithm to reasonably
converge [LKW13]. Given an n × n precision matrix with m non-zero entries, the Gibbs sampling process
may take Ω(mn) total work and require Ω(nχ(G)) iterations, where χ(G) is the chromatic number of the
graph underlying the precision matrix. It may also use Ω(n2) random numbers (n per iteration) to generate
its first sample. However, in practice it usually performs significantly better than these worst case bounds.
Our study is partly motivated by the recent work of Johnson, Saunderson, Willsky [JSW13] that provides
a mathematical characterization of the Hogwild Gaussian Gibbs sampling heuristics (see also Niu, Recht, Re´,
and Wright [NRRW11]). Johnson et al. proved that if the precision matrix Λ is symmetric generalized
diagonally dominant, aka. an H-matrix 1, then Hogwild Gibbs sampling converges with the correct mean
for any variable partition (among parallel processors) and for any number of locally sequential Gibbs sam-
pling steps with old statistics from other processors. This connection to H-matrices leads us to draw from
developments in nearly-linear work solvers for linear systems in symmetric diagonally dominant (SDD) ma-
trices [ST04, KMP10, KOSZ13, PS14], which are algorithmically inter-reducible to H-matrices [DS08]. Most
relevant to the parallel sampling question is a result with worst-case logarithmic upper bound on parallel
complexity [PS14]. In this paper we develop a scalable parallel sampling algorithm for Gaussian random
fields with SDD precision matrices by extending the algorithmic framework of [PS14] from solving linear
systems to sampling graphical models.
1.1 Our Contributions
We focus on the problem of parallel sampling for a Gaussian random field whose precision matrix Λ is
SDDM, which are positive definite matrices with non-positive off-diagonals. This is a natural subclass of
Gaussian random fields which arises in applications such as image denoising [Bis06]. It can also be used
in the rejection/importance sampling framework [ADFDJ03] as a proposed distribution, likely giving gains
over the commonly used diagonal precision matrices in this framework.
Although faster sampling is possible for some subset of SDDM precision matrices [LKW13, PY10], Ω(mn)
remains a worst-case complexity barrier for generating unbiased samples in this subclass of Gaussian random
fields. While Newton’s method leads to sampling algorithms with polylogarithmic parallel steps, these
algorithms are expensive due to calls to dense matrix multiplication, even if the original graphical model
is sparse. Our algorithm can generate i.i.d. samples from the Gaussian random field with an approximate
covariance with nearly-linear total work. In contrast, samples generated from Gibbs sampling are correlated,
but are drawn from the exact covariance in the limit.
1A symmetric real n × n matrix M = (mi,j ) is generalized diagonally dominant if it can be scaled into a diagonally
dominant matrix, that is, there exists a positive diagonal scaling matrix D = diag([d1, ..., dn]) such that DMD is strictly
diagonally dominant.
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Our algorithm is based on the following three-step numerical framework for sampling a Gaussian random
field with parameters (Λ,h): Pr(x|Λ,h) ∝ exp(− 12x⊤Λx+ h⊤x).
1. Compute the mean µ of the distribution from (Λ,h) by solving the linear system Λµ = h.
2. Compute a factor of the covariance matrix by finding an inverse square-root factor of the precision
matrix Λ, i.e.,
Λ−1 = CC⊤. (1)
3. If C is an n × n′ matrix, then we can obtain a sample of N (µ,Λ) by first drawing a random vector
z = (z1, z2, . . . , zn′)
⊤
, where zi, i = 1, 2, . . . , n
′ are i.i.d. standard Gaussian random variables, and
return x = Cz + µ.
If C has an efficient sparse representation, then Step 3 has a scalable parallel implementation with
parallel complexity polylogarithmic in n. Polylogarithmic depth and nearly-linear work solvers for SDDM
linear systems [PS14] also imply a scalable parallel solution to Step 1. So this framework allows us to
concentrate on step 2: factoring the covariance matrix Λ.
We give two approaches that take nearly-linear work and polylogarithmic parallel depth to construct a
linear operator C˜ such that Λ−1 ≈ C˜C˜⊤. The first approach factorizes Λ based on an analog of the signed
edge-vertex incidence matrix. It differs from previous approaches such as the one by Chow and Saad [CS14]
in that it generates a non-square C˜. This leads to a sampling algorithm with randomness complexity of m,
the number of nonzeros in Λ: it generates a sample of (Λ,h) by first taking random univariate Gaussian
samples, one per non-zero entry in Λ. This sampling approach can be effective if m = O(n).
The second approach, our main result, produces a square n×n inverse factorization C˜. It produces, after
efficient preprocessing, a scalable parallel i.i.d. random vector generator for (Λ,h) with optimal randomness
complexity: each random sample of (Λ,h) is generated from n i.i.d. standard Gaussian random variables.
This factorization problem motivates us to develop a highly efficient algorithm for a fundamental problem
in spectral graph theory that could be significant in its own right:
Given an n × n SDDM matrix M, a constant −1 ≤ p ≤ 1, and an approximation parameter ǫ,
compute a sparse representation of an n× n linear operator C˜ such that
Mp ≈ǫ C˜C˜⊤, (2)
where ≈ǫ is spectral similarity between linear operators which we will define at the start of Section 2.
Our algorithm factors Mp into a series of well-conditioned, easy-to-evaluate, sparse matrices, which we call
a sparse factor chain. For any constant −1 ≤ p ≤ 1, our algorithm constructs a sparse factor chain with
O(m · logc1 n · logc2(κ/ǫ) ·ǫ−4) work for modest 2 constants c1 and c2, where κ denotes the condition number 3
ofM. Moreover, for the case when p = −1 (i.e., the factorization problem needed for Gaussian sampling), we
can remove the polynomial dependency of ǫ, so the complexity in this case is of form O(m·logc1 n·logc2(κ/ǫ)).
Of equal importance, our algorithm can be implemented to run in polylogarithmic depth on a parallel machine
with m processors. Prior to our work, no algorithm could provide such a factorization in nearly-linear time.
Because the factorization of an SDD 4 matrix can be reduced to the factorization of an SDDM matrix twice
its dimensions (See Appendix A), our sampling algorithm can be directly extended to Gaussian random
fields with SDD precision matrices.
2Currently, both constants are at most 5 – these constants and the exponent 4 for (1/ǫ) can be further reduced with the
improvement of spectral sparsification algorithms [ST11, SS11, Kou14, MPX13] and tighter numerical analysis of our approaches.
3As shown in [ST14](Lemma 6.1), for an SDDM matrix M , κ(M) is essentially upper bounded by the ratio of the largest
off-diagonal entry to the smallest non-zero off-diagonal entry of −M, thus, κ(M) is always bounded by poly(n)/ǫ
M
, where ǫ
M
denotes the machine precision. Note also, the running time of any numerical algorithm for factoringM−1 is Ω(m+log (κ(M)/ǫ))
where Ω(log (κ(M)/ǫ)) is the bits of precision required in the worst case.
4A matrix M = (mi,j) is symmetric diagonally dominant (SDD) if for all i, mi,i >
∑
j 6=i |mi,j |.
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Our result is a step toward understanding the holy grail question in parallel sampling mentioned earlier.
It provides a natural and non-trivial sufficient condition for Gaussian random fields that leads to parallel
sampling algorithms that run in polylogarithmic parallel time and nearly-linear total work. While we are
mindful of the many classes of precision matrices that are not reducible to SDD matrices, we believe our
approach is applicable to a wider range of matrices. The key structural property that we use is that
matrices related to the square of the off-diagonal entries of SDDM matrices have sparse representations. We
believe incorporating such structural properties is crucial for overcoming the Ω(mn)-barrier for sampling
from Gaussian random fields, and that our construction of the sparse factor chain may lead to efficient
parallel sampling algorithms for other popular graphical models. By its nature of development, we hope
our algorithmic advance will also help to strengthen the connection between machine learning and spectral
graph theory, two of the active fields in understanding large data and networks.
2 Background and Notation
In this section, we introduce the definitions and notations that we will use in this paper. We use ρ(M) to
denote the spectral radius of the matrix M, which is the maximum absolute value of the eigenvalues of M.
We use κ(M) to denote its condition number corresponding to the spectral norm, which is the ratio between
the largest and smallest singular values of M.
In our analysis, we will make extensive use of spectral approximation. We say X ≈ǫ Y when
exp (ǫ)X < Y < exp (−ǫ)X, (3)
where the Loewner ordering Y < X means Y −X is positive semi-definite. We use the following standard
facts about the Loewner positive definite order and approximation.
Fact 2.1. For positive semi-definite matrices X, Y, W and Z,
a. if Y ≈ǫ Z, then X+Y ≈ǫ X+ Z;
b. if X ≈ǫ Y and W ≈ǫ Z, then X+W ≈ǫ Y + Z;
c. if X ≈ǫ1 Y and Y ≈ǫ2 Z, then X ≈ǫ1+ǫ2 Z;
d. if X and Y are positive definite matrices such that X ≈ǫ Y, then X−1 ≈ǫ Y−1;
e. if X ≈ǫ Y and V is a matrix, then V⊤XV ≈ǫ V⊤YV.
We say that C is an inverse square-root factor of M, if CC⊤ = M−1. When the context is clear, we
sometime refer to C as an inverse factor of M. Note that the inverse factor of a matrix is not unique.
We will work with SDDM matrices in our algorithms, and denote them using M. SDDM matrices
are positive-definite SDD matrices. The equivalence between solving linear systems in such matrices and
graph Laplacians, weakly-SDD matrices, and M-matrices are well known [ST04, DS08, KOSZ13, PS14]. In
Appendix A, we rigorously prove that this connection carries over to inverse factors.
SDDM matrices can be split into diagonal and off-diagonal entries. We will show in Appendix B that
by allowing diagonal entries in both matrices of this splitting, we can ensure that the diagonal matrix is I
without loss of generality.
Lemma 2.2. Let M = D − A be a SDDM matrix, where D = diag (d1, d2, . . . , dn) is its diagonal, and
let κ = max{2, κ (D−A)}. We can pick c = (1− 1/κ) /(maxi di), so that all eigenvalues of c (D−A) lie
between 12κ and 2− 12κ . Moreover, we can rewrite c (D−A) as a SDDM matrix I−X, where all entries of
X = I− c (D−A) are nonnegative, and ρ (X) ≤ 1− 12κ .
Since all of our approximation guarantees are multiplicative, we will ignore the constant factor rescaling,
and use the splitting M = I−X for the rest of our analysis.
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For a symmetric, positive definite matrix M with spectral decomposition
M =
n∑
i=1
λiuiu
⊤
i , (4)
its pth power for any p ∈ R is:
Mp =
n∑
i=1
λpiuiu
⊤
i . (5)
3 Overview
We start by briefly outlining our approach. Our first construction of C˜ follows from the fact that SDDM
matrices can be factorized. The proof of the following lemma can be found in Appendix C.
Lemma 3.1 (Combinatorial Factorization). Let M be an SDDM matrix with m non-zero entries and con-
dition number κ, then
(1) M can be factored into
M = BB⊤, (6)
where B is an n×m matrix with at most 2 non-zeros per column;
(2) for any approximation parameter ǫ > 0, if Z is linear operator satisfying Z ≈ǫ M−1, then the matrix
C˜ = ZB (7)
satisfies
C˜C˜⊤ ≈2ǫ M−1. (8)
Moreover, a representation of C˜ can be computed in work O(m · logc1 n · logc2 κ) and depth O(logc3 n ·
log κ) for some modest constants c1, c2, and c3 so that for any m-dimensional vector x, the product
C˜x can be computed in work O((m + n · logc n · log3 κ) · log(1/ǫ)) and depth O(log n · log κ · log(1/ǫ))
for a modest constant c.
In particular, the parallel solver algorithm from [PS14] computes Z ≈ǫ M−1 in total work nearly-linear in
m, and depth polylogarithmic in n, κ and ǫ−1. We also adapt parts of [PS14] to obtain our main algorithm
with optimal randomness complexity, which constructs C˜ that is n×n. The high level idea is to break down
a difficult linear operator, M, into a series of products of operators that are individually easy to evaluate.
One candidate expression is the identity
(I−X)−1 = (I+X) (I−X2)−1 . (9)
It reduces computing (I −X)−1 to a matrix-vector multiplication and computing (I−X2)−1. As ‖X2‖2 <
‖X‖2 when ‖X‖2 < 1, I −X2 is closer to I than I −X. Formally, it can be shown that after log κ steps,
where κ = κ (I−X), the problem becomes well-conditioned. This low iteration count coupled with the low
cost of matrix-vector multiplications then gives a low-depth algorithm.
A major issue with extending this intuition to matrices is that squares of matrices can be dense. The den-
sity of matrices can be reduced using sparsification, which leads to approximation errors. The factorization
in Equation 9 is problematic for handling such errors. Fact 2.1.e states that such spectral approximations can
only be propagated when composed with other operators symmetrically. This issue was addressed in [PS14]
using an alternate decomposition that introduces an additional term of I +X on the other side. However,
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this introduces an additional problem for computing a good factorization: the overall expression is no longer
a product.
Our result is based on directly symmetrizing the identity in Equation 9. We use the fact that polynomials
of I and X commute to move a half power of the first term onto the other side:
(I−X)−1 = (I+X)1/2 (I−X2)−1 (I+X)1/2 . (10)
This has the additional advantage that the terms can be naturally incorporated into the factorization C˜C˜⊤.
Of course, this leads to the issue of evaluating half powers, or more generally pth powers. Here our key idea,
which we will discuss in depth in Section 4 and Appendix D, is to use Maclaurin expansions. These are
low-degree polynomials which give high quality approximations when the matrices are well-conditioned. We
show that for any well-conditioned matrix M with M ≈O(1) I, and for any constant power |p| ≤ 1, there
exists a (polylogarithmic) degree t polynomial Tp,t(·) such that
Tp,t (M) ≈ǫ Mp. (11)
The condition that ρ(X) < 1 means the expression I+X is almost well conditioned: the only problematic
case is when X has an eigenvalue close to −1. We resolve this issue by halving the coefficient in front of X,
leading to the following formula for (symmetric) factorization:
(I−X)−1 =
(
I+
1
2
X
)1/2(
I− 1
2
X− 1
2
X2
)−1(
I+
1
2
X
)1/2
, (12)
which upon introduction of Tp,t(·) becomes:
(I−X)−1 ≈ T 1
2
,t
(
I+
1
2
X
)(
I− 1
2
X− 1
2
X2
)−1
T 1
2
,t
(
I+
1
2
X
)
. (13)
Note that the two terms T 1
2
,t
(
I+ 12X
)
are symmetric. As our goal is to approximate (I−X)−1 with
C˜C˜⊤, we can place one term into C˜ and the other into C˜⊤. This allows us to reduce the problem to one
involving
(
I− 12X− 12X2
)−1
. Also, as X2 may be a dense matrix, we need to sparsify it during intermediate
steps. This matrix is the average of I−X and I−X2. A key observation in [PS14] is that the second matrix,
I − X2, corresponds to two-step random walks on I − X, and is therefore SDDM and can be efficiently
sparsified, which implies that we can obtain a sparsifier for the average as well.
The above numerical reduction from the factorization of (I−X)−1 to the factorization of (I− 12X− 12X2)−1
leads to a chain of matrices akin to the sparse inverse chain defined in [PS14]. We call it a sparse inverse
factor chain, and prove its existence in Lemma 5.4.
Definition 3.2 (Sparse Inverse Factor Chain). For a sequence of approximation parameters ǫ = (ǫ0, . . . , ǫd),
an ǫ-sparse factor chain (X1, . . . ,Xd) for M = I−X0 satisfies the following conditions:
1. For i = 0, 1, 2, . . . , d− 1, I−Xi+1 ≈ǫi I− 12Xi − 12X2i ;
2. I ≈ǫd I−Xd.
We summarize our first technical lemma below. In this lemma, and the theorems that follow, we will
assume without further specifying that our SDDM matrix M is n × n and has m nonzero entries. We also
also use κ to denote κ(M), and assume that M is expressed in the form M = I − X0 for a non-negative
matrix X0.
Lemma 3.3 (Efficient Chain Construction). Given an SDDM matrix M = I − X0 and approximation
parameter ǫ, there exists an ǫ-sparse factor chain (X1,X2, . . . ,Xd) for M with d = O(log(κ/ǫ)) such that
(1)
∑d
i=0 ǫi ≤ ǫ, and (2) the total number of nonzero entries in (X1,X2, . . . ,Xd) is upper bounded by
O(n logc n · log3(κ/ǫ)/ǫ2), for a constant c.
Moreover, we can construct such an ǫ-sparse factor chain in work O(m·logc1 n·logc2(κ/ǫ)/ǫ4) and parallel
depth O(logc3 n · log(κ/ǫ)), for some constants c1, c2 and c3.
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While we can use any nearly linear-time spectral sparsification algorithm [ST11, SS11] in our algorithm
for Lemma 3.3, the precise exponents of the logn and log κ terms can be improved using recent works on
combinatorial spectral sparsification [Kou14, MPX13]. Currently, the cis in Lemma 3.3 and the subsequent
Theorems 3.4 and 3.5 are at most 5. Because of the likely possibility of further improvements in the near
future, we only state them here as constants.
The length of the chain is logarithmic in both the condition number κ and
∑
ǫi. We will analyze the
error propagation along this chain in Section 5. Now we state our main result for computing inverse square
root and factoring pth power in the following two theorems.
Theorem 3.4 (Scalable Parallel Inverse Factorization). Given an SDDM matrixM = I−X0 and a precision
parameter ǫ, we can construct a representation of an n×n matrix C˜, such that C˜C˜⊤ ≈ǫ (I−X0)−1 in work
O(m · logc1 n · logc2 κ) and parallel depth O(logc3 n · log κ) for some constants c1, c2, and c3.
Moreover, for any x ∈ Rn, we can compute C˜x in work O((m + n · logc n · log3 κ) · log log κ · log(1/ǫ))
and depth O(log n · log κ · log log κ · log(1/ǫ)) for some other constant c.
Proof. For computing the inverse square root factor (p = −1), we first use Lemma 3.3 with ∑ ǫi = 1 to
construct a crude sparse inverse factor chain with length d = O(log κ). Then for each i between 0 and d− 1,
we use Maclaurin expansions from Lemma 4.2 to obtain O(log log κ)-degree polynomials that approximate
(I+ 12Xi)
1/2 to precision ǫi = Θ(1/d). Finally we apply a refinement procedure from Theorem 5.7 to reduce
error to the final target precision ǫ, using O(log(1/ǫ)) multiplication with the crude approximator. The
number of operations needed to compute C˜x follows the complexity of Horner’s method for polynomial
evaluation.
The factorization formula from Equation 13 can be extended to any p ∈ [−1, 1]. This allows us to
construct an ǫ-approximate factor ofMp for general p ∈ [−1, 1], with work nearly-linear in m/ǫ4. It remains
open if this dependency on ǫ can be reduced to log(1/ǫ) for the general case.
Theorem 3.5 (Factoring Mp). For any p ∈ [−1, 1], and an SDDM matrix M = I−X0, we can construct a
representation of an n× n matrix C˜ such that C˜C˜⊤ ≈ǫ Mp in work O(m · logc1 n · logc2(κ/ǫ)/ǫ4) and depth
O(logc3 n · log(κ/ǫ)) for some constants c1, c2, and c3.
Moreover, for any x ∈ Rn, we can compute C˜x in work O((m + n · logc n · log3(κ/ǫ)/ǫ2) · log(log(κ)/ǫ))
and depth O(log n · log(κ/ǫ) · log(log(κ)/ǫ)) for some other constant c.
Proof. Because the refinement procedure in Theorem 5.7 does not apply to the general pth power case, we
need to have a longer chain and higher order Maclaurin expansion here. We first use Lemma 3.3 with∑
ǫi = ǫ/2 to construct a matrix chain with length d = O(log(κ/ǫ)). Then for i ≤ d− 1, we use Lemma 4.2
to obtain O(log(log κ/ǫ))-degree polynomials to approximate (I + 12Xi)
−p/2 to precision ǫi = Θ(ǫ/d). The
number of operations needed to compute C˜x follows from the length of the chain and the order of Maclaurin
expansion.
4 Maclaurin Series Expansion
In this section, we show how to approximate a matrix of the form
(
I+ 12X
)p
. Because ρ (X) < 1, I +
1
2X is well-conditioned. Thus, we can approximate its p
th power to any approximation parameter ǫ > 0
using an O(log(1/ǫ))-order Maclaurin expansion, i.e., a low degree polynomial of X. Moreover, since the
approximation is a polynomial of X, the eigenbasis is preserved.
We start with the following lemma on the residue of Maclaurin expansion, which we prove in Appendix D.
Lemma 4.1 (Maclaurin Series). Fix p ∈ [−1, 1] and δ ∈ (0, 1), for any error tolerance ǫ > 0, there exists a
t-degree polynomial Tp,t(·) with t ≤ log(1/(ǫ(1−δ)
2)
1−δ , such that for all λ ∈ [1− δ, 1 + δ],
exp(−ǫ)λp ≤ Tp,t(λ) ≤ exp(ǫ)λp. (14)
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Now we present one of our key lemmas, which provides the backbone for bounding overall error of our
sparse factor chain. We claim that substituting
(
I+ 12X
)p
with its Maclaurin expansion into Equation 13
preserves the multiplicative approximation. We prove the lemma for p ∈ [−1, 1] which later we use for
computing the pth power of SDDM matrices. For computing the inverse square-root factor, we only need
the special case when p = −1.
Lemma 4.2 (Factorization with Matrix Polynomials). Let X be a symmetric matrix with ρ (X) < 1 and
fix p ∈ [−1, 1]. For any approximation parameter ǫ > 0, there exists a t-degree polynomial Tp,t(·) with
t = O(log(1/ǫ)), such that
(I−X)p ≈ǫ T−p
2
,t
(
I+
1
2
X
)(
I− 1
2
X− 1
2
X2
)p
T− p
2
,t
(
I+
1
2
X
)
. (15)
Proof. Take the spectral decomposition of X
X =
∑
i
λiuiu
⊤
i , (16)
where λi are the eigenvalues of X. Then we can represent the left hand side of Equation 15 as
(I−X)p =
(
I+
1
2
X
)−p/2 (
I− 1
2
X− 1
2
X2
)p (
I+
1
2
X
)−p/2
=
∑
i
(
1− 1
2
λi − 1
2
λ2i
)(
1 +
1
2
λi
)−p
uiu
⊤
i ,
(17)
and the right hand side of Equation 15 as
T−p
2
,t
(
I+
1
2
X
)(
I− 1
2
X− 1
2
X2
)p
T−p
2
,t
(
I+
1
2
X
)
=
∑
i
(
1− 1
2
λi − 1
2
λ2i
)(
T−p
2
,t
(
1 +
1
2
λi
))2
uiu
⊤
i .
(18)
Because ρ(X) < 1, for all i we have
(
1− 12λi − 12λ2i
)
> 0. By invoking Lemma 4.1 with δ = 1/2, error
tolerance ǫ/2 and power −p/2, we can obtain the polynomial T− 1
2
p,t(·) with the following property,
exp(−ǫ)
(
1 +
1
2
λi
)−p
≤
(
T− 1
2
p,t
(
1 +
1
2
λi
))2
≤ exp(ǫ)
(
1 +
1
2
λi
)−p
. (19)
To conclude the proof, we use this inequality inside Equation 18 and compare Equation 17 and 18.
5 Sparse Factor Chains: Construction and Analysis
Our basic algorithm constructs an approximate factor of (I−X)p, for any p ∈ [−1, 1]. Using the factorization
with Maclaurin matrix polynomials given by Lemma 4.2, we extend the framework of Peng-Spielman [PS14]
for parallel approximation of matrix inverse to SDDM factorization: Our algorithm uses the following identity
(I−X)p =
(
I+
1
2
X
)−p/2(
I− 1
2
X− 1
2
X2
)p(
I+
1
2
X
)−p/2
. (20)
and the fact that we can approximate
(
I+ 12X
)−p/2
with its Maclaurin series expansion (Lemma 4.2). It
thus numerically reduces the factorization problem of (I−X)p to that of (I− 12X− 12X2)p.
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The key to efficient applications of this iterative reduction is the spectral sparsification of I− 12X− 12X2,
so that our matrix polynomials only use sparse matrices. In particular, we start with I −X0, and at step
i we sparsify I − 12Xi − 12X2i to obtain its spectral approximation I −Xi+1, and then proceed to the next
iteration until ρ(Xd) is small enough, at which point we approximate I−Xd with I.
Lemma 5.1 (Sparsification of I− 12X− 12X2). Given an SDDM matrixM = I−X and a precision parameter
ǫ, we can construct an n×n non-negative matrix X¯ in work O(m · logc1 n/ǫ4) and parallel depth O(logc3 n),
such that (1) I − X¯ ≈ǫ I − 12X − 12X2, and (2) the number of non-zero entries in X¯ is upper bounded by
O(n · logc n/ǫ2) for some modest constants c1, c3 and c.
Proof. We split I− 12X− 12X2 into 12 (I−X) + 12
(
I−X2) and first apply the Peng-Spielman sparsification
method (Section 6 of [PS14]) to sparsify I −X2. This method involves n independent sparsification tasks,
one per row of X, by sampling two-step random walks on X. In other words, it sparsifies I −X2 based on
X, without actually calculating X2. It constructs a sparse matrix X′ such that I −X′ ≈ǫ/2 I −X2 with
work O(m · log2 n/ǫ2) and parallel depth is O(log n) [PS14]. Moreover, the number of nonzero entries in X′
upper bounded by O(m · logn/ǫ2).
Next, we sparsify 12 (I − X) + 12 (I − X′) by using a spectral sparsification algorithm [Kou14, MPX13,
SS11, ST11] and compute a matrix X¯ that satisfies
I− X¯ ≈ǫ/2 1
2
(I−X) + 1
2
(I−X′) ≈ǫ/2 I− 1
2
X− 1
2
X2 (21)
in work O(m · logc1 n/ǫ4) and parallel depth O(logc3 n), with number of non-zero entries in X¯ upper bounded
by O(n · logc n/ǫ2). A technical subtlety, unlike in [PS14] where one can simply use approximate diagonals,
is that we need to maintain I, and the non-negativeness of X¯. This can be achieved using the splitting
technique presented in Section 3.3 of Peng’s thesis [Pen13].
The following basic lemma then guarantees spectral approximation is preserved under the pth power,
which enables the continuation of the reduction.
Lemma 5.2. Let A, B be positive definite matrices with A ≈ǫ B, then for all p ∈ [−1, 1], we have that
Ap ≈|p|ǫ Bp. (22)
Proof. By Theorem 4.2.1 of [Bha07], if A < B then Ap < Bp for all p ∈ [0, 1]. Thus, if A ≈ǫ B, then for all
p ∈ [0, 1],
exp (pǫ)Ap < Bp < exp (−pǫ)Ap, (23)
which implies Ap ≈|p|ǫ Bp. By Fact 2.1.d, the claim holds for all p ∈ [−1, 0] as well.
In the rest of the section, we will bound the length of our sparse factor chain (Section 5.1), and show
that the chain indeed provides a good approximation to (I−X0)p (Section 5.2). In Section 5.3, we present
a refinement technique to further reduce the dependency of ǫ to log(1/ǫ) for the case when p = ±1.
5.1 Convergence of the Matrix Chain
To bound the length of the sparse factor chain, we need to study the convergence behavior of ρ (Xi). We
show that a properly constructed matrix chain of length O(log(κ/ǫ)) is sufficient to achieve ǫ precision. Our
analysis is analogous to the one in [PS14]. However, we have to deal with the first order term in I− 12X− 12X2,
which results a longer chain when ǫ is small.
We start with the following lemma, which analyzes one iteration of the chain construction. We also take
into account the approximation error introduced by sparsification.
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Lemma 5.3. Let X and X¯ be nonnegative symmetric matrices such that I < X, I < X¯, and
I− X¯ ≈ǫ I− 1
2
X− 1
2
X2. (24)
If ρ(X) ≤ 1− λ, then the eigenvalues of X¯ all lie between 1− 12 (3− λ) exp(ǫ) and 1− 12
(
3λ− λ2) exp(−ǫ).
Proof. If the eigenvalues of I −X are between λ and 2 − λ, the eigenvalues of I − 12X − 12X2 will belong
to [(3λ − λ2)/2, (3 − λ)/2]. The bound stated in this lemma then follows from the fact that the spectral
sparsification step preserves the eigenvalues of I− 12X− 12X2 to within a factor of exp(±ǫ).
We next prove that our sparse matrix chain achieves overall precision ǫ.
Lemma 5.4 (Short Factorization Chain). Let M = I −X0 be an SDDM matrix with condition number κ.
For any approximation parameter ǫ, there exists an (ǫ0, . . . , ǫd)-sparse factor chain ofM with d = log9/8(κ/ǫ)
and
∑d
j=0 ǫj ≤ ǫ, satisfying
I−Xi+1 ≈ǫi I−
1
2
Xi − 1
2
X2i ∀ 0 ≤ i ≤ d− 1,
I−Xd ≈ǫd I.
(25)
Proof. Without loss of generality, we assume ǫ ≤ 110 . For 0 ≤ i ≤ d − 1, we set ǫi = ǫ8d . We will show that
our chain satisfies the condition given by Equation (25) with ǫd ≤ (7ǫ)/8, and thus
∑d
i=0 ǫi ≤ ǫ.
Let λi = 1− ρ(Xi). We split the error analysis to two parts, one for λi ≤ 12 , and one for λi ≥ 12 .
In the first part, because ǫi ≤ 1/10,
1− 1
2
(
3λi − λ2i
)
exp(−ǫi) < 1− 9
8
λi and
1− 1
2
(3− λi) exp(ǫi) > −1 + 9
8
λi
(26)
which, by Lemma 5.3, implies that λi+1 ≥ 98λi. Because initially, λ0 ≥ 1/κ, after d1 = log9/8 κ iterations, it
must be the case that λd1 ≥ 12 .
Now we enter the second part. Note that ǫi =
ǫ
8d ≤ ǫ6 . Thus, when 12 ≤ λi ≤ 1− 56ǫ, we have ǫi ≤ 1−λi5
and therefore
1− 1
2
(
3λi − λ2i
)
exp(−ǫi) < 8
9
(1− λi) and
1− 1
2
(3− λi) exp(ǫi) > 8
9
(−1 + λi)
(27)
which, by Lemma 5.3, implies that 1 − λi+1 ≤ 89 (1 − λi). Because 1 − λd1 ≤ 12 , after another d2 =
log9/8(1/ǫ) iterations, we get ρ (Xd1+d2) ≤ 56ǫ. Because exp(− 78ǫ) < 1 − 56ǫ when ǫ ≤ 110 , we conclude that
(I−Xd1+d2) ≈ǫd I with ǫd ≤ 78ǫ.
5.2 Precision of the Factor Chain
We now bound the total error of the matrix factor that our algorithm constructs. We start with an error-
analysis of a single reduction step in the algorithm.
Lemma 5.5. Fix p ∈ [−1, 1], given an ǫ-sparse factor chain, for all 0 ≤ i ≤ d − 1, there exists degree ti
polynomials, with ti = O(log(1/ǫi)), such that
(I−Xi)p ≈2ǫi T− 1
2
p,ti
(
I+
1
2
Xi
)
(I−Xi+1)p T− 1
2
p,ti
(
I+
1
2
Xi
)
. (28)
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Proof.
(I−Xi)p ≈ǫi T− 1
2
p,ti
(
I+
1
2
Xi
)(
I− 1
2
Xi − 1
2
X2i
)p
T− 1
2
p,ti
(
I+
1
2
Xi
)
≈ǫi T− 1
2
p,ti
(
I+
1
2
Xi
)
(I−Xi+1)p T− 1
2
p,ti
(
I+
1
2
Xi
)
.
(29)
The first approximation follows from Lemma 4.2. The second approximation follows from Lemma 5.2,
Fact 2.1.e, and I−Xi+1 ≈ǫi I− 12Xi − 12X2i .
The next lemma bounds the total error of our construction.
Lemma 5.6. Define Zp,i as
Zp,i =
{
I if i = d(
T− 1
2
p,ti
(
I+ 12Xi
))
Zp,i+1 if 0 ≤ i ≤ d− 1. (30)
Then the following statement is true for all 0 ≤ i ≤ d
Zp,iZ
⊤
p,i ≈2∑d
j=i
ǫj
(I−Xi)p . (31)
Proof. We prove this lemma by reverse induction. Combine I ≈ǫd I −Xd and Lemma 5.2, we know that
Zp,dZ
⊤
p,d = I
p ≈ǫd (I−Xd)p, so the claim is true for i = d. Now assume the claim is true for i = k+1, then
Zp,kZ
⊤
p,k =T− 1
2
p,tk
(
I+
1
2
Xk
)
Zp,k+1Z
⊤
p,k+1T− 1
2
p,tk
(
I+
1
2
Xk
)
≈2∑d
j=k+1
ǫj
T− 1
2
p,tk
(
I+
1
2
Xk
)
(I−Xk+1)p T− 1
2
p,tk
(
I+
1
2
Xk
)
≈2ǫk (I−Xk)p .
(32)
The last approximation follows from Lemma 5.5.
If we define C˜ to be Z− 1
2
,0, this lemma implies C˜C˜
⊤ ≈∑d
j=0
ǫj
(I−X0)−1.
5.3 Iterative Refinement for Inverse Square-Root Factor
In this section, we provide a highly accurate factor for the case when p = −1. We use a refinement approach
inspired by the precondition technique for square factors described in Section 2.2 of [CS14].
Theorem 5.7. For any symmetric positive definite matrix M, any matrix C such that M−1 ≈O(1) ZZ⊤,
and any error tolerance ǫ > 0, there exists a linear operator C˜ which is an O(log(1/ǫ))-degree polynomial of
M and Z, such that C˜C˜⊤ ≈ǫ M−1.
Proof. Starting from M−1 ≈O(1) ZZ⊤, we know that Z⊤MZ ≈O(1) I. This implies that κ(Z⊤MZ) = O(1),
which we can scale Z⊤MZ so that its eigenvalues lie in [1− δ, 1 + δ] for some constant 0 < δ < 1.
By applying Lemma 4.1 on its eigenvalues, there is an O(log(1/ǫ)) degree polynomial T− 1
2
,t(·) that
approximates the inverse square root of Z⊤MZ, i.e.(
T− 1
2
,O(log(1/ǫ))
(
Z⊤MZ
))2 ≈ǫ (Z⊤MZ)−1 . (33)
Here, we can rescale Z⊤MZ back inside T− 1
2
,t(·), which does not affect the multiplicative error. Then by
Fact 2.1.e, we have
Z
(
T− 1
2
,O(log(1/ǫ))
(
Z⊤MZ
))2
Z⊤ ≈ǫ Z
(
Z⊤MZ
)−1
Z⊤ =M−1. (34)
So if we define the linear operator C˜ = Z
(
T− 1
2
,O(log(1/ǫ))
(
Z⊤MZ
))
, C˜ satisfies the claimed properties.
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Note that this refinement procedure is specific to p = ±1. It remains open if it can be extended to general
p ∈ [−1, 1].
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A Gremban’s Reduction for Inverse Square Root Factor
We first note that Gremban’s reduction [Gre96] can be extended from solving linear systems to computing
the inverse square-root factor. The problem of finding a inverse factor of a SDD matrix, can be reduced to
finding a inverse factor of a SDDM matrix that is twice as large.
Lemma A.1. Let Λ = D+An +Ap be an n× n SDD matrix, where D is the diagonal of Λ, Ap contains
all the positive off-diagonal entries of Λ, and An contains all the negative off-diagonal entries.
Consider the following SDDM matrix S, and an inverse factor C˜ of S, such that
S =
[
D+An −Ap
−Ap D+An
]
and C˜C˜⊤ = S. (35)
Let In be the n× n identity matrix. The matrix
C =
1√
2
[
In −In
]
C˜ (36)
is an inverse square-root factor of Λ.
Proof. We can prove that
Λ−1 =
1
2
[
In −In
]
S−1
[
In
−In
]
(37)
thus we have CC⊤ = Λ−1.
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Note that if C˜ is 2n × 2n, C will be an n × 2n matrix. Given the non-square inverse factor C, we can
draw a sample from multivariate Gaussian distribution with covariance Λ−1 as follows. First draw 2n i.i.d.
standard Gaussian random variables x = (x1, x2, . . . , x2n)
⊤, then y = Cx is a multivariate Gaussian random
vector with covariance Λ−1.
B Linear Normalization of SDDM Matrices
For a SDDM matrix D−A, one way to normalize it is to multiply D−1/2 on both sides,
D−A = D1/2
(
I−D−1/2AD−1/2
)
D1/2. (38)
Because ρ
(
D−1/2AD−1/2
)
< 1, this enables us to approximate
(
I−D−1/2AD−1/2)p. It is not clear how
to undo the normalization and obtain (D−A)p from it, due to the fact that D and A do not commute.
Instead, we consider another normalization as in Lemma 2.2 and provide its proof.
Lemma 2.2. Let M = D − A be a SDDM matrix, where D = diag (d1, d2, . . . , dn) is its diagonal, and
let κ = max{2, κ (D−A)}. We can pick c = (1− 1/κ) /(maxi di), so that all eigenvalues of c (D−A) lie
between 12κ and 2− 12κ . Moreover, we can rewrite c (D−A) as a SDDM matrix I−X, where all entries of
X = I− c (D−A) are nonnegative, and ρ (X) ≤ 1− 12κ .
Proof. Let j = argmaxi di, by definition c = (1− 1/κ) /dj.
Let [λmin, λmax] denote the range of the eigenvalues of D−A. By Gershgorin circle theorem and the fact
that D−A is diagonally dominant, we have that λmax ≤ 2dj. Also dj = e⊤j (D−A) ej , so λmax ≥ dj , and
therefore λmin ≥ λmax/κ ≥ dj/κ.
The eigenvalues of c (D−A) lie in the interval [cλmin, cλmax], and can be bounded as
1
2κ
≤
(
1− 1
κ
)
1
dj
(
dj
κ
)
≤ cλmin ≤ cλmax ≤
(
1− 1
κ
)
1
dj
(2dj) ≤ 2− 1
2κ
. (39)
To see that X = (I− cD)+ cA is a nonnegative matrix, note that A is nonnegative and I is entrywise larger
than cD.
C Inverse Factor by SDDM Factorization
We restate and prove Lemma 3.1.
Lemma 3.1 (Combinatorial Factorization). Let M be an SDDM matrix with m non-zero entries and con-
dition number κ, then
(1) M can be factored into
M = BB⊤, (6)
where B is an n×m matrix with at most 2 non-zeros per column;
(2) for any approximation parameter ǫ > 0, if Z is linear operator satisfying Z ≈ǫ M−1, then the matrix
C˜ = ZB (7)
satisfies
C˜C˜⊤ ≈2ǫ M−1. (8)
Moreover, a representation of C˜ can be computed in work O(m · logc1 n · logc2 κ) and depth O(logc3 n ·
log κ) for some modest constants c1, c2, and c3 so that for any m-dimensional vector x, the product
C˜x can be computed in work O((m + n · logc n · log3 κ) · log(1/ǫ)) and depth O(log n · log κ · log(1/ǫ))
for a modest constant c.
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Proof. Let ei be the i
th standard basis, then M can be represented by
M =
1
2
∑
1≤i<j≤n
|Mi,j | (ei − ej) (ei − ej)⊤ +
n∑
i=1
aieie
⊤
i , (40)
where ai = Mi,j −
∑
j 6=i |Mi,j | ≥ 0. Indeed, we can rewrite M as
∑m
i=1 yiy
⊤
i this way, and by setting
B = (y1,y2, . . . ,ym) concludes the proof for statement (1).
For statement (2),
C˜C˜⊤ = ZBB⊤Z⊤
= ZMZ
≈ǫ ZZ−1Z = Z.
(41)
The third line is true because of Fact 2.1.d and Fact 2.1.e. From C˜C˜⊤ ≈ǫ Z, by Fact 2.1.c, we have
C˜C˜⊤ ≈2ǫ M−1.
The total work and depth of constructing the operator ZB is dominated by the work and depth of
constructing the approximate inverse Z, which we refer to the analysis in [PS14]. The same statement also
holds for the work and depth of matrix-vector multiplication of ZB.
D Residue of Maclaurin Expansion
In this section we prove Lemma 4.1. We start with the following proposition.
Proposition D.1. For |x| ≤ δ < 1, we have
sup
|x|≤δ
|fp (x)− gp,t (x)| ≤ δ
t+1
1− δ . (42)
where gp,t (x) is the t
th order Maclaurin series expansion of fp(x) = (1− x)p.
Proof. We can represent gp,t (x) as
∑∞
i=0 aix
i.
We prove |ai| ≤ 1 for all i by induction, because |a1| = |p| ≤ 1, and
|ak+1| =
∣∣∣∣p− kk + 1
∣∣∣∣ |ak| ≤ |ak| . (43)
Therefore,
|fp (x) − gp,t (x)| =
∣∣∣∣∣
∞∑
i=t+1
aix
i
∣∣∣∣∣ ≤
∞∑
i=t+1
δi =
δt+1
1− δ . (44)
Lemma 4.1 (Maclaurin Series). Fix p ∈ [−1, 1] and δ ∈ (0, 1), for any error tolerance ǫ > 0, there exists a
t-degree polynomial Tp,t(·) with t ≤ log(1/(ǫ(1−δ)
2)
1−δ , such that for all λ ∈ [1− δ, 1 + δ],
exp(−ǫ)λp ≤ Tp,t(λ) ≤ exp(ǫ)λp. (14)
Proof. Let gp,t (x) be the t
th order Maclaurin series expansion of f (x) = (1− x)p. Because |1− λ| ≤ δ, by
Proposition D.1,
|gp,t (1− λ)− λp| ≤ δ
t+1
1− δ . (45)
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We define Tp,t (x) = gp,t (1− x). Also λp ≥ 1− δ, because p ∈ [−1, 1] and λ ∈ [1− δ, 1 + δ]. So we have
|Tp,t (λ)− λp| ≤ δ
t+1
(1 − δ)2λ
p. (46)
Therefore, when t = (1 − δ)−1 log(1/(ǫ(1− δ)2))), we get δt+1(1−δ)2 < ǫ and
|Tp,t (λ)− λp| ≤ ǫλp, (47)
which implies
exp(−ǫ)λp ≤ Tp,t (λ) ≤ exp(ǫ)λp. (48)
16
