Abstract: Control phase plays a critical role in the performance of time-division multiple access (TDMA)-based networks. Within cluster-based wireless sensor networks, a nimble and adaptive control phase algorithm called NACPA to control the control phase of TDMA-based medium access control (MAC) in cluster-based sensor networks is proposed. This algorithm takes advantage of the wireless sensor hardware feature and presents a more accurate although simpler means to calculate the number of contention nodes in one round. On the basis of the analysis of the features of contention probability against the number of contention nodes, this algorithm can significantly reduce its computation complexity, rendering it practically feasible for resource-constrained sensor networks. Detailed analytical evaluation against two typical MAC algorithms (polling and carrier sense multiple access) is presented both in terms of packet transmission delay and average channel utilisation, the results of which, while also matching the simulation observation, have shown its effectiveness and efficiency.
Introduction
Medium access control (MAC) protocol plays a critical role in the performance of wireless sensor networks [1] . Although carrier sense multiple access/collision avoidance (CSMA/CA), as led by IEEE 802.11, has been the mainstream technique for wireless network MAC, it is not inherently immune to the retransmission caused by collision and overhearing and this retransmission consumes much sensor energy. In contrast to the random access protocols, the scheduling-based MAC protocols such as TDMA bear inherent immunity to these factors [2] . This paper considers cluster-based sensor networks [1] , where the cluster head in a cluster serves naturally as a base station to carry out cluster-level time slot scheduling.
Time-division multiple access (TDMA)-based MAC in wireless networks typically involves the following four phases [3 -5] : frame synchronisation phase, control phase, scheduling phase and data transmission phase. Although much research on TDMA has been carried out on the scheduling phase, as evidenced by different time slot scheduling algorithms, researches on the control phase has been largely unexplored. The control phase (or active phase or request update phase as termed in some other literatures) plays a critical role in the performance of TDMA because the scheduling phase utilises the result of the control phase, mainly the number of successful nodes requesting data transmission, to perform time slot allocation.
The main work for control phase is to decide its own length in terms of time slots. This length, when contention is utilised, is also termed as contention window (CW). A commonly used mechanism in control phase is the so-called polling [4] , a scheduling-based approach. Polling reserves a slot for each sensor, regardless of the sensor's data transmission request (DTR). Polling guarantees no collision at a cost of longer control phase length, which as a result leads to longer packet delay time and low channel utilisation (refer to the later analysis for details). Improvement to polling has been proposed, which adopts random access [6, 7] , mainly using CSMA since it is the most influential contention protocol in practice. However, the majority of the existing work assumes a fixed length of TDMA control phase while devoting works to tuning the backoff window sizes of sensor nodes.
Various researches have been carried out on backoff window size [8] [9] [10] [11] . Sift [8] sets the backoff window size to a constant while leaving nodes to select the probability of successful transmission in different slots. If no node transmits data in the first slot, every node increases its successful transmission probability for the next slot. Xiao and Pan [10] introduce the priority into smaller-sized backoff windows. These researches have indicated that a mechanism that dynamic detects and estimates the number of active nodes usually performs better than otherwise. Cali [9] establishes the relation of the number of active stations and the idle period. Bianchi [11, 12] proposes the relation of the number of contention nodes and the collision probability using Kalman and ARMA filter. The results of these works are all presented in average and expectation. However, although research [12] uses Kalman and ARMA to get much more accurate results, the information needed for this calculation is massive and the computation is complex. Furthermore, these researches all assume that the number of nodes making request is fixed, namely, all nodes always have data ready to be transmitted (i.e. saturation conditions). These assumptions are not realistic in the real functioning of wireless sensor networks.
An algorithm called NACPA is proposed in this paper, striving to calculate the control phase length in a much simpler manner and without the above assumptions. This is achieved via a combination of experimental method and the re-use of the information obtainable from an existing hardware: [automatic gain control (AGC)]. Moreover, this paper proposes to calculate the number of contention node (denoted as N) from the contention slot's (CS's) point of view rather than from the contention node's perspective. This design methodology contributes significantly to the simplification of the contention node estimation process and the control phase algorithm itself, as will be demonstrated in the paper.
Proposed protocol
Sensor nodes contend for CS in the control phase. The length of a CS can typically accommodate a DTR from a sensor. When a sensor has data to transmit, it randomly selects a CS to send DTR to base station (i.e. the cluster head in cluster-based sensor networks as is the case of this paper), as illustrated in Fig. 1 . These sensors that successfully obtain a CS are able to be scheduled a data transmission slot in data transmission phase. The failed ones retransmit their DTR in the next round. Given the number of contention nodes N and the number of CS M in a round, it is obvious in sensor networks that the higher the probability of a CS being a valid slot (i.e. being selected by only one sensor) is, the more sensors are that get their DTR received without collision. That is, the higher the total number of valid slots becomes, and consequently the more r (the success rate of nodes getting their DTR received by the cluster head) and u (the control phase utilisation) become. Therefore the problem of maximising r and u is converted to a problem of maximising the probability of a CS being a valid slot by tuning M. Theorem 1 shows there exist such a maximum of the probability of a CS being a valid slot and the value of this maximum is highly coupled with the values of M and N.
Theorem 1: The probability of a CS being a valid slot is maximized when M ¼ N.
Proof: Given a CS, let p(x) be the probability of this CS being selected by x sensor nodes simultaneously. p(x) is calculated by
is the probability of a CS being idle; when x ¼ 1, p(x) is the probability of a CS being a valid slot and when x . 1 (and with ceiling N), p(x) is the probability of a CS being an invalid one. NACPA is interested in how to tune M so as to obtain a maximum p(1). Since M is a variable in (1), p(1) is denoted as p(M ) and derived from (1) as follows
In order to get the maximum of p(M ), the derivative of p(M ) is calculated
Set (3) ¼ 0, we have M ¼ N. This means, when M ¼ N, the probability of CS being used successfully is maximum. A
The target of NACPA is to, at the end of round i, calculate the CW size of next round, that is, M iþ1 . Theorem 1 proves that when M ¼ N the probability of a CS being a valid slot is maximised. Then the problem of calculating M iþ1 is converted into the calculation of N iþ1 . However, it is practically impossible to know N iþ1 because round (i þ 1)th has not occurred yet. A commonly used technique is to use N i to replace N iþ1 [9] . Thus, NACPA utilises the result of ith round to decide the CW size of the (i þ 1)th round. An improvement is to use the results of all i rounds to calculate the CW of the (i þ 1)th round, such as in the work by Bianchi and Tinnirello [12] where Kalman filter is utilised for this purpose. A similar approach can be integrated into our work. However, the focus of this paper is how to estimate a more accurate N for one round with a significantly reduced computation complexity. For presentation simplicity and without ambiguity, this paper uses N to denote N i . N is composed of two parts: the number of success nodes and the number of failure node, that is
where m S is the number of valid CS's (i.e. the number of success sensor nodes as well), m F is the number of invalid CS's and n i is the number of contention nodes on ith invalid CS. Note that this calculation is carried out from the slot's point of view rather than from the node's perspective. Now the problem is how to get N -the total number of nodes making DTR in a given round. Using the signal from AGC circuit in the wireless communication radio interface, a cluster head can detect if a slot is idle, used by only one sensor, or there is a collision. Namely, m S and m F can be obtained. However, AGC hardware cannot explain how many nodes lead to the collisions in an invalid CS. This paper proposes to utilise a probability-based mechanism to estimate P i¼1 m F n i since sensors randomly select CS. The method is to find out the most probable number of contention nodes causing a collision on a given CS. And this probability-based estimation is across all CS's in the control phase. We denote this most probable number of contention nodes as N c . Then, (4) is converted into Theorem 2: Given N and M, there exist one and only one x where x . 1 such that p(x) is maximised. Its physical implication is: when collision occurs on one CS, there is only one most probable number of nodes (i.e. N c ) that have selected this CS simultaneously.
Proof: According to (1), the probability when x þ 1 and x 2 1 can be calculated as follows
According to the function characteristics, it can be proved that f 1 ¼ p(x)/p(x þ 1) monotonously increases and f 2 ¼ p(x)/p(x 2 1) monotonously decreases. Suppose there exists x c that makes p(x ¼ x c ) a maximum, then we have
Since x c is an integer, the above formulas can be written in the integer format as
integers, x c must be equal to one of them. According to the monotonousness characteristics of f 1 and f 2 , we have
This means that when 0 x , x c , p(x) monotonously increases; when x c , x N, p(x) monotonously decreases and p(x) has only one maximum, that is, when
Therefore when x . 1, there is only one maximum value of p(x). That means when collision occurs on one CS, there is only one most probable number of nodes, that is, N c , that are selecting this CS simultaneously.
A Fig. 2 on p(x) illustrates that when x . 1, each graph has only one maximum (i.e. when x ¼ N c ), as proved in Theorem 2. However, Fig. 2 also indicates that, although there is only one most probable number of nodes that contend for one CS simultaneously, its probability is not significantly higher than those of other numbers, as such these other numbers should not be neglected in estimating the actual number of nodes causing collision on one CS. In this case, expectation E(x) is used to compute the average most probable number of contention nodes, denoted as N Ã c . Namely
where
To reduce the complexity of calculating N Ã c , another observation from Fig. 2 is utilised: when x becomes larger than a certain number, the value of the probability is very close to 0. For example, when N ¼ 100, as shown in Fig. 2b , after the value of x is larger than 18, p(x) is almost 0. Then any x whose p(x) is less than a threshold z is not making significant impact on the calculation of N Ã c and therefore can be excluded in calculation. The smaller the z is, the more accurate the expectation will be, but the higher the computation complexity is. The setting of the threshold z is based on many times of experiments, an example result of which is illustrated in Fig. 2 . In this paper, it is set to 30%. Intuitively, it depends on the number of nodes making transmission request. The steps of computing N Ã c are as follows:
1. Obtain N c ; 2. Select the threshold z (optional: it is usually assigned a default value, e.g. 30%); 3. Select nodes x whose p(x) . z; 4. Calculate E(x) using x's whose p(x) . z by using
where x i denotes the ith number of contention nodes that is included in the calculation;
When N ¼ n, we denote p(x) as p 1 (x) and p 2 (x), respectively, for N ¼ n and N ¼ n þ 1. We have
According to
when n is much larger than 1 and x is close to 1, we have n ' n þ 1 ' n21 and n 2 x ' n. Then we have
Therefore when N is much larger than 1, p 1 (x) is very close to p 2 (x), as shown in Table 1 . 
This observation applies to other values of N. As such we can make the following conclusion. When N ¼ M, that is, the number of contention nodes equals to the number of current CS, the average most probable number of nodes contending for one CS is a constant, regardless of how the number of contention nodes varies. Namely
So far the discussion is based on the assumption that the system always has enough resource to allocate the size of a CW to the number of total contention nodes, no matter how big the latter might be. However, this is not always true in practice, especially for dense sensor networks where a cluster might contain a big number of nodes and real-time scenarios where end-to-end delay is critical (and as such not allowing a long control phase). In these cases, it is possible that M , N. ) is used, which gives a constant in terms of computational complexity, namely O(1). When M = N, factorial calculation is needed, as such giving an O(n!) complexity. Although we have reduced significantly the number of factorial calculation by introducing threshold z, further reduction can be facilitated via the introduction of a priority-based mechanism into control phase, for example, a similar mechanism utilised in the work of Xiao and Pan [10] .
Note that the adjustment of control phase length will proportionally affect the length of data transmission phase, given that the total system resource, that is, time slots is fixed. The way the NACPA handles this issue is as follows: if more nodes are admitted than the number of available slots in transmission phase, then some admitted nodes will be blocked, waiting for data transmission in the next round. Otherwise, this is not a concern because there are sufficient slots in data transmission phase to satisfy data transmission requests admitted in control phase. This preliminary solution can be improved by a more sophisticated solution that enables NACPA to automatically adapt itself to a proper balance between the length of control phase and the length of the data transmission phase. A possible means is to scale down the actual N(i) when calculating N(i þ 1) -refer to Fig. 3 by the percentage of nodes that are admitted in control phase but unsuccessfully scheduled for data transmission in data transmission phase. Further investigation and evaluation of this issue is out of the scope of this paper.
Analytical evaluation
In this section, the performance of the proposed algorithm is analysed in terms of average transmission delay and channel utilisation. Two typical MAC control phase proposals are employed to be evaluated against NACPA: polling [4, 5] and CSMA [6, 7] . Polling is selected because it represents contention-free protocols and it is widely used because of its operational simplicity. CSMA, as used in IEEE 802.11, is so far the most popular protocol in practice and is the most influential member in contention-based protocol family.
Transmission delay
In this paper, the evaluation is carried out from the slot's point of view instead of the node's perspective as most do, such as in researches [9] . The methodology follows on the means employed for N calculation, as discussed above. All nodes that fail to obtain a data transmission slot will need to compete again for a CS in next round's control phase, alongside other first-time contention nodes. Thus, from the CS's perspective, there is no difference between the contention nodes that are left over from the previous rounds and the nodes that make request the first time. Therefore there is no need to consider the number of request retransmission and only one round of data transmission needs to be considered. The performance improvement in each round will collectively contribute to the overall performance upgrade of the whole TDMA system. The symbols used in this section are listed in Table 2 . They are all defined to describe the parameters in one round.
If M is the number of CS's in the control phase, then Mt slot is the length of the control phase in a given round. Suppose there are N contention nodes in total in this round, that is, n S þ n F ¼ N, then T delay is calculated by
First, n delay is represented by the expectation of the number of contention nodes delayed in one CS in a round
where i x denotes the number of nodes delayed when x nodes contend for one slot. According to (1), when x ¼ 0 and x ¼ 1, there is no delay caused by collisions, that is, i 0 ¼ 0 and i 1 ¼ 0; when x . 1 there are x nodes delayed, that is, {i x ¼ xjx . 1}. Therefore (23) can be transformed to
According to formula (13), which is in the conditional probability format
Therefore
Finally, n F can be obtained by
Bringing (27) into (22), we have
Equation (28) is used as a basis to calculate the average delay for polling, CSMA and NACPA. In terms of polling, the length of the control phase is equal to the total number of sensors (T ) in a given cluster, thus there is no contention node delayed. The average delay of polling, denoted as t delay polling , is calculated as follows
Different from polling, the length of the control phase in NACPA is equal to the total number of sensors making DTR in one round, that is, M ¼ N. Using N to replace M in (28), we have
In addition, according to the analysis in Section 2 and Table 1 , the probabilities and expectations for contention nodes have limitations:
Therefore the upper bound of the average delay t delay NACPA is
In order for NACPA to perform better than polling in terms of the average delay, the following condition needs to be satisfied
where t data /t slot represents the number of slots in the data transmission phase. For example, when T ¼ 100, t slot ¼ 50 ms, channel bit rate is 1 Mbps, payload is 500 or 125 bytes, formula (32) is true when N , 53 and N , 89, respectively. In practical sensor networks, except for the cases of dense data, it is seldom that a cluster would have more than half of T contention nodes. Generally speaking, NACPA performs better than polling in the situations where data transmission phase is not very long. In terms of CSMA algorithm, though the backoff windows size M changes as a result of increase or decrease of N, there is no such relation as M ¼ N. As such (28) applies to CSMA directly, that is
Because p(1) has only one maximum (when N ¼ M ), that is, p(1) p(1) max , the lower bound of t delay CSMA is
The comparison of NACPA and CSMA is shown in Fig. 4 , which illustrates the upper bound of t delay NACPA and the lower bounds of t delay CSMA in different CW sizes. Parameters used here are: t slot ¼ 50 ms, T ¼ 100, the channel bit rate is 1 Mbps and payload in the data transmission phase is 500 bytes. Fig. 4 shows that both t delay NACPA and t delay CSMA grow as the number of contention nodes increases. The lower bound of average delay when CW ¼ 32 is the lowest bound of t delay CSMA . The upper bound of t delay NACPA is lower than the lowest bound of t delay CSMA in most cases, except when there are a very high volume of contention nodes (e.g. about 70 in Fig. 4) . In practical sensor networks, it is rare that a cluster would have up to 70 contention nodes. Thus, in a vast majority of cases in sensor networks, NACPA performs better than CSMA in terms of the transmission delay, that is, t delay NACPA , t delay CSMA . Note that if a node fails to obtain a slot to transmit its data, then it will have to wait (i.e. being delayed) until the next round to try again. Therefore the delay introduced by the data transmission phase of this round, namely, t data , will have to be included in the delay calculation of this failed contention nodes. If it is a successful case for this node, then it starts data transmission straightaway in this round and therefore no delay introduced.
Average channel utilisation
The channel utilisation of the control phase u is:
According to (27), we have
In polling protocol, the length of the control phase is equal to T, and every request from sensors can be transmitted to the cluster head, that is, K ¼ N. Accordingly, the channel utilisation of polling is
In NACPA, the average channel utilisation satisfies
Compared to polling, when N/T , 0.4, it can be guaranteed that u NACPA . u polling . Finally, let u CSMA be the average channel utilisation of CSMA, then its upper bound can be obtained according to the maximum of p(1).
pð1Þ Pð1Þ max
Fig . 5 illustrates the lower bound of u NACPA and the upper bound of u CSMA . T used here is 100. Fig. 5 shows that the lower bound of u NACPA is always higher than the upper bound of u CSMA , indicating that NACPA always has a higher average channel utilisation than CSMA algorithm, that is, u NACPA . u CSMA .
Simulation results and discussion
The simulation is carried out according to the environment: there are T sensor nodes and one cluster head in the cluster concerned. N varies among 1 T. The parameters used for the simulation are listed in Table 3 . Fig. 6 shows the simulation results for transmission delay, under different Q's. It can be observed that the transmission delay is related to Q. First, in comparison with polling, the transmission delay of NACPA is lower than that of the polling algorithm in most cases, except when the number of nodes is approximately larger than 82 and 60, respectively, in Figs. 6a and b. These results are in line with the above numerical analysis, the qualifying formula (32). Secondly, regardless of the value of Q, NACPA in most cases performs better than CSMA. The exceptional cases are observed when the number of contention nodes is 85 when Q ¼ 125 bytes and 95 when Q ¼ 500 bytes, respectively. Fig. 7 illustrates the channel utilisation u of selected algorithms. It is observed that the channel utilisation of NACPA stays between 40% and 60% after a sharp slip during a short bootstrap. It is insensitive to the number of contention nodes, showing more stable (thus predictable) channel utilisation in comparison with polling and CSMA. NACPA always performs better than CSMA of any window size, independent of the number of contention nodes involved. Polling's channel utilisation increases along with the number of contention nodes, as such overtaking NACPA at some point (about 60 nodes in this simulation), which matches the qualification formula (37).
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Conclusion and future works This paper proposes a dynamic and adaptive algorithm called NACPA to control the control phase of TDMAbased MAC in sensor networks. NACPA first proves that the best performance is achieved when CW size is set equal to the number of contention nodes in one round. Then, by taking advantage of the AGC hardware feature, NACPA proposes a more accurate way to calculate the number of contention nodes in one round and discards the non-practical assumptions of a fixed number of contention nodes. By further analysing the features of contention probability against the number of contention nodes, NACPA significantly reduces its computation complexity, making it feasible for resource-constrained sensor networks. The analytical evaluation and simulation results both showed its effectiveness and efficiency in comparison with two typical MAC algorithms: polling and CSMA. In this paper, we assume that the data corruption is caused by collision only. This idealised mode needs to be generalised in the future work. Although the adaptive feature of the algorithm reduces the potential fluctuation of the control phase length M, the algorithm itself is not fluctuation-free. Design and integration of a smoothing function similar to that of Cali et al. [10] to reduce the side-effects caused by the potential fluctuation of control phase length M are also our future work. In addition, investigation of NACPA's impact on routing protocols is also within our interests. 
