THEOREM. Let f be defined on T n , have an absolutely convergent Fourier series and satisfy (1) \f(e ίσ )\ ^1 for all σ . 1* Introduction* Let B and D denote the open and closed unit discs respectively. The problem of characterizing those functions / of n complex variables which are analytic on D n and for which (4) holds has been solved only for n = 1. See [1, 2] . For the general case, n arbitrary, sufficient conditions on / and necessary conditions on / have been given [9, 6 ] and related problems have been studied [4, 5] . Unsolved, even in the case n = 1, is the problem of determining all functions analytic on B n for which (4) holds. This problem is equivalent to the problem of determining all endomorphisms of the Banach algebra of power series of n complex variables which converge absolutely on T n . See [8, 7] .
If for each σ such that \ f(e ίσ ) \ -1 there exists a rotation λ of R", a polynomial p such that Re p{τ) > 0 for all τ Φ 0, an n-tuple p of positive integers such that p((r
2* Remarks, definitions and notation* To see that the theorem in this paper extends Schreiber's result, Theorem 7.5 in [9] , let n = 2 and consider
The function f(e ίτ ) has one absolute maximum, namely at τ = (0, 0), and about this maximum has a local expansion of the form denote the space of Lebesgue integrable functions on R n and the space of their Fourier transforms respectively. Similarly define L\Z n ) and A(T n ). For any function ζ on T n let suppζ denote the support of ζ.
Finally, the letters a, b, c, d will denote absolute positive constants. The use of one such letter in two inequalities does not mean that the letter represents the same absolute constant in both inequalities. However, the use of such a letter in an inequality involving the indices k or m means that the constant represented by the letter is independent of k and m. The phrases "for k sufficiently large" and "for all m" will be omitted finitely many times from this paper. 
Proof.
Fix j, l^j^n.
Let h(t) = ρ((tδ tί y), for all t in R.
Since p is g-homogeneous of index 1, for all t > 0 and hence for all ί, h being a polynomial. Since h is positive definite, q^ is an even integer. Assume that τ 5 Φ 0, let r -τ q / and define σ t by τ -{r~l lqi a^). Since p is g-homogeneous of index 1, p{τ) = rp(σ). Since σ 5 Proof. Applying the definition of g-homogeneity to u and to w yields
\ulw\((r ι/qί σ ί s )) -r Iu~Iw u(σ)/w(σ)
from which the lemma follows directly.
LEMMA 6. Let u be a q-homogeneous, positive definite polynomial of index I u and v a polynomial in n variables such that
(7) \v(τ)\ =0(|tt(τ)|), τ >0 .
Then the index of q-homogeneity of each term of v is greater than
or equal to I u .
Proof. It has been implicitly assumed in the statement of the lemma that each term of v is g-homogeneous. It is straightforward to prove that in fact each term of any polynomial is g-homogeneous and that a sum of terms having a given index of ^-homogeneity is g-homogeneous with that same index. Therefore, if w is defined to be the sum of those terms of v having smallest index of g-homogeneity and if I w denotes the index of w, it suffices to prove that /" ^ /.. Fix a point σ such that w(σ) Φ 0. Since w is g-homogeneous, σ Φ 0. From (7) it follows that Proof. This lemma follows directly from Proposition 29 on page 254 of [3] . LEMMA 
Let f be defined on T n , have an absolutely convergent Fourier series and satisfy (1). Further assume that E f is nonempty and finite. If {r σ } σeEf and {ζ σ } σBEf satisfy (i) -(iv) of Lemma 7 and if, for each σ e E f , X σ is a rotation of R n followed by translation by σ, then
Proof. This lemma is a direct consequence of Lemmas 2 and 3 of this paper and Theorem 3.3 of [9] .
Proof of theorem. From (2), (3), and Lemma 1 it follows that for each point e iσ of the set E f , which was defined in § 2,
)\ ^expf-cΣ
for all τ in some neighborhood of 0 and hence that E f has no limit points. Since T n is compact, E f is finite. If E f = 0, then by the spectral radius formula ||/ fc ||->0, as k->oo. So assume that E f Φ0. Also, by Lemma 8 it suffices to assume that E f = {0} and that λ is the identity. Thus, it suffices to prove that The last estimate is easy since for some 3 in (0, 1), \f(e ίτ )\ < δ on 5F n YB. Thus, to prove the theorem it suffices to establish the estimate given in (12). Since, by (3),
for all τ eB and since b -kβ it follows that
for all τ e B, where for any subset S of {1, 2, , n) the differential operator £2f s is defined by £2f s = Πίes3|3ίi.
Expanding the expression on the right side of (13) by applying 3fj yields 
