The MIT/IEEE/Amazon GraphChallenge.org encourages community approaches to developing new solutions for analyzing graphs and sparse data. Sparse AI analytics present unique scalability difficulties. The Sparse Deep Neural Network (DNN) Challenge draws upon prior challenges from machine learning, high performance computing, and visual analytics to create a challenge that is reflective of emerging sparse AI systems. The sparse DNN challenge is based on a mathematically welldefined DNN inference computation and can be implemented in any programming environment. In 2019 several sparse DNN challenge submissions were received from a wide range of authors and organizations. This paper presents a performance analysis of the best performers of these submissions. These submissions show that their state-of-the-art sparse DNN execution time, TDNN, is a strong function of the number of DNN operations performed, Nop. The sparse DNN challenge provides a clear picture of current sparse DNN systems and underscores the need for new innovations to achieve high performance on very large sparse DNNs.
I. INTRODUCTION
MIT/IEEE/Amazon GraphChallenge.org encourages community approaches to developing new solutions for analyzing graphs and sparse data. GraphChallenge.org provides a welldefined community venue for stimulating research and highlighting innovations in graph and sparse data analysis software, hardware, algorithms, and systems. The target audiences for these challenges are individuals or teams that seek to highlight their contributions to graph and sparse data analysis software, hardware, algorithms, and/or systems.
As research in artificial neural networks progresses, the sizes of state-of-the-art deep neural network (DNN) architectures put increasing strain on the hardware needed to implement them [1] , [2] . In the interest of reduced storage and runtime costs, much research over the past decade has focused on the sparsification of artificial neural networks [3] - [13] . In the listed resources alone, the methodology of sparsification includes Hessian-based pruning [3] , [4] , Hebbian pruning [5] , matrix decomposition [9] , and graph techniques [10] - [13] . The sparse DNN challenge seeks to highlight innovations that are applicable to emerging sparse AI and machine learning [14] . Challenges such as YOHO [15] , MNIST [16] , HPC Challenge [17] , ImageNet [18] and VAST [19] , [20] have played important roles in driving progress in fields as diverse as machine learning, high performance computing and visual analytics. YOHO is the Linguistic Data Consortium database for voice verification systems and has been a critical enabler of speech research. The MNIST database of handwritten letters has been a bedrock of the computer vision research community for two decades. HPC Challenge has been used by the supercomputing community to benchmark and acceptance test the largest systems in the world as well as stimulate research on the new parallel programing environments. Im-ageNet populated an image dataset according to the WordNet hierarchy consisting of over 100,000 meaningful concepts (called synonym sets or synsets) [18] with an average of 1000 images per synset and has become a critical enabler of vision research. The VAST Challenge is an annual visual analytics challenge that has been held every year since 2006; each year, VAST offers a new topic and submissions are processed like conference papers. The sparse DNN challenge seeks to draw on the best of these challenges, but particularly the VAST Challenge in order to highlight innovations across the algorithms, software, hardware, and systems spectrum.
The focus on graph analytics allows the sparse DNN challenge to also draw upon significant work from the graph benchmarking community. Scale is an important driver of the Graph Challenge and graphs with billions to trillions of edges are of keen interest. The Graph Challenge is designed to work on arbitrary graphs drawn from both real-world data sets and simulated data sets. Examples of real-world data sets include the Stanford Large Network Dataset Collection (see http://snap.stanford.edu/data), the AWS Public Data Sets (see aws.amazon.com/public-data-sets), and the Yahoo! Webscope Datasets (see webscope.sandbox.yahoo.com). These real-world data sets cover a wide range of applications and data sizes. While real-world data sets have many contextual benefits, synthetic data sets allow the largest possible graphs to be readily generated. Examples of synthetic data sets include Graph500, Block Two-level Erdos-Renyi graph model (BTER) [21] , Kronecker Graphs [10] , [22] , [23] , and Perfect Power Law graphs [24] - [26] . The focus of the Graph Challenge is on graph analytics. While parsing and formatting complex graph data are necessary in any graph analysis system, these data sets are made available to the community in a variety of pre-parsed formats to minimize the amount of parsing and formatting required by Graph Challenge participants. The public data are available in a variety of formats, such as linked list, tab separated, and labeled/unlabeled. The Graph Challenge consists of a pre-challenge and three full challenges • Pre-challenge: PageRank pipeline [27] • Static graph challenge: subgraph isomorphism [28] • Streaming graph challenge: stochastic block partition [29] • Sparse DNN challenge [14] The static graph challenge is further broken down into triangle counting and k-truss. The sparse DNN challenge is the focus of this paper. The organization of this paper is as follow. First, a recap of the sparse DNN challenge is provided. Next, an overview is presented of the 2019 submissions. The core of the paper is the section on the analysis of the submissions that performed sparse DNN challenge. Based on this analysis, these results are synthesized to provide a picture of the current state-of-the-art.
II. DEEP NEURAL NETWORKS
Machine learning has been the foundation of artificial intelligence since its inception [30] - [37] . Standard machine learning applications include speech recognition [32] , computer vision [33] , and even board games [34] , [38] .
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Thereafter the excitation decays exponentially to zero. If a t a n y time this excitation exceeds the threshold of t h e succeeding element, the element performs its firing cycle and transmits its own excitations. A network such as the one described is suggestive of n e t w o r k s of the nerve cells, or neurons, of physiology, b u t since t h e details of neuron interaction are a s y e t uncertain, it cannot even be said that the networks are identical w i t h o u t some simplifications which are present. I n the work mentioned, the network was activated a n d an o u t p u t obtained in the following way. T h e net was divided arbitrarily into two groups, designated as i n p u t and o u t p u t groups. T h e o u t p u t group was further subdivided in two, and an o u t p u t was defined a t any i n s t a n t b y the difference in the n u m b e r of elements fired in the two subgroups during the instant. This arrangem e n t might be termed a push-pull output.
T h e input group was also subdivided into two subgroups, and two fixed input patterns were provided, usually designated as p x and p 2 . Input pi consisted in a d d i n g a large excitation into all the input elements of one subgroup simultaneously and repetitively a t a cons t a n t period, b u t doing nothing to the other subgroup. Drawing inspiration from biological neurons to implement machine learning was the topic of the first paper presented at the first machine learning conference in 1955 [30] , [31] (see Figure 1 ). It was recognized very early on in the field that direct computational training of neural networks was computationally unfeasible with the computers that were available at that time [36] . The many-fold improvement in neural network computation and theory has made it possible to create neural networks capable of better-than-human performance in a variety of domains [39] - [42] . The production of validated data sets [43] - [45] and the power of graphic processing units (GPUs) [46] - [49] have allowed the effective training of deep neural networks (DNNs) with 100,000s of input features, N , and 100s of layers, L, that are capable of choosing from among 100,000s categories, M (see Figure 2 ).
The impressive performance of large DNNs provides motivation to explore even larger networks. However, increasing N , L, and M each by a factor 10 results in a 1000fold increase in the memory required for a DNN. Because
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Hidden Layers of these memory constraints, trade-offs are currently being made in terms of precision and accuracy to save storage and computation [11] , [51] - [53] . Thus, there is significant interest in exploring the effectiveness of sparse DNN representations where many of the weight values are zero. As a comparison, the human brain has approximately 86 billion neurons and 150 trillion synapses [54] . Its graph representation would have approximately 2,000 edges per node, or a density of 2 × 10 3 /86 × 10 9 = 0.000002%. If a large fraction of the DNN weights can be set to zero, storage and computation costs can be reduced proportionately [6] , [55] . The interest in sparse DNNs is not limited to their computational advantages. There has also been extensive theoretical work exploring the potential neuromorphic and algorithmic benefits of sparsity [8] , [56] - [59] .
The primary mathematical operation performed by a DNN network is the inference, or forward propagation, step. Inference is executed repeatedly during training to determine both the weight matrix W and the bias vectors b of the DNN. The inference computation shown in Figure 2 is given by
where h() is a nonlinear function applied to each element of the vector. The sparse DNN challenge uses the standard graph community convention whereby W(i, j) = 0 implies a connection between neuron i and neuron j. In this convention y are row vectors and left matrix multiply is used to progress through the network. Standard AI definitions can be used by transposing all matrices and multiplying on the right. A commonly used function is the rectified linear unit (ReLU) given by h(y) = max(y, 0) which sets values less that 0 to 0 and leaves other values unchanged. For the Sparse DNN challenge, h() also has an upper limit set to 32. When training a DNN, or performing inference on many different inputs, it is usually necessary to compute multiple y vectors at once in a batch that can be denoted as the matrix Y . In matrix form, the inference step becomes
where B is a replication of b along columns given by
and 1 is a column array of 1's, and | | 0 is the zero norm.
III. NEURAL NETWORK DATA
Scale is an important driver of the Graph Challenge and graphs with billions to trillions of edges are of keen interest. Real sparse neural networks of this size are difficult to obtain from real data. Until such data is available, a reasonable first step is to simulate data with the desired network properties with an emphasis on the difficult part of the problem, in this case: large sparse DNNs. The RadiX-Net synthetic sparse DNN generator is used [60] to efficiently generate a wide range of pre-determined DNNs all with 32 connections per neuron. RadiX-Net produces DNNs with a number of desirable properties, such as equal number of paths between all inputs, outputs, and intermediate layers. The RadiX-Net DNN generation algorithm uses mixed radices to generate DNNs of specified connectedness which are then expanded via Kronecker products into larger DNNs. The number of connections (see Table I ) in the resulting large sparse DNNs are computed using the formula
IV. INPUT DATA SET
Executing the Sparse DNN Challenge requires input data or feature vectors Y 0 . MNIST (Modified National Institute of Standards and Technology) is a large database of handwritten digits that is widely used for training and testing DNN image processing systems [16] . MNIST consists of 60,000 28×28 pixel images. The Sparse DNN Challenge uses interpolated sparse versions of this entire corpus as input (Figure 3 ). Each 28×28 pixel image is resized to 32×32 (1024 neurons), 64×64 (4096 neurons), 128×128 (16384 neurons), and 256×256 (65536 neurons). The resized images are thresholded so that all values are either 0 or 1. The images are flattened into a single row to form a feature vector. The non-zero values are written as triples to a .tsv file where each row corresponds to a different image, each column is the non-zero pixel location and the value is 1. Fig. 3 . MNIST data set consists of 60,000 handwritten digits [16] . 
VI. COMMUNITY SUBMISSIONS
Graph Challenge has received a wide range of submissions across all its various challenges that have included hundreds of authors from over fifty organizations. In 2019, twenty submissions across all the challenges were selected for publication [61] - [80] . Six of the published submissions provided sparse DNN performance data for analysis [61] - [66] .
The submissions implemented the sparse DNN challenge in a comparable manner, resulting in over 60 distinct measurements of sparse DNN execution time, T DNN . The number of connections, N c , in the graph describes the overall size of the graph. The rate of operations processed in DNN inference is given by 
VII. PERFORMANCE ANALYSIS
The normalized parameters N 1 and β, along with the largest values of N c , are shown in Table II for each submission. Submissions with larger N c , larger N 1 , and smaller β perform best. The current state-of-the-art can be seen by plotting all the model fits T DNN together (see Figures 6 and 7) . Combined, these suggest that typical performance model for 2019 is
with the exception of [61] , which produced the higher performance given by
Given that this is the first year of the sparse DNN challenge, it would be expected that subsequent submissions will aim to approach the higher performance demonstrated by [61] . 
VIII. CONCLUSION
The MIT/IEEE/Amazon GraphChallenge.org encourages community approaches to developing new solutions for analyzing graphs and sparse data. Sparse AI analytics presents unique scalability difficulties. The machine learning, high performance computing, and visual analytics communities have wrestled with these difficulties for decades and developed methodologies for creating challenges to move these communities forward. The sparse Deep Neural Network challenge draws upon prior challenges from machine learning, high performance computing, and visual analytics to create a challenge that is reflective of emerging sparse AI systems. The sparse DNN challenge is a based on a mathematically well-defined DNN inference kernel and can be implemented in any programming environment. In 2019 several sparse DNN challenge submissions were received from a wide range of authors and organizations. These submissions illustrate the state-of-the-art sparse DNN execution time, T DNN , is a strong function of the number of connections in the network, N c . 
