We present a learning algorithm for neural networks, called Alopex. Instead of error gradient, Alopex uses local correlations between changes in individual weights and changes in the global error measure. The algorithm does not make any assumptions about transfer functions of individual neurons, and does not explicitly depend on the functional form of the error measure. Hence, it can be used in networks with arbitrary transfer functions and for minimizing a large class of error measures. The learning algorithm is the same for feedforward and recurrent networks. All the weights in a network are updated simultaneously, using only local computations. This allows complete parallelization of the algorithm. The algorithm is stochastic and it uses a "temperature" parameter in a manner similar to that in simulated annealing. A heuristic "annealing schedule" is presented that is effective in finding global minima of error surfaces. In this paper, we report extensive simulation studies illustrating these advantages and show that learning times are comparable to those for standard gradient descent methods. Feedforward networks trained with Alopex are used to solve the MONK'S problems and symmetry problems. Recurrent networks trained with the sum& algorithm are used for solving temporal XOR problems. Scaling properties of the algorithm are demonstrated using encoder problems of different sizes and advantages of appropriate error measures are illustrated using a variety of problems.
Introduction
Artificial neural networks are very useful because they can represent complex classification functions and can discover these representations using powerful learning algorithms. Multilayer perceptrons using sigmoidal nonlinearities at their computing nodes can represent large classes (Hornik et al. 1989) . In general, an optimum set of weights in these networks is learned by minimizing an error functional. But many of these functions (that give error as a function of weights) contain local minima, making the task of learning in these networks difficult (Hinton 1989) . This problem can be mitigated by (1) choosing appropriate transfer functions at individual neurons and appropriate error functional for minimization and (2) by using powerful learning algorithms.
Learning algorithms for neural networks can be categorized into two classes.' The popular backpropagation (BPI and other related algorithms calculate explicit gradients of the error with respect to the weights. These require detailed knowledge of the network architecture and involve calculating derivatives of transfer functions. This limits the original version of BP (Rumelhart et al. 1986 ) to feedforward networks with neurons containing smooth, differentiable and non-saturating transfer functions. Some variations of this algorithm (Williams and Zipser 1989, for example) have been used in networks with feedback; but, these algorithms need non-local information, and are computationally expensive.
A general purpose learning algorithm, without these limitations, can be very useful for neural networks. Such an algorithm, ideally, should use only locally available information, impose no restrictions on the network architecture, error measures, or transfer functions of individual neurons, and should be able to to find global minima of error surfaces. It should also allow simultaneous updating of the weights and hence reduce the overhead on hardware implementations.
Learning algorithms that do not require explicit gradient calculations may offer a better choice in this respect. These algorithms usually estimate the gradient of the error by local measurements. One method is to systematically change the parameters (weights) to be optimized and measure the effect of these changes (perturbations) on the error to be minimized. Parameter perturbation methods have a long history in adaptive control, where they were commonly known as the "MIT rule" (Draper and Li 1951; Whitaker 1959) . Many others have recently used perturbations of single weights (Jabri and Flower 1991) , multiple weights (Dembo and Kailath 1990;  Alspector et al. 19931, or single neurons (Widrow and Lehr 1990) .
A set of closely related techniques in machine learning is Learning Automata (Narendra and Thathachar 1989) and Reinforcement Learning (Barto etal. 1981) . In this paper we present an algorithm called "Alopex"2 that is in this general category. Alopex has had one of the longest history of such methods, ever since its introduction for mapping visual receptive fields (Harth and Tzanakou 1974) . It has subsequently been modified 'Methods that are not explicitly based on gradient concepts have also been used for training layered networks (Minsky 1954; Rosenblatt 1962) . These methods are limited in their performance and applicability and hence are not considered in our discussions.
2Alopex is an acronym for Algorithm for pattern extraction, and refers to the alopecic performance of the algorithm.
and used in models of visual perception (Harth and Unnikrishnan 1985; Harth et al. 1987 Harth et al. , 1990 , visual development (Nine and Unnikrishnan 1993; Unnikrishnan and Nine 19931 , for solving combinatorial optimization problems (Harth et al. 19861 , for pattern classification (Venugopal et al. 1991 , and for control (Venugopal et al. 1994) . In this paper we present a very brief description of the algorithm and show results of computer simulations where it has been used for training feedforward and recurrent networks. Detailed theoretical analysis of the algorithm and comparisons with other closely related algorithms such as reinforcement learning will appear elsewhere (Sastry and Unnikrishnan 1994) .
The Alopex Algorithm
Here, learning in a neural network is treated as an optimization p r~b l e m .~ The objective is to minimize an error measure, E, with respect to network weights w, for a given set of training samples. The algorithm can be described as follows: consider a neuron i with an interconnection strength wfI from neuron j . During the nth iteration, the weight w,, is updated according to the rule:
where b,(n) is a small positive or negative step of size 6 with the following probabilities5 wl,(n) = w,(n -1) + 6,(n) -6 with probability p , ( n ) +d with probability 1 -p l , ( n ) 6,,(n) = (2.2)
The probability p i ( n ) for a negative step is given by the Boltzmann distribution:
where C o ( n ) is given by the correlation
and T ( n ) is a positive "temperature." Aw,,(n) and AE(n) are the changes in weight w,, and the error measure E over the previous two iterations.
Aw,(n)
~~ 3Earlier versions of this have been presented at conferences (Unnikrishnan and Pan- 4For the first two iterations, weights are chosen randomly. 51n simulations, this is done by generating a uniform random number between 0 dit 1991; Unnikrishnan and Venugopal 1992) .
and 1 and comparing it with p l , ( n ) .
The "temperature" T in equation 2.3 is updated every N iterations using the following "annealing schedule": h is the step size and xlI is either +1 or -1 (randomly assigned for the first two iterations).
make the essential computations clearer.
x , ( n -2) with probability p l I ( t z ) -x , ( n -2) with probability 1 -pl,(n)
From equations 2.7-2.9 we can see that if AE is negative, the probability of moving each weight in the same direction is greater than 0.5. If AE is positive, the probability of moving each weight in the opposite direction is greater than 0.5. In other words, the algorithm favors weight changes that will decrease the error E. The temperature T in equation 2.3 determines the stochasticity of the algorithm. With a nonzero value for T, the algorithm takes biased random walks in the weight space toward decreasing E. If T is too large, the probabilities are too close to 0.5 and the algorithm does not settle into the global minimum of E. If T is too small, it gets trapped in local minima of €. Hence the value of T for each iteration is chosen very carefully. We have successfully used the heuristic "annealing schedule" shown in equation 2.6. We start the simulations with a large T , and at regular intervals, set it equal to the average absolute value of the correlation C,, over that interval. This method automatically reduces T when the correlations are small (which is likely to be near minima of error surfaces) and increases T in regions of large correlations. The correlations need to be averaged over a sufficiently large number of iterations so that the annealing does not freeze the algorithm at local minima. Toward the end, the step size (I' can also be reduced for precise convergence.
The use of a controllable "temperature" and the use of probabilistic parameter updates are similar to the method of simulated annealing (Kirkpatrick et al. 1983) . But Alopex differs from simulated annealing in three important aspects: (1) the correlation (AE . Aw) is used instead of the change in error AE for weight updates, (2) all weight changes are accepted at every iteration, and (3) during an iteration, all weights are updated simultaneously.
2.2 "Universality" of the Algorithm. The algorithm makes no assumptions about the structure of the network, the error measure being minimized, or the transfer functions at individual nodes. If the change in the error measure is broadcast to all the connection sites, then the computations are completely local and all the weights can be updated simultaneously. The stochastic nature of the algorithm can be used to find the global minimum of error function. The above features allow the use of Alopex as a learning algorithm in feedforward and recurrent networks, and for solving a wide variety of problems.
In this paper we demonstrate some of these advantages through extensive simulation experiments. Convergence times of Alopex for solving XOR, parity, and encoder problems are shown to be comparable to those taken by backpropagation. Learning ability of Alopex is demonstrated on the MONKS problems (Thrun etal. 1991) and on the mirror symmetry problem (Peterson and Hartman 1989 ) that have been used extensively for benchmarking. Scaling properties of Alopex are investigated using encoder problems of different sizes. The utility of annealing schedule for overcoming local minima of error surfaces is demonstrated while solving the XOR problem. Since Alopex allows the usage of different error measures, we show that the use of an information theoretic error measure (Hopfield 1987; Baum and Wilczek 1988; , instead of the customary squared error results in smoother error surfaces and improved classifications. Finally we demonstrate its ability to train recurrent networks for solving temporal XOR problems. It should be stressed that in all these experiments, the same learning module was used for these diverse network architectures and problems.
Simulation Results
In this section we present results from an extensive set of simulation experiments. The algorithm has three main parameters: the initial temperature T, the step-size 6, and the number of iterations N over which the correlations are averaged for annealing. The initial temperature is usually set to a large value of about 1000. This allows the algorithm to get an estimate of the average correlation in the first N iterations and reset it to an appropriate value according to equation 2.6. Hence this parameter does not affect the simulations substantially. N is chosen empirically, and "The average was taken over 100 trials with different initial weights. For backpropagation, the learning rate and momentum were 0.9 and 0.7, respectively, for XOR, 0.5 and 0.8, respectively, for parity, and the same for encoder. For Alopex, h and N were 0.35 and 20, respectively, for XOR, 0.1 and 30 for parity, and 0.05 and 100 for encoder.
usually has a value between 10 and 100. Again, this is not a very critical parameter and, for most of the runs, is not optimized. On the other hand, h is a critical parameter, and is chosen with care. We have found that a good initial value is about 0.001 to 0.01 times the dynamic range of the weights. We terminate learning when the output-neuron responses are within 0.1 of their targets for the entire training set.
Comparisons with Other Learning Algorithms.
The first set of experiments was done to compare the convergence time of Alopex with backpropagation. Alopex was used to train multilayer perceptrons with sigmoidal transfer functions, using the mean-squared error measure. Table 1 shows the performance of Alopex and a standard version of the backpropagation on the XOR, parity, and encoder problems. A 2-2-1 network was used for solving the XOR, a 4-4-1 network was used for solving the (4 bit) parity, and a 4-2-4 network was used for solving the (4 bit) encoder problem. The average number of iterations taken by the two algorithms over 100 trials are given in Table 1 .
We can see that the average number of iterations taken by Alopex is comparable to those taken by backpropagation. It should be pointed out that in Alopex all the weights are updated simultaneously and hence with a parallel implementation, the computation time taken per updating would be much less than that of backpropagation.
The next set of experiments was done to compare Alopex with Reinforcement Learning and Learning Automata. The multiplexer task, which involves learning a six-input boolean function, has been solved using both these methods (Barto 1985; Mukhopadhyay and Thathachar 1989) . Of the six input lines, four carry data and two carry addresses. The task is to transmit the appropriate data, as specified by the address, to the output line. Following Barto (1985) , we chose a network with six linear input units, four sigmoidal hidden units, and a sigmoidal output unit, 'See Mukhopadhyay and Thathachar (1989) for a description of the three tasks. The data for LA are taken from the above paper and the ARP data are taken from Barto (1985) . Slightly different updating and stopping criteria are used in each method and hence the three cannot be compared directly. For Alopex and LA, each task was run 10 times and for ARP one of the tasks was run 30 times. For Alopex, k was 0.0025 and N was 10.
with 39 parameters (34 weights and five thresholds) to adjust. The training data were continuously fed into the network and the parameters were updated after every 64 examples. The training was stopped when 1000 consecutive examples were correctly classified. Following Mukhopadhyay and Thathachar (19891, we created three tasks with three different sets of address lines. Table 2 shows the average number of updates (over 10 trials, each starting with a different set of weights) needed for solving each of the tasks.6 From Table 2 we can see that Alopex compares favorably with these algorithms. Since the updating and stopping criteria are slightly different in the three studies, the numbers cannot be compared directly. Table 3 shows the number of iterations taken (from one initial set of weights) for different step-sizes, using the mean-squared error and the log error (see Section 3.4).
The third set of experiments was done to compare Alopex with weight perturbation methods. Figure 1 shows the mean square error as a function of iterations for the XOR problem. A 2-2-1 network was used. The data for weight perturbation and backpropagation are taken from Jabri and Flower (1991) . For a small step-size (6 = 0.008), the error decrement for Alopex is fairly smooth and it takes about the same number of iterations as the other two methods to converge. The convergence can be 'Mukhopadhyay and Thathachar (1989) specify the convergence criterion as the correct classification of the 64 training examples. With this criterion, the number of iterations are lower. The mean square error as a function of iterations for learning the XOR problem with a 2-2-1 network. Back-prop, Backpropagation algorithm; Wt-pert, weight perturbation algorithm; Alpx (sml), Alopex with a small step size (6 = 0.008); Alpx (lrg), Alopex with a large step size (6 = 0.03). The plots for backpropagation and weight perturbation are reproduced from Jabri and Flower (1991). speeded up by using larger steps, as shown by the plot 6 = 0.03. The error decrement is no longer smooth. Samples are represented by six, discrete-valued attributes and each problem involves learning a binary function defined over this domain. Problem 1 is in standard disjunctive normal form. Problem 2 is similar to parity problems and combines different attributes in a way that makes it complicated to describe in disjunctive or conjunctive normal forms using only the given attributes. Problem 3 is again in disjunctive normal form, but contains about 5% misclassifications. In the database, 124 randomly chosen samples are designated for training the first problem, 169 for training the second problem, and 122 for training the third problem. The entire set of 432 samples is used for testing. A feedforward network with 15 input units, 3 hidden units, and an output unit was trained to solve these problems. The network contained sigmoidal nonlinearities and Alopex was used to minimize the meansquared error. The network learned to class@ the first test set with 100% accuracy after 5,000 iterations and the second test set after 10,000 iterations. The third test set was correctly classified after 1,000 iterations and Figure 2 shows the network output for the 432 samples. Table 4 compares the performance of feedforward perceptrons trained using standard backpropagation, backpropagation with weight decay, the cascade-correlation technique, and Alopex on these problems. We can see that Alopex is the only method capable of correctly learning all the three problems. It should be noted that about 25 learning methods were compared in Thrun et al., but none of them achieved 100% accuracy on all three test sets. These experiments show that Alopex can be used as a powerful, general learning algorithm. 3.3 The Mirror Symmetry Problem. The mirror symmetry problem has also been used for benchmarking learning algorithms (see Peterson and Hartman 1989; Sejnowski et al. 1986; Barto and Jordan 1987) . The inputs are N x N-bit patterns with either a horizontal, a vertical, or a diagonal axis of symmetry and the task of the network is to classify them accordingly. For comparing numerical generalization accuracies, we used the fixed training set paradigm described in Peterson and Hartman (1989) . Ten sets of 4 x 4-bit data, with each set containing 100 training samples, were used in the experiments. A feedforward network with 16 input units, 12 hidden units, and 3 output units was trained on each one of these data sets and the training was terminated when all the training samples were correctly classified according to the "mid-point" rite ria.^ The generalization accuracy was determined on the remaining 9 sets of data, using the same criterion. Experiments were done using patterns where the elements had probabilities of 0.4, 0.5, and 0.6 for being on. Table 5 shows the generalization accuracies and average number of training iterations. Alopex was used to minimize the mean-squared error measure and the log error measure (see below). The accuracies for Mean Field Theory Learning (MFIJ and backpropagation (BPI are also shown. The generalization accuracy for Alopex is slightly better in one case and is considerably better in the other two cases.* 'The responses of "correct" output units should be greater than 0.5 and the responses of "incorrect" output units should be less than 0.5.
'The average number of iterations can not be compared, as Peterson and Hartman updates the weights after 5 patterns are presented, while we update the weights after all the 100 patterns are presented. 
Usefulness of Different Error Measures.
In most of the studies reported above, we had used the mean-squared error measure. When the output nodes are sigmoidal, this error function has an upper and lower bound and may contain multiple minima even for a single layer network (no hidden units). Alopex can be used for minimizing arbitrary error measures. In this section we demonstrate the advantage of using an information theoretic (log) error measure. The classification error in this case is defined as
where the targets for the output units are either 0 or lS9 For a network with one layer of connections (no hidden units), and containing sigmoid nonlinearities at output nodes, this error function has been shown to contain only a single minimum . Table 6 shows the average number of iterations (over 100 trials) taken by networks using the squared and log errors to solve the XOR, parity, and encoder problems. The number of times these networks failed to converge after 20,000 iterations, are also shown in this table. For the 'Since derivatives of transfer functions are not explicitly calculated in Alopex, targets for learning can be 1.0 or 0.0. XOR problem, a network using the log error got "stuck during 4% of the trials while a network using the squared error got stuck during 19% of the trials. A network using backpropagation, and hence the squared error, got stuck during 14% of the trials.
The improved performance of networks using the log error is due to the fact that these error surfaces are much smoother and contain fewer local minima. Figure 3a shows the network used for the XOR problem and Figure 3b -e shows the error surfaces around the solution point. The surfaces are plotted with respect to pairs of weights, holding the other weights at their final, converged values. We can see that the surfaces for the log error are much smoother than those for the squared error.
Networks using the log error always converged faster during our experiments. For example, the third MONKS problem was solved by a network using the log error after only 665 iterations, while a network using the squared error took 1000 iterations. This is also evident in the data shown in Table 5 for the symmetry problem. Networks using the log error consistently converged faster (and generalized a little better).
3.5
Using the 'Annealing Schedule' to Reach Global Minimum. The annealing schedule described in equation 2.6 automatically controls the randomness of the algorithm and it has been successfully used on many occasions to reach global minima of error surfaces. Figure 4 illustrates a case for the XOR network shown in Figure 3a . Alopex was used to minimize the log error. The path taken by the algorithm to reach the solution point is plotted over the error surface with respect to two of the weights. The algorithm had to overcome several local minima to reach the global minimum. (These minima are not completely evident in the figure as the other weights are held at their optimum values for plotting the error surface. These weights were changing during learning.) 3.6 Scaling Properties of Alopex. The ability of Alopex to learn in networks with large number of output classes was investigated using encoder problems of different sizes. Table 7 shows average number of iterations in 25 trials. A network using the squared error could not solve problems bigger than 8 bits, but one using the log error could successfully learn problems up to 32 bits long that we attempted. The error per bit during these learning experiments are shown in Figure 5 . These results show that with appropriate error measures, Alopex can be used in networks with large numbers of output nodes.
3.7
Learning in Networks with Feedback. Conventional feedforward networks have limited ability to process real-time temporal signals, model dynamic systems, or control them. We investigated the ability of the Alopex algorithm for training recurrent networks that could be used more effectively for such applications. Three-layered networks with to- 
75,586
'6 was 0.005 for the 4-bit and 8-bit networks, 0.004 for the 16-bit network, and 0.001 for the 32-bit network. N was 10 for all the networks.
tally interconnected hidden layers (including self loops) were used to solve temporal XOR problems with various delays. The task is to make the network output a t time t, the XOR of the input at time t -7, and the input a t time t -( T + 1). For this, the network needs to store values from 7 + 1 time-steps in the past. A randomly generated, 3000 bits long string was used for training and another 100 bits long string was used for testing. Alopex was used to minimize the squared error. A network with two hidden units (1-2-1 network) was able to learn the T = 0 problem in 6,000 iterations. The T = 1 problem was learned by a 1-4-1 network in 4,668 iterations and the T = 2 problem was learned by a 1-6-1 network in 27,000 iterations. Figure 6b shows the output of the last network along with the test data and Figure 7 shows the average error per pattern for the three networks during learning.
Neurobiological Connection
In this paper, we have presented Alopex as a learning algorithm for artificial neural networks. It was originally developed for modeling aspects of brain function and the following three characteristics make it ideal for these purposes:
1. it is able to handle hierarchical networks with feedback; 2. it is a correlation based algorithm; and 3. it is a stochastic algorithm. The mammalian sensory systems are organized in a hierarchic fashion and there are extensive interconnections between neurons within a layer and between neurons in different layers (Van Essen 1985) . During development, some of these feedback connections are established even before the feedforward connections (Shatz et al. 1990) . We have extensively used simulations of multilayer networks with feedback to investigate the dynamics of sensory information processing and development (Harth and Unnikrishnan 1985; Harth et al. 1987 Harth et al. ,1990 Unnikrishnan and Nine 1991; Unnikrishnan 1992, 1993; Unnikrishnan and Janakiraman 1992; Nine and Unnikrishnan 1993; Unnikrishnan and Nine 1994) . In all these studies, Alopex is used as the underlying computational algorithm.
In the nervous system, mechanisms such as the NMDA receptors are capable of computing temporal correlations between inputs in a natural fashion (Brown et al. 1990) . Computer simulations of known neural circuitry in the mammalian visual system have demonstrated the capability of these mechanisms for carrying out Alopex (Sekar and Unnikrishnan 1992; Unnikrishnan and Sekar 1993).
There is considerable randomness in the responses of neurons (VerVeen and Derksen 1965) . Stochastic algorithms like Alopex take this aspect of the nervous system into consideration.
Discussion
Our simulations show that Alopex is a robust, general purpose learning algorithm. By avoiding explicit gradient calculations, it overcomes many of the difficulties of current methods. We have used the same algorithm to train feedforward and recurrent networks and for solving a large class of problems like XOR, parity, encoder, and temporal XOR. With appropriate error measures, it is able to learn up to 32-bit encoder problems. Our results on the MONKS problems are the best ones reported in the literature. The generalization results on the 4 x 4 symmetry problems, using a fixed training set, are better than the ones quoted for BP and MFT. Results on the switching problem show that the network takes a comparable number of iterations to solve this task as taken by reinforcement learning or learning automata. Other recent studies, reported elsewhere, have shown the applicability of Alopex for solving diverse problems such as recognition of underwater sonar targets and handwritten digits (Venugopal et al. 1991,19921 , and control of nonlinear dynamics of an underwater vehicle Wenugopal et al. 1994) .
A continuous-time version of Alopex, using differentials instead of differences, and integrals instead of sums, has been developed recently (E. Harth, personal communication) . It has been implemented in analog hardware and used for a variety of adaptive control applications. Analog VLSI implementations of these circuits may make real-time learning in neural networks possible.
The algorithm uses a single scalar error information to update all the weights. This may pose a problem in networks with a large (hundreds) number of output units and in networks with a large number of hidden layers. Learning may have to be subdivided in these networks. A preliminary mathematical analysis of convergence properties of Alopex has been done and will be presented elsewhere (Sastry and Unnikrishnan 1994) .
Finally we would like to say that it was the long history of Alopex in brain modeling that prompted us to investigate it as a learning algorithm for artificial neural networks. We believe that, after all, knowledge of biological neural functions would be useful in developing effective learning algorithms for artificial neural networks.
