Abstract. In a previous work we defined a recursive warrant semantics for Defeasible Logic Programming based on a general notion of collective conflict among arguments. The main feature of this recursive semantics is that an output of a program is a pair consisting of a set of warranted and a set of blocked formulas. A program may have multiple outputs in case of circular definitions of conflicts among arguments. In this paper we design an algorithm for computing each output and we provide an experimental evaluation of the algorithm based on two SAT encodings defined for the two main combinatorial subproblems that arise when computing warranted and blocked conclusions for each output.
Introduction and Motivation
Defeasible Logic Programming (DeLP) [8] is a formalism that combines techniques of both logic programming and defeasible argumentation. As in logic programming, knowledge is represented in DeLP using facts and rules; however, DeLP also provides the possibility of representing defeasible knowledge under the form of weak (defeasible) rules, expressing reasons to believe in a given conclusion. In DeLP, a conclusion succeeds in a program if it is warranted, i.e., if there exists an argument (a consistent set of defeasible rules) that, together with non-defeasible rules and facts, entails the conclusion, and moreover, this argument is found to be undefeated by a dialectical analysis procedure. This builds a dialectical tree containing all arguments that challenge this argument, and all counterarguments that challenge those arguments, and so on, recursively.
In [1] we defined a new recursive semantics for DeLP based on a general notion of collective (non-binary) conflict among arguments. In this framework, called Recursive DeLP (R-DeLP for short), an output (or extension) of a program is a pair consisting of a set of warranted and a set of blocked formulas. Arguments for both warranted and blocked formulas are recursively based on warranted formulas but, while warranted formulas do not generate any collective conflict, blocked conclusions do. Formulas that are neither warranted nor blocked correspond to rejected formulas. The key feature that our warrant recursive semantics addresses is the closure under subarguments postulate recently proposed by Amgoud[4] , claiming that if an argument is excluded from an output, then all the arguments built on top of it should also be excluded from that output.
Then, in case of circular definitions of conflict among arguments, the recursive semantics for warranted conclusions may result in multiple outputs for R-DeLP programs.
In this paper, after overviewing in Section 2 the main elements of the warrant recursive semantics for R-DeLP, in Section 3 we design an algorithm for computing every output for R-DeLP programs with multiple outputs, and in Section 4 we present empirical results. These are obtained with an implementation of the algorithm based on two SAT encodings defined in [2] for the two main combinatorial subproblems that arise when computing warranted and blocked conclusions for each output for an R-DeLP program, so that we can take profit of existing state-of-the-art SAT solvers for solving instances of big size.
Preliminaries on R-DeLP
The language of R-DeLP [1], denoted L, is inherited from the language of logic programming, including the notions of atom, literal, rule and fact. Formulas are built over a finite set of propositional variables {p, q, . . .} which is extended with a new (negated) atom "∼ p" for each original atom p. Atoms of the form p or ∼ p will be referred as literals.
1 Formulas of L consist of rules of the form Q ← P 1 ∧ . . . ∧ P k , where Q, P 1 , . . . , P k are literals. A fact will be a rule with no premises. We will also use the name clause to denote a rule or a fact. The R-DeLP framework is based on the propositional logic (L, ) where the inference operator is defined by instances of the modus ponens rule of the form:
A set of clauses Γ will be deemed as contradictory, denoted Γ ⊥, if , for some atom q, Γ q and Γ ∼q.
An R-DeLP program P is a tuple P = (Π, Δ) over the logic (L, ), where Π, Δ ⊆ L, and Π ⊥. Π is a finite set of clauses representing strict knowledge (information we take for granted they hold true), Δ is another finite set of clauses representing the defeasible knowledge (formulas for which we have reasons to believe they are true).
The notion of argument is the usual one. Given an R-DeLP program P, an argument for a literal (conclusion) Q of L is a pair A = A, Q , with A ⊆ Δ such that Π ∪A ⊥, and A is minimal (with respect to set inclusion) such that Π ∪ A Q. If A = ∅, then we will call A a s-argument (s for strict), otherwise it will be a d-argument (d for defeasible). The notion of subargument is referred to d-arguments and expresses an incremental proof relationship between arguments which is defined as follows. Let B, Q and A, P be two d-arguments such that the minimal sets (with respect to set inclusion) Π Q ⊆ Π and Π P ⊆ Π such that Π Q ∪ B Q and Π P ∪ A P verify that Π Q ⊆ Π P . Then, B, Q is a subargument of A, P , written B, Q A, P , when either B ⊂ A (strict inclusion for defeasible knowledge), or B = A and Π Q ⊂ Π P (strict inclusion for strict knowledge). More generally, we say that B, Q is a subargument of a set of arguments G, written B, Q G, if B, Q A, P for some A, P ∈ G. A literal Q of L is called justifiable conclusion with respect to P if there exists an argument for Q, i.e. there exists A ⊆ Δ such that A, Q is an argument.
The warrant recursive semantics for R-DeLP is based on the following notion of collective conflict. Let P = (Π, Δ) be an R-DeLP program and let W ⊆ L be a set
