1. Introduction {#sec1-sensors-19-01601}
===============

At present, the literature suggests that data transmission will keep following the current trend, i.e., the continuous increase in the amount of data being transferred. Based on the report by Cisco \[[@B1-sensors-19-01601]\], it is clear that in 2017, ≈122 EB of data were transmitted in a month, whereas in 2018, this figure reached ≈156 EB. By 2022, this amount of data is expected to increase up to 396 EB. One of the reasons for the increasing data transfer could be a wider deployment of high-speed interfaces on backbone networks and access networks. Customers of the access network at the edge of the millennium shared ≈155 Mbps. Fortunately, today's standards allow for sharing a transmission capacity of 10 to 100 Gbps \[[@B2-sensors-19-01601],[@B3-sensors-19-01601],[@B4-sensors-19-01601],[@B5-sensors-19-01601],[@B6-sensors-19-01601],[@B7-sensors-19-01601]\]. To support higher transfer rates, wavelength division multiplex (WDM) technology is used.

WDM technology has been known for over 40 years \[[@B8-sensors-19-01601],[@B9-sensors-19-01601],[@B10-sensors-19-01601]\]. Its primary purpose was to replace space division multiplex (SDM) technology. SDM used multiple fibers to separate services on a single channel. However, the spatial separation of individual services was very uneconomical. Due to developments in the field of radiation sources, more advanced techniques could be used to connect multiple services into a single fiber by using coarse wavelength division multiplex (CWDM) or dense wavelength division multiplex (DWDM) technologies \[[@B11-sensors-19-01601],[@B12-sensors-19-01601]\]. Both of these methods are widely used today to transfer/separate multiple services in a single optical fiber. For the purpose of multiple services being present in one fiber, multiple so-called channels are used. Each of the channels uses a different wavelength. For CWDM, the wavelength spacing is 20 nm, with the first carrier at 1270 nm and the last at 1610 nm. Overall, it is possible to create 8--16 channels with a different data formats. To use all 18 channels, it is best to use the International Telecommunication Union (ITU) G.652D fiber, as this fiber are not susceptible to the wavelength range of 1360--1450 nm \[[@B13-sensors-19-01601]\]. DWDM technology is considerably more complicated to implement because it requires use of precise laser sources of radiation that must maintain stable wavelengths to avoid the next channel being disturbed. The channel spacing is only 0.8 nm or less. The transmission rate of the channel may be 10 Gbps, and the total number of available channels ranges from 40 to 80. A great advantage is the reach of approximately 100 km without the need to amplify the transmitted signals.

Currently, data are considered to be the base unit being transmitted. The increasing amount of transferred data is also a result of services such as streaming, Internet protocol television (IPTV), and video on demand (VoD) in high definition (HD) or ultrahigh definition (UHD) that are becoming increasingly popular. Unlike commercial telco operators, the National Research and Education Network (NREN) intends to enable transmission of advanced photonic and special services. These services can include accurate time transmission \[[@B14-sensors-19-01601],[@B15-sensors-19-01601],[@B16-sensors-19-01601]\], stable frequency \[[@B17-sensors-19-01601],[@B18-sensors-19-01601],[@B19-sensors-19-01601]\], or real-time network service. Real-time network service is not specifically related to performance or speed but rather to strict time constraints. As an example, one can think of the transfer of surgery over the network to doctors on the other side of the globe, etc. Generally, photonic services can be defined as an end-to-end connection between two or more endpoints. These services are defined by their photonic path and allocated bandwidth. The photonic path is the path that defines where the light travels from the source to the target(s). The recovery of a photonic path is a focus of many publications today, e.g., \[[@B20-sensors-19-01601],[@B21-sensors-19-01601],[@B22-sensors-19-01601]\]. The allocated bandwidth represents a portion of the dedicated spectrum for the photonic service over the entire photonic path.

The optical path requirements used for the transmission of time and/or frequency depend primarily on the choice of the utilized method. The two most accurate methods for time and frequency transfer do not utilize standard data packets in the network:Technology based on amplitude modulation by RF signal---For this purpose, various methods have been developed. The characteristic feature of these methods is the radio-frequency (RF) modulation signal for encoding transmitted time labels. These methods assume a symmetrical transfer path in both directions, i.e., bidirectional transmission using a single fiber, and possibly suitable methods for compensating delay variations due to external influences, especially temperature. In terms of the required bandwidth, a single DWDM channel for each direction is sufficient. Standard transceivers or fiber lasers are used as the source of the optical signal.Transmission of unmodulated optical signal---The subject of transmission is the unmodulated carrier signal from a stabilized laser, which is controlled by the source of a stable optical signal (e.g., an optical clock). Therefore, such a method is used only for the frequency transmission and is not utilized for the time transmission. The standard uncompensated transmission path provides stability on the order of 1 $\times \mspace{600mu} 10^{- 14}$ to 1 $\times \mspace{600mu} 10^{- 15}$. To increase the stability to the order of 1 $\times \mspace{600mu} e^{- 19}$, stabilizing the optical fiber noise is required, i.e., to eliminate low-frequency interference caused mainly by vibration and shaking of the optical fiber. This method has low optical channel width requirements, such that a 50 GHz DWDM channel is sufficient.

Last but not least, the use of optical fibers as a sensor \[[@B23-sensors-19-01601],[@B24-sensors-19-01601],[@B25-sensors-19-01601]\] has also achieved ever-increasing popularity due to falling prices of components and optical fibers. The basic monitoring of perimeters is accomplished by stretching the optical fiber along a given location and by tracking changes in the local refractive index on the fiber when pressure or another force is exerted on it. Early detection of anomalies, perimeter intrusion, and localization are crucial for critical infrastructure security. With imminent sensory systems, it is necessary to ensure mutual coexistence between sensory applications and current data networks \[[@B26-sensors-19-01601],[@B27-sensors-19-01601]\]. There are several different ways to measure acoustic vibrations near the fiber. The easiest way is analyzing polarization states in the fiber, which provides basic information that something is happening but without any other details, such as the location or the type of the event (temperature or strain changes, acoustic vibrations, etc.). Another option is to use interferometers. Their considerable disadvantage, however, is their high sensitivity; therefore, high noise levels caused by air conditioning, active elements, temperature, etc. are problematic. Moreover, in a basic configuration, two fibers must be used, and localization is not possible. The last option for evaluating changes near the fiber is to use backscattering. Reflectometry systems' advantages are good sensitivity, the possibility of direct localization and classification, and the use of only one fiber. On the other hand, the development of reflectometry systems is complicated, and systems require sophisticated signal processing; because of the low level of the backscattered signal, it is necessary to generate high-power input pulses. Currently, reflectometric systems are the most widely used, but for measurement, dedicated optical fiber is always used, which is inefficient and uneconomical.

The rest of this paper is structured as follows. [Section 2](#sec2-sensors-19-01601){ref-type="sec"} provides an overview of the related works. [Section 3](#sec3-sensors-19-01601){ref-type="sec"} provides an overview of our measurement setup, such as the home-developed accurate time transmission system and the $\mathsf{\Phi}$-OTDR sensor system. [Section 4](#sec4-sensors-19-01601){ref-type="sec"} presents our measurements results. Finally, [Section 5](#sec5-sensors-19-01601){ref-type="sec"} concludes the paper.

2. Related Works {#sec2-sensors-19-01601}
================

Accurate time, timing, or stable frequency are traditionally important in the fields of metrology, navigation, fundamental physics, and legal time keeping. Currently, they are also important for a significantly broader range of fields, e.g., sensing, Earth sciences, geodesy, astronomy, and seismology. Advances in atomic, optical, and quantum science have led to a significant improvement in the accuracy of atomic clocks. Research in the field of atomic clocks has helped to push the boundaries of basic and applied research. The concept of atomic optical time is presented in \[[@B28-sensors-19-01601]\]. Moreover, the authors of \[[@B29-sensors-19-01601]\] presented research focused on increasing the accuracy of the atomic clock up to 6.4 × 10${}^{- 18}$. This resulted in the improvement of the International System of Units (SI) \[[@B30-sensors-19-01601]\], the search for time variation of fundamental constants \[[@B31-sensors-19-01601]\], the clock-based geodesy \[[@B32-sensors-19-01601]\], and other accuracy tests of the fundamental laws of nature \[[@B29-sensors-19-01601]\]. Traditional radio frequency methods of precise time, transmission and dissemination use satellite methods. The more accurate two-way satellite time and frequency transfer (TWSTFT) method \[[@B33-sensors-19-01601]\] achieves subnanosecond stability; however, it requires a pair of dedicated channels on a geostationary satellite, and thus, it tends to be very expensive. The so-called common view method is considerably affordable, using one or more global navigation satellite systems such as GPS, Galileo, GLONASS, etc. \[[@B34-sensors-19-01601]\]. However optical methods are able to deliver significant improvements in terms of stability, mainly regarding the utilization of an optical carrier with a frequency of hundreds of THz (typically 200--600 THz). They can be used for satellite communication \[[@B35-sensors-19-01601]\] or deployed on the ground; however, the performance of the ground methods is compromised by the limited reach and stability due to weather induced attenuation or turbulence \[[@B36-sensors-19-01601]\]. Methods using optical fibers benefit from a significantly shorter path than those of satellite-based methods and afford the possibility of active transmission stabilization. Optical time transfer methods deliver accuracy on the order of picoseconds (or even better), which is significantly better than that of standard network methods, i.e., according to the IEEE Std. 1588. Another advantage over satellite transfer is the elimination of possible jamming and spoofing attacks, antennas, and the necessity of having a clear sky view, which might be challenging to achieve in underground facilities or very large buildings. Recently, there has been increased number of theoretical studies, laboratory trials, and even field implementations of time and frequency transfer, e.g., \[[@B15-sensors-19-01601],[@B37-sensors-19-01601],[@B38-sensors-19-01601],[@B39-sensors-19-01601],[@B40-sensors-19-01601],[@B41-sensors-19-01601],[@B42-sensors-19-01601],[@B43-sensors-19-01601],[@B44-sensors-19-01601]\]. Many works \[[@B45-sensors-19-01601],[@B46-sensors-19-01601],[@B47-sensors-19-01601],[@B48-sensors-19-01601],[@B49-sensors-19-01601]\] have addressed simultaneous transmissions of accurate time and stable frequency. By transferring the exact time and a stable frequency, simultaneous transmission of two photonic services is realized. Next, \[[@B50-sensors-19-01601]\] has presented a simultaneous transmission, where the timestamp transmission is implemented by phase modulation with a spread spectrum pseudorandom modulation at 20 Mchip/s. A significant portion of works report overcoming large distances using fiber shared with data transmissions \[[@B15-sensors-19-01601],[@B37-sensors-19-01601],[@B40-sensors-19-01601],[@B41-sensors-19-01601],[@B49-sensors-19-01601]\]. At present, there are only a limited number of publications addressing the parallel involvement of further photonic services, e.g., optical fiber sensing. The works reported in \[[@B51-sensors-19-01601],[@B52-sensors-19-01601],[@B53-sensors-19-01601]\] describe the idea of the involvement and realization of parallel optical fiber sensing; however, the discussion is limited to different types of optical fiber and the sensing system pulse duration only.

The main contribution of this work is the presentation of a practical measurement of accurate time transmission, a sensing system, and the concept of data flow in a single optical fiber or a combination of different types of optical fibers with different pulse widths for the sensor system. Importantly, the system for the transmission of accurate time was built by our team; it is not a commercial solution. Similarly, we also built the sensory system based on the phase optical time domain reflectometer ($\mathsf{\Phi}$-OTDR) principle. Another benefit of this work is the practical implementation of measurements based on the WDM grid. Generally, 100 GHz is considered to be a safe between-services interval (spacing). Our measurement, however, proves that such spacing is sufficient only for certain sensory systems (limited by the power of the system). By evaluating the bit error rate (BER), the degree of interaction between the photonic services and the sensor system is demonstrated. The BER value is evaluated using Coriant Groove^TM^ G30 (manufactured by Infinera Corporation, Sunnyvale, CA, USA). This device is the only commercial product in our experimental setup.

3. Measurement Setup {#sec3-sensors-19-01601}
====================

3.1. $\mathsf{\Phi}$-OTDR {#sec3dot1-sensors-19-01601}
-------------------------

$\mathsf{\Phi}$-OTDR is a technique that enables the detection and localization of acoustic vibrations acting on fiber. Compared to other techniques such as Brillouin OTDR, it is not necessary to generate so many high-energy pulses, and the detection is not so complicated. On the other hand, it is not possible to distinguish local temperature changes and acoustic vibrations (there is a possibility, but it is based on a very precise classification of the event). Since we have designed and developed our own ($\mathsf{\Phi}$-OTDR), we have also developed interferometric distributed systems based on Mach-Zehnder or Michelson interferometers, and we can compare their benefits. A sizable advantage of interferometers is their usage of low power/energy signals and hence a lower probability of interference with other signals. Even though we would consider the use of a special setup allowing the use of only one fiber and event localization, paradoxically, the greatest disadvantage of interferometers is their high sensitivity. In the case of a real network (which is considered for use), all optical fibers are terminated in rack rooms containing active devices with fans and other sources of noise that can degrade the detected signal. Based on the abovementioned information, $\mathsf{\Phi}$-OTDR seems to be a suitable solution for fiber infrastructure protection.

Our own developed system is based on an ultranarrow linewidth laser source from NKT Photonics that has a wavelength of 1550.92 nm and is optimized for use in fibers with active data transmission. Compared to other commercial/research solutions, we amplify the continuous wave (CW) signal using an erbium-doped fiber amplifier (EDFA) booster type so that the maximum output power is 0.5 Watts. Another advantage of CW signal amplification is a signal with lower fluctuations compared to a situation where the pulse signal is amplified. The amplified CW signal is then modulated in the acousto-optic modulator (AOM) to 200 ns pulses, with a repetition rate given by the total length of fiber under test. If we consider the total length of approximately 40 km, then the repetition rate is given as follows:$$\tau = \frac{2 \times L}{c/n} = \frac{2 \times 40 \times 10^{3}}{3 \times 10^{8}/1.46} = 3.89 \times 10^{- 4}\,\,\,\,\,\,{\left( s \right),}$$ and the repetition rate is then as follows:$$f = \frac{1}{\tau} = \frac{1}{3.89 \times 10^{- 4}} = 2.57\,\,\,\,\,\,{\left( {kHz} \right).}$$

Based on definition of peak energy, $$P_{peak} = \frac{E}{\Delta t},$$ we can calculate the total pulse energy, from which average power is given by the following equation:$$P_{avg} = \frac{E}{T} = Ef \approx 2.5 \times 10^{- 4}\,\,\,\,\,\,\left\lbrack W \right\rbrack.$$

Before the pulse signal is coupled through the 3rd port of the circulator to the optical fiber, the amplified spontaneous emission (ASE) is filtered out using the fiber Bragg grating (FBG) mirror on port 2 of the circulator. The backscattered signal is detected on the 4th port of the circulator, and before the opto-electric conversion in the photodetector, the signal is amplified in the low-sensitivity EDFA preamplifier. Our measurement setup is shown in [Figure 1](#sensors-19-01601-f001){ref-type="fig"}.

3.2. Accurate Time Measurement Method {#sec3dot2-sensors-19-01601}
-------------------------------------

Systems developed for highly accurate time scale comparison utilize a method based on a bidirectional transmission with a symmetrical transport delay in both directions \[[@B54-sensors-19-01601],[@B55-sensors-19-01601]\]. The principle can be seen in [Figure 2](#sensors-19-01601-f002){ref-type="fig"}.

The two adapters are connected by a two-way optical line. Each of the adapters is provided with the 1PPS timing signal and 10 MHz frequency from a local clock at its input, and two electrical signals are internally generated, specifically $T_{Ri}$ (*i* = A, B), representing the received and decoded 1PPS signal from the remote adapter, and $T_{Si}$, representing the moment when the encoded 1PPS signal is sent to the optical line. The $T_{Si}$ and $T_{Ri}$ signals are fed into two time interval counters (TICs) that are started by the $T_{i}$ signal---the 1PPS input signal. The first TIC is used to measure the interval $x_{i}$ between $T_{i}$ and $T_{Ri}$ (the difference between a local and a remote 1PPS). The second TIC is used to measure the delay in the $\varepsilon_{Si}$ adapter, i.e., the time between the $T_{i}$ and $T_{Si}$ signals. The internal structure of the adapter is shown in [Figure 3](#sensors-19-01601-f003){ref-type="fig"}.

The 1PPS pulse from the local clock arrives at adapter A at time $t_{A}$. It is then sent to the optical line at time $t_{SA}$ and received by adapter B at time $t_{RB}$. By analogy, 1PPS from the remote clock arriving at adapter B at time $t_{B}$ is sent at $t_{SB}$ and received by adapter A at time $t_{RA}$. Thus, $\mathsf{\Theta}_{AB} = t_{B} - t_{A}$ is the offset of both clocks, $\varepsilon_{Si} = t_{Si} - t_{i};i = \mathbf{A},\mathbf{B}$ is the delay within the adapter *i*, and $\delta_{AB} = t_{RB} - t_{SA}$ (can also be defined as $\delta_{BA} = t_{RA} - t_{SB}$) is the line delay from A to B (B to A).

By using TICs outputs (two in each location), it is possible to measure the internal delay of the $\varepsilon_{Si}$ adapter and the following time intervals:$$x_{A} = t_{RA} - t_{A} = \mathsf{\Theta}_{AB} + \varepsilon_{SB} + \delta_{BA},$$ $$x_{B} = t_{RB} - t_{B} = - \mathsf{\Theta}_{AB} + \varepsilon_{SA} + \delta_{AB}.$$

In the case of a symmetric line, the delay $\delta$ in both directions will be the same, specifically: $\delta = \delta_{AB} = \delta_{BA}$. In a real optical path, we can either transmit the signal unidirectionally with the same wavelength in a pair of optical fibers or bidirectionally in a single optical fiber at different wavelengths. In the first case, there will be a challenge with an asymmetry of the physical length of the fibers; in the latter case, the optical propagation velocity will slightly differ, as it is given by the coefficient of chromatic dispersion, which generally depends on the wavelength. In both of these cases, there will be an asymmetry of delay $\Delta$:$$\Delta = \delta_{BA} - \delta_{AB}$$ which needs to be computed in the case of a bidirectional transmission in a single fiber or evaluated during the calibration phase of the transmission route. Therefore, the time offset of the clock is given as follows:$$\mathsf{\Theta}_{AB} = \frac{\left( {\left( {x_{A} - x_{B}} \right) + \left( \varepsilon_{SA} - \varepsilon_{SB} \right) - \Delta} \right)}{2}$$

By using TICs outputs (two in each location), it is possible to measure the internal delay of the $\varepsilon_{Si}$ adapter and the following time intervals:$$x_{A} = t_{RA} - t_{A} = \mathsf{\Theta}_{AB} + \varepsilon_{SB} + \delta_{BA},$$ $$x_{B} = t_{RB} - t_{B} = - \mathsf{\Theta}_{AB} + \varepsilon_{SA} + \delta_{AB}.$$

In the case of a symmetric line, the delay $\delta$ in both directions will be the same, specifically: $\delta = \delta_{AB} = \delta_{BA}$. In a real optical path, we can either transmit the signal unidirectionally with the same wavelength in a pair of optical fibers or bidirectionally in a single optical fiber at different wavelengths. In the first case, there will be a challenge with the asymmetry of the physical length of the fibers; in the latter case, the optical propagation velocity will slightly differ, as it is given by the coefficient of chromatic dispersion, which generally depends on the wavelength. In both of these cases, there will be an asymmetry of delay $\Delta$:$$\Delta = \delta_{BA} - \delta_{AB}$$ which can be calculated in the case of a bidirectional transmission in a single fiber. The difference in propagation times is shown in Equation ([12](#FD12-sensors-19-01601){ref-type="disp-formula"}). *L* is the fiber length, *d* is chromatic dispersion coefficient and D is the chromatic dispersion of passive components. $$\Delta = \left( {dL + D} \right)\Delta\lambda\;$$

As mentioned above, the wavelength and polarization sensitivity of the refractive index need to be taken into account. For example, *L* = 95 km, *d* = 17.5 ps/nm/km, $\Delta\lambda$ = 0.8 nm, and *D* = 200 ps/nm results in the propagation time difference of 1.49 ns. Otherwise, in the case of the time transfer in a pair of unidirectional fibers, there is no possibility of calculating the delay asymmetry, as we cannot guarantee the same physical length of both fibers---the delay asymmetry must be evaluated during the phase of the calibration of the transmission route. Therefore, the time offset of the clock is given as follows:$$\mathsf{\Theta}_{AB} = \frac{\left( {\left( {x_{A} - x_{B}} \right) + \left( \varepsilon_{SA} - \varepsilon_{SB} \right) - \Delta} \right)}{2}$$

3.3. Coriant Groove {#sec3dot3-sensors-19-01601}
-------------------

Coriant Groove${}^{TM}$ G30 represents the network disaggregation platform. The increasing traffic of streaming, cloud content delivery, and data transmission has provided an opportunity for vendors. The Coriant Groove G30 is an open-line system (OLS) with industry-leading density, flexibility, and low power consumption. It supports a line capacity up to 4.8 Tbps in a 1U rack mount. We use Coriant as a data source with 100 Gbps transmission speed. On the other hand, Coriant provides 100 G, 150 G, and 200 G in different modulation formats, such as dual-polarization quadrature phase shift keying (DS-QPSK), dual polarization 8 quadrature amplitude modulation (DP-8QAM), and dual polarization 16 quadrature amplitude modulation (DP-16QAM), respectively.

4. Results and Discussion {#sec4-sensors-19-01601}
=========================

During the measurement, different fibers were emphasized. Initial testing was conducted using a photonic service (accurate time), sensory system, and data transfer. Each of the services was defined by its own wavelength. Measurement of the bit error rate was performed automatically using Coriant Groove™ G30 in a 1 min period. The authors aimed at demonstrating the possibilities of data flow being influenced by the pulse sensory system. It can be assumed that low power duration will result in the availability of a service throughout the testing, whereas a gradual increase in pulse duration will eventually affect the data signal. The data signal was not the only service being monitored. The accurate time transmission allows for evaluating the delay per fiber. Optical fibers are defined by their type and refractive index. After each of the optical fibers was measured, a combination of G.652D and G.653 fibers was created. The measured values of pre-forward error correction-bit error rate (pre-FEC-BER) indicate the error rate prior to applying any correction algorithm.

[Figure 4](#sensors-19-01601-f004){ref-type="fig"} shows the results for G.652D and G.653 fibers. As seen, the associated pre-FEC-BER values are independent and show a certain scattering pattern. However, linear dependence cannot be assumed at this point. The scattering could theoretically be eliminated by using a longer measuring section. For our measurement, the section of one minute was chosen. Coriant Groove™ G30 supports measuring ranges of 1, 15, or 60 min. As more emphasis is put on proving an influence among the services, the use of longer sections was not necessary. The pre-FEC-BER values are indicative of the measurements. However, as seen in [Figure 4](#sensors-19-01601-f004){ref-type="fig"}, the values of pre-FEC-BER gradually decrease as the increasing power of the sensor system affects the data transmission. It should be pointed out that for the G.652D fiber, i.e., the standard telecommunication fiber, the accurate time transmission was stable for all tested pulse durations and output power values of the erbium-doped fiber amplifier (EDFA). The average time delay was ≈35,328.415 ns. On the right side of [Figure 4](#sensors-19-01601-f004){ref-type="fig"}, measurements of a single G.653 fiber are visualized. With the increasing sensor system's power, the values of the pre-FEC-BER deteriorated by an order of magnitude in comparison to those of G.652D. The accurate time transmission dropped out immediately after increasing the sensing system's power from 25 dBm to 26 dBm even for the shortest pulse, with a pulse duration of 20 ns. After extending the pulse duration from 20 to 500 ns, the accurate time transmission showed errors from the sensory system's power of 23 dBm. Another increase in pulse duration up to 800 ns did not affect the accurate time transmission, as the transmission failure occurred again after the sensory system's power increased from 22 to 23 dBm. Next, the pulse duration was raised again to 1 $\mathsf{\mu}$s, where the accurate time transmission showed frequent errors (no delay value displayed) from the power of 22 dBm. This trend is reflected by decreasing the pre-BER-FEC values on Coriant Groove™ G30, as seen in [Figure 4](#sensors-19-01601-f004){ref-type="fig"} (on the right side). As a result, G.653 fiber was found to be the least appropriate to conduct simultaneous transmission of photonic services. The average accurate transmission time delay was ≈34,968,292 ns.

The previous two fibers had the same length of 7 km. In comparison, G.655 fiber has a length of 10 km. The results for the G.655 fiber measurement are very similar to those of G.652D. [Figure 5](#sensors-19-01601-f005){ref-type="fig"} (on the left side) shows the measured pre-FEC-BER values for the G.655 fiber. In comparison with the previous examples, the largest scattering is found by using this particular fiber. As mentioned above, these errors are caused by the measurement methodology when a very short section was chosen to measure the data sequence during the evaluation. None of the tested pulse durations disturbed the accurate time transfer during the measurement, and there were no errors such as those found for the G.653 fiber. With the maximum power of the sensor system and pulse durations of 500, 800, 1000, and 2000 ns, comparable pre-FEC-BER values were achieved. The last connection was made by combining G.652D and G.653 fibers. From the results (see [Figure 4](#sensors-19-01601-f004){ref-type="fig"}), it is clear that the sensor system could not affect any of the services in the G.652D fiber. In comparison with the G.653 fiber, the disturbance of the accurate time transmission appeared even when the shortest pulse of the sensor system was used. For this reason, a combination of both fibers was created since the current optical paths can be made up of individual sections, and the use of different types of fiber is not excluded. Keeping the parameters stable across the optical path is essential for the operation of photonic services. With the shortest pulse being used, there were no failures of the accurate time transmission. However, by increasing the pulse duration to 500 ns, occasional errors did occur. With a further increase in the power to 28 dBm, such errors increasingly occurred more frequently. The average accurate time delay was ≈70,234,602 ns.

The time and data signals were transmitted through the fiber without further amplification, i.e., at normal power levels (max +6 dBm output power from transceiver). Since the sensory system's power output was more than 20 dBm, the performance of the data and time transmission were affected. Nonlinear phenomena caused by the high-power pulse signal induced the instability, and the data signal waveform fluctuates over time, which results in data errors. Increasing the channel spacing should lead to BER improvement because of the lower interaction of transmitted signals. The minor difference in BER (as seen in [Figure 4](#sensors-19-01601-f004){ref-type="fig"} and [Figure 5](#sensors-19-01601-f005){ref-type="fig"}) for different pulse durations is related to measurement accuracy. Moreover, greater accuracy would be achieved by a longer measurement time, but even a selected measurement time of 1 min yields sufficient results to determine whether the 100 GHz channel spacing defined by ITU 694.1 is sufficient or not.

5. Conclusions {#sec5-sensors-19-01601}
==============

This article introduces the concept of photonic service and its definition. To use photonic services, it is crucial to keep their parameters stable with regard to the reserved bandwidth across the spectrum throughout the optical path. The transmission of an accurate time and a stable frequency is often described and implemented separately, although these are special applications that have very specific requirements to be fulfilled.

Next, we also presented our own sensor system based on the principle of phase OTDR, as well as a system for accurate time transmission. Both of these systems were used during the measurements. As the WDM principle has been known for several decades, we can expect an increase in the use of measuring the simultaneous transmission of photonic services in a single fiber. However, photonic service considerations are no longer only about the transmission of data signals or special applications. In the future, it will be necessary to take into account the deployment of sensor systems for critical infrastructure protection. Infrastructure protection is currently a highly sought after topic in the Czech Republic and worldwide, and with the falling prices of optical fiber sensors, this trend is likely to continue.

Although the ITU grid defines the 100 GHz spacing between services as sufficient, our measurements show the exact opposite. The spacing between services without a sensor system is quite sufficient; however, with the use of high-power sensor systems, service interaction may occur. Our results also show that the influence among the services is also demonstrated by the type of optical fiber being used. While G.652D and G.655 fibers are considerably less susceptible to service interactions, if critical infrastructure is made up of G.653 fibers, higher service spacing should definitely be considered.

Our future work will continue with another higher modulation format with data transmission (150G with DP-8QAM and 200G with DP-8QAM), and we will also address a stable frequency evaluation and a higher output power of a sensor system.
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![Measurement results for G.652D (on the **left** side) and G.653 fiber (on the **right** side).](sensors-19-01601-g004){#sensors-19-01601-f004}

![Measurement results for G.655 (on the **left** side) and a combination of G.652D and G.6533 fibers (on the **right** side).](sensors-19-01601-g005){#sensors-19-01601-f005}
