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Resumo
A famlia dos modelos gaussianos latentes e adaptavel a uma grande quantidade de apli-
cac~oes que requerem modelagem complexa. Em particular, dados espaco-temporais est~ao
entre as mais desaadoras para modelagem estatstica. O objetivo deste trabalho foi
revisar algumas possveis estrategias de modelagem para dados deste tipo, incluindo in-
terac~oes espaco-temporal. A infere^ncia nesta classe de modelos e comumente realizada
usando metodos computacionalmente intensivos, tais como, os algoritmos MCMCMarkov
Chain Monte Carlo. Entretanto implementac~oes rotineiras de tais algoritmos em proble-
mas espaciais e/ou temporais n~ao est~ao livres de problemas associados a dimens~ao e es-
trutura de depende^ncias. Assim novos metodos e algoritmos para infere^ncia nesta famlia
de modelos te^m sido propostos. Este trabalho revisou a abordagem 'INLA' 'Integrated
Nested Laplace Approximations' proposta por RUE, MARTINO e CHOPIN (2009), que
se mostrou eciente para ajustar modelos altamente estruturados em diversas situac~oes
praticas. A nova metodologia de infere^ncia foi aplicada a tre^s problemas com diferentes
objetivos e estruturas no conjunto de dados. Sempre que possvel os modelos ajustados
pelo INLA, foram confrontados com ajustes de modelos aditivos generalizados para veri-
car a concorda^ncia entre as abordagens, principalmente no que diz respeito ao modo
como captam os efeitos espaciais e temporais. Os conjuntos de dados foram selecionados
de modo a cobrir os modelos mais comumente usados na literatura. O primeiro conjunto
refere-se a avaliac~oes da qualidade da agua, assumindo normalidade para a variavel re-
sposta. O segundo conjunto tem como resposta a contagens de ovos do mosquito Aedes
aegypti coletados em ovitrampas em Recife/PE, para a qual assume-se a distribuic~ao bino-
mial negativa. O terceiro conjunto corresponde a dados sobre a doenca leprose-dos-citros,
assumindo a distribuic~ao binomial para a variavel resposta de presenca ou ause^ncia da
doenca. Nos tre^s conjuntos de dados analisados foi feita ainda uma comparac~ao entre os
resultados obtidos pelas abordagens INLA e GAM (modelos aditivos generalizados). No
primeiro problema os resultados produzidos pelas duas abordagens foram semelhantes.
Para o segundo conjunto algumas diferencas importantes foram encontradas, covariaveis
que pela abordagem GAM eram indicadas como signicativas, pela abordagem INLA
foram indicadas como n~ao signicativas, embora com predic~oes semelhantes para os efeitos
espaciais e temporais. O ultimo e mais desaador exemplo, mostrou uma grande diferenca
entre as abordagens na forma como captam os efeitos espaciais e temporais. De forma
geral a abordagem GAM tende a suavizar demais estes efeitos e fornece intervalos de con-
anca pouco realsticos, ao passo que a abordagem INLA apresenta melhores resultados
e intervalos de credibilidade para predic~oes com melhor cobertura. Neste caso n~ao foi
possvel obter estimativas conaveis de interac~oes espaco-temporais. Nos tre^s exemplos,
medidas de concorda^ncia entre as observac~oes e os modelos foram tomadas, foram elas:
erro quadratico medio, erro absoluto medio, correlac~ao entre observados e preditos e taxa
de cobertura. Por estas medidas em todos os exemplos analisados a abordagem INLA se
mostrou mais exvel e adequada apresentando melhores resultados.
x
Palavras-chave: Infere^ncia bayesiana aproximada, Campos aleatorios Markovianos,
Aproximac~ao de Laplace, Modelos de regress~ao aditivamente estruturados, Modelos
espaco-temporais.
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Abstract
The family of latent Gaussian models is exible and suitable for a wide range of appli-
cations requiring complex modelling. In particular, spatial temporal data is among the
most challenging structures for statistical models. The present work revises some strate-
gies for modelling such data, including spatio-temporal interactions. Inference for such
models usually relies on computational intensive algorithms such as MCMC (Monte Carlo
Markov Chain). However, routine implementation of algorithms of this kind for spatial
and/or temporal problems typically faces diculties related to dimensionality and de-
pendence structure. Proposals for new methods and algorithms for this class of models
are still investigated by on recent literature. The INLA (integrated nested Laplace ap-
proximation) approach recently proposed by RUE, MARTINO and CHOPIN, 2009 has
proved ecient and promising for dierent applications and is investigated here and used
in the analysis of three problems with dierent targets and data structures. The rst
refers to the assessment of water quality with an assumed Gaussian distribution for the
response variable. The second has dengue mosquito (Aedes aegypti) egg counts collected
at ovitraps in the municipality of Recife/PE as a negative binomial response variable.
The nal application refers to citrus leprosis disease assuming a binomial distribution for
the presence/absence binary data. Close results for the two approaches were obtained in
the rst case. For the second some relevant dierences were found such as signicance
of coecients associated to covariates being investigated, although with comparable pre-
dictions of spatio-temporal eects. The third problem proved more ch alleging, with no
reliable estimates of spatio-temporal interactions and showing greater dierences between
the two approaches with an apparent over-smoothing of spatial eect obtained by GAM
associated with low coverage for prediction intervals. Measures of concordance between
predicted and observed values such as mean and absolute squared error, correlation and
coverage rates were used when comparing the two approaches within the three applica-
tions. Results show that in general INLA provides a more realistic and exible approach
producing more reliable results.
Key-words: Approximate Bayesian inference, Gaussian Markov random Fields, Laplace
approximation, Structured additive regression models, models space-time.
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11 INTRODUC~AO
Modelos estocasticos te^m sido amplamente utilizados tanto na comunidade cient-
ca como no mundo dos negocios em geral. Estudos de mercado usando modelos altamente
estruturados, modelos de predic~ao em series nanceiras, analises de componentes de solos
para agricultura de precis~ao, mapeamento de doencas s~ao algumas das areas de aplicac~oes
dos modelos estocasticos.
Nesta diversidade de aplicac~oes e muito facil encontrar situac~oes de releva^ncia
pratica, onde os modelos tradicionais, considera-se por tradicionais a classe de Modelos
Lineares Generalizados (GLM) deixam de ser adequados, em geral pela existe^ncia de pelo
menos uma das seguintes caractersticas:
 para covariaveis contnuas, a suposic~ao de um efeito estritamente linear no preditor
pode n~ao ser apropriada,
 as observac~oes podem ser correlacionadas no espaco,
 as observac~oes podem ser correlacionadas no tempo,
 interac~oes complexas podem ser necessarias para modelar o efeito conjunto de algu-
mas covariaveis,
 heterogeneidade entre indivduos ou unidades pode n~ao ser sucientemente descrita
por covariaveis.
Nestas situac~oes a classe dos modelos de regress~ao estruturados aditivamente
te^m sido extensivamente usada, por ser altamente exvel, ver por exemplo (FAHRMEIR;
TUTZ, 2001) para uma descric~ao mais detalhada. Para melhor explorar esta classe de
modelos, considere uma variavel resposta yi assuma que a distribuic~ao de probabilidade
2desta variavel, possa ser escrita na forma da famlia exponencial, onde a media mi e ligada
ao preditor estruturado aditivamente hi atraves de uma func~ao de ligac~ao g(:), tal que
g(mi) = hi. O preditor pode acomodar diferentes efeitos de varias covariaveis de forma
aditiva:
hi = a+
n fX
j=1
f ( j)(u ji)+
nbX
k=1
bkzki+ ei
Aqui, as f ( j)(:)'s s~ao func~oes desconhecidas das covariaveis u, os bk's representam
efeitos lineares das covariaveis z e os ei s~ao termos n~ao estruturados. A grande dimens~ao
de aplicac~oes de modelos desta classe, ve^m das diferentes formas que as func~oes f ( j)
podem tomar. Os modelos Gaussianos Latentes s~ao um subconjunto de todos os modelos
Bayesianos estruturados aditivamente, onde se sup~oe uma priori Gaussiana para a , f ( j)(:),
bk e ei.
Uma situac~ao bastante complexa e que te^m tido grande avanco com o uso de
modelos Gaussianos latentes, e a situac~ao de dados espaco-temporais. Dados com estru-
tura espaco-temporal consistem de observac~oes de uma variavel resposta e um conjunto
de covariaveis, onde, adicionalmente a localizac~ao espacial e temporal de cada unidade da
amostra e conhecida. Em geral,o problema especco de dados espaco-temporais e que as
observac~oes s~ao correlacionadas no tempo e/ou espaco, podendo ainda ter um efeito de
interac~ao espaco-tempo. E claro que as aplicac~oes de modelos Gaussianos latentes n~ao se
restrigem apenas a situac~ao espaco-temporal, existe uma lista enorme de aplicac~oes destes
modelos, ver por exemplo (GELMAN et al., 2004) e (ROBERT; CASELLA, 1999).
Como e de se esperar a grande exibilidade destes modelos, ve^m acompanhada de
grandes problemas para a estimac~ao dos para^metros de interesse. A abordagem comum
para infere^ncia em modelos Gaussianos latentes no contexto completamente Bayesiano,
s~ao os metodos de Monte Carlo via Cadeias de Markov, ou MCMC(Markov Chain Monte
Carlo) na sigla em ingle^s.
E tambem conhecido que tais metodos tendem a apresentar um desempenho
insatisfatorio quando aplicados para tais modelos. Rue, Martino e Chopin (2009) ar-
gumentam que varios s~ao os fatores que explicam isto, porem praticamente todos s~ao
decorrentes da alta depende^ncia entre os para^metros de interesse do modelo. Os autores
ainda citam algumas possveis estrategias para contornar este problema, como o algoritmo
one block (KNORR-HELD; RUE, 2002), no qual s~ao amostrados todos os para^metros
conjuntamente construindo uma proposta conjunta baseada em uma aproximac~ao Gaus-
3siana para a distribuic~ao condicional completa dos campos Gaussianos, alem de considerar
reparametrizac~oes ou usar variaveis auxiliares para simplicar as aproximac~oes Gaussianas.
Porem, mesmo com estes desenvolvimentos o ajuste de modelos via MCMC permanece
complicada e lento do ponto de vista do usuario nal (RUE; MARTINO; CHOPIN, 2009).
Tendo estes problemas em mente, alguns metodos de aproximac~ao determinstica
ve^m sendo propostos. O metodo Variational Bayes (VB) (BISHOP, 2006) ; (HINTON;
CAMP, 1993) desenvolvido na literatura de aprendizagem de maquina, bem como, o
metodo Expectation-Propagation (EP) (MINKA, 2001) ve^m apresentando bons resultados
em diversas aplicac~oes, ver (BEAL, 2003) para uma extensa revis~ao sobre VB e, (KUSS;
RASMUSSEN, 2005) para aplicac~oes de EP.
Neste sentido tambem, Rue, Martino e Chopin (2009) propuseram uma abor-
dagem para fazer infere^ncia Bayesiana aproximada, em modelos Gaussianos latentes, a
qual e denominada de INLA - Integrated Nested Laplace Approximations. Os autores
mostram em seu artigo que a nova abordagem e extremamente rapida, principalmente
por fazer uso de algoritmos especialistas para matrizes esparsas, que s~ao inerentes a essa
classe de modelos. Alem disso, mostram que a nova abordagem supera o MCMC em
termos de acuracia e tempo computacional. Os autores tambem descrevem como usar
varias aproximac~oes para derivar ferramentas para testar o erro de aproximac~ao, apro-
ximar posterioris marginais, calcular quantidades como verossimilhanca marginal, criterio
de informac~ao da Deviance (DIC) e varias medidas preditivas Bayesianas.
Tendo em vista a contribuic~ao que o artigo de Rue, Martino e Chopin (2009),
trouxe para a infere^ncia estatstica, principalmente do ponto de vista Bayesiano, os obje-
tivos desta dissertac~ao s~ao os seguintes:
 revisar os fundamentos dos modelos Gaussianos latentes, mostrando diferentes es-
truturas para acomodar efeitos suaves de covariaveis contnuas, efeitos espaciais,
temporais e interac~oes espaco-temporais,
 revisar o artigo (RUE; MARTINO; CHOPIN, 2009) onde e descrita em detalhes
a metodologia INLA, mostrando que e possvel estimar modelos com interac~oes
espaco-temporais, como parte da estrutura geral de modelos que este processo de
estimac~ao permite,
 aplicar a metodologia a tre^s conjuntos de dados, o primeiro assumindo para a variavel
resposta a distribuic~ao Normal, o segundo para dados tpicos de contagens e o ultimo
assumindo distribuic~ao Binomial. Assim, exemplica-se os tre^s modelos de regress~ao
4mais usados em aplicac~oes gerais.
A presente dissertac~ao encontra-se dividida da seguinte maneira: este primeiro
Captulo busca motivar o uso de modelos altamente estruturados como os modelos Gaus-
sianos latentes, alem de dar uma breve vis~ao sobre as possibilidades de metodos para
infere^ncia estatstica no contexto Bayesiano.
O segundo Captulo descreve os tre^s conjuntos de dados que ser~ao utilizados como
exemplos de aplicac~ao das metodologias descritas. O primeiro conjunto corresponde a
avaliac~oes da Qualidade da Agua em reservatorios operados pela COPEL no estado do
Parana. O segundo corresponde a contagens de ovos do mosquito Aedes aegypti coleta-
dos em ovitrampas em Recife/PE. E o terceiro conjunto corresponde ao mapeamento da
doenca leprose-dos-citrus.
O terceiro Captulo revisa a bibliograa utilizada para construir o modelo obser-
vacional, apresenta um resumo do artigo que serve de base para a dissertac~ao, mostrando
o procedimento de infere^ncia baseado na abordagem Integrated Nested Laplace Approxi-
mations.
O quarto Captulo apresenta os principais resultados para os tre^s conjuntos de
dados analisados. O quinto e ultimo Captulo faz uma discuss~ao geral dos procedimentos
utilizados, bem como, os possveis pontos para pesquisas futuras. E apresentado tambem
um ape^ndice com um exemplo de codigo desenvolvido para o ajuste de modelos espaco-
temporais.
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Esta sec~ao descreve os tre^s conjuntos de dados que ser~ao analisados no decorrer da
dissertac~ao. O primeiro conjunto referente a Qualidade da Agua em reservatorios operados
pela COPEL no estado do Parana, foi analisado por Ribeiro et al. (2008) usando analise
de varia^ncia e modelos aditivos generalizados. O segundo conjunto trata de contagens de
ovos do mosquito Aedes aegypti coletados em ovitrampas em Recife/PE, foi analisado em
Bonat et al. (2009) com o uso de modelos aditivos generalizados. O terceiro conjunto se
refere a incide^ncia de leprose-dos-citros foi analisado por Franciscon et al. (2008) com o
modelo autologstico.
Desta forma, ca claro que a contribuic~ao desta dissertac~ao n~ao esta somente nas
analises de dados, mas tambem na exemplicac~ao de uma nova estrategia de infere^ncia
para modelos Gaussianos latentes. Cabe ressaltar que as analises desenvolvidas aqui n~ao
tem interesse em reproduzir os resultados obtidos por outros autores.
2.1 Qualidade da agua em reservatorios operados
pela COPEL no estado do Parana.
2.1.1 Motivac~ao e objetivos
A companhia Paranaense de Energia (COPEL) opera no estado do Parana, dezes-
sete usinas hidroletricas, com gerac~ao total de mais de 4;500 MW de energia. A maior
delas, em pote^ncia instalada, e a Usina Hidroletrica (UHE) Governador Bento Munhoz
da Rocha Netto, no Rio Iguacu, localizada no municpio de Pinh~ao, com 1;676 MW.
6Os reservatorios constitudos para a gerac~ao de energia eletrica te^m sido utilizados
para inumeras outras nalidades, destacando-se lazer, navegac~ao e captac~ao de agua para
abastecimento publico. A qualidade da agua, por si so e como determinante do crescimento
de algas, plantas e outros organismos, e fundamental para que tais usinas apresentem
maxima funcionalidade.
Pensando em abastecimento de agua e no impacto que tais empreendimentos
tem sobre o meio-ambiente, e fundamental saber como tais reservatorios atuam sobre a
qualidade da agua. Neste sentido, a COPEL realiza o monitoramento dos reservatorios,
bem como dos rios represados a montante e jusante dos mesmos, em atendimento as
condicionantes das licencas de operac~ao destes empreendimentos.
O monitoramento realizado pela concessionaria, envolve a avaliac~ao de para^me-
tros da qualidade da agua e o calculo do Indice de Qualidade da Agua - CETESB (IQA),
que sera a variavel chave para a analise. A partir de um estudo realizado em 1970 pela
National Sanitation Foundation dos Estados Unidos da America, a CETESB adaptou e
desenvolveu o IQA - Indice de Qualidade das Aguas, que incorpora nove para^metros (Oxi-
ge^nio Dissolvido, Temperatura, Coliformes fecais, pH, DBO, Nitroge^nio Total, Fosforo
Total, Turbidez, Solidos totais) considerados relevantes para a avaliac~ao da qualidade das
aguas, tendo como determinante principal a utilizac~ao das mesmas para abastecimento
publico (PHILIPPI; ROMERO; BRUNA, 2004).
Para cada uma das nove variaveis da qualidade da agua que compreendem o
IQA (DERISIO, 1992) corresponde uma curva de variac~ao da qualidade da agua, que a
correlaciona a um sub-ndice, q e um peso de importa^ncia w.
A formulac~ao do ndice e o produtorio ponderado dos ndices parciais (qi) de cada
para^metro (i):
IQA=
9Y
i=1
qwii
De acordo com o valor do IQA, que varia de 0 a 100, a qualidade da agua pode ser
classicada como otima (79< IQA< 100), boa (51< IQA< 79), aceitavel (36< IQA< 51),
ruim (19< IQA< 36) e pessima (IQA< 19).
A escolha pelo IQA deve-se ao fato de que o ndice e um facilitador na inter-
pretac~ao geral das condic~oes da qualidade dos corpos d'agua, alem de ser amplamente
utilizado por instituic~oes brasileiras como a CETESB, SANEPAR, IAP, entre outros,
fazendo com que os resultados sejam comparaveis com outras localidades.
7O objetivo da analise estatstica de dados historicos do monitoramento da quali-
dade das aguas dos reservatorios de usinas hidroletricas operadas pela COPEL, no estado
do Parana, e identicar possveis impactos e alterac~oes na qualidade da agua decorrente
da existe^ncia dos reservatorios. A qualidade da agua do rio pode ser denida pelas ca-
ractersticas da estac~ao de montante, onde ainda n~ao ha inue^ncia do empreendimento no
curso de agua. Desta forma, utilizou-se dados da estac~ao de montante como situac~ao de
refere^ncia a qual sera comparada com os dados das estac~oes de reservatorio e jusante, veri-
cando assim a melhora ou piora da qualidade da agua apos a passagem pelo reservatorio.
2.1.2 O experimento
As usinas hidroletricas est~ao distribudas nas bacias do Tibagi, Ribeira, Piquiri,
Iva, Iguacu, e Litora^nea. A localizac~ao de cada empreendimento encontra-se ilustrada na
gura 2.1.
Figura 2.1: Mapa tematico das usinas hidroletricas da COPEL.
O monitoramento realizado pela Concessionaria envolve a avaliac~ao de para^metros
da qualidade da agua, bem como o calculo do Indice de Qualidade da Agua (IQA), a partir
8de campanhas realizadas trimestralmente desde o ano de 2003. A primeira coleta ocorreu
no dia 06/03/2003 e a ultima no dia 30/10/2008.
Na maior parte das usinas s~ao avaliadas tre^s estac~oes de monitoramento codi-
cadas de acordo com a concessionaria, sendo uma localizada a montante do reservatorio,
uma no proprio corpo do reservatorio, e uma localizada a jusante da casa de maquinas da
usina.
Nas demais, a malha amostral e maior, variando de acordo com a morfologia do
reservatorio e tambem do uso do solo no entorno. No entanto, esta malha amostral sempre
atende a estrutura citada acima, com no mnimo uma estac~ao na montante, estac~oes de
reservatorio e uma estac~ao a jusante de cada casa de forca. No caso das usinas que possuem
mais de tre^s estac~oes de monitoramento, foram selecionadas as estac~oes de montante e
jusante, e a estac~ao de reservatorio selecionada foi aquela mais proxima da barragem,
onde o ambiente e caracteristicamente le^ntico.
Para a analise que sera apresentada foram escolhidas oito usinas, por estas apre-
sentarem o mesmo numero de coletas no tempo para todas as estac~oes. S~ao 23 datas de
coletas em tre^s localizac~oes (montante, reservatorio, jusante), totalizando 69 observac~oes
para cada usina. Sendo assim, o banco de dados conta com 184 observac~oes em cada local,
com um total de 552 observac~oes.
2.2 Investigando fatores associados a ocorre^ncia de
ovos de Aedes aegypti coletados em ovitrampas,
em Recife/PE.
2.2.1 Motivac~ao e objetivos
O dengue e uma doenca febril aguda, cujo agente etiologico e um vrus do ge^nero
Flavivrus. S~ao conhecidos atualmente quatro sorotipos, antigenicamente distintos: DEN-
1, DEN-2, DEN-3 e DEN-4. As manifestac~oes variam de uma sndrome viral, inespecca
e benigna, ate um quadro grave e fatal de doenca hemorragica com choque.
O dengue e uma arbovirose transmitida ao homem pela picada do mosquito Aedes
aegypti, tal mosquito tem habitos domesticos, pica durante o dia e tem prefere^ncia acen-
9tuada por sangue humano (TAUIL, 2002).
Durante quase 60 anos, de 1923 a 1982, o Brasil n~ao apresentou registro de casos
de dengue em seu territorio. Porem, desde 1976, o Aedes aegypti havia sido re-introduzido
no pas, a partir de Salvador, Bahia, e estava presente em muitos pases vizinhos. Pases
da America Central, Mexico, Venezuela, Colo^mbia, Suriname e alguns outros do Caribe
ja vinham apresentando a doenca desde os anos 70.
Ate os dias atuais n~ao se disp~oe de uma vacina ecaz para uso preventivo contra
o dengue, apesar de todos os esforcos de pesquisa para a sua produc~ao e desenvolvimento.
Enquanto n~ao se puder contar com esta medida de controle, o unico elo vulneravel da
cadeia epidemiologica e o vetor.
Pensando neste elo vulneravel um dos esforcos nacionais foi a elaborac~ao do Pro-
jeto SAUDAVEL,1 o qual pretende contribuir para aumentar a capacidade do setor de
saude no controle de doencas transmissveis, demonstrando ser necessario desenvolver
novos instrumentos para a pratica da vigila^ncia entomologica, incorporando aspectos
ambientais, identicadores de risco e protec~ao, alem de metodos automaticos e semi-
automaticos, que permitam a detecc~ao de surtos e seu companhamento no espaco e no
tempo (MONTEIRO et al., 2006).
Com a intensa circulac~ao do vrus do dengue no Brasil a partir da decada de 1980,
epidemias explosivas te^m atingido todas as regi~oes brasileiras (BRAGA; VALLE, 2007).
Em vista disso, tambem a partir desta decada, diversas metodologias para a vigila^ncia do
vetor ve^m sendo desenvolvidas e utilizadas no pas.
Nos programas de controle do dengue, a vigila^ncia entomologica e feita principal-
mente a partir da coleta de larvas, de acordo com a proposta de Connor e Monroe (1923)
para medir a densidade de Aedes aegypti em areas urbanas. Esta metodologia consiste
em vistoriar os depositos de agua e outros recipientes localizados nas reside^ncias e demais
imoveis, como borracharias, ferros-velhos, cemiterios, entre outros tipos de imoveis con-
siderados estrategicos, por produzirem grande quantidade de mosquitos adultos, para o
calculo dos ndices de infestac~ao predial (IIP) e de Breteal (IB).
A coleta de larvas (ou pesquisa larvaria, como e comumente chamada no Brasil) e
importante para vericar o impacto das estrategias basicas de controle da doenca, dirigidas
a eliminac~ao das larvas do vetor. Entretando, n~ao e um bom indicador para se medir a
abunda^ncia do adulto, e inecaz para estimar o risco de trasmiss~ao (BRAGA; VALLE,
1Sistema de Apoio Unicado para a Detecc~ao e Acompanhamento em Vigila^ncia Epidemiologica
(http://saudavel.dpi.inpe.br)
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2007), embora venha sendo usada com essa nalidade (FOCKS, 2000).
Apesar disso, para avaliar a densidade do vetor instalam-se armadilhas de
oviposic~ao e armadilhas para coleta de larvas, que visam estimar a atividade de postura.
A armadilha de oviposic~ao, tambem conhecida no Brasil como \ovitrampa", e destinada a
coleta de ovos. Em um recipiente de cor escura, adere-se um material aspero que permite
a xac~ao dos ovos depositados. Em 1965, iniciou-se o uso de ovitrampas para a vigila^ncia
de populac~oes adultas de Aedes aegypti (FAY; ELIASON, 1965). Posteriormente, cou
demonstrada a superioridade dessas armadilhas em relac~ao a pesquisa larvaria, para a
vericac~ao da ocorre^ncia do vetor (FAY; ELIASON, 1966).
As ovitrampas fornecem dados uteis para a investigac~ao da distribuic~ao espacial
e temporal (sazonal) de ovos do mosquito. Dados obtidos com essa metodologia tambem
s~ao usados para vericar o impacto de varios tipos de medidas de controle, que envolvem
a reduc~ao do vetor com inseticidas.
O objetivo da analise deste conjunto de dados e ajustar modelos que permitam
determinar fatores de risco e protec~ao associados a ocorre^ncia de ovos do mosquito Aedes
aegypti, com base em dados de um experimento conduzido pelo "Projeto SAUDAVEL"na
cidade de Recife/PE. Entende-se aqui, como fatores de risco/protec~ao tanto covariaveis
associadas a armadilha, como presenca de recipientes grandes ou pequenos que possam
conter agua em suas proximidades, como tambem aspectos abioticos (climaticos) como
temperatura, precipitac~ao e umidade. Possveis relac~oes espaciais entre as armadilhas, a
possibilidade de uma relac~ao temporal e ainda de uma interac~ao espaco-temporal entre as
coletas ser~ao investigadas.
2.2.2 O experimento
O experimento esta sendo desenvolvido pelo projeto SAUDAVEL na cidade de
Recife/PE. Neste experimento foram instaladas 464 armadilhas (ovitrampas) para cap-
turar ovos do mosquito Aedes aegypti. Estas armadilhas comecaram a ser monitoradas
em marco de 2004. O experimento esta sendo realizado em 7 dos 94 bairros da cidade.
Os dados que ser~ao apresentados aqui referem-se apenas ao bairro Braslia Teimosa, por
este apresentar uma quantidade expressiva de observac~oes.
A coleta de dados neste bairro teve incio em 04/01/2005 e ate 15/05/2007 perodo
para o qual os dados est~ao disponveis, foram realizadas 2480 observac~oes em 80 armadi-
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lhas no perodo correspondente a 124 semanas. A rede de armadilhas foi instalada de modo
a cobrir toda a extens~ao do bairro, a cada sete dias e feita a contagem de ovos encontrados
em cerca de um quarto das armadilhas, assim um ciclo de 28 dias e necessario para que
todas as armadilhas sejam monitoradas. Ressalta-se que as coletas s~ao semanais porem
apenas 1=4 das armadilhas s~ao observadas em cada semana, tem-se assim quatro grupos
de armadilhas, de acordo com a semana em que ela e observada. A gura 2.2 mostra a
localizac~ao das armadilhas, destacando cada grupo.
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Figura 2.2: Mapa do bairro Brasilia Teimosa, Recife/PE. Malha de armadilhas classi-
cadas por grupos de coletas.
Cada armadilha contem tre^s la^minas de material aspero na qual a fe^mea do
mosquito coloca os ovos, quando recolhidas s~ao levadas para um laboratorio especializado
onde a contagem de ovos e realizada. O departamento de entomologia da FIOCRUZ/PE
e os servicos de saude locais s~ao os coordenadores operacionais e logsticos e responsaveis
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pela realizac~ao do experimento (MONTEIRO et al., 2006).
Regis et al. (2008) descrevem de forma ampla o experimento SAUDAVEL/Recife,
bem como todo o escopo do projeto que visa desenvolver metodologias e tecnologias para
o monitoramento de populac~oes de Aedes aegypti atraves de contagens de ovos coletados
em ovitrampas.
O banco de dados do SAUDAVEL/Recife, possibilita a construc~ao de diversas
covariaveis a serem utilizadas nos modelos, seguindo Bonat et al. (2009), o conjunto de
covariaveis foi dividido em dois grupos, o primeiro das covariaveis 'locais' referentes as
armadilhas e o segundo de covariaveis 'ambientais' referentes a fatores abioticos, repre-
sentados por variaveis climaticas.
A tabela 2.1 resume o conjunto de covariaveis locais e a codicac~ao adotada para
as analises.
Covariaveis Nveis Descric~ao
Tipo de imovel 0 Residencial
1 N~ao residencial
Quintal 0 Apresenta quintal
1 N~ao apresenta quintal
Agua ligada a rede geral 0 Ligada
1 N~ao ligada
Abastecimento de Agua 0 Diario
1 N~ao diario
Agua canalizada no co^modo 0 Canalizada
1 N~ao canalizada
Fatores de risco 0 Apresenta
1 N~ao apresenta
Recipientes grandes sem tampa 0 Apresenta
1 N~ao apresenta
Recipientes grandes com tampa 0 Apresenta
1 N~ao apresenta
Recipientes pequenos sem tampa 0 Apresenta
1 N~ao apresenta
Recipientes pequenos com tampa 0 Apresenta
1 N~ao apresenta
Tabela 2.1: Relac~ao de covariaveis locais.
S~ao considerados fatores de risco, plantas em vasos, charco/poca, garrafas, fossa
externa, piscina, poco elevador, laje sem telhado ou calhas. Na categoria de recipientes
grandes s~ao considerados, tanques, caixa d'agua ou toneis. Na categoria de recipientes
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pequenos s~ao considerados, jarros de barro ou baldes.
Uma outra covariavel n~ao elencada na tabela, mas que tambem foi levada em
considerac~ao na analise e denominada de Grupos. Esta covariavel corresponde a semana
em que a armadilha e monitorada, como as coletas s~ao realizadas semanalmente e feita
em grupos de armadilhas.
As covariaveis climaticas disponveis no banco de dados e utilizadas nas analises
foram precipitac~ao, umidade relativa do ar, temperatura maxima e mnima. A mensu-
rac~ao destas covariaveis e feita diariamente por uma estac~ao de monitoramento. Seguindo
novamente Bonat et al. (2009), foram tomadas medias mensais destas covariaveis para
relacionar com as contagens de ovos que s~ao realizadas semanalmente. Foram contabi-
lizadas estas covariaveis com uma defasagem de ate tre^s meses da observac~ao.
Desta forma, o banco de dados utilizado nesta analise conta com 2480 observac~oes
divididas em 80 armadilhas (localizac~oes) observadas em 124 datas de coletas. Para a
construc~ao do modelo tem-se 11 covariaveis locais alem de quatro medidas climaticas
tomadas em diferentes pontos no tempo.
2.3 Analise do padr~ao espaco-temporal da leprose-
dos-citrus.
2.3.1 Motivac~ao e objetivos
O Brasil e um dos maiores produtores de citrus do mundo, aproximadamente
28% do suco de laranja produzido no mundo e proveniente do Brasil. Alem disso, cerca
de 80% do suco concentrado ofertado no mercado internacional e brasileiro. Citricultores,
industriais e cientistas brasileiros criaram um setor de ponta na agroindustria nacional e
trabalham para o aumento da produtividade e tambem controle e manutenc~ao da capaci-
dade produtiva agrcola.
Apesar de muitos estudos, a produc~ao e limitada devido a presenca de doencas
nos pomares produtores (MARQUES et al., 2007). Patogenos transmitidos por vetores
(insetos e acaros) s~ao especialmente difceis de serem controlados e, quando s~ao, a custos
nanceiros e ambientais extremamente elevados (GUIRADO, 2000).
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Algumas doencas como a leprose dos citros, podem causar a erradicac~ao de talh~oes
inteiros de plantas, na fazenda produtora, comprometendo a quantidade e a qualidade das
frutas ctricas. A leprose dos citrus foi considerada nos ultimos tempos, uma das mais
importantes viroses na citricultura nacional, pois reduz a produc~ao e o perodo de vida
das plantas de citros (RODRIGUES, 2000).
Os dados de plantas ctricas s~ao, em geral, coletados ao longo do tempo nas in-
spec~oes periodicas, as plantas est~ao dispostas dentro de um talh~ao, em linhas e colunas com
certa estrutura de vizinhanca. A disposic~ao das plantas, referenciadas por coordenadas
locais, permite estudar o padr~ao espacial de doencas ctricas. Conhecer o movimento e
a distribuic~ao espacial de vetores que transmitem doencas e que afetam a disseminac~ao
nas plantas e o progresso da doenca auxiliam na determinac~ao de praticas de controle.
Existem relativamente poucos trabalhos que buscam descrever o padr~ao espaco-temporal
relacionados a dina^mica de doencas ctricas na populac~ao de plantas hospedeiras (FRAN-
CISCON et al., 2008).
Em geral, nos estudos para descrever o padr~ao espacial de plantas doentes s~ao
usadas tecnicas predominantemente descritivas que visam detectar aglomerac~oes espaciais
de incide^ncia da doenca. Exemplos de tecnicas s~ao a analise por quadrats, variogramas, e
o uso de diversos ndices de associac~ao (LIMA et al., 2006). Entretanto, a necessidade de
quanticar padr~oes e estabelecer relac~oes entre fatores que afetam a incide^ncia, levou a
proposic~ao de modelos que permitem ir alem da simples detecc~ao da presenca de padr~oes
espaciais nos dados (FRANCISCON et al., 2008). S~ao exemplos de modelos estatsticos
com componentes espaciais, o modelo autologstico (KRAINSKI et al., 2008), o modelo
CAR (Conditional Autoregressive) (BESAG, 1975) e os modelos geoestatsticos (DIGGLE;
RIBEIRO, 2006).
Mesmo com estes modelos a caracterstica temporal da doenca n~ao e levada em
considerac~ao, sendo assim, e ainda necessario incorporar nos modelos espaciais o compo-
nente temporal.
O interesse aqui e propor um modelo realstico dado a estrutura do experimento
e que possa ser usado para entender a dina^mica de infestac~ao das plantas pela leprose-
dos-citrus, ou seja, propor um modelo que leve em considerac~ao o espaco e o tempo
simulta^neamente.
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2.3.2 O experimento
Os dados que ser~ao utilizados para a construc~ao do modelo espaco-temporal, s~ao
de incide^ncia de leprose-dos-citros em um talh~ao de laranjeira 'Vale^ncia', enxertada sobre
o limoeiro 'Cravo', plantado em 1996 e localizado no municpio de Santa Cruz do Rio
Pardo, SP (22o5305600S;49o3705800W ). O talh~ao apresentava 20 linhas de plantas, com 58
plantas em cada linha. O espacamento entre linhas era de 7;5 e 3;8 metros, na linha.
Os dados foram coletados em 45 avaliac~oes, entre 01/2002 e 11/2004. Neste perodo, n~ao
foram realizadas pulverizac~oes com acaricidas no talh~ao, de modo a n~ao afetar a populac~ao
do acaro da leprose.
Nas avaliac~oes, foram coletadas informac~oes sobre os sintomas da doenca e a
presenca do acaro transmissor, em cada planta do talh~ao. A avaliac~ao dos frutos, ramos
e folhas, em 25 frutos, 25 folhas e 25 ramos por quadrante dossel, amostrados a esmo
(CZERMAINSKI, 2006), num total de 100 unidades de observac~ao, por tipo de estrutura
por planta. O numero de acaros da leprose, em todas as plantas, foi obtido pela observac~ao
em cinco frutos, localizados no interior das copas, provenientes da orada principal, e em
cinco ramos externos da copa (CZERMAINSKI, 2006). A partir dos registros de infestac~ao
de acaros e de infecc~ao pelo CiLV (sintomas da doenca) nas plantas, foram obtidas as
incide^ncias codicadas de maneira binaria: 0 representa a ause^ncia do evento "presenca
de acaro ou sintoma"; e 1 representa a presenca do evento.
A gura 2.3 mostra o talh~ao que sera analisado.
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Figura 2.3: Representac~ao do talh~ao
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3 METODOLOGIA
Em todas as aplicac~oes descritas no captulo 2, o interesse esta em analisar a in-
ue^ncia de um conjunto de covariaveis em uma variavel resposta levando em considerac~ao
a estrutura espacial e/ou temporal do experimento. Ressalta-se que o tipo da variavel
resposta n~ao e o mesmo em cada aplicac~ao, por exemplo, no caso de ovos do mosquito
Aedes aegypti a resposta e uma contagem, enquanto que para o caso de leprose-dos-citrus
a variavel resposta e dicoto^mica.
Ao pensar em postular um modelo essas diferencas devem ser levadas em con-
siderac~ao, porem o ideal e ter um unico conjunto de procedimentos que seja adequado
para a maioria das situac~oes. Uma classe inicial de modelos que atende a essa especi-
cac~ao e a classe dos modelos lineares generalizados, originalmente introduzida por Nelder
e Wedderburn (1972) que sera descrita com mais detalhes na proxima sec~ao.
A notac~ao utilizada neste captulo segue a do artigo Rue, Martino e Chopin (2009)
onde os autores n~ao fazem distinc~ao entre yi para a variavel aleatoria e dados observados.
3.1 Modelos aditivamente estruturados
Para comecar a discuss~ao considere o Modelo Linear Generalizado (GLM) o qual
assume que, dado um conjunto de covariaveis z e para^metros desconhecidos b , a dis-
tribuic~ao da variavel resposta y pertence a famlia exponencial, ou seja,
P(yjz) = exp

yq  b(q)
f

c(y;f) (3.1)
onde b(:),c(:) s~ao func~oes que dependem da distribuic~ao atribuda a variavel resposta,
f e um para^metro de escala ou dispers~ao comum para todas as observac~oes, e q e o
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para^metro natural da famlia exponencial. Uma lista das distribuic~oes mais comuns e
seus para^metros pode ser encontrada em Fahrmeir e Tutz (2001). A media de cada
variavel aleatoria E(yijz;b ) e ligada ao preditor linear da forma
g(mi) = hi = a+
nbX
k=1
bkzki+ ei (3.2)
onde g(:) e uma func~ao conhecida chamada de func~ao de ligac~ao,a e b s~ao para^metros
de regress~ao desconhecidos, e ei e um termo n~ao estruturado. E importante notar que no
preditor assume-se que todas as covariaveis z te^m um relacionamento estritamente linear
com a resposta. Esta restric~ao impossibilita uma analise adequada do conjunto de dados,
em situac~oes mais gerais como as apresentadas no captulo 2, onde deseja-se incluir efeitos
espaciais e temporais que variem de forma suave ao longo das coordenadas e valores de
tempo, bem como, efeitos n~ao lineares de covariaveis contnuas.
Para superar estas diculdades, pode-se trocar o preditor estritamente linear em
3.2 por um preditor aditivamente estruturado
hi = a+
n fX
j=1
f ( j)(u ji)+
nbX
k=1
bkzki+ ei (3.3)
A diferenca de 3.2 para 3.3 s~ao as func~oes f () desconhecidas das covariaveis u, e
e justamente pelas diferentes formas que estas func~oes podem tomar, que esta classe de
modelos e extremamente exvel, para incorporar efeitos aleatorios estruturados ou n~ao
no modelo. Dado as diferentes suposic~oes sobre as func~oes f () tem-se diversos modelos
encontrados na literatura. Por exemplo, ao assumir que tais func~oes s~ao splines tem-
se os modelos aditivos generalizados (GAM) (WOOD, 2006), que considera que o efeito
das covariaveis u s~ao xos. Outro exemplo e quando se atribui para as func~oes f () um
campo aleatorio gaussiano, por exemplo no contexto dos modelos geoestatsticos (DIG-
GLE; RIBEIRO, 2006).
Modelos Gaussianos latentes s~ao um subconjunto de todos os modelos Bayesianos
aditivos onde assume-se uma priori gaussiana para a , f ( j)(:),bk e ei. Denote por x o vetor
de todas as variaveis gaussianas latentes, e q o vetor de hiperpara^metros, que n~ao s~ao
necessariamente Gaussianos. Na literatura de aprendizagem de maquina o termo Modelos
para processos Gaussianos e frequentemente usado.
Modelos Gaussianos latentes tem uma numerosa lista de aplicac~oes. Sendo muitos
dos modelos Bayesianos estruturados desta forma. Sem pretender ser exaustivo nos casos
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especiais de modelos Gaussianos latentes pode-se citar: modelos lineares generalizados
Bayesianos (DEY; GHOSH; MALLICK, 2000). Modelos P-splines (LANG; BREZGER,
2004), modelos random walk (FAHRMEIR; TUTZ, 2001) ; (RUE; HELD, 2005). Mo-
delos dina^micos (KITAGAWA; GERSCH, 1996) ; (WEST; HARRISON, 1997). Modelos
espaciais e espaco-temporal (BESAG; YORK; MOLLIe, 1991), (KNORR-HELD, 2000),
modelos Gaussianos indexados continuamente (BANERJEE; CARLIN; GELFAND, 2004)
; (DIGGLE; RIBEIRO, 2006), modelos de textura (MARROQUIN et al., 2001), entre
outros.
Em muitas aplicac~oes, o modelo nal vai consistir na soma de varios componentes,
tal como um efeito espacial, efeitos aleatorios, e efeitos lineares e n~ao-lineares de cova-
riaveis. Alem disso, restric~oes lineares de soma zero, s~ao as vezes impostas para separar
efeitos de varios componentes em 3.3.
Dito isto, a quest~ao que surge e qual e a forma das prioris Gaussianas para que
todos os efeitos sejam levados em considerac~ao, pode-se pensar nisso no sentido de como
montar o preditor estruturado aditivamente. Nesta dissertac~ao o foco sera em modelos
que levem em considerac~ao efeitos espaciais e/ou temporais atraves de Campos Aleatorios
Gaussianos Markovianos (CAMG), conforme descrito na proxima sec~ao.
3.2 Modelos Gaussianos latentes para processos
espaco-temporais
Esta sec~ao esta fundamentada no artigo de Knorr-Held (2000), onde o autor
prop~oe diversas estrategias para construir modelos Bayesianos com estrutura espaco-
temporal n~ao-separavel para o mapeamento de risco de doencas. O objetivo aqui e ex-
tender os modelos em Knorr-Held (2000) para a situac~ao geral onde a distribuic~ao da
resposta pertence a famlia exponencial, e mostrar como o preditor pode ser estruturado
para levar em considerac~ao efeitos espaciais, temporais e interac~oes espaco-temporais.
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3.2.1 Modelos com efeitos principais
Denote por yit a variavel resposta na area i (i= 1; : : : ;n) e no tempo t (t = 1; : : : ;T ).
Assuma que a distribuic~ao de yit tem distribuic~ao de probabilidade pertencente a famlia
exponencial, com termo de media mit e possivelmente um para^metro de escala ou disper-
s~ao f que pode ou n~ao depender do para^metro de media. Assumindo propriedades de
independe^ncia condicional a verossimilhanca e simplesmente o produto da distribuic~ao
de probabilidade atribuda para a resposta. Assim tem-se, g(mit) = hit , onde hit tem a
seguinte decomposic~ao
hit = a+rt + gt +ji+fi (3.4)
onde a e o nvel medio do processo e rt e gt s~ao efeitos temporais, representando desvios
da media geral do processo para o tempo t que respectivamente tem e n~ao tem estrutura
temporal a priori respectivamente. Similarmente, ji e fi representam desvios da media
geral para a area i que respectivamente possui e n~ao possui estrutura espacial.
A formulac~ao 3.4 e completada denindo as distribuic~oes a priori para os quatro
blocos r = (r1; : : : ;rT )T , g = (g1; : : : ;gT )T , j = (j1; : : : ;jn)T e f = (f1; : : : ;fn)T em hit .
Cada priori e assumida como sendo gaussiana multivariada com media zero e matriz de
precis~ao kK, onde k e um escalar desconhecido e K e uma matriz de estrutura conhecida.
A matriz de estrutura K vai ser diferente para cada bloco a m de descrever diferentes
suposic~oes a priori sobre o relacionamento entre os para^metros dentro de cada bloco.
Para r , assume-se a priori que os efeitos de pontos vizinhos no tempo tendem a ser
semelhantes. O mais simples dos modelos dina^micos e o passeio aleatorio (random walk)
com incrementos gaussianos independentes
p(rjkr) µ exp
 
 kr
2
TX
t=2
(rt rt 1)2
!
(3.5)
que tem matriz de estrutura
Kr =
0BBBBBBBBBBBBB@
1  1
 1 2  1
 1 2  1
...
...
...
 1 2  1
 1 2  1
 1 1
1CCCCCCCCCCCCCA
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ver por exemplo Rue e Held (2005). Esta refere^ncia descreve outras possveis alternativas,
como o passeio aleatorio de segunda ordem, que segundo Clayton e Bernardinelli (1987),
deve ser preferido, se um dos interesses e predizer o processo em tempos futuros. Para g ,
assume-se permutabilidade (exchangeability) dos componentes tomando Kg = I, a matriz
identidade.
Para o bloco estruturado espacialmente j , escolhe-se uma simples autoregress~ao
Gaussiana; ver, por exemplo, Besag, York e Mollie (1991). Assim, a matriz de estrutura Kj
tem elementos fora da diagonal ki j = 1 para areas geogracamente conectadas (vizinhas)
i  j e elementos na diagonal kii igual ao numero de areas, mi, que s~ao geogracamente
contguas a area i. Todos os outros elementos de Kj s~ao zero. A priori para j pode ser
escrita como
p(jjkj) µ exp
0@ kj
2
X
i j
(ji j j)2
1A (3.6)
Esta priori de campo aleatorio Markoviano e o analogo espacial do passeio
aleatorio sendo assim, e n~ao estacionario. Esta abordagem pode ser extendida intro-
duzindo pesos na formulac~ao a priori (BESAG; YORK; MOLLIe, 1991). Finalmente,
heterogeneidade espacial n~ao estruturada e acomodada por tomar Kf = I. Uma repre-
sentac~ao simbolica do modelo de efeitos principais e dada na gura 3.1. Em que crculos
vazados representam indepe^ncia a priori, reta^ngulos representam depende^ncia a priori.
Observac~oes no espaco tempo s~ao indicadas por crculos solidos.
3.2.2 Especicando prioris para efeitos de interac~ao
A formulac~ao anterior, considera efeitos temporais e espaciais separados, e re-
quer uma extens~ao apropriada para a presenca de interac~oes espaco-tempo. Formalmente
adiciona-se um para^metro de interac~ao dit , i = 1; : : : ;n e t = 1; : : : ;T , o preditor agora e
dado por:
hit = a+rt + gt +ji+fi+di j: (3.7)
O vetor de para^metros d = (d11; : : : ;dnT )T e assumido como Gaussiano com matriz de
precis~ao kdKd . Como para os efeitos principais, kd e um escalar desconhecido e Kd e uma
matriz de estrutura pre-especicada. Note que 3.7 se reduz a 3.4 se todos os di j = 0, assim
d captura somente a variac~ao que n~ao pode ser explicada pelos efeitos principais.
Clayton (2004) sugere que Kd seja especicada como o produto Kronecker das
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Figura 3.1: Representac~ao simbolica do modelo de efeito principais. Crculos representam
independe^ncia a priori, reta^ngulos representam depende^ncia a priori. Observac~oes no
tempo espaco s~ao indicadas por crculos solidos.
matrizes de estruturas dos efeitos principais que se assume interagir. Esta formulac~ao
pode ser vista como o analogo Bayesiano, da modelagem de interac~oes por tensor products
no contexto de regress~ao por splines (STONE et al., 1997). Na formulac~ao proposta acima,
22= 4 combinac~oes s~ao possveis dependendo de qual dos dois efeitos temporais assume-
se interagir com qual dos dois efeitos espaciais. Estes quatro tipos de interac~ao implicam
em diferentes prioris para o relacionamento entre os dit , como ilustrado na gura 3.2. Neste
momento, se discutira cada tipo separadamente, ordenados pelo grau de depende^ncia a
priori.
 Interac~ao tipo I - Se os dois efeitos principais n~ao estruturados g e f s~ao esperados
interagirem, pela proposta de Clayton (2004), tem-se Kd = Kg 
Kf = I
 I, assim
todos os para^metros de interac~ao dit s~ao a priori independentes:
p(d jkd ) µ exp
 
 kd
2
IX
i=1
TX
t=1
(dit)2
!
(3.8)
Este efeito pode ser visto como de covariaveis n~ao observadas para cada pixel (i; t),
que n~ao tem nenhuma estrutura no espaco-tempo.
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Figura 3.2: Representac~ao simbolica para os quatro tipos de interac~ao. Crculos represen-
tam independe^ncia a priori, reta^ngulos representam depende^ncia a priori.
 Interac~ao tipo II - Se combinar o efeito principal random walk r com o bloco n~ao
estruturado f , ent~ao cada di = (di1; : : : ;diT )T , i = 1; : : : ;n segue um random walk,
independente para cada area, ou seja, cada area tem a sua propria serie temporal,
porem n~ao existe depende^ncia espacial entre as series. A matriz de estrutura Kd
tem rank n(T  1) e a priori para d pode ser escrita como
p(d jkd ) µ exp
 
 kd
2
IX
i=1
TX
t=2
(dit di;t 1)2
!
(3.9)
O modelo 3.7 com d do tipo II vai ser adequado, se as tende^ncias temporais s~ao
diferentes para cada area, mas n~ao tem nenhuma estrutura no espaco.
 Interac~ao tipo III - Ao assumir, que os efeitos principais g e j interagem, ent~ao
cada dt = (d1t ; : : : ;dnt)T , t = 1; : : : ;T , segue uma autoregress~ao intrinseca (indepen-
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dente). O rank de Kd e agora (n 1) e a priori para d pode ser escrita como
p(d jkd ) µ exp
0@ kd
2
TX
t=1
X
i j
(dit d jt)2
1A (3.10)
Tal especicac~ao vai ser adequada, se tende^ncias espaciais s~ao difentes em cada
ponto no tempo, porem sem nenhuma estrutura temporal.
 Interac~ao tipo IV - Do ponto de vista teorico, a mais interessante forma de inte-
rac~ao e com o produto de dois efeitos principais dependentes, o random walk r e a
autoregress~ao intrinseca j . Agora d e completamente dependente sobre o espaco e
tempo e ja n~ao pode ser fatorada em blocos independentes. Pode ser mostrado que
a priori para d nesta estrutura pode ser escrita como
p(d jkd ) µ exp
0@ kd
2
TX
t=2
X
i j
(dit d jt di;t 1+d j;t 1)2
1A (3.11)
com constraste independentes dit d jt di;t 1+d j;t 1. Esta distribuic~ao e invariante
a transformac~oes do tipo
edit = dit + ci; t = 1; : : : ;T;
edit = dit + ct ; i= 1; : : : ;n;
para algumas constantes c1; : : : ;cn, c1; : : : ;cT e consequentemente sua matriz de es-
trutura tem rank altamente deciente Kd tem rank (n 1)(T  1).
A distribuic~ao condicional para o pixel dit , dado todos os outros, pode ser derivada
(KNORR-HELD, 2000) vindo de Kd = Kr 
Kj e tem media
mit =
di;t+1+ 1mi
P
ji d j;t+1 t = 1
di;t 1+ 1mi
P
ji d jt  1mi
P
ji d j;t 1 t = T
1
2(di;t 1+di;t+1)+
1
mi
P
ji d jt  12mi
P
ji(d j;t 1+d j;t+1) t = 2; : : : ;T  1
(3.12)
e precis~ao
tit =
miikd t = 1 ou t = T
2mikd t = 2; : : : ;T  1:
(3.13)
Assim, a interac~ao do tipo IV e um campo Markoviano, onde n~ao somente vizin-
hos (primeira ordem) temporais (di;t 1 e/ou di;t+1) e espaciais (d jt ; j  i) entram
na condicional completa para dit , mas tambem vizinhos de segunda ordem (d j;t 1
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e/ou di;t+1), ou seja, vizinhos espaciais de vizinhos temporais ou, equivalentemente,
vizinhos temporais de vizinhos espaciais. Esta priori forca com que a tende^ncia
temporal (em termos de diferencas de primeira ordem) para areas vizinhas sejam
parecidas. Equivalentemente, esta priori forca com que a depende^ncia espacial para
pontos vizinhos no tempo (t-1,t+1) sejam parecidas. Isto pode ser melhor visto
olhando a media condicional mit , que satisfaz ambos
mit d i = dt d
e
mit dt = d i d:
Aqui d i e a media dos vizinhos temporais, dt e a media dos vizinhos espaciais, e
d e a media dos vizinhos de segunda ordem. Tal modelo a priori vai ser adequado,
se tende^ncias temporais s~ao diferentes de area para area, mas s~ao mais parecidas
para areas vizinhas.
3.2.3 Hiperprioris
Para completar a especicac~ao Bayesiana do modelo, falta designar as dis-
tribuic~oes a priori para os hiperpara^metros dos campos Gaussianos. Os hiperpara^metros
para o modelo 3.4 s~ao kr , kg , kj e kf , eles determinam a variac~ao de cada bloco, e precisam
ser estimados atraves dos dados. Adicionalmente, kd tem que ser estimado no modelo 3.7.
Seguindo a proposta de Knorr-Held (2000) assume-se para todos estes para^metros prioris
Gamma proprias, kG(a;b), para evitar problemas com hiperprioris improprias. Prioris
Gamma s~ao computacionalmente convenientes, porque a condicional completa de k vai
tambem ser Gamma. Para todas as aplicac~oes nesta dissertac~ao, hiperprioris Gamma
de alta dispers~ao foram escolhidas para todos os blocos com valores a = 1 e b = 0:01 .
Em uma segunda rodada, para estudar a sensibilidade dos modelos as prioris troca-se os
valores para a= b= 0:01.
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3.3 Infere^ncia Bayesiana Aproximada via INLA para
modelos Gaussianos latentes
Esta sec~ao esta baseada no artigo Rue, Martino e Chopin (2009), o texto segue
de muito perto o original, enfatizando alguns pontos considerados importantes para o
entendimento da nova metodologia.
Para simplicar a discuss~ao seguinte, denote genericamente p(:j:) como a densi-
dade condicional de seus argumentos, e faca x ser todas as n variaveis Gaussianas hi, a ,
f ( j), bk. A densidade p(xjq1) e Gaussiana com media zero (assumida), matriz de precis~ao
Q(q1) com hiperpara^metro q1. Denote por N(x;m;S) a N(m;S) densidade Gaussiana com
media m e covaria^ncia (inverso da precis~ao) S na congurac~ao x. Note que foi includo hi
ao inves de ei em x, isto simplicara a notac~ao no seguir do texto.
A distribuic~ao para as nd variaveis observadas y = yi : i 2 I e denotada por
p(yjx;q2) e assume-se que yi : i 2 I s~ao condicionalmente independentes dado x e q2.
Este ponto e muito importante, pois ao assumir independe^ncia condicional a p(yjx;q2)
se resume a um produto da distribuic~ao assumida para a variavel resposta, ou seja, a
verossimillhanca. Para simplicar, denote por q = (qT1 ;q
T
2 )
T com dim(q) = m. A poste-
riori para uma matriz Q(q) n~ao singular, ca dada por
p(x;q jy) µ p(q)p(xjq)
Y
i2I
p(yijxi;q)
µ p(q)kQ(q)kn=2 exp
 
 1
2
xTQ(q)x+
X
i2I
logp(yijxi;q)
!
: (3.14)
A imposic~ao de restric~oes lineares (se necessario) s~ao denotadas por Ax= e para
uma matriz A kn de rank k. O objetivo principal e aproximar as marginais a posteriori
p(xijy), p(q jy) e p(q jjy). Muitos, mas n~ao todos os modelos Gaussianos Latentes na lite-
ratura satisfazem duas propriedades basicas que ser~ao assumidas atraves desta dissertac~ao.
A primeira e que o campo latente x, que usualmente e de grande dimens~ao, admite pro-
priedades de independe^ncia condicional. Assim, o campo latente e um Campo Aleatorio
Markoviano Gaussiano (CAMG) com uma matriz de precis~ao Q(q) (RUE; HELD, 2005).
Isto signica que pode-se usar metodos numericos para matrizes esparsas, que em geral
s~ao muito mais rapidos que os metodos gerais para matrizes densas (RUE; HELD, 2005).
A segunda propriedade e que o numero de hiperpara^metros m, e pequeno, m 6. Ambas
propriedades s~ao usualmente necessarias para produzir infere^ncia rapida, embora existam
excess~oes (EIDSVIK; MARTINO; RUE, 2009).
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A abordagem INLA trabalha usando o fato que a marginal a posteriori de interesse
pode ser escrita como
p(xijy) =
Z
p(xijq ;y)p(q jy)¶q e p(q jjy) =
Z
p(q jy)¶q  j: (3.15)
O fato chave da abordagem e usar esta forma para construir aproximac~oes aninhadas,
ep(xijy) = Z ep(xijq ;y)ep(q jy)¶q e ep(q jjy) = Z ep(q jy)¶q  j: (3.16)
Aqui, ep(:j:) e a densidade (condicional) aproximada de seus argumentos. Aprox-
imac~oes para p(xijy) s~ao calculadas aproximando p(q jy) e p(xijq ;y), e usando integrac~ao
numerica (soma nita) para integrar fora q . A integrac~ao e possvel quando a dimens~ao
de q e pequena, em geral menor ou igual a 6. Como vai car claro no decorrer do texto.
A abordagem aninhada torna a aproximac~ao de Laplace muito acurada quando aplicada
para modelos Gaussianos latentes. A aproximac~ao de p(q jjy) e calculada integrando fora
q  j vindo de ep(q jy); este ponto sera retomado na seque^ncia para detalhes praticos.
A abordagem INLA e baseada na seguinte aproximac~ao ep(q jy) para a marginal
posteriori de q .
ep(q jy) µ p(x;q ;y)epG(xjq ;y)

x=x(q)
(3.17)
onde, epG(xjq ;y) e a aproximac~ao Gaussiana para a condicional completa de x o que ca-
racteriza a aproximac~ao como de Laplace, e x(q) e a moda para a condicional completa
de x, para um dado q . Note que a express~ao 3.17 so e valida em um ponto, e portanto,
para obter a aproximac~ao da distribuic~ao completa esta express~ao precisa ser avaliada
para um dado conjunto de q . A proporcionalidade em 3.17 segue do fato que a con-
stante normalizadora para p(x;q jy) e desconhecida. Note que ep(q jy) tende a ser bastante
diferente da Gaussiana. Isto sugere que a aproximac~ao Gaussiana direta para p(q jy) n~ao
e acurada o bastante. Um aspecto crtico da abordagem INLA e explorar e manipularep(q jy) e ep(xijy) de uma forma n~ao parametrica. Rue e Martino (2007) usaram 3.17 para
aproximar marginais posteriori para varios modelos Gaussianos latentes. Suas conclus~oes
foram que ep(q jy) e particularmente acurada, mesmo rodando um longo MCMC n~ao pud-
eram detectar nenhum erro nesta aproximac~ao. Para as marginais posteriori do campo
latente, eles prop~oem comecar pela epG(xjq ;y), ou seja,
ep(xijq ;y) = N(xi;mi(q);s2i (q)): (3.18)
Aqui, m(q) e a media (vetor) para a aproximac~ao Gaussiana, considerando que s2(q)
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e o vetor correspondente de varia^ncias marginais. Esta aproximac~ao pode ser integrada
numericamente com respeito a q , ver 3.16,para obter aproximac~oes para as marginais de
interesse do campo latente,
ep(xijy) =X
k
ep(xijqk;y) ep(q kjy)Dk: (3.19)
A soma e sobre os valores de q com pesos Dk. Rue e Martino (2007) mostraram que a
marginal posteriori para q foi acurada, enquanto o erro na aproximac~ao Gaussiana 3.18
foi grande. Em particular, 3.18 pode apresentar erro na locac~ao e/ou falta de assimetria
(skewness). As diculdades de Rue e Martino (2007) foram em detectar os x0is nas quais a
aproximac~ao era menos acurada e a falta de abilidade para melhorar a aproximac~ao nestas
localizac~oes. Alem disso, eles n~ao conseguiam controlar o erro da aproximac~ao e escolher
os pontos de integrac~ao qk de uma forma adaptativa e automatica. Rue, Martino e Chopin
(2009) resolveram os problemas em Rue e Martino (2007), e apresentam uma abordagem
completa para infere^ncia aproximada em modelos Gaussianos latentes que eles nomearam
de Integrated Nested Laplace Approximations(INLA). A principal mudanca e aplicar mais
uma vez a aproximac~ao de Laplace, desta vez para p(xijy;q). Eles tambem apresentam
uma alternativa rapida que corrige a aproximac~ao Gaussiana 3.18 para o erro de locac~ao
e falta de assimetria a um custo extra moderado. Estas correc~oes s~ao obtidas por uma
expans~ao em series de Laplace. Esta alternativa rapida e uma primeira escolha natural,
porque e de baixo custo computacional e de alta acuracia. Os autores demonstram como
varias aproximac~oes podem ser usadas para derivar ferramentas para testar a aproximac~ao,
aproximar marginais a posteriori para um subconjunto de x, e calcular varias medidas de
interesse, tais como, verossimilhanca marginal, Criterio de Informac~ao da Deviance (DIC)
e varias medidas preditivas Bayesianas. Antes de apresentar a proposta de Rue, Martino
e Chopin (2009) e interessante apresentar de forma rapida a aproximac~ao Gaussiana.
3.4 Aproximac~oes Gaussianas
A abordagem INLA e baseada em aproximac~oes Gaussianas para densidades da
forma:
p(x) µ exp
 
 1
2
xTQx+
X
i2I
gi(xi)
!
(3.20)
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onde gi(xi) e logp(yijxi;q). A aproximac~ao Gaussiana epg(x) e obtida encontrando a moda
e a curvatura na moda. A moda e calculada iterativamente usando o metodo de Newton
Raphson, tambem conhecido como o algoritmo escore e sua variante o escore de Fisher
(FAHRMEIR; TUTZ, 2001). Seja m(0) um valor inicial, expande-se gi(xi) em torno de
m(0)i ate o termo de segunda ordem
gi(xi) gi(m(0)i )+bixi 
1
2
cix2i (3.21)
onde bi e ci depende de m(0). A aproximac~ao Gaussiana e obtida, com matriz de precis~ao
Q+diag(c) e moda dada pela soluc~ao de (Q+diag(c))m(1) = b. Este processo e repetido
ate a converge^ncia para a distribuic~ao Gaussiana com, media x e matriz de precis~ao
Q = Q+ diag(c). Como o termo n~ao quadratico em 3.21 e somente func~ao de xi e
n~ao uma func~ao de xi e x j, ent~ao a matriz de precis~ao para a aproximac~ao Gaussiana e
da forma Q+ diag(c). Isto e computacionalmente conveniente, porque as propriedades
Markovianas do CAMG s~ao preservadas. Existem outras sugest~oes na literatura de como
construir aproximac~oes Gaussianas, ver (RUE, 2001), (RUE; HELD, 2005) e (KUSS;
RASMUSSEN, 2005).
3.5 Integrac~ao aproximada aninhada de Laplace
Nesta sec~ao sera apresentada a abordagem INLA para aproximar marginais a pos-
teriori para campos latentes Gaussianos, p(xijy), i = 1; : : : ;n. A aproximac~ao e feita em
tre^s passos. O primeiro passo aproxima a marginal a posteriori de q usando a aproximac~ao
de Laplace 3.17. O segundo passo calcula a aproximac~ao de Laplace, ou a aproximac~ao
de Laplace simplicada, para p(xijy;q), para valores selecionados de q , a m de melho-
rar a aproximac~ao Gaussiana 3.18. O terceiro passo combina os dois anteriores usando
integrac~ao numerica 3.19.
Cabe ressaltar aqui que toda a sec~ao foi escrita usando o artigo Rue, Martino e
Chopin (2009), sendo uma revis~ao deste onde alguns pontos considerados importantes,
s~ao explicitados para facilitar a leitura e entendimento. Ainda, antes de descrever pro-
priamente a abordagem INLA, sera apresentado a metodologia como um todo atraves de
um simples algoritmo, passo-a-passo. Considere,
1. Selecione um conjunto de Q= (q 1; : : : ;q k)
2. Para k = 1 ate K faca
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3. Calcule ep(q kjy)
4. Calcule ep(xijq k;y) como uma func~ao de xi
5. Fim para
6. Calcule ep(xijy) =Pk ep(xijq k;y)ep(q kjy)Dk
O algoritmo comeca selecionando um conjunto possvelmente pequeno de q 0s. O pro-
cedimento para selecionar este conjunto e descrito na sec~ao 3:5:1, e e feito explorando a
distribuic~ao ep(q jy).
Apos ter os vetores duas aproximac~oes s~ao calculadas, a primeira e exatamente a
distribuic~ao ep(q jy) que e calculada como na equac~ao 3:17. Para a segunda aproximac~ao
existem tre^s possibilidades.
A primeira e mais barata computacionalmente e a Gaussiana que e explicada na
sec~ao 3:4 e retomada na sec~ao 3:5:3, a segunda e mais acurada e a aproximac~ao de Laplace
que e explicada na sec~ao 3:5:3. Como cara claro no decorrer do texto o ultimo passo
que consiste na integrac~ao numerica e bastante facilitado pelo procedimento explicado
na sec~ao 3:5:1 induzir que todos os pesos Dk sejam iguais, o que torna o ultimo passo
simplesmente uma soma com todos os pesos iguais. Esta e uma descric~ao bastante geral
da abordagem INLA, e os detalhes seguem nas proximas sec~oes.
Para o calculo da aproximac~ao ep(xijq k;y) Rue, Martino e Chopin (2009) prop~oem
tambem uma terceira possibilidade denominada de Aproximac~ao de Laplace Simplicada,
esta abordagem n~ao sera considerada neste texto.
3.5.1 Explorando ep(q jy)
O primeiro passo da abordagem INLA e calcular uma aproximac~ao para a pos-
teriori marginal de q , ver 3.17. O denominador em 3.17 e a aproximac~ao Gaussiana
para a condicional completa de x, e e calculado como descrito na sec~ao 3.4. O princi-
pal uso de ep(q jy) e integrar fora a incerteza com respeito a q quando aproximando a
marginal a posteriori de xi, ver 3.19. Para fazer isto, n~ao e necessario representar ep(q jy)
parametricamente, mas basta explora-la sucientemente bem para encontrar bons pon-
tos para o calculo da integrac~ao numerica. Ate o m desta sec~ao, sera discutido como
as marginais a posteriori p(q jjy) podem ser aproximadas. Assuma por simplicidade que
q = (q1; : : : ;qm) 2Âm, que pode sempre ser obtido usando uma reparametrizac~ao.
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 Passo 1 Localize a moda de ep(q jy), otimizando log ep(q jy) com respeito a q . Isto
pode ser feito usando algum metodo quasi-Newton que vai usar alguma aproximac~ao
da derivada de segunda ordem de log ep(q jy) usando sucessivas diferencas entre ve-
tores gradientes. O gradiente e aproximado usando diferencas nitas. Denote por
q  como sendo a congurac~ao modal.
 Passo 2 Na congurac~ao modal q  calcule a matriz Hessiana H > 0, usando dife-
renca nita. Seja S=H 1, que vai ser a matriz de covaria^ncia para q se a densidade
fosse Gaussiana. Para facilitar a explorac~ao, use variaveis padronizadas z ao inves
de q : Seja S = VLV T a decomposic~ao em autovalores e autovetores de S, e dena
q via z, como segue
q(z) = q +VL1=2z: (3.22)
Se ep(q jy) e a densidade Gaussiana, ent~ao z e N(0; I). Esta reparametrizac~ao corrige
a escala e rotac~ao, e simplica a integrac~ao numerica, ver (SMITH et al., 1987).
 Passo 3 Explore log ep(q jy) usando a z-parametrizac~ao. A gura 3.5.1 ilustra o
procedimento quando log ep(q jy) e unimodal. O painel (a) mostra um graco de
contorno para log ep(q jy) para m= 2, a localizac~ao da moda e o novo eixo de coor-
denada para z. Deve-se explorar log ep(q jy) com o objetivo de encontrar pontos com
a maior massa de probabilidade. O resultado deste processo e mostrado no painel
(b). Cada sinal e um ponto onde log ep(q jy) e considerado como signicante, e que
sera usado na integrac~ao numerica 3.19. Detalhes s~ao como segue. Comeca-se vindo
da moda (z= 0), e caminha-se na direc~ao positiva de z1 com passos de tamanho dz
por exemplo dz = 1, contanto que
log ep(q(0)jy)  log ep(q(z)jy)< dp (3.23)
onde, por exemplo dp = 2:5. Ent~ao troca-se a direc~ao e procede-se similarmente.
As outras coordenadas s~ao tratadas da mesma forma. Isto produz os sinais pretos.
Pode-se agora preencher todos os valores intermediarios tomando-se todas as dife-
rentes combinac~oes do sinais pretos. Estes novos sinais (mostrados em cinza) s~ao
includos se 3.23 for satisfeita. Como o layout dos pontos q k e uma grade regular,
pode-se tomar todos os pesos Dk em 3.19 como sendo iguais.
Em (a) a moda e localizada, a Hessiana e o sistema de coordenadas z s~ao cal-
culados. Em (b) cada coordenada e explorada (pontos pretos) ate um certo limite da
log-densidade. Finalmente os pontos cinza s~ao explorados.
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Figura 3.3: Ilustrac~ao da explorac~ao da marginal posteriori para q .
3.5.2 Aproximando p(q jjy).
Marginais a posteriori para q j podem ser obtidas diretamente vindo de ep(q jy)
usando integrac~ao numerica. Entretanto, isto e computacionalmente caro, porque e
necessario calcular ep(q jy) para um grande numero de congurac~oes. Uma abordagem
mais factvel e usar os pontos obtidos durantes os passos 1-3 para construir um inter-
polante para log ep(q jy), e calcular marginais usando integrac~ao numerica vinda deste
interpolante. Se uma alta acuracia e necessaria, na pratica basta obter uma congurac~ao
mais densa, por exemplo dz = 1=2 ou 1=4.
3.5.3 Aproximando p(xijq ;y)
Ate aqui tem-se um conjunto de pontos ponderados q k para ser usado na inte-
grac~ao 3.19. O proximo passo e providenciar aproximac~oes acuradas para a posteriori
marginal dos xi's condicionado nos valores selecionados de q . Nesta sec~ao s~ao discutidas,
duas aproximac~oes para ep(xijy;qk), a Gaussiana e a de Laplace.
Usando aproximac~ao Gaussiana
Uma aproximac~ao simples e barata computacionalmente para p(xijq ;y) e a aprox-
imac~ao Gaussiana epG(xijq ;y), onde a media mi(q) e a varia^ncia marginal s2i (q) s~ao
derivadas usando propriedades de Campos Aleatorios Markovianos Gaussianos, e algo-
ritmos para matrizes esparsas (RUE; MARTINO, 2007). Durante a explorac~ao de ep(q jy),
ver sec~ao 3.4, ja foi calculada ep(xjq ;y), assim so varia^ncias marginais precisam ser cal-
culadas. A aproximac~ao Gaussiana apresenta resultados razoaveis, mas pode apresentar
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erros na locac~ao e/ou erros devido a falta de assimetria (RUE; MARTINO, 2007).
Usando aproximac~ao de Laplace
A forma natural de melhorar a aproximac~ao Gaussiana e calcular a aproximac~ao
de Laplace
epLA(xijq ;y) µ p(x;q ;y)epGG(x ijxi;q ;y)

x i=x i(xi;q)
(3.24)
Aqui, epGG e a aproximac~ao Gaussiana para x ijxi;q ;y, e x i e a congurac~ao modal. Note
que epGG e diferente da densidade condicional correspondente a epG(xjq ;y). Infelizmente,
3.24 implica que epGG precisa ser recalculada para cada valor de xi e q , uma vez que sua
matriz de precis~ao depende de xi e q . Isto e muito caro, porque requer n fatorizac~oes da
matriz de precis~ao completa. Rue, Martino e Chopin (2009) prop~oem duas modicac~oes
em 3.24 que tornam isto factvel computacionalmente. A primeira modicac~ao consiste
em evitar o passo de otimizac~ao ao calcular epGG(x ijxi;q ;y) aproximando a congurac~ao
modal,
x i(xi;q) EepG(x ijxi): (3.25)
O lado direito e calculado sob a densidade condicional derivada da aproximac~ao GaussianaepG(xjq ;y). O benefcio computacional e imediato. Primeiro, a media condicional pode
ser calculada por uma atualizac~ao rank-one vindo da media incondicional. Outro fato
positivo e que a media condicional e contnua com respeito a xi, que n~ao e o caso quando
otimizac~ao numerica e usada para calcular xi (xi;q). A segundo modicac~ao materializa
a seguinte intuic~ao: somente aqueles x j que est~ao 'proximos' de xi v~ao ter impacto na
marginal de xi. Se a depende^ncia entre x j e xi decai com o aumento da dista^ncia entre i
e j, somente aqueles x j's em uma 'regi~ao de interesse' acerca de i, Ri(q), determinam a
marginal de xi. A esperanca condicional em 3.25 implica que
EepG(x jjxi) m j(q)
s j(q)
= ai j(q)
xi mi(q)
si(q)
(3.26)
para alguma ai j(q) quando i 6= j. Assim, uma simples regra para construir o conjunto
Ri(q) e
Ri(q) = j : jai j(q)j> 0:001: (3.27)
A importa^ncia computacional de usar Ri(q) segue do calculo do denominador de 3.24,
onde agora so e necessario fatorar uma jRi(q)j jRi(q)j matriz esparsa. A express~ao 3.24,
simplicada como explicado acima, precisa ser calculada para diferentes valores de xi para
encontrar a densidade. Para selecionar estes pontos, usa-se a media e varia^ncia da aprox-
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imac~ao Gaussiana 3.18, e combina-se, diferentes valores para as variaveis padronizadas
x(s)i =
xi mi(q)
si(q)
(3.28)
de acordo com as correspondentes escolhas de abscissas dadas pela regra de quadratura
de Gauss-Hermite. Para representar a densidade epLA(xijq ;y), usa-se
epLA(xijq ;y) µ N(xi;mi(q);s2i (q)) expfcubic spline(xi)g (3.29)
O spline cubico e ajustado para a diferenca entre a log-densidade epLA(xijq ;y) e epG(xijq ;y)
nas abscisas selecionadas, e ent~ao a densidade e normalizada usando integrac~ao por
quadratura.
3.6 Aproximando a Verossimilhanca marginal
A verossimilhanca marginal p(y) e uma quantidade util para comparar modelos,
como o fator de Bayes e denido pela raz~ao de verossimilhancas marginais entre dois
modelos competidores.
ep(y) = Z p(q ;x;y)epG(xjq ;y)

x=x(q)
dq : (3.30)
onde p(q ;x;y) = p(q)p(xjq)p(yjx;q). Uma alternativa, mais simples para estimar a
verossimilhanca marginal e obtida por assumir que q jy e Gaussiana; ent~ao 3.30 torna-
se uma quantidade conhecida vezes jHj 1=2, onde H e a matriz Hessiana da sec~ao 3.4.
Este metodo pode falhar no caso em que a marginal posteriori p(q jy) e multi-modal, mas
isto n~ao e especco do calculo de verossimilhanca marginal mas se aplica a abordagem
geral. Felizmente, modelos Gaussianos latentes geram distribuic~oes posterioris unimodais
em muitos casos.
3.7 Criterio de informac~ao da Deviance
O criterio de informac~ao da Deviance (SPIEGELHALTER et al., 2001) e um
criterio de informac~ao popular para modelos hierarquicos, e (em muitos casos) e bem
denido para prioris improprias. Sua principal aplicac~ao e a selec~ao de modelos bayesianos,
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mas ele tambem provide^ncia uma noc~ao do numero efetivo de para^metros, que esta sendo
usado no modelo. Neste contexto, a deviance e
D(x;q) = 2
X
i2I
logp(yijxi;q)+ const (3.31)
DIC e denido como duas vezes a media da deviance menos a deviance para a
media. O numero efetivo de para^metros e a media da deviance menos a deviance da
media.
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4 RESULTADOS
Neste Captulo apresentam-se os resultados da aplicac~ao da metodologia do Cap-
tulo 3 aos problemas descritos no Captulo 2. Os tre^s problemas te^m em comum o fato
dos experimentos apresentarem estrutura espaco-temporal e portanto a adoc~ao de modelos
latentes que contemplem tais estruturas e uma escolha natural.
Por outro lado diferem na dimens~ao do conjunto de dados, tipo de distribuic~ao
designada a variavel resposta, estrutura auxiliar de covariaveis e interesses principais na
analise.
N~ao e o interesse principal desta dissertac~ao, mas em alguns dos exemplos ana-
lisados os principais resultados obtidos com o ajuste via INLA ser~ao contrastados com
resultados provenientes de um Modelo Aditivo Generalizado (GAM) (WOOD, 2006), tais
modelos encontram-se disponveis no pacote mgcv (WOOD, 2008) do software R (R De-
velopment Core Team, 2009). Uma rapida revis~ao sobre tais modelos pode ser encontrada
em Bonat et al. (2009).
No decorrer das analises foram utilizados os pacotes tripack (EGLEN; ZUYEV;
WHITE, 2009) e gpclib (MURTA, 2009) na construc~ao da tecelagem de voronoi no se-
gundo exemplo. Para manipulac~ao de objetos espaciais foram utilizados os pacotes sp
(PEBESMA; BIVAND, 2005) e spdep (BIVAND et al., 2009).
Para comparac~ao entre os modelos em todos os exemplos foram calculados o
Criterio de informac~ao da Deviance, o numero estimado de para^metros e a verossimilhanca
marginal. Tais medidas foram usadas apenas como um guia geral para a escolha, ressalta-
se que a verossimilhanca e consequentemente o fator de Bayes deve ser olhado com cuidado
quando a distribuic~ao a priori considerada for impropria.
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4.1 Qualidade da agua em reservatorios operados
pela COPEL no estado do Parana
Como mencionado no Captulo 2, o principal objetivo da analise do ndice de
Qualidade da agua em reservatorios operados pela COPEL no estado do Parana, e avaliar
o eventual efeito do reservatorio sobre tal ndice. Desta forma, foram coletadas amostras
de agua em tre^s locais (montante, reservatorio e jusante), alem disso outros atributos
(covariaveis) no experimento que podem afetar tal ndice. O experimento ocorreu em
diferentes pontos no tempo com coletas trimestrais, ent~ao pode-se esperar que exista
algum efeito climatico (temporal). Alem disso, foram realizadas em diferentes usinas, tal
condic~ao pode inuenciar no ndice de qualidade da agua, assim o processo de modelagem
deve levar em considerac~ao todas estas possibilidades, a m de isolar apenas o efeito da
covariavel de interesse que s~ao os locais de coleta. Alem destes efeitos principais podem
ocorrer interac~oes entre por exemplo, trimestres com locais de coleta, tempo com locais
de coleta e ainda tempo com usinas (UHEs) e locais de coleta.
Como forma inicial de investigar tais relac~oes, a Figura 4.1 apresenta uma analise
descritiva para o IQA apos a transformac~ao logstica. Tal analise consiste da construc~ao
de diagramas boxplot, histograma da variavel e graco de interac~ao entre os trimestres do
ano e as estac~oes de monitoramento das diferentes usinas (UHEs), trazendo uma vis~ao
geral da serie historica monitorada. E importante notar que a escala graca apresenta os
valores transformados da variavel IQA apos a transformac~ao logstica. Para uma avaliac~ao
estatstica com vistas a qualidade da agua, as categorias do IQA est~ao representadas nos
gracos por meio de linhas cheias. Apesar de todos os valores de IQA estarem includos
na escala, os valores observados incluem apenas as classes BOM (IQA entre 51 e 79) e
OTIMO(IQA entre 79 e 100).
E possvel observar pela analise do boxplot (4.1B) que o IQA das estac~oes reser-
vatorio, s~ao sempre maiores do que o de jusante e montante. Em termos de qualidade
da agua, isto indica que a qualidade da agua do reservatorio, com base no IQA, e melhor
do que a observada nas estac~oes de montante e jusante. As medianas do IQA em cada
uma das tre^s estac~oes encontram-se acima do limite da classe BOM, indicando aguas de
boa qualidade. As estac~oes de reservatorio e jusante se enquadram na classe OTIMO. Em
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Figura 4.1: Analise descritiva para o Indice de Qualidade da Agua. As linhas cheias
representam os limites da classe Bom e Otimo.
relac~ao a variac~ao temporal, n~ao ha uma diferenca clara entre os anos de monitoramento,
uma vez que o nvel mediano do IQA e praticamente o mesmo, podendo-se ressaltar que
nos anos de 2005 e 2006 foram observados os menores valores do ndice (4.1D). Ja em
relac~ao aos meses, e no terceiro trimestre que foram vericados os maiores valores de
IQA (4.1C). A Figura 4.1E apresenta boxplot's para cada uma das usinas hidroletricas
consideradas na analise. E possvel observar que os dados apresentam grande variabili-
dade tanto dentro das usinas (serie temporal individual) como entre as usinas (diferencas
entre as localidades). Dentre as UHEs, destaca-se a usina de Rio dos Patos que apresen-
tou a menor mediana de IQA. No entanto, apesar da grande variabilidade dos dados, as
medianas dos ndices de todas as usinas encontram-se acima do valor da categoria BOM.
A m de testar todos os efeitos principais e possveis interac~oes, foram ajustados
uma serie de modelos com crescente grau de complexidade, conforme Tabela 4.1. Na
notac~ao usada para apresentar os modelos, Y sempre representara a variavel resposta,
efeitos espaciais e temporais seguem a notac~ao introduzida no Captulo 3, efeitos xos
ser~ao representados pela letra b , seguida de um ndice e, todos os modelos incluem o
intercepto. Para possibilitar uma comparac~ao e consequente escolha do modelo que melhor
descreve a resposta, foram calculados o Criterio de Informac~ao da Deviance (DIC), o
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numero estimado de para^metros e a verossimilhanca marginal. Para esta aplicac~ao sempre
que possvel foi ajustado tambem um modelo aditivo generalizado, adequado em cada
situac~ao. Para comparac~ao dos resultados foi calculado tambem o Criterio de Informac~ao
de Akaike. As medidas de ajuste de modelos s~ao apresentadas na Tabela 4.1.
Tabela 4.1: Modelos ajustados, criterio de informac~ao da Deviance, numero estimado de
para^metros, verossimilhanca marginal e criterio de informac~ao de Akaike.
Modelos Preditor Linear DIC NP MV AIC
1 Y  1 837;18 1;658  427;32 837;18
2 Y  buhe+bloc 797;86 10;66  415;08 798;50
3 Y  buhe+bloc+rt 755;72 24;01  402;16 768;68
4 Y  buhe+bloc+rloc:t 773;72 41;14  563;16 784;85
5 Y  buhe+bloc+ruhe:loc:t 741;15 58;11  440;12    
O modelo 1 apenas com o intercepto, foi ajustado apenas para servir de base para
comparac~oes. O modelo 2 leva em considerac~ao efeitos das usinas (UHE) e dos locais de
coleta, o modelo 3 complementa o 2 incluindo uma unica serie temporal, atraves de um
modelo random walk de primeira ordem. O modelo 4 atende a intuic~ao de que a serie
temporal de cada local de coleta pode ter um comportamento diferenciado, ent~ao uma
serie para cada local e ajustada. E nalmente o modelo 5 extende o 4 dizendo que as
series temporais podem ser diferentes n~ao somente entre locais de coleta, mas tambem,
entre usinas.
De acordo com os resultados apresentados na Tabela 4.1 o modelo que apresenta
o menor DIC e o 5. Entretando, observando o numero estimado de para^metros e a
verossimilhanca marginal verica-se que tal modelo pode estar superparametrizado, desta
forma, opta-se pelo modelo 3 por este apresentar um baixo DIC, um numero estimado
de para^metros reduzido e a maior verossimilhanca marginal. A mesma forma de preditor
linear e escolhida pelo criterio de informac~ao de Akaike quando ajustando pelo modelo
aditivo generalizado. A distribuic~ao a posteriori para o intercepto e efeitos dos locais de
coleta e apresentada na Figura 4.2.
A Tabela 4.2 apresenta o ajuste do modelo 3 pelas abordagens INLA atraves da
media a posteriori, para o GAM pela estimativa pontual e o desvio padr~ao correspondente
para ambos.
Como pode ser visto na Tabela 4.2 o ajuste pelos dois metodos e muito parecido,
tanto em termos de medias como desvios padr~ao. Apenas para o intercepto e possvel
identicar diferenca entre a estimativa do GAM e a media da posteriori.
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Figura 4.2: Distribuic~ao a posteriori para o intercepto e efeitos dos locais de coleta.
Tabela 4.2: Resultados do modelo 3 via INLA e GAM.
Para^metros Media Posteriori Desvio Padr~ao Estimativa Desvio Padr~ao
Intercepto 1;2725 0;06053 1;3398 0;06454
Reservatorio 0;1933 0;04930 0;1933 0;05016
Jusante 0;1557 0;04930 0;1557 0;05016
Pela parametrizac~ao usada no ajuste, a estac~ao de montante e tomada como
refere^ncia. Sendo assim, os valores estimados para os efeitos de reservatorio e jusante,
indicam a mudanca que ocorre no ndice de qualidade da agua (transformado). Pelos dois
metodos existe uma mudanca signicativa no ndice de qualidade da agua quando esta
passa da estac~ao de montante para o reservatorio, sendo que o reservatorio apresenta um
efeito beneco na qualidade da agua. O mesmo tipo de efeito e observado quando se passa
da estac~ao de montante para a de jusante, porem com menor intensidade.
O modelo aditivo leva em considerac~ao o efeito temporal como uma func~ao suave
das datas de coleta. Ja pela abordagem INLA tal efeito e considerado atraves de um mod-
elo random walk de primeira ordem. A m de comparar como as duas abordagens captam
tal efeito a Figura 4.3 sobrep~oe os efeitos temporais estimados pelas duas abordagens.
Pela Figura 4.3 e possvel vericar uma grande semelhanca entre os efeitos tem-
porais estimados pelos dois metodos. O modelo random walk apresenta variac~oes mais
abruptas que a func~ao suave estimada pelo GAM. Tambem nota-se que as bandas de
credibilidade obtidas pelo random walk s~ao mais largas que as bandas de conanca obti-
das pelo GAM. As bandas de credibilidade do random walk s~ao calculadas via quantis e
o intervalo de conanca do GAM e baseado na teoria assintotica usando os quantis da
distribuic~ao normal. Os dois intervalos possuem nvel nominal de 95%.
Como forma de testar a sensibilidade do modelo a escolha das prioris, trocou-se
os hiperpara^metros da distribuic~ao gama dos para^metros de precis~ao do modelo conforme
discutido na Sec~ao 3:2:3. As distribuic~oes a posteriori para os para^metros de interesse
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Figura 4.3: Sobreposic~ao do efeito temporal ajustado pelo INLA e GAM.
do modelo nas duas congurac~oes de prioris s~ao sobrepostas na Figura 4.4. Optou-se por
considerar as UHEs como um efeito aleatorio n~ao estruturado, sendo assim, este efeito
tambem conta com um para^metro de precis~ao.
Na Figura 4.4 pode-se observar que a escolha de uma priori mais vaga provocou
mudancas ntidas na forma da distribuic~ao a posteriori dos para^metros de precis~ao do
efeito temporal, e das UHEs. Porem em termos de moda a posteriori as mudancas foram
pequenas. Para o para^metro de precis~ao das observac~oes Gaussianas o modelo e pouco
sensvel a troca de priori. Para o efeito dos locais de coleta e possvel vericar que as
medias a posteriori n~ao s~ao sensveis a mudanca da priori. A posteriori do intercepto
apresentou uma cauda levemente mais pesada com a troca de priori, reetindo a priori
mais at que esta sendo usada.
Considerando que tem-se dois efeitos aleatorios e interessante vericar como a
troca da priori afeta estes efeitos. A Figura 4.5 apresenta a sobreposic~ao do efeito temporal
estimado conforme o modelo 3 com as duas congurac~oes de prioris. A mudanca da priori
n~ao teve um grande impacto nos resultados do efeito temporal, com apenas um alarga-
mento das bandas de credibilidade como era esperado devido a priori Gama(0.01,0.01)
ser mais vaga que a Gama(1,0.01). Resultado semelhante e mostrado na Figura 4.6 que
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Figura 4.4: Posterioris para os para^metros de interesse do modelo 3.
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apresenta a sobreposic~ao do efeito das UHEs usando as diferentes priori's.
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Figura 4.5: Sobreposic~ao do efeito temporal usando diferentes prioris.
Com estes resultados pode-se concluir que os modelos s~ao consistentes e pouco
sensveis a escolha de diferentes prioris. A diferenca entre os locais de coleta e consistente
em todos os modelos ajustados, com a estac~ao dentro do reservatorio apresentando um
ndice de qualidade da agua melhor do que o ndice da estac~ao de montante. Resultado
semelhante e encontrado quando se compara a montante com a jusante, apenas com
diferente grau de intensidade.
Para nalizar a analise pode-se comparar as duas abordagens no sentido de veri-
car qual produz predic~oes que acompanham melhor o conjunto de dados. Para isto, foram
retiradas as observac~oes de todos as usinas e locais de coleta para o ultimo tempo. Os
modelos foram reajustados e a predic~ao para as observac~oes retiradas foi realizada. Apos
feita a predic~ao foram calculadas algumas medidas de concorda^ncia. As medidas foram:
erro quadratico medio, erro absoluto medio, correlac~ao entre os observados e os preditos e
a proporc~ao de pontos observados que est~ao cobertos pelos intervalos obtidos pelas duas
abordagens (cobertura). Os resultados desta analise s~ao apresentados na Tabela 4.3.
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Figura 4.6: Sobreposic~ao do efeito das usinas (UHEs) usando diferentes prioris.
Tabela 4.3: Medidas de concorda^ncia entre os modelos obtidos pelas abordagens INLA e
GAM e os dados observados.
Abordagem Erro quadratico Erro absoluto Correlac~ao Cobertura
INLA 0;1921 0;3390 0;5663 0;6700
GAM 0;2679 0;3918 0;5628 0;5416
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Os resultados das medidas de qualidade de predic~ao utilizadas s~ao melhores para
a abordagem INLA. A cobertura dos intervalos de credibilidade e conanca cou abaixo do
nvel nominal de 95% porem, neste exemplo, esta medida deve ser encarada com cuidado
porque a predic~ao foi baseada em apenas 24 observac~oes.
4.2 Investigando fatores associados a ocorre^ncia de
ovos de Aedes aegypti coletados em ovitrampas
em Recife/PE
O objetivo da analise deste conjunto de dados e investigar fatores de risco e
protec~ao associados a ocorre^ncia de ovos do mosquito Aedes aegypti, com base em dados do
experimento conduzido pelo projeto SAUDAVEL na cidade de Recife/PE, ver Captulo 2.
Entende-se aqui, como fatores de risco/protec~ao tanto covariaveis associadas a armadilha,
como presenca de recipientes grandes ou pequenos que possam conter agua em suas pro-
ximidades, como tambem aspectos abioticos (climaticos) como temperatura, precipitac~ao
e umidade. Possveis relac~oes espaciais entre as armadilhas e tambem a possibilidade de
uma relac~ao temporal entre as coletas s~ao investigadas. Com o objetivo de identicar
possveis padr~oes de interesse, tais como, perodos e regi~oes de maior incide^ncia.
Neste experimento as coletas s~ao feitas em armadilhas, a m de modelar o rela-
cionamento espacial destas na area em estudo pela metodologia descrita no Captulo 3, ou
seja, usando campos Markovianos e necessario que seja montada uma matriz de precis~ao.
Basicamente, para a construc~ao desta matriz e necessario informar ao modelo qual e a
estrutura de vizinhanca dos dados. Nesta analise foi feita uma tecelagem de Voronoi, para
obter pequenas areas com base na malha de armadilhas. Apos este processo foi construda
a matriz pelo criterio de adjace^ncia. A Figura 4.7 ilustra este procedimento.
Dado a estrutura espaco-temporal do experimento, o primeiro passo da mode-
lagem deste conjunto de dados, foi a escolha de modelos que levassem em considerac~ao
esta estrutura de diferentes formas. Sendo assim, foram ajustados uma serie de modelos
com grau crescente de complexidade, partindo de um modelo simples apenas com o in-
tercepto ate chegar em um modelo que contempla uma interac~ao completa entre espaco e
tempo. A serie de modelos ajustados e apresentada na Tabela 4.4. A variavel resposta e
a contagem de ovos e seguindo Bonat et al. (2009) a distribuic~ao Binomial Negativa com
func~ao de ligac~ao logaritmo foi assumida para a variavel resposta.
Na notac~ao usada para apresentar os modelos, Y sempre representara a variavel
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Figura 4.7: Tecelagem de Voronoi com base na malha de armadilhas para a construc~ao
da matriz de vizinhanca.
resposta, efeitos espaciais e temporais seguem a notac~ao introduzida no Captulo 3 e
efeitos xos ser~ao representados pela letra b , seguida de um ndice. Em todos os modelos
o intercepto esta presente. Para possibilitar uma comparac~ao e consequente escolha do
modelo que melhor descreve a resposta, foram calculados o Criterio de Informac~ao da
Deviance (DIC), o numero estimado de para^metros e a verossimilhanca marginal.
Para ajustar os modelos apresentados na tabela 4.4 foi usada a aproximac~ao Gaus-
siana ao inves da aproximac~ao de Laplace para o Campo Aleatorio Markoviano Gaussiano,
por n~ao estar claro como usar a aproximac~ao de Laplace na situac~ao de modelos com in-
terac~ao espaco-temporal. No decorrer das analises foi usada sempre usada a aproximac~ao
de Laplace.
Tabela 4.4: Modelos ajustados, criterio de informac~ao da Deviance, numero de para^metros
estimados e verossimilhanca marginal.
Modelos Preditor Linear DIC NP MV
1 Y  1 35691;77 1;973  17853;93
2 Y  gt +fi 35004;85 172;34  17624;54
3 Y  rt +ji 34969;34 123;04  17635;08
4 Y  rt +ji+ gt +fi 34968;48 126;34  17633;14
5 Y  Tipo I 34972;28 150;79  17637;76
5 Y  Tipo II 34979;30 156;41  17990;40
5 Y  Tipo III 35121;00 264;38  23964;46
5 Y  Tipo IV 35105;00 245;19  24176;06
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O modelo 1 representa a variabilidade total dos dados e foi ajustado apenas para
servir de base para comparac~oes. O modelo 2 leva em considerac~ao efeitos espaciais e
temporais, porem assume a priori que tais efeitos n~ao tem nenhuma estrutura. O modelo
3 assume a priori que os efeitos espaciais e temporais s~ao estruturados, conforme descrito
no Captulo 3. O modelo 4 condensa os modelos 2 e 3 dizendo que os efeitos espaciais e
temporais podem ser divididos em uma parte estruturada e outra n~ao estruturada. Os
modelos de interac~ao espaco-tempo seguem a nomenclatura dada na sec~ao 3:2:2.
De acordo com os resultados apresentados na Tabela 4.4, o modelo que apresenta
o menor DIC e o 4, com efeitos espaciais e temporais, estruturados e n~ao estruturados.
Porem, olhando o ajuste dos efeitos n~ao estruturados, verica-se que estes n~ao ajudam a
explicar a variavel resposta, ou seja, n~ao apresentam signica^ncia. Alem disso, a diferenca
em DIC para o modelo com apenas efeitos estruturados e de apenas 0;86 unidades, pode-
se vericar tambem que as verossimilhancas marginais dos modelos s~ao muito proximas.
Calculando o fator de Bayes tem-se um valor de 0;999, mostrando que n~ao se tem nenhuma
perda signicativa ao trocar o modelo 4 pelo modelo 3. A ultima considerac~ao a ser feita
e com relac~ao ao numero estimado de para^metros, sendo, o modelo 3 mais parsimonioso
que o 4. Sendo assim, para descrever as condic~oes espaco-temporais em que o experimento
foi realizado, o modelo 3 e escolhido.
Dado que a estrutura espaco-temporal do experimento ja esta representada no
modelo, pode-se a partir de agora investigar o efeito de cada uma das covariaveis ou
possveis fatores de risco/protec~ao sobre a variavel resposta. As condic~oes ligadas as
armadilhas (locais) s~ao de papel fundamental, pois elas podem orientar as polticas de
prevenc~ao da propagac~ao do vetor atraves de campanhas educacionais promovidas a m
de evitar criadouros do mosquito. Assim, a identicac~ao das caractersticas associadas e
importante para orientar as ac~oes de tais campanhas.
O conjunto de gracos da Figura 4.8 faz uma comparac~ao das contagens de ovos
(em escala logartmica) entre as categorias de cada uma das doze covariaveis locais. A
analise destes gracos permite identicar de forma exploratoria e inicial, os fatores que
mais afetam as contagens de ovos, orientando a selec~ao e a escolha de modelos, antecipando
e explicando possveis resultados da modelagem.
Pelo conjunto de gracos da Figura 4.8 e possvel observar que as diferencas s~ao
pequenas e que existem apenas em algumas das covariaveis. Pode-se observar que o tipo
de imovel residencial apresenta contagens medias maiores que os imoveis n~ao residenciais.
A presenca de fatores de risco tambem apresenta um leve aumento na contagem media de
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Figura 4.8: Boxplots do log das contagens de ovos por categorias para cada covariavel (X
representa a media amostral), bairro Brasilia Teimosa Recife/PE.
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ovos. As condic~oes ligadas a agua, agua canalizada, freque^ncia de abastecimento e agua
ligada a rede geral, apresentam uma pequena diferenca entre as categorias, sendo sempre
maior nas categorias que indicam presenca de agua abundante. Quanto a freque^ncia de
coleta de lixo, os dados mostram uma maior contagem media de ovos nas localizac~oes
que apresentam coleta de lixo diaria. Para as outras covariaveis n~ao e possvel identicar
nenhuma relac~ao aparente.
Para melhor explorar o efeito das covariaveis locais foi ajustado um modelo para
cada uma dessas covariaveis controlando os efeitos espaciais e temporais conforme o mo-
delo 3 escolhido anteriormente. Alem disso, foram consideradas as abordagens INLA
e GAM para comparac~oes dos resultados. Na abordagem GAM os efeitos espaciais e
temporais foram controlados por func~oes suaves das coordenadas geogracas e datas de
coletas. O resumo desta analise e apresentada na Tabela 4.5 atraves de medias das
posterioris e intervalos de credibilidade baseados em quantis para a abordagem INLA
e estimativas pontuais com intervalos de conanca assintoticos para a abordagem GAM.
O nvel nominal de 95% foi xado para ambos os casos.
Tabela 4.5: Ajustes dos modelos para cada covariavel na presenca dos efeitos espaciais e
temporais, abordagens INLA e GAM.
Para^metros Media Post. Int. Cred. Estimativa Int. Conf.
Tipo de imovel  0;040 ( 0;231;0;148)  0;273 ( 0;628;0;081)
Quintal 0;074 ( 0;133;0;282) 0;065 ( 0;053;0;184)
Agua ligada a rede geral  0;066 ( 0;407;0;274)  0;199 ( 0;405;0:007)
Abastecimento de agua 0;080 ( 0;319;0;479) 0;092 ( 0;238;0;423)
Agua canal. no co^modo  0;116 ( 0;344;0;109)  0;242 ( 0;376; 0;113)
Fatores de risco 0;143 ( 0;020;0;307) 0;083 (0;003;0;192)
Rec. grandes sem tampa  0;054 ( 0;232;0;123)  0;125 ( 0;227; 0;024)
Rec. grandes com tampa  0;026 ( 0;276;0;221)  0;015 ( 0;155;0;124)
Rec. pequenos sem tampa  0;040 ( 0;371;0;289) 0;029 ( 0;152;0;212)
Rec. pequenos com tampa  0;086 ( 0;298;0;125)  0;136 ( 0;252; 0;019)
Fre. coleta de lixo  0;024 ( 0;226;0;176) 0;123 ( 0;039;0;286)
Grupos 1 - 2 0;150 ( 0;081;0;382) 0;079 ( 0;043;0;202)
Grupos 1 - 3 0;155 ( 0;084;0;394) 0;120 ( 0;004;0;244)
Grupos 1 - 4  0;001 ( 0:232;0;229) 0;004 ( 0;121;0;129)
Como pode ser visto na Tabela 4.5 os resultados diferem entre os modelos em
termos de media posteriori e estimativativas pontuais. De forma geral, a abordagem
INLA parece tender a ser mais conservadora, n~ao indicando nenhuma covariavel como
signicativa na presenca do efeito espaco-temporal.
Pela abordagem GAM a interpretac~ao dos intervalos de conanca indica que as
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covariaveis Fatores de Risco, Recipientes grandes sem tampa, agua canalizada e recipi-
entes pequenos com tampa s~ao indicadas como signicativas. Nota-se que destas quatro
covariaveis, tre^s delas apresentam uma das bordas do intervalo estimado muito proximo
do zero, o que indicaria n~ao signica^ncia do efeito para intervalos apenas ligeiramente
mais conservadores. Com excess~ao da covariavel agua canalizada, o que de certa forma
reforca os resultados obtidos pela abordagem INLA.
Pensando que pela abordagem INLA tem-se uma distribuic~ao a priori Gaussiana
para os efeitos xos de media zero e varia^ncia innita, a covariavel tem que trazer muito
mais informac~ao para ser considerada signicativa do que pela abordagem GAM, onde n~ao
se tem priori, e isto pode ser uma explicac~ao para as diferencas entre os resultados. Outra
diferenca entre os modelos e a forma em que o efeito espaco-temporal e considerado no
modelo. O INLA trabalha com propriedades de independe^ncia condicional, decodicada
de forma conveniente atraves de uma matriz de precis~ao na distribuic~ao a priori para os
efeitos estruturados o que torna este um efeito aleatorio. Ja no GAM estes efeitos s~ao
suavizados por uma spline (efeito xo), o que impede que mudancas bruscas ocorram
na func~ao estimada dos efeitos espaciais e temporais. Isto faz com que uma porc~ao
menor da variabilidade da resposta possa ser atribuda a func~ao suave do que a um
processo estocasticos subjacente, e consequentemente ao menos parcialmente captada pelo
intercepto e possvelmente pelas covariaveis, o que explica as estimativas pontuais do GAM
serem em geral mais distantes do zero do que as medias a posterioris obtidas com o INLA.
Considerando que o GAM faz uso da teoria assintotica atribuda aos estimadores
de maxima verossimilhanca, por mais que na pratica um algoritmo de mnimos quadrados
modicado seja usado para obter as estimativas, pode-se desenhar a distribuic~ao assin-
totica das estimativas obtidas pelo GAM e compara-la com as distribuic~oes a posteriori
obtidas com o INLA. Lembrando que existe uma constante de proporcionalidade descon-
hecida nas posterioris, para as duas distribuic~oes poderem ser colocadas no mesmo graco
e preciso que sejam padronizadas. Sendo assim, basta fazer com que a moda da posteriori
e a moda da distribuic~ao assintotica da estimativa GAM corresponda ao valor 1. Desta
maneira, as distribuic~oes podem ser colocadas no mesmo graco e comparadas visual-
mente com relac~ao a locac~ao e variabilidade. Essa visualizac~ao e apresentada na Figura
4.9 para as doze covariaveis locais em analise.
Analisando as distribuic~oes apresentadas na Figura 4.9 e possvel ver que as pos-
terioris apresentam maior variabilidade. Sendo que, em geral, a posteriori cobre a dis-
tribuic~ao assintotica das estimativas obtidas pelo GAM. A forma das posterioris s~ao bem
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Figura 4.9: Comparac~ao entre as distribuic~oes a posteriori e assintotica das estimativas
dos efeitos das covariaveis locais.
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denidas em formato aparentemente proximo o de uma distribuic~ao normal.
Seguindo a mesma ideia basica da analise anterior, para investigar o efeito das
condic~oes climaticas sobre o numero de ovos. Foi ajustado um modelo para cada covariavel
separadamente, considerando que n~ao se sabe a priori a forma do relacionamento destas
covariaveis com a resposta, atribuiu-se a priori para este efeito um modelo random walk
de primeira ordem, a m de permitir inferir tambem sobre a forma do relacionamento.
Novamente para o ajuste do modelo a variavel resposta foi assumida Binomial Negativa
com func~ao de ligac~ao logartmica. Tambem para comparac~oes dos resultados foram
ajustados GAM's onde os efeitos espaciais e temporais foram controlados por func~oes
suaves das coordenadas geogracas das armadilhas e das datas de coleta. Para o efeito
das covariaveis climaticas uma func~ao suave (spline) foi ajustada.
A Figura 4.10 apresenta o efeito de cada uma das doze covariaveis climaticas
que est~ao sob analise. Pela Figura e possvel ver que as duas abordagens trazem resulta-
dos diferentes em praticamente todas as covariaveis ambientais analisadas. Novamente a
abordagem INLA tende a ser mais conservadora, alem disso, as func~oes suaves estimadas
pelo GAM tendem a ter um comportamento oscilante, dando uma ideia de que o rela-
cionamento da covariavel com a resposta e n~ao-linear na escala da func~ao de ligac~ao. E
conhecido (VENABLES; DICHMONT, 2004) que o GAM tende a seguir mais o compor-
tamento dos dados, sendo inuenciado por pequenas variac~oes na covariavel tornando o
modelo exploratorio e particular para aquele conjunto de dados. Enquanto que modelando
o efeito da covariavel como aleatorio esse comportamento tende a ser melhor captado como
um processo subjacente tornando o modelo mais geral. Este resultado conrma um dos
achados de (BONAT et al., 2009) onde os autores concluem que mesmo com estes com-
portamentos oscilantes dos splines o modelo nal considerava os efeitos das covariaveis
climaticas como lineares na escala da func~ao de ligac~ao.
Pelos resultados dos modelos via INLA nenhuma das covariaveis ambientais apre-
senta relac~ao com as contagens de ovos. Pela abordagem GAM, aparentemente mais
exvel, aparecem diversas formas de relacionamento, porem nada de forma clara. Uma
analise detalhada com base na abordagem GAM e encontrada em (BONAT et al., 2009)
e n~ao sera repetida aqui.
Seguindo o artigo de Bonat et al. (2009) os autores atraves de um esquema
de selec~ao de covariaveis ambientais e locais chegam a um modelo, que e composto
pelas covariaveis Precipitac~ao no me^s da observac~ao (PREC.MES1) e no me^s anterior
(PREC.MES2). A covariavel Umidade de dois meses antes da observac~ao (UMID.MES3),
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Figura 4.10: Sobreposic~ao do efeito estimado e respectivas faixas de conanca de cada
covariavel ambiental pelas abordagens INLA e GAM.
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as covariaveis locais foram a presenca de Agua Canalizada e recipientes grandes sem
tampa, alem dos efeitos espaciais e temporais considerados como func~oes suaves das co-
ordenadas geogracas e das datas de coletas. Sendo assim, foi ajustado o mesmo modelo
pela abordagem INLA para permitir comparac~oes dos resultados. O resumo desta analise
e apresentada na Tabela 4.6 atraves de medias das posterioris e intervalos de credibilidade
baseados em quantis para a abordagem INLA e estimativas pontuais com intervalos de
conanca assintoticos para a abordagem GAM, ambos com nvel nominal de 95%.
Tabela 4.6: Ajuste do modelo proposto em Bonat et al. (2009) pelas abordagens INLA e
GAM.
Para^metros Media Posteriori Int. Cred. Estimativa Int. Conf.
Intercepto 6;487 (3;878;9;150) 5;125 (3;344;6;905)
PREC.MES1 0;006 ( 0;015;0;027) 0;027 (0;016;0;039)
PREC.MES2 0;009 ( 0;013;0;031) 0;027 (0;016;0;039)
UMID.MES3 0;009 ( 0;025;0;043) 0;025 (0;002;0;0484)
Canalizada  0;110 ( 0;343;0;120)  0;241 ( 0;375; 0;107)
Grande sem tampa  0;045 ( 0;225;0;134)  0;111 ( 0;216; 0;007)
A Tabela 4.6 mostra que pela abordagem INLA nenhuma das covariaveis consi-
deradas no modelo apresentam signica^ncia, ja que, os intervalos de credibilidade baseados
no quantil de 95% cobrem o zero, contradizendo os resultados do modelo GAM. Pode ser
observado que as medias a posteriori tendem a ser mais proximas do zero, que as esti-
mativas pontuais obtidas pelo GAM. Conforme ja identicado na analise anterior. As
mesmas possveis explicac~oes cabem novamente para este resultado. E interessante sobre-
por a distribuic~ao assintotica do estimador obtido pelo GAM com as posterioris obtidas
pelo INLA para vericar a diferenca entre as estimativas dos efeitos destas covariaveis. A
Figura 4.11 apresenta esta comparac~ao.
Pelas distribuic~oes apresentadas na Figura 4.11 ca claro que as medias a poste-
riori (INLA) est~ao sempre mais proximas do zero, que as estimativas pontuais (GAM),
alem disso, a incerteza estimada pelo INLA e maior em todas as covariaveis consideradas,
mostrando que a abordagem INLA tende a ser mais conservadora.
As duas abordagens est~ao considerando os efeitos espaciais e temporais. Sendo
assim, e interessante ver como cada abordagem capta tais efeitos. O efeito temporal no
INLA e modelado segundo um modelo random walk de primeira ordem. Enquanto que
no GAM este efeito e um spline das datas de coletas. A Figura 4.12 sobrep~oe o efeito
temporal estimado pelas duas abordagens.
Pela Figura 4.12 e clara a alta suavizac~ao do efeito temporal pela abordagem
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Figura 4.11: Sobreposic~ao do efeito estimado de cada covariavel conforme o modelo pro-
posto em (BONAT et al., 2009).
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Figura 4.12: Sobreposic~ao do efeito temporal estimado conforme o modelo proposto em
(BONAT et al., 2009) pelas abordagens INLA e GAM.
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GAM. Como era esperado o modelo random walk permite que mudancas bruscas ocorram
na serie temporal, o que n~ao e possvel quando ajusta-se um spline. Apesar da grande
variabilidade do random walk de forma geral ele acompanha o comportamento do spline,
aparentando ser uma vers~ao mais ruidosa deste.
O ultimo efeito que comp~oe o modelo e o efeito espacial. Pela abordagem GAM
este efeito e modelado por um spline bidimensional das coordenadas das armadilhas.
Na abordagem INLA este efeito e modelado atraves de uma autoregress~ao intrnseca,
conforme explicado no Captulo 3. Para comparar como cada abordagem capta tal efeito,
cada par de coordenadas e associado a uma area (ver Figura 4.7), assim pode-se isolar o
efeito espacial pelas duas abordagens para cada area.
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Figura 4.13: Sobreposic~ao do efeito espacial estimado conforme o modelo proposto em
(BONAT et al., 2009) pelas abordagens INLA e GAM.
Pela Figura 4.13 e clara a semelhanca entre as duas abordagens. Para melhor
explorar este efeito e interessante ainda que seja construdo um mapa, espacializando os
resultados. Como e apresentado na Figura 4.14, usando o mapa construdo via tecelagem
de voronoi.
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Figura 4.14: Mapas das estimativas do efeito espacial pelas abordagens INLA e GAM
Para facilitar a visualizac~ao do mapa da gura 4.14 a gura 4.15 apresenta um
digrama de dispers~ao entre o efeito espacial calculado pelas abordagens INLA e GAM.
Apresenta-se na Figura 4.16 um mapa do desvio padr~ao da estimativa do efeito
espacial para cada localizac~ao obtidos pelas duas abordagens.
Como ja foi visto em praticamente todos os resultados ate aqui, a abordagem
GAM associa menores intervalos aos efeitos que a abordagem INLA. E isso se repetiu
nas estimativas para o efeito espacial. A media do desvio padr~ao pelo INLA e de 0:1535
enquanto que pelo GAM e de 0:1028, uma diferenca consideravel. As duas abordagens
identicam as areas de borda principalmente a parte superior direita dos mapas como
sendo a de maior incerteza.
Para vericar a robustez dos resultados obtidos pela abordagem INLA, os modelos
foram reajustados mudando a priori dos para^metros de precis~ao, conforme explicado na
sec~ao 3:2:3 sendo os resultados obtidos praticamente iguais. Uma diferenca pequena
e vericada apenas nas estimativas de desvio padr~ao que tem um aumento como era
esperado. Desta forma, optou-se por n~ao repetir a apresentac~ao de toda a analise, pois
seria muito cansativa e os resultados s~ao os mesmos.
Para nalizar a analise pode-se comparar a capacidade preditiva das duas abor-
dagens de modelagem no sentido de vericar qual acompanha melhor o conjunto de dados.
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Figura 4.15: Diagrama de dispers~ao entre o efeito espacial calculado pelas abordagens
INLA e GAM.
Para isto, foram retiradas as 80 ultimas observac~oes que correspondem aos quatro ultimos
tempos. Os modelos foram reajustados e as predic~oes obtidas para cada modelo. Pela
abordagem INLA foi usado o modelo 3 que n~ao leva em considerac~ao nenhuma covariavel,
ja que, por esta abordagem nenhuma mostrou-se signicativa. Para abordagem GAM foi
utilizado o modelo proposto em Bonat et al. (2009). Apos isto, algumas medidas de sim-
ilaridade foram calculadas: erro quadratico medio, erro absoluto medio, correlac~ao entre
observado e preditos e nvel de cobertura. Os resultados s~ao apresentados na Tabela 4.7.
Tabela 4.7: Medidas de concorda^ncia entre os modelos obtidos pelas abordagens INLA e
GAM e os dados observados.
Abordagem Erro quadratico Erro absoluto Correlac~ao Cobertura
INLA 958264 685;23 0;3440 0;6029
GAM 1009266 681;21 0;1962 0;3432
Os resultados da Tabela 4.7 mostra que a abordagem INLA apresenta melhores
resultados em todas as medidas com excess~ao ao Erro absoluto medio, embora neste caso
a diferenca seja pequena. O nvel de cobertura pelas duas abordagens cou abaixo do
nvel nominal de 95%, porem a abordagem INLA se aproximou mais deste, do que, a
abordagem GAM.
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Figura 4.16: Mapas dos desvios padr~ao para cada localizac~ao espacial pelas abordagens
INLA e GAM.
4.3 Analise do padr~ao espaco-temporal da leprose-
dos-citrus
O objetivo da analise deste conjunto de dados e vericar a existe^ncia de padr~ao e
compreender o caminho espaco-temporal da doenca leprose-dos-citrus em um talh~ao com
1160 plantas, que foram avaliadas em 45 tempos aproximadamente igualmente espacados.
Os primeiros 15 tempos foram excludos da analise por n~ao apresentarem nenhum caso
da doenca. Sendo assim, a base de dados conta com 30 tempos com um total de 34800
observac~oes. Cada planta em cada tempo e classicada como n~ao doente(0) e doente (1).
Para todos os modelos ajustados a distribuic~ao de probabilidade atribuda a va-
riavel resposta foi a Binomial com func~ao de ligac~ao logit. As condic~oes espaco-temporais
em que o experimento foi conduzido s~ao levadas em considerac~ao nos modelos de diversas
formas, a m de encontrar aquela que melhor explica a variabilidade da variavel resposta.
A tabela 4.8 apresenta a serie de modelos que foram ajustados.
Para possibilitar uma comparac~ao e consequente escolha do modelo que melhor
descreve a resposta, foram calculados o Criterio de Informac~ao da Deviance (DIC), o
numero estimado de para^metros e a verossimilhanca marginal. Na notac~ao usada para
apresentar os modelos Y sempre representara a variavel resposta, efeitos espaciais e tem-
60
porais seguem a notac~ao introduzida no captulo 3. Para todos os modelos, o intercepto
esta presente.
Tabela 4.8: Modelos ajustados, criterio de informac~ao da Deviance, numero de para^metros
estimados, verossimilhanca marginal e criterio de informac~ao de Akaike.
Modelos Preditor Linear DIC NP MV
1 Y  1 24592;37 1;022 0
2 Y  gt 20043;72 29;87  10090;03
3 Y  rt 20028;79 20;20  10038;06
4 Y  fi 16495;41 1601;32  8084;46
5 Y  ji 15164;56 918;60  8825;41
6 Y  gt +fi 9885;40 3538;92  3246;39
7 Y  rt +ji 9716;71 3457;86  3843;93
8 Y  rt +ji+ gt +fi 9601;78 3399;04  3844;82
O modelo 1 apenas com o intercepto foi ajustado apenas para servir como com-
parac~ao. Os modelos 2 e 3 levam em considerac~ao apenas o efeito temporal, sendo que o
2 assume a priori que o efeito n~ao tem nenhuma estrutura, e o 3 assume uma estrutura
do tipo random walk de primeira ordem.
Os modelo 4 e 5 levam em considerac~ao apenas o efeito espacial, sendo que o 4
assume a priori que o efeito n~ao tem nenhuma estrutura no espaco, e o 5 assume uma
estrutura condicional autoregressiva. O modelo 6 condensa os modelos 2 e 4 e o modelo 7
condensa os modelos 3 e 5. Finalizando o modelo 8 condensa todos os anteriores, dizendo
que os efeitos espaciais e temporais podem ser divididos em uma parte com estruturada
no espaco ou tempo, e outra parte e n~ao estruturada.
A limitac~ao que surgiu nesta analise e que n~ao foi possvel estimar os modelos
com interac~ao espaco-tempo apresentados na sec~ao 3:2:2. Em princpio o problema com
estes modelos neste conjunto de dados parece ser o numero de plantas (areas) que com-
p~oe o talh~ao (1160). Com esta estrutura a matriz de precis~ao Q do modelo torna-se
intratavel computacionalmente, nas rotinas implementadas no pacote INLA (MARTINO;
RUE, 2008). Foram feitas varias tentativas inclusive tomando-se apenas partes do con-
junto de dados, mas as analises caram pouco conaveis, com resultados n~ao consistentes.
Desta forma, optou-se por n~ao apresenta-los nesta dissertac~ao.
Na tabela 4.8 comparando-se os modelos 2 e 3 que tratam o efeito temporal,
e possvel vericar que o modelo com estrutura temporal apresenta um melhor ajuste,
tanto em termos de DIC quanto de numero estimado de para^metros. Porem, em termos
de verossimilhanca marginal, calculando o fator de Bayes entre os dois modelos tem-se
um valor de 0:9948 que n~ao mostra nenhuma melhora expressiva ao trocar o modelo 3
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pelo 2.
Com relac~ao ao efeito espacial, comparando os modelos 4 e 5, verica-se que o
modelo com efeito espacial estruturado apresenta um melhor ajuste em termos de DIC
e numero estimado de para^metros. Em termos de verossimilhanca marginal, calcula-se o
fator de Bayes comparando o modelo 5 com o 4 tem-se um valor de 1:0916 que mostra
uma pequena evide^ncia de melhora do ajuste com o efeito espacial estruturado.
Em termos gerais o modelo 8 e o que apresenta o menor DIC o que o indica
como o melhor entre os modelos ajustados para descrever o comportamento da variavel
resposta. Em termos de numero de para^metros ele e mais parsimonioso que o modelo 7,
e em termos de verossimilhanca marginal os modelos 7 e 8 s~ao equivalentes. A gura 4.17
apresenta um graco do ajuste de cada bloco de para^metros do modelo 8.
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Figura 4.17: Ajuste de cada bloco de para^metros do modelo 8.
A gura 4.17 apresenta o ajuste de cada um dos blocos de para^metros do modelo
8. O painel A e o ajuste do efeito temporal estruturado rt , o painel B e o efeito temporal
n~ao estruturado gt . O painel C e D e o efeito espacial estruturado e n~ao estruturado (ji
62
e fi) respectivamente.
A gura 4.17 mostra claramente que os efeitos n~ao estruturados n~ao ajudam
a descrever o comportamento da variavel resposta, ja que, n~ao apresentam diferenciais
entre os pontos no tempo ou espaco. Claramente os efeitos estruturados captam toda
a variabilidade da variavel resposta, mostrando que apenas os dois efeitos estruturados
s~ao responsaveis pela qualidade do ajuste, como mostrava as verossimilhancas marginais
anteriormente. Desta forma, opta-se pela escolha do modelo 7 como o modelo que melhor
descreve o padr~ao espaco-temporal da leprose-dos-citrus.
A m de melhor explorar os resultados desta analise, ajusta-se um modelo aditivo
generalizado para confrontar os resultados, e vericar como cada modelo capta cada efeito.
Sendo assim, no GAM os efeitos espaciais e temporais s~ao modelados como uma func~ao
spline das datas de coleta e das coordenadas x e y das plantas no talh~ao. A gura 4.18
mostra o resultado desta sobreposic~ao para o efeito temporal.
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Figura 4.18: Sobreposic~ao do efeito temporal estimado via INLA e GAM na estrutura do
modelo 7.
Conforme a gura 4.18 a diferenca no crescimento do efeito temporal e muito
grande entre as abordagens INLA e GAM. O GAM como era esperado tende a suavizar
mais o efeito, porem neste caso a suavizac~ao comparada com o efeito estimado pelo modelo
random walk e muito grande. Pelo modelo random walk o efeito temporal apresenta
valores que variam de  14;91 ate 10;89, enquanto que no spline ajustado pelo GAM este
efeito varia de  4;74 ate 3;38, uma diferenca bastante consideravel. Os intervalos de
conanca de 95% estimados s~ao muito menores que os intervalos de credibilidade obtidos
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com o INLA. De forma geral, o unico ponto em que as duas abordagens concordam e no
crescimento da serie com o passar do tempo.
Da mesma forma que foi comparado o efeito temporal, pode-se tambem comparar
o efeito espacial. Para isto e interessante fazer um mapa do efeito espacial estimado pelas
duas abordagens, este mapa e apresentado na gura 4.19.
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Figura 4.19: Efeito espacial estimado via INLA e GAM na estrutura do modelo 7.
Como mostra a gura 4.19 as estimativas do GAM diferem muito das medias
posterioris obtidas com o INLA. Com o GAM o efeito espacial tem valores medios variando
de  5;99 ate 5;53 ao passo que com o INLA estes valores variam de  6;67 ate 24;84.
Com a abordagem GAM ca ntida a forte suavizac~ao do efeito, a superfcie estimada n~ao
apresenta cortes abruptos como a estimada pelo INLA.
Dado esta diferenca de resultados e interessante vericar qual dos modelos tem
um melhor ajuste, no sentido de se aproximar mais das observac~oes. Para isto foram feitas
as predic~oes das probabilidades de cada planta estar doente em cada ponto no tempo e
espaco, a seguir foram classicadas como n~ao doente (p< 0;5) e doente (p> 0;5). Para
cada data foi calculado o percentual de plantas doentes pelos dois metodos (INLA e GAM)
e o percentual observado, a gura 4.20 resume esta analise.
Pela gura 4.20 ca claro que o modelo que acompanha melhor as observac~oes
e o estimado pela abordagem INLA. E interessante notar que pela abordagem GAM o
padr~ao na seque^ncia de datas e muito parecido com o das observac~oes, porem apresenta
um deslocamento no sentido de subestimar as proporc~oes em todas as datas. Olhando
os intervalos de conanca obtidos pelo GAM, verica-se claramente que s~ao muito cur-
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Figura 4.20: Comparac~ao entre o percentual observado e estimado pelas abordagens INLA
e GAM por data de coleta.
tos e que praticamente em nenhum momento cobrem os percentuais observados. Pela
abordagem INLA o intervalo (95%) de credibilidade baseado em quantis e amplo prati-
camente em todas as datas cobrindo os percentuais observados. A partir de 12=04=2004
o que chama muita atenc~ao e o aumento extremamente rapido da incerteza associada, o
intervalo superior cresce muito ate tocar a barreira de 1. Nesta gura o eixo y foi truncado
em 0;7 para n~ao prejudicar a visualizac~ao dos resultados. Isso mostra que a posteriori
para cada tempo, tende a car mais assimetrica conforme vai se aproximando das ulti-
mas datas de observac~oes. Desta analise o que pode-se concluir e que modelar os efeitos
espaciais e temporais atraves de splines e ainda olhar seu intervalo de conanca baseado
na distribuic~ao assintotica pode ser muito enganoso.
A analise apresentada na gura 4.20 compara os percentuais observados de plantas
doentes para cada data de coleta com o que foi estimado por cada metodologia. Porem,
ao calcular o percentual sobre todas as plantas do talh~ao n~ao e possvel identicar a taxa
de acerto, ou seja, quando o observado para determinada planta era 'doente' e o modelo a
classicou como 'doente'. A mesma situac~ao ocorre para o caso de plantas 'n~ao doentes'.
Sendo assim, a gura 4.21 compara a taxa de acertos de cada modelo para cada tempo de
coleta, ou seja, e contado quantas vezes cada modelo classicou uma planta 'doente' como
'doente' e 'n~ao doente' como 'n~ao doente', sobre o total de observac~oes em cada tempo.
Esta analise e apresentada na gura 4.21.
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Figura 4.21: Comparac~ao entre o percentual de acertos estimado pelas abordagens INLA
e GAM por data de coleta.
A gura 4.21 mostra que a abordagem INLA tem um percentual de acertos muito
bom, sempre acima do 95%. Ja a abordagem GAM mostra um desempenho menos satis-
fatorio com percentual de acertos entre 78% e 100%. Para nalizar a comparac~ao entre as
duas abordagens foram calculadas mais duas medidas de concorda^ncia, o erro quadratico
medio e o erro absoluto medio. Pela abordagem INLA o erro quadratico medio foi de
0;0122 ao passo que para a abordagem GAM esta medida foi de 0;0537. Da mesma forma,
o erro absoluto medio pelo INLA foi de 0;0454 e pelo GAM foi de 0;1081.Novamente os
resultados mostram que a abordagem INLA apresenta melhores resultados. Embora estas
medidas devem ser vistas com cautela, pois os dados s~ao binarios.
Para vericar a sensibilidade do modelo a escolha da priori, o modelo 7 foi rea-
justado trocando a priori Gamma(1,0.01) dos para^metros de precis~ao dos efeitos espaciais
e temporais, para distribuic~ao Gamma(0.01,0.01), a distribuic~ao a posteriori obtida com
cada uma das prioris e mostrada na gura 4.22.
Pela gura 4.22 verica-se que o modelo e pouco sensvel a troca da priori. A
posteriori do para^metro de precis~ao do efeito espacial apresenta apenas um leve desloca-
mento, a media posteriori deste para^metro e de 0:0042(0:0036;0:0050) com a mudanca da
priori a media posteriori passou para 0:0042(0:00357;0:0049), ou seja com quatro casas
decimais n~ao ha diferenca na media posteriori. Para o para^metro de precis~ao do efeito
temporal verica-se um maior deslocamento, a media posteriori deste para^metro e de
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Figura 4.22: Distribuic~oes a posteriori de acordo com a especicac~ao de diferentes prioris
para os para^metros de precis~ao dos efeitos espaciais e temporais.
0:7269(0:3878;1:2515) e passa para 0:6625(0:3482;1:1518) com a troca da priori. Com
relac~ao as estimativas dos efeitos espaciais e temporais, de acordo com as duas especi-
cac~oes de prioris n~ao verica-se nenhuma diferenca signicativa entre os efeitos, apenas
um alargamento dos intervalos de credibilidade trocando a priori Gamma(1,0.01) para a
Gamma(0.01,0.01). Sendo assim, optou-se por n~ao mostrar tal analise, pois n~ao acrescenta
nenhuma nova informac~ao.
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5 CONCLUS~OES
A famlia dos modelos Gaussianos latentes e adaptavel para uma grande quan-
tidade de situac~oes de analise de dados complexos, como as apresentadas no captulo 2.
Destaca-se a situac~ao de dados espaco-temporais que e possvelmente a mais complexa
que os atuais modelos estatsticos tratam. Esta dissertac~ao revisou algumas possveis es-
trategias de modelagem para dados deste tipo, inclusive tratando da situac~ao de interac~ao
espaco-tempo.
A infere^ncia nesta classe de modelos te^m sido realizada usando metodos com-
putacionalmente intensivos, tais como, os algoritmos MCMC Markov Chain Monte Carlo,
porem tais metodos n~ao est~ao livres de problemas. Assim, novos metodos para infere^ncia
nesta classe de modelos te^m sido propostos. A dissertac~ao revisou a abordagem INLA
Integrated Nested Laplace Approximations proposta por Rue, Martino e Chopin (2009),
que se mostrou muito eciente para ajustar modelos altamente estruturados em diversas
situac~oes praticas.
A nova metodologia de infere^ncia foi aplicada na analise de tre^s conjuntos de dados
previamente analisados na literatura usando outras abordagens, como modelos aditivos
generalizados e modelos autoregressivos. Sempre que possvel os modelos ajustados pelo
INLA, foram confrontados com ajustes de modelos aditivos generalizados para vericar
a concorda^ncia entre as abordagens, principalmente no que diz respeito ao modo como
captam os efeitos espaciais e temporais.
Nos tre^s conjuntos de dados analisados a concorda^ncia entre as duas abordagens
foi diversicada. No primeiro conjunto referente a analise da qualidade da agua em reser-
vatorios operados pela COPEL no estado do Parana, os resultados foram bastante pareci-
dos, as estimativas dos efeitos dos locais de coletas foi praticamente a mesma, ou seja, com
quatro casas decimais de precis~ao nenhuma diferenca foi encontrada. Quando tratando
dos efeitos temporais presente no experimento, o modelo random walk de primeira ordem
ajustado pela abordagem INLA foi concordante com a func~ao spline ajustada pelo GAM,
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o que nota-se claramente e que o spline tende a suavizar o efeito temporal, fazendo com
que o efeito n~ao apresente mudancas abruptas como as que acontecem pelo ajuste do
random walk via INLA, o que era esperado, devido as restric~oes de suavidade impostas
pela abordagem GAM. Cabe ressaltar que esta foi a situac~ao mais simples analisada na
dissertac~ao, ja que, a distribuic~ao atribuda para a variavel resposta foi a Normal e n~ao
se tinha efeitos espaciais no modelo.
No segundo conjunto de dados, o interesse era investigar fatores associados a
ocorre^ncia de ovos de Aedes aegypti coletados em ovitrampas em Recife/PE. Neste con-
junto de dados a abordagem INLA permitiu uma analise completa, considerando os quatro
tipos de modelos de interac~ao espaco-tempo, descritos na Sec~ao 3:2. Novamente sempre
que possvel foi ajustado um modelo aditivo generalizado compatvel para comparac~oes
dos resultados. De forma geral, os resultados foram conitantes, as covariaveis locais,
fatores de risco, recipientes grandes sem tampa, agua canalizada e recipientes pequenos
com tampa, que foram indicadas como signicativas pelo GAM n~ao foram signicativas
pelo INLA. Em geral, o que se percebe e que a abordagem INLA tende a ser mais conser-
vadora, indicando sempre medias posterioris mais proximas do zero, do que as estimativas
fornecidas pelo GAM.
Com relac~ao as covariaveis ambientais, a forma como cada abordagem capta
o efeito destas covariaveis foi muito diferente. Em termos gerais, os splines ajusta-
dos pelo GAM tendem a apresentar comportamento oscilante entre as covariaveis n~ao
deixando claro se existe algum tipo de relac~ao com a resposta. Ao passo que a abor-
dagem INLA apresentou resultados mais consistentes entre as covariaveis n~ao indicando
nenhuma covariavel como relacionada com a resposta. A seque^ncia da analise se deu,
reajustando o modelo de Bonat et al. (2009), as covariaveis precipitac~ao no me^s da obser-
vac~ao (PREC.MES1), precipitac~ao no me^s anterior a observac~ao (PREC.MES2), umidade
de dois meses antes da observac~ao (UMID.MES3), agua canalizada e recipientes grandes
sem tampa, que apresentavam signica^ncia no modelo ajustado pela abordagem GAM,
n~ao mostraram signica^ncia pela abordagem INLA. Como ambos modelos apresentam
termos que representam o espaco e tempo, estes termos foram comparados. Para o efeito
temporal, vericou-se que a abordagem GAM suavizou bastante este efeito, o spline que o
representa tem caminhos bem suaves. O modelo random walk de primeira ordem que mo-
dela o efeito temporal pela abordagem INLA, apresenta um comportamento mais volatil,
porem acompanha o spline sendo uma vers~ao mais ruidosa deste.
Uma analise de sensibilidade as prioris foi realizada trocando os hiperpara^metros
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que indexam a distribuic~ao Gama atribuda aos para^metros de precis~ao do modelo. De
forma geral, os resultados mudam pouco apenas em termos de intervalos de credibilidade
que s~ao alargados quando se troca a priori Gama(1,0.01) para Gama(0.01,0.01).
O terceiro e ultimo conjunto de dados referente ao padr~ao espaco-temporal da
doenca leprose-dos-citrus, foi sem duvida o mais desaador, e o que deixou mais pontos
crticos na analise. Em primeiro lugar n~ao foi possvel ajustar os modelos de interac~ao
espaco-tempo apresentados na Sec~ao 3:2 devido a alta dimens~ao do talh~ao analisado que
e de 1160 plantas em 30 tempos de observac~oes. Dado esta restric~ao a analise foi restrita
a modelos com apenas efeitos principais, e a comparac~ao destes com um modelo aditivo
generalizado. A distribuic~ao atribuda a variavel resposta foi a Binomial, ja que, a res-
posta e binaria. Pela abordagem INLA foi escolhido um modelo com efeito temporal e
espacial estruturados. Este modelo foi confrontado com o ajuste de um modelo aditivo
generalizado. Os resultados foram muito conitantes para os dois efeitos.
Dado que os resultados foram conitantes, optou-se por tomar alguma medida
que pudesse fornecer uma forma de comparar os modelos com os dados observados, para
vericar qual abordagem estava mais de acordo com as observac~oes. Sendo assim, foi
calculado o percentual de plantas doentes em cada tempo em todo o talh~ao, e este mesmo
percentual predito por cada uma das abordagens. O resultado revelou a abordagem INLA
com um resultado muito superior ao da abordagem GAM. O que chama muito atenc~ao e
os intervalos de conanca irrealsticos obtidos pela abordagem GAM, nesta situac~ao.
Para nalizar a analise deste conjunto de dados foi feita uma analise de sensibi-
lidade do modelo a troca de priori e vericou-se que os resultados s~ao consistentes, e que
o modelo n~ao e sensvel a troca da priori.
Da comparac~ao entre as abordagens INLA e GAM nos tre^s conjuntos de dados,
alguns pontos foram consistentes, s~ao eles:
 A abordagem INLA tende a ser mais conservadora que a abordagem GAM.
 Os intervalos de conanca assintoticos fornecidos pelo GAM s~ao sempre menores que
os intervalos de credibilidade baseado em quantis obtidos pelo INLA, para efeitos
xos de covariaveis.
 Amodelagem de efeitos suaves de covariaveis contnuas via splines levou a resultados
conitantes com a modelagem de efeitos suaves de covariaveis atraves de modelos
do tipo random walk no exemplo analisado.
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 Efeitos espaciais e temporais modelados como func~oes splines tendem a ser super
suavizados.
 Intervalos de conanca baseados na distribuic~ao assintotica para splines que buscam
explicar efeitos espaciais e temporais podem ser irrealsticos em algumas situac~oes.
 As diferencas entre as abordagens se acentua em situac~oes onde a distribuic~ao da
variavel resposta n~ao e Normal.
Deixo aqui como futuras agendas de pesquisa, simular conjuntos de dados com diferentes
estruturas de interac~ao espaco-temporal, e comparar o ajuste obtido com as abordagens
INLA e MCMC. Algum tipo de comparac~ao com a metodologia de infere^ncia baseada em
modelos mistos tambem deve ser investigada.
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ANEXO A -- Ape^ndice
O objetivo deste ape^ndice e mostrar de forma rapida como especicar modelos
no pacote INLA (MARTINO; RUE, 2008). Conforme visto em toda a dissertac~ao esta
abordagem permite o ajuste de modelos altamente estruturados, sendo a situac~ao mais
complexa tratada no texto, o ajuste de modelos com interac~ao espaco-temporal no segundo
exemplo. Sendo assim, optou-se por exemplicar ajuste dos modelos via INLA atraves
dos codigos do exemplo de contagens de ovos do mosquito Aedes aegypti coletados em
ovitrampas em Recife/PE, por este exemplo cobrir as mesmas especicac~oes que os outros
dois exemplos, e alem disso, cobrir os modelos de interac~ao espaco-temporal.
Antes de comecar propriamente a analise e necessario carregar alguns pacotes
adicionais.
> require(gpclib)
> require(tripack)
> require(sp)
> require(spdep)
> require(INLA)
O comeco da analise e ler a base de dados. Apos esta estar posta de forma
adequada em um arquivo do tipo .txt ou .csv, pode ser lida no R atraves do comando
read.table(). O seguinte codigo ilustra a leitura da base de dados.
> dados <- read.table("newdados",header=TRUE)
> dados <- dados[order(dados$DATA_COLETA),]
O INLA trabalha sempre com dados indexados para descrever os padr~oes espaciais
e temporais, por isso e importante a base de dados estar ordenada, de uma forma que o
analista consiga indexar estes efeitos sem grandes manipulac~oes na base de dados.
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> dados$espaco <- rep(0:79,124/4)
> dados$tempo <- rep(1:124,each=80/4)
> dados$espaco.iid <- dados$espaco
> dados$tempo.iid <- dados$tempo
O codigo acima mostra como indexar as localizac~oes espaciais (espaco) e os pero-
dos de tempo. Cada efeito e indexado por uma simples seque^ncia de numeros. Para o
efeito espacial e obrigatorio que a seque^ncia comece em ZERO, pois posteriormente este
indexador vai ser linkado a um arquivo .graph que descreve o arranjo espacial dos dados.
Para o efeito temporal n~ao ha restric~oes, como no exemplo tem-se 124 data de coleta foi
simplesmente feita uma seque^ncia de 1 ate 124 e repetida 20 vezes. Se o modelo for contar
com dois efeitos espaciais por exemplo, sendo um estruturado e outro n~ao estruturado,
a base de dados deve conter uma coluna para cada efeito e com nomes diferentes, como
ilustrado no codigo acima.
Como neste exemplo os dados s~ao por pontos (armadilhas) e deseja-se tratar estes
como area e necessario que estas areas sejam formadas com base na malha de armadilhas,
um procedimento para formar as areas e a tecelagem de Voronoi.
> nomes = sort(unique(dados$COD_ARMADILHA))
> coord.x <- c()
> coord.y <- c()
> for(i in 1:80){
+ coord.x[i] = unique(
dados[which(dados$COD_ARMADILHA == nomes[i]),]$coords.x1)
+ coord.y[i] = unique(
dados[which(dados$COD_ARMADILHA == nomes[i]),]$coords.x2)}
Os contornos do poligono podem devem ser lidos
> poligono <- read.table("/home/wagner/Mestrado/ModelosINLA/polBT",header=T)
Para construc~ao da tecelagem foi programada uma func~ao chamada
de voronoi() baseada no pacote tripack que e disponibilizada na pagina
http://www.leg.ufpr.br/papercompanions. Devido a estrutura de classe usada pelo
pacote tripack baseado pacote gpclib foi necessario programar uma outra func~ao para
converter um objeto da classe gpclib para sp um formato mais geral de representac~ao
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de dados espaciais em R, que tambem ja fornece uma forma de construir a estrutura de
vizinhanca entre as armadilhas atraves da func~ao poly2nb().
> source("voronoi.R")
> mapa <- voronoi(coords.x1=coord.x,coords.x2=coord.y,poligono=poligono)
> source("grp2sp.r")
> mapa1 = grp2sp(mapa,ID=nomes)
> mapa.nb1 <- poly2nb(mapa1)
Feito isso ja tem-se condic~oes de escrever um arquivo .graph para ser baseado ao
INLA que descreve o arranjo espacial do conjunto de dados. Este arquivo pode facilmente
ser escrito de dentro do R usando o comando cat(). Importante notar sempre que os
ndices espaciais sempre comecam em ZERO.
> cat(80,file="recife.graph",append=TRUE,fill=TRUE,sep=" ")
> for(i in 1:80){
+ cat(c(i-1, length(mapa.nb1[[i]]),mapa.nb1[[i]]-1), sep=" ",
+ append=TRUE,fill=TRUE,file="recife.graph")}
Neste ponto pode-se escrever as equac~oes dos modelos com efeitos principais,
como segue:
> formu1 <- NRO_OVOS ~ 1
> formu2 <- NRO_OVOS ~ f(espaco.iid,model="iid") + f(tempo.iid,model="iid")
> formu3 <- NRO_OVOS ~ f(espaco,model="besag",graph.file="recife.graph") +
+ f(tempo,model="rw1")
> formu4 <- NRO_OVOS ~ f(espaco,model="besag",graph.file="recife.graph") +
+ f(espaco.iid,model="iid") +
+ f(tempo,model="rw1") + f(tempo.iid,model="iid")
A formu1 e o modelo apenas com o intercepto. A formu2 e o modelo com efeitos
espaciais e temporais n~ao estruturados, a func~ao f() diz que este e um efeito aleatorio
e a forma do modelo e especicado pelo argumento model. Da mesma forma, a formu3
apresenta o modelo com efeitos espaciais e temporais estruturados, onde aparece o arquivo
recife.graph escrito anteriormente, o efeito temporal com o argumentomodel='rw1' mostra
que agora o termo temporal tem uma estrutura seguindo um modelo random walk de
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primeira ordem. E a ultima equac~ao condensa a duas anterior para ajustar um modelo
com efeitos espaciais e temporais estruturados e n~ao estruturados.
Uma vez escrita as formulas dos modelos pode-se proceder o ajuste pela func~ao
inla().
> mod1 <- inla(formu1,family="nbinomial",
+ control.inla=list(strategy="laplace"),
+ control.compute=list(dic=TRUE,cpo=TRUE,mlik=TRUE),
+ data=dados)
Neste exemplo um objeto chamado mod1 recebe o ajuste do modelo. Basta
indicar a formula para o ajuste, a distribuic~ao da variavel resposta, neste caso Binomial
Negativa, a estrategia de integrac~ao neste caso Laplace, se for de interesse pode pedir
para calcular medidas de diagnosticos e comparac~ao como o DIC, CPO e verossimilhanca
marginal e por ultimo indicar o conjunto de dados.
Para ajustar modelos com interac~ao espaco-tempo e necessario que as matrizes
de precis~ao deste modelos sejam passadas ao INLA, manualmente. O primeiro passo
para o ajuste e ent~ao montar tais matrizes, para isto foram programadas algumas func~oes
auxiliares, conforme mostra o codigo abaixo. Novamente as func~oes extras podem ser
obtidas em http://www.leg.ufpr.br/papercompanions.
> source("mat.espacial.R")
> source("mat.temporal.R")
> espacial = mat.espacial(mapa.nb1,nrow=80,ncol=80)
> temporal <- mat.temporal(ncol=124,nrow=124)
> espacial.nstru <- diag(80)
> temporal.nstru <- diag(124)
Neste codigo foram montadas quatro matrizes sendo duas estruturadas e duas
n~ao estruturadas. Alem disso, restric~oes de soma zero, devem ser impostas para garantir
a identicabilidade dos termos do modelo. Estas restric~oes s~ao passadas atraves de uma
matriz.
> source("restricoes.R")
> A <- restri(n.dados=9920,n.tempo=124,n.espaco=80)
> e <- rep(0,204)
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Note que como os dados s~ao coletados em grupos, a cada tempo 60 armadilhas
deixam de ser avaliadas, sendo assim, para um modelo com interac~ao espaco-tempo estas
s~ao consideradas como NA, porque para a construc~ao da matiz e necessario que o conjunto
de dados esteja completo. O ultimo passo e escrever a matriz do modelo da forma como
o programa INLA sabe ler, para isto foi programada uma func~ao.
> source("mat.INLA.R")
> inte1 <- kronecker(espacial.nstru,temporal.nstru)
> mat.INLA(inte1,name="inte1.txt")
> matriz.tipo1 <- read.table("inte1.txt")
> names(matriz.tipo1) <- c("linha","coluna","corpo")
> inte2 = kronecker(espacial.nstru,temporal)
> mat.INLA(inte2,name="inte2.txt")
> matriz.tipo2 <- read.table("inte2.txt")
> names(matriz.tipo2) <- c("linha","coluna","corpo")
> inte3 = kronecker(espacial,temporal.nstru)
> mat.INLA(inte3,name="inte3.txt")
> matriz.tipo3 <- read.table("inte3.txt")
> names(matriz.tipo3) <- c("linha","coluna","corpo")
> inte4 = kronecker(espacial,temporal)
> mat.INLA(inte4,name="inte4.txt")
> matriz.tipo4 <- read.table("inte4.txt")
> names(matriz.tipo4) <- c("linha","coluna","corpo")
Montadas as matrizes pode-se escrever a equac~ao do modelo, por exemplo, para
o modelo 8 e dada abaixo.
> forma8 = NRO_OVOS ~ f(espaco,model="besag",graph.file="recife.graph") +
+ f(espaco.iid,model="iid")
> f(tempo,model="rw1") + f(tempo.iid,model="iid") +
+ f(int,model="generic0",
+ Cmatrix=list(i=matriz.tipo4$linha,
j=matriz.tipo4$coluna,
+ Cij=matriz.tipo4$corpo),extraconstr=list(A=A,e=e),
+ param=c(1,0.01),constr=TRUE)
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E o ajuste e feito como anteriormente. Note que na estrategia de integrac~ao foi
alterado de 'laplace' para 'GAUSSIAN', isto foi feito porque segundo (MARTINO; RUE,
2008) n~ao esta claro com a aproximac~ao de 'laplace' trata as restric~oes nesta classe de
modelos.
> mod8 <- inla(forma8,family="nbinomial",
control.inla=list(strategy="GAUSSIAN"),
+ control.compute=list(dic=TRUE,cpo=TRUE,mlik=TRUE),
data=dados)
