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We study the escape problem for interacting, self-propelled particles confined to a disc, where
particles can exit through one open slot on the circumference. Within a minimal 2D Vicsek model,
we numerically study the statistics of escape events when the self-propelled particles can be in a
flocking state. We show that while an exponential survival probability is characteristic for non-
interaction self-propelled particles at all times, the interacting particles have an initial exponential
phase crossing over to a sub-exponential late-time behavior. We propose a new phenomenological
model based on non-stationary Poisson processes which includes the Allee effect to explain this
sub-exponential trend and perform numerical simulations for various noise intensities.
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A common trait for many soft active matter systems,
formed by the self-propelled (active) individuals, is their
ability to self-organize into complex flowing states that
arise due to many-body interactions and an energy in-
put on the particle level [1, 2]. A wide range of systems
live under the umbrella of active matter including bio-
logical microswimmers [3, 4], Janus particles [5–7] and
vibrated granular rods [8, 9], and most of these systems
are embedded into an environment or a spatial confine-
ment which can alter the open-space particle dynamics
[10]. Recently, experiments and simulations have shown
that the interactions between the self-propelled particles
or interactions with obstacles and boundaries give rise
to interesting behaviours like particle migration towards
walls [11, 12], separation in systems with more than one
type of active particles [13], as well as trapping [14]. The
role of confinement of active particles in undoubtedly fun-
damental for in realistic systems especially for biological
matter and biotechnology [15, 16]. However, it is also
one of the least understood and open topic in current
active matter research. The confinement introduces a
length scale into the problem, which interacts with the
many other length-scales that are already present in ac-
tive matter, changing the emergent pattern formations
in the flocking states.
The narrow escape problem is a classical problem in
statistical physics, where particles move inside a bounded
2D domain with a small part of the boundary being ab-
sorbing. The type of escape process is determined by the
particle dynamics inside the domain, and various behav-
iors have been studied in the past. The classic example
is that of Brownian motion which results in an exponen-
tial decay on the number of particles, or equivalently,
the survival probability [17]. In recent times, the nar-
row escape problem has gained renewed interest due to
its relevance in biological processes, where the absorbing
window may for example represent a small patch of a
cellular membrane where receptors are located, and the
diffusing particle represents an ion [17, 18]. An exponen-
tial decay is also found in chaotic billiard systems, while
FIG. 1. A sketch of the system considered in this paper. The
particles may represent self-propelled agents like Janus par-
ticles, vibrated granular rods or biological microswimmers,
modeled for simplicity as spherically symmetric polar parti-
cles with a small volume exclusion radius rve = 1 in units of
the particle step length. The angular opening of the escape
window is fixed to 2pi/18. The particles interact through a
Vicsek-type alignment interaction with range rint = 5, en-
abling collective escape events.
deterministic billiards give rise to a 1/t decay in particle
number [19]. The survival probability in a 1D setting has
also recently been studied in a run-and-tumble model of
bacterial motion [20].
In this Letter, we study the problem of interacting ac-
tive particles confined to a disc with a small opening
through which they may escape, as depicted in Fig.(1).
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2In the high-noise, weak-interaction limit the problem is
similar to that of the Brownian escape problem in the
sense that interactions are negligible, while in the op-
posite regime, we expect collective effects to alter the
escape process leaving the particle number decay non-
exponentially. It is the low-noise regime that is of pri-
mary interest in this Letter. We perform numerical sim-
ulations for both interacting and non-interacting self-
propelled particles, and study the survival probability
and escape time distribution. The simulations reveal a
sub-exponential decay at late times whose origin we are
able to explain within a minimal Poisson process with
a non-stationary rate λ. A model with a density de-
pendent rate inspired by models in population ecology is
proposed, which reproduces the obtained event statistics.
In general terms, we consider active particles moving in
a 2D bounded domain Ω with boundary ∂Ω = ∂Ωr∪∂Ωa
where the subscripts denote the reflective and absorbing
parts of the boundary respectively. The particles have
a density ρ(~x, t), assumed to be normalized to unity at
t = 0, which follows a continuity equation. From this
probability density the survival probability is defined as
S(t) =
∫
Ω
dΩρ(~x, t). (1)
The first hitting time (FHT), in this case also the es-
cape time, is the time T1 at which a particle escapes the
domain. The distribution of first hitting times H(t) is
closely related to the survival probability, namely
S(t) =
∫ ∞
t
dsH(s),
which simply states that the probability of survival up to
time t is equivalent to the FHT being larger that t. This
implies for the FHT distribution that
H(t) = −∂tS(t). (2)
We see that the distribution of escape times can be in-
terpreted as the probability flux out of the system.
Vicsek models are undoubtfully the archetypal numer-
ical models for collective swarming and flocking effects
[21, 22]. The particles are self-propelled with velocity
~˙xi = v0Pˆi(θ) where the polarization vector Pˆi(θ) for par-
ticle i is updated according to the standard Vicsek rule
[23]
Pˆi(t+ 1) = Dη
(
vi
||vi||
)
, (3)
vi =
∑
k:||~xi−~xk||≤rint
~vk, (4)
where Dη is a rotation matrix rotating a vector by a
random uniformly chosen angle in (−ηpi, ηpi). The pa-
rameter η ∈ (0, 1) determines the noise in the system.
The velocity vi in Eq. (4) is the average velocity of the
neighboring particles of i, representing the velocity with
which particle i tries to align. The alignment interaction
has a range rint. Note that the velocity of particle i itself
is included in this sum leading to vi, so that in the non-
interacting limit rint → 0 the particle moves according
to a very simple stochastic model governed only by the
parameter η and the self-propulsion speed v0, which we
here set to unity without loss of generality.
Eq. (3) and (4) must be supplemented with additional
information when boundaries or obstacles are present.
In the current case, the reflecting boundary of the disc
can be simply dealt with by letting the director Pˆi be
reflected about the tangent to the circle at the point of
impact. A small volume exclusion interaction with range
rve is numerically included by moving particles a step
length apart is the direction separating them should they
come to close to each other. This is necessary in confined
spaces since a flock colliding with a wall would otherwise
tend to collapse the particle density. Fig. (2) shows an
example of the dynamics produced by this model.
On the hydrodynamic scale, let us assume that the
phase space density of an active particle Ψ(~x, θ, t) sat-
isfies a Boltzmann-type mean field equation DtΨ =
Q[Ψ] where the total time derivative includes the self-
propulsion term and takes the form Dt = ∂t+v0Pˆ (θ)·∇x.
This must of course be supplemented with appropri-
ate boundary conditions for the reflective and absorbing
parts of the boundary. The operator Q[Ψ] contains a
part resulting from the noise in the direction of motion
and a non-linear part that originates from alignment in-
teractions [24]. The particle density and velocity fields
are simply the zeroth and first velocity moments of the
field Ψ:
ρ(~x, t) =
∫
dθΨ(~x, θ, t), (5)
ρ~V =
∫
dθ~v(θ)Ψ. (6)
By integrating the Boltzmann equation over the angles
one obtains the mass conservation equation
∂tρ(~x, t) +∇x ·
(
ρ(~x, t)~V (~x, t)
)
= 0. (7)
Since the collision operator is in general non-linear we
do not expect a full solution to be available for Ψ through
the method of separation of variables. However, it is
instructive to make the somewhat weaker assumption
that the two main hydrodynamic fields, after integrat-
ing out the direction of motion, are separable, namely
ρ = X(~x)S(t) and ~V = ~u(~x)f(t). This reduces Eq. (7)
to
− S˙(t)
f(t)S(t)
= ~u(~x) · ∇x logX(~x) +∇x · ~u(~x),
3FIG. 2. Snapshots of a simulation based on Eq. (3)-(4) with active particles confined to a disc with an absorbing window with
opening angle 2pi/18 centered at (R, 0). Background color map shows relative particle density for all the particles (absorbed
and non-absorbed), bright implying high density. We see that as time progresses the density at the absorbing window increases
as particles accumulate. System parameters: η = 0.2, R = 100, rint = 6, rve = 2, N0 = 2
9.
which is in a separated form, implying immediately that
the both sides are equal to some constant which in prin-
ciple is determined from the boundaries, allowing us to
write
S˙(t) = −λ(t)S(t), (8)
λ(t) = f(t)k, (9)
with k a separation constant. This shows that in general
we expect the escaping Vicsek particles to behave like a
non-stationary Poisson process, with a rate that is some
complex function of all the system parameters and time
λ(t) = λ(Dθ, rint, ...; t).
In the absence of interactions when the non-linear col-
lision term is not present, one can attempt a solution in
terms of a fully separated set of variables. Writing the
phase-space density as Ψ = X(~x)Θ(θ)S(t) we easily see
that the velocity field equation Eq. (6) reduces to
~V =
∫
dθ~v(θ)Θ(θ),
which is time-independent. In this case Eq. (9) becomes
a constant, and we expect a stationary Poisson process
to be a valid description of the escape process. That the
non-interacting system behaves like a stationary Pois-
son process can also understood from the memoryless-
ness property [25]. This property states that, if ones
waited some time t1 and no escape has takes place, the
probability of having to wait a further time t2 is simply
the probability of having to wait a time t2 in the first
place. This type of lack of memory, regarding how much
time has passed, can be written in terms of the survival
probability simply as S(t1 + t2) = S(t1)S(t2) which is
only satisfied by an exponential function. We expect the
correlations between the particles in the interacting case
to break this memoryless property through the fact that
the system now depends on its history: flocks of parti-
cles may form and escape the system collectively, and the
potential size of the clusters is limited by how many par-
ticles have already left the system. We therefore expect
FIG. 3. Escape rates plotted as a function of S(t) = n(t)/n(0)
showing a power-law behavior. Although the range is insuf-
ficient for a highly reliable extraction of the power-law expo-
nent (number attached to each solid black line) the numerical
values can be used as initial guesses in a non-linear regression
to fit S(t) as a function of time.
the escape rate to be a function of the particle number
λ(t) = λ[n(t)].
Such processes where rates are dependent on density of
number of particles are ubiquitous in Nature. In epidemi-
ology, for example, both death and infection rates may
have non-trivial density or population size dependencies,
which may be traced back to some sort of competition of
resources or the simple fact that a higher-density popula-
tion will have more contacts which act as possible disease
transmission routes [26, 27]. These ideas are found in
several mathematical models in population ecology, and
are typically associated with the Allee effect [28]. This is
the effect where there is a correlation between the gen-
eral well-being or chance of survival for an individual in
a population and that populations size or density.
To extract the potential density dependence from the
numerical data, we consider Eq. (8) in the form λ[S] =
−S˙/S, where we used S = n(t)/n(0) to write the rate
in terms of the survival probability. Fig. (3) shows
4these data, where a power-law behavior is observed.
This motivates the use of the following power-law ansatz
λ[n(t)] = λ0S
ζ(t), with S = n/N0. This is easily shown
to have the solution
S(t) = [1 + λ0ζt]
−1/ζ
. (10)
Here the parameter λ0 is an escape rate, while the shape
parameter ζ deforms the decaying function S(t) away
from the exponential behavior which is regained in the
limit ζ = 0. For short times we have an exponential-type
behavior S(t) = 1− λ0t+ .. which is independent of the
shape parameter. For ζ > 0, the solution in Eq. (10)
represents a sub-exponential growth at late times, while
for negative shape parameters the decay reaches zero at
some finite time.
FIG. 4. Behavior of the survival probability for self-propelled
non-interacting particles. Simulations use N0 = 2
9 particles
in a system with radius R = 100 in units of the particle step
size. a) Survival probability in semi-log plot for some different
values of noise strength showing exponential behavior. b)FHT
distribution also consistent with exponential decay.
Non-interacting case: Simulation results from non-
interacting self-propelled particles are shown in Fig. (4),
together with best fit exponential lines. We see that both
the survival probability and the FHT distribution is ex-
ponential at late times as expected, with a rate that de-
cays rapidly as a function of angular noise strength.
Interacting case: As the alignment interactions in the
model are turned on, we expect some deviation from the
exponential predictions based on the free theory. Since
the particles move collectively in clusters, it is likely that
when a single particle finds the absorbing window, so will
several other particles in the same cluster. The same may
also be said for cases where a cluster misses the window.
Results from simulations are shown in Fig. (5) together
with best fits from the phenomenological model.
FIG. 5. Behavior of the survival probability for self-propelled
interacting particles. Simulations use N0 = 2
9 particles in
a system with radius R = 100 in units of the particle step
size. a) Survival probability for some different values of noise
strength showing non-exponential behavior together with best
fit of Eq. (10) in solid black lines. The exponent ζ is taken
from Fig. (3). b) FHT distribution also consistent with the
same parameters.
FIG. 6. Plot showing the interacting and non-interacting sur-
vival probabilities as a function of time for the same system
parameters. The interactions make the number of escapes
be higher at early times, while the behavior is clearly sub-
exponential at late times.
Fig. (6) shows the interacting and non-interacting sur-
vival probability together for some chosen values of the
noise. We clearly see that while the interacting parti-
cles are leaving the system more rapidly at short time
scales, they are less efficient at emptying the system at
late times. The curves typically cross each other for low
noise values while the curves coincide at high noise val-
ues. By increasing the initial number of particles, a very
similar behavior is expected, except that the crossover
time increases since there are more particles present for
5a longer time to join a flocking state.
Conclusions: We have studied the escape problem
for self-propelled particles with tunable interaction
parameter. In the interacting case, the numerical results
agree well with a model where the escape rate is a
power-law in the population fraction, leading to an early
time exponential behavior followed by a sub-exponential
decay in time. Surprisingly, collective alignment effects
seem to make the escape process slower in the long run,
and faster on short time scales as long as the noise is
sufficiently low. In the limit of high noise, fluctuations
will dominate over the alignment mechanism and the
interacting and non-interacting cases are more or less
identical and characterized by exponential decay.
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