Introduction
The problem of estimating the magnitude squared coherence (MSC) between two or more measured signals is frequently occurring in a wide variety of fields, such as speech processing, time series analysis, geophysics, biomedical engineering, and synthetic aperture radar imaging, wherein one wishes to determine the linear relationship between signals or to determine if a common signal is present in several different measurements. Recently, non-parametric data-adaptive estimation techniques have been exploited to form robust high-resolution MSC estimates [1] [2] [3] [4] [5] . In [1, 2] , it was shown that the one-and two-dimensional (2-D) Capon and APES-based MSC estimators allow for high-resolution MSC estimates, by forming dataadaptive filter banks, with each filter being constrained to pass its center frequency undistorted while suppressing the contribution of all other components. In [3] , this work was extended to allow for non-uniformly sampled data by exploiting a formulation based on the recent iterative adaptive approach (IAA) [6] . The IAA-based MSC algorithm, as well as a segmented version termed SIAA-MSC, was there shown to yield reliable estimates even if a large proportion of the measurements are missing. In this paper, we further extend these works by a proposing 1-D and 2-D formulations of the IAA-based MSC estimator, as well as for a novel semi-parametric SLIM-based estimator. The sparse learning via iterative minimization (SLIM) method was introduced in the context of MIMO radar imaging in [7] , and can be viewed as a version of the well-known (regularized) FOCUSS algorithm [8] , although including also the iterative estimation of the noise variance (see also [9] ). Both the IAA and SLIM algorithms have been shown to converge locally [7, 10] , as well as to yield excellent performance for both complete or incomplete data sets. Regrettably, both algorithms are also computationally cumbersome, and several works have focused on forming various computationally efficient implementations for uniformly and non-uniformly sampled data sequences [11] [12] [13] [14] [15] [16] [17] . The presented work may be viewed as a continuation of our recently proposed efficient implementation of the Capon-and APES-based MSC estimators [18] , wherein we combined earlier efforts in forming computationally efficient implementations of these spectral estimators [19] [20] [21] [22] [23] [24] [25] [26] with the inherently low displacement rank of the estimators' products of Toeplitz-like matrices, thereby allowing for the development of appropriate Gohberg-Semencul (GS) representations of these matrices. The resulting implementation was found to be several orders of magnitude more efficient than the straightforward implementations. Here, building on this work, we extend the IAA-and proposed SLIM-based MSC estimators in a similar way. The paper is organized as follows: in the following section, we briefly review data-adaptive MSC estimation, comparing the formulations of the earlier introduced Capon-, APES-, and IAA-based MSC estimators, as well as introduce a novel SLIM-based MSC estimator. Then, in Section 3, we recall formulations of the MSC estimators using trigonometric polynomials, and then, in Section 4, introduce the efficient implementations of the IAA-and SLIM-based estimators using appropriate GS representations for the necessary products of Toeplitz-like matrices. In Section 5, we proceed to discuss the case of incomplete data sets, followed by the extensions to 2-D formulations of the estimators in Section 6. Section 7 contains a study of the performance of the discussed estimators and implementations. Finally, we conclude on the work in Section 8.
Data-Adaptive MSC Estimation
The MSC spectrum, γ 2 x 1 x 2 (ω), of two stationary complex valued signals, x 1 (n) and x 2 (n), for n = 0, 1, . . . , N − 1, is defined as (see, e.g., [27] [28] [29] )
where S x 1 (ω) and S x 2 (ω) denote the (auto) spectra of the signals x 1 (n) and x 2 (n), respectively, whereas S x 1 x 2 (ω) denotes the cross-spectrum between these two signals. The Capon-, APES-, and IAA-based MSC estimates are formed using the matched filter bank framework (see also [29, 30] ). Let h
N ∈ C N ×1 denote a narrowband data dependent finite impulse response (FIR) filter centered at a generic frequency ω ∈ (−π, π], and form the signals of interest into N × 1 subvectors
where i = 1 or 2 for the respective signal, and where (·) T denotes the transpose. As the filters are narrowband, aiming to only pass the generic frequency ω undistorted whereas the contribution from all other frequencies are minimized, the matched filter bank spectral estimate at frequency ω is found as the power of the filtered signal, i.e.,
where R R R
(i)
N represents the signal's covariance matrix, defined as
with i = 1 or 2 for the respective signal, where E{·} denote the expectation and (·) H the conjugate transpose, respectively, and where h
N is a data dependent narrow band filter formed such that
where
is the frequency steering vector. Minimization of (5) with respect to the unknown parameters vector results in a data adaptive and frequency dependent optimal filter of the form
The cross-spectral density needed to form (1) is estimated as
with R R R (12) N denoting the cross-covariance matrix, defined as
Combining (1), (3), (7) , and (8), one obtains the Capon-based MSC estimator [1, 4] 
IAA-based MSC estimation
As shown in [1, 2] , the Capon-and APES-based MSC estimates result from two different design choices for the narrowband filters and use the standard time based averages approximation in place of estimates of the auto and cross correlation matrices. The IAA-based algorithm instead forms the covariance matrices as the sum of the spectral contribution from all possible frequency grid points, essentially viewing that data as a sum of sinusoids, with the number of sinusoids being equal to the size of the frequency grid. Clearly, this is not possible without knowing the amplitudes of all the sinusoids, and, as a result, the estimates are formed using an iterative scheme. Following [3] , the data covariance matrices are estimated by iteratively estimating the complex amplitudes, α i (ω k ), of these sinusoidals, as well as the resulting covariance matrices, R
N , for i = 1 or 2, for the respective signals, using (see also [6, 31] )
until practical convergence, for k = 0, 1, . . . , K − 1, where the number of grid points K > N , with R
(i)
N initialized to the identity matrix I N . Upon convergence, an estimate of the crosscovariance matrix is then formed as
The IAA-based MSC estimator γ
is subsequently estimated as [3] 
Direct, brute force, computation of the resulting IAA-based MSC estimates requires a significant amount of computations. Assuming a uniformly spaced frequency grid with K grid points, the cost of forming γ
operations, where the parameter m IAA that appears in (17) denotes the number of the IAA iterations.
A novel SLIM-based MSC estimator
We now proceed to introduce a novel SLIM-based MSC estimator. Similar to the IAAbased approach, the SLIM formulation may be used to form the estimates of the complex amplitudes, α i (ω k ), for i = 1, 2, of these spectral lines, adopting an l q -norm based regularized minimization method for sparse signal recovery and noise power estimation, with 0 ≤ q ≤ 1, and where a cyclic approach is applied iteratively for the estimation of the data covariance matrices and the complex amplitudes as [7] α i (ω k ) = 1 . Upon convergence, an estimate of the cross-covariance matrix is then formed as in (14) , and, finally, the SLIM-based MSC estimate, γ 2,SLIM x 1 x 2 (ω), is computed reminiscent to (15) . Assuming a uniformly spaced frequency grid with K grid points, the direct brute force complexity of the SLIM-based MSC estimator requires approximately
operations, with m SLIM denoting the number of the SLIM iterations.
MSC estimation using trigonometric polynomials
To reduce the computational complexity of forming the discussed IAA-and SLIM-based MSC estimators, one may exploit the matrix structure to reduce the amount of necessary computations significantly. To do so, note that (10) may be reformulated as
where the trigonometric polynomials ϕ i (ω) and ϕ 12 (ω) are
for i = 1 or 2. As shown in [12, 14, 25] , the trigonometric polynomials involved in forming (23) can be efficiently computed by taking into account the displacement representation of the pertinent matrices R
N and R
N , both of which enjoy a Toeplitz structure. To obtain (22) given these results, it thus only remains to find a computationally efficient way of forming (24) , which is directly associated with the structure of the matrix P N involved, formed by (16) as the product of Toeplitz like matrices, since [R further use, we briefly present the basics from the displacement representation theory of matrices (see also [32] [33] [34] ). Consider a matrix Q N ∈ C N ×N , and define the lower shifting matrix
Clearly, (Z N ) N = 0. Then, the displacement of Q N with respect to Z N and Z T N is defined as
Suppose that there exist integers ρ and σ i ∈ {−1, 1}, i = 1, 2 . . . ρ, such that (see also [32] [33] [34] )
where diag(a) denotes the diagonal matrix formed with the vector a along its diagonal, and with t i N and s i N being the so-called generator vectors. Then, the GS factorization of Q N may be expressed as
where L(A) denotes a Krylov matrix of the form
The displacement rank of the representation equals the rank of the associated displacement matrix, ∇ Z N ,Z T N Q N , whereas the integer ρ may be larger than or equal to the corresponding displacement rank. In summary, the triplet
is called the displacement representation of Q N with respect to Z N and Z T N . Given the displacement representation (33) , the coefficients of the trigonometric polynomial associated
c κ e κω (34) can efficiently be computed as it is detailed in [25] without the need of forming the matrix Q N explicitly, using triangular Toeplitz matrix products of the form
and where
It is worth noting that (34) can be subsequently evaluated on the unit circle using the Fast Fourier Transform (FFT) [35] .
Implementation of the IAA-and SLIM-based MSC estimator
As shown in [12] [13] [14] ,
N may be extracted from a circulant matrix of higher dimensions, such that
where W K is the DFT matrix of size K × K, and the symbol × denotes unspecified terms of no relevance. Thus, the first column of R
N , is obtained by the partition c
T , where c
K , and can be computed using the Inverse DFT (IDFT) as c
The cross-covariance matrix R (12) N can be treated similarly, and its first column and row are extracted from a circulant matrix whose first column is computed as c
, where
Introduce the partitioning
where J N −1 is the exchange matrix and definê
yielding a displacement rank of ρ R = 2 (see also [29, 32] ). The resulting fast implementation for the computation of (12) and (13) may then be computed using the methods presented in [12, 14, 25] , at a cost of 
with the auxiliary variables formed in Table 1 , and
The displacement rank of the representation is thus ρ P = 4.
The proof can be found in the appendix. Moreover, given the displacement representation
for i = 1, 2, with respect to Z N and Z T N , may be formed as
Given this GS factorization, the coefficients of the associated polynomial in (24) may be efficiently computed using the FFT as detailed in [25] , at a complexity of no more than 40φ(2N ) operations. The computational cost for computing the variables that appear in Table 1 using these techniques is no more than 56φ(2N ) operations, implying that the total computational cost for the fast implementation of the IAA-based MSC algorithm, hereafter termed FIAA-MSC, is no more than
where the first term corresponds to the complexity of the two IAA algorithms required for the computation of the autocorrelation sequences as well as the associated trigonometric polynomials, whereas the last term corresponds to the additional computations required for the computation of the cross correlation between the two signals and the associated trigonometric polynomial. The fast IAA-based MSC estimation is tabulated in Table 3 . The structure of the SLIM-based MSC estimator is very similar to that of the IAA-based estimator. The (auto) covariances of the signals involved are then estimated using the SLIM iterations in (18)- (20), while the cross-covariance, and the MSC estimate are computed using (14) and (15), which are common to both approaches. The SLIM iterations in (18)- (20) can be efficiently implemented using a similar approach as described above for the implementation of the IAA iterations since these share a similar structure, noting that the resulting scheme is somewhat simpler than that of the IAA-based estimate, yielding a computational complexity of
operations. As shown in Figure 1 , the proposed fast IAA-and SLIM-based MSC implementations are about three orders of magnitude faster than their brute force counterparts.
The case of missing samples
The MSC estimators presented so far have been designed for evenly sampled data. However, in a wide range of applications the measured data could be unevenly sampled, or might suffer from lost samples. We refer to this as the missing samples MSC estimation case.
Several algorithms for spectral estimation in the arbitrarily missing data case have been reported, such as the missing data APES (MAPES) algorithm [36] and the missing data IAA (MIAA) algorithm [31] , with the former suffering from high computational complexity and from performance degradation when the percentage of missing samples increases, whereas the latter has been found to provide accurate estimates even when only a few data snapshots are available, allowing furthermore for fast implementations as has been recently shown in [14] and [15] for the 1-D and 2-D cases, respectively. In [15] , in addition to the 2-D MIAA, the missing data SLIM (MSLIM) algorithm is presented and its fast implementation is de- data, defined as
where S N i g N is a N g , allowing thus for a different missing data pattern for each signal x 1 (n) and x 2 (n) (see also, e.g., [14, 15, 31, 36] ). Here, N i g ≤ N denotes the number of available data samples for each signal. The corresponding frequency vector can be expressed as
The MIAA-MSC algorithm is then formed by iterating [3] 
until convergence, followed by the MSC estimator as
g Toeplitz matrix. The complexity of a brute-force implementation of the MIAA-based MSC estimator is
operations, with m M IAA denoting the required number of MIAA iterations. Computational reduction of the MIAA-based MSC estimator can be achieved by first applying a fast scheme for the computation of the auto-and cross-correlation sequences related to the signals x 1 (n) and x 2 (n) from the missing data and by subsequently bypassing (57) and using (15) directly for the estimation of the relevant MSC. Using the fact that
and noting that the factors of (55) can be expressed as
an algorithm for the fast estimation of α i (ω) in (55), as well as the auto-correlation sequences of the signals x 1 (n) and x 2 (n), has been recently presented in [14] , and combined with a fast implementation of (58) using the Toeplitz into circulant matrix embedding technique discussed in the previous section, results in a fast scheme of the MIAA-based MSC estimation, whose complexity is given by
The missing data SLIM-based MSC estimator is formed along the lines of the MIAA-based MSC, using (18)- (20) reformulated to the missing data formulation, for the estimation of the auto-correlation sequence of x 1 (n) and x 2 (n), requiring
and
operations, for the direct and for the fast implementation, respectively, with m M SLIM denoting the required number of MSLIM iterations.
Extensions to 2-D data sets
We proceed to examine 2-D extensions of the IAA-and the SLIM-based MSC estimator,
, of two stationary complex valued 2-D signals, x 1 (n 1 , n 2 ) and x 2 (n 1 , n 2 ), for n 1 = 0, 1, . . . , N 1 − 1 and n 2 = 0, 1, . . . , N 2 − 1. Let the 2-D data matrices
T where i = 1, 2 and n 2 = 0, 1, . . . , N 2 − 1, be organized in a column-wise form as x
), where vec(·) denotes column-wise vectorization. Furthermore, define the 2-D
, where ⊗ denotes the Kronecker product.
The 2-D IAA-based MSC estimator is then given by
with
where the 2-D auto-and cross-covariance matrices are estimated using the 2-D IAA algorithm, iterating
until practical convergence, where f
upon convergence, an estimate of the cross-covariance matrix is formed as
The 2-D SLIM-based MSC estimator is formed by, instead of (66) and (67), the estimation of the amplitude spectra and the auto-correlation matrices of the 2-D signals is performed by the 2-D-SLIM algorithm, by iteratively estimating 
for i = 1, 2. The polynomials ϕ 1 (ω 1 , ω 2 ) and ϕ 2 (ω 1 , ω 2 ) are already available as these are inherently involved in the iterative scheme of the 2-D IAA algorithm in (66) and (67) 
where N 2 − 1) ), which, using the matrix inversion lemma for partitioned matrices, may be expressed as
with A −1/2 denoting the Cholesky factor of A −1 . Using (76) and (77), and working along the lines of Lemma 1, a displacement representation of (65) with respect to the block shifting op-
with σ
, and
where the required auxiliary variables are tabulated in Table 2 . The displacement rank of the representation is ρ P = 4N 2 , and the computational cost of the resulting 2-D IAA-and SLIM-based MSC algorithms reduces to
where m F IAA 2 and m F SLIM 2 denote the number of required iterations. As it is illustrated in Fig. 2 , this is a substantial improvement as compared to the brute force approach, which requires
where m IAA 2 and m SLIM 2 denote the corresponding number of required iterations.
Numerical examples
The performance of the proposed MSC estimation algorithms are illustrated by means of computer simulations. Initially, we examine the 1-D complete data case, and consider N = 200 samples of two signals, x 1 (n) and x 2 (n), which are both a mixture of sinusoidal signals corrupted by additive noise
where r i are complex amplitudes of unit magnitude and uniformly distributed phases, and with w i (n), for i = 1, 2, denoting two independent circularly symmetric zero-mean Gaussian random processes with unit variance. Here, the signals' frequencies are selected as Fig. 3(c) , where the MSC produced by the IAA-MSC method can be seen to be characterized by an extremely high noise floor, which can be somewhat reduced by applying data segmentation and averaging as proposed in [3] . Fig. 3(d) illustrates this for data segments of size N s = 120, although, as is clear from the figure, without significant reducing the noise floor. In an attempt to reduce the variance of the IAA-based MSC estimates, a reduced size MSC estimator may be formed by using a smaller fraction N R < N of the full sized crosscorrelation sequence computed by the IAA algorithm [39] , which is subsequently utilized for the computation of the MSC. Thus, instead of using the full sized approach in (16) and (24), a lower order estimator is adopted usinĝ
with N R ≤ N , while keeping ϕ 1 (ω) and ϕ 2 (ω) as originally defined in (23), resulting in
which is hereafter termed the IAA-I-based MSC algorithm. Due to the order recursive structure of the Levinson-Durbin algorithm, lower order GS factorizations are produced at no extra cost. Moreover, the computation of the displacement of P N R required for the efficient computation of (84) is in this case lower than that of original full order approach.
It is worth noticing that the auto-and cross-correlation sequences of the input signals are still estimated using the full order IAA algorithms. Using the proposed order reduction technique, the variance of the MSC is drastically reduced as it is shown in Fig. 3(e) , where N s = 50 is used. Finally, the performance of the proposed SLIM-based MSC algorithm is shown in Fig. 3(f) , noting that in this approach the noise floor using the full sized crosscorrelation sequence is insignificant and that there is thus no need to consider a similar order reduction modification as just proposed for the IAA-based MSC case. 
where N R 1 ≤ N 1 , N R 2 ≤ N 2 , and 
A. Proof of Lemma 1
Application of the matrix inversion lemma for partitioned matices on (40) yields
which combined with (16) yields the upper and lower partitions
allowing for the displacement of P N to be formed as 
COMPUTE (3.12) AND (3.13) USING TABLE 1
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