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THE NON-LINEAR COUSIN PROBLEM FOR
J-HOLOMORPHIC MAPS
UROSˇ KUZMAN
Abstract. We solve the non-linear Cousin problem for J-holomorphic
maps. That is, we provide a gluing method for the pseudoholomorphic
maps defined on a Cartan pair of domains in C.
1. Introduction
Let Ω1,Ω2 ⊂ C be bounded simply connected domains with C
1-boundary.
We say that (Ω1,Ω2) is a good pair if Ω1 ∩ Ω2 is simply connected with
C1-boundary and if
Ω1 \Ω2 ∩ Ω2 \Ω1 = ∅.
That is, the sets Ω1 and Ω2 are ’well-glued’ together in the sense that there
exists a smooth cut-off function χ : C → [0, 1] that equals 1 on some neigh-
borhood of Ω1 \Ω2 and vanishes on some neighborhood of Ω2 \Ω1.
On such a pair of domains, the classical additive Cousin problem for
holomorphic functions can be solved. In particular, for a bounded domain
Ω ⊂ C let TΩ be the standard Cauchy-Green operator defined as
TΩ(f)(ζ) =
1
π
∫∫
Ω
f(z)
ζ − z
dxdy.(1)
Then given holomorphic maps f1 : Ω1 → C
n and f2 : Ω2 → C
n whose images
are C0-close on the intersection Ω1 ∩ Ω2 the map
f̂ = χf1 + (1− χ)f2 − TΩ1∪Ω2
[
χζ¯(f1 − f2)
]
(2)
is holomorphic on Ω1 ∪ Ω2 and C
0-close to fj on Ωj, j = 1, 2. Indeed, the
first property follows from the fact that [TΩ1∪Ω2f ]ζ¯ = f on Ω1 ∪ Ω2 while
the second is implied by the boundedness of the operator TΩ : C(Ω)→ C(Ω).
Therefore, we can say that we have ’glued’ f1 and f2 into a holomorphic
map f̂ . In this paper we provide analogous constructions for maps that are
holomorphic with respect to a non-integrable almost complex structure.
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Let J be a 2n× 2n smooth matrix function defined on R2n and satisfying
J2 = −id. A map f : Ω→ R2n of Sobolev class f ∈W 1,p(Ω), p > 2, is called
J-holomorphic if its differential satisfies the equation
df ◦ Jst = J(f) ◦ df.
Here Jst corresponds to the multiplication by the imaginary unit in R
2n.
When det(J + Jst) 6= 0 this condition can be turned into an equivalent
non-linear Cauchy-Riemann system
∂¯Jf = fζ¯ +A(f)fζ = 0,(3)
where A(z)(v) = (J(z) + Jst)
−1(J(z) − Jst)(v¯) is a n × n complex matrix
function [9]. Therefore, we denote by J the set of structures for which
det(J + Jst) 6= 0 and by OJ(Ω) ⊂W
1,p(Ω) the set od J-holomorphic maps.
The following theorem provides a solution of the local Cousin problem.
Theorem 1. Let ǫ > 0 and J ∈ J . Let (Ω1,Ω2) be a good pair and let
W1 ⊂ OJ(Ω1) and W2 ⊂ OJ(Ω2) be W
2,p-bounded. Then there is δ > 0
such that for every f1 ∈ W1 and f2 ∈ W2 satisfying ‖f1 − f2‖W 1,p(Ω1∩Ω2) < δ
there is f̂ ∈ OJ(Ω) such that
∥∥∥f̂ − f1∥∥∥
W 1,p(Ω1)
< ǫ and
∥∥∥f̂ − f2∥∥∥
W 1,p(Ω2)
< ǫ.
A particular case of this theorem was proved in [1, Proposition 6]. However,
the present version is stronger since we remove the tedious assumption on
the regularity of the structure J . Note that, in comparison to the classical
problem (2), the derivatives of f1 and f2 have to obey certain L
p-bounds.
This is due to the fact that ∂¯Jf is non-linear and includes fζ as well. Hence
the Lp-norm of df has to be bounded if one wants to apply the Implicit
fuction theorem (see Theorem 6). Moreover, we add a W 2,p-bound in order
to assure that the family of pregluing maps (approximate solutions of ∂¯J)
is precompact in W 1,p(Ω1 ∪ Ω2). However, as remarked at the end of §2,
this condition can be relaxed. Finally, note that f1 and f2 have to be W
1,p-
close (and not just C0) on Ω1 ∩ Ω2. Nevertheless, since p > 2, the Sobolev
embedding W 1,p(Ωj) →֒ C(Ωj) assures that f̂ is again C
0-close to fj on Ωj.
As pointed out, the above construction is ’local’ meaning that it relies on
the fact that the images f1(Ω1) and f2(Ω) lie in the same subset of R
2n.
Therefore it is natural to seek its analogue valid for maps on manifolds and
with their images contained in two overlapping charts. In this way, we obtain
a so-called non-linear version of the Cousin problem which, in the complex
case, was solved by Rosay (see e.g. [2, Lemma 4.5] or [5, Proposition 1’]).
We provide an analogue of his results in the case when f1 is fixed.
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Theorem 2. Let (Ω1,Ω2) be a good pair and let U1, U2 ⊂ R
2n be open.
Given a diffeomorphism Ψ: U2 → U1 let J1, J2 ∈ J be two almost complex
structures satisfying the relation J2 = dΨ
∗(J1) on U2. Let f1 ∈ OJ1(Ω1) be
an embedding such that f1(Ω1 ∩ Ω2) ⊂ U1 and let W2 ⊂ OJ2(Ω2) be W
2,p-
bounded subset of maps satisfying f2(Ω1 ∩ Ω2) ⊂ U2. For every ǫ > 0 there is
δ > 0 such that given f2 ∈ W2 satisfying ‖f1 −Ψ(f2)‖W 1,p(Ω1∩Ω2) < δ there
exist maps f̂1 ∈ OJ1(Ω1) and f̂2 ∈ OJ2(Ω2) with the following properties:
Ψ(f̂2) = f̂1 on Ω1 ∩ Ω2,
∥∥∥f̂1 − f1∥∥∥
W 1,p(Ω1)
< ǫ and
∥∥∥f̂2 − f2∥∥∥
W 1,p(Ω2)
< ǫ.
The map Ψ can be seen as a transition map between two complex charts
on an almost complex manifold. Therefore, this theorem can be understood
as a gluing technique similar to those developed for compact J-holomorphic
curves in the books of McDuff and Salamon [6, 7]. That is, following their
work we provide analogous methods for J-holomorphic discs. In particular,
our theorem is a generalized version of Rosay’s solution to the Cousin prob-
lem in which the Cartan lemma is replaced by these techniques. Such an
approach is new even in the integrable case.
2. The local Cousin problem
In this section, we first introduce the non-linear techniques developed in
[1] and then prove Theorem 1. The reader shuold note that in the original
reference the ∂¯J -equation was discussed only on the unit disc. However, the
proofs remain the same for any bounded simply connected domain Ω ⊂ C.
Therefore, we will mainly omit them. The key tool of our non-linear analysis
is the following version of implicit function theorem for Banach spaces. It
can be understood as a sufficient condition for the convergence of a Newton-
type iteration xn+1 = xn −Qx0F(xn), see [7, Appendix A.3.].
Theorem 3. Let X and Y be two Banach spaces and let F : U → Y be
a C1-map defined on an open set U ⊂ X. Given x0 ∈ U assume that the
differential dx0F admits a bounded right inverse denoted by Qx0 . Fix ρ > 0,
L > 0 and C > 0 such that:
i) The operator norm of the right inverse satisfies ‖Qx0‖op ≤ C.
ii) If ‖x− x0‖X < ρ then x ∈ U and ‖dxF − dx0F‖op ≤ L ‖x− x0‖X .
The following conclusion is valid: if ‖F(x0)‖Y < min
{
ρ
4C
,
1
8C2L
}
there
exists x ∈ U such that F(x) = 0 and ‖x− x0‖X ≤ 2C ‖F(x0)‖Y .
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We apply this statement on a ∂¯J -operator based on (3). Precisely, for
p > 2 and a bounded domain Ω ⊂ C let F : W 1,p(Ω)→ Lp(Ω) be given by
F(f) = fζ¯ +A(f)fζ .(4)
For ϕ ∈W 1,p(Ω) its linearization dϕF : W
1,p(Ω)→ Lp(Ω) is of the form
dϕF(V ) = V +A(ϕ)Vζ +
n∑
j=1
(
∂A
∂zj
(ϕ)Vj +
∂A
∂z¯j
(ϕ)V j
)
ϕζ .
We can rewrite this into
dϕF(V ) = V +A(ϕ)Vζ +B
ϕ
1 V +B
ϕ
2 V
where Bϕ1 and B
ϕ
2 are matrix functions with coefficients of class L
p(Ω) and
depending continuously on the map ϕ ∈W 1,p(Ω). Moreover, in the context
of Theorem 3 the following proposition is valid.
Proposition 4. For dϕF the following two statements are valid:
i) The linearized operator dϕF : W
1,p(Ω) → Lp(Ω) admits a bounded
right inverse Qϕ for every ϕ ∈W
1,p(Ω).
ii) Suppose that ‖dϕ‖Lp(Ω) < C. Then there is LC > 0 such that
‖ϕ˜− ϕ‖W 1,p(Ω) < 1 implies ‖dϕ˜F − dϕF‖op < LC ‖ϕ˜− ϕ‖W 1,p(Ω) .
The proof of the local Lipshitz property in ii) is rather straightforward, see
[1, p. 7]. In contrast, i) is provided by [1, Theorem 2] and requires a carefull
analysis with singular integral operators. In particular, for J ≡ Jst the
operatorQϕ equals the Cauchy-Green operator defined in (1) and is regarded
as a bounded map TΩ : L
p(Ω)→W 1,p(Ω). However, in general Qϕ depends
on ϕ ∈ W 1,p(Ω) and, by construction, varies continuously only in the case
of the so-called regular complex structures, see [1, p. 5]. Nevertheless, we
can prove the following proposition which is new and will allow us to work
with non-regular structures as well.
Proposition 5. Let W ⊂W 1,p(Ω) be precompact. There is C > 0 such that
for ϕ ∈ W the operator dϕF admits a right inverse with ‖Qϕ‖op < C.
Proof. We seek C > 0 such that given ϕ ∈ W and W ∈ Lp(Ω) there is
V ∈ W 1,p(Ω) that satisfies dϕF(V ) = W and ‖V ‖W 1,p(Ω) ≤ C ‖W‖Lp(Ω) .
As stated in the proposition above, for every ϕ ∈ W the operator dϕF
admits a bounded right inverse Qϕ. However, such an inverse is not unique
and can be chosen to vary continuously near ϕ.
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Since the Lp-norm of dϕ is uniformly bounded on W, the operator dϕF
is locally Lipshitz by part ii) of Proposition 4. Therefore there is δϕ > 0
such that if ‖ϕ− ϕ˜‖W 1,p(Ω) < δϕ we have
‖dϕ˜F ◦Qϕ − Id‖op <
1
2
.
Thus an alternative selection for the right inverse of dϕ˜F is the operator
Qϕ˜ = Qϕ (dϕ˜F ◦Qϕ)
−1 .
Moreover, note that such an operator satisfies
‖Qϕ˜‖op ≤ 2 ‖Qϕ‖op .
Since W is precompact we can cover it with a finite union of W 1,p-balls
W ⊂ ∪mk=1B(ϕk, δϕk).
Therefore we can produce solutions of the linearized equation obeying the
required bound for
C = 2 · max
1≤k≤m
‖Qϕk‖op .
This produces the family of right inverses Qϕ, ϕ ∈ W, that we seek. 
The last statement that we need is [1, Theorem 5]. We cite it below. Note
that this is a direct implication of Theorem 3 and Proposition 4. It states
that given a map ϕ with a ∂¯J -derivative small enough we can provide its
J-holomorphic approximation.
Theorem 6. Given C > 0 there exists δC > 0 such that for every map
ϕ ∈W 1,p(Ω) satisfying
‖dϕ‖Lp(Ω) ≤ C, ‖Qϕ‖op ≤ C, ‖F(ϕ)‖Lp(Ω) < δC ,
there exists a J-holomorphic disc f̂ ∈W 1,p(Ω) such that∥∥∥f̂ − ϕ∥∥∥
W 1,p(Ω)
≤ 2C ‖F(ϕ)‖Lp(Ω) .
We are now ready to solve the local version of the Cousin problem.
Proof of Theorem 1. As in the book of McDuff and Salamon [6, 7] our gluing
method consists of two steps. Firstly, we define a family of so-called preglu-
ing maps ϕ defined on Ω1∪Ω2 and with uniformly L
p-small derivatives ∂¯Jϕ.
Secondly, we provide its J-holomorphic approximation f̂ by applying The-
orem 6. That is, we provide a non-linear version for the construction in (2),
where the pregluing maps ϕ = χf1 + (1− χ)f2 were approximated by
f̂ = χf1 + (1− χ)f2 − TΩ1∪Ω2
[
χζ¯(f1 − f2)
]
= ϕ− TΩ1∪Ω2
[
∂¯ϕJst
]
.
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In the above expression the smallness of ∂¯Jstϕ is guaranteed by the C
0-
proximity of the images f1(Ω1 ∩ Ω2) and f2(Ω1 ∩ Ω2). Moreover, in the
spirit of Theorem 3, the Newton-type iteration ends after the first step. In
contrast, we expect the Newton iteration to be infinite in our non-integrable
version of this construction while the Lp-norm of ∂¯J will be controlled by
‖f1 − f2‖W 1,p(Ω1∩Ω2) < δ.
That is, we seek an explicit bound for δ > 0.
Lemma 7. Under the assumptions of Theorem 1 the set of all possible
pregluing maps W = {χf1 + (1− χ)f2; f1 ∈ W1, f2 ∈ W2} satisfies:
i) There is C0 > 0 so that ϕ ∈ W implies ‖F(ϕ)‖Lp(Ω1∪Ω2) < C0 · δ.
ii) The set W ⊂W 1,p(Ω1 ∪ Ω2) is precompact.
Proof. Given ϕ ∈ W the map F(ϕ) vanishes everywhere except on the
intersection Ω1 ∩ Ω2. Moreover, on that set we have F(ϕ) = I + II where
I = χζ¯(f1 − f2) +A(ϕ)χζ(f1 − f2),
II = χ
(
(f1)ζ¯ +A(ϕ)(f1)ζ
)
+ (1− χ)
(
(f2)ζ¯ +A(ϕ)(f2)ζ
)
.
Since W1 and W2 are W
1,p-bounded, χ is fixed and p > 2, the L∞-norm of
all possible pregluing maps ϕ ∈ W is uniformly bounded. This implies that
on the set Ω1 ∩Ω2 we have
‖I‖Lp ≤
(∥∥χζ¯∥∥L∞ + ‖A(ϕ)‖L∞ ‖χζ‖L∞) δ = C1δ,
where the constant C1 > 0 depends on the structure J , the pair (Ω1,Ω2)
and the sets W1 and W2. Similarly, we have
‖II‖Lp ≤ ‖A(ϕ)−A(f1)‖L∞ ‖(f1)ζ‖Lp+‖A(ϕ) −A(f2)‖L∞ ‖(f2)ζ‖Lp < C2δ.
Hence, we can set C0 = C1 + C2 to prove i).
The point ii) follows simply from the fact that the sets W1 and W2 are
W 2,p-bounded. This implies thatW is bounded inW 2,p(Ω1∪Ω2) and there-
fore precompact in W 1,p(Ω1 ∪ Ω2) by the Rellich-Kondrachov theorem. 
After determing all possible gluing maps, we proceed to the second step.
That is, we show that Theorem 6 can be (uniformly) applied on W. Note
that there is C > 0 such that for every ϕ ∈ W we have
‖dϕ‖W 1,p(Ω1∪Ω2) < C and ‖Qϕ‖op < C.
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The first condition is provided by the fact thatW is precompact, the second
one is guaranteed by Proposition 5. Finally, let δC > 0 be as in Theorem 6
and let C0 > 0 be the constant from part i) of Lemma 7. Assume that
δ < min
{
δC
C0
ǫ
4C
,
ǫ
2 ‖χ‖L∞
}
.
Then by Theorem 6 every ϕ ∈ W admits a J-holomorphic approximation
f̂ . Moreover, this is the map we seek since for j = 1, 2, we have∥∥∥f̂ − fj∥∥∥
W 1,p(Ωj)
≤
∥∥∥f̂ − ϕ∥∥∥
W 1,p(Ωj)
+ ‖ϕ− fj‖W 1,p(Ωj) < ǫ.
This completes the proof. 
Remark. Note that the W 2,p-boundedness of W1 and W2 is not a necces-
sary condition for this construction to hold. Indeed, applying the Arzela`-
Ascoli Theorem one can seek weaker sufficient conditions under which the
set of pregluing maps is precompact W ⊂W 1,p(Ω1 ∪ Ω2).
3. The non-linear problem
This section is devoted to the proof of Theorem 2. Again, we rely strongly
on [1], but due to the nature of the problem we have to work in two local
charts at the same time. Let us define the Banach space
M =
{
(ϕ1, ϕ2) ∈W
1,p(Ω1)×W
1,p(Ω2); Ψ(ϕ2) = ϕ1 on Ω1 ∩ Ω2
}
We want to apply Theorem 3 for the map F : M→ Lp(Ω1)× L
p(Ω2),
F(ϕ1, ϕ2) = (F1(ϕ1),F2(ϕ2)),
where F1 and F2 are the J-holomorphicity operators defined as in (3) for
J1 and J2 (in both cases we take the L
1-norm on the direct sum of Banach
spaces). As in the local case, we set
‖f1 −Ψ(f2)‖W 1,p(Ω1∩Ω2) < δ ≤ 1
and seek an appropriate bound for δ > 0. However, this time we do not
state it explicity. We only show that Theorem 2 holds if δ is ’small enough’.
Let f2 ∈ W2 be arbitrary. Recall that χ is a cut-off function corresponding
to the pair (Ω1,Ω2). For small δ we can define ϕ1 : Ω1 → R
2n given by
ϕ1 = χf1 + (1− χ)Ψ(f2).(5)
Furthermore, we can set ϕ2 = Ψ
−1(ϕ1) on Ω1 ∩ Ω2 and then extend this
map to the whole Ω2 by taking ϕ2 = f2 on Ω2 \Ω1. Note that (ϕ1, ϕ2) ∈ M.
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Moreover, it follows directly from part i) in Lemma 7 that there is C0 > 0
(depending also on the diffeomorphism Ψ) such that
‖F(ϕ1, ϕ2)‖W 1,p(Ω1)×W 1,p(Ω2) < C0 · δ.
Thus, the pair (ϕ1, ϕ2) is a natural candidate to take the role of a pregluing
map in our construction. Furthermore, since f1 is fixed and f2 ∈ W2 lies in a
precompact family, the W 1,p-norm of ϕ1 and ϕ2 can be uniformly bounded.
Therefore, a statement similar to part ii) in Proposition 4 can be proved.
That is, F is locally Lipshitz.
Following Theorem 3, the only missing step in our gluing construction is
to find a family of uniformly bounded right inverses for d(ϕ1,ϕ2)F , where the
pregluing pairs (ϕ1, ϕ2) are defined as above. Indeed, after that a statement
similar to Theorem 6 can be proved and the desired holomorphic pair (f̂1, f̂2)
can be provided. We leave these details to the reader and focus in what
follows solely on the construction of appropriate inverses. It turns out that,
in order to find them, we have to slightly change the idea from (2). Therefore,
we begin by explaining our new approach in this simplest case.
Example: New inverse for Ψ = id and J ≡ Jst.
In the integrable case the operator ∂¯Jst is linear and its right inverse Ω1∪Ω2
can be chosen to be TΩ1∪Ω2 . Hence, at the first sight, a natural candidate for
the inverse of d(ϕ1,ϕ2)F = (dϕ1F1, dϕ2F2) seems to be (TΩ1 , TΩ2). However,
this is not the case since, in general, we have TΩ1(V ) 6= TΩ2(V ) on Ω1 ∩Ω2.
That is, such an operator does not provide variations lying in the tangent
space T(ϕ1,ϕ2)M. Hence, we seek its replacement that can be computed with
values from Ω1 and Ω2 separately and still maps into W
1,p(Ω1 ∪ Ω2).
We define the following two compact sets
K1 = Ω1 ∩ Ω2 ∩
{
χ ≤
1
3
}
, K2 = Ω1 ∩ Ω2 ∩
{
χ ≥
2
3
}
.(6)
Given γ > 0 let Pγ be a complex polynomial such that
‖Pγ‖L∞(K1) < γ and ‖Pγ − 1‖L∞(K2) < γ.
Let β1 and β2 be two smooth cut-off functions defined on Ω1 ∩ Ω2 and and
having the following properties: β1(ζ) ≡ 0 where χ(ζ) <
1
9 ; β1(ζ) ≡ 1 where
χ(ζ) > 29 ; β2(ζ) ≡ 0 where χ(ζ) <
7
9 ; β2(ζ) ≡ 0 where χ(ζ) >
8
9 .
Given V ∈ Lp(Ω1 ∪Ω2) we denote by V1 and V2 its restrictions to Ω1 and
Ω2, respectively. Furthermore, in what is written below we treat Qj = TΩj ,
j = 1, 2, as a bounded map from Lp(Ωj) to W
1,p(Ωj) although the classical
THE NON-LINEAR COUSIN PROBLEM FOR J-HOLOMORPHIC MAPS 9
Cauchy-Green operator extends continuously to the whole Ω1 ∪ Ω2. Note
that the map
W (V ) = Q2(V2)−Q1(V1)
is well defined and satisfies ∂¯JstW (V ) = 0 on Ω1 ∩Ω2. Hence, we can define
the operator Q̂ : Lp(Ω)→W 1,p(Ω) given by
Q̂(V ) = (1− β2) (Q1(V1) + β1PγW (V )) + β2Q2(V2).
A straightforward computation shows that
∂¯JstQ̂(V ) = V + (β1)ζ¯PγW (V ) + (β2)ζ¯(1− Pγ)W (V ).
Hence, ∥∥∥∂¯JstQ̂(V )− V ∥∥∥
Lp(Ω1∪Ω2)
≤ C · γ ‖V ‖Lp(Ω1∪Ω2)
where C > 0 depends on the operator bounds for TΩj and the derivatives
of β1 and β2. Thus, provided that γ ≤
1
2C a new right inverse for ∂¯Jst on
Ω1 ∪ Ω2 can be defined by Q = Q̂
(
∂¯Jst ◦ Q̂
)−1
. Moreover, note that its
norm is bounded by twice the norm of Q̂. That is, the W 1,p-size of Pγ , β1,
β2, and the operator norms of Q1 and Q2. 
In what follows we would like to extend this construction to the case of
non-integrable stuctures. Recall that
dϕ1F1(V ) = Vζ¯ +A(ϕ1)Vζ +B
ϕ1
1 V +B
ϕ1
2 V .
However, since f1 is a fixed embedding, we can assume that, after a change
of coordinates, J1(f1) = Jst and A1(f1) = 0, see e.g. [3, Appendix A.2.].
That is, for all possible ϕ1 the matrix function A(ϕ1) can be assumed to
be δ-close to the zero matrix. Therefore, it is enough to work with the so-
called generalized analytic vectors OB1,B2(Ω) ⊂W
1,p(Ω) determined by the
equation
∂¯B1,B2V = Vζ¯ +B1V +B2V = 0,
where B1 and B2 are matrix functions with coefficients of class L
p(Ω). Pre-
cisely, in order to replace the complex polynomial Pγ used in the construction
above, we apply the following Runge-type theorem which is due to Gold-
schmidt [4, Theorem 3.1].
Theorem 8. Let Ω ⊂ C be bounded and let B1, B2 be matrix functions with
coefficients in Lp(Ω). Let Ω0 ⊂ Ω be a domain whose complement admits no
relatively compact connected components. Given V0 ∈ OB1,B2(Ω0), ǫ > 0 and
compact set K ⊂ Ω0 there is V ∈ OB1,B2(Ω) such that ‖V0 − V ‖L∞(K) < ǫ.
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Remark. The reader should note that in the original reference, this theorem
is stated in terms of weak solutions of ∂B1,B2V = 0 belonging to L
q
loc(Ω) and
Lqloc(Ω0), where
1
p
+ 1
q
= 1. However, the present version can be established
via standard bootstrapping arguments (check e.g. [10, Section III/3]).
We use this statement in order to prove the following crucial lemma.
Lemma 9. Let γ > 0 and let ϕ1, K1, K2 be defined as in (5) and (6). There
is Cγ > 0 such that for every W ∈W
1,p(Ω1 ∩ Ω2) satisfying dϕ1F1(W ) = 0
there exists a matrix function Pγ with the following properties:
i) ‖Pγ‖L∞(K1) < γ and ‖Pγ − Id‖L∞(K2) < γ.
ii) ‖dϕ1F1 (PγW )‖W 1,p(Ω1∩Ω2) < (γ + Cγδ) · ‖W‖W 1,p(Ω1∩Ω2) .
iii) The W 1,p(Ω1 ∩Ω2)-norm of the coefficients of Pγ is bounded by Cγ .
Proof. First note that one can take the same matrix Pγ for every λW where
λ ∈ C and dϕ1F1(W ) = 0. Hence, it suffices to prove this statement only
for W 1,p-unitary solutions of this equation, that is, for ‖W‖W 1,p(Ω1∩Ω2) = 1.
We begin with the case whenA(ϕ1) = 0 and dϕ1F1(W ) = ∂¯Bϕ1
1
,B
ϕ1
2
W = 0.
We would like to find Pγ such that ∂¯Bϕ1
1
,B
ϕ1
2
(PγW ) = 0. Equivalently,
(Pγ)ζ¯ W + (B
ϕ1
1 Pγ − PγB
ϕ1
1 )W +
(
Bϕ12 Pγ − PγB
ϕ1
2
)
W = 0.
Let D be a diagonal matrix with entries
W j
Wj
. Then a sufficient condition for
the above equation to hold is
(Pγ)ζ¯ + (B
ϕ1
1 Pγ − PγB
ϕ1
1 − PγB
ϕ1
2 D) +B
ϕ1
2 PγD = 0.
However, this matrix equation can be seen as a generalized analytic equa-
tion for a n2-dimensional vector Pγ . Therefore, one can apply the Runge
theorem. Indeed, Theorem 8 allows Lp-regular coefficients. Hence Bϕ11 , B
ϕ1
2
and D can be extended as zero matrix functions to some neighorhood Ω of
Ω1 ∩ Ω2. Moreover, note that Pγ = 0 and Pγ = Id solve such an equation
on some small neighborhood Ω0 of K1 ∪ K2. Thus there is a generalized
analytic solution Pγ satisfying ∂¯Bϕ1
1
,B
ϕ1
2
(PγW ) = 0 and the property i).
Of course, by the construction, such a matrix function Pγ depends on
a concrete solution of ∂¯Bϕ1
1
,B
ϕ1
2
W = 0. Therefore, we can not yet ex-
pect to have a uniform bound needed in iii). However, for ii) we do not
need the vanishing of ∂¯Bϕ1
1
,B
ϕ1
2
(PγW ), we just seek an appropriate W
1,p-
bound. Hence, a locally constant selection of Pγ can be made. Indeed, given
W ∈ OBϕ1
1
,B
ϕ1
2
(Ω1 ∩Ω2) the generalized Cauchy integral formula yields the
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following representation on every domain D ⊆ Ω1 ∩ Ω2 with C
1 boundary:
W (ζ) = −TD
(
Bϕ11 W +B
ϕ1
2 W
)
(ζ) +
1
2πi
∫
∂D
f(z)
z − ζ
dζ.
Hence, provided that ‖W‖W 1,p(Ω1∩Ω2) = 1 the first sumand is uniformly
W 2,p-bounded. Moreover, by Sobolev embedding theorem all such solutions
admit a uniform C0-bound on ∂D. This together with the classical Montel
argument implies that the subset of generalized analytic vectors admiting a
unitary W 1,p-norm is precompact in the space W 1,ploc (Ω1 ∩ Ω2).
Let now W be such a W 1,p-unitary solution and Pγ the corresponding
matrix function for which ∂¯Bϕ1
1
,B
ϕ1
2
(PγW ) = 0. Then for any other W
1,p-
unitary solution Ŵ we have
∂¯Bϕ1
1
,B
ϕ1
2
(
PγŴ
)
= Pγ
(
Ŵ −W
)
ζ¯
+
(
(Pγ)ζ¯ +B1Pγ +B2Pγ
)(
Ŵ −W
)
.
Hence, there exists a compact set KW ⊂ Ω1 ∩ Ω2 large enough so that∥∥∥∂¯Bϕ1
1
,B
ϕ1
2
(
PγŴ
)∥∥∥
Lp(Ω1∩Ω2\KW )
<
γ
2
.
Moreover, there is δW > 0 such that
∥∥∥W − Ŵ∥∥∥
W
1,p
loc
(Ω1∩Ω2)
< δW implies∥∥∥∂¯Bϕ1
1
,B
ϕ1
2
(
PγŴ
)∥∥∥
Lp(KW )
<
γ
2
.
Hence, a W 1,p-unitary solution Ŵ that is δW -close to W in W
1,p
loc (Ω1 ∩ Ω2)
satisfies ii) with δ = 0 if the matrix Pγ satisfies ∂¯Bϕ1
1
,B
ϕ1
2
(PγW ) = 0.
This together with the above explained precompactness of such solutions
in W 1,ploc (Ω1 ∩ Ω2) gives the desired conclusion for A(ϕ1) = 0.
Recall now that ϕ1 = χf1 + (1 − χ)Ψ(f2) where A(f1) was assumed
to vanish and f2 belongs to a precompact W
1,p-subset. Therefore, for all
possible ϕ1 we can assume that for some C1 > 0 we have
‖A(ϕ1)‖L∞(Ω1) < C1 · δ.
Further, let dϕ1F1(W ) = 0 and ‖W‖W 1,p(Ω1∩Ω2) = 1. By [8, Corollary 3.6]
there is S ∈W 1,p(Ω1 ∩ Ω2) such that
Sζ¯ +B
ϕ1
1 S +B
ϕ1
2 S = A(ϕ1)Wζ .
Moreover, provided that ϕ1 belongs to a precompact set, we can use the same
trick as in the proof of Proposition 5 in order to provide a uniform bound
for the operator norms for right inverses of all possible ∂¯Bϕ1
1
,B
ϕ1
2
-operators.
That is, there is C2 > 0 such that
‖S‖W 1,p(Ω1∩Ω2) < C2 · δ.
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Finally, note that ∂¯Bϕ1
1
,B
ϕ1
2
(W + S) = 0. Hence, by what we have proved
above, there exists a matrix function Pγ such that∥∥∥∂¯Bϕ1
1
,B
ϕ1
2
(Pγ(W + S))
∥∥∥
Lp(Ω1∩Ω2)
≤ γ ·‖W + S‖W 1,p(Ω1∩Ω2) ≤ γ ·(1+C2 ·δ).
Furthermore, we have
dϕ1F1(PγW ) = ∂¯Bϕ1
1
,B
ϕ1
2
(Pγ(W + S))− ∂¯Bϕ1
1
,B
ϕ1
2
(PγS) +A(ϕ1)(PγW )ζ .
Recall that the W 1,p-norm of Pγ was proved to be uniformly bounded in
the generalized analytic case. Hence, this combined with the fact that the
Lp-norms of Bϕ11 and B
ϕ1
2 are uniformly bounded for all possible ϕ1 gives
the desired conclusion. That is, iii) holds for W if we choose Pγ to be the
matrix corresponding to the generalized analytic vector W + S. 
We can now turn towards the construction of the right inverse. The
linearization of F at (ϕ1, ϕ2) ∈M is defined on the tangent space
T(ϕ1,ϕ2)M =
{
(V1, V2) ∈W
1,p(Ω1)×W
1,p(Ω2); dϕ2Ψ(V2) = V1 on Ω1 ∩Ω2
}
and given by
d(ϕ1,ϕ2)F(V1, V2) = (dϕ1F1(V1), dϕ2F2(V2)) .
Given an arbitrary pair (S1, S2) of L
p-variations along F(ϕ1, ϕ2), we can
invert each component with V1 = Qϕ1(S1) and V2 = Qϕ2(S2) where the
operators Qϕ1 and Qϕ2 are the inverses of dϕ1F1 and dϕ2F2 provided by
Propositions 4 and 5. However, in general, (V1, V2) /∈ T(ϕ1,ϕ2)M since
dϕ2Ψ(V2) 6= V1.
Still, the pair (V1, V2) can be considered as a pair of variations along the
maps ϕ1 and ϕ2 respectively. Since J2 = dΨ
∗(J1) on Ω1 ∩ Ω2 we have
F1(ϕ1) = F1(Ψ(ϕ2)).
This means that V1 and V2 satisfy
dϕ1F1(V1) = dΨ(ϕ2)F1 ◦ dϕ2Ψ(V2) = dϕ1F1 ◦ dϕ2Ψ(V2).
In particular, W = dϕ2Ψ(V2)− V1 satisfies
dϕ1F1(W ) =Wζ¯ +A1(ϕ1)Wζ +B1W +B2W = 0.
Therefore, we can apply Lemma 9.
Let K1, K2, β1 and β2 be defined as in (6). Given γ > 0 that will be
fixed below, let Pγ be the matrix corresponding to our W in Lemma 9. We
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can then redefine the inversions V1 = Qϕ1(S1) and V2 = Qϕ2(S2) as follows.
First, on Ω1 we define
V˜1 = (V1 + β1PγW ),
V̂1 = (1− β2) V˜1 + β2 dϕ2Ψ(V2).
Further, on the intersection Ω1 ∩ Ω2 we define
V̂2 = dϕ2Ψ
−1(V̂1).
and then extend this map to the rest of Ω2 by setting V̂2 = Qϕ2(S2) on
Ω2 \ Ω1. Finally, we define Q̂(S1, S2) = (V̂1, V̂2).
Note that, by the construction, Q̂(V1, V2) ∈ M. However, this is only an
approximation of a true right inverse for d(ϕ1,ϕ2)F . Indeed, firstly because
dϕ1F1(PγW ) 6= 0 and secondly since dϕ1F1(V̂1) and dϕ2F2(V̂2) include also
terms with derivatives of β1 and β2. Nevertheless, by Lemma 9, the opera-
tor norm of the first expression is controlled by γ > 0 and the δ-difference
between f1 and Ψ(f2) on Ω1∩Ω2. Furthermore, the terms including deriva-
tives of β1 and β2 are controlled by the γ-distance between V1 and V˜1 or V̂1
and dϕ2Ψ(V2), respectively. Therefore, similarly as in the case with Jst, one
can conclude that there are constants C > 0 and Cγ > 0 (depending also on
the diffeomorphism Ψ) such that∥∥∥d(ϕ1,ϕ2)F ◦ Q̂− Id∥∥∥
op
< C · γ + Cγ · δ.
We now set γ > 0 so that C ·γ < 14 and δ > 0 so that Cγ · δ <
1
4 . The family
of uniformly bounded right inverses for d(ϕ1,ϕ2)F can be defined by
Q(ϕ1,ϕ2) = Q̂ ◦
(
d(ϕ1,ϕ2)F ◦ Q̂
)−1
.
Indeed, the operator norm of the elements of this family depends on Pγ ,
where γ > 0 is fixed, and the operator norms of Qϕ1 and Qϕ2 . The later
can again be uniformly bounded by Proposition 5 and part ii) of Lemma 7.
Acknowledgments. Research of the author was supported in part by grants
P1-0291, J1-9104, J1-1690 and BI-US/19-21-108 from ARRS, Republic of
Slovenia. He would also like to thank B. Drinovec-Drnovsˇek and F. Forstnericˇ
for their useful comments concerning the final version of the paper.
14 THE NON-LINEAR COUSIN PROBLEM FOR J-HOLOMORPHIC MAPS
References
[1] F. Bertrand and U. Kuzman Local approximation of non-holomorphic maps in
almost complex manifolds. J. Math. Anal. Appl., 458 (2018), no. 1, 123–133.
[2] D. Chakrabarti Coordinate neighborhoods of arcs and the approximation of maps
into (almost) complex manifolds. Michigan Math. J. 55 (2007), 299–333.
[3] S. Ivashkovich and J.-P. Rosay, Schwarz-type lemmas for solutions of ∂¯-inequalities
and complete hyperbolicity of almost complex manifolds. Ann. Inst. Fourier, 54
(2004), 2387–2435.
[4] B. Goldschmidt, Funktionentheoretische Eigenschaften verallgemeinerter analytis-
cher Vektoren, Math. Nachr., 90 (1979), 57–90.
[5] J.-P. Rosay, Approximation of non-holomorphic maps, and Poletsky theory of discs,
J. Korean Math. Soc. , 40 (2003), 423-434.
[6] D. McDuff and D. Salamon, J-holomorphic curves and quantum cohomology,
University Lecture Series, 6. American Mathematical Society, Providence, RI, 1994.
viii+207 pp.
[7] D. McDuff and D. Salamon, J-holomorphic curves and symplectic topology, sec-
ond edition. American Mathematical Society Colloquium Publications, 52. American
Mathematical Society, Providence, RI, 2012. xiv+726 pp.
[8] A. Sukhov and A. Tumanov, Deformations and transversality of pseudo holomor-
phic discs, J. d’Analyse Math., 116 (2012), 1–16.
[9] A. Sukhov and A. Tumanov, Filling hypersurfaces by discs in almost complex
manifolds of dimension 2, Indiana Math. J. 57 (2008), 509–544.
[10] I. N. Vekua, Generalized analytic functions. Pergamon Press, London-Paris-
Frankfurt; Addison-Wesley Publishing Co., Inc., Reading, Mass., 1962.
