The mobile tactical network is a practical implementation of the mobile ad hoc network. Formed across tactical radios operating in the military very high frequency and low ultrahigh frequency bands, the mobile tactical network has distinctive characteristics when compared with generic mobile ad hoc networks, in particular with respect to its network topological behaviors and connectivity attributes. These characteristics must be understood and considered when selecting suitable network protocols. To this end, in this paper, a network science-based systematic modeling approach is applied to analyze typical deployment scenarios and identify fundamental tactical network properties. The novel framework employs realistic scenario models as well as radio physical layer performance parameters and channel models to effectively capture the dynamic network behavior that needs to be considered for protocol design. The results provide critical insights and guidance to the development of tactical network solutions.
INTRODUCTION
Tactical radios operating in the military very high frequency (VHF)/ultrahigh frequency (UHF) bands have been widely employed for real-time communications in challenging terrains, such as in rescue missions or on battle fields [1] [2] [3] . Leveraging multihop networking capabilities promised by mobile ad hoc networks (MANETs), a mobile tactical network [4] [5] [6] [7] [8] [9] [10] [11] formed across tactical radios, may significantly improve communication coverage in the dynamic and dispersed mission-critical operational theater. The tactical network is also a typical deployment example of MANETs.
The tactical network is, however, very different from generic MANETs. For example, compared with generic WiFi radios used in MANETs, tactical radios in military VHF/UHF bands from 30 to 450 MHz often deliver a much lower link rate (e.g., from a few kilobits per second to a few hundred kilobits per second) and a much longer signal range (e.g., more than 10 km in complex terrains) [1] [2] [3] [4] . This entails distinctive concerns when designing network protocols, as shown later in this work.
Networking schemes for tactical radios were studied as early as the 1980s [1] [2] [3] . These studies clearly identified that dynamic topology changes are detrimental to the performance robustness of networking protocols when operating on tactical radios. It is also noted that these early studies are very limited in applying network mobility scenarios, because of the lack of comprehensive mobility models at that time [12] .
In the past two decades, solutions for MANETs that offer multihop capabilities have been intensely studied and also applied to tactical networks. However, most of the studies, even including those intended for tactical networks, assume high-bandwidth WiFi radios with a link rate of more than 1 Mbps, for example, 6-12 Mbps, and consequently a short range of only a few hundred meters in flat terrains [5] [6] [7] [8] [9] 13, 14] . The results are thus not very applicable to the tactical environment, where radios have different characteristics leading to different network topologies.
The effective design of network protocols requires understanding of both the network topological dynamics and the connectivity attributes exhibited in typical deployment scenarios. Although comprehensive simulation platforms, models, and tools for mobile network scenario analysis have been developed [12, [15] [16] [17] [18] , two critical aspects, which are often ignored, require much attention. First, physical radio link properties determine the topological and performance behavior of the network and thus cannot simply be assumed and abstracted out in the same way as was done in IP networks. For example, the topological dynamics and the data delivery performance of a network based on a disc model for radio signals [8, 9] cannot resemble that of a real network whose link propagation never follows a simple on-off disc behavior [19] . It is thus essential to employ appropriate radio models so that a factual network topology can be obtained for protocol studies. Second, the deployment parameters applied in the network design and evaluation should be realistic. For instance, tactical networks rarely follow a random uniformly distributed mobility model, although such models, for example, the random waypoint model, are most popular in MANET studies. These studies then cannot validate the solution applicability in tactical scenarios [20] .
To this end, in this paper, a novel approach that employs radio signal measurement data [21] [22] [23] , practical deployment mobility models, and application parameters to study tactical network scenarios is taken. The focus is on the long-range, bandwidth-constrained tactical networks as they present an indispensable and yet most challenging case in tactical networking. In this paper, the term "tactical network" refers only to such long-range, bandwidth-constrained networks.
The contributions of this work are threefold:
(1) A novel systematic modeling approach is applied to analyze tactical network deployment scenarios using realistic radio and scenario parameters. This corrects the over-simplified assumptions that have been widely used in MANET scenario studies. The approach is also network protocol independent to discover inherent properties of the network without being limited by a pre-selected protocol scheme. (2) Fundamental characteristics of the tactical network including its topological and connectivity attributes are identified. (3) The obtained results point to important factors in protocol design for the tactical environment, elucidating critical issues and directions for potential solutions.
The rest of the paper is organized as follows. Section 2 describes the network parameters and the proposed network model. The network deployment scenario is presented and analyzed in Section 3. Section 4 illustrates the network properties obtained and explores them to evaluate some typical networking solution options. Section 5 briefly reviews the related work, and Section 6 finally concludes this research work.
MODELING MOBILE TACTICAL NETWORKS
The proposed network model integrates the conventional bottom and top layers of the network, namely, the physical radio layer and the user mobility and application parameters. These two layers, which are probably most distant from the networking layers in the middle, in fact drive the inherent topological and connectivity properties of the network. The observed fundamental network properties from the model are then, to some extent, independent of the network protocols, for example, medium access control (MAC) and routing. They intend to capture the best achievable statistical metrics as critical inputs to the selection and/or design of network protocols.
Network deployment requirements
Tactical networks have small to medium deployment sizes. Although a tactical network can scale up to 100 or 200 nodes in the future, it often consists of only 20-60 or even fewer nodes for operations on the run, much smaller than generic networks, for example, the fixed IP network. Instead of scalability, communication responsiveness, reliability, and robustness are primary concerns, quite different from the "best effort" service offered in most generic networks. Despite very limited link capacity, the traffic of tactical communications is predominantly broadcast and multicast. Real-time voice has higher priority compared with other applications. Situational awareness information, for example, position data, generates typically small-sized data packets. The traffic profile has distinct patterns where commanders constantly communicate with their group(s). Network deployment scenarios often involve multiple groups of different roles, exhibiting a group-based mobility pattern.
Tactical radio links
The model starts from the radio links. Table I summarizes important variables and symbols used in this paper. A link between two radios is described by the probability of having the link given the signal propagation properties in the deployed terrain. A network of N nodes is thus modeled as an undirected time-variant geometric random graph
.t /ji; j D 1; 2; : : : ; N o with p
.ij / l .t / being the link probability between nodes i and j (or j and i ) at time t [24] . As the VHF and low-UHF links often show robust symmetric properties in both directions, the undirected graph assumption is reasonable, although the analysis can be extended straightforwardly to the directed case.
The link probability p
.t / is determined by the radio signal propagation properties in the VHF/UHF tactical band [21] [22] [23] . The signal propagation loss is decomposed, on the basis of the signal measurement data obtained in the given band, into a path-loss component, a slow-varying local component of shadowing that has a log-normal distribution, and a fast-varying component with a Rician distribution. The Rician distribution is derived from VHF radio measurement data [23] . The VHF propagation often exhibits a dominant path between the transmitter and the receiver, such as a line-of-sight or a strong coherent component. Given the rather narrow channel bandwidth of tactical radios (e.g., 25 kHz), its envelope statistics are often well modeled by a Rician distribution, as shown in [23] . Even in urban environments, Rician fading is often observed, contrary to the conventional wisdom that urban areas exhibit primarily Rayleigh fading [23] . It is estimated that higher VHF and UHF band signals may exhibit a Rayleigh distribution more closely. However, the Rician model is reasonable considering that Rayleigh fading is a special case of Rician fading with the K-factor equal to zero.
A three-stage model is thus applied to describe the link: (1) the area mean depending on the path-loss characteristics in the range from the transmitter to the receiver; (2) shadowing within the receiving area with a log-normal distribution; and (3) instantaneous power superimposed with Rician fading.
The first component of the local area mean of received power at time t can be obtained as follows:
where TP X is the transmission power,˛.d 0 / is the mean path loss at a reference distance d 0 in the far-field of the transmitting antenna, d ij .t / is the distance between nodes i and j , and Á is the path loss exponent.
The slow-varying shadowing component follows a lognormal distribution with a standard deviation. Then, the composite pdf for the instantaneous power of the desired signal Y at time t can be obtained as [24, 25] follows:
where K is the Rician factor, s D OE2Kx=.K C 1/ 1=2 , and I 0 is the modified Bessel function of the first kind. This leads to the following:
where S p is the received power threshold for a required reception accuracy, given the background noise power.
Although the MAC layer in a tactical network often employs a scheduling mechanism to handle hidden nodes and other interference issues, interference that cannot be controlled by the MAC (e.g., jammer attacks) will be present. Thus, interference is considered by an additional random noise added to the receiver noise floor, as shown in the computation of the model in Section 3.
In [21] [22] [23] , signal measurements and empirical modeling are applied to characterize the propagation properties of VHF tactical channels. The aforementioned path characteristic parameters including˛.d 0 /, Á, and and Rician K factor are obtained for different types of terrain, which are employed in computing the model as to be shown in Section 3. Using tactical UHF channel measurement data, we can also directly apply the analysis to a UHF-based tactical network.
The link probability p (2) is a time-dependent variable, dependent on the distance metric d ij .t /, which changes according to the network mobility model. To avoid over-simplified assumptions of node position distributions, realistic mobility scenario trace files are employed. The trace files can be gathered from operation exercises or produced by a mobility scenario generator, for example, the BonnMotion mobility generator [26] . The trace files contain the trajectory of each node by logging positions of the node through time. Then, given a set of time instants with sampling interval T , that is, fT ; 2T ; : : :; W T g where 
Matrix DS.k/ is then applied to calculate the link probability at sampling instant kT . The network at time kT is thus captured by the N N link probability matrix:
.k/ji; j D 1; 2; : : : ; N ; k D 1; 2; : : : ; W o
With T sufficiently small, P l .k/ characterizes network links for the entire modeling duration. The network receives frames instead of only a signal symbol or bit. The radio layer also has frame coding, protection, and recovery capabilities. Thus, in selecting the value for S p in (2), the signal-to-noise ratio (SNR) determined by the required frame reception rate on each link is chosen, rather than the SNR for a simple bit error rate.
Denote the frame success probability across an existent link as p ls . In analytical models, p ls is often obtained by chaining the bit success rate on the basis of the packet/frame length [27] . A more realistic value for p ls is however derived from the block/frame error rate measured on a typical tactical radio design. This is because the frame error/success rate is affected by various physical layer parameters, such as bandwidth, link transmission rate, error correlation, and coding rate, in addition to the packet/frame length. Figure 1 shows a sample of the frame error rate metric obtained by simulating typical tactical radio designs on the selected band, considering all key parameters such as modulation and coding [28] . Multiple design options of modulation and coding are evaluated to obtain realistic and yet not implementation-specific metric values. This approach gives a more accurate characterization of the radio physical layer for the network model, compared with other commonly used simplified frame/packet error rate calculations. It is by selecting a required and yet achievable p ls that the ratio of received energy per symbol to noise power spectral density (E s =N 0 / employed in the frame error measurement ( Figure 1 ) can be mapped to the received SNR, denoted as R snr , by using
CR , where R b , B, and CR are transmission bit rate, bandwidth, and coding rate, respectively. Denoting the receiver noise floor as R X_NF , we have S p D R snr R X_NF , where S p is the signal threshold in (2) . In this way, the S p selected for calculating the link probability models the frame/packet delivery behavior.
The tactical network model
.k/, the average node degree can be obtained as
For each given node i , its node degree is written as
The probability that a link changes its state from sampling instant .k 1/T to kT is calculated as
Now, for any node i , the expected number of its links that change states at time t D kT is given by
The path probability matrix of the network is computed to examine the network connectivity. The tactical network supports both voice and data, with real-time voice as the primary service. Real-time voice traffic requires paths of high availability and low latency. Retransmissions may not be performed at intermediate nodes even if errors occur in the reception. The path probability matrix for voice v .k/, with the .i ; j /th element
v .k/ defined as the voice path probability between node i and j at time t D kT , is computed assuming that the transmission from source to destination prefers all the intermediate hops to be available simultaneously and that the link and frame reception probabilities are independent on each transmission. A modified Floyd shortest path algorithm can be used to select the maximum path probability, as shown in Figure 2 , at each sampling instant t D kT ; k D 0; 1; 2; : : :; W . It generates the voice path matrix v .k/, covering all the nodes in the network through the entire network modeling duration. Other auxiliary data structures are used in the path computation algorithm to capture the list of hops contained along each path, which are not shown here to keep the descriptions succinct.
Voice can tolerate a small number of delivery errors. Denoting the minimum required delivery ratio of voice packets as p dr and under the assumption of i.i.d. links, the path probability .ij / v .k/ of the voice path between any two nodes i and j must satisfy
where h is the number of hops the path traverses. With small p ls , high p dr , and/or large h, it may not be possible to achieve
, indicating that a path with the required delivery ratio p dr does not exist in the network at the instant. Under this circumstance, Algorithm 1 as shown in Figure 2 returns the best possible path obtained, that is, the highest .ij / v .k/. Different applications may require different p dr values. In general, p ls needs to attain a relatively high value in the multihop networking environment to achieve a high p dr .
The path for data can differ from that for voice. Data communications tolerate end-to-end latency but not errors. Retransmission is used, for example, using a per-hop automatic repeat request scheme, to ensure reliable delivery. In this case, the "hop count" is formulated as the expected number of transmissions for the packet to traverse a hop. This hop count can be viewed as the path cost representing the spectral cost in terms of "number of sends," approximating the occupancy of spectrum. The probability that a packet is successfully received over a link between nodes i and j is pp
.k/ p ls . The expected total number of packet transmission attempts and ACKs over the link [27] , which is the spectral cost of the hop, is
The path matrix for data, d .k/, with its .i ; j /th element
.k/, can thus be computed by using the algorithm in Figure 3 .
Taking fk D 1; 2; : : :; W g, Algorithms 1 and 2 generate the path matrices for voice and data at each sampling instant during the modeling time of the network. Given different path selection criteria, different path matrices can be computed by applying an appropriate optimization algorithm in a similar way. These path matrices generated are statistically the best possible paths that exist in the network, based on the selected path criteria, varying over time during the network operation. They represent topological attributes of the network based on the given radio and application parameters, independent of the routing protocols. A given protocol may or may not obtain the same paths depending on its path selection mechanism. The majority of traffic in the tactical network consists of broadcast and multicast packets. To identify the path coverage conditions of the network under dynamic topology changes, the network connectivity level is evaluated in the model. The average network connectivity level C N .k/ is defined as the ratio of the expected number of paths over the possible total number of paths (node pairs) in the network, given by
where .ij / .k/ is the highest possible path probability between nodes i and j computed over all possible routes at the kth sampling instant. To obtain .ij / .k/, the voice path computing algorithm (Algorithm 1) is applied with D 1 to find the best path probability and thus statistically the highest connectivity level in the network at each sampling instant.
SCENARIO STUDIES

Radio and channel parameters
The models established in Section 2 are employed to analyze sample networks, given radio parameters as listed in Table II . The link transmission rates often vary in the field. The rate is lowered when a long-range signal is needed to reach a remote node. The transmission power is based on a vehicle-mounted unit. The receiver noise floor in the field is higher than the conventional value (e.g., 130 dBm) to incorporate the effect of interference. Considering some typical tactical voice codec, for example, NATO standard mixed-excitation linear prediction (MELPe) voice format, a sample voice packet is about 50 bytes long, including headers in a compressed format. This maps to a small frame duration of approximately 12 ms. Data traffic often consists of situational awareness information such as location data and short file/message exchange. The frame size for data varies from 12 to 25 ms [28] . Given the voice and data frame sizes, an achievable frame error rate for p ls is 10 3 , as seen in Figure 1 . Selecting p ls D 0:996 in computing paths, the required SNR ranges from 4.25 to 23 dB, calculated using the frame error metric (e.g., Figure 1 ) and the method described in Section 2.2. A lower SNR usually is needed for a lower link rate and/or a higher SNR for higher link rate. On the basis of the voice application requirements, p dr 96% is chosen. The path loss margin (in dB) L m D TP X R X_NF R snr D TP X S p , is between 118 and 168 dB.
Two example scenarios are selected: a semi-rural and an urban terrain type. The path loss parameters obtained from the radio measurement data [21] [22] [23] are listed in Table III . The link probabilities in the two terrains are calculated and plotted in Figure 4 , where the path loss margin is 140 dB for the semi-rural case and 144 dB for the urban case.
Scenario 1-semi-rural network deployment
The semi-rural environment where the signal propagation measurement data were taken has a significant amount of rural and forested areas, some overgrown farm fields and a few two-story or three-story brick buildings [21] [22] [23] . The network has 38 deployed radio nodes in a 16 km by 16 km field, which is divided into four 8 km by 8 km nonoverlapping quarters. Among all the nodes, three of them form a commander group positioned in a 4 km by 4 km area at the center of the field. A group of eight nodes is deployed in each of the four quarters. The mobility of commanders and the four groups follows the reference point group mobility model [17] . The remaining three nodes are individual nodes with assigned tasks such as reconnaissance or special operations. These three nodes move in the entire 16 km by 16 km field according to a random waypoint model. Except for the commander group, all the nodes travel at speeds in the range of 30-80 km/h, with an average pause time of 0-10 min. The commander group has an average pause time of 30 min and moves between speeds of 0 and 30 km/h. Within each group, the maximum distance from any node to the group center varies between 2 and 4 km. A total of 10 networks are generated to average the computation results. The modeling time for each network is 9000 s, and the sampling interval is chosen as T D 3 s, which is sufficient to capture the updates caused by the defined mobility in the given terrain.
From Figure 4 , in this scenario, nodes less than 7 km apart can hear each other with a probability very close to 1. When nodes are farther apart, the link quality declines. Nodes within a group can mostly reach each other in one hop. Relays are needed to communicate across groups. The behavior is however far from a simple on-off disc model with a fixed radius.
The link probability matrix
.k/ i at each sampling instant is obtained to compute various properties of the network. Figure 5 shows the distribution of node degree in the network for the SNR at the receiver varying from 12 to 23 dB, given TP X D 46 dBm and average R X_NF D 107 dBm. A higher SNR supports a higher link transmission rate. When the required SNR cannot be met at the receiver because of increased path loss and/or floor noise/interference, the link quality (probability) decreases. Reducing the link transmission rate may then improve the link quality by lowering the SNR required for reception. The selected SNR values mostly correspond to link rates between 32 and 64 kbps, considering both voice and data frame sizes and parameters used in typical tactical radios. In Figure 5 , a higher SNR required at the receiver results in shorter signal range and smaller average network node degree, whereas a lower SNR needed for reception results in a longer signal range and higher average node degree. The average node degree varies from about 16.5-34 when the required SNR at the receiver changes 11 dB, or equivalently, when the path loss margin L m changes 11 dB. These levels of node degree in the network are fairly high, indicating congested radio neighborhoods. Without losing connections in the network, one approach is to maintain a small node degree and relieve the neighborhood congestion by adjusting the link transmission rate (e.g., increasing the rate and thus reducing the signal range).
Network node degree is also closely related to the number of hops paths must traverse in the network. That is, it is related to the cost of network paths. Figure 6 shows the distribution of the network path cost, for both voice and data traffic, in relation to the average node degree in the network. In Figure 6 , "av_nd" stands for "average node degree," "dh" is for data path hop count, and "dc" is for data path spectral/send cost. For node degrees ranging from 16.34 to 31.17, the network diameter varies from 9 to 3 for voice ( Figure 6(a) ). The network diameter for data varies from 5 to 2 in number of hops (solid lines in Figure 6 (b)), which is smaller than that of voice, because data paths may employ retransmission for reliable delivery rather than using a path with more hops. The spectral cost of retransmission is, however, rather high (dashed line in Figure 6 (b)), with a maximum value of more than 10 when the node degree is about 25.
Relay across multiple hops impedes performance by further reducing throughput on the low-rate links and increasing the end-to-end delay. More hops along a path also give rise to increased packet loss when any of the intermediate nodes moves and interrupts the path. The packet delivery performance often deteriorates with each added hop. Even with high quality links that have a link probability p .ij / l D 0:99 and frame reception probability p ls D 0:996, a three-hop voice path will have a packet delivery ratio p dr D p .ij / l p ls Á 3 < 96%, failing to meet the application requirement. Thus, the network needs to have a small diameter. Maintaining such a closely connected network with a diameter of 3-4, the average node degree tends to be fairly high, at more than 25.
With lower node degree and increased number of path hops, the network connectivity level C N .k/, defined in (7), is reduced. The network connectivity level for the entire network modeling duration is plotted in Figure 7 . When the node degree decreases to about 16, the network connectivity level can drop to lower than 80%. This takes place when the received SNR decreases about 10 dB, which can often happen in the field. The sharp decline happens when an entire group is partitioned from the rest of the network, because of the group-based mobility model. The high SNRs selected, that is, from 12 to 23 dB to support a relatively high data rate from 32 to 64 kbps in the 25-kHz channel, also increase the sensitivity of the connectivity level. The network may either reduce link transmission rates to maintain a small network diameter and consequently high node degree or employ a multipath strategy to sustain the performance.
From the network path matrix, the path durations can be obtained. Table IV lists average durations and standard deviations for paths from different nodes to all other nodes in the network. Recall that the three commander nodes are in the middle of the network and the three individual nodes travel randomly in the entire network. An increased node degree stabilizes the paths and extends their duration. The deviations of the path durations are fairly large. Some of the paths, for example, the paths between nodes in the same group, stay unchanged for the entire network modeling duration of 9000 s. On the other hand, other paths may change frequently during a certain period. That is, a path may be stable for a while. Then, it starts to change, selecting a new hop in every sampling interval for a period, until it restabilizes. During the period of path churns, the path often lasts for less than 3 s. Significant packet delivery loss may be incurred if the routing protocol cannot keep up during the path churns. Again, increased node degree may improve the path duration at the expense of reduced link rate and aggravated radio neighborhood congestion. These issues and their implications on the network protocol design are further elaborated in the next section.
Scenario 2-urban network deployment
Urban canyons present the most challenging terrain for tactical networks. In this scenario, 38 nodes are deployed in a downtown area of 4 km by 4 km. All nodes follow the Manhattan grid mobility model [26] , confined to streets separated by blocks of about 100 m in size. The measurement data taken from an urban environment are used in the models. The downtown area measured is heavily built containing 20-story glass and concrete buildings [23] . In addition, store fronts along some commercial streets have older brick construction of two stories. There were many vehicles in motion around the area where the measurement was taken. As shown in Figure 4 , in a typical case with a path loss margin of 144 dB, the signal range extends to 1.2 km with a link probability very close to 1. At 3 km, the link probability declines to about 0.7.
Similarly to the previous scenario, three commander nodes are in the 1.2 km by 1.2 km central area of the field. Four groups are dispatched to the four non-overlap quarters of 2 km by 2 km in the 4 km by 4 km deployment field. In each group, two nodes are moving in the central 1 km by 1 km area of its quarter, whereas six others cover the entire assigned quarter. Three special operation nodes traverse within the entire deployment area along the streets. Although varying from time to time, an average traveling speed of 18 km/h is used for the commander nodes and 30 km/h for other nodes. The commander nodes may pause for 20 min while all other nodes may pause for 5-10 min in their movements.
The node degree distribution is presented in Figure 8 . The cost distributions of voice and data paths are illustrated in Figure 9 (a) and (b), respectively.
Compared with the semi-rural scenario, to maintain a similarly small network diameter of 3-4, the average node degree is found to be higher in the urban scenario, at around 29. In the urban environment, nodes experience severe path loss, leading to more hops/sends required for reachability. Again, the plots illustrate considerably higher spectral costs (dashed lines in Figure 9 (b)) than the hop counts (solid lines in Figure 9 (b)) in multihop data transmissions. Although experiencing more path loss than the semirural scenario, the urban scenario shows less connectivity level degradation when the node degree decreases and the network diameter grows. With a 13-dB drop in the received SNR, for example, the lowest connectivity level holds at 84%. The reason is that the Manhattan grid model does not pull nodes into a close group, as was the case in the group reference model. Thus, compared with those in the previous scenario, the nodes here are more uniformly distributed, even though they are separated into groups in different quarters. A uniform node distribution sustains connectivity better under channel variations. The slower node traveling speed in the urban area also assists the connectivity. The path durations are longer than those in Scenario 1, except for the individual nodes, as shown in Table V . Again, although the average path durations are not very short, the path churns usually span several sampling time intervals. The individual nodes in this scenario have shorter path durations because of long and confined trajectories along the streets.
The node placement is critical in evaluating protocol performance. A protocol that performs well in more uniformly distributed deployments may not do as well in a groupbased deployment. On the other hand, if it is possible to arrange node placements, a more uniform distribution should be attempted to enhance network endurance to channel variations. 
NETWORK PROPERTIES
The dense neighborhood
It has been observed from both scenarios that a fairly high average node degree is required in order to maintain a relatively small network diameter. In fact, from graph theory, to guarantee the network diameter at a given small value of u, the node degree must be fairly high. It is shown in [29] that for a given connected graph of N nodes and an integer u satisfying N 1 > u > 2, the node degree is bounded by r, such that if every node has its node degree r, the diameter of the graph is at most u. The value of r is given by
with OEx denoting the largest integer not exceeding x and m an integer greater than 1. The tactical network model assumes a geometric random graph rather than a general graph. In this case, with a network diameter upper bounded by u, the lower bound of the node degree tends to be higher. This can be seen as follows. It is shown in [29] that a graph can be formed as h1i ha 1 i ha 2 i ha 3 m 3 i h1i
where hj i denotes a nonempty complete subgraph with j nodes and j 2 Á edges. Two nodes in the different subgraphs in (9) have a direct link between them if and only if the two subgraphs are adjacent in the chain presentation. In the chain of (9), if the degree of each node is at least r, the diameter of the graph, which is the number of hops between the first and the last subgraph of the chain, is proven to be at most u. In the tactical network model, all links have a probability between "1" and "0" rather than being "1" or "0". For every two nodes i and j s.t. i 2 ha 1 i and j 2 ha 1 i, the link between them must have a link probability p .ij / l D ı, where ı has to be very small, for example, ı < 0:01 to ensure that the two end nodes are connected. Recall that link probability has to be higher than 0.99 for a three-hop path to have a packet reception ratio useful for voice applications, that is, to have two nodes "connected" in three hops, as discussed in the previous section. For the same reason, given any nodes k 2 ha 2 i and q 2 ha 3 i, one has 1 p Figure 4 . This shows that whereas in a general graph, the node degree of any node i 2 ha 1 i is A 1 D 1 C .a 1 1/ C a 2 [29] , in the geometric random graph here, the node degree of any node i 2 ha 1 i grows to be A 0 1 > .1 C .a 1 1/ C a 2 /.1 ı/ C 0:8a 3 D A 1 .1 ı/C0:8a 3 , considering nodes in ha 1 i may even have weak links connecting nodes further than ha 3 i. Thus, for the networks considered here, A 0 1 > A 1 may easily hold. For example, even with a minimum a 3 D 1, A 0 1 > A 1 is true for A 1 < 80 and ı < 0:01. Then, the following is true: In the tactical network model, for every subgraph in the chain of (9), any node in the subgraph will have a higher node degree when compared with the case of a general graph. It is also true for the case of urban terrain, where the link probability is close to "1" until nodes are 1.2 km apart and still maintains at about 0.87 when the distance expands to 2.4 km. Therefore, in the tactical network, to guarantee a network diameter u, the minimum node degree is generally higher than r given in (8) . Thus, in theory, to guarantee a network diameter u Ä 4 in the network of 38 nodes, the minimum node degree must be 18.
This condition is sufficient but not necessary. It is possible to form a network with a diameter u where the minimum node degree in the network is smaller than r. In our experiments, the node degree observed however is rarely below r. Taking voice paths as an example, the conditions of node degree in relation to network diameter are shown in Table VI . To obtain the minimum and maximum node degrees, (4) is used to compute the node degree for each node at every sampling instant. Minimum node degrees much higher than r are often encountered.
The previous discussions demonstrate that in theory, the minimum node degree in the networks considered will be fairly high. High node degrees result in congested radio node neighborhoods. Networking protocols that apply two-hop neighborhood information collected via a periodic neighborhood discovery message such as HELLO [4] [5] [6] [7] 13, 14, 30] will incur increased overhead in such networks, because the message size and volume grow with the size of the neighborhood. As shown in [11] , without counting any headers, HELLO message load reaches around 20 kbps in each node neighborhood in networks of scenario 1 that have a diameter of 3. Applying an efficient address compression on the HELLO message [31] , the overhead on average still exceeds 6 kbps, excluding all headers. This occupies about 10% (higher in reality when counting headers needed for transmissions) of the 64-kbps bandwidth shared per neighborhood and thus may not be tolerable, considering that the link rate may need to decrease from time to time to maintain the network connectivity. Routing strategies for this type of tactical network thus may have to consider approaches based only on information of the one-hop neighborhood [10, 11, 32] , unless the radio link rate can reach more than a few hundred kilobits per second. Because of the high node degree, at least a few alternative relay nodes/paths exist between a source node and a destination node, with similar quality in terms of the endto-end path probability. Note that voice paths may have difficulty to maintain the required packet reception ratio when multiple hops are involved. A multipath redundant delivery strategy may be applied to improve the delivery ratio and trade that off with increased spectral cost.
Path criticality and network hubs
When network node degree distributions are evaluated, the nodes in the center of the network are found to be network hubs, as they have a much higher node degree than other nodes. These nodes are also path critical nodes for the network, as many paths selected by common optimization algorithms, as shown in previous sections, traverse through them. This is much more pronounced in the semirural deployment scenario, where a group-based mobility model is applied. The three commander nodes have the highest node degree in the network and become path critical nodes. This illustrates a very congested radio neighborhood around the commander nodes. It also results in strong connectivity between the commander nodes and the rest of the network, with paths from the commander nodes to all other nodes in the network having mostly one hop, which may be desirable for supporting typical tactical traffic patterns.
The average voice path probability from any of the three commander nodes to all the other nodes in the network, referred to as the "commander's average path probability," is obtained from the voice path matrix computed at each sampling instant. It is found that the commander's average path probabilities are closely related to the average network connectivity level C N .k/. In Figure 10 , one commander's average path probability is plotted together with the network connectivity level C N .k/ for scenario 1, to illustrate this observation. Similar observations hold for other commander nodes in scenario 1 although are much less pronounced in scenario 2. Such a match is not found for any other nodes in the network.
The phenomenon shows that a hub node has a global view of the network overall connectivity by simply observing its own connectivity conditions with the rest of the network. On one hand, the hub nodes are path critical nodes that assume relay duties for many paths, a situation that creates critical paths, vulnerability, and bottlenecks in the network. Thus, a routing algorithm should carefully apply optimization criteria to avoid overloading the critical nodes. On the other hand, the hub nodes can be good candidates for network connectivity monitoring functions to evaluate the entire network reachability status.
Link dynamics
The dynamic link changes in the network can be captured using (5) and (6) . Figure 11 illustrates the distribution of the percentage of links that change their states across each sampling interval. For example, with node degrees of 16 and 18 in the semi-rural and urban cases, respectively, on average, about 23% and 25% of the links in the network experience state changes in a 3-s sampling interval. This amounts to about 160 reports of 80 links changing their state at a given time in the network, and every node has at least one link change across each sampling interval. The urban scenario experiences higher link dynamics than the semi-rural scenario. A higher node degree stabilizes the link status in both cases. The frequent link state updates may engender extensive link status reports in many quality of service (QoS)-based routing schemes. Because of the high reliability required and the relatively high packet loss ratio on the radio links, QoS routing may be necessary. However, the link status update cost and the instability of the overall link status in the view of each node need to be considered. Additionally, path churns as identified in the previous section may force path selection to take place frequently (e.g., every 3 s) in a certain period. This demands highly up-to-date link status and more frequent update reports. Reporting link status updates in the network to achieve QoS routing can thus be very costly and not sustainable. These findings have led us to a different approach where only a few critical links need to report their status updates. The network hub nodes are leveraged to observe the link changes without invoking reports from many other nodes when links are symmetric. Simulation results from this new approach show improved path QoS with reduced and well-contained link update overhead [33] .
RELATED WORK
Investigating network fundamental behaviors to assist network system design has drawn attentions lately [15, 16, 18] . Many of the studies have been focused on analysis of interactions between users and networks to improve the overall network behavior prediction and control [15, 16] . A new system framework and extensive tools for adaptive protocol design and scenario analysis have been proposed [15, 18] . However, few reports have analyzed mobile tactical networks with a focused consideration of physical layer effects to identify various critical factors that impact the overall network topology and performance. Even in tactical scenario studies [18] , only short-range high-UHF and high-bandwidth radios, which are very different from the tactical radios operating on VHF and low-UHF bands, are considered.
Studies of basic characteristics of MANETs have been conducted in the past and have resulted in analytical models that capture the link probability, the stability distribution of links [34, 35] , and other network properties (e.g., connectivity) [36, 37] . In [37] , given the node's maximum transmission range, the number of nodes required to cover a certain area with a k-connected network was found. Results on node degree distribution and network max-flow capacity were also presented. However, these analytical models assume a random uniform distribution of nodes and a simple link model of disc signal coverage and suffer from border effects. Although providing good theoretical benchmarks, they do not consider specific tactical network scenarios, deployment conditions, or channel properties. Their applicability in providing guidance to tactical network protocol design may thus be quite limited.
Another large body of related work in the area of MANETs includes extensive protocol design and simulation effort [4] [5] [6] [7] [8] [9] 13, 14] where network scenarios were established for mission-critical MANETs, which to some extent may be close to the tactical network discussed in this study. Besides using generic WiFi radio (e.g., IEEE 802.11) models in the studies, the simulations are mostly specific to a particular implementation of each of the different layers and do not easily generate detailed measurements of basic network properties. In this work, we have leveraged and applied the advances of simulations for MANET, especially in employing various mobility models that are very applicable to different segments in the tactical deployment to compose tactical mobility scenarios.
In tactical networks, node mobility is often not random, nor are the nodes uniformly distributed; a simple link model is also inadequate as link properties in the mobile radio networks have become much more critical, impacting overall network performance. In [10, 38] , a preliminary version of the network model of this work was presented and applied in selecting network protocol design options. In the previous work reported in [10, 38] , the channel model was incomplete without considering the fast-fading component, and only very limited scenario cases were explored. This work completes the network model and establishes the empirical results for the fundamental network properties of tactical networks to identify critical issues, challenges, and potential directions in the network solution design.
CONCLUSIONS
This paper presents a new network modeling approach to study the fundamental properties of tactical networks in typical deployment scenarios. The approach employs realistic physical and scenario layer parameters and geometric random graphic models to identify network behaviors. It is found that radio and scenario parameters significantly affect the network properties, for example, path hop count distributions, network diameters, network connectivity levels, and path duration distributions. Therefore, the simplified assumptions on radio signal range models and node mobility distributions that have been widely used in network protocol studies may easily fail to engender robust networking schemes for the tactical environment.
The results point to very high radio neighborhood density and congestion levels in the tactical network. They also illustrate very intensive link and path dynamics at times, such as path churns in a short period even though the path durations are, in general, much longer. This leads to possible excessive overhead cost for popular networking protocols when updating two-hop neighbor information and when updating link status for QoS improvements. Even so, the node degree may still not be high enough to maintain network connectivity and required packet delivery ratio along multihop paths when the received SNR fluctuates. These findings highlight the need to apply alternative options such as selected critical link update schemes and multipath redundancy delivery strategies for QoS routing, for example. The results also provide important guidance in selecting parameters for network operations, for instance, path loss margins and link transmission rates, to sustain robust performance. In our current work, tactical networking protocols are being devised on the basis of the understanding of the dynamic network behaviors gathered from this study to achieve enhanced network reliability and performance.
