ABSTRACT Recent years have seen an upsurge in novel techniques to satisfy the ambitious requirements of modern wireless cellular systems in terms of area spectral efficiency whereby users located anywhere in the cell, even at the edge, should be able to obtain a reasonably large throughput. In particular, interference control/cancellation techniques based on different forms of frequency reuse (FR) and coordinated multipoint transmission (CoMP) have shown great potential to realize such a goal. This paper proposes a framework to evaluate the combination of FR and CoMP from a multi-objective performance point of view, where different metrics related to capacity and fairness can be incorporated. This framework rests on a physical layer abstraction derived for the particular case of block diagonalization-based MIMO processing, a widely used technique known to perform close to optimality yet remaining computationally simple. For the derived results to be practically relevant, all wireless channel effects have been considered (e.g., large and small propagation losses, shadowing, and antenna directivity) as well as the existence of per-base power constraints when using CoMP. Numerical simulations show that the design of the FR parameters play a key role in the overall network performance and suggest the use of utility-based functions that combine various metrics as a suitable mechanism to conduct this optimization.
I. INTRODUCTION
Orthogonal frequency division multiple access (OFDMA) has played a pivotal role towards the success of 4G systems thanks to its easy combination with multiple antenna techniques (i.e., MIMO systems), the flexibility it provides in terms of radio resource management and its implementation simplicity [1] . At the moment, there is an intense debate about what is the most appropriate physical layer (PHY) to underpin the next generation of mobile networks, so called 5G systems. While alternative signal waveforms have been proposed such as filterbank multicarrier (FBMC) [2] or generalized frequency division multiplexing (GFDM) [3] , an increasing number of actors in the 5G arena strongly advocate to continue using OFDMA [4] - [6] . Nevertheless, and irrespective of the chosen PHY, in order to satisfy the stringent quality of service (QoS) requirements under discussion within 5G fora, many of the techniques typically used in 4G will need to be fully optimized and combined with a plethora of new mechanisms such a massive MIMO or densification approaches. This work focuses on the combination of two techniques that have been extensively used in the latest releases of LTE and that are bound to keep playing a major role within 5G, namely, frequency reuse techniques and coordinated multipoint transmission (CoMP, also known as network MIMO). Both techniques share the common goal of trying to reconcile the maximization of system capacity and the provision of certain QoS guarantees for the users located far away from their serving base station (BS).
Frequency reuse, a core technique in cellular architectures, aims at increasing the spectral efficiency of the network by allowing the reuse of the allocated spectrum in different regions of the coverage area. Ultimately, under universal frequency reuse, all of the spectrum is reused in all cells comprising the network, however, this solution is rarely used in practice in OFDMA-based systems as users located in the cell-edge tend to experience extremely low signal-to-noiseplus-interference ratios (SINR) due to, on one hand, the large path loss from the serving BS and, on the other hand, the large power levels received from the interfering neighbouring BSs. Sectorization using directional antennas and more refined forms of frequency reuse have, up to a certain extent, effectively tackled the cell-edge coverage problem. In particular, and among many others, fractional frequency reuse (FFR) and soft frequency reuse (SFR) have become the dominant reuse techniques in current cellular systems [7] . In FFR, a low frequency reuse factor is chosen for the cell-center users, less affected by co-channel interference, and a larger frequency reuse factor is used for the cell-edge users, more prone to strong ICI. SFR [8] is a variation of FFR whereby the central region of each cell is also allowed to employ the frequency resources allocated to the edges of the neighbouring cells, thus the whole system bandwidth is re-utilized in every cell. Furthermore, and adding an extra degree of freedom with respect to FFR, different powers can be allocated to the central and edge subcarriers. More specifically, a lower power is used for the subcarriers assigned to the central region whose users will typically be closer to the BS, whereas more power can be allocated to the edge region subcarriers with the aim of increasing the SINR of those users located far away from the BS and more prone to intercell interference (ICI). In order to optimize the overall area spectral efficiency, the reuse factor at the cell-edge, the parameters defining the cell center and edge regions and the spectrum allocation (either static or dynamic) to center and edge, must be carefully designed to strike a balance between maximizing frequency reuse and minimizing intercell interference [9] , [10] .
Complementing interference coordination techniques such as FFR/SFR, interference cancellation/control through CoMP [11] , [12] , already present in the latest deployed releases of 3GPP Long Term Evolution-Advanced (LTE-A, Releases 10/12) [13] , aims at further pushing forward the different metrics that define the network performance and indeed it has been identified as a key element in future LTE releases [14] . Cooperation among BSs can take many forms as exemplified by the different techniques standardized within 3GPP LTE/LTE-A [1] . As far back as in Release 8, signalling mechanisms were included that allowed neighbouring BSs to coordinate the scheduling of RBs so as to minimize the interference of users located in the cell edges. Release 10 pushed coordination forward by introducing the concept of joint transmission whereby data was transmitted to a user from potentially different BSs, in particular, all the cooperative BSs jointly scheduled a common user for transmission or, alternatively, BS selection was performed allowing the data to be transmitted from the most favourable BS. The forthcoming releases of 3GPP LTE are expected to fully implement CoMP in its most general form by allowing a cluster of BSs to jointly communicate with a set of users by exploiting the availability of a backhaul network that allows the BSs in the cluster to share user's data and/or channel state information (CSI) and this will be indeed the scenario considered in this work. Interestingly, the combination of CoMP and FFR/SFR act synergetically to improve the performance of cell-edge users while cell-center users can be served by a single BS owing to their higher SINR. There are many techniques at hand that can be employed to implement coordinated transmission depending on the amount of information shared among the BSs (i.e., deterministic or statistic CSI and/or user data), the type of processing (linear or non-linear) or the number of target users (single user or multiuser) [15] .
Regardless the form of CoMP, a key practical issue that requires of careful consideration is the extent of the cooperation. In its most ambitious form, CoMP could try to coordinate all BSs forming the network over a large geographical area with the aim of completely eliminating any form of interference. Unfortunately, this would potentially require of a huge backhaul bandwidth to make the data and complete channel state information (CSI) of all users available at all BSs. A more plausible approach consists of dividing the network into clusters and limit the exchange of information among the BSs forming a cluster. Inevitably, this simplification comes at the cost of having to withstand a certain amount of interference from the out-of-cluster uncoordinated transmissions. Nevertheless, it is shown in [16] that a small cluster size (3 BSs) when combined with antenna sectorization results in a practical architecture that is able to reap most of the benefits CoMP can provide.
CoMP processing bears many similarities with multiuser MIMO (MU-MIMO) [17] , and indeed, it can be considered a particular form of MU-MIMO. In MU-MIMO, and unlike conventional MIMO techniques, multiple antennas at the transmitter side are employed to simultaneously serve a group users, thus effectively implementing spatial division multiple access (SDMA). While the standard form of MU-MIMO assumes that all transmit antennas are collocated, in network MIMO (CoMP), the transmit antennas are allowed to be geographically separated. Both architectures, MU-MIMO or CoMP, rely on some form of precoding that tries to minimize the interference among the data streams of the different users while maximizing their individual SINRs. Linear precoding [18] - [20] has been shown to be nearly optimal when the number of users is large while remaining considerably simpler to implement than the optimal (non-linear) approaches such as dirty paper coding (DPC) [21] . In the particular case of CoMP, and unlike MU-MIMO, the design of the precoder matrix becomes more complex if, as is the case in most practical deployments, per-BS power constraints must be fulfilled [15] , [22] . In this paper, schemes based on block diagonalization (BD) [20] will be considered since it has been shown to be nearly optimal in terms of capacity provided that the coordinated users are appropriately selected [23] . Nonetheless it should be stressed that any other form of precoding for which an overall SINR expression can be derived, could be easily incorporated to the proposed framework.
Some authors have already considered the joint optimization of frequency reuse and CoMP-based transmission (e.g., [16] , [24] - [26] ) but mostly focusing on throughputrelated single optimization metrics. However, in order to be able to appreciate the overall impact of both mechanisms without neglecting details of the overall network performance, several metrics must be jointly considered [27] . Relevant examples of such indicators include the Jain's fairness index (JFI) or the rates attained by a given percentage of the worst users, which serve to complement results related to the average spectral efficiency, and thus jointly provide a more panoramic view of the network performance. Remarkably, González [28] introduced a methodology based on multi-objective optimization that precisely pursues the maximization of utility functions that combine different indicators, however, this work solely focuses on noncooperative FFR/SFR-based networks. Incidentally, recent works such as [29] and [30] have addressed the multiobjective optimization of different network architectures where the information rate and energy issues where effectively traded-off. Nonetheless, and to the best of these authors' knowledge, the multi-objective optimization of frequency reuse CoMP-based systems has not yet been addressed. Towards this end, and building on our previous studies [10] , [31] , where single-objective strategies were pursued and [32] , where a multi-objective optimization of the problem at hand was first tackled albeit disregarding key practical aspects (e.g., incorporation of per-BS restrictions in greedy scheduling, neglecting the influence of the backhaul), this paper proposes a framework targeting the multi-objective optimization of the downlink MIMO-OFDMA systems relying on both frequency reuse techniques (FFR/SFR) and CoMP processing. The main contributions of this paper are:
• A physical layer (PHY) abstraction in the form of an SINR expression is derived for each network region (centre and edge) for the particular case of BD-based precoding. These expressions apply to both forms of frequency reuse (FFR and SFR). Remarkably, the proposed PHY abstraction incorporates all channel propagation effects (i.e., fast fading, path loss and correlated shadowing) while also takes into account the multicell nature of the network. Furthermore, and reinforcing its practical character, the SINR expression applicable to the edge region is able to take into account per-BS power restrictions.
• The optimization of the network is then formulated as a multi-objective problem where different and conflicting metrics are simultaneously pursued. The outcome of this optimization procedure consists of the optimum values of the parameters defining the FFR/SFR operation. In particular, the total network capacity, worst 5%-user rate and backhaul capacity are jointly optimized. Interestingly, the framework is suitable to incorporate any other metric provided this can be mapped to a component of the overall utility function.
• A new proportional fair (PF) greedy user selection algorithm is proposed that mimics the behaviour of the optimum PF algorithm but with a much lower computational complexity. This algorithm can be applied to both cell regions, centre and edge, and it is shown to significantly exploit the existing multiuser diversity. Note that unlike the greedy approach introduced in [32] , our proposal here is able to fully incorporate the per-BS power constraint into the scheduling process.
• An extensive set of simulation results, which, aside from unveiling the different trade-offs in which the network can operate, reveals the strengths and weaknesses of both frequency reuse techniques, FFR and SFR, under a variety of metrics, utility functions and schedulers and hence allowing a comprehensive comparison of both reuse techniques to be drawn. Remarkably, simulation results allow the determination of the optimum SINR thresholds delimiting the FFR/SFR central and edge areas which implicitly reveals the weight CoMP has on the performance of the considered metrics. The rest of this paper is organized as follows. Section II presents the considered system model. Section III derives analytical expressions characterizing the physical layer of the considered schemes for both cell center and cell-edge regions. Section IV formalizes the multi-objective optimization problem whereas Section V briefly introduces the two user scheduling policies employed in the paper and the corresponding algorithms used to implement them. Simulation results are provided in Section VI and, finally, the main outcomes of this work are recapped in Section VII.
II. SYSTEM MODEL
This paper considers the downlink of a multi-cellular MIMO-OFDMA network where cluster-level cooperation is allowed among sectors of neighbouring BSs. To this end, cell sectors are organized into disjoint clusters whose BSs are interconnected by means of a backhaul link to a cluster control unit (CCU), and thus have the potential to exchange channel state information (CSI) and users' data. In contrast, and due to practical restrictions of the cellular deployment and operational constraints, the different clusters conforming the network operate in an uncoordinated fashion and therefore they are prone to interfere with each other.
As schematically shown in Fig. 1a , and without loss of generality, it is assumed that each cell is divided into three sectors, each served by M E sectorial antennas. The total system bandwidth B is split into two bands, B C and B E , allocated to cell-center and cell-edge areas, respectively, as shown in Figs. 1b and 1c , for FFR and SFR, respectively (Section II-C will provide further details on the frequency reuse). As shown in Fig. 1a , and in order to define the cooperation clusters, it should be ensured that neighbouring sectors pointing towards the same region are Regardless of the specific frequency reuse scheme (FFR or SFR), the degree of spectral reuse applied to a particular user will be determined by its location and correspondingly, by the SINR this user experiences. If the average SINR for a given user is higher than a prescribed threshold γ th , the user is deemed to belong to the cell-center. The rest of users are considered to belong to the cell-edge. Note that the assignment of a user to a given region, edge or center, also determines the form of MIMO processing used to provide service: non-cooperative multi-user MIMO (MU-MIMO) [20] will be used for center users while cluster-wide cooperative network MIMO [16] will be employed for edge users.
A. CHANNEL MODELING
The channel response linking an arbitrary antenna j from sector r of BS s and antenna i from a generic user u on subcarrier n is modelled as Shadowing coefficients β s,r,u are generated as correlated lognormal random variables with variance σ β whose correlation model conforms to the one described in [34] .
B. USER ASSOCIATION AND CLASSIFICATION
In order to determine the central or non-central character of each user, we resort to the pixelation approach introduced in [28] and [35] . In particular, it is assumed that the whole network area is superimposed by a grid with each squared element (i.e., pixel) having a side length m chosen small enough so as to guarantee that the SINR measured over the whole grid element can be considered practically constant. In line with state-of-the-art cellular standards [1] , it is assumed that each sector in every BS has available a pilot/reference signal that can be used to estimate, at a given location, the received signal power from a potential serving BS/sector and the received signal power from any interfering BS nearby. Note that any of these averaged received powers (desired or interfering) are computed by averaging over many fast fading periods allowing them to be expressed as the product of the transmitted power, path loss, shadowing and Tx/Rx antenna gains. To this end, and given a particular network realization, an association quality indicator (AQI) on an arbitrary pixel g with respect to a serving sector r of BS s is defined as the ratio between, on one hand, the desired signal power and, on the other hand, the addition of the the thermal noise power and any other interfering BS power. Formally,
where P B denotes the per subcarrier transmit power, assumed common to all BSs in the network. Note that all antennas at each link end are assumed to provide the same directional gain and therefore, any pair of them can be used to estimate the AQI at a given pixel. As a practical example, and as described in [36, Ch. 4] and [37] , LTE ensures that each sector in neighbouring BSs is assigned a different reference signal whose absolute power can be estimated independently (so-called reference signal received power (RSRP) indicator). Additionally, a given UE can also get an estimate of the received signal strength indicator (RSSI), representing the total average (over the fast fading) received power including the desired and interfering signal powers and the noise power. The availability of the RSRP and RSSI indicators would allow the estimation of the generic AQI metric 2 defined in (3).
As an example, the upper plot in Fig. 2 depicts a realization of the AQI s,r,g across a 19-cell network deployment measured at every pixel with m = 5 m. The lower plot of the same figure zooms in on an arbitrary sector to illustrate the pixel-wide grid over which the AQI is measured. Taking for granted that each user will be associated to the BS and sector that provides the best AQI, it is possible to define
as the AQI eventually experienced by user u. Having settled a prescribed threshold γ th , user u will be deemed a center user if AQI u ≥ γ th and will be considered an edge user otherwise. From this point onwards letÛ s,r denote the set containing all users in the network associated to sector r of BS s that, 2 Note that it is tempting to refer to the expression in (3) as an average SINR. While clearly qualitatively related, AQI represents the quotient of two expected values (desired signal power, interference+noise signal powers) whereas an average SINR would imply the expected value of the quotient of two random variables. Despite its subtlety, the difference is important in practice since UEs do have access to metrics like AQI (via RSRP, RSSI) while the computation of average SINRs can rarely be implemented. using the procedure just explained, is split into the disjoint setsÛ C s,r andÛ E s,r , containing those users that have been classified as center and edge, respectively.
C. FREQUENCY REUSE SCHEMES
Two different frequency reuse schemes are considered throughout this work, namely, FFR and SFR. Under an FFR design we assume that B C = ρB and
3 B ∀i, where 0 ≤ ρ ≤ 1 is the spectrum allocation factor. In terms of subcarriers, N E sc =
(1−ρ)
3 N sc are allocated to the edge region and N C sc = N sc − 3 N E sc are allocated to the cell center (Fig. 1b) . All subcarriers in the system are assumed to have the same transmit power. Note that this scheme encompasses two classical configurations as particular cases. On one hand, when ρ = 1, the network becomes a cellular deployment with universal frequency reuse. On the other hand, when ρ = 0, the network turns into a conventional reuse-3 (cooperative) network. Given a fixed threshold γ th , there are various manners in which the spectrum allocation factor ρ can be determined. In this paper two methods are considered:
• Fixed design (FD): in this case, the spectrum allocation is selected so that an a-priori number of subcarriers is dedicated to the central region and the rest to the edge. In this case, ρ is a free parameter that can be set independently of any other network setup.
• Area-proportional design (ApD) [38] , [39] : in this case, and relying on the fact that users are uniformly distributed across the network coverage area, the number of subcarriers assigned to each region is proportional to the size of the region. Note that with users uniformly deployed, ρ is equal to the probability of a user of belonging to the cell center, that is,
Remarkably, and in contrast to FD, ApD matches the uniform distribution of users and the availability of resources, thus helping to preserve fairness while reducing the probability of wasting resources, a condition that happens when, for example, subcarriers are reserved for a center/edge region that may turn out to be empty. Nevertheless, as it will be shown later on in this paper, in the FD introduced here the parameter ρ will be embedded in the optimization procedure, thus allowing the optimal value to be determined.
In SFR schemes the total bandwidth is split into three equal bands, namely, B 1 , B 2 and B 3 with B i = B/3 ∀i. For each sector i, the subband B i is allocated to the cell-edge area, while the rest of the bandwidth is allocated to the cellcenter area. Consequently, the system allocates N E sc = B/3 f subcarriers for cell-edge users and N C sc = 2B/3 f for cellcenter users (Fig. 1c) . However, and unlike FFR, the power allocated per center subcarrier (P C sc ) is typically smaller than the one assigned to an edge subcarrier (P E sc ), holding, P C sc = µP E sc with 0 ≤ µ ≤ 1.
III. Phy-LAYER CHARACTERIZATION A. CELL-CENTER USERS
In the case of the cell-center, the multiple antennas at the BS allow the use of MU-MIMO techniques, which have proved superior to single-user MIMO techniques in wideband scenarios, in particular, when serving users that are not in the cell-edge [40] . Among the many potential MU-MIMO techniques [17] , block diagonalization (BD) [20] has been shown to provide a reasonable tradeoff between performance and complexity. In BD, multiuser interference is completely eliminated by ensuring that the precoding matrix of a given user lies in the null-space of all the other user's channel matrices. On any given subcarrier, BD allows the simultaneous communication with up to
denote the subset of scheduled users in sector r of BS s, with
Given the linear nature of BD, the transmitted symbol vector for a specific user u connected to BS s and sector r can be expressed as 3
where by BS s. In this case, the overall precoding equation for all selected users can be expressed as
where
The received signal for a selected user u in the center area of sector r of BS s can be then computed as
where H s,r,u ∈ C N R ×M E is the channel matrix linking the transmit antenna array of BS s with the cell-center user u, with each entry conforming to the channel propagation model defined in (1) , the N R × M E (|B c ||B s | − 1) matrix H I ,u collects all the interfering channel matrices coming from any BS/sector other than the one originating the desired signal (1st term in (7)), x I ,u is the M E (|B c ||B s | − 1) × 1 vector corresponding to intercell interference transmit vectors, and η u ∈ C N R ×1 is a sample vector of a circularly symmetric zeromean additive white Gaussian noise with a covariance matrix R η = σ 2 η I N R . The N R ×N R interference-plus-noise covariance matrix for user u is then given by
where Q I ,u = E{x I ,u x H I ,u } is the covariance matrix of the interfering signal x I ,u , with E{·} denoting expectation.
User u in BS s, sector r, is assumed to estimate its symbols by applying a linear decoding matrix D s,r,u to the received samples,ŝ s,r,u = D s,r,u y s,r,u .
For the particular case of BD-based precoding, the optimal linear decoder matrix for each user can be written as the product of two matrices [20] 
s,r,u ∈ C L u ×L u are used to cancel the multiuser interference and the intra-user interference, respectively. In order to determine the form of D (M ) s,r,u , let us first define the equivalent single-user MIMO channel as
where, using the singular value decomposition (SVD) s,r,u ) = M E −r s,r,u = L u , and defines the BD step of the precoding matrix W s,r,u . After BD, the new equivalent channel matrix for user u in sector r of cell s can be written as
Once the multiuser interference has been eliminated, the equivalent single-user MIMO channel is decomposed into L u parallel spatial layers (channel-diagonalization), with the objective of maximizing the sum-rate. Defining the SVD of the equivalent channel matrix as
] is a diagonal matrix containing the singular values, it can be shown that the optimal decoding filter for user u in cell s is D (S) s,r,u = U H s,r,u , and the optimal precoding matrix can be written as matrix whose elements are computed by applying the waterfilling algorithm on the diagonal matrix defined by
while assuming a per-subcarrier total power constraint of P sc . Using these filters, the estimated symbol vector of a cellcenter user can be expressed aŝ
Based on (17), it is now possible to derive an expression for the instantaneous SINR experienced on stream i of cellcenter user u connected to sector r in BS s by constructing the quotient of the power of the desired signal component to the expected power of the inter-cell interference plus noise terms. This ratio can easily be computed by exploiting the statistical independence among the transmitted symbols from the different BSs (desired and interfering) and among the transmitted symbols and noise samples, resulting in the instantaneous SINR expression
B. CELL-EDGE USERS
Cell-edge users are assumed to be cooperatively served by three neighbouring BS sectors conforming a cluster. This cooperation can be implemented by means of a variety of algorithms, most notably, zero forcing-block diagonalization (ZF-BD), zero forcing-dirty paper coding (ZF-DPC), vector perturbation (VP) precoding or single-user joint transmission (SU-JT). A sum rate comparison of all these techniques in the context of frequency reuse multicarrier networks was presented in [9] and [32] where it was shown that ZF-BD attains a throughput performance very close to that of ZF-DPC at a much lower computational complexity. Consequently, ZF-BD will be the PHY processing considered in this paper notwithstanding the fact that any of the other techniques could also be employed without significantly affecting the proposed framework in this work. Notably, the transmission scheme used in the cell-edge is therefore very similar to that used to serve the cell-center users. However, the design is now complicated by the fact that per-BS power constraints must be taken into account in cooperative scenarios.
Let C denote the collection of clusters conforming the network. 4 Since clusters are optimized independently, let the index c represent an arbitrary cluster of interest formed by the cooperation of a set B c of BSs, with each BS contributing one sector to the cluster. The user association and classification step described in Section II-B serves to construct the setÛ 
where s c ∈ C L c ×1 is the vector containing all the symbols to be transmitted to the selected user group and W c is the overall precoding matrix formed by the individual precoding matrices at each cooperating BS/sector, that is,
withW c,b ∈ C M E ×L c denoting the precoding matrix used at the cooperating BS b in cluster c. Denoting by N T = |B c |M E the total number of transmit antennas on cluster c, we note that the precoding matrix can also be defined as [22] 
with W c,u ∈ C N T ×L u representing the overall precoding matrix for user u ∈ U E c . Using this notation allows the compact representation of the reception equation as
where H c,u denotes the MIMO channel between all the BS antennas in cluster c and user u,
. . H |C|,u is a matrix containing the interfering channels from the other clusters, and
is the vector of inter-cluster interference symbols.
Unlike the cell-centre region, where a waterfilling-based solution can be derived, now the design of precoder becomes hindered by the fact that the overall precoding matrix W c must satisfy per-BS power constraints on its constituent submatrices, that is,
for all b ∈ B c , where
Grounded on the suboptimal approach proposed by Zhang and Dai in [15, Sec. 3.2] , let us define the cooperative MIMO precoding matrix as 
Let us now define the |B c | × |B c | matrix
is the M E × κ b submatrix in W c corresponding to the transmit weights at the sector BS b for the jth group of data streams as defined above. Let us also define p c = P sc 1 |B c |×1 as the per-BS power constraint vector and the
. Using these definitions, the power allocation matrix G c fulfilling the power constraints can be computed by solving the system of linear equations
In the rare occasions in which either the solution is unfeasible (some entries of g are not positive) or the system is not 5 For most typical scenarios
solvable (Q is rank deficient), a simple yet effective strategy is to apply a normalization factor whereby G c takes the form
where W [b] c contains the rows of W c corresponding to transmit antennas at sector BS b. Note that while (29) implies full power transmission at all sectors, when using (30) only one sector fulfills the power constraint with equality [15] .
When using this suboptimal approach, the estimated symbol vector of user u in cluster c can be expressed aŝ
is a diagonal matrix containing the components in G c affecting the data streams allocated to user u. Relying now on the statistical independence among the symbols conveyed by the different clusters, the N R × N R interference-plus-noise covariance matrix for user u in cluster c for the received samples in (22) can be computed in this case as
where R η = σ 2 η I N R . This allows the derivation of an SINR expression for the estimated symbols in (31) by computing the quotient of the power of the desired signal (first term) to the power of the interference and noise terms (second and third terms) as experienced on a particular stream i of celledge user u in cluster c. That is,
IV. NETWORK OPTIMIZATION
Having characterized the PHY performance for both spatial regions conditioned on a given interference pattern, the key aspect from a network designer point of view is to optimize its performance on the basis of meaningful metrics. To this end, and as discussed in forthcoming paragraphs, first a set of relevant metrics should be selected and then a suitable optimization procedure must be devised. Note that from this point onwards, the subcarrier indexing n is incorporated to all the relevant expressions.
A. PERFORMANCE METRICS
In order to obtain a complete picture of the performance of the network, it is important to consider different indicators so that the parameter optimization can accommodate various operator policies. To this end, three distinct and potentially conflicting performance metrics are considered in this work, namely, VOLUME 5, 2017
overall network capacity, cell-edge performance and backhaul requirements. Under the assumption of a sufficiently large network, it can be safely assumed that all clusters attain the same performance, therefore, our focus will be on the central cluster of the topology illustrated in Fig. 1a . Note that in this work, and for presentation simplicity, capacity-based metrics are considered but these could easily be transformed into throughput-based metrics by mapping the derived SINR expressions to specific transmission modes defined by particular combinations of modulation and coding rate using an approach similar to the one presented in [43] .
1) OVERALL NETWORK CAPACITY (C T c )
The total average capacity of an arbitrary cluster c will be given by
with C C c and C E c denoting the average capacities provided by the centre and edge subcarriers, respectively, which are in turn given by
• Centre subcarriers:
where U C s,r s
[n] is the set of scheduled users in the cellcenter of BS s in sector r s on subcarrier n and N C c , with |N C c | = N C sc , is the set of subcarriers allocated to cell-center users in cluster c and the expectation operation E{·} is taken with respect to the SINRs γ C s,r s ,u,i . • Edge subcarriers:
where U E s [n] is the set of scheduled users in the cell-edge BS sector s on subcarrier n and N E c , with |N E c | = N E sc , is the set of subcarriers allocated to the cell-edge users of cluster c, and, as in the central region, the expectation is taken with respect to the SINRs γ E c,u,i . Note from (35) and (36) that whereas central subcarriers have reuse one, edge subcarriers have reuse factor |C|. We note that this expected capacity C T c is unlikely to be available in closed-form and therefore its computation will be done by averaging the instantaneous capacity over system parameters such as the spatial distribution of users, the fast Rayleigh fading and the shadowing. 
2) CELL-EDGE PERFORMANCE (C r5% c )
The second one is the average sum rate of the worst 5%-tile of the users in the network, which, provided there are enough users in the network, is clearly indicative of the throughput attained by users in the cell-edge. This indicator is considered pivotal in the design of 5G systems, one of whose aims is to provide a more homogeneous performance across the whole coverage area than that available in current networks. Moreover, it is a very relevant metric in the context of FFR/SFR and CoMP schemes since they aim at improving the SINR of these users. It is defined as the 5%-tile of the user throughput cumulative distribution function (CDF), that is,
where F C c (·) denotes the CDF of the average user capacity in (34), which will be obtained empirically. Note that jointly considering C T c and C r5% c is indicative of the degree of fairness attained in the network. It is important to mention that there are stand-alone metrics, such as the Jain's fairness index (JFI), that are able to provide a related fairness metric, however, our choice to rely on C r5% c , apart from its relevance in 5G deployments, is grounded on the fact that having the same units (bps) as the cell capacity greatly simplifies the derivation of multi-objective optimization strategies,
3) BACKHAUL REQUIREMENTS (C B c )
For the CoMP downlink transmission an architecture such as the one depicted in Fig. 3 is considered where each BS sector in a cooperating cluster is connected to a data center. The data center has access to the data of all the users. The control information and user data at each BS sector is obtained directly from the data center via the backhaul [44] . The backhaul is the channel connecting the data center to each BS sector, which can be optical fiber or out-of-band dedicated microwave links. The capacity of each backhaul link C B can be considered a fixed constant of the network and, in the considered setup, on average, this backhaul should be wide enough so as to accommodate all of the cluster's cell-edge traffic plus any signalling feedback overhead, thus
where R F is the expected throughput generated by the feedback containing control bits and the CSI information. The feedback rate depends of the scheme employed and can be omitted for simplicity since in most practical scenarios it holds that C E c R F [45] . Under this assumption, the required average backhaul capacity for cluster c simplifies to C B c C E c . Note that CoMP-based architectures potentially need a backhaul able to support a rate of |B c | × R max bps, where R max denotes the maximum downlink rate a single sector can offer. The latest incarnations of LTE-Adavanced (Release 12/13) aim at values approaching R max ∼ 1 Gbps in a 100 MHz bandwidth [13] , [46] (and in excess of R max ∼ 20 Gbps in envisioned 5G systems [47] ), thus compromising the practical deployment of the backhaul infrastructure even when using the latest generations of optical networks [44] .
B. MULTI-OBJECTIVE OPTIMIZATION
The network optimization for the situation at hand corresponds to determining the threshold γ th used to separate the active users into the central and edge regions and the specific frequency reuse parameter ρ (FFR) or the power allocation factor µ (SFR). An ideal, yet utopian, network configuration would be able to jointly optimize all the considered metrics, that is, maximize the overall network and cell edge performance while minimizing the capacity of the required backhaul, a problem that can be formally expressed as a multiobjective optimization problem (MOP) [27] 
where θ denotes the set of parameters defining the FFR/SFR operation, which on the basis of the material in Section III, affect all three performance indicators introduced in Section IV.A. Obviously, given the conflicting nature of the three metrics, a compromise must be found, as in fact, the definition of optimum becomes meaningless in such scenarios. As shown in [27] , a reasonable method to solve an MOP consists of resorting to scalarization, whereby the network planner can articulate preferences a-priori on the different metrics by defining an scalar objective function that combines them all, that is,
where f (·) can take different forms:
• Weighted arithmetic mean (WAM):
• Weighted geometric mean (WGM):
• Weighted Chebyshev mean (WCM) or max-min criterion:
with w 1 , . . . , w N ≥ 0 and i w i = 1, denoting network designed weights used to emphasize or de-emphasize any given metric. The use of one function or another depends very much on the application and its corresponding objectives.
In the situation at hand where all objective metrics have the same units (bps) but rather different magnitudes (total throughput is likely to be several orders of magnitude larger than the edge throughput), the normalized additive utility (NAU) function described in [48] has proved effective. The NAU criterion is a modification of the WAM where the objective function is defined by (44) with u i (·) denoting monotone non-decreasing functions fulfilling u i (x * i ) = 1 and u i (x i * ) = 0 ∀i with x * i and x i * denoting the most and less preferred value on the criterion i, respectively. In particular, in this work, linear functions for each criterion have been used. Note that this is equivalent to first normalize each metric to the range [0, 1] and then applying the WAM scalarization. This setup allows the metric weights to be set rather straightforwardly to follow an intended network high-level optimization policy [27] .
C. CLUSTER PARAMETER OPTIMIZATION
The performance of any of the compound utility measures (WAM, WGM or WCM) can easily be seen to depend on the decision thresholds γ th and frequency reuse parameters (ρ, µ), which are assumed common to all regions forming the cluster and subcarrier independent, and the (subcarrier dependent) user selection sets in each cluster region. Therefore the generic MOP can be posed as
where θ = {γ th , ρ} , for FFR {γ th , µ} , for SFR. In the particular case of an FFR design based on the ApD frequency partition, ρ is implicitly made dependendant on γ th and therefore, this parameter can be removed from the optimization set θ .
An important point to recognize at this stage is the varying dependence with time of the different variables to be optimized. In particular, the FFR/SFR parameters, γ th , ρ and µ, are likely to be optimized based only on large-scale fading characteristics (path loss and shadowing) of the coverage area and therefore they are likely to remain static or, at most, subject to a very slow adaptation in accordance to the user mobility patterns. This fact enables the optimization of the FFR/SFR parameters to be conducted by an exhaustive search, that is, given that only two parameters are being optimized on each frequency reuse form (γ th and ρ for FFR and γ th and µ for SFR), their rather limited range, and as it will shown in the numerical results section, their rather gross insensitivity, it is possible to discretize the different parameters and exhaustively assess by simulation the performance of each combination. Thus, in practice, the optimization of the CoMP-FR combination would consist of, assuming a given user spatial distribution probability function (i.e., uniform or any other), determining the optimum FR parameters by conducting an exhaustive search along the parameter space (γ th /ρ or γ th /µ) and determining the optimal values that maximize a prescribed utility function such as the one shown in previous paragraphs. This process would need to be repeated over a large number of realizations (different user positions, different fast fading intervals) to determine the set of parameters leading to the best average utility. However, note that, as it will be shown in the Numerical results, this process does indeed depend on the specific scheduling policy, an issue treated in detail over the next Section. Remarkably, the optimization of the frequency reuse parameters would only need to be conducted once given a particular network topology and user spatial distribution.
V. USER SELECTION
Critically, all three metrics defining the overall network performance introduced in Section IV are averages with respect to the SINRS that in turn depend on the sets of specific edge and center users scheduled for transmission across all subcarriers. Let us define the selected users set for the central region as
∀n∈N C c and the edge region,
. Now notice that an optimal selection of U C c and U E c must be conducted at each scheduling interval and depends on the specific fast fading the users in the cluster are (instantaneously) experimenting. Unfortunately, this process is rather involved because of the potentially large size of the sets since it involves the factorization of the number of physical users and number of subcarriers on each region resulting in a combinatorial optimization problem whose dimensions preclude attempting an exhaustive search. Consequently, simpler alternatives, such as the one proposed in the next section, need to be sought.
As it will be shown in the numerical results section, the determination of sets U C c and U E c plays a pivotal role in the performance of the network under consideration. At this stage, several observations are at hand to simplify this step. Firstly, owing to subcarrier orthogonality, scheduling can be performed on each subcarrier independently. 6 Secondly, since both users and subcarriers are assigned a priori to edge and center regions, scheduling can be conducted on each region separately. Among the many different scheduling techniques (see [43] , [49] ), two of the most popular ones have been considered in this work, namely, round robin (RR) and proportional fair (PF).
A. ROUND ROBIN
As a noteworthy example of very simple scheduling and also for comparison purposes, the round robin (RR) scheduler has been considered. Under RR, each subcarrier in set N E c is randomly allocated to N T N R users inÛ E c and each subcarrier in set N C c is randomly assigned to
for each s ∈ B c . As previously stated, it is assumed that every user is allocated the maximum number of streams (i.e., L u = N R ). Once sets U C c and U E c have been defined, the corresponding precoders are computed using (15) and (25) for center and edge subcarriers, respectively. This computationally simple strategy grants all users equal access opportunities to radio resources yet is unable to exploit any multiuser diversity and, furthermore, leads to very unequal service levels between the users enjoying good SINRs and those suffering from poor SINRs.
B. PROPORTIONAL FAIR
In sharp contrast to RR, the PF scheduler [50] can trade off spectral efficiency and fairness among users belonging to the same cluster area and region. This strategy selects the set of users maximizing the weighted per-subcarrier capacity where weights are defined on a per-user basis and computed as the inverse of the average throughput each user has experienced over a prescribed time window length. More formally, and focusing on subcarrier n of one of the central regions in the cluster (46) where w C u is the weight of central user u, which can be computed as
with δ corresponding to a forgetting factor weighing the present potential rate and the recent capacity user u has been granted. Correspondingly, the PF user selection in the edge region is defined as
where the w E u is defined analogously to (47) . Unfortunately, the PF strategy implies the evaluation and computation of the sum-capacity for all possible user groupings. This exhaustive search is computationally prohibitive even for moderate values of |Û C s,r | and |Û E c | and thus, suboptimal user selection schemes must be devised. To this end, in this work, an existing greedy algorithm introduced in [51] and [32] has been suitably adapted to take into account the multicell interference and applied to the cell-edge and cell-centre while accounting for per-BS power constraints in the former case. Algorithm 1 presents the greedy algorithm suitable for both central and edge user selection. Note that basically the same algorithm can be applied to both cluster regions and only care need to be taken to use the appropriate precoding and capacity expressions to the particular case at hand. As shown in algorithmic form in Algorithm 1, the proposed greedy technique begins by selecting the first user as the one experiencing the best channel realization properly weighed by the PF factor. It then tries to add users to the selected pool up to the point where either the maximum number of users is reached (|U sel | <
M E N R
) or the addition of a new user to the selected set causes a decrease of the utility function (C opt PF ). Note that, at each scheduling instant and for each subcarrier, while the central user selection needs to be conducted |B c | times per cluster (i.e., Algorithm 1 must be executed for U C s,r s ∀s ∈ |B c |), the edge user selection only requires of one execution per cluster (onÛ E c ). 
VI. NUMERICAL RESULTS
The downlink of a multicell MIMO-OFDMA network comprising 19 hexagonally shaped tri-sectorized cells has been simulated in accordance to the parameters listed in Table 1 assuming a user density of 20 users/Km 2 uniformly distributed over the total area. We assume non-overlapping cooperating clusters of |B c | = 3 BS sectors whose precoders are designed following the BD-based designs introduced in Section III. MSs are equipped with two receive antennas whereas each BS has two antennas per sector (M E = 2, i.e., 6 antennas per BS). The association of users to a given BS is conducted on the basis of (4) and the central or edge character of a given user is determined by means of (3), which corresponds to the AQI of the specific pixel where the user is located. Results shown next correspond to those obtained in the central cluster, which can be considered representative of any other cluster provided that the network is assumed large 
for cell edge
SELECTION OF THE REST OF USERS
Compute precoder W s using (15) for cell center W c using (25) for cell edge Estimate SINR for each user/spatial mode γ s,rs,u ,i ∀u ∈ U cand using (18) for center γ c,u ,i ∀u ∈ U cand using (33) for edge Compute weighted capacity: frequency reuse plans introduced in Section II-C. We note that this numerology is typical of current LTE-A deployments. We would like to point out that further results have also been obtained for M E = 4 (BSs with 12 antennas), however the latter ones have not been included since there were not significant qualitative differences with respect to M E = 2. Each of the results shown over the next subsections has been generated by MonteCarlo simulation in a purpose-build Matlab simulator. In particular, 30 independent scenarios are generated (i.e., random user deployments each with a particular path loss and shadowing realization), and for each scenario, 100 independent fast fading realizations of the 3GPP ETU channel profile are generated. The plotted results correspond to the averages of the different metrics across all scenarios and all fast fading realizations.
A. FFR PERFORMANCE
Figures 4 and 5 show the performance of FFR with RR and PF scheduling, respectively, in terms of each considered metric and as a function of the FFR parameters ρ and γ th . Note that each point in these figures corresponds to a particular choice of ρ and γ th , thus constituting an instance of a particular fixed design. For completeness, a curve identifying the area-proportional design operating points is also included so that the performance this design can offer can also be appreciated. Regardless of the scheduler, it is worth noting two specific FFR operational points that lead to designs that can serve as a reference. The first one, defined by γ th = ∞, ρ = 0, allocates all the subcarriers and users to the cell-edge region, thus resulting in a CoMP network with frequency reuse factor 3. The second one, defined by γ th = −∞, ρ = 1, allocates all the subcarriers and users to the cell-center region, thus defining a non-cooperative MIMO network with universal frequency reuse.
Focusing first on the RR results (Fig. 4) , notice that the maximization of the overall cluster throughput C T c causes the edge region to virtually disappear as the optimum frequency allocation factor ρ approaches one thus implying that all resources are allocated to the central region. Interestingly, the optimum threshold γ th converges to a finite value (∼14.1 dB) but recall that a γ th = ∞ would amount to consider all cluster users as central. However, this figure reveals that indeed some users are still considered edge ones (those with roughly AQI u < 14.1 dB), thus implying that some users are confined to a region for which frequency resources have not been allocated. In other words, both parameters jointly act as a rather coarse form of scheduling (even though RR is used) by effectively excluding some users from the system (typically those located in the edge region). When analyzing the worse user performance, C r5% c , the optimum values for γ th and ρ exhibit a clear dependence that basically follows the area proportional design whereby more frequency resources are allocated to a given region as this expands. In particular, note how in order to keep the system in an optimum-operational point, the decrease of γ th (i.e., enlarging the central area) should be matched by an increase of ρ (i.e., allocation of more subcarriers to this area). The behaviour of C B c is characterized by an optimum sweet spot that completely eliminates the edge region by guaranteeing that all users are tagged as central ones (γ th → ∞), thus completely obviating the need for any backhaul communication. It is interesting to appreciate the different mechanisms by which the edge region vanishes depending on the metric being optimized (in C T c by not allocating subcarriers, in C B c by not assigning users). As a concluding comment regarding the FFR results under RR scheduling (and indeed also for PF as shown next), notice that the optimization of each different metric requires of a different setting of γ th and ρ.
Observe for example that compromise values for γ th and ρ could be set so as to achieve good performance in terms of C r5% c and C B c (e.g., small ρ and γ th ∼ 15 dB), but at the cost of totally compromising the overall throughput performance C T c . Turning now the attention to the PF results (shown in Fig. 5 ), the first and most noticeable effect worth noticing is the clear advantage in terms of C T c and C r5% c that a channelaware scheduler such as PF brings along with respect to the naive RR scheduling rule. In the particular case of C T c this is roughly doubled for most realistic operational points and for C r5% c , PF offers around a 40% throughput improvement over RR provided that the frequency reuse parameters are optimally configured for each scheduler. Aside from this clear quantitative difference, most of the effects observed in RR with respect to the optimization of γ th and ρ also apply to the PF case with the only noteworthy comment to add that when optimizing the C r5% c metric, and unlike RR, the optimal values for the FFR parameters always guarantee the existence of a user populated cell-edge region to which some frequency resources are allocated.
The assessment of the proposed network architecture in terms of a single metric would invariably lead to rather partial and biased conclusions. To prevent this and therefore obtain a more comprehensive view of the network performance, utility functions such as the one introduced in Section IV-B are employed. In particular, we rely on the normalized weighted additive functions from [48] to perform the network optimization, which for the situation at hand is expressed as (49) with functions u i (·) defined as in (44) . In order to illustrate different network designer requirements, and denoting w = [w 1 w 2 w 3 ] T as the weight vector, three different sets of weights defining three different utilities are assessed:
The first set of weights (U 1 ) corresponds to a design that basically primes the total cluster throughput, barely values the edge throughput and totally neglects backhaul traffic, the second (U 2 ) represents a configuration where total and worst-users throughput (C T c and C r5% c ) are equally taken into account yet again the backhaul influence is deprecated, and, finally, the third utility function U 3 resembles U 2 but now incorporating also the need to somewhat minimize backhaul traffic. Note that these settings are rather arbitrary and just chosen to illustrate the flexibility of the proposed framework.
Figures 6 and 7 depict the three utility functions for RR and PF, respectively. Beginning with the RR results, it is easy to spot that the optimization of U 1 in terms of ρ and γ th basically mimics the C T c optimization shown in Fig. 4 , given the very large weight applied to this metric in U 1 . In contrast, utility function U 2 serves to illustrate the tradeoff between its constituent metrics: the fact that now U 2 equally weights C T c and C r5% c forces the optimum FFR parameters to clearly configure an edge region defined by ρ ∼ 0.22, γ th ∼ 10 dB. When the backhaul traffic enters the utility function (U 3 ), the optimization tends to shrink the edge region by lowering the optimum γ th to a value around 7.8 dB while increasing the frequency allocation factor to ρ ∼ 0.32, with the objective of decreasing the backhaul traffic. Most of the remarks made in the context of RR scheduling also apply when the PF scheduler is in use (Fig. 7) . Interestingly, the range of optimum values for ρ hardly varies between RR and PF for any of the considered utility functions whereas the threshold γ th tends to be somewhat lower for PF than for RR indicating that more users are considered to be central in PF than in RR even when in both situations the optimum spectrum allocation remains virtually identical. In this way, the PF is able to capitalize on the edge region's multiuser diversity to assign the right subcarriers to each user at every scheduling interval. In any case, it is worth re-emphasizing the fact that the FFR parameters achieve near optimum performance independently of the scheduler in use but they are rather sensitive to the specific utility function being optimized. Figures 8 and 9 show the three considered metrics in an SFR scheme as a function of γ th and the power allocation factor µ for the RR and PF schedulers, respectively. Two specific sets of parameters lead to the same benchmark schemes as in FFR: the settings µ = 0, γ th = ∞ corresponds to a CoMP-based network with frequency reuse 3 while setting µ = 1, γ th = −∞ results in a non-cooperative scheme with universal reuse. In comparison to the corresponding FFR case and focusing on RR scheduling, it is very remarkable the large improvement of C T c caused by the complete utilization of the whole available spectrum in each BS sector. Furthermore, despite the absolute maximum C T c is attained at γ th = 12.5 dB and µ = 0.97, the range of values of µ over which very good performance is attained is rather large (0.4 ≤ µ ≤ 1). In contrast, for the C r5% c to be optimized and approach a level similar to that achieved under FFR, µ is constrained to have very small values in an attempt to reduce the interference coming from neighbouring central regions. It is nevertheless important to appreciate that this optimum µ in terms of C r5% c is bound to be greater than zero as, assigning a diminishing amount of power to the central region, eventually implies that the worst users will end up being located in this region, hence the dramatic drop in performance that can be observed in both C T c and C r5% c for values of µ approaching zero. Similarly, backhaul traffic is bound to remain low for most parameter configurations that ensure the presence of very few edge users. Switching now to the PF results, most comments made for RR still apply here, despite the fact that, as expected, PF achieves throughput figures considerably higher than when using RR in all three metrics. Clearly, the power allocation factor acts as a knob trading off the benefits of the higher frequency reuse SFR offers with the increasing interference levels the cell-edge users must endure. Note that with SFR, either under RR or PF, the optimization of each of these metrics leads to a parameter configuration that clear undermines the performance of the other two metrics, thus highlighting the importance of specifying utility functions able to balance the weight of each metric as explored next. In order to provide a more complete view of the performance of SFR, the three utility functions introduced before, U 1 , U 2 and U 3 are now assessed as a function of the SFR parameters. Figure 10 presents the utility functions for the case of RR scheduling. As expected, optimization of U 1 reflects the rather large weight assigned to the C T c component and therefore optimum regions for µ and γ th resemble very much the ones that can be inferred from Fig. 8 except for the fact that now µ can be set to values near 0.4 while remaining optimum, driven by the need to mildly satisfy the worst user performance. When considering U 2 , where C T c and C r5% c are equally weighed, the optimum µ remains very close to zero in order to prevent the cell-edge region, where the worst users are likely to be located, from suffering from a large amount of interference. However, as mentioned earlier, the lower µ becomes, the more probable is that the worst users are those close to one of the BSs and hence the abrupt drop that can be appreciated in U 2 when µ becomes exceedingly low. Moving on now to the U 3 performance, the behaviour just commented about making µ too small when optimizing U 2 , still applies here and in a slightly more acute manner as now the weight on the feedback traffic causes more users to be assigned to the central region. When considering the utility functions in the context of PF-SFR (Fig. 11) , U 1 clearly appears to have a rather broad optimum region as a function of µ and γ th , namely µ ∼ 0.6 and γ th ∼ 12.1 dB, that contrasts with the much more narrow optimum regions for the case of U 2 and U 3 . In particular, it is remarkable the shrinkage of the optimum region in terms of γ th for both U 2 and U 3 . As in FFR, the optimal range of the frequency reuse parameters (in the case of SFR, γ th and µ) does not seem to be greatly influenced by the choice of the scheduler. As an example, and arbitrarily focusing on U 2 , a setup with γ th = 6 dB and µ = 0.1 would lead to a performance not far from the optimum for both RR and PF.
B. SFR PERFORMANCE

C. FFR VS SFR COMPARISON
Concluding the numerical results, a comparative study of FFR and SFR is presented in Figs. 12 and 13 in terms of the various metrics considered. In these figures, and for the different values of γ th , care has been taken to select the optimum value of the other parameter (ρ in FFR or µ in SFR), therefore, the performance of both frequency reuse techniques is assessed at optimal fixed design points. When analyzing the RR results, it can be clearly seen how, in terms of C T c , the SFR provides a distinctive advantage over FFR basically due to its higher frequency reuse factor. In contrast, for C r5% c , FFR is observed to outperform SFR in general but notice that for the optimum SFR configuration, both techniques virtually provide the same worst-user capacity. The rightmost picture in Fig. 12 depicts the required backhaul traffic for two specific values of ρ and µ, namely, the ones leading to lowest and highest C T B . For FFR, the backhaul traffic can be totally suppressed by assigning all subcarriers to the central region whereas this traffic will be maximised when allocating all subcarriers to the edge region while at the same time increasing the threshold γ th to ensure that more users are assigned to this area. Since in SFR there is no frequency allocation, the generated backhaul traffic depends only on the user categorization as either center or edge by virtue of the AQI they experience. What this picture reveals is that the amount of feedback traffic generated by SFR is rather more bounded than under FFR, and therefore, if a hard limit on feedback exists, SFR is likely to be more suitable.
When assessing the performance of PF, shown in , thus highlighting the crucial role the scheduler plays in every performance aspect. Backhaul requirements for both SFR and FFR are far more demanding under PF than under RR since more users tend to be located in the cell edge region, however, the same remarks done for RR regarding the comparative requirements of FFR and SFR still apply here.
Note that a remarkable conclusion to be extracted from this comparative study is the difficulty to establish the superiority of one frequency reuse scheme over the other as this strongly depends on the assessed figure of merit. Interestingly, the proposed framework serves to balance the different metrics in accordance to network operator preferences, thus allowing a conscious decision to be made.
VII. CONCLUSION
This paper has introduced a framework for the multiobjective optimization of BD-based CoMP systems in the context of OFDMA networks under different frequency reuse approaches (FFR and SFR). Towards this end, a PHY abstraction layer has been derived in the form of SINR expressions for both cell-center and cell-edge users, which served to derive various capacity-related metrics such as overall network capacity, capacity of the 5%-worst users and required backhaul. A procedure to optimize the various parameters of each particular frequency reuse scheme in terms of multiple objectives has then been introduced based on a weighted normalized scalarization method leading to scalar utility functions. Remarkably, the effects of the scheduling have also been incorporated to the optimization framework. Extensive numerical results served a double purpose: on one hand they revealed the many important trade-offs to be made when selecting the SFR/FFR parameters, thus allowing a network operator to select them in accordance to a prescribed performance profile. On the other hand some general insights regarding the performance of SFR and FFR have been gained, in particular, two stand out: 1) results showed that neither scheme can be deemed superior to the other one as their relative performance depend on the target metric and scheduler, and 2) despite the very significant advantage PF offers in comparison to RR, the optimal FFR/SFR settings for the two schedulers do not overly differ (specially for SFR), thus optimizing the reuse parameters for RR operation will also lead to a good performance when switching to PF. Further work is currently being pursued to consider the irregular and nonhomogenous deployment of BSs and users, as well as more general forms of cooperation such as the ones potentially arising in a cloud-based radio access network environment.
