Bayesian multiple target tracking by Choppala, Praveen Babu
BAYESIAN MULTIPLE
TARGET TRACKING
by
Praveen Babu Choppala
A thesis
submitted to the Victoria University of Wellington
in fulfilment of the
requirements for the degree of
Doctor of Philosophy
in Engineering.
Victoria University of Wellington
2014

Abstract
This thesis addresses several challenges in Bayesian target tracking, particu-
larly for array signal processing applications, and for multiple targets.
The optimal method for multiple target tracking is the Bayes’ joint fil-
ter that operates by hypothesising all the targets collectively using a joint
state. As a consequence, the computational complexity of the filter increases
rapidly with the number of targets. The probability hypothesis density and
the multi-Bernoulli filters that overcome this complexity do not possess a
suitable framework to operate directly on phased sensor array data. Instead,
such data is converted into beamformer images in which close targets may
not be effectively resolved and much information is lost. This thesis develops
a multiple signal classification (MUSIC) based multi-target particle filter that
improves upon the filters mentioned above. A MUSIC based multi-Bernoulli
particle filter is also developed, that operates more directly on array data.
The above mentioned particle filters require a resampling step which im-
pedes information accumulation over successive observations, and affects the
detection of very covert targets. This thesis develops soft resampling and soft
systematic resampling to overcome this problem without affecting the accu-
racy of approximation. Additionally, modified Kolmogorov-Smirnov testing
is proposed, to numerically evaluate the accuracy of the particle filter ap-
proximation.
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1
Introduction
Bayesian multiple target tracking (MTT) is an important tool for solving
many problems in science and engineering. Examples include the tracking of
aircraft from RADAR [1], fish from SONAR [2], space debris from telescopic
images [3], heart-beat from ECG [4], etc. The field is attracting much atten-
tion from the research community, but there remain significant limitations.
This thesis adds to the body of knowledge in Bayesian target tracking by
proposing several novel techniques that overcome many of the problems of
state-of-the-art tracking systems.
In this chapter, section 1.1 outlines the organisation of this thesis. Sec-
tion 1.2 presents the scope of this thesis: the sequential Bayesian estimation
is briefly presented and the emergence of various Bayes’ filters is discussed.
The problems with state-of-the-art Bayesian tracking systems that are of in-
terest to this thesis are identified in section 1.3 and the thesis contributions
are outlined in section 1.4.
1
1.1. ORGANISATION OF THIS THESIS
1.1 Organisation of this thesis
This dissertation first gives a prologue on sequential Bayesian estimation
and outlines state-of-the-art methods in modern Bayesian tracking systems.
With emphasis on array signal processing and particle filter methods, it then
discusses how the contemporary tracking systems are limited in many ways,
and finally presents the contributions made to overcome these limitations.
This chapter presents the scope of this thesis, the focus areas, the chal-
lenges of interest and the contributions (made by this thesis) to overcome
these challenges. Chapter 2 sets the notation and presents the mathematical
framework of state-of-the-art Bayesian tracking systems and their develop-
ments. Thereafter, this thesis focusses on its contributions; Chapters 3 and
4 relate to the primary research focus of this thesis — MTT for array signal
processing applications. Each of these chapters presents the drawbacks of
contemporary Bayesian MTT systems and proposes methods to overcome
them. Chapter 5 relates to a prominent Bayesian tracking scheme — the
particle filter. This chapter presents a resampling method to overcome the
drawbacks of the particle filter in terms of its information retention ability
over time. The chapter also proposes the use of Kolmogorov-Smirnov statis-
tic as a measure to test the particle filter performance. The conclusions and
future scope of the material are then discussed in Chapter 6.
1.2 Scope of this thesis
This section draws attention to the basic principles of MTT and Bayesian
estimation [5]. The various Bayesian tracking techniques which this thesis
investigates are then laid out. Much scientific research depends on the es-
timation of the state of a system of interest. This state captures all the
information that characterises the system. For target tracking applications,
which is the primary interest of this dissertation, the information contained
2
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in the state(s) of the target(s) relates to the dynamics of the target(s), for
example, location, velocity, acceleration, etc. This state information is nu-
merically collected in a vector. The aim of target tracking then, is to estimate
(or infer) this state(s) sequentially with time. Example tracking scenarios
include guidance of a missile, surveillance of the ground from air, estimating
vehicle trajectory [6], handset tracking [7], tracking respiratory phenomena
[8], estimating blood pressure [9], etc, as these applications involve tracking
(or time-based estimation) of the state of some parameter(s) (i.e., target(s))
under observation, that evolves over time. The time-varying state of the
moving target is estimated from its effects on a data stream, usually the sen-
sor observations (or measurements or data). These observations reported by
sensors, such as RADAR, SONAR, cameras, telescopes, etc., provide online
information (or evidence) relating to the target(s) of interest, the background
noise, and the internal sensor noise (also called thermal noise). The esti-
mation of target(s) from sensor observations require some form of tracking
system [10, 11], also referred to as a filter, the role of which is to estimate
on an ongoing basis the state of the target(s). The fact that successive sen-
sor observations are available means that Bayesian estimation tools [12] can
be used to interpret the current state using the previous information as the
prior. Bayesian estimation [13] utilises Bayes’ rule [14] to recursively build
a probability distribution function (pdf) [15] of the state(s) of the target(s).
In this thesis, a pdf px(x) of a random variable x is abbreviated as p(x).
1.2.1 Sequential Bayesian estimation
Bayes’ rule [14, 16, 17], named after Thomas Bayes1, gives the degree of be-
lief in a quantity A conditioned on the knowledge of another quantity B.
Consider A to be the hypothesis of the target state and let P (A) be its prob-
ability. P (A) is also called the a priori (or prior) probability since it is the
initial belief in the hypothesis A without further evidence. Once a target
1Although proposed in 1763 by the British researcher Thomas Bayes, Bayesian estima-
tion theory was popularised by the French mathematician Pierre-Simon de Laplace.
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appears, the sensor(s) starts providing sequential evidence B of the presence
and motion of the target. B may either confirm or negate the hypothesis
A. P (B|A) is the conditional probability (or likelihood) that specifies how
probable the observed evidence B is supposing that the chosen hypothesis A
is true. Then the final belief in the chosen hypothesis A can be updated via
Bayes’ rule. This belief is also called the a posteriori (or posterior) probabil-
ity that the hypothesis A is true conditioned on the observation B. This is
expressed as
P (A|B) = P (B|A) P (A)
P (B)
(1.1)
where
P (B) = P (B|A) P (A) + P (B|A′) P (A′) (1.2)
and A′ is the proposition that A is false. P (B) is the probability of obtaining
B averaged over the prior. As new evidence is received at each time sample,
Bayes’ rule can be used to recursively update the belief in the hypothesis of
the target state A. This is called sequential Bayesian estimation. Bayes’ rule
applies for probability densities also [18]. The recursive operation of Bayes’
rule can be seen in [19].
1.2.2 Genealogy of Bayesian filters
Over the years, several Bayesian filters have been invented to deal with a
wide range of tracking problems. These Bayesian filters are listed below
(numerous variants of these filters are not listed here);
1. The Kalman filter,
2. The particle filter,
3. The probability hypothesis density filter,
4. The multi-Bernoulli filter.
4
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The Kalman filter
The Kalman filter [20], proposed by R.E. Kalman in 1960, is one of the first
and well known tracking filters used as a Bayes’ recursive solution. It provides
a analytical solution to estimate the target state in a way that minimises the
error associated with the choice of the target state hypothesis. Therefore, the
filter is theoretically optimal. However, the Kalman filter is applicable only
for scenarios in which; a) the motion of the target is modelled to be linear,
i.e., the mathematical model that describes the temporal change of values in
the state vector is linear, b) the sensors capture the target state information
using a linear model, i.e., the mathematical model that translates the target
state vector to the observation vector is linear, and c) the posterior pdf is
Gaussian in nature. These assumptions are unrealistic for many real-world
scenarios. Nonetheless, the Kalman filter continues to dominate Bayesian
estimation for applications that approximate linearity and Gaussianity.
The particle filter
For non-linear and non-Gaussian filtering, the particle filter (PF) [21], also
called the sequential Monte Carlo (SMC) filter, formally developed in 19932
by Gordon et al., provides a rigorous Bayesian framework for target state
estimation. The PF operates on the principle of approximating the posterior
pdf by a set of samples, which in this context are known as particles.
The probability hypothesis density filter
The probability hypothesis density (PHD) filter [26], developed by R.P.S.
Mahler in 20033 for multiple targets, operates by approximating the posterior
pdf by its first moment. The filter was primarily developed to overcome
2Initial developments leading to Monte Carlo methods appeared in the 1940s [22, 23]
and 1970s [24, 25].
3Initial attempts were made as early as 1986 by Mori et al. in [27] and the theory was
formally introduced in 1997 jointly by I.R. Goodman and R.P.S. Mahler [28, 29].
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drawbacks of the conventionally optimal Bayesian MTT approach, namely
the Bayesian joint filter [30].
The multi-Bernoulli filter
The multi-target multi-Bernoulli (MeMBer) filter [31], developed by Vo et al.
in 20094, is built on the same theory that drives the PHD filter — random
finite set (RFS) theory [34] — and operates by approximating the posterior
by a set of multi-Bernoulli parameters. The filters other than the Kalman
filter are sub-optimal and hence do not provide an exact solution.
The contemporary filters mentioned above have been researched in detail
and used in many applications (the MeMBer filter is relatively new and is
still at the research stage). However, the filters are not without impediments
and the field of MTT still presents many challenges that limit the generic
use of these filters. This thesis builds on these state-of-the-art methods and
provides original and innovative solutions to the impediments suffered by
particle, PHD and MeMBer filters.
1.3 Problem identification
The primary interest of this dissertation is in Bayesian MTT [35, 36] for array
signal processing in a PF framework. This research provided further motiva-
tion to address several challenges in the resampling step of the PF. Therefore,
this dissertation can be regarded as dealing with two fields of Bayesian target
tracking; the first — MTT for array signal processing, the problems of which
are outlined in section 1.3.1, and the second — PF resampling, the problems
of which are outlined in section 1.3.2.
4The MeMBer filter which was initially developed in 2007 by R.P.S Mahler [32] had an
incorrect Taylor linearisation that created a bias in the target number estimate. This was
corrected by Vo et al. The preliminary results for the corrected MeMBer filter appeared in
2007 in [33] and the complete solution was more formally published in 2009 in [31]. Hence
hereafter, the term “MeMBer filter” refers to the corrected approach in [31].
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1.3.1 MTT for array signal processing
This thesis firstly focusses on Bayesian filtering for array signal processing.
In array processing [37], the information about multiple moving targets is
collected by sampling a wavefield using a phased array of sensors that are
arranged according to a known geometry. These sensors detect signals gener-
ated by or reflected from the targets [38] at discrete time intervals. A phased
sensor array means that each sensor of the array is sensitive to the phase
of the signals impinging on it. The goal of Bayesian filtering then is the
sequential estimation of position (in the near-field case) [39] or direction (in
the far-field case) [40] of the target(s) from this sensor array. Some Bayesian
MTT applications for array processing [41] include SONAR for tracking a
school of fish, or mapping objects on the sea-bed, or detecting a sunken ship,
and RADAR for tracking a guided missile, aircraft, or a flock of birds, and
microphones for acoustic tracking of talkers for speech enhancement or source
separation.
Problem 1 – Joint filter is computationally expensive
If the number of targets is known, the Bayesian joint filter [42] approach is
strictly the correct way of casting the MTT problem. The filter operates on
joint target state hypotheses [43], each of which is a concatenation of single
target hypotheses, i.e., each target state under consideration is a joint hy-
pothesis concerning the states of all the actual targets present [44]. Hence
the posterior is a joint pdf. Although theoretically optimal, the computa-
tional complexity of the joint filter worsens exponentially with the number of
targets [45–47] thereby impeding its use in tracking large numbers of targets.
A second difficulty is that frequently, the number of targets is unknown and
must itself be modelled as a random variable. Furthermore, the approach
suffers from the data association problem — the difficulty in relating the sen-
sor point target detections to individual targets [43, 44, 48] in the joint target
state.
7
1.3. PROBLEM IDENTIFICATION
Problem 2 – RFS filters cannot operate directly on array data
The advent of the RFS filters — the PHD and the MeMBer filters — started
to change the Bayesian approach towards MTT problems. Unlike the joint
filter, these filters operate in the dimensionality of a single target, i.e., they
approximate the joint posterior by forming amulti-modal function with peaks
at locations of the targets. The result is that complexity does not increase
exponentially with the number of targets (it increases only polynomially) and
data association is not required. The major challenge in RFS filters is that the
observation feed to the filters can only be a finite set of point target detections
(in the PHD filter [32] and the MeMBer filter [31]) or an image (in the
MeMBer filter [49]), thereby restricting their direct use of phased array data.
This problem is usually bypassed by first converting the signal impinging
on the sensor array into an image [50] and then pre-processing the image to
obtain the observation feed. This two-stage conversion causes substantial loss
of the information contained in the array data, and could be detrimental for
real time applications [51] in high noise conditions. Additionally, the use of
image models makes it difficult to resolve close targets, i.e., two close targets
may be merged inextricably and treated as one.
Research goals:
In view of the above identified problems in Bayesian filtering for array pro-
cessing, the research goals of this thesis include;
1. To overcome problems 1 and 2 — develop a MTT PF that overcomes; a)
the computational complexity of the joint filter, and b) the information
and resolution loss of the RFS filters,
2. To overcome problem 2 — investigate the possibility (and develop a
method) of operating the PHD or the MeMBer filters more directly on
phased sensor array signals.
8
CHAPTER 1. INTRODUCTION
1.3.2 Resampling in PF
The developments made to accomplish the research goals in section 1.3.1
provided further inspiration to address several limitations of PF operation.
Since its inception two decades ago, the PF [21] has gained great prominence
and is of key interest for this thesis. The main principle of the PF is to
recursively generate a set of weighted particles that represent the posterior
pdf of the target state. This weighted particle set is obtained in two steps; the
first, sequential importance sampling (SIS) specifies the process of drawing
new particles from the previous ones, and updating their weights according
to the likelihood of the state they represent. By itself, SIS results in a
large variance of the weights and this inefficiency is known as degeneracy.
This is overcome using a second step, resampling [52], that eliminates those
particles having low weights and replaces them by copies of other particles
having large weights. Consequently, the PF can be termed the sequential
importance sampling resampling (SISR) filter [53, 54].
Problem 3 – Resampling cannot retain much information over time
Resampling inevitably results in loss of the information contained in those
particles having low weights. These low weights may contain potentially
useful target information; for example, the particle could be slowly gaining
weight while detecting a very covert target5. Therefore, conventional re-
samplers impede the direct use of a PF to detect and track covert targets.
To overcome this, the track-before-detect (TBD) PF [55] was developed by
Salmond and Birch in 2001, in which the number of particles is crucial to
detection of the appearance and disappearance of covert targets. The greater
the number of particles, the higher the filter’s accuracy. The TBD PF imple-
mented in chapter 11 of [56] used as many as 80,000 particles to effectively
5A covert target is one whose signal component is well hidden under noise, so one has
to track the target for some time before declaring its presence.
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track a target from a 20 × 20 staring camera6 image. However, the use of
more particles demands increased use of computational resources.
Problem 4 – A measure of resampler performance is required
The true posterior is the Bayes’ posterior pdf and it captures completely the
information about the state(s) of the target(s) and the uncertainty associ-
ated with its estimate. It is known that the PF provides only an approximate
solution to the Bayes’ posterior. It is therefore important to assess the faith-
fulness of the PF in approximating the posterior pdf. It is predominantly
the resampling step that generates inaccuracies in PF approximation to the
posterior. This is because resampling involves rejection and replacement of
particles based on their weights and causes major adjustments to the in-
formation contained in the particle set approximation. Hence, a numerical
measure of the resampler performance is required. This has not been ade-
quately explored.
Research goals:
In view of the above identified problems in PF resampling, the research goals
of this thesis include;
3. To overcome problem 3 — develop a resampling scheme that retains
most of the information contained in low weight particles without af-
fecting the accuracy of approximation,
4. To overcome problem 4 — propose a method to quantify the reliability
of the PF in its representation of the posterior.
1.4 Contributions of this thesis
The problems of interest identified in section 1.3 are the challenges this thesis
aims to overcome. The contributions of this thesis are summarised hereun-
6A staring camera is a fixed camera that images a pre-determined field of view.
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der: section 1.4.1 presents the proposed solutions for the problems identified
in section 1.3.1 and section 1.4.2 presents the proposed solutions for the
problems identified in section 1.3.2.
1.4.1 MTT for array signal processing
Computation efficient MTT PF for array data:
Chapter 3 develops a computation efficient multi-target PF for array process-
ing. The filter uses; (i) the well known multiple signal classification (MUSIC)
[57] algorithm to evaluate a proxy for the likelihood, (ii) clustering [58–60] to
separate multiple targets, and (iii) a modified form of soft resampling [61] to
sustain the detection of weak targets (those that generate weak signals). The
motivation for this development comes from problems 1 and 2 of section 1.3.1
that the joint filter approach suffers from high computational complexity and
the RFS filters that overcome this complexity cannot operate directly on ar-
ray data. The developed filter functions in the space of a single target and
makes a more direct use of the array data. Hence the filter exhibits higher
track accuracy and lower computational complexity than that of the RFS fil-
ters. Apart from providing easy means to detect appearing and disappearing
targets, the filter also effectively resolves close targets.
MeMBer filter using MUSIC as pseudo-likelihood:
Chapter 4 develops a MeMBer filter for phased sensor array data. The mo-
tivation for this development comes from problem 2 of section 1.3.1 that the
PHD and MeMBer filters do not possess a suitable framework to explicitly
operate on phased array sensor signals. This thesis overcomes this problem
in the MeMBer filter by virtue of using MUSIC as a proxy to the likelihood.
The developed technique allows the MeMBer filter to operate more directly
on the array data and hence limit the information loss incurred in the PHD
filter and the originally proposed MeMBer filter. Moreover, close targets are
effectively resolved.
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1.4.2 Resampling in PF
Soft resampling:
Chapter 5 develops soft resampling, a scheme that retains more informa-
tion (over time) contained in low weight particles. The motivation for this
development comes from problem 3 of section 1.3.2 that state-of-the-art re-
samplers cannot accumulate information over long periods and hence cannot
be used in a standard PF to detect very covert targets. The developed soft
resampler preserves low weights and this aids in the easy detection of covert
targets using a standard PF. The technique potentially avoids the need for
the contemporary TBD approach that requires an excessive number of par-
ticles for effective results.
This thesis also develops soft systematic resampling, a modification and cor-
rection to the soft resampler. It is understood from problem 4 of section
1.3.2 that it is important to ensure that resampling does not adversely affect
the accuracy of the posterior approximation. Soft systematic resampling im-
proves the soft resampler such that the PF approximation to the posterior
is now more accurate while at the same time preserving the low weights.
This aids in locking fast when targets make sharp and abrupt manoeuvres,
or when the model for the target dynamics is chosen incorrectly.
Kolmogorov-Smirnov statistic:
Chapter 5 discovers the potential of Kolmogorov-Smirnov (KS) [62] statistic
in numerically testing the faithfulness of the PF in representing the true pos-
terior. On those lines, this thesis develops a modified KS testing approach to
evaluate the mismatch between the PF and the theoretically optimal Kalman
filter for linear Gaussian models. The motivation for this development comes
from problem 4 of section 1.3.2 that the issue of numerically measuring the
PF resampling performance has not adequately been explored despite being
important.
12
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1.5 Summary
This chapter acts as a forerunner to the dissertation. Firstly, the organisation
of this thesis was described. Secondly, the principles of sequential Bayesian
estimation and the emergence of the various Bayes’ filters were discussed.
Thirdly, the problems in state-of-the-art methods, which are of interest to
this thesis were identified and the research goals were put forward. Finally,
the contributions of this thesis to the body of knowledge, that overcome the
identified problems were summarised.
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Bayesian filtering
Bayesian filtering (Ch. 2)
Bayesian MTT for array processing
MUSIC based
MTT PF (Ch. 3)
MUSIC based
MeMBer filter (Ch. 4)
Particle filtering
Soft resampling
(Ch. 5)
KS statistic to measure
PF performance (Ch. 5)
F iltering, in the context of stochastic signal processing [63], aims to derive a
best possible estimate for the true state of a system (or target, in the domain
of this thesis) using noisy observations about that system. In other words, it
is a mathematical operation that involves extracting information about the
target(s) at time k using the sensor observations received until time k. The
target is generally hidden, i.e., one does not have exact knowledge about its
state. Bayesian filtering [41] facilitates probabilistically modelling this un-
certainty [64] by using the prior knowledge and sensor evidence about the
system. In Bayesian filtering, one models the system states as a random
variable rather than as a deterministic random variable.
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In this chapter, the Bayesian filtering process and state-of-the-art Bayes’
filters are introduced. Section 2.1 introduces the state space approach to
modelling the time series of a dynamic system. This is followed by the se-
quential Bayes’ filter formulation in sections 2.2 and 2.3. The Bayes’ approx-
imation techniques, namely the Kalman filter, the sequential Monte Carlo
approach, the probability hypothesis density filter and the multi-Bernoulli
filter are then discussed in sections 2.4, 2.5, 2.6 and 2.7 respectively.
2.1 Single target state space modelling
The state space approach to modelling a moving target involves the state
of the target. This state encapsulates the complete information about the
target in its space. This is a numerical quantity represented mathematically
as a vector. The state space X of a single dynamic target [65, 66] is defined to
be the set of all values the target state can take. Consider xk to be the target
state vector at time index k. This state vector, treated as a target hypothesis
is modelled as a random variable. For example, for a moving target in the
x-y plane, xk may be expressed in a 4D space as
xk = [x, y, vx, vy]
T (2.1)
where x and vx are the position and velocity along the x-axis, y and vy are
the position and velocity along the y-axis, and ()T denotes matrix transpose.
The time index k ∈ N, i.e., even though the real system may be continous in
time, it is modelled by a discrete time system.
As the target manoeuvres, the state xk evolves with time. This dynamic
nature of xk can be expressed as a first order discrete time probabilistic model
as
xk = fk(xk−1, qk−1) (2.2)
(2.2) is called the process1 model and is regarded as a hidden Markov process.
fk : Rnx×Rnq → Rnx is a known (possibly non-linear) function that converts
1The process model in (2.2) is also called motion or system or state evolution model.
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xk−1 to xk. qk−1 is termed the process noise sequence and accommodates
modelling errors, if any, in the state evolution model fk. nx, nq are the
dimensions of the state and process noise vectors.
The observation space is the set Z of all possible sensor observations. At
time k, the sensor will collect a noisy observation zk ∈ Z about the target
xk. This observation model is written as
zk = hk(xk, rk) (2.3)
where hk is a (possibly non-linear) function that translates xk from the state
space to the observation space. rk is the observation noise sequence that
accommodates sensor imperfections. The noise sequences qk−1 and rk are
assumed to be mutually independent and identically distributed (i.i.d), and
also independent of xk and zk respectively.
Target inference is achieved by sequentially estimating the state xk (or
its probability distribution function (pdf)) of a target at time k using all the
sensor data z1:k received up to the kth time step. The availability of prior
information about the target state x1:k−1 (gained from previous sensor data
z1:k−1) and the sensor evidence zk allows the use of sequential Bayes’ filtering
[12] to obtain an improved estimate of the actual target state (also called
“ground truth”) at the next time step.
2.2 Single target Bayesian filtering
Bayesian filtering [10, 32] provides a rigorous mathematical framework to re-
cursively estimate belief in the target state xk at time k using z1:k. This is
accomplished by forming a functional measure of the belief in xk conditioned
on z1:k — this functional measure is formally called the Bayes’ posterior pdf
and denoted as p(xk|z1:k). This posterior pdf captures all the available infor-
mation in the target state and hence is regarded as the optimal solution to
the problem of target state estimation.
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If the posterior pdf p(xk−1|z1:k−1) at time k − 1 is known, Bayes’ filter-
ing uses a succession of two steps; a) prediction, and b) update, to obtain
p(xk|z1:k). The prediction step uses (2.2) to obtain a probable target state
distribution p(xk|z1:k−1) at the next time step k. This is derived by marginal-
ising over all the previous states. Hence the Bayes’ prediction p(xk|z1:k−1)
can be decomposed into a Chapman-Kolmogorov equation [64, 67] as
p(xk|z1:k−1) =
∫
p(x1:k|z1:k−1) dx1:k−1
(a)
=
∫
p(xk, xk−1|z1:k−1) dxk−1
(b)
=
∫
p(xk|xk−1, z1:k−1)p(xk−1|z1:k−1) dxk−1
(c)
=
∫
p(xk|xk−1)p(xk−1|z1:k−1) dxk−1 (2.4)
where (a) follows because xk is independent of x1:k−2|xk−1 which we repre-
sent by xk ⊥ x1:k−2|xk−1. (b) is derived from the probability rule P (A,B) =
P (A|B)P (B) where P (.) represents the probability value. (c) follows because
xk ⊥ z1:k−1|xk−1. The term p(xk|xk−1) in (2.4) is the distribution that de-
scribes the Markov process in (2.2) and is hence called the Markov transition
prior distribution.
At time k, the new sensor evidence zk becomes available and Bayes’ rule
[16, 17] is used to update the prediction in (2.4) and construct the posterior
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p(xk|z1:k). This is conducted using
p(xk|z1:k) (a)=
p(z1:k|xk)p(xk)
p(z1:k)
=
p(zk, z1:k−1|xk)p(xk)
p(zk, z1:k−1)
(b)
=
p(zk|z1:k−1, xk)p(z1:k−1|xk)p(xk)
p(zk|z1:k−1)p(z1:k−1)
(c)
=
p(zk|z1:k−1, xk)p(xk|z1:k−1)p(z1:k−1)p(xk)
p(zk|z1:k−1)p(z1:k−1)p(xk)
=
p(zk|z1:k−1, xk)p(xk|z1:k−1)
p(zk|z1:k−1)
(d)
=
p(zk|xk)p(xk|z1:k−1)
p(zk|z1:k−1) (2.5)
In this derivation, (a) is written using the conditional probability rule P (A|B) =
P (B|A)P (A)
P (B)
. (b) uses the rule P (A,B) = P (A|B)P (B) on the term p(zk, z1:k−1|xk).
(c) uses the aforestated conditional probability rule on the term p(z1:k−1|xk).
(d) follows because zk ⊥ z1:k−1|xk.
In (2.5), p(zk|xk) is the likelihood function and p(zk|z1:k−1) is a normalising
constant. p(zk|z1:k−1) can be evaluated by marginalising over xk as
p(zk|z1:k−1) =
∫
p(zk|xk, z1:k−1)p(xk|z1:k−1)dxk (2.6)
(a)
=
∫
p(zk|xk)p(xk|z1:k−1)dxk (2.7)
where (a) follows because zk ⊥ z1:k−1|xk.
The recurrence of (2.4) and (2.5) is the property that forms the basis for the
Bayes’ filter. The state estimate xˆk can then be extracted from p(xk|z1:k)
using familiar state estimators, for e.g., the expected a posteriori (EAP) as
xˆEAPk ,
∫
xk p(xk|z1:k)dxk (2.8)
or the maximum a posteriori (MAP) as
xˆMAPk , arg supxk p(xk|z1:k) (2.9)
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Other information contained in p(xk|z1:k), for example, covariance, may also
be obtained.
The implementation of the Bayes’ filter requires the evaluation and storage
of the entire pdf in (2.4) and (2.5). Moreover, the integrals involved in
obtaining (2.4) are typically high-dimensional entities [68]. This can make
the filtering process intractable. Hence the optimal Bayes’ recursive solution
is only theoretical2, that is to say, analytic solutions are not always possible
[56].
2.3 Multi-target Bayesian filtering
In this section, the Bayes’ formulation for multi-target systems [35, 36] is
first presented in section 2.3.2. Then the issues that influence Bayes’ MTT
filtering are discussed in sections 2.3.3 and 2.3.4.
2.3.1 Joint state space modelling
In a multiple target tracking (MTT) scenario, consider a zoneR that defines a
bounded region of surveillance, i.e., target activity outsideR is not accounted
for. In MTT, it is important to model the appearance and the disappearance
of targets within the zone R. The actual number of targets N is either
assumed to be known or modelled as a random variable if it is unknown.
In this analysis, the number of targets is modelled as a random variable.
An additional state φ is introduced to treat the absence of targets. Then the
state space for all the targets, now termed the joint state space, is expressed
2The exact implementation of the Bayes’ filter is possible to a restrictive class of ap-
proaches, for example, the Kalman filter [20] (refer [56, 69] for other approaches).
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as
X∗ =

φ if no targets are present
X if one target is present
X× X if two targets are present
.
.
.
(2.10)
If it is assumed that there are Nk statistically independent targets at time k,
then the joint state space is expressed as
X∗ = X× ...× X (2.11)
where the product is taken Nk − 1 times. The target state vector captures
information about all the targets [42] present within R at time sample k.
Hence the state vector is called the joint target state, and is denoted by
Xk. This joint state is a concatenation of the individual target states and is
represented as
Xk = (x
1
k, x
2
k, ..., x
Nk
k ) (2.12)
Xk is a hypothesis of all the targets in the Nk dimensional joint space X∗ and
is modelled as a random variable.
2.3.2 The MTT Bayes’ filter recursion
The goal of MTT is to evaluate Xk and Nk using the sensor evidence zk. The
Bayesian approach to MTT is conventionally called Bayes’ joint filtering, in
that the filter constructs a joint multi-target probability distribution (JMPD)
[70, 71] of the target state as well as the number of targets. This JMPD is
described as
p(Xk, Nk|z1:k) = p(x1k, x2k, ..., xNk , Nk|z1:k) (2.13)
The JMPD is a probability function and hence integrates to one. Moreover,
unless the targets are distinguishable in some way, it is symmetric under
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permutation of the target indices.
If the posterior p(Xk−1, Nk−1|z1:k−1) at time k−1 is available, then in a similar
way to the single target Bayes’ filter, the JMPD [72] at time k is obtained in
two steps; a) prediction, and b) update. The Bayes’ prediction is evaluated
[44] as
p(Xk, Nk|z1:k−1) =
∫
p(Xk, Nk|Xk−1 = φ,Nk−1 = 0) p(Xk−1 = φ,Nk−1 = 0|z1:k−1) dφ +∫
p(Xk, Nk|Xk−1 = (x1k−1), Nk−1 = 1)
p(Xk−1 = (x1k−1), Nk−1 = 1|z1:k−1) dx1k−1 +∫ ∫
p(Xk, Nk|Xk−1 = (x1k−1, x2k−1), Nk−1 = 2)
p(Xk−1 = (x1k−1, x
2
k−1), Nk−1 = 2|z1:k−1) dx1k−1 dx2k−1 + ...
=
∞∑
n=0
∫
...
∫
︸ ︷︷ ︸
n times
p(Xk, Nk|x1k−1, ..., xnk−1, Nk−1 = n)
p(x1k−1, ..., x
n
k−1, Nk−1 = n|z1:k−1) dx1k−1...dxnk−1
=
∞∑
n=0
∫
...
∫
︸ ︷︷ ︸
n times
p(Xk, Nk|Xk−1, Nk−1 = n)
p(Xk−1, Nk−1 = n|z1:k−1) dXk−1
(2.14)
It is evident from (2.14) that the MTT Bayes’ prediction models both the un-
known target number and the appearance and disappearance of the targets.
In the Markovian transition function p(Xk, Nk|Xk−1, Nk−1), the hypothesised
targets in Xk−1 survive into Xk with a survival probability pS. Consequently,
the dimensions of Xk and Xk−1 may not be the same. Moreover, since the
number of targets is always a nonnegative integer, i.e., Nk−1 ∈ Z∗ = {0}∪Z+,
the prediction is a summation over all possible target numbers (although in
practice, this is limited to Nmax).
Once the new sensor data zk is obtained, the prediction distribution in (2.14)
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is updated using Bayes’ rule according to
p(Xk, Nk|z1:k) = p(zk|Xk, Nk)p(Xk, Nk|z1:k−1)
p(zk|z1:k−1) (2.15)
where p(zk|Xk) is the likelihood function and p(zk|z1:k−1) is a normalising
constant. The recurrence of (2.14) and (2.15) is the property that forms the
basis for the Bayes’ MTT filter.
To estimate the joint target state and the target number from p(Xk, Nk|z1:k),
the marginal multi-target (MaM) estimator may be used3: here, the marginal
distribution of Nk is formed according to
p(Nk|zk) ,
∫
p(Xk, Nk|z1:k)dXk (2.16)
Then the expected number of targets is the MAP estimate
Nˆk , arg supNk p(Nk|zk) (2.17)
and the MaM estimate of the joint target state is obtained using
XˆMaMk , arg supx1k,...,xNˆkk
p(x1k, ..., x
Nˆk
k |z1:k) (2.18)
Under the assumptions that; a) the number of targets at each time step is
known, and b) targets neither appear or disappear, the Bayes’ MTT predic-
tion and update formalism [44] is simply a generalised form of that of the
single target Bayes’ filter and can be written as
p(Xk|z1:k) = p(zk|Xk)
p(zk|z1:k−1)
∫
p(Xk|Xk−1) p(Xk−1|z1:k−1) dXk−1 (2.19)
2.3.3 Implications of the sensor model for the likelihood
Here, the implications of the choice of the sensor feed zk on evaluating the
likelihood function p(zk|Xk) in (2.15) are discussed.
3Other Bayes’ MTT estimators can be found in Ch. 14 of [32].
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Data association approach
In traditional surveillance systems, the direct information received at the sig-
nal processing unit is usually; (i) a image (e.g., SONAR image), or (ii) a
signal (e.g., acoustic signal). In many tracking applications, this informa-
tion is further processed to generate M noisy point target detections which
then are the observation feed to the filter. This input feed contains target
detections, false alarms4 or clutter5 and is expressed as
Zk = {z1k, ..., zMk } (2.20)
where the mth measurement zmk ∈ Z (recall from section 2.1 that Z is the
single target observation space). Here, it is assumed that multiple targets
cannot generate one point target observation. Hence, while evaluating the
likelihood in (2.15), it is important to know which measurement in Zk re-
lates to which target hypothesis in Xk — the data association. The use of
the observation model in (2.20) casts the MTT problem into two domains:
a) filtering, and b) data association. Data association [73] aids in identifying
close targets and avoiding confusing them, for example, aircraft flying close
[1].
One method of achieving data association is by multiple hypothesis track-
ing (MHT) [74]. The MHT filter operates by first creating hypotheses about
all the possible associations between the sensor detections and the target
states, and then choosing one hypothesis based on its weight, interpreted
as the probability that it is the correct one. A few measures that compute
the probability of a hypothesis being correct are the Mahanalobis distance
or global association distance [32]. This method, however, is computation-
ally expensive as it propagates all the possible hypotheses every time step.
Another approach to data association is joint probabilistic data association
4False alarms are sensor detections that did not originate from the targets, but are
caused by noise.
5Clutter are sensor detections from objects which are not of interest, e.g., for a satellite
observing sensor, stars are the clutter.
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(JPDA) [43] in which all the potential target-measurement associations are
treated as a single statistical unit, i.e., all measurements are assumed to be
associated to every target to some extent [27]. The JPDA filter [5, 10, 11]
computes the degree to which each measurement contributed to each target
and then creates composite tracks that represent the correct one.
Association free approach
Much work on MTT and information fusion relates to observations which are
point target detections described in (2.20). However, converting sensor data
into point target measurements using pre-processing tools like thresholding
introduces substantial information loss, especially at low signal-to-noise ratio
(SNR). In contrast, feeding the raw information (image or signals) from the
sensors directly to the filter allows merged observations — multiple targets
generating the one observation datum6 [44]. This avoids data association and
hence overcomes the combinatorial problem of target-measurement associa-
tion.
2.3.4 Curse of dimensionality
Since the JMPD p(Xk|z1:k) provides complete information about the multi-
target scenario at time k, the filtering is considered optimal. However the
filter suffers from high computational complexity:
Example: Consider that targets lie in the discrete 1D space X = {1, 2, ..., 10}.
In a single target scenario, the state space contains 10 values and the dimen-
sionality of xk is 1, for example, xk = 3. However, in a two target scenario,
the joint state space X∗ = X×X will now contain 100 values and the dimen-
sionality of the joint state Xk is 2, for example, Xk = (3, 7).
6Examples of merged observations: a) in a image, the intensity of a single pixel could
be influenced by multiple targets, and b) in a phased sensor array, signals from multiple
signals are added at the sensors.
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If tracking involved computing the probability of each possible combination
of states, then it is evident that the computational effort devoted to evalu-
ate the joint pdf worsens exponentially. This complexity problem, conven-
tionally termed “curse of dimensionality 7,” [45] makes the filtering process
intractable.
2.4 The Kalman filter
The computational intractability of the Bayes’ filter is overcome using ap-
proximate solutions. A popular Bayes’ filter which provides a closed-form
solution to target state estimation is the Kalman filter [20]. In this section,
the Kalman filter that conceptualises Bayes’ recursion in a discrete time lin-
ear filtering perspective is presented. The filter’s mathematical treatment is
outlined in section 2.4.1 which is followed by a brief survey of its historical
development in section 2.4.2.
Kalman filtering is regarded as a least square estimation process with
provision to model the dynamic stochastic target state8. Consequently its
solution is optimal. The filter assumes that the posterior pdf is Gaussian
distributed at every time step [5] and hence can be parameterised by a mean
and a covariance. The Gaussianity assumption in the Kalman filter will be
consistent with time [78] under the following conditions:
1. The process and observation noise sequences qk−1 in (2.2) and rk in
(2.3) respectively are drawn from Gaussian distributions with known
parameters,
2. (2.2) and (2.3) are known linear functions.
7The term was coined by R. E. Bellman in 1957 when considering dynamic optimisation
problems [75, 76].
8In other words, Kalman filter is a time variant Wiener filter [77].
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Hence, the process and observation models can be re-written as
xk = Fkxk−1 + qk−1 (2.21)
zk = Hkxk + rk (2.22)
where Fk and Hk are linear functions. The noise sequences qk−1 and rk
are random samples drawn from the distributions N (0, Qk−1) and N (0, Rk)
respectively. If these conditions are not met, the Kalman filter can still be
used, but is regarded in that case as a second order moment approximation to
the single target Bayes’ filter. The single target posterior p(xk|z1:k), under the
assumption that it is essentially Gaussian and not skewed, can be compressed
into its approximate sufficient statistics — the first and second moments as
p(xk|z1:k) = N (xˆk, Pk) (2.23)
with mean xˆk and covariance Pk, the closed-form of which is presented in the
following section.
2.4.1 The Kalman filter recursion
The derivation of the Kalman filter [20, 32, 79, 80] is not central to this the-
sis and is not provided here. The Kalman filter describes the posterior
p(xk−1|z1:k−1) at time k − 1 as a Gaussian. Hence the filter is parameterised
by the mean xˆk−1 and its error covariance Pk−1. At the next time index k,
the filter operates in two stages; (i) prediction, in which the a priori state
estimate xˆ′k and its error covariance P
′
k are computed, and (ii) update, in
which the a posteriori state estimate xˆk and its error covariance Pk are com-
puted.
The filter recursion from time k − 1 to k can be expressed as
p(xk−1|z1:k−1) = N (xˆk−1, Pk−1) (2.24)
p(xk|z1:k−1) = N (xˆ′k, P
′
k) (2.25)
p(xk|z1:k) = N (xˆk, Pk) (2.26)
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where
xˆ
′
k = Fkxˆk−1 (2.27)
P
′
k = FkPk−1F
T
k +Qk−1 (2.28)
xˆk = xˆ
′
k +Kk(zk −Hkxˆ
′
k) (2.29)
Pk = (I −KkHk)P ′k (2.30)
The posterior mean in (2.29) is estimated by expressing [80] the a posteri-
ori state estimate xˆk as a linear combination of the prediction xˆ
′
k and the
weighted difference between sensor observation zk and predicted measure
Hkxˆ
′
k. The Kalman gain Kk, expressed [79] as
Kk = P
′
kH
T
k ((HkP
′
kH
T
k +Rk))
−1 (2.31)
minimises the error covariance in (2.30), i.e., for small P ′k the scaling of the
innovation by Kk is also small, and for small Rk the scaling of the innovation
byKk is high. The equations (2.27), (2.28), (2.31), (2.29) and (2.30) complete
the Kalman recursive filtering operation.
2.4.2 Historical progress of the Kalman filter
A year after the Kalman filter was proposed, in 1961, R. E. Kalman and R. S.
Bucy jointly proposed a linear continous time counterpart to the Kalman fil-
ter, namely the Kalman-Bucy filter [81] that estimates the target state using
stochastic differential equations. The filter can also be derived in a Bayesian
framework [82].
Computing the Kalman gain Kk every time step is computationally ex-
pensive because of the matrix inversion in (2.31). The constant gain Kalman
filter [83] overcomes this complexity by assuming the gain to be constant
throughout time. Although this assumption impedes the effectiveness of the
filter, it is suited for highly observable targets (small values of matrix norms
||Qk−1|| and ||Rk||) with minimal rapid manoeuvres, e.g., aeroplanes or ships.
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Alpha-Beta filters [84] are one example of the constant gain Kalman filter.
Appending additional information like sensor bias, blurring of targets due to
bad weather, etc., to the target state vector improves knowledge about the
uncertainty of the estimate. The Schmidt-Kalman filter [85] accomplishes
this information improvement without the need to increase the dimensional-
ity of the state vector and thereby reduces complexity.
Given that the Kalman filter is limited to linear Gaussian target systems,
noteworthy effort has been made to derive optimal non-linear filters, e.g.,
[86–89]. Additionally, several sub-optimal versions have been proposed to
the Kalman filter to adapt it for non-linear systems. The extended Kalman
filter (EKF) [90] extends the Kalman filter to non-linear systems by linearis-
ing about an estimate of the current mean and covariance. Here the state
distribution is approximated by a Gaussian random variable and then propa-
gated through the first order Taylor series expansion of the non-linear system
[91] in order to calculate the mean and covariance. Higher order EKFs are
obtained by retaining more terms of the Taylor series expansion. The un-
scented Kalman filter (UKF) [92, 93] approximates the Gaussian target state
random process by a set of carefully chosen sample points that capture the
true mean and covariance [94]. These points, when propagated in a non-
linear system, capture the true mean and covariance accurately up to second
order [95] (only for scalar states [96]). A summary of numerous other variants
to Kalman filtering can be found in [97]. The EKF, UKF and other variants
always approximate the posterior to be Gaussian, and introduce significant
bias if the actual distribution is non-Gaussian; they cannot model the higher
order moments of non-Gaussian posterior distributions.
The Kalman filter for MTT will generate a target state estimate (mean)
and covariance estimate for each of the targets present in the scene. How-
ever, it is important to relate the sensor observations to each of the targets
— the data association. The problem of data association is treated in three
ways: firstly, the single hypothesis correlation (SHC) technique builds a track
29
2.5. THE SEQUENTIAL MONTE CARLO
table containing the state estimate and the error covariance for each target,
and updates them based on the minimum association distance between each
target and each sensor using the Mahanalobis distance, given by
d(xpk|zk) , (zk −Hkxpk)T (HkP pkHTk +Rk)−1 (zk −Hkxpk) (2.32)
where xpk and P
p
k are the state and the error covariance of the pth target
respectively. In other words, the SHC can be visualised as a bank of par-
allel Kalman filters, one for each target, with filters being removed if their
covariance estimate crosses a certain threshold. The SHC filter is forced
to declare that a single measurement target association is correct, which is
not an optimal representation when uncertainty in the association is sig-
nificant. A second approach to data association is the multiple hypothesis
tracking (MHT) [74] filter; however, as mentioned in section 2.3, this method
involves high computational cost. Thirdly, the composite hypothesis correla-
tion (CHC) [32] filter uses the concept of the JPDA and computes the best
possible target-measurement association by using a joint formulation of all
the association hypotheses.
The Kalman filter has been widely used in several array processing ap-
plications, a few examples of which include: positioning of ships [98], under-
water submarine navigation [99], underwater SONAR tracking [100], rainfall
estimation [101], detecting signals from buried objects [102], tracking seabed
parameters [103], recording seismic activity [104], localisation using micro-
phone arrays [105], spacecraft tracking [106], guiding satellites into their
orbits [107] and estimating heart-beat [4].
2.5 The sequential Monte Carlo
The high dimensional integration in the Bayes’ recursive solution makes the
process computationally intractable. However, the exact closed-form solution
to Bayes’ filtering for linear Gaussian systems is possible using the Kalman
filter described in section 2.4. In the current and subsequent sections, Bayes’
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approximations for more realistic non-linear and non-Gaussian systems are
presented. These approaches provide only approximate solutions and hence
are sub-optimal.
A prominent Bayesian approximation is the sequential Monte Carlo (SMC)
approach. Monte Carlo9 is a stochastic sampling approach aimed at tackling
difficult numerical integration problems. Since their first use in 1949 by
Metropolis and Ulam [22] in the Los Alamos laboratory, Monte Carlo meth-
ods have been explored to address many intractable problems in physics and
statistics [108]. The SMC, which is a combination of Monte Carlo sampling
and Bayesian statistics, is a powerful tool for online estimation of Markovian
target systems. The formal introduction of Monte Carlo to Bayesian target
tracking was made in 1993 by Gordon et al. and the resulting method is
called the particle filter (PF) [21]. The PF belongs to the class of SMC [109]
methods and approximates the probability distributions using independent
point mass representations — also called samples or particles. These particles
are sampled directly from the state space and weighted through the principle
of importance sampling. The recursive propagation of this particle system
results in an accurate Bayesian approximation [110, 111]. The primary focus
of this thesis is the development of PF schemes to overcome various limita-
tions in Bayesian MTT for array processing applications. Hence the filter
is discussed in detail. Monte Carlo importance sampling is first introduced
in sections 2.5.1 and 2.5.2. This is followed by the PF and its operational
issues in sections 2.5.3, 2.5.4 and 2.5.6. A variant of the PF which will be
further referred to in this thesis is then outlined in section 2.5.7. Finally, the
historical developments of the PF are discussed in section 2.5.8.
2.5.1 Monte Carlo sampling
Here, Monte Carlo sampling is introduced using a simple derivation. Consider
a statistical problem of estimating the expected value of a function g(x). This
9Named after Monte Carlo Casino in Monaco.
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can also be considered as estimating a Lebesgue-Stieltjes integral
E[g(x)] =
∫
x
g(x) dp(x) (2.33)
where the integration of g → R is defined with respect to a Lebesgue mea-
sure [112]. If g(x) is intractable, then the computation of E[g(x)] is dif-
ficult. Monte Carlo sampling could be employed to treat such situations.
The method approximates E[g(x)] using a set of independent and identi-
cally distributed (i.i.d) samples (also called particles) {x1, ..., xI}, where for
i = 1, ..., I
xi ∼ p(.) (2.34)
Then the Monte Carlo estimate of g(x) is
gˆ =
1
I
I∑
i=1
g(xi) (2.35)
The expected value of the Monte Carlo estimate is given by
E[gˆ] = E
[1
I
I∑
i=1
g(xi)
]
=
1
I
E
[ I∑
i=1
g(xi)
]
=
1
I
I∑
i=1
E[g(xi)]
= E[g(x)] (2.36)
32
CHAPTER 2. BAYESIAN FILTERING
and the variance of the Monte Carlo estimate is given by
var[gˆ] = var
[1
I
I∑
i=1
g(xi)
]
=
1
I2
var
[ I∑
i=1
g(xi)
]
=
1
I2
I∑
i=1
var[g(xi)]
=
I
I2
var[g(x)]
=
var[g(x)]
I
(2.37)
By the strong law of large numbers [113, 114], the Monte Carlo estimate gˆ
converges to the true value of E[g(x)] in (2.33) as I → ∞. Monte Carlo
sampling, by itself, cannot be employed in Bayesian filtering because the
function p(x) from which particles are drawn is unknown. This problem
is addressed by importance sampling, which is described in the following
section.
2.5.2 Importance sampling
Importance sampling aims to represent p(x) by drawing a set of weighted
particles {xi, wi}Ii=1 (I is the total number of particles) from regions of “im-
portance” in the distribution. This is achieved by drawing from a proposal or
importance distribution q(x) that is similar to p(x). Discussion on the choice
of q(x) is deferred until section 2.5.6. Consider the integral∫
g(x)p(x)dx =
∫
g(x)
p(x)
q(x)
q(x)dx (2.38)
The Monte Carlo representation of p(x) is expressed as
p(x) ≈
I∑
i=1
wi δ(x− xi) (2.39)
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where the weights (also called importance weights) are
wi =
p(xi)
q(xi)
(2.40)
If the normalising factor of p(x) is not known, the importance weights can
only be calculated up to a normalising constant. The weights are normalised
to ensure that
∑I
i=1w
i = 1. Then the Monte Carlo estimate to the filtered
state moment E[g(x)] is
gˆ =
1
I
(∑I
i=1 w
ig(xi)∑I
i=1 w
i
)
(2.41)
and the variance of the importance sampling estimate is
var(gˆ) =
1
I
var[g(x) w]
=
1
I
var
[
g(x)
p(x)
q(x)
]
=
1
I
∫ [g(x)p(x)
q(x)
− E[g]
]2
q(x)dx
=
1
I
∫ [(g(x)p(x))2
q(x)
− 2g(x)p(x)E[g]
]
dx +
(E[g])2
I
=
1
I
(∫ [(g(x)p(x))2
q(x)
]
dx− (E[g])2
)
(2.42)
It is obvious from (2.42) that the variance of the Monte Carlo estimate is
minimised when q(x) matches p(x). Moreover, according to the weak law of
large numbers [115], it is found that
gˆ → E[g(x) w]
E[w]
(2.43)
Returning to Bayes’ filtering, the posterior p(xk|z1:k) is the true pdf, the non-
linearity and/or non-Gaussianity of which makes it difficult to draw particles
from. However, p(xk|z1:k) can be represented using a weighted particle set
{xik, wik}Ii=1, where I is the total number of particles, drawn from a known
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proposal distribution q(xk|z1:k). The importance weights of these particles,
as in (2.40) is
wik =
p(xik|z1:k)
q(xik|z1:k)
(2.44)
Propogating these weighted particles sequentially in a Bayes’ framework is
performed by sequential importance sampling (SIS), which is described in
the following section.
2.5.3 Sequential importance sampling
Consider that the weighted particles {xik−1, wik−1}Ii=1 that represent p(xk−1|z1:k−1)
at time k−1 are available. The aim of SIS is to obtain {xik, wik}Ii=1 that repre-
sent the posterior p(xk|z1:k) at the next time step k. This is accomplished by
drawing particles from a known importance distribution q(xk|z1:k). The pro-
cess is done in two steps; a) prediction, and b) update. The prediction step
propagates the particles {xik−1}Ii=1 to time step k as follows: the importance
distribution can be factorised as
q(x1:k|z1:k) = q(xk|x1:k−1, z1:k)q(x1:k−1|z1:k−1) (2.45)
This implies that particles xik−1 ∼ q(xk−1|z1:k−1) are propagated to time k by
augmenting their states by another set of particles drawn from
xik ∼ q(xk|xk−1, zk) ; i = 1, ..., I (2.46)
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The update step evaluates the weights of {xik}Ii=1 using the new sensor evi-
dence zk. This is done as follows: the posterior pdf
p(x1:k|z1:k) = p(z1:k|x1:k)p(x1:k)
p(z1:k)
=
p(zk, z1:k−1|x1:k)p(x1:k)
p(zk, z1:k−1)
=
p(zk|z1:k−1, x1:k)p(z1:k−1|x1:k)p(x1:k)
p(zk|z1:k−1)p(z1:k−1)
=
p(zk|z1:k−1, x1:k)p(x1:k|z1:k−1)p(z1:k−1)p(x1:k)
p(zk|z1:k−1)p(z1:k−1)p(x1:k)
=
p(zk|xk)p(x1:k|z1:k−1)
p(zk|z1:k−1)
=
p(zk|xk)p(xk, x1:k−1|z1:k−1)
p(zk|z1:k−1)
=
p(zk|xk)p(xk|x1:k−1, z1:k−1)p(x1:k−1|z1:k−1)
p(zk|z1:k−1)
=
p(zk|xk)p(xk|x1:k−1)p(x1:k−1|z1:k−1)
p(zk|z1:k−1)
∝ p(zk|xk)p(xk|x1:k−1)p(x1:k−1|z1:k−1) (2.47)
By substituting (2.45) and (2.47) in (2.44), the unnormalised particle weight
becomes
w˜ik ∝
p(zk|xik)p(xik|xik−1)p(xik−1|z1:k−1)
q(xik|xik−1, zk)q(xik−1|z1:k−1)
= wik−1
p(zk|xik)p(xik|xik−1)
q(xik|xik−1, zk)
; i = 1, ..., I (2.48)
The weights are normalised wik =
w˜ik∑I
j=1 w˜
j
k
and p(xk|z1:k) is represented by
p(xk|z1:k) ≈
I∑
i=1
wik δ(xk − xik) (2.49)
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Degeneracy
As the SIS algorithm progresses, the particles near the actual target gain
more weight, and those that are far away have negligible weights. This implies
that high computational effort is required to update these negligible weight
particles that do not contribute to the true posterior [54]. This problem is
called degeneracy. That is, if the genealogy of a particle is observed by tracing
its parent all the way to the initial time step, it can then be seen that as
particles propagate in time, it will become more likely that a single particle
will be the parent of all its descendents and this parent need not necessarily
have high importance. This implies that one particle grabs all the weight
and this particle may not necessarily contribute to the true posterior. This
is illustrated using a simple example in Fig. 2.1.
One measure of efficiency in this context is the effective sample size [52],
defined as
Ieff =
1∑I
i=1(w
i
k)
2
(2.50)
such that Ieff  I and low Ieff exhibits high degeneracy. The solution to
degeneracy is to resample the particles (in accordance to their weights) with
replacement whenever Ieff falls below a certain threshold [109]. This resam-
pling is presented in the following section.
2.5.4 Sequential importance resampling: The PF
The goal of resampling is to eliminate particles that have negligible weights
and replace them by copies of other particles that have large weights. This
is the same as replacing (2.49) by
p(xk|z1:k) ≈
I∑
i=1
nik
I
δ(xk − xik) (2.51)
≈
I∑
i=1
1
I
δ(xk − x∗ik ) (2.52)
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Figure 2.1: An example illustrating the effect of degeneracy. Here, the state evolution
is conducted using a 2D constant velocity model. The measurements are collected using a
position observing sensor model. The model is described in detail later in section 5.6.2 of
chapter 5. The number of particles is I = 50. The genealogies of all the 50 particles are
plotting as red solid lines.
where nik is the number of replications/ duplications of the particle xik and
{x∗i}Ii=1 is the new resampled set of particles. That is, as time progresses,
the resampling process decreases the chance that one particle which initially
had a low importance, is highly trusted. By replacing particles having low
importance by those having high importance, the particle genealogies will go
through more likely paths. This is shown in Fig. 2.2, where the example in
Fig. 2.1 is now repeated with resampling.
The use of resampling with SIS is consequently called sequential importance
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resampling (SISR) or PF10. Although resampling reduces the degeneracy
problem by discarding those particles that do not contribute to the poste-
rior, it could lead to particle impoverishment — a problem in which very few
particles get replicated many times thereby reducing the richness (or diver-
sity) of the particles in effectively representing the posterior: some methods
that overcome this problem are discussed briefly in section 2.5.8. Being an
approximation technique, the PF converges almost definitely to the true pos-
terior as I →∞. Convergence results for the PF can be found in [116, 117].
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Figure 2.2: An example illustrating how resampling overcomes the effect of degeneracy.
The ground truth, process and measurement model and sample size I are the same as used
in Fig. 2.1.
10Various other names for the PF are bootstrap filtering, condensation algorithm and
survival of the fittest.
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Resampling techniques are majorly divided into two classes; a) stochastic,
and b) deterministic. Detailed studies on resampling algorithms can be found
in [118–121]. A few popular resampling techniques, that will be referred to
in chapter 5 are presented here.
Multinomial selection
The aim of stochastic resampling is the multinomial selection of nik in (2.51)
which is equivalent to selecting x∗j for j = 1, ..., I particles, such that P (x∗j =
xi) = wi, i.e., the particles are resampled in accordance to their weights. This
multinomial selection can be done as follows
• Draw a random sample uik ∼ U(0, 1],
• Assign index j ← i such that ∑i−1s=1wsk < uik ≤∑is=1wsk.
In the resampling literature, there are four variations of this multinomial
selection. These variants are briefly discussed here.
1. Multinomial resampling: This method is simply the conventional
multinomial selection scheme and also termed random resampling. Here,
draw I random samples uk, each drawn according to uik ∼ U(0, 1]. Then
allocate nik copies of xik to the new distribution according to
nik = the number of uk ∈
(
i−1∑
s=1
wsk,
i∑
s=1
wsk
]
(2.53)
This process is equivalent to the two-step multinomial selection process de-
scribed above. (2.53) also ensures that
∑I
i=1 n
i
k = I. Finally, the weights of
the new set of particles are set to 1/I.
2. Stratified resampling: The process of creating the random samples
uk by sampling I times from the space (0, I] leads to a high Monte Carlo
(MC) variance. Stratified resampling is motivated by the idea that creating
uk by sampling I times, once from each of the I independent ordered subsets
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of equal size
(
i
I
, i+1
I
]
for i = 0, ..., I − 1, will reduce the MC variance. The
space (0, I] which is now divided into I disjoint subsets is referred to as strata.
The selection of the random samples is conducted independently within each
stratum, i.e., uk is obtained by sampling I times, once from from each of
the I ordered subsets. Hence stratified resampling is similar to multinomial
resampling in (2.53), except that now, the random samples are
uik =
(i− 1) + u˜ik
I
with u˜ik ∼ U(0, 1], i = 0, ..., I − 1 (2.54)
The weights of the new set of particles are set to 1/I.
3. Systematic resampling: This method aims to further reduce the MC
variance. The procedure is almost similar to that of stratified resampling:
the stratification process is unchanged, but the random samples drawn from
the strata are no longer independent, i.e., all samples have the same position
within each stratum. Hence systematic resampling is similar to multinomial
resampling in (2.53), except that now, the random samples are
uik =
(i− 1) + u˜k
I
, i = 0, ..., I − 1 (2.55)
with u˜k ∼ U(0, 1]. The weights of the new set of particles are set to 1/I.
Example illustration: The process of selecting the random samples uk in
each of the above mentioned methods is illustrated in Fig. 2.3 using a simple
example. Here, the grey solid line is the cumulative sum of the weights of I =
5 particles. The weight vector is chosen to be wk = [0.1, 0.2, 0.5, 0.15, 0.05].
The space from which random samples are drawn is spanned by the red dou-
ble arrow(s). The random sample values are pointed using the I blue arrows.
In multinomial resampling, each random sample is drawn from the space
(0, I] (shown using a single red double arrow) according to uik ∼ U(0, I].
In stratified resampling, the space (0, I] is stratified into I disjoint subsets
(shown using I red double arrows) and the random samples are drawn in-
dependently from each strata according to (2.54). In systematic resampling,
the stratification is unchanged (shown using I red double arrows) but the
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random sample value chosen from each stratum is fixed to the same value,
i.e., in other words, the entire grid is offset (shown using the black double
arrows) by a single random value. In all the three examples, the random
sample values are pointed using I blue arrows. Once uk is obtained, resam-
pling is performed using the process described in (2.53).
(a) Multinomial. (b) Stratified.
(c) Systematic.
Figure 2.3: Illustration of drawing random samples uk in the stochastic resamplers.
4. Residual resampling: This method is motivated by the idea that the
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number of replications of many weights can be computed without stochas-
ticity. Here, the number of replications nik of xik is given by bIwikc and
K =
∑I
i=1bIwikc. In general K < I and the original sample size I could
be retained by stochastically resampling the K new particles to obtain the
remainig I −K new particles.
Partial deterministic resampling
The second class of resampling is deterministic, which is threshold based.
A hybrid between deterministic and stochastic resampling is partial deter-
ministic resampling [120, 122], which was proposed to reduce PF computa-
tional complexity and processing time. This combined with distributed PF
approaches would aid in PF parallelisation. The general idea is this: the par-
ticles are categorised using a upper threshold Th > 1/I and a lower threshold
0 < Tl < Th. Those particles with weights above Th are termed dominant,
those particles with weights below Tl are termed negligible, and those par-
ticles with weights between the two thresholds are termed moderate. The
dominant particles are retained, the negligible particles are eliminated and
the moderate particles are resampled using any stochastic resampler.
One variant of the partial deterministic resampling is as follows: consider
Nh and Nl to be the number of dominant and negligible particles respec-
tively. The set of dominant and negligible particles are replaced by only the
dominant particles using the following rule – the first Nl−b NlNh cNh dominant
particles are replicated r = b Nl
Nh
c+ 2 times and the remaining are replicated
b Nl
Nh
c+ 1 times. Each replicated dominant particle xik is reweighted as
wik =
wik
r
+
Wl
Nh +Nl
(2.56)
where Wl is the sum of the negligible weights. The moderate particles, on
the other hand, are retained and reweighted to the same number 1/I.
The complete PF operation using 100 particles in one-dimensional scenario
at a single time step is illustrated in Fig. 2.4.
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Figure 2.4: The Metropolis resampling method showing the Dirac delta function of the
particles. The first figure shows I = 100 equally weighted samples {xik−1, wik−1}Ii=1 that
represent the posterior p(xk−1|z1:k−1). The second and third figures describe the SIS
stage of the PF: (i) the second figure shows the predicted set of particles (obtained using
a random walk [123] process model), and (ii) the third figure shows the weight updated
set of particles (with zk = 7.2) that represent the posterior p(xk|z1:k). It can be seen that
particles located far away from the observation obtain low importance, and propagating
these particles in time will lead to degeneracy. The fourth figure describes the SISR stage
of the PF — particles of low importance are replaced by copies of other particles that have
high importance. The weights are then reset to 1/I. The fourth figure shows the final set
of particles {xik, wik}Ii=1 which will be propagated to the next time step.
2.5.5 The MTT joint PF
The single target PF can be directly generalised to MTT problems [42, 110]
using the joint filter approach described in section 2.3. The conventional
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MTT joint PF [44, 71, 124] is presented in this section.
Similar to the single target PF, the MTT joint PF approximates the joint
posterior p(Xk, Nk|z1:k) using a set of I weighted joint particles {Xik, wik}Ii=1.
Each particle in the mix is a hypothesis about the states of all the targets, i.e.,
a particle is now a concatenation of individual target states and will track
all the targets simultaneously. The (usually) unknown number of targets Nk
is modelled as a random variable and hence is included in the particle state.
A single particle is now expressed as
(Xik, N
i
k) = (x
i,1
k , ..., x
i,N ik
k ) (2.57)
where N ik ∈ Z∗ is the number of single target hypotheses in the joint particle
Xik. Each particle is allowed to hypothesise any number of targets, i.e., N ik
could be different (or the same) from that of another particle. During imple-
mentation, it is a common practice to limit the number of individual states
in a particle to Nmax.
If the weighted joint particle set {Xik−1, wik−1}Ii=1 that approximates the
posterior p(Xk−1, Nk−1|z1:k−1) at time k−1 is available, the joint PF approx-
imation to the posterior at time k is obtained in two steps; a) prediction,
and b) update. In the prediction, a new set of particles are sampled from
the previous ones according to
(Xik, N
i
k) ∼ q(Xk, Nk|Xk−1, Nk−1, zk) (2.58)
Target appearance and disappearance can be modelled by including a survival
probability pS for each individual target state in the joint particle — that is
to say: the nth single target state vector xi,nk−1 ∈ Xik−1 is either; a) retained
with probability pS and predicted into the next state, or b) eliminated with
probability 1− pS.
In the update step, the weight of the joint particle is updated as
w˜ik = w
i
k−1
p(zk|Xk, Nk)p(Xk, Nk|Xk−1, Nk−1)
q(Xk, Nk|Xk−1, Nk−1, zk) (2.59)
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Then the weights are normalised wik =
w˜ik∑I
j=1 w˜
j
k
and the posterior p(Xk, Nk|z1:k)
is approximated as
p(Xk, Nk|z1:k) ≈

∑I
i=1 w
i
k δ(Xk − Xik) if dim(Xk) = dim(Xik)
0 otherwise
(2.60)
To overcome degeneracy, the I joint particles are resampled with replacement
based on their weights. This resampling can be performed using any of the
techniques described in section 2.5.4. This joint MTT PF, however, suffers
from data association and high computational complexity problems. Another
PF approach to MTT is to use a separate filter for each target [125], but this
could easily lead to filter hijack — a problem where more than one filter
tracks one of the targets [80, 126]. A more detailed discussion on MTT PF
limitations and related work is made in chapter 3.
2.5.6 Choice of importance distribution
For the importance distribution to be optimal [52], it has to be exactly the
same as the actual probability distribution. An optimal importance distri-
bution aids in drawing samples from regions of high likelihood. Hence,
q(xik|xik−1, zk)opt = p(xik|xik−1, zk) (2.61)
=
p(zk|xik, xik−1)p(xik|xik−1)
p(zk|xik−1)
(2.62)
Substituting (2.62) in (2.48)
wik ∝ wik−1 p(zk|xik−1) (2.63)
where
p(zk|xik−1) =
∫
p(zk|xik)p(xk|xik−1)dxik (2.64)
Numerically evaluating (2.64) is non-trivial.
The analytic expression of the optimal importance distribution function
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for Gaussian systems in which the motion model is non-linear and the obser-
vation model is linear can be found in [52]. For non-linear Gaussian systems,
Orton and Fitzgerald [127] proposed sub-optimal approximations to the op-
timal importance distribution by using local linearisation techniques. The
particles are sampled from a Gaussian approximation of the optimal im-
portance distribution (2.61). If this approximation is reasonable, then the
number of redundant particles are reduced so that fewer particles are re-
quired.
It is always convenient to choose the Markov transition prior as the impor-
tance distribution function. This approach however, is sub-optimal because
the prediction is no longer leveraged on the new sensor evidence zk. Hence
q(xik|xik−1) ∝ p(xik|xik−1) (2.65)
Substituting (2.65) in (2.48) gives
wik ∝ wik−1 p(zk|xik) (2.66)
A few other methods that propose improved importance sampling of particles
can be found in [128–132].
2.5.7 Track-before-detect PF
The most common approach to target tracking is based on converting the
direct data from a sensor, e.g., infrared camera image, RADAR/SONAR
image, signals from phased sensor array, etc., into point measurements of
the targets. This conversion is usually done by thresholding. This process
reduces the amount of information available to the Bayesian filter. Although
this information reduction is of little concern at high SNR, thresholding leads
to substantial information loss in high noise conditions. This information loss
is particularly detrimental while detecting covert targets — those targets
whose signal components are well hidden under the noise components — for
example, stealth aircraft, ships sunk in deep waters, etc. For the detection
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of these covert targets, it is important to track them for some time using the
unthresholded data (also called raw sensor observations) before declaring
their presence. The approach to simultaneously detect and initiate tracks
using raw sensor data is called track-before-detect (TBD). The TBD PF,
developed in 2001 by Salmond and Birch [55], is introduced here and will be
referred to in chapter 5.
The target state xk, for instance, could be as described in (2.1). The
target manoeuvres according to the state evolution model in (2.2). Since the
target could be present or absent in the observation space, its existence Ek
is modelled by a two state Markov chain, such that
Ek =
1 if target is present0 otherwise (2.67)
Consider the transition probabilities of target birth (a.k.a appearance) (pb)
and death (a.k.a disappearance) (pd) respectively, to be
pb = Pr{Ek = 1|Ek−1 = 0} (2.68)
pd = Pr{Ek = 0|Ek−1 = 1} (2.69)
Then the transitional probability matrix is given by
ΠS =
 1− pb pb
pd 1− pd

The sensor data zk could be raw images [55, 56, 133] for visual tracking or
phased sensor array signals [134] for acoustic tracking. As described in (2.4)
and (2.5) of section 2.2, the formal Bayes’ recursion consists of two steps,
a) prediction, and b) update. If the posterior p(xk−1|z1:k−1) at time k − 1 is
available, then the prediction (which exists only if Ek = 1) is expressed as
p(xk, Ek = 1|z1:k−1) =∫
p(xk, Ek = 1|xk−1, Ek−1 = 1, z1:k−1)p(xk−1, Ek−1 = 1|z1:k−1)dxk−1 +∫
p(xk, Ek = 1|xk−1, Ek−1 = 0, z1:k−1)p(xk−1, Ek−1 = 0|z1:k−1)dxk−1(2.70)
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where
p(xk, Ek = 1|xk−1, Ek−1 = 1, z1:k−1)
= p(xk|xk−1, Ek = 1, Ek−1 = 1)p(Ek = 1|Ek−1 = 1)
= p(xk|xk−1, Ek = 1, Ek−1 = 1)(1− pd) (2.71)
and
p(xk, Ek = 1|xk−1, Ek−1 = 0, z1:k−1)
= p(xk|xk−1, Ek = 1, Ek−1 = 0)p(Ek = 1|Ek−1 = 0)
= pb pˆb(xk) (2.72)
Here, pˆb(xk) is the initial pdf of the target on its appearance. Then the
update step is given by
p(xk, Ek = 1|z1:k) = p(zk|xk, Ek = 1)p(xk, Ek = 1|z1:k−1)
p(zk|z1:k−1) (2.73)
The likelihood function p(zk|xk, Ek = 1), for a Gaussian image model is de-
scribed in Ch. 11 of [56], and for an array processing model is described in
[127].
In the TBD PF recursion of (2.70) and (2.73), each particle xik is param-
eterised by its existence Eik that is updated every time step using the state
transition matrix ΠS. The overall probability of target existence is measured
as
Eˆk =
∑I
i=1 E
i
k
I
(2.74)
and the target is declared present if Eˆk exceeds a certain threshold. The
target state estimate is obtained by taking the mean of all the particles for
which Eik = 1.
2.5.8 Historical progress of the PF
Over the years, PFs have been rigorously researched and numerous improve-
ments have been proposed, only a fraction of which are presented here. In an
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attempt to emulate the process of drawing samples from an optimal impor-
tance distribution, Pitt and Shepard [135] proposed the Auxiliary PF (APF)
that resamples the particles {xik−1}Ii=1 using the evidence zk. The importance
distribution used in the APF is expressed as
q(xk, i|zk) ∝ p(zk|%i)p(xik|xik−1)wik−1 (2.75)
where %i ∼ p(xik|xik−1). Then
q(xk, i|zk) = q(i|zk)q(xk|i, zk)
= wik−1p(zk|%i)p(xik|xik−1) (2.76)
This process mimics to some degree particles being sampled from the opti-
mal importance distribution. Several improvements and modifications to the
APF can be found in [110, 136, 137].
After the resampling step that reduces the variance of particles, it is pos-
sible that some particles will be exact copies of others. If most particles
are identical, the richness of the particles in describing the posterior dete-
riorates. If one or more Markov chain Monte Carlo (MCMC) [138] steps
are performed [127], whose invariant distribution is the posterior of interest,
then the particles can be made disparate so that they better represent the
posterior. Another method that improves the richness and diversity of the
particles is the regularised PF (RPF) [110] that resamples particles from a
continous distribution of p(xk|z1:k). The posterior approximation is
p(xk|z1:k) ∼
I∑
i=1
wik Kh¯(xk − xik) (2.77)
where
Kh¯(x) =
1
h¯nx
K
(x
h¯
)
(2.78)
is a positive regularisation kernal function, nx is the dimension of the state
vector and h¯ is the Kernel bandwidth. The unscented PF (UPF) [139] uses
an unscented transform for importance sampling; this allows the predicted
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particles to move into regions of high likelihood by leveraging them on the
current observation zk. A combined version of UPF and RPF, called the un-
scented regularised PF (URPF) [140] uses unscented filtering for prediction
and kernel density for resampling.
The main drawback of the PF is that sampling in high dimensional
spaces can be inefficient. Marginalising some of the variables is an exam-
ple of the technique called Rao Blackwellisation [141]. A Rao-Blackwellised
(a.k.a marginalised) PF [142] exploits linear Gaussian sub-structure present
in the model, and divides the components of the state accordingly. Suppose
the components of xk are divided into two groups xlk and xnk such that the
state components in xlk follow a linear Gaussian model; then xlk could be
marginalised out in the posterior pdf as
p(x1:k|z1:k) = p(xlk, xnk |z1:k) = p(xlk|xn1:k, z1:k)p(xn1:k|z1:k) (2.79)
The estimate of the first term in the right hand side (RHS) of (2.79) can be
evaluated using a Kalman filter, and the second term can be approximated
using a PF. The estimated pdf can now be represented by a weighted sum
of Gaussians, where each particle has a Gaussian distribution attached to
it [143]. This approach reduces the amount of computation required when
filtering in a high dimensional space. The MPFs have found use in fault
diagnosis in aerospace systems [144], terrain aided navigation [145, 146], es-
timating tyre radii and vehicle trajectory [6], and tracking of heart-beat and
respiratory rate [9, 147].
The multiple model PF (MMPF) [148, 149] is a wider range of hybrid PF
that allows non-linear modelling of distinctive parameters in the target state
vector, e.g., a continous-value part (target dynamics) and a discrete-valued
part (target intensity or measurement association). The TBD PF described
in section 2.5.7 belongs to the class of MMPFs.
The PF has been widely used in several real-time array processing applica-
tions, examples of which include: localisation of remotely operated underwa-
51
2.6. THE PROBABILITY HYPOTHESIS DENSITY FILTER
ter vehicles using SONAR [150], bearings-only tracking using SONAR [151],
TBD filtering using RADAR [152, 153], 3D indoor tracking using RADAR
[154], detecting voice activity [155], audio source separation [156], detect-
ing seismic activity [157], catching shovelnose guitarfish [2], tracking ballistic
missiles [158] and robot assisted heart diagnosis [159]. In spite of being com-
putationally expensive [45, 46, 160], the PF is regarded as a well established
Bayes’ filter and still attracts great attention from the research community.
2.6 The probability hypothesis density filter
For MTT applications that require tracking of many targets, e.g., group tar-
get tracking11, tracking only targets of interest in high target density, etc.,
the theoretically optimal approach is the Bayes’ filter. However, it is known
from section 2.3 that the MTT Bayes’ filter is computationally challenging
and hence is usually approximated. A Bayes’ approximation that overcomes
the predicament of high computational complexity in the presence of many
targets is the probability hypothesis density (PHD) filter. The PHD filter
provides a systematic approach to Bayes’ MTT using finite set statistics
(FISST) on a random finite set (RFS) theoretic framework. While the ap-
proximation of p(xk|z1:k) by its second order moment results in the Kalman
filter, the approximation of the joint multi-target posterior p(Xk|z1:k) by its
first moment results in formation of the PHD [26]. The time-recursion of the
PHD using sensor evidence is called PHD filtering.
In this section, RFS modelling is first introduced in section 2.6.1. After
describing the PHD formation process in section 2.6.2, the PHD filter opera-
tion is outlined in section 2.6.3. Finally, the historical developments in PHD
filtering are discussed in section 2.6.4.
11Group tracking aims to detect and track the targets as well as their formation, e.g.,
naval convoys.
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2.6.1 The RFS model
In a single target tracking system, the state of the target xk is a vector with
fixed dimension. This xk is a hypothesis of a single target and is modelled
as a random variable, i.e., xk is any subset of the single target space X. In
the MTT system, the multi-target joint state Xk is again a vector but with
varying dimension; this is because the number of targets in the MTT scenario
varies with time. The uncertainty in the MTT system is modelled using this
joint state Xk. Hence Xk is a hypothesis of all the targets and is modelled as
a random joint state, i.e., a finite number of individual target state vectors
(chosen randomly) from the single target space X are collected into a single
vector — now called the joint state vector Xk. Hence Xk is any subset of the
joint space X∗. Recalling (2.12) from section 2.3.2, the joint target state is
expressed as
Xk = (x
1
k, x
2
k, ..., x
Nk
k ) (2.80)
In constrast, the PHD filter models the uncertainty in the MTT system using
a multi-target state set Ξk expressed as
Ξk = {x1k, x2k, ..., xNkk } (2.81)
The elements in Ξk are random instantiations from the single target state
space and are finite in number — hence Ξk is also called a RFS. In other
words, a finite number of individual target state vectors (chosen randomly)
from the single target space X are collected into a single set — now called
the RFS Ξk. Ξk is a hypothesis of all the targets and the targets are assumed
to be statistically independent and indistinguishable from one another.
Additionally, the PHD filter also models the uncertainty in the observations
as a RFS, that is to say the PHD filter is designed to operate only on obser-
vations that are noisy point target detections of the targets. Recalling (2.20)
from section 2.3.3, the observation model for the PHD filter is
Zk = {z1k, ..., zMkk } (2.82)
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The RFS prediction model
If the RFS at time k − 1 is
Ξk−1 = {x1k−1, ..., xNk−1k−1 } (2.83)
then the predicted RFS at time k contains surviving targets, targets spawned12
by surviving targets and new-born targets. This is expressed as
Ξk = Ξ(x
1
k−1), ...,Ξ(x
Nk−1
k−1 )︸ ︷︷ ︸
Surviving or disappearing targets
∪ Ψ(x1k−1), ...,Ψ(xNk−1k−1 )︸ ︷︷ ︸
Spawned targets
∪ Ψ0︸︷︷︸
New-born targets
(2.84)
Here, the prediction Ξ(xnk−1) of the nth element in Ξk−1 is such that xnk−1
either survives into Ξk with probability pS(xnk−1) or disappears with proba-
bility 1− pS(xnk−1). If xnk−1 survives into Ξk, then it undergoes a state update
as Ξ(xnk−1) = {xnk
fk←− xnk−1}, where fk mentioned in (2.2) in section 2.1, is the
Markovian state evolution function. Hence xnk ∼ p(xk|xk−1). On the other
hand, if xnk−1 disappears, then Ξ(xnk−1) = φ. Hence Ξ(xnk−1) is either an empty
set or a singleton.
The RFS Ψ(xnk−1) corresponds to the set of targets spawned by xnk−1. Hence
its cardinality is |Ψ(xnk−1)| ≥ 0 and its joint distribution is b(Xk|xnk−1). The
RFS Ψ0 is the set of new-born targets at time k. The joint distribution of
these targets is b(Xk). The numbers of spawned and new-born targets are
modelled as Poisson distributed.
The RFS observation model
As mentioned previously, the sensor observations for a PHD filter are the
noisy point measurements of the targets.
If the predicted RFS is given by
Ξk = {x1k, ..., xNkk } (2.85)
12Spawned targets are those that appear near existing targets, e.g., missile from an
aircraft, aircraft from a warship, etc.
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then the RFS observation model contains target detections, false alarms and
clutter points. This can be summarised as
Σk = {Σ(x1k), ...,Σ(xNkk )}︸ ︷︷ ︸
Target detections or misses
∪ Θ︸︷︷︸
False alarms and clutter
(2.86)
Here, the observation Σ(xnk) of the nth element in Ξk is such that xnk is either
detected with probability pD(xnk) or missed with probability 1−pD(xnk). If xnk
is detected, it undergoes state transition as Σ(xnk) = {zk hk←− xk}, where hk
mentioned in (2.3) in section 2.1, is the observation function. On the other
hand, if xnk is missed, then Σ(xnk) = φ.
The set Θ contains false alarms and clutter detections collected by the sen-
sor(s). The number of these non-target detections |Θ| is modelled as a Pois-
son process with mean λF .
2.6.2 The PHD
The PHD approximates the multi-target joint posterior by its first moment.
The PHD function, under low noise conditions [32], is an approximate suffi-
cient statistic to describe the joint posterior. This PHD captures the expected
number of targets and their state estimates from the MTT scene.
Recall the RFS in (2.81)
Ξk = {x1k, x2k, ..., xNkk }
The joint distribution p(Xk) (in vector form) can be derived in a RFS frame-
work using the FISST approach [32, 44]. This is expressed as
p(Ξk) = Nk! p(Xk) (2.87)
since the probability density assigned to the Nk element set Ξk must be
distributed across all possible vector combinations. This also implies that
the posterior pdf p(Ξk) of the set could be divided by Nk! to make it a pdf.
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Here it can be understood that except for the fact that Xk is a vector and
Ξk is a set, both imply the same meaning and the same distribution in a
Bayesian MTT context.
By definition, the first moment of p(Xk) is
Xˆk = E[Xk] =
∞∑
Nk=0
∫
Xk p(Xk) dXk (2.88)
Since evaluation of (2.88), i.e., addition of vectors with unequal sizes, is
numerically undefined, a transformation Xk → TXk is chosen such that
E[TXk ] =
∞∑
Nk=0
∫
TXk p(Xk) dXk (2.89)
This transformation TXk is selected to be a set of Dirac delta functions [27, 34].
These functions lie in the space of a single target and are concentrated at
the individual target states contained in Xk, i.e.,
TXk = δXk(xk) ,
0 if X = φ∑
b∈Xk δb(xk) otherwise
(2.90)
Then the transformed first moment of the joint pdf p(Xk) is
D(xk) , E[δXk(xk)] =
∞∑
Nk=0
∫
δXk(xk) p(Xk) dXk (2.91)
D(xk) is not a vector nor a number; it is a function in the single target space
X and termed the PHD [32]. This can be understood by expanding (2.91),
D(xk) =
∫
δφ(xk) dφ+
∫
δx1k(xk) p(x
1
k) dx
1
k+∫ ∫
[δx1k(xk) + δx2k(xk)] p(x
1
k, x
2
k) dx
1
k dx
2
k + ...∫
...
∫
︸ ︷︷ ︸
n times
[δx1k(xk) + ...+ δx
n
k
(xk)] p(x
1
k, ..., x
n
k) dx
1
k...dx
n
k + ...
(2.92)
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For example, if it is hypothesised that there is a single target in the scene,
i.e., if Ξk = {x1k} and the cardinality |Ξk| = 1, then
D(xk) =
∫
δx1k(xk) p(x
1
k) dx
1
k
= p(x1k = xk) (2.93)
where p(x1k = xk) is the value of the pdf p(x1k) at xk.
If it is hypothesised that there are two targets in the scene, i.e., if Ξk =
{x1k, x2k} and the cardinality |Ξk| = 2, then
D(xk) =
∫ ∫
[δx1k(xk) + δx2k(xk)] p(x
1
k, x
2
k) dx
1
k dx
2
k
=
∫ ∫
δx1k(xk) p(x
1
k, x
2
k) dx
1
k dx
2
k +
∫ ∫
δx2k(xk) p(x
1
k, x
2
k) dx
1
k dx
2
k
=
∫
p(x1k = xk, x
2
k) dx
2
k +
∫
p(x1k, x
2
k = xk) dx
1
k
= p(x1k = xk) + p(x
2
k = xk) (2.94)
Hence in general, if it is hypothesised that there are Nk targets in the scene,
Ξk = {x1k, ..., xNkk }, then
D(xk) =
Nk∑
n=1
p(xnk = xk) (2.95)
It is obvious from (2.95) that the PHD is not a pdf because its integral∫
D(xk) dxk = Nˆk (2.96)
is the expected number of targets in the scene. It can also be understood
that the PHD is a multi-modal function in the space of a single target with
peaks near the locations of the targets.
Fig. 2.5 illustrates the PHD formation in a two target case using a simple
numerical example. It can be seen that the PHD casts the MTT problem
into the space of a single target. Hence the dimensionality of operation does
not increase with Nk.
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Figure 2.5: Illustration of PHD formation for two targets. Consider the single target
space to be 1D X = R(0, 10] and there are two statistically independent targets at 3 and 7.
The top figure shows the JMPD p(Xk) which is bimodal with a peak at (x1k, x
2
k) = (3, 7)
and (7, 3). The bottom figure shows the corresponding PHD function D(xk) obtained
using (2.91).
2.6.3 The PHD filter recursion
The PHD filter operates by recursing the PHD function in time. The PHD
filter recursion is presented in this section. Similar to Bayes’ recursion, the
PHD filter recurses the PHD function in time using two steps; a) predic-
tion: D(xk−1|Z1:k−1) −→ D(xk|Z1:k−1), and b) update: D(xk|Z1:k−1) −→
D(xk|Z1:k). The derivation of the PHD filter [26, 32] is not central to this
thesis and hence is not provided here. The PHD recursion is as follows:
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The PHD prediction
If the PHD function D(xk−1|Z1:k−1) that approximates the joint posterior
p(Xk−1|Z1:k−1) at time k − 1 is known, then the prediction step aims to
form a predicted PHD D(xk|Z1:k−1) that approximates p(Xk|Z1:k−1). This
predicted PHD is given by
D(xk|Z1:k−1) = b(xk)+[∫ (
pS(xk−1) p(xk|xk−1) + b(xk|xk−1)
)
D(xk−1|Z1:k−1) dxk−1
]
(2.97)
Here, the term pS(xk−1) p(xk|xk−1) corresponds to targets that survive from
time k − 1 to k with probability pS. These targets are distributed according
to the Markov transition prior. The term b(xk|xk−1) corresponds to targets
spawned by the surviving targets. b(xk|xk−1) is the PHD of the joint distri-
bution of the spawned targets b(Xk|xnk−1) as described in the RFS prediction
model in section 2.6.1. The surviving and spawning targets relate to the tar-
gets manoeuvring from k−1 to k and hence their distributions are integrated
over all possible previous states. The term b(xk) corresponds to new-born tar-
gets at time k. b(xk) is the PHD of the joint distribution of new-born targets
b(Xk) as described in the RFS prediction model in section 2.6.1. The number
of spawned and new-born targets are modelled as Poisson distributed.
The PHD update
Once the predicted PHD D(xk|z1:k−1) and sensor evidence Zk are available,
the PHD can be updated according to
D(xk|Z1:k) ∝
{
1− pD(xk)+
Mk∑
m=1
pD(xk)p(z
m
k |xk)
λF c(zmk ) +
∫
pD(xk) p(zmk |xk) D(xk|Z1:k−1)dxk
}
D(xk|Z1:k−1)
(2.98)
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where pD is the probability of detecting a sensor observation and λF is the
Poisson mean of the number of false alarm/clutter detections. p(zk|xk) is the
likelihood function of an observation conditioned on a single target hypothe-
sis. c(zk) is the false alarm/clutter rate and is typically chosen to be uniform;
suppose that R is the region that is being observed by the sensor, and let V
be its size (area, volume, hypervolume), then c(zk) = 1/V .
It can be seen that the updated PHD is obtained by multiplying the predicted
PHD with a PHD pseudo-likelihood. The first term in the RHS of (2.98) is
this pseudo-likelihood and corresponds point target detections collected by
the sensor. The term
1− pD(xk)
deals with only the case when no targets are present or the sensor(s) misses
all the targets, i.e., Σk = {φ} = {No detections}.
The term
Mk∑
m=1
pD(xk)p(z
m
k |xk)∫
pD(xk) p(zmk |xk) D(xk|Z1:k−1)dxk
deals with only the case where the sensor(s) detect a few (or all) targets, i.e.,
Σk = {Σ(x1k), ...,Σ(xNkk )} = {Target detections} such that Mk ≤ Nk.
The term
Mk∑
m=1
pD(xk)p(z
m
k |xk)
λF c(zmk ) +
∫
pD(xk) p(zmk |xk) D(xk|Z1:k−1)dxk
deals with only the case where the sensor(s) detect a few (or all) targets, and
pick up a few false alarm/clutter detections, i.e., Σk = {Σ(x1k), ...,Σ(xNkk ) ∪
Θ} = {Target detections ∪ False alarms/Clutter} such that Mk ≥ Nk.
2.6.4 Historical progress of the PHD filter
Since its inception, the PHD filter has been receiving increasing interest from
the research community. The PHD, being a density function in the space of
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a single target, can naturally be implemented using a SMC approach. Early
work on SMC based PHD filtering can be found in [161–164]; the SMC PHD
filter described in [162] is later used in chapters 3 and 4 for comparison
purpose. The auxiliary particle PHD filter implementation can be found in
[165, 166]. The convergence result for the SMC implementation of the PHD
filter is provided in [167, 168].
An important aspect of (SMC) PHD filtering is target state estimation.
One approach (that gained much popularity) to this problem, as proposed by
Clark and Bell [169] in 2005, is clustering [58]. Zhao et al. [170] developed a
partition method that divides the PHD function into sub-PHDs, each which
is a single target PHD. The state estimates are then evaluated using these
single target PHD functions. More recently Ristic et al. [171] incorporated
the state estimation step into the update process of the SMC PHD filter as
follows: if the predicted particle set {xik, wik}Iki=1 and the sensor observation
RFS Σk = {z1k, ..., zMkk } is available, then the weights for each element in
Σk are updated and denoted by {wi,mk }i=1,...,Ik, m=1,...Mk+1, i.e., the update
process results in Mk + 1 replicated weighted particle sets. The additional
(Mk + 1)th set corresponds to the case when no targets are present. Then
the state estimate of the mth element in Σk is
xˆmk =
Ik∑
i=1
wi,mk x
i
k (2.99)
and xˆmk is reported only if
∑Ik
i=1w
i,m
k is above a certain threshold.
Another important aspect of SMC PHD filtering is track labelling (or
continuity), i.e., to be able to identify (or tag) the targets as time progresses.
Track labelling is difficult in PHD filtering because the amplitude of the
peaks in the PHD function oscillate with time, i.e., some peaks may go flat
at certain times. Lin et al. [172] proposed the SMC PHD resolution cell
(RC) filter that successfully smoothed out the PHD peak oscillations by di-
viding the state space into discrete cells and evaluating the PHD of each cell
separately. Then the MHT filter (described in section 2.3.3) is applied to
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associate peaks to targets. In [173], Panta et al. proposed to feed the SMC
PHD filter state estimates as input measurements to the joint filter and used
JPDA to associate targets to measurements, which in this context are PHD
filter outputs. Clark and Bell [169] used k-means clustering13 [58, 59] of la-
belled particles to achieve track labelling: the process can be summarised in
three steps; a) particles are always clustered and so they have a label that
identifies the cluster they belong, b) in the update step, particles are resam-
pled along with their labels, and c) after resampling, particles are reclustered
and if a majority of the particles in a cluster have the same label, then the
clusters are associated. The authors later compared [174] the use of various
clustering algorithms, for example, the expectation-maximisation (EM) al-
gorithm [175], for track labelling and found that k-means is computationally
more reliable than the others.
Hong et al. [176], were one of the first to focus on hardware implemen-
tation of the PHD filter. The elements in the sensor observation RFS Σk
are time varying and usually large in number. Hence a series hardware im-
plementation of the PHD update step leads to prohibitive latency. Parallel
hardware implementation of the PHD update is hard because the number of
parallel units (equal to |Σk|) to be initialised every time sample is unknown.
The authors proposed a new update model for the SMC PHD filter by ar-
ranging the time-varying elements of Σk in a series/parallel combination.
With a motivation to implement the SMC PHD filter in parallel hardware
systems, Shi et al. [177] proposed the particle based observation selection
(POSE) PHD filter that opportunistically selects only a fixed number of ele-
ments in the observation RFS for PHD update processing. The POSE PHD
filter was implementated on a Xilinx Vertex-11 Pro field programmable gate
array (FPGA) platform.
In order to be able to detect new targets, the birth distribution in the
13This procedure will be used when implementing the SMC PHD filter for the compar-
itive analysis of the contributions of this thesis.
62
CHAPTER 2. BAYESIAN FILTERING
SMC PHD filter has to span the entire single target space X, thus requir-
ing an enormous number of particles. If fewer particles are used such that
they do not densely populate the state space, then new-born targets could
be undetected. A topic of great interest in this context is to develop efficient
SIS procedures to initialise particles near regions of target activity, i.e., to
initialise new particles based on observation driven SIS as b(xk)→ b(xk|Zk).
Yoon et al. [178] developed an improved SIS algorithm by using the un-
scented transform technique. Other techniques to improve the SIS procedure
in SMC PHD filtering can be found in [179, 180].
In 2005, Vo and Ma [181, 182] implementated the PHD filter using Gaus-
sian mixtures (GMs) [183]. This GM PHD filter has the advantage of pro-
viding a closed-form solution to the PHD prediction and update steps. In
spite of being limited to linear Gaussian systems, the filter is computation-
ally less expensive than a particle implementation. Moreover, track labelling
and continuity can be performed very easily. The convergence result for the
GM PHD filter can be found in [184]. The filter has been used for many ap-
plications, for example, extended target tracking [185] and SONAR tracking
[186]. A more general form of the PHD filter is the cardinalised PHD (CPHD)
filter [187]. This filter propagates the PHD and the entire distribution on
the target number — the cardinality. As a result, the state estimation can
be improved. The CPHD filter can be implementated using GMs [188] and
particles [32].
The PHD filter has been widely used in several phased array processing
applications, a few examples of which include: autonomous navigation of
underwater vehicles using SONAR [189, 190], tracking in far-field array pro-
cessing [191], tracking moving vehicles using acoustic sensing [192], source
separation for acoustic signal processing in reverberant environments [193],
multiple input multiple output (MIMO) RADAR tracking [194], bistatic
RADAR tracking [51], vehicular traffic monitoring [195], etc. However, since
the observation model for the PHD filter is a RFS comprising of noisy point
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detections, these applications first convert the phased array data into im-
age models and then preprocess the image to obtain the observation RFS.
One of the goals of this thesis is to perform Bayesian MTT without these
preliminary data processing stages.
2.7 The multi-Bernoulli filter
The intractability present in the MTT Bayes’ joint filter due to high di-
mensional integration makes the filter computationally demanding for MTT
problems. This intractability was overcome by the RFS based PHD approx-
imation presented in section 2.6. Another RFS based MTT Bayes’ filter of
increasing interest is the multi-target multi-Bernoulli (MeMBer) filter [33]
that approximates the JMPD using the parameters of a multi-Bernoulli14
RFS. While the PHD filter can operate only on a RFS observation model,
the MeMBer filter can operate on an observation model which is: (i) a RFS—
resulting in the “MeMBer filter for RFS observations [31–33],” or (ii) an im-
age — resulting in the “MeMBer filter for image observations [49, 196, 197].”
The MeMBer filter for RFS observations was first proposed in 2007 by
R. P. S. Mahler [32]. But the filter had a incorrect Taylor series lineari-
sation in the update step which was later corrected in 2007 [33] by Vo et
al. The complete results were conclusively published in 2009 [31]. The term
“MeMBer filter” in this thesis refers to the corrected approach [31]. Vo et al.
further developed the MeMBer filter for image observations [49, 196]. The
MeMBer filter for image observations differs from the MeMBer filter for RFS
observations in only the update step. The focus of this thesis is on “MeMBer
filter for image observations” and hence only its operation is discussed here.
In this section, the idea of Bernoulli approximation is first introduced in
section 2.7.1. Then the image observation model is presented in section 2.7.2.
14Bernoulli statistics was invented and named after the Swiss mathematician Jacob
Bernoulli who contributed extensively to the field of calculus and probability.
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This is followed by the MeMBer filter recursion in section 2.7.3. Finally the
historical development of MeMBer filtering is presented in section 2.7.4.
2.7.1 The multi-Bernoulli approximation
A Bernoulli set Ξ in the single target space X has a probability 1−  of being
a null set, and has a probability  of containing a single element x that is
distributed according to a pdf p(). The pdf of Ξ, which is a hypothesis of a
single target, is
p(Ξ) =

1−  if Ξ = φ
 p(x) if Ξ = {x}
0 otherwise
(2.100)
A multi-Bernoulli RFS Ξ can be considered as the union of a fixed number
of independent Bernoulli sets, such that
Ξ =
N⋃
n=1
Ξn (2.101)
Ξ is a hypothesis of N targets. The nth Bernoulli set Ξn is described by two
parameters; the existence probability n and the probability density pn(x).
The number of Bernoulli sets N in Ξ is modelled as a random number —
hence the approach is regarded as multi-Bernoulli RFS filtering. The MeM-
Ber filter recursively propagates these Bernoulli parameters and hence is
considered as a parameterised approximation to the sequential Bayes’ filter.
The JMPD at time k can then be approximated according to
p(Xk|z1:k) ≈ {nk , pn(xk)}Nkn=1 (2.102)
where Nk is the time-varying number of Bernoulli sets contained in Ξk at time
k. The PHD function for p(Xk|z1:k) can be constructed using the Bernoulli
parameters as
D(xk|z1:k) =
Nk∑
n=1
nk p
n(xk) (2.103)
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2.7.2 The image observation model
Since this thesis focusses on the MeMBer filter for image observations, the
image sensing model and the procedure to construct its likelihood function
is described here. The targets are assumed to be rigid bodies that do not
overlap. The difference between overlapping and non-overlapping targets is
illustrated in Fig. 2.6.
Figure 2.6: Illustration of overlapping (in red) and non-overlapping (in blue) targets in
a image observation.
These targets contribute to the illumination (or brightness) of a certain region
R0 within the image zk, i.e., the region of influence R0(xk) of a single target
with state xk will contain a set of pixels ρ whose centers lie within R0(xk).
This is illustrated in Fig. 2.7. The likelihood function of the (i, j)th pixel of
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Figure 2.7: A 100×100 image. A single target exactly at the (40×40)th pixel illuminates
a set of pixels within its region of influence — ρ ∈ R0.
zk in the presence of a single target state xk is
p(z
(i,j)
k |xk) =
pS+N(z
(i,j)
k , xk) if (i, j) ∈ R0(xk)
pN(z
(i,j)
k ) if (i, j) 6∈ R0(xk)
(2.104)
where pN(z
(i,j)
k ) is the background noise and pS+N(z
(i,j)
k , xk) is the likelihood
of the target signal in the presence of background noise.
Assuming the pixels are independent, the likelihood of the multi-Bernoulli
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set Ξk is
p(zk|Ξk) =
( ∏
ϑ∈Ξk
∏
(i,j)∈R0(ϑ)
pS+N(z
(i,j)
k , ϑ)
)( ∏
(i,j)6∈R0(ϑ)
pN(z
(i,j)
k )
)
=
( ∏
ϑ∈Ξk
∏
(i,j)∈R0(ϑ)
pS+N(z
(i,j)
k , ϑ)
)( ∏
(i,j)6∈R0(ϑ)
pN(z
(i,j)
k )
)∏
(i,j)∈R0(ϑ) pN(z
(i,j)
k )∏
(i,j)∈R0(ϑ) pN(z
(i,j)
k )
=
( ∏
∀i,∀j
pN(z
(i,j)
k )
)( ∏
ϑ∈Ξk
∏
(i,j)∈R0(ϑ)
pS+N(z
(i,j)
k , ϑ)
pN(z
(i,j)
k )
)
= n(zk)
∏
ϑ∈Ξk
s¯zk(ϑ) (2.105)
where
n(zk) ,
∏
∀i,∀j
pN(z
(i,j)
k ) (2.106)
is the noise component, and
s¯zk(ϑ) ,
∏
(i,j)∈R0(ϑ)
pS+N(z
(i,j)
k , ϑ)
pN(z
(i,j)
k )
(2.107)
is the likelihood ratio of the single target hypothesis ϑ ∈ Ξk.
Considering a Gaussian distributed model (as used15 in Ch. 11 of [56], the
signal and noise components in (2.104) respectively will be
pS+N(zk, ϑ) = N (γϑ, σ2) (2.108)
pN(zk) = N (0, σ2) (2.109)
The hypothesis measure γϑ (which is a image) is obtained, as from (2.3) in
section 2.1, according to
γϑ = hk(ϑ) (2.110)
Then the likelihood ratio in (2.107) becomes (derivation not provided here)
s¯zk(ϑ) =
∏
(i,j)∈R0(ϑ)
exp
(
− γ
(i,j)
ϑ (γ
(i,j)
ϑ − 2z(i,j)k )
2σ2
)
(2.111)
15The image model used in [56] will be referred to and used in chapter 4 of this thesis.
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2.7.3 The MeMBer filter recursion
Similar to Bayes’ recursion, the MeMBer filter recursively operates in two
steps; a) prediction: {nk−1, p(xnk−1)}Nk−1n=1 −→ {ˆnk , pˆ(xnk)}Nkn=1, and b) update:
{ˆnk , pˆ(xnk)}Nkn=1 −→ {nk , p(xnk)}Nkn=1. The derivation of the MeMBer filter [31,
32, 196] is not central to this thesis and hence is not provided here. The
MeMBer recursion is as follows:
The MeMBer prediction
Consider that the multi-Bernoulli parameters that describe the multi-target
posterior p(Xk−1|z1:k−1) at time k − 1 are known. This multi-Bernoulli ap-
proximation at time k − 1 is given by
p(Xk−1|z1:k−1) ≈ {nk−1, pn(xk−1)}Nk−1n=1 (2.112)
In the prediction step, the MeMBer filter propagates the previous multi-
Bernoulli set {nk−1, pn(xk−1)}Nk−1n=1 and also appends a new multi-Bernoulli set
that accounts for new-born targets16. Then the MeMBer filter approximation
to the Bayes’ prediction is given by
p(Xk|z1:k−1) ≈ {ˆnk , pˆn(xk)}Nkn=1 (2.113)
≈ {nP,k, pnP (xk)}Nk−1n=1 ∪ {nB,k, bnB(xk)}NB,kn=1 (2.114)
Here, the filter initialises a new multi-Bernoulli set of NB,k elements; the nth
element of this set is characterised by an existence probability nB,k and a birth
pdf bnB(xk). The number of new Bernoulli sets NB,k is usually modelled as
Poisson distributed with mean λB. The birth pdfs {bnB(xk)}NB,kn=1 correspond
to the targets appearing at time k. If the information about regions of target
appearance is not available, then these pdfs are chosen to be uniform. The
initialisation of the existence probabilities 0 < nB,k ≤ 1 for n = 1, ..., NB,k
depends on the knowledge about the location of new-born targets. If this
knowledge is unavailable, then the values could be initialised randomly.
16The MeMBer filter does not take target spawning into consideration.
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The persisting multi-Bernoulli parameters nP,k, pnP (xk) respectively are the
existence probability and track pdf of the nth Bernoulli set that survives
from time k − 1 to k. These multi-Bernoulli parameters are expressed as
nP,k = 
n
k−1
∫
pS(xk−1).pn(xk−1) dxk−1 (2.115)
and
pnP (xk) =
∫
pS(xk−1) p(xk|xk−1) pn(xk−1) dxk−1∫
pS(xk−1).pn(xk−1) dxk−1
(2.116)
Here pS(.) is the survival probability density of the nth Bernoulli set and
p(xk|xk−1) is the Markov transition prior. (2.115) gives the existence prob-
ability of the nth Bernoulli set that persists from time k − 1 to k with a
survival chance of pS(.). This is obtained by multiplying nk−1 by the integral
of the dot product of pS(.) and pn(.). If pS(.) is chosen to be a constant value
pS, then nP,k is obtained by directly multiplying nk−1 by pS. (2.116) gives the
predicted distribution of the persisting nth Bernoulli set (surviving into time
k with pS(.)) by multiplying the Markov transition prior with its previous
pdf and integrating over all possible previous states.
The MeMBer update
Consider that the MeMBer approximation to Bayes’ prediction is available
and given (from (2.113)) by
p(Xk|z1:k−1) ≈ {ˆnk , pˆn(xk)}Nkn=1 (2.117)
then the MeMBer approximation to Bayes’ posterior is
p(Xk|z1:k) ≈ {nk , pn(xk)}Nkn=1 (2.118)
where the updated multi-Bernoulli parameters nk , p(xnk) are given by
nk =
ˆnk
∫
s¯zk(xk).pˆ
n(xk) dxk
1− ˆnk + ˆnk
∫
s¯zk(xk).pˆ
n(xk) dxk
(2.119)
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and
pn(xk) =
s¯zk(xk) pˆ
n(xk)∫
s¯zk(xk).pˆ
n(xk) dxk
(2.120)
Here, the term s¯zk(xk), defined in (2.107), is the likelihood ratio of the single
target hypothesis corresponding to the nth predicted Bernoulli set. (2.120)
gives the updated pdf of the nth Bernoulli set; this is obtained by the Bayes’
update step — by multiplying the predicted pdf with the likelihood ratio and
normalising the result. (2.119) gives the measurement updated existence
probability that the nth predicted Bernoulli set contains an actual target.
For a given target hypothesis, (2.119) can be written as
nk =
s¯zk ˆ
n
k
1− ˆnk + s¯zk ˆnk
(2.121)
where s¯zk is the likelihood value of the hypothesis. A large likelihood value
indicates that the prediction is correct, hence nk will be nearly the same as ˆnk .
Conversely, a low likelihood value indicates that the prediction is incorrect,
hence nk will be lower than ˆnk . The change in nk from ˆnk for various values
of s¯zk can be seen in Fig. 2.8.
Pruning and merging
It is obvious from (2.114) that the MeMBer filter generates a large multi-
Bernoulli RFS in which; a) most of the Bernoulli parameters do not cor-
respond to an actual target, and/or b) multiple Bernoulli parameters cor-
respond to the same target. In either case, these Bernoulli parameters are
redundant. Hence a few tracks17 should be eliminated (or pruned). If the
existence probability nk of the nth hypothesised track is less than a threshold
Tprune, the track is eliminated. Moreover, merging tracks that are close to one
another aids in reducing the filter computation. This is done as follows: two
Bernoulli sets {ik, pi(xk)} and {jk, pj(xk)} can be merged if their probability
17A track refers to a single Bernoulli set parameters.
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Figure 2.8: The predicted existence probability versus the updated existence probability
of a Bernoulli set, for various likelihood values.
of association Pi,j, given by
Pi,j =
∫
pi(xk).p
j(xk) dxk ≤ 1 (2.122)
exceeds a chosen threshold. The higher the proximity of two tracks i, j, the
larger their Pi,j, and vice-versa. Then the tracks are merged according to
i,jk = 
i
k + 
j
k (2.123)
and
pi,j(xk) =
pi(xk).p
j(xk)
Pi,j
(2.124)
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2.7.4 Historical progress of the MeMBer filter
Here, a brief review of progress in the MeMBer filter is presented.
MeMBer filtering for RFS observations: The MeMBer filter originally
proposed in 2007 by R. P. S. Mahler [32] was for a RFS observation model in
low clutter scenarios. The derivation for the update step in [32] had an incor-
rect Taylor series linearisation which resulted in it over-estimating the actual
number of targets (the cardinality). This was later corrected in 2007 by Vo
et al. [33] and the approach was termed the cardinality balanced MeMBer
(CB MeMBer) filter. The results were published comprehensively in 2009 in
[31]. The Bernoulli approach that approximates Bayes’ posterior using the
parameters of a single Bernoulli set is called the Bernoulli filter [198] and is
a single target tracker.
The MeMBer filter can be implemented using particles [33, 196] (the SMC
MeMBer filter described in [196] is later used in chapters 3 and 4 for com-
parison purpose) or Gaussian mixtures [31]. The convergence result of the
SMC MeMBer filter is reported in [199]. While a closed-form solution for
the SMC MeMBer filter is not possible, the GM MeMBer filter provides an-
alytic approximation to Bayes’ filtering under linear Gaussian conditions. In
2010, Yin et al. proposed the Guassian particle MeMBer (GP MeMBer) filter
[200] in which each pdf in the multi-Bernoulli set is approximated using a
set of Gaussians. The novelty in this approach is that the SMC is integrated
into the prediction and update of the existence probabilities and pdfs of the
multi-Bernoulli set. This procedure aids in the use of non-linear motion and
observation models under Gaussian conditions. However, the resulting ap-
proach no longer has a closed-form solution. More work on Gaussian particle
and similar implementations can be found in [201, 202]. Their use in RFS
filtering can be found in [203].
It is known that probabilistic graphical models can be used for inference
[204] in MTT problems. In 2011, Williams [205] used loopy belief propagation
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techniques in a MeMBer filter framework. The resulting filter, termed the
belief propagation MeMBer (BP MeMBer) filter, outperformed the MeMBer
filter in terms of its track accuracy at low SNR conditions. In 2012, Williams
proposed to unite the operating structure of the PHD and MeMBer filters; the
resulting filter is called hybrid PHD-MeMBer filter [206]. The conventional
MeMBer filter has to initialise a large number of Bernoulli sets to account
for target birth. On the contrary, the hybrid PHD-MeMBer filter uses the
PHD filtering strategy of modelling the number of unknown targets to be
Poisson in a MeMBer framework. The merits: a) faster track initiation18 for
new-born targets, and b) improved performance using fewer Bernoulli sets.
Ouyang et al. [207] observed that the number of elements in the new-born
multi-Bernoulli set will proportionally scale down the existence probabilities
of the elements in the persisting multi-Bernoulli set. In other words, the
greater the number of new-born tracks MB,k, the less will be the existence
probability of the nth persisting track nP,k. A persisting track with low nP,k
could be rejected even though it hypothesises a target correctly, thus leading
to the detrimental result that a target detected by the sensor is rejected by
the filter. The authors corrected this problem by modifiying the update step
of the new-born tracks using the missed detection probability.
More recently, robust MeMBer filtering is gaining increasing interest. The
conventional MeMBer filter assumes that the clutter intensity, the surveil-
lance region perimeters and the target detection profile are known a priori.
However, these parameters are usually unknown in real time. Robust MeM-
Ber filtering provides a new formulation for the prediction and update of
MeMBer parameters such that the filter attains the ability to perform even
when the aforestated parameters are unknown or partially known. Related
work can be found in [208–210].
MeMBer filtering for image observations: The MeMBer filter for im-
18Track initiation refers to the declaration of the presence of a target
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age observations [49, 196] has been used primarily for visual tracking [211].
In 2012, Hoseinnezhad et al. [212] developed a likelihood equation for the
sensor model in which the observation is an ensemble of images, each con-
taining a single target. The authors reported the MeMBer filter performance
in tracking multiple football players in a single image. The method gives
good results for numerous targets with similar visual pattern. More work on
visual tracking can be found in [211]. A TBD MeMBer filter approach for
detecting and tracking targets moving along an interconnected network of
roads is presented in [213].
In 2011, Hoseinnezhad et al. [214] used MeMBer filtering for real time
talker localisation and tracking in a audio visual observation environment.
The input observation to the filter is the information from both video and
audio. The authors demonstrated that the filter tracks effectively even when
either of the inputs is unavailable — for example, the talkers go out of the
image frame or stop talking. That said, the MeMBer filter does not possess
the mathematical framework to operate directly on acoustic data (or for that
case, any phased sensor array data). Hence in [214], the acoustic signals are
fed into the MeMBer filter after converting them into direction-of-arrival es-
timates assuming a far-field sensing scenario. One of the goals of this thesis
is to operate the MeMBer filter more directly on phased arrays.
2.8 Summary
This chapter provided a mathematical overview of state-of-the-art Bayesian
filtering techniques that are of interest to this thesis. Firstly, the state space
modelling process and the single/multiple target Bayes’ filtering was de-
scribed. Then the contemporary Bayes’ filters — the Kalman filter, the
SMC method, the PHD filter and the MeMBer filter were described. The
historical progress of these filters was also presented. To overcome the many
drawbacks of these contemporary filters is the focus of this thesis. Hereafter,
the contributions of this thesis are presented.
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MUSIC based
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Particle filtering
Soft resampling
(Ch. 5)
KS statistic to measure
PF performance (Ch. 5)
The primary interest of this thesis is in Bayesian multiple target track-
ing (MTT) [11, 35] using phased sensor arrays. The Bayes’ filter aids in
MTT [1, 2] by recursively building a posterior probability distribution func-
tion (pdf) of the target states using the sensor data. In the context of ar-
ray processing, this data is the noisy signals impinging on the sensor array
[38]. However as described in section 2.3 of chapter 2, the Bayes’ filtering is
computationally intractable and this problem is overcome using approximate
solutions. The approximation technique which is central to this thesis is the
particle filter (PF) [21, 52].
One approach to tackle the MTT problem is to use the Bayes’ joint filter
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[44, 71, 72, 124] described in section 2.3 of chapter 2. Another approach is to
use the random finite set (RFS) filters — the probability hypothesis density
(PHD) filter [26, 32] described in section 2.6 of chapter 2, or the multi-target
multi-Bernoulli (MeMBer) filter [31, 32, 196] described in section 2.7 of chap-
ter 2. Although these contemporary Bayes’ filters have been successfully used
for MTT in array signal processing applications [127, 191], they are not with-
out drawbacks. The joint filter models the uncertainty in the MTT system
using a joint target state hypothesis. The major drawback in the joint filter,
as identified in problem 1 of section 1.3.1 in chapter 1, is that its compu-
tational complexity increases with the number of targets and consequently
the use of the joint filter is impeded for tracking many targets. The RFS
filters overcome this complexity problem by operating in the dimensionality
of a single target space. However, the drawback in RFS filters, as identi-
fied in problem 2 of section 1.3.1 in chapter 1, is that they do not possess
the mathematical framework to operate directly on phased array data and
consequently the array data has to be converted into a suitable format and
this conversion leads to information and resolution loss. The research goal
1 in section 1.3.1 of chapter 1 aims to overcome these drawbacks. The goal
is to develop a MTT PF that overcomes a) the computational complexity of
the joint filter, and b) the information and resolution loss of the RFS filters.
This chapter presents the development of this novel MTT PF and illustrates
(using simulation results) how the goal is achieved.
The chapter is organised as follows: The drawbacks of state-of-the-art
Bayes’ MTT filters are outlined in section 3.1 and the motivation is stated
in section 3.2. After presenting the sensor array observation model in sec-
tion 3.3 and briefly revisiting the single target PF in section 3.4, the proposed
MTT PF is presented in section 3.5 and section 3.6. This is followed by the
simulation results in section 3.7 and the conclusions in section 3.8.
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3.1 Related work
This section outlines the drawbacks and the related work in state-of-the-art
Bayes’ MTT PF methods. There are currently three main approaches to
Bayesian tracking of multiple targets: one approach is to use a separate fil-
ter for each target [215], but when implemented using particles [216], the
situation can easily arise that more than one filter tracks one of the targets
— the filter hijack problem [80]. A few techniques have been proposed to
overcome this hijack problem, for example, the mixture PF technique [126].
However, the separate filter approach has not received widespread attention
because the initialisation or the removal of filters require knowledge of the
actual number of targets which is frequently unknown.
The second approach to Bayes’ MTT is the joint filter (described in sec-
tion 2.3 of chapter 2) that aims to construct the joint multi-target prob-
ability distribution (JMPD) [70] of the joint target state hypothesis Xk =
(x1k, x
2
k, ..., x
Nk
k ), such that the joint target state hypothesis tracks the location
of every target [124]. The JMPD addresses the ignorance about the actual
number of targets Nk by modelling Nk as a random variable. A few methods
proposed to treat this ignorance are; a) the independent partitioning method
[127], b) the improved a priori sampling method [217, 218], c) the method
of assigning existence parameters to each individual target in the joint state
[219], and d) the existence grid method that initiates tracks near the regions
of target activity [220, 221]. An overview of these schemes can be found in
[222]. A general problem in the JMPD approach when the observations are
a set of point target detections is that it is uncertain as to which observation
should be associated with which single target hypothesis in the joint state Xk
— the data association problem [48] described in section 2.3.3 of chapter 2.
A few methods proposed to treat the problem are; a) the nearest neighbour
method [223], b) the Gibbs sampling [224] unification method [225], c) the
Markov Chain Monte Carlo (MCMC) based method [226], d) the feedback-
control method [227], e) the game theory based method [228], f) the multiple
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hypothesis tracking (MHT) method [229], g) the joint probabilistic data as-
sociation (JPDA) method [43], and h) the probabilistic multiple hypothesis
tracking (PMHT) method [230, 231]. The major challenge of joint filtering,
however, is its computational complexity. The increase in the number of
targets leads to the curse of dimensionality [45] (described in section 2.3.4
of chapter 2). The dimensionality of the state space increases linearly and
consequently, the filtering process becomes computationally expensive. Some
methods that overcome this complexity can be found in [47, 127, 232]. The
joint filter resource complexity problem is still an interesting challenge to the
research community.
The third approach to Bayes’ MTT is to use RFS filters — the PHD
[26, 32, 233] or the MeMBer [31, 49, 196] filters. This chapter focusses only
on the PHD filter and investigation on the MeMBer filter is postponed until
chapter 4. The PHD filter described in section 2.6 of chapter 2 operates in
the space of a single target thereby avoiding the computational complexity
and data association problems prevalent in the joint filter. However, it can
be observed in (2.98) that the weight update in the PHD filter is calculable
only for sensor evidence which is in the form of a finite set of point target
detections: that is to say, the PHD filter does not possess a suitable mathe-
matical framework to directly operate on phased sensor array data. To date,
the direct use of sensor array signals as observations in the PHD filter is
restricted. This problem is usually bypassed by converting the sensor ar-
ray signals into an image [50, 189] by means of a single target beamformer
or fast Fourier transform (FFT) [191], and then pre-processing the image
[192] using thresholding or segmentation to obtain the finite set observation
feed. This two-stage conversion causes substantial information loss at low
signal-to-noise (SNR) and prohibits the resolution of closely spaced targets.
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3.2 Motivation
The aim now is to develop a MTT PF that overcomes the high computational
complexity in the joint filter and the information and resolution loss in the
PHD filter. The key idea to overcome the complexity problem is to find a
function similar to the PHD, which will act as a likelihood function, but the
dimensionality of which is the dimensionality of the state of a single target.
The MUltiple SIgnal Classification (MUSIC) pseudo-spectrum [57] is such
a function. MUSIC is one of what are called “super-resolution techniques.”
Using MUSIC as a proxy for the likelihood in a PF framework allows the
particles to operate in the space of a single target. But this leads to particle
hijack — a general MTT problem where all the particles ultimately converge
around one target. The key idea to overcome this problem is to proportionally
group (or separate) the particles. This can be achieved by clustering [59] the
particles and regulating the clusters using soft resampling [61].
3.3 Phased sensor array model
The primary objective in this chapter is to develop a MTT PF for a phased
sensor array observation model [38], the formulation of which is presented in
this section.
Signal processing involves the extraction and analysis of information from
signals, e.g., speech, images, etc. The interest of this thesis is in array sig-
nal processing for MTT applications, the goal of which is to extract spa-
tial and temporal information contained in the noise-corrupted signals emit-
ted/reflected from a finite number of sources (a.k.a targets). In other words,
the goal here is to estimate parameters of interest, i.e., the number and
locations/direction-of-arrivals/range of the targets present in the surveillance
region [234]. These targets emit/reflect energy waves (or signals), examples
of which include radio frequency electro-magnetic waves (for radar appli-
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cations) [235], sound waves (for sonar or acoustic applications) [236, 237],
seismic waves (for under-earth exploration), etc. A sensor array is a group
of sensors distributed spatially according to a known geometry, e.g., linear,
planar, circular, etc. Multiple superimposed signals that contain target infor-
mation are collected at the sensor array by sampling the wavefield generated
by the targets. These signals undergo some attenuation, i.e., reduction in
signal strength, by the time they reach the sensors. Moreover, since the
distance from the target to each sensor in the array is different, the signal
recorded at each sensor will be a phase-shifted replica of the other, hence
the name phased sensor arrays. The sensor array then converts the received
energy into an electrical response which can then be processed using signal
processing techniques. This thesis considers passive sensor arrays [238], i.e.,
the signals from the targets are generated by the targets themselves. This
thesis also considers a near-field sensing scenario for short range MTT appli-
cations. The mathematical model for this sensing model is presented below.
Assume an array of M sensors. Let there be Nk targets at time k and
the nth target at location ζnk generates a signal snk . Here, it is assumed that
the signals are narrowband and of frequency ω, although the approach can
be extended to wideband signals using techniques such as [239]. The sensor
model can be summarised as
zk = Aksk + vk (3.1)
where zk is the vector of sensor signals, sk is the signal vector and the noise
vector vk is complex Gaussian distributed as vk ∼ CN (0, R). If the noise
at each sensor is assumed to be independent, then R is a diagonal matrix
with noise variance σ2 corresponding to each sensor. Assuming near field
conditions, Ak is a M×Nk steering matrix, the n-th column of which (called
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the steering vector)
ank =
e−j ω d1,n,kν
d1,n,k
,
e−j ω
d2,n,k
ν
d2,n,k
, . . . ,
e−j ω
dM,n,k
ν
dM,n,k
T (3.2)
describes the delay and attenuation the signal snk undergoes when it reaches
each of the M sensors. ν is the propagation velocity and dm,n,k is the distance
between the nth target and the mth sensor at time k. For multiple targets,
their signals are added at the sensors.
Consider a target hypothesis Xk generating a signal vector sk for which
the hypothesised steering matrix is Ak. Then the likelihood equation [240]
for this model is
p(zk|Ak, sk) = 1
piM det(R)
exp
(
− (zk − Aksk)H R−1 (zk − Aksk)
)
(3.3)
where (.)H denotes Hermitian transpose. It is obvious that the knowledge
about the actual number of targets Nk is required in forming Ak and then
computing (3.3). A few approaches to treat this problem in the joint MTT PF
have been mentioned in section 3.1. However, the PHD filter that overcomes
the computational complexity of the joint filter does not possess a framework
to directly evaluate (3.3). This non-provision is bypassed using image models
[50, 189].
The objective now is to localise and track the targets at ζ1k , ..., ζ
Nk
k using the
zk obtained from (3.1).
3.4 The single target PF revisited
The single target PF described in sections 2.5.3 and 2.5.4 of chapter 2 is
briefly repeated here for the sake of completeness. The MTT PF proposal
presented in subsequent sections then builds on this single target PF.
Target inference is achieved by estimating the target state xk at time
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k using the noisy sensor signals z1:k received until the kth time step. The
sequential Bayes’ filter aids in this inference by constructing a posterior pdf
p(xk|z1:k). The PF represents the posterior by a set of weighted particles.
Here p(xk−1|z1:k−1) is represented by the weighted particles {xik−1, wik−1}Ii=1,
where i is the particle index and I is the total number of particles. To
obtain a representation of p(xk|z1:k), the PF operates by sampling a new set
of particles from the previous ones using the importance distribution as
xik ∼ q(xik|xik−1, zk) (3.4)
The particle weights are updated according to
w˜ik = w
i
k−1
p(zk|xik) p(xik|xik−1)
q(xik|xik−1, zk)
(3.5)
Then the weights are normalised wik =
w˜ik∑I
j=1 w˜
j
k
to represent the posterior. To
prohibit any one particle having all the weight, the particles are resampled
by replacing those particles that have small weights by those that have large
weights [53, 122, 241, 242]. Various resampling procedures were outlined in
section 2.5.4 of chapter 2.
3.5 Multiple signal classification
Here, the process of target localisation using the non-Bayesian MUSIC [57]
is first described and then the proposed MUSIC based MTT PF idea is
presented.
3.5.1 Classical MUSIC
The goal of array signal processing is to estimate the target parameters from
the signal recorded at the phased sensor array. One of the first methods to
address this estimation problem is beamforming [243], the idea of which is
to steer the array to one location at a time and measure the ouptut power.
84
CHAPTER 3. THE MUSIC BASED MTT PF
Description of various beamforming techniques is available at [244]. Beam-
formers suffer greatly from resolution problem [38], i.e., the ability to separate
spatially close signal emitters (targets). This problem can be overcome using
the MUSIC algorithm.
The MUSIC is a sub-space based method that utilises the eigenstructure
of the data covariance matrix. Consider that the sensor array signals zk have
been received using (3.1). Let the number of targets be Nk and the number
of sensors be M. For convenience in this analysis up to (3.10), the time index
k is dropped and the target indices are noted in the sub-script instead of the
super-script. The spatial data covariance matrix of z is
R˜ = E
[
z zH
]
= E
[
(As+ v)(As+ v)H
]
(a)
= E
[
(As)(As)H
]
+ E
[
v vH
]
(b)
= E
[
(As)(As)H
]
+ σ2I
= E
[
A s sH AH
]
+ σ2I
= A E
[
s sH
]
AH + σ2I
= A P˜ AH + σ2I (3.6)
where (a)= follows under the assumption that the signals and noise are uncor-
related and (b)= follows under the assumption that the noise at each sensor is
independent. Assuming the targets are independent of each another, P˜ in
(3.6) is a N ×N diagonal matrix described as
P˜ =

P˜1 0 . . 0
0 P˜2 . . 0
. . . . .
. . . . .
0 . . . P˜N

(3.7)
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where
P˜n , E
[
s sHn
]
= E
[
|sn|2
]
(3.8)
Hence, (3.6) can be written as
R˜ =
N∑
n=1
P˜n an a
H
n + σ
2I (3.9)
If e is a steering vector orthogonal to the sub-space defined by the signals sn
for n = 1, ..., N , then
R˜ e =
(
N∑
n=1
P˜n an a
H
n + σ
2I
)
e
=
N∑
n=1
P˜n an a
H
n e+ σ
2e
(a)
= σ
2e (3.10)
where (a)= follows because aHn e = 0. Hence, e is an eigenvector of R˜ and has
an eigenvalue of σ2. However, if e lies in the sub-space defined by the signals
sn for n = 1, ..., N , then it will still be an eigenvector of R˜ but will have an
eigenvalue greater than σ2.
Eigendecomposing the space of the data covariance matrix into domi-
nant and sub-ordinate components using its eigenvalues reveals which of its
sub-space is defined by the signals and which by the noise. The dominant
sub-space, i.e., the vector space spanned by those vectors that capture the
maximum possible energy in the observed samples, is called the signal sub-
space. The eigenvectors corresponding to the largest N eigenvalues of R˜ span
the signal sub-space — the sub-space defined by the signals. The remaining
M−N eigenvectors span the noise sub-space — the sub-space orthogonal to
the signal sub-space.
The MUSIC algorithm operates in the noise sub-space. Hence, after the
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eigendecomposition of R˜k, the eigenvectors corresponding to the smallest
M− ηk eigenvalues, represented as
Un = [u1, ..., uM−ηk ] (3.11)
are obtained. Un contains the noise eigenvectors and its columns span the
noise sub-space. The MUSIC algorithm assumes that knowledge about Nk
is available, hence ηk is equal to Nk (the MTT PF being proposed in this
chapter does not make that assumption). If any location ζˆk in the field of
view is hypothesised to be a target, its steering vector aζˆk can be formed using
(3.2) and the MUSIC pseudo-spectrum value of ζˆk is given by
SMU(ζˆk) =
1
(aζˆk)
H Un UHn a
ζˆ
k
(3.12)
The term UHn a
ζˆ
k is the projection of the hypothesised steering vector a
ζˆ
k
onto the noise sub-space. Since the signal sub-space and the noise sub-space
are orthogonal, the projection (squared to avoid negative numbers) should
be zero when ζˆk corresponds to an actual target, and hence its inversion in
(3.12) should result in a large value.
Since MUSIC computes only the power density spectrum [245], it is re-
ferred to as a pseudo-spectrum. Unlike the conventional FFT or beamform-
ing methods, the MUSIC algorithm can be evaluated for any (even closely-
spaced) frequencies. Moreover, MUSIC (and other sub-space methods like
root MUSIC [246], etc.) offer better spatial resolution than the Rayleigh
resolution [247] — a resolution limit attainable by FFT and beamformer
methods. Hence MUSIC is considered as a super-resolution algorithm.
An example 2D MUSIC pseudo-spectrum is shown in Fig. 3.1. It can be
observed that the spectrum gives large narrow peaks at the locations of the
three targets.
87
3.5. MULTIPLE SIGNAL CLASSIFICATION
0
5
10
0
5
10
0
50
100
150
200
x−position[m]y−position[m]
M
US
IC
 p
se
ud
o−
sp
ec
tru
m
Figure 3.1: The 2D MUSIC pseudo-spectrum. The region of surveillance is a 10 × 10
2D grid with ten sensors placed at random. The three large peaks correspond to three
targets.
3.5.2 MUSIC as a pseudo-likelihood in the PF
In this work, the proposal is to keep the particles in the space of a single
target and use the MUSIC pseudo-spectrum value as a pseudo-likelihood of
a particle. Similar to the PHD function, the MUSIC pseudo-spectrum is
also a function that operates in the dimensionality of a single target. The
MUSIC pseudo-spectrum is derived more directly from the phased array sig-
nals, i.e., by the eigendecomposition of the data covariance matrix, unlike
the PHD filter that is derived after thresholding the beamformer spectrum.
It is known that the data covariance matrix and the eigenvalues are sufficient
statistics for estimating the target location from the phased array data [248–
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250]. Note that the proposed method does not compute the entire MUSIC
pseudo-spectrum which is a computationally expensive procedure [251], but
computes only the MUSIC pseudo-spectrum value for each particle. Hence,
the use of MUSIC pseudo-spectrum value as pseudo-likelihood of the par-
ticles has two-fold advantage, (i) a more direct use of the array data when
compared to the PHD filter, and (ii) reduced computational cost when com-
pared to the joint filter.
Based on the proposal, (3.5) is now written as
w˜ik = w
i
k−1
SMU(x
i
k) p(x
i
k|xik−1)
q(xik|xik−1, z1:k)
(3.13)
Then the MTT PF approximation to p(xk|z1:k) is largest for those particles
that are close to the targets and smallest for those particles that are far from
the targets. The MUSIC pseudo-likelihood value SMU(xik) of a particle xik is
not truly a likelihood (and hence p(xk|z1:k) is not truly a posterior state dis-
tribution), but possesses the characteristics necessary for tracking the mode
of the posterior and provides some indication of its spread which is often an
adequate estimate of the target state [252]. Other pseudo-likelihood func-
tions have been successfully used in PF based target tracking [253–257].
Handling no information about the number of targets: To be able
to compute SMU(xik) from (3.12), the noise eigenvectors need to be evalu-
ated from (3.11). ηk in (3.11) should ideally be equal to the actual number
of targets Nk which is frequently unknown. Therefore, the proposal is to
evaluate ηk using the minimum-mean-square-error (MMSE) based minimum
description length (MDL) algorithm [258] that provides an estimate of the
actual number of targets in the surveillance region. Using the MMSE based
MDL method, ηk is calculated according to
ηk = arg minm=1,...,M Nsplog(λm) +
1
2
(m+m2)logNsp (3.14)
where Nsp is the length of the signal vector sk at time k and λm is the mth
eigenvalue obtained after eigendecomposing the M × M spatial correlation
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matrix R˜k. A few other methods that aid in computing ηk are the MDL
algorithm [259] and the Akaike information criterion (AIC) algorithm [260].
Nevertheless, it is known that the MUSIC algorithm does not catastrophically
fail if Nk is over estimated [261].
The major benefit of using MUSIC as the pseudo-likelihood of a particle
is that all the particles can now operate in the dimensionality of a single
target space. This is illustrated in Fig. 3.2. This feature aids in avoiding
the computational complexity problem suffered by the joint filter. Moreover,
unlike the PHD filter, the proposed filter can operate more directly on the
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Figure 3.2: Illustration of MUSIC pseudo-weighted particles in the space of a single
target. 3000 particles are initialised uniformly in the 2D space. The MUSIC pseudo-
weights of the particles are shown in the figure. There are three targets in the space and
it can be seen that particles near the targets obtain very large weights.
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phased sensor array data. It is expected that resampling the pseudo-weighted
particles shown in Fig. 3.2 will result in three clusters of particles with one
cluster at each of the three target locations. However, as time progresses,
all the particles ultimately concentrate around a single target — the particle
hijack problem. This results in the loss of the track of weak (or covert)
targets. The particle hijack problem is addressed in the following section.
3.6 Regulated clustering
In this proposal, the particle hijack problem is overcome by employing the
concept of grouping the particles in a regulated fasion. The well known k-
means clustering [59] is used to group the particles and a modified form of soft
resampling [61] is proposed to regulate the particle clusters. The regulation
of clusters is arranged to specifically prevent any one cluster from containing
more than a fixed proportion of the total number of particles. Clustering has
been used previously for other PF problems [169]. The procedure is as follows:
the I particles are predicted and their MUSIC weights are evaluated using
(3.13). Then the I particles are divided into C clusters. Ideally, C should be
equal to the number of actual targets Nk. However, since Nk is commonly
unknown, the number of clusters formed is chosen to be C = Nmax where
Nmax is the maximum number of targets the filter can track. The process of
clustering using the k-means algorithm is now concisely presented.
3.6.1 k-means clustering
The goal of k-means clustering [58, 59] is to categorise the I particles into
C clusters in which each particle belongs to the cluster with the nearest
mean. This results in a partitioning of the data space into Voronoi cells
[262]. The principal idea is to define C centroids at random, one for each
cluster, and associate (using a label) each particle to the nearest centroid.
Once all the particles have been associated, the C centroids are recalculated
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as the center of the cluster of the particles belonging to each of the centroids.
The process is repeated until the centroids no longer change. The objective
of the algorithm, therefore, is to minimise a chosen distance measure of the I
particles from their respective cluster centers. In this proposal, the Euclidean
distance metric is used as the distance measure.
Given a set of C initial cluster centroids µ1, ..., µC , the algorithm operates in
two steps;
Assignment: Assign each particle to the nearest centroid, i.e., the labelled
particle xc¯,ik will have the label c¯ = c if
||xik − µc||2 ≤ ||xik − µj||2 ∀ 1 ≤ j ≤ C (3.15)
where ||xik − µj||2 is the Euclidean distance between the ith particle and the
jth centroid.
Centroid update: Assign the mean of each of the C clusters to be the new
centroid. Therefore, the new centroids are
µc =
∑
xµ
c
k
Lc (3.16)
where xµ
c
k is the set of particles and Lc is the number of particles belonging
to the cth cluster. The algorithm is repeated until the assignment in (3.16)
no longer changes. Various modifications of k-means have been proposed
to allow using other distance measures. Other clustering algorithms can be
found in [263–265].
In the proposed MUSIC based MTT PF, at this stage, the predicted
particles are clustered. A cluster may contain any number of particles and
every particle will now have a label c¯ that specifies the cluster to which
the particle belongs. Therefore, the weighted particle set is now represented
as {xc¯,ik , wc¯,ik }Ii=1 and c¯ ∈ χ where the index set χ = {1, ..., C}. Then the
particles are resampled using a modified form of soft resampling [61]. The
cluster information of the particles (the labels) is also fed to the resampler
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so that the cluster label of each resampled particle is also known. The soft
resampling (presented in detail in chapter 5) is briefly described here.
3.6.2 Soft resampling
In the soft resampling stage [61], i.e., after the prediction, weight update and
clustering steps, all the I weights are normalised and sorted in descending
order. Then for each index i = 1, ..., I, the number of duplications of the ith
particle xik is given by
Γxc¯,ik
= max{1, bIwc¯,ik c} (3.17)
Based on this rule, the new resampled particles with indices j = `, ..., ` +
Γxc¯,ik
− 1 are
x˘c¯,jk = x
c¯,i
k (3.18)
and their weights are
w˘c¯,jk =
wc¯,ik
Γxc¯,ik
(3.19)
where
` =
1 if i = 1`+ Γxc¯,i−1k if i > 1 (3.20)
It can be understood that a particle having weight less than 2/I will appear
only once with its weight unchanged, and a particle having weight greater
than 2/I will be duplicated bIwc¯,ik c times, with its weight equally divided
amongst its duplicated copies.
The number of reweighted particles after this process is
I˘ =
I∑
i=1
Γxc¯,ik
(3.21)
and usually I˘ > I. The algorithm, as originally proposed, then discards the
particles after the Ith particle and preserves their weights. However, in the
MUSIC based MTT PF being proposed here, a modified approach is used.
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Instead of discarding the particles and preserving their weights, the entire
set {x˘c¯,ik , w˘c¯,ik }I˘i=1 is retained. These clustered-resampled particles are then
regulated in order to limit the number of total particles to I. The process of
this regulation is now presented.
3.6.3 Regulation of the clusters
The soft resampling ensures that the particles with large weights are exam-
ined for selection first. The number of particles in each cluster is regulated
to at most β : β  I particles. This is done as follows:
If the number of particles Lc that belong to the cth cluster is greater than
β, the first β particles and their weights are retained and the rest are re-
moved. Large Lc indicates that the cluster is near a target because most of
its particles are replicated in the resampled particle set. Choosing the first β
soft resampled particles ensures that these large weight particles are always
retained. On the other hand, if Lc < β, all the Lc particles are retained and
β − Lc new particles are appended to the cluster. The β − Lc new particles
are initialised uniformly in the observation space and will account for targets
appearing in the subsequent time steps. The initialised weights are set to
1/I. Low Lc is indicative that the cluster is not near a target because its
particles have not gained many replications. However, it is common that
some targets generate weak signals at certain times and the clusters tracking
these targets might have low Lc. It is therefore critical not to lose the track
of these low intensity targets. The idea of withholding the discarding step in
the soft resampling and using the entire set {x˘c¯,ik , w˘c¯,ik }I˘i=1 in the regulation
process ensures that the particles that are near a low intensity target are not
eliminated and hence the information contained in these particles is not lost.
The track of this target can hence be preserved.
Overall, this regulation ensures that the particles with large weights that
contain information about the targets are always retained, the particles with
moderate weights but not tracking any target (these weights could be gradu-
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ally increasing with time) are also retained and the particles with low weights
are reinitialised to search for new targets (as long as Nk < C). Indeed, the
retention number of large/moderate weight particles in each cluster is re-
stricted to β. If Nk = C, all the clusters are busy tracking the targets and
new targets cannot be detected. The total number of clusters C could be
chosen such that Cβ ≤ I. If Cβ < I, then I−Cβ new particles are initialised
uniformly in the surveillance region and their corresponding weights are set
to 1/I. It is known that C = Nmax and if Cβ ≤ I, then I−Cβ particles never
track a target. However, these particles are not a fixed set, i.e., at every time
sample k, these particles are only those with low weights — they are not in
the process of tracking a target nor in the process of declaring the presence
of a covert target. Initialising these particles uniformly in the observation
space aids in detecting targets appearing in succeeding time steps.
State estimation: The state estimate can be obtained by taking the mean
of the particles in a cluster. The tracks are initiated (i.e., a target declared
present) when the cluster looseness, empirically measured as
Tc =
∑
c ||x˘µ
c
k − µc||2
Lc (3.22)
falls below a suitable threshold. µc is the center of the cth cluster, x˘µ
c
k
are the set of particles that belong to µc and Lc is the number of particles
in the cluster x˘µc . Track labelling and continuity is maintained even for
crossing targets by incorporating the velocity of the targets into the clustering
procedure, and weighting the velocity component to be two times more than
the actual value.
The complete proposal is outlined in algorithm 1. It is important to note
that both the use of a pseudo-likelihood, and the continual reinitialisation of
some particles to search of new targets mean that the resulting particle cloud
is not an accurate representation of the JMPD nor the PHD. The proposed
solution is however effective for detecting and tracking multiple targets as
the next section demonstrates.
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Algorithm 1 {xik, wik}Ii=1 = PF[{xik−1, wik−1}Ii=1, zk]
1. Prediction: xik ∼ q(.|xik−1, zk), i = 1, ..., I
2. Weight update: w˜ik = w
i
k−1
SMU(x
i
k) p(x
i
k|xik−1)
q(.|xik−1,z1:k)
, i = 1, ..., I
3. Normalise the weights: wik =
w˜ik∑I
j=1 w˜
j
k
4. Clustering: {xc¯,ik , wc¯,ik }Ii=1
clustering←−−−−− {xik, wik}Ii=1 ; c¯ ∈ χ = {1, ..., C}
5. Soft resample: {x˘c¯,ik , w˘c¯,ik }I˘i=1
resample←−−−−− {xc¯,ik , wc¯,ik }Ii=1
6. Cluster regulation:
for c = 1, ..., C do
Obtain the subset of the weighted particles that belong to the cluster c,
i.e., {xˆlk, wˆlk}Lcl=1 ∈ {x˘c¯,ik , w˘c¯,ik }I˘i=1 : c¯ = c
if Lc ≥ β then
{ξlk}cβl=(c−1)β+1 = {xˆlk}βl=1
{Ψ lk}cβl=(c−1)β+1 = {wˆlk}βl=1
else
{ξlk}cβl=(c−1)β+1 = {xˆlk}Lcl=1 ∪ {xˆjk}β−Lcj=1 where xˆjk ∼ U(.)
{Ψ lk}cβl=(c−1)β+1 = {wˆlk}Lcl=1 ∪ {wˆjk}β−Lcj=1 where wˆjk = 1/I
end if
end for
if Cβ < I then
Initialise new particles and their weights
ξjk ∼ U(.), j = Cβ + 1, ..., I
Ψ jk = 1/I, j = Cβ + 1, ..., I
end if
7. Normalise the weights: Φik =
1∑I
j=1 Ψ
j
k
, i = 1, ..., I
8. The output: {xik, wik}Ii=1 = {ξik, Φik}Ii=1
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3.7 Simulation results
All the simulations presented here consider acoustic sensing in a 2D envi-
ronment which includes a 1 second reverberation time for 60 dB decay. The
state of the target is defined as xk = (x, y, vx, vy)T where x, y are the posi-
tions and vx, vy are the velocities along the x, y-axis. xk evolves with time
in accordance to a Markov model in which the position is updated using a
constant velocity (CV) model and the velocity is updated using a random
walk (RW). This process is described as
xk =

1 0 T 0
0 1 0 T
0 0 1 0
0 0 0 1
 xk−1 + qk−1 (3.23)
where the duration between two observations is T = 1s and the process noise
is qk−1 ∼ N (0, Q). Q is the uncorrelated covariance matrix with a variance
of 0.5 along each dimension. The sensor signals are obtained using the model
described in (3.1). The sensor noise vector is vk ∼ CN (0, R) where R is a
diagonal with a variance of σ2 = 0.1 corresponding to each sensor.
Demonstration
Firstly, Fig. 3.3 demonstrates the proposed filter operation for tracking sin-
gle/multiple and appearing/disappearing targets. It can be seen that the
filter quickly locks onto the targets as they appear, thereby initialising the
tracks. If a target disappears, the particles tracking it disperse, thereby re-
moving the track and these particles then start to search for new targets.
In Fig. 3.4 the particle evolution for the scenario described in Fig. 3.3 is
shown. Here, only the particle clusters whose exp(−Tc) exceed 0.75 are con-
sidered for the filter estimate and shown in Fig. 3.4. The use of the Markov
transition prior as the importance distribution is known to be sub-optimal.
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Figure 3.3: This figure shows the ground truth and the filter estimates. Targets move in a
4×4 2D space. A linear array of 5 sensors at an offset of 10m from grid of target movement
is used. The number of particles I = 5000. At k = 0, the particles are initialised uniformly
in the surveillance region. The number of clusters is C = 10, the maximum number of
particles in a cluster is β = 480, the cluster looseness threshold to initiate and remove
tracks is exp(−Tc) = 0.75, the frequency of operation is f = 4KHz and the propagation
velocity is ν = 1500m/s. The SNR is 27dB. The filter runs for 50 time steps. The text in
the figure denotes – Target #(appears at # time step, disappears at # time step). The
direction in which each target moves is denoted using arrows.
An importance distribution leveraging the current observation has been pro-
posed for the joint filter [71, 127, 220] and the PHD filter [180]. It may be
that the proposed MTT PF could be enhanced using an improved impor-
tance distribution. Nevertheless, it can be seen in Fig. 3.3 and Fig. 3.4 that
track initialisation and deletion are conducted very effectively.
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(a) k = 8, Nk = 1.
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(b) k = 20, Nk = 2.
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(c) k = 29, Nk = 3.
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(d) k = 32, Nk = 5.
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(e) k = 33, Nk = 5.
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(f) k = 39, Nk = 4.
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(g) k = 40, Nk = 4.
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(h) k = 45, Nk = 3.
Figure 3.4: Evolution of the particles in the proposed MTT PF for the scenario described
in Fig. 3.3. The magenta dots represent the particles. The specifications in the caption of
Fig. 3.3 apply to this figure also. 99
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Fig. 3.4 shows only the particles belonging to the clusters in which exp(−Tc) >
0.75. However, as long as Nk < C, the filter has particles associated with
the other clusters that are not near the targets. These clusters are free to
search for new targets and hence the particles belonging to these clusters
are distributed uniformly in the entire observation space. This is illustrated
in Fig. 3.5. The figure shows a stem plot of the MUSIC pseudo-weights of
all the particles after the soft resampling stage in algorithm 1. The figure
corresponds to the 29th time step at which Nk = 3. For ease of visualisation,
I = 1000, C = 4, β = 200. It can be seen that three clusters keep track of the
three targets. Moreover, these clusters have gained more replications since
they are near the targets. It can also be observed that the particles belonging
to the fourth cluster and the remaining I − Cβ = 200 particles are free to
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Figure 3.5: The MUSIC pseudo-weights of the particles for the MTT scenario shown in
Fig. 3.3 at k = 29. The specifications in the caption of Fig. 3.3 apply to this figure also.
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search for the new target. The redundant replications in the clusters near
the three targets will later be discarded in the regulation process. Particles
not in these three clusters have not gained many replications and hence keep
searching for new targets.
For the MTT scenario used in Fig. 3.3, Fig. 3.6 shows the MMSE-based-
MDL estimate ηk of the number of targets used to evaluate (3.11) for a single
run of the 50 time steps. It can be observed that the technique provides a
accurate estimate of the actual number of targets Nk.
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Figure 3.6: The MMSE-based-MDL estimate of the number of targets, versus time.
Demonstration of particle hijack and target resolution
Secondly, the ability of the proposed MTT PF to avoid particle hijack and to
resolve close targets is demonstrated. For these tests, the scenario described
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in Fig. 3.7 is used, in which two targets cross each other twice. The targets
are present all the time. The motion of the targets is realistic for real-world
scenarios where the targets often move in straight lines with constant veloc-
ity and occasionally make an abrupt manoeuvre [222].
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Figure 3.7: The ground truth of the two targets used to obtain the results in Fig. 3.8
and Fig. 3.10. The starting location of the targets is circled. The target positions coincide
at k = 15 and at k = 34.
Fig. 3.8 demonstrates the ability of the proposed MTT PF to overcome
particle hijack. While the joint PF and the particle-PHD filter do not suffer
from particle hijack, the problem is evident in the separate PF technique
and is demonstrated in Fig. 3.8(a). It can be seen that the mode of one filter
starts to get hijacked when the targets cross for the first time and eventually
the track is lost after some time. The proposed MTT PF overcomes this
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hijack problem by virtue of limiting the cluster size to β and reinitialising
the redundant lower weight particles.
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(b) Proposed filter.
Figure 3.8: Evolution of the particles in various PF’s with time for the scenario described
in Fig. 3.7. A linear array of 5 sensors with an offset of 10m from the grid of target
movement is used. f = 4KHz, ν = 1500m/s and SNR= 27dB. The particles are initialised
uniformly in the surveillance region and a burn-in time of 4s is applied before starting the
plot. For the separate filter technique, two filters, each using 1000 particles, are initialised.
For the proposed filter, I = 1000, C = 2, β = 500 and exp(−Tc) = 0.75.
Now the ability of the proposed MTT PF to resolve close targets bet-
ter than that of the PHD filter is demonstrated. In view of the fact that
the latter cannot operate directly on the array data, the sensor signals are
first converted into the minimum variance distortionless response (MVDR)
beamformer image [244] which is then thresholded to generate the observa-
tion feed. In the proposed method, the observations are the sensor signals.
Fig. 3.9 illustrates the super-resolution property of MUSIC when compared
with the beamformer image. The PF implementation for the ground truth
in Fig. 3.7 is illustrated in Fig. 3.10 and it can be seen that the proposed
method resolves the targets for a longer duration. At the first crossing at
k = 15, the PHD filter resolved the targets only until k = 12 while the pro-
posed filter until k = 14. Before the second crossing at k = 34, the PHD
filter resolved the targets only until k = 31 while the proposed filter until
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k = 33. The PHD filter resolution is dependent on how the beamformer
image is thresholded — a low threshold deteriorates resolution but a high
threshold could degrade the track accuracy at low SNR.
(a) MVDR beamformer image. (b) MUSIC image.
Figure 3.9: Beamformer and MUSIC outputs with two closely spaced targets.
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(a) Particle-PHD filter.
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(b) Proposed filter.
Figure 3.10: Evolution of the particles with time. For the proposed filter, the specifica-
tions in the caption of Fig. 3.8 apply to this figure also. For the particle-PHD filter; (i)
detection probability pD = 0.95, (ii) target birth is not considered, (iii) thresholding is
done at 50% of the maximum peak in the beamformer image, (iv) 1000 particles are used,
and (v) targets are separated using k-means clustering [169].
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Evaluation of track accuracy
Thirdly, the accuracy of the proposed technique is evaluated by plotting the
target position root mean square (rms) error for different SNR levels. This
is shown in Fig. 3.11 and it can be seen that the proposed technique is more
accurate than the particle-PHD filter. The performance advantage of the
proposed filter as against the PHD filter can be attributed to the fact that
the former operates directly on the sensor signals while the latter undergoes
information loss due to the use of an image processing stage. As the SNR
reduces, the false alarms in the finite set measurement feed for the PHD
filter increase causing degradation of the accuracy of the track. On the other
hand, the separate filter and the joint filter techniques that operate with the
true likelihood function in (3.3) exhibit better accuracy than the proposed
MTT PF and the particle-PHD filter.
Evaluation of computational complexity
Fourthly, the computational complexity of the proposed technique is evalu-
ated by plotting the computational time taken to evaluate one time step for
varying numbers of particles. This is shown in Fig. 3.12. It can be observed
that the proposed technique requires fewer computational resources than the
others because it uses only I particles (in the domain of one target) that are
clustered amongst the two targets. The separate PF technique uses 2I parti-
cles, i.e., I particles for each target, and the multi-dimensional joint PF uses
I particles of double the dimension. In the particle-PHD filter, the majority
of the time is consumed evaluating the beamformer image for the entire grid
to obtain the finite set measurement feed for the filter. As mentioned in the
caption of Fig. 3.11, the number of pixels in the beamformer image is 1681
and hence the filter is slower if I / 1700.
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Figure 3.11: rmse error of various PFs versus the SNR for the scenario described in
Fig. 3.7. A linear array of 5 sensors with an offset of 10m from the grid of target movement
is used. f = 4KHz and ν = 1500m/s. It is assumed that the knowledge about the number
of targets is available. Hence, for the separate filter technique, two filters, each using
1000 particles are initialised. The joint filter uses 1000 particles that operate in the state
space of two targets. For the particle-PHD filter, the beamformer image is evaluated over
the observation space with a resolution of 0.1m. Therefore, the total number of pixels in
the beamformer image are 1681. During the particle-PHD filter implementation; a) the
detection probability pD = 0.95, b) target birth is not considered, c) thresholding is done
at 50% of the maximum peak in the beamformer image, and d) 1000 particles are used. To
obtain state estimates, the k-means clustering approach of [169] is used. For the proposed
filter, I = 1000, C = 2, β = 500 and exp(−Tc) = 0.75. No burn-in time is considered.
The results are averaged over 30 scenarios, each comprising 50 time steps.
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Figure 3.12: Computational time for one time step of various PFs versus the number of
particles. The specifications in the caption of Fig. 3.11 apply to this figure, except that
now, I is varied and the SNR=27dB. The results are averaged over 30 scenarios, each
comprising 50 time steps.
Demonstration of track continuity
Finally, the track continuity in the proposed MTT PF is demonstrated. As
proposed in section 3.6.3, the track continuity is maintained by incorporating
the velocity into the clustering procedure with a weighting that is twice its
actual value. For a three target case, Fig. 3.13 shows the track continuity in
the proposed filter for crossing targets using colored particle clusters. It can
be seen that the filter successfully maintains the track of the crossing targets.
However, it would be difficult to maintain tracks if two targets travel together
for some duration and then seperate with opposite velocities.
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Figure 3.13: Particle evolution in the proposed MTT PF with time. Here I = 6000,
C = 3 and β = 2000. The figures from top to bottom correspond to time steps k =
9, 10, 11, 12, 15 respectively. The blue crossed line is the ground truth. The red solid line
is the filter estimate. The three clusters are represented in different colors. The green
stars depict a linear array of 10 sensors.
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3.8 Conclusion and summary
This chapter addressed the problem of Bayesian MTT using phased sensor
arrays under the PF framework. State-of-the-art approaches to this problem
include the separate filter approach which suffers from filter hijack, the joint
approach which suffers from high computational complexity and the PHD fil-
ter [26] which suffers from the inability to operate directly on phased sensor
array signals. This chapter proposed MUSIC based MTT PF, the key inno-
vation of which is to use for the likelihood function, a function which has as
its domain, the state space of a single target. The MUSIC pseudo-spectrum
is such a function, and has not previously been used in this context. The par-
ticle hijack problem is overcome using regulated clustering. This work is the
first to propose soft resampling for cluster regulation — a novel mechanism
that provided means for initialising new particles that account for appearing
targets. The advantages of the developed filter are; a) lower computational
complexity by virtue of operating in the single target space, b) better accu-
racy by virtue of operating more directly on sensor array signals, c) effective
seperation of close targets by virtue of the super resolution property of MU-
SIC, and d) avoidance of particle hijack by virtue of regulated clustering. The
validity and the efficacy of the technique were illustrated through a simulated
study. Referring back to section 1.3.1 of chapter 1, it can be stated that the
research goal 1 that aims to overcome problems 1,2 has been successfully
achieved by the proposed MUSIC based MTT PF. Further evaluation of the
performance of this algorithm is included in section 4.6.1 of the next chapter.
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Bayesian filtering [35] provides a rigorous mathematical framework for
multiple target tracking (MTT) using phased sensor arrays — an application
of primary interest to this dissertation. However, Bayes’ filtering involves
high dimensional integration which makes the process computationally in-
tractable [45]. This intractability is overcome using approximate solutions.
The Bayes’ approximation which is central to this thesis is the particle filter
(PF) [21] described in section 2.5 of chapter 2.
The theoretically accurate approach to Bayesian MTT is the joint fil-
ter approach [44, 124]. However, the joint PF is computationally expensive
[232] and this drawback restricts its use for tracking many targets. The high
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computational complexity suffered by the joint filter has been successfully
overcome using the random finite set (RFS) filters [179] — the probabil-
ity hypothesis density (PHD) filter [26, 32, 167] and the multi-target multi-
Bernoulli (MeMBer) filter [31, 32, 196, 198, 208, 209]. The major drawback
in RFS filters, as identified in problem 2 of section 1.3.1 in chapter 1, is
that they do not possess the mathematical framework to operate directly on
phased array data and consequently the array data has to be converted into
a suitable format. This conversion leads to high information and resolution
loss. The research goal 2 in section 1.3.1 of chapter 1 aims to explore the
possibility and develop a method of operating either the PHD or the MeM-
Ber filters directly on phased sensor array signals. This chapter presents the
development of such a method and illustrates its efficacy.
The chapter is organised as follows: The drawbacks and related work in
state-of-the-art RFS filters are outlined in section 4.1. After stating the moti-
vation in section 4.2, the phased sensor array model and the particle-MeMBer
filter for image observations are revisited in section 4.3 and section 4.4 respec-
tively. This is followed by the proposed method in section 4.5, the simulation
results in section 4.6 and the concluding remarks in section 4.7.
4.1 Related work
The class of Bayesian sub-optimal filters developed for tracking many targets
are the RFS filters [233] — the PHD [26] and the MeMBer [31, 32] filters. The
PHD filter described in section 2.6 of chapter 2 operates by approximating
the joint multi-target probability distribution (JMPD) ((2.13) in section 2.3.2
of chapter 2) by its first moment. The PF implementation of the PHD filter
can be found in [161, 162, 164]. The MeMBer filter [198, 209] described in
section 2.7 of chapter 2 approximates the JMPD using its multi-Bernoulli
RFS parameters. The PF implementation of the MeMBer filter can be found
in [31, 33, 49, 196]. The PHD and MeMBer filters are derived under the RFS
theoretic framework [34, 233] that allows them to operate in the dimension-
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ality of a single target, i.e., their complexity does not increase exponentially
with the number of targets. However, since the filters are sub-optimal, their
performance is poor in many situations [266, 267], for example, in high noise
scenarios [161].
The major impediment in RFS filtering, as mentioned in section 3.1 of
chapter 3, is that the observation feed to the filters can only be a finite set
of noisy point target measurements [32], thereby impeding the direct use of
phased sensor array data. This drawback is only partially overcome when the
MeMBer filter has been extended to image observations [49, 196]. To date,
the RFS filters do not provide a suitable mathematical formalism to evaluate
the likelihood function for phased array data, because these filters operate
in the dimensionality of a single target, while the phased array data requires
a joint state hypothesis to evaluate the likelihood. In the PHD filter, this
problem is usually bypassed by first converting the array data into a beam-
former image [50, 189, 191], and then pre-processing the image [192] to obtain
the measurement feed. The “MeMBer filter for image observations” does not
require image pre-processing, but still necessitates the conversion of the sen-
sor array data into a image. A closely related work in [268, 269] deals with
super-positional sensors that generate a “single measurement” from multiple
targets. However, this single measurement was considered to be a point esti-
mate of the targets rather than a signal. This still requires the array data to
be converted to a beamformer image. These conversions lead to substantial
information and resolution loss.
4.2 Motivation
This thesis proposes that the formulation in the “MeMBer filter for image
observations” provides a possibility to operate the filter more directly on
the sensor array data. The aim now is to adapt the MeMBer filter for image
observations to phased sensor array observations. The key idea for this adap-
tion is to find a function (generated using the array data), whose domain is
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the domain of a single target, and which can act as a proxy to the MeM-
Ber update equation without changing its formulation. The MUltiple SIgnal
Classification (MUSIC) pseudo-spectrum [57] is such a function. MUSIC is
one of what are called “super-resolution techniques.” This work proposes to
use MUSIC as the pseudo-likelihood in the MeMBer filter for image obser-
vations.
The MUSIC based MTT PF proposed in chapter 3 compared favourably
with the PHD filter and the comparison with the MeMBer filter has been
deferred until this chapter. In this chapter, the comparative analysis with
the conventional PHD and MeMBer filters, the previously proposed MU-
SIC based MTT PF, and the MUSIC based MeMBer filter of this chapter is
presented.
4.3 Phased sensor array model
Here, the phased sensor array observation model [38] (previously presented
in section 3.3 of chapter 3) is briefly described. The observation model is
formulated as
zk = Aksk + vk (4.1)
where zk is the vector of sensor signals, sk is the signal vector and the noise
vector vk ∼ CN (0, R). Ak is a M×Nk steering matrix where M is the number
of sensors and Nk is the number of targets at time k. For this sensing model,
the likelihood equation is
p(zk|Ak, sk) = 1
piM det(R)
exp
(
− (zk − Aksk)H R−1 (zk − Aksk)
)
(4.2)
where (.)H denotes Hermitian transpose. The PHD and MeMBer filters do
not possess a framework to evaluate (4.2). This non-provision can be by-
passed using beamformer image models [50, 189, 191, 192]. The proposal in
this chapter is based on the idea that using MUSIC1 as a proxy for the likeli-
1It is known from the MUSIC based MTT PF in chapter 3 that MUSIC allows the
particles to operate in the space of a single target, a requisite for the MeMBer filter.
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hood provides a framework to feed the sensor array data as an observation to
the MeMBer filter (for image observations) without changing its formulation.
Moreover, the super resolution property of MUSIC aids in separating very
close targets. The objective now is to adapt the MeMBer filter for image
observations to phased sensor array signals zk obtained from (4.1).
4.4 The particle-MeMBer filter for image data
The operation of the MeMBer filter for image data [49, 196, 208, 211, 214]
was described in section 2.7.3 of chapter 2. Here its particle implementation
is briefly described. The filter is derived and explained in more detail in
[49, 196]. The proposal of adapting the MeMBer filter to array data then
builds on the formulation provided in this section.
In MeMBer filtering, the uncertainty in the knowledge of the number
of targets and their states is modelled using a multi-Bernoulli RFS Ξ. A
multi-Bernoulli RFS Ξk at time k can be considered as the union of a fixed
number of independent Bernoulli sets. The nth Bernoulli set in Ξk is de-
scribed by its a) existence probability nk , and b) probability density function
(pdf) pn(xk). In the particle approach, the pdf is approximated using a set of
I weighted particles, i.e., pn(xk) is now represented by the weighted sample
set {xn,ik , wn,ik }Ii=1.
The particle-MeMBer filter recursion is as follows (the explanation provided
in section 2.7.3 of chapter 2 is directly applicable to the particle-MeMBer
filter): If the particle-MeMBer approximation to the posterior at time k − 1
is available and represented by
p(Xk−1|zk−1) u
{
nk−1, {xn,ik−1, wn,ik−1}Ii=1
}Nk−1
n=1
(4.3)
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where we define u to mean “is represented by,” then the particle-MeMBer
approximation to the Bayes’ prediction is represented by
p(Xk|z1:k−1) u {ˆnk , {xˆn,ik , wˆn,ik }Ii=1}Nkn=1
u {nP,k, {xn,iP,k, wn,iP,k}Ii=1}Nk−1n=1 ∪ {nB,k, {xn,iB,k, wn,iB,k}Ii=1}NB,kn=1
(4.4)
The multi-Bernoulli RFS {nP,k, {xn,iP,k, wn,iP,k}Ii=1}Nk−1n=1 in (4.4) contains the
Bernoulli parameters (or target hypotheses) that persist from time k − 1 to
time k. For n = 1, ..., Nk−1, the Bernoulli parameters are predicted according
to
nP,k = 
n
k−1
I∑
i=1
wn,ik−1 pS(x
n,i
k−1) (4.5)
xn,iP,k ∼ q(.|xn,ik−1, zk) = p(xn,iP,k|xn,ik−1) ; i = 1, ..., I (4.6)
wn,iP,k =
wn,ik−1 pS(x
n,i
k−1)∑I
l=1 w
n,l
k−1 pS(x
n,l
k−1)
; i = 1, ..., I (4.7)
where pS(.) is the survival probability of the particle.
In (4.5), nP,k is the existence probability that the nth persisting Bernoulli
RFS contains an actual target; if the survival probability is a constant value
pS, then nP,k is obtained by directly scaling the existence probability nk−1
of the Bernoulli RFS at the previous time step with pS (since the particle
weights sum to one). In (4.6), the particles that represent the pdf at time
k − 1 are propagated to time k by drawing a new set of particles from the
Markov transition prior. In (4.7), the weights of the predicted particles sur-
vive from time k− 1 to k in accordance to the particle survival probabilities.
These weights are then normalised.
The multi-Bernoulli RFS {nB,k, {xn,iB,k, wn,iB,k}Ii=1}NB,kn=1 in (4.4) contains the
multi-Bernoulli parameters for the NB,k new-born targets at time k, where
NB,k ∼ Pois(λB). The new particles are initialised near regions of target ap-
pearance and the existence probabilities are set accordingly. If the informa-
tion about regions of target appearance is not available, then nB,k ∼ U(0, 1],
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and for i = 1, ..., I, xn,iB,k ∼ U(.) and wn,iB,k = 1/I.
Once the new image observation zk and the predicted particle-MeMBer pa-
rameters {ˆnk , {xˆn,ik , wˆn,ik }Ii=1}Nkn=1 are available, the posterior at time k can be
approximated [49] using the updated Bernoulli parameters as
p(Xk|z1:k) u {nk , {xn,ik , wn,ik }Ii=1}Nkn=1 (4.8)
where
nk =
ˆnk
∑I
i=1 wˆ
n,i
k s¯zk(xˆ
n,i
k )
1− ˆnk + ˆnk
∑I
i=1 wˆ
n,i
k s¯zk(xˆ
n,i
k )
(4.9)
wn,ik =
wˆn,ik s¯zk(xˆ
n,i
k )∑I
l=1 wˆ
n,l
k s¯zk(xˆ
n,l
k )
(4.10)
Here, (4.9) gives the updated existence probability of the nth Bernoulli RFS
(its functionality was discussed in Fig. 2.8 of section 2.7.3 in chapter 2).
(4.10) gives the updated particle weights; this is obtained using a PF up-
date step — by multiplying the predicted weights with the likelihood value
of the particles. The weights are then normalised. The updated particles
{{xn,ik }Ii=1}Nkn=1 in (4.8) are obtained by resampling the particles (based on
their updated weights) in each predicted Bernoulli set separately.
The state estimate is the mean of all the particles belonging to a Bernoulli
set. If the distance between the estimates of two Bernoulli sets is closer
than a threshold Tmerge, their tracks are merged [32]. The state estimates of
Bernoulli sets whose existence probability exceeds a threshold Tprune are only
reported.
The term s¯zk(xˆ
n,i
k ) in (4.9) and (4.10) is the likelihood ratio of the ith
particle in the nth predicted Bernoulli set and its formulation was given in
(2.107) of section 2.7.2 in chapter 2. Using the image observation model
described2 in Ch. 11 of [56] in which the signal and noise components fol-
low a Gaussian distribution, the s¯zk(xˆ
n,i
k ) in (2.107) can be written up to a
2The complete model is presented further in section 5.6.1 of chapter 5.
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normalising constant as (shown in (2.111))
s¯zk(xˆ
n,i
k ) =
∏
(x,y)∈R0(xˆn,ik )
exp
(
−
γ
(x,y)
xˆn,ik
(γ
(x,y)
xˆn,ik
− 2z(x,y)k )
2σ2
)
(4.11)
Here, zk is the received image. The hypothesis measure γxˆn,ik (also a image)
is the intensity contribution of the particle xˆn,ik and is constructed from the
image observation model considering the absence of noise. The particle xˆn,ik
illuminates a region R0(xˆn,ik ) of the image, i.e., the target hypothesis xˆ
n,i
k will
illuminate a set of pixels, the centers (x, y) of which will lie within the region
of illuminance R0(xˆn,ik ). This was illustrated in Fig. 2.7 in which a target
at position (40, 40) illuminates a set R0(.) of pixels within the frame. For
image models, the set of pixels with centers (x, y) ∈ R0(xˆn,ik ) required to
evaluate (4.11) is usually fixed and known in advance. If this information
is not available, then R0(.) can be obtained by thresholding γxˆn,ik using an
illumination threshold Il which is usually a certain proportion of the peak in
the image γxˆn,ik . Then the likelihood s¯zk(.) is obtained by taking the product
of the exponential at each of these pixels. Note that (4.11) is computed for
all the INk particles in the predicted multi-Bernoulli set.
4.5 The MUSIC based MeMBer filter
The non-Bayesian MUSIC algorithm for target localisation has been de-
scribed in section 3.5.1 of chapter 3 and will not be repeated here. In this
work, the proposal is to use the MUSIC value as a pseudo-likelihood for the
particle [270]. Hence, the proposed MUSIC based particle-MeMBer filter op-
eration is just as described in section 4.4, except that (4.9) and (4.10) are
now computed according to
nk =
ˆnk
∑I
i=1 wˆ
n,i
k SMU(xˆ
n,i
k )
1− ˆnk + ˆnk
∑I
i=1 wˆ
n,i
k SMU(xˆ
n,i
k )
(4.12)
wn,ik =
wˆn,ik SMU(xˆ
n,i
k )∑I
l=1 wˆ
n,l
k SMU(xˆ
n,l
k )
(4.13)
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where
SMU(xˆ
n,i
k ) =
1(
a
xˆn,ik
k
)H
Un UHn a
xˆn,ik
k
(4.14)
is the MUSIC pseudo-likelihood of the predicted particle xˆn,ik . In (4.14), the
steering vector axˆ
n,i
k
k of xˆ
n,i
k is computed from (3.2) in section 3.3 of chapter 3.
Un, computed from (3.11) in section 3.5.1 of chapter 3 contains the noise
eigenvectors. The evaluation of (3.11) involves the term ηk which should ide-
ally be equal to the actual number of targets Nk which is frequently unknown.
This thesis proposes to overcome the ignorance of Nk using the minimum-
mean-square-error (MMSE) based minimum description length (MDL) al-
gorithm [258] that provides good estimate of the actual number of targets
ηk u Nk. However, it is known that the MUSIC algorithm does not catas-
trophically fail if Nk is over estimated [261].
The fundamental contribution of this proposition is that, while the MeM-
Ber filter in its originally proposed form requires the sensor observation zk
to be a image for evaluating the likelihood ratio in (4.11), the proposed
technique allows zk to be expressed directly as the phased sensor array ob-
servation model described in (4.1). This is because the particle’s likelihood
s¯zk(xˆ
n,i
k ), which is now chosen to be SMU(xˆ
n,i
k ) is evaluated according to (4.14)
which requires the observation feed zk to be sensor array signals. Hence the
proposed method makes a more direct use of the array data and this will
limit the information loss problem from which the MeMBer and PHD filters
suffer. However, inasmuch as SMU(.) is not truly a likelihood, the posterior
is not truly a multi-target posterior state distribution, but possesses the at-
tributes necessary for tracking the mode of the posterior which is often an
adequate estimate of the target state [252]. A few other pseudo-likelihood
based PF approaches can be found in [253, 255–257, 271].
The proposal also aids in significantly reducing the computational cost. In
order to evaluate (4.11), the “MeMBer filter for beamformer images” requires
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the computation of the minimum variance distortionless response3 (MVDR)
[244] beamformer values γ(x,y)(.) for the pixels that fall within the region of
influence (x, y) ∈ R0(.) of the target hypothesis. In beamforming methods,
the number of these pixels is fluctuating and is large if the target hypothesis
is far from the sensors. This is shown using a simple 1D example in Fig. 4.1.
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Figure 4.1: The MVDR spectrum for a simple 1D case. The solid black line shows
the MVDR image thresholded at 50% of its maximum value. The figure shows that the
number of pixels illuminated by a target hypothesis (the blue square) is dependent on its
proximity to the sensors.
Consider that each predicted particle xˆn,ik at time k will influence β
n,i
k
pixels (from Fig. 4.1, it is obvious that always βn,ik > 1), then the number of
beamformer computations per time is
∑Nk
n=1
∑I
i=1 β
n,i
k . If the illumination
threshold Il is high, i.e., the beamformer image is thresholded using a higher
value, then R0(.) is small and the amount of sensor information zk processed
by each particle is low. In such a case, the filter performance will depend on
the number of particles I spanning the observation space — large I allows
more data zk to be filtered but also increases computational complexity. On
the other hand, if Il is low, then R0(.) is large and this again contributes to
high computational complexity. The proposed MUSIC based MeMBer filter
3A example MVDR image for a two-target case was shown in Fig. 3.9(a) in chapter 3.
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requires the computation of only INk MUSIC values every time step. This
feature makes the filter computationally superior to the MeMBer filter for
beamformer images. In this work, for implementating the “MeMBer filter
for beamformer images,” the complete image γ(.) is first constructed using
MVDR beamforming and then thresholded using the illumination threshold
Il to obtain that part of the image γ
(x,y)
(.) that is influenced by the target
hypothesis. γ(x,y)(.) is then fed into (4.11) to compute the likelihood.
4.6 Simulation results
All the simulations presented here consider tracking acoustic sources in a 2D
environment which includes three echo paths with 1 second reverberation
time for 60 dB decay. The targets are constrained to move with position 0m
to xmaxm in a line located 10m from another parallel line containing the 5
sensors whose positions are chosen from U [0, xmax]. The state of the target
is xk = (x, vx)T where x is the position and vx is the velocity. ()T denotes
matrix transpose. The time evolution of xk is described as
xk =
1 T
0 1
 xk−1 + qk−1 (4.15)
where the duration between two observations is T = 1s and the additive
process noise qk−1 ∼ N (0, Q) where the uncorrelated covariance matrix is
Q =
3 0
0 0.5
 (4.16)
The sensor signals are obtained using the model described in (4.1). The
sensor noise vector is vk ∼ CN (0, R) where R is a diagonal with a variance
of σ2 = 0.1 corresponding to each sensor.
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Demonstration
The proposed MUSIC based particle-MeMBer filter for tracking single/multiple,
appearing/disappearing and crossing targets is demonstrated in Fig. 4.2. It
can be seen that the filter quickly locks on and tracks the targets with high
accuracy. If a target disappears, the existence probability of the Bernoulli
RFS becomes low, thereby eliminating the track. The use of the Markov
transition prior as the proposal distribution is known to be sub-optimal and
the performance of the proposed scheme could be enhanced using an im-
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Figure 4.2: Filter estimates compared to the ground truth. The targets move along a
1D grid of xmax = 100m width. The number of particles that approximate the pdf of each
element in the multi-Bernoulli RFS is I = 1000. f = 4KHz and ν = 1500m/s. The SNR is
30dB. The Poisson mean of the number of new-born targets is λB = 10. The probability of
target survival (chosen to be constant) is pS = 0.8. The pruning threshold is Tprune = 0.6.
The merging threshold is Tmerge = 1m. The filter runs for 50 time steps.
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proved importance distribution. Nevertheless, it can be seen that the track
initialisation and deletion are conducted very effectively.
For the multi-target scenario described in Fig. 4.2, the MMSE-based-
MDL estimate used to evaluate the noise eigenvectors Un used in (4.14) is
shown in Fig. 4.3 and it can be observed that the technique provides an ac-
curate estimate of the actual number of targets (even at low SNR levels).
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Figure 4.3: The MMSE-based-MDL estimate of the number of targets, versus time.
Demonstration of target resolving ability
Secondly, the ability of the proposed MUSIC based particle-MeMBer filter
to effectively resolve close targets is demonstrated. For this, the scenario
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described in Fig. 4.4 is used. Here, two targets cross each other twice. This
motion is realistic for real-world scenarios where targets often move in ap-
proximately straight lines with constant velocity and occasionally make an
abrupt manoeuvre [222].
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Figure 4.4: The ground truth of the two targets used to obtain the evaluation results in
Fig. 4.5, Fig. 4.6, Fig. 4.7, Fig. 4.9, Fig. 4.10 and Fig. 4.14. The target positions coincide
exactly at k = 13 and at k = 38.
In view of the fact that the PHD and the MeMBer filters cannot operate
directly on sensor array data, for comparison with the proposed method, the
acoustic signals are first converted into the minimum variance distortionless
response (MVDR) beamformer image which is the observation for the MeM-
Ber filter. For the PHD filter, the image is further thresholded to generate
the finite set point measurement feed. The proposed MUSIC based MeMBer
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filter, however, operates on the acoustic signals. The super resolution prop-
erty of MUSIC aids in resolving close targets and keeping the tracks separate
for a longer duration.
Fig. 4.5, Fig. 4.6 and Fig. 4.7 show the particle evolution (for the ground
truth in Fig. 4.4) for the proposed MUSIC based MeMBer, the MeMBer for
image and the PHD filters respectively. It can be observed that the proposed
filter resolves close targets better than the others. Before the first crossing
at k = 13, it can be seen that while the PHD and the MeMBer filters keep
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Figure 4.5: Evolution of the particles with time in the proposed MUSIC based particle-
MeMBer filter. The targets move along a one dimensional grid grid of xmax = 60m width.
The number of particles for each target state hypothesis is I = 1000. f = 4KHz and
ν = 1500m/s. The SNR is 30dB. For simplicity, it is assumed that the number of targets
is known; hence λB = 0. The survival probability is pS = 0.8. The pruning threshold is
Tprune = 0.6. The merging threshold is Tmerge = 1m. The filter runs for 50 time steps.
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the targets separate only until the 6th and 9th time samples respectively, the
proposed filter keeps the targets separate until the 11th time step. After the
second crossing at k = 38, the PHD and MeMBer filters resolve the targets
only after k = 46 and k = 44 respectively, and the proposed MeMBer filter
separates the targets from the 40th time sample.
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Figure 4.6: Evolution of the particles with time in the particle-MeMBer filter (for image
data) [49, 196]. The system specifications described in the caption of Fig. 4.5 apply to this
figure also. The illumination threshold Il is chosen to be 0 so that the entire image is fed
to the filter.
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Figure 4.7: Evolution of the particles with time in the particle-PHD filter [272]. The
system specifications described in the caption of Fig. 4.5 apply to this figure also. The
detection probability is pD = 0.95. Target birth is not considered. To obtain the point
target measurement feed, the beamformer image is thresholded at 70% of the maximum
peak. 1000 particles are used. To obtain state estimates, the k-means clustering approach
of [169] is used.
To further illustrate the filters’ target resolving ability, the normalised
PHD function (evaluated over the entire 60m grid) for the proposed MUSIC
based MeMBer, MeMBer and PHD filters is shown in Fig. 4.8. This PHD
corresponds to the ground truth in Fig. 4.4 at the 11th time step. For the
MeMBer filter, the PHD function is evaluated from (2.103) in section 2.7.1 of
chapter 2. It can be observed that the proposed method successfully resolves
the two targets while the other filters merge them inextricably (as is also
seen in Fig. 4.5, Fig. 4.6 and Fig. 4.7).
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Figure 4.8: Normalised PHD function of the MUSIC based MeMBer, MeMBer and PHD
filters at the 11th time step.
Evaluation of track accuracy
Thirdly, the accuracy of the filters (using the ground truth shown in Fig. 4.4)
is tested. Fig. 4.9 shows the root mean square error (RMSE) for varying SNR
levels. It can be observed that that the proposed technique is very accurate.
Its performance advantage as against the PHD and the MeMBer filters can
be attributed to the direct use of acoustic signals. At low SNR, spurious
peaks in the beamformer image degrade the MeMBer filter performance.
Moreover, its error increases with increasing Il. The unwanted peaks at
low SNR, in turn, increase the false alarms in the PHD filter observation
set and adversely effects its performance. The joint filter operates using
the true likelihood function in (4.2) with the number of targets fixed at
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the correct value and performs better than the others. The MUSIC based
MTT PF previously proposed in chapter 3 compares equally with the MUSIC
based MeMBer filter although its error increases slightly at low SNR. This
is because the former uses β = 500 particles to track one target while the
latter uses I = 1000 particles.
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Figure 4.9: RMSE versus SNR. The specifications described in the caption of Fig. 4.5,
Fig. 4.6 and Fig. 4.7 apply to this figure also. For the PHD filter, the beamformer image is
thresholded at 70% of the highest peak. Since it is assumed that the number of targets is
known, the joint filter operates in double the single target dimensionality. For the MUSIC
based MTT PF previously proposed in chapter 3, the total number of particles is I = 1000,
the number of clusters formed every time step is C = 2 and the number of particles in a
cluster are limited to β = 500. Results are averaged over 20 trials, each having 50 time
steps.
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Evaluation of computational complexity
Fourthly, the complexity of the filters (using the ground truth in Fig. 4.4)
is shown in Fig. 4.10 by measuring the computational time to evaluate one
complete time step for varying numbers of particles. It can be observed that
the proposed filter requires fewer computational resources than the MeMBer
filter operating on the image data. This is because the MeMBer filter needs to
construct 2I images, each having 60 pixels for the evaluation of (4.11) while
the proposed technique requires only 2I MUSIC values. In the particle-PHD
filter, the majority of the time is consumed while evaluating the beamformer
image and hence the filter will be slower than the others when I / xmax. In
this simulation, xmax = 60m is width of the surveillance region. The MUSIC
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Figure 4.10: Time consumption for one time step versus I. The specifications described
in the caption of Fig. 4.9 apply to this figure also.
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based MTT PF exhibits low complexity requirements because it uses only I
particles (in the dimensionality of a single target) to track the two targets
while the proposed MUSIC based MeMBer filter uses 2I particles. The joint
filter uses I particles of double the dimension, and its complexity becomes
unfavourable for larger numbers of targets. This can be observed in Fig. 4.11.
The figure shows the computational time taken to evaluate the true likelihood
in (4.2) (used in the joint filter) and the MUSIC pseudo-likelihood in (4.14)
(used in the proposed MUSIC based MeMBer filter) for 1000 particles while
varying the number of targets. It can be observed that the true likelihood
computation quickly becomes resource expensive. The high computational
complexity of the proposed filter for the two target case in Fig. 4.10 can be
attributed to merging and pruning operations. However, it can be seen from
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Figure 4.11: The computational time consumed in computing the likelihoods. The
number of particles used is 500. The results are averaged over 10000 trials.
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Fig. 4.11 that the computation cost of pruning and merging operation does
not rise like the likelihood for the joint filter (here the number of new-born
targets is NB ∼ Pois(λB) with λB = 18).
4.6.1 Evaluation of MUSIC based MTT filters
Finally, the MUSIC based MTT filtering methods proposed in this thesis —
the MUSIC based MTT filter of chapter 3 and the MUSIC based MeMBer
filter of this chapter — are further analysed and tested. Firstly the effects of
using MUSIC as a pseudo-likelihood are studied, and then the track accuracy
of the methods for changing numbers of targets and harder target movements
is evaluated.
Numerical analysis on MUSIC pseudo-likelihood
Given that the MUSIC based MTT PF of chapter 3 and the MUSIC based
MeMBer filter of this chapter both use MUSIC as the pseudo-likelihood of
a particle, it is valid to investigate the faithfulness of MUSIC in accurately
representing the true likelihood. Fig. 4.12 shows the true likelihood and the
MUSIC pseudo-likelihood evaluated over the entire 60m grid in the presence
of a single target. It can be observed that the MUSIC pseudo-spectrum has
a much narrower peak at the target location than that of the true likelihood
function, and hence will provide a good estimate of the target location but a
poor estimate of the location uncertainty. This is further shown by the corre-
sponding cumulative distribution functions (CDFs) in Fig. 4.13. The narrow
peak in MUSIC pseudo-spectrum causes its CDF to be truncated near the
tails of the CDF of the true likelihood. This is shown using double arrows.
In a PF context, the narrow peaky nature of MUSIC will result in many
replications of large weight particles during the resampling step, i.e., the
particle cloud could be too constrained. This can be overcome using a aux-
iliary [135] PF approach or by introducing a few Markov chain Monte Carlo
(MCMC) steps after resampling [127]. These approaches will increase the di-
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Figure 4.12: The true likelihood and MUSIC pseudo-likelihood spectrums. The target
is exactly at 22m.
versity among particles. Nevertheless, the particle cloud can easily follow tar-
gets if the process covariance Q is chosen such that its norm ||Q|| = ∑i,j Q2i,j
is large.
If a single target scenario is considered with no target appearance or dis-
appearance, the MUSIC based MTT PF of chapter 3 and the MUSIC based
MeMBer filter of this chapter are simply single target PFs, except that the
weight of a particle is now the MUSIC pseudo value. Now, the faithfulness of
the MUSIC pseudo-likelihood based single target PF is numerically tested in
terms of its conformity with the true-likelihood based single target PF. For
this numerical testing, the well known Kolmogorov-Smirnov (KS) statistic
[62] is used. The KS test has the advantage of providing a reliable measure
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Figure 4.13: CDFs for the normalised results in Fig. 4.12. The locations of maximum
deviation are shown with the arrows.
of the accuracy of the estimate of the posterior. The classical one-sample KS
test evaluates the misfit between the CDFs of two univariate ordered datasets
[273] by computing the largest absolute difference. For the KS testing in
multi-dimensional models [274], the two-sample KS test [275, 276] operates
by comparing the CDFs from two multi-dimensional datasets which are or-
dered in some fashion. One method (as used here) is to compare the CDFs
of the two samples with all combinations of sorting, and take the largest of
the set of resulting KS statistics. KS testing for multi-dimensional data has
been used previously for other PF problems [277]. For the Markovian process
model described in this section, and considering one target from the ground
truth shown in Fig. 4.4, Fig. 4.14 shows the two-sample KS statistic misfit
of the MUSIC pseudo-likelihood based PF with the PF that operates using
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the true likelihood equation in (4.2). The KS values for the PF in which
the likelihood is the MVDR value is also shown. Since the MUSIC and
MVDR functions are not identical to a true likelihood, there is considerable
disagreement in the two filter representations. Although the disagreement
decreases with increasing I, it can be observed that the statistic begins to
exhibit asymptotic behaviour from I u 500.
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Figure 4.14: The KS statistic disagreement [274] versus the number of particles. The
ground truth shown in Fig. 4.4 is used, except that now only one target is considered. The
specifications in the caption of Fig. 4.5 apply to this figure also. The results are averaged
over 20 trials, each comprising 50 time steps.
Evaluation of track accuracy and target number estimation
Here, the track accuracy of the MUSIC based MTT filters is evaluated for
changing numbers of targets, i.e., target appearance and disappearance, and
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for harder target movements. For this study, the 2D state model used
in section 3.7 of chapter 3 is employed. The target state is defined as
xk = (x, y, vx, vy)
T where x, y are the positions and vx, vy are the veloci-
ties along the x, y-axis. xk evolves with time in accordance to a Markov
model in which the position is updated using a constant velocity model and
the velocity is updated using a random walk. The process noise is zero-mean
Gaussian distributed with uncorrelated covariance matrix having a variance
of 0.5 along each dimension. The specifications are as follows: (i) the surveil-
lance region is a 4×4 2D space which includes a one second reverberation time
for 60 dB decay, (ii) a linear array of 5 sensors, located at an offset of 10m
along the third dimension from the grid of target movement, is used, i.e., the
sensor positions are x = 1, y = {1, 2, 3, 4, 5} and z = 10, (iii) the frequency
of operation is f = 4 kHz, (iv) the propagation velocity is ν = 1500m/s, and
(v) the total number of time steps is 50.
In this testing, two MTT scenarios are used. The ground truth used
for the first scenario is shown in Fig. 4.15 (and also in Fig. 4.16). The ac-
tual target paths are plotted as solid lines in different colors. In this MTT
scenario, two targets — the ones depicted using green and black solid lines
— travel close to one another with nearly opposite velocities during times
k = 34, 35, 36. Three targets — the ones depicted using red, cyan and blue
solid lines — travel very close to one another approximately during times
k = 35, ..., 42. The targets represented in blue and red make a sudden
manoeuvre nearly at time k = 45. The ground truth used for the second
scenario is shown in Fig. 4.17 (and also in Fig. 4.18). The target paths are
again plotted as solid lines in different colors. In this MTT scenario, two
targets — the ones depicted using red and black solid lines — travel close
to one another approximately during times k = 19, ..., 22. Three targets —
the ones depicted using blue, red, and cyan solid lines — travel close to one
another approximately during times k = 26, ..., 32. Two targets — the ones
depicted using green and black solid lines — travel close to one another ap-
proximately during times k = 35, 36. The targets represented in red and
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blue travel with opposite velocities when travelling close to each other. The
target represented in black makes a u-turn during times k = 29, ..., 35. In
both the examples, it is ensured that two targets are not at the same posi-
tion at the same time. The target starting position is indicated by a circle
and the time of the target appearance is noted next to the circle. The final
position of the target before its disappearance is indicated by a star and the
time step at which the target reaches this position is noted next to the star.
Additionally, Fig. 4.15 and Fig. 4.17 demonstrate the operation of the MU-
SIC based MTT PF of chapter 3 while Fig. 4.16 and Fig. 4.18 demonstrate
the operation of the MUSIC based MeMBer filter of this chapter. The fil-
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Figure 4.15: The first MTT scenario and the evolution of particles in the MUSIC based
MTT PF of chapter 3. The SNR is 27dB. In the filter, the number of particles I = 5000,
the number of clusters is C = 8, the number of particles per cluster is regulated to β = 500,
and the cluster looseness threshold to initiate and remove tracks is exp(−Tc) = 0.75.
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Figure 4.16: The first MTT scenario and the evolution of particles in the MUSIC based
MeMBer filter of this chapter. The SNR is 27dB. In the filter, the survival probability
is pS = 0.95, the number of new-born targets is NB ∼ Pois(λB) with λB = 10, the total
number of particles per Bernoulli set is I = 1000, the pruning threshold is Tprune = 0.65,
and the merging threshold is Tmerge = 1m.
ters are demonstrated by showing the evolution of particles. These particles
are plotted as grey circles. While demonstrating the MUSIC based MTT
PF, the figures shows only those particle clusters whose cluster looseness is
exp(−Tc) ≥ 0.75. To overcome the problem of a too constrained particle
cloud due to the narrow peaky nature of MUSIC, 7 MCMC transitions are
introduced [127] for each cluster after the regulation step. This slightly in-
creases the diversity of the particles. It can be seen from the figures that
the MUSIC based MTT filters (i) accurately track the targets, (ii) quickly
detect new-born targets, and (iii) successfully release lock of disappearing
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targets. It can also be observed that the track continuity is successfully
maintained by weighting the velocity component to be (in this example,
three times) higher than the position component. Simulation videos demon-
strating the filters’ implementation for both the MTT scenarios are available
at http://ecs.victoria.ac.nz/Groups/CSP/PublicationExtras.
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Figure 4.17: The second MTT scenario and the evolution of particles in the MUSIC based
MTT PF. The SNR is 27dB. The filter specifications listed in the caption of Fig. 4.15 apply
to this figure also.
The track accuracy of various MTT filters for the first MTT scenario
given in Fig. 4.15 (and Fig. 4.16) and the second MTT scenario given in
Fig. 4.17 (and Fig. 4.18) is shown in Fig. 4.19 and Fig. 4.20 respectively.
The figures show the RMSE of the MUSIC based MTT filters proposed in
this thesis and other state-of-the-art Bayes’ MTT filters, for varying SNR
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Figure 4.18: The second MTT scenario and the evolution of particles in the MUSIC
based MeMBer filter. The SNR is 27dB. The filter specifications listed in the caption of
Fig. 4.16 apply to this figure also.
levels. Error bars that represent a 90% confidence interval are also shown.
It can be observed that the results are consistent with those in Fig. 3.11 and
Fig. 4.9. Except for the joint filter, no other filter assumes knowledge about
the actual number of targets. The joint filter provides a best possible target
state estimate when the actual number of targets is known and hence can be
used as a reference for analysing the performance of the other MTT methods.
In the other filters, the error is computed from the time the filter detects a
target. In the RFS filters — the PHD and the MeMBer filters — the MVDR
beamformer image is evaluated over the observation space with a resolution
of 0.1m. From both the figures, it can be observed that joint filter exhibits
the superior performance. The performance of the RFS filters drops heavily
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Figure 4.19: RMSE versus SNR for the first MTT scenario. The results are averaged
over 100 trials, each having 50 time steps. The filter specifications are as follows. The joint
filter operates on I = 1000 particles with dimensionality equal to the number of targets.
The PHD filter: (i) the detection and survival probabilities are pD = 0.9 and pD = 0.95
respectively, (ii) the number of new-born targets is NB ∼ Pois(λB) with λB = 10, (iii) the
Poisson mean of the number of false alarms is λF = 10, (iv) the point target detections
are obtained by thresholding the beamformer image at 70% of its maximum peak, (v)
the total number of particles is I = 1000, and (vi) the state estimates are obtained using
the k-means clustering approach of [169]. For the MeMBer filter for image data: (i) the
survival probability is pS = 0.95, (ii) the number of new-born targets is NB ∼ Pois(λB)
with λB = 10, (iii) the beamformer image is thresholded at 70% of its maximum peak
while computing the likelihood ratio, (iv) the total number of particles per Bernoulli set
is I = 1000, (v) the pruning threshold is Tprune = 0.65, and (vi) the merging threshold
is Tmerge = 1m. For the MUSIC based MeMBer filter proposed in this chapter: the
specifications of the MeMBer filter for image data apply to this filter also, except that
beamforming is not required. For the MUSIC based MTT PF of chapter 3: (i) the total
number of particles is I = 5000, (ii) the number of clusters is C = 8, (iii) the maximum
number of particles in a cluster is β = 500, and (iv) the cluster looseness threshold to
initiate and remove tracks is exp(−Tc) = 0.75.
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with decreasing SNR: in the PHD filter this is due to increased number of
false alarms and missed detections caused by the thresholding process, and
in the MeMBer filter this is due to the spurious peaks in the image. Due to
the avoidance of thresholding, the MeMBer filter exhibits better performance
than the PHD filter. It can be seen that both the MUSIC based MTT filters
display better performance than the RFS filters and give results close to that
of the joint filter. This is due to a more direct use of the array data by virtue
of using MUSIC. The reduced track accuracy of the MUSIC based MTT PF
as compared to that of the MUSIC based MeMBer filter could be attributed
to the reduced number of particles assigned to a target — the MUSIC based
MeMBer filter uses 1000 particles per target while the MUSIC based MTT
PF uses only 500 particles per target.
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Figure 4.20: RMSE versus SNR for the second MTT scenario. The details mentioned
in the caption of Fig. 4.19 apply to this figure also.
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Now the ability of the MUSIC based MTT PF of chapter 3 to accurately
estimate the number of targets is evaluated. Figs. 4.21 and 4.22 show the
MUSIC based MTT PF estimate of the number of targets versus time, for the
first and second MTT scenarios shown in Figs. 4.15 and 4.17 respectively. The
target number estimate is computed by finding the number of clusters that
declare target presence, i.e., the number of clusters whose exp(−Tc) ≥ 0.75.
The additional MCMC transitions are not considered in this test. It can be
seen that the filter provides an accurate estimate of the number of targets
even at low SNR. A possible reason for the over-estimation of the target
number at low SNR when multiple targets travel in close proximity could be
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Figure 4.21: The MUSIC based MTT PF estimate of the number of targets, versus time,
for the first MTT scenario. The results are averaged over 100 trials, each having 50 time
steps. The filter specifications described in the caption of Fig. 4.15 apply to this figure
also.
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due to (i) the over-estimation by the MMSE based MDL method, or (ii) a
free cluster near multiple tight clusters being influenced by the resampling
process to declare target presence. Nevertheless, it can be observed that the
problem does not persist in time as clustering and regulation are conducted
at every time step.
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Figure 4.22: The MUSIC based MTT PF estimate of the number of targets, versus time,
for the second MTT scenario. The results are averaged over 100 trials, each having 50
time steps. The filter specifications described in the caption of Fig. 4.15 apply to this
figure also.
4.7 Conclusion and summary
This chapter addressed the problem of Bayesian RFS filtering for phased
sensor array observation models. State-of-the-art RFS filters — the PHD
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and the MeMBer filters, in spite of overcoming the high computational com-
plexity of the theoretically accurate joint filter, do not possess a suitable
framework to operate directly on the phased array data and instead operate
on images derived from the data. Converting the phased array data causes
substantial information and resolution loss.
This chapter proposed a MUSIC based MeMBer filter, the key innova-
tion of which is to use for the likelihood in the “MeMBer filter for image
observations,” the MUSIC pseudo-spectrum — a function which has as its
domain the state space of a single target. The advantages of the developed
filter are; a) a more direct use of the array data resulting in improved track
accuracy at low SNR, b) low computational complexity by replacing the like-
lihood ratio with the MUSIC value, and c) effective resolution of close targets
by the super-resolution property of the MUSIC. The validity and merits of
the proposed method were demonstrated using simulations. Referring back
to section 1.3.1 of chapter 1, it can be stated that the research goal 2 that
aims to overcome problem 2 has been successfully achieved by the proposed
MUSIC based MeMBer filter.
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The particle filter (PF) [54], described in section 2.5 of chapter 2, is a
prominent Bayesian approximation algorithm that is of key interest to this
dissertation. Although the PF has attracted great interest from the research
community, it is not without limitations. The PF implementation of the mul-
tiple signal classification (MUSIC) based multiple target tracking (MTT)
proposed in chapter 3 and the MUSIC based multi-target multi-Bernoulli
(MeMBer) filtering proposed in chapter 4 for array signal processing ap-
plications provided further motivation to address several limitations of PF
operation.
The Bayes’ filter [10, 17, 35] aims to recursively compute the posterior
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probability distribution function (pdf) of the state of the target(s) [44]. How-
ever, it is known that Bayes’ filtering is intractable [56] due to high dimen-
sional integration and this intractability is overcome using approximate so-
lutions [32]. The PF [21] approximates the Bayes’ posterior pdf by a set
of weighted independent point target representations, which in this context
are called particles. Particle filtering involves an intermediary resampling
step [118–121] in which particles with lower weights are replaced by copies
of those with large weights. The major drawback in PF resampling, as iden-
tified in problem 3 of section 1.3.2 in chapter 1, is that the process results
in loss of the information contained in those particles having low weights
and consequently the effectiveness of the PF is affected if these low weights
contain potential target information. The research goal 3 in section 1.3.2
of chapter 1 — to develop a resampling scheme that preserves more of the
information contained in low weight particles and ensure that the accuracy
of the posterior approximation of the developed resampler is not affected —
aims to overcome this drawback. This chapter presents the development of
this novel resampling approach and illustrates how the goal is achieved.
The resampling step in the PF involves rejection and replacement of par-
ticles based on their weights. This causes major adjustments to the informa-
tion contained in the final particle set representation. Hence, as identified in
problem 4 of section 1.3.2 in chapter 1, a numerical measure of the resampler
performance is required. The research goal 4 in section 1.3.2 of chapter 1
that deals with this requirement aims to propose a quantifiable measure for
assessing the faithfulness of the PF in accurately representing the posterior.
A numerical test that achieves this goal is presented and used in this chapter.
The chapter is organised as follows: The related work in state-of-the-art
resamplers with regard to information retention is outlined in section 5.1.
After stating the problem in section 5.2, the proposed resampling method
and its modification are presented in section 5.3 and section 5.4 respectively.
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In section 5.5, the numerical test for assessing the resampler performance is
described. The evaluation results are presented in section 5.6 and concluding
remarks are given in section 5.7.
5.1 Related work
The PF [110], described in sections 2.5.3 and 2.5.4 of chapter 2, can be re-
garded as a technique that uses two fundemental approaches in succession.
The first, sequential importance sampling (SIS), specifies the process of draw-
ing new particles at each time step based on a state equation [52, 127, 135]
and updating their weights. The weight of a particle gives a probabilistic
measure of the correctness of a hypothesis (particle). By itself, SIS results
in a large variance of the weights and this ultimately results in one particle
having all the weight — an inefficiency known as degeneracy. This degen-
eracy is overcome using a second stage, resampling, that replaces the lower
weight particles by those with larger weights [119, 120].
The focus of this chapter is in PF resampling. Resampling techniques
can be classified broadly into; a) stochastic, and b) deterministic. A few
popular state-of-the-art resampling strategies are outlined in section 2.5.4 of
chapter 2. The stochastic resamplers, namely the multinomial [241], strat-
ified [242], systematic [52, 136] and residual [53] resamplers, duplicate the
particles in proportion to their weights. This could result in the dismissal
of moderate/low weight particles along with their weights. That is to say,
stochastic resampling could result in loss of the information contained in a
potential low weight particle — a particle that is gradually gaining weight
either because the target is making a turn towards it or it is in the process
of declaring a covert target. This problem is more evident in residual resam-
pling because the method always discards the low weight particles (refer to
its operation in section 2.5.4 of chapter 2). Moreover, the stochastic resam-
plers reset all the weights to the same number. The implication that every
resampled particle is equally valid in representing the posterior pdf of the
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target state is only asymptotically true. Deterministic resampling schemes
[120, 122], on the other hand, are threshold-based. Partial resampling [120]
proposes to keep the set of moderately weighted particles unchanged and re-
sample the set of dominant and negligible particles. However, the reweighting
is now based on the size of the sets but not on the individual weights. This
causes loss of potential information contained in the negligible particles.
The detection of very covert targets using a PF relies on the accumula-
tion of information over many consecutive observations, i.e., a covert target
should be tracked for some time before declaring its presence. The contem-
porary resampling procedures discussed above impede this accumulation. In
scenarios where particles are searching for new (very covert) targets, state-
of-the-art resamplers quickly create fairly tight clusters so that there are not
enough particles to span the entire observation space by the time a target
appears, that is to say, the standard PF operating on state-of-the-art resam-
plers believes hastily: a characteristic that is unsuitable for the detection
of covert targets. Hence the contemporary resamplers can be termed “hard
resamplers.” To overcome this lack of information retention in a standard
PF, the track-before-detect (TBD) PF [55, 56, 133], described section 2.5.7
of chapter 2, has been proposed. The target state birth and death modelling
in the TBD PF aids in information retention. When the target is absent,
most particles in the TBD PF are non-existent (dead) and take the maximum
weight, i.e., if the existence parameter of the ith particle is Eik = 0, then its
weight is wik = 1. Hence using any contemporary resampler will result in
many replications of these non-existent particles. The few existing particles
whose Eik = 1 (the proportion of particles whose Eik = 1 is defined in the
transitional probability matrix) remain in a loose cloud. When the target
appears and start manoeuvring, the dead particles gradually come into exis-
tence and their weights will now be their likelihood of representing the true
target, i.e., if Eik = 1, then wik will be the weight update equation. That is
to say, the higher the likelihood of the particle xik in hypothesising the target
correctly, the longer its existence parameter Eik = 1 and hence the stronger
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the belief that xik is tracking a target. The ability of the TBD PF in detect-
ing new targets is dependent on the total number of particles I; using fewer
particles results in an insufficient number of particles to span the observation
space for new targets, but using more particles increases computational load.
5.2 Motivation
It is noteworthy that when the number of particles I is large, the poste-
rior distribution represented by the PF using any state-of-the-art resampler
discussed above will be an accurate representation of the true distribution
[116, 117, 222]. However it is usually the case that I is limited. The first
objective in this chapter is to develop a “soft resampling” scheme that; a)
aids in improved information accumulation over time, b) preserves the in-
formation contained in low weight particles, and c) thereby enhances the
posterior representation with fewer particles. The motivating idea to achieve
this objective is to reduce the variance between the original and the re-
sampled weights by the process of proportional redistribution (also termed
replication) and reweighting of particles, i.e., the particles are replicated in
proportion to their weights, and the weights are reweighted in proportion to
the number of replications. The aim is to achieve this without affecting the
accuracy in representing the true posterior.
The second objective in this chapter is to propose a numerically cal-
culable measure to assess the PF approximation performance and test the
faithfulness of the proposed resampler in accurately representing the poste-
rior. The motivating idea to achieve this objective is to use the well-known
Kolmogorov-Smirnov (KS) statistic [273] which is a standard test to com-
pare distributions. Using the Kalman filter [20] as a reference, the KS misfit
between the optimal Kalman filter distribution and the PF representation
could be computed.
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5.3 Soft resampling
In this section, the soft resampling algorithm [61] is proposed. The conven-
tional resamplers replicate the particles in proportion to their weights, i.e.,
the number of replications of a particle xik will be1 nik = bIwikc. Then the
total number of replications is K =
∑I
i=1 n
i
k and generally K < I. Hence
the information contained in the I−K low weight particles whose nik = 0 for
i = K + 1, ..., I, and their weights, does not appear in the resampled particle
set. Losing this information could be problematic if the target is covert or is
making a sharp manoeuvre towards a low weight particle.
Soft resampling addresses this problem. The key idea is to reduce the
variance between the actual and the resampled particle weights, i.e., for un-
biased resampling, we want
E
[ ∑
∀j, 1≤j≤I : x∗jk =xik
w∗jk
]
= wik (5.1)
where {xik, wik}Ii=1 and {x∗jk , w∗jk }Ij=1 respectively is the weighted particle set
before and after resampling. The method to achieve (5.1) is as follows: After
the prediction and weight update steps, all the I weights are normalised and
sorted in descending order. Then for each index i = 1, ..., I, the number of
replications of the ith particle xik is given by
Γxik = max{1, bIwikc} (5.2)
This indicates that a particle whose bIwikc ≥ 1 will be replicated according
to its weight (i.e., a multinomial selection) and a particle whose bIwikc < 1
will appear once (i.e., retention of low weight particles). Based on this rule,
the new resampled particles with indices j = `, ..., `+ Γxik − 1 are
x˘jk = x
i
k (5.3)
1This multinomial selection of the number of replications of a particle has been dis-
cussed in section 2.5.4 of chapter 2.
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and their weights are
w˘jk =
wik
Γxik
(5.4)
where
` =
1 if i = 1`+ Γxi−1k if i > 1 (5.5)
In (5.3), it can be observed that particles having high importance, i.e., par-
ticles whose bIwikc ≥ 1, are replicated in accordance to their weights and
particles having low importance are retained. In (5.4), it can be observed
that high importance weights are reweighted in proportion to the number of
replications and low importance weights are retained (essentially the process
does not change the original particle weight). Overall, every particle whose
weight is less than 2/I will appear only once with its weight unchanged, while
every particle whose weight is greater than 2/I will appear bIwikc times, with
its weight equally divided amongst them. Since the original weight of a par-
ticle is retained in the duplicated copies of that particle in the resampled
particle set, the deviation of the new weights {w˘jk}
Γ
x1
k
+...+Γ
xI
k
j=1 from the actual
weights {wik}Ii=1 is zero, that is to say, the low importance weights are also
considered important.
The number of reweighted particles after this process is
I˘ =
I∑
i=1
Γxik (5.6)
and usually I˘ > I. Since only I reweighted particles are eventually re-
quired (and it is not necessary to treat all low weights to be important),
the algorithm is terminated once I particles are created, and the others are
discarded. The final weighted particle set is then the subset {xik, aik}Ii=1 of
the set {x˘ik, w˘ik}I˘i=1. The procedure is illustrated in Fig. 5.1.
It is now important to satisfy the condition
∑I
i=1 a
i
k = 1, i.e., to preserve the
weights of the discarded particles. These discarded weights {w˘ik}I˘i=I+1 can be
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Figure 5.1: Illustration of soft resampling. The figure shows weights of 8 particles; the
weight vector w = [0.3529, 0.2995, 0.1604, 0.0749, 0.0428, 0.0321, 0.0267, 0.0107]. Among
the 8 particles, the first particle has a weight of 3.3/I and hence gets 3 copies each weighted
at w13 =
1.1
I . The second particle has a weight of 2.8/I and hence gets 2 copies each
weighted at w22 =
1.4
I . The other particles’ weights are left unchanged since they are
all less than 2/I. The last 3 particles are discarded since only 8 particles are eventually
required.
reallocated to the retained weights {aik}Ii=1 in one of the two following ways;
Renormalisation: The retained weights are renormalised as
bik =
aik∑I
i=1 a
i
k
(5.7)
such that the total weight of the discarded particles is shared among all the
remaining weights.
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Redistribution: The total discarded weight is
aspare = 1−
I∑
i=1
aik (5.8)
This weight is redistributed (or shared) only among the lower weight particles
as follows: find the particle index y such that
aspare + a
I
k + a
I−1
k + ...+ a
I−y
k ≤ aI−y−1k (5.9)
Then the new weights are
bik =
a
i
k for i = 1, ..., y − 1
aspare+
∑I
s=y a
s
k
y
for i = y, ..., I
(5.10)
This method further reduces the weight variance because it allocates the
discarded weight only to low importance weights and does not modify the
high importance weights.
The soft resampling presented in this section was found to introduce a bias
in (5.1). This motivates the work of the next section.
5.4 Soft systematic resampling
In this section, a modification to the previously presented soft resampler is
proposed. The rationale behind this proposal is discussed in section 5.4.1
and the algorithm is then presented in section 5.4.2.
5.4.1 Motivation for soft systematic resampling
Retaining the information contained in the particles with low weights is cru-
cial in the detection of very covert targets [55] and in the tracking of highly
manoeuvring targets, especially when the number of particles is limited. Soft
resampling [61] proposed in the previous section aids in this retention. In
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soft resampling, the particles having weights greater than 2/I are replicated
using (5.3) and their weights are revised using (5.4). Once the particle limit
I is reached, the redundant particles and their weights are discarded. The
information contained in these weights is retained by renormalisation or re-
distribution. However the redundant particles — particles located near the
tails of the cumulative distribution function (cdf) of the posterior density,
i.e., the low weights particles that lie near the boundary of the particle set
— are discarded all the time. This perpetual elimination causes a bias in
(5.1). Discarding these particles could prove detrimental especially when the
weights of the particles close to the target are very large, e.g., the MUSIC
based MTT PF in chapter 3 or [256]. These large weight particles are repli-
cated more times causing many lower weight particles that lie near the edges
of the particle set to be eliminated. As a result, the PF approximation is
truncated near the tails of the cdf thereby leading to an inaccurate posterior
pdf. This problem is less evident in the stochastic resamplers because they
resample all the particles with non-zero probability thus ensuring that not
every low weight particle is lost perpetually.
The soft systematic resampling approach [278] presented in this section
is an extension and correction to the soft resampling technique and presents
a scheme to overcome the problem of discarding the low weight particles all
the time. The main idea is to first use a modified variant of soft resampling
without discarding any particles and then stochastically resample the lower
weights using the systematic resampler [52, 136]. Hence, the technique is
termed soft systematic resampling.
5.4.2 Soft systematic resampling algorithm
To overcome the problem of perpetually discarding low weight particles in
soft resampling, this thesis proposes to resample a few lower weight particles
with non-zero probability. This can be done by using a systematic resampler
[52]. The systematic resampler is used to stochastically resample a few lower
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weight particles so that not every low weight particle is eliminated all the
time. The consequential soft systematic resampling [278] in presented here.
After the SIS step, the weights are normalised and sorted in descending
order. For a particle xik, if its weight wik > 2/I, xik is replicated
Γxik = max{1, bαIwikc} (5.11)
times, where 0 < α ≤ 1. Low values for α correspond to less replications
of the larger weights. α can be used to regulate the spread of the large
weights, particularly when the likelihood of the particle closest to the target
is very large. Based on this principle the new resampled-reweighted particle
set {x˘ik, w˘ik}I˘i=1 is obtained using (5.3) and (5.4), where I˘ is specified in (5.6).
Note that the combined weight of the resampled particles for a particular
index i is the same before and after resampling, and is independent of α.
Then Nlow lower weight particles are stochastically resampled. Here,
Nlow = min
{
I˘ , bβ(I˘ − I)e
}
(5.12)
The term β ≥ 1 regulates the value of Nlow such that a large β results
in more low weight particles being stochastically resampled. The weighted
particle set {x˘ik, w˘ik}I˘i=I˘−Nlow+1 is then fed to the systematic resampler after
normalising its weights. Since only I particles are eventually required, the
number of particles the resampler generates is limited to
Nresamp = Nlow − (I˘ − I) (5.13)
These Nresamp particles will then replace the particles {x˘ik}Ii=I˘−Nlow+1. This
process ensures that not all the I˘ − I particles (these are the low weight
particles that lie near the edge of the particle cloud) are eliminated all the
time. The resampled particles are then reweighted as
w˘ik =
∑I˘
j=I˘−Nlow+1 w˘
j
k
Nresamp
, i = I˘ −Nlow + 1, ..., I (5.14)
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The remaining I˘−I weighted particles are then discarded. The final weighted
particle set is then the subset {xik, aik}Ii=1 of the set {x˘ik, w˘ik}I˘i=1. The soft
systematic resampling is illustrated in Fig. 5.2.
1 2 3 4 5 6 7 8
1/I
2/I
3/I
w1
3
w2
2
w3
w4
w5
w6 w7
w8
Nlow
Nresamp
Discard
Figure 5.2: Illustration of soft systematic resampling with α = 1 and β = 2, for the
same weight vector given in the caption of Fig. 5.1. The original sample size is I = 8.
The replication and reweighting process generates I˘ = 11 particles. From (5.12), the
number of low weights particles to be stochastically resampled is Nlow = 6, i.e., particles
with indices i = I˘ − Nlow + 1, ..., I˘ = 6, ..., 11, are stochastically resampled to generate
generate Nresamp = 3 particles. These Nresamp particles will replace particles with indices
i = I˘−Nlow+1, ..., I = 6, ..., 8. The weights of particles with indices i = I˘−Nlow+1, ..., I =
6, ..., 8, are modified using (5.14). Finally, the last I˘ − I = 3 weighted particles are
discarded.
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5.4.3 Analysis of properties of the soft resampler
Here, the unbiased property of soft (systematic) resampling is analysed us-
ing a simple example. As defined in (5.1), the soft resampler is said to be
unbiased if the weight of a particle before resampling is completely preserved
in each of its duplicated copies, i.e., if
wik − E
[ ∑
∀j, 1≤j≤I : x∗jk =xik
w∗jk
]
= 0 (5.15)
where {xik, wik}Ii=1 and {x∗jk , w∗jk }Ij=1 respectively is the weighted particle set
before and after resampling. Fig. 5.3 shows the bias analysis for a set of 100
samples having uniformly random weights. These (sorted) weights are shown
in Fig. 5.3(a). Figs. 5.3(b) and (d) show the error between the weight of a
particle before resampling and the expected value of the total weight in each
of the duplicated copies of that particle, i.e., the computation
wik − E
[ ∑
∀j, 1≤j≤I : x∗jk =xik
w∗jk
]
Fig. 5.3(c) shows the variance of the total weight contained in all the dupli-
cated copies of a particle, i.e., the computation
Var
[ ∑
∀j, 1≤j≤I : x∗jk =xik
w∗jk
]
It can be observed from the figure that the weight error and weight vari-
ance in the soft resamplers is much smaller when compared to that of the
conventional stochastic resamplers. This is because the former preserve the
complete weight of a particle in each of its duplicated copies. Also note the
difference in the order of magnitude of the weight error and weight variance
for the soft and stochastic resamplers. The low weight error in soft (system-
atic) resampling indicates that the actual weight of a particle is retained in
the new particle set. This leads to improved information retention over time.
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Figure 5.3: Soft resampler bias analysis. The number of particles (samples) is I = 100.
The results are computed over 1000 realisations. The legend of (c) applies to (b) also. The
soft and soft systematic resamplers are plotted separately in (d) for better visualisation.
Since the weights are uniform, the number of duplications of a particle is zero
(in this example). Hence the soft resampler does not suffer from bias. The
bias analysis when only a few particles have large weights is shown in Fig. 5.4.
In this example, the (sorted) weights of 100 samples are shown in Fig. 5.4(a).
It can be observed from Fig. 5.4(b) that the soft resampler suffers a bias,
albeit having a very low weight error and variance. This is because the low
weights that lie near the tail of the distribution are completely discarded.
This bias is successfully overcome in the soft systematic resampler by virtue
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of stochastically resampling a few low weight particles. It can be noted that
as β increases, the performance of the soft systematic resampler approaches
that of the systematic resampler.
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Figure 5.4: Soft resampler bias analysis. The number of particles (samples) is I = 100.
The results are computed over 1000 realisations. The legend of (c) applies to (b) also. The
soft and soft systematic resamplers are plotted separately in (d) for better visualisation.
5.5 The numerical measure of PF performance
Here, a quantitative measure to evaluate the accuracy of the PF in repre-
senting the posterior is introduced. The numerical test presented here can
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be used in a generic PF framework.
It is known that for linear Gaussian models, the Kalman filter [20], de-
scribed in section 2.4 of chapter 2, provides a optimal tracking estimate
[32, 81, 90]. This thesis proposes to test the faithfulness of the PF in accor-
dance to its KS statistic agreement [62] with the theoretically optimal Kalman
filter. The KS test2 has the advantage of providing a reliable measure of the
accuracy [279] of the estimate of the posterior. However, the test has been
under-utilised in the PF literature and has never been used to measure re-
sampler performance. The classical one-sample KS test evaluates the misfit
between the cdfs of two uni-dimensional ordered datasets [273] by comput-
ing the largest absolute difference. If the empirical distribution Xn for a set
of I independent and identical distributed (i.i.d) uni-dimensional particles
{xi}Ii=1 is defined as
Xn(y) =
number of elements in the sample ≤ y
I
=
|{xi : xi ≤ y}|
I
(5.16)
Then the KS statistic for a given cdf X is
κKS = supy |Xn(y)−X(y)| (5.17)
This procedure however, cannot be applied to multi-dimensional distributions
because there is no unique way to order the data. KS testing for multi-
dimensional Gaussian models [274] can be conducted using the two-sample
KS statistic [275, 276] by comparing the cdfs from two multi-dimensional
datasets which are ordered in some fashion. One method is to compare
the cdfs of the two samples with all possible combinations of sorting, and
take the largest of the set of resulting KS statistics. Multi-dimensional KS
testing has been used previously for other PF problems [277, 280]. A few
other performance evaluation schemes that may also be adaptable to PF
performance metrics can be found in [281].
In this thesis, for KS testing in linear Gaussian and multi-dimensional
2The KS test was first used in this dissertation in chapter 4.
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models, a modified KS testing approach is proposed. The rationale for this
proposal is to exploit the availability of the mean and covariance estimate
provided by the theoretically optimal Kalman filter. The procedure will now
be presented.
5.5.1 The modified KS testing approach
Mathematically, the proposed KS statistic testing is conducted as follows:
At time k, let the Kalman mean estimate be µk and the covariance estimate
be Pk. Let Gk be the Cholesky decomposition of Pk. Consider that the
D-dimensional resampled particle set {xik, wik}Ii=1 is available and that the
particle states along the dth dimension are denoted by {xid,k}Ii=1. Firstly,
each dimension of the particle state as represented by the particles are de-
meaned and de-correlated using the theoretically optimal Kalman mean and
covariance. This is done according to
yid,k = G
−1
k (x
i
d,k − µk) (5.18)
for i = 1, ..., I and d = 1, ..., D. The new particles {yid,k}i=1,...,I, d=1,...,D are
then sorted as
{Ψid,k, θid,k}Ii=1 = sort({yid,k}Ii=1) ; d = 1, ..., D (5.19)
where {Ψid,k}Ii=1 contains the sorted particle states along the dth dimension
and {θid,k}Ii=1 contains the indices of the particle states (in the dth dimension)
in the sorted order. Then for i = 1, ..., I and d = 1, ..., D, the cdf of the
particle states is evaluated according to
cˆk(d, i) =
i∑
j=1
w
θjd,k
k (5.20)
The emperical cdf is the error function related to the integral of the standard
normal distribution and is measured according to
c˘k(d, i) = Φ(Ψ
i
d,k) =
1 + erf(Ψid,k/
√
2)
2
(5.21)
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where the error function is described as
erf(s) =
2√
pi
∫ s
0
exp(−t2) dt (5.22)
Finally, the KS statistic is measured by conducting the one-sample KS test
along each dimension separately and then taking the maximum KS deviation
value amongst all the dimensions. That is,
κKS = supd supi |cˆk(d, i)− c˘k(d, i)| (5.23)
In words, the procedure is as follows: After resampling, the particle states are
de-meaned and de-correlated using the theoretically optimal Kalman mean
and covariance. Then the particle states along each dimension are sorted and
the cdf (along that dimension) is constructed by evaluating the cumulative
sum of the weights taken in the sorted order. Finally, the one-sample KS
test is conducted along each dimension separately by comparing the cdf of
the particle states and the error function, and maximum KS deviation value
amongst all the dimensions is taken.
If the PF representation is identical to that of the Kalman filter distri-
bution, then (5.18) will result in a set of uncorrelated particles which are
normally distributed with zero mean and unit variance. The cdf of the states
of these particles (after sorting) will be close to that of the error function, i.e.,
the KS deviation will be small. Conversely, if the PF representation is not
identical to that of the Kalman filter distribution, then the cdf of the particle
states will differ from that of the error function, i.e., the KS deviation will be
large. Overall, the proposed method tests the representation misfit of the PF
against a reference distribution — the theoretically optimal Kalman filter.
The procedure is now illustrated using a simple example.
Illustration of the proposed KS test:
Consider a two dimensional state space. Let the Kalman filter mean be
µ = [6, 8]T and its covariance be
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P =
 0.85 0.2
0.2 0.7

The first scenario is shown in Fig. 5.5. Here, 1000 particles are drawn from
a 2D normal distribution with mean µPF = µ and covariance PPF = P .
These particles are plotted (as red dots) over the contour describing the
Kalman filter distribution. The de-mean and de-correlation of these particles
will result in a new set of particles (plotted as black dots). The contour
of a standard normal distribution is also shown for reference. Since the
PF representation is identical to that of the Kalman filter distribution, the
deviation of the cdf of particles from the error function of N (0, 1) is small.
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Figure 5.5: KS test illustration when the PF representation is close to the optimal
Kalman filter distribution.
The second scenario is shown in Fig. 5.6. Here, 100 particles are drawn from
a 2D normal distribution with mean µPF = µ and covariance PPF = P . Since
the PF representation is identical to that of the Kalman filter distribution,
the deviation of the cdf of particles from the error function ofN (0, 1) is small.
However, the figure shows that the accuracy of approximation depends on
the number of particles I, and insufficient I leads to poor representation of
the distribution N (0, 1). Hence the deviation of the cdf of particle states
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from the error function of N (0, 1) is larger when compared to the case of
I = 1000.
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Figure 5.6: KS test illustration when the PF representation is close to the optimal
Kalman filter distribution, but the number of particles I is low.
The third scenario is shown in Fig. 5.7. Here, 1000 particles are drawn from
a 2D normal distribution with mean and covariance different from µ and
P respectively. Since the PF representation is not identical to that of the
Kalman filter distribution, the deviation of the cdf of particles from the error
function of N (0, 1) is large.
5.6 Evaluation
The validity and efficacy of the proposed soft and soft systematic resampling
methods is demonstrated here. Although the primary interest of this thesis is
on phased sensor arrays, other sensor models are used here in the context of
a) being able to test the KS performance of the resamplers, and b) availability
of real image data. The proposed methods are first evaluated using image
observations in section 5.6.1. Secondly, the methods are tested by comparing
with the optimal Kalman filter in section 5.6.2 using a 2D linear Gaussian
model.
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Figure 5.7: KS test illustration when the PF representation is not identical to the optimal
Kalman filter distribution.
5.6.1 The proposal analysed using a TBD example
Here, the efficacy of the proposed methods is tested using a TBD application
with single target tracking using Gaussian image models. The model spec-
ifications can be found in Ch. 11 of [56] and also in [55]. The state of the
target is defined as xk = (x, vx, y, vy, B)T where x, y are the positions and
vx, vy are the velocities along the x, y-axes. B is the intensity contribution of
the target to the image. ()T denotes matrix transpose. The time evolution
of xk is described as
xk =

1 T 0 0 0
0 1 0 0 0
0 0 1 T 0
0 0 0 1 0
1 T 0 0 1

xk−1 + qk−1 (5.24)
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where the additive process noise qk−1 ∼ N (0, Q) with
Q =

0.001
3
T 3 0.001
2
T 2 0 0 0
0.001
2
T 2 0.001 T 2 0 0 0
0 0 0.001
3
T 3 0.001
2
T 2 0
0 0 0.001
2
T 2 0.001 T 2 0
0 0 0 0 0.01 T

(5.25)
The duration between two observations is T = 1s. The observations are
20 × 20 staring camera snapshots. The snapshot intensity at the (n,m)th
pixel at time k is
z
(n,m)
k =
N (γ
(n,m)
k (xk), σ
2) if the target is present
N (0, σ2) otherwise
(5.26)
where the intensity contribution γ(n,m)k (xk) by a target with state xk =
(x, vx, y, vy, B)
T to the (n,m)th pixel is
γ
(n,m)
k (xk) =
∆n∆mB
2piΣ2
exp
(
− (n∆n − x)
2 + (m∆m − y)2
2Σ2
)
(5.27)
The blurring parameter is Σ = 0.7. (∆n,∆m) = (1, 1) is the center of the
(n,m)th pixel. σ is the camera background noise standard deviation at each
pixel.
The test runs for 30 frames (time steps) as follows: (i) the target is absent in
the first 7 frames — the softness of the particles during this period is tested,
(ii) the target appears in the 8th frame — the time to lock onto the target
starting from the 8th frame is tested, and (iii) the target disappears from
the 25th frame — the time to release target lock is tested. All the results are
averaged over 50 iterations.
Softness
Firstly, the softness of the proposed methods is tested during the first 7
frames without the presence of a target. Fig. 5.8 shows the softness (a.k.a
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looseness or variance) of 128 particles measured according to
Cloose =
∑ ||xik −∑Ii=1 xikI ||2
I
(5.28)
for varying sensor noise standard deviation σ at each pixel in the snapshot.
All the resamplers are tested on a standard PF (i.e., not on the TBD PF
framework). It can be observed that by the 7th frame, the proposed soft and
soft systematic resamplers leave a more loosely-fitted cluster than that of the
conventional resamplers. The renormalised and redistributed variants of soft
resampling exhibit almost similar performance. It can be seen that the soft
systematic resampler with low α regulates the spread of the large weights, i.e.,
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Figure 5.8: Looseness of 128 particles versus pixel noise standard deviation. The particles
are propagated in a standard PF operating with the various resampling schemes shown in
the figure. For partial deterministic resampling [120], the thresholds to find the dominant
and negligible particles are 1/I and 1/I2 respectively.
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low α generates fewer inter-particle replacements and this results in a more
looser cluster. It can also be observed that the particle cloud gets tighter with
increasing β and will approach the performance of the systematic resampler.
Overall, the proposed resamplers leave a soft particle cluster and this feature
aids in a faster lock (when compared to that of standard non-TBD PFs) when
the target appears.
Time to lock
Secondly, the locking ability of the various filters is tested wherein the target
appears in the 8th frame and starts manoeuvring. Fig. 5.9 shows the number
of frames taken, beginning from the 8th frame, to lock the target. The pro-
posed resamplers are tested on a standard PF. The conventional resamplers
do not effectively aid in successive accumulation of the information sufficient
for the detection of covert targets. This problem is overcome using the TBD
PF. Hence the conventional resamplers are tested on both the standard PF
and TBD PF frameworks. It can be observed in Fig. 5.9 that since the soft
resampler leaves a loose particle cluster at the 7th frame, there are enough
particles in the vicinity of target appearance to detect and quickly lock onto
the target. The figure also indicates that the speed of lock in the soft sys-
tematic resampler decreases with increase in β (due to high stochasticity in
particle replacements) and decrease in α (due to fewer particle replacements).
It can also be observed that the traditional “hard” resamplers operating on
the standard PF take more frames to lock the target than that of the TBD
PF counterpart (because in the TBD PF, target detection is aided by the
transition probability assigned to the particles). The stratified and residual
resamplers exhibit almost similar performance to that of the systematic re-
sampler and are hence not shown, both here in Fig. 5.9 and also in Fig. 5.10.
Time to release target lock
Thirdly, the time taken to release the target lock is tested: the target ap-
peared at the 8th frame, manoeuvred until the 24th frame and then disap-
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Figure 5.9: Number of frames taken from the appearance of a target in the 8th frame
to lock onto the target, versus the number of particles. The target is considered to be
locked; a) in the standard PF when the root mean square error decreases below 0.15m
(In standard PFs, there is no direct measure to detect the presence of a target. Hence for
comparison, we conveniently chose the position error), and b) in the TBD PF [56] when
the target existence probability is
∑I
i=1 E
i
k
I ≥ b6I/10e, i.e., when at least 60% of particles
come to life. For TBD PF; a) the target birth probability is pb = 0.05, b) the target death
probability is pd = 0.05, c) the positions of the new-born particles is x/y ∼ U [0, 20], d)
the velocities of the new-born particles is vx/vy ∼ U [−1, 1], and e) the intensity of the
new-born particles is B ∼ U [10, 50]. For partial deterministic resampling, the thresholds
are 1/I and 1/I2. The noise standard deviation in the filters is σ = 3.
pears in the 25th frame. Fig. 5.10 shows the number of frames taken by
the various filters to release the target lock. In the conventional resamplers
operating on standard PF, once the target disappears, the divergence of the
particle cloud is no longer weight dependent because all particles are consid-
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ered to be equally probable in representing the posterior. The divergence of
the particles then depends on the process noise sequence qk−1, i.e., for highly
observable targets, the matrix norm ||Q|| = ∑i,j Q2i,j is smaller and hence the
particle cloud divergence is slower, and vice versa. That is to say, the release
of the target in a standard PF operating on conventional resamplers is not
dependent on the resampler. Hence for the conventional resamplers, only
their TBD PF implementations are shown in the figure. Fig. 5.10 indicates
that the TBD PF (using any resampler) releases the lock immediately once
the target disappears. Releasing the target lock as soon as the target disap-
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Figure 5.10: Number of frames taken from the disappearance of a target to release
the target lock. Target is considered to be released; a) in the proposed method when
Cloose > −log(0.3), and b) in the TBD PF when the target existence probability is∑I
i=1 E
i
k
I < b6I/10e [56]. The TBD PF system and partial deterministic resampling thresh-
old specifications described in the caption of Fig. 5.9 apply to this figure also.
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pears could be problematic in cases where the target momentarily shuts off,
or is obstructed by non-target objects like buildings, etc. The proposed soft
resamplers preserve the lower weights, and hence the standard PF operating
on these resamplers waits for some time (anticipating target reappearance)
before releasing the target lock. Note that these results are very sensitive
to the parameters used for each filter type, and so these results of TBD and
non-TBD are not directly comparable.
Accuracy
Fourthly, the accuracy of the proposed soft resampling methods is tested for
the image observation models. Fig. 5.11 shows the root mean square error
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Figure 5.11: rmse versus the noise standard deviation σ. The number of particles is
I = 128. The target is present all the time. The partial deterministic resampling threshold
specifications described in the caption of Fig. 5.8 apply to this figure also.
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(rmse) in position estimates for varying sensor noise standard deviation σ
for 128 particles. Fig. 5.12 shows the rmse in position estimates for varying
threshold levels for the effective sample size Ieff for 128 particles — the parti-
cles are resampled only when Ieff falls below the threshold. All the resamplers
in Fig. 5.11 and Fig. 5.12 are operated on the standard PF and the target is
present all the time for 20 time steps. It can be observed that the proposed
techniques are comparable to state-of-the-art resamplers.
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Figure 5.12: rmse versus the threshold for effective sample size Ieff. The number of par-
ticles is I = 128. The target is present all the time. For partial deterministic resampling,
its specifications described in the caption of Fig. 5.8 apply here also.
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5.6.2 The proposal compared with a Kalman filter
Here, the ability of the proposed soft and soft systematic resamplers to accu-
rately represent the posterior and to retain more information is demonstrated.
For this testing, a 2D linear Gaussian model is used so that comparison can
be made with the Kalman filter [20] which is known to give the optimal pos-
terior. The target state is characterised by the position and velocity of the
target as xk = (x, vx)T . The process model is
xk =
[
1 T
0 1
]
xk−1 + qk−1 (5.29)
with T = 1s and the process noise qk−1 ∼ N (0, Q) where
Q =
 0.95 0.2
0.2 0.75

The observation model
zk = xk + rk (5.30)
generates a clean though noisy point target measurement. The term “clean
measurement” implies there are no false alarms, clutter detections, missed
observations and/or out-of-sequence (OOS) observations3. The sensor noise
is rk ∼ N (0, R) with R = σ2I having the variance σ2 = 0.5 along each
dimension.
Accuracy of posterior representation
Fig. 5.13 shows the KS statistic of various filters for varying numbers of
particles. It can be observed that the PF operating with the systematic re-
sampler exhibits the best consensus with the theoretically optimal posterior
representation obtained using the Kalman filter. It can also be observed that
3A OOS observation is a target detection at time k but received at a later time sample
k + τ .
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the performance of the soft resampler is slightly lower than that of the sys-
tematic resampler because of continually discarding the low weight particles.
The figure also indicates that with increasing β the soft systematic resampler
exhibits better agreement with the theoretically optimal posterior distribu-
tion. The soft redistribution exhibits similar performance to that of the soft
renormalisation and hence is not shown.
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Figure 5.13: KS statistic versus the number of the particles I. The results are averaged
over 50 instances, each having 50 time steps.
Fig. 5.14 shows the cdfs of the standard PFs (in the position dimension)
operating on soft, soft systematic and systematic resamplers. The figure
corresponds to a single time sample when the target is making a sharp ma-
noeuvre. The proposed resamplers are compared with the systematic re-
sampler because the latter has been found to exhibit the best performance
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in terms of accurately representing the posterior in Fig. 5.13. In Fig. 5.14,
the cdf in blue is obtained from (5.20) and the cdf in red is obtained from
(5.21). It can be observed from the figure that while the soft resampler in
Fig. 5.14(d) does not properly treat the tails of the cdf because the method
discards the low weight particles all the time, the soft systematic resampler
in Fig. 5.14(b) overcomes this problem by stochastically resampling the par-
ticles located near the tails of the cdf. For increasing β, the performance of
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Figure 5.14: cdfs for PFs operated using soft, soft systematic and systematic resamplers.
These cdfs correspond to the position of a target. The legend of Fig. 5.14(a) applies to
Fig. 5.14(b,c,d) also.
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the proposed soft systematic resampler will approach that of the systematic
resampler. Fig. 5.14(c) indicates that the systematic resampler based PF ap-
proximation exhibits agreeable representation of the posterior described by
the theoretically optimal Kalman filter. The soft resampling (with renormal-
isation) can be considered as soft systematic resampling with (α, β) = (1, 0).
Therefore as observed in Fig. 5.14(a), decreasing the number of replications
by reducing α will cause inaccuracies in posterior representation but the fea-
ture can be used to address other PF problems, e.g., to increase the diversity
of the particles when the weights of the particles near a target are very large
[256].
Information retention
The proposed soft and soft systematic resamplers are analysed in terms of
their ability to retain more information over successive time steps and thereby
aid in a faster lock. For this test, the 2D linear Gaussian model described in
section 5.6.2 is again used. Here, the particles are initialised with unit covari-
ance and a mean that is 8m away from the actual target. This arrangement
results in a particle set that is just near the actual target by the time filtering
starts. This arrangement requires retention of the weight information over
time for a faster lock. Fig. 5.15 illustrates how fast the target is detected by
showing the drop in the rmse of the PF estimates for 10 time samples. It
can be inferred that by appropriate reweighting and retaining more informa-
tion contained in the lower weights, the soft and soft systematic resamplers
lock onto the targets faster than the systematic resampler that regards all
the particles as equally weighted. The target in this test is allowed to make
sharp manoeuvres, hence it is highly probable that the target could move
towards a low weight particle. By ensuring that not all low weight particles
are lost all the time, the soft systematic resampler aids in faster lock than
its soft counterpart. The soft redistributed variant exhibits almost similar
performance to that of soft renormalised variant and hence is not shown.
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Figure 5.15: rmse versus time samples. The number of particles I = 1024. The results
are averaged over 100 instances, each having 10 time steps.
Accuracy
The accuracy of the various resamplers is tested for the same 2D linear Gaus-
sian model. Fig. 5.16 shows the rmse in position for varying sensor noise
variance σ2 for 1024 particles. Again, the soft redistributed variant exhibits
almost similar performance to that of the soft renormalised variant and hence
not shown. It can be observed that the proposed techniques are comparable
to state-of-the-art resamplers.
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Figure 5.16: rmse versus the sensor noise variance σ2. The number of particles is
I = 1024. The results are averaged over 20 instances, each having 50 time steps.
5.6.3 Offline implementation on real data
Here, the implementation of the proposed resamplers and their compari-
son with state-of-the-art PF methods is illustrated using real data tested
offline. The observations are a set of 24 consecutive frames with a single
target (a ball) appearing in the 4th frame and manoeuvring until the last
frame. The original frames contain a black background with slight illumi-
nation at the bottom right corner. This region acts as a bias region for the
particles when the target is absent. The original clean frames are manually
corrupted with additive Gaussian noise. These noisy images can be seen
in Fig. 5.17. It can be observed that it is difficult to locate the target by
visualising a single frame, i.e., the target can be located after observing a
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few frames in succession — a replica of a covert target tracking problem.
These noisy images are then fed to the PFs operating on 500 particles. The
evolution of the particles in these PFs is shown in Fig. 5.18 and Fig. 5.19.
The particles are plotted on the ground truth. In each of these figures,
the PFs from left to right are: (i) standard PF with soft resampling, (ii)
standard PF with soft systematic resampling with (α, β) = (0.95, 10), (iii)
standard PF with systematic resampling, and (iv) TBD PF with system-
atic resampling. The particle evolution with time in these figures is shown
from top to bottom. For the TBD PF, the system specifications described
in the caption of Fig. 5.9 are used here. For the soft systematic resam-
pler, (α, β) = (0.95, 10). Simulation videos for this scenario are available at
http://ecs.victoria.ac.nz/Groups/CSP/PublicationExtras.
Observation 1 - When target is absent:
It can be observed from Fig. 5.17 and Fig. 5.18 that the target is not present
during frames 1− 4. The standard PF operating with the traditional “hard”
systematic resampler (the third column in Fig. 5.18) rapidly converges its
particles towards the bias region (the bottom right corner of the image).
That is to say, conventional resamplers do not effectively retain information
over successive observations, a feature required to detect covert targets. The
TBD PF was introduced to overcome this information retention problem.
It can be seen in the TBD PF (the fourth column in Fig. 5.18), that most
particles are non-existent (dead) when the target is not present and only a
small proportion of persisting (alive) particles span the surveillance region
for the new target. It can be understood that the TBD PF requires a large
number of particles to span the frame in order to effectively detect the new
target, but using more particles increases computational complexity. On
the other hand, the standard PF operating on the proposed soft resampler
(the first column in Fig. 5.18) leaves a more loosely-fitted particle cluster so
there are enough particles spanning the image to detect the target presence.
Obviously, over the course of time, the particles will converge around the bias
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region but this convergence rate is much slower than that of the conventional
resamplers.
Observation 2 - When target appears:
The soft resampler leaves a loose particle cloud by the 5th frame and hence
the filter is able to quickly detect the target presence and lock the target, as
seen in frames 6 − 8 of Fig. 5.18. The standard PF with the conventional
systematic resampler cannot detect the ball until it is in the vicinity of the
particle cloud (frame 9 in Fig. 5.19). In the TBD PF, it can be observed dur-
ing frames 6−9 of Fig. 5.18 and Fig. 5.19 that the dead particles progressively
come alive and start tracking the target. The soft systematic resampler acts
as a hybrid between soft and systematic resamplers. Its advantage becomes
evident when analysing the PF posterior representation.
Observation 3 - Accuracy of posterior approximation:
It can be observed in Fig. 5.19 that the particles obtain a good lock from
frame 9. During the remaining frames in Fig. 5.19, a difference can be ob-
served between the particle representation of the standard PF using the pro-
posed soft resampler and the particle representation of the standard PF using
the proposed soft systematic and the conventional systematic resamplers. It
can be seen that alike the systematic resampler output, the particle cloud of
the soft systematic resampler covers a good portion of the target (the ball).
The low weight particles around the edges of this particle cloud are stochas-
tically resampled. In contrast, the soft resampler continually discards these
low weight particles. As a result, it can be observed that the particles located
near the edge of the soft resampled particle cloud are always truncated as
when compared to the particle cloud of the soft systematic and systematic
resamplers. It can therefore be inferred that the soft systematic resampler
represents the posterior more accurately than the soft resampler.
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Figure 5.17: The 24 consecutive noisy snapshots fed to the PFs.
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Figure 5.18: From top to bottom: time steps k = 1, 2, 3, 6, 7, 8. From left to right: (i)
standard PF with soft resampling, (ii) standard PF with soft systematic resampling, (iii)
standard PF with systematic resampling, and (iv) TBD PF with systematic resampling.
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Figure 5.19: From top to bottom: time steps k = 9, 10, 11, 19, 23, 24. From left to
right: (i) standard PF with soft resampling, (ii) standard PF with soft systematic resam-
pling, (iii) standard PF with systematic resampling, and (iv) TBD PF with systematic
resampling. 185
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5.7 Conclusion and summary
This chapter addressed the role of PF resampling in retaining information
over successive observations and in accurately representing the posterior.
State-of-the-art PF resampling schemes do not effectively aid in information
retention over time. Moreover, the standard PF using a conventional resam-
pling scheme is not adequate for the detection of covert targets. The TBD
PF overcomes this inadequacy but requires an excessive number of particles
to effectively detect new targets. This chapter proposed soft resampling that
proportionally redistributes and reweights the particles so as to preserve the
information contained in low weights. This chapter also proposed soft sys-
tematic resampling that provides means to accurately represent the posterior
and still preserve the low weights. Furthermore, a numerical mechanism that
uses the optimal Kalman filter state estimates in a KS statistic framework
was proposed for testing the resampler performance. The key advantages
of the proposed resampling schemes are: a) improved information retention
over time, b) preservation of low weights over time, and b) enhanced posterior
approximation with fewer particles. The efficacy of the proposed methods
was evaluated using the proposed KS test and in scenarios where retention of
low weights is crucial. Referring back to section 1.3.2 of chapter 1, it can be
stated that research goal 3 that aims to overcome problem 3 has been suc-
cessfully achieved by the proposed resamplers, and the research goal 4 that
aims to overcome problem 4 has been successfully achieved by the proposed
KS testing scheme.
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Conclusion and future extensions
This dissertation addressed an important research topic in science and en-
gineering — the Bayesian multiple target tracking (MTT) [10, 17, 32, 35, 41].
Bayesian MTT is useful in many applications. Examples include aircraft
and missile tracking using RADAR [1, 152, 154, 158], vessel and fish track-
ing using SONAR [2, 99, 100], acoustic and seismic activity tracking [155–
157, 192, 214], space debris and spacecraft tracking [3, 106, 107], heart-beat
tracking from ECG [4, 9, 147], and many others.
This thesis added to the body of knowledge in Bayesian MTT by propos-
ing several original innovative ideas that overcome problems with state-of-
the-art tracking systems. The central focus of this dissertation is on Bayesian
MTT from phased sensor array signals [38] using the popular Bayesian ap-
proximation tool — the particle filter (PF) [21, 52, 54, 109]. The research
conducted during the course of this thesis investigated and proposed novel
solutions (presented in chapters 3 and 4) that overcame several challenges of
the focus area — the Bayesian MTT for array signal processing applications
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[37]. This research provided further motivation to address and propose lead-
ing edge solutions (presented in chapter 5) that overcame challenges of the
PF resampling operation.
In this chapter, the thesis contributions and their merits are first sum-
marised in section 6.1. Secondly, the research extensions and suggestions
that could be be addressed in the future are presented in section 6.2. Fi-
nally, concluding remarks are presented in section 6.3.
6.1 Contributions of this thesis
In this section, the contributions made by this thesis are summarised.
6.1.1 The MUSIC based MTT PF
Chapter 3 developed the MUltiple SIgnal Classification (MUSIC) based MTT
PF, a Bayesian MTT filter for array processing applications.
Motivating problems in contemporary methods: The Bayesian MTT
method of using a single target filter for each target separately [215, 216] suf-
fers from the filter hijack problem [80, 126]. This problem is avoided in the
joint filter [44, 124, 282]. However, the computational complexity in the joint
filter increases significantly with the number of targets [45, 232]. The sub-
optimal random finite set (RFS) filters [233] — the probability hypothesis
density (PHD) filter [26, 32] and the multi-target multi-Bernoulli (MeMBer)
filter [31–33, 49, 196], overcome this complexity problem. However, for track-
ing targets using phased sensor arrays, they require the sensor signals to be
first converted to an image; this conversion leads to information and resolu-
tion loss.
Proposed solution: This thesis proposed the MUSIC based MTT PF, the
key innovation of which is to use for the likelihood function, a proxy which has
as its domain the domain of a single target. The MUSIC pseudo-spectrum is
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such a function. Using MUSIC values as pseudo-weights allow the particles
to operate in the space of a single target. However, tracking multiple targets
in the single target state space results in the eventual convergence of all the
particles around a single target. This problem was overcome by proportion-
ally grouping the particles that track each individual target. This grouping
was accomplished by first clustering [59] the particles and then imposing a
cluster regulation scheme in the subsequent soft resampling [61] stage.
Merits of the proposal: The advantages of the proposed method as com-
pared to state-of-the-art methods are as follows; (i) the computational com-
plexity is lower than the joint filter by virtue of operating in the single target
space, (ii) track accuracy is higher than that of the RFS filters by virtue
of MUSIC that allows a more direct use of the sensor array data, (iii) close
targets are effectively resolved by virtue of the super resolution property of
MUSIC, and (iv) particle hijack is avoided by virtue of regulated clustering.
6.1.2 The MUSIC based MeMBer filter
Chapter 4 developed the MUSIC based MeMBer filter, a Bayesian RFS filter
for array processing applications.
Motivating problems in contemporary methods: The RFS filters [26,
31, 32, 196] operate in the space of a single target and hence are more suit-
able for the tracking of many targets. However, they are sub-optimal and
their performance could be poor at low signal-to-noise ratio (SNR) levels
[161, 266]. Moreover, to date, the RFS filters do not possess a suitable mech-
anism to operate directly on the phased sensor array signals. This prob-
lem can be avoided using image models and image pre-processing techniques
[50, 189, 191] which lead to information and resolution loss. Furthermore, in
the “MeMBer filter for beamformer images,” the computation of the beam-
former values for all the pixels that fall within a region of influence for each
particle is computationally expensive.
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The proposed solution: This thesis proposed the MUSIC based MeMBer
filter, the key innovation of which is in adapting the MeMBer filter for image
observations to phased sensor array observations. This is achieved by using
for the likelihood in the MeMBer filter for image observations, the MUSIC
pseudo-spectrum — a function which has as its domain the state space of a
single target. The remainder of the algorithm is unchanged.
Merits of the proposal: The simple modification of using MUSIC as a
proxy to the likelihood in the MeMBer filter adds considerable merit in its
application to array signal processing. The advantages of the method as com-
pared to state-of-the-art methods are as follows; (i) improved track accuracy
by virtue of using MUSIC which allows the replacement of the image obser-
vation with array signals, (ii) lower computational complexity by virtue of
using MUSIC, i.e., the region of influence is no longer relevant in the proposed
technique and the filter requires only a single MUSIC value computation for
each particle, and (iii) effective separation of spatially close targets by virtue
of the super resolution property of MUSIC.
6.1.3 Soft resampling
Chapter 5 developed the soft and the soft systematic resampling, a PF sub-
routine that aids in the replenishment of large weight particles.
Motivating problems in contemporary methods: The conventional
resamplers [52, 54, 118–120, 122] do not effectively aid in information accu-
mulation over successive observations. As a result, these resamplers could
easily eliminate a low weight particle that is gradually acquiring target in-
formation. Moreover, the standard PF using a conventional resampler is not
suitable for covert target tracking as such a target need to be tracked for
some duration (i.e., its information need to be retained) before declaring its
presence. This insufficiency is overcome using the track-before-detect (TBD)
PF that requires the use of many particles to effectively detect new targets.
This requirement increases the computational burden.
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The proposed solution: This thesis proposed soft resampling, the key in-
novation of which is the proportional redistribution of particle information
among all the other particles and the preservation of information contained
in the low weight particles. The scheme retains particle information for a
longer duration. This thesis also proposed soft systematic resampling (an
improvement to soft resampling) that properly treats the tails of the pos-
terior. The scheme prevents certain loss of those particles that lie near the
boundary of the particle set by stochastically resampling a few lower weight
particles.
Merits of the proposal: The advantages of the proposed methods as com-
pared to state-of-the-art methods are as follows; (i) improved information
retention over time, (ii) faster target lock when the target is covert or when
the prior is not correct, (iii) a more accurate posterior approximation in soft
systematic resampling, and (iv) favourable track accuracy.
6.1.4 The KS statistic
Chapter 5 developed a method of practically evaluating the PF approxima-
tion error using the well-known Kolmogorov-Smirnov (KS) statistic [273].
Motivating problem: It is known that the PF provides only an approxi-
mate representation of the true posterior. A numerical measure to test PF
representation accuracy is not available in practice. The PF resampling sub-
routine contributes significantly to inaccuracies in PF approximation due to
unavoidable particle rejection and replacement operations. Therefore it is
important to numerically assess the faithfulness of PF resampling in approx-
imating the posterior.
The proposed solution: This thesis proposed that the PF accuracy of
posterior representation can be quantitatively evaluated for linear Gaussian
models in accordance to its Kolmogorov-Smirnov (KS) statistic agreement
[273] with the optimal Kalman filter. The KS test is under-utilised in the PF
191
6.2. FUTURE EXTENSIONS OF THIS THESIS
literature and has never been used to measure PF resampling performance.
Since KS testing [62, 275, 276] cannot be directly used, this thesis proposed
to de-mean and de-correlate the resampled particles using the Kalman mean
and covariance. Then the one-sample KS test [62] is conducted along each
dimension separately by comparing the cumulative sum of the (sorted) par-
ticle weights and the error function of N (0, 1). Finally, the maximum KS
deviation over all the dimensions is taken. This method was used to test the
performance of the proposed resampler in chapter 5.
Merits of the proposal: If the PF representation is identical to the Kalman
filter distribution, then the de-mean and de-correlation of particles will result
in a set of uncorrelated particles normally distributed with zero mean and
unit variance. Hence the KS deviation of the cumulative distribution func-
tion (cdf) of the (sorted) particle weights from the error function of N (0, 1)
will be small. Conversely, if the PF representation is not identical to the
Kalman filter distribution, then the KS deviation will be large. A numerical
measure to test the PF representation accuracy is now available in practice.
6.2 Future extensions of this thesis
In this section, the future research extensions and suggestions of this thesis
are outlined.
6.2.1 Bayesian filtering for array processing
Some future research ideas identified in the MUSIC based MTT PF proposed
in chapter 3 and in the MUSIC based MeMBer filter proposed in chapter 4
are now presented.
Hierarchical clustering
This idea relates to the MUSIC based MTT PF presented in chapter 3. The
proposed filter used k-means clustering to group (or separate) the particles so
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as to avoid particle hijack — a general problem that becomes evident when
particles in the same space try to localise multiple targets. Since the actual
number of targets is not known, the number of clusters formed is chosen to
be the maximum number of targets the filter can track. A regulation scheme
is then imposed to restrict any one cluster from containing more than a fixed
proportion of the total number of particles.
An alternative to k-means clustering is the well known hierarchical clus-
tering [283] that is known to provide a linkage criterion which specifies the
dissimilarity of the particles as a function of their pairwise Euclidean dis-
tances. By observing the dendrogram formed by this clustering algorithm
(or finding that instance where a certain number of clusters take a long time
to merge), one is able to approximately infer the number of tight clusters, i.e.,
the actual number of targets in the scene. The number of clusters formed
would then be approximately equal to the number of actual targets. A clus-
ter regulation scheme can then be imposed on these hierarchically clustered
particles.
Weight based clustering
This idea relates to the MUSIC based MTT PF presented in chapter 3. The
proposed filter used regulated k-means clustering through soft resampling
to avoid particle hijack and to sustain weak targets — targets that gener-
ate/reflect weak signals. However, in scenarios where there are only a few
particles near a weak target, the soft resampler would not replenish suffi-
cient particles near that target. As a result, the cluster near the target will
contain an inadequate number of particles. Although these particles (and
hence the target) can be sustained by the filter, the track accuracy could be
affected. This problem could be solved by leveraging the clustering proce-
dure on the weights of the particles. This can be achieved by replacing the
k-means clustering with a method like gravitational clustering [284] wherein
the mass (MUSIC pseudo-weight) of each particle exerts a gravitational at-
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traction on the nearby masses (weights) such that the particle with a lower
mass, although further away, will be eventually attracted to the particle with
a higher mass. This will aid in having a sufficient number of particles near a
weak target given that the particles further from the target are not tracking
another target. Additionally, this procedure could improve the detection of
covert targets, especially when the number of targets appearing over time is
large.
Statistical robust signal processing
The ability of the MUSIC based MTT PF of chapter 3 and the MUSIC based
MeMBer filter of chapter 4 to withstand deviations in noise and reverbera-
tion model assumptions could be improved using statistical robust signal
processing [285]. Robust estimation is known to successfully handle situa-
tions where the actual system parameters deviate widely from their assumed
distributions. Using the robust MUSIC algorithm presented in [286, 287],
the possibility of developing a robust-MUSIC based MTT PF and a robust-
MUSIC based MeMBer filter could be investigated.
MUSIC as observation in RFS filters
The MTT filters in chapters 3 and 4 that were designed to operate in single
target space used MUSIC as a proxy for the likelihood function. This ap-
proach facilitated in accelerating the filtering process and in resolving close
targets more effectively. An alternative approach is to use a MUSIC image as
the observation feed to the RFS filters. The applicability of this idea could
be tested comprehensively.
6.2.2 ESPRIT based measurement feed for PHD filter
Another research suggestion relating to Bayesian MTT using phased sensor
arrays is now presented. It is known that the observation feed to the PHD
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filter can only be a finite set of point target detections. This impedes the di-
rect use of the filter on array data. This impediment is usually circumvented
by a two-stage conversion process; a) converting the array signals into images
[50, 189, 191], and b) pre-processing [192] the images to obtain the observa-
tion feed. This procedure causes a two-stage information loss.
An alternative approach to convert the array data (that has not been
explored in the literature) is as follows. For array processing localisation
applications, the well known estimation of signal parameters via rotational
invariant techniques (ESPRIT) [288, 289] algorithm provides point estimates
like positions, angles of arrival (AOA), etc., directly from the array data.
These ESPRIT estimates can be used as the observation feed to the PHD fil-
ter. The advantage of this proposition is that there is a more direct use of the
array data because the conversion is now single-stage. This could improve
the filter accuracy at low SNR. However, the ESPRIT algorithm requires the
knowledge about the actual number of targets to obtain the eigenvectors that
lie in the signal space. One approach to address this requirement is to use
the minimum-mean-square-error (MMSE) based minimum description length
(MDL) algorithm [258] (described and used in section 3.5.2 of chapter 3). A
second approach is as follows: the ESPRIT algorithm can localise at most
M− 1 targets, where M is the number of sensors. If the algorithm is directed
to generate M − 1 target estimates, then (M − 1) − N (let N be the actual
number of targets) of these estimates would be incorrect (false) detections.
The PHD filter will eliminate these false detection peaks as time progresses,
provided that the false detections are independent from one time to the next.
The possibility of operating the PHD filter with its observation feed being
the ESPRIT output estimates could be investigated. The idea could be ex-
tended to the well known root-MUSIC [246] algorithm which also generates
point estimates about the target states. Moreover, the time independency of
false detections generated by ESPRIT could also be investigated.
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6.3 Conclusion
The central focus of this dissertation is on Bayesian MTT using PFs for array
processing applications. This dissertation addressed several challenges of
state-of-the-art methods in; a) Bayesian filtering for array processing, and b)
PF resampling. This concluding chapter first summarised the contributions
made by this thesis and then outlined research extensions and ideas which
could be investigated in the future.
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