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THE CLASSICAL NEUMANN PROBLEM FOR A CLASS OF
MIXED HESSIAN EQUATIONS
CHUANQIANG CHEN, LI CHEN, AND NI XIANG
Abstract. In this paper, we establish global C2 estimates for a class of mixed
Hessian equations with Neumann boundary condition, and obtain the existence
theorem of k-admissible solutions for the classical Neumann problem of these mixed
Hessian equations.
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1. Introduction
In this paper, we consider the classical Neumann problem for the following mixed
Hessian equations
(1.1) σk(D
2u) =
k−1∑
l=0
αl(x)σl(D
2u), in Ω,
where k ≥ 2, Ω ⊂ Rn is a bounded domain, D2u is the Hessian matrix of the function
u, αl(x) > 0 in Ω with l = 0, 1, · · · , k − 1, are given positive functions in Ω, and for
any m = 1, · · · , n,
σm(D
2u) = σm(λ(D
2u)) =
∑
1≤i1<i2<···<im≤n
λi1λi2 · · ·λim,
with λ(D2u) = (λ1, · · · , λn) being the eigenvalues of D2u. We also set σ0 = 1. Recall
that the G˚arding’s cone is defined as
Γk = {λ ∈ Rn : σi(λ) > 0, ∀1 ≤ i ≤ k}.
If λ(D2u) ∈ Γk for any x ∈ Ω, we say u is a k-admissible function.
The equation (1.1) is a general class of mixed Hessian equation. Specially, it is
Monge-Ampe`re equation when k = n, α0(x) > 0 and α1(x) = · · · = αn−1(x) ≡ 0,
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k-Hessian equation when α0(x) > 0 and α1(x) = · · · = αk−1(x) ≡ 0, and Hessian
quotient equation when αm(x) > 0 (k − 1 ≥ m > 0) and α0(x) = · · · = αm−1(x) =
αm+1(x) = · · · = αk−1(x) ≡ 0. This kind of equations is motivated from the study
of many important geometric problems. For example, the problem of prescribing
convex combination of area measures was proposed in [26], which leads to mixed
Hessian equations of the form
σk(∇2u+ uIn) +
k−1∑
i=0
αiσi(∇2u+ uIn) = φ(x), x ∈ Sn.
The special Lagrangian equation introduced by Harvey-Lawson [9] in the study of
calibrated geometries is also a mixed type Hessian equation
Imdet(I2n +
√−1D2u) =
[(n−1)/2]∑
k=0
(−1)kσ2k+1(D2u) = 0.
Another important example is Fu-Yau equation in [5, 6] arising from the study of
the Hull-Strominger system in theoretical physics, which is an equation that can be
written as the linear combination of the first and the second elementary symmetric
functions
σ1(i∂∂(e
u + α′e−u)) + α′σ2(i∂∂u) = 0.
For the Dirichlet problem of elliptic equations in Rn, many results are well known.
For example, the Dirichlet problem of the Laplace equation was studied in [7]. Caffarelli-
Nirenberg-Spruck [1] and Ivochkina [12] solved the Dirichlet problem of the Monge-
Ampe`re equation. Caffarelli-Nirenberg-Spruck [2] solved the Dirichlet problem of the
k-Hessian equation. For the general Hessian quotient equation, the Dirichlet problem
was solved by Trudinger in [29].
Also, the Neumann or oblique derivative problem of partial differential equations
has been widely studied. For a priori estimates and the existence theorem of Laplace
equation with Neumann boundary condition, we refer to the book [7]. Also, we can
see the recent book written by Lieberman [20] for the Neumann or oblique derivative
problem of linear and quasilinear elliptic equations. In 1986, Lions-Trudinger-Urbas
solved the Neumann problem of the Monge-Ampe`re equation in the celebrated paper
[23]. For related results on the Neumann or oblique derivative problem for some class
of fully nonlinear elliptic equations can be found in Urbas [30] and [31]. For the
Neumann problem of k-Hessian equations, Trudinger [28] established the existence
theorem when the domain is a ball, and Ma-Qiu [24] and Qiu-Xia [25] solved the
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strictly convex domain case. D.K. Zhang and the first author [3] solved the Neumann
problem of general Hessian quotient equations. Jiang and Trudinger [13, 14, 15],
studied the general oblique boundary problem for augmented Hessian equations with
some regular conditions and concavity conditions.
Krylov in [16] considered the Dirichlet problem of (1.1) with αl(x) ≥ 0 for 0 ≤ l ≤
k − 1, and he observed that the natural admissible cone to make equation elliptic is
also the Γk. Recently, Guan-Zhang in [8] considered the (k − 1)-admissible solution
without the sign of αk−1 and obtained the global C
2 estimates.
Naturally, we want to know how about the classical Neumann problem of (1.1). In
this paper, we obtain the existence theorem as follows,
Theorem 1.1. Suppose that Ω ⊂ Rn is a C4 strictly convex domain, 2 ≤ k ≤ n,
ν is the outer unit normal vector of ∂Ω, αl(x) ∈ C2(Ω) with l = 0, 1, · · · , k − 1 are
positive functions and ϕ ∈ C3(∂Ω). Then there exists a unique constant c, such that
the classical Neumann problem σk(D2u) =
k−1∑
l=0
αl(x)σl(D
2u), in Ω,
uν = c+ ϕ(x), on ∂Ω,
(1.2)
has k-admissible solutions u ∈ C3,α(Ω), which are unique up to a constant.
Remark 1.2. For the classical Neumann problem of mixed Hessian equations (1.2),
it is easy to know that a solution plus any constant is still a solution. So we cannot
obtain a uniform bound for the solutions of (1.2), and cannot use the method of
continuity directly to get the existence. As in Lions-Trudinger-Urbas [23] (see also
Qiu-Xia [25]), we consider the k-admissible solution uε of the approximation equation σk(D2u) =
k−1∑
l=0
αl(x)σl(D
2u), in Ω,
uν = −εu+ ϕ(x), on ∂Ω,
(1.3)
for any small ε > 0. We need to establish a priori estimates of uε independent of
ε, and then we can obtain a solution of (1.2) by letting ε → 0 and a perturbation
argument. The uniqueness holds from the maximum principle and Hopf Lemma.
The rest of this paper is organized as follows. In Section 2, we give some definitions
and important lemmas. In Section 3, we prove global C2 estimates of (1.3). In Section
4, we give the proof for the existence, that is Theorem 1.1.
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2. Preliminaries
In this section, we give some basic properties of elementary symmetric functions,
which could be found in [19], and establish some key lemmas.
2.1. Basic properties of elementary symmetric functions. First, we denote by
σm(λ |i) the symmetric function with λi = 0 and σm(λ |ij ) the symmetric function
with λi = λj = 0.
Proposition 2.1. Let λ = (λ1, . . . , λn) ∈ Rn and m = 1, · · · , n, then
σm(λ) = σm(λ|i) + λiσm−1(λ|i), ∀ 1 ≤ i ≤ n,∑
i
λiσm−1(λ|i) = mσm(λ),∑
i
σm(λ|i) = (n−m)σm(λ).
We also denote by σm(W |i) the symmetric function with W deleting the i-row and
i-column and σm(W |ij ) the symmetric function with W deleting the i, j-rows and
i, j-columns. Then we have the following identities.
Proposition 2.2. Suppose W = (Wij) is diagonal, and m is a positive integer, then
∂σm(W )
∂Wij
=
{
σm−1(W |i), if i = j,
0, if i 6= j.
Recall that the G˚arding’s cone is defined as
(2.1) Γm = {λ ∈ Rn : σi(λ) > 0, ∀1 ≤ i ≤ m}.
Proposition 2.3. Let λ = (λ1, . . . , λn) ∈ Γm and m ∈ {1, 2, · · · , n}. Suppose that
λ1 ≥ · · · ≥ λm ≥ · · · ≥ λn,
then we have
σm−1(λ|n) ≥ σm−1(λ|n− 1) ≥ · · · ≥ σm−1(λ|m) ≥ · · · ≥ σm−1(λ|1) > 0;(2.2)
λ1 ≥ · · · ≥ λm > 0, σm(λ) ≤ Cmn λ1 · · ·λm;(2.3)
λ1σm−1(λ|1) ≥ m
n
σm(λ),(2.4)
σm−1(λ|m) ≥ c(n,m)σm−1(λ),(2.5)
where Cmn =
n!
m!(n−m)!
.
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Proof. All the properties are well known. For example, see [19] or [11] for a proof of
(2.2), [18] for (2.3), [4] or [10] for (2.4), and [22] for (2.5). 
The generalized Newton-MacLaurin inequality is as follows, which will be used all
the time.
Proposition 2.4. For λ ∈ Γm and m > l ≥ 0, r > s ≥ 0, m ≥ r, l ≥ s, we have[
σm(λ)/C
m
n
σl(λ)/C ln
] 1
m−l
≤
[
σr(λ)/C
r
n
σs(λ)/Csn
] 1
r−s
.
Proof. See [27]. 
2.2. Key Lemmas. In the establishment of the a priori estimates, the following
inequalities and properties play an important role.
For the convenience of notations, we will denote
(2.6) Gk(D
2u) :=
σk(D
2u)
σk−1(D2u)
, Gl(D
2u) := − σl(D
2u)
σk−1(D2u)
, 0 ≤ l ≤ k − 2,
(2.7) G(D2u, x) := Gk(D
2u) +
k−2∑
l=0
αl(x)Gl(D
2u),
and
(2.8) Gij :=
∂G
∂uij
, 1 ≤ i, j ≤ n.
Lemma 2.5. If u is a C2 function with λ(D2u) ∈ Γk, and αl(x) (0 ≤ l ≤ k − 2) are
positive, then the operator G is elliptic and concave.
Proof. The lemma holds for λ(D2u) ∈ Γk−1 (see the proof in [8]). 
Lemma 2.6. If u is a k-admissible solution of (1.1), and αl(x) (0 ≤ l ≤ k − 1) are
positive, then
0 <
σl(D
2u)
σk−1(D2u)
≤ C(n, k, inf αl), 0 ≤ l ≤ k − 2;(2.9)
0 < inf αk−1 ≤ σk(D
2u)
σk−1(D2u)
≤ C(n, k,
k−1∑
l=0
supαl).(2.10)
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Proof. The left hand sides of (2.9) and (2.10) are easy to prove. In the following, we
prove the right hand sides.
Firstly, if σk
σk−1
≤ 1, then we get from the equation (1.1)
αl
σl
σk−1
≤ σk
σk−1
≤ 1, 0 ≤ l ≤ k − 2.
Secondly, if σk
σk−1
> 1, i.e. σk−1
σk
< 1. We can get for 0 ≤ l ≤ k − 2 by the
Newton-MacLaurin inequality,
σl
σk−1
≤ (C
k
n)
k−1−lC ln
(Ck−1n )
k−l
(
σk−1
σk
)k−1−l ≤ (C
k
n)
k−1−lC ln
(Ck−1n )
k−l
≤ C(n, k),
and
σk
σk−1
=
k−1∑
l=0
αl
σl
σk−1
≤ C(n, k)
k−1∑
l=0
supαl.

Lemma 2.7. If u is a k-admissible solution of (1.1), and αl(x) (0 ≤ l ≤ k − 1) are
positive, then
n− k + 1
k
≤
∑
Gii < n− k − 1;(2.11)
inf αk−1 ≤
∑
Gijuij ≤ C(n, k,
k−1∑
l=0
supαl).(2.12)
Proof. By direct computations, we can get
∑
Gii ≥
∑ ∂ ( σkσk−1)
∂λi
=
∑ σk−1(λ|i)σk−1 − σkσk−2(λ|i)
σ2k−1
=
(n− k + 1)σ2k−1 − (n− k + 2)σkσk−2
σ2k−1
≥n− k + 1
k
,(2.13)
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and
∑
Gii =
∑ ∂ ( σkσk−1)
∂λi
−
k−2∑
l=0
αl
∑
i
∂
(
σl
σk−1
)
∂λi
=
∑ σk−1(λ|i)σk−1 − σkσk−2(λ|i)
σ2k−1
−
k−2∑
l=0
αl
∑
i
σl−1(λ|i)σk−1 − σlσk−2(λ|i)
σ2k−1
=
(n− k + 1)σ2k−1 − (n− k + 2)σkσk−2
σ2k−1
+
k−2∑
l=0
αl
(n− k + 2)σlσk−2 − (n− l + 1)σl−1σk−1
σ2k−1
≤(n− k + 1)− (n− k + 2)σk−2
σk−1
(
σk
σk−1
−
k−2∑
l=0
αl
σl
σk−1
)
<n− k + 1,(2.14)
hence (2.11) holds. Also, we can get
∑
Gijuij =
∑ ∂ ( σkσk−1)
∂λi
λi −
k−2∑
l=0
αl
∑
i
∂
(
σl
σk−1
)
∂λi
λi
=
σk
σk−1
+
k−2∑
l=0
(k − 1− l)αl σl
σk−1
=αk−1 +
k−2∑
l=0
(k − l)αl σl
σk−1
,(2.15)
hence (2.12) holds.

The following lemmas play an important role in the proof of a priori estimates.
The idea of the proof for these lemmas comes from the paper in [3].
Lemma 2.8. Suppose λ = (λ1, λ2, · · · , λn) ∈ Γk, k ≥ 2, and λ1 < 0. Then we have
(2.16)
∂G
∂λ1
≥ n
k
1
(n− k + 2)2
n∑
i=1
∂G
∂λi
,
where G(λ) := σk(λ)
σk−1(λ)
−
k−2∑
l=0
αl
σl(λ)
σk−1(λ)
with αl positive.
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Proof. The lemma holds from the Lemma 2.5 in [3] and the following fact
(2.17)
∂G
∂λi
=
∂
(
σk
σk−1
)
∂λi
+
k−2∑
l=0
αl
1(
σk−1
σl
)2 ∂
(
σk−1
σl
)
∂λi
.

Lemma 2.9. Suppose λ = (λ1, λ2, · · · , λn) ∈ Γk, k ≥ 2, and λ2 ≥ · · · ≥ λn. If
λ1 > 0, λn < 0, λ1 ≥ δλ2, and −λn ≥ ǫλ1 for small positive constants δ and ǫ, then
we have
(2.18)
∂G
∂λ1
≥ c2
n∑
i=1
∂G
∂λ1
,
where c2 =
n
k
c2
1
(n−k+2)2
with c1 = min{ ǫ2δ22(n−2)(n−1) , ǫ
2δ
4(n−1)
}.
Proof. The lemma holds from the Lemma 2.7 in [3] and the following fact
(2.19)
∂G
∂λi
=
∂
(
σk
σk−1
)
∂λi
+
k−2∑
l=0
αl
1(
σk−1
σl
)2 ∂
(
σk−1
σl
)
∂λi
.

3. a priori estimates of the approximation equation (1.3)
In this section, we prove the C2 a priori estimates of k-admissible solutions of the
approximation equation (1.3), including the C0 estimate, global gradient estimate
and global second order derivatives estimate.
3.1. C0 estimate. The C0 estimate is easy. For completeness, we produce a proof
here following the idea of Lions-Trudinger-Urbas [23].
Theorem 3.1. Suppose Ω ⊂ Rn is a C1 bounded domain, αl(x) ∈ C0(Ω) with l =
0, 1, · · · , k − 1 are positive functions and ϕ ∈ C0(∂Ω), and u ∈ C2(Ω) ∩ C1(Ω) is the
k-admissible solution of the equation (1.3) with ε ∈ (0, 1), then we have
sup
Ω
|εu| ≤ M0,(3.1)
where M0 depends on n, k, diam(Ω), max
∂Ω
|ϕ| and
k−1∑
l=0
sup
Ω
αl.
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Proof. Firstly, since u is subharmonic, the maximum of u is attained at some boundary
point x0 ∈ ∂Ω. Then we can get
0 ≤ uν(x0) = −εu(x0) + ϕ(x0).(3.2)
Hence
max
Ω
(εu) = εu(x0) ≤ ϕ(x0) ≤ max
∂Ω
|ϕ|.(3.3)
For a fixed point x1 ∈ Ω, and a positive constant A large enough, we have
G(D2(A|x− x1|2), x) =2A C
k
n
Ck−1n
−
k−2∑
l=0
αl(2A)
−(k−1−l) C
l
n
Ck−1n
≥ sup
Ω
αk−1 ≥ αk−1(x) = G(D2u, x).(3.4)
By the comparison principle, we know u − A|x − x1|2 attains its minimum at some
boundary point x2 ∈ ∂Ω. Then
0 ≥(u−A|x− x1|2)ν(x2) = uν(x2)− 2A(x2 − x1) · ν
=− εu(x2) + ϕ(x2)− 2A(x2 − x1) · ν
≥− εu(x2)−max
∂Ω
|ϕ| − 2Adiam(Ω).(3.5)
Hence
min
Ω
(εu) ≥ εmin
Ω
(u− A|x− x1|2) ≥εu(x2)−A|x2 − x1|2
≥−max
∂Ω
|ϕ| − 2Adiam(Ω)− Adiam(Ω)2.(3.6)

3.2. Global Gradient estimate. In this subsection, we prove the global gradient
estimate (independent of ε), using a similar argument of complex Monge-Ampe`re
equation in Li [17].
Theorem 3.2. Suppose Ω ⊂ Rn is a C3 strictly convex domain, αl(x) ∈ C1(Ω) with
l = 0, 1, · · · , k − 1 are positive functions and ϕ ∈ C2(∂Ω), and u ∈ C3(Ω) ∩ C2(Ω) is
the k-admissible solution of the equation (1.3) with ε > 0 sufficiently small, then we
have
sup
Ω
|Du| ≤M1,(3.7)
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and
sup
Ω
|u− 1|Ω|
∫
Ω
u| ≤M0,(3.8)
where M1 and M0 depend on n, k, Ω, |ϕ|C2, inf αl and |αl|C1.
Proof. We just need to prove (3.7), and then (3.8) holds directly from (3.7).
In order to prove (3.7), it suffices to prove
Dξu(x) ≤M1, ∀(x, ξ) ∈ Ω× Sn−1.(3.9)
For any (x, ξ) ∈ Ω× Sn−1, denote
W (x, ξ) = Dξu(x)− 〈ν, ξ〉(−εu+ ϕ(x)) + ε2u2 +K|x|2,(3.10)
where K is a large constant to be determined later, and ν is a C2(Ω) extension of the
outer unit normal vector field on ∂Ω.
AssumeW achieves its maximum at (x0, ξ0) ∈ Ω×Sn−1. It is easy to see Dξ0u(x0) >
0. We claim x0 ∈ ∂Ω. Otherwise, if x0 ∈ Ω, we will get a contradiction in the
following.
Firstly, we rotate the coordinates such that D2u(x0) is diagonal. It is easy to see
{Gij} is diagonal. For fixed ξ = ξ0, W (x, ξ0) achieves its maximum at the same point
x0 ∈ Ω and we can easily get at x0
0 ≥ Gii∂iiW =Gii
[
uiiξ0 − 〈ν, ξ0〉ii(−εu+ ϕ)− 〈ν, ξ0〉(−εuii + ϕii)
− 2〈ν, ξ0〉i(−εui + ϕi) + 2ε2u2i + 2ε2uuii +K
]
=Dξ0αk−1 +
k−2∑
l=0
Dξ0αl
σl
σk−1
+Gii
[
2ε2u2i + 2〈ν, ξ0〉iεui
]
+Giiuii
[
ε〈ν, ξ0〉+ 2ε2u
]
+Gii
[
K − 〈ν, ξ0〉ii(−εu+ ϕ)− 〈ν, ξ0〉ϕii − 2〈ν, ξ0〉iϕi
]
≥− |Dαk−1| −
k−2∑
l=0
|Dαl|C(n, k, inf αl)− (n− k + 1)|D〈ν, ξ0〉|2
− C(n, k,
∑
supαl)
[
1 + 2M0
]
+
n− k + 1
k
[
K − |D2〈ν, ξ0〉|(M0 + |ϕ|)− |D2ϕ| − 2|D〈ν, ξ0〉||Dϕ|
]
>0,(3.11)
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where K is large enough, depending only on n, k, Ω, M0, |ϕ|C2 and αl. This is a
contradiction.
So x0 ∈ ∂Ω. Then we continue our proof in the following three cases.
(a) If ξ0 is normal at x0 ∈ ∂Ω, then
W (x0, ξ0) = ε
2u2 +K|x0|2 ≤ C.
Then we can easily obtain (3.9).
(b) If ξ0 is non-tangential at x0 ∈ ∂Ω, then we can write ξ0 = ατ + βν, where
τ ∈ Sn−1 is tangential at x0, that is 〈τ, ν〉 = 0, α = 〈ξ0, τ〉 > 0, β = 〈ξ0, ν〉 < 1, and
α2 + β2 = 1. Then we have
W (x0, ξ0) =αDτu+ ε
2u2 +K|x0|2
≤αW (x0, ξ0) + (1− α)(ε2u2 +K|x0|2),(3.12)
so
W (x0, ξ0) ≤ ε2u2 +K|x0|2 ≤ C.
Then we can easily get (3.9).
(c) If ξ0 is tangential at x0 ∈ ∂Ω, we may assume that the outer normal direction
of Ω at x0 is (0, · · · , 0, 1). By a rotation, we assume that ξ0 = (1, · · · , 0) = e1. Then
we have
0 ≤ DνW (x0, ξ0) =DνD1u−Dν〈ν, ξ0〉(−εu+ ϕ) + 2u ·Dνu+KDν |x0|2
≤DνD1u+ C1
=D1Dνu−D1νkDku+ C1.(3.13)
By the boundary condition, we know
D1Dνu = D1(−εu+ ϕ) ≤ D1ϕ.(3.14)
Following the argument of [17], we can get
−D1νkDku ≤ −κminW (x0, ξ0) + C2,(3.15)
where κmin is the minimum principal curvature of ∂Ω. So
W (x0, ξ0) ≤ C1 + |Dϕ|+ C2
κmin
.(3.16)
Then we can conclude (3.9).

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3.3. Global Second derivatives estimates. In this subsection, we prove the global
second derivatives estimate (independent of ε), following the ideas of Lions-Trudinger-
Urbas [23], Ma-Qiu [24] and Chen-Zhang [3].
Theorem 3.3. Suppose Ω ⊂ Rn is a C4 strictly convex domain, αl(x) ∈ C2(Ω) with
l = 0, 1, · · · , k − 1 are positive functions and ϕ ∈ C3(∂Ω), and u ∈ C4(Ω) ∩ C3(Ω) is
the k-admissible solution of the equation (1.3) with ε > 0 sufficiently small, then we
have
sup
Ω
|D2u| ≤M2,(3.17)
where M2 depends on n, k, Ω, |ϕ|C3, inf αl and |αl|C2.
Proof. In the following, we divide the proof of Theorem 3.3 into three steps. In
step one, we reduce global second derivatives to double normal second derivatives on
boundary, then we prove the lower estimate of double normal second derivatives on
the boundary in step two, and at last we prove the upper estimate of double normal
second derivatives on the boundary.
Step 1. Prove supΩ |D2u| ≤ C(1 + max∂Ω |uνν |).
Following the idea of Lions-Trudinger-Urbas [23], we assume 0 ∈ Ω, and consider
the auxiliary function
(3.18) v(x, ξ) = uξξ − v′(x, ξ) +K|x|2 + |Du|2,
where v′(x, ξ) = 2(ξ · ν)ξ′(Dϕ− εDu−umDνm) = amum+ b, ν = (ν1, · · · , νn) ∈ Sn−1
is a C3(Ω) extension of the outer unit normal vector field on ∂Ω, ξ′ = ξ − (ξ · ν)ν,
am = 2(ξ · ν)(−εξ′m − ξ′iDiνm),b = 2(ξ · ν)ξ′mϕm, and K > 0 is to be determined
later.
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For any x ∈ Ω, we rotate the coordinates such that D2u(x) is diagonal, and then
{Gij} is diagonal. For any fixed ξ ∈ Sn−1, we have
Giivii =G
ii[uiiξξ −Diiamum − 2Diamumi − amuiim −Diib+ 2K + 2u2ii + 2umuiim]
=(αk−1)ξξ − 2
k−2∑
l=0
(αl)ξGl
iiuiiξ −
k−2∑
l=0
(αl)ξξGl −Gij,rsuijξursξ
+Gii[2K −Diiamum −Diib] +Gii[2u2ii − 2Diaiuii]
+ (−am + 2um)[(αk−1)m −
k−2∑
l=0
(αl)mGl]
≥Gii[2K − C2]− C1 − 2
k−2∑
l=0
(αl)ξGl
iiuiiξ −Gij,rsuijξursξ
≥n− k + 1
k
[2K − C2]− C1 − C3 > 0,(3.19)
where K is large enough, and we used the fact
− 2
k−2∑
l=0
(αl)ξGl
iiuiiξ −Gij,rsuijξursξ
≥− 2
k−2∑
l=0
(αl)ξGl
iiuiiξ −
k−2∑
l=0
αlGl
ij,rsuijξursξ
=− 2
k−2∑
l=0
(αl)ξGl
iiuiiξ
−
k−2∑
l=0
αl
[ k − 1− l(
σk−1
σl
) k−l
k−1−l
∂2
(
σk−1
σl
) 1
k−1−l
∂uij∂urs
− k − l
k − 1− l
1
Gl
Gijl G
rs
l
]
uijξursξ
≥
k−2∑
l=0
k − 1− l
k − l
(αl)
2
ξ
αl
Gl
≥− C3.
So v(x, ξ) attains its maximum on ∂Ω. We can assume maxΩ¯×Sn−1 v(x, ξ) attains at
(x0, ξ0) ∈ ∂Ω× Sn−1.
Then we continue our proof in the following two cases following the idea of [17].
Case a: ξ0 is tangential to ∂Ω at x0.
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By the Hopf Lemma, we have
0 ≤ vν =uξ0ξ0ν −Dνamum − amumν − bν + 2K(x · ν) + 2umumν
≤uξ0ξ0ν + (2um − am)umν + C.(3.20)
Following the argument in [24], we can get
(3.21) uξ0ξ0ν ≤ −κminuξ0ξ0 + C(1 + |uνν |),
and
(3.22) |umν | ≤ C, m = 1, · · · , n.
Therefore we have
(3.23) uξ0ξ0 ≤ C(1 + |uνν |).
Case b: ξ0 is non-tangential to ∂Ω at x0.
We write ξ = αˆτ + βˆν, where αˆ = ξ · τ , τ · ν = 0, |τ | = 1, βˆ = ξ · ν 6= 0 and
αˆ2 + βˆ2 = 1. Then we have
uξξ =αˆ
2uττ + βˆ
2uνν + 2αˆβˆuτν
=αˆ2uττ + βˆ
2uνν + 2(ξ0 · ν)[ξ0 − (ξ0 · ν)ν][Dϕ− εDu−DmuDνm],
hence
(3.24) v(x0, ξ) = αˆ
2v(x0, τ) + βˆ
2v(x0, ν) ≤ αˆ2v(x0, ξ) + βˆ2v(x0, ν),
hence
(3.25) v(x0, ξ) ≤ v(x0, ν) ≤ C(1 + max
∂Ω
|uνν|).
Step 2. Prove min∂Ω uνν ≥ −C.
We assume min∂Ω uνν < 0. Also if −min∂Ω uνν < max∂Ω uνν , that is max∂Ω |uνν| =
max∂Ω uνν , we shall deal this case in the next step. Thus we shall assume−min∂Ω uνν ≥
max∂Ω uνν , that is max∂Ω |uνν| = −min∂Ω uνν . Denote M := −min∂Ω uνν > 0 and
x¯0 ∈ ∂Ω such that min∂Ω uνν = uνν(x¯0).
We consider the following test function in Ωµ = {x ∈ Ω : 0 < d(x) < µ} (d is the
distance function of Ω, and µ is a small universal constant)
(3.26) P (x) = (1 + βd)[Du · (−Dd) + εu− ϕ(x)]− (A+ 1
2
M)d,
where β and A are positive constants to be determined later.
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On ∂Ω, P (x) = 0, and on ∂Ωµ \ ∂Ω, we have d = µ and
P (x) ≤ (1 + βµ)[|Du|+ |εu|+ |ϕ(x)|]− Aµ ≤ 0,
since we take A big enough. So on ∂Ωµ, we have P ≤ 0. In the following, we want to
prove P attains its maximum only on ∂Ω. Then we can get for any x0 ∈ ∂Ω
0 ≤ Pν(x0) =[uνν(x0)−
∑
m
umdmν + εuν − ϕν ] + (A+ 1
2
M)
≤uνν(x0) + |Du||D2d|+ ε|Du|+ |Dϕ|+ A + 1
2
M,(3.27)
which finishes the proof of Step 2.
To prove P attains its maximum only on ∂Ω, we assume P attains its maximum
at some point x¯0 ∈ Ωµ by contradiction. Rotating the coordinates, we can assume
D2u(x¯0) is diagonal, and then so is {Gij}. In the following, all the calculations are
at x¯0.
Firstly, we have
0 = Pi(x¯0) = −(1 + βd)uiidi − (A+ 1
2
M)di +O(1),(3.28)
and
0 ≥GiiPii(x¯0)
=Gii
[
− 2βuiidi2 + (1 + βd)[−(umiidm + 2uiidii) + εuii]− (A+ 1
2
M)dii +O(1)
]
≥− 2βGiiuiidi2 − 2(1 + βd)Giiuiidii + (A + 1
2
M)c0 − C,
(3.29)
where we used the fact
−Giidii ≥
∂
(
σk
σk−1
)
∂uii
(−dii)
≥c(n, k)κmin
∑
i 6=m0
∂
(
σk
σk−1
)
∂uii
≥ c0(n, k, κmin) > 0,(3.30)
for some 1 ≤ m0 ≤ n.
Denote B = {i : βdi2 < 1n , 1 ≤ i ≤ n} and G = {i : βdi2 ≥ 1n , 1 ≤ i ≤ n}. We
choose β ≥ 1
µ
> 1, so
di
2 <
1
n
=
1
n
|Dd|2, i ∈ B.(3.31)
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It holds
∑
i∈B di
2 < 1 = |Dd|2, and G is not empty. Hence for any i ∈ G, it holds
di
2 ≥ 1
nβ
.
From (3.28), we have
uii = − 1
1 + βd
(A+
1
2
M) +
O(1)
(1 + βd)di
.(3.32)
So when A is large enough, we can get
uii ≤ −A+M
5
, ∀ i ∈ G.(3.33)
Also there is an i0 ∈ G such that
di0
2 ≥ 1
n
|Dd|2 = 1
n
.(3.34)
From (3.29), we have
0 ≥GiiPii(x¯0)
≥− 2β
∑
i∈G
Giiuiidi
2 − 2β
∑
i∈B
Giiuiidi
2 − 2(1 + βd)
∑
uii<0
Giiuiidii
+ (A+
1
2
M)c0 − C
≥− 2β
n
Gi0i0ui0i0 − C + (
2
n
+ 4κmax)
∑
uii<0
Giiuii,(3.35)
where we used the facts
(3.36) − 2β
∑
i∈G
Giiuiidi
2 ≥ −2βGi0i0ui0i0di02 ≥ −
2β
n
Gi0i0ui0i0 ,
and
−2β
∑
i∈B
Giiuiidi
2 ≥ −2β
∑
i∈B,uii>0
Giiuiidi
2 ≥ −2
n
∑
i∈B,uii>0
Giiuii
≥ −2
n
∑
uii>0
Giiuii = −2
n
[
∑
Giiuii −
∑
uii<0
Giiuii]
≥ 2
n
∑
uii<0
Giiuii.
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Therefore, we have
0 ≥GiiPii(x¯0)
≥2β
n
(
A +M
5
)c(n, k)
n∑
i=1
Gii − C − ( 2
n
+ 4κmax)
∑
uii<0
Gii|D2u|
≥2β
n
(
A +M
5
)c(n, k)
n− k + 1
k
− C − ( 2
n
+ 4κmax)(n− k + 1)C(1 +M)
>0,(3.37)
by taking β big enough. This is a contradiction. So P attains its maximum only on
∂Ω.
Step 3. Prove max∂Ω uνν ≤ C.
Similar with Step 2, we can assume max∂Ω uνν > 0, and −min∂Ω uνν ≤ max∂Ω uνν ,
that is max∂Ω |uνν| = max∂Ω uνν. Denote M := max∂Ω uνν > 0 and x˜0 ∈ ∂Ω such
that max∂Ω uνν = uνν(x˜0).
We consider the following test function in Ωµ = {x ∈ Ω : 0 < d(x) < µ} (d is the
distance function of Ω, and µ is a small universal constant)
(3.38) P˜ (x) = (1 + βd)[Du · (−Dd) + εu− ϕ(x)] + (A+ 1
2
M)d,
where β and A are positive constants to be determined later.
On ∂Ω, P˜ (x) = 0, and on ∂Ωµ \ ∂Ω, we have d = µ and
P˜ (x) ≥ −(1 + βµ)[|Du|+ |εu|+ |ϕ(x)|] + Aµ ≥ 0,
since we take A big enough. So on ∂Ωµ, we have P˜ ≥ 0. In the following, we want to
prove P˜ attains its minimum only on ∂Ω. Then we can get for any x0 ∈ ∂Ω
0 ≥ P˜ν(x0) =[uνν(x0)−
∑
m
umdmν + εuν − ϕν ]− (A+ 1
2
M)
≥uνν(x0)− |Du||D2d| − ε|Du| − |Dϕ| − (A+ 1
2
M),(3.39)
which finishes the proof of Step 3.
To prove P˜ attains its minimum only on ∂Ω, we assume P˜ attains its minimum
at some point x˜0 ∈ Ωµ by contradiction. Rotating the coordinates, we can assume
D2u(x˜0) is diagonal, and then so is {Gij}. In the following, all the calculations are
at x˜0.
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Firstly, we have
0 = P˜i(x˜0) = −(1 + βd)uiidi + (A+ 1
2
M)di +O(1),(3.40)
and
0 ≤GiiP˜ii(x˜0)
=Gii
[
− 2βuiidi2 + (1 + βd)[−(umiidm + 2uiidii) + εuii] + (A+ 1
2
M)dii +O(1)
]
≤− 2βGiiuiidi2 − 2(1 + βd)Giiuiidii − (A+ 1
2
M)c0 + C.
(3.41)
Denote B = {i : βdi2 < 1n , 1 ≤ i ≤ n} and G = {i : βdi2 ≥ 1n , 1 ≤ i ≤ n}. We
choose β ≥ 1
µ
> 1, so
di
2 <
1
n
=
1
n
|Dd|2, i ∈ B.(3.42)
It holds
∑
i∈B di
2 < 1 = |Dd|2, and G is not empty. Hence for any i ∈ G, it holds
di
2 ≥ 1
nβ
.(3.43)
and from (3.40), we have
uii =
1
1 + βd
(A+
1
2
M) +
O(1)
(1 + βd)di
.(3.44)
So when A is large enough, we can get
3A
5
+
2M
5
≤ uii ≤ 6A
5
+
M
2
, ∀ i ∈ G.(3.45)
Also there is an i0 ∈ G such that
di0
2 ≥ 1
n
|Dd|2 = 1
n
.(3.46)
From (3.41), we have
0 ≤GiiP˜ii(x˜0)
≤− 2β
∑
i∈G
Giiuiidi
2 − 2β
∑
i∈B
Giiuiidi
2 − 2(1 + βd)
∑
uii>0
Giiuiidii
− (A+ 1
2
M)c0 + C
≤− 2β
n
Gi0i0ui0i0 + (
2
n
+ 4κmax)
∑
uii>0
Giiuii − (A+ 1
2
M)c0 + C,(3.47)
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where we used the facts
(3.48) − 2β
∑
i∈G
Giiuiidi
2 ≤ −2βGi0i0ui0i0di02 ≤ −
2β
n
Gi0i0ui0i0 ,
and
−2β
∑
i∈B
Giiuiid
2
i ≤ −2β
∑
i∈B,uii<0
Giiuiid
2
i ≤ −
2
n
∑
i∈B,uii<0
Giiuii
≤ −2
n
∑
uii<0
Giiuii = −2
n
[
∑
Giiuii −
∑
uii>0
Giiuii]
≤ 2
n
∑
uii>0
Giiuii.
In the following , we divide into three cases to prove the result. Without loss of
generality, we can assume that i0 = 1 ∈ G, and u22 ≥ · · · ≥ unn.
Case I: unn > 0.
In this case, we have
0 ≤GiiP˜ii(x˜0)
≤− 2β
n
Gi0i0ui0i0 + (
2
n
+ 4κmax)
∑
Giiuii − (A + 1
2
M)c0 + C
≤( 2
n
+ 4κmax)C(n, k,
∑
supαl)− (A+ 1
2
M)c0 + C
<0,(3.49)
by taking A large enough. This is a contradiction.
Case II: unn < 0 and −unn < c010n(4κmax+ 2n )u11.
(4κmax +
2
n
)
∑
uii>0
Giiuii =(4κmax +
2
n
)[
n∑
i=1
Giiuii −
∑
uii<0
Giiuii]
≤(4κmax + 2
n
)[
n∑
i=1
Giiuii − unn
n∑
i=1
Gii]
≤C + c0
10n
u11
n∑
i=1
Gii
≤C + c0
10
(
6A
5
+
M
2
).(3.50)
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Hence combining (3.47) and (3.50), we have
0 ≤GiiP˜ii(x˜0)
≤( 2
n
+ 4κmax)
∑
uii>0
Giiuii − (A+ 1
2
M)c0 + C
≤ c0
10
(
6A
5
+
M
2
)− (A+ 1
2
M)c0 + C
<0,(3.51)
by taking A large enough. This is a contradiction.
Case III: unn < 0 and −unn ≥ c010n(4κmax+ 2n )u11.
We have u11 ≥ 3A5 + 2M5 and u22 ≤ C(1 +M). So u11 ≥ 25Cu22. Let δ = 25C and
ǫ = c0
10n(4κmax+
2
n
)
, by Lemma 2.9, we have
(3.52) G11 ≥ c2
n∑
i=1
Gii.
Hence from (3.47) and (3.52), we have
0 ≤GiiP˜ii(x˜0)
≤− 2β
n
G11u11 + (
2
n
+ 4κmax)
∑
uii>0
Giiuii − (A+ 1
2
M)c0 + C
≤− 2β
n
c2(
3A
5
+
2M
5
)
n∑
i=1
Gii + (4κmax +
2
n
)C(1 +M)
n∑
i=1
Gii
<0,(3.53)
by taking β and A big enough. This is a contradiction.
The proof is finished. 
4. Existence
In this section, we prove Theorem 1.1.
Firstly, we prove the existence of the k-admissible solution of the approximation
equation (1.3) for any small ε > 0.
For the Neumann problem of approximation equation (1.3), we have established
the C2 estimates in Section 3. By the global C2 a priori estimates, we obtain that the
equation (1.3) are uniformly elliptic in Ω. Due to the concavity of the operator G,
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we can get the global Ho¨lder estimates of second derivative following the discussions
in [21], that is, we can get
|u|C2,α(Ω) ≤ C,(4.1)
where C and α depend on n, k, Ω, ε, inf αl, |αl|C2 and |ϕ|C3.
Applying the method of continuity (see [7], Theorem 17.28), we can show the
existence of the classical solution, and the solution is unique by Hopf lemma. By the
standard regularity theory of uniformly elliptic partial differential equations, we can
obtain the high order regularity.
Now, we start to prove Theorem 1.1.
By the above argument, we know there exists a unique k-admissible solution uε ∈
C3,α(Ω) to (1.3) for any small ε > 0. Let vε = uε − 1
|Ω|
∫
Ω
uε, and it is easy to know
vε satisfies  σk(D2vε) =
k−1∑
l=0
αlσl(D
2vε), in Ω,
(vε)ν = −εvε − 1|Ω|
∫
Ω
εuε + ϕ(x), on ∂Ω.
(4.2)
By the global gradient estimate (3.7), it is easy to know ε sup |Duε| → 0. Hence
there is a constant c and a function v ∈ C2(Ω), such that −εuε → c, −εvε → 0,
− 1
|Ω|
∫
Ω
εuε → c and vε → v uniformly in C2(Ω) as ε→ 0. It is easy to verify that v
is a k-admissible solution of σk(D2v) =
k−1∑
l=0
αlσl(D
2v), in Ω,
vν = c+ ϕ(x), on ∂Ω.
(4.3)
If there is another function v1 ∈ C2(Ω) and another constant c1 such that σk(D2v1) =
k−1∑
l=0
αlσl(D
2v1), in Ω,
(v1)ν = c1 + ϕ(x), on ∂Ω.
(4.4)
Applying the maximum principle and Hopf Lemma, we can know c = c1 and v− v1 is
a constant. By the standard regularity theory of uniformly elliptic partial differential
equations, we can obtain the high oder regularity.
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