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Abstract
Let X ; X1;y; Xm;y; Y ; Y1;y; Yn;y be independent d-dimensional random vectors,
where the Xj are i.i.d. copies of X ; and the Yk are i.i.d. copies of Y : We study a class of
consistent tests for the hypothesis that Y has the same distribution as X þ m for some
unspeciﬁed mARd : The test statistic L is a weighted integral of the squared modulus of the
difference of the empirical characteristic functions of X1 þ #m;y; Xm þ #m and Y1;y; Yn; where
#m is an estimator of m: An alternative representation of L is given in terms of an L2-distance
between two nonparametric density estimators. The ﬁnite-sample and asymptotic null
distribution of L is independent of m: Carried out as a bootstrap or permutation procedure, the
test is asymptotically of a given size, irrespective of the unknown underlying distribution. A
large-scale simulation study shows that the permutation procedure performs better than the
bootstrap.
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1. Introduction
Let X1;y; Xm;y; Y1;y; Yn;y be independent d-dimensional random (column)
vectors, which are deﬁned on a common probability space ðO;A; PÞ: The Xj are i.i.d.
copies of a random vector X ; and the Yk are i.i.d. copies of a random vector Y : The
distributions of X and Y are assumed to be continuous. Within this framework of
the so-called general nonparametric two-sample model, an important submodel is the
multivariate two-sample location model, which states that
YBX þ m for some unspecified mARd : ð1:1Þ
Here and in what follows, ‘B’ denotes equality in distribution. Although many
statistical procedures are tailored to the situation of the two-sample location model
(and even make further distributional assumptions, such as Hotelling’s T2-test which
assumes the underlying distributions to be normal), there has not been any attempt
to check the validity of (1.1) within the general setting stated at the beginning of this
section, at least to the authors’ knowledge. Sen [15] considers the testing problem
(1.1) under the unnatural restrictive assumption that the underlying distributions are
diagonally symmetric.
This paper introduces and studies a class of goodness-of-ﬁt tests of hypothesis
(1.1). The test statistics are based on the empirical characteristic function, which has
proved to be a powerful tool in statistical inference (see, e.g. [3,4,7,11]). To be
speciﬁc, let
jðtÞ ¼ E½expðit0XÞ	; cðtÞ ¼ E½expðit0Y Þ	
denote the characteristic functions of X and Y ; respectively, where the prime stands
for transpose of vectors and matrices. Since (1.1) is equivalent to
cðtÞ ¼ jðtÞ expðit0mÞðtARdÞ for some mARd
it nearly suggests itself to base a test of (1.1) on some suitable measure of deviation of
the random function cnðtÞ 
 jmðtÞexpðit0 #mÞ; tARd ; from the zero function. Here,
jmðtÞ ¼
1
m
Xm
j¼1
expðit0XjÞ; cnðtÞ ¼
1
n
Xn
k¼1
expðit0YkÞ
are the empirical characteristic functions of X1;y; Xm and Y1;y; Yn; respectively,
and #m ¼ #mm;nðX1;y; Xm; Y1;y; YnÞ is an estimator of m that is based on X1;y; Xm
and Y1;y; Yn: We assume that #m is location equivariant in the sense that
#mðX1;y; Xm; Y1 þ a;y; Yn þ aÞ ¼ #mðX1;y; Xm; Y1;y; YnÞ þ a ð1:2Þ
and
#mðX1 þ a;y; Xm þ a; Y1;y; YnÞ ¼ #mðX1;y; Xm; Y1;y; YnÞ 
 a ð1:3Þ
for each aARd : These conditions are natural since, in view of (1.1), m measures the
difference in location between the distributions of Y and X : Thus, shifting the Yk by
the vector a should increase the difference in location by a: Likewise, translating the
Xj by the same amount should decrease the difference in location by a: A
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consequence of (1.2) and (1.3) is the invariance of #m with respect to translations of
the pooled sample by the same vector. A further regularity condition on #m will be
speciﬁed later.
A simple example of a location equivariant estimator is #m ¼ %Yn 
 %Xm; where %Xm ¼
m
1
Pm
j¼1Xj; %Yn ¼ n
1
Pn
k¼1 Yk denote the sample means of X1;y; Xm and
Y1;y; Yn; respectively.
In the spirit of a class of tests for multivariate normality (see [9,10]), the test
statistic we propose is the weighted L2-distance
L ¼ Lm;n;b ¼
Z
Rd
jcnðtÞ 
 jmðtÞ expðit0 #mÞj2wbðtÞj dt; ð1:4Þ
where
wbðtÞ ¼ 1ð2pb2Þd=2
exp 
 jjtjj
2
2b2
 !
ð1:5Þ
is the density of the centered d-dimensional normal distribution Nð0; b2IdÞ with
independent components and marginal variances b2: With the exception of Section 3,
b40 will be ﬁxed in what follows.
Using the relationZ
Rd
cosðz0tÞwbðtÞ dt ¼ exp 
 b
2jjzjj2
2
 !
and symmetry arguments, straightforward algebra shows that L takes the simple
form
L ¼ 1
m2
Xm
j;k¼1
exp 
 b
2
2
jjXj 
 Xkjj2
 

 2
mn
Xm
j¼1
Xn
k¼1
exp 
 b
2
2
jjXj þ #m
 Ykjj2
 
þ 1
n2
Xn
j;k¼1
exp 
 b
2
2
jjYj 
 Ykjj2
 
: ð1:6Þ
Thus, a computer routine for implementing the test statistic is readily available.
Notice further that, by (1.2) and (1.3), the value of L remains unchanged
under translations Xj/Xj þ a ðj ¼ 1;y; mÞ or Yk/Yk þ a ðk ¼ 1;y; nÞ:
Consequently, the distribution of L under (1.1) does not depend on the nuisance
parameter m:
Interestingly, the statistic L has a completely different representation in terms of a
measure of distance between two nonparametric density estimators.
Proposition 1.1. We have
Lm;n;b ¼ ð2pÞ
d=2
bd
Z
Rd
ðfˆm;hðxÞ 
 gˆn;hðxÞÞ2 dx; ð1:7Þ
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where
fˆm;hðxÞ ¼ 1
m
Xm
j¼1
ð2ph2Þ
d=2 exp 
 jjx 
 ðXj þ #mÞjj
2
2h2
 !
;
gˆn;hðxÞ ¼ 1
n
Xn
k¼1
ð2ph2Þ
d=2 exp 
 jjx 
 Ykjj
2
2h2
 !
and
h ¼ 1
2b2
: ð1:8Þ
Proof. Let L2ðRdÞ denote the Hilbert space of measurable complex-valued functions
on Rd that are square integrable with respect to Lebesgue measure. It is well known
that the Fourier transform
u˜ðxÞ ¼
Z
Rd
expðix0tÞuðtÞ dt
of uAL2ðRdÞ belongs to L2ðRdÞ; and that, by Plancherel’s theorem,Z
Rd
ju˜ðxÞj2 dx ¼ ð2pÞd
Z
Rd
juðtÞj2 dt: ð1:9Þ
From (1.4), we have
Lm;n;b ¼ 1ð2pb2Þd=2
Z
Rd
cnðtÞ exp 

jjtjj2
4b2
 !

 jmðtÞ expðit0 #mÞ exp 

jjtjj2
4b2
 !
2
dt:
Writing Pm for the empirical distribution that puts mass 1=m on each of the data
Xj þ #m ðj ¼ 1;y; mÞ; and letting Qn be the empirical distribution of Y1;y; Yn; the
function cnðtÞexpð
jjtjj2=ð4b2ÞÞ is the Fourier transform of the convolution Qn 
N ð0; ð2b2Þ
1IdÞ; and jmðtÞ expðit0 #mÞ expð
jjtjj2=ð4b2ÞÞ is the Fourier transform of
the convolution Pm  N ð0; ð2b2Þ
1IdÞ: Since Pm  N ð0; ð2b2Þ
1IdÞ and Qn 
N ð0; ð2b2Þ
1IdÞ have densities fˆm;h and gˆn;h; respectively, the assertion follows
immediately from (1.9). &
Remark. Representation (1.7) reveals that the role of b ﬁguring in the weight
function (1.5) is that of a smoothing parameter, which determines the bandwidth h of
the density estimators fˆm;h and gˆn;h via (1.8). fˆm;h aims at estimating the distribution of
X þ m; which under (1.1) coincides with the distribution of Y : The latter, in turn, is
estimated by gˆn;h: A similar phenomenon was observed in the context of testing for
multivariate normality (see [9]). In fact, the test statistic of Bowman and Foster (see
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[2]), which was motivated by density estimation and involves a bandwidth depending
on the sample size, turned out to be a special member of a class of tests based on an
L2-distance between characteristic functions with a ﬁxed ‘bandwidth’. Interestingly,
keeping the bandwidth ﬁxed ensures positive asymptotic power of the test against
contiguous alternatives that approach the hypothesis at the rate 1=
ﬃﬃﬃ
n
p
(see [9,
Theorem 3.1]) However, as shown by Gu¨rtler (see [6]), the test of Bowman and
Foster is not able to detect such alternatives.
Anderson et al. [1] and Fan [5] established results similar to Proposition 1.1 in a
one- and two-sample goodness-of-ﬁt setting, respectively, and arrived at analogous
conclusions concerning power with a ﬁxed/decreasing bandwidth.
2. Asymptotic distribution theory
In view of representation (1.4), a convenient setting for asymptotic distribution
theory is the separable Hilbert space L2 of measurable real-valued functions on Rd
that are square integrable with respect to the normal distribution Nð0; b2IdÞ: The
inner product and the norm in L2 will be denoted by
/g; hS ¼
Z
Rd
gðtÞhðtÞwbðtÞs dt; jjgjjL2 ¼ /g; gS1=2;
respectively. Weak convergence of random elements of L2 and random variables is
denoted by ) : OPð1Þ means a sequence of random elements that is bounded in
probability, and oPð1Þ stands for convergence to zero in probability.
We ﬁrst study the limit behavior of Lm;n;b under the null hypothesis H0 that (1.1)
holds. All limits refer to the case that the sample sizes m and n tend to inﬁnity in such
a way that
lim
m
m þ n ¼ p for some p satisfying 0opo1; ð2:1Þ
which we call the usual limiting regime. The total sample size will be denoted by
N ¼ m þ n:
In addition to (1.2) and (1.3), we impose the following regularity condition on #m:
There is a measurable function l :Rd/Rd such that
#m
 m ¼ 
 1
m
Xm
j¼1
lðXj þ mÞ þ 1
n
Xn
k¼1
lðYkÞ þ oPð1=
ﬃﬃﬃﬃ
N
p
Þ: ð2:2Þ
Moreover, ElðYÞ ¼ 0 and EjjlðYÞjj2oN:
If #m ¼ %Yn 
 %Xm; then, assuming EjjY jj2oN; (2.2) holds setting lðzÞ ¼ z 
 E½Y 	:
Putting
Zm;nðtÞ ¼
ﬃﬃﬃﬃ
n
N
r
UmðtÞ 

ﬃﬃﬃﬃ
m
N
r
VnðtÞ;
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where
UmðtÞ ¼ 1ﬃﬃﬃﬃ
m
p
Xm
j¼1
ðcosðt0ðXj þ #mÞÞ þ sinðt0ðXj þ #mÞÞ 
CðtÞÞ; ð2:3Þ
VnðtÞ ¼ 1ﬃﬃﬃ
n
p
Xn
j¼1
ðcosðt0YjÞ þ sinðt0YjÞ 
CðtÞÞ;
CðtÞ ¼ Eðcosðt0YÞ þ sinðt0Y ÞÞ; ð2:4Þ
it is readily seen that
mn
m þ n Lm;n;b ¼
Z
Rd
Z2m;nðtÞwbðtÞ dt: ð2:5Þ
We will show that the process Zm;nðÞ; regarded as a random element of L2; will
converge in distribution to some centered Gaussian process WðÞ: Since the right-
hand side of (2.5) is jjZm;njj2L2 ; the continuous mapping theorem then yields the
convergence in distribution of mn=ðm þ nÞLm;n;b to
R
Rd
W 2ðtÞwbðtÞ dt:
Performing a second-order Taylor expansion of cosðt0ðXj þ #mÞÞ ¼ cosðt0ðXj þ mÞ þ
t0ð #m
 mÞÞ around t0ðXj þ mÞ (and likewise for the sine term ﬁguring in (2.3)), we
obtain
UmðtÞ ¼ Um;1ðtÞ þ Um;2ðtÞ þ Um;3ðtÞ;
where
Um;1ðtÞ ¼ 1ﬃﬃﬃﬃ
m
p
Xm
j¼1
ðcosðt0ðXj þ mÞÞ þ sinðt0ðXj þ mÞÞ 
CðtÞÞ;
Um;2ðtÞ ¼ 1ﬃﬃﬃﬃ
m
p
Xm
j¼1
ðcosðt0ðXj þ mÞÞ 
 sinðt0ðXj þ mÞÞÞ  t0ð #m
 mÞ
and
jUm;3ðtÞjp12
ﬃﬃﬃﬃ
m
p ðt0ð #m
 mÞÞ2p1
2
ﬃﬃﬃﬃ
m
p jj #m
 mjj2jjtjj2:
Since
ﬃﬃﬃﬃ
N
p ð #m
 mÞ ¼ OPð1Þ by (2.2) and the Lindeberg–Feller central limit theorem, it
follows that:
jjUm;3jjL2 ¼ oPð1Þ: ð2:6Þ
We next consider Um;2ðtÞ: Putting
%CmðtÞ ¼ 1
m
Xm
j¼1
ðcosðt0ðXj þ mÞÞ 
 sinðt0ðXj þ mÞÞÞ;
note that E %CmðtÞ ¼ %CðtÞ where, by analogy with (2.4), we deﬁne
%CðtÞ ¼ Eðcosðt0YÞ 
 sinðt0Y ÞÞ: ð2:7Þ
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Now,
jjUm;2ðÞ 
 %CðÞ 0
ﬃﬃﬃﬃ
m
p ð #m
 mÞjjL2p
ﬃﬃﬃﬃ
m
p jj #m
 mjj
Z
Rd
jjtjj2ð %CmðtÞ 
CðtÞÞ2wbðtÞ dt;
which is oPð1Þ since, by Fubini’s theorem, the expectation of the integral converges
to zero, and since
ﬃﬃﬃﬃ
m
p jj #m
 mjj ¼ OPð1Þ because of (2.2) and (2.1). Combining this
result with (2.6) and using representation (2.2), we obtain
Zm;nðtÞ ¼
ﬃﬃﬃﬃ
n
N
r
W ð1Þm ðtÞ 

ﬃﬃﬃﬃ
m
N
r
W ð2Þn ðtÞ þ oPð1Þ; ð2:8Þ
where
W ð1Þm ðtÞ ¼
Xm
j¼1
W
ð1Þ
m; jðtÞ; W ð2Þn ðtÞ ¼
Xn
j¼1
W
ð2Þ
n; j ðtÞ
and
W
ð1Þ
m; jðtÞ ¼
1ﬃﬃﬃﬃ
m
p ðcosðt0ðXj þ mÞÞ þ sinðt0ðXj þ mÞÞ 
CðtÞ 
 %CðtÞt0lðXj þ mÞÞ;
W
ð2Þ
m; jðtÞ ¼
1ﬃﬃﬃ
n
p ðcosðt0YjÞ þ sinðt0YjÞ 
CðtÞ 
 %CðtÞt0lðYjÞÞ:
By a standard central limit theorem for i.i.d. random elements in Hilbert spaces,
W
ð1Þ
m converges to some centered Gaussian process W
ð1Þ on L2 with covariance
kernel
cðs; tÞ ¼E½ðcosðs0Y Þ þ sinðs0YÞ 
CðsÞ 
 %CðsÞs0lðY ÞÞ
 ðcosðt0YÞ þ sinðt0YÞ 
CðtÞ 
 %CðtÞt0lðYÞÞ	 ð2:9Þ
(recall X þ mBY under H0). By independence of the two samples, W ð2Þn converges in
distribution to some independent copy W ð2Þ of W ð1Þ: Since, for constants a; b
satisfying a2 þ b2 ¼ 1; the (centered) process W ¼ aW ð1Þ þ bW ð2Þ has the covariance
kernel (2.9), and since the constants am;n ¼ ðn=NÞ1=2; bm;n ¼ ðm=NÞ1=2 ﬁguring in
(2.8) satisfy a2m;n þ b2m;n ¼ 1 and converge to 1
 p and p; respectively (recall the
limiting regime (2.1)), Zm;n ) W under H0: &
The results obtained so far may be summarized as follows:
Theorem 2.1. Assume that (1.1) holds, and that the estimator #m allows for a
representation of form (2.2), where ElðYÞ ¼ 0 and EjjY jj2oN: Then, under the
limiting regime (2.1),
mn
m þ n Lm;n;b )
Z
Rd
W 2ðtÞwbðtÞ dt;
where WðÞ is a centered Gaussian process on L2 having covariance kernel (2.9).
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We now consider the problem of consistency of the test that rejects (1.1) for large
values of Lm;n;b:
Theorem 2.2. Assume that (1.1) does not hold. If, under the usual limiting regime,
#mm;n-a almost surely ð2:10Þ
for some aARd ; then
mn
m þ n Lm;n;b-N
almost surely. Thus, a test that rejects (1.1) for large values of Lm;n;b is consistent
against such alternatives.
Proof. Let
D ¼ inf
mARd
Z
Rd
jjðtÞexpðit0mÞ 
 cðtÞj2wbðtÞ dt:
Use compactness and tightness arguments to show that D40: Let mðsÞ; nðsÞ; sX1 be
increasing sequences of integers that follow the usual limiting regime. By Fatou’s
lemma,
lim inf
s-N
LmðsÞ;nðsÞ;bX
Z
Rd
lim inf
s-N
jjmðsÞðtÞ expðit0 #mmðsÞ;nðsÞÞ 
 cnðsÞðtÞj2wbðtÞ dt:
From (2.10), the integrand converges almost surely to jjðtÞ expðit0aÞ 
 cðtÞj2
whence, by dominated convergence,
lim inf
s-N
LmðsÞ;nðsÞ;bX
Z
Rd
jjðtÞ expðit0aÞ 
 cðtÞj2wbðtÞ dt
XD40
proving the assertion. &
3. The cases b-0 and b-N
This section sheds more light on the role of the weight function wb ﬁguring in (1.5).
We will show that the test statistic Lm;n;b; when suitably transformed, converges to
some limit statistic as b-0 or b-N: Notice that, in view of (1.7) and (1.8), these
cases correspond to ‘inﬁnite’ and ‘zero’ smoothing, respectively (see [8] for a similar
observation in connection with testing for multivariate normality). Thus, the class of
tests based on Lm;n;b; b40; is ‘closed at the boundaries’ b-0 and b-N: To state
the ﬁrst result, let
Sm ¼ 1
m
Xm
j¼1
ðXj 
 %XmÞðXj 
 %XmÞ0; Tn ¼ 1
n
Xn
k¼1
ðYk 
 %YnÞðYk 
 %YnÞ0
ARTICLE IN PRESS
N. Henze et al. / Journal of Multivariate Analysis 93 (2005) 238–256 245
be the sample covariance matrices of X1;y; Xm and Y1;y; Yn; respectively. The
trace of a square matrix A will be denoted by trðAÞ:
Proposition 3.1. If #m ¼ %Yn 
 %Xm; then
lim
b-0
b
4Lm;n;b ¼ 14ðftrðSm 
 TnÞg2 þ 2 trðSm 
 TnÞ2Þ: ð3:1Þ
Proof. An expansion of the exponential terms in (1.6) yields
Lm;n;b ¼ 
 b
2
2
A1 þ b
4
8
A2 þ Oðb6Þ as b-0;
where
A1 ¼ 1
m2
Xm
j;k¼1
jjXj 
 Xkjj2 þ 1
n2
Xn
j;k¼1
jjYj 
 Ykjj2

 2
mn
Xm
j¼1
Xn
k¼1
jjXj þ #m
 Ykjj2;
A2 ¼ 1
m2
Xm
j;k¼1
jjXj 
 Xkjj4 þ 1
n2
Xn
j;k¼1
jjYj 
 Ykjj4

 2
mn
Xm
j¼1
Xn
k¼1
jjXj þ #m
 Ykjj4:
By replacing Xj ; Xk and Yj; Yk in the ﬁrst two sums occurring in the deﬁnition of A1
by their ‘centered values’ Xj 
 %Xm; Xk 
 %Xm; Yj 
 %Yn; Yk 
 %Yn; respectively, and then
using
Xm
j¼1
ðXj 
 %XmÞ ¼ 0;
Xn
k¼1
ðYk 
 %YnÞ ¼ 0 ð3:2Þ
it is readily seen that A1 ¼ 0: To tackle A2; apply the centering as above to jjXj 

Xkjj4 and jjYj 
 Ykjj4 and then use (3.2) and the fact that the operation trðÞ is a
linear functional on the set of square matrices of given order satisfying trðABÞ ¼
trðBAÞ: For example, we have
1
m2
Xm
j;k¼1
jjXj 
 %Xm 
 ðXk 
 %XmÞjj4
¼ 1
m2
Xm
j;k¼1
fjjXj 
 %Xmjj4 þ 2jjXj 
 %Xmjj2jjXk 
 %Xmjj2
þ jjXk 
 %Xmjj4 þ 4½ðXj 
 %XmÞ0ðXk 
 %XmÞ	2g
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¼ 1
m2
2m
Xm
j¼1
jjXj 
 %Xmjj4 þ 2
Xm
j¼1
jjXj 
 %Xmjj2
" #20@
þ 4
Xm
j;k¼1
½ðXj 
 %XmÞ0ðXk 
 %XmÞ	2
!
;
Xm
j;k¼1
½ðXj 
 %XmÞ0ðXk 
 %XmÞ	2 ¼
Xm
j¼1
ðXj 
 %XmÞ0mSmðXj 
 %XmÞ
¼m
Xm
j¼1
trððXj 
 %XmÞ0SmðXj 
 %XmÞÞ
¼m
Xm
j¼1
trðSmðXj 
 %XmÞðXj 
 %XmÞ0Þ
¼m trðSm
Xm
j¼1
ðXj 
 %XmÞðXj 
 %XmÞ0Þ
¼m2 trðS2mÞ
etc. The details are omitted. &
Remark. Proposition 3.1 shows that, as b-0; Lm;n;b degenerates to a functional of
the difference of sample covariance matrices. Notice that the right-hand side of (3.1)
is always nonnegative, and is zero if, and only if, Sm ¼ Tn: Thus, in the limit b-0;
Lm;n;b provides a test for the equality of covariance matrices. Interestingly, the time-
honored normal theory test for covariance matrices uses a completely different
criterion, namely, apart from a factor, jSmjðm
1Þ=2jTnjðn
1Þ=2=jmSm þ nTnjðN
2Þ=2 (see
e.g. [12, p. 526]). Here, jAj stands for the determinant of a square matrix A: Other
test statistics for testing the equality of two covariance matrices can be found in [13,
Section 8.2.8].
We state the next result only for the balanced case m ¼ n; the expression looks
more complicated in the general case.
Proposition 3.2. If m ¼ n; we have
lim
b-N

 2
b2
log
m2
2
Lm;m;b 
 2
m


  
¼ M;
where
M ¼ min min
jok
jjXj 
 Xkjj2;min
jok
jjYj 
 Ykjj2;min
j;k
jjYk 
 Xj 
 #mjj2
 
:
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Proof. The proof follows readily upon noting that
Lm;n;b 
 1
m

 1
n
¼ 2
m2
X
jok
exp 
 b
2
2
jjXj 
 Xkjj2
 
þ 2
n2
X
jok
exp 
 b
2
2
jjYj 
 Ykjj2
 

 2
mn
Xm
j¼1
Xn
k¼1
exp 
 b
2
2
jjXj þ #m
 Ykjj2
 
and using the fact that, if 0oa1oa2o?oar and b40; thenXr
j¼1
expð
bajÞ ¼ expð
ba1Þð1þ oð1ÞÞ as b-N: &
Remark. The statistic M in Proposition 3.2 compares the minimum interpoint
distance within the two samples with the interpoint distance of the pooled sample.
The resulting test is not consistent against all alternatives. The same holds for a test
based on the limiting statistic in Proposition 3.1.
4. Permutation- and bootstrap-tests
To perform the test of (1.1) based on Lm;n;b; we suggest the use of resampling
procedures. One possibility is the permutation test procedure, which works as
follows. Pool the values X1 þ #m;y; Xm þ #m; Y1;y; Yn into a sample of size N: Then
randomly divide the pooled sample into two subsamples such that one has size m and
the other has size n: This is just a random permutation of the pooled sample. Denote
the ﬁrst sample by Z
ð1Þ
j ; j ¼ 1;y; m; and the second by Zð2Þj ; j ¼ 1;y; n: We estimate
m by #mp ¼ #mðZð1Þ1 ;y; Zð1Þm ; Zð2Þ1 ;y; Zð2Þn Þ: Putting
L
p
m;n;b ¼ Lm;n;bðZð1Þ1 ;y; Zð1Þm ; Zð2Þ1 ;y; Zð2Þn Þ;
we have
mn
N
L
p
m;n;b ¼
Z
Rd
ðW pm;nðtÞÞ2wbðtÞ dt;
where
W pm;nðtÞ ¼
ﬃﬃﬃﬃ
n
N
r
UpmðtÞ 

ﬃﬃﬃﬃ
m
N
r
Vpn ðtÞ ð4:3Þ
and
UpmðtÞ ¼
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
½cosðt0ðZð1Þj þ #mpÞÞ þ sinðt0ðZð1Þj þ #mpÞÞ 
 cðpÞN ðtÞ	;
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VpmðtÞ ¼
1ﬃﬃﬃ
n
p
Xn
j¼1
½cosðt0Zð2Þj Þ þ sinðt0Zð2Þj Þ 
 cðpÞN t	;
cðpÞN ðtÞ ¼
1
N
X
aAPm;n
ðcosðt0aÞ þ sinðt0aÞÞ:
Here and in what follows, Pm;n ¼ fZð1Þ1 ;y; Zð1Þm ; Zð2Þ1 ;y; Zð2Þn g ð¼ fX1 þ #m;y; Xm þ
#m; Y1;y; YngÞ denotes the pooled sample.
Theorem 4.1. Assume that the conditions of Theorem 2.1 hold. Then for almost all
sequences fX1;y; Xm;yg and fY1;y; Yn;yg;
mn
N
L
p
m;n;b )
Z
Rd
W 2ðtÞwbðtÞ dt;
under the limiting regime (2.1), where WðÞ is the Gaussian process figuring in the
statement of Theorem 2.1.
Proof. For ﬁxed y; let Pm;nðyÞ  fX1 þ y;y; Xm þ y; Y1;y; Yng; and let ZðnÞjn ðyÞ
(n ¼ 1; 2; j1 ¼ 1;y; m; j2 ¼ 1;y; n) be a random permutation of Pm;nðyÞ: Write
Fmðy; tÞ ¼ 1
m
Xm
j¼1
1fXj þ yptg;
Fpmðy; tÞ ¼
1
m
Xm
j¼1
1fZð1Þj ðyÞptg
for the empirical distribution functions of X1 þ y;y; Xm þ y and
Z
ð1Þ
1 ðyÞ;y; Zð1Þm ðyÞ; respectively. Likewise, let GnðÞ and Gpnðy; Þ denote the empirical
distribution functions of Y1;y; Yn and Z
ð2Þ
1 ðyÞ;y; Zð2Þn ðyÞ; respectively. Finally,
write
HNðy; tÞ ¼ m
N
Fmðy; tÞ þ n
N
GnðtÞ
for the empirical distribution of the pooled sample Pm;nðyÞ:
Notice that HNðy; tÞ ¼ mNF pmðy; tÞ þ nNGpnðy; tÞ and thusﬃﬃﬃﬃﬃﬃ
nm
N
r
ðF pmðy; tÞ 
 Gpnðy; tÞÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
mN
n
r
ðF pmðy; tÞ 
 HNðy; tÞÞ:
For a ﬁxed constant C40; let RVN denote the centered process
RVNðy; tÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
mN
n
r
ðFpmðy; tÞ 
 HNðy; tÞÞ ðjjy
 mjjpC; tARdÞ:
Applying Theorem 1 of Praestgaard [14, p. 309], for almost all sequences
fX1;y; Xm;yg and fY1;y; Yn;yg; RVN converges in distribution to a H-
Brownian bridge RVH ; where Hðy; tÞ ¼ limm;n-N HNðy; tÞ (for a deﬁnition, see [14,
p. 308].
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The convergence is convergence in distribution in lNðFÞ; the space consisting of
bounded, real-valued functions deﬁned on the class F of indicator functions 1fptg;
tARd : Note that when y ¼ m then Fmðm; Þ and GnðÞ converge in distribution to the
same limit, which is the distribution function Hðm; Þ of Y :
Furthermore, when C ¼ Oð1= ﬃﬃﬃﬃNp Þ; we have that fRVNðy; tÞ 
 RVNðm; tÞ : jjy

mjjpC; tARdg converges in distribution to zero. This can be veriﬁed by computing
the variance function which is asymptotically zero at rate Oð1= ﬃﬃﬃﬃNp Þ: Note that the
distance between Xj 
 #mp and Xj 
 m equals #mp 
 m ¼ OPð1=
ﬃﬃﬃﬃ
N
p Þ: Therefore
fRVNð #mp; tÞ ¼
ﬃﬃﬃﬃﬃﬃ
mN
n
q
ðFpmð #mp; tÞ 
 HNð #mp; tÞÞ; tARdg has the same limit as
RVNðm; tÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
mN
n
r
ðF pmðm; tÞ 
 HNðm; tÞÞ; tARd
( )
:
Based on this result, we can now derive the convergence of the test statistic. Write
W pm;nðtÞ ﬁguring in (4.3) as a stochastic integral according to
W pm;nðtÞ ¼
ﬃﬃﬃﬃﬃﬃ
mn
N
r Z
ðcosðt0ð þ #mpÞÞ þ sinðtð þ #mpÞÞÞ dFpmð #mp; tÞ



Z
ðcosðt0Þ þ sinðt0ÞÞ dGpnð #mp; tÞ

¼
ﬃﬃﬃﬃﬃﬃ
mn
N
r Z
ðcosðt0Þ þ sinðt0Þ 
 %cðtÞt0lðÞÞ dðFpmð #mp; tÞ 
 Gpnð #mp; tÞÞ
þ oPð1Þ
¼
Z
ðcosðt0Þ þ sinðt0Þ 
 %cðtÞt0lðÞÞ
 d
ﬃﬃﬃﬃﬃﬃﬃﬃ
mN
n
r
ðF pmð #mp; tÞ 
 HNð #mp; tÞÞ
( )
þ oPð1Þ:
Term opð1Þ in the second equation can be obtained by similar arguments as between
(2.5) and (2.8) for proving Theorem 2.1. W pm;nðtÞ converges to
W pðtÞ ¼
Z
ðcosðt0Þ þ sinðt0Þ 
 %cðtÞt0lðÞÞ dRVHðm; tÞ
in the Skorohod space D½
N;N	: It is easy to see that the covariance function of
W p is identical with that of W : Therefore W p has the same distribution as W : The
convergence of mn
N
L
p
m;n;b is a direct consequence (see the proof of Theorem 2.2 in [9]
for a similar case). The proof is completed. &
According to Theorem 4.1, a permutation test based on Lm;n;b (to be deﬁned in
Section 5) works for large samples. As an alternative to the permutation procedure,
it is possible to resample from the combined sample X1 þ #m;y; Xm þ #m; Y1;y; Yn
with replacement. To show the validity of this bootstrap procedure, one can proceed
similar as in the proof of Theorem 4.1, replacing Theorem 1 in [14] by Theorem 3 in
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[14]. Indicating bootstrap quantities by an upper index b; the theorem yields that
f ﬃﬃﬃﬃmp ðF bmðy; tÞ 
 HNðy; tÞÞ : jjy
 mjjpC; tARdg converges in distribution to RVH for
almost all sequences fX1;y; Xm;y; g and fY1;y; Yn;yg: Hence,ﬃﬃﬃﬃﬃﬃ
mn
N
r
ðF bm 
 GbnÞ ¼
ﬃﬃﬃﬃ
n
N
r ﬃﬃﬃﬃ
m
p ðF bm 
 HNÞ 

ﬃﬃﬃﬃ
m
N
r ﬃﬃﬃ
n
p ðGbn 
 HNÞ
converges in distribution to
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 pp RVH 
 ﬃﬃﬃpp RV 0H ; where RV 0H is an independent
copy of RVH : As a consequence, W
b
m;nðtÞ converges to
W bðtÞ ¼
Z
ðcosðt0Þ þ sinðt0Þ 
 %cðtÞt0lðÞÞ
 d
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
 p
p
RVHðm; tÞ 
 ﬃﬃﬃpp RV 0Hðm; tÞ 
in D½
N;N	 which shows that a statement analogous to Theorem 4.1 holds for the
bootstrap procedure.
5. Simulation results
To assess the actual level of the tests for the location shift model based on Lm;n;b; a
simulation study was performed for sample sizes N ¼ 40 ðm ¼ n ¼ 20Þ and N ¼
80 ðm ¼ n ¼ 40Þ and dimensions d ¼ 2 and 5: As estimator of m we used #m ¼
%yn 
 %xm: Besides Lm;n;0; Lm;n;0:5; Lm;n;1 and Lm;n;2; we included Bartlett’s modiﬁed
likelihood ratio test statistic
Lm;n ¼ m
m 
 1 jSmj
ðm
1Þ=2  n
n 
 1 jTnj
ðn
1Þ=2
. 1
N 
 2 jmSm þ nTnj
ðN
2Þ=2:
The validity of the pooled bootstrap procedure for Lm;n was proved in [16,17].
We used the following distributions:
* MN1: the d-variate standard Normal distribution Nð0; IdÞ
* MN2: the d-variate Normal distribution Nð0;S1dÞ; where S12 ¼ diagð2; 4Þ and
S15 ¼ diagð2; 2; 2; 4; 4Þ;
* MN3: a d-variate normal distribution with mean zero, unit variances and equal
correlation r ¼ 0:5 between components; the covariance matrix is denoted by S2d ;
* MT1: the multivariate t distribution with 5 degrees of freedom tdð5; 0; IdÞ;
generated as U=
ﬃﬃﬃﬃ
V
p
; where U and V are independent, and UBNð0; IdÞ; VBw25=5;
* MT2; MT3: multivariate t distribution tdð5; 0;S15Þ and tdð5; 0;S25Þ;
* CN: a contaminated normal distribution, where each component is a Nð0; 1Þ
random variate with probability 0.9 and a w22 variate with probability 0.1, and
where the components are independent.
For each ﬁxed combination of N; d and the underlying distribution as given above,
the following procedure was replicated 5 000 times:
(1) generate random samples x1;y; xm and y1;y; yn;
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(2) compute Lm;n;bðx1;y; xm; y1;y; ynÞ;
(3) compute xj
0 ¼ xj þ #m; j ¼ 1;y; m;
(4) draw 500 samples with (without) replacement from the pooled sample
x1
0;y; xm0; y1;y; yn;
(5) calculate the corresponding 500 realizations LBm;n;bðjÞ ðLPm;n;bðjÞÞ; 1pjp500;
(say) of the bootstrap (permutation) statistic LBm;n;b ðLPm;n;bÞ;
(6) reject H0 if Lm;n;b; computed on x1;y; xm; y1;y; yn; exceeds the empirical 95%-
quantile of LBm;n;bðjÞ ðLPm;n;bðjÞÞ; 1pjp500:
Tables 1 and 2 show the percentage of the number of rejections of H0 for the
bootstrap and the permutation procedure, respectively. Obviously, the bootstrap
procedure is conservative to a greater or lesser extent; it performs worse with
increasing values of the dimension d: In contrast, the actual level of the permutation
procedure is more or less above the nominal level of 5%. In the majority of cases, the
percentage of the number of rejections is less than 8% for n ¼ 20 and less than 7%
for n ¼ 40: For larger values of b; the bootstrap procedure for Lm;n;b breaks down.
This effect might have been anticipated from Proposition 3.2 since, for large values
of b; Lm;n;b is approximately a minimum of random variables. Notice, however, that
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Table 1
Estimated level for the bootstrap test (nominal level: 5%)
MN1 MN2 MN3 MT1 MT2 MT3 CN
Lm;n n ¼ 20 d ¼ 2 4.3 3.8 3.9 4.0 4.3 4.6 4.1
d ¼ 5 1.3 2.0 1.7 2.2 1.9 2.1 2.8
n ¼ 40 d ¼ 2 5.3 4.6 4.7 4.3 4.4 4.9 4.9
d ¼ 5 3.1 3.2 3.3 3.3 3.2 3.4 4.8
Lm;n;0 n ¼ 20 d ¼ 2 4.8 6.3 5.2 3.8 4.0 4.3 3.2
d ¼ 5 3.7 4.1 5.0 3.0 2.3 4.1 1.6
n ¼ 40 d ¼ 2 5.1 5.2 5.4 3.7 3.8 4.3 3.3
d ¼ 5 3.9 4.4 5.5 2.5 2.3 3.6 2.3
Lm;n;0:5 n ¼ 20 d ¼ 2 4.9 4.0 4.6 3.7 3.4 4.0 2.7
d ¼ 5 2.2 0.9 3.7 1.6 0.6 2.6 1.5
n ¼ 40 d ¼ 2 4.9 4.8 4.8 3.4 3.8 3.3 3.1
d ¼ 5 3.1 1.5 4.2 2.1 1.4 2.9 2.0
Lm;n;1 n ¼ 20 d ¼ 2 3.6 1.7 3.8 2.9 1.5 3.9 2.7
d ¼ 5 0.2 0.0 0.7 0.1 0.0 0.5 0.0
n ¼ 40 d ¼ 2 4.0 3.0 4.5 3.5 2.5 3.7 3.3
d ¼ 5 0.4 0.0 1.9 0.7 0.0 1.1 0.3
Lm;n;2 n ¼ 20 d ¼ 2 1.4 0.1 1.9 1.0 0.0 1.1 0.0
d ¼ 5 0.0 0.0 0.0 0.0 0.0 0.0 0.0
n ¼ 40 d ¼ 2 2.1 0.4 2.4 1.2 0.1 2.0 1.3
d ¼ 5 0.0 0.0 0.0 0.0 0.0 0.0 0.0
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the permutation procedure works well also for larger values of b: The observations
concerning the bootstrap procedure for Lm;n are in agreement with the ﬁndings of
Zhang and Boos [16].
To assess the power of the different tests, we simulated data from the following
distributions:
* A1: MN1 against MN2;
* A2: MN1 against MN3;
* A3: MT1 against MT2;
* A4: MT1 against MT3;
* A5: MN1 against
ﬃﬃﬃﬃﬃﬃ
0:6
p
MT1;
* A6: MN1 against CN=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
0:85
p
;
* A7:
ﬃﬃﬃﬃﬃﬃ
0:6
p
MT1 against CN=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
0:85
p
:
The covariance of MT1 is
5
3
Id ; hence, the covariances of both distributions of A5
coincide. (But A5 does not satisfy (2) in [16]; i.e., H0 does not hold even for Lm;n).
The same remark applies to A6 and A7:
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Table 2
Estimated level for the permutation test (nominal level: 5%)
MN1 MN2 MN3 MT1 MT2 MT3 CN
Lm;n n ¼ 20 d ¼ 2 4.7 5.1 5.2 5.3 6.0 5.5 6.2
d ¼ 5 5.3 4.6 5.1 6.5 6.5 5.8 7.7
n ¼ 40 d ¼ 2 5.3 5.4 5.2 4.9 5.5 5.9 6.2
d ¼ 5 5.2 5.7 5.3 5.7 6.0 5.7 5.6
Lm;n;0 n ¼ 20 d ¼ 2 6.1 6.3 5.3 6.8 6.7 5.9 8.2
d ¼ 5 6.8 6.2 5.5 7.8 6.8 6.1 9.2
n ¼ 40 d ¼ 2 5.3 6.2 5.5 5.6 6.2 5.6 7.6
d ¼ 5 5.8 6.3 5.7 6.0 6.2 61 6.5
Lm;n;0:5 n ¼ 20 d ¼ 2 6.2 5.5 6.4 7.8 6.9 7.2 7.7
d ¼ 5 6.4 5.7 5.8 7.9 7.2 6.6 7.5
n ¼ 40 d ¼ 2 5.9 5.0 5.4 6.4 5.4 5.3 6.4
d ¼ 5 5.5 5.1 5.3 6.1 5.5 6.4 5.9
Lm;n;1 n ¼ 20 d ¼ 2 5.5 5.9 5.7 6.1 7.2 6.4 5.9
d ¼ 5 6.0 6.2 6.1 7.1 8.1 6.5 6.0
n ¼ 40 d ¼ 2 5.1 5.1 4.8 5.4 5.5 5.6 6.5
d ¼ 5 5.2 5.4 5.2 6.1 5.6 5.6 6.1
Lm;n;2 n ¼ 20 d ¼ 2 5.4 6.6 5.6 7.0 7.7 6.3 6.5
d ¼ 5 6.2 8.1 6.3 8.6 9.9 7.8 7.4
n ¼ 40 d ¼ 2 5.0 5.7 5.3 5.3 6.5 6.2 5.7
d ¼ 5 5.3 7.5 5.5 7.1 9.0 6.1 6.3
N. Henze et al. / Journal of Multivariate Analysis 93 (2005) 238–256 253
Tables 3 and 4 show the percentages of rejection of H0: An asterisk denotes power
100%. The main conclusions that can be drawn from the power study are the
following:
(1) The bootstrap and the permutation tests behave similar in all cases in which the
bootstrap procedure maintains its nominal level. However, for small n and
d ¼ 5; the bootstrap loses power. For larger values of b; the bootstrap tests
based on Lm;n;b breaks down, as expected from the results of Table 1.
(2) For alternatives with mere covariance differences, the tests based on Lm;n and
Lm;n;0 outperform the other tests. In particular, Lm;n;0 performs best for the scale
alternatives A1 and A3; whereas Lm;n is better for A2 and A4:
(4) The permutation test based on Lm;n;1 dominates all other tests in the remaining
cases where the covariance matrix is the identity. The power of Lm;n and Lm;n;0
does not increase with larger sample size.
(5) Over the whole range of alternatives considered, the permutation test based on
Lm;n;0:5 seems to be a good compromise.
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Table 3
Estimated power for the bootstrap test (nominal level: 5%)
A1 A2 A3 A4 A5 A6 A7
Lm;n n ¼ 20 d ¼ 2 67.1 21.8 47.4 16.8 5.4 6.9 4.3
d ¼ 5 47.4 32.5 36.5 25.1 2.3 3.6 2.4
n ¼ 40 d ¼ 2 97.6 51.5 80.2 31.0 7.1 8.9 5.2
d ¼ 5 99.5 92.0 86.1 71.0 4.9 5.3 3.6
Lm;n;0 n ¼ 20 d ¼ 2 82.4 13.2 47.7 7.4 7.1 10.0 4.0
d ¼ 5 98.3 41.7 56.4 13.2 7.0 8.5 2.1
n ¼ 40 d ¼ 2 99.1 26.4 76.5 10.7 6.8 11.5 3.7
d ¼ 5  88.1 80.8 30.2 6.9 7.7 2.0
Lm;n;0:5 n ¼ 20 d ¼ 2 74.0 12.0 43.2 6.4 7.1 10.2 3.7
d ¼ 5 93.2 32.2 51.1 9.8 8.8 9.8 2.2
n ¼ 40 d ¼ 2 98.1 24.5 80.5 10.6 9.6 15.7 4.3
d ¼ 5  81.6 94.0 30.6 18.3 18.7 3.1
Lm;n;1 n ¼ 20 d ¼ 2 46.9 9.2 25.2 6.1 7.6 8.8 4.1
d ¼ 5 9.9 4.1 1.6 1.0 4.4 2.7 0.9
n ¼ 40 d ¼ 2 88.2 19.1 62.0 9.7 14.7 19.0 5.1
d ¼ 5 83.4 34.6 34.2 9.3 20.4 15.4 2.8
Lm;n;2 n ¼ 20 d ¼ 2 8.0 2.7 3.3 1.3 3.7 3.6 1.8
d ¼ 5 0.0 0.0 0.0 0.0 0.0 0.0 0.0
n ¼ 40 d ¼ 2 42.8 7.5 19.3 4.2 8.2 10.3 3.6
d ¼ 5 0.0 0.0 0.0 0.0 0.0 0.0 0.0
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