Recently, several exact cone-beam reconstruction algorithms, such as the generalized filtered-backprojection (FBP) and backprojection-filtration (BPF) methods, have been developed to solve the long object problem. Although the well-known 3D Shepp-Logan phantom (SLP) is often used to validate these algorithms, it is deficient due to the discontinuity of the SLP. In this paper, we first construct a differentiable polynomial function to approximate the unit rectangular function on [−1, 1]. Then, we use this function to obtain a differentiable ellipsoid phantom, whose x-ray transform is differentiable for any smooth scanning trajectory. Finally, we propose a differentiable SheppLogan phantom (DSLP) for numerical simulation of the exact cone-beam CT algorithms. Our numerical simulation shows that the reconstructed DSLP has a better image quality than the reconstructed SLP, and is complementary to the traditional SLP for evaluation of the exact cone-beam CT algorithms.
Introduction
Volumetric image reconstruction of a long object from longitudinally truncated cone-beam projections has been a major research area of computed tomography (CT) for over a decade , Katsevich 2004 , Kudo et al 1998 , Wang et al 2000 , 1993 . As a breakthrough, Katsevich proposed the first exact and efficient reconstruction formula (Katsevich 2004 ) for standard spiral cone-beam CT in a filtered-backprojection (FBP) format, which immediately motivated follow-up studies such as Noo et al (2003) , and Yu and Wang (2004a) . By interchanging the order of integrations in the Katsevich formula, Zou and Pan obtained a backprojection-filtration (BPF) formula Pan 2004a, 2004b) , which only uses the data in the Tam-Danielsson window. For important biomedical applications including bolus-chasing CT angiography (Wang and Vannier 2003) and electron-beam CT/micro-CT (Wang and Ye 2003) , our group extended the FBP and BPF algorithms from the case of standard spirals to the case of nonstandard spirals and other smooth trajectories . Independently, Katsevich extended his FBP formula to the dynamic pitch case . Zhuang et al (2004) and Pack et al (2005) presented similar results in a BPF format for general curves. Our group also formulated the generalized FBP and BPF algorithms in a unified framework , and applied them in the cases of generalized n-PI-window geometry (Yu et al 2005a) and saddle curves (Yu et al 2005b) .
In the CT field, reconstruction of a mathematical phantom is the most popular way to validate a proposed CT algorithm. Particularly, the Shepp-Logan phantom (SLP) is widely regarded as a gold standard for that purpose (Shepp and Logan 1974) . It is well known that the SLP consists of ten ellipsoids (Shepp and Logan 1974) , each of which can be expressed as a piecewise constant function:
where x ∈ R 3 , and µ represents the relative absorption coefficient. Rigorously speaking, exact cone-beam reconstruction algorithms are only valid for smooth functions. For example, Katsevich presented his FBP formula for f ∈ C ∞ 0 (Katsevich 2004) , and Ye et al proved the generalized FBP and BPF formulae in the case of the functions whose fifth partial derivatives exist everywhere and are absolutely integrable . However, the discontinuity of the SLP causes serious singularity (as shown in figure 1 ) at the edges of all the ellipsoids in the projection derivative data, and results in artefacts in the reconstructed images. To date, little effort has been made to analyse the effect of this discontinuity on the simulated cone-beam CT image reconstruction. Since most objects of interest in medical imaging can be modelled by the first-order continuous functions, here we develop a differentiable Shepp-Logan phantom (DSLP) to facilitate the development of exact cone-beam CT algorithms. This paper is organized as follows. In section 2, a first-order differentiable polynomial function is designed to approximate the rectangular function. In section 3, the differentiable polynomial is extended to define a smooth ellipsoid and derive the analytic expression of its x-ray transform and derivative. In section 4, a differentiable SLP (DSLP) is proposed, and its utility is demonstrated in numerical simulation. In section 5, relevant issues are discussed, and the paper is concluded. 
Differentiable rectangular function
Since the profile along an intersection between a line and an ellipsoid is a rectangular function, our basic idea is to approximate the rectangular function by a differentiable function to avoid the singularities in derivatives at the edges of all ellipsoids in the SLP. For the unit rectangular function defined on [−1, 1], the corresponding differentiable function is required to have the following properties: (1) it is even; (2) it decreases to zero at ±1; (3) it is differentiable everywhere with its derivative vanishing at ±1; and (4) it should be close to '1' inside [−1, 1]. There are numerous ways to construct such a smooth function (Li 2004 , Liu et al 2003 .
Heuristically, we propose to use the following even polynomial function:
where m ∈ N, n ∈ N and m < n. By letting g(1) = g (1) = 0, parameters α m , α n can be, respectively, determined as functions of m and n:
Clearly, g(x) satisfies conditions (1), (2) and (3). Note that for 0 < x < 1,
g(x) is a monotonously decreasing function on (0, 1). Letting g (x) = 0, we have the only inflection in (0, 1):
This point reveals how well the polynomial function approximates the rectangular function on [−1, 1]. Generally speaking, the larger the x * , the better the approximation. Figure 2 presents representative x * and g(x * ) values for various combinations of m and n. Also, we can consider the following improved function g (x) based on g(x): (2) and (b) the corresponding improvements according to equation (6) with κ = 0.95.
In appendix A, we show that the optimal g (x) can be obtained with τ = κ 2m (or κ = τ 1 2m ). Thus, there are only three free parameters in equation (6). As shown in figure 3, g (x) is significantly better than g(x) for the same (m, n). It also can be observed in figure 3 that the approximation errors are relatively larger in the smooth transitional zones than in the interior region. This is the intrinsic property of our phantom due to its differentiability. We call it the boundary effect in this paper.
Differentiable ellipsoid phantom and its x-ray transform
For any function f (x) in R 3 , its x-ray transform can be defined as
where S 2 is a unit sphere in R 3 , and y represents a smooth trajectory:
It is well known that any ellipsoid in the 3D SLP can be expressed as
where
) is the centre of the ellipsoid, ϕ is the rotation angle (about the x 3 -axis), and a, b, c are the x 1 , x 2 , x 3 semi-axes, respectively. As shown in figure 4, we introduce a normalized distance r(x, x 0 ) along the direction determined by the point x and the centre x 0 ,
Then, we define a differentiable ellipsoid as where µ represents the relative absorption coefficient with the same meaning as for the original SLP.
For any fixed x-ray source position y = (y 1 , y 2 , y 3 ) and unit vector β = (β 1 , β 2 , β 3 ), the x-ray can be parameterized as
Substituting (12) into (9), we have
where 
with
and (13) yields two intersections between the x-ray and the ellipsoid. In that case, the intersection length is
In the following, let us derive the expression of the x-ray transform of the differentiable ellipsoid. Let t c be the parameter value for the middle point p c between the two intersections, (12) can be written as
Following the same derivation, we have
As shown in figure 4 , equation (19) has two distinct roots ±L, and
From (10), we have
The x-ray transform now can be calculated as follows:
whereC = 1 − AL 2 has been used. In the exact 3D cone-beam reconstruction algorithms mentioned in section 1, a derivative operator is involved to differentiate cone-beam projection data with respect to the angular variable λ for a fixed β. In equation (23), only L depends on λ; thus we have
In appendix B, we further show that ∂D f (y, β) ∂λ is continuous with respect to λ.
DSLP and its applications
In reference to the design of the SLP (Shepp and Logan 1974), we construct a DSLP based on the differentiable ellipsoid phantom. The DSLP contains ten differentiable ellipsoids whose parameters are listed in table 1, where the ellipsoidal parameters are the same as defined in sections 2 and 3. Figure 5 presents typical slices of the DSLP and the counterparts of the SLP. Note that the display window in figure 5 is [1.015, 1.025], the boundary effect of the second ellipsoid made the margin of the DSLP significantly wider than that of the SLP. At the same time, the DSLP becomes much smoother than the SLP. We once implemented the Katsevich algorithm on a planar detector and studied the associated artefacts Wang 2004a, 2004b) , where the derivative of projection data was computed by convoluting the data with a discrete derivative of a Gaussian function. To evaluate the effect of the discontinuity at the edges of the SLP, we reconstructed the DSLP and the SLP using the Katsevich algorithm in Yu and Wang (2004a) . In our simulation, the computational costs for generating projections were about 3.49 and 1.67 min for DSLP and SLP, respectively. That is, the DSLP takes about twice the computational time required by the SLP. As shown in figure 6 , there are some common artefacts in the reconstructed slices of the SLP, which are referred to as 'winkle' artefacts in Yu and Wang (2004b) . The artefacts are mainly caused by the singular derivative data when they are backprojected along the corresponding x-ray paths. We have also developed more sophisticated interpolation methods, increased projection data and adopted a more accurate derivative formula to minimize the artefacts (Yu and Wang 2004b) . However, the improvement of the image quality is limited. On the other hand, there are no 'winkle' artefacts in the reconstructed slices of the DSLP in figure 6 . Hence, the DSLP provides proof that the 'winkle' artefact is mainly caused by the discontinuity of the SLP, not primarily due to the numerical implementation. This can well explain why the 'winkles' in the reconstructed SLP slices can be reduced, but not eliminated, using the methods reported in Yu and Wang (2004b) . The reconstructed slices of the DSLP also demonstrate that our numerical implementation of the Katsevich algorithm (Yu and Wang 2004a ) is reliable and stable.
To quantify the effect of the discontinuity, we introduce the following standard mean square error (SMSE):
where f (x) represents the original 3D image,f (x) is the reconstructed image and v is the compact support of the image. In our experiments, the maximum difference between the reconstructed image and the original one of the DSLP is 0.1552 while the corresponding value for the SLP is 1.1187. The differences for the SLP are larger at the edges than elsewhere, because of the discontinuity. The SMSE for the DSLP is 0.0142 while the counterpart for the
(e) SLP is 0.0819. If we use smaller controlling parameters (m, n), the edges of the corresponding ellipsoids become smoother, and the corresponding SMSE values decrease accordingly.
Discussions and conclusion
In our previous paper, we evaluated the generalized BPF and FBP algorithms for data collected along a nonstandard saddle curve (Yu et al 2005b) . In a chord-based local coordinate system, there were some 'streak' artefacts in the images reconstructed using the BPF while such artefacts are much less in the counterpart images reconstructed by the FBP (see figure 4 in Yu et al (2005b) ). The reason is that the discontinuity of the SLP can produce errors in terms of the so-called constant C when an inverse Hilbert transform is applied along a chord, which yield these low-frequency streak artefacts in the chord-based reconstructed image (Yu et al 2005b) . This 3D artefact-generating mechanism is similar to but not the same as that responsible for the streak artefacts in 2D filtered backprojection images. Here we reproduced the simulation of the BPF method described in Yu et al (2005b) for the SLP, and included the corresponding slice of the DSLP as shown in figure 7 . It can be observed that the 'streak' artefacts in the reconstructed slice of the DSLP are largely eliminated in the corresponding slice of the SLP. As far as the design of the DSLP is concerned, the following comments are in order. First, although we assumed that the ellipsoid be rotated around the x 3 -axis (equation (9)), all the results can be readily extended to the case of arbitrary rotation. Second, the differentiable phantoms can be simplified to the 2D case for evaluation of fan-beam reconstruction algorithms. Third, following the same steps, we can construct differentiable cylindrical phantoms, and more complex differentiable 3D phantoms in terms of differentiable ellipsoid and cylindrical phantoms. We acknowledge that in a realistic numerical simulation setting with both the x-ray source and the detector being of finite size, resultant cone-beam data become smoother. However, the Katsevich reconstruction theory, as the state of the art of the CT field, has been formulated assuming a point x-ray source and a continuous detector array. Therefore, the algorithms of this type should ideally be evaluated in their limiting cases, while the finite size issue can be separately addressed. Our modified phantom design specifically targets this requirement. As a result, when the involved data sampling intervals approach zero, the image quality is gradually improved, instead of being degraded in the case of the traditional discontinuous phantom. We also recognize that nearly all phantoms used for CT evaluation are piecewise constant. It is much more difficult to build physical phantoms with characteristics similar to what we have proposed here. Hence, this work is to a certain degree only for academic scenarios. However, our modified phantom does have the aforementioned desirable features, and can at least be utilized in numerical tests. Furthermore, with a rapid development of precision machining techniques, such as micro-and nano-scaled processing, there should be no problem to fabricate such a continuous phantom, and the possibility cannot be excluded that such a process may be made cost-effective as well.
In conclusion, we have proposed a differentiable Shepp-Logan phantom (DSLP) for development of exact cone-beam reconstruction algorithms. Furthermore, we have demonstrated the utility of the DSLP by reconstructing representative slices using the Katsevich algorithm and a generalized BPF algorithm. The experimental results have shown that it is not absolutely appropriate to test these exact cone-beam algorithms using the discontinuous classic SLP, because it can result in serious image artefacts, and our DSLP is very complementary to the SLP for that purpose.
Appendix A. Optimization of g (x)
Denoting g κ (x) = g(x/κ), we first rewrite g (x) as
For fixed m, n and κ, we can determine the optimal τ that satisfies: (a) g (x) is a monotonously decreasing function on (0, 1); (b) g (κ) is as large as possible. That is to say, we need find the maximum τ that satisfies g (x) < 0 on (0, κ). We know that
It can be simplified to the following:
3) can be discussed in the five cases: (I) κ 2m < τ < 1, (II) τ = κ 2m , (III) κ 2n < τ < κ 2m , (IV) τ = κ 2n and (V) 0 < τ < κ 2n .
(1) κ 2m < τ < 1: recall that 0 < κ < 1 and n > m, there must be 1 − is an infinitesimal decimal of the order O( √ ). That is, (B.3) is true, which completes the proof.
