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Abstract
This paper considers two-dimensional steady continuous stratified periodic wa-
ter waves. Firstly, we prove that each streamline must be symmetric about the
crest line when it is strictly monotonous between successive troughs and crests
by exploiting the maximum principle and analysis of surface profile. Then, stan-
dard Schauder estimates are exploited on the uniform oblique derivative prob-
lems to show that all streamlines are real analytic (including the free surface).
Based on above symmetry and regularity of streamlines, finally we provide an
analytic expansion method to recover the water waves from horizontal velocity
on the axis of symmetry and wave height. Most notably, all of results here are
suitable not only for small amplitude but also for large amplitude.
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1. Introduction
The density stratification of ocean dynamics is common due to the change of
water temperature and salinity at different depth. Moreover, a heterogeneous
density distribution can be roughly divided into two cases. One is called dis-
continuous stratification, that is to say, there is a thin transition layer called
pycnocline between two liquids or one liquid with different density. Thus, as
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Preprint submitted to Elsevier June 2, 2020
it passes through the pycnocline, the density experiences something close to
a jump discontinuity. The other is called continuous stratification, even ana-
lytic stratification(see [15]), meaning that the change of density is continuous.
Stratification of water waves, a very applied problem, has attracted a great
deal of scholarly interests, especially in the oceanography and geophysical fluid
dynamics communities.
The existence theories for two-dimensional stratified steady periodic gravity
waves with or without surface tension were investigated in [21, 22] or in [1].
[14] provided the existence and qualitative theory for stratified solitary water
waves. In [13], the author developed some important results about continuous
dependence on the density for stratified steady water waves. At the same time,
the symmetry of the monotonous stratified wave of small amplitude has been
dealt with in [3]. In fact, we note that the symmetric waves of large amplitude
are known to exist in [1]. Thus, it is reasonable to expect that the continuous
stratified waves with large amplitude are necessarily symmetric. Another kind
of important question, with more practical applications, is about the recov-
ery or determination of the surface waves from some given data. For example,
[16, 17, 18] are about the recovery of steady periodic wave profiles from pres-
sure measurements at the bed. [19] and [20] provided some new methods to
determine solitary water wave profiles from pressure transfer functions. [23] de-
rived a power series reconstruction formula from horizontal velocity on vertical
symmetry axis for Stokes waves. However, as far as we know, there is less re-
search for the determination of stratified steady water waves than steady water
waves. Recently, in [15], R.M. Chen and S. Walsh studied that the pressure
data uniquely determines the solitary stratified wave, both in the real analytic
and Sobolev regimes. In fact, the pressure measurements at the flat bed is not
easy or precise due to the complex condition in sea and defects of our measuring
tools. Thus, we may reasonably ask: Can we recover more information about
stratified steady waves from less given data?
Despite some significant investigations on stratified water waves have been
carried out in the last decade, other fundamental questions are still remaining
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to be resolved, just like mentioned above. Therefore, an important aim of this
paper is to prove that the strong symmetry result which exist for gravity water
waves in [5, 6] can be extended to the continuous stratified water waves. Our
results are suitable for not only small amplitude but also large amplitude, which
is a significant improvement to [3]. The other is on the recovery of wave profile,
the velocity field and the pressure distribution in continuous stratified periodic
water waves. The proof of our result is mainly based on the real analyticity of
each streamline, originating from [8, 9, 11, 12].
This paper is organized as follows. In Section 2 we will show the equiva-
lent formulations of the government equations for steady stratified water waves.
The fact that every monotonous streamline is necessarily symmetric without
the restriction of the elevation will be proved in Section 3. At last, the standard
Schauder estimates (following[9]) are applied to prove the analyticity of each
streamline, then, we provide an analytic expansion method to recover the strat-
ified wave from horizontal velocity on the axis of symmetry and wave height.
2. Equivalent formulations of stratified water waves
2.1. Governing equation in velocity formulation
Let us now briefly review the setup for 2-D steady continuous stratified
periodic water waves in [1]. Fix a Cartesian coordinate system such that the
X-axis points to be horizontal, and the Y -axis to be vertical. We assume that
the floor of the sea bed is flat and occurs at Y = −d, and Y = η(t,X) be
the free surface. We shall normalize η by choosing the axis so that the free
surface is oscillating around the line Y = 0. As usual we let u = u(t,X, Y ) and
v = v(t,X, Y ) denote the horizontal and vertical velocities respectively, and
let ρ = ρ(t,X, Y ) > 0 be the density and P = P (t,X, Y ) be the pressure, all
of which have the form (X − ct) due to considering steady travelling wave in
this paper where c represents the speed of wave. For convenience, we denote
x = X−ct, y = Y in following states and consider problem in Ω = {(x, y)|−π <
x < π,−d < y < η(x)} due to the periodicity.
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For water waves, it is appropriate to suppose that the flow is incompressible.
Mathematically, this assumption manifests itself as the requirement that the
vector field be divergence free for all time
uX + vY = 0. (2.1)
Taking the fluid to be inviscid, conservation of mass implies
ρt + (ρu)X + (ρv)Y = 0. (2.2)
However, the relation of time-space (X − ct) and (2.1)(2.2) demonstrate
(u − c)ρx + vρy = 0. (2.3)
Therefore, the governing equations in velocity field formulation are expressed
by the nonlinear free-boundary problem (see[1])

ux + vy = 0 for − d ≤ y ≤ η(x)
(u− c)ρx + vρy = 0 for − d ≤ y ≤ η(x)
ρ(u− c)ux + ρvuy = −Px for − d ≤ y ≤ η(x)
ρ(u− c)vx + ρvvy = −Py − gρ for − d ≤ y ≤ η(x)
v = 0 for y = −d
v = (u− c)ηx on y = η(x)
P = Patm on y = η(x)
(2.4)
where Patm is the constant atmosphere pressure, and g = 9.8m/s
2 is the (con-
stant) gravitational acceleration at the Earth’s surface. The solutions we con-
sider are periodic in the variable x, namely (u, v, P, η) are all 2π-periodic in x,
and the stagnation points are excluded from the flow. The latter property is
satisfied if we assume that u < c throughout the fluid.
Recall that we have chosen our axis so that η oscillates around the line y = 0.
In other words, We shall also denote∫ pi
−pi
η(x)dx = 0. (2.5)
At the same time, we let
ηmax := max
[−pi,pi]
η(x) + d, ηmin := min
[−pi,pi]
η(x) + d. (2.6)
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These are the maximum and minimum distances between the surface and the
bed respectively. In fact, we will see that ηmax = η(0)+d and ηmin = η(±π)+d,
where η(0) is defined as wave height later.
2.2. Governing equation in stream function formulation
Observe that, by conservation of mass and incompressibility, ρ is transported
and the vector field is divengence free. Therefore we may introduce a (relative)
pseudo-stream function ψ = ψ(x, y) satisfying
ψx = −√ρv, ψy = √ρ(u − c) < 0. (2.7)
That is to say, here we add a ρ factor to the typical definition of the stream
function for an incompressible fluid (see [7]).
It is a straightforward calculation to check that ψ is indeed a (relative)stream
function in the usual sense, i.e. its gradient is orthogonal to the vector field in
the moving frame at each point in the fluid domain. As usual, we shall refer to
the level sets of ψ as the streamlines of the flow. For definition we choose ψ ≡ 0
on the free boundary y = η(x), so that ψ ≡ −p0 > 0 on y = −d due to our
assumption u < c, where
p0 =
∫ η(x)
−d
√
ρ(x, y)[u(x, y)− c]dy, (2.8)
is called pseudo mass flux. Since ρ is transported, it must be constant on the
streamlines. We may therefore let streamline density function ρ ∈ C1,α([p0, 0];R+)
be given such that
ρ(x, y) = ρ(−ψ(x, y)). (2.9)
throughout the fluid. Moreover, the streamline density function ρ is nonincreas-
ing, meaning that ρ′ ≤ 0.
From Bernoulli’s law, we know that
E =
ρ
2
((u− c)2 + v2) + gyρ+ P (2.10)
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is a constant along each streamline. Then, under the assumption that u < c
throughout the fluid, there exists a function β ∈ C1,α([0, |p0|];R) such that
dE
dψ
= −β(ψ), (2.11)
where β is called the Bernoulli function corresponding to the flow (see [1]). Phys-
ically it describes the variation of specific energy as a function of the streamlines.
It is worth noting that when ρ is a constant, β reduces to the vorticity function.
Thus, (2.10) and (2.11) show that
dE
dψ
= ∆ψ − gyρ′(−ψ) = −β(ψ(x, y)). (2.12)
Moreover, evaluating Bernoulli’s theorem on the free surface ψ ≡ 0, we find
2E|η = 2Patm + |∇ψ|2 + 2gηρ(−ψ) on y = η(x). (2.13)
Summarizing the above considerations, we can reformulate the governing
equations as the free boundary problem:

∆ψ − gyρ′(−ψ) = −β(ψ) in − d < y < η(x)
|∇ψ|2 + 2gρ(−ψ)(y + d) = Q on y = η(x)
ψ = 0 on y = η(x)
ψ = −p0 on y = −d
(2.14)
where Q = 2(E|η − Patm + gρ|ηd).
2.3. Governing equation in height function formulation
Now we consider the alternative system (q, p), where
q = x, p = −ψ(x, y), (2.15)
originating from Dubreil-Jacotin’s transformation in [24], which transforms the
fluid domain
Ω = {(x, y) : x ∈ (−π, π), − d < y < η(x)}
into rectangular domain
D = {(q, p) : − π < q < π, p0 < p < 0},
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with
D = {(q, p) : − π ≤ q ≤ π, p0 ≤ p ≤ 0}.
Given this, we shall denote
T := {(q, p) ∈ D : p = 0}, B = {(q, p) ∈ D : p = p0}.
Note that, in light of (2.9) and (2.11), we have that
β = β(−p), ρ = ρ(p). (2.16)
Next we define
h(q, p) := y + d, (2.17)
which gives the height above the flat bottom. Some simple calculations imply
ψy = − 1
hp
, ψx =
hq
hp
, (2.18)
∂q = ∂x + hq∂y, ∂p = hp∂y. (2.19)
We have normalized η so that it has mean zero. Taking the mean of (2.17) along
T , We obtain
d =
∫ pi
−pi
h(q, 0)dq, (2.20)
which is the average value of h over T . We also have
hq =
v
u− c , hp =
1√
ρ(c− u) > 0, (2.21)
u = c− 1√
ρhp
, v = − hq√
ρhp
, (2.22)
Consequently, we can rewrite the governing equations as height function formu-
lation:

(
1 + h2q
)
hpp − 2hqhphqp + h2phqq + [β − g(h− d)ρ′]h3p = 0 in p0 < p < 0
1 + h2q + h
2
p(2gρh−Q) = 0 on p = 0
h = 0 on p = p0
(2.23)
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Now let us define the nonlinear differential operators
A(h)ϕ = (1 + h2q)ϕpp − 2hqhpϕqp + h2pϕqq . (2.24)
B(h)ϕ = hqϕq + (2gph−Q)hpϕp + gρh2pϕ. (2.25)
In fact, the operator A(h) is uniformly elliptic due to
∆ = (hqhp)
2 − (1 + h2q)h2p = −h2p ≤ −minDh2p < −m < 0,
and the operator B(h) is uniformly oblique due to
(2gρh−Q)hp = −
1 + h2q
hp
≤ − 1
maxDhp
≤ −M < 0.
The periodicity would ensure that the boundary conditions on the sides q = ±π
of D are 
 h(±π, 0) < h(q, 0) for − π < q < πh(±π, p) ≤ h(q, p) for − π < q < π, p0 ≤ p < 0 (2.26)
which express, respectively, that q = ±π is the single wave trough and that every
streamline attains a minimum below the trough. In addition, every streamline
is required to be monotone near the trough, i.e.
h(q1, p) ≤ h(q2, p) for − π < q1 < q2 < −π + ε, p0 ≤ p ≤ 0, (2.27)
where ε > 0 is small.
3. Symmetry of each streamline in stratified water waves
In this section, we are going to prove the following Theorem 3.1 whose proof
is based on elliptic maximum principles and the moving plane method, cf.[2, 4].
The moving plane method mainly consists in its setup and moving the line until
an extremal position is reached. In fact, (2.27) can ensure the setup of moving
plane method for our problem. Then, using sharp elliptic maximum principles,
(cf. Lemma 3.1 and Lemma 3.2), we show that the limiting line is the crest line
x = 0 and that each streamline is symmetric with respect to it.
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Theorem 3.1. Let h ∈ C2,α(D) be the solution to (2.23) when the streamline
density function ρ ∈ C1,α([p0, 0];R+) and Bernoulli function β ∈ C0,α([0, |p0|];R)
are given. Assume each streamline is monotone between successive crest line and
through line with period 2π, then it is symmetric about the crest line x = 0.
Remark 3.1. The existence of solution h to (2.23) is strictly proved in [1].
Before starting our proof, we firstly introduce some useful Lemmas about
regional maximal principle.
Lemma 3.1. (see Theorem 2.13, Theorem 2.15 and Remark 2.16 in [2])
Let D ⊂ R2 be an open rectangle and ω ∈ C2(D) satisfy Lω ≤ 0 for some
uniformly elliptic operator L = aij∂ij + bi∂i + c with measurable and bounded
coefficients in D, moreover, such that infD ω = 0. Then the followings hold
(without condition c ≤ 0 in D)
(1) The weak maximum principle: ω attains its minimum on ∂D.
(2) The strong maximum principle: If ω attains its minimum in D, then ω is
constant in D.
(3) Hopf’s maximum principle: Let Q be a point on ∂D, different from the
corners of the rectangle D. If ω(Q) < ω(X) for all X in D, then ∂νω(Q) 6= 0.
Lemma 3.2. (Serrin’s Edge-point lemma, see Lemma 2 in [4]) Let
D := {(x, z) ∈ R2 : a < x < b,m < z < ξ(x)},
where a < b, ξ ∈ C2([a, b]), ξ > m, and ξ′(a) = 0 (or ξ′(b) = 0). Let further
ω ∈ C2(D) satisfies Lω ≤ 0 in D for some uniformly elliptic operator L =
aij∂ij + bi∂i with measurable and L
∞ coefficients in D. If the edge point Q =
(a, ξ(a)) (or Q = (b, ξ(b)) satisfies ω(Q) = 0 and ω ≥ 0 in D, then either
∂ω
∂s
> 0 or
∂2ω
∂2s
> 0 at Q,
where s ∈ R2 is any direction at Q that enters D non-tangentially.
Remark 3.2. Suppose for now that ω has a determined sign in some region
D′ ⊂ D whose boundary includes the corner point Q and which is blunt in the
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sense that the Serrin edge lemma holds here for L = aij∂ij + bi∂i + c with L
∞
coefficients (see Definition E3 of [2]).
Lemma 3.3. (see Proposition 1.1 in [26]) Suppose that
(1)D is bounded, ω ∈ C2(D);
(2)Lω = (aij∂ij + bi∂i + c)ω ≥ 0 (≤ 0) where L is uniformly elliptic operator
with measurable and L∞ coefficients;
(3)u |∂Ω≤ 0 (≥ 0);
Then u ≤ 0 (≥ 0) on D, whenever |D| < δ, where the positive number δ is
independent of u and D (but depend on diam D and ‖c‖L∞).
Now we turn to the proof of our symmetry result.
Proof. Find that h, h˜ are solutions to (2.23) and define
L := A(h) +B1(h, h˜)∂q +B2(h, h˜)∂p + C, (3.1)
where the operator A(h) is defined by (2.24) and other operators are given by

B1(h, h˜) = h˜pp(hq + h˜q)− 2hph˜qp,
B2(h, h˜) = h˜qq(hp + h˜p)− 2h˜qh˜qp + [β − gρ′(h˜− d)](h2p + hph˜p + h˜2p),
C = −gρ′h3p.
(3.2)
Thus, L is uniformly elliptic operator of second order. Let ν = h˜− h, then it’s
not difficult for us to verify that ν satisfies following equations due to (2.23)

Lν = 0 in p0 < p < 0,
(hq + h˜q)νq + (hp + h˜p)(2ρgh˜−Q)νp + 2h2pρgν = 0 on p = 0,
ν = 0 on p = p0.
(3.3)
For a reflection parameter λ ∈ (−π, 0), the reflection of q about λ is given by
qλ = 2λ− q, let us define
Dλ = {(q, p) ∈ D : −π < q < λ, p0 < p < 0}.
At (q, p) ∈ Dλ, the associated reflection function is
ω(q, p;λ) = h(2λ− q, p)− h(q, p),
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which satisfies Lω = 0. At the same time, the reflection function ω(·, ·;λ) also
satisfies the boundary condition

ω(λ, p;λ) = 0 for p ∈ [p0, 0],
ω(q, p0;λ) = 0 for q ∈ [−π, λ],
ω(−π, p;λ) = 0 for p ∈ [p0, 0].
(3.4)
The first property is immediate from the definition of ω(q, p;λ), the second
follows from the boundary condition h = 0 on p = p0 and the third follows from
(2.26). ω(q, 0;λ) ≥ 0 for −π < q < −π + ǫ where ǫ > 0 is as in (2.27). Hence,
for 0 < λ+ π < ǫ with ǫ > 0 small, ω ≥ 0 on Dλ. Let
λ0 = sup{λ ∈ (−π, 0] : ω(q, p;λ) ≥ 0 in Dλ}.
One of the following two cases can occur:
Case 1: λ0 = 0;
Case 2: λ0 ∈ (−π, 0).
Step 1: As λ0 = 0, according to the definition of λ0 and (3.4), the reflection
function yield the following boundary conditions

ω(−π, p; 0) ≥ 0 for p ∈ [p0, 0],
ω(0, p; 0) = 0 for p ∈ [p0, 0],
ω(q, 0; 0) ≥ 0 for q ∈ [−π, 0],
ω(q, p0; 0) = 0 for q ∈ [−π, 0]
(3.5)
Consider the rectangle D0
.
= (−π, 0) × (p0, 0). Since infD0ω = 0 due to the
definition of λ0, the strong maximum principle in Lemma 3.1 implies
ω(q, p; 0) > 0 in D0 or ω(q, p; 0) ≡ 0 in D0. (3.6)
If ω vanishes throughout D0, we have symmetry.
Next, what we need to do is preclude the case {ω(q, p; 0) > 0 in D0}. Thus,
we assume ω(q, p; 0) > 0. At the the trough (−π, 0), we have
ω(−π, 0; 0) = ωp(−π, 0; 0) = ωpp(−π, 0; 0) = ωq(−π, 0; 0) = ωqq(−π, 0; 0) = 0
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due to the evenness of h, and the periodicity of h implies
ω(−π, 0; 0) = ωq(−π, 0; 0) = ωqq(−π, 0; 0) = 0.
While differentiating the second equation of (2.23) with respect to q, we have
2hqhqq + 2hphqp(2ρgh−Q) + 2gρh2phq = 0,
which forces hqp(−π, 0) = 0, since hp > 0 and 2ρgh−Q < 0. According to the
same boundary condition, a similar argument holds for the reflection h(−q, p),
whence ωqp(−π, 0) = 0. Since ω has a determined sign in region D0 whose
boundary includes the corner point (−π, 0) and which is blunt in the sense that
the Serrin edge lemma (Remark 3.2) holds there. This is a contradiction, which
means that the wave is symmetric about the crest located at q = 0.
Step 2: As λ0 ∈ (−π, 0), (3.4) and the definition of λ0 imply

ω(−π, p;λ0) ≥ 0 for p ∈ [p0, 0],
ω(λ0, p;λ0) = 0 for p ∈ [p0, 0],
ω(q, 0;λ0) ≥ 0 for q ∈ [−π, λ0],
ω(q0, p0;λ0) = 0 for q ∈ [−π, λ0].
(3.7)
If we redefine Dλ0 = (−π, λ0)× (p0, 0), ω(q, p;λ0) ≥ 0 on the boundary of Dλ0 .
It follows from the strong maximum principle in Lemma 3.1 (the predetermined
sign of ω) that
ω(q, p;λ0) > 0 in D
λ0 or ω(q, p;λ0) ≡ 0 in Dλ0 . (3.8)
Let us firstly assume that
ω(q, p;λ0) > 0 in D
λ0 , (3.9)
which will be precluded according to Narrow region Lemma 3.3. Let δ0 =
min{−λ0, δ} (δ is determined below), and the function ω(q, p;λ0+ δ0), denoting
as ωλ0+δ0 , on the narrow region Dδ0 = D
λ0+δ0/Dλ0−δ0 will be studied. It’s
easy to obtain ω(q, p;λ0 + δ0) satisfing Lω
λ0+δ0 = 0 and following boundary
12
conditions

ω(λ0 + δ0, p;λ0 + δ0) = 0 for p ∈ [p0, 0],
ω(λ0 − δ, p;λ0 + δ0) ≥ 0 for p ∈ [p0, 0],
ω(q, p0;λ0 + δ0) = 0 for q ∈ [−π, λ0 + δ0].
(3.10)
The first property is immediate from the definition of ω, the second follows
from (3.9) and the definition of λ0, the last one follows from the boundary
condition h = 0 on p = p0. Then we will show ω(q, 0;λ0 + δ0) ≥ 0 as q ∈
[λ0−δ0, λ0+δ0]. Consider the top boundary condition, the function ωλ0(q, 0) > 0
for q ∈ (−π, λ0); Otherwise exist q0 ∈ (−π, λ0) such that ωλ0(q0, 0) = 0, and
ωλ0q (q0, 0) = 0. The boundary condition 1 + h
2
q + h
2
p(2ρgh − Q) = 0 where ρ
is constant along the streamline, forces hp(q0, 0) = hp(2λ0 − q0, 0), which is
in contradiction with the Hopf lemma in Lemma 3.1. Since ωλ0(q, 0) > 0 for
q ∈ (−π, λ0) and ωλ0(λ0, 0) = 0, we have
∂qω
λ0(λ0, 0) < 0. (3.11)
Since ∂qω
λ(q, 0) as a continuous function of q and λ, statement (3.11) implies
that for some enough small δ,
∂qω
λ(q, 0) < 0
provided |λ− λ0| < δ and |q − λ0| < δ. Thus ωλ(λ, 0) = 0 and ωλ(q, 0) > 0 for
any λ, q such that λ0 − δ ≤ q < λ ≤ λ0 + δ, we can get ωλ0+δ0(q, 0) ≥ 0 for
q ∈ [λ0 − δ, λ0 + δ]. Now we apply the narrow region Lemma 3.3 to derive that
ω(q, p;λ0 + δ0) ≥ 0 for (q, p) ∈ Dδ and ω(q, p;λ0) ≥ 0 for (q, p) ∈ Dλ0+δ0 . This
is in contradiction with the definition of λ0.
Thus, we have
ω(q, p;λ0) ≡ 0 in Dλ0 . (3.12)
Note that as long as 2λ0+π lies to the left of the wave crest, ω(q, p;λ0) ≥ 0 will
hold for −π ≤ q ≤ λ0 by the monotonicity of the streamline between trough and
crest. Therefore, 2λ0+π lies to the right of wave crest or at least in line with the
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wave crest, Case 2 implies that h(q, p) is nonincreasing for q ∈ (2λ0+π, π), then
h(q, p) ≡ h(π, p) whenever 2λ0 + π ≤ q ≤ π, Since ω(2λ0 + π, p;λ0) = 0 yields
h(2λ0 + π, p) = h(−π, p) = h(π, p) and the map q 7→ h(q, p) is nonincreasing on
that interval as we established that 2λ0 + π lies to the right of the wave crest.
We have h(q, p) = h(2λ0 − q, p) for all q ∈ [−π, λ0] so that q = λ0 must be the
location of the wave crest.
4. Recovery of the wave from horizontal velocity on axis of symmetry
and wave height
The recovery theorem mainly depends on to a large extent on the fact that
the streamlines are symmetry about crest lines which has been considered in
Section 3. At the same time, the regularity of streamlines which will be consid-
ered in Lemma 4.2 is also significant for following proof of our result.
Theorem 4.1. Consider a two-dimensional steady continuous stratified periodic
water wave with known analytic stratified density ρ(−ψ) and Benoulli’s function
β(ψ), moreover, assume that the horizontal velocity on the axis of symmetry,
i.e. u(0, y), and wave height η(0) are given. Then, we can recover the wave
profile, the velocity field and the pressure within the fluid.
Remark 4.1. The equations (2.4) with solutions (u, v, P, η) are equivalent to
the equations (2.14) with solutions (η, ψ). (see [1])
Before proving this theorem, we firstly take the analyticity of steady con-
tinuous stratified periodic water wave’s streamlines into consideration. Some
technique of estimates and standard Schauder estimates will be used to prove
regularity of each streamline (including free surface).
Lemma 4.1. (see Lemma 3.2 in [9]) Let l = 1 or 2 be given, and let ‖ · ‖ stand
for some Ho¨lder norm ‖ · ‖0,α or ‖ · ‖1,α. Suppose that k0 is an integer with
k0 ≥ l + 1, and ∂kq uj ∈ C0,α(D) for all k ≤ k0, j = 1, 2, 3. If there exists a
constant H ≥ 1 such that
∀l + 1 ≤ k ≤ k0, ‖∂kq uj‖ ≤ Hk−l(k − l − 1)!, j = 1, 2, 3,
14
then we can find a constant C∗ depending only on l such that
∀l + 1 ≤ k ≤ k0, ‖∂kq (u1u2u3)‖ ≤ C∗(
3∑
j=1
‖uj‖l+1,α + 1)6Hk−l(k − l− 1)!.
Lemma 4.2. Let the functions ρ ∈ C1,α([p0, 0];R+), β ∈ C0,α([0, |p0|];R) be
given with ρ′(p) 6 0, p0 < 0; and let h ∈ C2,αper (D) with hp > 0 be the solutions
to (2.23). Then, the mapping q 7→ h(q, p), with any fixed p ∈ [p0, 0], is analytic
in R.
Proof. Step 1: We show that ∂nq h ∈ C2,αper (D) for any n ∈ N .
Indeed, we take the derivative with respect to q on both sides of (2.23), then

A(h)hq = f1 + f2 in p0 < p < 0,
B(h)hq = 0 on p = 0,
hq = 0 on p = p0.
(4.1)
where operators A(h) and B(h) are, given by (2.24)(2.25), uniformly elliptic
and uniformly oblique, with f1 and f2 given by
 f1 = −(∂qh
2
q)hpp + 2(∂q(hphq))hqp − (∂qh2p)hqq,
f2 = −(β + gdρ′)(∂qh3p) + gρ′∂q(hh3p).
(4.2)
Since h ∈ C2,αper (D), the the coefficients of the operator A(h) and B(h) are in
C1,αper (D). Similarly, ρ ∈ C1,α([p0, 0];R+) and β ∈ C0,α([0, |p0|];R) will lead that
the right-hand side f1 and f2 are in C
0,α
per (D) due to the properties of Ho¨lder
space. Therefore, we can use the standard Schauder estimate (see Theorem 6.30
in [10]) to obtain hq ∈ C2,αper (D) with
‖ hq ‖C2,α≤ C(‖ hq ‖C0 + ‖ f1 ‖C0,α + ‖ f2 ‖C0,α)
and C = C(α, ‖ h ‖C2,α).
Then we repeat this process by taking the derivative with respect to q up
to 2 order, 3 order until n order gradually on both sides of (2.23). The Leibniz
formula is used to show

A(h)[∂nq h] = F1 + F2 in p0 < p < 0,
B(h)[∂nq h] = Φ1 +Φ2 on p = 0,
∂nq h = 0 on p = p0.
(4.3)
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where operators A(h) and B(h) are, given by (2.24)(2.25), uniformly elliptic
and uniformly oblique, with F1, F2, Φ1 and Φ2 given by

F1 =
∑n
k=1 C
k
n[−(∂kq h2q)(∂n−kq hpp) + 2(∂kq (hphq))(∂n−kq hqp)− (∂kq h2p)(∂n−kq hqq)],
F2 = −(β + gdρ′)(∂nq h3p) + gρ′
∑n
k=0 C
k
n(∂
k
q h)(∂
n−k
q h
3
p),
Φ1 = − 12
∑n−1
k=1 C
k
n(∂
k
q hq)(∂
n−k
q hq)− 12 (2gρh−Q)
∑n−1
k=1 C
k
n(∂
k
q hp)(∂
n−k
q hp),
Φ2 = −gρ
∑n−1
k=1 C
k
n(∂
k
q h)(∂
n−k
q h
2
p).
(4.4)
where Ckn =
n!
k!(n−k)! . Thus we can use the Schauder estimate based on standard
interaction to get ∂nq h ∈ C2,αper (D) with
‖ ∂nq h ‖C2,α≤ C(‖ ∂nq h ‖C0 +
2∑
i=1
‖ Fi ‖C0,α +
2∑
i=1
‖ Φi ‖C1,α)
Step 2: We show ‖ ∂nq h ‖C2,α≤ Cnn!, where C > 0 is independent on n.
Indeed, the estimates (Lemma 3.5-3.8) in [9] show that there is a constant
C(α, ‖h‖C4,α , ‖β‖C0,α , ‖ρ‖C1,α) such that
‖ ∂nq h ‖C2,α≤ Cnn! (4.5)
provided that the new term gρ′
∑n
k=0 C
k
n(∂
k
q h)(∂
n−k
q h
3
p) in F2 satisfies
‖ gρ′
n∑
k=0
Ckn(∂
k
q h)(∂
n−k
q h
3
p) ‖C0,α≤ Cn1 n! (4.6)
where C1, independent on n, is a constant. Because of ρ ∈ C1,α([p0, 0];R+),
β ∈ C0,α([0, |p0|];R), and
‖
n∑
k=0
Ckn(∂
k
q h)(∂
n−k
q h
3
p) ‖C0,α≤
n∑
k=0
Ckn ‖ ∂kq h ‖C0,α‖ ∂n−kq h3p ‖C0,α ,
then we can apply the skillful Lemma 4.1, with l = 2, k0 = n,H = C1, u1 =
u2 = u3 = hp, to get the result.
Step 3: The mapping q 7→ h(q, p) is analytic in R.
From Step 2, we have
max(q,p)∈D|∂nq h(q, p)| ≤‖ ∂nq h ‖C2,α≤ Cnn! (4.7)
That is to say, for any p ∈ [p0, 0],
maxq∈R|∂nq h(q, p)| ≤ Cnn!, for n ∈ N (4.8)
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due to periodicity. Thus we can write the h(q, p) the form of Taylor series at
some point (q0, p) ∈ D, and the remainder term is
∂n+1q h(q0, p)
(n+ 1)!
(q − q0)n+1. (4.9)
According to (4.6), then
|∂
n+1
q h(q0, p)
(n+ 1)!
(q − q0)n+1| ≤ |q − q01
C
|n+1 → 0, n→∞ (4.10)
when q0 − 1C < q < q0 + 1C . Now we finish the proof.
Proposition 4.1. If the mapping q 7→ h(q, p) is analytic in R, then each stream-
line y = y(x) is a real-analytic curve. Moreover, the mapping x 7→ ψ(x, y) is
analytic in R.
Proof. The first statement is easy to be proved. Indeed, each streamline ψ(x, y) =
p, with fixed p ∈ [p0, 0], can be described by the graph of some function y = y(x)
(y = η(x) if p = 0) due to (2.7). The analyticity of x 7→ y(x) follows at once from
the analyticity of q 7→ h(q, p) in Lemma 4.2 because of the partial hodograph
change of variables (2.15). At the same time, the explicit analytic function
y = y(x) is determined by the implicit function ψ(x, y) = p where p is a fixed
constant. Therefore, the analyticity of x 7→ ψ(x, y) can be obtained due to the
analyticity of y(x). (see [25])
Now we turn to the proof of our recovery Theorem 4.1.
Proof. Proposition 4.1 implies for each point (x0, y) ∈ D that
|ψ(x, y)−
n∑
k=0
∂kqψ(x0, y)
k!
(x − x0)k| ≤ ε, n→∞ (4.11)
if |x− x0| < δ. Because analyticity is local property, the radius of convergence
of above Taylor series is independent of the point (x0, y). So we can extend the
function ψ to the whole area D. Without loss of generality, here we just need
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to determine ψ(x, y) in {(x, y)| − δ ≤ x ≤ δ,−d ≤ y ≤ η(x)}, where δ is enough
small. According to the symmetry and evenness of ψ about x, we know that
∂2n+1x ψ(0, y) = 0, for n ∈ N, y ∈ [−d, η(x)]. (4.12)
Therefore, the Taylor series of ψ(x, y), at x = 0, is
ψ(x, y) = a2n(y)x
2n, for |x| < δ, y ∈ [−d, η(x)]. (4.13)
where a2n(y) =
∑+∞
n=0
∂2n
x
ψ(0,y)
(2n)! .
Then we can determine all coefficients a2n(y) according to our assumptions
in theorem. Indeed, (2.8) and (2.4) imply
dp0
dx
= ηx(
√
ρ(x, η(x))[u(x, η(x)) − c]) +
∫ η(x)
−d
∂x(
√
ρ(x, y)[u(x, y)− c])dy
=
√
ρ(x, η(x))v(x, η(x)) −
∫ η(x)
−d
∂y(
√
ρ(x, y)v)dy = 0, (4.14)
that is to say, p0 has nothing to do with x. Therefore, choosing x = 0,
p0 =
∫ η(0)
−d
√
ρ(0, y)[u(0, y)− c]dy, (4.15)
is determined by our assumptions. The definition of pseudo-stream function
ψ(x, y) implies
ψ(x, y) = −p0 +
∫ y
−d
√
ρ(x, s)[u(x, s)− c]ds (4.16)
Thus,
a0(y) = ψ(0, y) = −p0 +
∫ y
−d
√
ρ(0, s)[u(0, s)− c]ds (4.17)
is determined.
Taking the Taylor expansions (4.13) of ψ into the first equation of (2.14),
we have
∞∑
n=1
(2n)(2n− 1)∂
2n
x ψ(0, y)
(2n)!
x2n−2 +
∞∑
n=0
∂2y∂
2n
x ψ(0, y)
(2n)!
x2n = gyρ′ − β. (4.18)
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Moreover, the given functions ρ(−ψ) and β(ψ) are analytic, so it’s not difficult
to write ρ′ and β in following form
ρ′ =
∞∑
n=0
b2n(y)x
2n, (4.19)
β =
∞∑
n=0
c2n(y)x
2n, (4.20)
due to (4.13) in {(x, y)| − δ ≤ x ≤ δ,−d ≤ y ≤ η(x)}. Therefore, (4.18) (4.19)
and (4.20) imply

2a2(y) + a
′′
0(y) = gyb0(y) + c0(y),
12a4(y) + a
′′
2(y) = gyb2(y) + c2(y),
...
(2n)(2n− 1)a2n(y) + a′′2n−2(y) = gyb2n−2(y) + c2n−2(y).
(4.21)
From the first equation in (4.21), a2(y) will be determined. Then, a4(y) will be
confirmed according to the second equation in (4.21). All the coefficients a2n(y)
would be obtained by repeating above process, that is to say, the pseudo-stream
function ψ = ψ(x, y) is determined. By the way, this iteration process can be
easily achieved by computer simulation, thus our thinking would be useful in
numerical calculation.
Finally, to finish our proof, it’s necessary for us to determine surface profile
η(x). From the second equation of (2.14), we know that
η(x) =
Q− |∇ψ|2
2gρ|η − d, (4.22)
where
Q = 2(E|η − Patm + gρ|ηd) = 2((u(0, η(0))− c)
2
2
+ gρ|ηη(0) + gρ|ηd). (4.23)
From (4.22) and (4.23), we have
η(x) =
(u(0, η(0))− c)2 − |∇ψ|2
2gρ|η + η(0), (4.24)
Thus, the free surface η(x) is determined by our assumptions and (4.24). Up to
now, we finish our proof.
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