) the problem is to decide whether |µ 1 − µ 2 | ≤ ε for a given ε. Two decision rules are given: maximin and bayesian for σ 2 known and unknown.
The maximin procedure t k is a solution of the equation 
R(θ, t).
The bayesian procedure t k is a solution of the equation
where g a (θ) denotes an a priori density of θ.
Decision rules Lemma 1. If g(t, −θ) = g(−t, θ) and for every fixed t > 0 the mapping θ → P θ {|T | ≤ t} is a decreasing function for θ > 0, then the maximin rule t k is a solution of
where F θ denotes the cdf of the statistic T .
The properties of the mapping θ → P θ {|T | ≤ t} imply that for a given t we have
which is seen from the following form of the probability R(θ, t):
Because for t ≥ 0 the function t → P ε {|T | ≤ t} increases, the following equation for t k is obtained:
The assertion follows by putting
Note that the maximin rule t k always exists and min θ R(θ, t k ) = 1/2.
Lemma 2. If the density function g(t, θ) satisfies the following conditions:
(i) ∀θ, t, g(t, −θ) = g(−t, θ), (ii) the mapping θ → P θ {|T | ≤ t} is a decreasing function for θ > 0, (iii) the mapping t → g(t,
θ) is a continuous function for any fixed θ, then the bayesian rule is such that
t k = 0 or t k = ∞ or t k is a solution of the equation R (I ε (θ) − 1/2)g(t k , θ)g a (θ) dθ = 0 or equivalently G(ε, t k ) + G(ε, −t k ) = 3/2,
where G(θ, t) is the a posteriori cdf of θ.
Proof. The bayesian risk of rule t equals
we have H(−t) = H(t). Hence d dt G(t) = H(t) + H(−t) = 2H(t).
To end the proof note that if t k ∈ {0, ∞} then a necessary condition for a maximum at t = t k is H(t k ) = 0.
Illustration
We are going to find a procedure for taking one of the following decisions:
for given ε > 0. For samples X 11 , . . . , X 1n 1 and X 21 , . . . , X 2n 2 let
The distribution of T is N (µ, 1). Let ϕ(·) denote the density function and Φ(·) the cdf of the N (0, 1) distribution.
Maximin rule. It is easy to see that ϕ and Φ satisfy the assumptions of Lemma 1. Hence, the maximin rule t k is a solution of
Examples of the t k values for different ε's are given in Table I . Bayesian rule.
The df ϕ as well as the df of the a priori distribution (N (0, τ 2 )) satisfy the assumptions of Lemma 2. Hence the bayesian rule t k is a solution of
where a = 1/τ 2 + 1. Note that the solution exists if 2Φ(
Examples of the t k values for different ε's are given in Table II . where
Examples of the t k values for different ε's are listed in Table IV . 
