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1 Introduction
Because of the isomorphism
(X × A)→ X ∼= X → (A→ X)
the transition structure of a deterministic automaton with state set X and
with inputs from an alphabet A can be viewed both as an algebra [Eil74] and
as a coalgebra [Rut98,Rut00]. As a consequence, both the algebraic notion of
variety and the coalgebraic notion of covariety apply. In this paper, we present
a preliminary version of what is to become a systematic study of varieties and
covarieties of automata and of formal languages.
We will define a variety of automata (viewed as algebras) in the usual way,
as a class defined by equations [Eil76]. A covariety of automata (viewed as
coalgebras) will be a class defined by coequations [Rut00]. Varieties and co-
varieties of automata will then be used to define varieties and covarieties of
languages. Our notion of a variety of languages is different from the classical
definition by Eilenberg [Eil76,Pin97], and we will make some initial observa-
tions on how the two notions are related.
The setting of our investigations will be the following picture:
1

x

2
A∗ rx //X
c
00
oc
// 2A
∗
OO (1)
(This diagram will be explained in more detail in Section 3.) In the middle,
we have the state set X of a given automaton. On the left, A∗ is the set of
all words over A, and on the right, 2A
∗
is the set of all languages over A. For
every choice of a point (initial state) x ∈ X, the function rx sends any word w
to the state xw reached from x on input w. And for every choice of a colouring
(set of final states) c : X → 2, the function oc sends any state to the language
it accepts.
Both the pointed automata A∗ (with the empty word as point) and X with
point x, are algebras. And both the coloured automata 2A
∗
(with colouring as
explained later) and X with colouring c, are coalgebras. The unique existence
of the function (in fact, a homomorphism of algebras) rx is induced by the
initiality of A∗. And the unique existence of the function (a homomorphism
of coalgebras) oc is induced by the finality of 2
A∗ .
(Sets of) equations will live in the left – algebraic – part of our diagram; in
short, they correspond to quotients of A∗. And (sets of) coequations live in the
right – coalgebraic – part of our diagram; they will correspond to subautomata
of 2A
∗
. As a consequence, diagram (1) allows us to define both varieties and
covarieties, and to study their properties from a common perspective.
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The algebra-coalgebra duality of diagram (1) is a modern rendering of
the duality between reachability and observability of automata [AZ69,AM75],
which ultimately goes back to Kalman’s duality between controllability and
observability in system theory [Kal59,KFA69]. (See also [BHK01,Cir02] for
further categorical generalisations.)
Recently [BBRS12,BBH+13], this algebra-coalgebra duality of automata
was used to give a new proof and various generalisations of Brzozowski’s min-
imization algorithm [Brz64]. The present work goes in a different direction,
focusing on (co)equations and (co)varieties. Notably, we will further refine
diagram (1) as follows:
1
 
x
$$
2
A∗ r //
rx
77free(X,α) //X //
c
//
oc
66cofree(X,α)
//
o // 2A
∗
OO
(For details, see Section 5.) The new diagram includes, for every automaton
X with transition function α : X → XA, the (pointed) automaton free(X,α),
which represents the largest set of equations satisfied by (X,α). And, dually,
we will construct a (coloured) automaton cofree(X,α), which represents the
smallest set of coequations satisfied by (X,α).
We already mentioned above that our definition of a variety of languages
is different from Eilenberg’s, which is derived from the (classical, algebraic)
notion of variety of monoids. A first step towards an understanding of the
relation between the classical and the present notion of variety consists of
the – elementary but to us somewhat surprising – observation that free(X,α)
is isomorphic to the so-called transition monoid of X (which is called the
syntactic monoid in case X is minimal) [Pin97]. This observation furthermore
implies that the coloured automaton cofree(X,α) can be viewed as a dual
version of the transition monoid.
Much remains to be further understood. We already mentioned the con-
nection with Eilenberg’s variety theorem. Furthermore, we would also like
to relate the present algebra-coalgebra perspective to recent developments
on varieties of languages, notably [GGP08] and [BBPSE12,BBPSE13]. Fi-
nally, it should be possible to generalise the present setting, along the lines of
[BBRS12,BBH+13], from deterministic automata to other structures such as
Mealy machines, weighted automata etc.
2 Preliminaries
Let A be a finite alphabet, in all our examples fixed to {a, b}. We write A∗
for the set of all finite sequences (words) over A. We denote the empty word
3
Rutten, Ballester-Bolinches, Cosme-Llo´pez
by ε and the concatenation of two words v and w by vw.
For sets X and Z we define XZ = {g | g : Z → X}. For sets X, Y, Z and
functions f : X → Y we define fZ : XZ → Y Z by fZ(g) = f ◦ g.
We define the image and the kernel of a function f : X → Y by
im(f) = {y ∈ Y | ∃x ∈ X, f(x) = y }
ker(f) = {(x1, x2) ∈ X ×X | f(x1) = f(x2) }
A language L over A is a subset L ⊆ A∗ and we denote the set of all
languages over A by
2A
∗
= {L | L ⊆ A∗ }
(ignoring here and sometimes below the difference between subsets and charac-
teristic functions). For a language L ⊆ A∗ and a ∈ A we define the a-derivative
of L by
La = {v ∈ A∗ | av ∈ L}
and we define, more generally,
Lw = {v ∈ A∗ | wv ∈ L}
We define the initial value L(0) of L by
L(0) =
 1 if ε ∈ L0 if ε 6∈ L
For a functor F : Set → Set, an F -algebra is a pair (S, α) consisting of
a set S and a function α : F (S) → S. An F -coalgebra is a pair (S, α) with
α : S → F (S).
We will be using the following functors:
F (S) = SA
G(S) = S × A
(2× F )(S) = 2× SA
(1 +G)(S) = 1 + (S × A)
Automata
An automaton is a pair (X,α) consisting of a (possibly infinite) set X of states
and a transition function
α : X → XA
In pictures, we use the following notation:
x a // y ⇔ α(x)(a) = y
4
Rutten, Ballester-Bolinches, Cosme-Llo´pez
We will also write xa = α(x)(a) and, more generally,
xε = x xwa = α(xw)(a)
We observe that automata are F -coalgebras. Because there is, for any A and
X, an isomorphism
(˜ ) : (X → XA)→ ((X × A)→ X) α˜(x, a) = α(x)(a)
automata are also G-algebras [MA86].
An automaton can be decorated by means of a colouring function
c : X → 2
using a basic set of colours 2 = {0, 1}. We call a state x accepting (or final) if
c(x) = 1, and non-accepting if c(x) = 0. We call a triple (X, c, α) a coloured
automaton. In pictures, we use a double circle to indicate that a state is
accepting. For instance, in the following automaton
x
a
&&
b 88 y
b
ff aff
the state x is accepting and the state y is not.
By pairing the functions c and α, we see that coloured automata are (2×F )-
coalgebras:
〈c, α〉 : X → 2×XA
An automaton can also have an initial state x ∈ X, here represented by a
function
x : 1→ X
where 1 = {0}. We call a triple (X, x, α) a pointed automaton. By pairing
the functions x and α˜, we see that pointed automata are (1 +G)-algebras:
[x, α˜] : (1 + (X × A))→ X
We call a 4-tuple (X, x, c, α) a pointed and coloured automaton. We could
depict it by either of the two following diagrams
1 x

2
X
c
00
α

XA
1 x

2
X
c
//
X × A
α˜
OO
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We will be using the diagram on the left, which is just a matter of personal
preference.
We observe further that pointed and coloured automata are simply called
automata in most of the literature on automata theory. A pointed and
coloured automaton (X, x, c, α) is neither an algebra nor a coalgebra – because
of c and x, respectively – which can be a cause of fascination and confusion
alike.
Homomorphisms, subautomata, bisimulations
A function h : X → Y is a homomorphism between automata (X,α) and
(Y, β) if it makes the following diagram commute:
X
α

h
//Y
β

XA
hA
//Y A
A homomorphism of pointed automata (X, x, α) and (Y, y, β) and of coloured
automata (X, c, α) and (Y, d, β) moreover respects initial values and colours,
respectively:
1
x

y

X
h
//Y
2
X
h
//
c
00
Y
d
OO
If in the diagrams above X ⊆ Y , and (i) h is subset inclusion
h : X ⊆ Y
(and, moreover (ii) x = y or (iii) c = d), then we call X a (i) subautomaton of
Y (respectively (ii) pointed and (iii) coloured subautomaton).
For an automaton (X,α) and x ∈ X, the subautomaton generated by x,
denoted by
〈x〉 ⊆ X
consists of the smallest subset of X that contains x and is closed under tran-
sitions.
We call a relation R ⊆ X×Y a bisimulation of automata if for all (x, y) ∈
X × Y ,
(x, y) ∈ R ⇒ ∀a ∈ A, (xa, ya) ∈ R
(where xa = σ(x)(a) and ya = τ(y)(a)). For pointed automata (X, x, α) and
(Y, y, β), R is a pointed bisimulation if, moreover, (x, y) ∈ R. And for coloured
automata (X, x, α) and (Y, y, β), R is a coloured bisimulation if, moreover, for
all (x, y) ∈ X × Y ,
(x, y) ∈ R ⇒ c(x) = d(y)
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A bisimulation E ⊆ X × X is called a bisimulation on X. If E is an
equivalence relation then we call it a bisimulation equivalence. The quotient
map of a bisimulation equivalence on X is a homomorphism of automata:
X
α

q //X/E
[α]

XA
qA
// (X/E)A
with the obvious definitions of X/E, q and [α]. If the equivalence E is a
pointed bisimulation on (X, x, α) or a coloured bisimulation on (X, c, α), then
we moreover have, respectively,
1
x

[x]

X
h
//X/E
2
X
h
//
c
00
X/E
[c]
OO
with, again, the obvious definitions of [x] and [c].
For a homomorphism h : X → Y , ker(h) is a bisimulation equivalence on
X and im(h) is a subautomaton of Y . Any homomorphism h factors through
quotient and inclusion homomorphisms as follows:
X
α

q
//
h
((X/ker(h)
[α]

i
//Y
β

XA
qA //
hA
55(X/ker(h))A
iA //Y A
Note that X/ker(h) ∼= im(h). Because q is surjective and i is injective, the
pair (q, i) is called an epi-mono factorisation of h.
Congruence relations
A right congruence is an equivalence relation E ⊆ A∗ × A∗ such that, for all
(v, w) ∈ A∗ × A∗,
(v, w) ∈ E ⇒ ∀u ∈ A∗, (vu, wu) ∈ E
A left congruence is an equivalence relation E ⊆ A∗ × A∗ such that, for all
(v, w) ∈ A∗ × A∗,
(v, w) ∈ E ⇒ ∀u ∈ A∗, (uv, uw) ∈ E
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We call E a congruence if it is both a right and a left congruence. Note that
E is a right congruence iff it is a bisimulation equivalence on (A∗, σ).
Products and coproducts of automata
Automata (are both G-algebras and F -coalgebras and hence) have both prod-
ucts and coproducts, as follows.
• The product of two automata (X,α) and (Y, β) is given by (X×Y, γ) where
X × Y is the Cartesian product and where
γ : (X × Y )→ (X × Y )A γ((x, y))(a) = (α(x)(a), β(y)(a) )
• The coproduct (or: sum) of two automata (X,α) and (Y, β) is given by
(X + Y, γ) where X + Y is the disjoint union and where
γ : (X + Y )→ (X + Y )A γ(z)(a) =
 α(z)(a) if z ∈ Xβ(z)(a) if z ∈ Y
Pointed automata (are (1 +G)-algebras and hence) have products, as fol-
lows. The product of two pointed automata (X, x, α) and (Y, y, β) is given by
(X × Y, (x, y), γ) with (X × Y, γ) as above and with initial state
(x, y) : 1→ X × Y
Coloured automata (are (2 × F )-coalgebras and hence) have coproducts,
as follows. The coproduct of two coloured automata (X, c, α) and (Y, d, β) is
given by (X+Y, [c, d], γ) with (X+Y, γ) as above and with colouring function
[c, d] : (X + Y )→ 2 [c, d](z) =
 c(z) if z ∈ Xd(z) if z ∈ Y
All of the above binary (co)products can be easily generalised to
(co)products of arbitrary families of automata.
3 Setting the scene
The set A∗ forms a pointed automaton (A∗, ε, σ) with initial state ε and tran-
sition function σ defined by
σ : A∗ → (A∗)A σ(w)(a) = wa
It is initial in the following sense: for any given automaton (X,α), every
choice of initial state x : 1→ X induces a unique function rx : A∗ → X, given
8
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by rx(w) = xw, that makes the following diagram commute:
1
ε

x

A∗
σ

rx
//X
α

(A∗)A
(rx)A
//XA
This property makes (A∗, ε, σ) an initial (1 + G)-algebra. Equivalently, the
automaton (A∗, σ) is a G-algebra that is free on the set 1. The function rx
maps a word w to the state xw reached from the initial state x on input w
and is therefore called the reachability map for (X, x, α).
The set 2A
∗
of languages forms a coloured automaton (2A
∗
, ε?, τ) with
colouring function ε? defined by
ε? : 2A
∗ → 2 ε?(L) = L(0)
and transition function τ defined by
τ : 2A
∗ → (2A∗)A τ(L)(a) = La
It is final in the following sense: for any given automaton (X,α), every choice
of colouring function c : X → 2 induces a unique function oc : X → 2A∗ , given
by oc(x) = {w | c(xw) = 1 }, that makes the following diagram commute:
2
X
c
//
α

oc
// 2A
∗
τ

ε?
OO
XA
(oc)A
// (2A
∗
)A
This property makes (2A
∗
, ε?, τ) a final (2 × F )-coalgebra. Equivalently, the
automaton (2A
∗
, τ) is an F -coalgebra that is cofree on the set 2. The function
oc maps a state x to the language oc(x) accepted by x. Since the language
oc(x) can be viewed as the observable behaviour of x, the function oc is called
the observability map.
9
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The scene
Summarizing, we have set the following scene for our investigations:
1
ε

x

2
A∗
σ

rx
//X
c
//
α

oc
// 2A
∗
τ

ε?
OO
(A∗)A
(rx)A
//XA
(oc)A
// (2A
∗
)A
(2)
If the reachability map rx is surjective then we call (X, x, α) reachable. If
the observability map oc is injective then we call (X, c, α) observable. And
if rx is surjective and oc is injective then we call (X, x, c, α) (reachable and
observable, or:) minimal.
For a given language L ∈ 2A∗ , there is the following variation of the picture
above:
1
ε

L

A∗ h //
L 11
2A
∗
ε?

2
where the lower L is in fact the characteristic function of L ⊆ A∗, and where
the homomorphism h satisfies h = rL = oL and h(w) = Lw. As a consequence,
we have h(v) = h(w) iff
∀u ∈ A∗, vu ∈ L⇔ wu ∈ L
which we recognise as the celebrated Myhill-Nerode equivalence. A minimal
automaton accepting L is now obtained by the epi-mono factorisation of h:
1
ε

x

L
$$
A∗ q //
L 11
A∗/ker(h)
c
//
i // 2A
∗
ε?

2
where x = q ◦ ε and c = ε? ◦ i. This minimal automaton is unique up-to
isomorphism because epi-mono factorisations are. And because A∗/ker(h) ∼=
im(h), it is equal to
〈L〉 ⊆ 2A∗
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that is, the subautomaton of (2A
∗
, ε?) generated by L.
In conclusion of this section, we observe that 〈L〉 is finite iff the language
L is rational. This fact is a version [Brz64,Con71] of Kleene’s correspondence
between finite automata and rational languages [Kle56].
4 Equations and coequations
We will be referring to the situation of (2).
Definition 4.1 [equations] A set of equations is a bisimulation equivalence
relation E ⊆ A∗ × A∗ on the automaton (A∗, σ). We define (X, x, α) |= E –
and say: the pointed automaton (X, x, α) satisfies E – by
(X, x, α) |= E ⇔ ∀(v, w) ∈ E, xv = xw
Because
∀(v, w) ∈ E, xv = xw ⇔ E ⊆ ker(rx)
we have, equivalently, that (X, x, α) |= E iff the reachability map rx factors
through A∗/E:
1
ε

[ε]

x
##
A∗ q //
rx
88A∗/E h //X
where the homomorphisms (of pointed automata) q and h are given by
q(w) = [w] h([w]) = rx(w)
We define (X,α) |= E – and say: the automaton (X,α) satisfies E – by
(X,α) |= E ⇔ ∀x : 1→ X, (X, x, α) |= E
⇔ ∀x ∈ X, ∀(v, w) ∈ E, xv = xw
2
Note that we consider sets of equations E and that (v, w) ∈ E implies
(vu, wu) ∈ E, for all v, w, u ∈ A∗, because E is – by definition – a bisimulation
relation on (A∗, σ). Still we shall sometimes consider also single equations
(v, w) ∈ A∗ × A∗ and use the following shorthand:
(X, x, α) |= v = w ⇔ (X, x, α) |= Ev=w
where Ev=w is defined as the smallest bisimulation equivalence on A
∗ contain-
ing (v, w). We shall use also variations such as
(X, x, α) |= {v = w, t = u} ⇔ (X, x, α) |= v = w ∧ (X, x, α) |= t = u
11
Rutten, Ballester-Bolinches, Cosme-Llo´pez
Definition 4.2 [coequations]
A set of coequations is a subautomaton D ⊆ 2A∗ of the automaton (2A∗ , τ).
We define (X, c, α) |= D – and say: the coloured automaton (X, c, α) satisfies
D – by
(X, c, α) |= D ⇔ ∀x ∈ X, oc(x) ∈ D
Because
∀x ∈ X, oc(x) ∈ D ⇔ im(oc) ⊆ D
we have, equivalently, that (X, c, α) |= D iff the observability map oc factors
through D:
2
X
c
//
h //
oc
99D
ε?
00
i // 2A
∗
ε?
OO
where the homomorphisms (of coloured automata) h and i are given by
h(x) = oc(x) i(L) = L
We define (X,α) |= D – and say: the automaton (X,α) satisfies D – by
(X,α) |= D ⇔ ∀c : X → 2, (X, c, α) |= D
⇔ ∀c : X → 2, ∀x ∈ X, oc(x) ∈ D
2
Example 4.3 We consider the automaton (Z, γ) defined by the following
diagram:
(Z, γ) = x
a
&&
b 88 y
b
ff aff
Here are some examples of equations:
(Z, x, γ) |= {b = ε, ab = ε, aa = a}
(Z, y, γ) |= {a = ε, ba = ε, bb = b}
Taking the intersection of the (bisimulation equivalences generated by) these
sets, we obtain that
(Z, γ) |= {aa = a, bb = b, ab = b, ba = a}
The above set of equations or, again more precisely, the bisimulation equiva-
lence relation on (A∗, σ) generated by it, is the largest set of equations satisfied
by (Z, γ).
12
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For examples of coequations, we consider the following 2 (out of all 4
possible) coloured versions of (Z, γ):
(Z, c, γ) = x
a
&&
b 88 y
b
ff aff (Z, d, γ) = x
a
&&
b 88 y
b
ff aff
(Thus c(x) = 1, c(y) = 0, d(x) = 0 and d(y) = 1.) The observability mappings
oc and od map these automata to
im(oc) = (a
∗b)∗
a
**
b



(a∗b)+
b
jj
a



im(od) = (b
∗a)+
a
**
b



(b∗a)∗
b
jj
a



It follows that
(Z, c, γ) |= {(a∗b)∗, (a∗b)+} (Z, d, γ) |= {(b∗a)∗, (b∗a)+}
2
5 Free and cofree automata
Let (X,α) be an arbitrary automaton. We show how to construct an automa-
ton that corresponds to the largest set of equations satisfied by (X,α). And,
dually, we construct an automaton that corresponds to the smallest set of
coequations satisfied by (X,α). For notational convenience, we assume X to
be finite but nothing will depend on that assumption.
Definition 5.1 [free automaton, Eq(X,α)] Let X = {x1, . . . , xn} be the set of
states of a finite automaton (X,α). We define a pointed automaton free(X,α)
in two steps, as follows:
(i) First we take the product of the n pointed automata (X, xi, α) that we
obtain by letting the initial element xi range overX. This yields a pointed
automaton (ΠX, x¯, α¯) with
ΠX =
∏
x:1→X
Xx ∼= Xn
(where Xx = X), with x¯ = (x1, . . . , xn), and with α¯ : ΠX → (ΠX)A
defined by
α¯(y1, . . . , yn)(a) = ((y1)a, . . . , (yn)a)
(ii) Next we define (free(X,α), x¯, α¯) by free(X,α) = im(rx¯), where rx¯ is the
13
Rutten, Ballester-Bolinches, Cosme-Llo´pez
reachability map for (ΠX, x¯, α¯):
1
ε

x¯

x¯
&&
A∗ r //
rx¯
66free(X,α)
i //Xn
Furthermore, we define the following set of equations:
Eq(X,α) = ker(r)
where r is the reachability map for (free(X,α), x¯, α¯). 2
Note that
free(X,α) ∼= A∗/Eq(X,α)
Definition 5.2 [cofree automaton, coEq(X,α)] Let X = {x1, . . . , xn} be the
set of states of a finite automaton (X,α). We define a coloured automaton
cofree(X,α) in two steps, as follows:
(i) First we take the coproduct of the 2n pointed automata (X, c, α) that we
obtain by letting c range over the set X → 2 of all colouring functions.
This yields a coloured automaton (ΣX, cˆ, αˆ) with
ΣX =
∑
c:X→2
Xc
(where Xc = X), and with cˆ and αˆ defined component-wise.
(ii) Next we define (cofree(X,α), [cˆ], [αˆ]) by cofree(X,α) = ΣX/ker(ocˆ), where
ocˆ is the observability map for (ΣX, cˆ, αˆ):
2
ΣX
cˆ
//
q //
ocˆ
55cofree(X,α)
[cˆ]
//
o // 2A
∗
ε?
OO
and where [cˆ] and [αˆ] are the extensions of cˆ and αˆ to equivalence classes.
Furthermore, we define
coEq(X,α) = im(o)
where o is the observability map for (cofree(X,α), [cˆ], [α]). 2
Note that
cofree(X,α) ∼= coEq(X,α)
14
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Theorem 5.3 The set Eq(X,α) is the largest set of equations satisfied by
(X,α). The set coEq(X,α) is the smallest set of coequations satisfied by
(X,α). 2
Example 5.4 [Example 4.3 continued] We consider our previous example
(Z, γ) = x
a
&&
b 88 y
b
ff aff
The product of (Z, x, γ) and (Z, y, γ) is:
(ΠZ, (x, y), γ¯) =
(y, y)
a



b

(x, y)
a //
b //
(y, x)
aoo
boo(x, x)
b
TT
a
CC
Taking im(r(x,y)) yields the part that is reachable from (x, y):
(free(Z, γ), (x, y), γ¯) =
(y, y)
a



b

(x, y)
a //
b // (x, x)
b
TT
a
CC
The set Eq(Z, γ) is defined as ker(r(x,y)), and consists of (the smallest bisimu-
lation equivalence on (A∗, σ) generated by)
Eq(Z, γ) = {aa = a, bb = b, ab = b, ba = a}
This is the largest set of equations satisfied by (Z, γ).
Next we turn to coequations. The coproduct of all 4 coloured versions of
(Z, γ) is
(ΣZ, cˆ, γˆ) = x1
a
''
b
55 y1
b
hh aii x2
a
''
b
55 y2
b
hh aii
x3
a
''
b
55 y3
b
hh aii x4
a
''
b
55 y4
b
hh aii
15
Rutten, Ballester-Bolinches, Cosme-Llo´pez
The observability map ocˆ : ΣZ → 2A∗ is given by
ocˆ(x1) ocˆ(y1) ocˆ(x2) ocˆ(y2) ocˆ(x3) ocˆ(y3) ocˆ(x4) ocˆ(y4)
∅ ∅ (a∗b)∗ (a∗b)+ (b∗a)+ (b∗a)∗ A∗ A∗
Computing the quotient ΣZ/ker(ocˆ) yields:
(cofree(Z, γ), [cˆ], [γˆ]) = {x1, y1}
a,b



{x4, y4}
a,b



{x2}
a
))
b



{y2}
b
ii
a



{x3}
a
))
b



{y3}
b
ii
a



The image of this automaton under the reachability map o : cofree(Z, γ)→ 2A∗
is
coEq(Z, γ) = ∅
a,b

A∗
a,b

(a∗b)∗
a **
b



(a∗b)+
b
jj
a



(b∗a)+
a
**
b



(b∗a)∗
b
jj
a



(3)
This is the smallest set of coequations satisfied by (Z, γ). 2
Summarizing the present section, we have obtained, for every automaton
(X,α), the following refinement of (2):
1
ε

x¯

x
&&
2
A∗
σ

r
// free(X,α)
α¯

//X
c
//
α

// cofree(X,α)
[cˆ]
//
[αˆ]

o
// 2A
∗
τ

ε?
OO
(A∗)A // free(X,α)A //XA // cofree(X,α)A // (2A
∗
)A
where x ranges over the elements of X and c ranges over all possible colourings
of X. The free and cofree automata represent the largest set of equations and
the smallest set of coequations satisfied by (X,α):
Eq(X,α) = ker(r) coEq(X,α) = im(o)
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Note that the free and cofree automata are constructed for the automaton
(X,α), without point and without colouring. In conclusion, let us mention
again that all of the above easily generalises to infinite X.
6 Varieties and covarieties
We define varieties and covarieties by means of equations and coequations,
first for automata and next for languages.
Definition 6.1 [variety of automata] For every set E of equations we define
the variety VE by
VE = { (X,α) | (X,α) |= E }
2
Definition 6.2 [covariety of automata] For every set D of coequations we
define the covariety CD by
CD = { (X,α) | (X,α) |= D }
2
Every variety of automata defines a set of languages, which we will again
call a variety. Dually, every covariety of automata defines a set of languages ,
which we will again call a covariety.
Definition 6.3 [variety and covariety of languages] Let VE be a variety of
automata. We define the variety of languages L(VE) by
L(VE) = {L ∈ 2A∗ | 〈L〉 ∈ VE }
(where 〈L〉 is the subautomaton of (2A∗ , τ) generated by L). Dually, let CD
be a covariety of automata. We define the covariety of languages L(CD) by
L(CD) = {L ∈ 2A∗ | 〈L〉 ∈ C }
2
Proposition 6.4 Every variety VE is closed under the formation of subau-
tomata, homomorphic images, and products. 2
Proposition 6.5 Every covariety CD is closed under the formation of sub-
automata, homomorphic images, and coproducts. 2
Proposition 6.6 A covariety CD is generally not closed under products.
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Proof. We give an example of a covariety that is not closed under products.
We recall from Example 5.4 the automaton
(Z, γ) = x
a
&&
b 88 y
b
ff aff
We saw that (Z, γ) |= D, with D = coEq(Z, γ) as in (3). The product of
(Z, γ) with itself is
(Z2, γ¯) =
(y, y)
a



b

(x, y)
a //
b //
(y, x)
aoo
boo(x, x)
b
TT
a
CC
We define a colouring c : Z2 → 2 by
c((x, y)) c((y, y)) c((x, x)) c((y, x))
0 1 1 0
This colouring c induces the observability map oc : Z
2 → 2A∗ , given by
oc((x, y)) oc((y, y)) oc((x, x)) oc((y, x))
A+ A∗ A∗ A+
Because A+ 6∈ D, the automaton (Z2, γ¯) 6|= D. Thus CD is not closed under
products. 2
Corollary 6.7 Not every covariety CD is also a variety. 2
Here are some elementary properties of (co)equations and (covarieties).
Proposition 6.8 For every set of equations E ⊆ A∗ × A∗,
L(VE) = {L ∈ 2A∗ | ∀(v, w) ∈ E˜, Lv = Lw }
where E˜ is the smallest congruence relation containing E. 2
Theorem 6.9 (on equations and varieties) Let E ⊆ A∗ × A∗ be a set of
equations. The following statements are equivalent:
0. E is a congruence
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1. E = Eq(X,α) for some automaton (X,α)
2. (A∗/E, [σ]) |= E
3. Eq(A∗/E, [σ]) = E
(with σ as in (2)). Furthermore, any of the above implies:
4. L(VE) = {L ∈ 2A∗ | ∀(v, w) ∈ E, Lv = Lw }.
2
Theorem 6.10 (on coequations and covarieties) Let D ⊆ 2A∗ be a set
of coequations. The following statements are equivalent:
1. D = coEq(X,α) for some automaton (X,α)
2. (D, τ) |= D
3. coEq(D, τ) = D
4. L(CD) = D
(with τ as in (2)). 2
Corollary 6.11 Every variety of languages L(VE) is also a covariety of lan-
guages. 2
Example 6.12 [Example 5.4 continued] Recall the automaton
(Z, γ) = x
a
&&
b 88 y
b
ff aff
and recall
coEq(Z, γ) = ∅
a,b

A∗
a,b

(a∗b)∗
a **
b



(a∗b)+
b
jj
a



(b∗a)+
a
**
b



(b∗a)∗
b
jj
a



The smallest covariety containing (Z, γ) is
CcoEq(Z,γ)
It contains the languages
L(CcoEq(Z,γ)) = { ∅, (a∗b)∗, (a∗b)+, (b∗a)∗, (b∗a)+, A∗ }
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The smallest variety containing (Z, γ) is
VEq(Z,γ)
were we recall that Eq(Z, γ) is the smallest bisimulation equivalence (in fact,
a congruence) generated by the set
{aa = a, bb = b, ab = b, ba = a}
We have
L(VEq(Z,γ)) = {L ∈ 2A
∗ | (Laa = La) ∧ (Lbb = Lb) ∧ (Lab = Lb) ∧ (Lba = La) }
= { ∅, 1, (a∗b)∗, (a∗b)+, (b∗a)∗, (b∗a)+, A+, A∗ }
The latter set of languages can be, equivalently, determined using the fact
that
VEq(Z,γ) = CcoEq( (A∗,σ)/Eq(Z,γ) )
= CcoEq( free(Z,γ) )
To this end, we recall that
(free(Z, γ), (x, y), γ¯) =
(y, y)
a



b

(x, y)
a //
b // (x, x)
b
TT
a
CC
and compute coEq( free(Z, γ) ) by means of the following table, which contains
all possible colourings c of free(Z, γ), together with the corresponding value of
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oc:
c c((x, y)) c((y, y)) c((x, x)) oc((x, y)) oc((y, y)) oc((x, x))
c1 0 0 0 ∅ ∅ ∅
c2 0 0 1 (a
∗b)+ (a∗b)+ (a∗b)∗
c3 0 1 0 (b
∗a)+ (b∗a)∗ (b∗a)+
c4 0 1 1 A
+ A∗ A∗
c5 1 0 0 1 ∅ ∅
c6 1 0 1 (a
∗b)∗ (a∗b)+ (a∗b)∗
c7 1 1 0 (b
∗a)∗ (b∗a)∗ (b∗a)+
c8 1 1 1 A
∗ A∗ A∗
In the end, this leads to the same set of languages. We conclude this example
by observing that
L(CcoEq(Z,γ)) ⊆ L(VEq(Z,γ))
as expected. 2
Example 6.13 Here we focus on a single given language, say: L = (a∗b)∗. A
minimal automaton for L is
(Z, x, c, γ) = x
a
&&
b 88 y
b
ff aff
It follows from Example 6.12 that the smallest covariety of languages contain-
ing L is
L(CcoEq(Z,γ)) = { ∅, (a∗b)∗, (a∗b)+, (b∗a)∗, (b∗a)+, A∗ }
and that the smallest variety containing L is
L(VEq(Z,γ)) = { ∅, 1, (a∗b)∗, (a∗b)+, (b∗a)∗, (b∗a)+, A+, A∗ }
2
Example 6.14 Here are some further examples of varieties and covarieties.
(i) The smallest congruence generated by { a = ε, b = ε } is E = A∗ × A∗.
As a consequence,
L(VE) = { ∅, A∗ }
The same for E = { b = ε, ab = ε, aa = a }.
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(ii) If E is the smallest congruence generated by {aa = ε, b = ε }, then
L(VE) = { ∅, ((ab∗a) + b)∗, ((ab∗a) + b)∗ab∗, {a, b}∗ }
(iii) If E is the smallest congruence generated by {aa = ε, bb = ε }, then
the variety L(VE) is infinite and contains both rational and non-rational
languages.
(iv) For D = 2A
∗
, the covariety CD contains all automata (X,α).
(v) For D = rat(2A
∗
),
CD = {(X,α) | (X,α) is finitely generated }
that is, all (X,α) such that 〈x〉 ⊆ X is finite, for all x ∈ X.
(vi) If D = { {a}, 1, ∅ } then CD = ∅.
7 Transition monoids
For every (rational) language, one can construct its so-called syntactic monoid
(that is, the transition monoid of its minimal automaton). Next every (clas-
sical, algebraic) variety V of monoids determines a class of languages L by
the requirement that its syntactic monoid belongs to V . This is, in short,
Eilenberg’s definition of a variety of languages. In this section, we take a first
step towards an understanding of the relation between Eilenberg’s definition
and the present one, by the observation that free(X,α), for every automaton
(X,α), is isomorphic to its transition monoid.
A monoid (M, ·, 1) consists of a set M , a binary operation of multiplication
that is associative, and a unit 1 with m · 1 = 1 ·m = m. For every set, there
is the monoid
(XX , ·, 1X)
defined by
XX = {φ | φ : X → X } 1X(x) = x f · g = g ◦ f
Because of the isomorphism
X → XA ∼= A→ XX
we have for every automaton (X,α) and a ∈ A a function
a˜ : X → X a˜(x) = α(x)(a) = xa
We use it to define for every automaton (X,α) a pointed automaton
(XX , 1X , α˜) α˜(φ)(a) = φ · a˜
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Next we define the transition monoid (cf. [Pin97])
(trans(X,α), 1X , α˜)
by trans(X,α) = im(r1X ), the image of the reachability map of (X
X , 1X , α˜):
1
ε

1X

1X
&&
A∗ r //
r1X
55trans(X,α)
i //XX
(where r(a1 · · · an) = a˜1 · · · a˜n, for a1 · · · an ∈ A∗).
Theorem 7.1 For an automaton (X,α),
(free(X,α), x¯, α¯) ∼= (trans(X,α), 1X , α˜)
Proof. Let X = {x1, . . . , xn}. For every y¯ ∈ free(X,α) we define
φy¯ : X → X φy¯(xi) = yi
Then φ(y¯) = φy¯ defines an isomorphism of pointed automata. 2
This elementary observation should form the basis for a detailed compari-
son of the present definition of variety of languages and Eilenberg’s definition.
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