Discovering disease-gene association is a fundamental and critical biomedical task, which assists biologists and physicians to discover pathogenic mechanism of syndromes. With various clinical biomarkers measuring the similarities among genes and disease phenotypes, network-based semi-supervised learning (NSSL) has been commonly utilized by these studies to address this classimbalanced large-scale data issue. However, most existing NSSL approaches are based on linear models and suffer from two major limitations: 1) They implicitly consider a local-structure representation for each candidate; 2) They are unable to capture nonlinear associations between diseases and genes. In this paper, we propose a new framework for disease-gene association task by combining Graph Convolutional Network (GCN) and matrix factorization, named GCN-MF. With the help of GCN, we could capture nonlinear interactions and exploit measured similarities. Moreover, we define a margin control loss function to reduce the effect of sparsity. Empirical results demonstrate that the proposed deep learning algorithm outperforms all other state-of-the-art methods on most of metrics.
INTRODUCTION
Identifying disease genes from human genome is an important and fundamental problem in biomedical research [9, 15, 31, 43] . Despite many publications of machine learning methods have been applied to discover new disease genes, it still remains a challenge. Because the set of genes pleiotropy is large, and the number of confirmed disease genes among whole genome and the genetic heterogeneity of diseases is limited. Recent approaches have applied the concept of 'guilty by association' to investigate the association between a disease phenotype and its causative genes, which means that candidate genes with similar characteristics as known disease genes are more likely to be associated with diseases.
However, due to the imbalance issues (few genes are experimentally confirmed as disease related genes within human genome) in disease-gene identification, semi-supervised approaches, like label propagation approaches and positive-unlabeled learning, are widely used to identify candidate disease-gene links [27, 28] . These methods make use of unknown genes for training typically in the scenario of a small amount of confirmed disease-genes (labeled data) with a large amount of unknown genome (unlabeled data). The performance of disease-gene association models are limited by potential bias of single learning models, incompleteness and noise of single biological data sources. Therefore ensemble learning models are applied via combining multiple diverse biological sources and learning models to obtain better predictive performance.
To learn a predictable model for disease-gene association, some works utilize matrix factorization model [23, 35] , which is very popular in the field of recommendation system [40, 41] . In the traditional recommendation task, users and items are represented by latent vectors, which would be learned to get the final recommendation preference. The score, computed by the inner product of one user and one item latent vectors, denotes the preference of this user to that item. Similarly, the relationship between one gene and one disease is computed by the inner product of their latent vectors with matrix factorization method. To utilize high-dimension features, some work [30] projected the features into lower dimension latent vectors before the inner product. However, matrix factorization method only utilize the liner relationship between samples, which cannot truly reflect the complicated relationship between genes and diseases.
With the ability of exploiting the relationship between vertexes in a network, graph-based method has been studied in many areas for its splendid performance by utilizing contextual information. For many graph-based algorithms, Laplacian graph regularization is utilized as the part of loss function, which makes the samples with high similarity have the same labels. However, the similarity in graph may not directly reflect the correlation of labels. To exploit adding information in the graph, Graph convolutional networks(GCN) [22] combined Laplacian graph regularization and artificial neural networks, which outperformed other methods with a large margin in the semi-supervised classification task. By replacing the computation of eigenvectors with the approximation, they reduce a lot of computation time when the graph is too large.
In our work, to learn complicated non-linear relationship from various data sources, we combine GCN and matrix factorization to generate a new framework for disease-gene association task, named GCN-MF. We exploit different data sources to construct the gene-gene similarity and disease-disease similarity. Then we truncate the similarity graph with a fixed number k to generate the k-nn graph, which could reduce a lot of computation and noise. Given a gene and a disease, we use GCN of the corresponding k-nn graph to project their features into new spaces. The computation of the projection includes approximated convolution and non-linear functions. The predicted score of the relationship between one gene and one disease is obtained by the inner product of the corresponding latent vectors. To optimize our model, we use the Frobenius norm between the predicted score matrix and true association labels. Adam method [21] is utilized to train the model with fix learning rate. From the experiments on real dataset, we could see that our framework outperforms all other state-of-the-art methods on most of metrics with a large margin.
Our contributions could be summarized as follows:
• We propose a new framework for disease-gene association by combining GCN and matrix factorization.
• We construct similarity graphs for genes and diseases respectively, based on the domain knowledge from various data sources.
• We analyze different factors that influence the performance of our method.
• We have performed extensive experiments on real datasets, and the experimental results indicate that the proposed method outperform other state-of-the-art algorithms in most of evaluation metrics with a large margin.
RELATED WORKS
Disease-gene association is a process by which scientists identify the mutant genotypes responsible for an inherited genetic disorder. Mutations in these genes can include single nucleotide substitutions, single nucleotide additions/deletions, deletion of the entire gene, and other genetic abnormalities. In this section, we will give some related works on this problem with network-based method and integration method. Moreover, we will give recent works about graph convolutional networks.
Network-based Approaches
Functionally related genes may have physically interactions in the biological networks. Network-based learning approaches have applied to detect disease-gene associations in the biological networks [26, 36, 38] . The underlying assumption in these studies is that the interacting partners of disease related genes in the network are likely to cause either the same or similar diseases [17] . These methods construct a biological network and subsequently compute the closeness between candidate genes and known disease genes based on network topological information. In particular, Wu et al. [37] built a regression model measuring the correlation between phenotype similarity and gene closeness in the PPI network for prioritizing candidate disease genes. Li et al. [26] designed a global network-based method by formulating constraints on the genes score function that smooth over the whole network.
Integration Approaches
As more genes are being sequenced and annotated, and gene/protein interaction data are accumulating, an ever-increasing wealth of biological data is now available in public databases. Each data source covers part of the human genome, therefore these data sources are complementary to each other. Adie et al. [2] proposed an integration framework, where gene annotation, gene expression and protein sequence data were used to prioritize disease candidate genes. Recent studies [10, 39] integrated data from several ontologies to discover disease genes associated with disease phenotypes that were of interest to users. Barabasi et al. [5] compiled a functional human gene network that comprised known interactions derived from different databases, i.e., the Kyoto Encyclopedia of Genes and Genomes (KEGG) [19] , the Biomolecular Interaction Network Database (BIND) [4] , Reactome [18] , and the Human Protein Reference Database (HPRD) [11] using a Bayesian classifier. Our proposed approach seamlessly integrates different types of features and therefore provides better generalization to new diseases and new types of evidence.
Graph Convolutional Networks
GCN [22] was designed for semi-supervised classification task on the data with graph structure. It was pointed out that the traditional assumption, connected nodes in the graph may share same labels, may constrain the model ability. So instead of using Laplacian regularization explicitly in the objective function, GCN utilized the property of Laplacian regularization in the model structure to exploit additional information. To reduce the time of computation, a truncated Chebyshev polynomials was used to approximate the functions of eigenvalues according to the theory in [13] .
To speed up the computation of GCN, many works [7, 8, 12 ] utilized Monte-Carlo approximation to select the neighbours of the training nodes instead of using all the connected samples. In [12] and [8] , they used neighbour sampling strategy that randomly select neighbours which were connected with the training samples. In [7] , an importance sampling method was utilized, in which fixed number neighbours of the training samples were selected with the probability that was positively correlated to the corresponding graph weights. For other applications, [42] applied GCN on multimedia recommendation task. In [25] , they also applied GCN on similar task, but their prediction is based on the edge decoder and they use cross-entropy loss function to optimize the model, that don't consider the data sparsity problem.
PRELIMINARY
In this section, we will illustrate some basic knowledge in this work. Firstly, we will introduce the definition of the problem. Then we will give the introduction of matrix factorization. Finally, we will give the details of graph convolutional networks.
Problem Definition
Given m diseases and n genes, we use U = {u 1 , u 2 , ..., u m } and V = {v 1 , v 2 , ..., v n } to denote the set of diseases and genes respectively, and R ∈ R m×n is the association matrix. The entry R i j = 1 if disease u i is linked with gene v j , otherwise R i j = 0. However, R i j = 0 doesn't mean that disease u i has no relation with gene v i . It may be the reason that the relationship is not found yet. Moreover, we use V + i = {v j |v j ∈ V and R i j = 1} to denote the discovered linked set of disease u i and
is defined to present all the linked disease and gene pairs. In our work, for every disease u i , we want to find the gene v j that R i j = 0 and gene v j is actually related to disease u i .
Matrix Factorization
The task of disease-gene association is similar as recommendation problem, where disease is corresponding to the user, gene is equivalent to item and the certificated association is equal to user's visiting/watching/shopping history. Thus, the matrix factorization method, which is very popular for recommendation task, could be directly applied in our problem. Given the latent vector p i of disease u i and the latent vector q j of gene v j , we could get the predicted association score s i j between disease u i and gene v i as follows:
In Eq (1), the higher the s i j is, the more possibly gene v j is linked to disease u i . For many recommendation tasks, the sole data is the implicit feedback, the user's visiting history. And matrix factorization only utilize linear relationship between entities, which makes it fit for this kind of simple data. However, for the disease-gene association problem, the relationship of data information are more complicated. For example, we could extract features from gene and disease by domain knowledge that could reflect the similarity between samples, and relationship between features may be non-linear. So the matrix factorization method couldn't fully exploit the data information.
Deep learning is the most popular topic in recent years. Because it could achieve high performance in many applications, and the artificial neural networks could be easily designed and optimized under many frameworks. The key point of high performance in deep learning is that they could exploit the high order and nonlinear relationship between instances and labels. Combining deep learning and matrix factorization, NeuMF [14] proposes a deep learning matrix factorization framework for recommendation task with implicit feedback. The goal of NeuMF is to learn embeddings of entities and the regularization weights. With the non-linear functions and layer combinations, they could learn more complicated information from the data. However, their model cannot utilize the contextual information, such as the similarity between different entities and hand-crafted features with domain knowledge.
Graph-based Methods
Graph-based model is popular in the area of semi-supervised classification, as it could utilize the similarity between different samples. Most of works on this topic assume that similar entities may share the same label. To apply this assumption, many of them use Laplacian regularization as a constraint and combine it into the loss function as followed:
where the Laplacian term ∥R∆R ⊤ ∥ F = i j G i j ∥R i: − R j: ∥ 2 , Y is the label matrix, R is the predicted score matrix, G is the adjacent graph, ∆ = D −G and D is a diagnose matrix where D ii = j G i j . However, in [22] , it is pointed out that the Laplacian regularization added in the loss function is too strong to exploit adding information in the adjacent graph.
For the adjacent graph in many applications, the score in the graph may not directly reflect the relations of labels between samples and may contain more information. For example, in semisupervised semantic segmentation task, people would use Gaussian distance between features as the similarity between different superpixels [29] . However, the distance between features cannot directly reflect the label correlations. Because the same object may be decomposed into different superpixels with different patterns, then the image features would vary a lot. And for many different objects, they may include many superpixels with same patterns. So if the similarity in the graph may not directly reflect the correlations of labels, the constraint of Laplacian regularization term in the loss function would be too strong, and cannot exploit extra information in the graph.
To exploit more potential correlation between samples in the graph, Thomas et al. [22] propose a new model which combines first-order approximation of spectral graph convolutions and artificial neural networks, named graph convolutional network (GCN). Instead of adding the Laplacian regularization in the loss function, they utilize the propagation structure in the model to learn new representation of samples.
The key point of GCN is to propagate information between connected samples during the optimization process. For most of previous works about deep learning, the new embedding would only be learned by the feature and label of the corresponding sample. In GCN, to get the new representation of one sample in every layer, the embeddings of the connected samples in the last layer will also be utilized with the corresponding weights. Given the l-th hidden layer H (l ) and similarity graph G, GCN would compute the (l +1)-th hidden layer H (l +1) as
is the learnable weight matrix and σ is the activation function (e.g. ReLu function).
GCN-MF
In this section, we will give our framework that combines matrix factorization and GCN to solve the disease-gene association task. The problem of disease-gene is similar to the recommendation task. For recommendation task, many works assume that similar users may be interested in the similar items, and similar items may be attractive for the similar users. That is the reason why label propagation method could be successful as the embedding method for recommendation. And many works try to make the latent vectors between similar entities have same pattern by this assumption. However, for disease-gene association task, the genes and diseases similarity contain a lot of noises and the relationship is more sparse. For the movie recommendation task, one popular movie may be liked by thousands of users. But in our problem, one disease may be only linked to three or less (on average 1.231) genes. Instead of assuming the label propagation between similar entities, we try to extract more complicated relationship from similarity graphs. To achieve this goal, we combine GCN and matrix factorization to exploit more information and achieve state-of-the-art performance.
Model Architecture
To exploit adding information in the similarity graph, we use GCN to extract mutual relation between entities. Given the k u dimension feature p i of disease u i ,the features {p i1 , p i2 , . . . , p ik } of u i 's connected disease {u i1 , u i2 , . . . , u ik } and the corresponding normalized similarity weightÃ(u) i,i1 ,Ã(u) i,i2 , . . . ,Ã(u) i,ik , we could get the d dimension embeddingp i of gene u i as:
where W (u) ∈ R k u ×d is the learned parameter to project the combined features into new space and σ is the non-linear activation function, such as Relu. Similarly, given k v dimension feature q j of gene v j , we could get the embedding q j for gene v j as:
where W (v) ∈ R k v ×d is the learned parameter for gene's GCN component. Given the disease features matrix P ∈ R m×k u and gene features matrix Q ∈ R n×k V , we could get their embeddings from GCN as:
whereP ∈ R m×d andQ ∈ R n×d are the new representation of diseases and genes respectively. Once we get the embeddings, we could get the preference matrix S ∈ R m×n as
where clip(x) is the clip function to make the value of the elements stay in [0, 1]. The i-th row in S represents the preference score of disease u i . In reality, we could test only the top-k genes for a specific disease, which would save a lot of time. And new verified associations could also be added as labels in our model to improve the overall accuracy.
ϵ-Insensitive Loss Function
There are two popular kinds of loss functions for matrix factorization based methods. One is the pair-wise loss which tries to make positive items rank higher than negative ones. The other is to minimize the Frebious norm of the difference between preference matrix and label matrix. However, our application does not fit for the pair-wise loss. Because most of genes are not linked to any disease, which make them totally out of circulation with the training process. So we couldn't find new associations for unlinked genes with a high probability by pair-wise loss. But for the Frebious norm loss, the sparsity of the dataset would influence the accuracy.
Compare to the number of disease-gene pairs, the number discovered association is far less, which makes the association matrix R extremely sparse. For the dataset we use, there are only 3954 known disease-gene associations, where there are 3209 diseases and more than 10,000 kinds of genes. To overcome this, we control the margin between the predicted score and the label with a fixed variable ϵ. We construct an auxiliary label matrixR as follows:
Thus, instead of minimizing the difference between predicted score matrix S and original association matrix R, we use this auxiliary matrixR as the objective goal. With the mean square error of every row, we could get our loss as follows:
By controlling the margin of the loss and utilizing the Frebious loss, we could handle the sparsity of disease-gene association dataset.
Weight Regularization
The drawback of the data sparsity in the deep learning is that it would cause overfitting. To avoid overfitting, dropout is utilized in many works. With a fixed probability, this technology would set each dimension of the weight as zero in the training process randomly. So for every epoch, the model only updates parts of the weights. And most of the works utilizing dropout includes a large training set, then the instability caused by dropout would Finally, we could get the predicted score matrix with the inner product of them. The objective function is to minimize the difference between the predicted score and discovered disease-gene association.
be neutralized by enough data. However, the instability caused by dropout in our dataset will result in worse consequence than overfitting, which could be observed in our experiment results. Another way to avoid overfitting is adding a regularization term. With the regularization term, the parameters would be limited to be general. Then we could get our loss function as follows:
where λ is the weight to balance the regularization term and [W (u); W (v)] is the concatenation of W (u) and W (v).
Graph Construction
The core of GCN is the graph that reflects relationship between entities. From the motivation of GCN [22] , we know that the relation in graph doesn't need to denote the label correlation, that the connected samples may not share the same label. And GCN can exploit the extra information from the graph by huge number of parameters and non-linear functions. Both of the properties are suitable for disease-gene association dataset. Firstly, it is difficult to construct graphs for genes and diseases respectively that could propagate the link relation, because the association is not enough to find the explicit patterns. Moreover, there are a lot of works [2, 24] which are specific on finding the relationships in genes or diseases respectively. Many domain knowledge are utilized in these works, which may contain implicit connection to the disease-gene association. With GCN, we could avoid the strong requirements for graph and exploit additional information.
There are many data sources for gene and diseases respectively, which could be used to extract similarity information. To combine them without losing significant information and introducing noises, we do principal component analysis (PCA) on each data source and make concatenation for PCA vectors. The concatenated vectors are used as the features for input and construction of graph. All data sources and details of the feature extraction could be found in Section 5.1.
Once we have obtained the disease features P and gene features Q, we could construct the similarity matrix of diseases and genes respectively. The entry of this matrix is computed as followed:
where p i is i-th row vector of P and q i is i-th column vector of Q. From the definition of our structure in Eq. 6, we could know that the computation is very time-consuming if we directly use the dense similarity matrix as the graph. Moreover, the dense graph would also incur noises which could harm the model performance. To speedup the computation, some works [7, 8, 12] utilize MonteCarlo approximation to select the neighbours of the training nodes instead of using all the connected samples. In our work, we avoid the time-consuming computation by constructing a sparse graph. To obtain the sparse graph, we use k-nn neighbours graph to denote the similarity between diseases G(u) ∈ R m×m and genes G(v) ∈ R n×n as following:
where K(x) is the the neighbour set of entity x. In our work, we select 10 most similar samples to construct the graph. As the knn neighbours graph in our model is hand-crafted, the weights of neighbours may not reflect the similarity accurately. So we construct the adjacent matrix A in our work with a weight to control the influence of neighbours as follows:
where Norm(G) is the normalization function that every entry will be divided by the l1-norm of its corresponding row vector, α u and α v are the weights to control the influences of neighbours for diseases and genes respectively. After that, we could get the approximated convolutional graph kernel for diseases and genes as:
Optimization
We use Adam optimization method to optimize the loss function Eq. (10) by Tensorflow [1] . For Adam, we set the learning rate η with different values, and the parameter selection strategy could be found in Section 5.2.
EXPERIMENTS
In this section, we will illustrate all the details of our experiment settings and results. We also give the observations from the comparison of our method and other baselines. [34] . For each data source, we can form a gene association matrix. We perform principal component analysis (PCA) on each matrix to obtain the low-dimensional feature space for data representation. We use the leading 100 singular vectors from each of three matrices as features for genes.
Dataset and Features

Disease features.
Similar with latent features generation for genes, we extract 100 latent disease features from two disease similarity networks: MimMiner [2] and OMIM diseases. As in the method by van Driel [2] , we construct the phenotype network by applying a text-mining approach to evaluate the similarity among OMIM phenotypes using Medical Subject Headings (MeSH) controlled vocabulary as standardized phenotypic feature terms. We exploit the logical function to re-weight the similarity score and then use PCA to retain the top 100 principal components of the feature space.
Experiment Setting
To evaluate the performance of our framework, we use three fold cross validation method. In our dataset, we randomly split discovered associations into three non-intersecting subsets with equal size. For every subset, we set it as the testing set and remaining subsets as training set. The accuracy of a recommendation model is measured by using five metrics, namely MAP, AUC, NDCG@N, precision@N and recall@N. The former two metrics are widely adopted for evaluation of ranking accuracy. Because we are usually interested in a few top-ranked items, NDCG@N is used to compare the top-N recommendation performance. Sometimes the sequence of the recommendation list is not important, then precision@N and recall@N are utilized to evaluate the quality of the recommendation list content. In our experiments, we set N = 10 for NDCG and N = {1, 5, 10, 15} for precision and recall. For each metric, we first compute the accuracy for each disease on the testing data, and then report the averaged accuracy over all diseases.
Baselines
We evaluate GCN-MF with seven baseline methods: PopRank, WRMF, BPRMF, NeuMF, IMC, Catapult and Katz.
• PopLink is a naïve baseline that link genes to diseases purely based on the popularity of genes.
• WRMF [16] is a state-of-the-art approach designed for item recommendation with users' implicit feedback. It gives an analytical solution of the alternating least square problem for matrix factorization.
• BPRMF [33] is a state-of-the-art approach designed for item recommendation with users' implicit feedback. It is a pairwise approach and has outperformed pointwise methods [16, 32] , especially in terms of the ranking metric AUC.
• NeuMF [14] propose a deep learning matrix factorization framework for recommendation task with implicit feedback. To compare with NeuMF fairly, we initialize the embeddings the same features in our model. Method  MAP  AUC  NDCG@10  P@1  P@5  P@10  P@15  R@1  R@5  R@10 • Katz denotes one of the methods in [34] that utilizes the truncated Katz [20] metric to construct information propagation method.
• Catapult is another method in [34] that makes the propagation method become a prediction model by changing the damping weights into learnable parameters.
• IMC [30] propose a matrix factorization method by projecting the features to a low dimension.
Performance Evaluation
The results of GCN-MF and other baselines could be found in Table 1, 2 and 3. From those results, we could make the following observations:
• From the results of PopLink, we could verify that our dataset is too sparse and every gene may only be related to few diseases.
• From the comparison of GCN-MF and traditional recommendation algorithms (BPRMF, WRMF, NeuMF), we could get that our framework GCN-MF outperforms a lot than them by exploiting the gene-gene and disease-disease similarities. And only utilizing discovered associations is not enough to find new associations.
• From the comparison of GCN-MF and graph-based methods (Catapult and Katz), we could find that only label propagation method cannot work well for this task. Because the similarity in the graph may not directly reflect the similarity of association between instances.
• From the comparison of GCN-MF and IMC, we could find that GCN-MF are better than IMC on most of metrics by learning non-linear relationship. And linear relationship is not enough for disease-gene association task. In summary, GCN-MF outperforms all other state-of-the-art algorithms with a large margin on most of metrics. Because it could utilize more kinds of information and exploit the non-linear relationship between the same kind and different kinds of entities.
PARAMETER ANALYSIS
In this section, we will give the analysis of some parameters in our model to show the influence of them. Moreover we also give results of some technologies that are not fit for our model. Due to the space limitation, we just give the results with MAP, instead of giving the results with all metrics.
Dropout
Dropout nearly is the default module to construct the deep learning model, for its function of avoiding overfitting. However we have mentioned in Section 4.3 that the instability caused by dropout in our dataset will result in worse consequence than overfitting. From the results in Fig. 2a , we could see that dropout would lead to instability and low performance in our dataset. Under our analysis, we think the potential reason is that the association is too sparse in our dataset, where the density of our dataset is only 0.01%. But many other tasks, which could be applied by matrix factorization, contain much more labeled data. For instance, the density of Netflix data for movie recommendation is 1.2% [6] , which is much higher than that of disease-gene association data.
Embedding size
Embedding size is an important factors for matrix factorization methods, which could directly influence the performance of the model. If the embedding size is not big enough, the model may lead to underfitting and be hard to converge. And if the dimension of the embedding is too large, the model would incur overfitting problem. In this comparison, we fixed all other parameters, and changed embedding size in {30, 50, 100, 200}. From Fig. 2b , we could see that different embedding sizes would lead to different final results but similar convergence rate. This could prove the stability of our model, that our results would not be fluctuated too much if the embedding size is selected in an appropriate range. And this also indicates that our model could exploit as much information as it can to achieve good result.
Learning rate
Learning rate is the parameter that control the step size of gradient descent in the optimization process. Controlling the learning rate is related to whether the algorithm can achieve optimal solution. If the learning rate is too small, the algorithm would be easily stuck in a poor local minimum. And if the step size is too large, the model would be unstable and cannot converge. In our comparison, we keep all other parameters fixed and change the learning rate from {0.001, 0.01, 0.1, 1} . From Fig. 2c , we could see that all relatively small learning rates could achieve convergence, but the middle two could obtain better results. The reason of learning rate in a wide range resulting in good convergence is that Adam can adaptively tune the learning during the learning process. This result also proves that our algorithm could achieve stable final results if the learning rate is in a proper range.
Layer Construction
For many works about GCN, they usually use two layer networks. From the definition of our framework in Eq. 6, we could know that there is one layer GCN in our model. Moreover, we also tried two layers structure. For the two layers model, embeddings of diseases and genes could be got as: P ′ = σ (Ã(u)σ (Ã(u)PW (u) (1) )W (u) (2) Q ′ = σ (Ã(v)σ (Ã(v)QW (v) (1) )W (v) (2) , where W (i) is the weight of i-th layer. However, from the results in Fig. 2d , we could see that two layer model cannot achieve good performance as our one layer setting. The drawback of the multiple layers GCN is that it could bring in more noises if the graph itself contains many uncertainty. For example, if we want to compute the preference score s i j by two layer GCN model, we need gene u i 's all neighbours to compute u i 's final embedding and its' neighbours' neighbours to get the first layer. As our graphs are hand-crafted and don't include explicit association similarity, two layer structure would include too much noises to find new disease-gene associations.
CONCLUSION AND FUTURE WORK
In this work, we propose a new framework for disease-gene association task by combining Graph Convolutional Networks and matrix factorization, named GCN-MF. With the structure of GCN, we could utilize many existing relations inner genes and diseases respectively. For every relation, we extract corresponding features by PCA. Then for genes and diseases respectively, we concatenate all the features as the input feature. Dense similarities matrices are constructed by the inner product of features. To make the graph sparse, we construct a k-nn graph by selecting k closest neighbours for every entity with these similarities. Moreover, we construct the graph kernel for GCN with a weight to control the influence of neighbours. Once we got embeddings of genes and diseases by GCNs, we use the inner product of them to get the preference score matrix. An ϵ-Insensitive loss is proposed to reduce the effect of data sparsity. We add Frobenius norm in the loss function to overcome overfitting and Adam method is used to optimize this loss function.
From our experiments, we could see that GCN-MF outperforms all other state-of-the-art methods a lot on most of metrics.
In the analysis of our results, we could see that extra information is the key point to improve the performance in disease-gene association task. In the future, we would try to mine more accurate correlations by learning method. Moreover, we will apply our method on more applications that include similarity information and contain sparse data, such as POI recommendation.
