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During extrusion of viscoelastic fluids various flow instabilities may arise resulting in
a distorted free surface. In order to investigate the factors generating these instabilities
we performed a linear stability analysis at zero Reynolds number around the steady
solution of the cylindrical or planar stick-slip flow for a viscoelastic fluid following the
affine exponential Phan-Thien Tanner (PTT) model. Stick-slip flow is an important
special case of the extrudate swell problem, since the latter reduces to it in the limit
of infinite surface tension but avoids the complications of a free-boundary flow. The
linear stability analysis is performed for various values of the rheological parameters
of the PTT model in order to determine the effects of all material properties. It is
found that the flow becomes unstable as the Weissenberg number increases above
a critical value, due to a Hopf bifurcation suggesting that the flow will become
periodic in time. Both the critical value of the Weissenberg number and the frequency
of the instability depend strongly on the rheological parameters of the viscoelastic
model. The corresponding eigenvectors indicate that the perturbed flow field has a
spatially periodic structure, initiated at the rim of the die, extending for up to 5–7 die
gaps downstream, but confined close to the surface of the extrudate, in qualitative
agreement with existing experiments. This suggests that instability is generated by
the combination of the singularity in the velocity and stress fields at the die lip and the
strong extension that the extruded polymer undergoes near its surface. The elasticity
alone can be responsible for the appearance of instabilities in the extrusion process
of viscoelastic fluids and the often used assumptions of wall slip or compressibility,
although they might be present, are not required. Finally, the mechanisms that produce
these instabilities are examined through energy analysis of the disturbance flow.
C© 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4821805]
I. INTRODUCTION
The extrusion process is widely used in the polymer industry. It is well known that during this
process a viscoelastic fluid experiences significant swelling while various flow instabilities may arise.
From industrial practice and laboratory experiments, it is known that below a critical shear stress the
surface of the extrudate is smooth, whereas beyond this critical shear stress (around 0.1–0.3 MPa
for many polymers) the surface becomes distorted.1–7 First the extrudate surface exhibits a small-
amplitude, high-frequency disturbance in the form of local cracks, which form longitudinal bands
that increase in width and number. This is generally known as sharkskin. At higher shear stresses
it exhibits alternating smooth and distorted sections; this is known as stick-slip or spurt flow. Upon
further increase of the shear stress, gross irregularities develop even in the bulk of the extrudate, often
called melt fracture. We should note, however, that the nature of the surface distortions that arise
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strongly depends on the polymer, the presence of a solvent and the die material.7 These deformations
have been attributed to instabilities, the origin of which is still unclear.
The onset of such flow instabilities, as expected, affects significantly the quality of the final
product and therefore imposes a limit on the production rate in many polymer processing operations.
It is not surprising therefore that several researchers have dealt with this problem in the past
performing very careful and revealing experiments in their attempt to enhance our understanding on
this difficult problem.8–15 Over the last 30 years several theories for the origin of these instabilities
have been put forth. Among them three have prevailed till now. The first one associates the visual
appearance of the surface defect with the loss of adhesion at the polymer-wall interface inside the die,
the second one attributes it to the strong stress field that develops right at the die exit and the intense
extensional flow especially at the surface of the material that follows, while according to the third
one the extrudate distortions could arise from an inherent instability of the constitutive model.1–6 The
association of the sharkskin appearance with the onset of slip was indicated by the early experiments
of Ramamurthy8 together with the observation that the visual onset of the sharkskin instability
corresponds to a change in the slope of the flow curve and studies of the effect of the ratio of the die
length L over its diameter D on the flow curve.9 This scenario has been revisited by many research
groups since then, but it is contradicted by the fact that the onset of such instabilities could be delayed
significantly by using materials in the polymer or the die wall that promote slip of the fluid with
respect to the die with very good results in the quality of the product. Moreover, slip is not always
present in the sharkskin regime, since the experiments of El Kissi et al.11, 12 showed wall slip to be
negligible, whereas sharkskin effects were observed to initiate at the die exit and diminish with the
distance from it. The same authors attributed the change of slope in the flow curve to shear thinning
of the fluid and found no effect of the L/D ratio on it.
As far as the stick-slip instability is concerned, the theoretical explanations suggested in the
literature are based on the non-monotonicity of the flow curve and the fact that steady state solutions
corresponding to the negative slope regime of the flow curve are unstable. It has been suggested
that such a flow curve can be obtained either by a non-monotonic slip-law or by a non-monotonic
constitutive equation.2–4, 6 These theoretical studies are still under thorough examination, in spite the
sometimes controversial assumptions involved. Although the above mechanisms are very different
in principle, it is very difficult to distinguish them in practice. This is exactly the aspect where the
theoretical approach could play an important role in order to improve our understanding of this
problem. This is also the purpose of the present work.
A first attempt to examine possible mechanisms for the stick-slip instability was made by
Georgiou and Crochet.16 To this end, they solved the time-dependent compressible Newtonian
extrudate swell problem considering an arbitrary non-monotonic slip model at the die wall. Their
dynamic simulations indeed showed that the flow inside the die was oscillatory causing the shape of
the free surface to become wavy. One question that arises is whether compressibility is a necessary
condition for the instability to appear. This was examined by Brasseur et al.17 who presented time
dependent simulations for an incompressible Oldroyd-B fluid with the same non-monotonic slip
model. It was shown that indeed viscoelasticity may replace compressibility, and when combined
with a non-monotonic slip law it can act as storage of elastic energy generating self-sustained
pressure oscillations and waves on the extrudate surface in the stick-slip regime. However, it has
been found that these two mechanisms can lead to different type of oscillations. The first one leads
to oscillations similar to the stick-slip instability whereas the second one leads to small amplitude
high-frequency oscillations that look like sharkskin.6 Moreover it has been suggested that the latter
oscillations may be superimposed to the ones caused by the compressibility/slip mechanism.
The second possible mechanism for the sharkskin instability claims that it results from the
coupling of the strong and primarily extensional stress at the die exit which leads to cracking of the
fluid there. It was first suggested by Cogswell15 and partially confirmed by experiments by Kissi
et al.,12 Migler et al.,18 among others. The experiments in Ref. 18 in particular demonstrate that there
is no disturbance of the velocity within 20 μm from the die exit, thus refuting the idea that stick-slip
transitions inside the die are necessary to initiate the instability. Moreover, they present high-speed
photographs of the sharkskin cycle for PE, which show the splitting of the polymer into two layers
near the exit lip. In fact it has been proposed that the definition of sharkskin should be given to an
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instability initiated at the die exit.6 Our analysis and results reported subsequently support, at least
qualitatively, this mechanism in several ways, so we will not expand on it here.
The third mechanism which is under investigation is whether these process instabilities may
arise due to inherent constitutive instabilities. As it was noted earlier it has been argued that in
order for the flow to become unstable the constitutive law should be non-monotonic, i.e., exhibit
non-monotonicity of the shear stress/shear rate curve in simple shear Poiseuille flows.2 Although
this mechanism was shown to lead to an unstable flow,19 it has also received a lot of criticism by
several researchers as inappropriate to describe the stick-slip instability.6, 20, 21 Nevertheless, it is a
fact that purely elastic instabilities have been reported in the past in viscometric flows of viscoelastic
fluids. A nice review on this subject has been presented by Shaqfeh.22
Black and Graham23 proposed another mechanism that can lead to short-wave flow instabilities
in plane shear flows. These authors have considered the PTT viscoelastic model together with a slip
model which includes not only shear stress but also normal stress dependence of the slip velocity.
Although both the constitutive as well as the slip model used are monotonic it was shown that
instability may arise due to the interaction of slip and viscoelasticity. Clearly, the findings of this
work show that the non-monotonicity is not an essential condition for the appearance of instabilities.
Taking all these into consideration we have decided to examine whether widely acceptable
constitutive laws (i.e., with monotonic flow curves) without the presence of any slip can predict the
sharkskin instability, which is the first problem to solve since it appears first as the Weissenberg
number increases and if so which fluid properties promote it. To this end, we have decided to solve the
steady viscoelastic stick-slip flow (see Paper I of this study24) and then to perform a linear stability
analysis around this base state to find out whether this solution is stable or not. This is a classical
method that has been applied with success in the past to examine the stability in numerous problems
of both Newtonian and non-Newtonian flows.25–30 We have chosen to work with a monotonic
constitutive model in order to find out whether the non-monotonicity is essential for the flow to
become unstable. Such a model is the affine Phan-Thien and Tanner model,31, 32 which is based on
network theory. With only one additional parameter to fluid elasticity and viscosity, it can predict
a finite extensional viscosity which is either slightly varying with increasing the extension rate (in
the linear version of the model) or extensional hardening followed by extensional thinning (in its
exponential version) and shear thinning. All these effects are observed in the majority of viscoelastic
fluids. Moreover we have chosen to work with the stick-slip flow as it is an important special case
since it is formally equivalent to the free surface problem in the limit of infinite surface tension where
the normal stress balance reduces to the equation of zero curvature in the flow direction. Therefore
this flow has many of the ingredients of the more important extrudate swell problem, i.e., the fact
that the boundary conditions change abruptly from no-slip along the wall to perfect slip along the
free surface, but without the complication of an unknown free surface.
The main objective of this paper is to examine the stability of the steady viscoelastic two-
dimensional and axisymmetric stick-slip flow, which has been presented in Paper I of this study.24
The rest of this paper is organized as follows. We briefly present the essential features of the linear
stability analysis in Sec. II. In Sec. III, we examine the accuracy of our results by performing a
thorough mesh refinement study and then proceed in a parametric study to examine the effect of
the various rheological parameters of the PTT model on the stability of the flow. Following this, an
energy analysis is performed in order to investigate the mechanism of the instability and stability to
three-dimensional disturbances or of the reverse flow is examined. Finally, conclusions are drawn in
Sec. IV.
II. LINEAR STABILITY ANALYSIS
A. Governing equations
In Paper I of this study24 we have examined the steady stick-slip flow of a PTT fluid, either
in a cylindrical or a slit die under creeping flow conditions. The viscoelastic fluid is assumed
to be incompressible with constant density ρ, relaxation time λ and total zero-shear viscosity
μ = μs + μp, where μs and μp are the solvent and polymer contributions, respectively. All lengths
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are scaled with the half of the die gap or the die radius, R, velocities with the mean velocity at the
inflow boundary, V , while the viscous scale is used for both the pressure, P, and stress components,
τ ij. The flow is characterized by the Weissenberg number, Wi = λV/R, the ratio of the Newtonian
solvent viscosity over the total viscosity, β = μs/μ, and the ratios, l1 = L1/R and l2 = L2/R, of
the distance of the inflow and outflow boundaries from the die exit, L1 and L2, respectively. Both
distances are chosen to be long enough so that they do not affect the flow between them in any
way. The steady state equations are discretized using the finite element method and solved using
the EVSS-G formulation.33 According to it, having decomposed the total stress τ into contributions
from the solvent 2βγ˙ and the polymer, τ
p
, the latter is split further into a purely elastic contribution,
, and a viscous part,
τ = 2βγ˙ + τ
p
, τ
p
=  + 2(1 − β)γ˙ . (1)
Moreover, an independent interpolation of the components of the velocity gradient tensor is
introduced:
G = ∇v. (2)
The former splitting ensures the elliptic nature of the momentum equations even in the absence
of a solvent (β = 0), while the latter substitution makes the approximations in the constitutive
equation of the elastic stress and the velocity gradient compatible to each other. The obtained steady
state solutions have been meticulously tested for convergence everywhere in the flow domain and
especially near the singular point at the exit of the die.
Our goal here is to study the stability of this flow. In order to achieve that, we consider the
stability of the steady flow subjected to infinitesimal two- or three-dimensional perturbations. The
flow variables are decomposed into a base state and its perturbation using the following ansatz:⎡
⎢⎢⎢⎢⎣
v(r, z, t)
P(r, z, t)
G(r, z, t)
(r, z, t)
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎣
vb(r, z)
Pb(r, z)
G
b
(r, z)

b
(r, z)
⎤
⎥⎥⎥⎥⎦+ δ
⎡
⎢⎢⎢⎢⎣
vˆ(r, z, θ, t)
ˆP(r, z, θ, t)
ˆG(r, z, θ, t)
ˆ(r, z, θ, t)
⎤
⎥⎥⎥⎥⎦ . (3)
The coordinates given above indicate, the flow direction, z, the velocity gradient direction, r,
or the vorticity direction, θ , in both die geometries. The first terms on the right hand side of this
equation represent the steady state solution, indicated by the subscript b, while the second ones are
the perturbation, indicated by “ˆ” over the corresponding variable. This perturbation is decomposed
into Fourier components in the vorticity direction⎡
⎢⎢⎢⎢⎣
vˆ(r, z, θ, t)
ˆP(r, z, θ, t)
ˆG(r, z, θ, t)
ˆ(r, z, θ, t)
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎣
v′(r, z)
P ′(r, z)
G ′(r, z)
′(r, z)
⎤
⎥⎥⎥⎥⎦ e−σ t+ikθ , (4)
where k is the wavenumber of the perturbation and σ is the growth rate. If the calculated σ turns out
to have a negative real part, the corresponding steady state is unstable. Substituting these expressions
into the time-dependent form of the governing equations and neglecting terms of order higher than
the first in the perturbation parameter δ, the following set of linearized equations is obtained from
the corresponding momentum and mass balances and the PTT model, respectively,
∇ ˆP − ∇ · ˆ − ∇ · (∇vˆ + ∇vˆT ) = 0, (5a)
∇ · vˆ = 0, (5b)
Ybτˆ p +
(
Wi
εYb
1 − β τ pb
)
tr τˆ
p
+ Wi
∇
τˆ
p
− (1 − β)
(
ˆG + ˆGT
)
= 0, (5c)
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where Yb = exp[ ε1−β Wi trτ pb] stands for the exponential form of the PTT model.32 The symbol
“∇” over the viscoelastic stress denotes the upper convected derivative, defined as
∇
τˆ
p
=
∂τˆ
p
∂t
+ vb · ∇ τˆ p + vˆ · ∇τ pb − G
T
b
· τˆ
p
− ˆGT · τ
pb
− τˆ
p
· G
b
− τ
pb
· ˆG, (6)
and the expression for the base state and perturbation of the polymeric stress is readily obtained
from
τ
pb
= 
b
+ (1 − β)
(
G
b
+ GT
b
)
, τˆ
p
= ˆ + (1 − β)
(
ˆG + ˆGT
)
. (7)
First, two-dimensional disturbances to the base flow are examined (i.e., for k = 0). Then, the
above system of equations is subjected to the following boundary conditions:
vˆr = 0, vˆz = 0, at r = 1 and 0 ≤ z ≤ l1, (8a)
vˆr = 0, τˆr z = 0, at r = 1 and l1 ≤ z ≤ l2, (8b)
vˆr = 0, vˆz = 0, τˆ p = 0, at z = 0, (8c)
vˆr = 0, ∂vˆz
∂z
= 0, at z = l1 + l2, (8d)
vˆr = 0, ∂vˆz
∂r
= 0, at r = 0. (8e)
B. The Arnoldi algorithm
The above set of equations is discretized using the mixed finite element method, i.e., the
finite element representation is constructed from Lagrangian biquadratic approximations for the
velocity components and bilinear approximations for the pressure, polymer stress and velocity
gradient interpolations. The weak form of the equations is obtained using the SUPG weighting for
the hyperbolic constitutive equation and the Galerkin method for the remaining equations. This
procedure results in a generalized eigenvalue problem of the form
J x = σ M x, (9)
where J and M are the Jacobian and the mass matrix, respectively, σ are the eigenvalues and x are
the corresponding eigenvectors.
This eigenvalue problem is solved using Arnoldi’s method,34 which systematically constructs
a Krylov sequence to approximate the eigenvectors of a large eigenvalue problem in terms of
the eigenvectors of a much smaller problem. Thus it locates only the eigenvalues of interest, i.e.,
those eigenvalues with the smallest real part. For implementing this algorithm the public domain
code ARPACK35 is used. This code is capable by default to compute the eigenvalues with the
largest magnitude and not those with the smallest real part. Since we are interested only in the
latter eigenvalues and to avoid the singularity of the mass matrix, the following shift-and-invert
transformation is employed:
(J − λM)−1 M x = νx, (10)
where ν = 1
σ−λ .
This transformation is effective for finding eigenvalues near λ since the eigenvalues of the
transformed problem, ν, that are largest in magnitude correspond to eigenvalues of the original
problem that are nearest to each shift value, λ. Therefore with a sequence of such complex shifts,
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which is adaptively generated with a procedure similar to the one described in Natarajan,36 it is
possible to obtain the desired part of the eigenspectrum (i.e., the leading eigenvalues with the
smaller real part). Typically a sequence of seven different shifts is used, calculating 50 eigenval-
ues each time. The computations are initiated using the shift λ = 0, since we are interested in
the eigenvalues close to the imaginary axis and are continued setting the next shift to λ = λIi,
where λI is a value close to the largest imaginary part of the computed eigenspectrum using the
previous shift. The different parts of the spectrum that are derived with this process are then as-
sembled into a single graph. The number of Arnoldi steps, m, is typically equal to double the
number of wanted eigenvalues; larger values of m lead to negligible changes in the values of the
calculated eigenvalues. The accuracy of the converged eigenpairs is independently checked by
evaluating the residual |J x − σ M x |, and this quantity is always less than 10−10 for the reported
results.
The linear stability of the viscoelastic stick-slip flow at different Wi can be determined from
the eigenvalues σ . For sufficiently small Wi , all eigenvalues have positive real part, Re(σ ) > 0, so
that the corresponding eigenmodes will decay. There is a critical value Wic at which the leading
eigenvalue (i.e., the eigenvalue with the minimum real part) crosses the imaginary axis into the
left half plane, so that the corresponding eigenmode is linearly unstable. If the corresponding
imaginary part, Im(σ ), is zero at Wic we have a transcritical or sub(super)critical bifurcation to
another steady regular solution. However, if it is not zero then we have a Hopf bifurcation to a time
periodic solution. The magnitude of the imaginary part of the crossing eigenvalue corresponds to
the temporal oscillation frequency.
The global Jacobian matrix that results after the linearization of the governing equations is
stored in Compressed Sparse Row (CSR) format. The implicitly restarted Arnoldi algorithm as it is
implemented in the ARPACK library35 involves several Gaussian eliminations and for that reason
it requires a user-provided solver. As such, we have used PARDISO, a robust, direct, sparse-matrix
solver, Schenk and Ga¨rtner.37, 38 The code is written in Fortran 90 and is run on a workstation
with dual Core Xeon CPU at 2.8 GHz in the laboratory of Computational Fluid Dynamics. Each
calculation for the stability problem over a wide range of Weissenberg numbers typically requires
2–5 days to complete, depending on the mesh used.
III. RESULTS AND DISCUSSION
In order to validate our code and verify the accuracy of our results, we will first demonstrate
that our viscoelastic results converge with mesh refinement. Subsequently we will proceed with a
parametric study of our linear stability calculations and we will discuss the possible mechanisms of
the instability.
A. Axisymmetric or two-dimensional perturbations (k = 0)
1. Code validation
In Paper I of this study,24 we have examined thoroughly the convergence of the steady solution
with mesh refinement. We have shown that for dense enough grids it is possible to resolve well the
flow throughout the domain, and especially close to the singularity. We will perform a similar study
for the linear stability problem in order to make sure that, in spite of the presence of the singularity
at the die exit, the reported results of our stability analysis have converged.
To this end, we have prepared Fig. 1 where the results for the eigenspectrum of a viscoelastic fluid
for ε = 0.05, β = 0 are presented for six different meshes, for Wi = 2.2 in the case of a cylindrical
die and for Wi = 2.8 in the case of a planar die. Only eigenvalues with positive imaginary part are
shown, because eigenvalues appear as complex conjugates. Details for these meshes are presented
in Table I. We should note at this point that mesh M8, although it is the grid with the largest number
of nodes, it is more evenly refined throughout the domain and not the most refined one close to the
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FIG. 1. Effect of the mesh density on the calculated eigenspectrum for ε = 0.05, β = 0, l1 = 10, l1 = 25: (a) cylindrical die
(Wi = 2.2) and (b) planar die (Wi = 2.8).
exit of the die; the most refined one there is mesh M7, since its extra level of refinement results in
elements of smaller size at the die lip (see Table II).
Before proceeding with the discussion of this figure it would be useful first to summarize the
characteristics of the spectra of the same or simpler than ours viscoelastic fluids in relevant one-
dimensional flows. This restriction in the geometry simplifies the stability problem because it allows
the linearized equations of motion to be separable, and, hence, reducible to a 1D differential equation
in the velocity gradient direction and to examine the spectrum of streamwise wavenumbers, α, by
assuming the disturbance flow variables to be proportional to exp (−σ t + iαz). The stability of the
inertia-less, plane Couette flow of a UCM fluid was examined by Gorodtsov and Leonov.39 They
proved analytically that for each value of α there exist two discrete eigenmodes, which are now
called the “Gorodtsov and Leonov” modes, along with a continuous spectrum. Both types of spectra
lie in the stable half-plane. The eigenvalues of the continuous spectrum have real part equal to 1/Wi
and imaginary part that depends on the wavenumber and the maximum velocity, while, for large
Wi , the real parts of the discrete eigenvalues approach 1/(2Wi) and the imaginary parts approach
0 and α. Thus both types of eigenvalues asymptotically approach neutral stability as Wi increases.
The eigenfunctions corresponding to the discrete spectrum are most dangerous to become unstable,
although theoretically they do not. The implications of this behavior on computations using different
formulations are discussed extensively and the superiority of the EVSS-G/SUPG method is demon-
strated in Ref. 33. In spite of the proximity of the discrete and the continuous eigenspectrum, which
makes their numerical resolution particularly difficult, they are enough separated from each other in
Couette flow to allow convergence of the critical eigenvalues with mesh refinement.29 Renardy and
TABLE I. Properties of typical finite element meshes used in the present work.
No. of
No. of 1D No. of No. of No. of unknowns
elements in the refinement triangular unknowns (stability
Mesh (r,z) direction levels elements (base state) analysis) l1 l2
D1 (30,250) 0 15 000 138 932 216 179 15 35
M1 (30,140) 0 8400 77 992 121 359 10 25
M2 (30,190) 0 11 400 105 692 164 459 10 25
M3 (30,250) 0 15 000 138 932 216 179 10 25
M4 (40,250) 0 20 000 184 072 286 399 10 25
M5 (40,250) 1 23 427 215 160 334 762 10 25
M6 (40,250) 2 28 180 258 224 401 755 10 25
M7 (40,250) 3 31 316 286 672 446 011 10 25
M8 (50,300) 2 42 420 387 336 602 611 10 25
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TABLE II. Convergence of the critical Weissenberg number with mesh refinement for ε = 0.05 and β = 0.
Wicr
Mesh rmin zmin zmin / rmin Planar die Cylindrical die
M2 1.0 × 10−2 1.0 × 10−2 0.99 2.66 2.18
M4 7.5 × 10−3 7.4 × 10−3 0.98 2.52 2.03
M5 3.7 × 10−3 3.5 × 10−3 0.95 2.62 1.90
M6 1.9 × 10−3 1.7 × 10−3 0.94 2.83 2.15
M7 9.3 × 10−4 8.8 × 10−4 0.95 2.80 2.14
M8 1.5 × 10−3 1.6 × 10−3 1.05 2.82 2.15
Renardy40 used a Chebyshev-Tau spectral method to numerically calculate the eigenspectrum of this
flow and although they were able to resolve the discrete modes very accurately, the continuous part
of the eigenspectrum was insufficiently resolved and appeared in the complex plane as a swollen
balloon around a vertical line segment with real part 1/Wi . This ballooning is attributed to the
regular-singular character of the characteristic equation, when the coefficient of its highest deriva-
tive vanishes. The real part of the discrete eigenvalues is closer to zero and both types of families
of eigenvalues approach each other and the imaginary axis, but never become unstable. The same
method was also used by Wilson et al.41 to study the stability of the plane Couette and Poiseuille
flow, separately or combined, in a channel for a UCM or an Oldroyd-B fluid. They found that in
the Couette flow of an Oldroyd-B fluid, a continuous spectrum also exists at the same place as for
the UCM fluid and a second continuous spectrum appears with a real part, 1/(βWi), i.e., it tends to
infinity as β → 0. Moreover the number of discrete modes depends on β, but its imaginary part still
places them symmetrically with respect to the imaginary part of the continuous spectra. Turning to
the Poiseuille flow, which is closer to our case, the two continuous spectra are now generated by a
branch-cut, but remain inadequately resolved and at the same location. The discrete modes are 6 for
the UCM fluid, but their number again depends on β for the Oldroyd-B fluid. In the Poiseuille flow
the imaginary parts of the discrete eigenvalues no longer place them symmetrically with respect
to the imaginary part of the continuous spectrum, because the shear rate is not constant across the
channel. Even when the combined Couette and Poiseuille flow is examined, the flow remains stable.
The properties of the spectra of the linear stability of the plane Couette and Poiseuille inertialess
flows have been further examined by Graham.42 He showed that the Gorodtsov and Leonov eigen-
values correspond to eigenvectors that are shear-dominated and localized near the wall. Later on,
Grillet et al.28 studied the stability of the exponential PTT (ePTT) and the Giesekus models in the
planar Couette and Poiseuille flows using either the same spectral method or transient finite element
simulations. They gave an expression for the real part of the eigenvalues of the continuous spectrum
of an ePTT fluid in Poiseuille flow which is in error.43 The correct form is σr = exp[ ε Wi trτ1−β ]/Wi .
Hence the real part of the eigenvalues is modified from that of a UCM fluid and depends on the
solvent viscosity and the ε parameter of the ePTT model. Generally the shear thinning property and
the stress-dependent relaxation time of this fluid model, stabilize the flow because it results in a
spectrum that is tilted with respect to the imaginary axis as the imaginary part decreases towards
zero. More importantly, they predicted that this flow becomes linearly unstable because a discrete
eigenvalue crosses the imaginary axis at a critical Wi , the value of which depends on ε with an ab-
solute minimum at Wi ≈ 3.9. Similarly, the ePTT fluid becomes linearly unstable in planar Couette
flow, albeit at much larger Wi , the absolute minimum of which is Wi ≈ 45. Finally, the Giesekus
fluid becomes linearly unstable again at fairly large Wi . Subsequently, Palmer and Phillips44 showed
that in the planar Poiseuille flow of a linear PTT fluid there also exists a continuous spectrum where
the eigenvalues have real part equal to 1/Wi + ε tr (τ )/(1 − β), as expected considering that the
linear PTT model could be obtained in the limit of ε → 0 from the exponential one. For the range of
parameters investigated in this paper, no instabilities were reported. A new feature of the continuous
spectrum was that it “opened up” as the imaginary part approached zero.
Likewise, in our case the spectrum (see Fig. 1) consists of a continuous part located at the same
position that is predicted for the Poiseuille flow of a PTT fluid and is not very well resolved, of some
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TABLE III. Dependence of the critical Weissenberg number on the aspect ratio of the mesh elements for ε = 0.05 and
β=0, for a cylindrical die.
Mesh rmin zmin zmin / rmin Wicr
M1 1.0 × 10−2 1.4 × 10−2 1.4 2.20
M2 1.0 × 10−2 1.0 × 10−2 1.0 2.18
M3 1.0 × 10−2 0.7 × 10−2 0.7 2.15
discrete eigenvalues that converge with mesh refinement and of some that do not. In both planar and
cylindrical dies the leading eigenmodes, denoted in the figure with σ 4, are discrete and converge
with mesh refinement, as found in all studies mentioned above. In addition, we can see in the figure
that there is also convergence with mesh refinement for the discrete eigenvalues σ 1 and σ 2. On the
contrary, the eigenvalues σ 3 and σ 5 for both dies do not seem to converge with mesh refinement and
therefore they will be considered as spurious eigenvalues and will be ignored in our analysis that
follows.
Furthermore, in Fig. 1 we observe that the leading eigenvalues for both the cylindrical and the
planar die have negative real parts, which means that for this specific Weissenberg number the flow
is unstable (see Eq. (4)). As it will be shown below there is a critical value of the Wi number, Wic,
at which the leading eigenvalue crosses the imaginary axis into the left plane so that the flow from
stable becomes unstable. In order to show how the calculated values of Wic converge with mesh
refinement we have prepared Table II. Clearly, the computed values of Wic converge with mesh
refinement for both geometries. Keiller,45 however, noted that the aspect ratio of the elements can
be more important than the overall size of the elements and may lead to spurious eigenvalues. He
observed this, while calculating the linear stability of UCM, Oldroyd-B and FENE fluids in planar
Couette flow, using a finite difference discretization. Smith et al.,29 confirmed this finding in their
extensive stability studies using the DEVSS-G finite element method. In order to check whether this
problem arises in our case we have kept constant the number of the elements in the r-direction and
changed the number of elements in the z-direction (see meshes M1, M2, and M3 in Tables I and
III). Although the number of the elements in the axial direction has doubled and the aspect ratio of
the elements near the singularity varies from 0.7 to 1.4 the value of Wic is not affected significantly.
Finally, we have examined whether the type of triangulation around the singularity affects in any
way the calculated spectrum. The triangulation of the mesh which was used for our calculations
(see Fig. 2(a) in Ref. 24) changes at the die exit and as a result four triangular elements share one
of their nodes at the singular point. Another possibility, which has been used quite often even in
similar problems, is the triangulation to remain unchanged inside and outside the die with only three
elements sharing their nodes at the die lip. From our numerical experiments it is found that the
calculated spectrum is identical in both cases.
To quantify the error of the calculated most critical eigenvector and its dependence on the mesh
we have prepared Figure 2. The rate of convergence is evaluated by computing the Euclidean norm
of the differences of the values obtained with any mesh, Mn, to those obtained by the finest mesh
(M7) for the same variables. This has been performed for a cylindrical die for the cross-section at the
die exit (0 ≤ r ≤ 1, z = l1) and are presented in Fig. 2. For the computation of the norms the values
of all variables at meshes other than the coarsest one are interpolated at the locations corresponding
to the coarsest mesh. Clearly for all the variables the relative error decreases quadratically with
mesh refinement. The picture is similar for a cylindrical die as well. In all cases to be presented
subsequently the M4 mesh is used, unless otherwise noted.
Apart from the mesh refinement study, we should also examine the effect of the location of the
inflow and outflow boundaries or even the type of boundary condition that is applied therein. As we
mentioned earlier the flow at these boundaries is considered to be fully developed. This consideration,
however, is subject to verification since these boundaries are located at a finite distance from the die
and therefore it is expected that these conditions may introduce some spurious eigenmodes.25 As we
can see in Fig. 3, for a cylindrical die, placing the inflow and outflow boundaries, respectively, 5 and
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FIG. 2. The relative error of the pressure and the stresses disturbances at the exit of a planar die (z = 10) for Wi = 2.8,
ε = 0.05, β = 0, l1 = 10, l2 = 25, and various meshes. As a reference value the solution with the mesh M7 is used, while the
vectors P′i, ′rr,i, ′rz,i, ′zz,i are calculated using the meshes M2, M4, M5, and M6.
10 half gap widths further away from the die exit has no effect on the discrete part of the spectrum,
which remains the stability determining part. We get a very similar picture for the case of a planar
die.
Although the leading eigenvalues are not affected by the location of the inflow and outflow
boundaries we think that it would be important to study the possible effect of the type of boundary
condition that is applied at the outflow boundary. Therefore we have applied alternative boundary
conditions, all implying fully developed flow, and checked their effect on the calculated eigenvalues.
In Table IV we present the calculated eigenvalues using (a) Eq. (14) in Ref. 24, i.e., boundary
conditions on velocities vr = 0, ∂vz∂z = 0, (b) boundary conditions on stresses τ rz = 0, τ zz = 0,
and (c) the open boundary condition (OBC) that has been proposed by Papanastasiou et al.46
According to it the surface integrals of the momentum equations are evaluated in terms of the, as
yet, unknown nodal values of velocity, pressure and stress and added to the volume integrals of
the corresponding elements. As it can be seen, although the imposed boundary conditions differ
significantly, the calculated leading eigenvalues are not affected at all. Concluding, we find that the
leading eigenvalues are not affected either by the mesh or the type or the location of the inflow and
outflow boundaries and therefore they can be used for determining the stability of the flow.
Finally, we performed a final test in order to assure that our computations do not produce non-
physical results. It is well known that the conformation tensor that corresponds to the calculated stress
field should always be positive definite, otherwise the viscoelastic computations have no physical
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FIG. 3. Effect of the location of the inflow and outflow boundaries on the calculated eigenspectrum for Wi = 2.5, ε = 0.05,
β = 0, using mesh M2 (l1 = 10, l2 = 25) and D1 (l1 = 15, l2 = 35): Cylindrical die.
meaning. The conformation tensor is related to the stress tensor using the following equation:
τ
p
= 1 − β
Wi
(
c − I
)
. (11)
We have calculated the conformation tensor part of the steady state solution and the eigenvector
for various Wi near criticality for the stick-slip flow of a PTT fluid and found that in all cases the
conformation tensor remains positive definite.
Therefore, we have verified the convergence with mesh refinement using differently structured
meshes and assured that the calculated spectrum is not affected by the inflow and outflow boundary
conditions. Moreover, the unstable mode is discrete from the continuous portion of the spectrum.
Hence we believe that the instability calculated here is an accurate reflection of the dynamics of the
ePTT model in stick-slip flow and not a numerical artifact.
2. Effect of material properties on critical conditions for instability
Now we may proceed with the parametric study to examine the effect of various rheological
properties of the material on the stability of the stick-slip flow. The dependence of the eigenvalue
spectrum on the Weissenberg number is shown in Fig. 4 for a cylindrical die and for ε = 0.05,
β = 0. We can see that as the Weissenberg number increases from low values (see Fig. 4(a)), the
cluster of the eigenvalues for both geometries moves towards the imaginary axis. In all cases, its real
part varies from approximately 1/Wi for nearly zero imaginary part to higher values of both its real
and imaginary parts. The discrete eigenvalues are located closer to the imaginary axis with respect to
the continuous part, i.e., these modes are less stable. As we have already mentioned, Wilson et al.41
TABLE IV. Value of the leading eigenvalue using three different outflow boundary conditions for Wi = 3, ε = 0.05, and
β = 0 with mesh M6.
vr = 0, ∂vz∂z = 0 τ rz = 0, τ zz = 0 OBC
Planar die −0.1521 + 5.4852 i −0.1521 + 5.4853 i −0.1520 + 5.4852 i
Cylindrical die −0.9649 + 6.6513 i −0.9648 + 6.6511 i −0.9649 + 6.6514 i
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FIG. 4. Effect of viscoelasticity on the eigenvalues calculated with mesh M4 for a cylindrical die and ε = 0.05, β = 0,
l1 = 10, l2 = 25. (a) Low Wi numbers and (b) Wi near criticality.
proved that in the planar Poiseuille flow of a UCM fluid a continuous spectrum exists where the
eigenvalues have real part equal to 1/Wi , whereas Grillet et al.28 and Palmer and Phillips44 showed
that in the case of an exponential or a linear PTT fluid this dependence is affected by the ε and the β
parameters of these fluid models. We find that this modified dependence is in accordance with our
computations for larger values of Wi as it is shown in Fig. 4(b). We observe that the majority of
the clustered eigenvalues move slower than 1/Wi towards the imaginary axis and this is due to the
effect of shear thinning. A second cluster of eigenvalues is not found because it is displaced towards
infinity, given that β = 0 in Figure 4 or remains quite small in subsequent figures. However, we
found that the leading eigenvalues of those move faster towards the imaginary axis while, for some
value of Wi , they cross it indicating a transition to instability. The picture is very similar for the case
of a planar die.
A detailed calculation shows that the crossing occurs at Wic = 2.03 for the cylindrical die and
at Wic = 2.52 for the planar one (calculated with the M4 mesh). Moreover these eigenvalues are
complex which means that we have a Hopf bifurcation and the flow that results is periodic in time.
We should note here that this finding is in agreement with the work of Venet and Vergnes.14 These
authors showed detailed profilometric and microscopy data of the observed instability indicating
that, above a certain value of the shear stress, the surface defect that arises first is periodic with
a quickly increasing amplitude suggesting the presence of a Hopf bifurcation. The values of the
critical Weissenberg numbers for the cylindrical geometry are pretty close to the critical recoverable
shear, SR = 1.5, seen in the experiments performed by Kalika and Denn9 or the value SR = 1.73
which was given later by Pomar et al.13 We should note that the recoverable shear is defined as
SR = τwG , where τw is the wall shear stress and G is the elastic modulus. The latter can be obtained
from G ≈ μ
λ
, while the wall shear stress is τw ≈ μUR . Therefore it follows that the recoverable shear
is roughly equal to Weissenberg number, SR ≈ Wi , and the experimentally obtained critical value
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FIG. 5. Spatial form of the eigenvector for a cylindrical die. Isolines of (a) v′r , v′z , (b) P′, (c) τ ′prr, τ ′prz, and (d)τ ′pzz, τ ′pθθ
on the upper and lower half respectively for Wi = 2.1, ε = 0.05, β = 0, l1 = 10, l2 = 25 (for clarity we show the region
5 ≤ z ≤ 16). The corresponding eigenvalue is σ = −0.0928 + 6.7613i. Mesh M4 is used.
for SR is close to our computed critical Wi . The agreement is striking taking into consideration the
fact that in this work we only examine the stick-slip flow and do not take into account the effect of
the free surface as we should in the full extrudate swell problem.
The spatial variation of the most unstable eigenvector is illustrated in Figs. 5 and 6 for the
cylindrical and the planar die, respectively. We can see that the perturbations of the velocity and
stress field initiate at the die exit but they are primarily concentrated outside the die and on the
surface of the extrudate. No variation is observed in the entrance or well before the exit of the die,
in agreement with experiments reporting that the entrance conditions do not influence the sharkskin
instability,14 while sharkskin is a die-exit phenomenon.12, 18, 47 Besides the fact that the flow in the
unstable regime is periodic in time, since the corresponding eigenvalue is complex, it is obvious that
the perturbation also has a spatial periodic structure especially for the perturbations of the pressure
and the stress field the values of which have alternating signs along the slip surface. The oscillation of
all variables follows the same periodic structure in space. Among the polymeric stress components,
the oscillation is most intense for the axial normal stress and the least intense for the radial normal
stress in direct correspondence to the magnitudes of the stress components in the base state.25 The
hoop stress, although it assumes intermediate values, seems to intensify the instability. This could
be the reason that the critical Weissenberg number is consistently lower in the cylindrical than that
in the planar geometry.
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FIG. 6. Spatial form of the eigenvector for a planar die. Isolines of (a) v′r , v′z , (b) P′, τ ′prr, and (c) τ ′prz, τ ′pzz on the upper
and lower half respectively for Wi = 2.6, ε = 0.05, β = 0, l1 = 10, l2 = 25 (for clarity we show the region 5 ≤ z ≤ 16). The
corresponding eigenvalue is σ = −0.0507 + 5.3677i. Mesh M4 is used.
The amplitudes are highest right at the die exit, but decrease downstream. Apparently the
stresses that develop at the die lip25 beyond critical conditions are sufficiently high. Especially the
larger axial normal stress causes abrupt elongation of the polymer chains and more so in its surface
than its core, where in fact the polymer is axially compressed. This intense surface elongation may
exceed a critical value causing the highly entangled polymer to respond like a solid, which ruptures
producing “cracks” at the surface of the material as it leaves the die. The “cracks” should appear
right at the outlet of the die and temporarily relax the high stresses, which build up again until the
next “crack”. The “cracks” could close downstream because of viscous dissipation and material
relaxation. This variation has been observed often in extrusion experiments ran in the sharkskin
parameter range.10, 12 This scenario leading to sharkskin was first suggested by Cogswell,15 while
the sharp increase of the stresses near the die lip was confirmed by birefringence experiments.12, 48, 49
If we extend these results to the more general extrudate swell problem, it would be reasonable to
expect that this dynamic flow field could induce a wavy free surface which is characteristic of the
instabilities which appear in the experiments. We observe that for the cylindrical case the wave
length of the perturbation is about 0.5 of the extrudate diameter. From the experiments carried out
by Kalika and Denn8 the wave length is about 0.23 diameters, which is again close enough given
that here we examine the stick-slip problem.
Another interesting experimental finding14 is that, the amplitude and the period of the surface
defects increase with the wall shear stress just above the critical conditions for the sharkskin
instability. The former cannot be examined in the context of the linear stability analysis. The latter
is examined in Fig. 7, where we compare, for example, the part of the eigenvector corresponding
to the azimuthal normal stress either for Wi = 2.1 on the upper or for Wi = 3 on the lower half
of the figure. Clearly, the spatial period of the disturbance increases with the Weissenberg number.
The spatial period is inversely proportional to the temporal frequency of the sharkskin instability,
i.e., the imaginary part of the corresponding eigenvalue. So we can quantify this dependence more
easily by plotting the imaginary part of the eigenvalue as a function of Wi near criticality. Fig. 8
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FIG. 7. Spatial form of the eigenvector of the most unstable mode for a cylindrical die. Isolines of τ ′pθθ for Wi = 2.1 on
the upper and for Wi = 3 on the lower half. The rest of the parameters are ε = 0.05, β = 0, l1 = 10, l2 = 25 (for clarity we
show the region 6 ≤ z ≤ 16). The corresponding eigenvalues are σ = −0.0928 + 6.7613i for Wi = 2.1 and σ = −0.8815
+ 6.2228i for Wi = 3.0. Mesh M4 is used.
demonstrates that indeed the temporal frequency decreases with Wi for both geometries. Hence we
have another qualitative agreement with experiments, in spite the simplified geometry examined.
In order to investigate the parameters that affect this instability it would be interesting to examine
the effect of the various rheological parameters of our viscoelastic model. First we will examine the
effect of the parameter ε. This parameter introduces to the PTT model the effect of shear thinning as
well as an extensional viscosity which is varying with extensional hardening followed by extensional
thinning for smaller values of ε or extensional thinning only for larger values. It is expected that
the effects of shear and elongational thinning become increasingly important as we approach the
triple contact point where the stresses become very high and therefore may affect significantly
the stability of the flow. The dependence of the shear and elongational viscosity on the shear or
elongation rate respectively is presented in Fig. 9. Clearly, the smaller the value of ε the more intense
the elongational thickening that the fluid experiences while for ε = 0 (UCM fluid) the extensional
viscosity is unbounded. For the latter fluid the shear viscosity is constant for all shear rates, whereas
the increase of the parameter ε introduces shear thinning in lower and lower shear rates.
Now that we have seen the effects of the parameter ε on the shear and elongational properties
of the viscoelastic fluid we may examine its effect on the flow stability. To this end, we present the
calculated critical Weissenberg number as a function of the parameter ε in Fig. 10. As ε tends to
zero and the PTT model tends to the UCM limit the value of Wic increases rapidly. This is in accord
with all previous studies demonstrating that the UCM fluid in Couette and Poiseuille flow is always
FIG. 8. Dependence of the imaginary part of the most dangerous eigenvalue on the Weissenberg number for ε = 0.05,
β = 0, l1 = 10, l2 = 25. Mesh M4 is used.
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FIG. 9. Shear and elongational properties for a PTT fluid with β = 0.
stable.39–41 It appears that strain thinning, which is introduced to the model through the parameter
ε, is a destabilizing factor for the stick-slip flow of a viscoelastic fluid. Increasing the value of ε
the critical Weissenberg number decreases abruptly at small values of ε and reaches a minimum for
ε ∼ 0.06 in both geometries. Further increase of this parameter, which corresponds to a highly shear
thinning material, leads to stabilization of the flow. A similar behavior with ε has also been reported
by Grillet et al.28 for the stability of Poiseuille flow of a PTT fluid, albeit we have to note that the
most unstable mode in their case is not the same with ours. Venet and Vergnes14 in their experiments
have observed that polymers exhibiting long chain branching and more strain hardening are less
sensitive to sharkskin. This concurs with our prediction of the dependence of Wic on ε for strongly
strain hardening materials, ε < 0.05, see Fig. 9.
Next, we examine the effect of the solvent by depicting in Fig. 11 the dependence of Wic on the
solvent viscosity ratio, β. It is shown that the solvent has a strongly stabilizing effect. This is hardly
surprising since one would expect that the addition of a Newtonian solvent would result in a more
FIG. 10. Critical Weissenberg number as a function of the extensional parameter, ε, for β = 0. Mesh M4 is used.
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FIG. 11. Critical Weissenberg number as a function of the solvent viscosity ratio, β, for ε = 0.05. Mesh M4 is used.
Newtonian-like behaviour. Further increase of β was not pursued because the focus of this study is
the case of polymer melts. Furthermore, in Paper I of this study24 it was noted that the singularity
becomes more intense with increase of β and therefore it is expected that the convergence of the
eigenvalues may deteriorate.
It would be interesting to see the effect that the above model parameters have on the temporal
frequency of the dynamic flow in the unstable regime. To this end we have presented in Fig. 12 the
dependence of the imaginary part of the leading eigenvalue, computed at Wic, on the extensional
parameter ε for β = 0. As we can see the imaginary part increases with ε, which means that the
temporal frequency increases as strain thinning becomes more important. In addition we present
in Fig. 13 the dependence of the imaginary part of the leading eigenvalue, computed at Wic, as
a function of the solvent viscosity ratio. From the figure we deduce that the temporal frequency
decreases as the Newtonian solvent contribution increases.
FIG. 12. Effect of the extensional parameter, ε, on the imaginary part of the leading eigenvalue computed at Wic for β = 0.
Mesh M4 is used.
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FIG. 13. Effect of the solvent viscosity ratio, β, on the imaginary part of the leading eigenvalue computed at Wic for
ε = 0.05. Mesh M4 is used.
3. Examination of the next to the critical eigenvalue
Although in order to study the stability of a flow one only has to follow the most unstable
eigenvalue, it would be interesting to see the form of the eigenvector which corresponds to the
next to critical discrete eigenvalue, which, could become unstable at a higher Weissenberg number.
Indeed, this occurs at values somewhat less than Wic ≈ 5.6 for a cylindrical die and Wic ≈ 5.4
for a planar die, when ε = 0.05, β = 0. We have depicted the spatial variation of this eigenvector
in Fig. 14 for a cylindrical die. Now the perturbations of the velocity and stress field are primarily
concentrated inside the die, while their values outside the die are one order of magnitude (or more)
smaller than those inside it. Again we observe that the perturbation has a spatially periodic structure
as in Figs. 5 and 6 and that the eigenvectors vary more near the stationary wall as explained in
Ref. 33. In fact, a boundary layer in vz and τ pzz is formed near the wall. Moreover we observe that
the velocity boundary layer thickness is larger than the one for the stress which is in agreement with
the theoretical analysis given by Black and Graham23 who considered the PTT viscoelastic model
together with a slip model which includes a dependence of the slip velocity not only on shear stress
but also on normal stress.
We also note that, as in the case of the most critical eigenvalue, the perturbations seem to be
localized close to the die exit. To make sure that the eigenvectors of the next to critical eigenvalue are
not affected in any way by the position of the inlet boundary we performed simulations varying the
length of the inlet domain, shown in Fig. 15; clearly, the position of the inlet boundary perturbations
does not play any significant role. The perturbations are initiated in the vicinity of the die lip
and the amplitude of the oscillations decreases moving upstream. The fact that the perturbations
are localised at the die exit implies that, despite the similarities, this mode must be different
from the mode that was reported to be most unstable in the Poiseuille flow of an ePTT fluid by
Grillet et al.28
At this point, we should note that an oscillatory and spatially periodic flow, without, however, the
presence of boundary layers in the stress field, was also reported by Brasseur et al.,17 who simulated
the time-dependent axisymmetric stick-slip and die swell flow of an OLDROYD-B fluid following
a non linear slip law along the wall. They have suggested that the combination of viscoelasticity and
non-monotonic slip at the die walls could lead to this oscillatory flow. Moreover, they have shown
for the die swell problem that this periodic flow also generates small amplitude waves on the surface
of the extrudate. It is striking that, although our model does not include any wall slip, it is able to
predict a similar form of instability. We must note, however, that the PTT model, in contrast to the
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FIG. 14. Spatial form of the eigenvector for a cylindrical die. Isolines of (a) v′r , v′z , (b) P′, (c) τ ′prr, τ ′prz, and (d) τ ′pzz, τ ′pθθ
on the upper and lower half respectively for Wi = 5.6, ε = 0.05, β = 0, l1 = 10, l2 = 25 (for clarity we show the region
0 ≤ z ≤ 20). The corresponding eigenvalue is the second most critical and its value is σ = −0.0008 + 1.0422i. Mesh M4
is used.
OLDROYD-B model used by Brasseur et al.,17 predicts a varying shear and elongational viscosity
and our simulations still employ the usual no-slip boundary condition. Consequently it is reasonable
to assume that the essential features of a constitutive model in order to predict instability which
qualitatively agrees with experimental findings are a combination of viscoelasticity and elongational
thinning whereas a separate slip law is not necessary.
B. Energy analysis
In order to identify the physical mechanism leading to instability we perform an “energy
budget” analysis which has been used with success in the past for the analysis of various viscoelastic
flows.28, 50–54 The energy method considers the interaction of the base flow and the disturbance
flow by evaluating the mechanical energy balance for the perturbed system.55 Hence it is used to
determine the stabilizing and destabilizing effects of the coupling of velocities and stresses from
the base flow and perturbation flow. The methodology that will be described below is similar to the
approach of Joo and Shaqfeh51 and Ganpule and Khomami,53 who introduced it for an Oldroyd-B
fluid model.
The disturbance energy equation is obtained by taking the inner product of the linearized
perturbation of the momentum equation with the perturbation velocity and integrating the resulting
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FIG. 15. Spatial form of the eigenvector that corresponds to the next to the critical eigenvalue for a cylindrical die. Isolines
of vr and vz , on the upper and lower half, respectively, for Wi = 5.6, ε = 0.05, β = 0 and for (a) l1 = 10 (Mesh M2) and
(b) l1 = 15 (Mesh D1).
equation over the volume of the flow field and one periodic cycle in time (i.e., 0 < t < 2π /σ I).∫ [
∇ ˆP − β∇ ·
(
ˆG + ˆGT
)
− ∇ · τˆ
p
]
· vˆdV = 0, (12)
where this notation implies the volume and time integrals of a quantity A, i.e.
∫
A dV
= ∫ 2π / σI0 ∫V A dV dt . Note that for the evaluation of all terms shown in Eq. (12) and in the equations
below we take just the real part of the perturbations, vˆ, ˆP , ˆG, and ˆ.
After some manipulation (see the Appendix for a detailed derivation) the energy budget becomes
dV D
dt
= ϕpr − ϕvis + ϕrelax + ϕpv1 + ϕpv2 + ϕps1 + ϕps2 − ϕel + ϕ jump, (13)
where
dV D
dt
=
∫
Wi
1 − β
Yb
∂
∂t
(
ˆG : ˆGT
)
dV (14a)
is the rate of change of total viscous dissipation,
ϕpr =
∫ [
n ·
(
ˆP I
)
· vˆ
]
d (14b)
is the energy associated with pressure perturbation,
ϕvis =
∫
∇ ·
[(
β + 1 − β
Yb
)(
ˆG + ˆGT
)]
· vˆ dV (14c)
is the viscous dissipation energy term,
ϕel = −
∫
∇ ·
[
Wi
Yb
∂
∂t
]
· vˆ dV (14d)
is the growth rate of purely elastic stress,
ϕrelax =
∫
∇ ·
[
εWi
1 − β tr τˆ pτ pb
]
· vˆ dV (14e)
is the energy associated with the changes in effective relaxation time,
ϕpv1 =
∫
∇ ·
[
Wi
Yb
vˆ · ∇τ
pb
]
· vˆ dV (14f)
represents the coupling of the velocity perturbation with the base state stress gradient,
ϕpv2 = −
∫
∇ ·
[
Wi
Yb
(
τ
pb
· ˆG + ˆGT · τ
pb
)]
· vˆ dV (14g)
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FIG. 16. Terms of the perturbation energy equation for the stick-slip flow of a PTT fluid with ε = 0.05, β = 0: (a) cylindrical
die and (b) planar die. Mesh M4 is used.
represents the coupling of the velocity gradient perturbation with the base state stresses,
ϕps1 =
∫
∇ ·
[
Wi
Yb
vb · ∇ τˆ p
]
· vˆ dV (14h)
represents the coupling of the stress gradient perturbation with the base state velocity,
ϕps2 = −
∫
∇ ·
[
Wi
Yb
(
τˆ
p
· G
b
+ GT
b
· τˆ
p
)]
· vˆ dV (14i)
represents the coupling of the stress perturbation with the base state velocity gradient, and finally
ϕ jump =
∫
n ·
[
Wi
1 − β
Yb
∂ ˆG
∂t
]
· vˆ d (14j)
represents the jump in physical properties across the interface outside the die.
Ganpule and Khomami53 have shown that the correct mode of instability can be tracked by
using dV D/dt as the quantity which indicates the stability or instability of the flow. Therefore,
when the solvent viscosity is small or even zero as in our study, we can use the energy balance given
by Eq. (13) to determine the critical couplings that cause the onset of the viscoelastic instability
by examining the magnitude of each one of the terms on the right hand side near the critical Wi
number. The driving force for the instability will be determined by finding which term(s) grow when
dV D/dt grows and especially which terms grow most rapidly with Wi .
The analysis was performed for ε = 0.05 and β = 0 and for Weissenberg numbers around the
critical condition. The various terms of the energy equation for both the planar and the cylindrical
geometry are presented in Fig. 16, without normalization of the eigenvectors. We find that the only
positive terms are ϕpv2, ϕps2, and ϕjump, while the rest of the terms are negative for all values of Wi .
As Wi increases, passing the critical value, 2.03 for the cylindrical and 2.52 for the planar die (mesh
M4 was used), the terms ϕpv2 and ϕjump increase significantly and seem to have a strong destabilizing
effect on the flow.
On the other hand, ϕps2 appears to be smaller and increases less rapidly with Wi having a
mild destabilizing effect as compared to the other two terms. ϕpv2 represents the rate of energy
production due to the coupling of velocity gradient perturbations and base state stresses, while ϕjump
represents the jump in physical properties across the slip interface. Considering that in stick-slip
flow the streamlines of the base flow near the singularity are curved and the base and disturbance
axial normal stress and the disturbance velocity gradient vary the most and in particular near the slip
surface, it should not be surprising that these three terms are the ones driving the instability in this
flow. Ganpule and Khomami53 found that for purely elastic instabilities in multi-layer channel flow,
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the main instability-driving terms are ϕpv2 and ϕjump. In single-layer flows with curved streamlines
Joo and Shaqfeh50, 51 in Dean and Taylor-Couette flow and Smith et al.54 in flow around a single or an
array of cylinders have reported that the observed instabilities are driven by the coupling represented
by the term ϕps2, or ϕpv1. Additionally, Grillet et al.28 have found that instability in planar Poiseuille
or Couette flow of a PTT fluid is related to the ϕpv2 term. Thus, the mechanism for the instability in
stick-slip flow seems to be closer to the one reported in Ref. 53, even though in the present flow the
interface is assumed to be flat corresponding to a free surface with very large surface tension. We
will examine in more detail the mechanism driving the instability near the die exit, when we study
this instability for the complete extrudate swell problem.
C. Non-axisymmetric perturbations (k = 0)
Next we examine the stability of the stick-slip flow subject to three-dimensional perturbations.
To this end, we allow for harmonic disturbances in the third direction for both geometries and solve
the eigenvalue problem for different wavenumbers of these perturbations. For the planar geometry
no additional conditions are needed. For the cylindrical geometry, we need to pay special attention
at the boundary conditions that will be imposed at the axis of symmetry of the base state now that
we allow for three-dimensional perturbations (k = 0). To this end, we follow a similar approach with
Preziosi et al.56 and Miller and Rallison,57 and impose
vˆr + i vˆθ = 0, vˆz = 0, ˆP = 0 for k = 1, (15a)
vˆr = 0, vˆθ = 0, vˆz = 0 for k > 1. (15b)
Fig. 17 shows the real part of the most dangerous eigenvalue as a function of the wavenumber,
k for both geometries. The dispersion curves are shown for Wi numbers close to the critical values
found for two-dimensional perturbations. From this figure we deduce that for both cylindrical and
planar dies, the most unstable modes are in the range of k = 19–21, but the pick in the growth rate is
very shallow indicating a weak wave number selection. In any case, the three-dimensional instabilities
are expected to appear first, something that has been observed in extrusion experiments.12, 14, 18 This
result is a clear indication that the natural extension of this work which is to study the full extrusion
problem, i.e., taking into account a deformable interface, should account for three-dimensional
effects as well.
D. Stability of the reverse flow (slip-stick flow)
One of the three prevailing mechanisms for the sharkskin instability involves de-adhesion
and slip or alternating de-adhesion and adhesion of the polymer while it is still inside the die. The
preceding linear stability analysis shows that this instability may be initiated without any de-adhesion
FIG. 17. Dispersion curves for non-axisymmetric perturbations for various Wi : (a) cylindrical die and (b) planar die.
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FIG. 18. Eigenspectrum for the slip-stick problem and for ε = 0.05, β = 0, l1 = 10, l2 = 25: (a) cylindrical die and (b)
planar die.
and slip inside the die. Instead, the transition from the no slip condition inside the die to the shear
free condition outside it is sufficient to initiate this instability. On the other hand, the simplified flow
geometry we have used allows us to examine if instability can be induced during re-adhesion of the
polymer by examining the stability of the reverse flow: the slip-stick flow. In this case, the fluid will
move in plug flow from the left until it enters the die and in the far field the usual outflow boundary
conditions will be used to impose fully developed flow.
After calculating the steady flow and stress fields, we perform the linear stability analysis as
described before. Fig. 18 shows the part of the spectrum that is closest to the imaginary axis. In
both geometries, we observe that the flow remains stable for Weissenberg numbers much larger than
those for which the stick-slip flow had turned unstable. In fact the slip-stick flow turns unstable for
values of Wi ≈ 5.9−6.0, i.e., close to those that the 1D flow of the ePTT fluid between parallel
plates or inside a tube turns unstable.28 The corresponding critical eigenvector for a planar die is
shown in Fig. 19. This picture is very similar to the one for the cylindrical geometry and the latter
will not be included herein. We clearly see that the critical eigenvector becomes visible well inside
the die. Opposite to the stick-slip flow, here the material, as it enters the die, undergoes compression
close to the wall and extension at the plane of symmetry. So the singularity in the velocity and
stress components is somewhat suppressed by the flow that follows inside the die, instead of
being reinforced by the locally strong extensional flow that follows the exit from the die in the
stick-slip arrangement. This constitutes another indication that it is the coupling of the singularity
at the die lip and the strong extensional flow near the free surface that generates the sharkskin
instability.
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FIG. 19. Spatial form of the eigenvector for the slip-stick problem and for a planar die. Isolines of (a) v′r , v′z , (b) P′, τ ′prr,
and (c) τ ′prz, τ ′pzz on the upper and lower half, respectively, for Wi = 5.9, ε = 0.05, β = 0, l1 = 15, l2 = 10 (for clarity we
show the region 10 ≤ z ≤ 25). The corresponding eigenvalue is σ = −0.0003 + 0.9216i. Mesh M4 is used.
IV. CONCLUSIONS
The purpose of this work was to study the stability of the viscoelastic stick-slip flow for a
cylindrical as well as a planar geometry. In order to achieve that we performed a linear stability
analysis around the steady state solution of the stick-slip flow for a viscoelastic fluid using the
affine exponential PTT model. For the numerical calculations we have used the mixed finite element
method combined with the EVSS-G method for the calculation of the elastic stresses together
with the SUPG method for the weighting of the constitutive equation. For the calculation of the
eigenvalues the Arnoldi method was employed.
The linear stability analysis around the steady state stick-slip flow of a viscoelastic fluid showed
that the flow becomes unstable as the Weissenberg number increases more than a critical value,
Wic. At this critical value we have a Hopf bifurcation to a time periodic solution, the frequency of
which increases with the extensional parameter, ε, of the PTT model and as the solvent viscosity
ratio decreases. Except for the temporal periodicity the perturbed flow field also exhibits a spatial
periodicity which in the corresponding extrudate swell problem could result in a wavy surface
such as the one observed in experiments. Moreover we found that this critical value of Wic,
where the instability transition occurs, increases rapidly as the extensional parameter, ε, tends to
zero approaching the stability of the UCM or the Oldroyd-B fluid models in similar flows. The
same behavior of Wic is also found as the solvent viscosity ratio increases. Moreover, an energy
analysis was performed for the most critical eigenvector in order to investigate the mechanism of
the instability. It was shown that the mechanism of instability is due to the coupling of velocity
gradient perturbations and base state stresses, and the jump in physical properties across the slip
interface. The parametric analysis also reveals that shear and elongational thinning as well as the
presence of solvent have a significant effect on the stability characteristics of the flow. When the
base state is subjected to 3D disturbances, eigenmodes with wavenumber around 20 were found to
be most unstable, although a range of disturbances with similar wavenumbers approach criticality at
the same time. When the stability of the reverse flow is examined, the critical Weissenberg number
increases, approaching the value for Poiseuille flow.
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In the literature it has been suggested that the mechanism for the instabilities should include
either a non-monotonic slip law or a non-monotonic constitutive law.2–4, 6, 16, 17 On the contrary,
this work proposes that such a non-monotonic slip law or a non-monotonic constitutive law is not
essential for the appearance of extrusion instabilities. Instead we show that extrusion instabilities
could be due to purely elastic instabilities which can be triggered by the coupling of strong stress
gradients at the die lip and the intense extensional flow, primarily at the surface of the extrudate
that ensues. Our findings support at least qualitatively the mechanism for the sharkskin instability
initially proposed by Cogswell.15 The present analysis examines the stick-slip flow in which the
fluid volume is confined. It suggests that it is necessary to extend it allowing for the extrudate swell
to take place and to examine the nonlinear and three dimensional dynamics of the flow.
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APPENDIX: DERIVATION OF ENERGY ANALYSIS EQUATIONS
The disturbance energy equation is obtained by taking the inner product of the linearized
perturbation of the momentum equation with the perturbation velocity and integrating the resulting
equation over the volume of the flow field and one periodic cycle in time (i.e., 0 < t < 2π /σ I).∫ [
∇ ˆP − β∇ ·
(
ˆG + ˆGT
)
− ∇ · τˆ
p
]
· vˆ dV = 0, (A1)
where this notation implies the volume and time integrals of a quantity A, i.e.
∫
A dV =∫ 2π / σI
0
∫
V AdV dt . Note that for the evaluation of all terms shown in Eq. (A1) and in the equa-
tions below we take just the real part of the perturbations, vˆ, ˆP , ˆG, and ˆ.
Because of the creeping flow assumption, the derivative of the kinetic energy of the disturbance
flow does not arise in Eq. (A1), as in the standard stability analysis for Newtonian fluids. Instead,
the time derivative should arise through the constitutive law. To this end, the disturbance of the
polymeric part of the stress tensor, τˆ
p
, is obtained by rewriting the linearized constitutive equation
as
τˆ
p
= −Wi
Yb
[
∂τˆ
p
∂t
+ vb · ∇ τˆ p + vˆ · ∇τ pb − τˆ p · Gb − τ pb · ˆG − ˆG
T · τ
pb
− GT
b
· τˆ
p
]
−Wi ε
1 − β tr τˆ p τ pb +
1 − β
Yb
(
ˆG + ˆGT
) (A2)
and substituting this equation into Eq. (A1) gives
d E p
dt
= −ϕpr + ϕvis − ϕrelax − ϕpv1 − ϕpv2 − ϕps1 − ϕps2. (A3)
In Eq. (A3)
d E p
dt
=
∫
∇ ·
[
Wi
Yb
∂τˆ
p
∂t
]
· vˆ dV (A4a)
is the rate of change of disturbance energy created or dissipated by the polymeric stresses,
ϕpr =
∫ [
n ·
(
ˆP I
)
· vˆ
]
d (A4b)
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is the energy associated with the perturbation pressure and the indicated integral implies∫
A d = ∫ 2π / σI0 ∫ A ddt ,
ϕvis =
∫
∇ ·
[(
β + 1 − β
Yb
)(
ˆG + ˆGT
)]
· vˆ dV (A4c)
is the rate of viscous energy dissipation found also in the Reynolds-Orr energy equation.55 This term
is always negative and, thus, it has a stabilizing effect on the flow. The following terms represent the
transfer of energy from the base flow to the perturbations:
ϕpv1 =
∫
∇ ·
[
Wi
Yb
vˆ · ∇τ
pb
]
· vˆ dV , (A4d)
ϕpv2 = −
∫
∇ ·
[
Wi
Yb
(
τ
pb
· ˆG + ˆGT · τ
pb
)]
· vˆ dV , (A4e)
ϕps1 =
∫
∇ ·
[
Wi
Yb
vb · ∇ τˆ p
]
· vˆ dV , (A4f)
ϕps2 = −
∫
∇ ·
[
Wi
Yb
(
τˆ
p
· G
b
+ GT
b
· τˆ
p
)]
· vˆ dV . (A4g)
In the definitions of ϕpsi , ϕpvi , the subscripts s and v indicate that the corresponding term involves
perturbations of the stress and velocity, respectively, of the upper convected terms in the constitutive
law. An additional term arises in Eq. (A3) in comparison with the OLDROYD-B analysis28 from the
exponential term in the PTT constitutive equation and has the following form:
ϕrelax =
∫
∇ ·
[
εWi
1 − β tr τˆ pτ pb
]
· vˆ dV . (A4h)
This term arises due to the perturbation of the effective relaxation time.
The term dEp / dt has been used by several researchers for determining the mechanism of
instability, e.g., Smith et al.54 In fact, Joo and Shaqfeh51 have shown that the term dEp / dt is
related to the rate of change of the energy dissipated by the solvent, which is expressed via the
positive definite norm β
∫ ∇v′:∇v′dV . Hence, it plays the same role as the rate of change of the
kinetic energy, which arises in finite Reynolds flows; see also Byars et al.52 Moreover, Ganpule and
Khomami53 noted that this procedure is not useful when the solvent viscosity ratio is equal to zero
because dEp / dt becomes zero as well and that additional terms should arise in multi-phase or free
surface flows. In order to overcome these difficulties they have proposed to split the polymeric part
of stresses in a purely viscous part and a purely elastic one (see Eq. (7)) just like the stress-splitting
in the EVSS-G scheme, which we have used for the steady viscoelastic calculations in Refs. 24 and
58. This method was also used later by Grillet et al.28 Introducing that relation into Eq. (A4a) and
taking into account the boundary conditions that do not set velocities at the boundaries of the slip
region while integrating by parts we get
d E p
dt
= −ϕel − dV Ddt + ϕ jump, (A5)
where
ϕel = −
∫
∇ ·
[
Wi
Yb
∂
∂t
]
· vˆ dV (A6a)
represents the growth of purely elastic stress,
ϕ jump =
∫
n ·
[
Wi
1 − β
Yb
∂ ˆG
∂t
]
· vˆ d (A6b)
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represents the jump in physical properties across the interface outside the die, and
dV D
dt
=
∫
Wi
1 − β
Yb
∂
∂t
(
ˆG : ˆGT
)
dV (A6c)
is the rate of change of total viscous dissipation, similar to that originally introduced by Joo and
Shaqfeh.51 Substituting Eq. (A5) into Eq. (A3) we obtain
dV D
dt
= ϕpr − ϕvis + ϕrelax + ϕpv1 + ϕpv2 + ϕps1 + ϕps2 − ϕel + ϕ jump. (A7)
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