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SECTION I 
We consider here the forced oscillatory motion of a string of variable 
length. The primary aim is to examine the response of this simple system to 
an excitation which would produce resonance under slightly different condi- 
tions (e.g., for a string of definite fixed length). Interest in this problem derives 
from the fact that it may be related to more complicated phenomena 
occurring in hydrodynamic stability theory. 
The general configuration can be described as follows. A tightly fitting 
frictionless ring is moved horizontally in a prescribed manner along a very 
long, taut elastic string. The moving ring produces no tangential forces but 
acts only as a constraint on the vertical motion. Thus the effective length 
of the string at any time is the distance between the fixed end and the instan- 
taneous ring position. The motion may be forced by either vertically oscil- 
lating the fixed end (whose horizontal position is invariant) or by prescribing 
initial conditions. 
If y(x, t) denotes the vertical displacement and c is the “sound” speed then 
1 
YXX -- c’L Ytt - -0; 
the boundary conditions are 
y(O, t) = I@); y(H(t), t) = 0 (the ring position); 
Ax, 0) = h(x) ; yt(x, 0) = k(x) for 0 I x I R(0). 
The solution of this boundary value problem may be determined using at 
least two different approaches, each having special merit. The first, introduced 
in [l], makes use of a new set of independent variables and then proceeds by 
more or less conventional means. This method is developed in Section III. 
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The second approach utilizes the general solution of the partial differential 
equation, y(x, t) =f(ct - X) + g(ct + x), to satisfy the boundary conditions. 
It follows that 
with 
Iv - R(t)) -.f(ct + R(t)) + I+ + R(t)) = 0. (3) 
In addition, there are initial conditions 
A- 4 -f(x) + P(X) =44 
f’( - 4 -f’(X) + p’(x) = + Jqx) 1 
for 0 s x I R(O), 
where the functions h(x), k( x are defined only in the given range. This ) 
procedure, which reduces the boundary value problem to the solution of a 
functional equation, is further elaborated upon in the next section (see 
ref. 2). 
Suppose p(ct) = sin (wt + 9) and R(t) = R,, a constant, then the system 
would resonate when 
R, = n!f, 
w 
n a positive integer. 
In fact, with this forcing function, the string should be greatly excited even 
if R(t) is a variable, as long as R(t) passes through a critical length slowly 
enough. Little effect is expected in a rapid transition; obviously for fi(t) > c, 
the string reacts as if it were infinitely long and no wave reflections occur off 
the moving end (supersonic ring motion). The following simple example 
illustrates these effects and the general approach. 
SECTION II 
Let t 2 0, R(t) = Ut, p(ct) = sin wt. Since the string starts from zero 
length, we relax the initial conditions somewhat and merely require the 
solution to be regular in the neighborhood of the vertex point x = 0, t = 0. 
Of particular interest is the behavior of the solution for values of U < c but 
Ut N nrrc/w, in which case the string length is “critical” for a long period 
of time. Let 
M=;, l+M a=rMM’ /3=$; 
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Eqs. (2) and (3) may then be written as 
y(x, t) =f(ct - x) -f(ct + x) + sin B(ct + x) 
=f(ct - x) -f (q-y 
~(CLZ) =f(z) + sin /30rz, (5) 
where z is a positive variable, M < 1, and iy > 1. (The condition on IM 
indicates that the ring motion is “subsonic.“) 
By repeated differentiations of (5), the Taylor series expansion of the regu- 
lar solution of this equation is found to be 
(6) 
This series converges for all values of a. Since ~1 > I, the term l/[l - OI-@~+~)] 
can also be expanded as a power series whereupon an interchange in the 
order of summation yields the alternate form 
f(z) =f(O) + 2 sin (g) . n=cl 
It follows from (4) and (7) that 
y(x, t) = sin w (t - s) - 2 $ sin (3) cos ($-) (8) 
is one form of the solution of the problem. This representation is particularly 
instructive because the first term is a propagating wave (the solution of the 
semi-infinite string problem) while the second consists of the modifications 
due to the wave reflections off the moving ring. As M---f 1 (and for M 2 1) 
the solution reduces to a single outwardly propagating wave. 
Equation (6) and the latter half of (4) may be used to study the response at 
very small times (hence small distances) and it is relatively easy to establish 
that 
y(x, t) = (1 - $-) sin wt + O(M). (9) 
Thus the displacement is essentially a straight line from fixed end to moving 
ring which oscillates with the excitation frequency, w. 
Neither of these forms of the solution, however, is suitable for a discussion 
of the interesting situation, M < 1, uMt = O(l), so we return to Eq. (5) 
and solve it anew by a transform procedure. 
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Use of the generalized Mellin transform 
P(s) = Q(z) P-ldz + Q(z) .zJ-ldz = F+(s) + F-(s) 
and its inversion relationship lead to the result 
Here 8 is a positive number less than one, and P(s) is a function analytic in 
the strip 1 Re (s) 1 5 8. The closed contour consists of two vertical straight 
lines, Re (s) = f 8 and two horizontal connections Im (s) = f 03. The 
integrals over the horizontal connections are assumed to be zero. The singu- 
larities of the first integrand are located at s = 2n+(ln CY) [the zeros of 
sinh (s In a)/21 and the simple poles of the Gamma function, s = - 71. 
The first integral in (10) is the particular solution of (5) and the second 
represents the general solution of the corresponding homogeneous equation. 
It follows by a residue calculation that the general homogeneous solution is of 
the form 
where 
6 = x/i%, and c,,, d, are constants. These solutions are analogous to the 
natural modes of vibration of the conventional problem; the unknown 
constants may be determined from the initial conditions. In fact, Eq. (11) is 
comparable to a Fourier series and the coefficients are evaluated in a some- 
what similar fashion (see Section III or ref. 2). The arguments leading to (10) 
provide the means to solve the general boundary value problem in which at 
time zero a string of nonzero length, in a prescribed state, undergoes forced 
motion while its effective length is linearly increased. (The modifications made 
necessary by the inclusion of arbitrary forcing functions are easily incor- 
porated.) 
In the present case, we require the solution to be regular in the neigh- 
borhood of x = 0, t = 0. The coefficients c,, d, must all be zero because 
none of the homogeneous solutions or “eigenfunctions” are regular at this 
point. The desired solution is then expressed by Eq. (10) with P(s) = 0. As a 
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check, we close the contour, Re (s) = - 6, in the left half plane and evaluate 
the integral by residue theory. The result is Eq. (6) once again. It is possible, 
however, to proceed in a different manner. 
The identity 
1 (- 1) 
sinh (s In (u/2) 
=-“-+A.-~ 
s In (Y n=l s2 + (4n27r2/ln2 CY) 
may be used to rewrite Eq. (10) as 
-f@) In a = & jiu-d 
-im- d 
where w = j3cY2z and the primed summation symbol indicates the omission 
of the term n = 0. Since the function 
h(z) = 0 O<z<l 
=- k- 27rni ln z exp In 01 1 1 <z<a 
has the Mellin transform 
H(s) = 
1 
s + (2n~~lnor) 
for Res ~0, 
application of the Mellin convolution theorem results in the formula 
h-d r(s) sin 4 7rs -__ 
-ice-i) ws[s + (2n7Gyln a)] crs = - i 
- CT< In %, dl’. 
A change in integration variable to 71 = - In P/w, use of Eq. (4), and some 
simple manipulation yields 
Y(% t) = j&- 3 (- 1)” 6, p sin A(7) [cos B,(7) + ~0s G(7)] d7 (14) 
0 0 
where 
A(7) = y e-~[cr1/2(l - M[) - a-l/O(l + icZQ] 
B,(7) = t$ e-q[a1/2( 1 - MS) + cdel/‘( 1 + MO] + ‘2 
C,(7) = 7 e-‘lp2( 1 -. Mf) + (Y-1/2( 1 + A@)] - 2s 
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and 
6, = 1, n=O 
= 2, n # 0. 
In this final form it is evident that sin A is a moderate valued, slowly varying 
function of 77, whereas both cos B,, and cos C, are rapidly oscillating for 
values of M < 1 but wtM = 0( 1). The method of stationary phase may now 
be gainfully employed to obtain asymptotic estimates of these integrals, 
rewritten as 
s 
m . smA eiBndT, 
s 
m 
Re Re sinA eicndv. 
0 0 
The stationary point of the first integral located at B;(T) = 0, is 
in = - In 
[ 
-g& [d/y1 - Mf) + a-1/2(1 + MS)]-‘] 
and this falls within the range of integration (0 < 7) only if 
ut > g [cP(l - M[) + Lu-i/2(1 + M‘$)J-‘. 
However since M is very small, this condition is approximately equivalent to 
Therefore, a point of stationary phase enters the integration domain whenever 
the string length Ut, exceeds a critical value rrnc/w. The stationary points of 
the second integral are not located on the integration path, and this term may 
be neglected compared to the first. 
The asymptotic formula deduced by using the method of stationary phase is 
+ O(1). (15) 
Note that the sum includes only a finite number of terms due to the presence 
of the Heaviside function, S(z) = 1, z 3 0; S(z) = 0, z < 0. 
Evidently the response to the oscillatory input, sin wt, remains moderate 
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until the string length reaches the first critical value rc/w. The system then 
becomes near resonant, the amplitude increases to 0(1/1/M) and the 
displacement takes the form 
Y - +&f [clY:Y”, t) t- d,yy’(x, t)] 
where yy)(x, t) are the lowest natural modes of vibration for the variable 
length problem. In fact, whenever the string length is near critical, say 
R = &c/w, the eigenmodes yil), yp) [Eq. (12)] strongly resemble the corres- 
ponding kth modes of the fixed length problem. In other words the natural 
modes of the variable length problem are excited whenever they resemble 
the kth eigenfunctions of the fixed length problem, in which case excitation 
sin wt is the proper input to produce resonance. That the kth modes of 
the two problems are similar when the string length is &c/w, may be shown 
by introducing the change of variable t = (&~/MU) + t’ in Eq. (12). The 
eigenfunctions are seen to be identical to the “fixed length” modes, i.e., 
nkx 
wyi,l) h/ sin -R- cos wt’ 
Tkx 
y’,2) % sin -- sin wt’ -I R 
The physical process consists of exciting those natural modes which 
resemble the corresponding fixed-length modes every time the ring passes 
through a different critical length. The “resonant” amplitude depends on the 
length of time the corresponding modes “look alike” to the oscillatory 
excitation. After passing through the appropriate critical length, a specific 
natural mode of the variable length problem no longer resembles its analog- 
the input function is then of the wrong form to produce further significant 
increase in amplitude. However, the mode retains the amplitude it acquired 
during its resonant period. 
SECTION III 
A few remarks concerning the solution of the general boundary value 
problem [Eq. (1) et seq.] seem appropriate at this time. As we saw in the 
preceding section slight modifications in the arguments leading to Eq. (10) 
provide the complete solution of the problem. The unknown coefficients of 
the modal solutions must be determined in accordance with the initial con- 
ditions. This procedure is not difficult and has already been adequately 
discussed in ref. 2, 
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The solution can also be determined by a more conventional approach 
which merits consideration because it is simpler in concept and easier to 
develop. In any event, a different form of the solution is acquired. 
Let 
R(t) = R” + ut 
and introduce the dimensionless coordinates (asterisks) 
x = R,,x*, t = (R,,/c) t* 
and the variables 
Mx* 
“I = 1 + Mt*’ 
5 = In (1 + Mt*). 
Equation (1) becomes (upon dropping the asterisk notation) 
(1 - 72)Ylll - 27lYq + 27lYqc -Yrr +Yr =a WI 
Separable solutions of this equation are of the form 
where 
yn = e +lt P,(7) 
42 =g> Pn(,l) = (1 y&2 exp (A, In (1 - T~)‘/~) 
and 
k(7) = && ( 1 - q2)l/f sin [h, In ($$-$“‘] , 
I 
M h(7) U7) d7 = *,,. 
0 (1 - 712J2 
The general solution obtained by adding these particular homogeneous 
solutions constitutes Eq. (11) once again. 
Consider now the more general problem 
Yzz - Ytt = - 4(x, t>, YP, t) = P(t), 
~(1 + Mt, t) = 0, Y(X, 0) = K$ Y&G 0) = w (18) 
We may, if we wish, incorporate all of the inhomogeneities into q(x, t) or 
utilize the principle of superposition to consider several simpler problems. 
However, since we have no further particular cases in mind, we shall con- 
centrate on obtaining formal solution of the problem as posed. 
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In terms of T) and 5, (18) becomes 
(1 - T~)Y,~~ - 271yq + 271yco + YC - yet = &Qh 5h 
with 
(19) 
y I,,=0 = YP, 5) = P(5)? Ywt 5) = 0, Y(% 0) = h(7), 
Y&7,0) = g + 747)* 
If we apply a Laplace transform in the 5 variable, 
R% 4 = Jrn +y(r), 5) 4 
0 
and define the function 
then 
where 
Q, = (1 - 7)2)“-“/2y (7, s) 
@” + (l1-+ - @ = F(7), s) (1 - 7+‘1-5’12 
F(% 4 = ?h’(?) + (1 - 4 47) - ; k(7) + &Q(y, s - 2). 
(20) 
The boundary conditions reduce to 
w, 4 = P(s), @(M, s) = 0. 
Solutions of the homogeneous form of Eq. (20), are 
@1 = (1 - v2)li2 cash 3 In (F) 
7 
@r = (1 - q2)1/2 sinh $ In (p) , 
7 
From these, the complete solution may be constructed by conventional 
methods involving the Wronskian or a Green’s function. It is useful to define 
54% s) = @(7* 4 + 
p(s) sinh [$ In d (:<)I 
sinh (s/2) In OL 
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for this function also satisfies (20) and is zero at 7 = 0, 7 = M. Equation (20) 
may then be solved for I/, using a generalized Fourier series expansion, 
and it follows from the orthogonality relationship (17) that 
I 
a, = - 
s2 + (27fn/ln CX)” I 
M h&4 F&v SL d 
o (1 - $)o+S)/s P’ 
The complete formal solution is obtained by collecting the various expres- 
sions : 1 s mi y = 2ni est @(T, s) ds. -,& 
There seems little point to continuing without a specific objective in mind. 
For although it is possible to reproduce analogous results to almost all that is 
known about vibrating strings of constant length, this is not our purpose. 
It is informative to compute the appropriate Green’s function and a particu- 
larly simple solution of the unforced initial value problem in terms of images 
and reflections is also easily determined. These are, however, best left as 
exercises. 
As a final comment, we note that the method of characteristics is available 
for ready numerical or graphical calculations in the case of arbitrary ring 
motion, R(t). 
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