Oscillation of solutions of systems of neutral type partial functional differential equations  by Agarwal, R.P et al.
PERGAMON 




Computers and Mathematics with Applications 44 (2002) 777-786 
www.elsevier.com/locate/camwa 
Oscillation of Solutions of Systems of Neutral 
Type Partial Functional Differential Equations 
R. P. AGARWAL 
Department of Mathematics, National University of Singapore 
10 Kent Ridge Crescent, Singapore 119260 
FAN WEI  MENG* 
Department of Mathematics, Qufu Normal University 
Shandong 273165, P.R. China 
WEI NIAN LI* 
Department of Mathematics, Qufu Normal University 
Shandong 273165, P.R. China 
and 
Department of Mathematics, Binzhou Normal College 
Shandong 256604, P.R. China 
(Received and accepted March 2001) 
Abstract--Suff ic ient conditions are established for the oscillation of solutions of systems of neutral 
type partial functional differential equations of the form 
( °( )) 0 p(t) -~ ui(x,t) + ~ Ar(t)u~(z,t-r~(t )
0t r=l 
= ~,(t)a~,(x,t) + ~ ~ a,~(t)a~5(x, p~(t)) - q,(~, t)~(~,t) 
5=1 k=l  
- ~'~qish(z,t)us(x, ah(t)), (x,t) ef lx[O, oo)=G, i=1,2 ..... m, 
5----1 h----i 
where ~1 is a bounded omain in R n with a piecewise smooth boundm'y 0n, and ~ is the Laplacian 
in Euclidean n-space R n. The obtained results are illustrated by some interesting examples. ~ 2002 
Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In recent years, oscillation theory of partial differential and difference equations with and without 
deviating arguments has become a subject of intensive study; see [1-14] and the references cited 
therein. In this paper, we  shall present some oscillation criteria for the solutions of systems of 
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neutral type partial functional differential equations of the form 
( ( )) 0 0 u~(x , t )+~-~r( t )u~(x , t - r~( t ) )  N p(t) -5i ~=~ 
= a~(t)Aui(x, t) + ~ a~jk(t)Auj(x, pk(t)) - q~(z, t)ui(x, t) 
j= l  k=l  
rn l 
- -~-~-~qi3h(x,t)u3(x, ah(t)), (x,t) • f~ x [0,~)  ---- G, i = 1,2, . . .  ,m, 
j= l  h=l  
where fl is a bounded domain in N n with a piecewise smooth boundary 0f~, and 
(1) 
~ 02u~(x,t) 
Au~(z, t) = Ox~ 
r= l  
i • Irn = {1,2 , . . . ,m}.  
In what follows, we shall assume that the following hold. 
(A1) p e C1([0, oc); (0, oc)), limt--.~ f~o(1/p(s))ds = e~, to > 0; 
(A2) Ar • C2([0, co); [0, c~)), Tr • C([0, c¢); [0, co)), T~(t) <_ t, r • Id = {1,2, . . .  ,d}; 
(A3) ai • C([0, co); [0, ec)), aijk • C([0, oo); R), aiik(t) > O, and 
(A4) q~ • C(G; [0, ec)), qi(t) = minxen qi(x,t), q(t) = minl__~__rn q~(t), i • Im; 
(A5) q~jh • C(G; R), q~h(X, t) > O, qiih(t) = minxen qi~h(X, t), and qijh(t) = maxxsn Iqijh(x, t)l, 
Qh(t) = min q~h(t) -- Ctjih(t) >0, i , j  • Im, h • It = {1,2, . . . , l} ;  
l<_i<_rn j=l ,  j¢ i  
(A6) ah,pk • C([O, oo);R), ah(t) <_ t, pk(t) <_ t, ah, Ok are nondecreasing functions and 
limt--,ooCrh(t) = limt--.o, pk(t) : c% h • If, k • I8. 
Together with system (1) we shall consider two types of boundary conditions 
Ou~(z, t) O----ff--+gi(x,t)u~(x,t)=o, (x,t) • 0n  x [0,~),  i • Im,  (2) 
where N is the unit exterior normal vector to 0 fl and gi (x, t) is a nonnegative continuous function 
on Oft x [0, c~), i • Ira, and 
ui (x , t )=O,  (x,t) eOf lx [O ,  eo), i e Im.  (3) 
DEFINITION 1.1. The vector function u(x,t) = {ul (x , t ) ,u2(x , t ) , . . . ,urn(x , t )}  -r is said to be 
a solution of problem (1),(2) (or (1),(3)) if it satisfies (1) in G = ~ x [0, c~) and boundary 
condition (2) (or (3)). 
DEFINITION 1.2. A nontrivial component ui(x, t), of the vector function u(x, t) = {Ul(X, t), 
u2(x,t ) , . . .  ,urn(x,t)} -c is said to oscillate in f~ x [~0, ec) if for each # > #0 there is a point 
(xo, to) • f~ x [~, c~) such that ui(xo, to) = O. 
DEFINITION 1.3. The vector solution u(x, t) = {ul (x, t), u2(x, t ) , . . . ,  urn(x, t)} T of problem (1),(2) 
(or (1),(3)) is said to be oscillatory in the domain G = f~ x [0, oo) if at least one of its nontrivial 
components i oscillatory in G. Otherwise, the vector solution u(x, t) is said to be nonoscillatory. 
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. 
THEOREM 2.1. ff the differential inequality 
( ) V(t) + A~(t)V(t- r~(t)) 
r= l  
OSCILLATION OF PROBLEM (1 ) , (2 )  
l 
+ q(t)V(t) + E Qh(t)V(ah(t)) <_ 0 (4) 
and 
5J ~-~Lqi jh(X, t )Z j (X ,  ah(t))dx, t>_tl, 
5i j=l h=l 
From Green's formula and the boundary condition (2), we have 
i • Im.  
as  = - gdz ,  t )Z , ( z , t )dS  < 0 
fl 
In AZj(x' JO = - Jo gj(x, pa(t))Zj(x, pk(t)) dS, 
f OZj(x, pk(t)) f pk(t) dx dS 
n ON n 
t >_ tl, i,j • Ira, k • I8, 
where dS is the surface element on 0 fL Combining (6)-(8), we find 
( (L /o )) d-~d p(t) --~d Zi(x,t) dx+EAr(t)r=l Z,(z,t - r~(t))dx 
+ Ea i jk ( t )~ agj(x, pk(t))Zj(x, pk(t))dS+qi(t) Z~(x,t)dx 
j= l  k=l  
5j m l ~ 







dt p(t) -~d Z,(x, t) dx + r=lE )%(t) Z,(x, t - rr(t)) dx 
m 8 ~.  
has no eventually positive solutions, then every solution u(x,t) of problem (1),(2) is oscillatory 
inG. 
PROOF. Suppose to the contrary that there is a nonoscillatory solution u(x, t) = {ux (x, t), u2 (x, t), 
...,um(x,t)} -c of problem (1),(2). We assume that [ui(x,t)[ > 0 for t _> to _> 0, i E In. 
Let 5i = sgnui(x,t), Zi(x,t) = 5iudx, t). Then Zi(x,t) > O, (x,t) E f~ x [t0,c~), i E Ira. 
From (A2),(A6) there exists a number tl _> to such that Z~(x,t) > O, Zi(x,t - ~-r(t)) > 0, 
Zj(x, pa(t)) > 0, and Zi(x, ah(t)) > 0 in f~ x [ti, co), i,j E In, r E Id, k E I8, h EIi. 
Integrating (1) with respect o x over the domain f~, we get 
d d ui(x,t)dx+~-~Ar(t) ui(x,t-rr(t))dx 
---ai(t) L Aui(x,t)dx + ~ ~-~a~jk(t) L Auj(x, pk(t))dx- fnqi(x,t)ui(x,t)dx (5) 
j= lk=l  
--~~qijh(X,t)Uj(X, Crh(t))dx, t>_tl, l ee  m.  
j= lh=l  
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Therefore, for t _> t l ,  i E Ira, 
d d Z~(x, t) dx + E A~(t) Zi(x, t - rr (t)) dx 
d-t (t) ~ r= l  
8 
+ E a~ik(t) ~ gdx, pk(t))Z~(x, pk(t)) dS 
k=l  
-- ~ ~[aijk(t)[ ~O gj(x, pk(t))Zj(x, pk(t))dS 
j= l ,  j¢ i  k= l  fl 
l 
+qi(t) /a Zi(x,t)dx + E qi~h(t) In Zdx'ah(t))dx 
h=l  
<_ o. 
h=l  j=l,  j¢ i  
Set 
Vi(t) : ~ Zi(x,t)dx, Wi(t)= fort gi(x,t)Zi(x,t)dS, t >_ tl, 
Then (10) yields 
+ E aiik(t)Wi(pa(t)) - laqk(t)lWj(pk(t)) 
k=l j= l ,  j¢ i  
+qdt)Vi(t) + ~ qiih(t)Vi(ah(t))-- qqh(t)V#(ah(t)) < O, 
h=l  j= l ,  j ¢ i  
t >_ ti, 
Now, let V(t) = Eim=l Vi(t), W(t) = Em=l Wi(t), t ~_ tl so that from ( i i ) ,  we have 
(t) V(t) + A~(t)V(t - r~(t)) 
,{ 
h=l  i=1 
Note that 
q, ih(t)Yi(ah(t)) --




j= l ,  j~i 
j=l,j¢ qqh(t)Vj(ah(t))]} <_0, t>_ti, 
j= l , j~ l  
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[ m 1 +'"  + qmmh(t)Vm(ah(t))-- E qmjh(t)Vj(ah(t)) 
j= l ,  j#m J 
[ m 1 +. . .+  q~h( t ) -  y~ g~(t )  v~(oh(t)) 
j= l ,  jCm J 
> min qiih(t)-- CTjih(t) Vi(ah(t)) 
- -  l< i<rn  
-- -- j= l ,  j¢ i  i=1  
= Qh(t)V(ah(t)), t >_ tx, h e Il. 
Similarly, we have 
~[aiik(t)Wi(pk(t))--~=l j= l ,  ~j#i [aijk(t)lWj(pk(t))]j 
> min aiik(t)-- ta3ik(t)[ ~Wi(pk(t)) = Ak(t)W(pk(t)), 
- -  l< i<m 
- -  - -  j= l ,  j¢ i  i----1 
t >-h, kEIs. 
Thus, from (12), for t _> tl, we find 
[,( )] (t) V(t) + A~(t)V(t- rr(t)) 
r= l  
m l 
+ ~ Ak(t)W(pk(t)) +q(t)V(t)+ ~ Qh(t)V(ah(t)) <_ O. 
k=l  h=l  
(13) 
It is clear that 
Tf~ 
W(pk(t)) = ~ W,(pk(tl) >_ O, 
i=1  
Therefore, it follows that 
t>_tl, kEIs. 
(t) v(t) + ~ ~(t )v( t  - r~(t)) + q(t)v(t) + ~ Qh(t)V(oh(t)) < O, 
r= l  h=l  
t __~tl, 
which contradicts the assumption that (4) has no eventually positive solutions. This completes 
the proof. 
THEOREM 2.2. Supposing that 
d 
~r(t) < 1, (14) 
r=l  
there ex/sts an ho 6 h such that Qho(t) > O, a~ho(t) >O, and 
~o Qho(t ) 1-EAr (aho( t ) )  dt=oo, 
r=l  
to > o. (15) 
Then every solution u(x,t) of problem (1),(2) is oscillatory in G. 
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PROOF. We shall show that inequality (4) has no eventually positive solutions if the conditions 
of Theorem 2.2 hold. Suppose that V(t) is an eventually positive solution of inequality (4). Let 
Y(t) V(t) d = + )-~=1 Ar(t)V(t - Tr(t)). Then inequality (4) shows that ~(t)Y'(t)]' < 0 for t > tl. 
Hence, p(t)Y!(t) is a decreasing function in the interval [tl, c~). We can claim that Y'(t) > 0 
for t _> tl. In fact, if Y'(t) < 0 for t > tl, then there exists a T > tl such that p(T)Y!(T) < O. 
This implies that 
Y'(t) <_ p(T)Y'(T), for t _ > T. 
p(t) 
Hence, 
fT ds Y(t) - Y(T) <_ p(T)Y'(T) p( ) '  t _> T. 
d Therefore, limt--,~ Y(t) = -oo,  which contradicts the fact that Y(t) = V(t) + ~-:~=1 A~(t)V(t - 
T~(t)) > 0. 
From (4), we find that there exists an ho c Il such that 
! ! 
[p(t)Y (t)] + Qho(t)V(aho(t)) <_ 0, t _> tl. (16) 
Thus, we obtain 
[p(t)Y'(t)]' + Qho(t) Y(aho(t)) -- E A~(Crho(t))V(aho(t) -- T~(t)) < 0, 
r= l  
t>_tl. (17) 
Since Y(t) > V(t), from (17) we have 
[d ] [p(t)Y'(t)]' + Qho(t) 1 - EAr(aho(t)) Y(aho(t)) < 0, 
r= l  
t>t l .  (18) 
Integrating inequality (18), we get 
p(t)Y'(t) -p(tl)Y'(tl) + f Qho(S) 1 - EAr(aho(S)) Y(aho(S))ds < O, 
I r= l  
t ~ tl. (19) 
Then, we obtain 
t [d  ] 
ftl Qh°(S) 1 - EAr  (aho(S)) Y (aho(S)) ds < -p(t)Y'(t) + p(tl)Y'(tl), 
r= l  
t>_tl. (20) 
Hence, for t > t l ,  
] ft Qho(S 1--EAr(aho(S)) ds<_ 
1 r= l  
1 
y (aho(tl)) [-p(t)Y'(t) + p(tl)Y'(tl)] <_ 
p(tl)Y'(tl) 
Y (aho (tl))' 
which contradicts condition (15). This completes the proof of Theorem 2.2. 
The proof of the following theorem is similar to that of Theorem 2.2, and hence, omitted. 
THEOREM 2.3. Let condition (14) hold. If 
q(t) 1-  At(t) dt=~.  
Then every solution u(x,t) of problem (1),(2) oscillates in G. 
(21) 
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3. OSCILLATION OF PROBLEM (1),(3) 
We recall that the smallest eigenvalue a0 of the Dirichlet problem 
AT(x) + aT(x) = 0, in ~, 
w(x) = 0, on 0~,  
where a is a constant, is positive, and the corresponding eigenfunction ~(x) is positive in ~. 
THEOREM 3.1. If the differential inequality 
(t) V(t) + EAr ( t )V( t -  Tr(t)) 
+ ao Ak(t)V(pk(t)) + q(t)V(t) + ~_, Qh(t)V(ah(t)) <_ 0 
k=l h=l  
(22) 
has no eventually positive solutions, then every solution of problem (1), (3) is oscillatory in G. 
PROOF. Suppose to the contrary that there is a nonoscillatory solution u(x, t) = {ul (x, t), u2 (x, t), 
...,Um(X,t)} x of problem (1),(3). We assume that [ui(x,t)[ > 0 for t _> to _> 0, i E Ira. 
Let 54 = sgnui(x,t), Zi(x,t) = 5~ui(x,t). Then Zi(x,t) > O, (x,t) E f lx  [t0,oo), i C Im. 
From (A2),(A6) there exists a number tl _> to such that Z~(x,t) > 0, Zi(x,t - T~(t)) > 0, 
Zj(x, pk(t)) > 0, and Zi(z, ah(t)) > 0 in ~ × [tl, oc), i,j C Im, r E Id, k e Is, h E It. 
Multiplying both sides of (1) by ~(x) > 0 and integrating with respect o x over the domain fl, 
we have for t _> tl, i E Ira, 
d'-t p(t) -~ ui(x,t)~(x)dx +E A~(t) udx, t - ~-r(t))~(x)dx 
r~l 
= a i ( t ) fAu i (x , t )~(x)dx+ ~ ~aijk(t)~Auj(x, pk(t))~(x)dx 
j=l k=l 
m l 
- ~ qi(x,t)ui(x,t)~(x)dx- E E ~ qijh(X,t)uj(X, ah(t))~(x)dx. 
j= l  h=l 
(23) 
Therefore, it follows that 
d-td p(t) -~d Z~(x,t)~(x)dx + Z Ar(t ) Z~(x,t-  rr(t))~(x)dx 
r= l  
8 
k=l 
-'[- ~ Es aijk(t) ~i~J  AZj(x, pk(t))~(x)dx- f qi(x,t)Zi(x,t)~(x)dx 
j= l ,  j#i k=l 
j= l  h=l  ~// qijh(x,t)Zj(x, ah(t))~(x)dx, t > tl, i e lm. 
(24) 
Green's formula and boundary (3) yield 
f~ ~z~(x, t)~(~) ~ = f~ z~(~, t )~(~)~ = -~o f~ Z,(x, t)~(x),~x <_ o (25) 
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and 
£,,z,(=,p~(t))~(=),~= = £ z;(=,p~(t))~o(=)d= = -~o £ z,(=,p~(~)),o(=)d=, (26) 
t >_ tl, i,j E Im, k ~ I~. 
Combining (24)-(26), we get 
d--i P(t) di Z~(x,t)~o(x)dz + ~-~ ~r(t) Zdx, t-rr(t))~o(x)dx 
<_ -ao E auk(t) ~ AZi(x, pk(t) ~O(x) dx + ao [a~jk(t)l 
k=l j=l, j¢i k=l 
z (27) 
x In AZj(x, pk(t))~o(x)dx-qi(t)In Zi(x,t)~o(x)dx- h~=lqiih(t)£Z,(=,~.(t))~(=)d= 
m l 
+ E EqiJh(t)jnZJ(X'ah(t))~°(x)dx' t>_tl, iEIm. 
j=l, j~i h=l 
Setting Vi(t) = fn Zi(x,t)~o(x)dx, t >_ tl, i e Ira, from (27) we find 
(t) V~(t) + ~(t)V~(t- r~(t)) 
+so ~-~aiik(t)V~(pk(t)) -- so ~ la~k(t)lVj(pk(t)) + q~(t)V~(t) (28) 
k=l  j= l ,  jT~i k=l  
[ ] q~ih(t)Vi(ah(t)) -- Ctijh(t)Vj(ah(t)) <_ 0, t >_ tl, i e Im. + 
h=l j=l, j¢~ 
Let V(t) = ~-~.i=lm Vi(t), t >_ tl. Then from (28), we obtain 
(t) V(t) + ;%(t)V(t- r~(t)) 
+so aiik(t)Vi(pk(t)) -- y~ laijk(t)lV~(pk(t)) + q(t)V(t) (29) 
k=l  i= I  j= l ,  j7£i 
+ ~ 7~h(t)Vi(ah(t)) -- qi~h(t)Vj(ah(t)) < O, t > tl. 
h=l i=1  ~=L j¢~ 
Now, as in the proof of Theorem 2.1, from (29) we have for t > tl, 
[,( , )] (t) V(t) + ~ )~,(t)V(t - r,(t)) 
l 
+ so ~ A~(t)V(p~(t)) + q(t)V(t) + ~ Qn(t)V(a,(t)) < O, 
k=l  h=l  
which shows that V(t) = ~m=~ Vi(t) > 0 is a solution of inequality (22). This is a contradiction. 
The proof is now complete. | 
Using Theorem 3.1, we have the following theorems. 
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THEOREM 3.2. If the conditions of Theorem 2.1 hold, then every solution u(x, t) of prob- 
lem (1),(3) oscillates in G. 
THEOREM 3.3. Suppose that condition (14) holds. / / ' there exists some k0 E Is  such that  fko(t) >>0 
and 
o aoAko(t) 1-  A~(pko(t)) dt = to > 0, (30) 
then every solution u(x, t) of problem (1),(3) is oscillatory in G. 
THEOREM 3.4. / [  the conditions of Theorem 2.2 hold, then every solution u(x, t) of prob- 
lem (1),(3) is oscillatory in G. 
THEOREM 3.5. It e the conditions o[ Theorem 2.3 hold, then every solution u(x, t) of prob- 
lem (1),(3) is oscillatory in G. 
4.  EXAMPLES 
EXAMPLE 4.1. Consider the system of part ia l  functional differential equat ions 
O ( t~ (ul(z , t ) - I  - lu1(z , t -  21r ) ) )  0-7 
=-s tzxu'(~' t )+2 (3+t) Au' (~,t- ~) + ~ zxu~' (z,t- ~) 
7r 7r (.,,- 
3 
,¢ 





(x, t) e (0, ~) × [0, ~) ,  
with boundary  condit ion 
O 0 
u,(O,t) = ~ u , (~, t )  = o, t_>O, i = 1,2. (32) 
Here n = 1, m = 2, d = 1, s = 1, I = 2, p(t) = t, Al(t) = 1/2, Vl(t) = 2r ,  al(t) = 3t/2, 
a11i(t ) = (3/2) + t, a121(t) = 1/3, pl(t) = t - (37r/2), ql(x,t) = 4/3, qlll(X,t) = 3, q121(t) = 1, 
drl(t) : -  t - -  71", q112(X,t) = 2 -~- t ,  q122(x,t) = 2, a2(t) -- t - (7r/2), a2(t) = 3t/2, a211(t) --- -1 ,  
a221(t) = 1/2, q2(x,t) = 4, q211(x,t) = 1, q221(x,t) = 2, q212(x,t) = 1, q222(x,t) = 3. It  is easy 
to see that  Q l ( t )  = 1, Q2(t) = 1, and 
f ' ,  l im ds = l im - ds = oo, t--woo d to t---~O0 d to S o~(t )  = (t  - ~) '  = 1 _> o, 
C Ql( t ) (1  - Al(al(t)))dt = dt -- oo, to > O. 
Hence, all condit ions of Theorem 2.2 are fulfilled, and every solut ion of problem (31),(32) osci l lates 
in (0, 7r) x [0, oo). For instance, Ul (x, t) = cos x sin t, u2(x, t) = cos x cos t is such a solution. 
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EXAMPLE 4.2. Consider the system of part ial  functional differential equat ions 
0 0 1 
= ~ e-  AUl(Z, ) + 
7r 
0-~ e-~ 
3-t (x , t  _ 3__~ ) _ l e - tu2(x, t )  _ u l (x , t  _ ~r) =(3+e- t )  Au2(x , t )+(n+-~e )Au2  
1 ( ( -3u2(x,t--Tr)--~e-tul x,t--~ -3u2 x,t-~ , (x,t) e(O, Tr) x[O, oo), 
(33) 
with boundary condition 
u~(O,t)=u~(~r,t)=o, t>O, i = 1 ,2 .  (34) 
It  is easy to verify that  all condit ions of Theorem 3.4 are satisfied, and hence, every solution of 
problem (33),(34) oscil lates in (0, ~r) x [0, ~) .  In fact, ul  (x, t) = sin x cos t, u2 (x, t) = sin x sin t 
is such a solution. 
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