This paper presents first a newly developed clustered neural network, which incorporates self-organization capacity into the well-known common multilayer perceptron (MLP) architecture. With this addition, it is possible to reduce significantly overall memory degradation of the neurocontroller during on-line training. In the second part of the paper, this clustered multilayer perceptron (CMLP) network is applied and compared to the MLP through modeling and simulations of machining processes. Simulation results presented using machining data demonstrate that the CMLP possesses more powerful modeling capacity than the standard MLP, offers better adaptability to new operating conditions, and finally performs more reliably. During on-line training with machining data about 65% degradation of previously learned information can be observed in the MLP as opposed to only 11% for the CMLP. Finally, an adaptive control scheme intended for on-line optimization of the machining processes is presented. This scheme uses a feed forward CMLP inverse neuro-controller which learns off-line and on-line the relationships between process inputs and output under simulated perturbations (i.e., tool wear and non-homogeneous workpiece material properties). The first results using the CMLP inverse neuro-controller are promising
Introduction
The need for intelligent and performing AC systems has led many investigators toward the development of more advanced schemes aiming at objectives such as:
• optimization of machining cost or • improvement of part quality and more specifically surface finish and part dimensions. Although considerable research effort and several schemes have been realized over the last 30 years [1, 2] , their applicability and robustness for industrial machining control is still extremely limited for several reasons. First, most of these schemes are more complicated to set as they require from the technician of process planner time consuming calculations and inputs of lots of data in the controller. Second, for industrial use, a controller must adapt easily to various operations, cutting tools, part materials and geometry. Finally, with the complexity of most proposed AC schemes, it is almost impossible to ensure reliable performance in all conditions. Considerable work has been realized on the development of AC systems for optimization using neural networks to achieve better performance and more robust controllers [3, 4 and 5] . Neural network models have been shown [2] to be superior to conventional polynomial and logarithmic modeling techniques. Over the last few years, multilayer perceptron (MLP) neural nets using online adaptation have been successfully applied in prototype AC systems [6] and have also been implemented and sold as an option in a commercial controller. An inverse process neuro-controller for optimizing productivity and part quality in turning has been presented [3] . An inverse process neuro-controller and a MLP neural network were applied to predict the cutting parameters for optimal process productivity and part quality. Hybrid neural networks have been recently applied to solve various types of machining problems [7, 8, 9 and 10] . Despite promising results, the degradation of previously learned knowledge is observed in neural network controllers when using on-line adaptation. A remedy is to provide a clustered structure to the network. In this way, only one cluster would be affected during on-line adaptation, thus reducing the risk of modifying unnecessarily previously memorized data.
Clustered neural network
The problem of degradation of stored information is strongly related to the nature of data processing in the artificial neural networks. Clustered networks appear as an interesting solution since only the cluster related to the exemplar is trained, leaving intact the rest of the network.
In the novel architecture of the CMLP, the neurons are no longer aligned, but are randomly placed in planes representing layers.
Modeling performance of the clustered neural network Non-Linear Modeling and Simulation
At this stage, the capacity for non-linear modeling and adaptability of the CMLP network is tested and compared to that of MLP network through off-line and on-line training respectively. The precision and training speed of the CMLP network of dimensions 3x15x1 are compared with those of the MLP network of same dimensions. The CMLP network is expected to show a greater resistance with respect to the memory degradation problem of the stored information. Consequently, this resistance will be qualified during on-line training. From Fig. 1 , it is clear that the best results are obtained with the CMLP networks. These latter gradually improve their performances with the sequential training of the new data. These performances are slightly degraded for the data learned a priori. About 11% and 65% memory degradation can be observed in CMLP and MLP respectively. 
Emerging Engineering Approaches and Applications
Where the coefficients t K and r K indicate the ratio of tangential cutting force to the chip load, and the ratio of radial to tangential cutting force respectively. The MLP and CMLP networks are trained off-line by using the I/O exemplars. Then, these models are tested through the checking exemplars. An illustration of SE t , SE cp and SE cs obtained through all tested neural models is presented in Fig. 2 . It can be observed that the CMLP network with three clusters and mixed clustering has shown minimum total error total SE and thus better ability to model two operations simultaneously.
Reliability Simulation Test
The reliability evaluation (i.e., the robustness as used in noisy conditions) of the proposed network architecture is based on off-line and on-line learning of the mapping existing between the control parameters and the state variable in the machining process under different machining and noise conditions. By using the theoretical cutting parameters relationships of Eq. 1, two sets of on-line training data are simulated; first, machining data using a worn tool and second, machining data using a worn tool and noisy conditions. The 
Feedforward inverse process neuro-controller
A simple feedforward inverse process neuro-controller as shown in Fig. 5 is now used. In this scheme adaptation to process variation is achieved with on-line neuro-controller training. The objective of the neuro-controller is to determine the optimal process input (i.e. feed) that regulates the process output (i.e. cutting force) to the desired quantity given certain perturbations.
The results obtained from the inverse neuro-controller scheme tested with (on-line training) or without adaptation are depicted in Figures 6 and 7 respectively for force and feed estimations. In conclusion, the performance of the neuro-controller is much improved when its neural model is adapted on-line (c.f. Figures 6b and 7b ). This adaptation is realized by carrying out 10 on-line training iterations every control step. However, the control system can learn and compensate for process variations (i.e., perturbation) and therefore can provide better modeling and control.
Conclusions
On the basis of a machining case study, it was shown via simulation that the CMLP network possesses an excellent capacity to store information very locally while maintaining a satisfactory generalization. During on-line learning of new exemplars, the CMLP has demonstrated minimum information loss of previously learned knowledge. The adaptive neuro-controller was able to compensate for the modeling errors, thus providing even better modeling and control under process variations (i.e. perturbations). This neuro-control approach can also be easily implemented in the optimization of other manufacturing processes. 
