Nonlocal image representation has been successfully used in many image-related inverse problems including denoising, deblurring and deblocking. However, most existing methods only consider the nonlocal self-similarity (NSS) prior of degraded observation image, and few methods use the NSS prior from natural images. In this paper we propose a novel method for image denoising via group sparsity residual constraint with external NSS prior (GSRC-ENSS). Different from the previous NSS prior-based denoising methods, two kinds of NSS prior (e.g., NSS priors of noisy image and natural images) are used for image denoising. In particular, to enhance the performance of image denoising, the group sparsity residual is proposed, and thus the problem of image denoising is translated into reducing the group sparsity residual. Because the groups contain a large amount of NSS information of natural images, to reduce the group sparsity residual, we obtain a good estimation of the group sparse coefficients of the original image by the external NSS prior based on Gaussian Mixture Model (GMM) learning, and the group sparse coefficients of noisy image are used to approximate the estimation. To combine these two NSS priors better, an effective iterative shrinkage algorithm is developed to solve the proposed GSRC-ENSS model. Experimental results demonstrate that the proposed GSRC-ENSS not only outperforms several state-of-the-art methods, but also delivers the best qualitative denoising results with finer details and less ringing artifacts.
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Introduction
Image denoising is not only an important problem in various image processing studies, but also an idea test bed for measuring the statistical image modeling techniques. It has attracted a lot of research interest in the past few decades [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . Image denoising aims to estimate the latent clean image X from its noisy observation Y = X + V , where V is usually assumed to be additive white Gaussian noise. Due to the ill-posed nature of image denoising, it is critical to exploit the prior knowledge that characterizes the statistical features of the images.
Previous models mainly employed the priors on level of pixel, such as Tikhonov regularization [19] , total variation (TV) regularization [2] . These methods are effective in removing the noise artifacts but smear out details and tend to oversmooth the images.
Recently, patch-based prior has shown promising performance in image denoising. One representative example is sparse coding based scheme, which assumes that each patch of an image can be precisely modeled as a sparse linear combination of basic elements. These elements are called atoms and they compose a dictionary. As such, one key issue of sparse coding based scheme is to train a dictionary from natural images. Popular techniques for dictionary learning are KSVD [20] , ODL [21] and SDL [22] . Gaussian mixture models (GMMs) have been successfully employed as prior for natural image patches [7, 8] and its connections with block sparse representation have been explored [8] . In [8] , it is observed that the estimation of an image patch from its corresponding noisy observation under GMM model with K Gaussian components. However, patch-based model usually suffers from some limits, such as great computational complexity, neglecting the relationship among similar patches [23, 24] .
Inspired by the fact that natural images contain a large number of mutually similar patches at different locations, this socalled nonlocal self-similarity (NSS) prior was initially utilized in the work of nonlocal means denoising [1] . Due to its effectiveness, a large amount of further developments [11] [12] [13] [14] 23, 24] have been proposed. For instance, a very popular method is BM3D [12] , which exploited nonlocal similar 2D image patches and 3D transform domain collaborative filtering. In [13] , Marial et al . advanced the idea of NSS by group sparse coding. LPG-PCA [14] utilized nonlocal similar patches as data samples to estimate statistical parameters for PCA training. However, all the methods above only exploited the NSS prior of noisy image. In other words, for a given patch, its similar patches are collected only from degraded input, which makes the quality of image denoising largely depend on the input itself.
In fact, most existing methods only focused on the input but ignored the NSS prior of clean natural images. As we know, the information from image dataset with a large number of clean images is far richer than the noisy input image. Mention that the NSS prior from natural images was firstly developed in [11] , and achieved state-of-the-art denoising performance, but how to explicitly learn the priors from input and natural images is still an open issue. To the best of our knowledge, few works have exploited the NSS priors from both input and natural images.
With the above considerations, in this work we propose a novel method for image denoising via group sparsity residual constraint with external nonlocal NSS prior (GSRC-ENSS). The major contributions of this paper are summarized as follows. First, to improve the performance of image denoising, we propose the concept of group sparsity residual, and thus the problem of image denoising is turned into reducing the group sparsity residual. Second, due to the fact that the groups contain a large amount of NSS information of natural images, to reduce the group sparsity residual, we obtain a good estimation of the group sparse coefficients of the original image by the NSS prior of natural images based on Gaussian Mixture Model (GMM) learning, and the group sparse coefficients of noisy image are used to approximate the estimation. The flowchart of the proposed method is illustrated in Fig. 1 . To fuse these two NSS priors better, we present an effective iterative shrinkage algorithm to solve the proposed GSRC-ENSS model. Our experimental results demonstrate that the proposed GSRC-ENSS model outperforms many state-of-the-art methods. What's more, the proposed GSRC-ENSS delivers the best qualitative denoising results with finer details and less ringing artifacts.
The reminder of this paper is organized as follows. Section 2 provides a brief survey of related work. Section 3 introduces the modeling of group sparsity residual constraint (GSRC), learns the NSS prior from natural image by GMM and presents an effective iterative shrinkage algorithm to solve the GSRC-ENSS model. Section 4 discusses the main difference among the GSRC-ENSS method, the NCSR method [25] , most existing NSS prior-based denoising methods and the popular methods combining external and internal priors. Section 5 presents the experimental results. Finally, several concluding remarks are given in Section 6 .
Related work
Image denoising is a typical ill-posed inverse problem. To solve such ill-posed problem, it is of great importance to exploit the prior knowledge we know about the original image so that we can regularize the solution and various image prior models have been developed [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] .
Early prior models mainly consider the local correlation among image pixels. One representative work is the total variation (TV) regularization method [2] , which usually uses the local structure information and high effectiveness to recover the smooth regions. The TV regularization method actually assumes that natural image gradients have a heavy-tailed distribution, which can be fitted by Laplacian or hyper-Laplacian models [26, 27] . In addition, many statistical models of wavelet coefficients have also been proposed, such as generalized Gaussian [28] and Gaussian scale mixture models [29] , etc.
Besides the above prior models, another significant property of natural images is to model the prior on patches. One representative example is sparse coding based scheme [6, 20] , which assumes that each patch of an image can be perfectly represented by a sparse coefficient vector whose entries are mostly zero or close to zero based on a basis set called as dictionary. The dictionary is usually learned from a natural image dataset [6, 20] . Compared with the conventional analytically designed dictionaries, such as those based on wavelet, curvelet and DCT, dictionaries learned directly from images have an advantage of being better adapted to image local structures [30] , and thus could enhance the sparsity which leads to better performance. For instance, the seminal of KSVD dictionary learning [20] has not only achieved promising denoising performance, but also extended and successfully exploited it in various image processing and computer vision tasks [31] [32] [33] [34] .
Considering that natural images are non-Gaussian and image patches are regarded as samples of a multivariate vector, Gaussian Mixture Models (GMMs) have emerged as favored prior for natural image patches in various image restoration studies [7] [8] [9] . For instance, Zoran and Weiss [7] exploited GMM model to learn image patches from clean natural image dataset, and proposed a method which can reconstruct the latent image by maximizing the expected patch log likelihood. Yu et al . [8] estimated the latent clean image from its noisy observation under GMM model with K Gaussian components. Niknejad et al . [9] used GMM model with spatially constraint patch clustering to recover the latent image from noisy image.
Motivated by the fact that image patches that have similar structures can be spatially far from each other and thus can be collected in the whole image, this so-called nonlocal self-similarity (NSS) prior is among the most remarkable priors for image restoration. The seminal work of nonlocal means (NLM) [1] utilized the NSS prior to implement a form of the weighted filtering for image denoising. After this, inspired by the success of the NLM denoising filtering, a flurry of NSS based methods [11] [12] [13] [14] [23] [24] [25] 27, 30, 35] were proposed to solve various image inverse problems. Among these NSS based schemes, the famous BM3D method [12] exploited nonlocal similar patches and 3D transform domain collaborative filtering, which can achieve state-of-the-art performance in image denoising. Dong et al . [25] proposed the nonlocally centralized sparse representation (NCSR) model for image restoration, which obtained sparse coding coefficients estimate of the original image by the principle of NLM [1] , and then according to those estimates, NCSR, centralized the sparse coding coefficients of the observed image to improve the denoising performance. Xu et al . [11] proposed a patch group based on NSS scheme to learn NSS models from natural images for high performance denosing.
Motivated by the observation that the nonlocal similar patches (forming a matrix) in a natural image are linearly correlated with each other, in [24, 36, 37] , the authors transformed the image denoising into the problem of low rank matrix approximation, which achieved highly competitive recovery results.
Different image priors describe different and complementary aspects of natural image statistics, and it is possible to combine multiple priors to improve the denoising performance. For instance, Zhang et al . [38] proposed joint statistical modeling for various image inverse problems. Mosseri et al . [39] exploited a patch-SNR as a metric to decide whether a noisy patch is denoised using internal priors or external priors. Yue et al . [40] used a frequency domain method to fuse the internal and external denoising results. Lu et al . [41] proposed a unified method that learns a generic prior from external images and adapts the prior to a specific images. Luo et al . [42] proposed a prior learning algorithm that combines the internal and external priors from a Bayesian hyper-prior perspective.
Very recently, deep learning based methods have been proposed for image denoising tasks [43] [44] [45] [46] [47] [48] . For example, Jain and Seung [43] proposed to use convolutional neural network (CNN) for natural image denoising and claimed that CNN has similar or even better representation power than Markov random field (MRF) model [49] . Burger et al . [45] proposed a patch-based denoising algorithm that is learned on a large dataset with a plain neural network. Liu et al . [46] considered the denoising problem as recursive image filtering via a hybrid neural network. Mao et al . [48] proposed a very deep fully convolutional encoding-decoding framework for image denoising.
Group sparsity residual constraint for image denoising with external nonlocal self-similarity prior
As we know, a majority of existing methods only consider the nonlocal self-similarity (NSS) prior of noisy input image, and few methods use the NSS prior from natural images. In this section, two kinds of NSS prior (i.e., NSS priors of noisy image and natural images) are exploited for image denoising. To improve the performance of image denoising, we propose the concept of group sparsity residual, and thus the problem of image denoising is turned into reducing the group sparsity residual. To this end, a good estimation of the group sparse coefficients of the original image are obtained by the external NSS prior based on GMM learning, and the group sparse coefficients of noisy image are used to approximate the estimation. To fuse these two NSS priors better, we present an iterative shrinkage algorithm to solve the proposed scheme.
Group-based sparse coding
Recent advances [12, 13, 23, [50] [51] [52] have suggested that structured or group sparsity can offer powerful reconstruction performance for image denoising. More specifically, given a clean image X , for each image patch 
where || • || 2 F denotes the Frobenious norm, λ i is the regularization parameter, and p characterizes the sparsity of B i (Note that here we abuse the p-norm for matrix). Then the whole image X can be represented by the set of group sparse codes { B i } .
In image denoising, each noise patch y i is extracted from the noisy image Y . Like in the above paragraph, we search for its similar patches to generate a group
Thus, image denoising is turned into how to reconstruct X i from Y i by using group sparse coding,
Once all group sparse codes { A i } are obtained, the latent clean image X can be reconstructed as ˆ X = D A , where the group sparse code A includes the set of { A i } .
Group sparsity residual constraint
Although group sparsity has demonstrated its effectiveness in image denoising, due to the influence of noise, it is very difficult to estimate the true group sparse code B from noisy image Y . That is, the group sparse code A achieved by solving Eq. (2) is expected to be close enough to the true group sparse code B of the original image X in Eq. (1) . Therefore, the quality of image denoising largely depends on the level of the group sparsity residual, which is defined as the difference between group sparse code A and true group sparse code B ,
Therefore, to reduce the group sparsity residual R and enhance the accuracy of A , we propose the group sparsity residual constraint (GSRC) [53] to image denoising, and thus Eq. (2) can be rewritten as
However, it can be seen that the true group sparse code B and p are unknown because the original image X is not available. We now discuss how to obtain B and p .
Learning the NSS prior from natural images by GMM
Since the original image X is not available, it seems to be difficult to obtain the true group sparse code B . Nonetheless, we can obtain some good estimation of B . Generally speaking, there are various methods to estimate the true group sparse code B , which depends on prior knowledge of the original image X we have. In recent years, patch-based or group-based priors referring to denoising operators learned from natural images achieved the stateof-the-art denoising results [6, 7, 11, 20] . For instance, in [6] , a dictionary learning-based method is introduced for compact patch representation, whereas in [11] , a GMM model is learned from natural image groups based on NSS scheme and used as a prior for denoising. Due to the fact that the groups contain a rich amount of NSS information of natural images, we can achieve the group sparse code B by the NSS prior of natural images based on GMM learning.
Like in Section 3.1 , we extract N groups from a given clean natural image dataset, and we denote one group as
where Z i 1 is the group mean substraction of each group Z i and z i, j denotes the j th similar patch (column vector) of the i th group. Since GMM has been successfully used to model the image patch or group priors such as EPLL [7] , PLE [8] and PGPD [11] , we adopt the strategy in [11] and learn a finite GMM over natural image groups { Z i } as group priors. By using the GMM model, the likelihood of a given group { Z i } is:
where K is the total number of mixture components selected from the GMM, and the GMM model is parameterized by mean vectors { μ k }, covariance matrices { k }, and mixture weights of mixture components { π k }. By assuming that all the groups are independent, the overall objective likelihood function is L = N i =1 P ( Z i ) . 1 The advantage of group mean substraction is that it can further facilitate the NSS prior learning because the possible number of patterns is reduced, while the training samples of each pattern are increased.
Then by applying log to it, we maximize the objective function as:
We collectively represent three parameters μ k , k and
, and is learned using Expectation Maximization algorithm (EM) [54] .
In the E-step , we calculate the posterior probability for the component k as:
In the M-step , for each group Z i , we update the model parameters as follows:
We iterate over the E-Step and M-Step until convergence. For more details about EM algorithm, please refer to [54] .
Thus, for each noisy group Y i 2 of noisy image Y , the best suitable Gaussian component is selected from this group-based GMM learning stage. To be concrete, assume that the image is corrupted by the Gaussain white noise with variance σ 2 , then the covariance matrix of the k th Gaussian component will turn into k + σ 2 I , where I represents the identity matrix. The selection that Y i belongs to the k th Gaussian component can be accomplished by computing the following posterior probability,
We maximize it, and finally, the Gaussian component with the highest probability is selected to operate each group Y i . Then, we assume that the k th Gaussian component is selected for the group Y i . Actually, here GMM model is equivalent to the block sparse estimation with a block dictionary having K blocks wherein each block corresponds to the principle component analysis (PCA) [30] basis of one of the Gaussian components in the mixture [8, 55] . Thus, the covariance matrix of the k th Gaussian component is denoted by k . By using singular value decomposition to k , we have
where U k is an orthonormal matrix formed by the eigenvector of k and k is the diagonal matrix of eigenvalues. With the groupbased GMM learning, as the statistical structures of NSS variations in natural image are captured by the eigenvectors in U k , thus U k can be used to represent the structural variations of the groups in that component. Finally, for each group Y i , each true group sparse code B i can be estimated by
In this work, all noisy groups are preprocessed by mean substraction. The mean μ i of each noisy group Y i is very close to the mean of the original group X i because the mean of noise V is nearly zero. Thus, the mean μ i can be added back to the denoised group ˆ X i to achieve the latent clean image ˆ X . 
How to determine p
Besides estimating B , we also need to determine the value of p . Here we perform some experiments to investigate the statistical property of R , where R denotes the set of R i = A i − B i . In these experiments, image Monarch and foreman are used as examples, where Gaussian white noise is added to the images Monarch and foreman with standard deviation σ = 30 and σ = 100, respectively.
We plot the histogram of R as well as the fitting Gaussian, Laplacian and hyper-Laplacian distribution in the log domain in Fig. 2 (a) and Fig. 2 (b) , respectively. It can be seen that the histogram of R can be well characterized by the Laplacian distribution. Thus, the 1 -norm is adopted to regularize R i , and Eq. (4) can be rewritten as
where ˜ y i , ˜ α i , and ˜ β i denote the vectorization of the matrix
denotes the vectorization of the rank-one matrix, where J denotes the number of dictionary atoms.
Algorithm of GSRC-ENSS
For fixed ˜ β i and λ i , it can be seen that Eq. (16) is convex and can be solved efficiently by using some iterative thresholding algorithms. We adopt the surrogate algorithm in [56] to solve Eq. (16) . In the t + 1 -iteration, the proposed shrinkage operator can be calculated as
where S λ i (·) is the soft-thresholding operator, ˆ ˜ x i represents the vectorization of the i th reconstructed group ˆ X i . In fact, according to Eq. (17) , it can be seen that these two NSS priors can be better integrated into this surrogate algorithm. The above shrinkage operator follows the standard surrogate algorithm, and more details can be seen in [56] . Table 1 Image denoising via GSRC-ENSS.
Input:
Noisy image Y and Group-based GMM learning model. Get the estimation
End for
Aggregate X i t+1 to form the recovered image ˆ X t+1 .
Output: ˆ X t+1 . The parameter λ i for each group that balances the fidelity term and the regularization term should be adaptively determined for better denoising performance. Inspired by [57] , the regularization parameter λ i of each group Y i is set as
where σ i denotes the estimated variance of each group sparsity residual R i , and c is a small constant. After obtaining the solution A i in Eq. (17) , the clean group X i can be reconstructed as ˆ X i = D i A i . Then the clean image ˆ X can be reconstructed by aggregating all the groups { ˆ X i } .
Besides, we could execute the above denoising procedures for better results after several iterations. In the t th iteration, the iterative regularization strategy [58] is used to update the estimation of noise variance. Then the standard divation of noise in t th iteration is adjusted as
where γ is a constant.
According to the above analysis, it can be seen that the proposed GSRC-ENSS employs the group sparsity residual with external NSS prior for image denoising. The proposed denoising procedure is summarized in Table 1 . Table 3 PSNR (dB) Comparison of BM3D [12] , EPLL [7] , NCSR [25] , GID [64] , LINC [9] , PGPD [11] , aGMM [42] 
Discussion
In this section, we provide detailed discussion about the main difference among the proposed GSRC-ENSS method, the NCSR method [25] , a majority of NSS prior-based denoising methods and the popular methods combining external and internal priors.
• The main difference between NCSR [25] and the proposed GSRC-ENSS method is that NCSR first obtained some good estimates of the sparse coding coefficients of the original image by the principle of NLM [1] , and then centralized the sparse coding coefficients of the observed image to those estimates to improve the performance of denoising. However, since NLM depends on the weighted graph [59] , it is unavoidable that the weighted manner leads to disturbance and inaccuracy [60] . It is worth mentioning that the proposed GSRC-ENSS method does not involve in the weighted graph. In addition, NCSR is actually a patch-based sparse coding method, which usually ignores the relationship among similar patches [13, 23, 50, 53 ] .
• NSS prior has shown great success in image denoising. A majority of existing denoising methods only exploit the NSS prior of noisy image [12] [13] [14] [23] [24] [25] 27, 30, 37] , and few methods use the NSS prior from natural images [11] . Different from the most existing NSS prior-based denoising methods, in this work we consider two kinds of NSS prior, i.e., NSS priors of noisy input image and natural images.
• In recent years, several works about combining internal and external priors for image denoising were proposed [39] [40] [41] [42] [61] [62] [63] . Table 4 SSIM Comparison of BM3D [12] , EPLL [7] , NCSR [25] , GID [64] , LINC [9] , PGPD [11] , aGMM [42] and GSRC-ENSS. For example, Mosseri et al . [39] developed a Patch-SNR measure to decide whether a noisy patch is denoised patch using internal and external priors. Luo et al . [42] proposed a prior learning algorithm that combines the internal and external priors from a Bayesian hyper-prior perspective. However, different from the most existing methods, which are only combining external patch and internal patch priors to a new hybrid prior [39] [40] [41] [42] 61] or using external patch prior guided internal prior [62, 63] , the proposed GSRC-ENSS method exploits external NSS prior and internal NSS prior to image denoising.
Experimental results
In this section, we validate the performance of the proposed GSRC-ENSS and compare it with several state-of-the-art denoising methods, including BM3D [12] , EPLL [7] , NCSR [25] , GID [64] , LINC [9] , PGPD [11] and aGMM [42] , where EPLL, LINC, PGPD and aGMM are based on GMM learning model and aGMM exploits external and internal priors. We evaluate the competing methods on 14 typical natural images, whose scenes are displayed in Fig. 3 . Zero mean additive white Gaussian noises are added to those test images to generate the noisy observations. To evaluate the quality of denoised image, both PSNR and SSIM [65] metrics are used.
The training groups used in our experiments were sampled based on NSS scheme from the Kodak photoCD dataset 3 , which includes 24 natural images. The detailed setting of parameters is shown in We present the denoising results on six noise levels, i.e., σ = 20, 30, 40, 50, 75 and 100. The PSNR and SSIM results under these noise levels for all competing denoising methods are reported in Tables 3 and 4 , respectively (the highest PSNR and SSIM values are marked in bold). In a majority of cases, it can be easily found that the proposed GSRC-ENSS achieves better PSNR and SSIM results than other competing methods. In terms of PSNR, the proposed GSRC-ENSS achieves 0.21 dB, 0.56 dB, 0.29 dB, 1.29 dB, 0.32 dB, 0.13 dB and 0.39 dB improvement on average over the BM3D, EPLL, NCSR, GID, LINC, PGPD and aGMM, respectively. This clearly demonstrates the effectiveness of the proposed GSRC-ENSS.
Considering that human subjects are judging of the image quality at last, the visual quality of denoised images is also critical to evaluate a denoising algorithm. The visual comparisons of competing denoising methods at noise level 40, 50, 75 and 100 are shown in Fig. 4 , Fig. 5 , Fig. 6 and Fig. 7 , respectively. It can be seen that BM3D and LINC are resulting in over-smooth phenomena, while EPLL, NCSR, GID, PGPD and aGMM are likely to generate some undesirable ringing artifacts. In contrast, the proposed GSRC-ENSS can not only recover sharp edges, fine details and suppress undesirable ringing artifacts, but also yield visually pleasant results. For example, GSRC-ENSS achieves the most visually pleasant restoration of the images starfish in Fig. 4 and House in Fig. 6 especially when one inspects the zoomed portions. Moreover, it can be seen that although PSNR results are slightly lower than BM3D and PGPD methods in Figs. 8 and 9 , BM3D and PGPD methods generate obvious ringing artifacts. Note that BM3D only uses the NSS prior of noisy image and the NSS prior of natural images is used in PGPD. However, the proposed GSRC-ENSS can generate more details and less ringing artifacts. The reason for this is that two NSS priors (i.e., NSS priors of noisy image and natural images) are used in our GSRC model and the iterative shrinkage algorithm Eq. (17) can better combine these two NSS priors.
We also evaluate different denoising methods on two real images, including BM3D, PGPD and the proposed GSRC-ENSS methods. The visual comparisons of competing denoising methods are shown in Figs. 10 and 11 . One can observe that the proposed GSRC-ENSS is able to preserve the sharp edges and small fine details more effective than BM3D and PGPD methods. The results show the feasibility of deploying our GSRC-ENSS method for some practical image denoising applications.
Moreover, to evaluate the computational cost of eight denoising methods, we compare the running time on all test images with different noise levels. All experiments are run under the Matlab2012b environment on a machine with Intel(R) Core(TM) i3-4150 with a 3.50 GHz CPU and 4 GB RAM, and Windows 10 operating system. The average run time(s) of computing methods on all test images is shown in Table 5 . It's noted that BM3D and GID methods use parallel computing. Meanwhile, BM3D method is implemented with compiled C++ mex-function, while the other methods are implemented in Matlab. It can be seen that the proposed GSRC-ENSS method often needs more time than other competing methods. Nonetheless, the proposed GSRC-ENSS delivers the best qualitative denoising results with finer details and less ringing artifacts, such as Figs. 4 -11 . To sump up, such experimental findings clearly demonstrate that the GSRC-ENSS model is a stronger prior for the class of photographic images containing large variations in edges/textures.
Conclusion
In this paper, a novel denoising method based on group sparsity residual constraint with external NSS prior (GSRC-ENSS) was presented. Our approach differed from typical NSS based denoising methods, which only exploited the nonlocal self-similarity (NSS) prior of noisy image or natural images, two NSS priors (i.e., NSS priors of noisy image and natural images) were used for image denoising. To boost the performance of image denoising, we proposed the concept of group sparsity residual, and thus the problem of image denoising was transformed into reducing the group sparsity residual. To this end, we achieved a good estimation of the group sparse coefficients of the original image by the NSS prior of natural images based GMM learning, and the group sparse coefficients of noisy image were exploited to approximate the estimation. To combine these two NSS priors better, we presented an iterative shrinkage algorithm to solve the GSRC-ENSS model. Experimental results have demonstrated that GSRC-ENSS can not only leads to visible improvements over many state-of-the-art methods, but also preserves much better the image local structures and suppresses the ringing artifacts.
