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Abstract 
Surname capture via automatic speech recognition has many potential applications, 
including automated directory assistance and travel reservation services. It is, 
however, a difficult challenge, firstly because of the large set of names involved in 
many of the potential applications and secondly because of the lack of standardised 
pronunciations for many of these names. 
Previous work has explored a variety of approaches to proper name recognition but 
has focused on recognition accuracy alone, with few attempts to assess user reaction 
to the various strategies investigated. The work presented in this thesis addresses this 
by examining the problem of automated surname capture from a user perspective. In 
doing so it seeks to advance knowledge in the field of spoken language dialogue 
services, through examination of a particular problem that nonetheless has wide 
applicability. Data from a series of three controlled experiments are presented in 
which the usability of three different strategies for surname capture is empirically 
evaluated in both automated telephony and multimodal contexts. The focus of the 
multimodal work is on spoken language dialogue services in which graphical output is 
employed in the form of an embodied conversational agent. 
The underlying thesis of the work is that, through careful dialogue engineering, 
automated surname capture using current speech recognition technology (and by 
extension other proper name tasks) can be made highly usable. 
The evaluation methodology employed throughout provides both quantitative and 
qualitative data on user attitudes, together with objective measures of performance. It 
thus provides a comprehensive measure of usability that is missing not only from 
work on proper name recognition, but from the wider field of spoken language 
dialogue services as a whole. In particular, systematic usability evaluations of 
embodied conversational agent applications in which fully automated speech 
recognition is employed are rare, hence the need for the evaluations presented here. 
The results show that in order to achieve a high level of usability the use of spelling 
information is vital in strategies for automated surname capture. This is true in both 
automated telephony contexts and multimodal interfaces of the type examined in the 
research. Moreover, where text output is available this can also improve the usability 
of the process. 
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The thesis expounded in this research is that, through careful dialogue engineering, 
automated surname capture using today's speech recognition technology (and by 
extension other proper name tasks) can be made highly usable. 
Use of surnames is ubiquitous in everyday life. Their use is commonplace, for 
example, in accessing the information and services provided by companies and other 
organisations. The surname may be used as an identifier or may be used as a matter of 
courtesy where other types of identifier exist (e.g. account numbers). Alternatively, 
where no previous relationship exists the surname can play a part in establishing a 
new relationship. Whatever the circumstance, a key component of good customer 
service is that the customer's surname is understood correctly, and, where appropriate, 
is recorded accurately for future reference. 
In human-human communication this is relatively straightforward. Increasingly, 
however, there is less and less human-human contact in dealings between customers 
and service providers. Automated services are now an integral part of everyday life. 
From cash withdrawals at the ATM to Internet shopping, human-human interaction is 
becoming increasingly redundant in the provision of goods and services. Automated 
services can be made available 24 hours a day, 7 days a week, yet at the same time 
offer substantial cost savings to the provider. As a result their introduction is 
increasingly widespread across multiple service channels, to mixed consumer 
reaction. 
The Internet, for example, has proven hugely popular. This is evidenced by its rapid 
uptake in recent years. An estimated 57% of households in the U.K. now have access 
to the Internet, up by 26% from 2002 (U.K. government report, 2006). The most 
common use to which it is put, moreover, is access to information about goods or 
services (by 84% of users). In monetary terms this translates to sales of £103.3bn in 
2005, up from £23.3 billion in 2002 (U.K. Government Report, 2005; U.K. 
Government Press Release, 2003). 
Ell 
Other forms of automation such as automated telephone services have received a 
more mixed public response, although they remain a valuable channel for eCommerce 
(U.K. Government Report, 2005). In the U.K. automated telephone services based on 
touchtone are widely disliked (Attwater et al., 1998). Such systems "are often disliked 
by users due to their inflexible and crude interfaces" (Turner, 2004). Other criticisms 
include impersonality and limitations in the range of transactions possible. 
In recent years several technologies have emerged that may have the potential to 
address these issues. One is speech recognition software, in which rapid advances 
have meant that the use of spoken natural language in automated services is an 
increasingly viable prospect. The advantages of using this technology are that it offers 
a more natural interaction for the customer, and the possibility of offering a wider 
range of services as a result. 
The feasibility of employing spoken natural language dialogues in realistic services 
has been shown in telephony applications such as rail timetable information (Lamel et 
al., 2000a) and call routing (Gorin et al., 1997). Moreover, use of the technology is no 
longer restricted to the research laboratory, and commercial organisations worldwide 
are increasingly employing automated speech recognition as a channel for 
eCommerce (DybkjEer et al., 2004a). Applications that are already in the public 
domain in the U.K. include train timetable information', cinema and film 
information2 , and telephone banking 3 , whilst the range of other potential applications 
remains huge. 
Whilst commercial systems exist however, continuing advances in the technology 
mean that research on spoken language dialogue services or SLDSs as they are known 
remains active. 
Increasingly, the focus is on the use of speech recognition technology in combination 
with other modalities. Multimodal systems have emerged in recent years that combine 
I www.nationa1rai1.com  (08457 48 49 50) 
2  www.cinewor1d.co.uk (0871 200 2000) 
www.11oydstsb.com (0845 3 000 000) 
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speech input and output with touch-screen input (Narayanan et al., 2000; Qvarfordt et 
al., 2003; Sturm and Boves, 2005; Sturm et al., 2001), pen-based handwriting and 
gesture input (Darves and Oviatt, 2004; Oviatt and Adams, 2000; Oviatt et al., 2000), 
output graphics, animated agents and/or text output (Bickmore and Cassell, 2002; 
Cassell et al., 2002; Gustafson et al., 2000; Oviatt and Adams, 2000; Sturm and 
Boves, 2005; Sturm et al., 2001; Wählster et al., 2001). 
Systems based on animated agents or "perceptive animated interfaces" are seen by 
many as the future direction of speech technology research (Cole, 2003). These are "a 
new generation of human computer interfaces that interact with people like people 
interact with each other. These interfaces will use intelligent and embodied animated 
agents to engage users in natural face-to-face conversational interaction to accomplish 
a wide variety of tasks" and "...will enable users to communicate with machines 
using their natural communication skills, thus producing interactive experiences that 
are more personal, emotional, meaningful, enjoyable and effective" (Cole, 2003). 
Others have also observed that "As we attempt to take advantage of the effective 
communication potential of human conversation, we see an increasing need to 
embody the conversational partner... " (Granstrom and House, 2003). 
In fact, the field of 'embodied conversational agents' or ECAs as they are more 
commonly known (Cassell et al., 2000a; Ruttkay and Pelachaud, 2004) is already 
established, an offshoot of attempts to create artificial intelligence and artificial life in 
the field of computer science (Isbister and Doyle, 2004). The term refers broadly to 
animated characters that have the same properties as humans in face-to-face 
conversations, including the ability to understand verbal and non-verbal input such as 
gestures, to respond with similarly rich verbal and non-verbal output and to use 
conversational functions such as turn-taking, feedback and repair mechanisms in their 
interactions with users (Cassell et al., 1999a). 
Broadly, the argument in favour of this type of technology is that the use of a more 
human-like interface means users can rely on a lifetime of learned interaction skills to 
make the interaction with the computer smoother and more natural (Berry et al., 2005; 
Cassell et al., 1999a; Churchill etal., 2000; Nijholt and Hulstijn, 2000). They are also 
thought to render the interface more appealing (Lester and Stone, 1997; van Mulken 
et al., 1998). 
Both speech recognition technology and embodied agents therefore offer the potential 
to ameliorate the problems of automation, whether used separately or in combination. 
The use of speech recognition, for example, introduces the possibility of automated 
surname capture via natural spoken interaction which, given the ubiquity of surname 
usage discussed earlier, has an enormous number of potential applications. Tasks such 
as directory assistance, name dialling systems, and caller name identification for 
banking are just some of the possibilities (Sethy et al., 2006). The use of an ECA-
based interface, moreover, has the potential to make the interaction smoother, more 
natural and more appealing. This may be important since, although relatively 
straightforward in human-human communication, proper name recognition represents 
a significant challenge for today's speech recognition systems. 
There are two main reasons for this. The first is the large set of names involved in 
many of the potential applications, ranging from a few thousand names to over a 
million in some cases. The second is the lack of standardised pronunciations for many 
names; each can have multiple valid pronunciations, which further increases the 
difficulty of the recognition task. 
Previous work, carried out predominantly in the field of telephony applications, has 
explored a variety of approaches to the problem (these are described fully in Chapter 
2) and has reported encouraging results. However, to date, most of this work has 
focused solely on recognition accuracy. Few studies have made any attempt to assess 
user reaction to the various strategies investigated, or to examine them within the 
context of a realistic service. However, whilst recognition accuracy necessarily plays 
an important part in the user experience, it forms only part of the overall interaction. 
Other factors such as they way in which the system prompts the user for the required 
information, and the way in which any recognition errors are handled, also contribute 
to the experience, and to the usability of the service (a fact that is reflected in the use 
of the phrase 'automated surname capture' to describe the work that follows). 
Through a series of three controlled experiments the research presented in this thesis 
examines different design strategies for the problem of surname capture in both 
automated telephony and multimodal contexts. The focus of the multimodal work is 
on spoken language dialogue services in which the primary additional modality is 
graphical output in the form of an embodied conversational agent or ECA. 
Three different strategies for automated surname capture are examined throughout the 
research, which together represent some of the key approaches to proper name 
recognition described in the literature and documented in Chapter 2. The focus is on 
those strategies that previously have been assessed in terms of recognition 
performance alone. In the Speak Only strategy users simply say the surname. In the 
One Stage Speak and Spell strategy users say and spell the surname in a single 
utterance. In the Two Stage Speak and Spell strategy users say and spell the surname 
in two separate dialogue stages. 
The evaluation methodology employed provides both quantitative and qualitative data 
on user attitudes towards the design strategy under scrutiny, together with objective 
measures of performance. It therefore provides a comprehensive measure of usability 
that is missing not only from work on proper name recognition, but from the wider 
field of SLDSs as a whole. In particular, it is established in Chapter 2 that systematic 
usability evaluations of ECA applications in which fully automated speech 
recognition is employed are rare, and that a strong need exists for more rigorous 
empirical work in this area. 
The aim of the research presented here is to provide an empirical examination of the 
problem of automated surname capture from a user perspective, an approach that 
distinguishes it from previous work in this area. Moreover, through this examination 
of a particular application problem, which nonetheless has wide applicability, a 
contribution is offered to knowledge in the wider field of spoken language dialogue 
services (both automated telephony and multimodal). 
1.2. Thesis Outline 
The structure of the thesis is as follows. 
Chapter 2 provides an exploration of the motivations behind the research. It begins 
with an overview of automated spoken language dialogue services in telephony, their 
component technologies and the issues that need to be considered in their design, 
which is vital in order to understand the design decisions that were taken in the initial 
research. This is followed by an introduction to the field of ECAs, which summarises 
the key work that has taken place in this area to date and highlights the need for user 
evaluations of realistic applications such as those presented here. The issues that need 
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to be considered in designing an ECA are also described, which provides the 
background to design decisions taken later in the research. Chapter 2 concludes with a 
review of the literature on proper name recognition, providing firm evidence of the 
need for further empirical work in this area, and its suitability as a topic for research. 
This is followed in Chapter 3 by an introduction to the concept of usability, and to a 
summary of current practice in the methods used for its evaluation. Usability 
assessment in the wider field of Human Computer Interaction is presented first, 
followed by a review of the work specific to spoken language dialogue services. This 
leads on to the usability evaluation methodology employed in this research, which 
draws on the work reviewed. The experiment design principles used in the research 
are described together with the data collection techniques and the statistical analyses 
used. 
Chapters 4 to 6 then describe a progression of three controlled experiments in which 
the usability of the three different strategies for automated surname capture is 
evaluated in different SLDS contexts. 
Chapter 4 presents the first in the series of experiments. The aim of this experiment 
was to compare the usability of the three different surname capture strategies when 
experienced by users over the telephone. The three different surname capture 
strategies examined in the experiment (and throughout the research) are described in 
detail, together with the spoken language dialogue service in which they were set. The 
dialogue design decisions that were made are discussed in depth, with reference to the 
literature reviewed in Chapter 2. This chapter then goes on to describe the technical 
work carried out to implement each of the designs as a fully working prototype. The 
hypotheses and objectives of the experiment are then defined. These are followed by a 
description of the experiment procedure and a summary of the participant cohort. 
Finally, the results of the experiment are described in detail, and a brief discussion of 
their implications is provided. 
Chapter 5 details the second experiment in the series. The aim of this experiment was 
to determine what effect the addition of multimodal output, in the form of an 
embodied conversational agent, might have on the usability of the three different 
surname capture strategies. The strategies were compared in two different contexts: 
both over the telephone, and face-to-face with an ECA on-screen. This chapter 
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describes the changes made in the design of the overall automated service based on 
the usability results of Experiment 1. It then summarises the design decisions taken 
with regard to the ECA, based on the literature reviewed in Chapter 2, and goes on to 
describe the technical work carried out to implement each of the services as a fully 
working prototype. The hypotheses and objectives of the experiment are then defined. 
These are followed by a description of the experiment procedure and a summary of 
the participant cohort. The results of the experiment are described in detail, and a brief 
discussion of their implications is provided. 
Chapter 6 describes the third experiment of the series. Here again the problem was 
examined within two different contexts, in this case an ECA service with and without 
text output. The aim of this experiment was to determine the effect of text output on 
the usability of the three different strategies for surname capture. First, the 
motivations for the research are described and the relevant literature is reviewed. The 
design of the ECA service with text output is described, together with the work 
carried out to implement this version of the service. This is followed by a summary of 
the experiment design. The hypotheses and objectives of the experiment are defined, 
and a detailed summary of the experiment procedure and participant demographics is 
provided. Finally, the results of the experiment are described in depth, and a brief 
discussion of their implications is provided. 




Background to the Research 
2.1. Overview 
This chapter provides an exploration of the motivations behind the research. It begins 
with an overview of automated spoken language dialogue services and the core 
technologies involved. The issues that need to be considered in SLDS design are then 
described, with the focus on automated telephony systems. This is vital in order to 
understand the design decisions that were taken in the initial research. This is 
followed by an introduction to the field of ECAs, which summarises the key work that 
has taken place in this area to date and highlights the need for user evaluations of 
realistic applications such as those presented here. The issues that need to be 
considered in designing an ECA are also described, which provides the background to 
design decisions taken later in the research. Chapter 2 concludes with a review of the 
literature on proper name recognition, providing firm evidence of the need for further 
empirical work in this area, and its suitability as a topic for research in both automated 
telephony and multimodal contexts. 
2.2. Spoken Language Dialogue Services (SLDSs) 
2.2.1. Introduction 
A spoken language dialogue service (SLDS) is an interactive system that conducts 
spoken dialogue with its users, recognising and understanding spoken input and 
producing spoken output in return. Such systems can either be unimodal or 
multimodal. A unimodal system typically takes the form of an automated telephone 
service (Gorin et al., 1997; Sturm et al., 1999a). A multimodal SLDS in addition to 
speech employs at least one other type of input and/or output (Dybkjr et al., 2004a). 
SLDSs of this type are of a more recent nature than unimodal systems and incorporate 
a wide range of modality combinations. Additional input modalities include touch-
screen input (Narayanan et al., 2000; Qvarfordt et al., 2003; Sturm and Boves, 2005; 
Sturm et al., 2001) and pen-based handwriting and gesture input (Darves and Oviatt, 
2004; Oviatt and Adams, 2000; Oviatt et al., 2000) whilst output typically takes the 
form of graphics such as images, maps, animated agents and/or text (Bickmore and 
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Cassell, 2002; Cassell et al., 2002; Gustafson et al., 2000; Oviatt and Adams, 2000; 
Sturm and Boves, 2005; Sturm et al., 2001; Wählster et al., 2001). 
Such multimodal systems are thought to combine the strengths of different modalities 
"without being impaired by their weaknesses" (den Os et al., 2001). For example, the 
apparent difficulty experienced by users in detecting and correcting speech 
recognition errors (Levow 2002; Swerts et al., 2000) can be ameliorated by the ability 
to switch to a different input modality (Oviatt, 2000) and/or the use of text output to 
display recognition results (Bourguet, 2006; den Os et al., 2001). The persistence of 
textual display can also make it more suited to the presentation of large amounts of 
information than speech output (Narayanan et al., 2000). On the other hand, the use of 
speech is highly intuitive for entering items from long implicit lists such as names of 
cities or airports. It is also invaluable where a keyboard is not available or the 
keyboard / display in question is of limited size e.g. on a mobile device (den Os et al., 
2001). Spoken dialogue with an embodied agent, moreover, has the potential to 
'humanise' the interaction with the computer, increasing its naturalness (Berry et al., 
2005; Cassell et al., 1999a; Churchill et al., 2000; Nijholt and Hulstijn, 2000) and 
increasing the appeal of the interface (Lester and Stone, 1997; van Mulken et al., 
1998). 
The work presented in this thesis incorporates both automated telephony and 
multimodal SLDSs, with the focus of the work on multimodal systems on those in 
which the primary additional modality is graphical output in the form of an embodied 
conversational agent or ECA. 
Currently, both automated telephony and multimodal SLDSs are largely task-oriented 
(Dybkjr et al., 2004a; Gustafson, 2002), which means that the primary purpose of 
the system is to provide a service through which the user may achieve some 
predefined goal, such as access to a database of information or the performance of a 
transaction. 
2.2.2. Spoken Language Components 
In order to build systems that are able to interact with humans using speech, several 
language-based technologies must be integrated. Figure 1 shows the architecture of 








Dialogue Manager 	Output Generator 
Dialogue History  
Figure 1: Speech Input and Output in a Generic Spoken Language Dialogue Service 
On the input side, speech recognition must be combined with natural language 
processing in order for the computer to derive an understanding of the spoken input. 
The speech recogniser transforms the acoustic signal from the user into a sequence of 
word hypotheses, from which a semantic representation of the meaning is extracted by 
the natural language understanding (NLU) module. (In practice the two are often 
closely related, with the NLU component used to constrain the recognition search by 
penalising unlikely hypotheses.) The output from the NLU module is then transferred 
to the dialogue manager, which controls the flow of the interaction and is effectively 
the 'brain' of the system. Here, a history of the dialogue is maintained and access to 
the application database is controlled. When input is transferred from the NLU 
module this is interpreted in combination with the stored information in order to 
determine the appropriate dialogue action to take. Typically, a dialogue action might 
consist of responding to a user query, asking for additional information, requesting 
clarification, or simply prompting the user to speak. Language generation and speech 
output capabilities are therefore required on the output side in order for the system to 
deliver appropriate verbal responses. 
2.2.2.1. Speech Recognition 
The fundamental problem of speech recognition is to match a given speech sound to 
the word string that generated it. The problem is a difficult one, largely because of the 
many sources of variability associated with the incoming speech signal, for example 
background noise, a speaker's physical and emotional state, or regional accent. 
Since the early 1970s a number of different approaches have been considered, 
including Dynamic Time Warping (DTW), template matching, knowledge-based 
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expert systems, neural nets and recognition based on Hidden Markov Models or 
HMMs (Ehsani and Knodt, 1998). The HMM approach is generally considered to 
have provided the best results, and most state-of-the-art recognisers now employ some 
version of this technique. Systems based on this approach are typically capable of 
recognising large-vocabulary continuous speech from any native speaker of the 
language. 'Large-vocabulary' in speech recognition terms means that the system has a 
vocabulary of between 5,000 and 60,000 words (Jurafsky and Martin, 2000). Words 
that are not contained within this set are known as out-of-vocabulary. A strong inverse 
relationship exists between the vocabulary size and the recognition accuracy that can 
be achieved. Automatic speech recognition performs best when the conversation is 
limited to a specific domain, and the vocabulary is restricted accordingly. In such 
situations a speaker-independent recogniser can be used, which means that input from 
any native speaker of the language can be understood without prior exposure to their 
speech. The alternative is speaker-dependent recognition, which requires users to 
'enrol' their voice with the system before they can use it (used in, for example, 
desktop dictation systems). Applications of the type investigated in this research 
normally require speaker-independent recognition. This is therefore the type focused 
on in the following discussion. 
A detailed description of the computational algorithms involved in speech recognition 
is beyond the scope of this thesis. The following, however, provides a brief overview 
of the process. 
Speech recognition based on HMMs is fundamentally a data-driven approach, with 
the variations in speech modelled statistically using automatic learning procedures. 





SPEECH INPUT 	Signal Processing 	Decoding Or Search 	) RECOGNISED WORDS 
Language Model 
Figure 2: Architecture of a HMM Speech Recogniser 
In the first step, known as the signal processing or feature extraction stage, the 
acoustic input from the user is first digitised and then converted into a form of time-
segmented spectral representation. The end result is a series of feature vectors, in 
which each vector represents one time-slice of the original input signal. 
The recognition task is then to determine the most likely sequence of events (words) 
to have generated these observations. This is the decoding or search process, which 
involves three further inputs in addition to the observed sequence of acoustic features: 
the language model, the pronunciation lexicon, and the acoustic models. 
The language model describes the probability of sentences being realised as certain 
strings of words. In its simplest form the language model can be hand-coded as a 
finite-state network, where the permissible words following ech word are given 
explicitly. Figure 3 shows an example, modelling the responses expected from the 
question: "On what day do you want to leave?" 
sunday --- 
monday --- 
i would like 
tuesday 
on to leave — sj- 
- [da -- 
i want 
-LIIIJ-- 
Figure 3: A Simple Finite State Grammar Example 
IN 
With this technique, the exact wording of responses must be anticipated. A drawback 
is that users may say something that is out-of-grammar, that is, outside the scope of 
the allowable sequences. An alternative approach is to use stochastic N-gram 
language models (such as trigram or bigram), which assign an estimated probability to 
a word given the previous N-i words (Jelinek, 1976; Jurafsky and Martin, 2000). This 
approach is more flexible than a finite-state grammar, but has the drawback that the 
probabilities must be trained from a large corpus of data. 
In describing language models a commonly used term is the perplexity of the model. 
This is the number of words that on average can follow a previous word (Huang et al., 
1990). The greater the perplexity the greater the number of paths the decoding process 
has to search through, and the more difficult the recognition task. Speech recognition 
algorithms therefore benefit from keeping the perplexity of the language model low. 
The second key element in the decoding process is the pronunciation lexicon, which 
describes how each word in the recogniser's vocabulary is pronounced. Each word is 
specified as a sequence of sub-word units (typically context-dependent phones). 
Where a word has multiple pronunciations, each one is specified separately. The 
pronunciations can be generated automatically, for example using grapheme-to-
phoneme rules, but in general additional hand editing is also required. 
Finally, the acoustic models describe the likelihood of each sub-word unit producing 
particular acoustic or spectral features. These models are trained on real data and use 
Markov models to model each sub-word unit. A Markov model consists of a sequence 
of states linked by transition probabilities. In speech recognition, each state has a set 
of observation-likelihoods associated with it, and is permitted to transition to itself, in 
order to accommodate the different durations of the stationary sections of the signal 
(since it is rare that a speaker can repeatedly produce speech patterns of the same 
length). The observation-likelihoods describe the probability of particular acoustic 
observations being generated from particular states. 
The sub-word unit used by most state-of-the-art speech recognition systems is the 
context-dependent phone. Phones are the basic sound units from which a language is 
formed. The way in which they are realised acoustically depends on the context in 
which they appear. In current systems this is dealt with by training separate models 
for phones in different contexts. In practice, the models for each context-dependent 
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phone are often themselves broken down into start, middle and end states (Deng et al., 
1990; Jurafsky and Martin, 2000; Young and Woodland, 1994). More recently, an 
alternative approach has been to use higher-level sub-word units. Several systems for 
example, base their acoustic models on syllable-level units (Ganapathiraju et al., 
2001; Sethy and Narayanan, 2002). 
Given the various inputs, the aim of the search or decoding process is to find the 
sequence of states which has the highest probability given the observed acoustic 
events. Every possible sentence described by the language model is instantiated by the 
concatenation of the appropriate word models, which are themselves formed through 
the concatenation of the appropriate sub-word models. Markov models are thus core 
to the whole process. The term Hidden Markov Model is used to represent the fact 
that when recognition is performed only the acoustic waveform is observed; the state 
sequence represented by the Markov model is hidden. 
There are various types of decoding algorithm, details of which are beyond the scope 
of this thesis. However, a common feature is the use of 'N-best recognition', in which 
the decoder returns a list of the N most likely recognition hypotheses (Schwartz and 
Chow, 1990). 
Current research efforts continue to focus on large-vocabulary recognition 
(Doumpiotis and Byrne, 2006; Meyer and Schramm, 2006). The robustness of such 
recognition in noisy or otherwise difficult conditions is also a key area of interest 
(Martin and Mauuary, 2006; Zhu et al., 2005) as is the automatic acquisition of 
unknown words (Chung et al., 2003; Chung and Seneff, 2002). Other research 
challenges include the automatic detection of emotion in a speaker's voice (Litman 
and Forbes-Riley, 2006; Ververidis and Kotropoulos, 2006) and the recognition of 
non-native speech (Livescu and Glass, 2000; Wang and Schultz, 2003). 
2.2.2.2. Natural Language Understanding 
In an SLDS it is not enough to be able to recognise the string of words that was 
spoken by the user. The system must also be able to extract a semantic representation 
of the meaning from these words. In a finite state grammar this is generally achieved 
through the use of hand-coded feature-value pairs. Each path in the grammar is 
associated with a natural language interpretation. Semantic features or 'slots' are 
defined, e.g. <departure station>, which depending on the path taken through the 
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grammar are then filled with the appropriate value, e.g. <Glasgow>. These feature-
value pairs are the output of the NLU module, which is passed to the Dialogue 
Manager. Stochastic language models can also contain information on semantic 
meaning, but again, the models must be trained using a large corpus of data. 
2.2.2.3. Speech Output 
The output side of an SLDS requires language generation and speech output 
capabilities. In any SLDS there are three possible types of output speech: recordings 
of entire system utterances, concatenation of recorded words and phrases, and 
synthesised speech. The closest approximation to human quality is obtained by 
playing recordings of entire system utterances. This is appropriate where only a small 
or moderate number of fixed output messages are used. However, in many situations 
it is impractical, or impossible, to record all the utterances (or 'prompts') the system 
may have to produce. Examples include the output of telephone numbers in a 
directory assistance application, or the listing of recent transactions in a banking 
application. An alternative solution is to record the constituent parts of a message, and 
to reassemble these in real-time to produce the required output. For instance, 
concatenated recordings of single digits can be used to generate telephone numbers. If 
this solution is employed, care must be taken during the recording process to ensure 
that each segment has the correct intonation for the context in which it appears. A 
completely natural result is difficult to achieve, particularly since concatenation 
involves audible 'seams' between the constituent parts, but with care, concatenated 
speech can be clear, intelligible and reasonably pleasant to listen to. Men appear to 
prefer female voices in many cases, whilst women appear to be indifferent to the 
gender of the voice (Dybkj2er and Bemsen, 2000). 
The concatenation approach becomes less feasible when the output vocabulary is very 
large (as may happen with the names of places, people or companies) or when it is 
liable to change to include new words or phrases after the initial implementation. The 
most flexible way of generating output speech is through Text-To-Speech (TTS) 
synthesis. This makes it easy to add new prompts to the system since no recordings of 
a particular speaker are involved. The drawback of speech synthesis is that, to date, 
the quality of the output remains modest with regard to clarity, intelligibility, prosody 
and pleasantness, and there is evidence to suggest that it reduces the acceptability of a 
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service (McInnes et al., 1999a). However, for applications with a high level of 
dynamic content it may be the only viable solution. 
2.2.3. Issues in Dialogue Design 
Of equal importance to the component technologies used to build an SLDS is the way 
in which the various technologies fit together to produce the interaction with the user. 
The dialogue design, encompassing issues such as prompt design, the confirmation 
strategies employed, and the error handling techniques used, plays a crucial role in 
creating a usable service. Research has shown that given a particular underlying 
recognition performance, the dialogue design of an application can have a dramatic 
impact on the success rate of the system (Attwater and Whittaker, 1996). It is 
therefore an important area of research, and has been a field in its own right for the 
last two decades, in parallel with work on the development of the various component 
technologies. 
A number of efforts have been made to summarise the research to date and promote 
best practice in dialogue design (Dybkjer and Bemsen, 2000; Stentiford and Popay, 
1999). The European DISC 4 project, for example, sought to promote best practice in 
the development and evaluation of task-oriented spoken language dialogue systems 
and their components (Dybkj2er and Bemsen, 2000). Work of this type has necessarily 
focused on SLDSs in a unimodal or automated telephony context, due to the more 
established nature of this field. Increasingly however, attention is also turning towards 
multimodal SLDSs, as the body of work on which to base generalisations grows 
(Dybkjer and Bernsen, 2004a). 
The following sections describe some of the key issues explored in the research to 
date and highlighted in the work on best practice. The focus here is on automated 




2.2.3.1. The Target User 
'Know thy user' is recognised as one of the first principles in usability engineering for 
interactive systems design (Hansen, 1971; Nielsen, 1993; Shneiderman, 1998). Users 
can be categorised on more than one dimension - their knowledge of the domain, their 
experience of the interface and their experience of computers in general. Figure 4 
shows a 'user cube' (Nielsen, 1993) of the three main dimensions along which users' 
experience differs. 
knowledgeable about domain 
expert user of system 
minimal computer experience 	 /extensive computer experience 
novice user of syste7 
ignorant about domain 
Figure 4: User Classification (Nielsen, 1993) 
In the field of automated telephony SLDSs, experience of speech recognition systems 
in general can be seen as analogous to the dimension of general computer experience. 
Most users have little experience on this dimension as a result of the limited number 
of publicly available SLDSs. This is in contrast to users' familiarity with the domain, 
which given the task-oriented nature of SLDSs is generally high. Users' experience 
with the interface, on the other hand, can vary considerably, and is highly application 
dependent. Some SLDSs are intended for novice use only. These are known as walk-
up-and-use systems and impose the strictest usability requirements on system 
designers. Other applications, on the other hand, are intended for regular use, such as 
telephone banking services or company directory assistance services. In applications 
of this type, system novices can quickly become system experts with repeat use. Such 
systems must therefore be able to support interactions with both novice and expert 
users. This is a significant design challenge since a careful balance is required 
between enabling expert users to complete their task as quickly as possible, and 
providing enough support for inexperienced users. 
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First-time users are inevitably the 'worst' performers. This is also the time when users 
are most likely to form their attitudes towards the service, and decide whether or not 
to use it again. This was illustrated in research which examined the impact of tutorials 
on users' initial experiences of a service for accessing email over the telephone 
(Kamm et al., 1998). The perceived task completion rates, call times and user 
satisfaction ratings of a group of expert users were compared with those of two novice 
groups, one of whom was given a brief tutorial on the system before using it. The 
results showed that novice users who were given the tutorial produced results that 
were comparable to those of the expert group. The group who did not experience the 
tutorial, on the other hand, produced significantly lower task completion rates 
throughout, and took significantly longer to complete the first call than either of the 
other two groups. Moreover, although their performance improved as they gained 
experience with the system, their user satisfaction ratings did not improve. These were 
consistently lower than the ratings of the tutorial and expert groups, suggesting that 
their initial experience of the system may have had a persistent influence on their 
subjective reactions to the system. First impressions are therefore very important. 
A common way to cater for both expert and novice users is to include accelerators in 
the interface (Nielsen, 1993). These allow expert users to use faster, but less obvious, 
interaction techniques. The idea of 'shortcuts' for the expert user is also prevalent in 
the research on automated telephony SLDSs (Dybkjer and Bernsen, 2000). One 
approach in this context is to use pseudo sub-menus, which prompt for specific input 
items and therefore provide structured guidance for the novice, but which also allow 
expert users access to all of the service functions directly via use of the right 
commands. Alternatively, 'fast-track' dialogues may be used, in which prompts aimed 
at experts are supported by progressive levels of help for the inexperienced user 
(Attwater et al., 1999). 
Users also differ in other ways. Some factors are obvious, such as age and gender. 
Others are less obvious, such as differences in spatial memory and reasoning abilities, 
and preferred learning style. There is evidence that such factors can have a 
considerable effect on users' interactions with SLDSs and their attitudes towards them 
(Dutton et al., 1999; Love et al., 1997). Knowledge of the target user is therefore a 
useful tool in the development of a successful system. 
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2.2.3.2. Classification of Dialogues 
Different applications require different types of dialogue, which can usefully be 
classified into three categories: large-vocabulary information gathering dialogues, 
command or enquiry dialogues, and assistance dialogues (Attwater et al., 2000). 
An information gathering dialogue is typically one in which the task has already been 
defined, and in order to fulfil it relevant data must be collected from the user. An 
example of this type of dialogue is directory assistance, where the specification of the 
task (to find out the telephone number for a particular person or business) takes place 
implicitly through the decision to call the service. Once connected the user is not 
asked their reason for calling, but is immediately requested for the information 
necessary to complete the task (the name and address of the listing required). One of 
the defining features of this type of dialogue is that it is usually agent or system led. 
Whilst in general human-human communication is mixed-initiative, the partners in the 
dialogue negotiating and exchanging dialogue initiative as they go along (Sacks et al., 
1974), for a simple information-gathering task it is often acceptable for the dialogue 
to follow a structured question and response style that is almost entirely agent led 
(Attwater et al., 2000 citing Bennacef et al., 1995). This fact can be exploited in 
designing an analogous human-computer dialogue. 
In a command or enquiry dialogue the user is more likely to take the initiative. This 
type of dialogue tends to occur where the agent or system has the capacity to perform 
several functions, and the task required must be identified before information 
gathering and completion can take place. A good example is a telephone banking 
service in which a number of facilities are available such as balance information or 
bill payment. In this type of scenario the interaction is initiated with a command to the 
system (for example, "I want to pay a bill"), which is then followed by some 
information gathering ("Who would you like to pay?"). A key feature of this type of 
dialogue is that the user may spontaneously give the command and relevant 
information in a single utterance ("I'd like to pay my telephone bill"). A greater 
degree of flexibility is therefore required to handle this form of dialogue. The 
dialogue manager must maintain a record of any information that has already been 
input, and adjust the subsequent information gathering process appropriately. The 
recognition grammars must also accommodate the possibility of various command 
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and information combinations. As such it lends itself to hand-coded, finite state 
grammars, and slot filling 'natural language' dialogues. 
In an assistance dialogue the agent or system is again able to perform several 
functions, but in this case the user may not know the name of the task they wish to 
perform (a typical scenario in which this might occur is a helpline). Instead, it is 
common for the user to take the initiative and give a description of the problem that 
they are experiencing, with the expectation that the agent will propose a solution. 
Once the solution is agreed on, more traditional information-gathering and command-
style dialogues may then be used. The main features of this type of interaction are the 
complex language with which users tend to express themselves in describing the 
problem, and the very flexible dialogue models required as a result. Successful 
techniques for addressing this problem have focused on the use of statistical language 
models trained from an example corpus. 
2.2.3.3. Initiative in Dialogues 
Each of the above dialogue types is characterised by different levels of user initiative. 
Typically, dialogues can be defined as one of three types: system-initiative, mixed-
initiative or user-initiative. 
System-initiative dialogues, in which the system asks the user a sequence of highly 
directed questions to elicit the information required for the task, are structurally very 
simple, and easy for the user to understand. The information required at each stage is 
made explicit and users are encouraged to restrict their responses to the minimum 
necessary to fulfil the information request, which is usually focused on a single 
semantic concept. This has the advantage of keeping the perplexity of the language 
model low, which benefits the recognition algorithms in applications that have a large 
intrinsic vocabulary (such as directory assistance). 
The drawback of such system-initiative dialogues is that users can find them tedious, 
since there is little or no flexibility in the interaction. Human-human communication 
is generally mixed-initiative, which means that each dialogue partner will, on 
occasion, take the conversational lead. In the strictest sense, this means that each 
partner has the freedom to introduce a new topic at any stage in the interaction. Most 
of the literature on SLDSs however, uses the term 'mixed-initiative' to mean 
interactions in which participants indicate a desire to assume the conversational lead 
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by volunteering more information on the same topic, or by requesting clarification of 
a previous utterance. This is the sense in which the term is used in this thesis. SLDSs 
that attempt to cater for such behaviour typically include natural language capabilities 
that allow users to specify several semantic concepts in a single utterance if desired. 
In addition to offering users a greater degree of control, this approach has the 
advantage that it can shorten the interaction by reducing the number of dialogue turns 
required to complete the task. However, an increased natural language capability can 
also mean an increase in recognition errors, resulting in a rise in the number of turns 
necessary for error correction. This advantage is therefore dependent on the 
recognition accuracy (Hone and Baber, 1999). 
There is also evidence to suggest that although mixed-initiative systems can result in 
more efficient dialogues as measured by number of turns, or elapsed time to complete 
a set of tasks, users are equally happy with or prefer a system-driven approach (Oviatt 
et al., 1994; Potjer et al., 1996; Walker et al., 1998). 
Walker et al. (1998), for example, evaluated two versions of a spoken language 
interface for accessing email by phone, one a mixed-initiative design and the other a 
system-initiative design. The experimental hypothesis predicted that users would 
initially prefer the system-initiative version, but as they became more familiar with 
the mixed-initiative system and learned how to use it, their confidence and 
correspondingly the recognition performance would increase, resulting in higher 
levels of user satisfaction. In actual fact, although user expertise and recognition 
performance did increase over the course of three tasks, this did not result in a 
preference for the mixed-initiative system. Despite the fact that it was more efficient, 
the participants still reported higher satisfaction with the system-initiative system, 
possibly as a result of the perceived difficulty of learning to use the mixed-initiative 
version. 
In another study two versions of a call assistance application were evaluated (Potjer et 
al., 1996): a system-initiative version which prompted users for the required service in 
two stages, and a mixed-initiative version in which the request could be made in a 
single turn. The results showed that the minimum number of turns per transaction was 
lower for the mixed-initiative design. However, more additional turns were required 
in this version as a result of the greater number of recognition errors, with the net 
27 
effect that the mixed-initiative interface was no faster than the system-led equivalent. 
Moreover, a subjective analysis of user satisfaction indicated that users were similarly 
satisfied with both versions. 
In some cases, the opportunity to take more of the initiative can mean that it is more 
difficult for users to identify the scope and capabilities of a system. In systems with 
higher levels of user initiative prompts are deliberately more open-ended to allow the 
user to take control of the process. Whilst research has shown that this can increase 
the number of semantic concepts offered by participants (Narayanan et al., 2000) it 
can also lead to user confusion about the available options (Walker et al., 1998), 
which itself can lead to an increase in the likelihood of recognition errors. Users are 
generally aware that a fully conversational system is not yet feasible, and that some 
kind of structure has to be imposed onto the dialogue, limiting the topics that can be 
addressed at each point. Different dialogue strategies, however, make the limitations 
apparent to a different degree. This is closely related to the issue of system prompt 
design, which is discussed in detail in the following section. 
It is possible to have more than one type of initiative strategy within a single 
interaction. In most systems the strategy employed at each individual stage of the 
dialogue is fixed during the design phase. This contrasts with human-human 
dialogues, where control of the initiative is flexible and depends on a combination of 
the participants' characteristics and the on-going dialogue. Research has been carried 
out that attempts to simulate this behaviour, by dynamically adapting the dialogue 
strategy based on information detected from the dialogue. Chu-Carroll (2000) for 
example, developed a cinema information service that combined dialogue history with 
cues observed in the current dialogue turn to determine the initiative on a turn-by-turn 
basis using a probabilistic framework. The cues included users providing more 
information than requested (indicating a desire to assume the initiative) or repeating 
information from a previous turn (suggesting that the system should assume the 
initiative in order to progress the task). Experiments compared the adaptive system to 
two control systems, one a system-initiative version and the other a non-adaptive 
mixed-initiative version. The results in each case showed that the adaptive system led 
to shorter dialogues, as measured by number of turns and elapsed time, and higher 
user satisfaction (Chu-Carroll and Nickerson, 2000). 
Other research has investigated giving users the power to adapt the dialogue strategy 
(Litman and Pan, 1999). A non-adaptive version of an SLDS for retrieving train 
schedules (known as TOOT) was compared with an adaptive version in which users 
could choose their preferred dialogue style at any stage using meta-commands such as 
"change strategy". The results showed that overall user satisfaction and task success 
were significantly higher for the adaptive version, independent of the initial strategy 
employed by the service (system-initiative, mixed-initiative or user-initiative). Other 
measures of performance displayed an interaction with the initial strategy employed. 
Adaptability was in general found to be most useful when the initial dialogue strategy 
was user-initiative. 
In an enhanced version of the TOOT service, in which the system had control over 
initiative adaptation (Litman and Pan, 2000), a predicted misrecognition rate was 
calculated by comparing the acoustic confidence scores of the last few utterances 
against a predetermined threshold. Where the predicted misrecognition rate was above 
this threshold the initiative strategy was adapted to a more conservative approach (e.g. 
from mixed-initiative to system-initiative). The result was a significant improvement 
in task completion compared to the non-adaptive TOOT, although user satisfaction 
and dialogue efficiency remained relatively constant. 
The term 'user-initiative' was used in the above study to differentiate the version in 
question from a 'mixed-initiative' version with less flexibility in the amount of input 
information that could be supplied. Strictly however, a user-initiative system is one in 
which the user has full control, and which provides little guidance on how to use it 
(Dybkjer and Bernsen, 2000). Such systems remain a research challenge at present 
within the field of SLDS design. 
2.2.3.4. Effective Prompt Design 
Effective design of the system's output prompts is key in guiding users to the 
successful achievement of their dialogue goals. The wording of a system prompt can 
have a significant effect on a user's response, both with regard to its semantic content 
and its syntactic form, and is therefore vital in eliciting a response from the user that is 
appropriate and enables the dialogue to proceed. 
Many principles of good prompt design have been proposed, most of which have been 
put forward in the efforts to promote best practice in dialogue design (Dybkjr and 
Bernsen, 2000; Stentiford and Popay, 1999). The following section describes some of 
these principles in detail. 
Instructions given by the service should inform the user how to respond before 
prompting for the response. This format helps to avoid the user responding before the 
prompt is finished. Where barge-in (see Section 2.2.3.6) is implemented this is less 
important, but in general it is considered good practice (McInnes et al., 1999b). 
Prompts should be kept short, simple and clear. Long, complex messages are difficult 
for users to follow, and may result in user inattention, or attempts to take the dialogue 
initiative in a way that the system cannot handle. Stentiford and Popay (1999) provide 
an example in which users of an automated telephone service were prompted with the 
message "Please enter the phone number followed by square or say each digit 
separately after each tone ". A large percentage of callers hesitated or made mistakes 
at this point in the dialogue. The problem was alleviated however, by removing the 
Boolean logic and separating the different instructions, as in "Please enter the phone 
number followed by square <pause>. Alternatively, you may say each digit separately 
after each tone". 
Prompts should be composed with spoken dialogue in mind. A sentence that appears 
to be grammatically correct and precise on paper may not sound natural when spoken. 
A common strategy is to use the imperative tense. The imperative is direct, short and 
specific and is therefore easy to understand. However, where it is used, careful 
attention should be paid to the intonation of the recorded messages in order to ensure 
that they sound polite. 
It is sometimes more natural to employ anaphora in the system prompts, as in "Is that 
in the morning or afternoon?" (Attwater et al., 1999). This reduces the tedium of 
constant repetition of key phrases, for example "What time would you like the 
reminder call?" followed by: "Would you like the reminder call in the morning or the 
afternoon?" However, the danger in this approach is that the referent of the anaphoric 
expression may be difficult to identify. This is part of the more general issue of 
ensuring that system prompts make sense in the context of immediately preceding 
messages, and also in the context of any help or error messages. Careful attention 
should be paid to the dialogue context in the design of all prompts. This is particularly 
important in systems that employ a mixed-initiative approach, where a number of 
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paths through the dialogue are possible and a particular prompt may have been 
preceded by one of a number of different output messages. 
Expressions used by the service should be clear and unambiguous. Moreover, the 
language and terminology used should be consistent throughout the service, and as far 
as possible should be familiar to the user (Dybkjr and Bernsen, 2000). A term 
should be established for each natural item of vocabulary, for example 'city of 
departure', and should be used consistently throughout the dialogue (Attwater et al., 
1999). 
The style of output language employed by a system has been shown to have a 
considerable effect on the language employed by the user in their response. People 
who interact with computers tend to mirror the words and sentence structures used by 
the system itself (Brennan, 1996; Gustafson et al., 1997). In the study by Gustafson et 
al. (1997) two experiments were carried out to examine the effect of prompt wording 
on the lexical choices made by users. The first experiment tested a simulated version 
of a spoken language tourist information system. A total of 35 different questions, 
varied in lexical choices and syntactic complexity, were posed by the system during 
the course of the experiment and the resulting responses were analysed. Some 36% of 
the answers contained words from the system prompt, about 38% contained ellipses or 
were simple answers to yes/no questions, and only 17% of responses did not contain 
any words from the question at all. 
Building on this work the second experiment used a simulated version of a spoken 
language questionnaire (concerning people's vacation plans) to investigate 
participants' re-use of the main verb in the system prompt. In this case a total of 39 
questions were posed, each of which included a verb that could be varied. Participants 
were asked to answer with complete sentences in order to generate responses that 
contained a verb. The results showed that the majority of users again adapted their 
lexical choices to the system question, with 69% of responses containing an ellipsis or 
a re-use of the prompt's main verb. 
The fact that such adaptation is largely sub-conscious is illustrated by the fact that 
only half of the participants noticed that they had re-used the vocabulary of the 
system. Most of the participants who did so said that this was because it was the 
easiest way to produce an answer that the system understood. 
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The evidence that prompt wording has such a strong effect on users' responses has 
several implications. Firstly, it is crucial that the words and grammar used in the 
system output can be recognised and understood by the system itself. If a specific 
lexeme, phrase or idiomatic expression occurs as system output, it should be possible 
to recognise this as user input as well. 
Secondly, the system prompts should induce users to provide input that can be 
handled by the system. On a general level this means the use of clear, concise 
prompts, which avoid the excessive use of politeness phrases since these may 
encourage similarly verbose responses from users (although use of the word 'please' 
can be important). The use of clear, closed questions is sufficient to constrain many 
users to present concise answers without extraneous speech (Attwater et al., 1999). 
More specifically, prompts must be designed that are appropriate to the dialogue 
strategy selected, and which provide users with an indication of the level of initiative 
available to them. So, for example, in a system-initiative travel dialogue the prompt 
"On which date do you want to leave?" may be used, since this clearly suggests that a 
single item of information is required. In a mixed-initiative version of the same 
application, the prompt might be "When do you want to leave?" in order to indicate 
that some combination of a date and/or time is acceptable. 
Prompts must also be designed to handle the cases where the dialogue does not 
proceed according to plan, either because the user has not responded as anticipated, or 
because a recognition error has occurred. The design of error messages is very 
important, and should follow four basic principles (Nielsen, 1993; Shneiderman, 
1998): 
• They should be phrased in clear language and avoid obscure codes. 
• They should be precise rather than vague or general. 
• They should give constructive guidance, indicating what the user needs to do. 
• They should be polite and should not put the blame explicitly on the user. 
Implicit in these principles is the idea that error messages should be context-sensitive, 
that is, appropriate to the dialogue stage at which they occur. Multiple levels of 
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messages should also be considered (Shneiderman, 1998). The issue of error handling 
is covered in more depth in the following section. 
2.2.3.5. Strategies for Confirmation and Error Handling 
Given that speech recognition is a probabilistic process that cannot be guaranteed to 
be completely accurate, methods for preventing, detecting and recovering from errors 
in the communication are required. The prevention of such errors, given a particular 
underlying recognition performance, is largely achieved through good dialogue 
design. Some errors are inevitable, however, so it is important to be able to handle 
these gracefully, correcting mistakes and allowing the interaction to proceed to a 
successful conclusion with the minimum amount of disruption. 
A key part of this process is the early detection of errors. Before either the system or 
user can take action in relation to a given error, one of them has to know that such an 
event has taken place. In human-human communication dialogue participants are 
constantly sending and receiving signals on the status of the information under 
exchange. This is part of the process of 'grounding', or ensuring that participants have 
a common understanding of the dialogue (Clark and Schaefer, 1989). The signals can 
either be positive ('go on') or negative ('go back'). 'Go on' signals indicate that the 
conversation can safely proceed. 'Go back' signals indicate that an error has taken 
place that needs to be addressed before the conversation can continue. In practice, a 
balance of the two is required. There is a trade-off between supplying the necessary 
evidence for a conversation to proceed and making efficient progress through the 
dialogue. From the viewpoint of reliable communication, confirmation of the sending 
and receiving of messages is needed; on the other hand, according to the principle of 
Minimum Collaborative Effort (Clark and Wilkes-Gibbs, 1986) it is generally 
considered desirable to minimise the number of dialogue turns in order to provide an 
efficient dialogue. 
Technological limitations mean that human-computer dialogues are inherently less 
sophisticated than human-human ones when it comes to the detection and repair of 
communication errors. However, many of the features of human-computer dialogues 
are based on the same principles. In human-computer dialogues, for example, 
confirmations are an important means of establishing common ground between the 
dialogue participants, securing 'go on' or 'go back' signals from the user that are 
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easily interpreted by the system and enable both the user and dialogue to proceed with 
confidence. 
Previous work has investigated a variety of strategies for confirmation. A common 
feature is that the underlying semantic concept is confirmed, rather than the user's 
exact words (Attwater et al., 1999). However, there are a number of different 
approaches to the confirmation itself. Explicit confirmation, in which the user is asked 
directly if the recognised information has been correctly understood (e.g. "You want 
to go to Stuttgart?"), has proven the most reliable (Boyce and Gorin, 1996; Krahmer 
et al., 1999; Sturm et al., 1999a, 1999b; McInnes et al., 1999b). However, this 
reliability tends to be at the expense of the naturalness and efficiency of the 
interaction. It has a propensity to lengthen the dialogue and increase the number of 
turns (Shimazu et al., 2000), which can be tedious for the user. Research has shown 
that users dislike explicit confirmation of each response (Cole et al., 1997). Moreover, 
there is evidence to suggest that users do not always respond to explicit confirmations 
with yes/no answers (Hockey et al., 1997; Hirasawa et al., 2000). 
An alternative strategy therefore, is the use of implicit confirmation, in which the 
information to be confirmed is combined with a request for the next piece of 
information, as in for example "When do you want to go to Stuttgart?" This strategy 
depends on the user instinctively contradicting any information that is incorrect, 
which can cause confusion and has been found to be less reliable in guiding users to 
successful achievement of their goal. However, when the information is correctly 
recognised, this approach has considerable advantage in terms of dialogue efficiency 
(Danieli et al., 1997). 
The reliability of implicit confirmation (as measured by dialogue success rates) can be 
improved by altering the structure of the confirmation from a single question to a 
statement followed by a question, as in "You want to go to Stuttgart. When do you 
want to go?" (Lavelle et al., 1999). In this study it was also found that further 
improvements can be obtained by instructing users to contradict the system if an error 
had been made, as in "You want to go to Stuttgart. Correct me if I'm wrong, or say 
when you want to go." However, this technique involves the use of Boolean logic in 
the output prompt, which, as noted earlier, has in itself been found to be problematic 
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(Stentiford and Popay, 1999). In either case, the approach has not yet been directly 
compared with an explicit confirmation strategy. 
The trade-off between reliability and dialogue efficiency has resulted in several 
attempts to combine the two confirmation styles. Most of this work has focused on the 
use of acoustic confidence measures to determine the confirmation strategy. It has 
been shown, for example, that systems which use implicit confirmation for 
confidently recognised utterances and explicit confirmation for less confident 
hypotheses result in shorter dialogues and slightly higher dialogue success rates 
(Bouwman et al., 1999; Sturm et al., 1999a, 1999b). 
An alternative approach is to apply selective confirmation; only confirming when the 
acoustic confidence is low and/or the recognised response is unexpected within the 
current dialogue context (Komatani and Kawahara, 2000; Smith, 1997). This provides 
a more realistic reflection of human-to-human interaction, mimicking the process 
where confirmation is used only when the listener is unsure about what has been said. 
In deciding which confirmation strategy to use, one of the factors to be considered is 
the cost of a potential error. If the cost of errors is minimal, it may be possible to 
forgo confirmations and allow the system to proceed without consulting the user 
(Kamm, 1995). If, on the other hand, the cost of the error is perceived to be high this 
may be less appropriate. In a study of a directory information system (PADIS) it was 
found that users considered being connected to the wrong person a higher cost error 
than being played the wrong telephone number or email address (Bouwman and 
Hulstijn, 1998). As a result the system was designed to accept confidently recognised 
requests without confirmation unless the request was for a direct connection, in which 
case explicit confirmation was always used. Results on user satisfaction supported the 
hypothesis that in some cases the speed advantage of omitting confirmation 
outweighed the disadvantage of occasional dialogue failures resulting from 
misrecognition. 
When errors do occur it is important that the system is able to identify these and 
respond appropriately to any subsequent corrections by the user. The automatic 
detection of errors based on the linguistic and acoustic features of the subsequent 
utterances is an active area of research. SLDSs may be able to detect their own 
mistakes from certain characteristics of the ensuing dialogue sequence (Hirasawa et 
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al., 2000), for example by detecting a repetition of the same question-answer pair. 
According to the principle of Minimal Collaborative Effort (Clark and Wilkes-Gibbes, 
1986), repetition of information is a negative signal since this does not lead to a 
swifter conclusion of the conversation, whilst new information that may speed up the 
dialogue is a positive sign (Krahmer et al., 1999). The presence or absence of new 
information can therefore be used to decide whether or not an error has taken place. 
Utterance duration is also an important signifier, with longer utterances indicative of a 
problem in the previous stage. 
Once an error has been identified, collaborative effort must be undertaken to repair it. 
From the user's point of view, repetition of the utterance that was misunderstood is 
the simplest form of error correction. Repetitive sequences have in some cases been 
found to account for around 10% of all input utterances to an automated system 
(Gustafson and Bell, 2000). However, various other forms of error correction 
behaviour are possible. These include rephrasing the original utterance, simplifying it 
by omitting some information, or adding to it with extra information. In a study of a 
call-routing application (Boyce and Gorin, 1996) users' responses were investigated 
when the recogniser apparently rejected their input. Callers were initially prompted 
with the question "How may I help you?" and regardless of their response, were then 
re-prompted with the phrase "I'm sorry, how may I help you?" In this case just over a 
third of responses (37%) were an exact or almost exact repeat of the original response. 
Approximately another third (31%) were shorter in duration than the original 
response, although most of these (80%) contained the same amount of information 
expressed in a more concise way. Finally, the re-prompt resulted in longer utterances 
in 20% of cases, and a paraphrase of the original response in 12% of replies. 
Different types of dialogue have been found to elicit different styles of correction, 
which is important since some types of correction are recognised more accurately than 
others. It has been found, for example, that a system-initiative dialogue with explicit 
confirmation is most likely to produce repetitions (Swerts et al., 2000). A total of 75% 
of the corrections in this system were repetitions, compared to 37% in a mixed-
initiative system with implicit confirmation, and 37% in a user-initiative system with 
no confirmation at all. The study also showed that repetitions, and corrections that 
omitted information from the original turn, were recognised more accurately than 
corrections that added or paraphrased information. 
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Repetitions in themselves, however, can be problematic. When repeating an utterance 
following an error, users tend to switch to a speaking style that is characterised by 
prosodic features typically associated with hyper-articulation (Levow 2002; Oviatt et 
al., 1996; Oviatt and Van Gent, 1996; Swerts et al., 2000). These features include 
careful enunciation, slowed speaking rate, and an increase in pitch and loudness. 
While this approach may be effective in human-human communicative settings, there 
is evidence to suggest that it leads to decreased recognition performance in human-
computer dialogues (Levow 2002; Swerts et al., 2000), perhaps because it differs 
from the speech data on which most recognisers are trained. Ironically, it appears that 
attempts to repair miscommunication are more likely to lead to misrecognition. 
Levow (2002) found that the probability of experiencing a recognition error after a 
correct recognition was 16%, but immediately after an incorrect recognition this 
increased to 44%. In other research, moreover, it has been found that the greater the 
distance from the original misrecognised turn, the more likely a misrecognition is to 
take place (Swerts et al., 2000). 
2.2.3.6. Barge-in 
Use of barge-in as part of spoken language dialogue services enables the user to 
interrupt a system prompt using speech and respond before the prompt finishes 
playing. It is the speech equivalent of DTMF key ahead in automated telephone 
services. 
Barge-in can have advantages in an SLDS in terms of the speed and efficiency of the 
dialogue. However, there may be areas within a dialogue where barge-in is not 
appropriate, for example, in the confirmation stages of a transaction involving the 
transfer of money. In situations such as these it may be beneficial to disable barge-in, 
so that the user has no choice but to hear the full confirmation prompt. This is 
particularly important since 'false triggers' can occur, which means the interruption 
detected is not speech but is instead the result of background noise. For this reason it 
may also be useful to disable barge-in during a system's error recovery stages so that 
the user can detect when an error has occurred. This avoids the situation where the 
user barges in with their next response or a false trigger occurs before the error 
prompt is played, which can lead to a confusing spiral in the breakdown of 
communication. 
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2.2.3.7. Dialogue Realisation 
Having considered the issues involved in the design of SLDSs it is also important to 
consider how the designs are realised in practice. It is possible to implement spoken 
language dialogue services using established graphical structured design tools. While 
the speech recognition employed in a spoken language dialogue service tends to be 
algorithmically complex, many forms of dialogue management can be represented 
using simple graphical tools. Separating the two allows the iterative design of the user 
interface to be independent from the underlying technical strategy (Attwater et al., 
1999). 
Every dialogue design must establish a structure that models the interaction between 
the human and the computer (Attwater et al., 1999). In practice the model is often a 
finite-state machine in which a number of dialogue nodes is defined; transition 
between these nodes occurs when certain conditions are met, based on the dialogue 
context and current input. The nodes represent the system's questions and the 
transitions between the nodes determine all the possible paths through the network. 
Most dialogue service-creation tools represent this model graphically using a flow 
chart. The use of a flow chart involves a hierarchical approach to dialogue design. 
Sub-dialogues can be used, which can range in complexity from a single state to a 
nested collection of sub-dialogues, supporting a modular approach to dialogue 
modelling and providing libraries of commonly recurring interactions. 
The overall interaction is broken down into a number of successive targets that must 
be satisfied in order to complete the current task. The fulfilment of each target is 
achieved by a sub-dialogue comprising some combination of question and 
information nodes. These are designed to ensure that the target completion criteria are 
satisfied before the sub-dialogue can complete. The completion criteria are based on 
the current input and the dialogue history, as handled by the dialogue manager. 
A given sub-dialogue is designed to satisfy only the current target. However, with the 
use of open questions and speech recognition grammars that allow multiple feature-
value pairs to be returned by the NILU module, it is possible that the criteria for a later 
target may be satisfied by a response to a question in an earlier phase. In these cases, 
the subsequent information capture process is adjusted and the later sub-dialogue is 
omitted. This principle is illustrated in Figure 5, which describes a flight status 
information service. The first system question in this case is 'Which flight are you 
interested in?" 
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Figure 5: Dynamic Adjustment of Information Capture Process 
Flexible, mixed-initiative speech systems mean that there are many more potential 
transition conditions to consider than in a system-led dialogue. This introduces a 
problem of design complexity that must be managed. As the sophistication of a 
dialogue increases, more complex dialogue modelling is required. Finite-state models 
have been criticised because of their inflexibility, and their inability to cope with the 
demands of more complex dialogues (McTear, 1998 citing Aust and Oerder, 1995). 
Self-organising methods provide for greater flexibility. The paths through the 
dialogue are not predetermined and the structure evolves dynamically based on some 
computation of the next dialogue action (McTear, 1998). However, most 
commercially available dialogue systems use some form of finite-state modelling, and 
for most current applications a finite-state modelling approach is adequate. This is the 
approach adopted in creating the spoken language dialogue services used in this 
research. 
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2.3. Embodied Conversational Agents (ECA5) 
2.3.1. Introduction 
Increasingly, SLDSs can be found that employ embodied conversational agents as 
part of the user interface (Cassell et al., 2002; Corradini et al., 2005; Gustafson et al., 
1999, 2000; Wählster et al., 2001). 
This type of interface is thought to make the system easier to use and to understand, 
since users can rely on a lifetime of skills learned in human-human interaction to 
make the interaction smoother and more natural (Berry et al., 2005; Cassell et al, 
1999a; Churchill et al., 2000; Nijholt and Hulstijn, 2000). Interaction with an ECA is 
highly intuitive and means that users are not required to learn any new skills, since 
most humans have had years of practice in the art of conversation (Cassell, 2000; 
Cassell et al., 1999a). The use of multiple modalities such as gesture and facial 
expression can also increase the reliability of the interaction by allowing information 
to be conveyed in more than one mode. Moreover, in keeping with the concept of 
computers as social actors (Nass et al., 1997, 1995; Nass and Lee, 2000; Reeves and 
Nass, 1996), people attribute human characteristics to computers whether or not they 
look human, and as such the use of ECAs can capitalise on this by encouraging users 
to engage in natural human-like conversation. ECAs can also render the interface 
more engaging and thus have a motivational impact, making users more inclined to 
interact with the system and reducing the perceived difficulty of tasks (Lester and 
Stone, 1997; van Mulken et al., 1998). 
However, detractors of such interfaces point out that whilst they may improve 
enjoyment, they do not necessarily improve performance. In fact, it has been 
suggested that ECAs are a distraction and may impede the interaction and/or reduce 
user satisfaction (Pandzic et al., 1999; Prendinger et al., 2005). Others argue that 
while it seems reasonable to include an ECA in the interface in order to trigger a more 
social response from users, this may only be the result in cases where the social cues 
employed by the ECA are perfect e.g. where there are no speech recognition errors 
(Nass and Moon, 2000). The suggestion is that imperfect cues may in reality be 
counterproductive, by drawing users' attention to the fact that the computer is not 
human and therefore distracting them from the task. 
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On the other hand, perfect cues may have the drawback that the more realistic or 
human-like the agent, the more likely users are to have unrealistic expectations of the 
system's capabilities (Bartneck, 2003; Wilson, 1997). In fact, one of the main 
arguments against the use of anthropomorphic interfaces is that "the suggestion that 
computers can think, know, or understand may give users an erroneous model of how 
computers work and what the machine's capacities are" (Shneiderman, 1998). It has 
been suggested that the use of such interfaces introduces the risk that users will go 
beyond responding to the computer in a social manner, and instead attribute to it 
characteristics and motives that it does not possess (Johnson et al., 2006). 
However, the counter-argument is that the use of an ECA can make the context and 
therefore the purpose of the system clearer to users (Nijholt and Hulstijn, 2000). This 
therefore restricts their expectations and associated behaviour to tasks of which the 
system is capable (particularly in task-oriented dialogues where, for example, a 
particular uniform can be used to indicate the domain). This approach, it is argued, 
can aid recognition performance in speech-enabled interfaces (Nijholt and Hulstijn, 
2000). Moreover, even in cases where the performance is not perfect an embodied 
character can make users more forgiving of the shortcomings in the technology and 
thus encourage them to continue with the interaction. 
The arguments in favour of employing an ECA in the user interface are therefore 
substantial. Thus far, however, empirical work on the subject has produced mixed 
results. A limited number of empirical studies have investigated the benefits or 
otherwise of employing an ECA in the interface. These are discussed in the following 
section. 
2.3.2. Empirical Evidence For and Against the Use of ECAs 
Early work attempted to establish whether or not there was such a thing as a 'persona 
effect', that is, a general advantage of an interface with an animated agent over one 
without an agent (Deim and van Mulken, 2000). In one of the earliest studies the use 
of 'Herman the Bug' was investigated in a virtual learning environment for botany 
students (Lester et al., 1997a). Five different 'clones' of Herman were compared, each 
with different combinations of expressive (verbal and nonverbal) capabilities and 
advice-giving behaviours. The results showed that use of the virtual learning 
environment resulted in a positive learning effect, as measured by pre- and post-tests 
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of students' botanical knowledge. Crucially, moreover, the magnitude of this effect 
depended on the clone type, with the more expressive clones more effective at 
producing gains in performance. This suggests that the animated agent had a positive 
effect on students' performance, although critics of the work have pointed out that the 
expressivity of the agent was confounded with the type of advice given to the student 
(Dehn and van Mulken, 2000). The more expressive agents offered principle-based 
advice, whilst the clones that were less effective did not (offering task-based advice 
and no advice respectively). It is not clear, therefore, whether the gain in performance 
was due to the expressivity of the agent or to the nature of the advice. 
This research has also been claimed as providing evidence of a subjective persona 
effect (Lester et al., 1997a); the fact that the "very presence of an animated agent in 
an interactive learning environment - even one that is not expressive - can have a 
strong positive effect on students' perception of their learning experience". However, 
whilst it is true that users in each condition rated the ECA positively, even when it 
displayed the most limited behaviour and did not offer any advice, the weakness in 
this conclusion is that there was no control cell in the study i.e. a design in which 
there was no ECA in the interface for comparison purposes. 
Another early investigation of the persona effect that was more rigorous in nature 
examined the impact of an animated presentation agent (the 'PPP Persona' described 
in Rist et al., 1997) on users' attitudes and recall of information in two different 
domains, one technical and one non-technical (van Mulken et al. 1998). In this study 
the content presented was identical in all conditions. The results showed that in terms 
of recall or comprehension of the information presented there was no effect of 
persona, either positive or negative, in either domain. However, in the technical 
domain presentations were perceived to be less difficult to understand and more 
entertaining when the agent presented them. Tests concerning the technical 
information were also considered to be significantly less difficult in this condition, 
despite the fact that there was no actual improvement in results. The study therefore 
provides support for the 'persona effect', albeit one that is possibly domain-
dependent, since the agent was not found to have any effect in the non-technical task. 
These results were also supported in a later study (Moundridou and Virvou, 2002), 
this time in an algebra-tutoring domain. Here again, the use of a talking head had no 
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effect on objective measures of performance (in this case attention and learning 
outcomes), but resulted in a more positive attitude amongst users. 
In other early examples of empirical studies a poker game in which the opponent was 
visualized by a face was considered more likeable, engaging and comfortable to 
interact with than a functionally equivalent interface without a face (Koda and Maes, 
1996). Similarly, a multi-player card matching game was deemed more entertaining 
when a face was used to provide feedback on the progress of the game compared to an 
arrow, although the arrow was more useful in helping participants to win the game 
(Takeuchi and Naito, 1995)."43oth displays fulfilled similar functions, indicating for 
example whose turn it was and providing hints on card matching. The face did so by 
looking at the appropriate person and smiling at 'good' cards, whilst the arrow 
pointed to the appropriate player and flashed when 'good' cards were revealed. 
In contrast to results from the above studies it has also been reported that the 
introduction of a talking face has a negative effect on user attitudes, but a positive 
effect on performance (Sproull et al., 1996). In this study a virtual careers counsellor 
administered a self-evaluation questionnaire to participants. The results showed that 
participants rated the counsellor significantly less attractive and friendly when it was 
embodied using a talking face compared to when a text-only interface was used. They 
also felt significantly less assured and relaxed in the talking face condition. Attention 
to the task, however, was better in the talking face condition - as measured by the 
length of time spent answering questions. In this case the greater amount of time spent 
with the talking face was interpreted as evidence of increased attention to the task. 
There were, however, some negative effects on performance detected. Significantly 
more questions were left unanswered in the talking face condition than in the text-
only condition. This may be the result of an intrinsically social response to the talking 
face, since the questions that were unanswered were more often on the scales known 
to be subject to social influence (Social Desirability and Altruism) than on the one 
thought to be less so (Self-Worth). This indicates a potentially negative aspect of the 
social response that embodied interfaces can invoke, whereby users are more reluctant 
to answer questions that might show them in a negative light. It is interesting, 
however, as evidence of the potential that ECAs have to invoke a social response in 
users. 
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Other research has also found that deployment of an ECA had a negative effect on 
user attitude but some positive effects on performance (Prendinger et al., 2005). The 
domain in this case was apartment leasing. The results showed that use of an ECA 
was more effective in directing users' attention within the apartment than either a text 
box and voice description or a voice-only explanation. Interestingly also, it was found 
that people interacted with the animated agent in the same way they do with other 
humans in terms of involuntary characteristics such as eye movement and focus of 
attention. Typically for example, users redirected their attention back and forth 
between the agent and the object being referred to. Despite these apparently positive 
findings however, participants in the research judged the voice-only version 
significantly more helpful than either of the other two versions. (This may have been 
due to the essentially passive nature of the interaction, in which users were viewers 
only.) 
Mixed results were found in other research (Pandzic et al., 1999). In the first of two 
experiments participants were asked to key in numbers read out by a TTS engine in 
both quiet and noisy conditions. In noisy conditions the addition of a talking face with 
lip-synchronisation capabilities was found to significantly increase the TTS 
intelligibility, although it also increased the time participants spent on the task (in this 
case interpreted as an indication of distraction). Interestingly, however, users did not 
perceive this gain in performance and felt the usefulness of the face was low. 
In the second experiment users' perceptions of a theatre information system that was 
designed to simulate delays in accessing database information via the Internet was 
examined. Three output conditions were investigated: text only, text plus audio (TTS) 
and text plus face and audio, with use of the non-text modalities primarily focused on 
"filling the waiting times". Results showed that participants rated the two conditions 
with audio output significantly higher than the text-only condition with regard to user-
friendliness and satisfaction with the speed of the service, despite the fact that the 
amount of time involved in completing the enquiry was similar in each case. There 
was also a weaker trend for the service with the face to be judged more positively than 
the one that was audio-only. These data suggest that facial animation may be 
worthwhile as a means of making interactive services more attractive to users, and 
may also make users more forgiving of imperfect system performance. 
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The empirical work is therefore full of inconsistent messages with regard to the 
usefulness of employing an ECA in the interface. This has led to the suggestion that 
there is no evidence for a "so-called persona effect, that is, a general advantage of an 
interface with an animated agent over one without an animated agent." (Dehn and van 
Mulken, 2000). However, this does not mean that there are no advantages to using 
animated agents, since it has been shown that they can have positive effects on user 
attitudes and performance in some cases. It may be instead that the original question 
posed in research was too general. The question that should be asked is which types of 
agent are beneficial for which types of task (Berry et al., 2005), rather than simply 
whether interface agents are beneficial or not. It is only through a large number of 
evaluation studies, each one designed to answer a specific question, that a clearer 
overall pattern can be established with regard to the relative costs and benefits of 
animated agents in interactive systems. Clearly there is a need for more empirical 
research, and moreover research that is more systematic in its approach (Catrambone 
et al., 2004; Isbister and Doyle, 2004; Ruttkay et al., 2004). 
Recently, a number of attempts have been made to address the latter, by providing 
common frameworks for the design and evaluation of ECAs. It has been suggested, 
for example, that research on embodied conversational agents and their applications 
can be divided into four main areas: agency and computational issues; believability; 
sociability; and task and application domains (Isbister and Doyle, 2004). 
The first area of research, 'agency and computational issues', is concerned with the 
computational realisation of ECAs. It is used to support the other types of research 
and often involves the integration of various technologies. Examples include attempts 
to develop a system architecture for emotion-based agents (Prendinger and Ishizuka, 
2002). 
'Believability' is defined as the extent to which users interacting with an agent come 
to believe that they are observing a sentient being with its own beliefs, desires and 
personality (Lester and Stone, 1997). Alternatively, it can be viewed as the problem of 
creating the general, visceral 'illusion of life' (Isbister and Doyle, 2004). Research in 
this area includes work on the accurate recognition and portrayal of emotion, known 
as 'affective computing' (Hudlicka, 2003; Picard, 1997). 
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'Sociability', meanwhile, is the attempt to create believable social actions and 
reactions in agents with the ultimate goal of creating lifelike social encounters with 
users (Isbister and Doyle, 2004). This encompasses research on the linguistic 
intelligence of ECAs (Cassell, 2000; Cassell and Thórisson, 1999; Cassell et al., 
2000b) together with work on the use of facial display to communicate with users 
(Pelachaud et al., 1996). 
Finally, research on 'task and application domains' is concerned with the creation of 
ECAs that support real-world task domains. The focus in this type of research is less 
on specific characteristics of the ECA and more on the application as a whole, to 
which the ECA may add value. Here,. the emphasis is on designing and implementing 
An ECA that is both appropriate to the domain, and is sufficiently believable and 
sociable to support the task context. Examples include work on the Mission Rehearsal 
Exercise system (Traum et al., 2004). and research in the tutoring domain (Lester et 
al., 1997a; Massaro et al., 2003; Moundridou and Virvou, 2002). The work presented 
in this thesis is also an example of this type of research. 
When developing an ECA for use in a specific task domain, several issues need to be 
considered in its design. There are three main factors that influence people's 
perceptions of this type of interface: the target user, the nature of the task, and features 
of the ECA itself (Catrambone et al., 2004). These are discussed in more detail in the 
following sections. 
2.3.3. The Target User 
As with automated telephony SLDSs, awareness of the target user is crucial to the 
design of applications involving an ECA. Characteristics of the user that are 
potentially important include gender, age, and ethnicity. The user's personality and 
general familiarity with technology may also play a role. 
It has been shown that users prefer to interact with a character that matches their own 
ethnicity (Cowell and Stanney, 2005; Nass et al., 2000). The same study by Cowell 
and Stanney also showed that users' age had no effect on their preference for the age 
of the character (a youthful one being preferred in all cases), whilst the results for 
gender were inconclusive. 
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Other studies have demonstrated an effect of gender. It has been shown, for example 
(Lee, 2003), that men are less likely than women to yield to the advice of an ECA on 
a stereotypically 'masculine' topic (sport), whilst women are less likely to yield to the 
computer's influence on a stereotypically 'feminine' topic (fashion). 
Few empirical studies have examined the influence of age on users' perceptions of 
ECAs, probably as a result of the fact that most are carried out using university 
students as participants (Ruttkay et al., 2004). Personality on the other hand has been 
examined in several studies. Empirical research has shown that users like TTS voices 
with 'personalities' that match their own in terms of introversion / extroversion more 
than those whose personality does not match (Nass and Lee, 2000). Other studies have 
also shown that users tend to prefer an ECA that displays personality traits similar to 
their own (Bickmore and Cassell, 2002). 
In terms of familiarity with technology, it is generally thought that this type of 
interface provides most benefit to those who are inexperienced computer users 
(Cowell and Stanney, 2005; Ruttkay et al., 2004) since it does not require users to 
learn new skills and may make the interface more appealing and engaging (Cassell et 
al., 1999a). Experienced computer users, on the other hand, may be more likely to 
view an ECA as an unnecessary novelty. There is, however, little empirical data 
available to prove or disprove these theories. 
As with telephone-based SLDSs, experience of the user interface itself is highly 
dependent on the application. Some applications are designed for infrequent use, with 
users generally novices as a result (the flight reservations service employed in this 
research is one such example); others such as tutoring applications may involve more 
prolonged or repeated exposure to the system. There is little data available to suggest 
for which type of use an ECA is of more value. It seems reasonable, however, that in 
infrequent use an ECA may be more appealing, and the advantage of being able to 
interact using familiar skills may be more powerful, than in repeat use where users 
may become aware of the ECA's limitations and wish to use 'shortcuts' in the 
communication. On the other hand, repeat use may mean that a sense of relationship 
and trust in the ECA develops, which in turn may facilitate the communication. 
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2.3.4. The Task 
The nature of the task being carried out is thought to affect the usefulness or otherwise 
of an ECA (Catrambone et al., 2004; Cole et al., 2003). This idea is partly supported 
by the mixed results of the empirical research so far, where ECAs have been found to 
have a positive effect in some applications and no effect or a negative impact in 
others. Some of the characteristics of the task that are relevant to this research include 
(Catrambone et al., 2004): 
• Consequences of task performance quality. There is some evidence that where 
the consequences of a task are important e.g. in a banking application, ECAs 
are less positively received than when they are employed in light-hearted 
applications such as cinema booking (McBreen et al., 2001). 
• Intent and objectiveness. It has also been suggested (Doyle, 1999) that agents 
are more valuable to users in a task where the ECA is required to act as a 
guide or advisor, and where qualities such as sympathy and trust are 
important. The value of ECAs may be highest in dialogues that are less task-
oriented and more concerned with entertainment and/or the building of 
relationships (Gustafson, 2002). However, there is no evidence to suggest that 
ECAs have no value in task-oriented dialogues and indeed most current 
systems involving ECAs are of this type. 
• Difficulty. An ECA may be viewed as helpful for difficult tasks but redundant 
for easier tasks. Alternatively, it may act as a distraction during difficult tasks, 
but entertain the user during easier ones. Empirical data suggests that use of an 
ECA can reduce the perceived difficulty of tasks (Moundridou and Virvou, 
2002; van Mulken et al., 1998). 
2.3.5. Features of the ECA 
2.3.5.1. Form of Embodiment 
Having taken the decision to embody an interface, the question then arises as to what 
form this embodiment should take. Should it be a human, an animal or some other 
object? 
This decision is partly influenced by the characteristics of the end user. Cartoon-like 
characters such as dolphins and insects have proved popular in the tutoring domain 
where the target audience is predominantly children (Darves and Oviatft, 2004; Lester 
et al., 1997a). Where the target audience is adult however, human-like embodiments 
have tended to be more prevalent. Examples include REA, a letting agent for 
apartments (Cassell et al., 1999a), Steve, a tutor for virtual reality training on U.S. 
Navy ships (Rickel and Johnson, 2000) and RUDI, an online stock market advisor 
(Rist et al., 2003). 
The type of embodiment chosen can also be influenced by the task the ECA is 
designed to perform. Examples include representing an online human-human 
communication assistant as a dog in order to project an image of subservience and 
friendliness considered appropriate to the task (Isbister et al., 2000). 
A number of empirical studies have sought to provide evidence on the relative 
advantages and disadvantages of different forms of embodiment. Koda and Maes 
(1996), for example, found that although participants rated different types of 
embodiment differently in terms of intelligence and likeability when these were 
presented in isolation, they did not do so when the various embodiments were 
experienced as part of an application. This may have been because users judged the 
embodiments in this context on their performance rather than their appearance, which 
was in fact the same in each case. 
Other empirical studies, however, have shown that the type of embodiment used has a 
significant effect. Users were, for example, more likely to cooperate with an agent in a 
social dilemma task when it had a human face compared to a dog's face, despite 
rating the dog higher on likeability (Parise et al., 1996). Moreover, there is evidence 
to suggest that users rate the intelligence of human-like agents higher than any other 
form of embodiment (King and Ohya, 1996). 
The latter result may be regarded in either a positive or negative light, since as 
discussed earlier some researchers argue that lifelike, and in particular human-like 
characters can raise users' expectations beyond their actual capabilities, and should 
therefore be avoided. Indeed, examples exist in which the user interface has been 
personified with an animal in order to lower users' expectations of the system's 
capabilities to reflect those of the speech recogniser used (Ball et al., 1997; Bartneck, 
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2003) on the basis that "the use of spoken conversation is likely to raise expectations 
of human competence that must be controlled (i.e. lowered) in order to avoid 
disappointing the user" (Ball et al., 1997). 
On the other hand it has been argued that although the use of a human-like character 
does indeed raise user expectations of the system to that of a human conversational 
partner this aids them in their interaction since the user interface appears familiar to 
them and they can draw on a lifetime of human-human experience to assist them in 
the interaction (Cassell et al., 1999a). 
2.3.5.2. Realism 
A further question to arise is the level of realism required in the agent. Both 2D and 
3D implementations have been found to be effective in bringing lifelike qualities to 
the interaction. Examples of 2D realisations include: Merlin, who is employed in 
helping users choose a holiday (Johnson et al., 2006); RUDI, the stock market advisor 
(Figure 6); and Gandalf, an 'edutainment' guide to information on the solar system 
(Cassell and Thórisson, 1999). 
Figure 6: 'RUDI' the Stock Market Advisor (Rist et al., 2003) 
The benefit of employing 2D rather than 3D techniques is the reduced amount of 
effort involved in the creation of the agents and their animations, and the 
correspondingly lower requirements on processing power. However, 3D 
implementations may increase the lifelikeness of agents, by allowing a greater range 
of nonverbal behaviours. Moreover, it has been shown that 3D humanoid agents in a 
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retail environment are more appealing to users than their 2D equivalents (McBreen 
and Jack, 2000). Participants in this research considered 3D agents significantly more 
polite, and the facial expressions of 3D talking heads significantly more lifelike than 
those displayed by equivalent 2D versions. 
Examples of 3D human-like agents include Will, an 'ally' agent designed to help 
users set up a presentation room with the appropriate projectors and lighting 
(Churchill et al., 2000) and REA, the Real Estate Agent (Cassell et al., 2001a). Steve, 
an animated tutor for onboard virtual U.S. Navy ships (Rickel and Johnson, 2000), is 






Figure 7: Steve' (Rickel and Johnson, 2000) 
Other humanoid agents with perhaps a greater degree of realism include GRETA, a 
healthy eating advisor (Figure 8), and Ananova, a virtual newscaster launched in 2000 
who represented the introduction of embodied agents to the Web (or 'bots' as they are 
sometimes known in this context). 
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Figure 8: 'GRETA' (Berry et al., 2005) 
2.3.5.3. Face vs Body 
It has been recommended that agents are embodied using close-up views of their face 
rather than a full body view (Cowell and Stanney, 2003), based on empirical results 
that showed user trust was significantly higher in an agent with facial expression than 
in one with no nonverbal behaviours, but was not significantly altered by the addition 
of bodily behaviours. It is possible, however, that this was due to poor implementation 
of the gestures (some participants commenting that they were "unrealistic" or 
"overdone"), which also provides support for the view that imperfect cues in an ECA 
can be counterproductive (Nass and Moon, 2000). 
Witkowski et al. (2001) found that, of the time users spent looking at the animated 
agent in a multimodal sales application, most was devoted to the ECA's face. At most, 
just 21% of gaze time was spent looking at the characters' body or gestures. However, 
research has shown that this behaviour is in fact reflective of human-human 
interaction, where the focus of attention is also largely on the face and only a small 
proportion is directed towards the body. In dyadic conversation, for example, it has 
been shown that the listener fixates on just 8.8% of the gestures made by the speaker 
(Gullberg and Holmqvist, 1998). This does not mean, however, that no information is 
obtained from the other gestures, which are perceptible through peripheral vision. 
Several studies have provided evidence of listeners absorbing information delivered 
ia gesture. Cassell etal. (1998), for example, found that information conveyed via 
gesture that did not match the accompanying verbal information was in fact attended 
to and reproduced by listeners recalling a narrative. Full-bodied agents. moreover, 
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were found to be significantly more friendly than talking heads in an e-commerce 
domain, indicating that gestures play an important role in participants' perceptions of 
such characteristics, even if a relatively small proportion of time is spent looking at 
them (McBreen and Jack, 2000). 
Agents' lip movements have also been found to be less distracting in full-bodied 
agents compared to talking heads (McBreen and Jack, 2000). Participants in this study 
commented that the lip movements in the latter appeared artificial or 'dubbed'. Since 
the same technique was employed in each case, this effect appears to have been 
mainly due to the relative size and prominence of the lip movements. This effect is 
obviously dependent on the sophistication of the lip-synchronisation technique 
available, and the intended purpose of the ECA. Where the object of the ECA is to 
increase the intelligibility of output speech, the use of a talking head is advantageous 
in that it makes optimal use of the screen space available. A good example is BALDI, 
a 3D talking head who teaches vocabulary to deaf or autistic children (Massaro et al., 
2003; Massaro et al., 2000). However, where the lip-synchronisation techniques 
available are less sophisticated a smaller or full-body view may be more appropriate. 
2.3.5.4. Demographic Variables - Age, Gender and Ethnicity 
As discussed earlier it has been shown that users prefer to interact with (and are more 
likely to agree with) characters whose ethnicity matches their own (Cowell and 
Starmey, 2005; Nass et al., 2000). It has also been found that users prefer a character 
of youthful appearance (Cowell and Stanney, 2005), although information on the age 
of the participants in the research was limited, so this may have been an influencing 
factor. Results on gender were inconclusive. 
Other work on gender has shown that people unconsciously apply gender stereotypes 
to computer interfaces (Lee, 2003 discussed earlier; Nass et al., 1997). It has been 
reported, for example, that users found a female-voiced computer more informative 
than a male-voiced computer on a stereotypically 'female' topic (relationships), whilst 
the reverse was true for a technical topic (computers), although the latter effect was 
only present for male evaluators (Nass et al., 1997). The possibility of projecting a 
stereotype therefore has to be taken into account when designing an ECA. 
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2.3.5.5. Physical Appearance - Attractiveness, Clothing and Artefacts 
Based on human-human interaction theories it has been suggested that an agent 
embodiment should be "attractive. . . in order to take advantage of attributes perceived 
to be associated with good looks" (Cowell and Stanney, 2005). However, no clear 
guidance is provided on how to achieve this effect. It has also been suggested that an 
agent should be dressed according to function, in order take advantage of stereotypical 
attributions of expertise (Cowell and Stanney, 2005). This view is supported by 
research which showed that users preferred formally dressed agents in a banking 
application, and casually dressed agents in a cinema context (McBreen et al., 2001). 
Others have also noted that the appearance of the agent can be used to communicate 
the system domain (Gustafson, 2002). 
2.3.5.6. Speech Output 
Most ECAs developed to date employ speech as an output modality, although some 
remain text-based (e.g. Johnson et al., 2006; Rist et al., 2003). Those that are voice-
enabled generally employ TTS output despite its limitations, largely because of the 
flexibility that this affords (see Section 2.2.2.3). There has been some evidence 
moreover, that in the context of ECAs a perceived 'match' in the sophistication of 
output modalities is more important than maximising the sophistication of one 
particular mode (Gong, 2003). In this study two versions of a talking face, one 
synthetic and one a video of a human, were compared with both TTS output and a 
recorded human voice. The results showed that participants were more likely to 
disclose personal information and felt the agent was more trustworthy when the face 
and voice 'matched' than when there was a mismatch. However, when the task 
involved a greater cognitive load (comprehension of book reviews) this effect was 
overridden by the need for voice clarity. 
Where a human voice is employed, the selection of one with appropriate 
characteristics remains important, since the voice has been found to significantly 
affect users' perception of an ECA (McBreen and Jack, 2000). Based on human-
human theories it has been suggested that an attractive voice is appropriately loud, 
and avoids monotony with a reasonably wide variation in pitch and rate (Cowell and 
Stanney, 2003). The latter also weighs against the use of TTS, which is often 
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criticised as monotonous, although it has been shown to be capable of conveying 
extrovert / introvert personalities (Nass and Lee, 2000). 
The voice of an ECA also has important conversational functions. Prosody, for 
instance, can highlight salient material in the content, and can help regulate the 
dialogue by providing turn-taking signals. Pitch accents, for example, mark 
information as new and/or contrastive (Cassell, 2000), whilst falling intonation signals 
the end of an utterance is approaching. 
2.3.5.7. Nonverbal Behaviour 
In contrast to some other aspects of ECA design, the investigation and generation of 
the appropriate nonverbal behaviour to display has received considerable attention in 
the literature, with much of the work based on applying the principles of human-
human interaction theories to the human-computer context (Cassell et al., 1999b; 
Cowell and Stanney, 2005, 2003; Pelachaud et al., 1996). The key areas that need to 
be considered are described in the following sections. 
Facial Expression 
Facial expression is a key means of communicating emotion (Ekman, 1993). Whilst 
the exact number and nature of 'universal emotions' that can be expressed through 
this mechanism is a matter for continuing debate, the evidence is strongest for 
happiness, anger, disgust, sadness and fear/surprise (Ekman, 1999). 
In order to achieve credibility it has been suggested that ECAs should maximise the 
portrayal of 'positive' emotions such as happiness, surprise and interest, whilst 
minimising others e.g. fear, anger, sadness and disgust (Cowell and Stanney, 2003). 
The impression of happiness is created by raised eyebrows together with a smiling 
mouth (Cassell, 2000). The 'negative' emotions are portrayed with a non-smiling 
mouth and lowered brows (Cowell and Stanney, 2003). 
Facial expression can also be used to convey high-level discourse information. Such 
information is correlated with the intonation of the voice and acts as a means of 
regulating the conversation e.g. signalling emphasis and contrast, as well as providing 
information related to turn-taking and control of the conversational floor (Pelachaud 
et al., 1996). In this context the term 'facial display' is sometimes used instead of 
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'facial expression' in order to avoid inherent connotations of emotion (Cassell and 
Thórisson, 1999). 
In fact, it has been argued that emotions are largely inappropriate to automated 
SLDSs based on their typically task-oriented nature (Cassell, 1999). Users, for 
example, would not expect a weather system to be sad when reporting news of bad 
weather. Empirical evidence also suggests that 'envelope' feedback, which relates to 
the regulation of the conversation, is more important to users than emotional feedback 
such as smiles or a confused expression (Cassell and Thórisson, 1999). 
Facial display can be classified into four primary categories (Cassell, 2000): 
• Planning. Eye contact or gaze behaviour is an important part of envelope 
feedback. Whilst speakers organise their thoughts, they tend to look away to 
avoid an overload of visual and linguistic information. Following this, the 
speaker looks more often at the listener. Where the turn is shorter than 1.5 
seconds however, the speaker and listener maintain mutual gaze. 
• Comment. The speaker can emphasise particular words or phrases (typically 
accented by vocal stress and pitch) by nodding the head and/or raising the 
eyebrows. Empirical research showed that raising the eyebrows during a 
particular syllable resulted in an increase in the number of participants who 
perceived the word in question as the most prominent in the sentence by 
around 30% (Granström et al., 1999). Other work found that head movement 
was somewhat more salient for signalling prominence (House et al., 2001). 
• Control. Speakers often request a response from their listener by looking at 
them, or suppress a response by looking away. These behaviours generally 
occur at the ends of utterances or at grammatical boundaries within them. 
• Feedback. In order to communicate successfully it is important that 
participants in a conversation attempt to coordinate their mental model of the 
dialogue as it proceeds (Calm and Brennan, 1999; Clark and Schaefer, 1989) 
Note that both terms are generally assumed to incorporate head movement (Cassell et al., 1999a, 
1999b; Cowell and Stanney, 2003; Pelachaud etal., 1996; Ruttkay etal., 2004). 
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An important aspect of this 'grounding' process is evidence of understanding, 
or positive feedback that the dialogue is proceeding as it should (Clark and 
Brennan, 1991). Paraverbals ("huh?", "uh-huh") and/or other back channel 
feedback such as head nods play an important part in this (Cassell et al., 
1999a). 
An alternative theoretical structure for facial display defines four determinants of 
facial actions (Pelachaud et al., 1996): 
. Conversational signals. These occur on vocally accented or emphasised items. 
Most people accentuate a word using eyebrow movements but other actions 
such as head movements or voluntary blinks ('eye flashes') can also be used 
(Ekman, 1979). 
. Punctuators. These are facial actions designed to highlight pauses, and include 
specific head motions, voluntary blinks and eyebrow actions. 
• Manipulators. These concern the biological needs of the face, such as blinking 
to wet the eyes. 
• Regulators. These help control the flow of the speech. For example, if the 
utterance is a question, the head will rise up at the end of the utterance. If it is 
a statement, the head will drop down at the end of the utterance. 
One unknown parameter is how often an action occurs (Pelachaud et al., 1996). Facial 
movement does not always accompany a paralinguistic feature (not every accented 
word is accompanied by eyebrow movement for example), but no clear formula exists 
for when it should occur. When it is used, the timing is crucial. Synchrony between 
speech and facial display (and indeed other types of nonverbal behaviour) is an 
important property of human-human communication (Condon and Osgton, 1971). 
REA the virtual estate agent implements facial display in a number of ways (Cassell 
et al., 1999a). She gives feedback using a variety of mechanisms for example: at times 
nodding her head or emitting a paraverbal ("mhnim") in response to short pauses in 
the user's speech; she may also raise her eyebrows to request feedback or input from 
the user when she has finished her turn. She also signals her openness to engage in 
conversation by looking at the user, smiling and/or tossing her head. 
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Other practical examples of facial display theories in action include the talking head 
'August' (Lundeberg and Beskow, 1999) and his successor 'Urban' in the AdApt 
system (Gustafson, 2002; Edlund and Nordstrand, 2002). August marks focal words 
and stressed syllables with eyebrow movements, and frowns to indicate that he is 
'thinking'. Urban also displays facial actions to indicate that he is 'thinking' e.g. by 
looking away from the user. During an input utterance moreover, he indicates that he 
is 'listening' e.g. by tilting his head forward or to the side slightly, and raising his 
eyebrows. Slightly different versions of the 'thinking' and 'listening' actions are used 
to prevent the system becoming too repetitive. Tests with users confirmed that these 
were interpreted as intended (Nordstrand, 2002). 
Lip Synchronisation 
Generally, where a 'talking' agent is employed its lips are designed to move in 
synchronisation with the audio output. This is taken for granted in most systems and 
is also regarded as a phonological function of facial display (Cassell, 2000). 
Empirical research has shown that the use of a talking head with sophisticated lip-
synching can improve the intelligibility of both natural audio (Agelfors et al., 1998; 
Karlsson et al., 2003; Siciliano et al., 2003) and TTS output (Beskow et al., 1997; 
Massaro et al., 2000; Pandzic et al., 1999), although this is obviously dependent on 
the quality of the lip-synching available. 
Posture 
Based on work in human-human sales it has been suggested (Cowell and Stanney, 
2003) that ECA designers should maximise the use of 'open' postures (e.g. an upright 
stance, square shoulders and straight back) which indicate an open and willing 
attitude, and should avoid the use of so-called 'closed' postures (e.g. a slouched 
position with arms crossed), which may be suggestive of a lack of interest. 
In addition, empirical research has shown that there is a clear relationship between 
discourse state and shifts in posture (Cassell et al., 2001a). A posture shift is more 
likely to occur at a boundary between conversational turns than it is to occur within a 
turn. REA, for instance, signals her willingness to talk to the user by turning her body 
towards them (Cassell et al., 1999a). She also turns towards the user to indicate that 
she is about to finish talking where previously she was turned away slightly to refer to 
the apartment shown on screen. 
Gesture 
There are three main types of gesture (Cassell, 2000): emblematic, propositional and 
spontaneous, of which spontaneous is the most common found in conversation. The 
latter includes 'deictic' (pointing) and 'beat' gestures (which are small, formless 
hand-wave movements). 
Deictic gestures are probably the type most commonly associated with conversation 
(Cassell et al., 2001b) and as a result has been fairly widely implemented in the field 
of ECAs (Lester et al., 2000; Rickel and Johnson, 2000; Rist et al., 1997). However, 
in reality most conversations involve few gestures of this type, unless the participants 
are discussing a shared task that is present at the time of the conversation (McNeill, 
1992). 
Beat gestures are much more common. A quick two-phase gesture of the hand is 
called a beat. These are not related to the content of the discourse, but rather to its 
organisation, providing turn taking information and highlighting salient items in the 
accompanying speech. In most contexts approximately half of all spontaneous 
gestures are of this type (McNeill, 1992). The most effortful part of the gesture 
moreover (known as the 'stroke') tends to co-occur with the most emphasised part of 
the accompanying speech (Cassell, 2000; Kendon, 1972 reproduced in Cassell et al., 
2001a). There is also a special form of beat gesture, the 'contrastive' gesture, which 
depicts a "on the one hand.. .on the other hand" relationship if two items are being 
contrasted (Prendinger and Ishizuka, 2003). 
Human speakers generally produce one gesture per clause, although there are many 
departures from the rule (McNeill, 1992). Intonation contours, for example, can 
determine when gestures occur. Speakers often move their hands up into gesture space 
to accompany the rise in intonation that occurs at the beginning of an utterance. 
Correspondingly, they often then drop their hands to accompany the fall in intonation 
that signals the end of the utterance and the relinquishment of the conversational floor 
(Cassell, 2000). Such movements act as turn-taking signals (Cassell et al., 2000b). 
Based on these and other theories, ECAs have been developed that generate 
appropriate gestures (Cassell et al., 2001c). REA the estate agent, for example, 
indicates that she is about to take the turn by raising her hands, and subsequently, 
shows her willingness to relinquish it by lowering them (Cassell et al., 1999a). 
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Idle-time Behaviours 
In addition to other nonverbal behaviours a relatively common feature found in ECA 
design is the inclusion of so-called 'idle-time' behaviours such as eye blinking and 
slight, miscellaneous movements of the head and body during the course of the 
conversation. Such behaviours, and in particular involuntary blinking (i.e. blinking 
used to 'wet the eyes' rather than to accentuate or punctuate the conversation), are 
thought to reduce the artificiality of animated characters, making them appear 'alive' 
(Corradini et al., 2005; Granstrom and House, 2005; Thomas and Johnston, 1981; 
Nijholt and Hulstijn, 2000). Research has demonstrated, moreover, that human forms 
that blink are perceived to be significantly more intelligent than identical forms that 
do not (King and Ohya, 1996). 
Other examples of idle-time behaviour found in the literature include foot tapping in 
the PPP persona (van Mulken et al., 1998) and finger tapping in the edutainment 
guide Gandalf (Cassell and Thórisson, 1999). However, although such behaviours 
may render the agent livelier and more human-like they may also distract the user and 
thus hamper the interaction (Dehn and van Mulken, 2000). 
2.3.5.8. Input Modalities 
Although the ultimate aim of embodied conversational agents is to understand and 
react to both verbal and non-verbal input from the user, a recent review of the field 
notes that "current ECA design has been concentrating on its presentational aspects, 
probably because of the technological bottleneck in perception" (Ruttkay et al., 2004). 
This view is supported by the large body of work reviewed above that is devoted to 
the outward aspects of ECA design. It may also partially account for the popularity of 
the tutoring domain in the research, where the focus is on the presentation of 
information rather than an exchange. 
Examples of presentation-only agents include the PPP persona (Rist et al., 1997), 
GRETA (Berry et al., 2005) and Kosaku (Prendinger et al., 2005). Where user input is 
required, in most of the current implementations " ...the user is forced to communicate 
with the ECA by text input" (Ruttkay et al., 2004). Examples of ECA applications 
where input is via the keyboard include RUDI, the stock market advisor (Rist et al., 
2003), Merlin, who dispenses travel advice (Johnson et al., 2006), BALDI, a language 
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tutor (Massaro et al., 2000) and Cosmo, an advisor for students of the Internet (Lester 
et al., 1997b). 
Recent years have seen the introduction of speech recognition as an input mode, 
although relatively few ECAs involve capabilities of the level found in the equivalent 
telephony research. A navigation agent developed by Nijholt and Hulstijn (2000) for 
example, accepted speech input but was only able to recognise simple 'action-target' 
commands such as "go to information desk". Other examples include Steve (Rickel 
and Johnson, 2000), who was used to train people in an immersive virtual 
environment to operate engines aboard U.S. Navy ships. In Steve's case 
understanding of spoken input was limited to a small number of predefined questions 
such as "why?" and "what next?" Bartneck's (2003) intelligent home character was 
also restricted to a small set of command phrases such as "make deal". 
The Mission Rehearsal Exercise system (MRE), which was developed from the same 
technology as Steve, is considerably more sophisticated (Figure 9). This project is 
designed to teach decision-making skills to U.S. Army personnel via immersion in 
realistic field scenarios. Trainees interact with characters in the scene using natural 
language in order to learn how to defuse potentially dangerous situations quickly. The 
speech recognition consists of a finite-state language model with several hundred 
words in its vocabulary and several thousand phrases in the model (Hill et al., 2003). 
Figure 9: The Mission Rehearsal Exercise System (Hill et al., 2003) 
Other examples of more sophisticated speech-enabled ECAs include 'August' 
(Gustafson et al., 1999) and 'Pixie' (Bell and Gustafson, 2003; Gustafson, 2002). 
August was designed to provide information on the local Stockholm area and the 
author August Strindberg, and employed real push-to-talk speech-recognition, 
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together with thought bubbles to give users hints on what he could understand (e.g. 
"Why don't they ask me about restaurants?"). 'Pixie' was an intelligent home 
character who provided control of a full-scale apartment in a museum exhibition via 
speech. 
In the AdApt system users conversed with a virtual real estate agent ('Urban') to 
browse apartments in Stockholm (Gustafson et al., 2000). One of the aims of this 
research was to investigate the use of multimodality in both input and output 
channels. Multimodal input in this case meant a combination of speech and mouse 
clicks on an interactive map. Initial evaluations (Bell and Gustafson, 2000; Bell et al., 
2000) were carried out using the Wizard of Oz approach in which a human listener 
mimics the speech-processing component behind the scenes (Fraser and Gilbert, 
1991). However, a fully automated system was later developed (Edlund and 
Nordstrand, 2002). 
This project reflects a growing trend in the research on ECAs, whereby speech input 
is investigated in combination with other input modalities such as gesture and gaze. 
In one of the earliest examples of this type, an eye-tracker was employed to detect 
users' gaze during spoken interaction with an animated character (Cassell and 
Thórisson, 1999). Users also wore a tracking suit in order to follow their upper body 
movement, although the system was later refined to employ gesture recognition based 
on two video cameras that tracked the position and orientation of the users' head and 
hands (Cassell et al., 2000b). 
Other examples include 'Hans Christian Anderson' or 'HCA', a 3D humanoid figure 
from whom children can learn about the life and times of his namesake (Corradini et 
al., 2005). HCA understands speech and 2D gesture (via a touch-screen or mouse 
input) and although initially the speech recognition was simulated, in a later prototype 
this was fully automated (Bernsen and Dybkjer, 2005). 
'Smartakus' provides cinema information and ticket booking facilities (Wahlster et 
al., 2001). He recognises users' speech and hand gestures and responds in kind, 
together with graphical displays such as a floor plan of the cinema. The speech 
recognition employed is sophisticated, allowing natural language phrases such as "I 
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want those two seats there" and is flexible in allowing easy incorporation of new 
vocabulary (Reithinger et al., 2003). 
'MACK' is a life-sized robot who uses a combination of speech, gesture and 
indications on a shared physical map to give out information on the MIT Media Lab 
(Cassell et al., 2002). He employs three input mechanisms: grammar-based speech 
recognition; recognition of user presence by way of a pressure-sensing chair mat; and 
recognition of pen gesture on the map via a pressure-sensitive tablet. The speech 
recognition component allows natural language questions such as "Where is the 
Gesture and Narrative Language Group?" and "Tell me about this" and is therefore 
highly sophisticated. 
The advances in speech recognition initially found in automated telephony SLDSs 
have thus begun to transfer into the field of ECAs. However, the impact of deploying 
this technology on users within this context has been little examined. In fact, 
empirical evaluations of ECA applications that employ filly automated speech 
recognition are surprisingly rare. 
As yet, for example, no formal evaluations of Smartakus or MACK have been 
reported. Smartakus has been reported as producing significant speech recognition 
errors, but no details are given (Wahlster et al., 2001). Slightly more information is 
available for MACK, who was exposed to approximately 200-300 people in 
demonstrations at several venues. Informal observations of the interactions that took 
place suggest that users reacted to MACK as they would to a human e.g. turning to 
look in the direction he referred to, and then turning back to nod at him in thanks. 
They also revealed that misrecognition errors were "fairly common". Again however, 
no details are given and no formal assessment of users' attitudes towards the system 
took place. 
Others have carried out evaluations but have focused on objective measures alone. 
The August system described earlier was deployed at the Culture Centre in Stockholm 
for a period of six months, during which time speech data from approximately three 
thousand members of the public were gathered. The resulting speech corpus provides 
valuable information on users' behaviour with the system (Bell and Gustafson, 1999a, 
1999b; Gustafson and Bell, 2000). However, users' perceptions of the system have 
not been measured. Similarly, interactions with Pixie, the intelligent home character 
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exhibited in a museum, yielded a significant speech corpus that has been analysed in 
terms of users' error correction behaviour (Bell and Gustafson, 2003). However, to 
date no report has been made of users' attitudes towards the system. 
Where user attitude does feature in the evaluation of speech-enabled ECA 
applications the studies tend to remain dominated by 'Wizard of Oz' techniques in 
which a human listener mimics the speech-processing component behind the scenes 
(Bernsen and Dybkjr, 2004; Bickmore and Cassell, 2005, 2002; Cassell et al., 
2000b; Catrambone et al., 2004; Darves and Oviatt, 2004; Oviatt and Adams, 2000). 
Recognition performance is thus 'perfect', which although useful in allowing the 
research to focus on other aspects of the design, results in an unrealistic experience for 
the user. 
In the few cases where realistic speech recognition is employed, often little detail is 
given and there is no analysis of performance (e.g. McBreen et a!, 2001; Morton et 
al., 2004). McBreen et al. (2001), for example, examined conversational agents with 
natural language capabilities in three different applications (cinema, travel and 
banking) and found that participants enjoyed speaking to the agents in all three 
applications. Participants also felt that the agents understood them in all three 
applications. However, no objective measures of the system performance were 
recorded. 
Some studies do exist in which both state-of-the-art speech recognition was 
employed, and subjective and objective measures of the system were recorded. In a 
study focused on nonverbal behaviour, for example, Cassell and Thórisson (1999) 
measured both user attitude and dialogue efficiency, with the latter based on user 
behaviour. Subjective and objective measures were also employed in an evaluation of 
the AdApt system (Edlund and Nordstrand, 2002). Here, the focus of the objective 
evaluation was on the number of times participants attempted to interrupt the system. 
User behaviour was therefore the primary measure of system performance in both 
cases. 
The dialogue capability of the Mission Rehearsal Exercise system was evaluated 
using a range of measures (Traum et al., 2004): user satisfaction, task success, 
recognition accuracy and the appropriateness of agent responses. This is a good 
example of a comprehensive evaluation of a speech-enabled ECA application. In this 
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respect it is surprisingly rare. Systematic evaluation of realistic applications is one of 
the areas in which ECA research is weakest. Given the relatively recent nature of the 
field, efforts so far have understandably been devoted to understanding and 
developing the various components of a successful ECA, rather than on the evaluation 
of fully developed systems. Now that such systems are a realistic proposition 
however, it is important to evaluate their impact on the user in order to help guide 
future research. 
The research documented in this thesis contributes to knowledge in this area, by 
presenting results from two experiments in which the use of a speech-enabled ECA 
was systematically evaluated within the context of a fully automated application. The 
application itself was designed to address the problem of proper name recognition. 
This is described in the following section. 
2.4. Proper Name Recognition - The Problem 
The problem of proper name recognition has received a great deal of attention from 
the speech research community in recent years. There are many potential applications, 
including automated directory assistance (Boves et al., 2000; Lehtinen et al., 2000; 
San-Segundo et al., 2002; Schramm et al., 2000) and the identification of city names 
for travel services (Lamel et al., 2000a). 
In principle, proper names can be recognised like any other words if their 
pronunciation is added to the lexicon of a speech recogniser. In practice, there are two 
main problems associated with this. The first is the large set of names involved in 
many applications, ranging from a few thousand names to over a million in some 
cases. The second is the lack of standardised pronunciations for many names; each 
can have multiple valid pronunciations, which further increases the difficulty of the 
recognition task. Given the large number of names involved, automating the process 
of generating their pronunciations for use in recognition is desirable. Some work has 
been done on this (Schmidt and Jack, 1994). However, the grapheme-to-phoneme 
rules involved are extremely complex. It is difficult to construct rules that 
accommodate fully the high variability in the pronunciation of proper names, and in 
practice, manual augmentation of the pronunciation lexicon is often required. More 
recently, a few data-driven grapheme-to-phoneme conversion techniques have been 
proposed to tackle the problem of automatic pronunciation generation. The decision-
tree technique employed by Font Llitjos and Black (2001), for example, produced a 
word accuracy of 62% on a set of 56 000 names when features based on the language 
of origin were included in the model. An alternative data-driven joint N-gram method 
(Galescu and Allen, 2002), reported 68% word accuracy for spelling-to-pronunciation 
conversion on a similar number of names. 
Proper name recognition is therefore an extremely challenging task. Previous reported 
work has explored a variety of approaches. The simplest in terms of the user interface 
is to recognise the fluently spoken name without the aid of any other information. 
Several studies have focused on developing recognition algorithms that achieve 
acceptable levels of performance using this approach. Béchet et al. (2001), for 
example, examined a method in which recognition was guided by canonical 
representation of the name, allowing alternative pronunciations by dynamically 
generating these in a re-scoring phase. The best result obtained was 69% accuracy on 
128,000 names. In another study a syllable-based recognition system was compared to 
one based on more commonly used context-dependent phones (Sethy and Narayanan, 
2002). The results showed a substantial improvement in name recognition accuracy 
using the syllable-based recogniser compared to the phone-based one, with a final 
accuracy of 75% on a word list of 10,000 names. Gao et al. (2001) also investigated 
various techniques for the improvement of large vocabulary name recognition 
algorithms, such as weighted speaker clustering, "massive adaptation" of the 
acoustic models based on data from a pool of calls rather than a single speaker, and 
various forms of unsupervised utterance adaptation. They reported collective gains in 
accuracy of about 28% relative to their baseline system. 
Other methods have also been considered. It has been established that the recognition 
of spelled names is more accurate than that of spoken names (Kamm et al., 1995; 
Meyer and Hild, 1997; Neubert et al., 1998; Seide and Kellner, 1997). Some studies 
have focused on the use of spelling alone as a means of communicating proper names 
over the telephone (Hild and Waibel, 1996; Jouvet et al., 1993; Jouvet and Monné, 
1999; Mitchell and Setlur, 1999). However, whilst achieving higher accuracy, simply 
spelling the name without saying it may not seem intuitive to the user. Other work has 
sought to use spelling in combination with the spoken name. Several studies, for 
instance, have investigated the use of spelling as a fallback strategy when problems 
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occur with the fluently spoken name (Bauer and Junkawitsch, 1999; Córdoba et al., 
2001; San-Segundo et al., 2002). In one of the approaches examined, isolated letter 
recognition with prompting for each letter was initiated for names rejected by the 
recogniser (Bauer and Junkawitsch, 1999). The spelling process was then aborted as 
soon as the name was identified. In another approach (Córdoba et al., 2001; San-
Segundo et al., 2002) spelling was invoked only if the top two recognition hypotheses 
based on the fluently spoken name were rejected by the user, although in this case 
continuous spelling was used. Both approaches resulted in a substantial increase in the 
number of names captured successfully overall. 
Other research has attempted to combine the recognition of spoken and spelled names 
more explicitly. In Meyer and Hild (1997) and Neubert et al. (1998) a joint 
recognition approach was investigated in which the name was spoken and spelled in a 
single utterance. Both calculated the final recognition score of each hypothesis via a 
weighted combination of the spoken and spelled components, with greater emphasis 
placed on the spelled part. The result was a recognition accuracy of 90% on a 
database of around 8,000 names (Neubert et al., 1998) and 97% on a smaller set of 
approximately 1,300 names (Meyer and Hild, 1997). In both cases the spelling was 
the main source of information, with use of the spoken name producing a slight 
improvement in the accuracy found using spelling alone. 
Joint recognition of the spoken and spelled name has also been investigated when 
these are two separate recordings (Meyer and Hild, 1997). In this research two 
separate N-best lists were generated, and only afterwards combined via a weighted 
addition of matching entry scores. Again, the best result was obtained (98% accuracy) 
when the spelling was weighted more heavily than the fluently spoken utterance. 
However, investigation of a similar method (Schramm et al., 2000) in which equal 
weighting was given to both the spoken and spelled hypotheses produced results of a 
similar order of magnitude (92.5% first-best and 97.3% three-best) on a large 
inventory of names (approximately 190,000). 
Schramm et al. (2000) also examined an alternative method of combining the two 
separate utterances, in which the spelling of the name was employed as the first step 
in the dialogue and the subsequent active vocabulary for the spoken part restricted to 
the candidates identified in the spelling stage. This was found to offer slightly higher 
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accuracy than the previous method (generating two separate N-best lists and only 
afterwards combining them) but with the added advantage of being computationally 
more efficient. Other research has also found this approach to be more accurate than 
spelling alone (Seide and Kellner, 1997). These studies are part of a larger body of 
work carried out within the context of directory assistance applications where other 
information relevant to the fluently spoken name is available (its spelling, the city 
name, street name etc.) and can be used in a hierarchical combination, reducing the 
search space with every dialogue turn based on recognition in the previous step 
(Attwater and Whittaker, 1996; Kaspar et al., 1995). This is a useful approach where 
such information is available. However, in the case where spelling is the only 
additional information it may not be intuitive for the user to give this as the first item 
of dialogue input. 
It is from the perspective of the user that the research in this area is weakest. Few 
studies of the name recognition problem have made any attempt to assess users' 
reaction to the various strategies investigated. Much of the work described above 
involves evaluations of recognition accuracy based on databases of pre-recorded 
speech (including all of the studies on joint recognition of spoken and spelled names). 
In some cases the speech was collected in a relevant context (e.g. via recordings of 
calls made to a live directory assistance service); however more frequently, the 
recordings were part of a larger corpus of speech collected by asking users to read 
aloud a selection of vocabulary items. This is important since previous research has 
shown that various aspects of speech such as segmental duration and fundamental 
frequency characteristics are different for read and spontaneous speech (Eskénazi, 
1993; Laan, 1997), and that recognition performance is poorer for spontaneous speech 
in comparison to read speech (Saraclar et al., 2000; Weintraub et al. 1996). Data 
collected within a realistic dialogue context are more valuable and are more likely to 
produce results that are representative of real-life performance. 
Some field trials have been carried out. In one example (San-Segundo et al., 2002) 
recognition results for a spelling recogniser were found to be considerably poorer in 
the field evaluation than in previous laboratory tests. The authors suggest this was the 
result of operating in difficult conditions since in the field evaluation spelling was 
only used when the fluently spoken name recognition had failed, indicating the 
presence of significant background noise, low energy speech signals or users unused 
to talking to automatic systems. However, since these are conditions typical of a live 
environment this simply underlines the importance of evaluating in a realistic setting. 
In another field trial (Lehtinen et al., 2000) participants were recruited to carry out a 
predefined task using an automated directory assistance system. Here, in addition to 
recognition accuracy, successful transaction rates and mean task durations were also 
measured. This is an important step since, as discussed in Chapter 3, the effectiveness 
of an automated dialogue system cannot be judged on the recognition accuracy alone. 
However, little emphasis was placed on users' reactions to the system. 
Users' reactions were measured in one study that examined a directory assistance 
service (Lennig et al., 1995). In this work a customer acceptance survey was 
employed to assess users' attitudes towards increasing levels of automation. However, 
only a small proportion of the research was concerned with automated recognition of 
the listing name, and no results specific to this are presented. 
In other research volunteers were asked to use an automated directory assistance 
service to find listings for ten private and ten company entries (Córdoba et al., 2001). 
The dialogue in this case used spelling as a fallback mechanism. Following this 
experience each participant then completed a satisfaction questionnaire, the results of 
which are reported together with recognition accuracy and query success rate. This is 
one example of a study of proper name recognition in which user reaction was 
considered, and both subjective and objective measures of the system were employed. 
However, there has been very limited work published which examines the issue of 
proper name recognition from a user perspective, in particular with respect to the joint 
recognition of spoken and spelled names. 
The research reported in this thesis attempts to redress this, in presenting the results of 
a series of experiments in which members of the public experienced three different 
strategies for automated surname capture, in both automated telephony and 
multimodal contexts (in which the primary additional modality is graphical output in 
the form of an embodied conversational agent or ECA). The purpose of the research is 
to evaluate the impact of the three different strategies on the user experience as a 
whole, an approach that distinguishes it from previous work in this area. 
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Surnames were selected as the vehicle for research since they are frequently required 
in day-to-day interaction, and therefore have the potential to be applicable in a wide 
range of SLDSs. 
Details of the three strategies examined are provided in Chapter 4. In each, surname 
recognition accuracy necessarily plays an important part in the user experience. 
However, it forms only part of the overall interaction. Other factors such as the way in 
which the system prompts the user for the required information, and the way in which 
any recognition errors are handled, also contribute to the experience, a fact that is 
reflected in the use of the phrase 'automated surname capture' to describe this work. 
2.5. Summary 
This chapter has provided the background to the research presented in this thesis, and 
through this, the motivation for its existence. The chapter began with an overview of 
spoken language dialogue services and the core technologies involved. The issues that 
need to be considered in SLDS design were then described, with the focus on 
automated telephony systems. This was vital in order to understand the design 
decisions that are taken in the initial research. It was followed by an introduction to 
the field of multimodal SLDSs in the form of embodied conversational agents 
(ECAs), in which many of the same dialogue design issues occur. The section on 
ECAs summarised the key research to date and highlighted the need for more rigorous 
empirical work in this area. The issues involved in designing an ECA were described, 
which provides the background to design decisions taken later in the research. Finally 
in this section, the need for user evaluations of realistic speech-enabled ECA 
applications such as those presented here was established. The chapter concluded with 
a review of the literature on proper name recognition, providing firm evidence of the 
need for empirical work in this area that focuses on the user. 
The work presented in this thesis therefore contributes to knowledge in the field of 
SLDSs in a number of ways. Within the context of automated telephony SLDSs it is 
distinguished from previous work by its emphasis on the user in relation to strategies 
for automated surname capture, whilst in relation to ECA-based applications it 
contributes to wider research by providing a rigorous examination of a novel task 






This chapter provides an introduction to the concept of usability and describes current 
practice in the methods used for its evaluation. Usability evaluation in the wider field 
of Human Computer Interaction (HCI) is presented first, followed by a review of the 
work specific to spoken language dialogue services; in both automated telephony and 
multimodal contexts. This is followed by a description of the usability evaluation 
methodology employed in this research, which draws on the work described. An in-
depth discussion of the experiment design principles is given, together with details of 
the data retrieval techniques and statistical analysis used. 
3.2. Definition of Usability 
Usability can be defined in a number of ways. Bennett (1979) was perhaps the first to 
use this term in the context of HCI: 
"Among other things, discretionary users must find the computer what 
many people term 'user-friendly'. I prefer to use the term 'usability': the 
quality making a device convenient and practical for a user doing work. 
I use this term to suggest interaction, to imply the importance attached 
to the process of using, and to indicate the opportunity for 
measurement." 
Shackel (198 1) suggested the following definition of usability: 
"The usability of a computer is measured by how easily and how 
effectively the computer can be used by a specific set of users, given 
particular kinds of support, to carry out a fixed set of tasks, in a defined 
set of environments." 
Other examples include that of Nielsen (1993), who defines usability in terms of five 
key attributes: learnability, efficiency, memorability, errors and satisfaction. An 
alternative set of dimensions known as "the 5Es" has also been proposed: effective, 
efficient, engaging, error tolerant and easy to learn (Quesenbery, 2003). 
The common factor in all these definitions is the implicit acknowledgement that 
usability is multi-dimensional, and is dependent on the combination of a number of 
aspects of the system under examination. These aspects include both issues of 
performance, such as efficiency, and subjective issues such as user satisfaction. A 
72 
common emphasis is also placed on user involvement in the process of using the 
system. 
These themes are encapsulated in the definition of usability provided by the 
International Standardisation Organisation (ISO, 1998), which is still widely in use 
today (Hornbk, 2006). According to this definition, usability is: 
"the extent to which a product can be used by specified users to 
achieve specified goals with effectiveness, efficiency, and satisfaction 
in a specified context of use". 
3.3. Usability Evaluation in Human Computer Interaction 
Usability evaluation has been in use since the beginning of the human-computer 
interaction (HCI) discipline over two decades ago. Published accounts of the methods 
used started to appear shortly after (Card et al., 1983; Molich and Nielsen, 1990), and 
there is now a substantial body of work devoted to usability evaluation. Broadly there 
are two main types: expert-based inspection methods and scenario-based user testing. 
The former includes techniques such as cognitive walkthrough, and heuristic 
evaluation. 
• Cognitive walkthrough. In this method, experts simulate users walking 
through the interface to carry out typical tasks (Dix. et al., 1998; Polson et al., 
1992). 
• Heuristic evaluation (Nielsen, 1993; Nielsen and Molich, 1990). In this 
method, several experts critique the interface independently of each other, 
comparing the interface against a short set of design guidelines or heuristics. 
The main advantage of expert-based methods is that they can be used with 
descriptions of the system to be evaluated before a working prototype is available, and 
can therefore be used early on in the development process. They also require fewer 
resources than an evaluation with end-users and are consequently less costly. As a 
result the popularity of these methods has grown in recent years. 
However, user testing with real users is still considered to be the gold standard in the 
usability evaluation of a new or modified interface (Lewis, 2001). This is the 
approach used in this research and involves end-users using a prototype version of the 
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interface to carry out a predefined set of tasks. Evaluation can then be performed in a 
number of ways: through the collection of objective measures such as the time taken 
to complete a task, by expert observation of the participant's use of the system and/or 
the gathering of subjective measures such as user preference. 
Some objective measures are relatively easy to gather, via the use of automatic 
logging by the system under evaluation. Low-level actions taken by the user, such as 
individual keystrokes or items of spoken input, can be recorded along with the timing 
of the action. This provides a 'map' of the path taken through the interaction, and can 
be used to determine higher-level measures such as task completion or the number of 
errors made. 
These measures can be supplemented by simple observation of the user interacting 
with the system. This provides a wealth of information on user behaviour, and also 
allows the emotional reaction of the participants to be observed. The approach is 
limited however, in that it gives little insight into the reasoning behind the user's 
actions, or their attitude towards the interface. 
A popular alternative is to have the user 'think aloud' whilst using the interface. 
Traditionally, this has been used as a psychological research method (Ericsson and 
Simon, 1980). It is regarded as a good source of qualitative data and has the advantage 
of simplicity, since it requires little expertise to perform. However, there is evidence 
that the process of thinking aloud affects the problem solving process in users' minds 
(it is generally thought to improve their performance), and it has little applicability to 
a telephone interface. 
Alternative ways to gather data from the user include interviews and focus groups. 
These provide a structured way to obtain detailed information on users' attitude 
towards the interface. 
The data produced by such techniques however, is primarily qualitative, although 
structured interviews can in part produce quantitative results such as an explicit 
preference between versions. An alternative method is to administer a questionnaire. 
This is less flexible than an interview, but can more easily be applied to a large 
number of users, takes less time to administer, and crucially, provides quantitative 
data on impressionistic subjects such as attitude and feelings that can be analysed 
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rigorously using statistical techniques. The design of the questionnaire used in this 
research to obtain attitude data is discussed in more detail in Section 3.6.1. 
In a recent review of 180 usability studies it was found that 93% employed a post-use 
questionnaire to measure user satisfaction (Hornbk, 2006), although almost all were 
"reinvented" for individual studies and few had been through a validation process i.e. 
an assessment of their effectiveness as a measurement tool. Exceptions include two 
well-known examples in the field of usability evaluation: QUIS, the Questionnaire for 
User Interface Satisfaction (Chin et al., 1988; Shneiderman, 1998) and SUMI, the 
Software Usability Measurement Inventory (Kirakowski and Corbett, 1993). 
In practice, usability testing usually combines several of the evaluation techniques 
described above. Early heuristic evaluation, for example, can be used to 'clean up' the 
major usability problems in a system before moving on to the valuable resource of test 
users (Nielsen, 1993). Others suggest employing a combination of subjective and 
objective measures (Hornbeck, 2006). 
Often a single system is evaluated, either a new interface or a modified version of a 
previous one. The goal in this case is to produce a list of potential usability problems 
(Hartson et al., 2001), which can then be 'fixed' before testing is repeated or the final 
product is released. Alternatively, comparative evaluations can be made where two or 
more design alternatives are examined in the research. The primary objective in this 
case is to determine the relative usability of the various options, thus identifying the 
most appropriate solution. This is the approach taken in this research. 
3.4. Usability of Spoken Language Dialogue Services (SLDSs) 
Most of the methods described above are relevant to spoken language dialogue 
services. Some, however, were designed primarily with solely visual interfaces in 
mind (e.g. 'think aloud'). The question of how to evaluate the usability of SLDSs in 
particular is an active area of research, although there is as yet little consensus. 
Due to the relatively recent nature of multimodal services of this type, work on the 
evaluation of telephony-based systems is generally more established. Current 
techniques involve a range of subjective and objective measures. In some cases the 
performance of the system's natural language components (e.g. the recogniser, parser 
75 
etc.) are considered individually (Lamel et al., 2000b). Often, the recognition 
accuracy or speech 'understanding' capabilities of the system are examined, which 
takes into account how these technologies fit together (Devillers et al., 2004; Polifroni 
et al., 1998). However, it is widely acknowledged that overall measures are also 
required, which provide an assessment of the interaction at the overall dialogue level 
(Danieli and Gerbino, 1995; Dybkjr et al., 2004a). 
Objective measures of this type are fairly well established and typically include task 
completion rates, the total number of dialogue turns, and the elapsed time or call 
duration (Chu-Carroll and Nickerson, 2000; Danieli and Gerbino, 1995; Potjer et al., 
1996; Shimazu et al., 2000). Other possibilities include the 'query density' (the mean 
number of new concepts introduced per user query) and the 'concept efficiency', 
which is the average number of turns for each concept to be understood (Glass et al., 
2000). 
Subjective metrics include user satisfaction surveys (Bouwman et al., 1999; Córdoba 
et al., 2001; Litman and Pan, 1999) or ratings generated by dialogue experts as to how 
cooperative the system's utterances were (Bernsen et al., 1996). In general, user 
satisfaction surveys are created ad hoc as the need arises and are thus specific to the 
services involved. A survey of general usability issues in SLDSs (Dybkjr and 
Bemsen, 2000) indicates that there is a lack of consensus on which human factors 
evaluation criteria to use, and notes that in this context "usability questionnaire design 
remains poorly understood". 
There have been some efforts to develop a general-purpose tool for the assessment of 
users' attitudes towards SLDSs (Dutton et al., 1993; Hone and Graham, 2001, 2000). 
Hone and Graham (2000), for example, proposed a questionnaire measure for the 
Subjective Assessment of Speech System Interfaces known as SASSI. In this work a 
pool of 50 statements in Likert format were generated based on a review of general 
usability questionnaires such as SLIMI and QUTS, and others targeted specifically at 
SLDSs. Each statement was associated with a 7-point Likert scale ranging from 
'strongly agree' to 'strongly disagree'. The prototype questionnaire was then used in 
four separate studies involving the assessment of speech systems. Only one of the 
applications involved a telephone dialogue system (Hone and Golightly, 1998); the 
remainder were either 'push-to-talk' or in-car applications (Graham et al., 1998). 
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Exploratory factor analysis carried out on the data from the four studies (214 
questionnaires in total) suggested the presence of six main factors in users' 
perceptions of SLDSs: identified as System Response Accuracy, Likeability, 
Cognitive Demand, Annoyance, Habitability and Speed. Some evidence to support the 
reliability of the questionnaire is presented, but the conclusion is that substantial 
further work is required on its development before it warrants general use. 
Dutton et al. (1993) also developed a general-purpose questionnaire for the 
measurement of attitudes towards automated telephony SLDSs. This questionnaire 
was employed in the research documented in this thesis and is described in detail in 
Section 3.6.1. 
A common technique is to employ both subjective and objective measures (Kamm et 
al., 1997; Lamel et al., 1997; Larsen, 1999), although details of the measures vary. 
Arguing that such measures can sometimes contradict each other, the PARADISE 
framework (PARAdigm for DIalogue System Evaluation) attempts to provide a 
combined performance metric (Walker et al., 2000a, 1997). The model is based on the 
authors' assumption that user satisfaction is the overall objective to be maximised, 
and that it is possible to predict this measure based on task success, dialogue 
efficiency and dialogue quality measures (Figure 10). 
I Maximise User Satisfaction 
Maximise Task Success I 	I 	Minimise Costs 
Efficiency Measures 	I 	I 	Qualitative Measures 
Figure 10: The PARADISE Model 
Thus, in order to maximise user satisfaction, the design must maximise task success 
and minimise dialogue costs. 
In order to test this theory dialogues from three different SLDSs were analysed; 
TOOT, ELVIS and ANNIE (Kamm et al., 1999,1998; Litman and Pan, 1999; Walker 
et al., 2000a, 1998). The results showed that the mean recognition score (based on the 
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concept accuracy achieved throughout the dialogue) and task completion (as 
perceived by users) were found to be significant predictors of user satisfaction in all 
three cases. However, the results also showed that the model fit was limited. The 
proportion of user satisfaction variance accounted for by the models ranged from 39% 
to 56%, with the authors concluding that further work on the development of the 
model is required. 
Whilst this is an interesting attempt to model SLDS usability and establish a 
relationship between the various subjective and objective measures it has a number of 
flaws, in that the dialogue measures included in the model assume the presence of 
specific design features, such as 'help' and 'cancel' facilities, which may not be 
present in all applications. It also assumes that user satisfaction is the same as 
usability. Moreover, no attempt was made to measure the reliability or validity of the 
questionnaire used to measure satisfaction prior to its integration into the model. 
Despite these potential drawbacks, several evaluations have adopted versions of the 
PARADISE metric (Edlund and Nordstrand, 2002; Hjalmarsson, 2002; Walker et at., 
2000b). Attempts have also been made to extend it to multimodal systems, with the 
development of PROMISE, a Procedure for Multimodal Interactive System 
Evaluation (Beringer et al., 2002a, 2002b). The key differences between this and 
PARADISE lie in an extended user satisfaction questionnaire, a revised framework of 
dialogue costs and the approach taken to task completion. The creators of PROMISE 
argue that a precise task definition cannot always be given if there is to be a natural 
interaction between user and system. Instead it is suggested that task completion can 
only be analysed in retrospect, for completed tasks, and should be examined in terms 
of the number of 'information bits' that were needed to fulfil the task. It is also argued 
that uncooperative users are outside the scope of interest, and therefore only 
completed dialogues should be included in the overall evaluation. This approach 
appears fundamentally flawed however, in that it does not take into account users who 
are cooperative but have difficulties with the system. Analysis of these difficulties is 
more likely to indicate the areas that require improvement than analysis of successful 
dialogues. The model continues to be under development (Beringer et al., 2002c) but 
so far no examples of its application have been reported. 
In general, the evaluation of multimodal SLDSs raises many of the same issues that 
occur in automated telephony. As with unimodal SLDSs, for example, "the 
development of conversational multimodal dialogue systems lacks both specific 
evaluation tools and established sets of evaluation criteria" (Cerrato and Ekeklint, 
2004) and assessment tends to focus on the various sub-components of the system e.g. 
the speech synthesis or gesture recognition. 
Often, the evaluation is done in much the same way as for unimodal SLDSs "but with 
additional focus on modalities" (Dybkjr et al., 2004b). This means, for the most 
part, that evaluation consists of a combination of objective and subjective measures, 
many of which are drawn from the field of unimodal SLDSs 6 (Dybkjer et al., 2004a; 
Lamel et al., 2002). 'Focus on modalities' obviously depends on the particular input 
and output modalities in use. Considerable work has been devoted to the specific 
evaluation of ECAs, for example. Usability is an important dimension in their 
evaluation (Christoph, 2004; Ruttkay et al. 2004) and, with the exception of those 
who advocate the use of the PARADISE framework and its extensions, the 
recommended approach remains broadly the same: a combination of data collection 
methods, of typically both objective and subjective measures (Catrambone et al., 
2004; Christoph, 2004; Dehn and van Mulken, 2000; Isbister and Doyle, 2004). 
Christoph (2004) in particular notes that the use of multiple measures is useful in 
allowing the validity of the data to be observed. 
Where the evaluation of ECA applications differs from automated telephony SLDSs is 
in the range of measures that are applicable, depending on the focus of the research. 
In research that is focused on believability for example (Isbister and Doyle, 2004), 
subjective ratings of the ECA's social and personal characteristics, trustworthiness, 
and general attractiveness are common (Berry et al., 2005; Cowell and Starmey, 2003; 
McBreen et al., 2001; Nass et al., 2000). In some cases established questionnaires 
from research in human-human interaction are used to measure these attributes, often 
however the questionnaires are designed on a per-study basis. Examples of objective 
6  The interpretation of these measures is sometimes more difficult in this context however e.g. 
increased time spent on the task is interpreted as a sign of greater involvement in some cases (Sproull et 
al., 1996), whilst in others it is considered evidence of distraction (Pandzic etal., 1999). 
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measures in this context include users' behaviour in conforming (or not) to the advice 
offered by an ECA, which indicates their level of trust in the agent (Nass et al., 2000). 
Research on sociability assesses users' attitudes towards the smoothness of the 
interaction, and the helpfulness, language understanding and lifelikeness of the ECA 
(Cassell and Thórisson, 1999). Objective measures of the dialogue efficiency are 
similar to those employed in unimodal contexts and are based on the number of 
utterances, hesitations and expressions of frustration made by the user. 
For research in specific task and application domains the focus is less on the attributes 
of the ECA and more on the interaction as a whole. In this context 'outcome testing' 
with end users is the most important type of evaluation (Isbister and Doyle, 2004). 
Suitable measures include user satisfaction with the task and interaction, and objective 
measures such as task performance or effects on learning. 
Evaluations of this type include the studies of tutoring agents described earlier (Lester 
et al., 1997a; Moundridou and Virvou, 2002) and work on the Mission Rehearsal 
Exercise project (Traum et al., 2004). The evaluation of the MRE system in particular 
is wide-ranging and incorporates the assessment of user satisfaction, task success, 
recognition accuracy and the appropriateness of agent utterances. 
The methodology employed in this research draws on the work in the field in that it 
employs a combination of both subjective and objective measures to evaluate 
usability. Objective measures that are well established in the literature are used, 
together with a questionnaire for the measurement of user satisfaction that was 
designed specifically for the assessment of SLDSs and which has been validated in 
previous work (Dutton et al., 1993). Moreover, these measures are applied within a 
strict experimental paradigm. Details are given in the following sections. 
3.5. Research Methodology 
The evaluation methodology used in this research takes the ISO (1998) definition of 
usability as its starting point. As noted earlier, this defines usability as: 
"the extent to which a product can be used by specified users to achieve 
specified goals with effectiveness, efficiency, and satisfaction in a 
specified context of use". 
The ISO standard goes on to note that effectiveness and efficiency are often referred 
to as performance measures. Since satisfaction is subjective, this indicates that to 
establish usability the simultaneous measurement of both aspects is required. This is 
the premise on which the methodology used in this research is based, and is in 
accordance with common practice in the field of usability evaluation, and in particular 
the field of SLDSs. 
The methodology used in the research employs a usability engineering approach in 
that it pays particular attention to the impact of the presence of the user at the early 
stages of development. However, it also seeks to bring the rigour of experimental 
control to the process by the application of established techniques from experimental 
psychology. 
Broadly, the principles are the same as those of any controlled experiment in 
psychology. The value of an experimental variable (the independent variable) is 
manipulated within a controlled setting in order to determine the effect on one or 
more dependent variables, when all other variables are held constant. An independent 
variable is one that can be controlled by the experimenter, such as the version of the 
prototype under test, whilst the dependent variable can be an objective measure such 
as the time taken to complete a task, or a subjective one such as user preference. 
Independent variables are manipulated whilst dependent variables are measured. 
The experiment is designed to provide statistical evidence to support or reject the null 
hypothesis, which states that the mean difference in the dependent variable(s) between 
different levels of the independent variable(s) will be zero. 
The potential drawback of an experimental approach is the danger that the effects may 
not generalise because of the artificiality of the conditions. The laboratory can be an 
intimidating place, and critics have argued that this may result in participants 
behaving in a manner that is not representative of their normal everyday behaviour. 
However, it is possible to approximate 'realistic' usage by means of careful priming 
and task design. Moreover, the major advantage of a laboratory setting that is not 
available in the field is the control that it offers over extraneous variables. Use of a 
controlled environment means that the effects of such variables can be minimised, 
allowing the effect of the independent variable to be isolated and identified. 
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An experimental approach involves comparing two or more experiment conditions. In 
comparative studies of this nature there are two main types of experiment design 
possible: repeated-measures and between-subjects. In a repeated-measures design 
each participant experiences all variants of the design. In a between-subjects 
experiment each participant experiences only one of the variants - for every 
participant that experiences version A, a matching participant (where a 'match' 
depends on criteria deemed appropriate to the particular application) experiences 
version B. 
The methodology used here employs a repeated-measures design, the main advantage 
of which is that it requires fewer participants to detect effects, since by using the same 
participants across the various experimental conditions variance in the dependent 
variables due to differences between participants is removed. The drawback of this 
design is that there may be order effects. Participants who have already tried one 
version of a system can no longer be assumed to be novice users in the same way they 
were novices at the start of the experiment. Some experience is carried over from one 
version to the next, influencing participants' behaviour and attitude towards 
subsequent version(s). However, careful balancing of the order of presentation of the 
different versions helps to control for such effects and, additionally, allows for 
between-subjects comparison on the first experience only. 
In the methodology used in this research the experimental approach described above 
is complemented by an emphasis on achieving as much realism within the 
experimental setting as is possible. This helps to elicit results that are representative of 
real-life use. Services are presented within the context of a realistic scenario, in which 
participants are encouraged to imagine themselves. They are then asked to attempt a 
task with the service that is typical of the real-life situation described. This involves 
the use of a fully functional prototype 7 . Tasks are carefully chosen to explore key 
aspects of the design, and where possible are based on equivalent human-human 
services. More than one task may be attempted with each design alternative, 
depending on the range of functionality to be investigated. To allow comparisons to 
The design and build of the prototypes used in this research are documented in the relevant 
experiment chapters, 4, 5 and 6. 
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be made, the number and types of tasks attempted using each variant must be the 
same. However, the details are varied in order to engage the interest of the participant, 
and to provide a wider range of inputs with which to test the recogniser. Care must be 
taken however, to ensure that any such variations are balanced across the group in 
order to avoid systematic bias in the results. 
The number of participants chosen to take part in the experiment is largely dependent 
on the resources available. The greater the number of participants, the greater the 
likelihood of detecting effects. However, practical considerations mean that numbers 
often have to be limited. 
Participants themselves must be representative of the target end-users of the service. 
Suitable candidates are recruited based on a set of criteria appropriate to the 
experiment in question. The criteria are designed to reflect the profile of the likely 
end-users of the service, for example by including only customers of the relevant 
organisation, or by adjusting the age groups to exclude older participants where these 
are unlikely to use the service in real life. The recruitment process in each case is the 
same; suitable candidates are invited to attend the usability laboratory for a period of 
up to one hour and are offered an incentive in the form of an honorarium payment. 
For the three experiments described in this thesis participants were recruited from a 
panel of approximately 300 Edinburgh inhabitants; members of the general public 
who had previously taken part in other research carried out at the University and who 
had signed a consent form indicating their willingness to take part in future research 
and agreeing that their details, including date of birth, could be kept on file. Equal 
numbers of men and women were contacted, in each of two or three different age 
groups (details are provided in Chapters 4, 5 and 6). Each candidate was telephoned 
and the nature of the research explained to them before they were invited to take part. 
An honorarium of £20 was offered as an incentive in each case. 
3.6. Collecting Experimental Data 
The experimental approach employed in the research allows data to be gathered from 
the participants via a number of the techniques described in the literature. Quantitative 
information on participants' attitudes is obtained by the use of a usability 
questionnaire, whilst qualitative information on the same topic is gathered through a 
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structured one-to-one interview. Quantitative data on participants' preference between 
variants of the design are also obtained in the interview. Objective measures are 
recorded, including task completion rates and recognition performance. The research 
methodology thus allows both subjective and objective data concerning the service 
under evaluation to be obtained. 
3.6.1. Usability Questionnaire 
The questionnaire used to obtain quantitative data on participants' attitude employed a 
Likert format (Likert, 1932; Rossi et al., 1983). This is one of the most commonly 
used scale types in social research. It consists of a set of attitude statements that 
reflect favourably or unfavourably on the various features of the system under 
evaluation. Each statement is associated with an agreement scale, on which 
participants are asked to indicate the extent to which they agree or disagree with the 
statement. 
An attitude statement is "a single sentence that expresses a point of view, a belief, a 
preference, a judgement, an emotional feeling, a position for or against something" 
(Oppenheim, 1992). However, since attitude is a complex concept it is not considered 
possible to measure it with a single question. Moreover, attitudinal statements are 
considered more sensitive than factual ones to differences in wording, emphasis etc, 
which means that traditionally, sets of questions or attitude scales are preferred in the 
area of attitude and opinion research. Any single attitudinal statement is assumed to 
measure some combination of the underlying attitude, which is stable, and item-
specific factors relating to the wording of the statement, momentary influences etc., 
which are considered to be temporary. The relative contribution of these factors is not 
clear, but it is generally accepted that by using a set of questions the stable aspects of 
the underlying attitude are maximised in the measurement. 
Since user preferences are only indirectly observable, the problem of ensuring and 
proving the reliability and validity of the data and the methods used to obtain it 
become primary factors. Reliability is the extent to which repeated use of the 
questionnaire produces consistent results. Validity is the degree to which the 
questionnaire actually measures what it purports to measure. 
The main advantages of a Likert scale (Coolican, 1999) are that it is natural to 
complete; it maintains the respondent's direct involvement; it has shown a high 
degree of reliability; and it has shown a high degree of validity. However, like all 
attitude scales, it is more useful as a comparative tool than as a measure of a single 
system, due to users' tendency to be polite in their replies (Nielsen, 1993). 
Importantly, the function of attitude scales is to place people on a continuum in 
relative terms, not to provide an absolute measure (Oppenheim, 1992). 
The usability questionnaire employed in this research is based on a set of attributes 
relating to the usability of automated telephone services that were identified from a 
pilot study involving observation studies, interviews with naïve users, and a review of 
the literature (Dutton et al., 1993). Once the initial pool of attributes were identified 
an experiment was carried out, in which following use of a simulated telephone 
service participants were asked to select the six attributes from the list that they 
considered the most important and rank them in order of importance. The group was 
also asked to write down any additional attributes they considered important that had 
not been included in the list provided. A second matched group of participants was 
also asked to identify six important attributes and rank them in order of importance. 
These participants, however, were not supplied with a list of candidate attributes from 
which to choose. The results showed that there was a strong similarity between the 
types of attributes chosen by participants from the two groups. The attributes 
identified from the pilot study and literature search were found to be fully included in 
the list given spontaneously by participants who had no proposed list. Also, none of 
the participants supplied with the attribute list wrote down additional attributes that 
they had thought of themselves, indicating that the proposed list included most, if not 
all, of the automated service's salient usability attributes. 
Based on these results a questionnaire was devised for the evaluation of users' 
perception of the usability of automated telephone services. Tests provided evidence 
of its reliability, validity and sensitivity, and other work has supported this (Jack et 
al., 1993; Love et al., 1992) and extended the use of the questionnaire (Davidson and 
Jack, 2004; Foster et al., 1998; Larsen, 2003, 1999), including expansion into a 
multimodal context (Morton et al., 2004; Sturm and Boves, 2005) since the focus on 
the overall service in the questionnaire means it is also applicable in this setting. 
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The questionnaire used in this research consists of a core set of twenty proposal 
statements; each designed to reflect an identified usability attribute. Each stimulus 
statement is associated with a set of tick-boxes along a 7 point agreement scale in 
Likert format ranging from 'strongly agree' through 'neither agree nor disagree' to 
'strongly disagree'. An example is shown below. 
Neither 
Strongly Agree 
Slightly Agree Slightly Disagree Strongly 
Agree Agree Nor Disagree Disagree 
Disagree  
Qi I found the service confusing to use. J J U Lj Li U U 
Figure 11: Example Questionnaire Item 
The wording of the statements in the questionnaire is balanced for polarity to 
counteract the problem of response acquiescence set - the general tendency for 
respondents to agree with an offered statement. Also, to avoid confusion, the use of 
double negative statements is avoided. 
In order to analyse the results, responses to the questionnaire are converted into 
numerical values from 1 (most unfavourable) to 7 (most favourable) allowing for the 
polarity of the statements. Thus, for example, a 'strongly agree' response to a negative 
statement is converted to a value of 1. 
Once the polarity of the responses is normalised, each participant's overall attitude to 
an automated telephone service is measured by taking the (unweighted) mean of these 
numbers across all the items in the questionnaire. A measure of the overall attitude to 
the service can then be obtained by averaging all the questionnaire results for 
participants who experienced that service (this is the mean attitude score). 
As well as providing an overall attitude rating, the mean scores for individual 
attributes can also be examined to highlight any aspects of the dialogue design which 
were particularly successful or which require improvement. Supplementary statements 
may also be added to the questionnaire in order to examine specific aspects of the 
service under test. These are analysed separately. 
Results for the core set can also be analysed according to demographic groupings of 
participants such as age and gender, and any significant differences between groups 
can then be identified. Individual differences, such as gender and general attitudes 
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towards computer technology, can have a significant effect on users' attitudes towards 
a particular interface (Dutton et al., 1999; Johnson et al., 2006). 
The twenty core statements are listed in Table 1. Through use of a laptop to 
administer the questionnaire the individual statements can be presented in a different, 
randomised order each time the questionnaire is applied, which helps to maintain 
participants' attention and prevents any systematic effects of statement order on the 
responses. 
Usability Attribute 
I found the service frustrating to use 
I had to concentrate hard to use the service 
The service was too fast for me 
I felt under stress when using the service 
I did not feel in control when using the service 
When I was using the service I always knew what I was expected to do 
I found the service confusing to use 
The service was easy to use 
I felt flustered when using the service 
I thought the service was too complicated 
I felt that the service was reliable 
I thought the service was efficient 
I think the service needs a lot of improvement 
I enjoyed using the service 
I would prefer to talk to a human being 
I would be happy to use the service again 
I thought the voice was very clear 
I liked the voice 
The service was friendly 
I thought the service was polite 
Table 1: Core Set of 20 Stimulus Statements for the Likert Usability Questionnaire 
3.7. Statistical Analysis 
Once the quantitative data is gathered the methods used to analyse it must be selected. 
This research used a significance-testing paradigm (Fisher, 1925), which involves the 
definition of a null hypothesis, H 0. The null hypothesis states that there will be no 
difference in the dependent variables for different values of the independent variable, 
or specifically when testing for a difference between two or more experimental 
conditions, states that the mean difference will be zero. When the experiment is 
carried out the evidence produced in the data is the evidence against the null 
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hypothesis. A result becomes significant if enough evidence exists to reject it. To 
determine what constitutes 'enough' evidence a significance level a is specified. This 
is the risk of a false positive that is considered to be acceptable: that is, the probability 
that the null hypothesis will be rejected when it is in fact correct (known as a Type I 
error). The smaller the value of a that is chosen, the lower the probability of a Type I 
error. However, this also means the greater the probability of a false negative, that is, 
failing to reject the null hypothesis when it is in fact false (a Type II error). There is 
therefore a trade-off between the two possible types of error. The risk of a false 
positive in the results has to be balanced against the risk of low power to detect a true 
effect. 
The significance level is used as a reference against which the results of the statistical 
analysis are tested. When a statistical test is carried out a p value is produced. This is 
the probability of obtaining data at least as extreme as these, assuming that the null 
hypothesis is correct. Thus, the smaller the p value, the stronger the evidence against 
H0. It is common to use more than one significance level in parallel. Typically 
'significant' is used to described a result where p < 0.05, and 'highly significant' is 
used to described a result which is significant at the more stringent level p < 0.01. 
This naming convention also extends to the case where p < 0.001, at which a result is 
described as 'very highly significant'. 
Any statistical test is valid only if the data under examination conform to the 
assumptions on which the test is based. The data must satisfy the appropriate 
conditions; otherwise the conclusions drawn from the test may be inaccurate. 
The strength of the test conditions that must be satisfied depends on the type of data 
(Stevens, 1946). Data can be categorised as one of four types: nominal, ordinal, 
interval or ratio. Nominal data is simply assigned to a category with an appropriate 
label. The categories are not ordered in any way and therefore do not convey any 
quantitative information. Gender, race and eye colour are all examples of nominal 
variables. Ordinal data has an order associated with it so that any particular value can 
be regarded as 'above' or 'below' another value. However, the interval between 
numbers is not necessarily equal. An example of ordinal data is the ranking of runners 
in a race. The person who ran the fastest is ranked first, the person who was next 
quickest is ranked second etc. However, we do not assume that the difference between 
first and second represents the same difference in speed as the difference between 
second and third, and so on. Interval data has the added property that the difference 
between two points on the scale is the same no matter where on the scale the two 
points lie. An example of an interval scale is the Fahrenheit scale of temperature, 
where the difference in temperature between 10°F and 20°F is the same as the 
difference between 90°F and 100°F. Finally, the data obtained from a ratio scale is a 
subtype of interval data which has the added property of a true zero point (i.e. one 
corresponding to an absence of the thing being measured). This allows meaningful 
statements about the ratio of different points on the scale to be made. Examples 
include length, weight and time. 
The strongest test conditions apply to interval data, and its subtype, ratio. Typically 
for example, tests on interval data assume that the data samples are drawn from a 
population with a normal distribution. The analyses considered appropriate for 
interval data are known as parametric tests, so-called because they involve the 
estimation of one or more parameters of the underlying population based on the 
sample data, and/or some assumptions about the distribution of these parameters. 
Non-parametric tests on the other hand, while not completely free of assumptions 
about the distribution of the data, generally impose much less restrictive conditions 
concerning the shape of the sampled data. As such they are sometimes referred to as 
distribution-free tests, and are generally recommended for use with ordinal or nominal 
data. 
3.7.1. Nominal Data Tests (Non-Parametric) 
When dealing with a single nominal variable it is often desirable to test whether some 
categories occur more frequently than others. Where there are only two categories i.e. 
the variable in question is dichotomous, this can be done using the Binomial test. A 
chi-square test may be used where there are two or more categories. The null 
hypothesis in either case is that the frequency of the different categories is equal. 
The chi-square test can also be used to test whether there is a significant association 
between two nominal variables, although it does not provide any information on the 
strength of such an association. This is provided by Cramer's V test. The null 
hypothesis in this case is that two variables are independent. 
The main assumption underlying the Binomial test, and both forms of the chi-square 
test, is that the data points in the sample are independently selected from the 
population. There is however, no assumption made about the shape of this population. 
In repeated-measures experiments it can also be desirable to test for a systematic 
difference, rather than a systematic association, between two nominal variables or 
repeated measures of the same variable. In the situation where the variable is 
dichotomous, McNemar's test is appropriate. The Cochran Q procedure is a 
multivariate extension of the McNemar test, which is used to test for a systematic 
difference where there are more than two related samples. In either case, the null 
hypothesis is that the related dichotomous variables have the same mean. 
Where the related samples in question are not binary the appropriate procedure is the 
Friedman test. 
With the exception of the Friedman test, examples of each of these tests in use can be 
found in Chapters 4, 5 and 6. 
3.7.2. Ordinal Data Tests (Non-Parametric) 
When the variables of interest are ordinal, tests for association between them include 
Spearman's rho, which works regardless of the distributions of the variables. To test 
for systematic differences between two repeated measures of an ordinal variable the 
Wilcoxon signed-rank test is appropriate. This tests the null hypothesis that the two 
related medians are the same. The equivalent for between-subjects designs is the 
Mann -Whitney U test. 
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3.7.3. Interval Data Tests (Parametric) 
When dealing with interval data Pearson's product moment correlation (Pearson's r) 
is used to test for significant associations between two variables. Tests for systematic 
differences in repeated-measures designs include the related-samples t-test. This is the 
parametric equivalent of the Wilcoxon signed-rank test for ordinal data, or the 
McNemar test for nominal data. It computes the differences between the values of the 
two variables for each case and tests whether the average differs from zero. In 
between-subjects designs an unrelated-samples t-test is used. The null hypothesis in 
either case is that the two variables have the same mean in the population. Both types 
of test also assume normal distributions in the data. Examples of the unrelated-
samples t-tests are provided in the experiment Chapters 4, 5 and 6. 
In some situations something more general than a t-test is required. It is possible for 
example, that there is more than one independent variable in the experiment, each of 
which may have more than two values, and may affect the dependent variable or 
variables. Moreover, these variables or factors may interact with each other. In 
situations of this type an analysis of variance or ANOVA is required. This test 
employs a statistic, known as the F statistic, which is the ratio of systematic variance 
to unsystematic variance in the data. If the experimental manipulation creates an 
effect the systematic variation is expected to be greater than the unsystematic 
variation - so F should be greater than one, and is normally higher, if an effect is 
present. The ANOVA also returns a significance or p value for the main effect of each 
variable and a further significance figure for any interaction between the independent 
variables. 
Use of an ANOVA is based on several assumptions about the data. The first is that the 
data is normally distributed. For repeated-measures ANOVAs in addition, the 
assumption of sphericity is made. This is the assumption that the relationship between 
pairs of experimental conditions is similar and that no two conditions are any more 
dependent than any other two i.e. the variance in the differences between pairs of 
conditions is equal. 
Variance (a-b) Variance (a-c) Variance (b-c) 
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Where this assumption is violated (which is determined using Mauchly's test for 
sphericity) the effect is a loss of power to detect effects and an F-ratio that cannot be 
relied on. However, tests have been designed to correct for this problem. One of the 
stricter ones is the Greenhouse-Geisser test, which is used in this research where 
appropriate. 
A repeated-measures ANOVA allows testing of both within-subject and between-
subjects variables. The within-subject variables are defined by the experimental 
treatments. The between-subjects variables correspond to participant variables such as 
gender and age. 
Where a main effect exists for a within-subject variable, the form it takes has to be 
established. If the variable has only two possible values this is relatively 
straightforward; an inspection of the means for each condition reveals the direction of 
the effect. However, for an experimental variable with three or more values, the 
problem is more complicated. In this situation, there are two possible methods for 
identifying which groups differ from each other. Planned contrasts may be carried 
out, which are pair-wise comparisons that are stipulated in advance and are designed 
to test for differences among the specified levels of an experimental variable. These 
are considered appropriate where a small number of comparisons are involved. Where 
a larger number of comparisons are required, post hoc tests may be more suitable. 
This is because of a problem known as the family-wise error rate. As described 
earlier, the significance level a is the probability of a significant result if H 0 is true in 
a single test. If multiple tests are run, each with a probability a when H 0 is true, then 
the expected number of significant results in a set of N tests is Na. The probability of 
obtaining a significant result by chance (a Type I error) is thus increased. Post hoc 
tests, which are designed to carry out all possible pair-wise comparisons between the 
different levels of an independent variable, take this into account by adjusting the 
observed p value for the fact that multiple comparisons are made. Tukey's honestly 
significant difference test is one of the most popular examples of this type of test. It 
reduces Type I error, albeit at the expense of power to detect effects. 
Post hoc tests can also be used to examine the nature of between-subjects effects in an 
experiment. 
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Repeated-measures ANOVAs are used throughout the analyses presented in Chapters 
4,5 and 6. Planned contrasts and post hoc tests are used where these are appropriate. 
3.8. The Parametric vs Non-Parametric Debate 
It was originally claimed (Likert, 1932) that the data collected from a Likert scale 
were interval and thus suitable for parametric analysis. However, others hold the 
view that the data obtained from a questionnaire in Likert format are no more than 
ordinal (Goldstein and Hersen, 1984; Martilla and Garvey, 1975; Munshi, 1990; 
Oppenheim, 1992). Some empirical evidence exists, moreover, of the non-linearity of 
agreement scales (Munshi, 1990). In this study 210 participants were asked to indicate 
their strength of agreement with eight separate attitude statements by placing a mark 
anywhere along a straight line, which had no predefined categories. The distance 
along the line was then measured, and cluster analysis was carried out on the data to 
establish the pattern of response. The results showed that while the seven-point scale 
created (from 'absolutely disagree' to 'absolutely agree') was "remarkably 
symmetrical", the distances between the scale points were not equal. 
Given that the data obtained from a Likert scale may in fact be ordinal, in theory non-
parametric tests should be used for their analysis. However, in practice, the limited 
range of non-parametric tests available, and the lower power of these tests to detect 
effects compared to the corresponding parametric tests (Field, 2000) has led a number 
of researchers to use parametric tests instead, on the basis that there is considerable 
evidence to suggest that such tests are robust to violations of their underlying 
assumptions, provided these are not too extreme (Baker et al., 1966; Box, 1953; Kim, 
1975; Labovitz, 1967, 1970; O'Brien, 1979). 
Chief amongst this evidence is the work of Labovitz (1967, 1970). In the first of his 
studies, ordinal responses were assigned scores designed to simulate distributions 
ranging from highly skewed to normal. Subsequent analysis showed that the results of 
two parametric tests (the t-test and a point-biserial correlation) were largely similar 
for each of these distributions, and that there were high correlations between the 
different scoring systems. In the second study, nineteen different scoring systems 
were generated based on a set of ordinal responses by randomly assigning the 
responses numbers from 1 to 10,000 (preserving the original ranking order), thus 
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simulating a variety of data distributions. A linear or interval scoring system was also 
generated. Tests for correlation between pairs of scoring systems were then carried 
out using the parametric test Pearson's r, assuming in turn that each scoring system 
was the 'true' one. The results showed consistently high correlations, indicating a 
high degree of interchangeability among the twenty scoring systems. The correlations 
of each of the scoring systems with an external factor were also tested, and found to 
be very similar. The results suggest a high degree of stability in Pearson's r across a 
range of distributions in the underlying data. 
Other research, in contrast, reported that Pearson's r was seriously affected when the 
scoring system assigned to ordinal responses was systematic - in particular when it 
was an exponential transformation of the underlying data (Mayer, 1971). It was found 
that this transformation led to serious underestimations of the relationship between 
two variables. However, this is an extreme case in that the exponential transformation 
of the data essentially dichotomised the scale (Labovitz, 1971). Where such an 
extreme transformation is expected it has been acknowledged that caution should be 
applied in treating the data as interval (Labovitz, 1971). 
Labovitz also found that the greater the number of ranks or points on the scale, the 
greater the confidence in assigning an interval scoring system to ordinal data 
(Labovitz, 1970). However, the minimum number of categories examined in this case 
was ten. Extensions to this work (O'Brien, 1979) examined cases with only a small 
number of ranks and found that the strength of correlations between different scoring 
systems initially decreased as the number of ranks increased, reached its lowest point 
when the number of categories was four or five, and thereafter increased. Results were 
also found in this study that showed Pearson's r was relatively stable across various 
scoring systems assigned to the ordinal responses. 
Other work has provided more evidence of the robustness of parametric tests to 
violations of their underlying assumptions. Baker et al. (1966) for example, used 
simulated data to compare results of the parametric student t test for data drawn from 
an equal-interval scale with results obtained from various distortions of this data. The 
results showed that the probability of a Type I error (rejecting the null hypothesis 
when it in fact is true) was unaffected by the transformations of the data. Analysis of 
variance (ANOVA) has also been examined (Box, 1953). Here it was found that, for 
94 
equal sized samples, the ANOVA was largely unaffected by violations in the 
underlying assumption of variance equality. Kim (1975) examined two forms of 
multivariate analysis of ordinal data, one based on an ordinal strategy and the other on 
a parametric strategy. The conclusion was that the ordinal strategy had no advantages 
over the parametric strategy. 
The evidence in the research thus leads to the generally accepted position that 
"although some small error may accompany the treatment of ordinal variables as 
interval, this is offset by the use of more powerful, more sensitive, better developed, 
and more clearly interpretable statistics with known sampling error" (Labovitz, 1970). 
Stevens, the originator of the idea that the type of data determines the appropriate 
statistical test, himself admitted that: "The widespread use on ordinal scales of 
statistics appropriate only to interval ... scales can be said to violate a technical canon, 
but in many instances the outcome has demonstrable utility." (Stevens, 1968) 
These authors were not concerned with claiming that the data obtained from a Likert 
scale is interval, but with establishing that the amount of error introduced by using 
parametric statistics on ordinal data is low in comparison to the flexibility afforded by 
the use of these more powerful techniques, particularly where the scales in question 
are not too far from being interval. The debate on this remains unresolved. However, 
this thesis will take the view that responses to the Likert scale may be treated as 
interval data. Further evidence to support this approach is provided by early work on 
the questionnaire used in this research, which showed that the same differences 
between experimental groups were detected whether using the non-parametric 
Wilcoxon Signed Ranks test or its parametric equivalent, the related t-test (Love et 
al., 1992). 
3.9. The Number of Categories in a Likert Scale 
A debate also exists as to the optimal number of categories in the agreement scale. In 
his original work, Likert used five categories, but implied that the number of 
alternatives is largely a matter of choice. Subsequent researchers have taken a 
different view, with the result that there is a considerable body of work that discusses 
the optimal number of categories in an agreement scale. 
One approach relies on a theoretical model that assumes participant responses lie 
along an underlying normal distribution and that this true, continuous response is 
quantized into a discrete measure via the responses allowed on the Likert scale 
(Birkett, 1986). Investigation of this model using simulated response data has shown 
that the test-retest reliability and internal consistency of the scale increases as the 
number of response categories increases (Green and Rao, 1970; Lissitz and Green, 
1975), although the gains become increasingly small above five to seven categories. 
However, these conclusions depend on the validity of the underlying model. 
Consequently, other research has taken a more empirical approach, simply assessing 
the quality of the scale for different numbers of scale categories with no assumption 
as to the underlying model. Several of these studies have found the reliability of a 
rating scale to be largely independent of the number of response categories (Bendig, 
1954; Komorita and Graham, 1965; Matell and Jacoby, 1972). In one study, test-retest 
reliability was found to be relatively invariant for two, three, five, seven and nine 
scale categories (Bendig, 1954). Another compared scales with two and six categories 
of response, concluding that for homogenous sets of items internal reliability is 
independent of the number of categories, and thus for ease of administration and 
scoring a two-category response format can be adopted (Komorita and Graham, 
1965). This idea was also suggested by Peabody (1962) who proposed that the 
directional component of the Likert scale is the dominant factor in determining 
internal reliability, and that a two-point or dichotomous agreement scale of either 
agree or disagree can be justified. 
Other empirical studies, however, have found that reliability demonstrates an inverted 
U-shaped pattern, and is maximised with around six or seven categories of response 
(Birkett, 1986; Preston and Colman 2000). For example, examination of 
questionnaires containing two, six and fourteen categories showed that internal 
reliability tended to be highest in the questionnaire with six response categories 
(Birkett, 1986). Other research tested scales with two to eleven and 101 categories for 
reliability, validity and user preference (Preston and Colman, 2000). Test-retest 
reliability in this case was found to increase from two to six points, was highest for 
scales with around seven to ten points and decreased slightly thereafter. User 
preference was also measured. Participants were asked to rate each scale on the 
measures 'ease of use', 'quick to use' and 'allowed you to express your feelings 
adequately'. For 'ease of use' the scales with five, seven and ten response categories 
were the most preferred. The scales with eleven and 101 categories were rated least 
positively. On the second measure, 'quick to use', the scales with the fewest response 
categories scored highest. Ratings of the degree to which the scales 'allowed you to 
express your feelings adequately' showed the greatest differentiation between the 
scales. The two and three point scales received extremely low ratings on this criterion, 
and in general the longer scales tended to receive more favourable ratings. Taking all 
three questions concerning respondent preferences into account, response scales with 
seven, nine and ten categories were therefore preferred. 
The superiority of scales with around seven points is also in line with theories of 
human information processing capacity and short-term memory, which indicate that 
the average human has an information processing capacity of seven plus or minus two 
discrete 'chunks' (Miller, 1956; Simon, 1974). 
Thus, whether applying a theoretical model or a purely empirical approach, there is 
considerable evidence to support the use of seven categories in a Likert scale. The 
questionnaire employed in this research uses a seven-point scale. 
Chapter 4 
Usability of Strategies for Automated 
Surname Capture Over the Telephone 
4.1. Overview 
This chapter presents the first in the series of experiments carried out to examine the 
problem of automated surname capture. It provides a detailed description of the 
dialogue design strategies that were investigated, and the SLDS context in which they 
were set. The work carried out to implement each of the designs as a fully working 
prototype is described. This is followed by a detailed description of the experiment 
design. The hypotheses and objectives of the experiment are defined, and a detailed 
summary of the experiment procedure and participant demographics is provided. 
Finally, the results of the experiment are described in depth, and a brief discussion of 
their implications for subsequent work is provided. 
4.2. Introduction 
Chapter 2 clearly established that very few published studies have examined the issue 
of proper name recognition from a user perspective, particularly with respect to the 
joint recognition of spoken and spelled names. 
The experiment reported in this chapter represents the first step in addressing this gap; 
by examining the problem of automated surname capture within the context of an 
automated telephony SLDS. In the experiment a total of 95 members of the public 
experienced three different strategies for automated surname capture as part of an 
airline flight reservations service. 
The three strategies chosen for investigation represent some of the key approaches to 
proper name recognition described in the literature, with the focus on those that have 
previously been assessed in terms of recognition performance alone. In the Speak 
Only strategy users simply say the surname. In the One Stage Speak and Spell 
strategy users speak and spell the surname in a single utterance. In the Two Stage 
Speak and Spell strategy users speak and spell the surname in two separate dialogue 
stages. The three strategies are illustrated in Figure 12. 
Speak Only 	 Please say your surname: "Smith' 
One Stage Speak and Spell 	Please say then spell your surname: "Smith, S-M-I-T-H" 
Two Stage Speak and Spell 	Please say your surname: "Smith' 
How do you spell that?: "S-M-I-T-H' 
Figure 12: Three Strategies for Automated Surname Capture 
The purpose of the research was to evaluate the impact of the different strategies on 
the user experience as a whole, an approach that distinguishes this work from the 
previous research in the field. This chapter presents quantitative and qualitative data 
on user attitude towards each of the strategies in addition to objective measures of 
performance. This provides a comprehensive measure of the relative effectiveness of 
the different strategies within a realistic context that is missing from previous work in 
this area. 
4.3. Design of the SLDS 
The following sections describe in detail the three surname capture strategies 
examined in the research, together with the design of the automated telephony service 
in which they were set. 
4.3.1. Speak Only Strategy 
In this strategy users were simply asked to say the surname. The obvious appeal of 
this approach is its simplicity, since it is both natural and intuitive for the user. A 
considerable body of work has been devoted to the recognition performance of this 
approach, however there is little evidence of attempts to gauge user reaction to the 
results. This provided the motivation for the inclusion of this strategy in the research. 
In a context such as flight reservations, where an accurate orthographic transcription 
of the name is required and other disambiguating information is not available, use of 
the fluently spoken name raises the question of how to deal with homophonic 
surnames. The solution employed here was to offer each alternative spelling in 
succession until the correct surname was read out or the list was exhausted, in which 
case, depending on the number of errors already made, users were given the 
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opportunity to say the surname again or the call was ended with a recorded message 
informing the user that at this point in the real service they would be passed to an 
agent to complete their booking. 
4.3.2. One Stage Speak and Spell Strategy 
In this strategy users were asked to say and spell the surname in a single utterance, 
with recognition carried out on the whole. 
From a user perspective, the advantage of including spelling information in this way 
is that it avoids the problems posed by homophonic surnames. There is also evidence 
in the literature to suggest that the inclusion of spelling information may result in 
improved recognition performance in comparison to a Speak Only approach. A 
potential drawback however, is that it may be cognitively more difficult for users to 
give both pieces of information at once, and may appear unnatural to those with 
common, unambiguous surnames (e.g. Jones) who are not normally asked to spell 
their name. Previous work has tested the recognition performance of such an approach 
(Meyer and Hild, 1997; Neubert et al., 1998) but has not sought to assess users' 
attitudes towards it. The need to examine users' reactions to this strategy when 
experienced within the context of a realistic service provided the motivation for its 
inclusion in the research reported here. 
4.3.3. Two Stage Speak and Spell Strategy 
In this strategy a joint recognition approach was used, in which users were first asked 
to say their surname and then in a separate stage were asked to spell it, generating 
separate N-best lists which were only afterwards combined. 
In the recognition system employed in the research each item in the N-best list is 
associated with an acoustic confidence score. This provides a measure of the 
likelihood that the recognition hypothesis matches the actual utterance. Confidence 
scores computed by the recogniser range from 0 to 100 with the higher the score, the 
greater the degree of confidence. The N-best list in each case is ranked from highest 
to lowest confidence. 
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In order to merge the two N-best lists generated by the separate speak and spell stages 
therefore, the confidence scores of hypotheses that appeared in both lists were 
combined, and the list was then reordered according to the new overall confidence. 
Possible methods for the combination of the two confidence scores included 
expressing each as a probability between 0 and 1 and multiplying the two together. 
Previous research, however, employed (unweighted) summation of the two scores 
(Schramm et al., 2000). This was therefore the approach adopted in this work. 
Items that appeared in only one of the N-best lists were excluded. If no matches were 
found, the surname with the most confident spelling was selected as the recognition 
candidate, since the literature in this field and early testing prior to the experiment 
indicated that this was the more accurate of the two stages. 
Early testing took the form of a small pilot study, in which four researchers within the 
department were asked to make test calls to the prototype system. Each was asked to 
telephone the three different versions of the service several times in order to identify 
any 'bugs' in the dialogue and to provide test utterances with which to provisionally 
assess the recognition performance. Early testing of this type is important before a 
large-scale research study in order to optimise the system(s) under test prior to 
employing the valuable resource of end-users. 
As for the One Stage Speak and Spell strategy, the use of spelling in this strategy 
resolves the problem of homophonic surnames. Moreover, this may be a more natural 
and cognitively simpler way for the user to give the spelling. It does however involve 
an extra dialogue stage. Again, previous research has not sought to address the impact 
these issues have on the user experience, choosing instead to focus on recognition 
accuracy. This motivated the inclusion of the Two Stage Speak and Spell strategy in 
the work documented in this thesis. 
4.3.4. Research Context - Flight Reservations Service 
Each of the surname capture strategies investigated was set within the context of a 
flight reservations service. This is a realistic application of surname capture and one 
which in its fullest realisation would allow complete automation of the flight booking 
process, including selection of an appropriate flight and payment using a debit or 
credit card. For the purposes of the experiment however, the scope of the service was 
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limited in order to focus on the problem of surname capture. A hypothetical scenario 
was created in which the airline had chosen to give away free flights on a particular 
route for a particular date. Tickets in this scenario were limited to two per person and 
were available on a first-come first-served basis via a telephone number advertised in 
the national press. This meant that the dialogue was restricted to the capture of the 
passenger details (surname, initial and title) in order to sensitise the usability 
evaluation more closely to the research issue under investigation. Surname, initial and 
title were the details selected based on the airline's booking procedure at the time of 
the research. 
Figure 13 shows an overview of the service dialogue, together with some examples of 
the prompt wordings employed in the service. 
I Welcome I 
CAPTURE NUMBER OF TICKETS REQUIRED I I  How many tickets would you like? 
Thank you. Now I'll need to ask you for the passenger details. 
CAPTURE PASSENGER SURNAME 	Please say your surname. 
CAPTURE PASSENGER INITIAL 	I I And your first initial? 
CAPTURE PASSENGER TITLE 	I I What is your title? 
Acknowledge 
Thank you, I have registered those details. 
yes 
Confirm Booking I Your booking is now confirmed. I Your tickets will be available 
End 
Figure 13: Dialogue Overview 
4.3.4.1. Capture Number of Tickets Required 
Users of the service were greeted with a welcome message, which summarised the 
free flight on offer. This was then followed by a stage in which users were asked how 
many tickets they required. Requests for more than two tickets were rejected followed 
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by the opportunity to specify the number of tickets again, as illustrated in the example 
below. This stage was identical in all three versions of the service. 
System: 	How many tickets would you like? 
User: 	<silence> 
System: 	Sorry, I didn't hear anything. Please say the number of tickets 
you'd like. 
User: 	Four please. 
System: 	I'm sorry, tickets are limited to a maximum of two per person. 
How many tickets would you like? 
4.3.4.2. Capture Passenger Surname 
The three different strategies for capturing the passenger surname have already been 
discussed in Sections 4.3.1 - 4.3.3, and as a result are not considered further here. 
4.3.4.3. Capture Passenger Initial 
This stage was identical in all three versions of the service. Users were asked to give 
the passenger's first initial, and were encouraged in the error prompts to give only the 
first initial, as illustrated below: 
System: 	And your first initial? 
User: 	<silence> 
System: 	Sorry, Ididn't hear anything. Please say just your first initial. 
User: 	Urn it's <coughs> 
System: 	Sorry, I didn't understand that. Please say just your first initial, 
for example, 'A'. 
4.3.4.4. Capture Passenger Title 
This stage differed slightly between versions, reflecting the different strategies used to 
capture the surname. In the Speak Only version users were asked simply to say the 
title. In the One Stage Speak and Spell version users were asked to say and spell their 
title in a single utterance. In the Two Stage Speak and Spell version users were first 
asked to say the title and then, if either of the titles 'Miss' or 'Ms' was returned as the 
top candidate at the Speak stage, a spelling stage similar to the one used in the capture 
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of the surname was invoked. The latter was based on the fact that confusion between 
these two titles was considered the most likely source of misrecognition at this stage. 
4.3.4.5. Common Dialogue Features 
Several dialogue design features were common to all three versions of the service. 
The Target User 
It was established in Chapter 2 that knowledge of the target user is crucial to the 
development of a successful automated telephony SLDS. In this application the target 
users are members of the public, who are likely to be familiar with the concepts 
involved in booking a flight, but unlikely to have experience of speech recognition 
systems in general. Moreover, the target users are unlikely to become system experts, 
due to the relative infrequency of air travel for most people. The service was therefore 
designed to act as a walk-up-and-use system. The emphasis throughout was on 
providing a simple and supportive interaction for an inexperienced user. 
Dialogue Classification and Initiative 
In the hypothetical scenario created for the purpose of the experiment, specification of 
the dialogue task (to reserve seats on a free flight) takes place through the decision to 
call the service. Following this, all that remains to complete the task is the collection 
of the relevant data (the passenger details). This means that the dialogue is an 
information-gathering one (Attwater et al., 2000), which is important since there is 
evidence to suggest that users are happy with an agent or system led approach to 
information-gathering dialogues (see Chapter 2). Moreover, there is evidence to 
suggest that in general users are equally happy with, or prefer a system driven design 
to one in which a mixed-initiative approach is used. This evidence, combined with the 
large intrinsic vocabulary of the reservations application, meant that a system-
initiative approach was used in the dialogue. Each stage was designed to capture a 
single item of passenger information, providing maximum support for the speech 
recogniser. This approach is also appropriate for inexperienced callers, who are the 
anticipated users of this application. 
Confirmation 
In the application chosen as the context for the research, the accuracy with which 
users' details are transcribed is of prime importance. Incorrect details printed on an 
airline ticket can result in difficulties at check-in and ultimately in the prohibition of 
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travel. The cost of an error in this situation is therefore high. This meant that the use 
of explicit confirmation throughout the dialogue was considered, since this has been 
shown to be the most reliable approach (see Chapter 2). However, the other evidence 
that users dislike explicit confirmation of each response, together with the relatively 
large number of items to be confirmed in this application (surname, initial and title for 
each passenger) meant that a decision was taken to employ this technique only on a 
selective basis. 
The approach used was labelled conditional confirmation, and was intended to reduce 
the monotony of repeated confirmation. Items with a low recognition confidence 
score were played back to the user for explicit confirmation, as in the following 
example 
System: 	Please say just your first initial. 
User: 	J. 
System: 	Initial J. Is that correct? 
User: 	Yes that's correct. 
System: 	What is your title? 
Items with a high recognition confidence score were simply echoed back to the user 
with the confirmation question omitted. The dialogue in this case proceeded 
immediately to the next request with no opportunity to correct the information if this 
was incorrect, as illustrated in the following example: 
System: 	And your first initial? 
User: 	I 
System: 	Initial I What is your title? 
User: 	Mrs. 
Given the high cost of an error, it was therefore important to prevent the occurrence of 
any confident misrecognitions. Strict criteria were used to distinguish between a 




All three versions of the service employed a similar error handling strategy. A three-
level prompting architecture was used for each input stage in the dialogue. Figure 14 
shows the generic structure. 
PromptO-2 
*-4- 	Silence 	silence, ctr<3 	Recog 
Grammar 	 ctr==3 
reJecf, ctr<3 
	or 
recog 	 flBREAKOUT 
result 
Figure 14: Three Level Prompting Structure 
A detailed description of the notation seen here is given in Section 4.4.2. When the 
dialogue stage is first entered the top level prompt (Prompt 0) is played and the 
recognition grammar for this stage is activated. If a valid input is recognised the 
recognition result is returned. If however, a problem occurs the error counter ('ctr') is 
incremented and a context-sensitive error message is played, followed by the next- 
level prompt. 
The error messages are context-sensitive in that they distinguish between cases of no 
input, and input that cannot be understood. If no input was detected, either because the 
user spoke too quietly or did not speak at all, the message played is "Sorry, I didn't 
hear anything." If input was detected that could not be interpreted, because the 
recognition confidence was too low, the message played is "Sorry, I didn't understand 
that." The advantage of this approach is that users are better able to correct errors if 
they know more about them. Both messages are also worded to minimise any feeling 
of blame the user may have, by suggesting that it was the system that was responsible 
for the miscommunication. 
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The prompts at each stage are designed to give increasing amounts of help to the user 
with each error level, starting with a brief initial prompt and progressing to the use of 
more explicit instructions in the event of difficulty. An example is given below, for 
the stage in which users are asked for their title in the Speak Only version of the 
service. 
System: What is your title? 
User: <silence> 
System: Sorry, I didn't hear anything. Please say the title you'd like to 
be addressed by. 
User: Urn it's <coughs> 
System: Sorry, I didn't understand that. Please say the title you 'd like to 
be addressed by, for example, 'Miss'. 
All stages that request an item of passenger information provide an example of the 
type of input required at the final level of error recovery. 
If, after three attempts, a valid response is still not recognised the dialogue fails and 
'breakout' is initiated. In a live service this would normally mean that the caller is 
passed to a human agent to complete their enquiry. In the service created for the 
experiment, users were played a message explaining that in real life they would be 
transferred to an agent at this point, before the dialogue was politely brought to a 
close 
The three-level prompting strategy was designed to handle errors that occur as a result 
of silence, or cases where the recognition confidence is too low to determine a result. 
A strategy is also required for handling errors that occur as a result of rnisrecognition. 
The approach used throughout the service was to give users up to five attempts to 
enter each item of passenger information and have it recognised correctly. This 
means, for example, up to five cycles of the following: 
System: Please say your surname. 
User: Brown. 
System: <Service reads back incorrect surname>. Is that correct? 
User: No. 
System: I'm sorry, I'll have to ask you for your surname again. 
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Surname, initial and title are all treated in this way. Once the user rejects a recognition 
hypothesis a filter is applied to the N-best list returned by the recogniser in order to 
exclude it from any subsequent recognition attempts. If, however, after five attempts 
the information is still not recognised correctly, breakout is initiated. 
Prompt Design 
In designing the system prompts careful attention was paid to the principles described 
in Chapter 2. Prompts were designed to be short and simple, and to indicate clearly 
the level of initiative available to the user. A relatively formal register was used 
throughout, in keeping with the professional image of the airline, although care was 
taken to design with a spoken dialogue in mind rather than a written one. Prompts 
were also designed to be appropriate to the context in which they appeared. An 
example is given below (taken from the Speak Only version of the service): 
System: 	S - M - I - T - H. Is that correct? 
User: Yes. 
System: And your first initial? 
User: J. 
System: Initial G. Is that correct? 
User: No. 
System: Please say your first initial again. 
Here, the top-level prompt "And your first initial?" follows naturally from the 
preceding dialogue, and relieves the monotony of repeating the phrase "Please say". 
However, in the case where the user has experienced a misrecognition it is less 
appropriate. An alternative is therefore used, which takes into account the dialogue 
history. This illustrates the care taken throughout the dialogue to ensure that each 
occurrence of a prompt was appropriate to the context in which it appeared. 
There are two versions of every prompt that requested passenger information: one 
appropriate to the first passenger, in which references to "you" and "your" details are 
made, and one appropriate to the second passenger, which refers to the "second 
passenger" and the "second passenger's" details. The implicit assumption is that the 
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person making the booking intends to travel. This was considered the most likely 
situation in real life, and was incorporated in the scenario design for the experiment. 
Speech Output 
To avoid the use of Text-To-Speech (TTS) and the negative impact that this can have 
on user attitude, concatenated recordings of words and phrases recorded in a studio 
were used throughout the service. For most of the dialogue this was straightforward. 
However, it is not practical to record all the surnames that are possible in an 
application of this type. A new strategy was therefore devised whereby surnames were 
spelled out to the caller using concatenated recordings of letters. A typical experience 
is shown below: 
System: 	Please say your surname. 
User: 	Smith 
System: 	S - M - I - T - H. Is that correct? 
User: 	Yes 
Two versions of each letter were recorded, one with continuing intonation for letters 
in a non-final position in the surname, and one with phrase-final intonation for the 
final letter in the name. A female, Southern British English native speaker with 
previous experience of recording SLDS prompts was employed for all of the 
recordings. 
Barge-in 
Due to the brevity of most of the prompts and the potentially difficult recognition 
involved in the application, barge-in was disabled for most of the dialogue. The main 
exceptions were the first stage of the dialogue, in which users were asked how many 
tickets they would like, and first and second level confirmations, where barge-in was 
allowed during the final part of the prompt (either the question "Is that correct?" or 
"Answering 'yes' or 'no', is that correct?"). The final level prompt was 
uninterruptible, as was the item to be confirmed in each case. 
4.4. Implementation 
This section describes in detail the work carried out to implement each version of the 
service as a fully working prototype. The speech recognition system used in the 
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research is described. This is followed by examples from the flowcharts used to 
realise the dialogue designs, and their transformation into application code. The 
creation of the application grammars is also described. 
4.4.1. The Recogniser 
Speech recognition in the experiment was implemented using a commercially 
available recogniser8 . The recogniser employed is a large-vocabulary, speaker-
independent system that is optimised for telephony-quality audio and is available in a 
large number of languages including U.K. English. 
N-best processing is enabled in the system, which provides a list of possible 
recognition results, ranked from highest to lowest likelihood. Confidence scores 
computed by the system range from 0 to 100 with the higher the score, the greater the 
degree of confidence that the recognition hypothesis matches the actual utterance. If 
however, the confidence is too low, the hypothesis is rejected and a recognition result 
is not returned. The threshold at which this occurs is set to 45 by default, although this 
can be adjusted if required. 
As well as providing speech recognition the system also provides facilities for prompt 
recording and playback, natural language understanding (NLU) and dialogue 
management. 
The language model used in the NLU module can take the form of either a finite-state 
grammar or a stochastic N-gram model, with the former used in the research 
documented here. Grammars of this type are hand-coded in this system as an 
allowable sequence of words and phrases, with NLU implemented by associating an 
appropriate feature-value pair with each path in the grammar. These features are 
referred to in the system as natural language slots. 
The system also provides an extensive pronunciation lexicon for each language that it 
supports. The lexicon is in compiled format, but pronunciations for individual words 
can be accessed through use of the pronounce tool. Hand-coded application-specific 
Nuance v7.0.4, Service Pack 22 (www.nuance.com ) 
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lexicons can also be created, for words that do not appear in the system lexicon such 
as proper names. 
Dialogue management in the system is provided through a choice of a C-based 
Application Programming Interface (API) or a JAVA- based interface. Both supply a 
set of functions for creating and connecting a series of dialogue states, and support a 
modular approach to design through the use of sub-functions. The former was used in 
the work described in this thesis. 
4.4.2. Dialogue Realisation 
A finite-state machine was used to model the application dialogue. The model was 
represented graphically using a flow chart, and supported by a document containing a 
full specification of the prompt messages. The conventions used in the flowchart are 
described in Figure 15. 
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Dialogue sub-routine, summarising a 
	
DIALOGUE 	I I related set of dialogue events, which are 
SUB-ROUTINE U explained in full elsewhere in the 
flowchart. 
Message box, containing prompt message 
Prompt Label label. This refers to a single prompt file 
or to a concatenated sequence of prompt 
files as specified in the supporting 
prompts document. 
Recognition event box, including the 
Recognition  
<error 	
recognition grammar and error counter 
,  
 
variable used. Each type of result is given 
a separate exit path. 
return 	 Return point from a dialogue sub-routine, 
value including the return value or condition. 
System or Decision box containing relevant system 
variable 	2 	behaviour or variable logic and 
logic 7 arithmetic. 
Arrow to link dialogue components. Each 
component has only one point of entry, 
although zero or more exit arrows are 
possible, depending on exit conditions. 
Comment box, where further explanation 
Comments of the flowchart is required. These boxes 
are free-standing, i.e. not linked to any 
dialogue components via an arrow. 
Figure 15: SLDS Flowchart Conventions 
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An example from the flow charts is provided in the following section, together with 
excerpts from the code used to implement it. The example, albeit relatively simple, is 
designed to illustrate core elements of the implementation process used throughout the 
dialogue, including recognition processing and error handling. 
4.4.2.1. Example - 'CAPTURE INITIAL' 
The example given in Figure 16 shows the sub-routine 'CAPTURE INITIAL', which 
was common to all three versions of the service. Supporting prompts are shown in 
Table 2 
Label Prompt 
OwnlnitialO And your first initial? 
Own Initiall Please say just your first initial. 
Ownlnitial2 Please say just your first initial, for example, 'A'. 
OwninitialAgain Please say your first initial again. 
SorryOwninitialAgain Sorry, I'll have to ask you for your initial again. 
Ownlnitiall MoreTime Sorry, I'll have to ask you for your initial one more time. 
CorrOwnlnitialO Please say your first initial. 
InitialO And their initial? 
Initiall Please say the second passenger's initial. 
lnitial2 Please say just the first initial of the second passenger, for example, 'A'. 
InitialAgain Please say the second passenger's initial again. 
SorrylnitialAgain Sorry, I'll have to ask you for the initial again. 
Initiall MoreTime Sorry, I'll have to ask you for the initial one more time. 
CorrinitialO What is the second passenger's initial? 
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Figure 16: Flow Chart for Sub-Routine 'CAPTURE INITIAL' 
On first entry to the sub-routine the correct prompt label for the current passenger of 
interest is selected. Since this feature occurs throughout the dialogue, for clarity of 
presentation it is denoted by a comment. In this particular example, the prompt label 
is set to 'Ownlnitial' for the first passenger and 'Initial' for the second passenger. The 
dialogue then enters the three-level prompting structure described earlier in the 
section on error handling. 
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Once the appropriate prompt is selected and played, the appropriate recognition 
grammar is loaded and recognition is initiated. Following this, the outcome of the 
recognition event is examined, to determine which of the following three events took 
place: (1) a recognition result was returned; (2) some input was detected but was 
rejected due to low recognition confidence; or (3) no speech was detected. If either a 
reject or a no speech timeout was encountered the error counter is incremented. 
Depending on the new value, the appropriate prompt level is then set or breakout is 
initiated. 
Once it is established that a recognition result was returned (UTT_NORMAL), the 
relevant information must be extracted from the recognition result or RecResult 
returned by the recogniser. The RecResult encompasses the full range of information 
generated during recognition including a text transcription of the phrase that was 
recognised, the confidence score of the result and the number of words that were 
recognised. Figure 17 shows the code used to extract the relevant information from 
this structure. 
rec_result = AppGetRecResuit(app); 
RecResuitNumAnswerS(reC_reSUlt, &num_answers); 
for(i=O; i<num_answers; j++) 
RecResuItNLResuIt(reC_reSUit I, ni_result); 
NLGetStringSlotValue(fll_reSult, "initial', rec_input, MAXRECINPUT); 
RecResultOverallCoflfideflCe(reC_result, I, &overall_tmpconf); 
FigUre 17: Extraction of Relevant Data from Recognition Result 
First, the RecResult is retrieved and the number of items in the N-best list is 
established. Each item in the N-best list can then be examined as required. Starting 
with the top item in the list, the value of the natural language slot 'initial' is extracted, 
together with the recognition confidence. 
The next step is then to determine whether or not the user has previously rejected this 
candidate (Figure 18). In order to do this the current recognition candidate is 
compared to all previously rejected initials, which are stored in an array (gOldlnitial). 
If a match is found the recognition candidate has previously been rejected. It is 
therefore discarded as a possibility and the next item in the N-best list is examined. 
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(Items in the N-best list are semantically unique unless specified otherwise.) If a 
match is not found the current recognition candidate is stored for confirmation. 
for(i=O; knum_answers; i++) 
II got an initial 
a=O; 
Rejected BeforeFlag = FALSE; 
while(a<g Initial Rejects) 
if(strcmp(rec_input, gOldi nitial[a])==O) 
fprintf(stdout, "Discarded %s as a possibility\n", gOldlnitial[a]); 




}// end of'for'loop 
Figure 18: Test for Previous Rejection of Recognition Candidate 
Referring again to Figure 16, once an initial is recognised, the sub-routine 
'CONFIRM INITIAL' is called. This returns one of two values: either 'yes' or 'no'. If 
'no' is returned the initial was misrecognised and error handling is required (as 
described in the section on error handling). If 'yes' is returned the initial was 
recognised correctly and the dialogue proceeds to the next stage, which is the capture 
of the passenger title. 
4.4.3. Conditional Confirmation Criteria 
In the speech recognition system used, incorrect hypotheses that sound acoustically 
similar to the actual utterances can have high confidence scores. Thus, in addition to 
the absolute confidence of an utterance, its value relative to the others in the N-best 
list was also considered in the criteria used for conditional confirmation. 
The thresholds applied in the first instance were based on examining the recognition 
results and confidence scores of test utterances for each of the grammars used in the 
application. Approximately eighty utterances (twenty each from four different 
speakers) were tested for each of the grammars. 
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The final criteria applied were as follows. Let the confidence scores of the answers in 
the N-best list be denoted 0 - 0. Selecting the top answer from the N-best list, two 
conditions must be met in order for the recognition to be considered confident: 
0 1 > threshold 
101-021>10 
In cases where only one answer was returned in the N-best list, the value of 02 was set 
to a default value of zero. The exact values of threshold differed depending on the 
dialogue stage in question. Table 3 shows the values used for each of the different 
input stages. 
Strategy Surname Initial Title 
Speak Only 75 90 70 
One Stage Speak & Spell 75 90 70 
Two Stage Speak & Spell 150 90 140 
Table 3: Conditional Confirmation Thresholds 
The threshold for the Initial stage was set high in all three versions of the service, 
since several very confident misrecognitions were found at this stage during testing. 
In the Two Stage Speak and Spell version, an overall measure of the hypothesis 
confidence was obtained by summing the confidence scores from two separate N-best 
lists. This was the figure to which the confidence test was applied, with the result that 
the threshold was double that of the other versions. Where there was no match 
between the two N-Best lists and the hypothesis with the most confident spelling was 
selected as the recognition candidate, the overall confidence was calculated by 
summing the confidence score of the spelling with a default value of 50. 
Where the recognition candidate is not the top answer in the N-best list, because of 
previous rejection by the user, the test is not applied and confirmation is obligatory. 
This is also the case where the recognition hypothesis is a homophonic surname in the 
Speak Only version of the service. 
4.4.4. Grammar Design 
The grammars for the application were created by considering the exact wording of 
the system prompts and the features that the questions were expected to elicit. Care 
was taken to include in the grammars the terms and structures used in the system's 
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output, based on the evidence described in Chapter 2 that these have a strong effect on 
the language employed by users. 
4.4.4.1. Corpus of Names 
In order to provide a realistic test of each of the surname capture strategies, a large 
corpus of names was required. The source of these names was the ONOMASTICA 
lexicon, a pronunciation lexicon containing 8.5 million European names in 11 
different languages (Jack et al., 1995; Schmidt and Jack, 1994, Schmidt et al., 1993). 
A subset of 11,865 U.K. surnames from the ONOMASTICA lexicon was used to 
create the necessary grammars and pronunciation lexicon for the research, all of 
which had been transcribed or inspected by a trained phonetician. This set contained 
the 100 most common surnames in Scotland, as defined by the birth, death and 
marriage registers of 1995 9 . 
Pronunciations were specified using a system known as the Computer Phonetic 
Alphabet (CPA), which is proprietary to the recognition system used. This notation 
provides a system for expressing the phonemes defined by the International Phonetic 
Alphabet (IPA) using a standard keyboard. 
4.4.4.2. Speak Only Strategy 
In the Speak Only version the recognition grammar was designed to return both 
spelling and pronunciation in order to identify and deal with homophonic surnames. 
Distinguishable entries were used for different pronunciations of the same name, as in 
mckie_m_*_k_i for /m * k it and mckie_m_*_k_aj for /m * k aj/. An excerpt from the 
grammar and the corresponding lexicon entries is shown in Figure 19. 
http://www. groscot1and.gov.uk/statistics/Iibrary/gefliflfO/SUfl1ameS.htm1  
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Grammar 
Surname Surname:return {<surname  $return>} 
Surname 
mckiddie_m_*_k_l_d_i { return (mckiddie_m_*_k_l_d_i)} 
mckie_m_*_k_i 	{return (mckie_m_*_k_i)} 
mckie_m_*_k_aj 	{return (mckie_m_*_k_aj)} 
mckee_m_*_k_i {return (mckee_m_*_k_i)} 
Lexicon 
mckiddie_m_*_k_l_d_i 	m * k I d i 
mckie_m_*_k_i 	 m * k i 
mckie_m_*_k_aj 	 m * k aj 
mckee_m_._k_i 	 m * k i 
Figure 19: Excerpt from Grammar and Lexicon - Speak Only 
Although trivial, this example illustrates the hierarchical approach to grammar design 
supported by the recognition system used. Here the top level grammar '.Surname' 
(distinguished by the period prefix) calls the sub-grammar 'Surname' and sets the 
feature <surname> to be the value returned from the sub-grammar. 
Processing of the recognition result in this version of the application included the 
extraction of the pronunciation and orthography from the relevant entry in the N-best 
list. The pronunciation was then used to search for possible homophones. Any that 
were found were placed on the list of candidates for confirmation. The first candidate 
from the list was then offered to the user for confirmation. If this was rejected each 
alternative spelling in the list was then offered in succession until the correct one was 
read out, or the list was exhausted. 
4.4.4.3. One Stage Speak and Spell Strategy 
In the One Stage Speak and Spell strategy the surname grammar was designed to 
return only the spelling of the surname. An extract is shown below (Figure 20). 
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Surname Surname:return {<surname $return>} 
Surname 
(mckiddie ?[spelt that's] m c ?capital k I [(d d)(double d)] i e) 
{return(mckiddie)} 
(mckiddie ?[spelt that's] m small c capital k i [(d d)(double d)] I e) 
{return(mckiddie)} 
(mckie ?[spelt that's] m c ?capital k i e) {retum(mckie)} 
(mckie ?[spelt that's] m small c capital k i e) {retum(mckie)} 
(mckee ?[spelt that's] m c ?capital k [(e e)(double e)]) 
{return(mckee)} 
(mckee ?[spelt that's] m small c capital k [(e e)(double e)]) 
{return(mckee)} 
Figure 20: Excerpt From Grammar - One Stage Speak and Spell 
This grammar allowed users to link the fluent spoken name with its spelling using 
either the word "spelt", as in "Smith spelt S-M-I-T-H", or "that's" as in "Smith that's 
S-M-I-T-H". 
4.4.4.4. Two Stage Speak and Spell Strategy 
Two grammars were required for the surname capture in this strategy, one for the 
stage in which users were asked to say the name, and one for the stage in which they 
were asked to spell it. Both were designed to return only the orthography of the name. 
Early testing prior to the experiment indicated that in the Speak stage the maximum 
length of the N-best list should be increased to 30 (where ten was the default value 
used in other stages) in order to increase the likelihood of a match between the two 
lists 
4.4.5. Implementation Hardware 
The SLDS was implemented on a PC with a P11 400 MHz dual processor and 256 MB 
of RAM, running Windows NT 4.0. A Dialogic D/300SC-El card (a 30-port DSP-
based voice board with onboard digital E-1 ISDN telephone interface) installed in the 
PC was used to run the telephony. 
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4.5. The Experiment 
4.5.1. Experiment Predictions 
Based on the findings of previous research (see Chapter 2) the following experiment 
predictions were made. 
The strategies for automated surname capture that involve spelling will 
perform better in terms of recognition performance than the Speak Only 
strategy, and will therefore result in higher levels of task completion. 
Better objective performance is likely to result in a more positive user attitude 
towards the two strategies that involve spelling. However, as no previous 
research has addressed user attitude towards the routine inclusion of spelling 
information in proper name recognition interesting questions may be raised. 
Users will exhibit a more positive attitude towards the Two Stage Speak and 
Spell strategy than the One Stage Speak and Spell strategy, since intuitively it 
seems cognitively easier and more natural since it is more likely to occur in 
human-human interaction. 
4.5.2. Independent Variables 
The main independent variable in this experiment was the strategy employed for 
surname capture (Speak Only, One Stage Speak and Spell or Two Stage Speak and 
Spell). The methodology used here employs a repeated-measures approach (see 
Chapter 3). Strategy was therefore the within-subject variable employed in the 
repeated-measures design. Other independent variables were the between-subjects 
factors gender and age group (18-35 years, 36-49 years and 50 years and over). 
4.5.3. Dependent Variables 
The experiment was designed to provide both subjective and objective data on each of 
the different strategies. These data may be summarised in terms of three key 
measures. 
4.5.3.1. Mean Aftitude Score 
The first dependent variable is the mean attitude score for each strategy, derived from 
the (unweighted) mean of responses to the twenty core statements in the usability 
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questionnaire that participants were asked to complete after experiencing each 
strategy. This provides a measure of the overall attitude to the automated service by 
averaging the questionnaire results for all participants who experienced that service. 
4.5.3.2. Explicit Preference 
The second dependent variable is participants' explicit preference between the three 
different dialogue designs. Quantitative data on this were obtained as part of a de-
briefing interview, where participants were first asked which version of the service 
they preferred, followed by which version they liked least. 
4.5.3.3. Task Completion Rate 
The third key dependent variable is the task completion rate. This is the proportion of 
participants in each strategy who succeeded in booking two passengers onto the flight. 
Surname recognition accuracy plays an important part in this, however task 
completion also encompasses other factors such as the system's ability to elicit valid 
responses from the user, and to handle successfully any errors that occur. As such, it 
is an important objective measure of the effectiveness of the dialogue as a whole. 
4.5.4. Research Hypotheses 
The research documented in this thesis employed a significance-testing paradigm in 
its analysis of data (see Chapter 3). This involves the definition of a null hypothesis, 
H0. The null hypothesis states that no difference exists in the dependent variables 
between the different levels of the independent variable. In the context of this 
experiment therefore, three separate null hypotheses were defined: 
HOA - there will be no difference in mean attitude score between the three 
different strategies for automated surname capture. 
HOB - there will be no difference in the distribution offirst, second and third 
rankings awarded to the three different strategies for automated surname 
capture. 
Hoc - there will be no difference in task completion between the three different 
strategies for automated surname capture. 
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4.5.5. Experiment Design 
The experiment designed to test these hypotheses employed a repeated-measures 
design, which meant that each participant experienced all three strategies for surname 
capture. In order to control for any potential order effects, the order of presentation of 
the different strategies was balanced across the experimental group. There were six 
possible orders in which participants could experience the three different strategies. 
4.5.6. Experiment Procedure 
Throughout the experiment the researcher followed a prepared script in order to 
ensure that all participants experienced the same procedure. First, participants were 
welcomed and the purpose of the research was explained to them. Each participant 
was then asked to make three telephone calls, one to each version of the service. An 
excerpt from the relevant section of the researcher script is shown below: 
Thanks for coming in to help. Today I'd like you to try out a new 
automated telephone service that we've developed for the airline bmi It's 
a ticket hotline for giving awayfreeflights. 
There are three versions of the service. I'm going to ask you to make one 
telephone call to each, filling out a questionnaire afterwards to say what 
you thought of it, and then at the end I'll also ask you a few general 
questions.. 
So, ifyou can imagine this scenario. You've seen an advert in the paper. 
Read out Task Sheet 1. 
In each call participants were given the same task - to book themselves and a 'friend' 
on the free flight being offered by the airline. The use of the participant's own 
surname in the experiment reflects the most likely scenario in real life, and was 
considered most likely to elicit a natural speaking style. The addition of a 'friend' 
provided both a wider range of inputs with which to test the system and enough 
experience of the application for participants to form judgments about it. Participants 
were allocated a different 'friend' for each call in order to vary the details of the task 
and thus maintain their interest. Details were supplied on a task sheet (Figure 21), and 
were chosen from a set of fictitious personae created for the purpose of the 
experiment (see Section 4.5.7). 
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bmi have just announced the introduction of a new service from Edinburgh to Paris. 
To celebrate its launch they are giving awayfree tickets on the new service over the 
Bank Holiday weekend in May. 
The following flight is on offer: 
OUTBOUND: 	Edinburgh to Paris 
Date: 	 Friday the 3rd of May 
Departure time: 	10:40 
Arrival time: 	12:50 
RETURN: 	Paris to Edinburgh 
Date: 	 Monday the 6th of May 
Departure time: 	18:55 
I Arrival time: 	19:10 
Tickets are available on a first come first served basis and are limited to two per 
caller. You decide to try your luck. 
You are planning to travel with your friend: 
Miss Linda Smith 
Ring the ticket hotline to see if there are any tickets left. 
Figure 21: Example Task Sheet 
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During each call, objective measures were gathered using automatic call logging. 
Items of spoken input were recorded, together with the timing of each action and the 
corresponding recognition result. In addition to providing data on recognition 
accuracy and other low-level measures such as in-grammar rates, this also provided a 
'map' of the path taken through the interaction, which was used to determine whether 
or not the task was successfully completed. 
After each telephone call participants were asked to complete a Likert usability 
questionnaire to assess their attitude towards the interface. The questionnaire 
comprised the core set of twenty statements, as described in Chapter 3, plus five 
supplementary statements that were designed to examine specific aspects of the 
service under test and which were analysed separately. The additional statements are 
shown in Table 4. 
Usability Attribute 
I felt confident that the service registered my details correctly 
Sometimes the service didn't understand what I said 
The way in which the service read out surnames was confusing 
The letters of the alphabet were always read out clearly 
My conversation with the service felt natural 
Table 4: Additional Likert Statements 
Participants were judged to have enough experience of the service to complete a 
questionnaire once they had successfully entered their own surname, or alternatively 
made three valid attempts at doing so, during which the recogniser failed to 
understand the surname correctly. Participants who hung up or broke out before either 
of these conditions were met were given a second attempt at the call. Failure in both 
attempts resulted in abortion of the whole procedure. 
Finally, at the end of the experiment a one-to-one interview was carried out, in order 
to obtain detailed qualitative data concerning participants' reaction to each of the 
strategies. This was structured, and designed to address participants' preference 
between the different dialogue strategies, the way in which they were asked for 
information and the way in which this information was then read back to them. 
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4.5.7. Experiment Personae 
One persona was created for each participant in the experiment. This was re-used 
within individual order groups, once each in the first, second and third calls, which 
meant that each persona was used a total of three times in the experiment. 
For realism, the personae surnames and initials were selected at random from the 
phone book. Some twelve of these surnames were found to be missing from the 
original ONOMASTICA lexicon. This is a reflection of real life where it is unlikely 
that 100% coverage would be achieved. However, since the problem of out-of-
vocabulary surnames was outside the scope of this investigation, these were manually 
added to the grammars and system lexicon, together with the names of eleven of the 
participants who took part in the experiment. 
Once the missing names were added, the sample of surnames was roughly split 
between homophonic (49.0%) and non-homophonic names (51.0%). To achieve an 
exact split one of the unambiguous surnames was replaced with a homophonic one. 
Otherwise, the surnames were used exactly as found in the telephone directory, 
including one that was double-barrelled. Care was taken to ensure that the surnames 
allocated to each participant were always of the same type (homophonic or non-
homophonic) to ensure that this was not a factor when comparing the three strategies. 
Table 5 shows the final list of personae surnames employed in the experiment. 
The personae group was divided equally into men and women. Men were allocated 
the title 'Mr', with the female group split evenly between 'Mrs', 'Ms' and 'Miss'. 
Less common titles were omitted from the trial, although 'Dr' was included in the 
grammars. First names were then created with the appropriate initial and gender in 
order to complete the personae. 
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Non-homophonic  Homophonic  
Abel Grant Bailley MacKay 
Adam Grodynski Bain Mackenzie 
Anderson Henderson Barnes Mathews 
Bell Hunter Burt McDonald 
Black Jessops Cowan McGurk 
Boyd Kennedy Crookes McKinlay 
Braby Lawson Curran Millar 
Brady-Greenock Love Dillon Mime 
Brash Maxwell Ferguson Moffat 
Calder McKendry Flynn Montgomery 
Chibbett McSherry Gold Norton 
Cousin O'Flynn Green O'Neill 
Crossan Richmond Groat Orr 
Davidson Robertson Henry Park 
Dott Roderick Hughson Reed 
Duffy Saddington Hynds Reid 
Dune Shuja Jordan Shaw 
Flockhant Sneddon Kelly Shiels 
Foubister Spence Lawrie Smith 
Fowler ITurner Lindsay Stewart 
French lWaddell Livingston Stuart 
Fry 1will Low Todd 
Galloway lWilliamson MacCoIl Tweedie 
Gow lWood MacGregor lWilson 
Table 5: Experiment Personae Surnames 
4.5.8. Participants 
A total of 96 members of the Edinburgh population were recruited to take part in the 
research. However, data from one participant had to be discarded due to researcher 
error. Table 6 shows the make-up of the final sample of 95 participants, which was 
approximately balanced for age and gender. 
Age Group Female Male TOTAL 
18-35 years 16 16 32 
36-49 years 16 16 32 
50+ years 15 16 31 
TOTAL 47 48 95 
Table 6: Participant Demographics 
Within each of these age and gender groups approximately equal numbers of 
participants were allocated to each order of presentation in order to achieve an overall 
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balance. Participants were invited to attend their experiment session for a period of 
around 30 - 45 minutes. Each was rewarded for their time with a £20 honorarium. 
Table 7 provides a summary of the final experiment design. 
Title - Usability of Strategies for Automated Surname Capture Over 
the Telephone 
Design - Repeated-measures 
Null Hypothesis HOA- there will be no difference in mean attitude score between the 
three different strategies for automated surname capture. 
HOB- there will be no difference in the distribution of first, second and 
third rankings awarded to the three different strategies for automated 
surname capture. 
Hoc- there will be no difference in task completion between the three 
different strategies for automated surname capture. 
Research Predictions The strategies for automated surname capture that involve 
spelling will perform better in terms of recognition performance than 
the Speak Only strategy, and will therefore result in higher levels of 
task completion. 
Better objective performance is likely to result in a more positive 
user attitude towards the two strategies that involve spelling. 
Users will exhibit a more positive attitude towards the Two Stage 
Speak and Spell strategy than the One Stage Speak and Spell 
strategy. 
Dependent Variables I Mean Attitude Score 
2 Explicit Preference 
3 Task Completion 
Other Data 1 Qualitative Interview Answers 
2 Recognition Accuracy 
3 In-Grammar / Out-Of-Grammar Rates 
4 Silence / Reject Rates 





Strategy (3 levels) 
(Participant) 1 Gender (2 levels) 
2 Age Group (3 levels) Independent Variables 
Extraneous Variables 1 
Order of Presentation (6 levels). Controlled by balancing allocation 
across group. 
2 
Researcher Differences. Controlled by following a prepared 
procedure and script. 
Location - University Premises, Edinburgh 
Honorarium - £20 
Duration - 30 - 45 minutes 
Table 7: Summary of Experiment Design 
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4.6. Results 
4.6.1. Summary of Results 




Explicit Preference Task 
Completion Most Preferred Least Preferred 
Speak Only 4.57 13.7% 63.2% 51.6% 
One Stage Speak & Spell 5.18 46.3% 10.5% 80.0% 
Two Stage Speak & Spell 5.17 37.9% 17.9% 77.9% 
Table 8: Key Results 
In each case the Speak Only strategy performed or was rated the poorest. Details are 
provided in the following sections. 
4.6.2. Mean Attitude Score 
4.6.2.1. Summary 
All three strategies were rated better than neutral. However, the mean attitude scores 
for the two strategies that involved both speaking and spelling the name were 
considerably more positive than that of the Speak Only version. 
To establish the significance of these results, a repeated-measures analysis of variance 
(ANOVA) was carried out using the mean attitude scores for each strategy. The 
within-subject factor was strategy, with gender, age group and order of presentation 
of the three versions as the between-subject factors. The results showed a very highly 
significant effect of strategy on attitude (p<0.001). 
Pair-wise contrasts showed there was no significant difference in the mean attitude 
score when comparing the two Speak and Spell strategies to each other. However, 
when comparing the Speak Only strategy to each of the two Speak and Spell 
strategies, a very highly significant difference was found in the mean attitude score in 
both cases (p<0.001). 
Table 9 shows the results of the analyses in detail. The first row in the table (labelled 
'Strategy') shows the ANOVA results for the main within-subject effect of strategy. 
The results for the main effect are shown (labelled 'Overall'), followed by the figures 
for each of the pair-wise contrasts between strategies (labelled 'Speak Only vs One 
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Stage', 'Speak Only vs Two Stage' and 'One Stage vs Two Stage' respectively). The 
subsequent three rows in the table show the results for two-way interactions between 
the independent variables in the experiment. This is followed by the Error figures for 
this analysis. In the second half of the table, the results for between-subject effects are 
presented. The results for the three main participant variables are shown (gender, age 
group and order of presentation), together with the results for two-way interactions 
between these factors, and lastly, the error figures for this analysis. Significant results 
are highlighted in bold. 





 Square  F 
Within Subject Effects - 
Overall 21.687 1.668 13.003 24.226 .000 
Speak Only vs One Stage 33.489 1 33.489 45.526 .000 
Strategy 
Speak Only vs Two Stage 31.543 1 31.543 24.410 .000 
One Stage vs Two Stage .029 1 .029 .044 .834 
Overall 1.060 1.668 .636 1.184 .304 
Speak Only vs One Stage - - - - - 
Strategy * Gender 
Speak Only vs Two Stage - - - - - 
One Stage vs Two Stage - - - - - 
Overall 3.099 3.336 .929 1.731 .160 
Speak Only vs One Stage - - - - - *  Strategy 	Age 
Speak Only vs Two Stage - - - - - 
One Stage vs Two Stage - - - - - 
Overall 10.574 8.339 1.268 2.362 .021 
Speak Only vs One Stage 13.995 5 2.799 3.805 .005 
Strategy * Order 
Speak Only vs Two Stage 16.205 5 3.241 2.508 .040 
One Stage vs Two Stage 1.521 5 .304 .462 .803 
Error(Strategy) Overall 52.817 98.401 .537 
Speak Only vs One Stage 43.401 59 0.736 
Speak Only vs Two Stage 76.239 59 1.292  
One Stage vs Two Stage 38.811 59 0.658  
Between Subject Effects  
Gender 1.012 1 1.012 .657 .421 
Age  .189 2 .094 .061 .941 
Order 35.880 5 7.176 4.659 .001 
Gender *Age  2.517 2 1.258 .817 .447 
Gender * Order 3.497 5 .699 .454 .809 
Age * Order 9.625 10 .963 .625 .787 
Error 90.873 59 1.540 
Table 9: ANOVA for Mean Attitude Score 
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The results showed a moderately significant interaction between the main effect of 
strategy and the order of presentation of the different strategies. The nature of this 
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Figure 22: Interaction Between Strategy and Order - Mean Attitude Score 
Although all order groups tended to rate the Speak Only strategy lower than either of 
the other two strategies the difference was greatest in Order Groups 3 and 4 (i.e. 
amongst participants who experienced the One Stage Speak and Spell strategy first). 
In order to investigate this further the ANOVA was repeated for each individual order 
group. The results showed that a very highly significant effect of strategy was present 
in Order Group 3 (p<0.001), together with a highly significant effect of strategy in 
Order Group 4 (p=0.009). No significant effect of strategy was found in any of the 
other order groups. It should be noted however, that the sample size in each case was 
small (fifteen or sixteen participants per order group). It is possible that an effect of 
strategy was present in these order groups that was not strong enough to be detected 
given the sample size. In any case the effect was much stronger in Order Groups 3 and 
4. 
The term 'Estimated Marginal Mean' on the y-axis refers to the mean values predicted for each cell 
by the model employed in the ANOVA. 
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A significant between-subjects effect of presentation order was also detected in the 
results for the mean attitude score. To examine this effect more closely the mean 
attitude score averaged across all three strategies was calculated for each order group. 
The results are shown in Table 10. 
Order Group Order Estimated Marginal Mean 
1 Speak Only - One Stage - Two Stage 5.29 
2 Speak Only - Two Stage - One Stage 5.04 
3 One Stage - Speak Only - Two Stage 5.26 
4 One Stage - Two Stage - Speak Only 4.53 
5 Two Stage - One Stage - Speak Only 5.38 
6 Two Stage - Speak Only - One Stage 4.51 
Table 10: Mean Attitude Score by Order Group 
The mean scores indicate that participants in Order Groups 4 and 6 expressed similar 
opinions to each other, but were less positive than those in other groups. Further 
illustration of this is provided in Figure 23, which shows the distribution of responses 
in each group. Note also that unlike in other groups, all participants in Order Group 5 
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Figure 23: Combined Mean Attitude Score by Order Group 
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A post hoc Tukey test was used to carry out pair-wise comparisons between the 
different order groups. This showed that participants in Order Groups 4 and 6 were on 
average significantly less positive towards all three strategies than those in Order 
Group 5 (p<0.05). 
Examination of the task completion rates for each group showed that a slightly higher 
proportion of participants in Order Groups 4 and 6 succeeded in completing the task 
only once or not at all across all three versions (a total of four and five participants 
respectively, compared to just one or two in other groups). This may partly explain 
their relative negativity towards the strategies. Task completion in Order Group 5, on 
the other hand, was not unusually high. 
In order to investigate these effects further the possibility of outliers was examined. 
'Outliers' are participants who express extreme views. If they are at the same time one 
of only a small number of participants in a particular experimental cell, this is liable to 



















o c O 	0 Jø 










I 	 I 
1.00 	2.00 	300 	400 500 	600 	700 








Figure 24 shows a plot of the mean attitude scores for the Speak Only strategy against 
the average of the mean attitude scores for the two Speak and Spell strategies, broken 
134 
down by Order Group''. Pair-wise comparisons between the various order groups 
showed that the difference between these two scores was significantly different 
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Figure 24: Mean Attitude Score (Speak Only vs Spell Strategies) by Order Group 
Further examination of the plot shows that participants in Order Group 3 tended to 
score the two strategies that involved spelling higher than other groups (their scores 
lying more to the right hand side of the plot). Moreover, there was one participant in 
this group for whom the difference in scores between the Speak Only and two Speak 
and Spell strategies was particularly large, indicated on the figure with a pink arrow. 
This participant (a man aged over 50 years, of whom there were three in Order Group 
3) rated the Speak Only strategy below two on the 7-point scale, in comparison to an 
average score of above five for the two strategies that involved spelling. 
Removal of this participant from the overall data set meant that the overall interaction 
between strategy and order of presentation became non-significant (jr=0.068). 
Given that there was no significant difference between the mean attitude scores for the two strategies 
that involved spelling it was considered reasonable to combine them. 
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However, exclusion of this data point is somewhat arbitrary, as closer examination 
indicated that the attitude data were congruent with the participant's other results, 
both in terms of the opinions he expressed in the interview and in terms of task 
completion (he successfully entered both sets of passenger details using the Speak and 
Spell strategies but failed to do so when using the Speak Only strategy). As a result, 
the decision was taken to include this data point in the analyses. 
Other potential outliers are indicated on the figure with a black arrow. However, 
removal of these participants from the data set had little further effect on the results. 
Again their selection for exclusion is somewhat arbitrary. Closer inspection of all the 
results for these participants showed a logical connection between their experiences 
and the opinions they expressed, which were consistent across questionnaires and in 
the interview. It was therefore decided to retain the full set of data points throughout 
the remaining questionnaire analysis. 
4.6.2.2. Comparison of Users' First Experiences 
The final analysis carried out on the mean usability scores was a univariate analysis of 
variance (ANOVA) run on the scores for participants' first experience of the service 
(Table 11). Each strategy was experienced by approximately a third of the group (31, 
32 and 32 participants respectively) in their first call. 
Mean Attitude Score (First Call) Sum of Squares df Mean Square F Sig. 
Strategy 1.652 2 .826 1.012 .368 
Gender .275 1 .275 .337 .563 
Age .104 2 .052 .064 .938 
Strategy * Gender .786 2 .393 .481 .620 
Strategy * Age 2.427 4 .607 .744 .565 
Gender * Age .038 2 .019 .023 .977 
Error 62.837 77 .816 
Table 11: Univariate ANOVA for Mean Attitude Score (First Experience) 
The results showed that, comparing participants' first experience only, strategy did 
not significantly affect attitude overall. However, this may be due to the lower power 
to detect effects of between-participant comparisons. 
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4.6.3. Core Usability Attributes 
4.6.3.1. Summary 
The results for the mean attitude score reflect participants' responses to each of the 
core usability attributes in the questionnaire. Figure 25 shows a profile of the mean 


















Figure 25: Usability Profile - Core Usability Attributes 
The usability profile shows that the Speak Only strategy was consistently rated lower 
than either of the two strategies that involved spelling, which were rated very 
similarly throughout. In general participants rated the two strategies that involved 
spelling positively, at around 4.5 or above on the 7-point scale (fourteen attributes 
scored above 5.0). The exception was the attribute prefer human, on which all three 
strategies scored below neutral, indicating that participants would prefer to talk to a 
human regardless of the strategy employed by the automated service a result often 
encountered in previous in-house research with other telephone-based services. 
Participants rated the Speak Only strategy negatively (i.e. below the neutral point of 
4.0) on several attributes. Participants found it frustrating, they did not feel in control 
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when using it, they felt it needed improvement, did not enjoy using it and would prefer 
to talk to a human being in comparison (here it scored even lower than the two 
strategies that involved spelling). 
4.6.3.2. Significant Effects in Core Usability Attributes 
In order to test the significance of these results a repeated-measures ANOVA similar 
to the one employed for the mean attitude score was carried out for each of the 
individual usability attributes in the questionnaire. The within-subject factor in each 
case was strategy, with age group, gender and order of presentation of the three 
strategies as the between-subject factors. 
The results showed a significant main effect of strategy for fifteen of the twenty core 
usability issues (*), and one that approached significance (p<0.06 in each case) for a 
further three issues (*). A summary is given in Table 12. (Note that where sphericity 
was violated the results given are for the Greenhouse-Geisser test.) Table 13 shows 
the results of pair-wise contrasts between the different strategies, for those attributes 
where strategy was found to have a significant or near significant effect. 
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Attribute Significant Effects 
Strategy (df=2; F=1 7.243;p<O.00l) 
Frustration Strategy * Age (df4;F=3.429;p=0.01 1) 
Strategy * Order (df= 1 0;F4.222;p<0.001) 
Degree Of Concentration 
Strategy (df=1 .691 ;F=5.577;p=0.008) 
Order (df=5;F=4.582;p=0.001) 
Too Fast no significant effects 
Strategy (df=2;F1 2.867;p<O.O0l) 
Degree Of Stress Order (df=5;F=4.846;p=0.001) 
Gender * Order (df=5;F=2.670;p=0.031) 
Degree Of Control Strategy (df=1 .778;F=1 2.501 ;p<0.001) 
Knew What To Do Strategy (df=2;F=3.055;p=0.051) 
Strategy (df=2;F=4.364;p=0.01 5) 
Degree Of Confusion Strategy * Order (df=10;F=1.875;p=0.055) 
Order (df=5;F=3.783;p=0.005) 
Ease Of Use 
Strategy (df=1 .733;F=2 1 .904;p<0.00 1) 
Order (df=5;F=3.339;p=0.010) 
Flustered 
Strategy (df=2;F=1 6.932;p<0.001) 
Order (df=5;F3.726;p0.005) 
Degree Of Complication Order (df=5;F=7.399;p<0.001) 
Reliability 
Strategy (df=2; F= 14.890;p<0.00l) 
Strategy * Order (df=10;F=1.890;p=0.053) 
Efficiency 
Strategy (df=1 .650;F=24.386;p<0.00 1) 
Strategy * Order (df=8.249;F=3.892;p<0.001) 
Needs Improvement 
Strategy (df=2;F= 19.1 28;p<0.001) 
Strategy * Order (df=1 0; F=3.206;p<0.001) 
Strategy (df=1 .676;F=18.205;p<0.001) 
Degree Of Enjoyment Strategy * Order (df=8.380;F=2.466;p=0.016) 
Order (df=5; F=2.764; p=0.026) 
Prefer Human Strategy (df=1 .621 ;F=7.1 1 3;p=0003) 
Strategy (df=2;F= 16.702;p<0.001) 
Happiness To Use Again Strategy * Order (df=10;F=2.267;p=0.018) 
Order (df=5;F=2.919;p=0.020) 
Clarity Of Voice 
Strategy (dfl .621 ;F=5.964;p=0.005) 
Order (df=5;F=3.546;p0.007) 
Liked Voice 
Strategy (dfl .648;F=3.274;p0.051) 
Gender * Order (df=5;F=3.271 ;p=O.011) 
Strategy (df=1 .795;F3.021 ;p=0.O58) 
Friendly Order(df=5;F=3.041;p=0.017) 
Gender * Order (df=5;F=3.623;p=0.006) 
Strategy (df2;F3.8 1 9;p=O.O25) 
Polite 
Order (df=5;F=3.333;p=0.010) 
Gender * Order (df=5;F=2.803;p=0.024) 
Age * Order (df=10;F=2.650;p0.010) 









Frustration df=1 ;F=27.71 9;p<O.001 df=1 ;F20.221 ;p<O.00l - 
Degree Of Concentration - df=1 ;F=7.495;p=O.007 df=1 ;F=5.653;p0.021 
Too Fast - - - 
Degree Of Stress df=1 ;F=1 7.605;p<O.00l dfl ;F=1 6.702;p<O.001 - 
Degree Of Control df=1 ;F=20.043;p<O.001 dfl ;F=1 3.363;p0.00l - 
Knew What To Do - dfl ;F=4.836;p=O.032 - 
Degree Of Confusion df=1 ;F=6.059;p0.O1 7 dfl ;F6.1 70;p0.0l6 - 
Ease Of Use df=1;F=14.042;p<0.001 df=1;F=5.509;p=0.022 - 
Flustered df=1 ;F=25.207;p<O.001 df=1 ;F=20.886;p<O.001 - 
Degree Of Complication - - - 
Reliability df=1 ;F=26.851 ;p<O.001 df=1 ;F=14.261 ;p<O.00l - 
Efficiency df=1 ;F=53.924;p<O.001 dfl ;F=21 .1 04;p<O.001 - 
Needs Improvement df=1 ;F=28.323;p<O.001 df=1 ;F=24.539;p<O.001 - 
Degree Of Enjoyment df=1 ;F=38.434:p<O.001 dfl ;F=1 9.51 9;p<O.00l - 
Prefer Human df=1;F=7.354;p=0.009 df=1;F=9.462;p0.003 - 
Happiness To Use Again df=1 ;F=24.142;p<O.001 df=1 ;F=20.1 13;p<O.001 - 
Clarity Of Voice df=1 ;F=9.696;p0.003 df=1 ;F=6.535;p=O.O1 3 - 
Liked Voice - dfl;F4.478;p0.039 - 
Friendly df=1;F=7.255;p0.009 - - 
Polite df=1 ;F=7.499;p0.008 - - 
Table 13: Pair-Wise Contrasts Between Strategies (Core Usability Attributes) 
Clearly, the surname capture strategy had a significant effect on users' attitudes 
towards a large number of issues. In fact, there were just two issues where it did not 
have an effect. Participants did not find any of the three strategies too fast or too 
complicated, rating each similarly on the 7-point Likert scale. 
The Speak Only version was rated significantly lower than the One Stage Speak and 
Spell strategy on fifteen of the twenty core usability issues, and significantly lower 
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Figure 27: Speak Only vs Two Stage Speak and Spell Summary 
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There were thirteen attributes on which participants rated the Speak Only strategy 
significantly lower than both of the strategies that involved spelling. They found it 
significantly more frustrating, more stressful, felt less in control when using it, found 
it more confusing, less easy to use, it made them feel more flustered, they felt it was 
less reliable and efficient, more in need of improvement and they enjoyed using it less. 
They also felt more strongly that they would prefer to talk to a human being after 
experiencing it, they were less happy to use it again and rated the voice clarity lower, 
despite the fact that the same voice was used in all three strategies. The latter result 
may be related to participants' responses to the additional statement "The way in 
which the service read out surnames was confusing." (see Section 4.6.4) where again 
the Speak Only strategy was rated significantly poorer than either of the two Speak 
and Spell strategies, despite the same method being employed in each. Comments 
from the interview suggested this was because poor recognition in the Speak Only 
strategy often led to unfamiliar surnames being read out, which participants found 
confusing. It may also have led to a perception that the voice was less clear in this 
version. 
The overall pattern differed slightly in only four cases. For the attributes friendly and 
polite for example, only the One Stage Speak and Spell strategy was rated 
significantly higher than the Speak Only version; the Two Stage Speak and Spell 
strategy was rated similarly (all three were in fact rated positively on these issues). 
For the attribute liked voice on the other hand, this pattern was reversed. As with the 
issue of voice clarity, these results are interesting since the same voice was employed 
across all three strategies, leading to an expectation of similar results for all three on 
these issues. It appears instead that perceptions of the system voice are affected by 
participants' attitudes towards other aspects of the service (although it should be noted 
that the overall effect of strategy in each case was barely or only moderately 
significant -p<0.06 for both liked voice and friendly and p=0.025 for polite). 
In the fourth case, concentration, the Speak Only strategy was again rated 
significantly lower than the Two Stage Speak and Spell strategy. However, the One 
Stage Speak and Spell version was also rated significantly lower than the Two Stage 
Speak and Spell strategy (mean scores 4.38 and 4.67 respectively). This was the only 
issue for which there was a significant difference between the two strategies that 
involved spelling. 
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Throughout, the order of presentation of the three different strategies was found to 
have a significant effect on the results. An interaction between strategy and order of 
presentation was detected for five of the core attributes (frustration, efficiency, needs 
improvement, degree of enjoyment and happiness to use again) and one that was 
approaching significance for a further two (confusion and reliability)12 . In each case 
the main effect of strategy was present only in some order groups. It was found 
consistently amongst participants in Order Group 3 (those who experienced the One 
Stage Speak and Spell strategy first, followed by the Speak Only strategy), and in five 
of the seven cases it was also found amongst participants in Order Group 4 (the other 
group that experienced the One Stage Speak and Spell strategy first). This was 
reflected in the results for the mean attitude score, where the effect of strategy was 
significant only in these groups. 
A significant between-participants effect of order of presentation was also detected for 
eleven of the core attributes (concentration, degree of stress, confusion, ease of use, 
flustered, degree of complication, degree of enjoyment, happiness to use again, voice 
clarity, friendly and polite). Post hoc Tukey tests failed to detect any significant pair-
wise comparisons in three cases (degree of enjoyment, happiness to use again and 
voice clarity) but for nine of the above attributes at least one significant pair-wise 
comparison was detected. Participants in Order Groups 4, 5 and 6 were those involved 
most often. Those in Order Group 5, who experienced the Two Stage Speak and Spell 
version first followed by the Speak Only strategy, generally exhibited a more positive 
attitude compared to other groups (significant when compared to those in Order 
Groups 4 and 6), whilst those in Order Groups 4 and 6, who experienced the two 
speak and spell strategies first, tended to be less positive compared to all other groups. 
12 	 . Removal of the potential outlier m the data meant these became non-significant. It also meant that 
the interaction found for happiness to use again became barely significant (p=0.050), reducing the 
number of significant interactions amongst individual attributes to four, and making the overall 
interaction between strategy and order non-significant. The main effect of strategy remained significant 
in each case. 
143 
Despite investigation, there is no obvious reason for this pattern of results. Some of 
the significant interactions between strategy and order of presentation may have been 
due to an outlier in the data. However, even with this data point removed a number of 
significant interactions of a similar nature remained and, ultimately, the evidence in 
favour of excluding this data point was not considered strong enough to justify its 
removal. Similarly, the between-subjects effects of order detected may have due in 
part to lower task completion in two of the order groups. Here again however, the 
evidence was not strong. 
It is difficult therefore, to draw any firm conclusions on this issue. However, when the 
comparison between strategies was repeated in the second experiment of the series 
(again involving an automated telephony context see Chapter 5) the effects of order 
detected here were not replicated, which provides support for the idea that these were 
due to the particular characteristics of this set of participants and would not 
necessarily generalise to the whole population of end-users. 
4.6.4. Additional Likert Statements 
The mean responses to each of the additional statements in the questionnaire are 
shown in Figure 28. In general this reveals a similar pattern of response to the one 
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Figure 28: Usability Profile - Additional Likert Statements 
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Participants did not feel confident that their details had been registered correctly after 
using the Speak Only version of the service, rating this strategy just below neutral on 
the 7-point Likert scale. In contrast, both Speak and Spell strategies were rated 
positively on this issue. 
A similar pattern was found for the read out surnames, despite the fact that the same 
method was used in each strategy. As noted earlier, comments from the interview 
suggest this may have been because poor recognition in the Speak Only strategy often 
led to unfamiliar names being read out, which participants found confusing. 
In contrast, participants felt that letters were read out clearly in all three strategies 
(although the Speak Only strategy still scored significantly lower than the One Stage 
Speak and Spell version). This is reasonable given that the same voice was used in 
each. 
Interestingly, all three strategies scored poorly on the service's ability to understand. 
This may have been due in part to the statement wording "Sometimes the service 
didn't understand me", which possibly invites an 'agree' response even in the case of 
only one or two recognition errors during the call. 
It is also interesting that none of the strategies resulted in a conversation that felt 
natural to the user. All three strategies scored around neutral on this issue. 
As for the core usability attributes, a repeated measures ANOVA was carried out for 
each statement. The within-subject factor in each case was strategy, with age group, 
gender and order ofpresentation of the three strategies as the between-subject factors. 
A summary of the results is provided in Table 14. In each case a significant effect of 
strategy was found. Pair-wise comparisons (Table 15) showed that with only one 
exception the Speak Only strategy was rated significantly lower than each of the two 
strategies that involved spelling. The exception was letters read out clearly for which 
only the difference between the Speak Only version and the One Stage Speak and 
Spell strategy was significant. 
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Attribute Significant Effects 
Confident Details Correct 
Strategy (df=1 .7333;F21 .904;p<O.001) 
Order (df=5;F=2.432;p0.045) 
Service Didn't Understand 
Strategy (df=2 ; F=1 8.296;p<O.00l) 
Strategy * Order (df= 1 O;F 1 .950;p=O.045) 
Strategy (df=2;F27.697;p<0.001) 
Read Out Of Surnames Confusing Strategy * Order (df10;F1 .973;p=O.O42) 
Age (df=2;F=5.068;p0.009) 
Letters Read Out Clearly 
Strategy (df=1 .809;F=5.615;p0.006) 
Order (df=5;F3.299;p0.01 1) 
Conversation Natural Strategy (df=2;F=5.262;p0.006) 








Confident Details Correct dfl ;F32.607;p<O.001 df=1 ;F=25.398;p<O.001 - 
Service Didn't Understand dfl ;F=32.841 :p<O.001 df=1 ;F=21 .31 8;p<O.001 - 
Read Out Of Surnames Confusing df 1 :F38.864;p<O.001 df 1 ;F38.O1 5;p<0.001 - 
Letters Read Out Clearly dfl ;F=16.450;p<O.001 - - 
Conversation Natural dfl ;F9.719;p0.003 df=1; F=5.141  ;p=0.027 - 
Table 15: Pair-Wise Contrasts Between Strategies (Additional Likert Statements) 
There were also a number of effects and interactions relating to the order of 
presentation of the three strategies. A between-subjects effect of order was found for 
two of the statements: confident details correct and letters read out clearly. Post hoc 
Tukey tests failed to detect any significant pair-wise comparisons in the case of the 
former. In the latter participants in Order Group 5 were on average significantly more 
positive than those in Order Group 6 (p=0.034). Again this is similar to results found 
for the core set of usability attributes. 
An interaction between strategy and order of presentation was detected for the 
statements service didn't understand and read out of surnames confusing. In both 
cases participants in Order Groups 4 and 6 rated the three strategies similarly, whilst 
strategy was found to have a significant effect in other groups. 
Age had a significant effect on attitudes towards the statement "The way in which the 
service read out surnames was confusing". A series of post hoc Tukey tests showed 
that on average, participants in the oldest age group found the read-out of surnames 
significantly more confusing than those in the youngest age group (p= 0 . 004). 
4.6.5. Explicit Preference 







Speak Only 13.7 63.2 
One Stage Speak & Spell 46.3 10.5 
Two Stage Speak & Spell 37.9 17.9 
No Clear Preference 2.1 8.4 
Table 16: Explicit Preference Between Strategies 
The Speak Only version was the least preferred option for the majority of participants 
(63.2%). Chi-square tests confirmed that the distributions of responses for most and 
least preferred strategy were unlikely to occur by chance (p<0.001 in both cases). 
Based on the responses to the question of most and least preferred version, an absolute 
ranking was calculated for each of the three versions, for each participant. For each 
pair-wise comparison, each strategy in the pair was coded as either the preferred (+I) 
or the less preferred (-1) of the two. Pair-wise comparisons on these rankings were 
then carried out using the Binomial test, excluding cases where participants did not 
express a preference. The Speak Only result was very highly significant when 
compared to each of the other two versions (p<O.00l). However, there was no 
significant difference between the two strategies that involved both speaking and 
spelling the name. 
When asked for their reasons for their choice (using the open question "Why was 
that?") most of the group who selected the Speak Only version as their least preferred 
option (81.7%) said this was the result of trouble being understood. A total of 18.3% 
complained that this version did not allow them to use spelling and 13.3% commented 
that the service appeared to be 'guessing' or randomly selecting the surnames that it 
read back to them. 
Those who ranked the Speak Only version highest did so for a variety of reasons. The 
most common were: not having to spell surnames (38.5%) and better recognition than 
other versions (30.8%). 
More than half of the participants who chose the One Stage Speak and Spell version 
as their most preferred strategy mentioned spelling in their reasons. Some 28.9% of 
those who selected this version said that being allowed to spell the passenger details 
influenced their decision. A further 28.9% were more specific, citing being able to 
speak and spell the details at the same time. Better recognition performance was also 
147 
given as a reason, by 33.3% of this group. In addition, 17.8% said this strategy was 
quicker, 15.6% felt more confident that their details had been registered correctly, and 
13.3% found it easier to use. 
Reasons offered by those who ranked the One Stage Speak and Spell strategy the 
lowest were mixed. Some 30.0% of this group chose it because of problems with the 
recognition, 20.0% did not like having to spell the title and 20.0% did not like having 
to say and spell the information at the same time. Other reasons given include having 
to use spelling in general, and a feeling of unnaturalness in the conversation. 
Of those who preferred the Two Stage Speak and Spell strategy, 36.1% said better 
recognition performance was their reason. The other main reasons mentioned were 
that it was easier (25%), quicker (13.9%) and did not ask for the spelling information 
at the same time (16.7%). Other reasons include being allowed to spell, a feeling of 
confidence that the details had been registered correctly and a feeling that this version 
of the service was more natural. 
Participants who chose the Two Stage Speak and Spell strategy as their least preferred 
option cited trouble with the recognition as their reason. This was the most common 
response, given by 61.1% of this group. Other reasons include being forced to spell 
the name, repetitiveness and the fact that this was the first version they had tried. 
4.6.6. Other Interview Results 
4.6.6.1. Surname 
When questioned as to what they thought of the ways in which they were asked to 
give surnames, a total of 50.5% of participants mentioned spelling as a positive 
feature: 15.8% specified that they liked being asked to say and spell the surnames at 
the same time, 8.4% expressed a preference for the two stage process and 26.3% were 
non-specific. Those in the non-specific group generally liked spelling because it 
improved recognition performance and/or they were in the habit of spelling their 
name over the telephone. Those who expressed a preference for giving the surname 
and its spelling at the same time did so generally because they perceived this to be 
quicker. The group who preferred the two-stage process felt it was more natural. 
Interviewees were also asked what they thought of the way in which the different 
versions of the service read out surnames. Most participants said this was fine 
EN 
(66.3%). There were only a few negative comments; 4.2% for example, said that some 
of the letters were unclear and 4.2% said that the way in which surnames were read 
out was unnatural. Only one participant (1.1%) commented that the service should say 
the names as well as spelling them. It seems therefore, that on the whole participants 
were happy with the method used, in which surnames were read out using 
concatenated recordings of letters. 
4.6.6.2. Initial 
When asked about the way in which they were asked to give initials participants on 
the whole said this was "fine" or "OK" (63.2%). Only 12.6% of participants said they 
would like to be able to use phrases such as "D for David" in their reply. 
There was a similarly positive response towards the way in which initials were read 
out by the service. Some 74.7% of participants said that this was "clear" and/or "fine". 
Only 5.3% commented that some of the letters were unclear, whilst 7.4% suggested 
that the service use phrases such as "A for Alpha" to avoid any possible confusion. 
4.6.6.3. Title 
There were several negative comments concerning the stage in which the passenger 
title was requested. Some 8.4% of participants felt that the request for title 
information was outdated or unnecessary, whilst 9.5% found the term 'title' itself 
confusing. A sizeable minority (24.2%) commented negatively on being asked to spell 
the title, a further 7.4% mentioned that this was an odd request, and 5.3% said that 
they felt unsure how to spell 'Mr' or 'Mrs' (thinking that a full length version, as in 
for example 'Mister' might be required). On the other hand, 31.6% of participants 
said that the various ways of asking for the title were fine, and 12.6% thought being 
asked to spell them was a good idea, mainly to avoid confusion between 'Miss' and 
'Ms'. 
Most participants (80.0%) felt the way in which titles were read out was fine, 
although 4.2% commented that the output of 'Miss' and/or 'Ms' was not as clear as it 
could have been. 
4.6.7. Task Completion Rate 
A reminder of the task completion rate for each of the three different strategies is 
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Figure 29: Task Completion Rates for Each Strategy 
Task completion was much higher in the two strategies that involved spelling than it 
was in the Speak Only version. More than three quarters of all participants succeeded 
in achieving their goal using the two spelling strategies, compared to only just over 
half in the Speak Only version. 
The pattern of results was very similar to that observed in the attitude and interview 
data. The effect of strategy on task completion was very highly significant (Cochran's 
Q p<0.001). Pair-wise comparisons then showed that the differences between the 
Speak Only version and each of the other two versions were very highly significant 
(McNemar p<0.001), whilst there was no significant difference between the two 
spelling strategies. 
4.6.8. Reasons for Task Failure 
There were two main reasons for task failure in the application: the registration of 
incorrect passenger details or breakout to an agent as a result of dialogue failure. 
The former could occur either as the result of a confident misrecognition on the part 
of the system, or as a result of participants explicitly confirming incorrect 
information. 
The latter could also occur for one of two reasons. Firstly, as a result of three 
successive failures to recognise a valid response from the user, either because they 
were silent or gave an out-of-grammar response, or because the recogniser was unable 
to produce a recognition hypothesis. Secondly, breakout could occur as a result of 
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repeated failure on the part of the system to recognise valid information correctly. 
Users were asked to give each piece of information up to a total of five times. If after 
five attempts the system failed to recognise it correctly, breakout was initiated. 
Table 17 summarises the incidence of each type of task failure in the experiment. 
Strategy 




Speak Only 9.5 38.9 
One Stage Speak & Spell 9.5 10.5 
Two Stage Speak & Spell 8.4 13.7 
Table 17: Summary of Task Failures 
In addition, one participant failed to complete the task as a result of hanging up after 
three failed attempts at entering the second passenger's surname. 
4.6.8.1. Breakout 
Breakout was the most common cause of task failure in all three strategies. However, 
the level of breakout was significantly higher in the Speak Only version than in either 
of the other two strategies (McNemar p<0.001). This was largely as a result of the 
number of breakouts at the surname stage. Some 29.5% of participants broke out 
during this stage in the Speak Only version, compared to 4.2% in the One Stage Speak 
and Spell version and 5.3% in the Two Stage Speak and Spell version. This contrasts 
with other stages in the dialogue where all three strategies produced a similarly low 
level of breakout (Table 18). However, it should be noted that fewer participants 








Own Other Own Other Own Other 
Speak Only 11.6 17.9 3.2 2.1 0.0 3.2 
one Stage Speak &Spell 1.1 3.2 2.1 2.1 0.0 2.1 
Two Stage Speak & Spell 4.2 1.1 2.1 2.1 2.1 2.1 
Table 18: Summary of Breakouts During Capture of the Passenger Details 
An investigation of the reasons for breakout at the surname capture stage showed that 
92.9% of all breakouts in the Speak Only strategy were the result of five failed 
attempts to recognise the information correctly. This contrasts with the other two 
strategies, in which no breakouts of this type occurred. The remainder of the 
breakouts in the Speak Only strategy can be accounted for as follows: one participant 
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initially rejected the correct surname at the confirmation stage and was therefore 
unable to re-enter it, and in another case 'yes' was misrecognised as 'no', which had a 
similar effect. 
The reasons for breakout at the surname capture stage in the two strategies that 
involved spelling were varied. In the One Stage Speak and Spell strategy one 
participant broke out attempting to give their own surname, through a combination of 
silent and out-of-grammar responses. Three more broke out giving the other 
passenger's surname, two as a result of supplying out-of-grammar responses and the 
third as a result of the recogniser repeatedly rejecting valid input (the utterance 
'Moffat M 0 F F A T'). In the Two Stage strategy four participants broke out 
attempting to give their own surname; two had valid input rejected by the recogniser 
three times in a row (the names 'Wallace' and 'Pennock'), one gave out-of-grammar 
responses at the confirmation stage and in one case background noise was mistaken 
for the word 'no' at the confirmation stage. In addition, one participant broke out 
attempting to give the other passenger's surname as a result of saying 'no' to the 
correct result at the confirmation stage (since the service had not read out the 
apostrophe in the name O'Flynn). 
4.6.8.2. Incorrect Details Registered 
The number of failures due to the registration of incorrect details was very similar in 
each of the strategies. Strategy had no effect on the number of participants who failed 
as a result of this problem (Cochran's Q). 
Table 19 shows a detailed breakdown of the number of errors of this type at each 








Own Other Own Other Own Other 
Speak Only 4.2 3.2 0.0 2.1 0.0 0.0 
One Stage Speak & Spell 0.0 3.2' 4.2 3 .2* 0.0 0.0 
Two Stage Speak & Spell 0.0 3.2 4 .2* 2 . 1* 0.0 0.0 
Table 19: Incorrect Details Registered by Dialogue Stage 
one participant in each strategy registered two incorrect details. 
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Task failures of this type were due to a mixture of participant and system error. In all 
three strategies for example, at least one surname was misrecognised with enough 
confidence to pass the conditional confirmation test, resulting in the acceptance of an 
incorrect surname without a request for confirmation from the user. This resulted in 
task failure a total of 6 times, and is discussed further in Section 4.6.14. There was 
also at least one occurrence of misrecognition during a confirmation stage in each 
strategy, each of which meant that an incorrect recognition hypothesis was accepted. 
This occurred a total of 4 times. 
Participant error took the form of explicitly confirming information that was incorrect. 
Two participants (2.1%) for example, confirmed an incorrect surname for the second 
passenger (one accepted 'Braby' in place of 'Brady', and the other accepted 'Codd' in 
place of 'Todd'). In addition, a total of 14.7% of participants across the three different 
strategies explicitly confirmed an initial that was incorrect. 
This is probably due to the fact that, despite every effort being made with the 
recordings, some letters were difficult for participants to distinguish over the 
telephone. Table 20 provides details of the mistakes made at the 'capture initial' stage. 
Initial Spoken Initial Confirmed by Participant Num Participants 
F S 7 
S F 3 
I P 2 
A E 1 
0 B 1 
Table 20: Misrecognised Initials Confirmed by Participants 
'F and 'S' were found to be particularly confusable with one being accepted as the 
other a total of ten times across the three versions. Another facet of the same problem 
was that four participants broke out as a result of saying 'no' to the correct initial: in 
two cases this was 'F' and in two cases it was 'S'. 
A minority of participants (16.8%) gave responses of the type 'A for apple' at least 
once during the various stages of their three calls (this was not allowed in the 
recognition grammars). However, none of these responses made use of the standard 
military call sign alphabet ('Alpha', 'Bravo' etc.). The majority involved the use of a 
first name to describe the letter concerned. 
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4.6.9. Recognition Accuracy - Surname 
Surname recognition accuracy played an important part in the level of breakout (and 
therefore task completion) observed in the experiment. Table 21 shows the average 
recognition accuracy experienced by users, when giving their own surname and that 
of the other passenger, for all participants who reached these stages and made at least 
one in-grammar attempt at the surname in question. 
A recognition result was defined to be correct if the correct hypothesis was read back 
to the user, regardless of any subsequent response on their part, or misrecognition at 
the confirmation stage. In the Two Stage Speak and Spell strategy a single attempt at 
a surname involved two separate dialogue stages. For an attempt to qualify as in-
grammar therefore, the utterances at both these stages had to be in-grammar. This is 
the criterion used in the calculations presented throughout the research. 
The results for recognition accuracy were then determined by calculating the accuracy 
experienced by each user and averaging these accuracies across all the users. In order 
to allow comparisons between the different strategies the results were calculated 
ignoring utterances that were rejected unless they were both in-grammar and resulted 
in a breakout. This was again due to the fact that in the Two Stage Speak and Spell 
strategy a single attempt at a surname involved two separate dialogue stages at which 
rejects might occur, compared to only one for the other strategies. In fact, there was a 
very low occurrence of rejects that were both in-grammar and resulted in a breakout. 
There were none in the Speak Only strategy. In the One Stage Speak and Spell 
strategy just 0.4% of the average user's responses resulted in a reject of this type, 





 (Num Participants) 
Speak Only 63.9%(93) 55.4% (81) 
One Stage Speak & Spell 96.0%(92) 92.2%(89) 
Two Stage Speak & Spell F 	91.6%(86) 89.3%(87) 
Table 21: In-Grammar Surname Recognition Accuracy 
The recognition results obtained during surname capture are comparable to other work 
in the field (documented in Chapter 2). The One Stage Speak and Spell strategy 
achieved an accuracy of over 90% for both surnames. Performance in the Two Stage 
Speak and Spell strategy was only slightly lower, falling to just under 90% for the 
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other surname. Both performed considerably better than the Speak Only strategy, 
where the average recognition accuracy was as low as 55.4% for the other passenger's 
surname 
4.6.9.1. Own Surname 
A repeated-measures ANOVA was carried out on data from the 83 participants who 
provided an in-grammar response at this stage in all three versions of the service. 
Strategy was the within-subject factor, with age group, gender and order of 
presentation included as between-subject factors. 
The result was a very highly significant effect of strategy on surname recognition 
accuracy (p<O.00l). The Speak Only strategy performed significantly worse than 
either of the other two strategies (p<O.00l) although there was no significant 
difference between the two spelling strategies. Both of the spelling strategies 
performed well, achieving accuracies of over 90%. 
4.6.9.2. Other Surname 
To allow some comparisons between the different strategies to be made, data for this 
stage were restricted to the 44 participants who completed all three calls, and gave an 
in-grammar response at this stage in each. 
Based on this group the average recognition accuracy experienced by participants was 
67.2% in the Speak Only version, 94.9% in the One Stage Speak and Spell version 
and 86.7% in the Two Stage Speak and Spell version. 
A repeated-measures ANOVA was carried out on the results, with strategy as the 
within-subjects factor and age and gender as the between-subjects factors. Order of 
presentation was omitted as a factor in this case since it was found to have no effect, 
and the reduced sample size meant its inclusion created empty cells in the analysis. 
Based on this, strategy was found to have a highly significant effect on the recognition 
accuracy for the other passenger surname (p=0.008). The performance in the Speak 
Only version was significantly poorer than that in the One Stage Speak and Spell 
strategy (p0.001), although this was the only significant difference in the pair-wise 
compansons. 
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Closer inspection revealed that gender had a significant effect on these results 
(p=0.030). On average, women experienced poorer recognition accuracy than men 
when giving the second passenger's surname. Table 22 shows the results for each 
strategy broken down by gender. 
Strategy Male (N19) Female (N25) 
Speak Only 78.9% 58.3% 
One Stage Speak & Spell 97.4% 93.0% 
Two Stage Speak & Spell 89.5% 84.7% 
Table 22: Surname Recognition Accuracy by Gender (Other Surname) 
Analysing the two groups separately it was found that strategy had no significant 
effect on the recognition accuracy experienced by men. The results for women, on the 
other hand, followed the pattern found in previous analyses i.e. strategy had a highly 
significant effect (p=0.004) and the Speak Only version performed significantly worse 
than either of the other two strategies (p<0.05). There was no significant difference in 
the performance of the two spelling strategies. 
4.6.9.3. Bias in the Results 
Removing participants who broke out of the dialogue from the data set means that 
those with the greatest recognition difficulties were excluded from the analysis. As a 
result, the figures given for the other passenger's surname will tend to exhibit a 
positive bias. 
An estimate of the degree of bias introduced can be obtained by calculating the 
accuracy for participants' own surname based on the sub-group who did not break out 
and comparing it with the figure already calculated for the whole sample. 
Table 23 shows both sets of figures. Of the 47 participants who completed calls to all 
three strategies, 40 provided an in-grammar response in each when asked for their 
own surname. 
Strategy Own Surname (N=83) Own Surname (N=40) 
Speak Only 62.9% 74.3% 
One Stage Speak & Spell 96.8% 98.5% 
Two Stage Speak & Spell 91.6% 92.9% 
Table 23: Effects of Removing Participants Who Did Not Complete Three Calls 
The bias introduced was greatest in the Speak Only version, which is to be expected 
since this was the strategy with the highest level of breakout. 
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A repeated-measures ANOVA on the reduced data set again showed that strategy had 
a significant effect on the recognition accuracy for participants' own surnames 
(p<0.001). Recognition accuracy in the Speak Only version was significantly poorer 
than in either of the two versions (p<0.005), although there was no significance in the 
difference between the two spelling strategies. Thus, even excluding those 
participants who broke out as a result of recognition difficulties, the Speak Only 
performance was significantly worse. 
4.6.9.4. Own vs Other Surname 
In all three strategies recognition performance on participants' own surname was 
slightly better than on the other passenger's surname, suggesting that familiarity with 
the name had a positive effect. However, repeating the ANOVA described above with 
an additional within-subjects factor passenger number showed that the effect was not 
significant. 
4.6.10. Recognition Accuracy - Initial 
Table 24 shows the average recognition accuracy experienced by users when giving 
their own initial and that of the other passenger, for all participants who attempted this 
stage and gave at least one in-grammar response. 
Strategy 
Own Initial 
 (Num Participants) 
Other Initial 
(Num Participants) 
Speak Only 86.8%(81) 86.1%(63) 
One Stage Speak & Spell 86.3%(94) 84.9%(87) 
Two Stage Speak & Spell 80.0%(94) 88.2%(89) 
Table 24: In-Grammar Recognition Accuracy - Passenger Initial 
In all three versions the level of misrecognition during the capture of the initial was 
fairly high. Combined across both sets of passenger details and all three strategies a 
total of 23.5% of the initials uttered during the course of the experiment were 
confused with another initial by the recogniser (2.3% were rejected). Table 25 shows 
the counts of initials uttered and the corresponding recognition results. Table 26 
shows the same figures expressed as percentages (rounded to the nearest percent for 
reasons of space). Initials for which there are no entries in the table did not occur 
during the experiment. 
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Table 25: Confusion of Initials (Counts) 
RecognisedI( 
flADUDflDDIIUIjDEIIiBflflhlB 
Table 26: Confusion of Initials (Percentages) 
The greatest proportion of errors was caused by the letter 'A', which was 
misrecognised in 54.8% of cases. It was mistaken for a variety of other letters, most 
frequently 'E', and failure to recognise it correctly resulted in breakout a total of five 
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times. (This was because of the wide variety of letters it could be mistaken for. Other 
initials which caused significant problems tended to have only one main source of 
error, which could then be eliminated in a single error recovery loop.) The second 
most error-prone initial was the letter 'F' which was misrecognised as 'S' in 52.9% of 
cases. The letter 'J', which was the most common initial both in the participant group 
and in the names selected from the telephone directory, also caused problems. It was 
misrecognised as 'G' in almost a quarter of cases which, in combination with the 
results for 'A', suggests that the vowel /ei/ is a source of difficulty for the recogniser. 
4.6.11. Recognition Accuracy - Title 
Table 27 shows the average recognition accuracy experienced by users when giving 
their own title and that of the other passenger, for all participants who attempted this 





 (Num Participants) 
Speak Only 98.0%(76) 98.2%(58) 
One Stage Speak & Spell 100.0%(87) 100.0%(83) 
Two Stage Speak & Spell 95.8%(88) 95.2%(86) 
Table 27: In-Grammar Recognition Accuracy - Passenger Title 
The results for this stage suggest that the titles 'Miss' and 'Ms' are not as confusable 
as first thought. In fact recognition performance at this stage was excellent. 
4.6.12. In-Grammar, Out-Of-Grammar and Silent Responses 
4.6.12.1. Surname 
One area in which the Speak Only strategy was not the poorest performer was in its 
ability to elicit in-grammar responses at the surname stage. Table 28 shows the 
proportion of in-grammar (IG), out-of-grammar (OOG) and silent responses at the 
surname capture stage for each strategy. The figures given are the proportion of 
requests for input that were met with each type of response. 
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Strategy 
Own Surname Other Surname 
IG OOG Silence IG OOG Silence 
Speak Only 92.8% 5.3% 1.9% 91.8% 7.8% 0.5% 
One Stage Speak & Spell 80.0% 19.2% 0.8% 82.7% 17.3% 0.0% 















Table 28: In-Grammar, Out-Of-Grammar and Silent Responses - Surname 
The level of out-of grammar responses was highest in the One Stage Speak and Spell 
strategy. Table 29 shows a breakdown of the various types of out-of-grammar 
responses provided during surname capture, for each of the different strategies. The 
results are shown combined for both passengers since when analysed separately there 
was little difference between the two. 
Reason Response 
Was Out-Of-Grammar 
Speak Only One Stage Speak & Spell 
Two Stage Speak & Spell 
Say Surname Spell Surname 
No spelling n/a 15 n/a 0 
Added spelling 6 n/a 4 n/a 
Spelling only 5 0 10 n/a 
Total (spelling-related) 11 15 14 0 
Additional speech 5 13 7 0 
Filled pause/false start 2 5 0 0 
End pointing 1 5 0 4 
Speech too early 0 2 0 8 
Other 9 6 3 5 
Total input attempts 421 251 242 254 
Table 29: Breakdown of Out-Of-Grammar Surname Utterances by Strategy 
The analysis showed that when comparing reasons for out-of-grammar utterances 
across strategies omission of the spelling was not the principal reason for the higher 
level of out-of-grammar responses in the One Stage Speak and Spell strategy, as 
might have been expected. In fact, each of the other two strategies produced a broadly 
equivalent number of problems as a result of participants including the spelling in 
stages where it was not requested (either providing it together with the fluently spoken 
name or providing it in place of the spoken name). Instead, the main reason for the 
higher level of out-of-grammar responses was the inclusion of additional speech. All 
three versions produced replies where the correct response was embedded in 
extraneous speech (due to the already vast size of the surname grammars, this was not 
allowed). However, the incidence of this was higher in the One Stage Speak and Spell 
strategy. The nature of the additional speech was roughly divided between preamble 
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such as "My surname is..." and the inclusion of the title and/or the first name together 
with the surname, as in for example "Simon Moffat M 0 F F A T". There was also a 
higher incidence of filled pauses and false starts in the One Stage Speak and Spell 
strategy, possibly as a result of the greater complexity of the input task. 
In stages where the spelling of the surname was requested there was some occurrence 
of end-pointing errors, which meant that participants were interrupted mid-spelling. 
Increasing the length of the end-of-speech timeout for these stages may help to 
alleviate this problem. The value used in the experiment was 1.5 seconds. 
The way in which out-of-grammar utterances were handled by each strategy was then 
examined. It was found that in terms of rejecting out-of-grammar utterances the One 
Stage Speak and Spell strategy was the most effective. 
Of the 34 out-of-grammar responses to the top level prompt in this strategy for 
example, 24 were rejected by the recogniser, which meant that error recovery was 
initiated. The corresponding figures for the Speak Only strategy and the individual 
speak and spell stages of the Two Stage Speak and Spell strategy were 9 out of 23, 3 
out of 20 and 4 out of 16 respectively. A higher proportion of out-of-grammar 
responses were falsely accepted as valid input in these strategies, resulting in an 
incorrect recognition hypothesis in the majority of cases. Careful design of the error 
recovery prompts in the One Stage Speak and Spell strategy also meant that the 
majority of the out-of-grammar responses that resulted in error recovery were 
subsequently converted to an in-grammar response at either the second or third level 
(18 out of 24). Thus, although the number of out-of-grammar responses was higher in 
the One Stage Speak and Spell strategy, in most cases these were successfully 
detected and recovered from. 
4.6.12.2. Initial 
Table 30 shows the proportion of in-grammar, out-of-grammar and silent responses at 
the dialogue stage in which the initial is requested, for each strategy. 
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Strategy 
Own Initial Other Initial 
IG OOG Silence IG OOG Silence 
Speak Only 93.1% 3.4% 3.4% 90.6% 8.2% 1.2% 
One Stage Speak & Spell 91.5% 5.4% 3.1% 89.5% 5.6% 4.8% 
Two Stage Speak &Spell 1 93.9% 3.1% 1 	3.1% T90.3% 5.6% 4.0% 
Table 30: In-Grammar, Out-Of-Grammar and Silent Responses - Initial 
The pattern of response was similar across the three different strategies, which is to be 
expected since this stage was the same in each version. 
4.6.12.3. Title 
Table 31 shows the proportion of in-grammar, out-of-grammar and silent responses at 
the title capture stage, for each strategy. 
Strategy 
Own Surname Other Surname 
IG OOG Silence IG OOG Silence 
Speak Only 78.6% 8.2% 13.3% 69.2% 6.6% 24.2% 
One Stage Speak & Spell 77.0% 21.2% 1.8% 79.0% 21.0% 0.0% 















Table 31: In-Grammar, Out-Of-Grammar and Silent Responses - Title 
The title capture stage appeared to cause some confusion in all three versions of the 
service, with in-grammar rates of less than 80%. In both the Speak Only and Two 
Stage Speak and Spell strategy the level of silence was unusually high. In the One 
Stage Speak and Spell strategy the problem was slightly different in that participants 
gave a reply, but one that was frequently out-of-grammar. 
These results support the comments made in the de-briefing interview that some 
participants found the use of the term 'title' confusing, and were not initially sure 
what was meant by this. The different way in which participants reacted to the One 
Stage Speak and Spell strategy may be due to the different style of prompting used. In 
both the Speak Only and Two Stage Speak and Spell strategies, the prompt at this 
stage was a question: "What is your/their title?" In the One Stage Speak and Spell 
strategy the prompt was an instruction: "Please say then spell your/the second 
passenger's title". The difference in the pattern of results suggests that a direct 
instruction is more likely to elicit a response, although not necessarily one that is in-
grammar. 
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4.6.13. Length of Interaction 
The inclusion of an extra dialogue stage in the Two Stage Speak and Spell strategy 
did not have a significant effect on call duration. The average call length, based on the 
47 participants who completed all three calls, was 142s in the Speak Only version, 
130s in the One Stage Speak and Spell version, and 140s in the Two Stage Speak and 
Spell version. The One Stage Speak and Spell version showed a tendency to be 
fastest, however none of the differences were found to be statistically significant. 
4.6.14. Conditional Confirmation 
Analysis showed that in all three strategies at least one surname was misrecognised 
with enough confidence to pass the conditional confirmation test (for a reminder of 
the criteria see Section 4.4.3), with the result that the participants involved were 
unable to complete the task successfully. Details of the confident misrecognitions are 
given in Table 32. 
Strategy Surname Recognised 01 02 101 .021 
Speak Only 
Stuart Sture 88 77 11 
Scott Gotch 80 63 17 
Bell Bill 78 59 19 
Gow Gell 77 54 13 
One Stage Speak & Spell McGregor MacGregor 82 0 82 
Two Stage Speak & Spell 
Stuart Sture 155 138 18 
Bell Dell 157 141 16 
Table 32: In-Grammar Confident M isrecognitions 
In addition, a small number of out-of-grammar attempts resulted in a confident 
recognition result at the surname stage, which was both unexpected and undesirable. 
There were three occurrences of this type in the One Stage Speak and Spell strategy, 
and one in the Two Stage Speak and Spell strategy. Table 33 shows the relevant 
confidence scores for each of the out-of-grammar utterances. 
Strategy Oi 02 101 .021 
One Stage Speak & Spell 
82 0 82 
76 0 76 
78 0 78 
Two Stage Speak & Spell 164 0 164 
Table 33: Details of Out-Of-Grammar Confident Misrecognitions - Surname 
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Some of the misrecognitions therefore occurred with very high confidence levels. 
This is in fact commensurate with other research (Sturm et al., 2001) which concluded 
that it is virtually impossible to define thresholds in such a way that no false accepts 
and no false rejects are caused. 
4.6.15. Relationship Between Results 
4.6.15.1. Relating Mean Attitude Score to Explicit Preference 
The ability of the usability questionnaire to predict participants' explicit preferences 
was assessed by comparing the predicted preference (based on the difference between 
the questionnaire scores for the three versions of the service) with the expressed 
preference for each participant. The prediction accuracy was scored as 1 if the 
predicted and expressed preference agreed, or 0 if they disagreed outright. Cases 
where either the predicted or expressed preference was neutral were excluded from 
this part of the analysis (e.g. if the mean attitude score was the same for two or more 
versions). 
For the question of participants' least preferred strategy the overall prediction 
accuracy was 80.7%, which is considerably better than the 33% accuracy that would 
be expected for random or uniformly neutral prediction. Correlation analysis 
confirmed that the departure from chance was very highly significant (Cramer's V 
0.596,p<0.001). 
Similarly, the overall prediction accuracy for the most preferred strategy was 71.2%. 
Again, the correlation was very highly significant (Cramer's V 0. 504,p<0 . 001 ). 
The usability questionnaire was therefore a reliable indicator of participants' 
preference between versions. 
4.6.15.2. Relating Mean Attitude Score to Task Completion 







 (Num Participants) 
Speak Only 5.08 (49) 4.04 (46) 
One Stage Speak & Spell 5.36 (76) 4.46 (19) 
Two Stage Speak & Spell 5.29 (74) 4.75 (21) 
Table 34: Mean Attitude Score by Task Completion 
Unsurprisingly perhaps, it appears that participants who were successful in 
completing the task had a more positive attitude towards the interface, in all three 
strategies. Unrelated-samples t-tests confirmed the effect was very highly significant 
(p<0.001) for the Speak Only and One Stage Speak and Spell versions and significant 
(p=0.021) for the Two Stage Speak and Spell version. This corresponds with results 
for the PARADISE model, where task completion was found to be a significant 
predictor of user satisfaction. 
4.7. Discussion 
Prior to the experiment three experiment predictions were made. Firstly it was 
suggested that the strategies for automated surname capture that involve spelling 
would perform better in terms of recognition performance than the Speak Only 
strategy, and would therefore result in higher levels of task completion. Results from 
the experiment provided support for this claim. Recognition performance was 
significantly poorer in the Speak Only strategy than in either of the other two 
strategies for participants' own surname (p<0.001), and significantly poorer than in 
the One Stage Speak and Spell strategy for the other surname (p=0.001). This poorer 
recognition performance led to a significantly higher level of breakout in the Speak 
Only strategy than in either of the other two strategies (p<0.001 in each case), which 
in turn led to significantly lower task completion (again p<O.00l in each case). High 
task completion was achieved in each of the two strategies that involved spelling 
(80.0% in the One Stage Speak and Spell strategy and 77.9% in the Two Stage Speak 
and Spell strategy). The results for the Speak Only strategy were significantly poorer, 
with only just over half of all participants succeeding in their goal (51.6%). 
The second prediction was that better objective performance was likely to result in a 
more positive user attitude towards the two strategies that involve spelling. Again, the 
experiment provided empirical support for this claim. Unsurprisingly, it was found 
that for each strategy the mean attitude score was significantly higher amongst 
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participants who successfully completed the task than for those who did not. It would 
seem likely therefore, that since more people completed the task in the two strategies 
that involved spelling overall attitudes towards them would be more positive, and in 
fact this was found to be the case. The mean attitude scores for the two spelling 
strategies were very similar at 5.17 and 5.18 (a positive rating on a seven-point scale). 
For the Speak Only strategy the mean attitude score was significantly lower than for 
either spelling strategy, at 4.57 (p<0.001 in both cases). In terms of explicit 
preference, the Speak Only strategy was also the least preferred option for the 
majority of participants (63.2%) and was ranked top by fewest participants (13.7%). 
Opinion was more divided on the two spelling strategies - both were ranked top by a 
roughly equal number of participants. 
This leads on to the third prediction made prior to the experiment, in which it was 
claimed that users would exhibit a more positive attitude towards the Two Stage 
Speak and Spell strategy than the One Stage Speak and Spell strategy, on the basis 
that it appears cognitively easier, and more natural since it is more likely to occur in 
human-human interaction. In fact, this claim was not supported. Participants rated the 
two Speak and Spell strategies very similarly both in terms of mean attitude score and 
explicit preference. Qualitative data showed that in either case participants were 




An Investigation of the Effect of Modality 
on the Usability of Strategies for 
Automated Surname Capture 
5.1. Overview 
This chapter describes the second in the series of experiments carried out to examine 
the problem of automated surname capture, this time within two different contexts 
(over the telephone and face-to-face with an ECA). First, the motivations for this 
research are described and the relevant literature is reviewed. The design of the 
automated telephony and multimodal SLDSs in which the three different surname 
capture strategies were set is then summarised. Refinements to the dialogue design 
used in Experiment 1 are described, followed by a detailed description of the ECA 
employed in the research, with reference to the literature reviewed in Chapter 2. The 
work carried out to implement each of the designs as a fully working prototype is 
described. This is followed by a summary of the experiment design. The hypotheses 
and objectives of the experiment are defined, and a detailed summary of the 
experiment procedure and participant demographics is provided. Finally, the results of 
the experiment are described in depth, and their implications are discussed. 
5.2. Introduction 
Results from Experiment 1 provided a clear answer as to which of the three surname 
capture strategies was least usable when experienced in an automated telephony 
context (Davidson et al., 2004). Based on each of the key measures of usability the 
Speak Only strategy was the least effective. Both strategies that involved spelling 
performed significantly better, however there was no substantial difference between 
the two. 
Building on this work, the second experiment in the series sought to determine 
whether the addition of multimodal output to the interface, in the form of an embodied 
conversational agent, would affect the pattern of these results. Intuitively, it was felt 
unlikely to alter the relative objective performance of the three surname capture 
strategies. However, in light of the literature reviewed in Chapter 2, it was considered 
possible that the addition of an ECA would affect users' attitudes towards the 
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different strategies and their preferences between them. As documented earlier, it is 
often argued that the use of an ECA can result in expectations of a more human-like 
interaction (Bartneck, 2003; Cassell et al., 1999a; Shneiderman, 1998; Wilson, 1997). 
In the context of this research this may mean an increase in the appeal of the Two 
Stage Speak and Spell strategy in comparison to the One Stage Speak and Spell 
strategy, given that the latter is less common in human-human interaction. Higher 
expectations of the system may also result in even more negative attitudes towards the 
Speak Only strategy. On the other hand, use of an embodied character may make 
users more forgiving of the technological shortcomings in the Speak Only version 
(Nijholt and Hulstijn, 2000) thereby boosting the usability of this strategy. 
Moreover, even if the relative usability of the three strategies were to remain the 
same, an ECA may add value in terms of the overall usability of the application in 
comparison to the telephone interface. Given the information-gathering nature of the 
task in this application, the positive effects of ECAs found in some studies 
documented in Chapter 2 on attention and recall are perhaps less applicable in this 
context. Dialogue efficiency, real or perceived, may be improved through more 
effective turn taking (Cassell and Thórisson, 1999) but this is likely to be very subtle. 
Visual reminders of the task domain may also help the recognition performance 
(Nijholt and Hulstijn, 2000) but again the effects of this are likely to be slight since 
relatively few of the problems in Experiment 1 resulted from off-topic discourse. 
Instead, it is more likely that the presence of an ECA will have significant effects on 
users' attitudes towards the application, which may be rendered more appealing and 
engaging as a result (Lester and Stone, 1997; van Mulken et al., 1998). 
In order to allow a direct comparison between the two interfaces an experiment was 
therefore designed in which the three different strategies for surname capture were 
investigated in both an automated telephony context, and face-to-face with an ECA 
on-screen 
Few previous studies have compared these two modes. In one example disfluency 
rates in speech collected from interactions with a multimodal ECA were compared 
against data gathered via a telephone interface (Bell et al., 2000). The two dialogue 
corpora were collected separately, albeit in a similar domain (travel planning). The 
analysis showed that there was a lower level of disfluency in the embodied dialogues, 
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partly because of a difference in prompting style between the two applications, but 
partly also because of participants responding to the ECA as they would to a human. 
Disfluency in human-human communication is less common in face-to-face 
interaction than it is in telephone conversation (Cassell and Thórisson, 1999). 
Other research has sought to compare users' reactions to the two modes. Bickmore 
and Cassell (2002), for example, examined the effects of social dialogue or 'small 
talk' on interactions with a virtual estate agent (REA) when this was experienced both 
over the phone and face-to-face on-screen. The results were fairly complex, but 
showed a tendency for participants to rate the telephone condition higher. REA was 
considered friendlier, warmer, more informed and more knowledgeable when talked 
to over the phone for example. Task-only dialogue, however, was found to be more 
fun and less tedious when embodied, whilst social dialogue was considered more fun 
and less tedious over the phone. Participants who experienced the task-only dialogue 
also felt that REA knew and understood them better when she was embodied, and 
levels of disfluency were lower in this condition. 
REA's role in each case was to provide information on apartments that were shown 
on-screen. In the embodied condition she appeared life-sized in front of the 3D 
apartments she described. In the telephone condition the apartments were also 
displayed but here the interaction with REA took place via an ordinary telephone 
placed on a table in front of the screen. In both cases therefore, the interface contained 
a visual element. The user evaluation, moreover, was based on the Wizard of Oz 
technique, which meant that recognition performance was unrealistically high. 
In contrast to this, a real recogniser was employed by Morton et al. (2004) in their 
comparison of an automated telephone banking service with an on-screen version 
personified by an ECA. (There was no visual component in the telephone service in 
this case.) Results from an attitude questionnaire similar to the one employed in this 
research showed that although there was no significant difference between the two 
services overall, participants felt that the service with an ECA was significantly less 
complicated. (The telephone service on the other hand, was considered significantly 
more efficient.) Moreover, when participants' attitudes were compared following their 
first experiences of the services, the ECA service was found to be significantly more 
enjoyable. There was, however, no objective data gathered in this study. 
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The experiment described in this chapter therefore not only extends the work carried 
out in Experiment I by examining automated surname capture within a new modality 
context; it also builds on previous work comparing telephone and ECA interfaces by 
providing an example of a user evaluation that employs both realistic speech 
recognition and a comprehensive approach to the measurement of usability. 
5.3. Design of the SLDS 
The flight reservations service was again used as the context for the research (see 
Chapter 4). The overall service design was very similar to that used in the previous 
experiment but was adapted slightly based on the results of Experiment 1. (This is 
discussed further in Section 5.3.1.) None of the changes affected the strategies for 
surname capture employed, and both the telephone and ECA versions of the SLDS in 
this experiment employed the improved dialogue in order to allow a direct 
comparison between the two. Morover, the experiment employed a repeated-measures 
approach, which meant that each participant experienced all three strategies for 
surname capture in both the automated telephony and ECA versions of the service. 
Part of the experiment therefore involved a repeat of Experiment 1, thereby providing 
the opportunity to verify the results found earlier for automated surname capture in a 
telephony context. 
5.3.1. Dialogue Refinements 
5.3.1.1. Title Capture 
In Experiment 1, capture of the passenger title in each version of the service was 
designed to reflect the strategy used in requesting the surname (e.g. "Please say then 
spell your title" in the case of the One Stage Speak and Spell version). Participants in 
the exit interview, however, commented negatively on being asked to spell the 
passenger titles. Since this had no advantage in terms of performance it was therefore 
removed and capture of the title was made 'Speak Only' in all cases. 
5.3.1.2. Conditional Confirmation 
Conditional confirmation was a feature of the original design that meant only items 
with low recognition confidence were offered to the user for explicit confirmation. 
However, results from Experiment 1 showed that there were several incidences of 
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very confident misrecognitions in all three strategies. The decision was therefore 
taken to remove this feature and replace it with explicit confirmation throughout. 
5.3.1.3. Barge-in 
In the original design barge-in was allowed at selected points in the dialogue (e.g. 
during confirmation questions such as "is that correct?"). However, in the screen-
based implementation of the service this facility was not available, with the result that 
it was also removed from the telephone dialogue for consistency. 
5.3.1.4. End-of-speech Timeouts 
To help prevent end-pointing errors the end-of-speech timeout for stages that involved 
spelling was increased from 1.5 seconds to 1.75 seconds. 
5.3.2. Design of the ECA Service 
In keeping with the nature of this research, which concerns a specific application 
domain (Isbister and Doyle, 2004), the ECA used in the interface was designed to be 
the 'best possible' for the application. The focus was on creating a realistic, lifelike 
character with whom users could interact naturally. Decisions made on its design were 
based on the literature described in Chapter 2, and are described in the following 
sections. 
5.3.2.1. Service Context - Multimodal Public Access Kiosks 
The real life context for a flight reservations service that incorporates an ECA is a 
multimodal kiosk placed in a public setting such as an airport or travel agency. This 
type of kiosk has the potential to provide self-service either in cases where users 
prefer this approach, or where the relevant human personnel are not available. 
Research has shown that kiosks can serve a wide range of individuals and save on 
physical staff time (Steiger and Suter, 1994). Several speech-enabled kiosks intended 
for public settings have been developed in recent years (Bell and Gustafson, 2003). 
Examples already described include the August system (Gustafson et al., 1999) and 
the Media Autonomous Conversational Kiosk (Cassell et al., 2002). Others include 
MASK, the Multimodal Multimedia Service Kiosk (Lamel et al., 2002) which 
provides rail travel information and employs real speech recognition and touch-screen 
input. A talking head is included in the interface but the published work so far does 
not focus on its contribution to the interaction. 
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A key aspect of public kiosks is that they must be designed to act as walk-up-and-use 
systems, since "users of kiosk systems do not have time for lengthy training, and so 
interaction must be self-explanatory" (Cassell et al., 2002). The dialogue designed for 
Experiment 1 and subsequently refined following its results is therefore highly 
applicable in this context, given its emphasis on providing a simple and supportive 
interaction for inexperienced users. 
5.3.2.2. Form of Embodiment 
It was established in Chapter 2 that where the target audience is adult (as in the case 
of a flight reservations service) human-like embodiments tend to be common. Users 
consider human-like interfaces more intelligent (King and Ohya, 1996) and are more 
likely to cooperate with them (Parise et al., 1996). Moreover, the relatively serious 
nature of the flight reservations task also lends itself to this type of embodiment. A 
human-like figure was therefore employed, adopting the view (Cassell et al., 1999a) 
that any resulting user expectations of a human-like conversation are beneficial to the 
interaction. 
5.3.2.3. Realism 
Based on the desire to achieve the 'best possible' ECA and on research documented in 
Chapter 2 that shows several advantages of 3D agents over 2D equivalents, a 3D 
humanoid character was chosen. 
5.3.2.4. Face vs Body 
In order to take full advantage of the possibilities of nonverbal communication the 
ECA was realised as a complete human body. Limitations in the lip-synchronisation 
technique available also meant that a 'close-up' of a talking head was inadvisable. 
The agent was, however, almost 'life-size'. Although there has been little discussion 
of this issue MACK was made life-sized in order to give the impression that he was 
immersed in the environment shared with the user, as was REA the estate agent 
(Cassell et al., 2002, 1999a). 
5.3.2.5. Demographic Variables - Age, Gender and Ethnicity 
Given the evidence presented in Chapter 2 that unconscious stereotyping of computers 
exists, and that in real life the majority of airline service staff are female the decision 
was taken to embody the ECA as a woman. 
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Research has also shown that users react more positively to characters that are of 
youthful appearance, and that match their own ethnicity. The ECA was therefore 
designed to be young and Caucasian, based on the largely homogenous profile of the 
local Edinburgh population. 
5.3.2.6. Physical Appearance Variables - Attractiveness, Clothing and Artefacts 
Chapter 2 showed that clothing agents according to their function has several potential 
advantages. The ECA was therefore dressed in a bmi uniform. Efforts were also made 
to make her reasonably attractive, according to the opinion of researchers in the 
department. 
The number of artefacts associated with the ECA was kept to a minimum. The 3D 
scene in which she was situated was made relatively simple in order to focus attention 
on the character and to avoid distracting the user from the spoken dialogue. In the 
background a partitioned window showed a bmi aeroplane sitting on the tarmac, 
providing a visual clue to the interaction context. The user viewpoint was relatively 
'close-in' in order to give a sense of immersion in the scene and to create the 
impression of standing at the service desk. 
Figure 30 shows a screenshot of the ECA (named 'Millie') in the application. 
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Figure 30: Millie the ECA 
5.3.2.7. Speech Output 
Given that clarity is essential when booking a flight the decision was taken to 
implement Millie's voice using recordings of a human voice rather than TTS output. 
The service voice was the same as that used in Experiment 1, where the results 
showed that the voice was both liked by participants, and found to be clear. 
5.3.2.8. Nonverbal Behaviour 
Facial Expression 
In light of the task-oriented nature of the dialogue Millie's facial expressions were 
designed mainly with the purpose of regulating the conversation in mind (Cassell and 
Thórisson, 1999). Emotional portrayal was limited to the use of a 'happy' expression 
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during pauses in the interaction (smiling mouth and raised brows), and avoidance of 
negative emotions. 
Design of the facial display drew on published recommendations (Cassell, 2000): 
• Planning. Control of the Millie's eye movement was limited, which meant that 
although attempts were made to implement subtle planning gaze behaviours 
the effect was judged too crude to be effective. Millie was therefore designed 
to maintain the impression of mutual gaze with the user. The exceptions were 
when she looked down at the computer on her desk to type in the passenger 
details, and to check the booking reference number. 
• Comment. Eyebrow raises and/or slight tilts of the head were used throughout 
the dialogue to highlight emphasised or new material in the associated speech. 
• Control. As with planning gaze behaviours, it was not possible to implement 
signals such as a 'glance away' to suppress user responses with enough 
subtlety to be effective. Facial animations of this type were therefore not used. 
• Feedback. Millie was designed to acknowledge user input by giving back 
channel feedback in the form of a tiny nod or voluntary blink when the start of 
user speech was detected. 
The work of Pelachaud et al. (1996) was also considered: 
• 	Conversational signals. In addition to the eyebrow and head movements 
already mentioned, voluntary blinks were also used to emphasise salient 
linguistic items. 
• Punctuators. Given the relatively short turns in the flight booking dialogue, 
subtle facial actions of this type were not implemented. 
• Manipulators. Millie was designed to blink as a human would. Details are 
given in Section 5.3.2.8 (idle-time behaviours). 
• Regulators. Millie was designed to raise her head slightly at the end of direct 
questions to the user, and to lower it at the end of statements. 
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Other facial expressions found in the literature were also implemented. After 
requesting input for example, Millie waited for three seconds before further 
encouraging the user to speak by raising her eyebrows and/or tilting her head to one 
side, indicating she was expecting input or 'listening'. She also signalled her openness 
to engage in conversation by looking up from the computer and smiling at the user at 
the start of the interaction. When she made a mistake (i.e. a recognition error or a 
failure to detect speech) she frowned and shook her head in apology. She also carried 
out various displays related to the content of the interaction e.g. glancing at the screen 
on her desk to check the reference number, and looking at the screen or keyboard as 
she typed. 
Lip Synchronisation 
In order to synchronise lip movement with the associated audio a set of 'visemes' is 
required. A viseme is a unit of visible speech and is used to represent one or more 
phonemes. 
Whilst it is generally agreed that British English can be represented by between 40 
and 45 phonemes, there is less agreement on the number of visemes required, since a 
compromise is needed between minimising the number of mouth positions for the 
sake of computational efficiency and ensuring that sufficient distinction between 
phonemes is made. 
In previous research British English has been mapped onto ten visemes, consisting of 
six consonant shapes, three vowels and one used for instances of both (Breen et al., 
1996). More sophisticated attempts to address co-articulation effects have resulted in 
a set of 20 visemes for British English (Vanroose et al., 2002). The viseme set in this 
case consisted of two sets of six consonant shapes, seven vowels and one for the 
'neutral' position or 'silence'. American English has been grouped into fourteen 
visemes - six consonant shapes, seven vowels and one 'silence' (Lee and Yook, 
2002). In 'Hans Christian Anderson' (Corradini et al., 2005) use was made of the 
twelve mouth articulations (thirteen including 'silence') defined by Disney animation 
(Thomas and Johnston, 1981). 
The software used to create Millie (discussed in Section 5.4.2.5) offers 43 possible 
mouth positions for synchronisation with audio output. Based on the literature 
described above a total of fifteen were selected for use. Six consonant and six vowel 
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groups were defined, together with two groups incorporating both consonants and 
vowels. A further distinct mouth shape was employed for the 'neutral' or 'silence' 
condition. Table 35 shows the final set of visemes employed. 
Viseme Group Phonemes Example Words 
Consonant 1 f, v fork, vat 
Consonant 2 p, b, m Qut, pig, Mat 
Consonant 3 t, d talk, dig 
Consonant 4 s, z, dh, th sit, zoo, then, thin 
Consonant 5 ch, jh, sh, zh, r, w chin, joy, she, plea sure, red, with 
Consonant 6 l,n lid, no 
Vowel 1 ae, ah cat, cut 
Vowel 2 eh pt 
Vowel 3 iy feel 
Vowel 4 aa, ay father, bite 
Vowel 5 ao, aw, ax, ow dg, foul, ago, gQ 
Vowel 6 oy, uh, uw tgy, book, too 
Both 1 g, h, k, ng, er, ey gun, help, cut, sig fur, ate 
Both 2 y, ih yard, fill 
Table 35: Visemes Employed By the ECA 
Posture 
The ECA was designed to have an 'open' posture, with straight back and square 
shoulders. Posture shifts occurred during the opening and closing of the interaction. 
At the start Millie showed her willingness to engage by turning towards the user 
slightly. At the end she signalled the close of the interaction by turning away slightly. 
Gesture 
The ECA was equipped with a library of beat gestures that could be used throughout 
the dialogue. Three main types were designed: one in which the right hand opened 
outwards, one in which the left hand did so and one in which both hands opened and 
closed. In each case a number of variations were created in order to take into account 
the starting and end positions of the agent's hands e.g. resting on the keyboard or 
clasped above desk height height (Figure 30 on p175). 
A specific gesture was also designed to greet the user, which involved Millie opening 
both hands wide in a welcoming manner. In addition, a contrastive beat gesture was 
created, for use in two contexts: firstly, in the latter half of the prompt "Please say the 
number of tickets you'd like, either 'one' or 'two'." and secondly, for the error 
recovery confirmation prompt used at several stages in the dialogue "Answering 'yes' 
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or 'no', is that correct?" Finally, two typing animations were created, in which Millie 
was seen to key in passenger details on her computer. The first showed her typing in a 
single character (e.g. a passenger initial) whilst the second involved her typing on 
several keys (e.g. entering a surname). 
Idle-time Behaviours 
In order to appear natural Millie was furnished with 'involuntary' or periodic 
blinking. Periodic blinks on average appear every 4.8 seconds and last about 1/4 of a 
second, with 1/8 of a second of closure time, 1/24 of a second of closed eyes, and 1/12 
of a second of opening time (Pelachaud et al., 1996). Millie's blinking was therefore 
designed to reflect this. 
Summary 
Table 36 shows a summary of the functions implemented by Millie using nonverbal 
behaviour 
Function Type Function Nonverbal Behaviour 
Turn Taking Open interaction Turn and look towards user. Smile. Bring hands into 
gesture space in welcome gesture. 
Give turn Relax hands. Look at user. Raise eyebrows. 
Take turn Raise hands into gesture space. 
Give feedback Tiny nod of head. Voluntary blink. 
Want feedback Raise eyebrows. Slight tilt of head. 
End interaction Smile. Break eye contact and turn away from user. 
Relax hands. 
Discourse Emphasis Raise eyebrows. Voluntary blink. Efforttul part of beat 
gesture. 
Question Tilt head up slightly. Raise eyebrows. 
Statement Lower head slightly. 
Apology Shake head. Slight frown. Open and close hands. 
Contrast linguistic content Contrastive beat gesture. 
Table 36: Summary of the ECA's Nonverbal Behaviour 
In order to associate the appropriate nonverbal behaviour with Millie's spoken output 
each recorded prompt was examined in the context in which it appeared and its salient 
features identified. Based on the prompt's function and content, subjective judgement 
was then used in determining which nonverbal behaviours to associate with it (if any). 
The timing and duration of the nonverbal behaviours were carefully designed to 
synchronise with the relevant aspects of the associated utterance (ensuring for 
example that the stroke of the gesture occurred on the stressed word in the utterance). 
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5.4. Implementation 
5.4.1. Automated Telephony Service 
The automated telephony service developed for Experiment 1 was updated to 
incorporate the dialogue refinements described in Section 5.3.1. In addition, an 
updated version of the recogniser' 3 was employed that incorporated improved 
language models. 
5.4.2. ECA Service 
5.4.2.1. System Architecture 
Integration of the 3D technologies and speech recognition software was implemented 
using the ARMADA system, a proprietary Java-based multimodal dialogue 
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Figure 31: Typical ARMADA Agent Architecture 
13  Nuance v8.0 (www.nuance.com ) 
14 ARMADA - Adaptable Real-time Multiple Agent Dialogue Architecture (www.ccir.ed.ac.uk ) 
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The Dialogue Manager module is core to the architecture and determines the response 
of the ECA to specific events within its environment. It does so in conjunction with a 
series of auxiliary modules, each of which is associated with a set of events, functions 
and actions. Events (visual, verbal or internal) are generated by the auxiliary module 
and passed to the Dialogue Manager for processing (for example, in the speech 
recognition module an event is generated when spoken input is received from the 
user). Functions are implemented by the auxiliary module and are accessed by the 
Dialogue Manager in order to obtain or manipulate data relevant to that module (for 
example, returning the semantic interpretation of the speech input). Actions are also 
implemented by the relevant auxiliary module and are executed by the Dialogue 
Manager in order to carry out the ECA's response to events. 
5.4.2.2. Dialogue Manager 
The ARMADA Dialogue Manager is based on a finite-state machine approach. A 
series of states is defined in a dialogue script, each of which is associated with a 
number of condition-result pairs. When an event is generated by an auxiliary module 
notification of this is passed to the Dialogue Manager, which in light of the event 
evaluates each condition-result pair in the list associated with the current dialogue 
state. Where the condition evaluates to TRUE the Dialogue Manager executes the 
associated result. The result may contain a number of functions and actions. A library 
of these is available which defines commonly required functions such as the 
concatenation of speech files for output, activation of recognition grammars, 
execution of animations and transitions between states. Additional functions can be 
written as required. 
5.4.2.3. Dialogue Script Example 
Dialogue scripts are written in a high-level programming language using an interface 
implemented in Java and known as Dialogue Editor. Figure 32 shows the interface 
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Figure 32: Dialogue Editor Interface 
The 'Confirm Initial' state is associated with four condition-result pairs (three verbal 
and one internal). Here, the condition-result pair for a verbal recognition event is 
displayed. When the condition rlsRecognition() evaluates to true the code in the 
associated result is executed. 
5.4.2.4. Creating the 3D World 
The 3D environment employed in the visual interface was created using Newtek 
Lightwave software before export to VRML'97 (Virtual Reality Modelling 
Language), an open-standard file format used to describe multi-participant real-time 
15 interactive simulations or 'virtual worlds'. 
15  For details see http://www. web3d.org/x3dlspecifications/vrmlIISO-IEC-  1 4772-VRML97/ 
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5.4.2.5. Creating the ECA 
In order to create a character capable of movement within the 3D VRML scene a 
series of steps were undertaken. The basic form of the humanoid was created using 
Curious Labs Poser 5.0 software. This tool includes a database of male and female 
template characters, together with a large selection of associated hair and clothes 
styles that can be combined to create the desired appearance. Once the appearance of 
the ECA was defined, the model was exported from Poser in VRML format. A 
custom software tool (PoserEdit) was then used to ensure its joints and body parts 
were suitable for conversion to the H-Anim 1.1 (Human Animation) format 16, which 
is the open standard specification for representing humanoids in VRML'97. Once 
exported to this format, the model was encapsulated in the VRML scene as a custom 
node. 
5.4.2.6. ECA Facial Animation 
Facial animations were implemented using custom VRML nodes, which allow a 
subset of the points in the ECA's face to be modified without affecting other points. 
The areas selected for animation were the mouth, eyebrows and eyelids. 
For the EYEBROWS node three possible values were defined: 0 for the neutral position, 
I for raised eyebrows and 2 for lowered brows. In the case of the EYELIDS two values 
were defined: 0 for 'open' and 1 for 'closed' (as in a blink). Finally, a total of 
seventeen possible values were defined for the MOUTH node. These included the 
fifteen visemes selected for lip-synchronisation purposes (including the 'silent' or 
'neutral' position) and two 'smile' positions, one wider than the other. Facial 
animations could then be created by switching between the different values of these 
nodes. 
In order to synchronise Millie's lip movement with her spoken output a facial 
animation of this type was created for each audio file, consisting of a viseme sequence 
appropriate to the prompt. The sequence in each case was created using a semi-
automated process based on the Microsoft Speech Application Interface (SAPI v5.1). 
16  http://www.hanintorg/SpecificatiOflSfH-Afliml  .1/ 
11:3] 
Using a custom tool (written in C++) the Microsoft speech recognition engine was 
used to estimate phoneme and timing information for each recorded output prompt. 
The phoneme information had to be estimated using the recogniser despite prior 
knowledge of the system prompts since no alignment tool was available that could 
utilise this information. The Microsoft engine was, however, able to provide the 
timings of phonemes within a particular utterance, a feature that is not supplied by the 
speech recognition software employed in the main application. 
Once the phoneme and timing data for each prompt were established the custom tool 
then used this information to generate mouth animation scripts, in which each prompt 
was represented by a sequence of phonemes with associated timings that were then 
mapped onto the appropriate visemes by the application. The Microsoft SAPI 
employs a total of 40 phonemes for the representation of American English. The 
viseme groupings used in this application are shown mapped onto this phoneme set in 
Table 35. 
Although the accuracy of the Microsoft recognition engine was less than 100%, this 
method resulted in a reasonable quality of lip synchronisation. However, given the 
difficulty experienced by some participants in recognising letters read out by the 
system in Experiment 1 (mistaking 'S' for 'F' for example, and vice versa), special 
attention was paid to the animation scripts generated for individual letters. These were 
manually inspected and hand-edited to ensure that the best possible viseme for each 
character was selected. Through this, it was hoped that the use of an ECA in the 
application would aid participants' understanding of the letters read out. 
5.4.2.7. ECA Gestures 
The use of the H-Anim format supports skeletal animation, a widely used technique in 
computer animation in which a character is represented in two parts: a surface 
representation used to draw the character (called the 'skin') and a hierarchical set of 
joints used for animation (called the 'skeleton'). Each joint in the skeleton is 
associated with some part of the character's visual representation or skin, which 
means that simple movements of the joints can be used to define the character's 
animations. A technique known as 'keyframe animation' is used, in which animations 
are defined as a series of key 'poses' with a time offset from the start of the sequence 
specified for each one. 
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The H-Anim model used in this application contained a total of nineteen controllable 
joint nodes enabling head, eye, torso, leg, and arm movement. A proprietary software 
tool 17  was used to design the animations. Using this tool the agent's joints are 
manipulated into position by the animator in order to create the series of poses 
required for each animation. The tool also outputs the data associated with each pose 
in VRML-compatible format, and allows the animation to be 'played' for inspection. 
An example specification is shown below for the 'welcome' gesture used by Millie. 
The animation consists of Millie opening her hands wide with palms facing outwards 
(the pose 'welcome_arms 1' shown in Figure 33), holding this position briefly and 
then moving her hands to a light clasp in front of her just above desk height (Figure 
30 on p 175). 
POSE clasped_handsO { 
I_shoulder.rotation = -0.94289 0.01743 0.33265 0.3756 
I_elbow.rotation = -0.76502 -0.33307 -0.55119 1.33601 
l_wrist.rotatiofl = 0 1 0 0 
r_shoul der. rotation = -0.94439 -0.06858 -0.32158 0.33708 
r_elbow.rotatiofl = -0.697 0.36172 0.61915 1.3941 
r_wrist.rotation = 0 1 0 0 
} 
POSE welcome armsl { 
l_shoulder.rotation = 0.15852 -0.98336 0.08871 0.86718 
l_el bow. rotation = -0.83502 0.5391 0.11007 1.85606 
l_wrist.rotatiofl = -0.5706 0.65872 0.49041 0.34774 
r_shoulder.rotation = -0.96817 -0.02535 -0.24902 0.22156 
r_elbow.rotatiofl = -0.84431 -0.38824 0.36934 1.53763 
r_wrist.rotation = -0.20462 -0.89216 -0.40272 0.13773 
} 
17  Avatar Poser (www.ccir.ed.ac.uk ) 
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ANIM welcome 3000 { 
welcome_armsl (1000) SINE 
welcome_armsl (D-1000) SINE 
clasped_handsO (D) SINE 
I 
The first three numerical values in each line of a POSE specification define the 
normalized rotation axis in 3D space about which the joint node is rotated. The fourth 
value specifies the amount of right-handed rotation about that axis (in radians). 
The ANIM specification itself defines the animation name, default duration (here, 
3000 milliseconds), the sequence of poses involved and the time at which each occurs, 
and the method of interpolation to be used between each pose and the previous one 
(this can take any of the values NONE, LINEAR, SINE, SLOWFAST and FASTSLOW). The 
default duration is substituted for the variable D if no duration is defined when the 
animation is executed by the controlling application. This approach is flexible in that 
it allows the same animation to be used in different contexts, by automatically 
lengthening or shortening it as appropriate. 
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Figure 33: Snapshot of the 'Welcome' Gesture 
5.4.2.8. ECA Speech Output 
The voice of the ECA was the same as that used in the automated telephony service in 
order to facilitate a direct comparison between the two modes. The actress employed 
as the service voice in Experiment I was re-used in this experiment. 
5.4.2.9. Physical Environment 
The two different services were installed in different parts of the experiment room. 
When participants called the telephone service they were seated at a desk with only 
the telephone handset on it. For the ECA service, a 42-inch plasma screen with aspect 
ratio 16:9 was used in portrait mode. Audio output was provided through PC speakers 
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placed on either side. Users were seated approximately 160cm from the screen on a 
chair with seat height 62cm. Figure 34 shows a picture of the set up. 
 
Figure 34: ECA Service Set Up 
A professional dynamic microphone was used. Where necessary, the height of the 
stand was adjusted to ensure that the microphone was at a comfortable height for each 
participant. 
5.4.3. Implementation Hardware 
Both versions of the SLDS were implemented on a PC with a Pentium 4, 2.4 GHz 
processor and 640 MB of RAM, running Windows NT 4.0. A Dialogic D/300SC-E1 
card (a 30-port DSP-based voice board with onboard digital E-1 ISDN telephone 
interface) installed in the PC was used to run the telephony. For use in the ECA 
service a Radeon 9700 PRO graphics card was also installed. 
5.5. The Experiment 
5.5.1. Experiment Predictions 
Based on the literature reviewed in Chapter 2 and the results of Experiment 1, the 
following experiment predictions were made. 
The addition of multimodal output to the interface, in the form of an ECA, will 
not affect the objective performance (either relative or absolute) of the three 
different strategies for automated surname capture. 
The pattern of users' attitudes towards the three different strategies will 
however alter. In the ECA service users will exhibit a more positive attitude 
towards the Two Stage Speak and Spell strategy than the One Stage Speak and 
Spell strategy whilst in the telephone service the two will elicit a similar 
response. Moreover, attitudes towards the Speak Only strategy will be more 
positive in the ECA service than in the telephone service. 
Overall, users will exhibit a more positive attitude towards the ECA service 
than the telephone service. 
5.5.2. Independent Variables 
There were two main independent variables in this experiment: the strategy employed 
for surname capture (Speak Only, One Stage Speak and Spell or Two Stage Speak and 
Spell) and the service version (telephone or ECA), referred to for clarity in the 
following sections as mode. These were both employed as within-subjects variables in 
a repeated-measures design. As in Experiment 1, other independent variables were the 
between-subjects factors gender and age group (of which again there were three: 18-
35 years, 36-49 years and 50 years and over). 
5.5.3. Dependent Variables 
The dependent variables were the same as those employed in Experiment 1: mean 
attitude score, explicit preferences between the surname capture strategies and task 
completion rate. 
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5.5.4. Research Hypotheses 
Five separate null hypotheses were defined: 
HOA - mode will have no effect on the relative mean attitude scores for the 
three different strategies for automated surname capture. 
HOB - mode will have no effect on the distribution offirst, second and third 
rankings awarded to the three different strategies for automated surname 
capture. 
Hoc - mode will have no effect on the relative task completion rates for the 
three different strategies for automated surname capture. 
HOD - mode will have no effect on the absolute mean attitude scores averaged 
over the three different strategies for automated surname capture. 
HOE - mode will have no effect on the absolute task completion rates averaged 
over the three different strategies for automated surname capture. 
5.5.5. Experiment Design 
The experiment employed a repeated-measures design, in which each participant 
experienced all six possible combinations of mode and strategy. Participants 
experienced all three strategies for surname capture first in one mode, and then in the 
other mode (in the same sequence in both cases). In order to control for any potential 
order effects, the order of presentation of both strategy and mode was balanced across 
the experimental group. 
5.5.6. Experiment Procedure 
A procedure similar to that used in Experiment 1 was employed (Section 4.5.6). 
Participants were welcomed and the purpose of the research was explained. Here, they 
were told that the flight reservations service came in two forms (over the telephone 
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and on-screen) and that they would be asked to try out three different versions of the 
service in each. 
In each interaction the task was the same as that in Experiment 1 - to book themselves 
and a 'friend' onto the free flight being offered by the airline. A different 'friend' was 
supplied for each interaction, each of which was supplied from the set of personae 
created for Experiment 1. 
Objective measures were logged automatically as before, in both modes. The 
interaction completion criteria established for Experiment 1 were also applied here. 
After each experience participants were asked to complete the 25-item Likert 
questionnaire used in Experiment 1. As discussed in Chapter 3, the twenty core 
attributes in this questionnaire can be applied to a multimodal SLDS due to their focus 
on the usability of the overall service. This is also true for the five additional 
statements designed specifically for this application in Experiment 1. 
In this experiment however, the questionnaire was completed on a laptop computer 
rather than on paper. This saves data entry time and avoids potential errors in the 
input data. It also allows the individual statements in the questionnaire to be presented 
in a different, randomised order each time the questionnaire is administered, which 
helps to maintain participants' attention and prevents any systematic effects of 
statement order on the responses. 
A one-to-one interview was carried out in two parts. The first part was administered 
following experience of the first mode, and was designed to establish participants' 
preference between surname capture strategies in this mode. The second part was 
carried out at the end of the experiment. This addressed firstly, participants' 
preference between strategies in the second mode and subsequently, their preference 
between the two modes. Their expectations of the two modes were also compared, 
followed by an investigation of a number of issues specific to the design of the ECA. 
Note that throughout the experimental procedure the service in which the ECA 
appeared was referred to as the 'screen service'. 
5.5.7. Participants 
In total 96 participants were recruited to take part in this experiment. Table 37 shows 
the make-up of the final sample. This was approximately balanced for age and gender 
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although difficulty recruiting participants aged over 50 years resulted in a slight bias 
towards younger participants. 
Age Group Female Male TOTAL 
18-35 years 19 18 37 
36-4gyears 13 18 31 
50+ years 15 13 28 
TOTAL 47 49 96 
Table 37: Participant Demographics 
Based on this cohort, an approximate balance was achieved with respect to 
combinations of the four independent variables gender, age group, strategy order and 
mode order. Participants were invited to attend their experiment session for a period 
of around one hour. Each was rewarded for their time with a £20 honorarium. 
Table 38 provides a summary of the experiment design. 
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Title - An Investigation of the Effect of Modality on the Usability of 
Strategies for Automated Surname Capture 
Design - Repeated-measures 
Null Hypotheses HOA - mode will have no effect on the relative mean attitude scores 
for the three different strategies for automated surname capture. 
HOB - mode will have no effect on the distribution of first, second and 
third rankings awarded to the three different strategies for automated 
surname capture. 
Hoc - mode will have no effect on the relative task completion rates 
for the three different strategies for automated surname capture. 
HOD - mode will have no effect on the absolute mean attitude scores 
averaged over the three different strategies for automated surname 
capture. 
HOE - mode will have no effect on the absolute task completion rates 
averaged over the three different strategies for automated surname 
capture. 
Research Predictions The addition of multimodal output to the interlace, in the form of 
an ECA, will not affect the objective performance (either relative or 
absolute) of the three different strategies for automated surname 
capture. 
The pattern of users' attitudes towards the three different 
strategies will however alter. In the ECA service users will exhibit a 
more positive attitude towards the Two Stage Speak and Spell 
strategy than the One Stage Speak and Spell strategy whilst in the 
telephone service the two will elicit a similar response. Moreover, 
attitudes towards the Speak Only strategy will be more positive in the 
ECA service than in the telephone service. 
Overall, users will exhibit a more positive attitude towards the ECA 
service than the telephone service. 
Dependent Variables 1 Mean Attitude Score 
2 Explicit Preference 
3 Task Completion 
Other Data I Qualitative Interview Answers 
2 Recognition Accuracy 
3 In-Grammar / Out-Of-Grammar Rates 
4 Silence / Reject Rates 
5 Length of Interaction 
(Experiment) 1 Mode (2 levels) 
2 Strategy (3 levels) Independent Variables 
(Participant) 1 Gender (2 levels) 
2 Age Group (3 levels) Independent Variables 
Extraneous Variables 1 
- 
Order of Presentation of Modes (2 levels). Controlled by balancing 
allocation across group. 
2 
- 
Order of Presentation of Strategies (3 levels). Controlled by 
balancing allocation across group. 
Researcher Differences. Controlled by following a prepared 
procedure and script. 
Location - University Premises, Edinburgh 
Honorarium £20 
Duration - 1 hour 
Table 38: Summary of Experiment Design 
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5.6. Results 
5.6.1. Summary of Results 












Speak Only 4.38 14.6% 67.7% 46.9% 
One Stage Speak & Spell 4.98 51.0% 14.6% 78.1% 
Two Stage Speak & Spell 5.06 29.2% 10.4% 75.0% 
ECA 
Speak Only 4.26 9.4% 71.9% 46.9% 
One Stage Speak & Spell 4.91 49.0% 11.5% 67.7% 
Two Stage Speak & Spell 4.95 32.3% 10.4% 77.1% 
Table 39: Key Results 
Reassuringly, results for the telephone service were similar to those found in 
Experiment 1 (Table 8 on p87), providing support for the findings documented earlier. 
Here, moreover, the pattern of results for the three different surname capture 
strategies was broadly similar across modes. The following sections describe the 
results in detail. 
5.6.2. Mean Attitude Score 
5.6.2.1. Summary 
Figure 35 shows a summary of the mean attitude score for each combination of mode 
and dialogue strategy. The service was rated above neutral in all cases, albeit only 
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Figure 35: Summary of Mean Attitude Scores 
Overall, the telephone service was rated slightly higher than the ECA service. 
However, the pattern of results for the three surname capture strategies was similar 
across modes. In each case, the mean attitude scores for the two strategies that 
involved both speaking and spelling the name were considerably more positive than 
that of the Speak Only strategy. Moreover, the Two Stage Speak and Spell strategy 
was rated slightly higher than the One Stage Speak and Spell strategy in both modes. 
To establish the significance of these results, a repeated-measures analysis of variance 
(ANOVA) was carried out using the mean attitude scores for each combination of 
mode and strategy. The within-subject factors were strateg' and mode, with gender, 
age group, order of presentation of strategy and order of presentation of mode as the 
between-subject factors. 
The results showed that, as in Experiment 1, the effect of dialogue strategy on mean 
attitude score was found to be very highly significant (p<0.001). Pair-wise contrasts 
showed that the Speak Only strategy was rated significantly poorer than either of the 
two strategies that involved spelling (p<O.00I in both cases). However, when the two 
Speak and Spell strategies were compared to each other no significant difference was 
found. This pattern was the same regardless of participant age, gender or the order in 
which they experienced the different modes and strategies (i.e. no significant 
interactions were found between strategy and any of the other factors). 
Moreover, although participants tended to rate the telephone service higher the main 
effect of mode was not significant. A significant interaction was found between mode 
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and several of the other factors: gender (p=0.018), age (p=0.005), mode order 
(p=0 . 010) and, barely significant, strategy order (p=0.045). There was, however, no 
interaction between the two main experimental variables of mode and strategy, i.e. the 
pattern of participants' attitudes towards the three surname capture strategies was the 
same regardless of the mode in which they experienced them. 
Table 40 shows the results of the analyses in detail, with significant results 
highlighted in bold. For reasons of space, only those two-way interactions that were 
found to be significant are shown. 
Mean Attitude Score 
Sum of 
Squares df - 
Mean 
Square F Sig. 
Within Subject Effects  
Strategy 
Overall 
Speak Only vs One Stage 
Speak Only vs Two Stage 























Speak Only vs One Stage 
Speak Only vs Two Stage 













Mode 1.168 1 1.168 3.507 .072 
Mode * Gender 2.142 1 2.142 6.429 .010 
Mode *Age  4.282 2 2.141 6.426 .005 
Mode * Mode Order 2.564 1 2.564 7.697 .010 
Mode * Strategy Order 4.450 5 .890 2.671 .045 
Error (Mode)  8.662 26 .333  
Between Subject Effects  
Gender 12.832 1 12.832 3.412 .076 
Age  9.078 2 4.539 1.207 .315 
Mode Order .333 1 .333 .089 .768 
Strategy Order 23.500 5 4.700 1.250 .315 
Error 97.778 26 3.761 
Table 40: ANOVA for Mean Attitude Score 
The nature of the significant interactions found between mode and the other 
independent variables is explored in the following sections. In each case an ANOVA 
similar to the one described above was repeated for each grouping of the independent 
variable separately. 
196 











4.2 — --- 	- 	-- 
Telephone ECA 
Figure 36: Interaction Between Mode and Gender - Mean Attitude Score 
Men rated the telephone and ECA services very similarly overall (Figure 36). 
Women, on the other hand, rated the ECA service significantly lower than the 
telephone service, although the result was only just significant (p=0.041). 
5.6.2.3. Interaction Between Mode and Age 
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18-35 yrs 	36-49 yrs 	50+ yrs 
Figure 37: Interaction Between Mode and Age— Mean Attitude Score 
Participants in the youngest age group showed a tendency to rate the ECA service 
higher than the telephone service (although the result was not significant). In the two 
older age groups this pattern was reversed. Participants in these groups rated the 
telephone service more positively. The difference was significant amongst 
participants aged 36-49 years (p=0.013). 
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Figure 38: Interaction Between Mode and Mode Order - Mean Attitude Score 
Participants who experienced the telephone service first were significantly more 
positive towards it than they were towards the ECA service. This was a highly 
significant result (p=0.005). Those who experienced the ECA service first, on the 
other hand, rated the two modes similarly. 
This pattern appears to result from the combination of two effects. For several 
individual attributes (discussed in Section 5.6.3) participants tended to rate the mode 
they experienced first more positively. However, they also tended to rate the 
telephone service higher than the ECA service throughout. Thus in the case of those 
who experienced the telephone mode first, the two effects combined in the same 
direction to create a significantly more positive score for the telephone service. In the 
case of participants who experienced the ECA service first, the two effects were in 
opposing directions, thus effectively cancelling each other out. 
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Figure 39: Interaction Between Mode and Strategy Order - Mean Attitude Score 
Finally, participants in Order Groups 2 and 4 (those who experienced the Two Stage 
Speak and Spell strategy second) rated the ECA service significantly lower than the 
telephone service (p=0.032 and p=0.035 respectively). None of the differences in 
other order groups were found to be significant. Again, as in Experiment I, the results 
suggest that the order in which participants experienced the three different strategies 
affected their attitudes towards the service. Again, however, there is no obvious 
reason for the pattern of results. 
Such effects are difficult to explain, particularly in experiments with a large number 
of order groups. One approach to investigating these further is to replicate the 
experiment with a different set of participants in order to establish the repeatability of 
the results, although in general the costs of this are prohibitively high. Here, however, 
this was carried out with respect to Experiment 1, which examined automated 
surname capture in a telephony context. The same comparison was also carried out as 
part of Experiment 2, and in fact was not found to replicate the order effects detected 
in the previous experiment, providing support for the idea that these may have due to 
the characteristics of the particular set of participants involved and were not 
generalisable to the population of end-users as a whole. 
5.6.2.6. Comparison of Users' First Experiences 
The final analysis carried out on the mean usability scores examined participants' 
attitudes towards their first experience. A univariate analysis of variance (ANOVA) 
WE 
was run on the scores for participants' first experience, with strategy, mode, gender 
and age as the between-subjects factors. Table 41 shows the results. 
Mean Attitude Score (First Experience) Sum of Squares df Mean Square F Sig. 
Strategy 16.917 2 8.459 9.721 .000 
Mode .104 1 .104 .120 .730 
Gender 1.655 1 1.655 1.902 .173 
Age 7.621 2 3.811 4.380 .017 
Strategy * Mode .379 2 .189 .218 .805 
Strategy * Gender .035 2 .018 .020 .980 
Strategy * Age 8.639 4 2.160 2.482 053 
Mode *Gender 1.407 1 1.407 1.617 .208 
Mode *Age 1.639 2 .819 .942 .396 
Gender* Age .180 2 .090 .104 .902 
Error 52.206 60 .870  
Table 41: Univariate ANOVA for Mean Attitude Score (First Experience) 
The results showed that, comparing participants' first experience only, strategy had a 
highly significant effect overall. Post hoc Tukey tests confirmed that the Speak Only 
strategy was rated significantly poorer than either the One Stage Speak and Spell 
strategy (p=0.013) or the Two Stage Speak and Spell strategy (p<0.001), whilst there 
was no significant difference between the two. 
Mode had no effect on participants' attitudes towards their first experience. Age, 
however, had a significant influence. Table 42 shows the mean attitude score 
following participants' first experience, broken down by age group. 
Age Group Estimated Marginal Mean 
18 -35 years 5.28 
36-49 years 4.74 
50+ years 4.16 
Table 42: Mean Attitude Score by Age Group (First Experience) 
Older participants tended to be less positive than younger ones. Post hoc Tukey tests 
showed that the difference between the youngest and oldest age groups was highly 
significant (p0.008), whilst the difference between the youngest and middle age 
group was just significant (p0.048). There was no significant difference between the 
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5.6.3. Core Usability Attributes 
5.6.3.1. Summary 
Figure 40 shows the mean responses to each of the twenty core usability attributes, for 
each combination of mode and strategy. 
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Figure 40: Usability Profile - Core Usability Attributes 
The usability profile shows that, as in Experiment 1, participants consistently scored 
the Speak Only strategy lower than either of the two strategies that involved spelling. 
This was true for both the automated telephony and ECA modes. 
Figure 41 shows the results for each of the three surname capture strategies combined 
across modes. 
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Figure 41: Core Usability Attributes by Strategy 
The profile is similar to that found in Experiment 1. Participants were on the whole 
positive towards the two strategies that involved spelling, and were consistently less 
positive towards the Speak Only strategy. (The effect of strategy was significant for 
eighteen of the twenty core issues (*). This is discussed further in Section 5.6.3.2.) 
Attitudes towards the two Speak and Spell strategies were in general positive. There 
were just two issues for which this was not the case: needs improvement and prefer 
human. Participants were fairly neutral towards the statement "I think the service 
needs a lot of improvement" following both of the Speak and Spell strategies, 
indicating that some improvement may be required. In addition, participants would 
prefer to talk to a human being regardless of the strategy, a result that was also found 
in Experiment 1. 
The Speak Only strategy was given a negative rating on a total of eight issues: 
frustration, degree of concentration, degree of control, reliability, efficiency, needs 
improvement, degree of enjoyment and prefer human. It was however, rated positively 
on several attributes. Participants did not find it too fast, they felt they knew what to 
do when using it and they did not find it too confusing or too complicated. They also 
thought it was friendly and polite, and both liked the voice and rated its clarity, highly. 
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Figure 42 shows participants' responses to the core usability attributes by mode. 
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Figure 42: Core Usability Attributes by Mode 
Mode had very little effect on participants' attitudes towards the services. The core 
usability attributes were rated similarly regardless of whether the interaction took 
place over the telephone or with the ECA on-screen. In general, attitudes towards both 
modes were positive, although both were felt in need of improvement and users would 
prefer to talk to a human being. The issues frustration, concentration and control also 
scored fairly neutrally. Mode was found to have a significant effect for just two issues 
('er). These are discussed further in the following section. 
5.6.3.2. Significant Effects in Core Usability Attributes 
A repeated-measures ANOVA, similar to that employed for the mean attitude score, 
were carried out for each of the twenty core attributes in the usability questionnaire. 
The within-subject factors in each case were strategy and mode, with gender, age 
group, order of presentation of mode and order of presentation of strategy as the 
between-subject factors. 
The results are summarised in Table 43. Where sphericity was violated the results 
shown are for the Greenhouse-Geisser test. 
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Attribute Significant Effects 
Frustration 
Strategy (df=2;F=24.949;p<0.00 1) 
Mode * Strategy Order (df=5;F=2.783;p=0.038) 
Degree Of Concentration 
Strategy (df=1 .408;F1 7.41 7;p<O.001) 
Mode * Gender (df=1 ;F=5.547;p=O.026) 
Too fast Strategy (df=2;F=7. 171 ;p=O.002) 
Degree Of Stress Strategy (df= 1 .607;F= 15.954;p<O.001) 
Strategy (df=1 .5;F=16.882;p<O.001) 
Degree Of Control Mode * Mode Order (df=1;F7.082;p0.013) 
Gender (df=1 ;F=9.462;p0.005) 
Mode * Age (df=2;F=8.749;p=0.001) 
Knew What To Do Mode * Mode Order (dfl;F11.855;p0.002) 
Mode * Strategy Order (df=5;F=3.528;p=0.01 4) 
Strategy (df=2;F=1 2.279;p<0.001) 
Degree Of Confusion Strategy * Mode Order (df=2;F=4.235;p0.020) 
Mode * Age (df=2;F=3.645;p=0.046) 
Strategy (df=1 .593;F=1 8.81 O;p<O.001) 
Ease Of Use Mode * Gender (df=1 ;F=5.954;p0.022) 
Mode * Age (df=2;F=3.527;p=0.044) 
Flustered Strategy (df=2;F= 16.545;p<O.00l) 
Strategy (df=2;F1 6.286;p<O.001) 
Degree Of Complication 
Mode * Strategy Order (df=5;F=2.925;p0.032) 
Strategy (df=2;F26.771 ;p<O.001) 
Mode * Gender (df=1 ;F=4.808;p0.037) 
Reliability 
Mode * Age (df=2;F=8.987;p=0.001) 
Gender (df=1 ;F=5.604:p=O.026) 
Strategy (df=2;F=32.352;p<0.001) 
Mode * Gender (df=1 ;F=5.21 3;p=O.O3l) 
Efficiency Mode * Age (df=2;F=4.129;p0.028) 
Mode * Mode Order (df=1;F6.233;p0.019) 
Strategy (df=2;F=29.358;p<0.001) 
Needs Improvement Mode * Age (df=2;F=14.033;p<0.001) 
Mode * Mode Order (df=1;F=8.106;p0.009) 
Degree Of Enjoyment Strategy (df=1.365;F17.320;p<0.001) 
Strategy (df= 1 .262;F=3.963;p0.046) 
Prefer Human Gender (df=1 ;F=4.308;p0.048) 
Strategy (df=2;F=31 .688;p<O.00I) 
Strategy * Mode (df=2;F=4. 176;p=O.O2l) 
Strategy * Strategy Order (df= 1 O;F=2. 1 64;p=O.O35) 
Happiness To Use Again Mode * Gender (df=1;F4.945:p0.035) 
Mode * Age (df=2;F=4.613;p0.019) 
Mode * Mode Order(df=1;F12.371;p0.001) 
Mode (df=1 ;F=26.562;p<O.001) 
Clarity Of Voice Mode * Mode Order (df=1;F=5.484;p0.027) 
Strategy (df= 1 .348;F=6.889;p0.007) 
Mode (df=1 ;F9.567;p0.005) 
Strategy * Mode (df=1.516;F4.465;p0.026) 
Liked Voice Mode * Gender (dfl ;F=8.071 ;pO.009) 
Mode 	Age (df=2;F=9.466;p0.001) 
Mode * Strategy Order (df=5;F=2.885;p=0.033) 
Mode Order (df=1;F=7.157;p=0.013) 
Strategy (df=2;F=4.461 ;p=O.Ol 6) 
Friendly 
Age (df=2;F=3.734;p0.038) 
Polite Strategy (df= 1 .604;F4.324;p0.027) 
Table 43: Summary of Significant Effects in Core Usability Attributes 
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Table 44 shows the results of pair-wise contrasts between the different strategies, for 








Frustration df=1 ;F=5.21 2;p<O.001 df=1 ;F=28.1 35;p<O.00l - 
Degree Of Concentration df=1 ;F=21 .349;p<O.001 df=1 ;F=1 7.930;p<0.001 - 
Too Fast df=1 ;F=7.288;p0.012 df=1 ;F1 1.286;p=0.002 - 
Degree Of Stress df=1 ;F=19.476;p<O.001 df=1 ;F18.910;p<O.001 - 
Degree Of Control df=1 ;F=1 9.975;p<O.001 dfl ;F=1 9.315;p<0.001 - 
Knew What ToDo - - - 
Degree Of Confusion df=1;F=14.583;p0.001 df=1;F=19.158;p<0.001 - 
Ease Of Use df=1 ;F22.472;p<O.001 df=1 ;F=22.573;p<O.001 - 
Flustered df=1 ;F1 6.807;p<O.001 dfl ;F=24.807;p<O.001 - 
Degree Of Complication df=1;F=15.375;p0.001 df=1;F25.054;p<0.001 - 
Reliability df=1 ;F=32.160;p<O.001 df=1 ;F38.392;p<O.001 - 
Efficiency df=1 ;F=45.791 ;p<O.001 df=1 ;F=42.674;p<O.001 - 
Needs Improvement df=1 ;F=38.994;p<O.001 df=1 ;F=43.536;p<O.001 - 
Degree Of Enjoyment df=1 ;F=1 5.333;p0.001 df=1 ;F=23.347;p<0.00 1 - 
Prefer Human - dfl ;F5.042;p0.033 - 
Happiness To Use Again df=1 ;F=39.469;p<O.001 dfl ;F=4.923;p<O.001 - 
Clarity Of Voice - - - 
Liked Voice - df=1;F11.276;p0.002 df=1;F=19.488;p<0.001 
Friendly - dfl ;F5.826;p0.023 df=1 ;F=9.685;p0.004 
Polite - df=1;F7.746;p0.010 - 
Table 44: Pair-Wise Contrasts Between Strategies (Core Usability Attributes) 
Table 44 shows a large number of, for the most part, highly significant or very highly 
significant effects of dialogue strategy on participant attitude. For fourteen of the 
eighteen attributes on which strategy was found to have a significant effect the pattern 
of results was consistent: participants rated the Speak Only strategy significantly 
poorer than either of the two strategies that involved spelling, whilst rating the two 
Speak and Spell strategies very similarly. 
The pattern was different in just four cases. For example, only the difference between 
the Speak Only strategy and the Two Stage Speak and Spell strategy was significant 
for the issues prefer human and polite. For the attributes liked voice and friendly the 
Two Stage Speak and Spell strategy was rated higher than both the Speak Only 
strategy and the One Stage Speak and Spell strategy. There was therefore a tendency 
for the Two Stage Speak and Spell strategy to be rated higher than the One Stage 
Speak and Spell version. 
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The effects of strategy detected were largely consistent across experimental groups. 
The order effects found in Experiment 1, for example, were not repeated, which 
provides support for the idea that these were in fact due to characteristics of the 
particular set of participants involved in the experiment. 
Here, participants generally displayed similar attitudes towards the three different 
strategies regardless of age, gender or any of the experimental factors, including 
mode. There were just two issues for which there was an interaction between the 
independent variables strategy and mode: happiness to use again and liked voice. In 
both modes, participants were significantly less happy to use the Speak Only strategy 
again compared to either of the two strategies that involved spelling. The Speak Only 
strategy however, was rated even lower in the ECA service than in the telephone 
service (p=0.018). This was the only strategy for which there was a significant 
difference between modes on this issue. 
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Figure 43: Interaction Between Strategy and Mode - 'Liked Voice' 
In the ECA service the effect of dialogue strategy was similar to that found elsewhere 
i.e. participants liked the voice in the Speak Only strategy significantly less than in 
either the One Stage Speak and Spell strategy (p=0.015) or the Two Stage Speak and 
Spell strategy (p<O.00l) although there was no significant difference between the two. 
In the telephone service however, the pattern was different. Here, the Speak Only 
strategy was not rated the poorest, but instead was rated slightly above the One Stage 
Speak and Spell strategy. Moreover, participants liked the voice in the Two Stage 
Speak and Spell strategy significantly more than that in the One Stage Speak and 
Spell strategy (p<0.001). This was the only pair-wise difference that was significant. 
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In general, mode had little effect overall. A main effect of mode was detected for just 
two issues: clarity of voice and liked voice. In each case the telephone service was 
rated significantly higher than the ECA service, despite the fact that the same voice 
was employed in each. There is evidence to suggest that this may have been due to the 
limited quality of Millie's lip-synching detracting from the quality of the voice. 
Objective results, for example (Table 52 on p222), showed that there was a higher 
incidence of participants mishearing initials in the ECA service than in the telephone 
service (isolated letters are a particularly difficult task for lip-synchronisation systems 
since there is no information available from the surrounding context to aid the 
perception process). Moreover, participants found the read out of letters significantly 
less clear and felt the read out of surnames was significantly more confusing when the 
ECA was present in the interface (Section 5.6.4). 
There were a number of interactions between mode and the various between-subject 
factors. Women, for example, tended to rate the telephone service significantly higher 
than the ECA service, whilst men rated the two approximately the same. Age also 
affected participants' attitudes towards the two modes. Those aged 18-35 years tended 
to prefer the ECA service, rating it significantly higher on four of the core usability 
attributes: reliability, efficiency, needs improvement and liked voice. In contrast, 
participants aged 36-49 years tended to rate the telephone service more positively, 
significantly so in the case of five attributes: degree of confusion, reliability, needs 
improvement, happiness to use again and liked voice. Finally, participants in the 50 
years and over age group also tended to rate the telephone service higher than the 
ECA service. Here, however, the difference was significant for only one issue (knew 
what to do). 
There were also a number of interactions between mode and the order of presentation 
of the two modes. In four of the six cases (degree of control, efficiency, needs 
improvement, and use again) participants showed a tendency to rate the mode they 
experienced first higher than the one they experienced second. The difference was 
only significant, however, amongst those who experienced the telephone service first 
(p<0.05 in each case). For the attribute knew what to do the pattern was reversed i.e. 
participants tended to feel more confident that they knew what to do after the second 
mode they experienced, as might be expected, although the difference was only 
significant amongst those who experienced the ECA service first (p=0.024). Lastly, 
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for the attribute clarity of voice participants rated the ECA service similarly regardless 
of when it was experienced. The telephone service was rated significantly higher on 
this issue by both mode order groups. However, although it was rated significantly 
higher than the ECA service in both cases, the telephone service scored considerably 
lower when it was experienced second compared to when it was experienced first 
(independent samples t-test p=O.O54). 
An interaction between mode and strategy order was also detected for four attributes. 
For three of the four attributes (frustration, knew what to do and degree of 
complication) most order groups tended to rate the telephone service higher, albeit the 
result was only significant in one order group in each case (p<0.05). However, there 
was also at least one order group in each case in which the pattern was reversed and 
the ECA service was rated higher. For the fourth attribute, liked voice, most order 
groups rated the two modes very similarly but one group (who experienced the Speak 
Only strategy followed by the Two Stage Speak and Spell version) rated the telephone 
service significantly higher than the ECA service (p=0.023). 
Lastly, some between-subjects effects were detected. Men felt significantly more in 
control than women, and were more confident of the service's reliability. Participants 
who experienced the telephone service first liked the voice more than those who 
experienced it second. Finally, younger participants tended to find the service 
friendlier than either of the other two age groups, who both rated it similarly. 
5.6.4. Additional Likert Statements 
The mean responses to each of the five additional statements in the questionnaire are 
shown in Figure 44, for each combination of mode and strategy. 
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Figure 44: Usability Profile - Additional Likert Statements 
In general the pattern of response was similar to that found for the core set of 
attributes. Participants showed a tendency to rate the Speak Only strategy the poorest 
in both modes. The exception lay in responses to the statement "The letters of the 
alphabet were always read out clearly" where the ECA version of the One Stage 
Speak and Spell strategy was rated lower than the telephone version of the Speak 
Only strategy. However, all six combinations scored very similarly on this issue. 
To test the significance of the results a repeated-measures ANOVA similar to those 
used earlier was carried out for each of the additional statements. The results are 
summarised in Table 45. 
Attribute Significant Effects 
Strategy (df=2;F=37.369;p<0.001) 
Confident Details Correct Mode * Mode Order (df=1 ;F9.392;pOO45) 
Gender (df=1 ;F=5.266;pO.O3O) 
Strategy (df=2;F= 1 7.580;p<0.001) 
Service Didn't Understand Mode (df=1;F=5.471;p=0.027) 
Strategy * Gender (df=2;F=4.236;p=0.020) 
Strategy (df2; F=3.923 ;p<O.001) 
Read Out Of Surnames Confusing Mode (df1 ;F=9.444;p=O.005) 
Mode * Age (df=1;F=3.516;p=0.045) 
Letters Read Out Clearly Mode (df=1;F=4.997;p=0.034) 
Mode * Age (df=2:F=4.705;p=0.0 18) 
Conversation Natural Mode • Mode Order (df=1;F=5.507;p=0.027) 
Gender (df=1 ;F4.481 ;p=O.044) 
Table 45: Summary of Significant Effects in Additional Likert Statements 
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Table 46 shows the results of the pair-wise contrasts between the different strategies 
for the three statements where strategy was found to have a significant effect. In each 
case the pattern was the same: the Speak Only strategy was rated significantly poorer 
than either of the two strategies that involved spelling but no significant difference 








Confident Details Correct df=1 ;F=43.51 O ;p<O.00i df=1 ;F=64.332;p<O.001 - 
Service Didn't Understand df=1 ;F=23.51 5;p<O.001 df=1 ;F=32.409;p<O.001 - 
Read Out Of Surnames Confusing df=1 ;F=44.388;p<O.001 df=1 ;F=36.151 ;p<O.001 - 
Letters Read Out Clearly - - - 
Conversation Natural - - - 
Table 46: Pair-Wise Contrasts Between Strategies (Additional Statements) 
Figure 45 shows the results broken down by mode. Mode was found to have a 
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Confusing 
Figure 45: Additional Likert Statements by Mode 
Participants felt less strongly that the service didn't understand them when it was 
presented on-screen by the ECA, although both modes were rated negatively on this 
issue. This provides support for the view that users can be made more tolerant of 
shortcomings in the technology as a result of interaction with an ECA (Nijholt and 
Hulstijn, 2000; Pandzic et al., 1999). 
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However, in contrast, participants found the read out of surnames significantly more 
confusing and felt that the read out of letters was significantly less clear in the ECA 
mode, although for these issues both modes were rated positively. It appears therefore, 
that the introduction of visual speech to the interaction did not have a positive effect 
on the perceived clarity, and may in fact have had a negative impact. 
Surprisingly also, mode had no effect on the perceived naturalness of the 
conversation. Both services were rated neutrally on this issue. If anything, participants 
felt the interaction with the ECA on-screen was slightly less natural than that 
experienced over the telephone. 
A number of interactions were detected between mode and the other independent 
variables. Age, for example, had a significant effect on participants' perceptions of the 
two modes for the statements read out of surnames confusing and conversation 
natural. In both cases participants in the youngest group rated the two modes 
similarly, whilst those in the older groups tended to rate the telephone service higher. 
The difference was highly significant amongst participants in the middle age group 
(p<O.Ol in both cases). 
A significant interaction between mode and mode order was detected for two 
statements: confident details correct and conversation natural. In the case of the 
former, participants tended to rate the mode they experienced first more positively 
(although the difference between modes was not significant in either order group). In 
the latter, the same pattern of response was modified by participants' general 
propensity to rate the telephone service higher, resulting in a significantly more 
positive score for the telephone service only amongst those who experienced it first 
(p=0.025). This is similar to the pattern found for several of the core usability 
attributes discussed earlier. 
Lastly, a significant interaction between strategy and gender was detected for the 
statement "Sometimes the service didn't understand what I said." Unusually, men 
expressed stronger opinions on this issue than women. Men rated the Speak Only 
strategy significantly lower than either of the two strategies that involved spelling 
(p<0.001 in both cases). Women on the other hand rated the Speak Only strategy 
significantly poorer only when compared to the Two Stage Speak and Spell version 
(p=O.Ol 1) 
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A between-subjects effect of gender was detected for two of the statements: confident 
details correct and conversation natural. In both cases men were more positive 
towards these issues than women. 
5.6.5. Explicit Preference 
5.6.5.1. Explicit Preference Between Strategies 
After using each mode participants were first asked which dialogue strategy they 






Most Preferred Least Preferred Most Preferred Least Preferred 
Speak Only 14.6 67.7 9.4 71.9 
One Stage Speak & Spell 45.8 11.5 41.7 11.5 
Two Stage Speak & Spell 34.4 13.5 39.6 10.4 
No Clear Preference 5.2 7.3 9.4 6.3 
Table 47: Explicit Preference Between Strategies 
The clearest result was that the Speak Only strategy was the least preferred option for 
the majority of participants, in both modes. Chi-square tests showed that this result 
was very highly significant in both cases (p<0.001). The distribution of results for the 
most preferred strategy was also found to be highly significant in both modes (p<O.Ol 
in each case). 
Following this, an absolute ranking for each participant was calculated for each of the 
three dialogue strategies experienced, in both modes. For each pair-wise comparison 
within mode each strategy in the pair was coded as either the preferred (+1) or the less 
preferred (-1) of the two. Pair-wise comparisons on these rankings were carried out 
using the binomial test, excluding cases where participants did not express a 
preference. The results showed that in both services the Speak Only result was very 
highly significant when compared to each of the other two strategies (p<0.001). Any 
difference between the two spelling strategies however, was not significant. 
Finally, a series of Wilcoxon signed-ranks tests confirmed that there were no 
significant differences in the absolute ranking of individual strategies across modes. 
Reasons for participants' preferences between strategies were largely similar to those 
found in Experiment 1, and as a result for reasons of space are omitted here. 
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5.6.5.2. Explicit Preference Between Modes 
Participants were asked which form of the service they preferred (over the telephone 
or "on-screen"). Table 48 summarises the results. 
Mode Preferred (% Participants) 
Telephone 55.2 
ECA 39.6 
No Clear Preference 5.2 
Table 48: Explicit Preference Between Modes 
Although a slightly higher number of participants said they preferred the service in 
telephone form, a binomial test (omitting participants that did not express a 
preference) showed that this result was not significant. 
The reasons given for preferring the service in telephone form were varied, with 
participants often giving more than one answer. The most common reason given was 
familiarity (mentioned by .22.6% of this group). Comments of this type included 
"More used to it. Felt more commonplace." and "Never used screen before, but using 
the phone it's like speaking to a normal 'automated' service." A similar proportion of 
the group (22.6%) mentioned that the telephone service was more natural, and/or 
personal. Typical comments include "feels totally unnatural/alien talking to a 
computer screen" and "on the phone, you feel like you're talking to a person. On the 
screen, you just felt that no one's there at all." A further 15.1% said that the screen 
image was distracting, and 9.4% commented that it did not add any value to the 
interaction. Another reason given was that the telephone service was generally easier 
(18.9%). Participants in this sub-group commented that they felt more relaxed when 
using it; thought it was clearer and felt it required less concentration. A similar 
proportion (18.9%) commented that the telephone service is more private and/or 
convenient since it can be accessed from anywhere. Other reasons mentioned include 
better recognition performance (7.5%) and a greater feeling of control (3.8%). 
Reasons for preferring the ECA service were slightly less diverse. Of those who 
preferred the ECA service 31.6% said it was like talking to a person and/or was more 
personal and natural than the telephone service. The next largest group said that it was 
fun, or that having a visual component made the service more enjoyable (23.7%). The 
recognition performance was felt to be better by 18.4% of this group, whilst 13.2% 
cited novelty as their main reason for preferring this service. Other reasons mentioned 
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included that it helped maintain attention to the task (7.9%), and that it gave a greater 
feeling of confidence in the service's actions (5.3%). 
5.6.6. Other Interview Results 
5.6.6.1. Expectations of the Capabilities of the Two Modes 
Participants were asked if they expected there to be any difference in the range of 
things they could say to the two different forms of the service. The majority of 
participants (68.8%) said no. However, a substantial minority thought that there 
would be a difference (25.0%). A binomial test (excluding cases in which no answer 
or a neutral response was given) confirmed that the majority expecting no difference 
was significant (p<O.00l). Of those who anticipated a difference, almost all expected 
to be able to say more to the ECA service (91.7%), either because it felt more like 
talking to a human (41.7%), had the potential to encompass a wider range of topics as 
a result of the visual possibilities e.g. showing a seating plan of the aeroplane 
(12.5%), or because it appeared technologically more sophisticated in general (8.3%). 
The remainder were unspecific. 
5.6.6.2. Reactions to the ECA Typing 
Participants were then asked if they liked seeing the agent type in their details. Just 
over half of the participants said that they did (5 6.3%), whilst 27.1% actively disliked 
this feature and 16.7% were neutral. A binomial test (excluding cases in which no 
preference was expressed) confirmed that the majority in favour of the typing gesture 
was significant (p0.002). Of those who liked seeing Millie type in their details 
40.7% said it provided reassurance that they had been understood and that the service 
was taking action. A further 18.5% said it made the service more life-like, 13.0% said 
it was "good" or "fine", 13.0% were unspecific, and 9.3% said it was fun. The 
remainder did not provide a clear answer. 
Those who disliked this feature largely did so because they thought it was "silly" or 
"pointless" (46.2% of this group). Some thought the typing looked "phoney" or 
"fake" (19.2%), whilst 26.9% commented on the extra time that it took for the typing 
action to take place (regarding it for example as "a waste of time"). The remainder 
were unspecific. 
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5.6.6.3. Reactions to the ECA's Lip Movements 
The majority of participants (70.8%) liked the fact that the agent's lips moved when 
she spoke. However, 24.0% did not like this feature and 5.2% were neutral. A 
binomial test (excluding cases in which no preference was expressed) confirmed that 
this majority was very highly significant (p<O.00l). 
Participants were then asked what they thought of the way in which the agent's lips 
moved. In total, 30.2% of participants made at least one positive comment on the lip 
movement: 22.9% mentioned that it was fine, 10.4% said it was "natural" or "lifelike" 
and a further 7.3% said that although not completely lifelike it was good. In addition, 
11.5% of participants said that they didn't notice the lip movement, which suggests 
that they found it reasonably natural. A total of 44.8% however, made negative 
comments. In total 31.3% felt that it was unnatural, either using this term explicitly or 
equivalents such as "wooden" or "unrealistic", whilst an additional 12.5% mentioned 
that the timing of the lips did not match the voice. 
A total of 57.3% of participants said that the agent's lip movements did not help or 
made no difference to the intelligibility of the information given out, whilst 42.7% 
said that it did. 
5.6.6.4. Reactions to the ECA's Facial Display 
When asked what they thought of the agent's facial expressions 49.0% of participants 
were positive, saying that they were good, natural and/or friendly. Seven participants 
(14.9% of this group) made specific reference to her eyebrows - as in for example 
"her eyebrows were right" or "I liked her eyebrows moving up and down, and the way 
she blinked". 
A substantial minority of participants however (32.3%), responded negatively to this 
question. Almost a third of this group (32.3%) felt that the expressions were artificial 
and/or stilted, whilst 22.6% felt there was not enough variation in her expressions. 
Five participants (16.1%) commented negatively on her eyebrows: three of whom 
mentioned the fact that she frowned and two of whom felt she raised her eyebrows too 
often. Finally, 9.7% said that she stared too much and should blink more. 
Participants were then asked what they thought of the way in which the agent moved 
her head. Again, a total of 49.0% of the participants commented positively on this 
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feature, whilst 32.3% said they didn't notice or were neutral towards it. Of those who 
reacted positively 42.6% said the head movements were "fine" or "good", 38.3% said 
they were natural and/or helped to humanise the service, whilst 10.6% commented 
specifically that the head movements contributed to a feeling that the agent was 
listening to you. Other comments include for example "they [the head movements] 
didn't strike me particularly at time but now that I think of it I was getting a lot of cues 
from the visual stuff in terms of her looking at the screen/me etc., which was good." 
Amongst those who were negative towards this feature (18.8%) the most common 
criticism was that the head movements were artificial or stilted. 
5.6.6.5. Reactions to the ECA's Gestures 
Participants were then asked what they thought of the way in which the agent moved 
her arms and hands. A total of 55.2% of participants responded positively to this 
question, whilst a further 20.8% said they didn't notice the movement or were neutral 
towards it. Of the group who made positive comments 47.2% used terms like "fine" 
or "good", whilst the next largest group (43.4%) said the movements were "natural" 
and/or made the agent more realistic. Other comments were varied and include for 
example, "it [the hand and arm movements] kept my interest so that it wasn't 
monotonous at all". 
Just under a quarter of participants (24.0%) responded negatively to this question. The 
most frequent comment, made by 78.3% of this group, was that the movements were 
"artificial" or "unnatural". Other comments include for example "It moved the 
concentration from her face to the typing movements, which was distracting". 
5.6.6.6. Reactions to the ECA's Appearance 
Finally in this section of the interview, participants were asked if they had any other 
comments on the appearance of the agent. Just over half of the participants responded 
(53.1%), the majority of which (62.7%) reacted positively. The most common remark 
among the latter was that the agent was smartly dressed and/or professional looking 
(62.5% of this group). 15.6% said the agent looked just like a human one would, 
12.5% said her appearance was "fine" or "good" whilst 12.5% said she was "pleasant" 
or "attractive". 
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Those who were negative towards Millie's appearance primarily thought that she 
looked "artificial" (38.9% of this group). Other comments were quite diverse and 
included for example, that she was "pretty plain and boring" and should have a 
"softer, friendlier face". 
5.6.6.7. Reactions to the Scene 
When asked what they thought of the scene in which the agent appeared 76.0% of 
participants were positive towards it. Most commonly, participants said it was "fine" 
or "good" (42.5% of this group). The next most common answer was that it was 
appropriate and/or or set the context for the interaction (mentioned by 31.5%). 
Example comments include "It's quite fitting for the scenario" and "Reinforcement 
that I'm in the right place". A total of 15.6% mentioned that they liked the plane in the 
background, 6.8% noted that the scene helped to promote the bmi brand and 4.1% 
commented positively that it was just like an airport. 
The latter was also a reason given for disliking the scene, by one participant. Other 
negative comments included that the scene was dull or boring (mentioned by five 
participants or 45.5% of those who had a negative opinion) and that the plane made it 
unrealistic or distracting (27.3%). 
5.6.6.8. Suggestions for Improvements - ECA Service 
Lastly, participants were asked how they thought the ECA service could be improved. 
Again, there was a diverse range of responses. The most common response, suggested 
by 20.8% of participants, was that the service should provide some form of textual 
output. 14.6% referred specifically to feedback on the information that had been 
recognised, 1.0% suggested display of the initial flight information, 3.1% mentioned 
both, and 2.1% were non-specific. A small number of participants (5.2%) suggested 
the service should provide a physical print out at the end. 
Participants also felt that the service would be improved by making the agent more 
lifelike (mentioned by 20.8% of the experiment group). Most were unspecific as to 
how this should be achieved, although 8.3% of participants referred specifically to the 
quality of the lip-synching. Others in the participant group (16.7%) felt that the 
service would be most improved by increasing the recognition accuracy. A small 
number (6.3%) suggested that the service should allow keyboard or touch-screen 
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input as well as speech. The presence of the agent was also felt to be redundant by 
6.3%. These participants suggested a text-only interface instead, perhaps with a form 
showing the information to be filled in. Other improvements suggested include 
speeding up the service (5.2%), changing the appearance of the scene (3.2%), and 
allowing more flexibility in the dialogue (3.1%). Just 9.4% of participants said that 
the service did not require any improvement. 
5.6.7. Task Completion Rate 
A reminder of the task completion rate for each combination of mode and strategy is 
given in Figure 46. 
Only 	40.i70 'fI.70 
agej 78.1% 67.7% 
age 75.0% 76.0% 
Figure 46: Task Completion 
In both modes, task completion was much higher in the two strategies that involved 
spelling than it was in the Speak Only version. In the telephone service, as in the first 
experiment, more than three quarters of all participants succeeded in achieving their 
goal using the two spelling strategies, compared to just under half of those using the 
Speak Only version. A similar pattern was found for the service in ECA form, 
although in this case the task completion rate for the One Stage Speak and Spell 
version was slightly lower. 
To investigate the significance of these results a repeated-measures ANOVA similar 
to that used for the attitude results was carried out using the task completion results 
for each combination of mode and strategy. The within-subjects factors were strategy 
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presentation of mode as the between-subjects factors. Table 49 shows the results for 
the within-subject variables, together with those of the contrasts used for the pair-wise 
comparisons between strategies once strategy was found to have a significant effect 
overall. For reasons of space between-subjects effects and interactions have not been 








Within Subject Effects  
Overall 6.465 2 3.232 16.094 .000 
Speak Only vs One Stage 9.777 1 9.777 23.830 .000 
Strategy 
Speak Only vs Two Stage 9.618 1 9.618 21.588 .000 
One Stage vs Two Stage .001 1 .001 .002 .966 
Mode .126 1 .126 .440 .513 
Table 49: ANOVA for Task Completion 
Although it is not widely known that dichotomous data can be analyzed by means of 
an ANOVA, it has been shown that this can be very useful (Field, 2000; Hsu and 
Feldt, 1969; Lunney, 1970). 
Moreover, alternative approaches to the analysis of the above data corroborated the 
results of the ANOVA. First, task completion for each strategy was combined across 
modes by calculating the number of tasks completed in the course of both the 
telephone and ECA interactions (0, 1 or 2). A repeated-measures ANOVA was then 
carried out on the resulting data with strategy as the within-subjects factor and 
gender, age group, order of presentation of strategy and order of presentation of 
mode as the between-subjects factors. The results showed that dialogue strategy had a 
very highly significant effect on task completion (p<0.001). Subsequently, pair-wise 
contrasts showed that the task completion rate was significantly lower for the Speak 
Only strategy than for either of the two strategies that involved spelling (p<0.001 in 
each case). 
Following this, the number of tasks completed in each mode was calculated (0, 1, 2 or 
3). A repeated-measures ANOVA similar to the one described above was carried out 
on the resulting data, with the difference that mode was the within-subjects variable. 
The analysis confirmed that mode had no effect on task completion. 
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5.6.8. Reasons for Task Failure 
As in Experiment 1, there were two main reasons for task failure: the registration of 
incorrect passenger details or breakout to an agent as a result of dialogue failure. 
Table 50 summarises the incidence of each type of task failure for each combination 
of mode and strategy. (In addition one participant failed to complete the task in the 
telephone version of the Speak Only strategy as a result of hanging up during their 
third attempt at the second passenger's surname.) 
Strategy 




Telephone ECA Telephone ECA 
Speak Only 8(8.3%) 6(6.3%) 42(43.8%) 44(45.8%) 
One Stage Speak & Spell 9(9.4%) 14 (14.6 9/6) 12(12.5%) 17(17.7%) 
Two Stage Speak & Spell 9(9.4%) 11(11.5%) 1 	15(15.6%) 12(12.5%) 
Table 50: Summary of Task Failures 
Levels of the two types of task failure were broadly similar across modes, and are 
explored further in the following sections. 
5.6.8.1. Breakout 
As in Experiment 1, breakout was the most common cause of task failure. A repeated-
measures ANOVA was carried out using the binary outcomes of each interaction 
(breakout or complete). The results showed that mode did not affect the level of 
breakout that occurred. Pair-wise contrasts showed that there were however, 
significantly more breakouts in the Speak Only strategy than in either of the two 
spelling strategies (p<0.001 in both cases). As in Experiment 1, this was largely due 
to the greater number of breakouts at the surname stage (Table 51). Again, as in 
Experiment 1, these breakouts were roughly divided between participants' own 
surname and that of the other passenger. The figures contrast with those of the other 
stages in the dialogue where all three strategies produced a similarly low level of 
breakout, in both modes. (Note that for the ECA service the total number of breakouts 
shown in Table 51 does not match that of Table 50 since in this version of the service 
there were in addition four breakouts during capture of the number of tickets: one in 
the Speak Only strategy, two in the One Stage strategy and one in the Two Stage 
version. These breakouts were for a variety of reasons, including a mixture of out-of-









Telephone ECA Telephone ECA Telephone ECA 
Speak Only 38(39.6%) 40 (41.7%) 3(3.1%) 3(3.1%) 1(1.0%) 0(0.0%) 
One Stage Speak & Spell 8(8 1/() 9(9.4%) 2(2.1%) 4 (4.2%) 2 (2.1%) 2(2. 1%) 
Two Stage Speak & Spell 3 (3.1%) 4(4.2%) 7(7.3%) 7 (7.3%) 5 (5.2%) 0(0.0%) 
Table 51: Summary of Breakouts During Capture of the Passenger Details 
An investigation of the reasons for breakout at the surname capture stage showed that 
in the telephone service, 97.4% of all breakouts in the Speak Only strategy were the 
result of five failed attempts to enter the information and have it recognised correctly. 
There were no breakouts of this type in the other two strategies when experienced 
over the telephone. In the ECA service all of the breakouts at the surname capture 
stage of the Speak Only version were of this type. There were also two of this type in 
the One Stage Speak and Spell strategy, and one in the Two Stage Speak and Spell 
strategy. 
Other reasons for breakout at this stage in the two Speak and Spell strategies were 
similar to those found in Experiment 1, in both modes. The overall pattern of 
breakouts was therefore very similar across modes. 
5.6.8.2. Incorrect Details Registered 
Analysis using a repeated-measures ANOVA showed that the experimental variables 
strategy and mode had no effect on the number of failures resulting from the 
registration of incorrect details. 
Task failures of this type were due to a mixture of participant and system error. The 
removal of conditional confirmation meant that the problems found in relation to this 
in Experiment 1 were not an issue here. System errors therefore consisted solely of 
misrecognitions at the confirmation stages (of which there were three), which meant 
that an incorrect recognition hypothesis was accepted. Here, the most common reason 
for the registration of incorrect details was users' confirmation of passenger 
information that was incorrect. This was responsible for 94.7% of all task failures of 
this type (and occurred at least once in 10.1% of all interactions). A small proportion 
of the failures (8.8%) involved a surname e.g. one participant accepted the surname 
'Cain' in place of 'Bain'. A greater number involved the passenger title, which was 
responsible for 36.8%, and with only one exception (in which 'Miss' was accepted in 
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place of the correct 'Mrs') involved acceptance of 'Ms' for 'Miss' or vice versa. 
However, the most common failure of this type involved a passenger initial (49.1%). 










F S 2 4 6 
A E 1 2 3 
A R 2 1 3 
M N 0 3 3 
J C 2 1 3 
T P 2 0 2 
N M 0 1 1 
D T 0 1 1 
D J 0 1 1 
0 R 0 1 1 
P G 0 1 1 
P T 0 1 1 
V D 0 1 1 
T D 0 1 1 
Total 9 19 28 
Table 52: Misrecognised Initials Confirmed by Participants 
These results show that, despite the addition lip-synch information that was tailored to 
the initial stage, performance on this issue was in fact worse in the ECA service. 
Participants confused a broader range of initials in this mode, although problems with 
'S' and 'F' were again the most common. 
Another aspect of the same problem was that participants broke out as a result of 
saying 'no' to the correct initial. This occurred a total of eight times across the two 
modes (five in the telephone service, three in the ECA service): six incidences 
involving the letter 'S', one involving 'F' and one 'M'. It also occurred in the context 
of the surname capture stage: a total of five times in the ECA service only. 
These results support the ones found for the additional statements in the attitude 
questionnaire relating to the read-out of surnames and letters, on which the ECA 
service was rated significantly lower than the telephone service. Greater confusion 
may have occurred in ECA mode for two reasons: differences in the audio set-up 
compared to the telephone service, and the phenomenon known as the McGurk effect 
(McGurk and MacDonald, 1976) where the speech of one syllable, combined with the 
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viseme of another, is perceived as a different syllable altogether. The former appears 
unlikely since other aspects of the performance were the same, and no comments were 
made on the audio set up by participants. It seems therefore that the visual element of 
the ECA service may have distracted participants slightly at this stage. 
5.6.9. Recognition Accuracy - Surname 
The pattern of surname recognition accuracy was similar across modes (Table 53). 
Strategy 
Own Surname (Num Participants) Other Surname (Num Participants) 
Telephone ECA Telephone ECA 
Speak Only 63.2%(96) 61.3%(95) 53.5%(74) 49.3%(72) 
One Stage Speak & Spell 97.9%(94) 95.2%(92) 93.5%(85) 91.5%(83) 
Two Stage Speak & Spell 95.8%(93) 95.2%(91) 92.4%(85) 91.5%(90) 
Table 53: In-Grammar Surname Recognition Accuracy 
The pattern of results in each mode was very similar. Recognition accuracies of over 
90% were achieved in the two strategies that involved spelling, whilst accuracy in the 
Speak Only strategy was much poorer. 
5.6.9.1. Own Surname 
A repeated-measures ANOVA was carried out on the recognition data from the 81 
participants who provided an in-grammar response at this stage in all six interactions. 
The result was a very highly significant effect of strategy (p<0.001). Pair-wise 
contrasts showed that recognition accuracy in the Speak Only strategy was 
significantly poorer than in either of the other two strategies (p<0.001), although there 
was no significant difference between the two. 
Mode, however, had no effect. The recognition performance at this stage was similar 
in both the telephone and ECA service. 
There was, however, a moderate between-subjects effect of mode order (p=0.025). 
Recognition of participants' own surname was on average significantly better 
amongst those who experienced the ECA service first, possibly because visual cues in 
the ECA service helped coach participants for subsequent interactions over the 
telephone. 
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5.6.9.2. Other Surname 
To allow some comparisons between the different combinations of mode and strategy 
to be made, recognition data for the other surname were restricted to the 49 
participants who reached this stage and gave an in-grammar response at both surname 
capture stages in all six interactions. (Restricting the data to only those participants 
who completed all six interactions resulted in just 23 participants, which is less likely 
to provide a reliable result.) Table 54 shows the recognition accuracies based on the 
restricted group. 
Strategy Telephone ECA 
Speak Only 51.5% 48.8% 
One Stage Speak & Spell 95.9% 98.0% 
Two Stage Speak & Spell 94.9% 95.9% 
Table 54: Other Surname Recognition Accuracy (Restricted Data Set) 
A repeated-measures ANOVA was carried out on the results, with strategy and mode 
as the within-subjects factors and gender, age and mode order as the between-subjects 
factors. Order of presentation of strategy was omitted as a factor in this case since it 
was found to have no effect and the reduced sample size meant its inclusion created 
empty cells in the analysis. The results showed that, even with a restricted data set, the 
effect of strategy was very highly significant (p<0.001). As for participants' own 
surname, the recognition accuracy in the Speak Only version was significantly poorer 
than in either of the two strategies that involved spelling (p<0.001 in each case). This 
was true for both modes. No other effects or interactions were detected. 
5.6.9.3. Bias in the Results 
Removing participants who broke out prior to capture of the other passenger's 
surname from the data set means that those with the greatest recognition difficulties 
were excluded from the analysis, potentially introducing a positive bias to the results 
for the other passenger's surname. To provide an estimate of this bias the recognition 
accuracies for participants' own surnames were calculated based on the same 
restricted data set, and compared to the results for the full sample. Table 55 shows 
both sets of figures. 
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Strategy 
Own Surname (N81) Own Surname (N=49) 
Telephone ECA Telephone ECA 
Speak Only 65.8% 61.4% 82.1% 74.4% 
One Stage Speak & Spell 97.5% 94.5% 100.0% 98.9% 
Two Stage Speak & Spell 95.2% 94.6% 97.9% 98.9% 
Table 55: Effects of Removing Participants Who Broke Out Prior to Other Surname 
As in Experiment 1, the bias was greatest in the Speak Only version, since this was 
the strategy with the highest level of breakout. However, a repeated-measures 
ANOVA carried out on the reduced data set showed that even with participants who 
broke out prior to capture of the other passenger's surname excluded, recognition 
performance in the Speak Only strategy was significantly worse than in either of the 
two strategies that involved spelling (p<0.001 in both cases). 
5.6.9.4. Own vs Other Surname 
In all six interactions recognition performance on participants' own surname tended to 
be better than on the other passenger's, suggesting that familiarity with the name had 
a positive effect. To test the significance of these results a repeated-measures 
ANOVA was carried out on the surname recognition data for participants who made 
an in-grammar attempt at both surnames in all six interactions (49 participants) with 
strategy, mode and passenger number as the within-subjects variables. Due to the 
reduced sample size the between-subjects factors were limited to gender, age group 
and mode order. 
The results showed that the effect of passenger on surname recognition accuracy was 
very highly significant (p<0.001). Further, a significant interaction was found 
between the within-subjects variables of passenger number and strategy (p<O.00l). 
Figure 47 shows the nature of the interaction. 
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Figure 47: Interaction Between Surname Accuracy and Passenger Number 
It can be seen that the drop-off in accuracy between participants' own surname and 
that of the other passenger was considerably larger in the Speak Only strategy. In fact, 
this was the only dialogue strategy for which the difference between the two was 
significant (p<O.00I). This is an interesting result. It may be that unfamiliarity with 
the other name (or the effect of reading it out from a sheet) had a negative effect on 
participants' enunciation, leading to poorer recognition. In the case of the two Speak 
and Spell strategies however, this effect was then 'cancelled out' by the addition of 
the spelling information. 
5.6.10. Recognition Accuracy - Initial 
Table 56 shows the average recognition accuracy experienced by users when giving 
their own initial and that of the other passenger, for all participants who attempted this 
stage and gave at least one in-grammar response. 
Strategy 
Own Initial (Num Participants) Other Initial (Num Participants) 
Telephone ECA Telephone ECA 
Speak Only 84.8%(75) 82.6%(72) 83.6%(54) 90.7%(51) 
One Stage Speak & Spell 86.8%(94) 81.6%(87) 86.5%(84) 81.1%(80) 
Two Stage Speak & Spell 83.2% (94) 80.0% (91) 84.9%(89) 1 	86.0%(88) 
Table 56: In-Grammar Recognition Accuracy - Passenger Initial 
The performance at this stage was consistent across each of the different combinations 
of mode and strategy, and was similar to that found in Experiment I. 
5.6.11. Recognition Accuracy - Title 
Table 57 shows the equivalent results for the title capture stage. 
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Strategy 
Own Title (Num Participants) Other Title (Num Participants) 
Telephone ECA Telephone ECA 
Speak Only 97.3%(73) 98.6%(72) 94.0%(53) 94.9% (52) 
One Stage Speak & Spell 94.6%(92) 96.6%(88) 93.7%(82) 97.5%(79) 
Two Stage Speak & Spell 96.5%(90) 96.7%(91) r93.0% (81) 93.5%(84) 
Table 57: In-Grammar Recognition Accuracy - Passenger Title 
Reassuringly, harmonisation of the title capture strategy to a Speak Only approach in 
all versions had no negative effects. Recognition accuracy at this stage remained very 
high. Across all combinations of mode and strategy there were 983 in-grammar 
recognitions, of which only 65 (6.6%) were incorrect. Closer analysis showed that 
almost all of these (6.1%) were misrecognitions of the titles 'Miss' or 'Ms'. 
Furthermore 5.0% were the result of direct confusion between the two. This was 
therefore the only real source of error at this stage. 
5.6.12. In-Grammar, Out-Of-Grammar and Silent Responses 
5.6.12.1. Surname 
Table 58 shows the proportion of in-grammar, out-of-grammar and silent responses at 
the surname capture stage, for each combination of mode and strategy. Results for the 
two passengers are shown combined since when analysed separately these were found 
to be very similar. The figures given are the proportion of requests for input that were 
met with each type of response. 
Strategy 
In-Grammar Out-Of-Grammar Silence 
Telephone ECA Telephone I ECA Telephone ECA 
Speak Only 94.9% 95.3% 3.3% 4.0% 1.9% 0.7% 
One Stage Speak & Spell 79.5% 83.7% 20.2% 16.3% 0.4% 0.0% 















Table 58: In-Grammar, Out-Of-Grammar and Silent Responses - Surname 
The pattern of results was similar to that found in Experiment 1, in that for example, 
the One Stage Speak and Spell strategy resulted in a considerably higher level of out-
of-grammar responses. This pattern did not appear to be affected by the addition of 
the ECA on-screen however. This was despite previous research that suggested the 
use of an ECA might result in a lower level of disfluency in users' speech (Bell et al., 
2000; Bickmore and Cassell, 2002; Cassell and Thórisson, 1999). Disfluencies are 
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currently not within the capabilities of a finite state grammar approach to recognition, 
and would therefore be identified as out-of-grammar. 
5.6.12.2. Initial 
Table 59 shows the proportion of in-grammar, out-of-grammar and silent responses at 




Telephone ECA Telephone ECA Telephone ECA 
Speak Only 95.7% 93.4% 2.7% 4.9% 1.6% 1.6% 
One Stage Speak & Spell 91.1% 94.3% 2.2% 3.2% 6.7% 2.4% 
Two Stage Speak & Spell 92.7% 96.7% 1.4% 2.6% 5.9% 0.7% 
Table 59: In-Grammar, Out-Of-Grammar and Silent Responses - Initial 
Again, the pattern of results was very similar across modes. 
5.6.12.3. Title 
Table 60 summarises the different types of response at the title capture stage. 
Strategy 
In-Grammar Out-Of-Grammar Silence 
Telephone ECA Telephone ECA Telephone ECA 
Speak Only 82.7% 92.2% 0.6% 0.7% 16.7% 7.1% 
One Stage Speak & Spell 82.3% 92.2% 0.4% 1.6% 17.3% 6.3% 
Two Stage Speak & Spell 78.0% 96.8% 1.3% 0.09/6 20.8% 3.2% 
Table 60: In-Grammar, Out-Of-Grammar and Silent Responses - Title 
The decision to harmonise the title capture strategy across all versions (to a 'Speak 
Only' approach) meant that, unlike in Experiment 1, here the proportion of out-of-
grammar responses was similar across strategies, and was low in each case. 
There was however, a significant level of 'silent' responses across all three strategies. 
This was particularly the case in the telephone service. Initially, it was considered 
possible that some 'silences' were in actual fact responses that were too quiet or too 
short to be detected by the recogniser, and that differences in the physical set-up 
meant the sensitivity of each mode was different. However, the fact that the results 
from other stages were very similar across modes did not support this. Instead, 
comments from the interview in Experiment 1 suggested that silence at this stage was 
due to confusion regarding the term 'title'. Arguably therefore, the use of visual cues 
to indicate the application domain made the question clearer to users. 
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5.6.13. Length of Interaction 
Table 61 shows the average duration of participants' interaction with the automated 
system, for each combination of mode and strategy. The figures are based on the 26 




Speak Only 154 166 
One Stage Speak & Spell 130 156 
Two Stage Speak& Spell 137 154 
Table 61: Average Length of Interaction 
Strategy in this case was not found to have any significant effect on the results. Mode, 
however, had a highly significant effect on the length of the interaction (ANOVA 
p=0.008). Interactions with the ECA on-screen were on average 21s seconds longer 
than the equivalent interaction over the telephone (estimated marginal mean for 
telephone 141s, ECA 160s). This was largely due to the inclusion of typing 
animations, where for realism Millie was seen to key in each of the passenger details 
as they were received. (Typing in each surname took 3s, whilst the initial and title 
each took 1.5s. The typing animations thus accounted for 12s in total.) There were 
also two other animations that were included to increase the naturalness of the 
interaction (totalling 3.2s): these comprised an animation at the start in which the 
ECA looked up from typing on her keyboard in order to welcome the participant 
(1.2s) and an additional 'thank you' and smile on receipt of the number of tickets 
required (2s). Animations specific to the ECA service thus accounted for 15.2s. Re-
doing the analysis with this systematic difference deducted from the ECA durations 
showed that any other difference between modes was possible through chance. 
5.6.14. Relationship Between Results 
5.6.14.1. Relating Mean Attitude Score to Explicit Preference 
Further evidence of the questionnaire's ability to predict participants' explicit 
preferences was provided, by comparing the predicted preference (based on the 
difference in the questionnaire scores) with participants' actual preference using the 
process detailed in Chapter 4. 
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For the question of which mode was preferred the overall prediction accuracy was 
76.9%, which was significantly higher than the 50% that would be anticipated based 
on uniform or random prediction (Cramer's V 0.521,p<0.001). 
Similarly, for the questions of most and least preferred surname capture strategy, 
asked after each mode, the usability questionnaire was found to be a fairly reliable 
predictor of participants' explicit preference. Table 62 summarises the results. 
Prediction Predictive Accuracy Cramer's V Significance 
Telephone - Most Preferred 73.8% .580 p<0.001 
Telephone - Least Preferred 78.8% .576 p<O.00I 
ECA - Most Preferred 68.4% .447 p<0.001 
ECA - Least Preferred 77.6% .506 p<O.00l 
Table 62: Predictive Accuracy of the Usability Questionnaire (Strategy) 
In each case the overall prediction accuracy was considerably better than the 33% 
accuracy that would be expected for random or uniformly neutral prediction, and the 
correlation between predicted and actual preference was very highly significant. 
5.6.1 4.2. Relating Mean Attitude Score to Task Completion 
Table 34 shows the mean attitude score for each combination of mode and strategy, 






Task Success Task Failure Task Success Task Failure 
Speak Only 4.88 (45) 3.94 (51) 4.32 (46) 4.21 (50) 
One Stage Speak and Spell 5.19 (75) 4.22 (21) 4.90 (65) 4.94 (31) 
Two Stage Speak and Spell 5.24 (72) 4.49 (24) 5.01 (73) 4.75 (23) 
Table 63: Mean Attitude Score by Task Completion 
Interestingly, the pattern of results appeared to differ across modes. Participants who 
successfully completed the task using the telephone were more positive towards the 
experience than those who did not. Unrelated-samples t-tests confirmed that the effect 
was very highly significant (p<O.00l) in all three strategies. However, in the ECA 
service there was no such pattern. Participants rated the experience similarly 
regardless of whether they had completed the task or not. Unrelated-samples t-tests 
confirmed that any differences in the mean attitude score were not significant. 
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To test the difference between modes the data for each strategy were restricted to 
those who had the same task outcome in both modes, and related-samples t-tests were 
carried out on the mean attitude score for each mode. However, although the pattern 
of results for these data sets was similar to that found in Table 63, none of the 
differences were found to be significant. 
In order to test for an interaction between the effect of task outcome and mode the 
difference in mean attitude scores across modes was calculated for each strategy, and 
this value compared (using an independent-samples t-test) for participants who 
successfully completed the task in both modes against those who failed to complete 
the task in both modes. The results showed that the effect of task outcome was 
significantly different in the telephone service compared to the ECA service in the 
case of the Speak Only strategy (p=O.O 19). A significant interaction was not detected 
for either of the two Speak and Spell strategies, but this may have been due to the 
small number of participants in the task failure group (seven and six respectively). 












Task Success 	Task Fail 
Figure 48: Interaction Between Mode and Effect of Outcome (Speak Only) 
Thus, although in both modes participants who failed the task tended to be less 
positive than those who succeeded, the difference between task outcomes was 
significantly smaller in the ECA version of the service. 
Taken together these results could mean that the interaction with an ECA meant 
participants were more tolerant of task failure (although the ECA service tended to be 
rated lower even amongst those who completed the task successfully). This provides 
support for the view that users can be made more forgiving of shortcomings in the 
technology as a result of interaction with an ECA (Nijholt and Hulstijn, 2000; Pandzic 
et al., 1999). 
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5.7. Discussion 
Prior to the experiment four experiment predictions were made. First, it was claimed 
that the objective performance (both relative and absolute) of the three strategies for 
automated surname capture would be unaffected by the addition of an ECA to the 
interface. Results from the experiment showed that this was fact the case. The task 
completion in each strategy was very similar across modes, as was recognition 
performance. Moreover, although the interaction was significantly longer in the ECA 
service (p=0.008) this was due to the use of particular animations rather than an 
inherent tendency for the spoken dialogue to be slower. 
The second prediction was that the pattern of users' attitudes towards the three 
surname capture strategies would be altered by the introduction of an ECA to the 
interface. However, the data in this case did not support the claim. In both modes the 
pattern was identical. The mean attitude score for the Speak Only strategy was 
significantly lower than for either of the two Speak and Spell strategies (p<0.001 in 
both cases), whilst there was no significant difference between the two. Moreover, in 
terms of explicit preference, the Speak Only strategy was the least preferred option for 
the majority of participants in both modes (67.7% in the telephone service and 61.9% 
in the ECA service) and was ranked top by fewest participants (14.6% and 9.4% 
respectively). There was no significant difference in the distribution of rankings of the 
two Speak and Spell strategies. The predictions that users would be more forgiving of 
the Speak Only strategy in the ECA service and would find the One Stage Speak and 
Spell strategy less appealing than the Two Stage Speak and Spell strategy in this 
context were therefore found to be unproven. Users' attitudes towards the different 
strategies appeared to be dominated by their relative performance, which was 
unaffected by the addition of the ECA to the interface. 
Finally, the third experiment prediction was that users would exhibit a more positive 
attitude towards the ECA service overall. Again, the data did not support this claim. If 
anything, participants showed a tendency to rate the telephone service higher. 
However, the difference in the mean attitude scores was not significant. Results for 




An Investigation of the Effect of Text 
Output on the Usability of Strategies for 
Automated Surname Capture 
6.1. Overview 
This chapter describes the third experiment in the series carried out to investigate 
strategies for automated surname capture. Here again the problem was examined 
within two different contexts, in this case an ECA service with and without text 
output. The motivations for the research are described and the relevant literature is 
reviewed. The design of the ECA service with text output is described, together with 
the work carried out to implement this version of the service. This is followed by a 
summary of the experiment design. The hypotheses and objectives of the experiment 
are defined, and a detailed summary of the experiment procedure and participant 
demographics is provided. Finally, the results of the experiment are described in 
depth, and a brief discussion of their implications is provided. 
6.2. Introduction 
Results from Experiment 2 established that the addition of an ECA to the interface 
had little or no effect on the usability of the three different strategies for automated 
surname capture. Users' attitudes towards the three strategies in particular appeared to 
be dominated by their speech recognition performance. 
The third experiment in the series therefore sought to address this issue. Two 
possibilities were considered. The first was to create a Wizard of Oz experiment with 
perfect or near-perfect recognition accuracy across all three strategies, thereby 
allowing users to focus on other aspects of the interaction. As discussed earlier, this is 
often the approach found in ECA research and is based on the implicit assumption 
that it is only a matter of time before such accuracy is achieved by real recognisers. 
The intention of this programme of research, however, was to focus on user 
evaluation of realistic applications. It was therefore decided to investigate an 
alternative method for improving the performance of the three different strategies for 
automated surname capture, and in particular that of the Speak Only strategy. The 
method examined is achievable with current technologies and was adapted from work 
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in the field of multimodal error correction. It involves the use of text output to display 
the N-best list of recognition hypotheses from which the user can select the correct 
answer, thereby increasing the likelihood of achieving an accurate result. 
This type of technique is usually associated with dictation systems, rather than the 
speaker-independent systems that are the focus of this work. It is widely used in 
commercial systems such as ViaVoice, Apple MessagePad and DragonDictate Tm  
(Mankoff et al., 2001). Moreover, although it is sometimes possible to make this 
facility 'always on' (e.g. in ViaVoice), in general it is used solely for error correction. 
There are some examples of its use in speaker-independent SLDSs. For example, a 
drop-down list of N-best alternatives was used to correct recognition errors in a train 
timetable application (Sturm et al., 2003, 2002). A similar system was also 
implemented in a directory assistance service for hand-held devices, together with a 
list of alternative spellings for homonymous names (den Os et al., 2001). Selection 
from a list of alternatives was also used in a slightly different way in a directory 
enquiries kiosk (Narayanan et al., 2000). Here, it was used to clarify ambiguous 
responses (e.g. disambiguating between people with the same first name). However, 
none of these studies focused on this aspect of the design, which means that there is 
limited information on its performance within this context. 
One SLDS study that did address this technique (Sturm and Boves, 2005) compared 
error correction using selection from the N-best list with a novel method based on 
selecting the first letter of the target word on a soft keyboard, after which the 
utterance was re-processed. Selection was via touch-screen input in each case. The 
results showed that participants preferred the novel technique, in which error 
correction was also more effective. However, the limited performance of the 
recogniser employed in the study may have unfairly influenced this result, since in the 
first design the list of alternatives was empty in around 50% of cases. 
Slightly more work of this type has been carried out within the context of dictation 
systems. Suhm et al. (2001), for example, examined this approach as part of a broader 
experiment on error correction in dictation. In this system touching a word on a touch-
sensitive screen resulted in a pop-up menu of alternatives. The results showed that the 
correct word was in the top six choices about every fourth time, resulting in a 
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correction accuracy of 24%. No measures of user attitude were taken in the 
experiment. 
User attitude was measured in another study (Larson and Mowatt, 2003), which found 
that participants liked this type of approach least when given a free choice of error 
correction methods (although it was used in 47% of error corrections). The main 
reason for this was that the correct word was offered as an alternative in the list less 
than 40% of the time. 
In both of the above studies the list of alternatives was used solely for error correction 
purposes, where it is not unreasonable that accuracies of this level were disappointing 
to users. However, by offering the N-best list as an integral part of the dialogue 
(before an error takes place thereby affecting user attitude) this technique has the 
potential to improve the initial accuracy achieved by the amount measured here as the 
correction accuracy. 
Analysis of the results from Experiment 2 showed that when the top ten recognition 
hypotheses were taken into account the surname recognition accuracy for the Speak 
Only strategy was increased from 61.3% to 80.5% for participants' own surname and 
from 49.3% to 75.6% for that of the other passenger' 8 . For the One Stage Speak and 
Spell strategy the increase was from 95.2% to 95.9% for participants' own surname 
and from 91.5% to 92.4% for the other passenger's. In the case of the Two Stage 
Speak and Spell strategy the rise was from 95.2% to 96.7% for participants' own 
surname and from 91.5% to 92.1% for the second passenger's surname. The relative 
gain therefore, was considerably larger in the Speak Only approach. Although the 
recognition performance in this version remained the poorest of the three, there was 
considerable improvement that could potentially alter both task completion and 
attitudes towards this strategy. 
The main drawback of this approach is the possibility that the correct name is not 
listed, which may be confusing and/or frustrating for users. There is also a cost 
18  Figures given are based on the data from the ECA service, and include only in-grammar attempts 
prior to and including the first (if any) in which the correct answer was found in the N-best list (95 and 
72 participants respectively in the case of the Speak Only strategy). 
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associated with adding extra stages to the dialogue. However, the use of text output 
may also have other advantages to help offset this cost. Visual display of a recognition 
result, for example, can make it easier for users to detect errors (Bourguet, 2006; den 
Os et al., 2001), whilst the persistence of text output means that more information can 
be presented at once (Narayanan et al., 2000). Moreover, "different modes of 
presentation can ... reinforce each other" (Granström and House, 2003). The use of 
both speech and text output in an ECA application can mean increased intelligibility, 
although it may also result in greater mental load (Ruttkay et al., 2004). 
The effect of adding text input and/or output to a speech-driven ECA service has been 
examined in both the banking and cinema domains (Morton et al., 2004). The results 
showed that participants tended to favour interfaces that included text output. In 
particular, participants felt significantly more confident that the ECAs understood 
them when the details they had entered also appeared as text in the interface. They 
also felt that the agent was significantly more credible and competent when text 
output was present. 
Few other studies have examined the effect of adding text output to a speech-driven 
ECA service. In this experiment therefore, the three different strategies for surname 
capture were compared both in the ECA service designed for Experiment 2 and in a 
new version in which text output was added to the ECA interface. This comparison 
was chosen in preference to one involving the telephone service of Experiment 1 since 
no significant difference was found between the two modes in Experiment 2. 
Moreover, this was felt to be a theoretically purer comparison, since comments from 
the interview in Experiment 2 (Section 5.6.5.2) indicated that participants 
incorporated real-world considerations that were not within the control of the 
experiment in their judgements of the two modes (such as convenience of access to a 
telephone compared to a kiosk, and a general familiarity with telephone services). By 
comparing two ECA versions, therefore, both of these factors are removed. 
In summary therefore, the experiment described in this chapter builds on the 
experiment results reported in earlier chapters by examining whether the addition of 
another modality, in the form of text output, affects the relative usability of the three 
different strategies for automated surname capture. In doing so it presents a novel use 
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of selection from an N-best list of recognition hypotheses and moreover expands 
previous work comparing ECA services with and without text output. 
6.3. Design of the SLDS 
In keeping with the philosophy of the previous two experiments, the decision was 
taken to compare the 'best possible' versions of each service. Several refinements 
were therefore made to the dialogue for the text output version in order to optimise it 
for use in this mode. Details of the text output service design are provided in the 
following sections. 
6.3.1. ECA Service - Text Output 
6.3.1.1. Display of Flight Details 
In addition to display of the N-best list of recognition hypotheses the inclusion of text 
output in the interface meant there was also the opportunity to display the flight 
information provided at the start of the interaction, and the booking reference number 
read out at the end. Intuitively this is a sensible use of the text output capability and 
reflects the likely design of the service in real life. 
Figure 49 shows the flight information as displayed in the text output service. This 
provided reinforcement of the information read out by Millie, which was the same in 
both versions. 
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Figure 49: Display of Flight Information 
Text output in the service was shown on a display board that covered one half of the 
partitioned window in the scene. This board was only visible at the relevant stages of 
the dialogue; otherwise the aeroplane was visible through the window as usual. 
6.3.1.2. Display of the N-Best List 
Display of the N-best list was used for capture of the passenger surname, initial and 
title. Participants were prompted for the desired information in exactly the same way 
as in the speech-only ECA service, and as in previous designs. A reminder of the 
prompts used at the surname stage in the three different strategies is shown in Figure 
50. 
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Speak Only 	 Please say your surname: "Smith" 
One Stage Speak and Spell 	Please say then spell your surname: "Smith, S-M-l-T-H" 
Two Stage Speak and Spell 	Please say your surname: "Smith" 
How do you spell that?: "S-M-l-T-H" 
Figure 50: Three Strategies for Automated Surname Capture (Reminder) 
Following the requisite input, the N-best list of recognition hypotheses in each case 
was displayed as a numbered list, ranked in order of decreasing recognition 
confidence (although this information was not shown to the user). In the case of the 
Two Stage Speak and Spell strategy the list displayed was the one resulting from the 
combination of the individual speak and spell N-best lists. Figure 51 shows the 
interface from the user's point of view during capture of the first passenger's surname 
(the passenger number is indicated at the top of the display). 
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Figure 51: Selection of Surname from the N-Best List 
A maximum of ten hypotheses was displayed in the list. In cases where the 
recognition resulted in only one hypothesis this was shown in a slightly different 
format, and in place of a selection dialogue explicit confirmation of the displayed item 
was carried out. This is discussed further in Section 6.3.1.4. 
6.3.1.3. Selection from the N-Best List 
Users were instructed to select the correct answer from the list by saying the number 
associated with it, or if the correct answer was not in the list, by saying 'try again'. In 
the case of a 'try again' response all of the entries in the list were then excluded from 
the list of possibilities in subsequent recognitions. The exact prompt wording for the 
surname capture stage is shown in the following excerpt: 
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Millie: 	Now please say the number next to your surname, or say 'try 
again'. 
User: 	<silent> 
Millie: 	Sorry, I didn't hear anything. Please say just the number next 
to your surname, or if your surname is not in the list, say 'try 
again'. 
Use of this approach is based on experience of the high recognition accuracy 
achievable for digits. There are also examples of its use in several of the systems 
described earlier. In the commercial dictation system ViaVoice for example, it is 
implemented using the instruction "Say 'Pick <1-N>' or spell" (Mankoffet al., 2001). 
Other approaches use the instruction "Select <1-N>" (Larson and Mowatt, 2003) or 
employ touch-screen or mouse input for the selection process (Sturm and Boves, 
2005; Suhm et al., 2001). Here, however, the addition of another modality to the 
interface was considered outside the scope of this experiment. 
6.3.1.4. Confirmation 
The use of text output has important implications for the confirmation strategy used. 
Primarily, the ability to display multiple items of information at once removes the need 
for explicit confirmation of each item individually. This means fewer confirmation 
stages, which is likely to result in a less tedious dialogue for the user and may also 
offset the cost of the additional stages relating to the N-best list. The latter is 
potentially of greatest value in the two spelling strategies, since the benefits of the N-
best approach are likely to be proportionately less in these two strategies. 
Confirmation of some type is needed however, since it is possible that some digits 
may be misrecognised at the selection stage. Confirmation is also important for users' 
confidence in the system. It was therefore decided to confirm all three items of 
passenger information at once (surname, initial and title) following capture of the 
passenger title. Figure 52 shows a typical confirmation screen as seen by the user. 
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Figure 52: Confirmation Screen - Individual Passenger Details 
The use of text output removed the need for Millie to read out the passenger 
information explicitly (and in particular the need to spell out the surname). Instead, 
she referred to the information displayed, saying for example "I have your details as 
shown. Are they correct?" 
If the details were incorrect in some way all exclusion lists were cleared and the user 
was asked to re-input the information, starting with the passenger surname. The 
details of each passenger were confirmed separately, since the time taken to re-input 
both sets of details was felt to be too onerous in comparison to the minor extra effort 
required to confirm them individually. (This design also allows for easier extension to 
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a larger number of passengers.) Once both sets of passenger details were confirmed, a 
final summary of both was shown, together with the booking reference number 
(Figure 53). 
Figure 53: Summary Screen 
Explicit confirmation was also used in the special case where the recognition resulted 
in only one hypothesis. Analysis of the ECA results in Experiment 2 showed that 
there were some incidences of misrecognition amongst responses of this type. The 
two strategies that involved spelling were the most affected. Table 64 details the 
number of in-grammar recognitions at the surname capture stage in each strategy that 
resulted in only one hypothesis, together with the proportion of these that were 
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incorrect. Figures for the Two Stage Speak and Spell strategy are shown following 






(% one hypothesis) 
Incorrect 
(% IG recognitions) 
Speak Only 410 6 	(1.5%) 3 	(50.0%) 3 	(0.7%) 
One Stage Speak& Spell 218 112 (51.4%) 15 	(13.4%) 15 	(6.9%) 
Two Stage Speak& Spell 214 102 (47.7%) 4 	(3.9%) 4 	(1.9%) 
Table 64: Surname Responses Resulting in Only One Hypothesis (Experiment 2) 
Based on these results it was decided to immediately confirm answers of this type. 
The surname hypothesis was displayed on-screen minus an associated number and 
was confirmed by Millie using the prompt "I thought I heard this surname. Is that 
correct?" The advantage of this approach is that if the user rejects the hypothesis at 
this stage it can be excluded from the list of possibilities in subsequent recognition 
attempts. (This is not possible following confirmation of all of the passenger details at 
once, since it is not known at this stage which of the passenger details is incorrect.) 
6.3.1.5. Capture of Initial 
Selection from the N-best list was applied to the capture of the passenger initial in the 
same way as the surname stage. Analysis of the ECA data from Experiment 2 showed 
that although there were fewer incidences of single-answer N-best lists during capture 
of the initial, this still occurred in a significant proportion of cases (16.8% of in-
grammar recognitions at this stage averaged across strategies). Again moreover, there 
were incidences of misrecognition amongst the single-answer results (6.4% of single-
answer cases or 1.1% of in-grammar recognitions overall). The decision was therefore 
taken to apply the confirmation strategy used for surnames to initials as well. 
6.3.1.6. Capture of Title 
Capture of the passenger title was treated slightly differently. Data from Experiment 2 
showed that there was very little misrecognition at this stage, most of it between the 
titles 'Miss' and 'Ms' (Section 5.6.11). Moreover, further analysis showed that 
although a substantial proportion of recognitions resulted in only one hypothesis (on 
average 36.3% across strategies) this answer was incorrect in just one case overall (or 
0.2% of in-grammar recognitions). The mistake was again between the titles 'Miss' 
and 'Ms', with the former being misrecognised as the latter. 
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The very low incidence of problems at this stage meant that a slightly different 
approach was adopted in this design. Firstly, given that single-answer hypotheses 
were almost always correct the decision was taken to omit explicit confirmation of the 
title in these cases, instead moving straight on to confirmation of the full set of 
passenger details. Moreover, since almost all misrecognitions that did take place were 
the result of confusion between 'Miss' and 'Ms' these were treated as special cases. If 
either was found to be the top answer in an N-best list with multiple entries, a 
selection stage similar to that used in the capture of the surname and initial was 
invoked. If the top answer was one of the other titles the dialogue moved straight on 
to confirmation of the full set of passenger details. 
6.3.1.7. Nonverbal Behaviour 
Results from the one-to-one interview in Experiment 2 indicated that opinion on 
Millie's typing animations was fairly divided. Based on this, therefore, the decision 
was taken to retain these animations as part of the service, but to reduce their duration 
(from three seconds to two seconds for surnames). Whilst slightly less realistic, this 
was felt to be a reasonable compromise between those who liked the animations and 
those who felt they were redundant and a waste of time. Other minor refinements 
included the removal of Millie's frown when apologising, again based on negative 
comments made in the de-briefing interview. Attempts were also made to improve the 
naturalness of her gestures through slight adjustments to the poses involved and the 
timing of these within the animations. 
A similar process to that used in Experiment 2 was then carried out in order to 
associate each verbal prompt with appropriate nonverbal behaviour(s). Each prompt 
was examined in the context in which it appeared and its salient features identified. 
Based on the prompt's function and content, subjective judgement was then used in 
determining which nonverbal behaviours to associate with it (if any). The facial 
animations and gestures created for Experiment 2 were re-used where possible, with 
adjusted timings as appropriate. In addition, a new deictic gesture was created to 
allow Millie to refer to the display board behind her at the appropriate points in the 
dialogue. The gesture consisted of her turning towards the board slightly and 
gesturing towards it with her left hand. 
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6.3.2. ECA Service - No Text Output 
The ECA service described in the previous chapter was used largely unchanged in this 
experiment. The prompts were re-recorded in a new service voice (see Section 6.4.1) 
and the durations of the associated animations were adjusted accordingly where 
appropriate. Other minor refinements included the removal of Millie's frown when 
apologising, and a reduction in the duration of the typing animations. 
6.4. Implementation 
6.4.1. Both ECA Services - Speech Output 
Unfortunately, the actress employed as the service voice in Experiments 1 and 2 was 
no longer available. A new actress was therefore recruited for Experiment 3. Again, a 
female British English native speaker was employed. The prompts for both versions 
of the service were recorded in the new voice in order to ensure that the voice was not 
a confounding factor in the experiment (since participants in the experiment 
experienced both ECA services in a repeated-measures design). 
6.4.2. ECA Service - Text Output 
The text output version of the ECA service was implemented using the same 
architecture, tools and hardware as the ECA service in Experiment 2. Details of the 
implementation that were specific to this version are given in the following sections. 
All other implementation details were the same as in Experiment 2. 
6.4.2.1. Display of Text Output 
Two different mechanisms were used to display the text output, depending on the 
nature of the content. The static flight information was displayed using a texture, 
using the following Dialogue Editor command: 
aSetSceneEvent(" BOARD. set_textureU RL", "textures/fl ightinfo.png"); 
For dynamic information the display board was implemented as a customised VRML 
node made up of standard VRML elements such as boxes and 2D text. Hidden by 
default, the display consisted of title, headings and contents sections. The headings 
and contents sections were divided into two columns as shown in Figure 54. 
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TITLE 
Heading 1 	Heading 2 
Items 1 	 Items 2 
Figure 54: Design of Display Board 
The width of each section auto-sized to fit the content. The offsets between columns 
could also be adjusted as required. Control of the display board is illustrated in the 
excerpt of Dialogue Editor code shown: 
II make sure board is clear 
aSetSceneEvent("BOARD .set_clearText", true); 
II populate the board with information 
aSetSceneEvent(" BOARD. set _titleText", "Passenger "+ $gPassengerNo); 
aSetSceneEvent("BOARD.Set_headiflgl Text", "Number"); 
aSetSceneEvent("BOARD .set_heading2Text", "Initial"); 
aSetSceneEvent(" BOARD. set —items lText", NumberList); 
aSetSceneEvent(" BOARD. set_items2Text", DisplayList); 
II now show board 
aSetSceneEvent('BOARD_SW ITCH .wh ichChoice", 0); 
'NumberList' in this case was an array containing the numbers associated with the N-
best list of initials, which were stored in the array 'DisplayList'. 
6.4.2.2. Grammar Design for Selection from N-Best List 
in order to maximise the digit recognition accuracy the recognition grammar in each 
case was limited to the numbers shown in the list together with an optional preamble. 
An extract is shown below for the surname stage in the case where the N-best list 
contained two items. 
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.SelectSurname2 [SelectSurname2 TryAgain] {<select $return>} 
SelectSurname2 (?UmUhAh 
(?SurnamePreamble Two) 






(?[my the] surname is ?number) 
(?the correct surname is ?number) 
(?the number next to [it (my surname)] ?is ?number) 
TryAgain (?UmUhAh ?try again ) {return(0)} 
The ordinal format ('first', 'second' etc.) was allowed only for the first three items in 
any list, since for the numbers above this the ordinal values ('fourth', 'fifth' etc.) are 
acoustically highly confusable. 
Implementation of this grammar is illustrated in the following dialogue example: 
System: 	Now please say the number next to your surname, or say 'try 
again'. 
User: 	Um surname number two. 
System: 	Thanks. What is your initial? 
Other example input phrases that are allowable via this grammar include: 
Two. 
The first one. 
Surname one. 
My surname is number two. 
The correct surname is number one. 
The number next to it is two. 
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6.4.2.3. Nonverbal Behaviour 
Typing animations in the text output version took place either following explicit 
confirmation or after selection from the N-best list, as appropriate. For passenger titles 
that did not invoke either technique typing took place immediately following the 
user's input of the title. There was also one additional typing animation, following 
explicit confirmation of all the passenger details. 
6.5. The Experiment 
6.5.1. Experiment Predictions 
The following experiment predictions were made. 
The objective performance of the Speak Only strategy will be significantly 
improved by the use of text output to implement the N-best selection 
technique. The performance of the two Speak and Spell strategies will also be 
improved by use of this technique, but to a lesser degree. 
Better objective performance in the Speak Only strategy is likely to result in 
more positive attitudes towards it. The difference in user attitude between this 
strategy and the two strategies that involve spelling is likely to be considerably 
reduced in the ECA service that has text output compared with the one 
without. 
The use of text output in the interface will not affect users' relative attitudes 
towards the two Speak and Spell strategies, which will be rated similarly in 
both versions of the service. 
Overall, users will exhibit a more positive attitude towards the ECA service 
with text output than the one without. 
6.5.2. Independent Variables 
There were two main independent variables in this experiment: the strategy employed 
for surname capture (Speak Only, One Stage Speak and Spell or Two Stage Speak and 
Spell) and the mode (Text or No Text). Both were employed as within-subjects 
variables in a repeated-measures design. The other independent variables were the 
between-subjects factors gender and age group. Note that in this experiment only two 
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age groups were employed (18-35 years and 36 years and over). This is discussed 
further in Section 6.5.7. 
6.5.3. Dependent Variables 
The dependent variables were identical to those employed in previous experiments: 
mean attitude score, explicit preferences between the surname capture strategies and 
task completion rate. 
6.5.4. Research Hypotheses 
Five separate null hypotheses were defined: 
HOA - mode will have no effect on the relative mean attitude scores for the 
three different strategies for automated surname capture. 
HOB - mode will have no effect on the distribution offirst, second and third 
rankings awarded to the three different strategies for automated surname 
capture. 
Hoc - mode will have no effect on the relative task completion rates for the 
three different strategies for automated surname capture. 
HOD - mode will have no effect on the absolute mean attitude scores averaged 
over the three different strategies for automated surname capture. 
HOE - mode will have no effect on the absolute task completion rates averaged 
over the three different strategies for automated surname capture. 
6.5.5. Experiment Design 
Again, a repeated-measures design was employed, which meant that each participant 
experienced all six possible combinations of mode and strategy. Participants 
experienced each of the three surname capture strategies first in one mode, and then in 
the other (in the same sequence in both cases). In order to control for any potential 
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order effects, the order of presentation of both strategy and mode was balanced across 
the experimental group. 
6.5.6. Experiment Procedure 
The procedure employed was similar to previous experiments, in particular that used 
in Experiment 2. The reader is referred to Section 5.5.6. Key differences were as 
follows: 
• Here the two versions of the flight reservations service were described to 
participants as "the screen interface <with / without> text output". Participants 
were told in advance that an agent would be present on-screen in both. 
• Here participants were not required to move in order to experience the two 
different modes. The same physical set-up was used for each. 
• Two of the additional statements in the Likert questionnaire ("The way in 
which the service read out surnames was confusing" and "The letters of the 
alphabet were always read out clearly") were adapted for the ECA service 
with text output in order to reflect the fact that the information was displayed 
rather than read out. In each, the phrase 'read out' was replaced with the word 
'displayed'. 
• The one-to-one interview was again carried out in two parts, after each mode. 
As in Experiment 2 this sought to establish participants' preference between 
surname strategies in each mode, and subsequently their preference between 
the two modes. The second part of the interview in this case then went on to 
investigate a number of issues specific to the ECA service with text output. 
6.5.7. Participants 
In this experiment the three age groups employed in previous research (18-35 years, 
36-49 years and 50 years and over) were reduced to two groups (18-35 years and 36 
years and over) based on the results of the previous two experiments. 
In Experiment 1 very few effects of age were detected. In Experiment 2, where an 
overall interaction between age and mode was detected in the mean attitude score, 
participants in the two older age groups tended to express similar opinions to each 
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other and were both in opposition to the younger age group. This overall interaction 
was the result of several interactions of a similar pattern amongst individual usability 
attributes. Based on these results, therefore, the decision was taken to group the two 
older age groups together for the purposes of this experiment. 
A total of 48 members of the local Edinburgh population were recruited to take part in 
the experiment. The cohort that was fully balanced with respect to combinations of 
the four independent variables gender, age group, strategy order and mode order. 
Table 65 shows a summary of the final experiment design. 
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Title - An Investigation of the Effect of Text Output on the Usability of 
Strategies for Automated Surname Capture 
Design - Repeated-measures 
Null Hypotheses HOA - mode will have no effect on the relative mean attitude scores 
for the three different strategies for automated surname capture. 
HOB - mode will have no effect on the distribution of first, second and 
third rankings awarded to the three different strategies for automated 
surname capture. 
Hoc - mode will have no effect on the relative task completion rates 
for the three different strategies for automated surname capture. 
HOD - mode will have no effect on the absolute mean attitude scores 
averaged over the three different strategies for automated surname 
capture. 
HOE - mode will have no effect on the absolute task completion rates 
averaged over the three different strategies for automated surname 
capture. 
Research Predictions The objective performance of the Speak Only strategy will be 
significantly improved by the use of text output to implement the N- 
best selection technique. The performance of the two Speak and 
Spell strategies will also be improved by use of this technique, but to 
a lesser degree. 
Better objective performance in the Speak Only strategy is likely to 
result in more positive attitudes towards it. The difference in user 
attitude between this strategy and the two strategies that involve 
spelling is likely to be considerably reduced in the ECA service that 
has text output compared to the one without. 
The use of text output in the interface will not affect users' relative 
attitudes towards the two Speak and Spell strategies, which will be 
rated similarly in both versions of the service. 
Overall, users will exhibit a more positive attitude towards the ECA 
service with text output than the one without. 
Dependent Variables 1 Mean Attitude Score 
2 Explicit Preference 
3 Task Completion 
Other Data 1 Qualitative Interview Answers 
2 Recognition Accuracy 
3 In-Grammar / Out-of-Grammar Rates 
4 Silence I Reject Rates 
5 Length of Interaction 
(Experiment) 1 Mode (2 levels) 
2 Strategy (3 levels) Independent Variables 
(Participant) 1 Gender (2 levels) 
2 Age Group (2 levels) Independent Variables 
Extraneous Variables 1 Order of Presentation of Modes (2 levels). Controlled by balancing 
- allocation across group. 
2 Order of Presentation of Strategies (3 levels). Controlled by 
- balancing allocation across group. 
3 Researcher Differences. Controlled by following a prepared 
procedure and script. 
Location - University Premises, Edinburgh 
Honorarium - £20 
Duration - 1 hour 
Table 65: Summary of Experiment Design 
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6.6. Results 
6.6.1. Summary of Results 












Speak Only 4.34 20.8% 64.6% 54.2% 
One Stage Speak & Spell 4.85 35.4% 15.7% 83.3% 
Two Stage Speak & Spell 5.00 33.3% 10.4% 79.2% 
Text 
Speak Only 4.79 20.8% 54.2% 62.5% 
One Stage Speak & Spell 5.18 33.3% 16.7% 89.6% 
Two Stage Speak & Spell 5.22 45.8% 6.3% 91.7% 
Table 66: Key Results 
Reassuringly, results for the no text version of the service were similar to those found 
for the ECA service in Experiment 2 (Table 39 on p194). 
Here, the inclusion of text output in the interface appeared to improve performance in 
the Speak Only strategy on each of the key measures of usability. The mean attitude 
score was higher, task completion rose and fewer participants selected the Speak Only 
approach as their least preferred strategy in this version of the service. However, in 
comparison to the other two strategies it remained the poorest performer across both 
modes, on each of the key measures of performance. Overall, all three strategies 
tended to perform better in the service with text output, although the magnitude of the 
improvement differed in some cases. Of particular interest is the fact that task 
completion in the Two Stage Speak and Spell strategy rose by 12.5% in this mode, 
which was the largest gain in this measure found across all three strategies. Moreover, 
this was accompanied by a 12.5% rise in the number of participants who chose the 
Two Stage Speak and Spell strategy as their most preferred version, alongside a fall in 
the proportion who chose it as their least preferred option (by 4.1%). A detailed 
investigation of the results is provided in the following sections. 
6.6.2. Mean Attitude Score 
6.6.2.1. Summary 
Figure 55 shows a summary of the mean attitude score for each combination of mode 
and surname capture strategy. 
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4.0 - -- - 
No Text 	I 	 Text 
Speak Only 1 	4._ 	4.79 
One Stage - - 	4.85 	5.18 - - 
—é—Two Stage 	- 5.00 	- 	5.22 - - 
Figure 55: Summary of Mean Attitude Scores 
The interface with text output was rated higher than the one without text output across 
all three strategies. However, the relative gain in the mean attitude score appeared to 
be slightly larger in the case of the Speak Only strategy, although it remained the 
approach with the poorest usability rating. Overall, in both modes, the pattern of 
results for the three dialogue strategies remained similar to that of the previous two 
experiments. The Speak Only strategy was rated considerably lower than either of the 
two strategies that involved spelling. Moreover, as in Experiment 2, the Two Stage 
Speak and Spell strategy tended to be rated slightly higher than the One Stage Speak 
and Spell strategy in both modes. 
To establish the significance of these results, a repeated-measures analysis of variance 
(ANOVA) was carried out using the mean attitude scores for each combination of 
mode and strategy. The within-subject factors were strategy and mode. Due to the 
smaller number of participants in this experiment however, it was not possible to 
include all possible between-subjects factors in the ANOVA simultaneously (gender, 
age group, order of presentation of mode and order of presentation of strategy) since 
this would mean only one participant in each cell of the analysis and thus too few 
residual degrees of freedom. In order to identify candidates for exclusion therefore, a 
series of preliminary ANOVAs were carried out. In each, a different between-subjects 
variable was included as the sole between-subjects factor, in order to identify the 
effects, if any, of this factor on the results. In fact, none of the four between-subjects 
variables were found to have a significant effect. Selection of the variable for 
exclusion was thus fairly arbitrary. Gender was chosen, since this factor was found to 
have the least effect in previous work. There were no effects of gender on the mean 
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attitude score in either of the previous two experiments, and although an interaction 
between mode and gender was detected in Experiment 2 this was one of the weaker 
interactions detected (p=0.0 18). 
Table 67 shows the results of the ANOVA carried out with age group, order of 
presentation of mode and order of presentation of strategy as the between-subject 
factors. Mauchly's test indicated that in the case of strategy the assumption of 
sphericity in the data was violated, which means that the results given are for the 
Greenhouse-Geisser test. No significant interactions between any of the independent 
variables were detected. 





 Square  
F Sig. 
Within Subject Effects  
Overall 16.482 1.574 10.474 14.507 .000 
Speak Only vs One Stage 19.530 1 19.530 16.296 .000 
Strategy 
Speak Only vs Two Stage 28.985 1 28.985 17.955 .000 
One Stage vs Two Stage 0.930 1 0.930 1.562 .223 
Overall 27.268 37.767 .722 
Speak Only vs One Stage 28.764 24 1.198 
Error (Strategy) 
Speak Only vs Two Stage 38.743 24 1.614 
One Stage vs Two Stage 14.296 24 0.596 
Mode 7.950 1 7.950 21.629 .000 
Error (Mode)  8.821 24 .368  
Between Subject Effects  
Age  1.628 1 1.628 .569 .458 
Mode Order .236 1 .236 .083 .776 
Strategy Order 5.361 5 1.072 .375 .861 
Error 68.646 24 2.860 
Table 67: ANOVA for Mean Attitude Score 
The analysis demonstrated a very highly significant effect of both strategy and mode 
(p<O.00l in both cases). Pair-wise contrasts showed that the Speak Only strategy was 
rated significantly lower than either of the two Speak and Spell strategies, whilst the 
difference between the two was not significant. In addition, the text output mode was 
rated significantly higher than the interface with no text. There was, however, no 
interaction between the two experimental variables. The addition of text output to the 
interface did not significantly affect the way in which the three surname capture 
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6.6.2.2. Comparison of Users' First Experiences 
The final analysis carried out on the mean usability scores examined participants' 
attitudes towards their first experience. A univariate analysis of variance (ANOVA) 
was run on the scores for participants' first experience, with strategy, mode, gender 
and age as the between-subjects factors. The results showed that neither strategy nor 
mode had a significant effect on participants' attitudes towards this first experience of 
the service. This may, however, have been due to the lower power to detect effects of 
between-participant comparisons, in particular for a smaller sample size such as this. 
6.6.3. Core Usability Attributes 
6.6.3.1. Summary 
Figure 56 shows the mean responses to each of the twenty core usability attributes, for 
each combination of mode and strategy. 
7 
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Figure 56: Usability Profile - Core Usability Attributes 
The usability profile shows that the no text version of the Speak Only strategy was 
consistently rated the lowest. The text output version of this strategy was rated 
considerably higher on almost all of the core issues. However, the latter also tended to 
be rated lower than the other combinations of mode and strategy on several issues. 
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Figure 57 shows participants' attitudes towards the three different dialogue strategies 
combined across modes. Attributes for which a significant effect of strategy was 
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Figure 57: Summary of Core Usability Attributes by Dialogue Strategy 
As in previous experiments, participants were on the whole positive towards the two 
strategies that involve spelling, but considerably less positive towards the Speak Only 
strategy. Again there were just two attributes, needs improvement and prefer human, 
for which the two Speak and Spell strategies did not receive a positive rating. These 
were also the issues on which the Speak Only strategy was rated particularly 
negatively. Several other issues were rated at around neutral for this strategy. 
Figure 58 shows participants' attitudes towards each mode combined across dialogue 
strategies. Again, attributes for which a significant difference in attitude was found 
are marked with a star, and are discussed further in Section 6.6.3.2. 
On the whole both modes were rated positively, although throughout participants 
were more positive towards the text output version of the ECA service. The two issues 
on which both modes were rated fairly poorly were again needs improvement and 
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prefer human. The no text version of the service was also rated close to neutral on the 
issues frustration, concentration, degree of control and enjoyment. 
cc 
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Figure 58: Summary of Core Usability Attributes by Mode 
6.6.3.2. Significant Effects in Core Usability Attributes 
To investigate the significance of these results a series of repeated-measures 
ANOVAs, similar to that employed for the mean attitude score, were carried out for 
each of the twenty core attributes in the usability questionnaire. The results are 
summarised in Table 68. 
Attribute Significant Effects 
Strategy (df=2; F=10.308; p<0.001) 
Mode (df=1 ;F=18.064;p<0.001) 
Frustration Strategy * Mode (df=2;F=3.245;p0.048) 
Mode * Strategy Order (df=5;F=2.914;p0.034) 
Degree Of Concentration Mode (df=1 ;F=7.645;p=O.01 1) 
Too Fast no significant effects 
Strategy (df=2;F=3.882;p0.027) 
Degree Of Stress Mode (df=1 ;F=4.31 1;p=0.049) 
Strategy (df =1.456; F=9.585; p=0.001) 
Degree Of Control Mode (df=1 ;F=7.927;p0.010) 
Knew What To Do no significant effects 
Degree Of Confusion Mode (df=1 ;F=6.863;p0.015) 
Strategy (df=1 .487;F6.472;p0.008) 
Ease Of Use 
Mode (df=1;F8.1 17;p=O.009) 
Strategy (df=1 .397;F7.691 ;pO.005) 
Flustered Mode (dfl ;F=6.961 ;p0.Ol 4) 
Mode * Strategy Order (df5;F2.737;p0.043) 
Degree Of Complication Strategy(dfl.588; F=5.867;p=0.010) 
Strategy (df=1 .605;F=15.908;p<0.001) 
Reliability Mode (df=1 ;F=9.497;p0.005) 
Strategy (dfrl .626;F14.302;p<0.001) 
Efficiency Mode (df=1 ;F=6.020;p0.022) 
Strategy (df=2;F=1 6.494;p<O.001) 
Needs Improvement Mode (df=1 ;F=12.447;p0.002) 
Strategy (df=2;F=9.620;p<0.001) 
Degree Of Enjoyment Mode (df=1 ;F=16.686;p<0.001) 
Prefer Human Mode (df=1;F=4.531;p0.044) 
Strategy (df=2; F= 13.1 55;p<O.00I) 
Happiness To Use Again Mode (df=1 ;F=12.640;p0.002) 
Mode (df=1 ;F=4.444;p0.046) 
Clarity Of Voice Mode * Age (df1 ;F=4.444;p0.046) 
Liked Voice Strategy * Strategy Order (df=10;F=2.604;p0.013) 
Friendly no significant effects 
Mode (df=1 ;F=5.730;p0.025) 
Polite Mode * Mode Order (dfl ;F=4.587;p0.043) 
Table 68: Summary of Significant Effects in Core Usability Attributes 
Strategy was found to have a significant effect on eleven of the core usability issues, 
fewer than in previous experiments. Subsequently, pair-wise contrasts showed that for 
all eleven attributes the Speak Only strategy was rated significantly poorer than both 
the One Stage Speak and Spell strategy and the Two Stage Speak and Spell strategy 
(Table 69). There was only one attribute for which the difference in attitude between 
the two strategies that involved spelling was significant. Participants found the One 
Stage Speak and Spell strategy significantly more frustrating to use than the Two 
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Stage Speak and Spell version. In all other cases the two Speak and Spell strategies 








Frustration dfl ;F6.753;p0.016 df=1 ;F=15634;p0.001 df1 ;F5.272;p0.031 
Degree Of Concentration - - - 
Too Fast - - - 
Degree Of Stress df=1;F=4.631:p=0.042 df=1;F=5.055;p=0.034 - 
Degree Of Control df=1 ;F=9.363;p=O.005 df=1 ;F=12.233;pO.001 - 
Knew What To Do - - - 
Degree Of Confusion - - - 
Ease Of Use df=1 ;F=6.767;p=O.016 df=1 ;F=8.974;pO.006 - 
Flustered df=1 ;F6.726;p0.O1 6 dfl ;F9.676:p0.005 - 
Degree Of Complication df=1 ;F=6.961 ;p=O.014 df=1 ;F=7.067;p=O.014 - 
Reliability df=1 ;F=16.056;p=O.001 dfl ;F=22.227;p<O.001 - 
Efficiency df=1 ;F=14.940;p=O.001 df=1 ;F=1 9.320;p<0.001 - 
Needs Improvement df=1;F16.640;p<0.001 df=1;F=26.810;p<0.001 - 
Degree Of Enjoyment df=1 ;F=1O.780;p0.003 df=1 ;F=13.050;p=O.001 - 
Prefer Human - - - 
Happiness To Use Again df=t ;F=1 2.590;p=O.002 dfl ;F1 8.390;p<O.001 - 
Clarity Of Voice - - - 
Liked Voice - - - 
Friendly - - - 
Polite - - - 
Table 69: Pair-Wise Contrasts Between Strategies (Core Usability Attributes) 
Frustration was also the only issue for which there was a significant interaction 
between the two experimental variables strategy and mode, albeit one that was only 
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No Text 	 Text 
Figure 59: Interaction Between Strategy and Mode– 'Frustration' 
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Participants felt significantly less frustrated by the Speak Only strategy in the text 
output version of the service (p<0.001). In contrast, attitudes towards the two Speak 
and Spell strategies were similar across modes. Analysing the two modes separately it 
was found that the effect of strategy was significant only in the service that did not 
have any text output (p<0.001).  In this mode the Speak Only version was rated 
significantly poorer than either of the two strategies that involved spelling (P<O.Ol in 
both cases). Moreover, the Two Stage Speak and Spell strategy was found to be 
significantly less frustrating in this mode than the One Stage Speak and Spell strategy 
(p=0.027). In the text output version all three strategies were rated similarly. 
This was the only attribute for which there was an interaction between the two 
experimental factors strategy and mode. In general, participants' attitudes towards the 
three different strategies for automated surname capture were unaffected by the mode 
in which they experienced them. 
Mode did have a significant effect overall however. Participants were consistently 
more positive towards the ECA service with text output - significantly so in the case 
of fifteen of the twenty core usability issues. 
The difference was very highly significant (p<0.001) in two cases: frustration and 
degree of enjoyment, where in each case the interface with no text was rated close to 
neutral. It was highly significant (p<O.Ol) in four cases; ease of use, reliability, needs 
improvement and happiness to use again. Finally, a significant effect of mode 
(p<0 . 05) was detected for nine of the attributes, albeit only just significant in three 
cases: degree of stress, prefer human and clarity of voice. Respondents felt they had 
to concentrate less when using the text output interface, they felt significantly more in 
control, less confused and less flustered when using it. They also felt the ECA service 
with text output was more efficient and more polite. 
The only attributes on which mode had no effect were as follows. Neither mode was 
considered too fast. Participants felt they knew what to do in both modes, they did not 
find either complicated, and felt both were equallyfriendly. They also rated the clarity 
of the voice similarly in each mode, which is reasonable given that the same voice was 
used in each, together with the same audio set-up. 
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6.6.4. Additional Likert Statements 
Figure 60 shows the mean responses to each of the additional statements in the 




Confident Details 	Service Didn't 
	
Read Out / Display Of Letters Read Out / Conversation Natural 
Correct 	 Understand Surnames Confusing 	Displayed Clearly 
Figure 60: Usability Profile - Additional Likert Statements 
In general, the pattern of response was similar to that found for the core set of 
attributes. The no text version of the Speak Only strategy was consistently rated the 
lowest. Here however, the other combinations of mode and strategy were rated fairly 
similarly. Most resulted in a positive response towards the service, although 
participants felt in all cases that sometimes the service didn't understand them. 
To investigate these results further, a repeated-measures ANOVA similar to those 
applied earlier was carried out for each statement. Table 70 summarises the results. 
Attribute Significant Effects 
Strategy (df= 1 .576;F= 13.097;p<O.001) 
Confident Details Correct 
Mode (df=1 ;F=20.763;p<O.001) 
Service Didn't Understand Strategy (df= 1 .621 ;F=6.285;p0.007) 
Strategy (df= 1 .552;F= 15.409;p<O.001) 
Read Out I Display Of Surname Confusing Mode (df=1 ;F=9.570;p=O.005) 
Age (df=1 ;F=6.977;p=O.014) 
Letters Read Out / Displayed Clearly Mode (df=1 ;F=8.041 ;p=O.009) 
Conversation Natural Strategy (df=2; F=4.032;p=O.024) 
Table 70: Summary of ANOVA Results for Additional Likert Statements 
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Dialogue strategy had a significant effect on participants' attitudes towards four of the 
five additional statements. Table 71 shows the results of the pair-wise contrasts 
carried out for these statements. 
Speak Only Speak Only One Stage 
Attribute 
<One Stage <Two Stage <Two Stage 
Confident Details Correct df=1 ;F=1 3.859;p=0.001 dfl ;F1 7.799;p<0.001 - 
Service Didn't Understand - df=1;F=8.364;p0.008 df=1;F=6.479;p0.018 
Read Out I Display Of df=1 ;F=21 .703;p<O.001 df=1 ;F=14.815;p0.001 - 
Surname Confusing  
Letters Read Out I 
Displayed Clearly - - - 
Conversation Natural - df=1 ;F=5.845;p0.024 df=1 ;F=6.31 l;p=O.O19 
Table 71: Pair-Wise Contrasts Between Strategies (Additional Statements) 
As in previous experiments, participants felt significantly less confident that their 
details had been registered correctly following use of the Speak Only strategy. They 
also found the system output of surnames significantly more confusing following this 
version, probably as a result of the higher incidence of incorrect surnames (see 
Section 6.6.9). 
The pattern of results was slightly different in two cases. Although participants felt 
that all three strategies sometimes failed to understand them the Two Stage Speak and 
Spell strategy was rated more positively than either of the other two strategies, which 
were rated similarly. This was also the pattern detected for the statement "My 
conversation with the service felt natural". Participants felt the Two Stage approach to 
speaking and spelling the name was significantly more natural, rating it positively on 
the 7-point scale (estimated marginal mean 4.40) compared to a neutral or negative 
score for the other two strategies (One Stage Speak and Spell 3.99, Speak Only 3.87). 
Mode had a significant effect on attitudes towards the additional statements in three 
cases. Crucially, participants felt significantly more confident that their details had 
been registered correctly following use of the text output mode. Participants also 
found the display of surnames in the text output mode significantly less confusing 
than the read-out of surnames in the interface with no text output (estimated marginal 
means 5.52 and 5.91 respectively). This is reasonable given that the read-out of the 
surname involved spelling it out a letter at a time, which is cognitively more difficult 
for the user than simply reading it on-screen. A similar result was obtained for the 
statement relating to the clarity of the output of individual letters. 
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Finally, age was found to have a significant effect on participants' attitudes towards 
the system output of surnames. In general, younger participants were significantly 
more positive towards this issue than those aged over 36 years (estimated marginal 
means 5.48 and 4.88 respectively). 
6.6.5. Explicit Preference 
6.6.5.1. Explicit Preference Between Strategies 
After using each mode participants were asked which dialogue strategy they 






Most Preferred Least Preferred Most Preferred Least Preferred 
Speak Only 10(20.8%) 31(64.6%) 10(20.8%) 26(54.2%) 
One Stage Speak & Spell 17(35.4%) 8(16.7%) 16(33.3%) 11(22.9%) 
Two Stage Speak & Spell 16(33.3%) 5(10.4%) 22(45.8%) 8(16.7%) 
No Clear Preference 5(10.4%) 4(8.3%) 0.0(0.0%) 3(6.3%)  
Table 72: Explicit Preference Between Strategies 
As in the previous two experiments, the Speak Only strategy was the least preferred 
option for the majority of participants. This was true in both modes, although the 
proportion of participants who selected this version was lower in the text output mode 
(by 10.4%). Chi-square tests confirmed that in both modes the departure from an 
equal distribution of responses was unlikely to occur by chance (No Text p<0.001, 
Text p=0.002). The distribution of responses for the most preferred strategy however, 
was not found to be significant for either mode (despite appearances in the case of the 
text output version of the Two Stage Speak and Spell strategy). This is in contrast to 
previous experiments, where fewer participants selected the Speak Only strategy as 
their most preferred version than in this experiment, and the departure from an equal 
distribution of responses was found to be significant. 
Based on the responses to the question of most and least preferred version an absolute 
ranking for each of the three dialogue strategies was then calculated for each mode. 
For each pair-wise comparison within mode each strategy in the pair was coded as 
either the preferred (+1) or the less preferred (4) of the two. Pair-wise comparisons 
on these rankings were carried out using the Binomial test, excluding cases where 
participants did not express a preference. The results showed a similar pattern in each 
NOV 
mode: the Speak Only result was significant when compared to each of the other two 
strategies, whilst there was no significant difference between the two strategies that 
involved both speaking and spelling the name. Table 73 shows the significance values 







Speak Only vs One Stage 0.004 0.019 
Speak Only vs Two Stage 0.001 0.029 
One Stage vs Two Stage 1.000 1 	0.302 
Table 73: Results of Binomial Tests on Pair-wise Comparisons - Explicit Preferences 
Finally, a series of Wilcoxon signed-ranks tests showed that there were no significant 
changes in the absolute rankings of individual strategies across modes. 
Table 74 and Table 75 summarise the main reasons given by participants for their 
choice of least and most preferred strategy. Note that in many cases the column totals 
do not match the number of participants who expressed a particular preference (Table 
72) since some participants gave more than one reason for their choice, whilst others 
gave a reason that was not repeated by anyone else and is therefore not shown. 
Speak Only One Stage Two Stage 
Reason (Num Participants) Reason (Num Participants) 
(Num Participants) 




3 6 3 3 
understood understood  




Say and spell 
3 3 n/a n/a 




n/a 1 n/a 1 
list on screen list on screen  
Table 74: Least Preferred Strategy - Reasons 
As in previous experiments, the most common reason given by participants for 
selecting the Speak Only strategy as their least preferred version was trouble being 
understood, although a smaller number gave this as a reason in the text output version 
of the service (31.3% of the overall group of 48 participants compared to 50.0% in the 
no text mode). However, in the text output mode a number of participants chose this 
strategy as their least preferred version because of having to choose from the list 
displayed on screen. Of the six participants who gave this as a reason three said there 
were too many options to choose from, one said there were too few options and one 
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said the list was difficult to scan because it wasn't in alphabetical order. The 
remaining participant commented that using a list of options slowed the service down. 
Amongst the small number of participants who selected one of the two Speak and 
Spell strategies as their least preferred version the most common reason (for both 
versions) was trouble being understood. 
Table 75 summarises the main reasons given for participants' selection of most 
preferred strategy. 
Speak Only One Stage Two Stage 
Reason (Num Participants) Reason (Num Participants) (Num Participants) 
No Text Text No Text Text No Text Text 
No spelling 4 4 Ability to spell 9 5 5 6 
System System 
understood 3 0 understood 3 5 6 6 




4 3 0 2 
most efficient most efficient 
More natural i 2 0 
More natural / 1 4 3 3 
friendly   friendly  
Easy / clear i o 0 
Easy I clear! 
1 5 2 6 
no problems no problems  
More confident o 0 
More confident 
1 2 1 2 




n/a 1 n/a 5 
list on-screen list on-screen 
Table 75: Most Preferred Strategy - Reasons 
Amongst the small number of participants who selected the Speak Only strategy as 
their most preferred version the fact that no spelling was required was one of the most 
common reasons given. Also, following the text output mode, several participants 
included choosing from the list on-screen in their reasons. Typical comments include 
"
...with this one said the name then just had to give number" and "when you said the 
surname it gave you all the options straight away". 
Amongst participants who selected one of the two strategies that involved spelling, 
the ability to spell and the fact that the system understood them better were the most 
common reasons given for their choice. Closer analysis also revealed that of those 
who chose the One Stage Speak and Spell strategy eight participants referred 
specifically to the ability to say and spell the information at the same time (five in the 
no text mode and three in the text output mode), whilst amongst those who chose the 
Two Stage Speak and Spell strategy nine participants commented specifically on the 
two-stage process (five following the no text mode and four in the text output mode). 
Of the five participants who referred to the list displayed on-screen when selecting the 
Two Stage Speak and Spell strategy as their preferred version, three commented that 
this version did not display too much information. The remainder were non-specific. 
6.6.5.2. Explicit Preference Between Modes 
Participants were asked which form of the service they preferred (with or without 
text). Table 76 summarises the results. 
Mode Preferred (Num Participants) 
No Text 3 	(6.3%) 
Text 44 (91.7%) 
No Preference 1 	(2.1%) 
Table 76: Explicit Preference Between Modes 
The response was overwhelmingly in favour of the interface with text output. A 
binomial test confirmed that this result was highly unlikely to be due to chance 
(p<0.00 1). Participants felt reassured that their details had been registered correctly as 
a result of being able to see them on screen. A total of 70.5% of the group who 
preferred the text output mode made a comment to this effect. This is consistent with 
the results detected for the additional Likert statement "I felt confident that the service 
registered my details correctly", which was rated significantly more positively in the 
case of the interface with text output. The second most frequent comment was that the 
interface with text output was "easier" and/or "clearer" (20.1% of this group). In 
addition, 11.4% of those who preferred the text output mode mentioned being able to 
see the reference number given out at the end as at least part of their reason for 
preferring this interface, whilst 9.1% mentioned the ability to see the flight details at 
the start. Only two participants (4.2% of the whole group) commented on the method 
of selecting the correct information from a list. (Both comments were positive; one 
that this was "easier" and one that it was "quicker" to do to things this way.) 
Of the three participants who preferred the interface with no text output, two said that 
it was quicker and the third commented it was more like a telephone conversation, 
which they preferred. 
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6.6.6. Other Interview Results 
Participants were then asked a number of questions specific to the text output version 
of the ECA service. Due to a lack of time not all participants were able to complete 
this part of the interview. The number of respondents in each case is detailed in the 
following sections. 
6.6.6.1. Usefulness and Clarity of Text 
Participants were explicitly asked if they thought the output text was useful. The 
response was overwhelmingly positive. Of the 44 participants who reached this stage 
of the interview 100% said that the text was useful. Moreover, all 44 participants 
thought the text was easy to read. 
6.6.6.2. Selection from the List 
Participants were asked what they thought of the way in which they were asked to 
choose the correct information from a list. Of the 42 participants who gave a clear 
response to this question 90.5% commented favourably on this aspect of the service. 
The most common type of response was a generic "fine" or "good" (mentioned by 
26.3% of this group). This was followed in equal proportion by comments that it was 
"clear", "straightforward" or "simple" (23.7%), or avoided difficulties or confusion in 
the recognition (23.7%). One participant, for instance, remarked that "At least if you 
give a number there are not as many numbers that sound alike so you're not going to 
go through the frustration of not being understood". A minority of this group (10.5%) 
remarked that it gave them confidence that their details had been registered correctly, 
whilst a further 10.5% said that it meant there was no confusion on their part as to 
what had been understood by the system. 
Four participants commented negatively on this aspect of the service. One said there 
were too many options in the list (suggesting a maximum of three), one remarked that 
displaying the list served only to highlight that the voice recognition did not work, the 
third thought it would be quicker to key in the information, and the fourth felt that 
being asked to say a number when letters were displayed was overly complicated. 
6.6.6.3. Suggestions for Improvement 
A total of 44 participants were also asked how they thought the interface with text 
output could be improved. Just over a third of this group (34.1%) had no suggestion to 
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• Speak Only 
• One Stage 
o TwoStage 
WA. 	 text 
make, whilst a small proportion (6.8%) explicitly stated that no improvement was 
required. 
Amongst those who made a suggestion (29 participants) responses were quite diverse. 
The most common was a request for a printout at the end of the interaction 
(mentioned by six people or 13.6% of those asked). Other comments included: 
improved voice recognition (three participants or 6.8% of those asked); limit the 
number of options displayed to two or three (6.8%); use bigger or bolder text (6.8%); 
do not use the Speak Only strategy (two participants or 4.5%); display the information 
in alphabetical order (4.5%); and use the keyboard instead (4.5%). 
6.6.7. Task Completion Rate 
A reminder of the task completion rate for each combination of mode and strategy is 
given in Figure 61. 
- 	100% 
80% 
CL 	 60% 
2 	40% 
4 2::,: 
• Speak Only - 54.2% - 	62.5% 
• One Stage 83.3% 89.6% 
D Two Stage 	- 79.2% 91.7% 
Figure 61: Task Completion 
A higher task completion rate was achieved in the text output mode across all three 
strategies. Surprisingly, the relative gain was greatest in the Two Stage Speak and 
Spell version. The Speak Only strategy remained the poorest performer, with 
considerably lower task completion than either of the two Speak and Spell strategies. 
1 o investigate the significance of these results a repeated-measures ANOVA was 
carried out on the task completion outcomes. The within-subjects factors were 
strategy and mode, with age group, order of presentation of mode and order of 
presentation of strategy as the between-subjects factors. Table 77 shows the results 
271 
for the within-subjects variables. No other significant effects or interactions were 








Within Subject Effects  
Overall 4.882 2 2.441 18.500 .000 
Speak Only vs One Stage 7.594 1 7.594 25.138 .000 
Strategy 
Speak Only vs Two Stage 7.042 1 7.042 21.125 .000 
One Stage vs Two Stage .010 1 .010 .067 .798 
Mode i 	.587 1 .587 2.683 .114 
Table 77: ANOVA for Task Completion 
Table 77 shows that although the use of text output in the interface appeared to 
improve task completion, this effect was not in fact significant. Strategy, however, did 
have a significant effect. Again, task completion was significantly lower in the Speak 
Only strategy compared to either of the other two strategies that involved spelling, 
which performed similarly. Moreover, there was no interaction between the two 
independent variables strategy and mode. Once again, the relative performance of the 
different strategies for automated surname capture was the same, regardless of the 
mode in which they were experienced. 
6.6.8. Reasons for Task Failure 
Table 78 shows a summary of the reasons for task failure in both modes. 
Strategy 




No Text Text No Text Text 
Speak Only 1 (2.1%) 1 (2.1%) 21(43.8%) 17(35.4%) 
One Stage Speak & Spell 2(4.2%) 0(0.0%) 6(12.5%) 5(10.4-/,) 
Two Stage Speak & Spell 4(8.3%) 0(0.0%) 6(12.5%) 4 (8.3%) 
Table 78: Summary of Task Failures 
The number of failures due to the registration of incorrect details was considerably 
lower in the text output version of the service. The level of breakout was also slightly 
lower in this version, albeit by a smaller amount than anticipated. 
6.6.8.1. Breakout 
Breakout was again the most common reason for task failure, in both modes. A 
repeated-measures ANOVA indicated that the use of text output to implement the N -







Squares  Square  
Within Subject Effects  
Overall 5.257 1.56451 3.360 16.457 .000 
Speak Only vs One Stage 7.594 1 7.594 2.829 .000 
Strategy 
Speak Only vs Two Stage 8.167 1 8.167 18.667 .000 
One Stage vs Two Stage .010 1 .010 .067 .798 
Mode i 	.170 1 .170 1.043 .317 
Table 79: ANOVA for Level Of Breakout 
Strategy, however, was again found to have a significant effect. The level of breakout 
was significantly higher in the Speak Only strategy than in either of the other two 
strategies, regardless of the mode in which it was experienced (p<O.00l in both 
cases). As with previous experiments, this was largely due to breakouts during capture 
of the surname information (Table 80). These breakouts were roughly divided 








No Text Text No Text Text No Text Text 
Speak Only 20 (41.7%) 15(31.3%) 1(2.1%) 2(4.2%) 0(0.0%) 0 (0.0%) 
One Stage Speak & Spell 3 (6.3%) 5(10.4%) 3(6.3%) 0(0.0%) 0 (0.0%) 0 (0.0%) 
Two Stage Speak & Spell 1 (2.1%) 3(6.3%) 5 (10.4%) 0(0.0%) 0 (0.0%) 1 (2.1%) 
Table 80: Summary of Breakouts During Capture of the Passenger Details 
An investigation of the reasons for breakout at the surname capture stage showed 
there was a similar pattern across modes. In the Speak Only strategy almost all 
breakouts were the result of five failed attempts to enter the information and have it 
recognised correctly (100% in the no text interface and 93.3% in the ECA service 
with text output). In the two Speak and Spell strategies breakouts at this stage tended 
to result from the rejection of valid input by the recogniser. This was the reason for all 
eight breakouts in the One Stage Speak and Spell strategy, and three out of the four in 
the Two Stage Speak and Spell strategy. One participant broke out for this reason in 
all three strategies because of problems recognising the word "two" at the N-best 
selection stage, probably because the participant had a strong Irish accent. 
During capture of the passenger initial fewer participants broke out when using the 
interface with text output (the two that did so broke out as a result of repeated 
rejection of the word "three" at the selection stage). Repeated rejection of valid input 
was also the reason for one of the breakouts in the no text version. Five, however, 
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were the result of repeated unsuccessful attempts to have the initial 'A' recognised 
correctly, whilst three resulted from participants mishearing and falsely rejecting the 
correct answer ('M' and 'N' respectively). There were no breakouts of either of the 
latter types in the interface with text output, leading to a lower level of breakout 
overall. 
6.6.8.2. Incorrect Details Registered 
Although there was a low incidence of task failures of this type in both modes (Table 
78) a repeated-measures ANOVA indicated that the effect of mode was just 
significant (Table 81). There was, however, no evidence of a significant effect of 
strategy in this case, or of any other significant interactions or main effects. 
Incorrect Details Registered Sum of Squares df Mean Square F Sig. 
Within Subject Effects  
Strategy .028 2 .014 .667 .518 
Mode .158 4.5 1.000 24.000 .044 
Table 81: ANOVA for Level of Incorrect Details Registered 
Further investigation of the results showed that in the no text interface three of the 
failures involved participants' acceptance of an incorrect initial ('F' for 'S', 'N' for 
'M' and 'V' for 'B'), two involved an incorrect surname ('Lowry' accepted in place 
of 'Lawry' and 'Kell' in place of 'Bell') and three involved acceptance of the title 
'Ms' in place of the participant's own title 'Miss' (here participants may have felt the 
difference was unimportant). Note that one participant registered more than one detail 
incorrectly - their own initial and title. In the interface with text output there was only 
one failure of this type, which resulted from a participant accepting the title 'Ms' in 
place of the uttered 'Miss'. 
It appears therefore that the use of text output to display the details entered by the user 
resolved the problems that were due to participant misunderstanding of the 
information read out (both with regard to the number of breakouts and the level of 
incorrect details registered). These results support the ones found for the additional 
statements in the Likert questionnaire, where participants felt significantly more 
confident that their details had been registered correctly in the text output mode, and 
were significantly more positive towards the output of both surnames and initials in 
this mode. 
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6.6.9. Recognition Accuracy - Surname 
Surname recognition accuracy again played a key part in the level of breakout (and 
thus the task completion) observed in the experiment. Table 82 shows the average 
recognition accuracy experienced by users, when giving their own surname and that 
of the other passenger, for all participants who reached these stages and made at least 
one in-grammar attempt. 
Strategy 
Own Surname (Num Participants) Other Surname (Num Participants) 
No Text Text No Text Text 
Speak Only 58.9%(48) 79.5%(48) 57.1%(35) 75.0%(40) 
One Stage Speak & Spell 90.8%(48) 95.4%(47) 93.8%(41) 85.7%(47) 
Two Stage Speak & Spell 95.7%(46) 94.8%(48) 92.6%(46) 95.6%(45) 
Table 82: In-Grammar Surname Recognition Accuracy 
The figures for the no text mode were calculated as in previous experiments. For the 
interface with text output, where a list of surnames was displayed on screen the 
recognition result was defined to be correct if the correct hypothesis was present in 
this list, regardless of any subsequent response from the user, or misrecognition at the 
selection or confirmation stages. 
In both modes the performance of the Speak Only strategy remained the poorest. 
However, recognition accuracy in the text output version of the Speak Only strategy 
was considerably higher than in the no text version, by around 20% for both passenger 
surnames. 
Use of the N-best selection technique in the two strategies that involved spelling 
failed to boost recognition accuracy in the same way, partly because performance was 
already very high in these strategies. However, observation suggests it may also have 
been due to the fact that both spelling strategies were less likely to produce a large list 
of multiple hypotheses for the user to choose from (Table 95 on p284). 
Since use of the N-best selection technique failed to produce systematic gains in the 
performance of the two Speak and Spell strategies figures for the recognition 
accuracies in these two approaches are likely to be subject to random variation. As a 
precautionary measure however, the lower performance for the other surname in the 
text output version of the One Stage Speak and Spell strategy was investigated 
further. It was found to result from the combination of a slightly higher level of 
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misrecognition for the other passenger surname (found in all strategies) together with 
a higher level of breakout resulting from the rejection of in-grammar input. In general, 
as in the two previous experiments, there was a very low incidence of the latter. There 
was however, a tendency for the One Stage Speak and Spell strategy to produce more 
incidences of this type (eight overall at this stage compared to none in the Speak Only 
strategy and two in the Two Stage Speak and Spell strategy). Observation suggests 
that this was because the One Stage Speak and Spell strategy was less likely to 
produce a list of alternative hypotheses during recognition, and was therefore more 
likely to reject valid input outright. In the service with no text output all three 
breakouts of this type took place during capture of the participant's own surname, 
whilst in the text version four out of the five that occurred did so during capture of the 
other surname. The combination of this and the higher level of misrecognition found 
for the other surname in all strategies was therefore the reason for the lower 
recognition accuracy in this case. 
6.6.9.1. Own Surname 
In order to test the significance of these results a repeated-measures ANOVA was first 
carried out on the recognition data from the 45 participants who provided an in-
grammar response at this stage in all six interactions. The within-subject factors were 
strategy and mode, with age group, order of presentation of mode and order of 
presentation of strategy as the between-subject factors. Table 83 shows the results. 
Own Surname Sum of df 
Mean F Sig. 
Recognition Accuracy Squares 
Square 
Within Subject Effects  
Overall 4.123 1.142 3.611 18.835 .000 
Speak Only vs One Stage 5.795 1 5.795 18.692 .000 
Strategy 
Speak Only vs Two Stage 6.552 1 6.552 2.633 .000 
One Stage vs Two Stage .023 1 .023 .796 .382 
Mode .384 1 .384 1 3.998 .059 
Mode * Strategy  .580 2 .290 1 	7.085 1 .002 
Table 83: ANOVA for Recognition Accuracy - Own Surname 
The effect of mode was approaching significance, with a higher estimated marginal 
mean in the interface with text (88.9%) than in the interface with no text (81.1%). 
There was also a very highly significant effect of strategy. Again, surname 
recognition accuracy was on average significantly poorer in the Speak Only strategy 
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than in either of the two strategies that involved spelling. Any differences between the 
two spelling strategies were not significant. 
There was, however, a highly significant interaction between the two main 
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Figure 62: Interaction Between Strategy and Mode - Own Surname Accuracy 
Examining each mode separately, the effect of strategy was found to be highly 
significant in each case (No Text p<0.001, Text p=0.004). However, comparing 
individual strategies across modes it was found that recognition performance of the 
Speak Only strategy was very significantly improved by the use of selection from the 
N-best list displayed on screen (p=0.002). The performance of the two Speak and 
Spell strategies, on the other hand, was similar across modes. 
6.6.9.2. Other Surname 
The data were then restricted to participants who made at least one in-grammar 
attempt at both surnames in all six interactions, resulting in a sample size of 26 
participants. Table 84 shows the recognition accuracies for the other passenger's 
surname based on this group. Again, performance for the other surname in the One 
Stage Speak and Spell strategy appeared lower in the text output version of the service 
compared to the no text version, for the reasons described earlier in Section 6.6.9. 
Strategy No Text Text 
Speak Only 60.3% 75.3% 
One Stage Speak & Spell 92.3% 78.8% 
Two Stage Speak & Spell 89.7% 94.2% 
Table 84: Other Surname Recognition Accuracy (Restricted Data Set) 
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A repeated-measures ANOVA was carried out on the data from these 26 participants, 
although given the small sample size too much reliance cannot be placed on the 
results. In this case the between-subject factors were limited to gender, age and mode 
order. (The variable strategy order was tested separately and found to have no effect 
on the results.) The results showed that, even with this small data set, when averaged 
across modes the effect of strategy was highly significant (p=0.001). Pair-wise 
contrasts showed that on average the Speak Only version performed significantly 
worse than either of the other two strategies (p<O.Ol in both cases). 
Here, there was no significant interaction between the variables strategy and mode i.e. 
the relative performance of the three different strategies was not significantly different 
across modes. This initially seemed surprising based on the figures shown in Table 
84, however closer inspection showed that the estimated marginal means employed in 
the ANOVA model (Table 85) differed considerably from the recognition accuracies 
calculated from the raw data. This is because the ANOVA assumes that each 
experimental cell is equally represented in the data, whilst in reality there was an 
imbalance in this case due to the small sample size. 
Strategy No Text Text 
Speak Only 55.2% 74.8% 
One Stage Speak & Spell 91.3% 85.0% 
Two Stage Speak & Spell 89.0% 95.4% 
Table 85: Other Surname Recognition Accuracy - Estimated Marginal Means 
(Restricted Data Set) 
However, even when the ANOVA was repeated with no between-subjects factors 
included in the analysis (which means that the estimated marginal means are the same 
as the values calculated from the raw data) the results showed that the effect of 
strategy was highly significant (p0.003) and that the Speak Only strategy on average 
performed significantly worse than either of the other two strategies (p<0.05 in both 
cases). Moreover, no interaction between the two main independent variables of 
strategy and mode was detected i.e. the relative performance of the three different 
strategies was not significantly different across modes. This may have been due to the 
positive bias introduced by excluding participants who broke out before this stage (i.e. 
those with the greatest recognition difficulties) from the analysis. This is discussed 
further in the following section. 
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6.6.9.3. Bias in the Results 
The extent of the bias introduced by excluding participants who broke out prior to 
capture of the other passenger's surname can be estimated by comparing the results 
for participants' own surnames based on the restricted data set with those based on the 
whole group (Table 86). 
Strategy 
Own Surname (N=45) Own Surname (N=26) 
No Text Text No Text Text 
Speak Only 56.1% 78.1% 79.2% 94.0% 
One Stage Speak & Spell 90.2% 95.2% 100.0% 93.6% 
Two Stage Speak & Spell 95.5% 95.6% 100.0% 100.0% 
Table 86: Effects of Removing Participants Who Broke Out Prior to Other Surname 
It is clear that the bias was greatest in the case of the Speak Only strategy (where the 
level of breakout was highest in both modes). A repeated-measures ANOVA carried 
out on the reduced data set however, showed that even excluding participants with the 
greatest recognition difficulties the effect of strategy was still significant (p<0.001) 
and followed the same pattern as before. Interestingly though, in the reduced set an 
interaction between strategy and mode was not detected. This may have been because 
the baseline performance of the no text version was already considerably improved by 
the removal of participants with the most recognition difficulties. The impact of the 
N-best selection technique on the Speak Only strategy was therefore considerably 
reduced for the remaining participants, which meant that its relative impact was not 
significantly different compared to that found for the two strategies that involved 
spelling. 
6.6.9.4. Own vs Other Surname 
A repeated-measures ANOVA similar to those described above was then carried out 
on the restricted data set with the added within-subjects variable passenger number. 
Table 87 shows the results for the within-subjects factors. No other effects or 
interactions were detected. 
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Surname Sum of d 
Mean 
Square 
F Sig.  
Recognition Accuracy Squares 
Within Subject Effects  
Overall 1.822 2.000 .911 21.781 .000 
Speak Only vs One Stage 2.204 1.000 2.204 2.373 .000 
Strategy 
Speak Only vs Two Stage 3.173 1 3.173 3.633 .000 
One Stage vs Two Stage .088 1 .088 2.247 .151 
Mode .097 1 .097 1.258 .277 
Passenger Number  .993 1 .993 13.113 .002 
Table 87: ANOVA for Recognition Accuracy - Surname (Restricted Set) 
The results showed a very highly significant effect of passenger number (p<0.001). 
Recognition performance for participants' own surname was on average significantly 
higher than for that of the other surname (with estimated marginal means of 94.8% 
and 81.8% respectively). Here however, unlike Experiment 2, there was no interaction 
between this factor and any of the other variables, including strategy. The effect was 
consistent across all three strategies. It is likely to be an artefact of the experiment, 
since participants were asked to read out an unfamiliar name from a printed page. In 
real life it is less likely to apply, since in most cases any user of the service would be 
familiar with the name(s) of their travelling companion(s). 
6.6.10. Recognition Accuracy — Initial 
Table 88 shows the average recognition accuracy experienced by users when giving 
their own initial and that of the other passenger, for all participants who attempted this 
stage and gave at least one in-grammar response. The figures were calculated in the 
same way as for the surname, as described in Section 6.6.9. 
Strategy 
Own Initial (Num Participants) Other Initial (Num Participants) 
No Text Text No Text Text 
Speak Only 88.9%(36) 98.8%(41) 89.6%(27) 100.0%(33) 
One Stage Speak & Spell 90.6%(45) 100.0%(46) 82.4%( 3) 97.6%(42) 
Two Stage Speak & Spell 88.4%(47) 1 	98.6%(47) 83.0%(47) 96.0% (44) 
Table 88: In-Grammar Recognition Accuracy - Passenger Initial 
The performance of the no text version at this stage was similar to that found in 
previous experiments. In the ECA service with text output it appeared to be slightly 
higher. To allow a statistical comparison to be made the data were restricted to 
participants who provided at least one in-grammar response during capture of their 
own initial, in all six interactions. Table 89 shows the results for this data set (30 
participants). Data for the other passenger initial were not used since only fifteen 
participants met the equivalent criteria for this stage. 
Strategy No Text Text 
Speak Only 88.3% 98.3% 
One Stage Speak & Spell 85.8% 100.0% 
Two Stage Speak & Spell 85.7% 97.8% 
Table 89: Own Initial Recognition Accuracy (Restricted Data Set) 
The results showed that the effect of mode was in fact highly significant (ANOVA 
with age, gender and mode order as between-subjects variables p<0.001). 
Recognition accuracy was significantly higher in the interface with text output than 
the one without. There was no effect of strategy, which is reasonable given that this 
stage was similar in each. 
6.6.11. Recognition Accuracy - Title 
Table 90 shows the equivalent results for the title capture stage. Calculation of the 
figures was similar to that used for the surname and initial. For the interface with text 
output, where a list of titles was not displayed for the user to select from (i.e. where 
there was only one hypothesis in the N-best list, or the top answer in this list was 
something other than 'Miss' or 'Ms') the title used in the calculation was the one 
shown in the final confirmation stage. 
Strategy 
Own Title (Num Participants) Other Title (Num Participants) 
No Text Text No Text Text 
Speak Only 98.6%(35) 96.3%(41) 98.1%(27) 100.0%(33) 
One Stage Speak & Spell 95.5%(44) 100.0%(46) 95.9%(41) 97.6%(42) 
Two Stage Speak & Spell 94.6%(46) 97.8%(46) 96.3%(42) 98.9%(44) 
Table 90: In-Grammar Recognition Accuracy - Passenger Title 
The recognition performance at this stage was extremely high in all cases. There was 
still, however, a slight tendency for the performance to be better in the interface with 
text output. Closer inspection showed that all misrecognitions at this stage were of the 
title 'Miss' or 'Ms'. In the interface with no text there were fourteen such 
misrecognitions, eleven of which involved direct confusion between the two titles. In 
contrast, in the interface with text output there were only five misrecognitions in total 
(all misrecognitions of 'Miss': three as 'Ms' and two as 'Mrs'). 
6.6.12. Confirmation or Selection 
6.6.12.1. Surname 
During surname capture the number of items in the N-best list of recognition 
hypotheses determined whether explicit confirmation or selection from a list was 
invoked in the dialogue. N-best lists with only one entry resulted in an explicit 
confirmation stage. Those with multiple entries led to a selection stage. Table 91 
shows the proportion of single and multiple entry lists that occurred, expressed as a 
percentage of all in-grammar recognitions. The figures are based on the final lists 
displayed, after the exclusion of any hypotheses previously rejected by the user. 
Strategy 
Number of Hypotheses 
(% In-Grammar Recognitions) 
1 >1 
Speak Only 5.4% 94.6% 
One Stage Speak & Spell 56.9% 43.1% 
Two Stage Speak & Spell 48.6% 51.4% 
Table 91: In-Grammar Surname Recognitions - Number of N-Best Hypotheses 
The two Speak and Spell strategies resulted in a single hypothesis (and therefore 
explicit confirmation) in a far greater proportion of cases than the Speak Only 
strategy, where selection from the N-best list was the predominant approach. Table 92 
shows a more detailed breakdown of these results. 
Number of 
Hypotheses 
Strategy (% In-Grammar Recognitions) 
Speak Only One Stage Two Stage 
1 5.4% 56.9% 48.6% 
2 6.6% 26.6% 30.5% 
3 8.4% 8.3% 8.6% 
4 7.8% 3.7% 5.7% 
5 9.0% 1.8% 1.9% 
6 7.2% 0.9% 1.9% 
7 5.4% 0.9% 1.9% 
8 6.6% 0.0% 1.0% 
9 8.4% 0.0% 0.0% 
10 34.9% 0.9% 0.0% 
Table 92: In-Grammar Surname Recognitions - Breakdown of N-Best Hypotheses 
The Speak Only strategy was the most likely to result in a large number of hypotheses 
for the user to choose from. The two Speak and Spell strategies, on the other hand, 
were much more likely to produce a short list of hypotheses. This was particularly 
true in the case of the One Stage Speak and Spell strategy. 
Table 93 shows the distribution of positions in the list at which the correct surname 
appeared, for each strategy. 
Position in 
N-best List 
Strategy (% Correct Surnames) 
Speak Only One Stage Two Stage 
1 44.3% 93.3% 92.5% 
2 14.3% 5.6% 7.5% 
3 15.7% 0.0% 0.0% 
4 7.1% 0.0% 0.0% 
5 4.3% 0.0% 0.0% 
6 4.3% 0.0% 0.0% 
7 4.3% 0.0% 0.0% 
8 2.9% 0.0% 0.0% 
9 2.9% 0.0% 0.0% 
10 0.0% 0.0% 0.0% 
Table 93: Correct Surnames - Position in the N-best List 
In both strategies that involved spelling the correct surname was either at the top of 
the list or in second place, in all cases. In the Speak Only strategy the correct answer 
tended to be distributed more throughout the list, although again over half of the 
correct answers (58.6%) were in first or second position. 
6.6.12.2. Initial 
Table 94 shows the equivalent figures for the capture of the initial, where a similar 
approach was employed. 
Strategy 
Number of Hypotheses 
(% In-Grammar Recognitions) 
1 >1 
Speak Only 19.7% 80.3% 
One Stage Speak & Spell 24.2% 75.8% 
Two Stage Speak & Spell 23.5% 76.5% 
Table 94: In-Grammar Initial Recognitions - Number of N-Best Hypotheses 
The distribution across strategies was similar, as might be expected. A significant 
minority of recognitions resulted in explicit confirmation of the initial. Amongst 
multiple-entry lists the number of hypotheses varied considerably (Table 95), more so 




Strategy (% In-Grammar Recognitions) 
Speak Only One Stage Two Stage 
1 19.7% 24.2% 23.5% 
2 18.4% 24.2% 24.5% 
3 15.8% 8.8% 7.1% 
4 7.9% 9.9% 8.2% 
5 7.9% 4.4% 12.2% 
6 13.2% 9.9% 8.2% 
7 6.6% 7.7% 6.1% 
8 5.3% 4.4% 2.0% 
9 2.6% 6.6% 5.1% 
10 2.6% 0.0% 3.1% 
Table 95: In-Grammar Initial Recognitions - Breakdown of N-Best Hypotheses 
6.6.12.3. Title 
The approach used for capture of the title differed slightly. Explicit confirmation of 
the title was not used, and selection from a list was only offered in special cases where 
the top answer was either 'Miss' or 'Ms'. Table 96 shows the proportion of in-
grammar recognitions to which this applied, together with the proportion of single-
answer and other multiple-entry lists. 
Strategy 
Number Of Hypotheses 
(% In-Grammar Recognitions) 
1 >1 (Special Case Top) >1 (Other) 
Speak Only 35.6% 34.2% 30.1% 
One Stage Speak & Spell 46.1% 24.7% 29.2% 
Two Stage Speak & Spell 35.9% 32.6% 31.5% 
Table 96: In-Grammar Title Recognitions - Breakdown of N-Best Hypotheses 
Selection of the correct title was therefore offered in a substantial minority of cases 
i.e. those in the '>1(Special Case Top)' column. 
6.6.13. Recognition Accuracy - Selection Stages 
Recognition accuracy at the stages where users made a selection from the N-best list 
displayed was extremely high (Table 97). 
Select Surname Select Initial Select Title 
Strategy (Num Participants) (Num Participants) (Num Participants) 
Own Other Own Other Own Other 
99.6% 98.8% 96.8% 96.6% 100.0% 100.0% 
Speak Only (48) (41) (31) (30) (13) (16) 
100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 
OneStageSpeak&Spell  (24) (37) (30) (11) (14) 
100.0% 95.1% 100.0% 100.0% 100.0% 100.0% 
Two Stage Speak & Spell  (29) (35) (39) (27) (29) 
Table 97: In-Grammar Recognition Accuracy - Selection Stages 
Misrecognition at this stage potentially leads to the display of incorrect information at 
the overall confirmation stage (it may also lead to the system falsely acting on the 
instruction 'try again'). 
In fact, however, analysis of the stage in which all three passenger details were 
confirmed showed that there were few incidences of incorrect information reaching 
this stage (discussed below). Almost all of the errors documented in Table 97 were 
rejections of valid input that led to breakout. In only one exception the number chosen 
from the list was misrecognised as 'try again'. However, closer inspection showed 
that the correct answer was not in fact in the list displayed (an error on the part of the 
participant) but was present on the next attempt following the erroneous acceptance of 
the command 'try again'. 
In the overall confirmation stage an incorrect surname was displayed in just three 
cases (two in the Speak Only strategy and one in the Two Stage Speak and Spell 
strategy). Two of these cases were the result of an out-of-grammar utterance being 
misrecognised as a number, which meant an incorrect surname was selected. In the 
third case, the participant deliberately chose the top item in the list despite the 
presence of the correct answer further down (they also subsequently went on to 
confirm the incorrect surname at the overall confirmation stage). In the two cases 
where misrecognition was the source of the problem, one participant went on to 
successfully correct the surname information whilst the other broke out during the 
attempt. 
All other incidences of this type involved the passenger title (five overall across 
strategies). Two involved misrecognition of the title 'Ms' as 'Mrs', which in each case 
the participant successfully went on to correct. The other three involved 
misrecognition of 'Miss' as 'Ms' with only one answer in the N-best list. In all three 
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cases the participant accepted the erroneous title at the overall confirmation stage 
('Ms' was in fact the title printed on the sheet in one case but was pronounced 'Miss' 
by the participant; in the other cases the participant's own title was misrecognised). 
The selection and/or confirmation strategy adopted was therefore highly effective, in 
that very few participants were required to re-enter all of the passenger details in order 
to achieve a high degree of accuracy in the registered information. A possible 
improvement would be to extend the special case treatment of the titles 'Miss' and 
'Ms' by explicitly confirming these in the cases where they are the only answer in the 
N-best list. 
6.6.14. In-Grammar, Out-Of-Grammar and Silent Responses 
6.6.14.1. Surname 
Table 98 shows the proportion of in-grammar, out-of-grammar and silent responses at 
the surname capture stage, for each combination of mode and strategy. Results for the 
two passengers are shown combined since when analysed separately these were found 
to be very similar. The figures given are the proportion of requests for input that were 
met with each type of response. 
Strategy 
In-Grammar Out-Of-Grammar Silence 
No Text Text No Text Text No Text Text 
Speak Only 96.2% 94.9% 2.9% 1.7% 1.0% 
3.4% 
One Stage Speak &Spell 88.0% 88.2% 11.1% 11.2% 0.9% 0.7% 















Table 98: In-Grammar, Out-Of-Grammar and Silent Responses - Surname 
In both modes the levels of in-grammar, out-of-grammar and silent responses were 
very similar to those found in previous experiments. 
6.6.14.2. Initial 
Table 99 shows the proportion of in-grammar, out-of-grammar and silent responses at 





No Text Text No Text Text No Text Text 
Speak Only 96.2% 96.5% 0.0% 1.2% 3.8% 2.3% 
One Stage Speak & Spell 96.8% 94.7% 0.0% 1.5% 3.2% 3.8% 
TwoStage Speak &Spell i 	97.0% 93.9% 1.0% 1.0 9/6 2.0% 5.1% 
Table 99: In-Grammar, Out-Of-Grammar and Silent Responses - Initial 
Again, the pattern of results was very similar across modes. 
6.6.14.3. Title 
Table 100 summarises the different types of response at the title capture stage. 
Strategy 
In-Grammar Out-Of-Grammar Silence 
No Text Text No Text Text No Text Text 
Speak Only 96.2% 94.3% 0.0% 0.0% 3.8% 5.7% 
One Stage Speak & Spell 95.7% 93.9% 0.0% 1.0% 4.3% 5.1% 
Two Stage Speak & Spell 95.0% 91.9% 1.0% 3.0% 4.0% 5.1% 
Table 100: In-Grammar, Out-Of-Grammar and Silent Responses - Title 
Unlike Experiment 2, where the level of silence at the title capture stage was higher 
over the telephone than face-to-face with an ECA on-screen, here the level of silence 
was similarly low in both modes. 
6.6.15. Length of Interaction 
Table 101 shows the average duration of participants' interaction with the ECA 
service, for each combination of mode and strategy. The figures are based on the 
fourteen participants who completed all six interactions. 
Strategy 
Length (Seconds) 
No Text Text 
Speak Only 159 155 
One Stage Speak & Spell 149 155 
Two Stage Speak& Spell t 	145 161 
Table 101: Average Length of Interaction (Participants Who Completed All Interactions) 
There was a tendency for the two Speak and Spell strategies to take longer in the text 
output mode, although statistical comparisons were not carried out on this data set due 
to the small number of participants involved. Instead, to allow statistical comparisons 
each strategy was examined separately. Table 102 shows the average duration of each, 
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No Text Text 
Speak Only 20 157 153 
One Stage Speak & Spell 37 154 169 
Two Stage Speak & Spell 40 152 170 
Table 102: Average Length of Interaction by Strategy (Participants Who Completed the 
Interaction with a Particular Strategy in Both Modes) 
A repeated-measures ANOVA carried out for each strategy with mode as the within-
subjects factor and age and mode order as the between-subjects variables showed that 
the effect of mode was highly significant in the case of the Two Stage Speak and 
Spell strategy (p=0.003), approaching significance in the case of the One Stage Speak 
and Spell strategy (p=0.055) and non-significant in the Speak Only strategy (although 
the data set in the latter case was small so caution should be applied in interpreting 
this result). In the two spelling strategies therefore, it appears that as anticipated there 
was a tendency for the text output version of the ECA service to take longer, because 
of the extra dialogue stages relating to the N-best selection technique. 
6.6.16. Relationship Between Results 
6.6.16.1. Relating Mean Attitude Score to Explicit Preference 
As in previous experiments, the ability of the questionnaire to predict participants' 
explicit preferences was then tested. 
Here, the questionnaire's ability to predict user preference between modes was 78.7%, 
which was significantly higher than the 50% that would be anticipated based on 
uniform or random prediction (Cramer's V 0.422, p=0.004.). 
Similarly, for the questions of most and least preferred surname capture strategy, 
asked after each mode, the usability questionnaire was found to be a fairly reliable 
predictor of participants' explicit preference. Table 103 summarises the results. 
NM 
Prediction Predictive Accuracy Cramer's V Significance 
No Text - Most Preferred 59.0% .422 p0.008 
No Text - Least Preferred 93.0% .895 p<0.001 
Text - Most Preferred 73.2% .589 p<0.001 
Text - Least Preferred j 	75.0% j 	.644 j 	<O.00l 
Table 103: Predictive Accuracy of the Usability Questionnaire (Strategy) 
In each case the overall prediction accuracy was considerably better than the 33% 
accuracy that would be expected for random or uniformly neutral prediction, and the 
correlation between predicted and actual preference was highly significant. 
6.6.16.2. Relating Mean Attitude Score to Task Completion 
Table 104 shows the mean attitude score for each combination of mode and strategy, 






Task Success Task Failure Task Success Task Failure 
Speak Only 4.85 (26) 3.73 (22) 5.26 (30) 4.01 (18) 
One Stage Speak & Spell 4.94 (40) 4.41 	(8) 5.30 (42) 4.33 (6) 
Two Stage Speak & Spell 5.10 (38) 4.64 (10) 5.34 (44) 3.99 (4) 
Table 104: Mean Attitude Score by Task Completion 
In this experiment participants who successfully completed the task were more 
positive towards the service than those who did not, regardless of the mode in which it 
was experienced. Although unrelated sample t-tests showed that the pattern of results 
was significant only in the case of the Speak Only strategy (p<0.001 in both modes) 
this is likely to be due to the small numbers of participants who failed the task in the 
two Speak and Spell strategies. 
Comparing like for like across modes (i.e. those that either were successful in both 
modes, or failed the task in both) there was a tendency for participants to be more 
positive towards the text output mode. To investigate this further the data for each 
strategy were restricted to participants with the same task outcome in both modes. 
Table 105 shows the results for those who were successful in both modes. (The 
number of participants who failed the task in both modes was too few for reliable 
analysis.) 
Strategy Num Participants No Text Text 
Speak Only 18 4.76 5.10 
One Stage Speak & Spell 35 4.90 5.35 
Two Stage Speak & Spell 37 5.10 5.30 
Table 105: Mean Attitude Score - Participants Who Completed Task in Both Modes 
Paired-sample t-tests showed that the difference was significant in the One Stage 
Speak and Spell strategy (p=0.001) and not quite significant in the other two strategies 
(p<O.l). 
6.7. Discussion 
Before the experiment took place four experiment predictions were made. Firstly, it 
was claimed that the objective performance of the Speak Only strategy would be 
significantly improved by the use of text output to implement the N-best selection 
technique. The performance of the two Speak and Spell strategies was also predicted 
to improve, albeit to a lesser degree. Results from the experiment in fact provided 
only partial support for this claim. The recognition accuracy for surnames was 
significantly improved in the Speak Only strategy (by around 20%), however this did 
not translate into a significantly higher level of task completion overall (although 
there was a tendency in this direction - 62.5% in the ECA service with text vs 54.2% 
in the one without). The reasons for this are not clear. It is possible, however, that the 
improvement in recognition accuracy had more effect on the number of attempts that 
successful participants had to experience before the surname information was 
recognised correctly than on the number of participants for whom the correct answer 
was eventually achieved. The performance of the two Speak and Spell strategies, 
moreover, was unaffected by the use of the N-best selection technique. Both task 
completion and surname recognition accuracy were the same across modes for each of 
these strategies. 
The second prediction was that improved performance in the text output version of the 
Speak Only strategy would lead to more positive attitudes towards it. Data from the 
experiment provided only weak support for this claim. There was a tendency in this 
direction in the responses to individual attributes in the attitude questionnaire, which 
led to a higher mean attitude score overall for the text output version of this strategy 
(4.79 vs 4.34 in the no text mode). Moreover, fewer participants chose the Speak Only 
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strategy as their least preferred version following the text output mode (54.2% 
compared to 64.4% following the service with no text). However, the effect did not 
reach significance in either case. 
Overall, as in previous experiments, the Speak Only strategy was consistently rated 
the poorest, and was rated significantly lower than either of the two strategies that 
involved spelling (p<0.001 in both cases). Moreover, the two spelling strategies were 
rated similarly across modes, a fact that was anticipated in the third prediction that 
was made prior to the experiment. Data on participants' explicit preference between 
strategies also supported the pattern of these results. The Speak Only strategy 
remained the least preferred option for the majority of participants in both modes, 
whilst participants' votes for their most preferred strategy were fairly evenly divided 
between the two Speak and Spell strategies. 
The final experiment prediction stated that users would exhibit a more positive 
attitude towards the ECA service with text output than the one without. This was in 
fact found to be the case. Mode had a highly significant effect on the mean attitude 
score (p<O.00l) with the text output version of the ECA service rated significantly 
higher on fifteen out of the twenty core usability issues. In terms of explicit 
preference, participants also overwhelmingly chose this version (91.7%) - largely 
because they felt reassured that their details had been registered correctly as a result of 






The research in this thesis sought to advance knowledge in the field of spoken 
language dialogue services or SLDSs by examining the problem of proper name 
recognition from a user perspective. Surnames were used as the vehicle for research 
since they are frequently required in day-to-day interaction, and therefore have 
applicability to a wide range of SLDSs. The phrase 'automated surname capture' is 
used to describe the work since, although necessarily important, recognition accuracy 
plays only a part in the user experience. Other factors such as the way in which the 
system prompts the user for the required information and the way in which any errors 
are handled also contribute to the experience. 
The research therefore took as its basis a specific application problem, which 
nonetheless has wide applicability in automated spoken language dialogue services. 
From this starting point it then sought to examine different approaches to the problem 
in both automated telephony and multimodal contexts. The focus of the work on 
multimodal contexts was in this case on SLDSs in which the primary additional 
modality was graphical output in the form of an embodied conversational agent or 
ECA. 
The research examined three different strategies for automated surname capture, 
which together represent some of the key approaches to proper name recognition 
described in the literature and documented in Chapter 2. The focus was on those 
strategies that previously were assessed in terms of recognition performance alone. In 
the Speak Only strategy users simply say the surname. In the One Stage Speak and 
Spell strategy users say and spell the surname in a single utterance. In the Two Stage 
Speak and Spell strategy users say and spell the surname in two separate dialogue 
stages. 
In each case the surname information was captured as part of a flight reservations 
service, which also required users to give information on the passengers' initials and 
titles. 
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The purpose of the research was to evaluate the impact of the three different strategies 
on the user experience as a whole, an approach that distinguishes it from previous 
work in this area (see Chapter 2). 
The evaluation methodology employed throughout (described in Chapter 3) provides 
both quantitative and qualitative data on user attitude towards the service under 
scrutiny, together with objective measures of performance. Three key measures are 
used: the mean attitude score, task completion rate and explicit preference between 
versions. The methodology thus provides a comprehensive measure of usability that is 
missing not only from work on proper name recognition, but from the wider field of 
SLDSs as a whole. In particular, it was established in Chapter 2 that systematic 
usability evaluations of ECA applications in which realistic speech recognition is 
employed are rare, and that a strong need exists for more rigorous empirical work in 
this area. 
To this end, a series of progressive experiments were carried out. Chapter 4 
documented the first experiment in the series, in which the three different strategies 
for automated surname capture were examined within an automated telephony 
context. Results from this experiment showed that the Speak Only strategy performed 
the poorest, both in terms of objective and subjective measures of usability. There was 
however, very little difference between the two strategies that involved spelling, both 
of which performed well. 
Building on this work, the second experiment in the series (described in Chapter 5) 
sought to determine whether the addition of multimodal output, in the form of an 
embodied conversational agent, would affect the pattern of these results. The 
experiment therefore compared the three different strategies for surname capture in 
both an automated telephony context and face-to-face with an ECA. 
Results from this experiment showed that the addition of the ECA to the interface had 
little effect on the usability of the three different strategies for automated surname 
capture. Users' attitudes towards them appeared to be dominated by their objective 
performance, which was unaffected by the addition of the ECA. 
The third experiment in the series (described in Chapter 6) therefore sought to address 
the issue of performance, by augmenting the ECA service with text output in order to 
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implement the N-best selection technique. This technique was adapted from work in 
the field of multimodal error correction and involves displaying the N-best list of 
recognition hypotheses from which the user can then select the correct answer. 
Effectively, it means a greater number of recognition hypotheses can be presented to 
the user than is possible in a speech-only interaction, thereby increasing the 
probability of achieving the correct one. The experiment in this case compared the 
three different strategies in the ECA service both with and without text output. 
The results in this case showed that although the recognition performance of the 
Speak Only strategy was significantly improved by use of the N-best selection 
technique (whilst the performance of the two Speak and Spell strategies was 
unaffected), this was not enough to significantly increase task completion overall or to 
improve user attitudes towards this strategy. On each of the key measures of usability 
there was a tendency for the text output version of the Speak Only strategy to perform 
better than the no text version: task completion was 62.5% in the ECA service with 
text output vs 54.2% in the no text version; the mean attitude score was higher overall 
(4.79 vs 4.34 in the no text mode); and fewer participants chose the Speak Only 
strategy as their least preferred version following the text output mode (54.2% 
compared to 64.4% following the service with no text). However, the effect did not 
reach significance in any case. The Speak Only strategy remained the poorest 
performer on each of the key measures of usability, whilst the two Speak and Spell 
strategies performed similarly well. 
7.2. Main Findings 
In one respect the findings of the research were very clear. In each experiment, 
regardless of the modalities employed, the Speak Only strategy for automated 
surname capture performed worst on each of the key measures of performance. Based 
on the usability questionnaire it was rated significantly poorer than either of the two 
strategies that involved spelling (p<O.00l in both cases across all three experiments) 
and, throughout, was the least preferred option for the majority of participants. 
Task completion was also significantly poorer in the Speak Only strategy than in 
either of the two strategies that involved spelling, in all three experiments (p< 0 . 001 in 
each case). The predominant reason for task failure in the Speak Only strategy, 
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moreover, was the same in each case i.e. breakout due to repeated failed attempts to 
give the surname and have it recognised correctly (or "trouble being understood" as 
one participant put it in the one-to-one interview). This was despite the fact that in 
Experiment 3 use of the N-best selection technique significantly increased the 
surname recognition accuracy in the Speak Only strategy, with an improvement of 
around 20% for both participants' own surname and that of their 'friend'. 
(Recognition accuracy in the two Speak and Spell strategies was unaffected by use of 
this technique.) This improvement was not reflected in a significantly lower level of 
breakout however, possibly because it resulted from a decrease in the number of 
attempts experienced by successful participants rather than an increase in the number 
of participants who were successful. 
The use of text output did, however, significantly reduce the number of task failures 
that were due to the registration of incorrect details across all three strategies. Use of 
the N-best selection technique resulted in significantly higher recognition accuracy for 
initials, which meant fewer breakouts as a result of repeated failed attempts to have 
the initial recognised correctly (in particular removing the problems associated with 
the letter 'A'). In addition to this, moreover, textual display of the recognition 
hypotheses meant that fewer participants either rejected the correct hypothesis or 
accepted an incorrect one as a result of mishearing the letter read out. 
The objective results in this instance were supported by responses to the additional 
statements in the Likert questionnaire. Participants found the display of surnames in 
the ECA service with text significantly less confusing than the read out of surnames in 
the service with no text. They also found the output of individual letters significantly 
clearer in the text output service. 
Attitudes were in general more positive towards the service with text output than the 
one without. The mean attitude score was significantly higher for the ECA service 
with text (p<0.001), based on a significantly higher score for fifteen of the twenty 
core usability attributes. In terms of explicit preference, moreover, the overwhelming 
majority of participants (91.7%) preferred the ECA service with text output 
(p<0.001). This was despite the fact that on average it tended to take longer because 
of the extra dialogue stages needed to implement the N-best selection technique 
(particularly in the case of the two Speak and Spell strategies). 
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The predominant reason given for this preference was a sense of reassurance that the 
passenger details had been registered correctly, as a result of being able to see them 
on-screen. Responses to the additional statement "I felt confident my details had been 
registered correctly" supported this, since the ECA service with text was rated 
significantly higher on this issue than the no text version of the service. 
When combined with the results of Experiment 2, these results raise an interesting 
question as to whether the ECA was of any value in this application, or whether text 
output on its own would have added value relative the telephone service (where it is 
difficult to implement an N-best selection technique). 
In Experiment 2, where text output was not used, little difference was found between 
the telephone and ECA versions of the service. Participants did feel significantly less 
strongly that the service failed to understand them when it was presented on-screen by 
the ECA (although both modes were rated negatively on this issue). This provides 
some support for the idea that users can be made more tolerant of shortcomings in the 
technology as a result of interaction with an ECA (as suggested by Nijholt and 
Hulstijn, 2000 and Pandzic et al., 1999). However, there was no evidence of this 
effect for any of the core attributes in the questionnaire, for which the two modes 
were rated very similarly. If anything, participants showed a tendency to rate the 
telephone service higher throughout, although the difference in mean attitude scores 
was not found to be significant. Results for participants' preferences between the two 
modes were also not significant. 
On the other side of the argument, there was also little evidence to indicate that the 
presence of an ECA resulted in expectations of a more human-like interaction (as 
argued by Bartneck, 2003; Cassell et al., 1999a; Shneiderman, 1998; Wilson, 1997). 
Some participants did expect there to be a difference in the capabilities of the two 
services (almost all of this group expecting to be able to say more to the ECA 
service), however these were in the minority (25.0%). There was also no evidence of 
an increase in the appeal of the Two Stage Speak and Spell process in this context, or 
of higher expectations leading to more negative attitudes towards the Speak Only 
strategy. Deployment of an ECA in this application appeared to have little effect one 
way or the other. This was also true with regard to the level of disfluency in users' 
speech. Previous research had suggested that interaction with an ECA might result in 
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a lower level of disfluency (Bell et al., 2000; Bickmore and Cassell, 2002; Cassell and 
Thórisson, 1999). However, this was not found to be the case in this research where 
similar levels of out-of-grammar responses were detected in both modes. 
More surprisingly perhaps, the addition of an ECA to the interface was not found to 
make the interaction any more appealing or engaging overall (in contrast to the 
evidence of Lester and Stone, 1997, and van Mulken et al., 1998). As noted above, 
participants rated the telephone and ECA service very similarly on each of the core 
attributes in the questionnaire, including enjoyed and happy to use again. There was 
no evidence, either, that the presence of an ECA increased the naturalness of the 
conversation since both services were rated neutrally on this issue. 
Prior to Experiment 2 it was thought that the use of an ECA with lip-synchronisation 
capabilities would increase the intelligibility of the information read out, particularly 
in the case of initials. In fact, however, the reverse was true; there was a higher 
incidence of participants confirming an incorrect initial in this version of the service 
than over the telephone. Participants also found the read out of letters significantly 
less clear and felt the read out of surnames was significantly more confusing in the 
ECA service. This may be due to the quality of the lip-synching employed since 
although the majority of participants (70.8%) liked the fact that the agent's lips moved 
when she spoke, a total of 44.8% made negative comments on the way in which her 
lips moved (commenting for example that it was "unnatural" or "wooden"). 
Furthermore, a total of 57.3% of participants said that the lip movements did not help 
or made no difference to the intelligibility of the information given out. 
Another possible reason for the apparent decrease in intelligibility is the phenomenon 
known as the McGurk effect (McGurk and MacDonald, 1976) where the speech of 
one syllable, combined with the viseme of another, is perceived as a different syllable 
altogether. In this research, although the relevant literature was used in selecting the 
appropriate viseme for each letter of the alphabet the results may not have been as 
effective as anticipated. Ideally, user perceptions of each letter when these were read 
out in combination with their associated viseme should have been tested prior to the 
main experiment. 
The empirical evidence in this instance thus appears to support the idea that an ECA 
may distract users (Pandzic et al., 1999; Prendinger et al., 2005). In Experiment 3, 
however, any negative effects that the ECA may have had on intelligibility were 
outweighed by the addition of text output to the interface. 
The quality of other aspects of the ECA may also have played a role in participants' 
attitudes towards the service. Although Millie's appearance and that of the scene were 
generally held to be fine, some of her nonverbal behaviour was criticised by 
participants. Just under a third of participants (32.3%), for example, commented 
negatively on her facial display in Experiment 2, remarking for the most part that it 
was artificial and/or stilted, and there was not enough variation in her expressions. 
Artificiality was also a criticism levelled at her gestures, by 24% of the group. Thus, 
although the majority of participants were positive or neutral towards these aspects 
the view that imperfect cues in an ECA can be counterproductive may be of some 
relevance here (Nass and Moon, 2000). Some of the potential appeal of the ECA in 
this application may have been negated by imperfect nonverbal cues, although every 
effort was made to create realistic behaviours within the bounds of the techniques 
available. To achieve a significant further improvement more sophisticated 
technologies would be required. Possibilities include motion capture, in which a 
character's animations are modelled on digital recordings of actual human movement. 
The apparent lack of value in employing an ECA in this application may also have its 
roots in its task-oriented nature. As noted in Chapter 2, it has been suggested that 
ECAs are more valuable to users when the ECA is required to act as a guide or 
advisor, and where qualities such as sympathy and trust are important (Doyle, 1999). 
Gustafson (2002) also suggested that the value of an ECA is higher in less task-
oriented dialogues that are more concerned with entertainment and/or the building of 
relationships. The research carried out here appears to support these opinions. Users' 
attitudes towards the three different strategies for automated surname capture seemed 
to be dominated by their relative objective performance. This was unaffected by the 
addition of the ECA in Experiment 2, and moreover was not sufficiently improved by 
use of the N-best selection technique in Experiment 3 to have a significant impact on 
users' attitudes. 
The overall conclusion must be that without significant improvements in the 
underlying recognition accuracy the Speak Only approach to automated surname 
capture is not ready for commercial deployment, using any of the modality 
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combinations investigated in this research. Instead, the evidence suggests that either 
of the two Speak and Spell strategies is suitable for this purpose. Both performed well 
in terms of both objective performance and user attitudes towards them. There was 
moreover, very little difference between them, with no significant differences found 
for any of the key measures of usability, in any of the experiments. 
There was also no difference between them in terms of the time taken to complete the 
interaction, despite the extra dialogue stage in the Two Stage Speak and Spell 
approach. 
In fact, they differed in only one respect. The One Stage Speak and Spell strategy was 
less successful in eliciting in-grammar responses at the surname capture stage than the 
Two Stage Speak and Spell strategy. This was largely due to the use of extraneous 
speech in the One Stage Speak and Spell strategy such as "My surname is... " and a 
higher incidence of filled pauses and false starts, possibly as a result of the greater 
cognitive load involved in both saying and spelling the surname at the same time. 
However, although the number of out-of-grammar responses was higher in this 
strategy, further analysis in Experiment 1 showed that in most cases these were 
successfully detected and recovered from. 
In either case, qualitative data from the de-briefing interview in Experiment 1 showed 
that participants were happy to use spelling as part of the surname capture process. 
Since the research presented in this thesis was carried out at least one commercial 
example of automated surname capture has been implemented in the U.K. The 
Travelodge automated telephone service' 9 employs a fully automated dialogue for the 
booking of hotel rooms, including the surname, initial and title of the person making 
the booking. It employs the One Stage Speak and Spell approach described in this 
thesis, with the prompt "Please say then spell the surname you would like to make the 
booking under". However, no data are available on its performance or user acceptance 
of the service. 
'9 0870 085 0950 (last accessed December 2006) 
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The speech recognition company Nuance also now offers a packaged solution for 
name entry, as part of their OpenSpeech DialogModu1es (OSDMs) product 
range 20. This range is designed to offer application building blocks for common 
dialogue interactions such as yes/no questions and date entry, and now includes a 
module for first and last name entry in the U.S. An early release (version 1.2) could be 
configured either to collect the spoken name, reverting to spelling only when required, 
or to request the spelling on its own. The spoken grammars contained a few thousand 
of the most common first and last names in the U.S., whilst the spelling grammars 
contained over 150,000 first names and 1 million last names. Based on an unspecified 
sample of deployed applications the company reports that, using this version, 
applications can capture a first name over 90% of the time in speak and optional spell 
mode, and a last name between 80-88% of the time (Nuance, 2005). They note, 
however, that spelling was required for the last name in 70% of cases. Perhaps for this 
reason, the most up-to-date release (version 2.0 at the time of writing) has been 
revised to either prompt the user to speak and spell a name in a single utterance 
("Smith, spelled S-M-I-T-H") or to spell the name only. To date, however, no data are 
available on the performance of this version. 
7.3. Evidence in Support of the Questionnaire 
Data from the three experiments provided further evidence of the reliability and 
validity of the questionnaire employed in the research to measure usability. Whilst 
this research does not claim to have carried out a rigorous examination of this issue, 
results from the questionnaire for the ECA service in Experiment 2 were consistent 
with those for the equivalent (no text) version in Experiment 3, in both absolute and 
relative terms. Moreover, in each of the three experiments the results of the 
questionnaire were supported by the other measures of usability employed in the 
research. In particular, the questionnaire was found to be a reliable predictor of users' 
explicit preferences in each case. 
Its relationship to the objective measure of task completion was slightly more 
complex. In general, participants who successfully completed the task rated the 
20www .nuance.com/dialogmodules/  (last accessed December 2006) 
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service more positively than those who did not. Given that the number of participants 
who failed the task was significantly higher in the Speak Only strategy whilst 
performance was similar in the two Speak and Spell strategies, the pattern of 
responses found for the questionnaire (in which the Speak Only strategy was rated 
significantly poorer than either of the other two, which were both rated similarly) was 
therefore supported by the objective data. An exception was found, however, in the 
results for the ECA service in Experiment 2, where participants rated the experience 
similarly regardless of whether they had completed the task or not. This could mean 
that the interaction with an ECA meant participants were more tolerant of task failure, 
although the ECA service tended to be rated lower even amongst those who 
completed the task successfully. However, these results were not replicated in 
Experiment 3, for either the ECA service with text output or the one without. It is 
therefore difficult to draw any firm conclusions on this issue. 
7.4. Future Work 
The comparison of ECA service with and without text output in Experiment 3 was 
chosen in preference to one involving the automated telephone service for several 
reasons. Firstly, no significant differences were found between the telephone and 
ECA services in Experiment 2. Moreover, since comments from the one-to-one 
interview in Experiment 2 suggested that participants' attitudes towards the telephone 
service were influenced at least in part by the familiarity and perceived convenience 
of the telephone, a comparison between two ECA services was felt to be theoretically 
purer. By comparing two ECA versions, real-world considerations of this type were 
removed, which meant that the presence or absence of text output was isolated as a 
factor. 
It would, however, be interesting to compare the text output version of the ECA 
service to the automated telephone service, in order to determine whether the 
advantages of text output outweigh the familiarity and convenience of the telephone. 
More importantly, given the evidence that an ECA in itself was of little value in this 
particular application it would also be interesting to compare the ECA service with 
text output to one in which text output was the dominant form of graphics output and 
no ECA was present in the interface. Applications of this type typically take the form 
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of a form-filling application in which the information to be gathered is represented by 
empty fields in the form (e.g. den Os et al., 2001; Qvarfordt et al., 2003; Sturm et al., 
2003, 2002, 2001). 
Such interfaces raise their own interesting design questions, such as how best to 
prompt users to speak. Experiments to date have investigated varying degrees of 
spoken output with this aim in mind (Qvarfordt et al., 2003; Sturm et al., 2003). It 
was found, for example, that users preferred a rail timetable application in which the 
presence of tap'n'talk speech recognition was indicated solely by the presence of a 
microphone icon and no audio prompts were used (Sturm et al., 2003). This version 
was also faster than the alternative in which spoken prompts were played if users were 
silent for too long. Other research, on the other hand, reported that users did not notice 
or understand a similar icon in a directory assistance application (den Os et al., 2001). 
It would therefore be interesting to examine how an interface of this type would 
compare to the ECA service with text output within the context of this research. The 
advantage of employing an ECA in the interface is that it is clear to users when they 
are supposed to speak. Users may also find it unnatural to speak to a form. The use of 
an ECA, on the other hand, may result in a longer interaction. Further investigation is 
therefore required in order to illuminate this topic. 
Future work could also investigate the addition of yet more modalities to the interface, 
this time on the input side. Touch-screen input has already been used for selection 
from a list in several studies of SLDSs (Narayanan et al., 2000; Qvarfordt et al., 2003; 
Sturm et al., 2001). It has also been employed in a dictation context for error 
correction purposes (Sturm and Boves, 2005), with users allowed to touch the first 
letter of the target word on a soft keyboard, after which the spoken utterance was re-
processed. This technique could also be adapted to improve initial recognition 
performance in the same way that the N-best selection technique was employed for 
use in this research. 
A key question that remains is the level of recognition accuracy at which the Speak 
Only strategy would become acceptable to users, and indeed would potentially 
become the favoured approach. Although it has been shown that users are happy to 
use spelling as part of the surname capture process (no doubt in part because this is 
sometimes required even in human-human interaction) the possibility still exists that 
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given a particular level of underlying recognition performance the Speak Only 
approach would be users' preferred method. Future work could therefore investigate 
whether or not this is the case, through the use of Wizard of Oz techniques to simulate 
different levels of recognition accuracy in the Speak Only strategy. 
7.5. Conclusion 
The thesis expounded in this work is that, through careful dialogue engineering, 
automated surname capture using today's speech recognition technology (and by 
extension other proper name tasks) can be made highly usable. 
The empirical evidence from the three experiments reported here confirm that this is 
in fact the case. Although the Speak Only strategy was found to be inadequate, the 
data consistently showed that a Speak and Spell approach to automated surname 
capture results in high usability. The use of spelling information is vital in both 
automated telephony contexts and multimodal interfaces of the type examined in this 
research. Moreover, where text output is available this can also improve the usability 
of the interaction. 
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'distract 
Surname capture via automatic speech recognition over thetelephone has many commercial applications, including 
tutomated directory assistance and travel reservation services. This paper presents a usability evaluation of three 
lifferent dialogue designs for automated surname capture, within the context of a flight reservation service. The three 
lesigns explored were: a Speak Only strategy, in which callers simply say the surname; a One Stage Speak and Spell 
trategy in which callers speak and spell the surname in a single utterance; and a Two Stage Speak and Spell strategy in 
vhich callers speak and spell the surname in two separate dialogue stages. The methodology employed in the research 
)rovides both quantitative user attitude data and performance results for each of the strategies, based On an empirical 
tudy with a cohort of 95 participants. The results show a clear distinction between strategies. User attitude towards the 
lialogues that involve both speaking and spelling the name is high. User attitude towards the Speak Only strategy is 
ignificantly less positive. Task completion rates are also significantly higher in the two strategies, that involve spelling 
he name, at around 80% compared to just over 50% in the Speak Only strategy. The data underline the importance of 
iser testing, demonstrating the value of the evaluation methodology used, and provide encouraging results for the 
trategies that involve both speaking and spelling the name. 
2004 Elsevier B.V. All rights reserved. 
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L. Introduction 
The problem of proper name recognition has 
eceived a great deal of attention from the speech 
esearch community in 'recent years. There are 
nany potential applications, including automated. 
lirectory assistance (Lehtinen et al., 2000; San- 
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Segundo et al., 2002; Schramm et al., 20 00) and 
the identification of city names for travel services 
(Lamel et al., 2000). 
• In principle, proper names can be recognised 
like any other words if their pronunciation is added 
to the.dictionaryofa speçchrecogniser. In practice,,.. 
there are two main problems associated' with this;' 
The first is the large set of names involved in many 
applications, ranging from a few thousand names 
to over a million in some cases. The second is the 
lack of standardised • pronunciations for, many 
names; each can have multiple valid pronuncia-
tions, which further increases the difficulty of the 
167-6393/$ - see front matter © 2004 Elsevier B.V. All rights reserved. 
oi:10. 101 6/j.specom.2004.02.002 
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recognition task. Given the large number of names 
involved, automating the process of generating 
their pronunciations for use in recognition is 
desirable. Some work has been done on this 
(Schmidt and Jack, 1994). However, the grapheme-
to-phoneme rules involved are extremely complex. 
It is difficult to construct rules that accommodate 
fully the high variability in the pronunciation 
of proper names, and in practice, manual aug-
mentation of the pronunciation dictionary is often 
required. More recently, a few data-driven graph-
eme-to-phoneme conversion techniques have been 
proposed to tackle the problem of automatic pro-
nunciation generation. The decision-tree technique 
employed by Font Llitjos and Black (2001) for 
example, produced a word accuracy of 62% on a set 
of 56000 names when features based on the lan-
guage of origin were included in the model. Gale-
scu and Allen (2002) investigated a data-driven 
joint n-gram method, reporting 68% word accuracy 
for spelling-to-pronunciation conversion on, a sim-
ilar number Of names. 
Proper name recognition is therefore an ex-
tremely challenging task. Previous reported work 
has explored a variety of approaches. The simplest 
in terms of the user interface is to recognise the 
fluently spoken name without the aid of any other 
information. Several studies have focused on 
developing recognition algorithms that achieve 
acceptable levels of performance using this ap-
proach. For example, Béchetet al. (2001) examined 
a method in which recognition was guided by 
canonical representation of the name, allowing 
alternative pronunciations by dynamically gener -
ating these in a re-scoring phase. The best result 
obtained was 69% accuracy on 128 000 names. Se-
thy and Narayanan (2002) reported a syllable-
based recognition system,. comparing it to one 
based on more commonly used context-dependent 
phones. Their results showed a substantial improve-
ment in name recognition accuracy using the syl-
lable-based recogniscr, with a final accuracy of 75% 
on a word list of 10000 names. Gao et al. (200 1) 
also investigated various techniques for the 
improvement of large vocabulary name recognition 
algorithms, such as weighted speaker clustering, 
"massive adaptation" of the acoustic models based 
on data from a pool of calls rather than a single  
speaker, and various forms of unsupervised utter-
ance adaptation, including Maximum Likelihood 
Linear Regression (MLLR) and a modified version 
of Maximum-a-Posteriori Linear Regression 
(MAPLR). They reported collective gains in accu-
racy of about 28% relative to their baseline system. 
Other methods have also been considered. It 
has been established that the recognition of spelled 
names is more accurate than that of spoken names 
(Kamm et al., 1995; Meyer and Hild, 1997; Neu-
bert et al., 1998; Seide and Kellner, 1997). Some 
studies have focused on the use of spelling alone as 
a means of communicating proper names over the 
telephone (Hild and Waibel, 1996; Jouvet et al., 
1993; Jouvet and Monné, 1999; Mitchell and Set-
lur, 1999). However, . whilst achieving higher 
accuracy, simply spelling the name without saying 
it may not seem intuitive to the user. Other work 
has sought to use spelling in combination with the 
spoken name. Bauer and Junkawitsch (1999), 
Córdoba et al. (2001) and San-Segundo et al. 
(20.02) investigated the use of spelling as a fallback 
strategy when problems occur with the fluently 
spoken name. In (Bauer and Junkawitsch, 1999) 
isolated letter recognition with prompting for each 
letter was, initiated for names rejected by the rec-
ogniser. The spelling process was then aborted as 
soon as the name was identified. In (Córdoba 
et al., 2001; San-Segundo et al., 2002) spelling was 
invoked only if the top two recognition hypotheses 
based on the fluently spoken name were rejected 
by the user, although in this case continuous spell-
ing was used. In all three studies the addition of 
names recognised correctly at the spelling stage 
meant a substantial increase in the number of 
names captured successfully overall. 
Other authors have attempted to combine the 
recognition of spoken and spelled names more 
explicitly. In (Meyer and Hild, 1997; Neubert et al., 
1998) a joint recognition approach was investigated 
in which the name was spoken and' spelled in a 
single utterance. Both calculated the final recogni-
tion score of each hypothesis via a weighted com-
bination of the spoken and spelled components, 
with greater emphasis placed on the spelled part. 
The result was a recognition accuracy of 90% in 
(Neubert et al., 1998) on a database of around 8000 
names. In (Meyer and Hild, 1997) the accuracy was 
N. Davidson et al. I Speech Communication 43 (2004) 55-70 
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)7% on a smaller set of approximately 1300 names. 
Both sets of authors report that the spelling was the 
nain source of information, with use of the spoken 
mme producing a slight improvement in the 
iccuracy found using spelling alone. 
Meyer and Hild (1997) also investigated joint 
ecognition of the spoken and spelled name when 
:hese were two separate recordings. Two separate 
V-best lists were generated, and only afterwards 
ombined via a weighted addition of matching 
ntry scores.. Again, the best result was obtained 
vhen the spelling was weighted more heavily than 
;he fluently spoken utterance (98% accuracy). 
chramm et al. (2000) explored a similar method, 
tithough in this case equal weighting was given to 
oth the spoken and spelled hypotheses. Similar 
evels of accuracy (92.5% first-best and 97.3% 
:hree-best) were obtained on a large inventory of 
mmes (approximately 190000). 
Schramm et al. (2000) also examined an alter-
ative method of combining the two separate 
itterances, in which the spelling of the name was 
mployed as the first step in the dialogue and the 
ubsequent active vocabulary for the spoken part 
estricted to the candidates identified in the spelling 
aage. This was found to offer slightly higher 
ccuracy than the previous method (generating two 
;eparate N-best lists and only afterwards combin-
ng them) but with the added advantage of being 
omputationa11y more efficient. It follows on from 
he work of Seide and Keilner ,  (1997) where this 
ipproach was used and found to be more accurate 
han spelling alone. Both of these studies are part 
a larger body of work carried out within the 
ontext of directory assistance applications where 
)ther information relevant to the fluently spoken 
iarne is available (its spelling, the city name, street 
iame etc.) and can be used in a hierarchical corn-
)ination, reducing the search space with every 
lialogue turn based on recognition in the previous 
tep (Attwater and Whittaker, 1996; Kaspar et al., 
[995). This is a useful approach where such infor-
nation is available. However, in the case where 
pelling is the only additional information it may 
Lot be intuitive for the user to give this as the first 
tern of dialogue input. 
It is from the perspective of the user that the 
esearch in this area is weakest. Few studies of the  
name recognition problem have made any attempt 
to assess callers' reaction to the various strategies 
investigated. Much of the work described above 
involves evaluations of recognition accuracy based 
on databases of pre-recorded speech (including all 
of the studies on joint recognition of spoken and 
spelled names). In some cases the speech was col-
lected in a relevant context (e.g. via recordings of 
calls made to a live directory assistance service); 
however more frequently, the recordings were part 
of a larger corpus of speech collected by asking 
callers to read aloud a selection of vocabulary 
items, as in SpeechDat. 1  This is important since 
previous research has shown that various aspects of 
speech such as segmental duration and funda-
mental frequency characteristics are different for 
read and spontaneous speech (Eskénazi, 1993; 
Laan, 1997), and that recognition performance is 
poorer for spontaneous speech in comparison to 
read speech (Saraclar et al., 2000; Weintraub et al., 
1996). Data collected within a realistic dialogue 
context are more valuable and are more likely to 
produce results that are representative of real-life 
performance. 
Some field trials have been carried out. In (San-
Segundo et al., 2002) recognition results for the 
spelling recogniser were considerably poorer in the 
field evaluation than in the authors' previous lab-
oratory tests. The authors suggest this was the 
result of operating in difficult conditions since in 
the field evaluation spelling was only used when 
the fluently spoken name recognition had failed, 
indicating the presence of significant background 
noise, low energy speech signals or callers unused 
to talking to automatic systems However,, since 
these are realistic conditions typical of a live 
environment this simply underlines the importance 
of evaluating in a field setting. 
In other field trials, reported in (Lehtinen et al., 
2000), participants were recruited to carry out a 
predefined . task using, an automated directory 
assistance system. Here, in addition to recognition 
accuracy, successful transaction rates and mean 
task durations were also measured. This is an 
For more information on the SpeechDat project visit 
www.speechdat.org . 
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important step since the effectiveness of an auto-
mated dialogue system cannot be judged on the 
recognition accuracy alone. However, little 
emphasis was placed on users' reactions to the 
system. 
In (Lennig et al., 1995) a customer acceptance 
survey was used to determine user reaction to a 
directory assistance service involving increased 
levels of automation. However, only a small pro-
portion of the research was concerned with auto-
mated recognition of the listing name, and no 
results specific to this are presented. 
In (Córdoba et al., 2001) volunteers were asked 
to use an automated directory assistance service to 
find listings for 10 private and 10 company entries. 
The dialogue in this case used spelling as a fallback 
mechanism. Following this experience each par-
ticipant then completed a satisfaction question-
naire, the results of which are reported together 
with recognition accuracy and query success rate. 
This is one example of an experiment in which user 
reaction was considered. However, there has been 
very limited work published which examines the 
issue of proper name recognition from a user 
perspective, in particular with respect to the joint 
recognition of spoken and spelled names. This 
paper attempts to redress this, in presenting the 
results of an experiment in which 95 members of 
the public experienced three different strategies for 
automated surname capture over the telephone 
within the context of a flight booking service. In 
the Speak. Only strategy callers simply say the 
surname. In the One Stage Speak and Spell strat-
egy callers speak and spell the surname in a single 
utterance. In the Two Stage Speak and Spell 
strategy callers speak and spell the surname in two 
separate dialogue stages. In each approach, sur-
name recognition accuracy necessarily plays an 
important part in the user experience. However, 
it forms only part of the overall quality judgement. 
Other factors such as the way in which the system 
prompts the caller for the required informa-
tion, and the way in which any recognition errors 
are handled, also contribute to the interaction. The 
objective of this study therefore, was to evaluate 
the impact of the different strategies on the 
user experience as a whole, an approach that dis-
tinguishes this work from the previous research  
described above. The paper presents quantita-
tive and qualitative data on user attitude towards 
each of the strategies in addition to objective 
measures of performance. This provides a measure 
of the relative effectiveness of the different strate-
gies within a realistic context that is particularly 
relevant to designers interested in deploying a live 
application in the near future. 
The rest of the paper is organised as follows. 
Section 2 gives an overview of the dialogue design, 
with details of the three different strategies exam-
ined. Section 3 describes the system implementa-
tion, and Section 4 details the experiment. In 
Sections 5 and 6 the results are presented, with 
main conclusions given in Section 7. 
2. Dialogue design 
2.1. Overall structure 
Each of the surname capture strategies investi-
gated was set within the context of a flight booking 
service. Whilst this offered a realistic service, its 
scope was limited in order to focus on the problem 
of surname capture in the experiment. A hypo-
thetical scenario was created in which the airline 
had chosen togive away free flights on a particular 
route for a particular date. This meant the dia-
logue consisted only of the capture of passenger 
name details. Fig. 1 shows a top level view of the 
service dialogue. 
The service was deliberately designed to be fully 
system-driven in order to provide maximum sup-
port for the speech recogniser. 
Strict regulations within the airline industry 
mean that it is vital passenger details are tran-
scribed correctly. As a result, items with a low 
recognition confidence were played back to the 
caller for explicit confirmation, as in "S-M-I-T-H. 
Is that correct?" Items that were recognised con-
fidently were simply echoed back to the caller with 
the confirmation question omitted. The dialogue in 
this case proceeded immediately to the next re-
quest for information, as in "S-M-I-T-H. And your 
first initial?" The use of this approach was 
intended to speed up the interaction and reduce 
the monotony of repeated confirmation. Surnames 
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I 	welcome 	I 
capture number of tickets required I "How many tickets would you like?" 
capture surname 	I 
J 	case 
high confidence case "S-M.1-T-H." 
capture initial 	J"' 
high confidence case "Initial N." 
capture title 
high confidence case "Mrs."  
confirm surname V'S-M-I-T-H. Is that correct?" 
confirm initial 	'Initial N. Is that correct?" 
confirm title 	I"Mrs. Is that correct?" 
4 yes 
I confirm flight details 
Fig. 1. Dialogue call flow. 
were spelled out to the caller using concatenated 
recordings of letters, since it is not practical to 
record all the surnames possible in an application 
of this type, and previous work has shown strong 
user preferences for concatenated speech over text-
to-speech synthesis (McInnes et al., 1999). 
All of the above features were common to all 
three design variants used in the experiment. De-
tails of how the individual strategies differed 
within the context of this service are given in the 
following sections. The three strategies are illus-
trated below. 
Speak Only 
Please say your Surname.' 'Smith' 
One Stage Speak and Spell 
Please say then spell your surname: 'Smith, S-M-
I-T-H' 
Two Stage Speak and Spell 
Please say your surname: 'Smith' 
How do you spell that? 'S-M-I-T-H' 
2.2. Speak Only strategy 
In this variant of the service callers were simply 
asked to say the surname and other details as re- 
quired. The obvious appeal of this strategy is its 
simplicity, since it is both natural and intuitive for 
the caller. 
However, in a context such as the one used 
here, where an accurate orthographic transcription 
of the name is required and other disambiguating 
information is not available, the question of how 
to deal with homonymous surnames becomes an 
issue. The solution employed here was to offer 
each alternative spelling in succession until the 
correct surname was read out or the list was ex-
hausted, in which case, depending on the number 
Of errors already made, callers were given the 
opportunity to say the surname again or the call 
ended with a recorded message informing the 
caller that at this point in the real service they 
would be passed to an agent to complete their 
reservation. 
2.3. One Stage Speak and Spell strategy 
In this variant callers were asked to say and 
spell . the surname in a single utterance, with rec-
ognition carried out on the whole; 
From a user perspective, the advantage of 
including spelling information. in this way is that 
it avoids the problems posed by homonymous 
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surnames. A potential drawback is that it may be 
cognitively more difficult for callers to give both 
pieces of information at once, and may appear 
unnatural to those with common, unambiguous 
surnames (e.g. Jones) who are not normally asked 
to spell their name. 
2.4. Two Stage Speak and Spell strategy 
In this version a joint recognition approach was 
used in which callers were asked to say their sur -
name and then in a separate stage were asked to 
spell it, generating separate N-best lists which were 
only afterwards combined. 
In the recognition system employed in the re-
search each item in the N-best list is associated 
with an acoustic confidence. score. This provides a 
measure of the likelihood that the recognition 
hypothesis matches the actual utterance. Confi-
dence scores computed by the recogniser range 
from 0 to 100 with the higher the score, the 
greater the degree of confidence. The N-best list 
in each case is ranked from highest to lowest 
confidence. 
In order to combine the two N-best lists gen-
erated by the separate speak and spell stages 
therefore, the confidence scores of hypotheses that 
appeared in both lists were summed, and the list 
was then reordered according to the new overall 
confidence. 
Items that appeared in only one of the N-best 
lists were excluded. However, if no matches were 
found, the surname with the most confident 
spelling was selected as the recognition candidate, 
since the literature and early testing prior to the 
experiment indicated that. this was the more 
accurate of the two stages. Testing also indicated 
that the maximum length of the N-best list should 
be increased to 30 for the Speak stage (where .10 is 
the default value used in other stages) in order to 
increase the likelihood of a match. 
As for the One Stage Speak and Spell strategy, 
the use of spelling resolves the problem of hom-
onymous surnames. Moreover, this may be a more 
natural and cognitively simpler way for the caller 
to give the spelling. It does however involve an 
extra dialogue stage.  
3. System implementation 
• Speech recognition in the experiment was 
implemented .using a commercially available large 
vocabulary speaker-independent HMM recogniser 
capable of recognising both fluent speech and 
continuous spelling. Due to its commercial nature, 
full details of the recognition mechanisms em-
ployed by the system are not obtainable, however 
the core approach used is summarised below. 
The system employs context-dependent pho-
nemes as its unit of recognition. Some 45 context-
dependent phonemes are used to represent the 
sounds of UK English, together with a separate set 
of models for digits and letters of the alphabet. 
The acoustic models are based on the Gaussian 
mixtures approach, and have been optimised for 
telephone-quality audio. Decoding is implemented 
• using the Viterbi algorithm and pruning is realised, 
via the beam search method. A proprietary tech-
nique known as phonetic pruning is also used, 
which performs additional computation based on 
the last phoneme analysed at any. given time dur-
ing recognition. 
As well as providing speech recognition the 
system also provides facilities for prompt record-
ing and playback, natural language understanding 
(NLU) and dialogue management. 
The language • model employed in the research 
was a finite-state grammar. In the NLU module of 
• the recognition system used, grammars of this type 
are hand-coded as an allowable sequence of words 
and phrases, with NLU implemented by associat-_ 
ing an appropriate feature-value pair with each 
path in the grammar. A database of 11 926 British 
surnames, all of which had been transcribed or 
inspected by a trained phonetician, was used to 
create the system dictionary and grammars. The 
One Stage Speak and Spell grammar was restricted 
to matching pairs of fluently spoken names and 
their corresponding spelling. Users were allowed 
to link the fluent spoken name with the spelling 
using either the word "spelt", as in "Smith spelt S-
M-I-T-H", or "that's" as in "Smith that's S-M-I-
T-H". Moreover, in all of the spelling grammars 
the use of the word "double" was allowed for 
surnames with two identical letters in sequence e.g. 
"H-A-dôuble-L". 
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Barge-in was disabled for the majority of the 
dialogue, the main exception being confirmations, 
where barge-in was allowed during the final part of 
the prompt (usually the question "Is that cor-
rect?"). 
4. Usability, experiment 
4.1. Experiment design 
In order to measure the relative usability of the 
three approaches to surname, capture, a repeated-
measures balanced order experiment design was 
adopted. Participants were asked to make three 
telephone calls, one to ,each version Of the service. 
In each call they were given the same task—to 
book themselves and a "friend" on the free flight 
being offered by the airline. Details of the "friend" 
were supplied by the researcher, from a set of 95 
personae created by random selection from the 
telephone directory. A different "friend" was 
supplied for each call. 
The use of the participant's own surname in 
the experiment reflects the most likely scenario in 
real life, and was considered most likely to elicit 
a natural speaking style, whilst, the .addition of a 
"friend" provided performance data on less famil-
iar surnames. 
Some of the participant and personae surnames 
were found to be missing from the original dic-
tionaly. The automatic acquisition of unknown 
names is an. ongoing 'research problem (Chung 
et al., 2003; Chung and Seneff, 2002) However, the 
problem. of out-:6f-vocabulary names was outside 
the scope of this investigation. As . a result the 
missing names were added to the dictionary man-
ually before the relevant experiment session. 
Some 45.3% of participants were found to have 
homonymous surnames based on this dictionary. 
The sample selected from the telephone directory 
contained a similar proportion (49.0%). 
After each telephone call participants were 
asked to complete a usability questionnaire to as-
sess their attitude towards the interface The re-
sults were used to compare participants' attitudes 
towards the three different strategies. A dc-briefing 
interview was also carried out, at the end of the  
experiment, in order to provide detailed qualitative 
data on users' responses. 
A total of 95 volunteers took part in the re-
search, in a group that was balanced for age and 
gender. Participants received a small honorarium 
payment. The age groups examined were 18-35 
years, 36-49 years and 50 years plus. Participants 
represented a broad range of socio-economic 
groups, and all were native speakers of English. 
4.2. Key measures 
The experiment was designed to provide' both 
subjective and objective data on each of the dif-
ferent strategies. This data may be summarised* in 
terms of three key' measures. 
4.2.1. Mean attitude score 
The first key measure is the mean attitude score 
for each strategy, derived from the Usability 
questionnaire that participants were asked to 
complete after each telephone call.. This question-
naire is a tool for assessing users' attitudes towards 
automated telephone . services that, has been 
developed and refined, by the authors and their, 
colleagues oyer a number of such experiments 
(Dutton et al., 1993). It consistsof a. set of pro-
posal statements which are short and simple, each 
with . a. set of tick-boxes along a seven-point Likert 
scale (Likert, 1932) ranging from "strongly agree" 
through neutral to "strongly. disagree". The 
wording of the statements in the questionnaire is,, 
balanced, positive and negative, to counteract the 
problem of response acquiescence set—the general 
tendency for respondents to agree with an Offered 
statement. In order to analyse the results, re-
sponses to the questionnaire are converted into 
numerical values from 1 (most unfavourable) to 7 
(most favourable). allowing for the polarity of the. 
statements. Thus, for example, a "strongly agree" 
response to a negative statement ,is converted .to a 
value of 1. Once the polarity of the results is 
normalised, each participant's overall attitude to 
the service is measured by taking the mean of these 
numbers across all of the items in the question-
naire. A measure of the overall attitude to the 
service can then be obtained by averaging all the 
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questionnaire results for participants who experi- 
enced that service (this is the mean attitude score). 
As well as providing an overall attitude rating, 
the mean scores for individual statements can also 
be examined to highlight any aspects of the dia-
logue design which were particularly successful or 
which require improvement. 
Finally, the results can also be analysed 
according to demographic groupings of partici-
pants (age, gender etc.) and any significant differ-
ences between groups can then be identified. 
4.2.2. Explicit preference 
The second key measure is participants' explicit 
preference between the three variants of the dia-
logue. This was obtained as part of the de-briefing 
interview, where participants were first asked 
which version of the service they preferred, fol-
lowed by which version they liked least. 
4.2.3. Task completion rate 
The third key measure is the task completion 
rate. This is the proportion of participants in each 
strategy who succeeded in booking two passengers 
onto the flight. Surname recognition accuracy 
plays an important part in this, however task 
completion also encompasses other factors such as 
the system's ability to elicit valid responses from 
the user, and to handle successfully any errors that 
occur. As such, it is an impbrtant objective mea-
sure of the effectiveness of the dialogue as a whole. 
5. Results 
Table 1 summarises the results for each strategy 
on each of the three defined measures. 
In each case the Speak Only strategy performed 
or was rated the poorest. Details are provided in 
the following sections. 
5.1. Mean attitude score 
All three strategies were rated better than neu-
tral. However, the mean attitude score for the two 
strategies that involved both speaking and spelling 
the name was considerably more positive than that 
of the Speak Only version. 
To establish the significance of these results, a 
repeated-measures analysis of variance (ANOVA) 
was carried out using the mean attitude scores for 
each strategy. The within-subject factor was strat-
egy, with age group, gender and order of presenta-
tion of the three versions as the between-subject 
factors. The result demonstrated a very highly sig-
nificant effect of strategy on attitude (p < 0.001). 
Post hoc pair-wise comparisons showed there 
was no significant difference in the mean attitude 
score when comparing the two strategies which 
involved both speaking and spelling the name to 
each other. There was one significant difference 
between the two when examining individual issues: 
participants were significantly more positive to-
wards the Two Stage Speak and Spell version with 
regard to the level of concentration required (Two 
Stage Speak and Spell mean 4.67, One Stage Speak 
and Spell mean 4.38, p = 0.021). On the whole 
however, participants rated the two spelling 
strategies very similarly. Both were rated positively 
throughout, with only one exception: preference 
for a human operator. All three strategies actually 
scored below neutral on. this point, indicating that 
participants would prefer to talk to a human 
regardless of the strategy employed by the auto-
mated service—a result often encountered in pre-
vious research with other telephone-based services. 
Table 1 
Key results for each strategy 
Strategy 	 Mean attitude score 	Explicit preference 	. 	. 	 Task completion 
Most preferred Least preferred 
Speak Only 	 4.57 	 13.7% 	. 	63.2% 	 51.6% 
One Stage Speak and Spell 	5.18 46.3% 10.5% 8000/0 
Two Stage Speak and Spell 5.17 . 	 37.9% 	 17.9% 	 77.9% 
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In contrast to the two spelling strategies how-
ever, the Speak Only version was also rated below 
neutral on several other issues. For example par -
ticipants did not enjoy using this version of the 
service, they found it frustrating, and felt that it 
required a lot of improvement. 
Moreover, even when scoring above neutral the 
Speak Only version was judged to be consistently 
worse than either the One Stage Speak and Spell or 
the Two Stage Speak and Spell version. The dif-
ferences in attitude were found to be significant for 
A large number of issues, resulting in a very highly 
significant difference in the mean attitude score in 
both cases (p < 0.001). In total, the Speak Only 
version was rated significantly lower than the One 
Stage Speak and Spell version on fifteen of the 20 
core usability issues, and significantly lower than 
the Two Stage Speak and Spell version on 16 of 
these issues. 
There were several usability attributes for which 
the effects were particularly strong. Participants 
felt significantly more frustrated, stressed and 
flustered when using the Speak Only version in 
comparison to either of the other two versions. 
They also found it less reliable, less efficient and 
more in need of improvement. They enjoyed using it 
less and were significantly less happy to use it 
again. All of these differences were highly signifi-
cant (p < 0.001). 
Attitudes towards the three strategies converged 
on only three issues. Participants did not find any 
of the versions too fast or too complicated, and all 
three were considered friendly. 
The overall pattern to emerge therefore was 
that user reaction to both spelling strategies was 
positive, and both were rated significantly higher 
than the Speak Only version. 
5.2. Explicit preference 
Figures for explicit preferences are given in 
Table 1. The Speak Only version was the least 
preferred option for the majority of participants 
(63.2%). A chi-square test confirmed that this 
distribution of responses was unlikely to occur by 
chance (p < 0.001). 
Based on the responses to the question of most 
and least preferred version, an . absolute ranking  
was calculated for each of the three versions, for 
each participant. Pair-wise comparisons on these 
rankings were then carried out using the Binomial 
test. The Speak. Only result was very highly sig-
nificant when compared to each of the other two 
versions (p < 0.001). However, there was no sig-
nificant difference between the two strategies which 
involved both speaking and spelling the name. 
When asked for their reasons for their choice, 
most of the group who selected the Speak Only 
version as their least preferred option (81.7 1/6) said 
this was the result of trouble being understood. 
More than half of the participants. who chOse 
the One Stage Speak and Spell version as their 
most preferred strategy mentioned spelling in their .  
reasons. Some 28.91/6 of those who selected this 
version said that being allowed to spell the pas-
senger details influenced their decision. A further 
28.9% were more specific, citing being able to 
speak and spell the details at the same time. Better 
recognition performance was also given as a rea-
son, by 33.3% of this group. 
Of those who preferred the Two Stage Speak 
and Spell version, 36.1% said better 'recognition 
performance was .their reason. The other main 
reasons mentioned were that it was easier (250/6), 
quicker (13.9%) and 'did not ask the caller to say 
and spell information at the same time (16.7 1/6). 
When questioned as to what they thought of the 
ways in which they were asked to give surnames, a 
total of 50.5% of participants mentioned spelling as 
a positive feature; 15.8% of this group specified that 
they liked being asked to say and spell the surnames 
at the same time, 8.4% expressed a preference for 
the two stage process. and 26.3% were non-specific. 
Those in the non-specific group generally liked 
spelling because it improved recognition perfor-
mance and/or they were in the habit of spelling their 
name over the telephone. Those who 'expressed a 
preference for giving the surname and its spelling at 
the same time did so generally because they per-
ceived this to be quicker. The group who preferred 
the two stage process felt it was more natural. 
5.3. Task completion rate 
Observing the figures in Table 1 it is clear that 
task completion was much higher in the two 
64 	 N. Davidion et al. I Speech Communication 43 (2004) 55-70 
spelling strategies than it was in the Speak Only 
version. More than three quarters of all partici-
pants succeeded in achieving their goal using the 
two spelling strategies, compared to only just over 
half in the Speak Only version. 
The pattern of results was very similar to that 
observed in the attitude and interview data. The 
effect of strategy on task completion was very 
highly significant (Cochran's Q p < 0.001). Pair-
•wise comparisons then showed that the differences 
between the Speak Only version and each of the 
other two versions were very highly significant 
• (McNemar p < 0.00 1), whilst there was no signif-
icant difference between the two spelling strategies. 
5.11. Reasons for task failure 
There were two main reasons for task failure in 
this application: the registration of incorrect pas-
senger details or breakout to an agent as a result of 
dialogue failure. 
The former could occur either as the result of a 
confident mis-recognition on the part of the sys-
tem, or as a result of participants explicitly con-
firming incorrect information; 
The latter could also occur for one of two rea-
sons. Firstly, as a result of three successive failures 
to recognise a valid response from the user, either 
because, they were silent or gave an out-of-gram-
mar response, or. 'because the recogniser was 
unable to, produce a recognition hypothesis. Sec-
ondly, breakout could occur as a result of repeated 
failure on the part of the system to recognise valid 
information correctly. Callers were asked. to 'give 
each piece of information up to a total of five times. 
If after five attempts the system, failed to recognise 
it correctly, breakout was initiated. Table. 2 sum-
marises the -incidence of each type of task failure 
in the experiment. ' 
The number of failures due to the registration 
of incorrect details was very similar in each of the 
strategies. Strategy had no effect on the number of 
partiôipants who failed as a. result of this problem 
(Cochran's Q). 
Breakout was the most common cause of task 
failure in all three strategies. However, the level of 
breakout was significantly higheE in the Speak 
Only version than in either of the, other two 
.strategies (McNemar p < 0.001). This was largely 
Table 2 
Summary of task failures 
Strategy 	, Incorrect details 	Breakout 
	
(% participants) (% participants) 
Speak Only 	' ' 9.5% 	 38.9% 
One Stage Speak & 9.5% ' 	10.5% 
Spell 
Two Stage Speak & 8.4% 	 13.7% 
Spell - 	 -' 
as, a result of the number of breakouts at the sUr-
name stage. Some 29.5% of participants broke out 
during this stage' in the. Speak Only version, com-
pared to. 4.2% in. the One Stage Speak and Spell 
version and 5.3% in the Two .Stage 'Speak and 
Spell version. This contrasts with other stages in 
the dialogue where all three strategies produced a 
similar level of breakout. 
The breakout figures for the surname entry 
stage. broken down by participants' own surname 
and that of the second passenger are shown in 
Tablô 3. 
Strategy had a significant effect on the breakout 
rate when participants were giving their own sur-
name' (Cochran's Q p =' 0.005). Pair-wise com 
parisons showed that the breakout rate in the 
Speak Only. version was 'significantly higher than 
in the One Stage Speak and Spell version 
(McNemarp = 0.006). This was the only pair-wise 
comparison that produced significant results.. 
Results for participants' own surnames can be 
tested in this way since the same set of 95 partic-
ipants attempted this stage in all three strategies. 
However, not all participants attempted the other 
passenger surname in 'all three versions of the 
service (as 'a result of breakouts 'earlier in the 
dialogue). Different sets of participants attempted 
Table 3 
Summary of breakouts at surname stage 
Strategy 	' Own surname 	Other surname 
(% participants) (% participants) 
Speak Only 11.60/6 17.9% 
One Stage Spcak& 1.1% 	' . 	3.20/6' 
Spell 
Two Stage Speak & 4.2% 1.1% 
Spell . 	' 
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this stage across the different strategies and as a 
result statistical comparisons between them are 
invalid. 
5.4. Surname recognition accuracy 
Surname recognition accuracy played an 
important part in the level of breakout (and 
therefore task completion) observed in the exper-
iment. Analysis showed .that 92.9% of the break-
outs at the surname stage in the Speak Only 
version were the result of five failed attempts to 
recognise the information correctly. 
Table 4 shows the average recognition accuracy 
experienced by users, when giving their own sur-
name and that of the other passenger, for all 
participants who attempted these stages and gave 
an in-grammar response. 
The results are comparable to other work in the 
field. The One Stage Speak and Spell strategy 
achieved an accuracy of over 90% for both sur-
names. Performance in the Two Stage Speak and 
Spell strategy was only slightly lower, falling to 
just under 901/6 for the other surname. Both per-
formed considerably better than the Speak. Only 
strategy, where the average recognition accuracy 
was as low as 55.4% for the other passenger's 
surname. 
5.4.1. Own surname 
A repeated-measures ANOVA was carried out 
on data from the 83 participants who provided an 
in-grammar response at this stage in all three 
versions of the service. Strategy was the within-
subject factor, with age group, gender and order of 
presentation' included as between-subject factors. 
The result was a very highly significant effect of 
strategy on surname recognition accuracy (p < 
Table 4 
In-grammar surname recognition accuracy 
Strategy 	 Own surname Other surname 
Speak Only 63.9% ' 	55.4% 
One Stage Speak & Spell 96.0% 92.2% 
Two Stage Speak & Spell 91.6% 	89.3%  
0.001). The Speak Only strategy 'performed sig-
nificantly worse than either of the other two 
strategies (p < 0.001) although there was no signif-' 
icant difference between the two spelling strategies. 
Both of the 'spelling strategies performed well, 
achieving accuracies of over 90%., 
5.4.2. Other surname 
To allow some comparisons between the dif-
ferent strategies to be made, data for this stage 
were restricted to the 44 participants who com-
pleted all three calls, and gave an in-grammar re-
sponse in each. 
Based on this group the average recognition 
accuracy experienced by participants was 67.2% in 
the Speak Only version, 94.9% in the One Stage 
Speak and 'Spell version and 86.7% in the Two 
Stage Speak and Spell version. 
A repeated-measures ANOVA was' carried 
out on the results, with strategy as the within-
subjects factor and age and gender as the between-
subjects factors. Order ofpresent ation was omitted 
as a factor in this case since it was found 'to 
have no .  effect, and the reduced sample size 
meant its inclusion .  created empty cells in the 
analysis. 
Based on this, strategy was' found to have a 
highly significant effect on the recognition accu-
racy for the other passenger surname (p = 0.008). 
The performance in the Speak Only version was 
significantly poorer than that in the One Stage 
Speak and Spell strategy (p = 0.001), although this 
was the only significant difference in the pair-wise 
comparisons. 
Closer inspection revealed that gender had a 
significant effect on, these results (p = 0.030). On 
average, women experienced poorer recognition 
accuracy than men when giving the second pas-
senger's surname. Table 5 shows the results for 
each strategy broken down by gender. 
'Analysing the two groups separately it was 
found that strategy had no significant effect on the 
recognition accuracy experienced by men. The re-
sults for women, on the other hand, followed the 
pattern found in previous analyses i.e. strategy had 
a highly significant effect (p = 0.004) and the 
Speak Only version performed significantly worse 
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Table 5 
Surname recognition accuracy by gender (other surname) 
Strategy 	 Male 	Female 
(N=19) (N=25) 
Speak Only 	 78.9% 	58.3% 
One Stage Speak and Spell 97.4% 93.0% 
Two Stage Speak and Spell 89.5% 	84.7% 
than either of the other two strategies. (p <0.05). 
There was no significant difference in the perfor-
mance of the two spelling strategies. 
5.4.3. Bias in the results 
Removing participants who broke out of the 
dialogue from the data set means that those with 
the greatest recognition difficulties were excluded 
from the analysis. As a result, the figures given for 
the other passenger's surname will tend to exhibit 
a positive bias. 
An estimate of the degree of bias introduced • 
can be obtained by calculating the accuracy for 
participants' own surname based on the sub-group 
who did not break out and comparing it with the 
figure alróady calculated for the whole sample. 
Table 6 shows both sets Of figures. Of the 47 
participants who completed calls to all three 
strategies, 40 provided an in-grammar response in 
each when asked for their own surname. 
The bias introduced was greatest in the Speak 
Only version, which is to be expected since this was 
the strategy with the highest level of breakout. 
A repeated-measures ANOVA. on the reduced 
data set again showed that strategy had .a signifi-
cant effect on the recognition accuracy for partic-
ipants' own surnames (p < 0.001). Recognition 
accuracy in the Speak Only version was signifi- 
cantly poorer than in either of the two versions 
(p <0.005), although there was no significance in 
the difference between the two spelling strategies. 
Thus, even excluding those participants who broke 
out as a result of recognition difficulties, the Speak 
Only performance was significantly worse. 
J.q.4. uwn vs otner passenger surname 
In all three strategies recognition performance 
on participants' own surname was slightly better 
than on the other passenger's surname, suggesting 
that familiarity with the name had a positive effect.. 
However, comparing only those participants who 
made an in-grammar attempt at both surnames, 
the effect was not found to be significant in any of 
the strategies. 
5.5. Other results 
5.5.1. Out-of-grammar • responses 
One area in which the Speak Only strategy was 
not the poorest performer was in its ability to elicit 
in-grammar responses at the surname stage. Table 
7 shows the proportion of input attempts that were 
in-grammar at this stage, for each strategy. 
The level, of out-of-grammar responses was ,  
highest in the One Stage Speak and. Spell strategy. 
Table 8 shows a breakdown of the various types of 
out-of-grammar responses provided during sur -
name capture, for each of the different strategies. 
The analysis showed that omission of the 
spelling was not the principal  reason for the higher 
level of out-of-grammar responses in the One 
Stage Speak and Spell strategy, as might have been 
expected. In fact, . there were a similar number of 
cases of participants including the spelling in 
stages where it was not requested (either providing 
Table 6 
Effects of removing participants • who did not complete three 
calls 
Strategy Own surname Own surname 
• (N=83) (N=40) 
Speak Only 62.9% 74.3% 
One Stage Speak and Spell 96.8% 98.5% 
Two Stage Speak and Spell 91.6% 92.90/6 
Table 7 
Surname in-grammar rates by strategy 
Strategy 	 Own surname Other surname 
Speak'.Only 92.8% 91.8% 
One Stage Speak & Spell 80.00/o 82.7% 
Two Stage Speak & Spell 
Say Surname 90.2% 87.7% 
Spell Surname 	, 94.1% 91.7% 
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Table 8 
Breakdown of out-of-grammar surname utterances by strategy 
Speak Only 	One Stage Speak & Spell Two Stage Speak and Spell 
Say Surname 	 Spell Surname 
Additional speech 5 13 7 0 
No spelling nla 15 n/a 0 
Added spelling 6 n/a 4 ri/a 
Spelling only 5 0 10 n/a 
Filled pause/false start 2 5 0 0 
End pointing 1 5 0 4 
Speech too early 0 2 0 8 
Other 9 6 3 5 
Total input attempts 421 251 242 254 
it together with the fluently spoken name or pro-
viding it in place of the spoken name). Instead, the 
main reason for the higher level of out-of-gram-
mar responses was the inclusion of additional 
speech; All three versions produced replies where 
the correct response was embedded in extraneous 
speech (due to the already vast size of the surname 
grammars, this was not allowed). However, the 
incidence of this was higher in the One Stage 
Speak and Spell strategy. The nature of the addi-
tional speech was roughly divided between pre-
amble such as "My surname is... " and the 
inclusion of the title and/or the first name together 
with the surname, as in for example "Simon 
Moffat M 0 F F A T T". There was also a higher 
incidence of filled pauses and' false starts in the 
One Stage Speak and Spell strategy, possibly as a 
result of the greater complexity of the input task. 
In stages where the spelling of the surname was 
requested there was some occurrence of end-
pointing errors, which meant that participants 
were interrupted mid-spelling. Increasing the 
length of the end-of-speech timeout for these 
stages may help to alleviate this problem. The 
value used in the experiment was 1.5 s. 
The way in which out-of-grammar utterances 
were handled by each strategy was then examined. 
It was found that in terms of rejecting out-of-
grammar utterances the One Stage Speak and 
Spell strategy was the most effective. Of the 34 out-
of-grammar responses to the top level prompt in 
this strategy for example, 24 were rejected by the 
recogniser, which meant that error recovery was  
initiated. The corresponding figures for the Speak 
Only strategy and the individual speak and spell 
stages of the Two Stage Speak and Spell strategy 
were 9 out of 23, 3 out of 20 and 4 out of 16 
respectively. A higher proportion of out-of-gram-
mar responses were falsely accepted as valid input 
in these strategies, resulting in an incorrect recog-
nition hypothesis in the majority of cases. Careful 
design of the error recovery prompts in the One 
Stage Speak and Spell strategy also meant that the 
majority of the out-of-grammar responses that 
resulted in error recovery were subsequently con-
verted to an in-grammar response at either the 
second or third level (18 out of 24). Thus, although 
the number of out-of-grammar responses was 
higher in the One Stage Speak and Spell strategy, 
in most cases these were successfully detected and 
recovered from. 
5.5.2. Call length 
The inclusion of an extra dialogue stage in the 
Two Stage Speak and Spell, strategy did not have a 
significant effect on call duration. The average call 
length, based on the 47 participants who com-
pleted all three calls, was 142 s in the Speak Only 
version, 130 s in the One Stage Speak and Spell 
version, and 140 s in the Two Stage Speak and 
Spell version. The One Stage Speak and Spell 
version showed a tendency to be fastest, however 
none of the differences were found to be statisti-
cally significant. 
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6. Relationship between results 	 Table 9 
Mean attitude score by task completion 
6.1. Mean attitude score and explicit preference 
The ability of the usability questionnaire to pre-
dict participants' explicit preferences was assessed 
by comparing the predicted preference (based on 
'the difference between the questionnaire scores 
for the three versions of the service) with the ex-
-pressed preference for each participant. The pre-
diction accuracy was scored as 1 if the predicted 
and expressed preference agreed, or 0 if they dis-
agreed outright; Cases where either the predicted 
or expressed preference was neutral were excluded 
from this part of 'the analysis (e.g. if the mean 
attitude score was the same: for two or more ver-
sions).  
For the question of participants' least preferred 
strategy 'the overall prediction accuracy was 
80.7%, which is considerably better than the 33% 
accuracy that would be expected for random or 
uniformly. neutral prediction. Correlation analy-
sis confirmed that the departure from chance was 
very highly significant. (Cramer's V 0.596, p< 
0.001).  
Similarly, the overall prediction accuracy for 
the most preferred strategy was 71.2 1/6. Again, the 
correlation was very highly, significant (Cramer's V. 
0.504,p < 0.001). 
The usability questionnaire was therefore a 
fairly reliable indicator of participants" preference 
between 'versions. 
6.2. Mean attitude score and. task completion 
Table 9 shows the mean attitude score for each 
strategy broken down by task completion. 
Unsurprisingly perhaps, it appears that partic-
ipants who were successful in completing the task 
had a more positive attitude towards the interface, 
in all three strategies. Unrelated-samples t-tests 
confirmed the effect' was very highly' significant 
(p < 0.001) for the Speak Only and One Stage 
Speak and Spell' versions and significant (p = 
0.021) for the Two' Stage Speak and Spell ver-
sion. 
Strategy 	 Mean attitude Mean attitude 
score 	score 
(task failure) 	(task success) 
Speak Only 	 4.04 	 5.08 
One Stage Speak & 	4.46 5.36 
Spell 
Two Stage Speak & 	4.75 	 5.29 
Spell  
7. Conclusions 
In this paper the results of a usability experi-
ment that examined three different dialogue strat-
egies for automatic, surname capture in a flight 
reservations context have been presented. The 
three strategies were Speak. Only, One Stage Speak 
And Spell and Two Stage Speak and Spell. 
The :objective of the ,study was to examine the 
impact of the different strategies on the user. 
experience as a whole, measuring user attitudes 
and task completion rates as well as recognition 
accuracy. From the results it is concluded that the 
Speak Only strategy was the, least effective, in 
terms of all of the. key measures of performance. 
Both strategies involving spelling performed sig-
nificantlybetter, although there was no substantial 
difference between the two. 
Participants had a pOsitive attitude towards 
both spelling strategies' (scoring them very simi-
larly at 5.17 and 5.18 on a seven-point scale) but 
were significantly less positive towards the Speak 
Only strategy (4.57). ' 
The Speak Only strategy was also the least 
preferred option for the majority of participants 
(63.2%) and was ranked top by fewest participants 
(13.79/6). Opinion was more divided on the two 
spelling strategies—both were ,ranked top by 'a 
roughly equal number of participants. In either, 
case, qualitative data showed that participants 
were happy to use spelling as part of the surname 
capture process. 
Objective measures of performance also yielded 
positive results for the two strategies that involved 
spelling, with high task completion in each (80.0% 
in the One Stage Speak and Spell strategy and 
in the Two Stage Speak and Spell strategy) 
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The results for the Speak Only strategy were sig-
nificantly poorer, with only just over half of all 
participants succeeding in their goal using this 
strategy (51.6%). 
The combination of poor results for the Speak 
Only strategy suggests that this design approach is 
not ready for commercial deployment in an 
application of this type. A substantial improve-
ment in both user attitude and objective perfor-
mance is required before this strategy should be 
considered for use in a live service. 
The results for the two strategies that involve 
spelling, on the other hand, are encouraging. The 
research has demonstrated that, through the use of 
spelling information, high levels of user satisfac-
.tion and task completion are achievable using a 
commercially available speech recognition system. 
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