Introduction
[2] In a companion paper, Chang et al. [2011] examined the relationship among temperature, salinity and altimetry for the global ocean. They defined a way to construct the socalled pseudo salinity profiles and evaluated them using independent observations, existing climatology and reanalysis data. The results encourage us to utilize the pseudo salinity data for the 20th century when salinity observations are very sparse. This paper is motivated by the need to produce retrospective ocean analysis for the purpose of investigating multi-decadal variability and the initializing and validation of decal prediction. In order to produce reanalysis data with insufficient observations, most studies combine models and data. In general, the quality of an assimilation product is influenced by model bias and assimilation methodology [Dee, 2005; Balmaseda et al., 2007] . Given a dynamical model and an assimilation algorithm, the analysis fields mostly depend on the representation of an observing system. Here, we examine the impact of pseudo salinity data on the ocean reanalysis produced by the ensemble coupled data assimilation (ECDA) system developed at Geophysical Fluid Dynamics Laboratory (GFDL) [Zhang et al., 2007] . We have constructed global pseudo salinity profiles and included them into a part of data types acceptable to the current assimilation system. This will help to better understand the sensitivity of assimilation products to the lack of salinity data in representing the climate system.
ECDA System
[3] The assimilation system used in this study employs an ensemble-based filtering algorithm applied to the GFDL's fully coupled climate model (CM2.1) which is one of the two GFDL IPCC AR4 models. More details about the model configurations including physical packages and parameterization schemes are given by Delworth et al. [2006] . The assimilation module of CM2.1 estimates the probability distribution function (PDF) of climate states by combining the prior PDF derived from coupled model dynamics and the observational PDF. It uses an ensemble Kalman filter under a local least squares framework with a super-parallelized technique. The filtering process is implemented by a multivariate linear regression with careful consideration of temperature and salinity covariance function. GFDL ECDA also use an adaptively-inflated ensemble filter that is designed to enhance the consistency of upper and deep ocean adjustments, based on climatological standard deviation being adaptively updated by observations [Zhang and Rosati, 2010] . This fully coupled model methodology was chosen to produce a balanced state between the state variables of the atmosphere and ocean. More detailed descriptions of the ECDA system and experiment design are given in Text S1 of the auxiliary material. 
Global Pseudo Salinity Profiles
[4] In this study, we construct global pseudo salinity data and assimilate them into the current ECDA system as if they were real observations. Pseudo salinity profiles are generated from the weighted least square procedure that minimizes the misfits between the predetermined vertical coupled T-S EOF modes and the observed temperature and altimetry data. We calculate the vertical coupled T-S EOF modes on every 3°by 3°grid boxes of the global ocean by using the Global Temperature Salinity Profile Program (GTSPP) and Argo database for 1993-2008. GTSPP and Argo data were examined from the quality control (QC) system [Chang et al., 2009] and any sampling difference in space and time was also evaluated from the previous study [Chang et al., 2011] . Any systematic bias associated with fall rate equation problem of XBTs has been considered based on the "depth-fix" flag information provided by the National Oceanic Data Center (NODC). For the altimetry data, we use AVISO datasets that merge the TOPEX/Poseidon, Jason-1, ERS-1/2, and Envisat satellite measurements on 1/3°b y 1/3°grid points, which are weekly updated since 1993. In this study, we use only delayed time data that guarantee higher satellite orbit accuracy [Chang et al., 2010] . Since the effects of altimetry data on the reconstruction of salinity profiles are different at various depths and areas, we use regional correlation indices and carry out a stability check to attain global pseudo salinity profiles.
[5] Figure 1 shows the spatial distribution of salinity data at four selected model levels for [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] . Among different data types of WOD05, XBTs provide the largest temperatureonly data. They are primarily distributed along commercial shipping routes, thus the spatial coverage of pseudo salinity datasets based on XBT's location is inhomogeneous and particularly sparse in the Arctic and Southern Oceans (Figure 1b) . However, the number of pseudo salinity data along the XBT locations is much larger than the observed data. The salinity observations are almost confined around the coastal areas and along a few fixed ocean stations obtained by CTD, OSD, and MRB ( Figure 1a ). On average, we obtain more than 1,000 new salinity data after binning 1°by 1°at each model layer thickness over 9 years (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) .
Results
[6] In the no-assimilation fields (Figure 2a ), large salinity root mean square (RMS) errors with respective to World Ocean Atlas 2005 (WOA05) climatology [Levitus, 2006] are found around many regions including the South Pacific, Figure 1 . Spatial distribution of the number of (a) observed and (b) pseudo salinity data generated by this study after binning into 1°× 1°× (vertical layer thickness) at four selected model layers for 1993-2001.
North Pacific, North Indian, and whole basin around the Atlantic Oceans. Most are followed by the errors around the subtropical gyres associated with the systematic model bias. There are significant improvements in the RMS errors of the assimilation fields by using adaptively-inflated ensemble filter (hereafter ECDA_real_S). Mean RMS salinity error drops from 0.2218 to 0.1037 psu (Figure 2b ). Assimilating pseudo salinity profiles in the ECDA_real_S (hereafter ECDA_pseudo_S) leads to additional significant improvements in the RMS salinity errors, which drop from 0.1037 to 0.0656 psu (Figure 2c ). These error reductions are found around the global ocean except for the Southern Ocean where new pseudo salinity profiles are not obtained because of the scarcity of XBT's temperature. Figure 2 clearly demonstrates the improvement of assimilation fields and the significant impact of global pseudo salinity profiles on the reanalysis outputs. However, RMS error in terms of climatology only represents the mean bias of the global hydrographic features. In order to investigate an interannual variability for the whole period (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) , we need to examine independent salinity observations at a fixed location for enough time periods. As an example, we checked the subsurface salinity variation in the Hawaii Ocean time series (HOT) station [Lukas and Santiago-Mandujano, 2008] and confirmed that pseudo salinity profiles affect the ECDA system by reducing the model systematic error while maintaining reliable variability (see Text S2 and Figure S1 ). The temperature change due to assimilating pseudo salinity are generally very small (not shown), which is not surprising since sufficient same temperature profiles had already been assimilated into ECDA system. But salinity changes from the assimilation of pseudo salinity profiles are expected to have impacts on sea surface height (SSH) through their influences on density. Since the SSH observations from altimetry were not assimilated into ECDA system, they provide independent validations. Results show that pseudo salinities have increased the correlation coefficient of sea surface height around the Equatorial Pacific and whole Atlantic Oceans. More details are given in the auxiliary material (Text S3 and Figure S2 ), since our focus is placed on the salinity representation in the assimilation system.
[7] As previously noted, it is very difficult to evaluate assimilation products since there are scarce independent observations before the Argo period. Therefore, we set up an additional experiment during the Argo period in order to obtain enough observed salinity data. First, we construct additional pseudo salinity profiles based on Argo temperature profiles only and the corresponding satellite altimetry information using the same method as explained in section 3. Then two different assimilation fields (ECDA_real_S and ECDA_pseudo_S) are compared for two different time periods (pre-Argo (1993 (pre-Argo ( -2001 and Argo (2002 Argo ( -2007 ). Here it is important to keep in mind that the number of pseudo salinity profiles largely exceeds the number of observed ones during the pre-Argo period as shown in Figure 1 , but they are almost equally distributed during the Argo period experiment. Results show that there is no significant difference (RMS error over the top 1500 m is only 0.0255) between the two ECDA experiments during the Argo period. This result ensures the robustness of the new assimilation fields with pseudo salinity for the pre-Argo period. Salinity differences shown in Figure 3 up to 205 m depth. The RMS structure is also very similar to that of the CM2.1 shown in Figure 2a , which presents the model systematic bias.
[8] As an example of the significant impact of assimilating pseudo salinity as a function of time, we provide the time series at the selected model depths around the equatorial Pacific (175°E-185°E, 10°S-0°). ECDA_real_S has systematic model bias under estimating the salinity around 15 m and 205 m. It also shows the significant salty bias around 524 m and 858 m. These systematic biases gradually decrease in time as a result of dynamic adjustment processes and assimilation effects since the Argo period. Meanwhile, ECDA_pseudo_S is generally in line with climatology even before the Argo period due to the application of sufficient pseudo profiles. Increase of salinity data makes it possible for the assimilation system to quickly adjust the simulated fields to observations especially below the surface layer. Figures 4b, 4d, 4f, and 4h show the number of salinity data applied to the two separate ECDA systems. Note that most of the data during the pre-Argo period came from the WOD05's MRB (Moored Buoy) data type as a part of the TAO (Tropical Atmosphere Ocean) array. Their observation intervals are more frequent (daily mean) than those of Argo floats (10 days), so the number of pseudo salinity profiles is larger than that of Argo salinity profiles, even though their geographic distribution is limited to the equatorial Pacific.
[9] In this section, we emphasize the similarity and difference in the variability pattern rather than describing the mean bias between two ECDA results. A reduction of surface salinity as a result of the strong 1997-1998 El Nino signal is found in both ECDA results (Figure 4a ). This reliable freshening anomaly is obtained by the coupling effects from the base model, CM2.1, and the multivariate data assimilation scheme. At the 205 m depth in 1996, only ECDA_real_S shows unexpected seasonal change (relative high salinity during summer season), while ECDA_pseudo_S has no significant change of the salinity anomaly. Some amount of salinity observations (blue bar in Figure 4d ) was applied in 1996 only, so we conclude that using one year of observed data may have caused artificial variability in the ECDA_real_S system. In 2000 and 2001, relative strong seasonal signals are also found. But, this case is not associated with the representation of an observing system, because ECDA_pseudo_S which uses almost stationary salinity data shows similar strong seasonal signals as well. It is very difficult to explain the cause of the enhanced seasonal change during these periods and interpret the variability below 524 m shown in only ECDA_real_S (e.g., the salty anomalies around [1994] [1995] [1999] [2000] [2001] . One possibility is that it might be affected by the change of nearby observing system around these periods throughout advection and diffusion processes. We also investigated subsurface salinity changes at five different areas ( Figures S3-S7 ), where they have been selected considering the oceanographic balance [see Chang et al., 2011, Figure 10] . We obtained very similar results, that is, salinity datasets before the Argo period suffer from discontinuities and affect the interannual variability and mean bias of the assimilation results. Comparing two experiments during the Argo periods, we see differences in the variability in some regions. Since ECDA_real_S uses sufficient Argo data we may consider to be truth and the differences still show the accurate representation of the interannual variability, observed Argo salinity data is important for relevant studies. The purpose of this study is limited to show a significant step in the development and the improvement of the GFDL ocean reanalysis with the assimilation of global pseudo salinity profiles, so we hope that more thorough analyses for oceanographic interpretations will be followed in the future.
Summary
[10] All available temperature profiles and satellite altimetry data were collected and used to construct the so-called pseudo salinity profiles. We assimilated the pseudo salinity data into the GFDL's ECDA system that had used scarce salinity observations during the pre-Argo period. The results showed that incorporating the pseudo salinity data into the ECDA system significantly reduced the salinity mean bias. This study also suggested that the interannual variability of the existing reanalysis could be distorted by the application of non-stationary salinity datasets, which demonstrates that the pseudo salinity data is an important data source to help enhance the accuracy of ocean climate assessment during the pre-Argo period when salinity observations are very sparse.
