P = ρ o U s u p
to get their equation
where ρ o is the initial explosive density and U s is the wave velocity in the unreacted explosive. E cr is the amount of energy per unit area of the flyer crossing into the explosive. Walker and Wasley hoped this would be constant for each explosive, but de Longueville experimentally showed that it was not for Comp B, NM, RDX/pb, and liquid TNT [3] . He found it was constant for HMX/nylon and possibly for two granular RDX's. At our laboratory, LX-17 was found to not be constant, but excuses were made to keep Eq. (3) alive.
James presented a theory with an asymptotic threshold for E cr , which he interprets as a trigger energy that does not affect the succeeding stages of run-to-detonation [4] . At low pressures, he defines a particle velocity-squared asymptotic threshold, u po 2 , given by
so that
We may define the corresponding asymptotic pressure threshold P o from this as being
The use of velocity-squared, rather than pressure, which has consistently been popular in hydro-code models, is reminiscent of Roth, who suggested a similar approach in the early days of run-to-detonation measurements [5] .
At high pressures (considerably above C-J), there is also a time threshold somewhere around 0.01 µs.
The importance of the James theory is that: first, he establishes definitely the existence of an initiation threshold, and second, he brings back the critical energy as a real constant.
Because the reactive flow burn rates in our hydro-codes use a pressure ignition threshold, we try a different approach. Eq. (2) above must be true because there is a shock wave there, whether it triggers detonation or not. Eq. (3) also holds as a measure of the energy flowing through, but we can define some part of it as triggering the explosive. The critical energy becomes
which has the look of Eq. (3). This can be turned into
which is different from Eq. (5). We use Eq. (6) in reverse to get u po as a constant.
A plot of P versus τ forms the 50% probable-detonation initiation curve. Thin pulses require high pressures and vice versa. For large τ, P approaches an asymptotic low value of P o , and it is this value that is used in modeling. If P o is almost zero, as would occur for an ideal explosive, then Eq. (7) becomes Eq. (3), as was found with three of de Longueville's experiments.
Finding the asymptotic pressure directly is difficult, but LeRoy Green tried this with LX-17 in 1978 [6] . Steel sabots of 155 mm diameter were fired into LX-17-0 (called RX-03-BB then) samples of nominal 1.90 g/cm 3 density of 152.4 mm diameter and 101.6 mm length. Manganin gauges of 0.25 mm thickness and 6 mm diameter were placed inside the LX-17 at distances of 12.7, 38.1, 63.5 and 88.9 mm. From the observed explosion intensity, Green thought that a 1.1 mm/µs flyer with a thickness of 36 mm caused a reaction that continued to build and would have detonated if the sample had been large enough. A second shot at 1.0 mm/µs with a 50.8 mm-thick flyer caused no reaction. These may be converted to a 14.4 µs pulse at 7.5 GPa for the shot that started to react and 20.5 µs and 6.6 GPa for the shot that did not. So, P o may be about 7.5 GPa but it is difficult to be sure.
In the 1980's, detonation was assigned by the flashing of aluminum silicofluoride. However, this was found to occur at only 2.9 GPa, so that some results may not be true detonation [7] . In a recent return to this method, a steel witness plate was used for this reason [8] .
Run-to-detonation experiments are done differently from flyer initiation experiments. The flyers are thin, so much so that they are bent back at the edges in flight. However, the run-time experiments are done with massive 25-50 mm-long sabots that do not deform and are so thick that the pressure is held constant over the entire run-to-detonation of 10-20 µs length. The run-time experiments have large radii so that side rarefactions have no effect on the times, which are measured with on-axis gauges. The run-time experiments are measured well above the P-τ 50% line and are guaranteed to detonate. Yet, when the two are plotted together, both appear to be approaching an asymptotic pressure.
We also note that the pressure in the initiation region does not stay at the initial impact value of P i but gradually increases with time, t, so that
where a is a constant. Because of the form of Eq. (7), we will write our initiation rate equation in terms of (P -P o ) 2 . Analytically, we must account for the slow rise in the pressure as the run-to-detonation continues, so we have
where G is the rate constant and F is the burn fraction. We will integrate this to a final burn fraction F e and a run-to-detonation time, t e . We collect the pressure terms on the right and get
Just as we did with critical energy, we have to set something-the left side of Eq. (11) -constant in order to continue. We calculate the right side using the data and various a and P o values until we get constant results. We also estimate that a ≈ 4 GPa from the few run-times we have done with our model on LX-17.
We find that as we increase the constant a in the fitting process, that P o becomes constant (usually with a = 4) for that explosive, and this is the number we take.
The gap test appears to have originated first at the U. S. Bureau of Mines in 1931 [9] and was studied in Canada by Herzberg and Walker in the 1940's [10, 11] . Los Alamos (LANL) perhaps first used gap tests as a production method to determine the sensitivity of explosives. The test consists of a cylindrical donor explosive that sends a shock wave through an inert spacer material into the acceptor explosive of interest.
The spacer thickness is varied from shot to shot until the 50% point of causing detonation, as determined from the results in a steel witness plate at the end of the cylinder. We consider the results in terms of either full detonation or not. One criticism of the gap test is that it does not represent true shock initiation, but initiation is actually caused by surface waves [12] . This comes from a paper that calculates low amplitude oscillations in vibrating membranes using linear mathematics [13] . A detonation, however, is a non-linear event which why code modeling, with all its imperfections, is used to represent it, and shall proceed with the assumption that shock compression is the dominant phenomenon. A second criticism is that low velocity detonation could be present [14] . This phenomenon is called a non-detonative explosion in the American literature, and while real, it appears to require special conditions to happen [15] . It might be there by accident in some of the many gap tests, but there is no way to sort them out.
The geometries of the various tests are listed in Table 1 [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] . The flyer method is at the top, and the gap tests are listed in descending order of how much they usually deviate from the flyer results. In general, the farther down, the older is the test, so that brass was the first spacer, followed by aluminum and now Lucite. As time went by, the size of the parts increased and more expensive confinement of the acceptor was added. The Air Force at Eglin AFB is currently running gap tests with the largest sizes ever used. The U. S. Navy's Large Scale Gap Test has the largest inventory of data.
In Table 1 , the U. S. Navy is NSWC, SSGT means small-scale gap test and LSGT is the large scale gap test. In the lower quantity tests, MGT is the modified gap test, IHEGT is for insensitive high explosives and ELSGT is the Eglin large test before they went on to the 8-inch test. TLSGT is a slightly smaller LANL LSGT used only for TATB.
The early tests returned only the width of the spacer as the result. The U. S. Navy later measured the particle velocity in their spacers and determined a spacer pressure-distance calibration curve. For the modified gap test alone, they converted the spacer pressure into the inert explosive instant-of-impact pressure using impedance calculations. This was not done generally across all gap data, which far exceeds in quantity the flyer data.
We took the listed spacer pressure calibration as given by the Navy and the Air Force. All the earlier tests had to be modeled to get the pressure calibration curve. The next step is to convert the spacer pressures into pressures in the unreacted explosive upon impact, as was done first for the Navy's modified gap test. We have here extended this to all the tests, using the impedance method as described in Cooper [26] . We take the spacer U s -u p coefficients and the particle velocity to be C f , S f and u f . The same in the unreacted explosive are C o , S 1 and u p . We know the pressure in the space material, which we convert to spacer particle velocity, u f , using
In the quadratic solution for u f ,
Next we calculate the explosive pressure. At the instant of impact, these pressures are the same:
We solve this quadratic equation using Eq. (13) where
Using this, we can calculate the explosive pressure. The unreacted U s -u p coefficients of explosives are available for the common dense ones. Many are not measured, but we use this overall estimation procedure:
The results are not sensitive to small errors in these coefficients. The U s -u p coefficients of the spacer materials are given in Table 2 .
As a shock wave moves farther into a spacer, the peak pressure will continuously decrease, yet the gaps are small in the SSGT's and large in the Eglin tests. The reason for this is shown in Figure 1 , where the distance into the spacer is divided by the explosive donor radius listed in The explosive pressure is not solely a function of donor radius because some tests are unconfined and some are not. In Figure 2 , we show two near-ideal explosives with the explosive pressures plotted in descending order. This order is
LANL SSGT > LANL LSGT > NSWC SSGT > NSWC LSGT>ELSGT>Eglin 8-inch,
which roughly tracks the donor radius. Table 3 acceptor radius of only 2.55 mm so that the detonation is near failure, but the latter has a 6.5 mm radius. If the radius is too small, the detonation cannot propagate at all.
In order to better describe non-ideal explosives, we next calculated the time widths at half-height of the pressure pulses in the spacer materials using JWL++ [28] for the donor explosives. We would expect that the time width of the spacer pulse would increase with increasing distance, just as the pressure decreases.
The calculated results are shown in Figure 3 , and we see that peaks occur. The distance into the spacer increases from right to left, so that the time widths generally increase but suffer a decrease when the rarefactions arrive from the sides.
Next, in Figure 4 , we plot the pressure-time results for LX-17 and PBX 9502 at 1.88-1.90 g/cm 3 . The flyer data is the P 2 -τ result, where the time is the actual pulse length in the explosive [29] . The gap test data uses the spacer time widths, which empirically work as a proxy for actual pulse time because the two are roughly the same. The important thing is that the gap test data is seen to provide points along the P 2 -τ curve, even if they are not as well characterized. In order to get the asymptotic pressure threshold, we need very thick flyers, which usually never get. The Eglin tests are so large that they provide a direct measure of this special threshold. Now we summarize the results most likely to give P o pressure thresholds. In Table 4 , we pull together the three sources of pressure data: flyer thresholds [3, 6, [29] [30] [31] [32] [33] [34] , calculated run-time values [24, 33, [35] [36] [37] [38] [39] [40] [41] [42] and the smallest gap test pressures available [18, 21] . The flyer data is clearly the best, because the pulse is well-characterized. The run-to-detonation is the worst because the threshold pressure is obtained by a complicated fit of the data. Yet the threshold is there and can be had as part of the sensitivity study that prompted the run experiments. The small gap tests give high-pressure thresholds as we would get with thin flyers, but the gaps are small, the tests are uncharacterized and the calculations have high errors. The Eglin gap tests are excellent because they give almost directly the asymptotic pressure thresholds. The NSWC LSGT are big enough and well characterized so that their thresholds are close to being asymptotic. A much wider range of materials have been run with this test, so that it constitutes the broadest repository of useful initiation data.
It is natural to take certain values as being near the asymptotic ones even though they probably are not.
An important trend is that such thresholds increase with density as seen in Figure 5 . For TATB and TATB/up-to-15% kel-F, the "asymptotic" pressure may be fit using
So we predict asymptotic thresholds of 4.9 GPa at 1.80 g/cm 3 and 8.7 GPa at 1.90 g/cm 3 . Figure 5 is divided first into pure TATB and TATB/binder with the high-TATB explosives LX-17, PBX 9502, T1, T2
and T3. There is no difference between the two. The points are also broken into the type of test, and again, there is no difference, even the flyer is considered better than the run-to-detonation.
In summary, one criticism of gap tests as being "not meaningful" hinges on the previous inability of the data to be compared [14] . However, we find that the gap tests constitute a previously unused repository of threshold information, which becomes comparable by converting all the gap data into explosive pressures and spacer pulse times. The addition of the flyer and run-time data unifies the pressure thresholds into a large body of data. . For flyers (LX-17-squares; PBX 9502-circles), the time is the pulse length in the explosive as calculated from the flyer thickness. For gap tests (PBX 9502-triangles), it is the time width in the spacer at the point of 50% detonation probability. 
