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Abstract 
A cutting-plane type algorithm for solving entropy optimization problems with a finite number of variables but an 
infinite number of linear constraints is proposed in this paper. In each iteration, we solve a finite entropy optimization 
problem and add one more constraint. The iterative process ends when an optimal solution is identified. A convergence 
proof, under some mild conditions, is given. An efficient implementation based on a dual approach is also included. Our 
preliminary computational experience confirms the efficiency of the proposed method and shows its potential for solving 
large-scale problems. 
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1. Introduction 
In this paper, we consider the following entropy optimization problem with y1 variables and an 
infinite number of linear constraints: 
Program SIE: 
inff(x) = 2Xj lnx, 
/=I 
n 
S.t. C gj(t)Xj 3 h(t), t E T, 
(1) 
(2) 
j=l 
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Xj 2 0, j= 1,*..,11. (3) 
where T is a compact metric space and gj, j = 1,2,. . . , II, and h are real-valued continuous functions 
on T. Throughout the paper, we denote the feasible region of Program SIE as F. 
Note that adding any finite number of linear constraints, e.g., the normalization constraint cy=, xi= 
1, to an SIE problem results in another SIE problem. Also note that when T is instead a finite set and 
Inequality (2) is replaced by an equation, the problem becomes a linear-equality-constrained finite 
entropy optimization problem, which has many applications and has been intensively studied both in 
theory and computation [7,24,12,15,16,17,22]. In particular, it has been shown in [ 11,121 that the 
geometric dual [20] of an entropy optimization problem with a finite number of linear constraints 
in equality form is an unconstrained convex program [21] that can be solved very efficiently even 
for large-scale applications. Extensions to the cases with nonlinear constraints or countably many 
variables can be found in [8,9,23]. As to entropy optimization over a space of continuous functions 
or more general topological spaces, the reader is referred to [2,4-6,241. These extensions deal with 
only finite number of constraints. 
The SIE formulation has many potential applications. One good example is in the area of dosage 
distribution in pharmacokinetics [l]. Suppose that yt different drugs contain a common effective 
ingredient for a particular treatment. However, they are absorbed and disposed of by different com- 
partments of human body at different time-dependent rates. A single drug may not be sufficient to 
provide a sustainable concentration of the effective ingredient in the target compartment. Together 
with the important fact that each drug has some potential adverse-effects or side-effects, a mixture 
of these drugs is often more desirable than one single drug alone. 
Suppose that one dose of drug j, j = 1,. . . , n, induces a concentration gj(t), a function of time, 
of the ingredient in the desired compartment at time t. To ensure the effectiveness of treatment, the 
total concentration of the ingredient released for a target compartment by the mixture must be kept 
above a minimum level h(t) at time t throughout a given time period T. 
Denoting the proportion of drug j used in the mixture by a decision variable xj, j = 1,. . . , n, we 
clearly see the physical meanings of the constraints in Program SZE. Moreover, to minimize the 
potential adverse-effects or side-effects caused by any one of these drugs, mixing of these drugs 
should be as even as possible. This leads to the objective of our entropy maximization model. 
Actually, any finite entropy optimization model with linear constraints incurred in a continuous 
temporal or spatial domain can be conceptually extended to Program SIE. Such entropy optimization 
models have been successfully applied to various engineering disciplines. 
The difficulty of solving Program SIE lies in how to deal with the infinite number of constraints 
effectively. One simple approach, namely the “discretization method”, is to discretize the set T as a 
finite collection of points {t i,. . .,tk} and solve the following finite entropy optimization problem with 
IZ variables and k inequality constraints. 
Program EOk: 
min f(X)= 2XjlIlXj (4) 
j=l 
S.t.eQj('i)Xj 3 h(ti), i=l,...,k, (5) 
j=l 
Xj 2 0, j= l,...,n. (6) 
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The solution of Program EOk provides an approximation to the optimal solution of the original 
SIE problem. 
It is easy to see that, in general, a finer discretization of T results in a better approximation. 
Moreover, unless the functions gi(t) and h(t) are well-behaved, a good approximation may require 
solving a very large scale entropy optimization problem. Hence, a more efficient algorithm for solving 
Program SIE is desirable. 
In this paper, we incorporate the basic concept of “adding constraints” used in solving linear and 
quadratic semi-infinite programming problems [ 13,141 into a “cutting-plane method’ for solving SIE. 
Under a mild condition, we show, in Section 2, that the algorithm converges. Then the implementa- 
tion issues are discussed in Section 3 and computational experience is reported in Section 4. Some 
concluding remarks are made in Section 5. 
2. A cutting-plane algorithm 
The basic concept of the proposed “cutting-plane method” is to add one constraint a time until 
an optimal solution is identified. Given a subset Tk = {t ,, t 2,. . . , tk} of T, k > 1, we consider a 
corresponding Program EOk as defined by (4t(6). Let Fk be the feasible region of Program EOk. 
Suppose that xk=(x:, . . . , x,“) is an optimal solution of EOk, we define a “constraint violation function” 
as follows: 
ok+,(t) = h(t) - 2 gj(t) X;, t E T. 
j=l 
(7) 
Since gj(t) and h(t) are continuous over T and T is compact, the function &+l(t) achieves its 
maximum over T. Let tk+l be such a maximizer and consider the value of uk+,(tk+, ). If this value is 
less than or equal to zero, then we know xk must be an optimal solution of Program SIE (because 
the feasible region Fk of Program EOk is no smaller than the feasible region F of Program SIE). 
Otherwise, xk is not optimal and tk+l must not be an element of Tk. We then augment Tk to a larger 
subset Tk+, = {t,, . . . , tk, &+I} of T. By repeating this process (i.e. increasing one additional constraint 
a time), xk will converge to the optimal solution of SIE. We now state the cutting-plane algorithm 
as follows: 
CPSIE ALGORITHM: 
Initialization 
Set k = 1; Choose any tl E T; Set T1 = { tl }. 
Iteration 
Step 1: Solve EOk and obtain an optimal solution xk. 
Step 2: Find a maximizer tk+l of &+,(t) over T. 
Step 3: If ak+i( tk+l ) < 0, stop and xk is an optimal solution of Program SIE. Otherwise, set Tk+, = 
Tk U {tk+, }; increment k by 1; go to Step 1. 
Under the assumption that Program SIE has at least one feasible solution, i.e., F # 0, we know 
that Program EOk has a nonempty feasible region F k, for k 2 1. Moreover, if the CPSIE algorithm 
terminates in a finite number of iterations, say m, then x” must be an optimal solution of Program 
SIE. Now, if the algorithm does not terminate in a finite number of iterations, we obtain an infinite 
sequence of points {xl, x2,. . . ,xk, . . .}. Our objective for the remaining part of this section is to 
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show that this sequence converges to a point x* that indeed solves Program SIE. For a detailed 
treatment of cutting-plane methods for solving general convex programs, the reader is referred to 
[18, 191. 
Some simple results are needed for the convergence proof of the CPSIE algorithm: 
Lemma 1. If F # 0, then Program SIE achieves a $nite minimum at a unique point x* in F. 
Proof. With the convention of 0 In 0 = 0, f(x) is continuous on the set {x]x E Rn,x 3 O}. Denote 
fj(XJ A ,l x, nx,, we see that (i) fi(0) = 0, (ii) h(Xj) + 00 as x, + cc and (iii) &.‘(.Xj) + --ocj as 
X, --f 0. These imply that, as Xj increases from 0 to cc, fj(Xj) decreases from 0 and then increases 
after reaching the minimum at l/e. Therefore, all level sets of f/(x,) and hence of f(x) are bounded. 
The continuity of f(x) implies the closedness of all these level sets. Therefore, all level sets of f(x) 
are compact. Since the intersection of any collection of closed sets is closed, the feasible region F 
of SIE is closed. This implies that the intersection of any level set and F is also compact. Since 
F # 0, there exists a y E F such that f(y) < 00. Denoting the level set associated with f(y) by Lo, 
we have Lo n F # 0. Recall that this intersection set is compact and f(x) is continuous over it, the 
Theorem of Bolzan+Weierstrass assures that Program SZE attains a finite minimum. Moreover, the 
strict convexity of f(x) and the convexity of F imply that Program SIE achieves a unique finite 
minimum x* in F. 0 
In a similar manner, we can easily prove the following result. 
Corollary 1. If F # 0, then Program EOk achieves a jinite minimum at a unique point xk in Fk, 
for k = 1,2,... 
Suppose that the CPSIE algorithm does not terminate in finite iterations, then it generates an 
infinite sequence {x” 1 k = 1,2, . . .}. Here are some properties related to the sequence. 
Lemma 2. If F # 0, then the sequence {x” Ik = 1,2,. . .} is bounded. 
Proof. Since F C Fk, k = 1,2,. . ., the point y defined in the proof of Lemma 1 belongs to Fk. 
Therefore, f (xk ) < f ( y ) and xk E Lo, for k = 1,2, . . . . Finally, since Lo is compact, the sequence 
{xklk= 1,2,...} is bounded. 0 
Lemma 3. Let {x” Ii= 1,2,. . . } be a convergent subsequence of {x” Ik = 1,2,. . .} with xk, -+ z. Then, 
ZEF. 
Proof. Note that xkA satisfies 
h(tm)-kgj(t,)x; <0,~~=1,2,...,ki. 
j=l 
(8) 
With the continuity of gj, j = 1,2,. . . , II, and the compactness of T, the convergence of xkl to z 
implies that v(tk) < 0, k = 1,2,. . ., where 
u(t) ’ h(t) - 2 gj(t)Zj, t E T. (9) 
j=l 
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Due to the compactness of T and the continuity of gj and h, v(t) attains its maximum in T, 
say t. It suffices to show that v(t) < 0. Let {x”‘} be any subsequence of {x”~} such that {tm,+,} 
converges. Such a sequence must exist because T is compact. Denote the limit of tm,+, by t*. Clearly, 
u(tmj+,) < 0, i = 1,2,. . . . Since v(t) is continuous, we further have 
?l(t*) d 0. (10) 
Note that tm,+l maximizes u,,+,(t) over T, we know 
v,,+l(t,s+l) 3 vm,+l@>, i = I,&..., (11) 
or equivalently, 
4L<,l> - 2 Sj(Lr+l >x,” 3 h(7) - 2 g,(t)x,“j, i = 1,2,... (12) 
j=l j=l 
As i -+ 30, this implies that 
h(t*) - 2 gj(t*)Z, > h(i) - 2 gj(t)Zj, (13) 
j&l j=l 
or equivalently, 
v(t*) 3 v(2). (14) 
With Eq. (lo), we have u(t) < 0 and hence z E F. 0 
Theorem 1. If F # 0, then {xklk= 1,2,. . .} converges to the unique optimal solution x* of Program 
SE. 
Proof. By Lemma 1, Program SIE has a unique optimal solution x*. Since Fk 2 F, we have 
f(x’ ) < f(x’> < . . < j-(x”). (15) 
Let (~“0 be a subsequence of {x”} which converges to a limit z. Because f is continuous, 
f(z) < f(x*). By Lemma 3, we have z E F. Therefore, f(z) 3 f(x*) and hence f(z) = f(x*). 
By Lemma 1, z =x*. In other words, every convergent subsequence of {xklk = 1,2,. . .} converges 
to x*. Finally, if {x”} does not converge to x*, then there exists an E > 0 such that there exists a 
subsequence of {x” Ik= 1,2,. . .} lying completely outside of the open sphere (neighborhood) centered 
at x* with radius E. By Lemma 2, this infinite sequence lies completely in a compact set, which 
could be the intersection of the complement of the open sphere and any compact set bounding the 
sequence {x” Ik = 1,2,. . .}. From Bolzano-Weierstrass Theorem, there exists an accumulation point 
other than x*. But, this contradicts the fact that every convergent subsequence of {x” Ik = 1,2,. . .} 
converges to x*, Therefore, xk must converge to x*. 0 
3. Implementation issues on the CPSIE algorithm 
The CPSIE algorithm proposed in Section 2 is a “conceptual” algorithm. In this section, we focus 
on the implementation issues. 
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3.1. Solving Program EOk 
In Step 1 of the CPSIE algorithm, we face the challenge of solving Program EOk, for k 2 1. 
There are several different solution methods available. In this study, we follow the dual approach 
developed in [ 10, I 1, 12,2,4,5,6]. Before stating the fundamental theorem of this approach, let us 
define 
F” A 
{ 
xlegj(t)xj>h(t),ttT, andxj>O,j=1,2 ,..., y1 
1 
(16) 
j=l 
as the set of “interior solutions” to Program SZE. The fundamental theorem of the dual approach is 
as follows. 
Theorem 2. Suppose that F” # 0. Then, Program EOk has an optimal solution xk with 
Xk A ,g=, S,(G bJ,* - 1 
J > j= 1,2 ,..., n, (17) 
where w; A (~,t,~, wt,+. . .,w;,~) solves 
Program DEOk: 
Max dk(W) = & h(ti)wi - 2 ecF=l g’(‘)WL-l subject to w 2 0. 
i=l j=l 
(18) 
Proof. The dual problem DEOk and the dual-to-primal conversion formula are a direct consequence 
of [II, Theorem 41. 0 
Note that Program EOk has a unique optimal solution as long as Program SIE is feasible. Since 
the dual program DEOk has only sign constraints, we may apply the “projected gradient method” to 
solve it. In this case, finding a gradient vector is simple and the projection operation on the gradient 
is trivial. 
As to finding an initial solution, in the absence of any particular insight, wi k 0 is a natural choice 
for solving DEOk. We shall refer it as a cold start. Another natural choice is w;_r, the optimal 
solution obtained for DEOk-‘, augmented with 0 for the additional variable. This will be referred 
to as a warm start. 
3.2. Maximizing vk+l(t) over T 
In Step 2 of the CPSIE algorithm, it is required to evaluate a continuous function vk+l and find a 
maximizer over T. When gj(t) and h(t) exhibit certain special properties so that &+I is concave, the 
concavity can be exploited for efficient maximization. However, we consider, for generality, arbitrary 
continuous gj(t) and h(t) in this paper. This leads to an unconstrained non-concave maximization 
problem in Step 2. In our implementation, we took a straightforward approach by discretizing the 
compact domain T into a reduced set of finite discrete points, say T’. Then, we evaluate and 
maximize the constraint violation function vk+l(t) over T’. This of course raises some potential 
problems. 
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Firstly, in general, a bigger T’ may result in a better approximate maximizer of ok+,(t) over T. 
But it increases the computational load. On the other hand, a coarse approximation combined with 
an inexact solution of an DEOk may cause problems in generating a valid new point tk+, . This could 
stall the algorithm numerically. Therefore, we have to control the accuracy in finding an approximate 
maximizer of ~,+~(t) and an inexact optimal solution of Program DEOk very carefully. These control 
parameters will be given in the next section. 
Secondly, without carefully examining the special structure of a constraint violation function 
uk+,(t), an exhaustive search may be required. However, if the functions gj(t) and h(t) are smooth, 
finer approximation should be done only near those t’s which represent binding constraints. Note 
that the approximation can be arbitrarily refined, if it is necessary. To trade memory space for speed, 
the values of gj(ti) and h(t,) could be calculated and stored once and for all. 
4. Computational experience 
In this section, we illustrate the potential of the proposed CPSIE Algorithm for solving Program 
SIE. Two sets of problems were tested and all tests were run on a standard SUN SPARCstation 2. 
4.1. Test problems 
Problem SIE, : 
inf f(X) = g.Xj 1IlXj (19) 
j=l 
s.t. 2 ]sin(‘$)]xj 3 nt, t E T = [0, 11, (20) 
j=l 
xj>O, j=1,2 ,..., n. (21) 
Problem SIE2 : 
inf f(X) = 2Xj 1nXi (22) 
j=l 
n 
Sst. C tj-'Xj 3 Fl’J2 sin(t), t E T = [0, 11, (23) 
j=l 
Xj30, j=1,2 ,..., Iz. (24) 
Note that by controlling the dimensional@ ~1, we actually have two sets of testing problems. In 
the first set (Problem SZE, ), all variables play comparable roles in defining the constraints. In the 
second set (Problem SE*), variables with smaller indices contribute more to the left-hand-side of 
the constraints. 
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4.2. Establishing basis jbr testing 
We first apply the simple discretization method to solve Problems SZE, and SE2 as the basis 
for testing the performance of the CPSIE algorithm. In our baseline study, different dimensionalities 
were set at y1= 10,30,100,300, and 1000. For each problem, we discretized T = [0, I] into m equal 
parts and evaluated the inequality constraints (18) and (2 1) at t = i/m for i = 1, _ . . , m. For each case, 
this mechanism resulted in a finite entropy optimization problem with n variables and m explicit 
inequality constraints. We then apply the projected gradient algorithm to solve its dual problem 
DEO” and convert the dual optimal solution obtained to the optimal solution of EO” according to 
Eq. ( 17) of Theorem 2. 
More details are given as follows. To solve problem DEO”, we always initiate the projected 
gradient algorithm from a cold start w = 0 and, in each iteration, a line search (golden-section 
search) is performed to improve the objective value along the direction of the projected gradient. 
The line search stops when the improvement is less than a given parameter cl. Initially, F/ is set 
at 0.001 for a rough control without consuming too much cpu time. When such an e, produces 
no better solution in the line search than the current one, it is switched to 0.0000001 for a precise 
validation. Using two different Q’S at two different stages of the algorithm in general saves cpu time. 
At the end of each iteration, an estimate of the primal solution is obtained through Eq. (17). The 
algorithm terminates if the estimate satisfies the Kuhn-Tucker conditions. In our implementation, the 
Kuhn-Tucker conditions are considered satisfied if the maximum constraint violation is less than a 
parameter c,, = 0.01. Since the final E/ = 0.0000001 is small enough, the algorithm, in all our tests, 
stopped due to the satisfaction of the Kuhn-Tucker conditions. 
The testing results for Problems SIE, and SE2 are tabulated in Tables 1 and 2, respectively. The 
results show that, for a fixed problem size (a fixed n), a finer discretization (with larger m) usually 
results in a better approximate optimal solution but with longer cpu time. However, this is not always 
true because, according to our discretization scheme, the constraint set associated with a larger m 
may not be a superset of that associated with a smaller m. This also indicates a potential problem 
of how to set a “large enough” m in applying the Discretization Method. The results also show 
that, to achieve the same accuracy level, larger-size problems (larger n) require finer discretization. 
This further indicates the potential problem of requiring heavy computation in solving large-size SIE 
problems by using the discretization method. 
4.3. Performance of the CPSZE algorithm 
For a fair comparison, when solving Program EOk in Step 1 of the CPSIE algorithm, we used the 
same dual approach with exactly the same parameter values as we did when using the discretization 
method. A cold start is also employed in all cases. In Step 2, the reduced domain is set to be T’ 4 
(0.001 x+=1,..., 1000) and the maximum allowable constraint violation is 0.01. For simplicity, 
an exhaustive search is performed for finding a maximizer of the constraint violation functions. 
The testing results are tabulated in Tables 3 and 4. The second column in both Tables 3 and 4 
indicates that the algorithm terminates with k constraints. The third column provides the number 
of constraints, among those k constraints generated, that are “active”. The fourth column gives the 
objective value of the approximate optimal solution obtained by CPSIE. The remaining three columns 
show the cpu time spent on solving the finite entropy optimization problems, the cpu time spent on 
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Table 1 
Performance of discretization method for Problem SIEI 
n m Optimal obj. value CPU (s) No. iterations 
10 10 4.720 0.27 28 
10 30 4.721 0.87 63 
10 100 4.715 9.79 238 
10 300 4.727 44.59 487 
10 1000 4.708 530.57 1644 
30 10 13.950 0.80 34 
30 30 15.280 2.98 77 
30 100 15.393 35.68 309 
30 300 15.454 151.05 654 
30 1000 15.467 1479.55 1739 
100 10 48.310 1.12 22 
100 30 53.352 6.82 58 
100 100 58.453 94.28 233 
100 300 58.544 751.17 684 
100 1000 58.696 6607.19 2228 
300 10 147.075 9.30 46 
300 30 162.66 1 10.33 39 
300 100 183.486 207.82 172 
300 300 189.281 3378.04 754 
300 1000 189.208 26898.20 2317 
1000 10 492.176 19.20 30 
1000 30 549.064 43.44 40 
1000 100 601.569 877.24 174 
1000 300 635.354 6085.59 392 
1000 1000 663.548 58205.40 1450 
finding a maximizer of the constraint violation functions, and the total cpu time consumed. 
Note that the CPSIE algorithm has the capability of providing an approximate optimal solution 
with the same accuracy level as the Discretization method but is much faster for large-size problems 
- one order of magnitude for SIE, and two orders of magnitude for SIE2. Also note that, in solving 
large-size problems, the cpu time spent on solving finite entropy optimization problems dominates 
that spent on maximizing the constraint violation functions. 
4.4. Behavior of the CPSIE algorithm 
Having demonstrated the potential superiority of the CPSIE algorithm, we focus on studying its 
behavior by varying some key control parameters. 
In the first experiment, we fix n = 100 and vary the control parameter E,,. The results are shown 
in Tables 5 and 6. Note how sensitive the cpu time is and how insensitive the approximate optimal 
objective value is to the change in the parameter cc”. It suggests that, when limited by the amount 
of computing resources, one may consider using a large E,, to save cpu time while not sacrificing 
too much in solution quality. This is particularly appealing for problems with “soft” constraints. 
In the second experiment, we test the performance of the CPSIE algorithm with different dis- 
cretization of the domain T to get a maximizer tk+l. In our test, we focused on Problem SIE, only. 
136 S.-C. Fang, H.-S. Jacob Tsao I Journal of Computational and Applied Mathematics 72 (1996) 127-139 
Table 2 
Performance of discretization method for Problem SIE2 
n M Optimal obj. value CPU (s) No. iterations 
10 10 -3.194 0.37 31 
10 30 -3.203 0.63 40 
10 100 -3.201 3.94 122 
10 300 -3.199 12.14 216 
10 1000 -3.202 141.62 668 
30 10 -8.780 0.91 42 
30 30 -8.750 3.02 71 
30 100 -8.746 25.11 222 
30 300 -8.755 64.41 328 
30 1000 -8.751 625.77 856 
100 10 -28.749 3.44 58 
100 30 -28.758 51.01 306 
100 100 -28.769 150.24 381 
100 300 -28.770 465.13 555 
100 1000 -28.766 3608.28 1253 
300 10 -89.552 38.64 182 
300 30 -89.437 334.47 600 
300 100 -89.454 409.88 320 
300 300 -89.452 3297.50 938 
300 1000 -89.464 15372.70 1803 
1000 10 -315.003 367.75 366 
1000 30 -314.561 1449.26 603 
1000 100 -314.584 6182.36 872 
1000 300 -314.583 20829.60 1177 
1000 1000 -314.588 125122.00 2725 
Table 3 
Performance of CPSIE for Problem SIEl: n varied 
n k No. a.c. Optimal obj. value f.0. cpu (s) C.V. cpu (s) Total cpu (s) 
10 2 2 4.717 0.15 0.33 0.48 
30 3 3 15.481 0.40 1.24 1.64 
100 11 9 58.702 30.05 11.18 41.23 
300 26 20 189.215 3223.58 75.49 3299.04 
1000 33 32 663.538 3168.96 307.83 3476.79 
Table 4 
Performance of CPSIE for Problem SIE2: 12 varied 
n k No. ax. Optimal obj. value f.0. cpu (s) C.V. cpu (s) Total cpu (s) 
10 2 1 -3.196 0.09 0.23 0.32 
30 4 2 -8.754 0.61 0.94 1.55 
100 5 2 -28.751 14.75 3.80 18.55 
300 6 3 -89.460 196.99 18.78 215.77 
1000 9 5 -3 14.588 227.86 215.29 443.15 
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Table 5 
Performance of CPSIE for Problem SD?,: Em” varied 
ECV k No. a.c. Optimal obj. value f.0. cpu (s) C.V. cpu (s) Total cpu (s) 
10.0 2 2 56.295 0.19 3.41 3.60 
1.0 6 6 58.633 1.53 7.08 8.61 
0.1 9 7 58.695 48.98 9.55 58.53 
0.01 11 9 58.702 30.05 11.18 41.23 
0.001 12 10 58.700 278.18 12.22 290.40 
0.0001 13 11 58.700 320.65 12.88 333.53 
Table 6 
Performance of CPSIE for Problem SZEl: &cv varied 
ECV k No. a.c. Optimal obj. value f.0. cpu (s) C.V. cpu (s) Total cpu (s) 
1.0 2 1 -29.294 0.16 2.17 2.33 
0.1 3 1 -28.930 0.71 2.68 3.39 
0.01 5 2 -28.751 14.75 3.80 18.55 
0.001 8 6 -28.745 60.70 5.34 66.04 
0.0001 12 12 -28.730 124.98 54.73 179.72 
Table 7 
Performance of CPSIE for Problem SZEI : 10 000 subintervals 
n &V El k No. a.c. f.0. cpu (s) C.V. cpu (s) total cpu (s) 
5 0.01 0.00001 2 2 0.17 1.31 1.48 
10 0.01 0.00001 2 2 0.12 2.48 2.60 
50 0.1 0.0001 5 5 3.90 25.85 29.75 
100 0.1 0.0001 9 9 75.57 87.05 162.62 
500 1.0 0.001 18 18 364.98 849.91 1214.89 
1000 1.0 0.001 23 23 1521.08 2134.29 3655.37 
5000 10.0 0.01 36 36 11327.30 16308.20 27635.50 
The interval T is partitioned into 10 000 subintervals, as opposed to 1000 subintervals. Actually, 
we let T’A (0.0001 x i 1 i = 1,2 ,..., 10 000) and vary the number of primal variables IZ from 5 to 
5000. We also vary (i) the tolerance for constraint violation E,, and (ii) the line-search accuracy 
cl to study the impact of a finer discretization of T. A single value for 61, instead of two, is used 
throughout the search process. These E’S reflect possible accuracy requirements that depend on the 
problem size. The results are shown in Table 7. 
Note that, due to the refined approximation of domain T, the algorithm spent more cpu time 
on finding the maximizer of the constraint violation functions than on solving the finite entropy 
optimization problems. Also note that all constraints are binding at the end when the algorithm 
terminates. Therefore, we may want to use a finer partition only when it is needed. 
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5. Concluding remarks 
1. We proposed a cutting-plane type algorithm for solving entropy optimizations with a finite 
number of variables but an infinite number of linear constraints. One obvious advantage of the 
proposed cutting-plane algorithm, as opposed to the simple discretization method, is that only 
those constraints which tend to be binding are generated. Our computational experience confirmed 
its efficiency in terms of both cpu and memory requirements, especially for solving large-scale 
problems. 
2. Although a dual approach combined with the projected gradient method was used in our im- 
plementation, it may not be the best way. Actually any efficient algorithm, whether it is based on a 
primal or dual approach, can be incorporated into the scheme of the CPSIE algorithm. 
3. According to our experience, although it is not reported in the paper, a warm start in many 
cases indeed helps. Since there is no theoretic basis for this behavior, we only mention it here. 
4. In some cases and especially for problems with small number of variables, since the con- 
straint violation function ok+, is continuous, sometimes its maximizer tkfl lies very close to those 
points in Tk already. In this case, we may have some nearly identical constraints which inter- 
sect with one another in a small neighborhood near the optimal solution. This could cause some 
“near-degeneracy” behavior for solving Program EOk, which in turn causes a “flat” dual objec- 
tive near its optimal solution. If the required line-search accuracy is high, e.g. IO-’ or smaller, 
a slow and lengthy sequence of insignificant improvements towards the optimal solution may oc- 
cur. Also note that for a finer discretization, the potential numerical problem associated with this 
type of near-degeneracy behavior in the neighborhood of the optimal solution may become more 
severe. 
5. The proposed computational procedure has two major components, the cutting-plane algorithm 
CPSIE for generating a sequence of entropy optimization problems EO” with a finite number of 
constraints and the projected gradient method for solving DEOk, i.e, the dual of EO”. The former is 
a general conceptual algorithm and is therefore applicable to many other mathematical programs with 
a convex objective function. Extending the duality theory establishing the unconstrained dual program 
for the linear-equality-constrained entropy optimization problems, Ben-Tal et al. [4], Borwein and 
Lewis [5,6] and Ben-Tal and Charnes [2] showed the unconstrained nature of the dual for programs 
with certain entropy-like objective functions as well as programs with other entropy-like features. The 
presence of inequality constraints led naturally to nonnegativity-constrained dual programs. Therefore, 
the proposed computational procedure is not restricted only to Shannon entropy optimization. It is 
actually applicable to many other cases. 
6. The CPSIE algorithm involves two optimization problems as its subproblems. In Step 1, an 
optimal solution of Program EOk is obtained. In Step 2, a maximizer tk+r of vk+l(t) over T is 
sought. Although the convergence results established in Section 2 are based on the ability to obtain 
the exact minimum and maximum of the two optimization problems respectively, they remain valid 
with inexact minimization and maximization. Such inexact optimization may reduce computational 
effort. In Step 1, only an a-optimal solution is needed, namely a solution whose objective value is 
within &ik > 0 of the true minimum. Again in Step 2, only an &-optimal solution is required, e.g. a 
solution tk+ 1 such that Vk+l(tk+i) is within &2k of the true maximum. It can be shown that as long 
as tolerances &ik and &2k converge to 0, as k tends to infinity, the convergence results established in 
Section 2 still hold. 
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