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The Gauss-Newton filter is a tracking filter developed by Norman Morrison
around the same time as the celebrated Kalman filter. It received little attention,
primarily due to the computation requirements at the time. Today computers
have vast processing capacity and computation is no-longer an issue. The filter
finite memory length is identified as the key element in the Gauss-Newton filter
adaptability and robustness. This thesis focuses on improving the performance
of the Gauss-Newton. We incorporate the process noise statistics into the filter
algorithm to obtain a filter which explains the error covariance inconsistency of
the Kalaman filter. In addition, a biased version of the linear Gauss-Newton
filter, with lower mean squared error than the unbiased filter, is proposed. Fur-
thermore the Gauss-Newton filter is adapted using the Levenberg Marquardt
method for improved convergence. In order to improve the computation require-
ments, a recursive version of the filter is obtained. The recursive version of the
filter has an exponential forgetting factor, a substitute of the non recursive filter
memory length. It is shown that the recursive Gauss-Newton filter is equivalent
to the iterated extended Kalman filter when the forgetting factor is equal to











length, thus imposing a less than unity forgetting factor. The forgetting factor is
updated by means of a memory control algorithm, similar to Morrison’s master
control algorithm (MCA). The new compact filter retains the robustness and
adaptability of the non recursive filter, and stands out as a good candidate for
tracking highly manoeuvrable targets. The recursive filter is also adapted using
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λ — Forgetting factor
λw — Forgetting factor used for computation of RSSR
µ — damping factor
γ — gain ratio
L — The Memory length
O — big o computational complexity
ξ — used for computation of the perturbation vector
M(X) — observation sensitivity matrix evaluated at X
A(X) — State sensitivity matrix evaluated at X
T — Total transition matrix
W — Filter matrix for exactness constraint












Xn — the state vector
Yn — the observation vector
Rn — observation covariance matrix
δXn — perturbation vector
δYn — perturbation observation vector
Yn — the total observation vector
Rn — the total observation covariance matrix
δYn — the total perturbation observation vector
B — Bias matrix in the bias estimator
Q — process noise covariance matrix
ε(E) — mean of random variable E
En(δXn) — cost function as a function of δXn
σ — Covariance matrix shrinking parameter












RMSE—Root mean squared error.




LMA— Levenberg Marquardt Algorithm.
IEKF—Iterative Extended Kalman Filter.
MCA—Master Control Algorithm.
ASCA—Adaptive Switching and Control Algorithm.
DPV— Differential Perturbation Vector.
SSR—Sum of squared residuals.
NSSR—Normalized sum of squared residuals.
RSSR—Recursive sum of squared residuals.













The Gauss-Newton filter is an unbiased estimator based on the minimum variance
theory. The filter is equivalent to the maximum likelihood estimator and has a
Cramer-Rao lower Bound.
It has been over 40 years since this estimator was introduced, and yet it has
received little attention, primarily due to the higher computational requirements
when compared to the Kalman filter. Today computers have vast processing
capacity and are increasing exponentially into the future. It is therefore safe to
argue that computational load alone should not be considered when selecting an
estimator.
Table1.1 highlights the majors attributes of the GN filter in comparison to the
Kalman filter.
1 The Gauss-Newton can estimate from stage-wise correlated data. Correla-











Key Attributes GNF Kalman
Correlated data yes no
Data updating time any time stamp constant interval
Suitability to highly changing dynamics yes no
Initialization no yes
Tracking process with driving noise yes yes
Recursive computation no yes
Table 1.1: GNF key attributes
of sensors.
2 The filter measurement update can be done at any time stamp. This
particularity allows long term prediction.
3 The filter possesses a finite memory length that can be varied in an adaptive
manner for estimation of highly changing dynamics. The memory length
acts like a sliding window and therefore allows the filter to focus on the
most recent observation, hence minimising the effect of previous dynamics
on current estimation.
4 The GN was derived by assuming deterministic dynamics and this was
believed to be the limitation as many systems have additive process noise.
However it is shown in this thesis that the GN filter can easily be adapted
for processes with dynamic noise. In fact the finite memory nature of the
filter provides the best means of mitigating the effect of the process noise
covariance matrix which requires fine tuning in the Kalman filter [1]. The
adapted filter explains the error covariance inconsistency of the Kalman
filter [2, 3, 4].











for convergence. The GN on the other hand does not require initialization
since the covariance matrix is computed in accordance with the available
batch of data. In the non-linear estimation problem an initial guess of
the process state is required to start the iteration. However this can be
obtained from the available observation.
6 The GN filter is iterative and non recursive. The processing time is depen-
dent on the size of the filter memory.
The derivation of the recursive form of the GN has demonstrated that the Kalman
filter is equivalent to the GN filter when the noise in the data is uncorrelated, data
is sampled at a constant rate and the filter memory is continuously expanding.
The later characteristics explains the Kalman filter’s inability to handle rapidly
changing dynamics.
The Recursive form of the GN filter has a forgetting factor that acts as the
substitute to the filter memory, hence it can be changed adaptively to estimate
a manoeuvring target.
In Figure 1.1 we show in grand scheme the relationship between the GNF and
the Bayesian estimator, considered to be the most optimum estimator. Due to
the equivalence in their formulations, the estimators such as Swerling filter and
Kalaman and Bucy filter are all put in one category , that is the Kalman fil-
ter [3, 4]. The Baye’s filter or the Bayesian estimator assumes the noise in the
observation is stage-wise uncorrelated. However it is simply a recursive formu-
lation of the minimum variance with no restriction placed on the probability












ter would be the optimum estimator when the noise is stage-wise correlated.
The recursive Gauss-Newton would be equivalent to the Kalman filter when the
forgetting factor is unity.
Equivalent  when uncorrelated       
Gaussian noise
Baye's Filter





(Gaussian, correlated or not)
Particle Filter









Figure 1.1: Relationship between Bayesian estimator and the GNF
1.1 Problem Formulation
The GNF algorithm, although robust, requires significant processing power, i.e.
the amount of memory required. To improve the computational efficiency of the
GNF, studies of the use of Field Programmable Gate Arrays (FPGA) and other












tified in these studies as being the major stumbling block in implementations
both on FPGA (low power and parallelism) and coprocessor (ease of use) tech-
nology. Therefore, we found it is necessary to investigate alternative methods of
improving the filter algorithm in order to reduce the computation burden. Such
methods, if existent should not alter the key attributes of the filter - robustness
and flexibility.
Another problem which may occur is the singularity of the Hessian matrix. A
singular Hessian will undoubtedly degrade the filter performance.
This thesis proposes a derivation of the recursive form of the GNF that requires
zero memory. It is shown that the iterated extended Kalman filter (IEKF) is
a limited version of the RGNF. The filter possesses an exponential forgetting
factor, an equivalent to the GNF memory length that provides the filter with a
higher degree of flexibility.
To address the problem of singularity, both the GNF and the RGNF are adapted
to the Levenberg-Marquardt method to obtain more robust type of filters [7].
1.2 Publications
The following papers are published as results of the thesis research:
1 R. Nadjiasngar and M. Inggs, Gauss-Newton Filtering incorporating Lev-
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2 R. Nadjiasngar, S. Middleton, and M. Inggs, Doppler-only tracking with
the recursive Gauss-Newton Filter, in Radar Systems (Radar 2012), IET
International Conference on, pp. 1-5, 2012.
3 R. Nadjiasngar, M. Inggs, Y. Paichard, and N. Morrison, A new proba-
bilistic data association filter based on composite expanding and fading
memory polynomial filters, in Radar Conference (RADAR), 2011 IEEE,
pp. 152-156, may 2011.
1.3 Overview of the Thesis
1.3.1 Gauss-Newton Filter
Chapter 2 describes the mathematical formulation of the Gauss-Newton filter.
The relationship between the filter, the Cramer-Rao lower bound and the max-
imum likelihood estimate are demonstrated. Then follows the discussions on
the filter memory length with emphasis on how the filter memory length can be
adaptively varied for estimation in highly non-linear systems. The end of Chap-
ter 2 explains the singularity of the Hessian matrix which may occur and hence
may cause performance degradation. Chapter 2 also refers to Chapter 4 which
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Figure 1.2: Overview of the the GNF
The minimum variance estimation
The minimum variance algorithm has been used to estimate parameters from
batches of observations, accumulated over a defined period of time. The most
popular version of the minimum variance methods is the weighted least squares
method, which is at the heart of adaptive filtering [8] [9]. For the estimation
of non-linear state space models, a non-recursive filter called the Gauss-Newton
filter (GNF) was developed and has been successfully used in many applications
[3] [10] . The GNF algorithm is a combination of the Newton method of local














1.3. OVERVIEW OF THE THESIS
(Figure 1.2. It is used to estimate process states that are governed by non-linear,
autonomous, differential equations, coupled with linear or non-linear observation
schemes. The Filter algorithm consists of three main steps:
1 accumulation of the observations vectors, along with their respective co-
variance matrices, over a memory length L.
2 Construction of the total transition matrix T through back propagation of
the predicted state over the memory length L.
3 The minimum variance is then applied for state estimation.
Being derived directly from the minimum variance the GNF has a Cramer-Rao
lower bound which is its covariance matrix. Furthermore the GNF estimate is
the same as the maximum likelihood estimate in a Gaussian environment.
The Filter memory length
The filter memory length is the parameter that provides the GNF with a high
degree of flexibility and adaptability. The GNF always obtains the estimate that
maximizes the posterior distribution. The accuracy of the estimate depends on
the quantity of the data available. When L is high, the filter assumes the dynamic
model is the same over the L sized window and therefore it focuses on obtaining
much smoother data. On the other hand, for highly changing (dynamic) models
a shorter memory length allows the filter to focus on the most recent behavior of











1.3. OVERVIEW OF THE THESIS
model can be changed smoothly. The master control algorithm described in [3]
is an efficient and adaptive method for selecting L.
Process with driving noise
The derivation of the Gauss-Newton filter assumes a deterministic dynamic and
it was believed that this put some limitation on the filter’s ability to estimate
process with driving noise. However, it can be shown that the minimum variance
can be extended to incorporate systems with process noise. The estimator with
process noise is the same as the derived deterministic. The only difference is
that the weight matrix includes the process covariance matrix Q. Simulation
studies have shown that Q matrix is not crucial to the GNF filter. The effect of
the process noise can be mitigated by only reducing the filter memory. It was
observed that having the Q matrix improves the estimation when L < 50, but it
creates error covariance inconsistencies for bigger memory lengths. From these
findings, it is evident that the memory length of the filter is the best tool for
mitigating the effect of the process noise and at the same time maintaining error
covariance consistency.
These observations have motivated further investigation into the role of the Q
matrix. We finally establish mathematically that the Q matrix reduces mean
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Task Final Size Complexity
R−1 mL×mL O(Lm2)
T mL× k O(Ln2 + Lmk2)
TR−1T n× k O(Lmk2 + km2L2)
(TR−1T)−1 k × k O(k3)
TR−1Y k × 1 O(km2L2 + Lmk)
X̂ k × 1 O(k2)
Table 1.2: Computational complexity
The Bias Estimator
Considering the linear form of the Gauss-Newtton filter, a bias filter with superior
mean squared error can be obtained. The approach in [11] is used to derive such
a filter. Details on the new filter equation can be found in Chapter 2.
Computational Complexity
The memory nature of GNF makes it computationally intensive. Table 2.1 shows
the computational complexity involved in each stage of the filter operation. The
major contributors are the computation of the T matrix and the Hessian matrix
(TTnR
−1
n Tn). For single cycle of the filter the required computation is of the
order O(km2L2), where k is the size of the state vector and m the size of the
measurement vector. This result is obtained assuming L k. Therefore the GN
computation requirements increase quadratically with the memory length. The
computation load of the GNF is very significant when compared to the Kalman
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1.3.2 The recursive Gauss-Newton Filter
While The GNF memory plays a key role in the filter’s robustness and flexibility,
it is also the main source of the intensive computation requirement. To address
the memory issue, Chapter 3 presents the derivation of a set of recursive equa-
tions of the GNF. Further expansion of the recursive equations has demonstrated
the equivalence of the Gauss-Newton filter to the iterated extended Kalman fil-
ter (IEKF) when the filter memory is unbounded. Furthermore, the stability
analysis demonstrates the necessity of having finite memory length. An adap-
tive forgetting factor algorithm, the adaptive switching and control algorithm
(ASCA), based on the recursive sum of squared residuals is developed.
Stability of the filter
The basic form of the recursive GNF follows the discrete Lyapunov equation.
The discrete Lyapunov equation includes a forgetting factor λ , a substitute to
the filter memory length. The forgetting factor must be less than 1 for neutral
stability. It is noted that the stability bound expands as λ decreases. This finding
confirms the role of the memory length in the filter robustness.
Relationship with the Kalman filter
The derived recursive equation can be organized in many ways. When matrix
inversion lemma is applied on the discrete Lyapunov equation it results in the
Kalman filter covariance expression. Further manipulations have shown that the
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λ = 1. That is, the Kalman filter is equivalent to the GNF when considering
unbound memory length.
The Adaptive Switching and Control Algorithm (ASCA)
In Chapter 2 we arrived at a conclusion that the memory length of the GNF
provides the filter with a high degree of flexibility. The RGNF filter has a for-
getting factor which is related to the GNF memory length (L ≈ 1
1−λ). In this
chapter we describe how the forgetting factor can be varied adaptively to track
manoeuvres. We follow Morrison’s approach on using the sum of squared resid-
ual(SSR) to adaptively vary the non-recursive GN memory length [3]. The SSR
here is computed recursively. Figure 1.3 shows a block diagram describing the
operation of the ASCA. The ASCA allows a timely switching of the the filter
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Figure 1.3: The adaptive switching and control algorithm based on the adaptive
forgetting factor algorithm
13































1.3. OVERVIEW OF THE THESIS
1.3.3 The adaptation to Levenberg-Marquardt
Chapter 4 describes the adaptation of the GNF to the Levenberg Marquardt
algorithms(LMA) [12] which results in a new tracking filter. The LMA are opti-
mization algorithms well known for their powerful convergence properties. The
adaptation of the GN filters to LMA requires a presence of an adaptive damping
factor in the Hessian matrix that has a double role of improving the convergence
of the filter as well as the elimination of the possible singularity of the matrix.
The new filter can be used for radar targets tracking with improved convergence.
To address the computation requirements a similar approach was used to adapt
the recursive version of the filter to the LMA to obtain what we call LMA-RGNF.
We also show through the simulation studies that the performance of both filters
is not affected by the process noise whose knowledge is central to the family of
Kalman filters.
GNF adapted to LMA
In Chapter 2 we show that the Hessan matrix of the GNF is the inverse of its
covariance matrix. The condition for the uniqueness of the local minimizer is
that the Hessian matrix must be positive definite. However this condition may
not be met due to the nature of the observation scheme or due to numerical
approximation. In addition, the GNF will fail to converge if the initial guess is
far from the true state. To address these issues we follow the Levenberg Marquadt
approach by introducing the damping parameter µ in the filter equation. When
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current solution is far from the local minimum. The convergence will be slow
but is guaranteed. When µ is small, the algorithm has faster convergence and
behaves like the Gauss-Newton. The damping µ is updated by the gain ratio
which is computed from the cost function.
The RGNF adapted to LMA
For the RGNFWn, the inverse of the filter’s covariance matrix is replaced byWn+
µI at each iteration. However the recursive equation of Wn remains unchanged.
It is only during the iteration that the damping parameter is introduced. A
comprehensive algorithm based on this adaptation is presented in great detail in
Chapter 4. The newly adapted filter is self initializing with a faster convergence
rate. It is noted that a lower value of forgetting factor increases the convergence
rate of the filter. However, an excessive reduction of the forgetting factor will
result in a noisy estimate. The memory control algorithm developed in Chapter
3 can effectively be used with the Levenberg Marquardt-RGNF (LM-RGNF).
1.3.4 Concluding remarks
The Gauss-Newton filter is a robust estimator. It is derived from the minimum
variance unbias estimation theory and it has a Cramer-Rao lower bound which
is its covariance matrix. In addition, the filter is equivalent to the maximum
likelihood estimator in the Gaussian environment. All these properties have
made the GNF very attractive. The main contributor to the filter’s robustness
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estimation of systems with changing dynamics.
The earlier belief was that, by assuming a deterministic dynamic model, the filter
cannot estimate a system’s state with process noise. However we demonstrated
experimentally that the filter’s finite memory nature allows it to mitigate the
effect of the process noise. To further understand the effect of the process noise on
the estimation, we derived a version of the GNF which incorporates the process
noise covariance matrix. It is noted that the only difference in the filter equation
is the weight matrix, which now includes the process noise covariance matrix.
Simulation studies have demonstrated that having the process noise covariance
matrix only improves the filter estimation error for lower memory length. When
L increases it was evident that the estimation error grows while the covariance
matrix shrinks. This result is a typical case of error covariance inconsistency
seen in the Kalman filter. We then established mathematically that the Gauss-
Newton filter with process covariance matrix results in a lower mean squared
error but, at the expense of a widened covariance matrix.
The major limitation of the GNF is the computation requirements which in-
creases quadratically with respect to the memory. The relationship between the
computational complexity can even be cubic when processing correlated data.
To address the computation issue, we derived a recursive form of the GNF, the
RGNF. The RGNF has a forgetting factor which is directly related to the GNF
memory length L. Hence it can be adaptively changed, providing the filter with
similar attributes as the GNF. An adaptive switching and control algorithm
(ASCA) is developed to adaptively change the forgetting factor. The effective-
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stands out as a good candidate for tracking maneuvering tracking.
Further studies of the RGNF have demonstrated that it is equivalent to the
iterated extended Kalman filter when considering unbounded memory. The basic
recursive equation that governs the inverse of the covariance matrix is the discrete
Lyapunov equation, which plays an important role in the filter stability. The
stability analysis has constrained the filter’s forgetting factor value to less than
1. The implication of this result is that for neutral stability the filter should
possess finite memory. These findings concur with the role of the memory in the
robustness of the non recursive GNF.
We are aware of the GNF Hessian matrix which can lose its positive definiteness
in some situations such as inappropriate observation scheme or numerical approx-
imation. To remedy this problem we follow the Levenberg-Marquardt approach
by introducing a damping parameter, which makes the filter a combination of
Newton steepest descent and the Gauss-Newton method. The obtained filter
is more robust than the GNF. It was noted that the singularity problem may
also occur to the RGNF and the Kalman filter. Therefore the RGNF was also
adapted to the Levenberg-Marquardt method.
Our conclusion is that the non recursive GNF remains the most robust type of
filter. However we have decreased the gap significantly by obtaining the recursive
form that has a forgetting factor. The presence of the forgetting factor allows
estimation of time varying signal in the most optimum way. Further adaptation
of the RGNF to the Levenberg Marquardt method results in a filter with self
initialization capability. This is done at a slightly higher computation cost when
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Future studies would be to perform a complete analysis of the effect of the
forgetting and damping factors (separately or combined) on data association.
A deeper analysis of the Bias tracking filter and the Gauss-Newton filter with













This chapter discusses the derivation of the Gauss-Newton filter (GNF) which is
the focus of this thesis. The chapter also describes how the GNF is related to the
minimum variance, the Cramer-Rao lower bond and the maximum likelihood.
Two new types of estimators: the linear GN filter with process noise and the
linear biased GN filter are then introduced. Finally some key issues such as the
filter implementation, the effect of memory length on the filter performance as
well as the filter convergence are briefly analyzed.
2.1 State space model based on non-linear dif-
ferential equations
Consider the following autonomous, non-linear differential equation (DE) gov-











2.1. STATE SPACE MODEL BASED ON NON-LINEAR DIFFERENTIAL
EQUATIONS
DX(t) = F (X(t)) (2.1)
in which F is a non-linear vector function of the state vector X describing a
process, such as the position of a target in space and D the differential opera-
tor. The state vector presented here is deterministic as opposed to general case
where the state is perturbed by random noise, commonly referred to as process
noise. We will later show that this assumption does not restrict the filter from
estimating non deterministic signals. We assume the observation scheme of the
process is a non-linear function of the process state with expression:
Y (t) = G(X(t)) + v(t) (2.2)
where G is a non-linear function of X and v(t) is a random Gaussian vector. The
goal is to estimate the process state from the given non-linear state models. For
linear differential equations (DEs), the state transition matrix could be easily
obtained. This, however, is not the case with non-linear DEs. Nevertheless,
there is a procedure, based on local linearisation, that enables us to get around
this obstacle, which we will now present.
2.1.1 The method of local linearisation
The solution of the DE gives rise to infinitely many trajectories that are depen-











2.1. STATE SPACE MODEL BASED ON NON-LINEAR DIFFERENTIAL
EQUATIONS
vector the filter will attempt to identify from the observations. We assume that
there is a known nominal trajectory with state vector X̄(t) that has the following
properties:
• X̄(t) satisfies the same DE as X(t).
• X̄(t) is close to X(t).
The above-mentioned properties result in the following expression:
X(t) = X̄(t) + δX(t) (2.3)
where δX(t) is a vector of time-dependent functions that are small in relation to
the corresponding elements of either X̄(t) or X(t). The vector δX(t) is called
the perturbation vector and is governed by the following DE (the derivation is
shown in Appendix A):
D(δX(t)) = A(X̄(t))δX(t) (2.4)




















2.1. STATE SPACE MODEL BASED ON NON-LINEAR DIFFERENTIAL
EQUATIONS
δX(t+ ζ) = Φ(tn + ζ, tn, X̄)δX(t) (2.6)
in which Φ(tn+ζ, tn, X̄) is the transition matrix from time tn to tn+ζ (increment
ζ). The transition matrix is governed by the following DE:
∂
∂ζ
Φ(tn+ζ , tn, X̄) = A(X̄(tn + ζ))Φ(tn+ζ , tn, X̄) (2.7)
with
Φ(tn, tn, X̄) = I (2.8)
.
The transition matrix is a function of X̄(t) and can be evaluated by numerical
integration and in order to fill the values of A(X̄(tn + ζ)), X̄(t) has to be inte-
grated numerically. In Chapter 3 we present a recursive algorithm that avoids
the computation of the transition matrix. We have shown in this section that
we can estimate the true state of process by estimating the perturbation vector,
which is governed by a linear differential equation. The next task is to obtain a
linear perturbation observation from the non-linear observation scheme.
2.1.2 The observation perturbation vector
In this section we will adopt the notation Xn and Yn for X(tn) and Y (tn) respec-











2.1. STATE SPACE MODEL BASED ON NON-LINEAR DIFFERENTIAL
EQUATIONS
Ȳn = G(X̄n) (2.9)
.
Subtracting Ȳn from the actual observation Yn gives the observation perturbation
vector:
δYn = Yn − Ȳn (2.10)
.
In appendix A.2 we show that the observation perturbation vector is related to
the state perturbation vector as follows:
δYn = M(X̄n)δXn + vn (2.11)
where M(X̄n) is the Jacobean matrix of G, evaluated at X̄n. The matrix is also



















2.1. STATE SPACE MODEL BASED ON NON-LINEAR DIFFERENTIAL
EQUATIONS
2.1.3 Sequence of observation
We assume that L+1 observation are obtained with time stamps tn, tn−1, ..., tn−L.





























δXm = Φ(tm, tn, X̄)δXn (2.14)
then, substituting Equation 2.15 the observation sensitivity equation can be writ-
ten as:
δYn = TnδXn + Vn (2.15)
























Where M(X̄n) is the Jacobian of G computed at nominal trajectory X̄n and
Φ(tn−i, tn) the transition matrix representing the backward transition from time
tn to tn−i.
2.1.4 The Hessian matrix
We can construct the error function( also called the cost function) as follows:
E (δXn) = (δYn −TnδXn)TR−1n (δYn −TnδXn) (2.17)
where δXn is the perturbation vector or the step in the Gauss-Newton iterative
method, and R−1n is a block diagonal weight matrix, also called the least squares
weight matrix. However if we define Rn as the covariance matrix of the error
vector vn, then R
−1




















0 . . . 0 R−1n−L

(2.18)
We would want to find δXn that minimizes the cost function. After expansion of
the cost function it is evident that the gradient and the Hessian are as follows:
E
′








The Hessian is independent of δXn and is symmetric and if Tn is full rank then it


























2.2. CONSISTENCY OF THE GAUSS-NEWTON FILTER
2.2 Consistency of The Gauss-Newton filter
In this section we use the Linear approach to discuss the consistency of the
Gauss-Newton filter with respect to Cramer-Rao and the maximum likelihood.
The Linear form of the Gauss-Newton filter, referred to as Gauss-Aitken filter in

















Recalling the observation vector equation for linear equation:
Yn = TnXn + Vn (2.25)






(Yn −TnXn)T R−1n (Yn −TnXn)
)
(2.26)





















2.2. CONSISTENCY OF THE GAUSS-NEWTON FILTER
Differentiating the log-likelihood function by Xn results in:
∂2 ln(`n)
∂XTn ∂Xn
= −TTnR−1n Tn (2.28)
The Cramer-Rao lower bound is defined as the mean of the second derivation of













Which is the Covariance matrix of the Gauss-Newton filter. Therefore we can
conclude the Gauss-Newton filter is Cramer-Rao consistent. In fact in [3] Morri-
son demonstrates that the minimum variance algorithm has a Cramer-Rao Lower
bound for any distribution of the multivariate Vn.
2.2.2 The maximum likelihood
The Gauss-Newton filter is derived from the Minimum variance algorithm. In this
section we show that the filter obeys the maximum likelihood theory. Referring
to the likelihood function `n defined in Equation 2.27, the method of maximum












Xn that minimizes exponent, namely:
(Yn −TnXn)T R−1n (Yn −TnXn) (2.31)
Which is the cost function defined in Equation 2.20. Therefore when the errors
in the multivariate are Gaussian the Gauss-Newton filter is consistent with the
maximum likelihood estimate.
2.3 Process Noise
In this section we demonstrate how to incorporate the process noise statistics
into the GN filter. For simplicity we consider a linear state space model:
Xn+1 = Φ(tn+1, tn)Xn + wn (2.32)
Yn = MXn + vn (2.33)
Where Wn is the process noise assumed to be Gaussian with covariance matrix












equation can be expanded over the memory length as follow:
Xn = Xn
Xn−1 = Φ(tn−1, tn)Xn + wn−1
Xn−2 = Φ(tn−2, tn)Xn + wn−2
. . . . .
. . . . .
. . . . .
Xn−L = Φ(tn−L, tn)Xn + wn−L
(2.34)
The corresponding measurement equation is therefore:
Yn = MXn + vn
Yn−1 = Φ(tn−1, tn)MXn + Mwn−1 + vn−1
Yn−2 = Φ(tn−2, tn)MXn + Mwn−2 + vn−2
. . . . . . .
. . . . . . .
. . . . . . .
Yn−L = Φ(tn−L, tn)MXn + Mwn−L + vn−L
(2.35)
which can be written as a function of the T as follows:












We therefore have a basis for minimum variance estimation with Vn the new

























From 2.36 it is evident that the estimator equation remains unchanged. However
the weight matrix is now a result of the combined measurement and process
noise covariance matrices. For simplicity we assume unchanged statistics of the












2.3.1 Error covariance consistency and the role of Q ma-
trix
One of the most talked about issues with the Kalman filter is the process covari-
ance matrix which is introduced to limit the sensitivity of the filter to processes
with driving noise. The process noise is part of the dynamic and therefore it is
not observable. This makes the presence of the Q matrix in the filter equation
arbitrary. The Q matrix can create an error covariance inconsistency, that is,
the actual error in the estimation does not correspond to what the covariance
matrix shows. Here we mathematically investigate the effect of the Q matrix.
















































































where NX is length of the state vector. The final expression of the minimum cost
function is therefore as follows:





where NY is the length of the single observation vector Y . Given that Q is









is always true A.3. This leads to ε(En(Q)) < LNL −NX or ε(En(Q))LNL−NX < 1. This
means that the normalized cost function ε(En(Q))
LNL−NX
is reduced by the introduction
of the Q matrix. The Q matrix here acts as a bias matrix that reduces the mean
squared error.
Since (R+MQMT )−1 < R−1 from Equation 2.43, the following matrix inequality
holds:
R (Q)−1n < R
−1
n (2.43)












Therefore the Q matrix reduces the amount of information in the Fisher infor-
mation matrix. In other words, the variance or the standard error is increased by
the presence of the Q matrix. We have demonstrated here that the Q matrix re-
duces the mean squared error but increases the variance of the error. This result











2.4. A BIASED ESTIMATOR VERSION
observed by Morrison in [3]. Unlike the Kalman filter this estimator covariance
will not be reused in future estimation therefore it can be adjusted (or shrunk)
to reflect the reduction in the mean squared error.
2.4 A Biased Estimator Version
Bias estimators have gained considerable interest in radar literature [11]. The
Bias is introduced as a mean to minimize the mean squared error (MSE). This
approach lowers the Cramer-Rao lower bound which is very fascinating[11]. Here
we apply a similar approach to obtain a version of the linear Gauss-Newton filter
with bias.
2.4.1 The Exactness constraint









then from 2.23 we have:
X̂n = WnYn (2.46)











2.4. A BIASED ESTIMATOR VERSION
2.4.2 The Mean Squared Error(MSE)
As by Kai et al. in [11], the biased estimate X̂b and the minimum variance
estimate X̂n are related as follows:
X̂b = (I +B)X̂n (2.47)
where B is the Bias matrix to be determined. The error between the biased
estimate and the true state Xn is:
X̂b −Xn = (I +B)X̂n −Xn = (I +B)WnYn −Xn (2.48)
After further development, considering 2.15 and the exactness constraint, the
following is obtained:
X̂b −Xn = BXn + (I +B)WnVn (2.49)
Therefore the MSE is:
MSE(B) = E(
∥∥∥X̂b −Xn∥∥∥2) = XTnBTBXn+trace([(I +B) Wn]T R [(I +B) Wn])
(2.50)





T R [(I +B) Wn]
)
. It is evident that the MSE is
minimized for negative values of B. The Bias increases as B departs from zeros












2.5. THE ITERATIVE IMPLEMENTATION
2.4.3 Obtaining the bias matrix
The value of B that minimizes the MSE is obtained through differentiation in
terms of B of the MSE expression in Equation 2.50 and equating the answer to
zero:
B = −WnRnWnT (XTnXn + WnRnWnT )−1 (2.51)
= −(TTnR−1n Tn)−1(XTnXn + (TTnR−1n Tn)−1)−1
The optimum bias vector is therefore a function of the target true state vector.
We propose the use of the predicted state for an approximation of the B matrix.
A detailed analysis of such an approach is beyond the scope of this work.
2.5 The Iterative implementation
The GNF is a non-linear optimization method and therefore is iterative. From
starting point X̄n, the method produces series of X̂n which hopefully converges
to the local minimizer of a given cost function. The positive definiteness of the
Hessian ensures convergence towards the local minimizer. The GN has a faster
convergence rate in the final stage of the iteration, therefore one must ensure the
initial guess is close enough to the local minimizer. Furthermore the T matrix
is recomputed at each iteration. The iterative implementation of the GNF is
summarized as follows:











2.6. THE EFFECT OF THE FILTER MEMORY LENGTH
2 estimate δX̂n from Equation 2.22
3 make X̄n = X̂n and repeat 2 until δX̂n is insignificant enough
A detailed implementation algorithm is presented in the appendix page.
2.6 The Effect of the Filter memory length
The Filter memory length offers some advantages that we now describe.
2.6.1 Filter initialization
The GNF does not require an initial covariance matrix as is the case with the
the EKF. Therefore, it is practically self-initializing . One aspect that improves
the filter’s robustness is its ability to adaptively change the memory length. For
track initialization the GNF can start with a minimum memory length ( typically
4) and then increase incrementally for better estimation. Such method enables
a self-initializing capability of the filter. All that is required is to have the initial
guess close enough to the local minimizer to ensure faster convergence.
2.6.2 Non-linearity
The other advantage the memory length offers is the ability to sustain its perfor-
mance when abrupt changes occur. Such changes could be random acceleration











2.7. CONVERGENCE ISSUES OF THE GAUSS-NEWTON FILTER
memory length can be changed adaptively for smooth transition between ma-
noeuvres. The Master Control Algorithm (MCA) developed by Morrison uses
such a strategy for tracking highly manoeuvring targets. The availability of the
residuals for a fixed memory length allows online verification of the bias free
nature of the filter as well as the error covariance consistency test.
2.7 Convergence issues of the Gauss-Newton fil-
ter
The GNF has in general a linear convergence rate which could be quadratic in
some situations. The Convergence rate becomes super linear when the estimate
gets closer to the local minimizer. Therefore it is important to have the initial
guess close enough to the local minimizer. This is generally not problematic in
radar target tracking where predicted target position are used as initial guess.
Nonetheless, when incorrect predictions are made such as in the case of dynamic
target change, the GNF may fail to converge. In Chapter 4, a method that com-
bines the Gauss-Newton method and the steepest descent is adopted to resolve
such difficulty.
2.7.1 Rank deficiency
We have shown in Section 2.1.4 that the necessary condition for having a unique
solution to the cost function, which is also the local minimizer, is to have a posi-











2.7. CONVERGENCE ISSUES OF THE GAUSS-NEWTON FILTER
Task Final Size Complexity
R−1 mL×mL O(Lm2)
T mL× k O(Ln2 + Lmk2)
TR−1T n× k O(Lmk2 + km2L2)
(TR−1T)−1 k × k O(k3)
TR−1Y k × 1 O(km2L2 + Lmk)
X̂ k × 1 O(k2)
Table 2.1: Computational complexity
due to the nature of the observation scheme or due to numerical approximation
errors. When these situation occurs the filter will fail to converge. This problem
is not unique to the GNF, as it is shown in Chapter 3 the inverse of the Hessian
is also the covariance matrix of IEKF.
2.7.2 Computational Complexity
The memory nature of GNF makes it computationally intensive. Table ??shows
the computational complexity involved in each stage of the filter operation. The
major contributors are the computation of the T matrix and the Hessian matrix
(TTnR
−1
n Tn). For a single cycle of the filter the required computation is of the
order O(km2L2), where k is the size of the state vector and m the size of mea-
surement vector. This result is obtained assuming L  k. Therefore the GN
computation requirements increase quadratically with the memory length. The
computation load of the GNF is very significant when compared to the Kalman
filter or the recursive GNF which has a complexity of O(k3) or lower (when ma-
trix inversion is avoided). In the next chapter a recursive form of the GNF is











2.7. CONVERGENCE ISSUES OF THE GAUSS-NEWTON FILTER
Conclusion
This chapter provides a general overview of the Gauss-Newton filter. The deriva-
tion of the filter equations from first principles where described. Our contribu-
tions in this chapter are:
• The incorporation of the process noise in the filter equation which shed
some light on the error covariance inconsistency seen in the Kalman filter.
• The derivation of bias tracking filter based on the linear Gauss-Newton
filter which can offer superior mean squared error.
These contributions are not core to our research and are therefore included in
this chapter to highlight the key attributes of the Gauss-Newton filter. The next














In Chapter 2, we arrived at a form of a filter that uses the minimum variance
estimation initiated by Gauss and the local linearisation technique championed
by Newton to estimate the estate of the process from the non-linear observation
scheme. This filter is called the Gauss-Newton filter (GNF) and is described in
detail in Morrison’s work [3, 4]. The GNF has been successfully implemented in
some practical applications:
[10] showing strong stability. The memory nature of the filter has made it
unattractive to researchers in the past, and even now, challenging [6] . However
recent developments have presented the recursive form of the linear least-squares
for state space model [13]. We derive a recursive form of GNF using a similar











3.1. RECURSIVE VS. NONRECURSIVE FILTERING
3.1 Recursive vs. nonrecursive filtering
Recursive and non recursive are two fundamental type of filtering. In the non-
recursive filtering, immediately after scan n, the accumulated observations are
submitted to the filter and all are processed simultaneously to produce the filter
estimate. None of the previous filter outputs is used to produce that estimate.
In the recursive filtering situation, the observation received at scan n is combined
with estimate produced at scan n− 1 to produce estimate at scan n.
Both recursive and nonrecursive filters can be made iterative. The estimate at
scan n is reused a number of times with the same observation (at or up to scan
n) to produce a refined estimate at scan n. Algorithms 3 and 2 show the im-
plementation of the iterative nonrecursive and the iterative recursive algorithms
respectively.
We now move to derive the Recursive Gauss Newton Filter in the next section.
3.2 The Recursive Gauss-Newton filter
To obtain the recursive form, we use an approach similar to M. B. Malik in [13].
3.2.1 Preliminaries
Before we derive a recursive form of the GNF filter, we rewrite the expression of











3.2. THE RECURSIVE GAUSS-NEWTON FILTER
Φ(tn−L, tn, X̄) = A(X̄n−L)
−1Φ(tn−L+1, tn, X̄) (3.1)



















ML = M(X̄n−L) (3.4)
with
A0 = I (3.5)
Suppose that the observations start arriving at n = 0 and that all initial values
of the filter are available. In in order to maintain the filter adaptiveness, a weight




















0 . . . 0 λnR−1

(3.6)
. where R−1 is the inverse of the observation covariance matrix R. The following,















In the next section, the recursive update of the perturbation vector is demon-
strated.
3.2.2 The recursive update of Wn



















































which is the discrete, quadratic, Lyapunov, difference equation.
3.2.3 The recursive form of ξn

































× δYn−1−j +M(X̄n−1)TR−1δYn−1 (3.14)





3.2.4 The Basic form of the recursive Gauss-Newton filter





















3.2. THE RECURSIVE GAUSS-NEWTON FILTER
As discussed in Chapter 2, Wn is the Fisher information matrix. Here new
information is added during recursion while older information is forgotten, just
as in the non recursive filter. These basic recursive equations can be organized
in different ways.
3.2.5 The recursive update of W−1n
It can be shown through matrix inversion lemma [14, 13] that W−1n can be
















×[R + λ−1M(X̄n)A(X̄n−1)W−1n−1A(X̄n−1)TM(X̄n)T ]−1 (3.20)













3.2. THE RECURSIVE GAUSS-NEWTON FILTER
which is exactly the same as the extended Kalman covariance matrix equation
if we let λ = 1. Kn is the observer gain or the celebrated Kalman gain.
The perturbation vector equation
If we rearrange Equation 3.21 and we consider the expression in Equation 4.9









−T ξn−1 +KnδYn (3.23)
The Equation 3.23 highlights the difference between the EKF innovation vector
(which is KnδYn) and the RGNF which accounts for previous estimate in the in-
novation vector. The component λW−1n A(X̄n−1)
−T ξn−1 is the difference between
the two innovation vectors. We call this component the differential perturbation
vector (DPV) and the next section will demonstrate its complete mathematical
expression.
3.2.6 The differential perturbation vector(DPV)















3.2. THE RECURSIVE GAUSS-NEWTON FILTER












We expand Equation 3.26 further and we use the expression of the gain in Equa-
tion 3.22 to obtain:
DδXn = [I −KnM(X̄n)]δX̂n/n−1 (3.27)
If we define :
δXn/n−1 = X̂n/n−1 − X̄n (3.28)
Then the expression in 3.23 corresponds to the iterated extended Kalman filter
(IEKF) when λ = 1.
3.2.7 Stability of the RGNF
The matrix Wn is the inverse of the covariance matrix of the filter and is therefore
positive definite. The component M(X̄n)
TR−1M(X̄n) is positive semi definite.
As a consequence the derived discrete Lyapunov equation in (4.9) is stable when
ρ(A(X̄n)
−1) < λ−1/2, where ρ stands for eigenvalues. Therefore the stability
bound is expanded from 1 to λ−1/2 [15, 16, 17]. For polynomial trajectories the
eigenvalues of the sensitivity matrix are all equal to 1 but since the matrix is
Jordan block diagonal the stability condition becomes ρ(A(X̄n)











3.3. ADAPTIVE FORGETTING FACTOR CONTROL
means the EKF which share the same covariance matrix equation as the RGNF
but has λ = 1 will not be stable if the condition on the sensitivity matrix is
violated.
3.3 Adaptive forgetting factor control
In this section we describe how the forgetting factor can be varied adaptively to
track manoeuvres. We follow Morrison’s approach on using the sum of squared
residual to adaptively vary the non-recursive GN memory length [3].
3.3.1 The sum of squared residuals











Which is the same as the minimized cost function. The random vector SSR has
a pdf that is Chi-squared. The expectation of the SSR is
ε {SSR} = NY −NX̂ (3.30)
where NY is the length of the total observation vector Yn and NX̂ the length of











3.3. ADAPTIVE FORGETTING FACTOR CONTROL
Since k is the mean of the SSR, the normalized SSR(NSSR) is as follows:
NSSR = SSR/k (3.31)
where, NSSR is always less than 1. The SSR and the NSSR are key to the
adaptive variation of the GNF memory. We will use a similar approach for the
recursive filter.
3.3.2 The filter memory Length v.s the forgetting factor


















−1 is the weight matrix defined in Equation 3.6. Note δYn has
covariance matrix Rn which is defined in Chapter 2 by Equation 2.18. Taking













































3.3. ADAPTIVE FORGETTING FACTOR CONTROL






3.3.3 The recursive sum of squared residuals
The SSR defined in 3.29 can be expanded as follows:
SSR = Ỹ Tn R
−1



















If the the cost function has a forgetting factor as it is the case with the derivation
of the recursive filter then the expanded SSR would be :
SSR = Ỹ Tn R
−1










Which can then be expressed recursively as:





The RSSR is an effective mean for checking bias which could be caused by target
manoeuvre. It can also be used to adaptively vary the forgetting factor. The
effective number of the square residuals used in computing the above sum is
approximately 1











3.3. ADAPTIVE FORGETTING FACTOR CONTROL
of freedom 1
1−λNY − NX̂ . The RSSR can be used directly for updating the
forgetting factor if it is computed over a fixed length window, corresponding
to a constant λw in 3.38. Alternatively, a normalized RSSR (NSSR) can be





3.3.4 Updating the forgetting factor
The sum of squared residual can be used to update λ. When RSSRn is greater
than an upper threshold value RSSRmax a manoeuvre is declared and we should
rapidly decrease λ for the filter to handle the disturbance. On the other hand
when RSSRn is less than a lower threshold value RSSRmin the fit is very good
and we should slowly increase λ . For values of RSSRn between the two thresh-
olds, the current value of λ is the most effective so it remains unchanged. Both
the upper and and lower threshold can be set using the chi-square table. Figure
3.1 describes the updating algorithm
3.3.5 The Adaptive Switching and Control Algorithm
This section introduces the Adaptive Switching and Control Algorithm (ASCA),
based on the forgetting factor, to switch the filter trajectory model for more
accurate tracking. The ASCA discussed here is in the same frame of work as the
Master Control Algorithm (MCA) proposed by Morrison for tracking manoeuvres











3.3. ADAPTIVE FORGETTING FACTOR CONTROL
Figure 3.1: The adaptive forgetting factor algorithm
filter varies the filter memory adaptively with the aid of an adaptive sliding
window. Referring to Figure 3.2 the operation of the forgetting factor based
ASCA can be described as follows:
1. At start up a trajectory model is assumed for the filter. Usually a Degree
1 polynomial (constant velocity ) model is chosen. The filter is then cycled











3.3. ADAPTIVE FORGETTING FACTOR CONTROL
2. The RSSR is calculated to select an optimum value of λ, just as described
in algorithm. If a manoeuvre is detected, then λ is decreased rapidly to
a minimum value. If for that minimum value the RSSR is still above the
threshold value then, we check for the number of times the filter cycled
using the trajectory model. For the value of counter less than a threshold,
we assume the filter is still initializing so the filter model is unchanged. On
the other hand if the counter is more than the threshold value then the
current model is not correct, therefore a new model is used. The counter is
reset and the procedure is repeated. The counter threshold can be set by
considering the memory length that is equivalent to the minimum forgetting
factor (L ≈ 1
1−λmin ). Decreasing λ to a minimum before changing the filter












3.3. ADAPTIVE FORGETTING FACTOR CONTROL
Figure 3.2: The Adaptive Switching and Control Algorithm (ASCA) based on
the adaptive forgetting factor algorithm
56

































The objective of this simulation is to demonstrate the effectiveness of the ASCA
algorithm. The derivation of the recursive Gauss-Newton filter presents us with
multiple ways of implementing the filter. Any of the implementation algorithm
can effectively be used in the ASCA. In this study we select the version of filter
that is the iterated extended Kalman filter (IEKF) with forgetting factor. The
choice of this algorithm is to demonstrate how ineffective the IEKF (when λ =
1) could be in tracking manoeuvres. Here we consider a vehicle that executes














0 sin(ΩT ) 0 cos(ΩT )

Xn−1 + vn (3.40)
where the state of the vehicle is Xn = [x, ẋ, y, ẏ], with x, y the position coor-
dinates and ẋ, ẏ their corresponding velocity components. The process noise






















When the vehicle moves at a nearly constant velocity its dynamic model is:
Xn =

1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1

Xn−1 + vn (3.42)
The vehicle is observed by a radar located at the origin of the plane, capable of
















. The following constants were used for data generation:
T = 1s; Ω = −3os−1; q = 0.1m2s−4; σr=50m; σθ = 1mrad.
The vehicle starts at true initial state Xn=[1000m, 50ms
−1,-2000m, 20ms−1]
and moves at nearly constant velocity until n = 300, Then it executes a turn
manoeuvre from time index n = 301 to n = 600. After the manoeuvre, the
vehicle’s velocity remains nearly constant from n = 600 to n = 800. The values
R = diag[502 10−6]; T = 1s; W−10/0 = diag[50
2 10 502 10]; X0/0 = [1000 50 −
2000 20]T ; λinitial = 0.9; λw = 0.9; λmax = 0.99; λmin = 0.3; countmax =
1/(1 − λw); RSSRmax = 40; RSSRmin = 20 were maintained throughout the
simulation. The experiment was repeated for 50 Monte Carlo runs and the root


















((xin − x̂n)2 + (yin − ŷn)2) (3.44)
where (xin, y
i
n) and (x̂n, ŷn) are true and estimated position coordinates respec-
tively. The velocity RMSE is computed similarly. In Figures 3.3 and 3.4 we
present The RMSE for different values of λ when the filter uses a single nearly
constant speed model through out the simulation. It is evident from these results
that for λ = 1 or closer the filter diverges when the filter model and the actual
trajectory do not match up. While lower values of λ allows the filter to handle
manoeuvres. The results also show that having higher values of λ improves the
RMSE but reduces the filter adaptability. Figure 3.5 and 3.6 demonstrate the
effectiveness of the ASCA. Both the position and the velocity RMSE are kept
low by the switching mechanism. Figure 3.8 and 3.7 highlight the correlation
between the RSSR and λ. When a manoeuvre is detected, the RSSR displays a
sharp peak which triggered the algorithm to quickly decrease λ. Once the correct
model is selected the λ returns to the maximum value, providing more accurate
estimate.
3.5 Conclusions
The GNF with memory combines the minimum variance estimation and the
Newton method of local linearisation to estimate the process true state. The












Figure 3.3: The position RMSE computed at different values of forgetting factor.
Lower values of forgetting factors have higher but more stable RMSE.
Figure 3.4: The velocity RMSE showing similar trend to Figure 3.3
that is equivalent to the iterated extended Kalman filter when the forgetting
factor in the filter equation is equal to 1. We then demonstrated the importance
of the forgetting factor in the stability of the recursive Gauss-Newton filter.
An adaptive forgetting factor algorithm,the adaptive switching and control al-
gorithm (ASCA), based on the recursive sum of squared residuals is developed.
The ASCA allows a timely switching of the filter model to track manoeuvres.












Figure 3.5: The position RMSE with ASCA. The ASCA allows the filter to
switch between models without divergence
Figure 3.6: The velocity RMSE with ASCA.
forgetting factor has multiple applications which includes allowing the filter to
track time varying systems and therefore the filter should include it to ensure its












Figure 3.7: The forgetting factor sharply drops at the start of each manoeuvre
allowing the filter to change model without divergence. Then it increases slowly
to a maximum value for more accurate estimation












The Gauss-Newton filter and its
adaptation to Levenberg
Maquardt methods
This chapter shows that the Levenberg-Marquardt Algorithms (LMA) can be
merged into the GN filters (recursive and non-recursive) to track difficult, non-
linear trajectories, without divergence [18, 19, 20]. In the past, the LMA has
been used for initialising tracking filters [21, 22, 23]. This hybrid filter is also
self initialising. The LMA are optimisation techniques widely used for data fit-
ting [12]. These optimisation techniques are iterative and guarantee convergence
in a specified region i.e. they don’t necessarily produce global minima [24].
They are also used in most neural network algorithm [25, 26, 27]. The GN filter
is iterative and non-recursive with memory that can be adaptively controlled. In











GN filter (RGNF) and we showed that the RGNF is equivalent to the iterated
extended Kalman filter (IEKF) when unbounded filter memory length is consid-
ered. Furthermore, the stability analysis demonstrated the necessity of having
finite memory length. The GN filter differs from the Gauss-Newton optimisation
methods discussed in the literature as it provides a different method for comput-
ing the Hessian matrix [28]. Key to the computation of the Hessian matrix is
the total transition matrix, a Jacobian matrix computed by back propagation of
the current estimate over the entire memory length. This flexibility makes the
GN filter filter highly suitable for tracking in strongly non-linear situations.
In this chapter we adapt the GN filter to the LMA method (which we call the
Morrison LMA Filter) and we state that this filter can be used for radar target
tracking with improved convergence. Similarly, we adapt the recursive GN filter
to LMA method to overcome computational burden. We also show through
simulation studies that the performance of both filters is not affected by the
process noise whose knowledge is central to the family of Kalman filters. The
literature on the use of LMA as a tracking algorithm are rare, possibly due to
lack of exposure to Morrison’s approach in the GN filter. The LMA is well
known as an aid for track initiation [21, 22, 23]. We make it clear here that
the LMA is not applied as an initiation tool in our hybrid filter, but rather as
an integral part of the filter. The paper starts in Section 2.1 to define a state
space model based on non-linear differential equations. Section 4.1 describes the
incorporation of the LMA methods into the GN filter to produce the Morrison
LMA, which converges very robustly. Section 4.2 shows a similar adaptation to











4.1. ADAPTATION TO LEVENBERG MARQUARDT
series of simulations described in Section 4.3.
4.1 Adaptation to Levenberg Marquardt
This section represents the key step in the development of the Morrison LMA
Filter. For simplicity in this adaptation of the GNF to the Levenberg-Marquard
method, we assume the dynamic of the process we want to track is governed
by linear differential equations and the observation scheme is non-linear. The
process transition equation will be:
Xn+ς = Φ(ς)Xn (4.1)
.
The GN filter will fail to converge if the Hessian matrix is singular. By defini-
tion, this matrix is positive definite. However, it can loose this property due to
numerical inaccuracy or high non-linearity. To avoid the singularity, a damping









which is the form suggested by Levenberg and Marquardt [12].
The effect of the damping factor is as follows:
For all positive µ the matrix (TTnR
−1











4.1. ADAPTATION TO LEVENBERG MARQUARDT
δX is in the descent direction;







The algorithm behaves as a steepest descent which is ideal when the current
solution is far from the local minimum. The convergence will be slow but is
guaranteed. When µ is small, the algorithm has faster convergence and behaves
like the Gauss-Newton.




n δYn − (Yn − Ȳ)TR−1n (Yn − Ȳ)
E(0)− E(δXn)
(4.4)
where δYn is the long vector of L sequences of observation including the current
observation.
Ȳ is the long error free observation computed by back propagation of the current




















4.2. ADAPTATION OF THE RECURSIVE GNF TO LEVENBERG
MARQUARDT
gain. Recalling Equation 2.20 and replacing δXn by the expression in Equation
2.23 after expansion we have:
En(0)− En(δXn) = δXTn (TTnR−1n δYn + µδXn) (4.6)
A large value of % indicates that E(δXn) is a good approximation of Ȳ, and µ can
be decreased so that the next Levenberg-Marquardt step is closer to the Gauss-
Newton step. If % is small or negative then E(δXn) is a poor approximation,
then µ should be increased to move closer to the steepest descent direction. The
algorithm adapted from [29] is presented in Algorithm 3
4.2 Adaptation of the recursive GNF to Leven-
berg Marquardt
































where λ is the forgetting factor and A(X̄n−1) the state sensitivity matrix.
The adaptation of the RGNF to Levenberg Marquardt method can be done
similarly to the non recursive GN. We therefore r place Wn by Wn + µI. The
gain ratio denominator is:
En(0)− En(δXn) = δXTn (ξn + µδXn) (4.11)
If we define:
F (δXn) = (Yn −G(X̄n + δXn))TR−1(Yn −G(X̄n + δXn)) (4.12)
then the gain ratio numerator is F (0)− F (δXn).














We demonstrate the efficacy of the new LMA versions of the GN filters with two
simulations. The parameters of each simulation are described as part of each
simulation, as well as the specific objectives.
4.3.1 The non recursive GNF
The objective of this simulation is to demonstrate the adaptation of the non re-
cursive GNF to LMA (Algorithm 3). In the simulation studies we adopt multiple
target dynamics:
Case 1 : The target is moving at constant velocity under the process noise of
constant standard deviation.
Case 2 : The target is moving at constant velocity with the process noise standard
deviation varying.
In all the cases, the observation scheme is non-linear. The observables are range










Kd(xẋ+ yẏ + zż)/
√
x2 + y2 + z2

+ v(t) (4.13)














602 0 0 0
0 0.0012 0 0
0 0 0.0012 0
0 0 0 22

Throughout the simulations. Kd = −2π/λ = −200. The constants τ = 10−1,
ε = 10−20, kmax = 200, ζ = 1 s are used in all the cases.
Case 1
In this example, we seek to demonstrate that the filter does not diverge in the
presence of a constant variance process noise which is unknown to its model. The




1 ς 0 0 0 0
0 1 0 0 0 0
0 0 1 ς 0 0
0 0 0 1 0 0
0 0 0 0 1 ς





















where a1, a1, a1 are independent, Gaussian random variables, with standard
deviation σ = 0.001. The state vector is used in Equation ?? to generate mea-












noise, it assumes the target is moving at constant speed without process noise.
The initial value of the state vector is X = [800, 25, 1000,−25, 400, 14]. Two
thousand samples are generated and the process is repeated 50 times. The posi-
tion root mean squared error (RMSE) after the 50 Monte Carlo runs is presented











n) and (x̂n, ŷn, ẑn) true and estimated position coordinates respec-
tively.
We see from Figure 4.1 that there is no divergence in position despite the presence
of the process noise, which is unknown to the filter. The filter with the smallest
memory exhibits the largest RMSE. The average number of iterations is presented
in Figure 4.2. All the filters have about the same value of k, which is around 34,
meaning the computation time of the algorithm is primarily dependent on the
computation of the Tn matrix.Therefore, if we want to reduce the computation
time of the algorithm, we would choose a small memory length (the Tn matrix
will be small and hence less computation required), but this would result in less
accuracy in the estimates.
Case 2
Here we show the effect of higher variation in the process noise on the filter












Figure 4.1: The filter with the highest memory length exhibits lowest RMSE
Figure 4.2: The number of iterations varies little as a function of considerable
memory variation
The standard deviation(σ) of the process noise is varied. From sample 0 to 200
σ = 0.001, between samples 201 and 260 σ = 0.05 and finally from sample 261
to 400 σ = 0.001. The position RMSE after 200 Monte Carlo runs is shown in
Figure 4.3. All the filters reset to the original RMSE when the process noise
standard deviation returned to the former value. The RMSE of filter with the
smallest memory length is less affected by these changes. However, the number
of iterations during high disturbance is higher for the smaller memory length












disturbance. They also give a hint of the ability of the filter to track manoeuvres.
This will be the subject of our next publication.
Figure 4.3: The filter with larger memory length is more sensitive to process
noise variation
Figure 4.4: The filter with lower memory length requires higher number of iter-
ation at higher disturbance
4.3.2 The Recursive GNF with LMA
This second simulation is to demonstrate the adaptation of the RGNF to LMA












of a vehicle executing various manoeuvres. During turn manoeuvres of unknown














0 sin(ΩT ) 0 cos(ΩT ) 0
0 0 0 0 1

Xn−1 + vn (4.16)
where the state of the vehicle is Xn = [x, ẋ, y, ẏ,Ω], with x,y the position co-
ordinates and ẋ,ẏ their corresponding velocity components. The process noise











When the vehicle moves at a nearly constant velocity its dynamic model is:
Xn =

1 T 0 0 0
0 1 0 0 0
0 0 1 T 0
0 0 0 1 0
0 0 0 0 1

Xn−1 + vn (4.18)
The vehicle is observed by a radar located at the origin of the plane, capable of



























The following constants were used for data generation: T = 1 s; Ω = −3◦ s−1;
q1 = 0.01 m
2s−4; q2 = 1.75× 10−4 s−4; σr=10 m; σθ =
√
0.1 mrad.
The vehicle starts at true initial state Xn=[10 m, 25 ms
−1,400 m, 0 ms−1,−3◦s−1]
and moves at nearly constant velocity for 100 s, Then it executes a turn manoeu-
vre from time index n = 101 to n = 150. After the manoeuvre, the vehicle’s
velocity remains nearly constant from n = 151 to n = 250. At n = 251 it starts a
new turn manoeuvre at rate Ω = −30s−1 until n = 400. Finally from n = 400 to
n = 500 it moves at nearly constant velocity. Figure 4.5 describes the complete
trajectory of the vehicle.
The filter uses a single model of a constant velocity to track the entire manoeuvre:
A(Xn) =

1 T 0 0 0
0 1 0 0 0
0 0 1 T 0
0 0 0 1 0
0 0 0 0 1

(4.20)
The initial value W−1/0 = 10












parameters are the following kmax = 200, ε = 1× 10−24, τ = 1× 10−3, λ = 0.4
The filter initial state is generated randomly and then ensuring that it has the
same sign as the true state. This procedure guarantees the local convergence
of the first estimate. The experiment was repeated for 250 Monte Carlo runs
and the root means squared error (RMSE) is used as a performance metric. The






((xin − x̂n)2 + (yin − ŷn)2) (4.21)
where (xin, y
i
n) and (x̂n, ŷn) true and estimated position coordinates respectively.
The velocity root mean square error (RMSE) is computed similarly.
Figures 4.6and 4.7 show the RMSE of the position and velocity respectively.
The position RMSE is not affected by different manoeuvres while the velocity
RMSE shows variation from different manoeuvre states. The average values of
the damping factor after complete cycles of iteration is presented in Figure 4.8.
The damping factor increases rapidly at the transition between manoeuvres.
The average number of iterations k at convergence from Figure 4.9 shows similar
variations.
4.4 Conclusion
This paper introduced the standard Gauss-Newton filter that uses back prop-












Figure 4.5: Target complete trajectory with manoeuvres.
Figure 4.6: The Position RMSE is unaffected by the manoeuvres.
the Jacobian matrix. It then computes the current estimate of the state vec-
tor through minimum variance estimation. The Gauss-Newton Filter was then
adapted to the Levenberg and Marquardt method to improve its convergence.
Similar adaptation was applied to the recursive version of the filter.
Both GNF and RGN filters, adapted to Levenberg-Marquardt, were implemented
and tested in simulation studies which showed the filters are not dependent on
the process noise covariance matrix. It was also observed that both filters can












Figure 4.7: The velocity RMSE varies with manoeuvres.
Figure 4.8: The damping factor shows sharp peaks at start of manoeuvres

























The GNF with memory combines the minimum variance estimation and the
Newton method of local linearisation to estimate the process’ true state. The
recursive form for the Gauss-Newton filter has been derived in a compact form
that is equivalent to the iterated extended Kalman filter (IEKF) when the for-
getting factor in the filter equation is unity. Further stability analysis has shown
that it is necessary to have a finite memory length, hence the RGNF and the
GNF are in this context more robust filters than the IEKF 3.4. This result also
explains the error covariance consistency of the GNF as opposed to the IEKF.
The IEKF covariance matrix is unbounded and therefore makes the filter more
susceptible to performance degradation.
An adaptive forgetting factor algorithm, the adaptive switching and control al-
gorithm (ASCA), based on the recursive sum of squared residuals is developed.
The ASCA allows a timely switching of the filter model to track manoeuvres.












The forgetting factor has multiple importance which includes allowing the filter
to track time varying systems. The filter should therefore include it to ensure its
robustness as stated by the stability condition.
The adaptation of both the GNF and the RGNF to the Levenberg-Marquardt
Method (LMA) results in filters that are more robust in handling highly non-
linear systems. These new filters can be used in navigation and in other areas
of signal processing where the IEKF showed limitations. Both GN and RGN
filters adapted to Levenberg-Marquardt were implemented and tested in simu-
lation studies, which showed the filters are not dependent on the process noise
covariance matrix. It was also observed that both filters can use the master
control algorithm described to sense manoeuvres.
5.1 Future considerations
The Gauss-Newton filter remains a very robust filter with further possibilities
for improvement. In Chapter 2 we showed the filter can incorporate the process
noise covariance matrix which demonstrates the process noise can produce bias,
providing a clearer explanation to the error covariance inconsistency seen in the
Kalman filter. A thorough analysis of the effect of the Q matrix on Kalman filter
can be carried out using this route.
We also showed that a biased estimator based on the linear Gauss-Newton filter
can be obtained. This estimator, with optimum bias matrix, offers much lower
mean squared error than the original filter. This is a novel approach to tracking












Data association is the process of assigning a measurement to a particular track
in the presence of multiple targets or clutter. The Kalman filters and the poly-
nomial filters[30] have been adapted to probabilistic data association (PDA) for
improved performance in highly cluttered environment. Future work could be
the adaptation of the RGNF to PDA with focus on the effect of the forgetting
factor on the filter performance.
The Commensal Radar uses FM broadcast as transmission of opportunity to
locate targets [31]. Due to their narrow band the FM signal offers very bad range
resolution. However, signal processing techniques allows accurate measurement
of the Doppler which is a highly non-linear function of the target state vector.
Studies have shown that the GNF and the RGNF produced very good tracking
performance [32, 10]. Future work can include integrating the filter algorithm












A.1 The differential equation governing δX(t)
Starting from:
δX(t) = X(t)− X̄(t) (A.1)
The differentiation rule is applied:
DδX(t) = F (X̄(t) + δX(t))− F (X̄(t)) (A.2)












































































A.2. THE RELATION BETWEEN δXN AND δYN
The following relation is obtained :
















A.2 The relation between δXn and δYn
δYn = G(X̄n + δXn)−G(X̄n) (A.8)
As direct consequence of A.1 the following relationship is obtained:
δYn = M(X̄n)δXn + vn (A.9)
A.3 Positive definite matrices inequality
According to Berstein matrix mathematics [14], for positive definite and hermi-
tian matrices A and B the following is true:











A.3. POSITIVE DEFINITE MATRICES INEQUALITY
• A < B then B−1 < A−1
Using the above facts we have :
• (R+MTQM) > R leading to (R+MTQM)−1 < R−1 or (R+MTQM)−1R <
R−1R
• trace((R +MTQM)−1R) < trace(R−1R)











A.4. THE RECURSIVE FILTER
A.4 The recursive filter
Algorithm 1 Basic iterative form
k := 1;X̄n := Xn/n−1;
δYn := Yn −G(X̄n);
Wn = Wn−1/n +M(X̄n)
TR−1M(X̄n)





Xn = X̄n + δX̂n;
X̄n = Xn;
While (k ≤ kmax)
k := k + 1;
Wn = Wn/n−1 +M(X̄n)
TR−1M(X̄n)




Xn = X̄n + δX̂n;
X̄n = Xn;
endwhile
















A.5. THE ADAPTATION TO LEVENBERG-MARQUARDT
Algorithm 2 IEKF when λ = 1
k := 0;X̄n := Xn/n−1;
While (k ≤ kmax)








δX̂n = Kn[Yn −G(X̄n)−M(X̄n)(X̂n/n−1 − X̄n)];






















A.5. THE ADAPTATION TO LEVENBERG-MARQUARDT
Algorithm 3 Levenberg=Marquardt algorithm for the non recursive GN Filter.
k := 0,ν := 2,X := Xn/n−1
A := TTnR
−1
n Tn;δYn := Yn − Ȳn; g := TTnR−1n δYn; Ȳn is computed using X
stop := false;µ = τ ×max(diag(A));
While (not stop) and (k ≤ kmax)
k := k + 1
repeat
solve (A+ µI)δX̂3.n = g
if (||δX̂n|| ≤ ε||X||)
stop:=true;
else
Xnew := X + δX̂n;
% = [δYTnR
−1
n δYn − (Yn − Ȳ)TR−1n (Yn − Ȳ)]/[δX̂Tn (g + µδX̂n)]; Ȳ
evaluated at Xnew




n Tn;δYn := Yn − Ȳn; g := TTnR−1n δYn; Ȳn is
computed using X
µ = µ×max(1/3, 1− (2%+ 1)3);ν := 2;
else
µ := ν × µ;

















A.5. THE ADAPTATION TO LEVENBERG-MARQUARDT
Algorithm 4 Levenberg-Marquardt applied into the Recursive GN.
k := 0;ν := 2;X̄n := Xn/n−1;
δYn = Yn −G(X̄n);
Wn = Wn/n−1 +M(X̄n)
TR−1M(X̄n)
ξn = ξn/n−1 +M(X̄n)
TR−1δYn;
stop := false;µ = τ ×max(diag(Wn/n−1));
While (not stop) and (k ≤ kmax)
k := k + 1;
repeat;
solve (Wn + µI)δX̂n = ξn;
if (||δX̂n|| ≤ ε||X̄n||)
stop:=true;
else
Xnew := X̄n + δX̂n;
F (δX) = Yn −G(Xnew);F (0) = δY Tn R−1δYn;
E(0)− E(δXn) = δXTn (ξn + µδXn);
% = F (0)−F (δXn)
E(0)−E(δX) ;
if % > 0
X̄n = Xnew;
δYn := Yn −G(X̄n);
Wn = Wn/n−1 +M(X̄n)
TR−1M(X̄n);
ξn = Wn/n−1(X̂n/n−1 − X̄n) +M(X̄n)TR−1δYn;
µ = µ×max(1/3, 1− (2%+ 1)3);ν := 2;
else
µ := ν × µ;
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