Abstract-Performance of some suboptimal detectors can be improved by adding independent noise to their observations. In this paper, the effects of adding independent noise to observations of a detector are investigated for binary composite hypothesistesting problems in a generalized Neyman-Pearson framework. Sufficient conditions are derived to determine when performance of a detector can or cannot be improved via additional independent noise. Also, upper and lower limits are derived on the performance of a detector in the presence of additional noise, and statistical characterization of optimal additional noise is provided. In addition, two optimization techniques are proposed to calculate the optimal additional noise. Finally, simulation results are presented to investigate the theoretical results.
I. INTRODUCTION
In binary hypothesis testing problems, the aim is to determine the true hypothesis based on a number of observations and, if exists, on prior information about the hypotheses [1] , [2] . In the presence of prior information and a specific cost assignment on each decision, the Bayesian approach aims to design a decision rule that minimizes the Bayes risk, which is defined as the average of the expected costs for the two hypotheses. The Bayesian approach is employed in various fields, such as digital communications, image processing, robotics, control, and biomedicine [2] , [3] . In the absence of prior information about the hypotheses, the minimax approach can be taken, which minimizes the maximum of the expected costs for the two hypotheses [1] . The minimax approach can be considered as an algorithm that tries to optimize the worstcase performance. On the other hand, the Neyman-Pearson approach assumes neither prior information nor specific cost assignments, and aims to maximize the detection probability (probability of correctly selecting the first hypothesis) under a constraint on the false alarm probability (probability of deciding the first hypothesis when the null hypothesis is true) [2] . Neyman-Pearson detectors take into account the tradeoff between detection and false alarm probabilities, and are commonly employed for detecting the presence of signals based on noisy observations [4] , [5] .
Binary hypothesis-testing problems can be classified into simple and composite problems [1] . In a simple hypothesistesting problem, each hypothesis corresponds to a single probability distribution for the observation under that hypothesis. However, in composite hypothesis-testing problems, a hypothesis corresponds to multiple possible distributions. For example, in radar problems, when the target is present, the observation has multiple unknown parameters, such as range and velocity; hence, the observation can have multiple possible distributions. Another example of a composite hypothesistesting problem is non-coherent detection of communications signals, where the unknown phase value at the receiver results in composite hypotheses [1] .
In this paper, composite hypothesis-testing problems are studied in a Neyman-Pearson framework, and the effects of adding independent noise to observations of a detector are investigated. Recently, it has been shown that adding specific noise to observations of a detector can improve detector performance under certain conditions [6] - [18] . This effect, called stochastic resonance (SR), may improve performance of suboptimal detectors according to the Bayesian [19] , minimax [20] , [21] or Neyman-Pearson criteria [17] , [18] , [22] - [24] . The studies in [17] and [18] establish a theoretical framework to provide sufficient conditions for improvability or nonimprovability of a suboptimal detector via additional independent noise, and propose techniques to obtain the optimal noise distribution in the Neyman-Pearson framework. In [25] and [26] , a weak sinusoidal signal is considered and improvements on detection performance are studied. In addition, [27] investigates the optimization of noise and detector parameters for locally optimal detectors.
Although the effects of additional independent noise are studied for simple hypothesis-testing problems [17] , [18] , no studies have considered composite hypothesis-testing problems to provide a theoretical framework for the effects of additional noise on various detectors. In this paper, the effects of additional independent noise are studied for binary composite hypothesis-testing problems in the generalized NeymanPearson framework. First, sufficient conditions are obtained to specify whether additional noise can or cannot improve detection performance for a given detector. Then, statistical characterization of optimal additional noise is provided and upper and lower performance limits are derived. In addition, optimization theoretic approaches are proposed to obtain exact and approximate solutions for the optimal additional noise. Finally, a numerical example is presented to investigate the theoretical results.
The remainder of the paper is organized as follows. In Section II, the problem formulation is presented and the main motivations for this study are explained. In Section III, improvability and non-improvability of detection via additional Independent noise n is added to observation x to improve the performance of the detector, φ(·) . independent noise are investigated. Then, properties of optimal additional noise are studied in Section IV and various algorithms to obtain exact and approximate optimal solutions are proposed in Section V. Finally, a detection example is presented in Section VI, followed by the concluding remarks in Section VII.
II. PROBLEM FORMULATION AND MOTIVATION
A binary composite hypothesis-testing problem is studied in this paper, which can be stated as [1] 
where H i denotes the ith hypothesis for i = 0, 1. Under hypothesis H i , observation x, which is a K-dimensional vector, has a probability density function (PDF) indexed by θ i ∈ Λ i , where Λ i is the set of possible parameter values under hypothesis H i . It is assumed that parameter sets Λ 0 and Λ 1 are disjoint, and their union forms the parameter space [1] . In addition, the prior probability distributions of the parameters are unknown.
Composite hypothesis-testing problems are encountered in various problems, such as in non-coherent communications receivers and radar systems [1] , [4] . When both Λ 0 and Λ 1 consist of single elements, the problem in (1) reduces to a simple hypothesis-testing problem.
A generic detector (decision rule), denoted by φ(x), is considered, which maps the observation into a real number in [0, 1] that represents the probability of selecting H 1 [1] . The aim is to investigate the effects of adding independent noise to the observation of a given detector, as shown in Fig.  1 , where y represents the modified observation expressed as
with n denoting the additional noise term that is independent of x. A generalized Neyman-Pearson framework [28] , [29] is considered in this study, and performance of a detector is quantified in terms of its worst-case detection probability under a constraint on the maximum probability of false alarm. Before explaining the details of this performance metric, the probabilities of detection and false alarm for specific parameter values are obtained first. Since the additional noise is independent of the observation, the probabilities of detection and false alarm can be expressed, conditioned on θ 1 and θ 0 , respectively, as
where p n (·) represents the PDF of the additional noise. After some manipulation, (3) and (4) becomes [17] 
for θ 1 ∈ Λ 1 and θ 0 ∈ Λ 0 , where
It is noted that F θ1 (n) and G θ0 (n) define, respectively, the probability of detection conditioned on θ 1 and the probability of false alarm conditioned on θ 0 , when a constant noise n is added to the observation. In the absence of additional noise, i.e., n = 0, the probabilities of detection and false alarm are given, respectively, by P
for given values of the parameters.
In the Neyman-Pearson framework, the main constraint is to have the probability of false alarm under a certain threshold for all possible parameter values θ 0 ; that is,
In most practical cases, the detectors are designed to operate at the maximum allowed false alarm probabilityα in order to obtain maximum detection probabilities [1] . Hence, the constraint on the probability of false alarm can be defined asα = max
that is, the detectors commonly operate at the limit for the probability of false alarm. According to the generalized Neyman-Pearson framework [28] , [29] , the aim is to maximize the worst-case detection probability, min θ1∈Λ1 P y D (θ 1 ), under the false alarm constraint in (9) . The worst-case detection probability corresponds to considering the least-favorable distribution for parameter θ 1 [28] . Therefore, this performance criterion guarantees a detection performance under a given false alarm constraint for all possible parameter distributions. The generalized Neyman-Pearson criterion is commonly employed in composite hypothesistesting problems in which the prior distributions of the parameters are unknown [29] , [30] .
Based on the performance criterion described above, the PDF of the optimal additional noise n in (2) can be obtained from the solution of the following optimization problem:
subject to max
where P y D (θ 1 ) and P y F (θ 0 ) are as in (5)- (8) . There are two main motivations for investigating the problem in (10) and (11) . First, it is important to quantify the performance improvements that can be obtained via additional independent noise, and to determine when additional noise can improve detection performance. In other words, theoretical investigation of the effects of additional independent noise is of interest. Second, in some cases, a suboptimal detector with additional noise as in Fig. 1 can provide a low complexity solution compared to the optimal detector, which is commonly quite complex [1] , [28] . It should be noted that although the calculation of the optimal additional noise requires certain computations, the overall computational complexity can still be considerably lower than that of the optimal detector, since the optimal detector needs to perform intense computations for each decision whereas the suboptimal detector with additional noise needs to update the optimal additional noise only when the statistics of the hypotheses change.
III. IMPROVABILITY & NON-IMPROVABILITY CONDITIONS
In this section, sufficient conditions are specified to determine whether additional independent noise can improve detection performance according to the generalized NeymanPearson criterion without actually solving the optimization problem in (10) and (11) . A detector is called improvable if there exists additional noise n that satisfies
under the false alarm constraint in (9) . Otherwise, the detector is called non-improvable. Based on the improvability definition in (12), a simple observation reveals that if there exists a noise componentñ that satisfies min
(5) and (6) implies that addition of noiseñ to the observation increases the probability of detection under the false alarm constraint for all θ 1 values; hence, min
is satisfied under the false alarm constraint, whereỹ = x +ñ. However, in some scenarios, improvability may not be obtained by using such a fixed noise component, and a more generic improvability condition can be required.
In order to derive a more generic improvability condition, the approach in [17] for simple hypothesis-testing problems is extended to composite hypothesis-testing problems in the following manner. First, we introduce the following function:
which defines the maximum value of the minimum detection probability for a given value of the maximum false alarm probability. From (13) , it is observed that if there exists t 0 ≤α such that H min (t 0 ) > P x D,min , the system is improvable, because under such a condition there exists a noise component
Therefore, the detector performance can be improved by using an additional noise component with p n (x) = δ(x − n 0 ). However, as stated previously, improvability may not be obtained with fixed noise components in some scenarios. Hence, a more generic improvability condition is derived in the following proposition.
denote the maximum probability of false alarm in the absence of additional noise. If H min (t) in (13) is second-order continuously differentiable around t = α and satisfies H min (α) > 0, then the detector is improvable.
Proof: Since H min (α) > 0 and H min (t) is second-order continuously differentiable around t = α, there exist > 0, n 1 and n 2 such that max θ0∈Λ0 G θ0 (n 1 ) = α + and max θ0∈Λ0 G θ0 (n 2 ) = α − . Then, it is proven in the following that additional noise with p n (x) = 0.5 δ(x − n 1 ) + 0.5 δ(x − n 2 ) improves the detection performance under the false alarm constraint. First, the maximum false alarm probability in the presence of additional noise is shown not to exceed α.
Then, the increase in the probability of detection is proven as follows. Since
is valid for all noise PDFs,
is satisfied. From the assumptions in the proposition, H min (t) is convex in an interval around t = α. Hence, (16) becomes
Because
Hence, the detector is improvable.
Proposition 1 provides a convenient sufficient condition that deals with a scalar function H min (t) irrespective of the dimension of the observation vector, which facilitates simple evaluations of the conditions in the proposition. However, the main complexity can be to obtain an expression for H min (t) in certain scenarios. Numerical results are provided in Section VI to illustrate an example.
Next, sufficient conditions for non-improvability are obtained in the following. To that aim, the following function is defined first.
Then, the following proposition can be obtained as an extension of the non-improvability condition in [17] .
represent the value of θ 1 ∈ Λ 1 that has the minimum detection probability in the absence of additional noise; that is,
If there exits θ 0 ∈ Λ 0 and a nondecreasing concave function
, then the detector is non-improvable.
Proof: First, the non-improvability of the detector is proven for θ 1 = θ min 1 in the following. For θ 1 = θ min 1 , the objective function in (10) can be expressed from (5) as follows:
where the inequality is obtained from the definition in (18) . Since Ψ(t) satisfies Ψ(t) ≥ J θ0,θ min 1 (t) ∀t, and is concave, (20) becomes
Then, the nondecreasing property of Ψ(t) together with p n (x)G θ0 (x) dx ≤α implies that
Since
) is obtained for any additional noise n. Hence, the detector is non-improvable at θ 1 = θ min 1 . Since the detector is nonimprovable for θ 1 = θ min 1 , it is non-improvable according to the generalized Neyman-Pearson criterion in (10), since its minimum can never increase by using any additional noise.
The conditions in Proposition 2 can be used to determine the cases in which the detector performance cannot be improved via additional noise. In that way, unnecessary efforts for solving the optimization problem in (10) and (11) can be prevented.
IV. PROPERTIES OF OPTIMAL ADDITIONAL NOISE
In this section, performance limits are obtained for detectors that employ additional independent noise, and statistical characteristics of optimal additional noise are specified.
In order to obtain upper and lower limits on the performance of the detector that employs the additional noise specified by the optimization problem in (10) and (11), consider a separate optimization problem for each θ 1 ∈ Λ 1 as follows:
Let P y D,opt (θ 1 ) represent the solution of (23), and p nθ 1 (·) be the corresponding optimal PDF. In addition, letθ 1 denote the parameter value with the minimum P y D,opt (θ 1 ) among all θ 1 ∈ Λ 1 ; that is,θ
Then, the following proposition provides performance limits for the detector in the presence of additional independent noise. Proposition 3: Let P y D,mm denote solution of the optimization problem specified by (10) and (11) . It has the following lower and upper limits: max min
where P y D,opt (θ 1 ) is the solution of the optimization problem in (23), P x D (θ 1 ) is the probability of detection in the absence of additional noise, and P yθ 1 D (θ 1 ) is the probability of detection in the presence of additional noise nθ 1 , which is specified by the PDF p nθ 1 (·) that is the optimizer of (23) forθ 1 that is given by (24) .
Proof: The upper limit in (25) directly follows from (10), (11) and (23), since max
To obtain the lower limit, it is first noted that the detector in the presence of additional independent noise can never have lower minimum detection probability than that in the absence of noise, i.e., min θ1∈Λ1 P x D (θ 1 ). In addition, using an additional noise with PDF p nθ 1 (·), which is the optimal noise for the problem in (23) for a specific θ 1 value, can never result in a larger minimum probability min
than that obtained from the solution of (10) and (11), since the latter directly maximizes the min , since the latter involves a single additional noise component that is optimized for the minimum detection probability metric and is used for all θ 1 values. In other words, the upper limit is obtained by assuming a more flexible optimization problem in which a different optimal noise component can be used for each θ 1 value. Regarding the lower limit, the first lower limit expression is obtained from the fact that the optimal value can never be smaller than min θ1∈Λ1 P x D (θ 1 ), which is the minimum detection probability in the absence of additional noise. The second lower limit is obtained from the observation that the optimal additional noise PDF that maximizes the minimum detection probability, min For statistical characterization of optimal additional noise, it can be shown that when parameter sets Λ 0 and Λ 1 in (1) consist of a finite number of parameters, the optimal additional noise can be represented by a discrete random variable with a finite number of mass points as specified below.
Proposition 4: Let θ 0 ∈ Λ 0 = {θ 01 , θ 02 , . . . , θ 0M } and
Assume that the additional noise components can take finite values specified by n i ∈ [a i , b i ], i = 1, . . . , K, for any finite a i and b i . Define set U as
where a n b means that n i ∈ [a i , b i ] for i = 1, . . . , K. If U is a closed subset of R N +M , an optimal solution to (10) and (11) has the following form
where
λ i = 1 and λ i ≥ 0 for i = 1, 2, . . . , N + M . Proof: Please see Appendix A. Regarding the first assumption in the proposition, constraining the additional noise values as a n b is quite realistic as arbitrarily large/small values cannot be realized in practical systems. The assumption that U is a closed set makes sure the existence of the optimal solution [18] , and it holds, for example, when F θ1i and G θ0j are continuous functions.
The main implication of Proposition 4 is that when the parameter sets consist of finite numbers of elements, the optimal additional noise can be represented, under certain conditions, by a discrete random variable with a total number of mass points at most equal to the number of possible parameter values. In such a case, the optimization problem in (10) and (11) simplifies significantly (c.f. Section V) since the search space reduces from the set of all probability distributions to the discrete probability distributions with no more than a specified number of mass points.
V. CALCULATION OF OPTIMAL ADDITIONAL NOISE
In this section, various optimization algorithms are studied in order to obtain the optimal noise PDF from (10) and (11) . Let p n,fθ 1 (·) denote the PDF of f θ1 = F θ1 (n), where F θ1 (n) is given by (7) . Note that p n,fθ 1 (·) can be obtained from the noise PDF p n (·), and it is more convenient to work with since it is the PDF of a scalar random variable [17] .
Assume that there exists at least one value of θ 1 ∈ Λ 1 , for which F θ1 (n) is one-to-one. Let one of these values be represented byθ 1 . Then, for a given value n of noise, f = Fθ 1 (n) can be used to express g θ0 = G θ0 (n) and f θ1 =
(f ) , respectively. Therefore, the optimization problem in (10) and (11) can be reformulated as
Depending on the nature of the parameter sets, (28) can solved in different manners.
A. Case-1: Λ 0 and Λ 1 with finite number of elements
Assume that the parameters can take finitely many values specified by θ 0 ∈ Λ 0 = {θ 01 , θ 02 , . . . , θ 0M } and θ 1 ∈ Λ 1 = {θ 11 , θ 12 , . . . , θ 1N }. In this case, the optimal noise PDF can be represented by (N + M ) mass points, under the conditions in Proposition 4. Then, (28) can be expressed as
(f i ) , and n i and λ i are, respectively, the optimal mass points and their weights as specified in Proposition 4. Since the optimization problem in (29) is not a convex optimization problem in general, global optimization techniques, such as particle-swarm optimization (PSO) [31] - [34] , genetic algorithms and differential evolution [35] , can be used to obtain the optimal solution. In Section VI, the PSO algorithm is used to obtain the optimal noise PDF from (29) .
Since the optimization problem in (29) can have high computational complexity, an approximate and efficient solution can obtained via convex formulation of the problem. To that aim, suppose that f = Fθ 1 (n) can take only finitely many known values, specified byf 1 , . . . ,fM . In that case, the optimization can be performed only over the weights λ 1 , . . . ,λM corresponding to those values. Then, (29) becomes
The optimization problem (30) can be expressed as a convex problem as follows when an auxiliary optimization variable t is defined.
The problem in (31) is a linearly constrained linear optimization problem; hence, it can be solved very efficiently [36] . Although (31) provides an approximate solution to (29) , it gets very close to the exact solution as more values of f = Fθ 1 (n) are included in the optimization.
B. Case-2: Λ with infinitely many elements
Now consider the case in which at least one of θ 0 or θ 1 can take infinitely many values. Then, the parameter set Λ = Λ 0 ∪ Λ 1 includes infinitely many elements. In that case, the optimal noise may not be represented by the randomization of a finite number of mass points as in Proposition 4. Since the optimization over the space of all PDFs is quite complex, one approach to solving the optimization problem in (28) involves the use of PDF approximations. Let the optimal PDF be approximated by
, and ψ i (·) is a window function that satisfies ψ i (x) ≥ 0 ∀x and ψ i (x)dx = 1, for i = 1, . . . , L. The PDF approximation technique in (32) is called Parzen window density estimation, which has the property of mean-square convergence to the true PDF under certain conditions [37] . From (32), the optimization problem in (28) can be stated as
where σ i represents the parameter of the ith window function
Similar to the solution of (29), the PSO approach, for example, can be used to obtain the optimal solution of (33) . Also, the approximate convex solution technique can be employed as in (30) and (31) when σ i = σ ∀i is considered as a pre-determined value. Numerical examples are provided in the next section.
VI. NUMERICAL RESULTS
In this section, a composite version of the detection example in [17] and [22] is studied in order to illustrate the theoretical results obtained in the previous sections. Namely, the following composite hypothesis-testing problem is considered:
where A is a known constant, and w is the noise term that has a Gaussian mixture distribution specified as
. The PDF of noise w has an unknown parameter θ, which belongs to Λ 0 under hypothesis H 0 and to Λ 1 under H 1 .
From (34) and (35), the probability distributions of observation x under hypotheses H 0 and H 1 are given, respectively, by
Since additional independent noise can improve the performance of suboptimal detectors only [22] , a suboptimal sign detector, as in [17] , is considered as the decision rule for the problem in (34) , which is given by
Then, from (36)- (38), the probabilities of detection and false alarm when constant noise is added can be calculated, respectively, as (c.f. (7) and (8))
2 /2 dt is the Q-function. It is noted that both F θ1 (x) and G θ0 (x) are monotone increasing functions of x for all parameter values. The aim is to add noise n to observation x in (34), and to improve the detection performance of the sign detector in (38) under a false alarm constraint. The noise-modified observation is denoted as y = x + n, and the probabilities of detection and false alarm are given by
where p n (·) represents the PDF of the additional noise.
A. Scenario-1: Λ 0 and Λ 1 have finite number of elements
In the first scenario, the parameter sets under H 0 and H 1 are specified as θ 0 ∈ Λ 0 = {0.1, 0.4} and θ 1 ∈ Λ 1 = {2, 2.5, 4}. According to Proposition 4, the optimal additional noise has a PDF of the form p n (x) = 5 i=1 λ i δ(x − n i ). Then, the probabilities of detection and false alarm in (40) become
For the first simulations, A = 1 and σ = 1 are used. The original detection probability (i.e., in the absence of additional noise) can be calculated from (39) as P x D,min = 0.5007, with max θ0 P x F (θ 0 ) = α =α = 0.5. Then, the PSO and the convex optimization techniques are applied as described in Section V, and the optimal additional noise PDFs are calculated as illustrated in Fig. 2 . For the convex solution, the optimization is performed over the noise values that are specified as −15 + 0.25l for l = 0, 1, . . . , 120. The resulting detection probability when the PSO algorithm is used is calculated as P In other words, an improvement ratio of 0.711/0.5007 = 1.42 is obtained. When the convex relaxation approach is employed, the detection probability becomes P y D,mm = 0.711, which is the same as that obtained by the PSO technique. It is noted from Fig. 2 that the convex solution approximates the optimal PSO solution with 5 mass points with a larger number of nonzero mass points.
Next, A = 1 is used, and the detection probabilities are plotted in Fig. 3 for various values of σ in (35) in the absence and in the presence of additional noise. 1 It is observed that the improvement via additional independent noise increases as σ decreases, and the detector becomes non-improvable for large σ values. Fig. 4 illustrates the sufficient condition in Proposition 1 with respect to σ. It is obtained that the improvement is guaranteed in the interval σ ∈ [0.3981, 3.978], where H min (α) is positive. Comparison of Fig. 4 with Fig. 3 reveals that whenever the second derivative is positive, the detector is improvable as stated in Proposition 1; however, it also indicates that the condition in Proposition 1 is not necessary, as the detector can be improved also for smaller σ values. the optimal noise PDF as in (32) can be used to obtain an approximate solution in such a scenario. Considering Gaussian window functions for PDF approximation, the noise PDF can be expressed as
Then, the probabilities of detection and false alarm can be calculated from (40) , after some manipulation, as 
For the following simulations, L = 8 is considered, and the parameters {μ i , η i , σ i } 8 i=1 are obtained via the PSO algorithm. First, A = 1 and σ = 1 are used. In the absence of additional noise, the probability of detection is given by min In other words, an improvement ratio of 1.389 is obtained. The optimal noise PDF is illustrated in Fig. 5 .
In Fig. 6 , the probabilities of detection are plotted for both the original detector (i.e., without additional noise) and the noise-modified one for A = 1. Similar to the first scenario, more improvement can be achieved as σ decreases, and no improvement is observed for large values of σ.
Finally, the improvability condition in Proposition 1 is investigated in Fig. 7 . It is observed that the detector is improvable in the interval σ ∈ [0.5012, 4.996], which together with Fig. 6 imply that the conditions in the propositions are sufficient but not necessary.
VII. CONCLUDING REMARKS
In this paper, the effects of additional independent noise have been investigated for composite hypothesis-testing prob- Fig. 7 . The second-order derivative H min (t) in (13) at t = α for various values of σ. Proposition 1 implies that the detector is improvable whenever the second-order derivative at t = α is positive.
lems in the generalized Neyman-Pearson framework. Improvability and non-improvability conditions have been derived, and the statistical characterization of optimal additional noise PDFs has been provided. A detection example has been presented to explain the theoretical results.
APPENDIX

A. Proof of Proposition 4
The proof extends the results in [17] and [38] for the twodimensional case to the (M + N )-dimensional case. Since the possible additional noise values are specified by n i ∈ [a i , b i ] for i = 1, . . . , K, U in (26) represents the set of all possible combinations of F θ1i (n) and G θ0j (n) for i = 1, . . . , N and j = 1, . . . , M. Let the convex hull of U be denoted by set V . Since F θ1i (n) and G θ0j (n) are bounded by definition, U is a bounded and closed subset of R N +M by the assumption in the proposition. Therefore, U is compact, and the convex hull V of U is closed [39] . Also, since V ⊆ R N +M , the dimension of V is smaller than or equal to (N + M ). Define W = (w 1 , . . . , w N +M ) : w 1 = E n {F θ11 (n)}, . . . , w N = E n {F θ1N (n)}, w N +1 = E n {G θ01 (n)}, . . . , w N +M = E n {G θ0M (n)} , ∀p n (·) , a n b .
Based on [17] and [40] , it can be shown that W = V . Therefore, Carathéodory's theorem [41] , [42] implies that any point in V (hence, in W ) can be expressed as the convex combination of (N + M + 1) points in U . Since an optimal noise PDF must maximize the minimum probability of detection, it corresponds to the boundary of V [17] . Since V is closed as discussed above, it always contains its boundary. Therefore, the optimal noise PDF can be expressed as the convex combination of (N + M ) elements in U [41] , [42] .
