This paper is devoted to identi cation problems in polymer crystallization processes. As a rst step the identi cation of nucleation and growth rates from boundary measurements will be discussed in the case of one-dimensional crystallization. This leads to an identi cation problem in a coupled system of a hyperbolic and a parabolic equation.
Introduction
Mathematical modelling has been very successfully applied to predicting (and eventually optimizing) the nal morphology of crystallized polymers under various operating conditions (cf. e.g. 2, 11, 12, 20, 22] ). The quality of the predictions made by mathematical models depends crucially on the use of accurate values for the various physical parameters that appear in the model. Many of these parameters are not accessible to direct measurements and have thus to be determined by 'indirect measurements', i.e., by parameter identi cation techniques. As a general reference for parameter identi cation we refer to 3]. Since parameter identi cation is an ill-posed inverse problem, major numerical di culties arise due to the inherent instability of such problems (see 13] for general background material on inverse problems and regularization methods for their solution). This issue is especially important due to the fact that the available measurements are rather noisy.
Our aim in this paper is to construct a stable algorithm for identifying temperaturedependent growth and nucleation rates in a recently developed model for one-dimensional crystallization (cf. 6] ). This algorithm is based on Landweber iteration; for this method, applied to nonlinear inverse problems, a comprehensive convergence theory is available (cf. 10, 18] ). We apply this theory to our model in a formal way, i.e., we do not verify certain theoretical conditions like e.g. the existence of solutions for the direct problem in certain Hilbert spaces, since this would be technically rather involved and would obscure the basic ideas. Of course, for a complete justi cation of our method, this will eventually have to be done in future work.
The model for one-dimensional crystallization of polymers developed in 6] leads to initial-boundary value problems of the form where T 1 in (1.6) represents an exterior temperature in the cooling process at the boundary. In these equations, T denotes the temperature, the degree of crystallinity. The parameter arising in the heat transfer problem, i.e., the di usion coe cient D, the latent heat L and the heat transition coe cient , can be determined experimentally. The function f N represents an equivalent nucleation rate per unit of length (cf. 6]) and e G the radial growth rate of a nucleus. Note that e G and f N depend on temperature rather strongly and cannot (at least not simultaneously) be measured as functions of temperature. Some materials admit experimental determination of the growth rate (cf. 22]), in these cases the identi cation of f N for known e G is of special interest. The measurable quantities in usual experiments are the temperature T on the boundary of the crystallization domain (or at least on a part of the boundary ? @ ) as well as the degree of crystallinity (x; t ) at the end of the process. The temperature at the end of the experiment is not measurable, because the structure is frozen in by a nal quench below the melting point.
Furthermore, data about the nal morphology, i.e., about the nal distribution of nuclei (x; t ), are sometimes available, this quantity being linked to the nucleation rate via
The use of such data is di erent from the use of boundary data and will be discussed in Section 2.4. A major di erence to parameter estimation problems in parabolic and hyperbolic differential equations with overspeci ed boundary data (cf. e.g. 7, 15, 19, 21] ) is the strong coupling of the parabolic and the hyperbolic equation. The fact that the parameter f N and e G are functions of the temperature, but arise in the hyperbolic equation, is another unusual feature of this identi cation problem.
Simpli cation and Scaling
System (1.1), (1.2) may be transformed into a system of PDEs of rst order in time given by In practical applications the crystallization is performed under symmetric conditions, so that it is reasonable to assume symmetric boundary and initial conditions in the onedimensional domain = (a; b). Also by symmetry we may restrict the problem to (a; a+b 2 ) and use the conditions The quantities a(u) and b(u) in (1.12) are the equivalents to e G(u) and f N(u), transformed to the new reference variable u. The function u is a scaled temperature, i.e., u = 1 is above the equilibrium melting point and u = 0 below the glass transition temperature, hence the temperature range of interest u 1 ; u 2 ] is a subset of 0; 1]. In practice, the temperature at the beginning of the experiment is always above the melting point, i.e., u 2 may be chosen as the melting point. The fact that no nucleation occurs above this temperature implies that b(u) = 0 for u u 2 , so we will restrict our attention to functions b 2 H 1 ( u 1 ; u 2 ]) satisfying b(u 2 ) = 0.
In the following we will assume that the temperature data are given at the point x = 0 by u(0; t) = u B (t) in the time interval I = (0; t ). From the available observation of at t = t we can compute the value v for vj t=t , which we therefore assume to be given.
By the remarks made above, identi cation of the nucleation rate f N = f N(T ) in ( The inverse problem of solving (1.16) is most likely ill-posed, so that regularization has to be used. One classical possibility would be Tikhonov regularization, i.e., taking as regularized solution (global) minimizers of the functional
over D(F), where > 0 is a regularization parameter. The convergence theory for this method (for nonlinear problems) has been developed in 14] (cf. also 13]). A major disadvantage, however, is that since the functional in (2.2) is in general not convex and might have many local minima, minimizing (2.2) is not an easy task. Therefore, iterative regularization methods are an attractive alternative especially for nonlinear ill-posed problems; the regularization e ect comes from stopping the iteration at an appropriately de ned stopping index which depends also on the noise level ('stopping rule'). The convergence theory of iterative methods for solving nonlinear ill-posed problems is still a developing eld of research (see 10, 13, 16] and the references quoted there).
Here we use one of the simplest iterative regularization methods, namely Landweber iteration, which nevertheless turned out to be quite e ective for certain (especially severely) ill-posed nonlinear problems (cf. 17]). In later work we will also investigate the e ciency of using Newton-like methods like the iteratively regularized Gau -Newton method (cf. 5, 10]), which is of course faster than Landweber for data without noise, but also ampli es data noise faster.
For our problem (1.16), Landweber iteration is de ned by
(2.3) For computing the iterates, the adjoint F 0 (b k ) is needed. As we will see later, the adjoint also plays a crucial role in the analysis of the convergence rate. Hence, it is necessary to be able to compute these adjoints e ciently. Note that the adjoint depends on the Hilbert spaces between which F acts, so that also the choice of these spaces is important. In the following we derive a method of computing the adjoint of F 0 by solving a system of linear partial di erential equations. We rst split F into F = , where
is the parameter-to-solution map and
is the trace operator that maps the solution onto u at x = 0 and v at t = t . As is a linear and continuous operator, the Fr echet derivative of F is F 0 = 0 . We assume that 0 exists as a Fr echet derivative (verifying this under appropriate smoothness conditions on a and b would certainly be possible, but quite technical) and proceed in a formal way:
By straightforward linearization we conclude that the derivative (U; V; W ) := 0 (b)h satis es the system
with initial and boundary conditions given by
System (2.4)-(2.7) is linear in (U; V; W ), but depends on the current value of b and hence on the solution (u; v; w) = (b) of the nonlinear system (1.12)-(1.15). We again assume that the solution of (2.4)-(2.7) exists and is unique. From this system, we can compute the derivative of F as
The adjoint problem
For the computation of the adjoint we split F 0 (b) as
where J is the embedding operator from V onto L 2 ( u 1 ; u 2 ]), R the operator and S is the operator de ned by
by which we mean the trace of the solution of (2.4)-(2.7) with h(u) t replaced by @h @t (x; t) in the last equation and b being the argument in F 0 (b).
Because of (2.9),
We compute these three adjoints step by step, starting with S ; this will involve the following problem:
considered as an equation for ( ; ; ); note that via u and v, the coe cients in this system depend on b. Again we assume (proceeding still in a merely formal way) unique solvability of (2.11)-(2.14). Now let ( ; ; ) be the solution of (2.11)-(2.14); in (2.3), (q; r) will be the residual The assumptions h(x; 0) = h(u(x; 0)) = h(u 0 (x)) = 0 and j t=t = 0 cause the second integral to vanish. Using system (2.4) we conclude that
By adding these equations and integrating by parts we nally deduce 
The computation of the adjoint of R is more involved, so that we will only consider the case of decreasing temperature, which is the only one of practical interest. If u(x; :) 2 C 1 (I) and u t c < 0 there exists a regular 'change-of-variables' transformation p : (t; x) 7 ! (u; x). Because of j det p 0 (x; t)j = ?u t (x; t) and u(p ?1 (u; x)) = u, the substitution rule for integrals implies in this case that where is an L 2 -bound for the noise in our observations. We use some xed > 2 in the discrepancy principle, although should rather be chosen according to (2.26) as explained in detail in the following section; however, the information needed to compute according to this theory is not easily available.
Convergence Analysis 2.3.1 General Theory
We summarize the basic convergence theory for Landweber iteration for a nonlinear illposed operator equation 
Application to Our Identi cation Problem
In the special case of identifying b in (1.12)-(1.15), the source condition (2.30) can be interpreted as follows. If u t < 0, i.e., the temperature is decreasing, we may write is necessary for (2.34).
Since the source condition is needed for getting a fast convergence rate for the identication problem, one should, if at all possible, try to set up the problem (and the starting iterate) in such a way that it is ful lled. This leads to the following conclusions:
The fact that temperature should decrease during the process (cf. (2.19 ) and the discussion below) is heuristically obvious, because one just cannot identify a function of temperature in an experiment at constant temperature. This property is usually satis ed in experiments using Di erential Scanning Calorimetry (cf. 11]), but not in the case of isothermal experiments, which have been used for attempts of parameter identi cation with di erent methods in the past (cf. 1, 8] ). Furthermore, formula (2.34) shows that the values of the nucleation rate at temperatures that do not occur in the experiment have to be incorporated into the initial guess b 0 , because R S (p; q) is always zero at these values of the temperature, which is also heuristically clear. The temperature range T 1 ; T 2 ] occurring in the experiment can be determined in practice. As the temperature of the material is always controlled by cooling at the boundary, it attains its minimum there. The maximum T 2 is always the melting point of the material, because the experiment must be started at a sample temperature above the melting point. (2.36) is much more di cult. If u 1 represents the glass transition temperature of the material we may use the a-priori knowledge that the nucleation rate is constant at temperatures below, i.e., b 0 (u) = 0 for u u 1 , so we assume b 0 (u 1 ) = 0 for the solution and incorporate this boundary condition into the initial guess b 0 . In experiments, where not the whole temperature range between melting point and glass transition temperature may occur, so that u 1 is higher than the melting point, we may expect a fast convergence rate only if we know b 0 (u 1 ), which is a strong, maybe unrealistic assumption.
Data about the Morphology
The identi cation of rates from information about the nal morphology di ers from the above identi cation problem, because (1.8) does not only contain information at the boundary or the nal time, but averaged information in the whole time-space domain. This identi cation problem could be handled in a similar way, we just give a short sketch of the necessary ingredients:
The parameter-to-data map is given by By splitting H 0 analogously as in Section 2.1 it is possible to compute the adjoint H 0 (b)p by rst solving the linear initial-boundary value problem (2.39) -(2.42) and then computing an adjoint similary to J R . The main di erence is that instead of R the operator
has to be used because of the second integral at the right-hand side of (2.43). The data about the morphology can be used together with measurements of the boundary temperature and the nal degree of crystallinity, in this case the parameter-to-data map consists of three components, i.e., b is mapped to (u B ; ; ). Because of the different structures of boundary or nal data and the data about the morphology it is not possible to compute the adjoint of the parameter-to-data map needed for the Landweber iteration by solving one initial-value problem. Systems (2.11)-(2.14) and (2.39)-(2.42) must be solved separately to obtain the adjoints of the components, the adjoint of the parameter-to-data map is then just their sum. Although we did not perform numerical tests with this setup of the problem, it seems obvious that additional information about the morphology will improve the quality of the solution.
Numerical Results
For the sake of simplicity we perform rst numerical experiments for constant a (a = 1, a = 0:5 and a = 0:05), which has technical rather than conceptual reasons. The behaviour is similar to the relevant case of a bounded away from 0 uniformly, i.e. if a positive real number a 0 exists, such that a(u) a 0 ; 8 u 2 ( u 1 ; u 2 ]):
The 'exact data' are computed by solving the direct problem with a very ne discretization and then perturbed by adding a high-frequency data error of L 2 -norm (with frequencies f = 30, 50, 100 and an error level between 0:5 and 5%). The perturbed data u B and v are obtained by sampling using a di erent discretization. We perform two kinds of experiments, the rst with temperature values in the whole range, i.e., Figure 1) . The 'exact' rate b we use is similar to the (rare) measurements made for nucleation rates (cf. 6]).
The results for the case u 1 ; u 2 ] = 0:2; 1] are illustrated at the right hand side of Figure  2 . In this case, a source condition cannot be satis ed, because our starting iterate does not satisfy the boundary condition (2.36), so the convergence may be arbitrary slow. Nevertheless, the approximation in the accessible temperature range is acceptable; a comparison with the left part of Figure 2 , which illustrates the corresponding result for u 1 ; u 2 ] = 0; 1], shows that the di erence between exact and approximate solutions is larger only in the missing temperature range 0; 0:2). For all further tests and the numerical con rmation of the predictions made by the theory we consider the case u 1 ; u 2 ] = 0; 1], with a starting iterate satisfying the source condition (2.30) or at least the necessary condition (2.35).
For the discrepancy principle, we use a relatively small parameter , here = 2:1. As in Figure 4 , the residual in our computations usually did not decrease signi cantly below the value 2 . The numerical experiments show that the discrepancy principle (2.25) with = 2:1 yields good results, a comparison of the iterates around the stopping index shows that the choice of the stopping index is not too critical for a = 0:5 and a = 1. This is due to the slow convergence speed of Landweber iteration and would probably be more critical for Newton-type methods. The choice of the stopping index is more critical in the case of a 'small' parameter a, which may occur in practice (cf. 6]), in our computations a = 0:05. This demonstrates again the ill-posedness of the problem, as Figure 5 shows, only the rst few iterates are close to the solution, a choice of less than 2 would lead to a high error between approximate and exact solution. Nevertheless, the solution determined using the discrepancy principle is always close to the iterate with minimal error in the H 1 -norm, which demonstrates again the importance of a good stopping rule. p and stopping index k vs. 1 .
The damping factor ! clearly depends on the size of a, for our choice of the parameter a and b the method works without damping, although a line search strategy seems recommendable for accelerating the convergence speed. In the case of a = 0:05 we found that the parameter choice ! > 1 leads to higher convergence speed. Nevertheless, one should not use a high ! if the residual is close to , because the faster convergence will also decrease the number of iterates close to the solution, which makes the choice of a good stopping index even more di cult.
As ! 0, one observes that the approximations b k converge to the exact solution, which is also illustrated by the results for a noise level of 2:5% at the left hand side of Figure 2 and for a noise level of 1% in Figure 3 . The residual and the di erence between exact and approximate solutions develop as predicted by the theory, especially one observes that the di erence to the exact solution tends to zero as p and the stopping index behaves as 1 (see Figure 6 ), i.e., (2.31) and (2.32) are con rmed numerically.
Extensions
Similar to the identi cation of nucleation rates, growth rates can be determined using Landweber iteration. The nonlinear operator that maps the parameter onto the data is given by If neither a nor b are known, it is necessary to identify them both simultaneously. The development of algorithms for this problem might be an important subject for future investigation.
The method presented above enables the numerical identi cation of the kinetic parameter in the one-dimensional model (1.1) -(1.7). We emphasize again that some of our analysis was formal, some technical mathematical details are still missing.
Another important extension is the case of two-and three-dimensional crystallization, where so far no partial di erential equation formulation for the evolution of the degree of crystallinity seems to exist yet (cf. 6]).
