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We explore in a rigorous manner the intuitive connection between the non-Markovianity of the
evolution of an open quantum system and the performance of the system as a quantum memory.
Using the paradigmatic case of a two-level open quantum system coupled to a bosonic bath, we
compute the recovery fidelity, which measures the best possible performance of the system to store
a qubit of information. We deduce that this quantity is connected, but not uniquely determined,
by the non-Markovianity, for which we adopt the BLP measure proposed in [1]. We illustrate our
findings with explicit calculations for the case of a structured environment.
I. INTRODUCTION
Open quantum systems present a very rich dynamics
that is described by tracing out the environment degrees
of freedom, either analytically or numerically, and thus
considering the environment only through its action onto
the system. A non-Markovian theory [2], which does not
rely on assuming that the environment relaxes instan-
taneously when interacting with the system, appears to
be necessary to describe systems such as superconduct-
ing flux-qubits coupled to waveguides or to complex en-
vironments [3, 4], processes in surface science [5–7] and
solutions [8, 9], or atomic emission in structured environ-
ments such as photonic crystals [10–13]. Besides that,
inspired by the earlier works [1, 14, 15], a large number
of theoretical proposals have emerged to characterize the
non-Markovian character of an evolution (see [2, 16, 17]
for reviews on the subject). The non-Markovianity, as
quantified by such measures, has been determined to be
a resource for quantum information tasks such as quan-
tum communication [18, 19], efficient superdense coding
in the presence of dephasing noise [20], entanglement gen-
eration [21–25], quantum metrology [26, 27] and informa-
tion transfer through a noisy channel [28–31].
Non-Markovianity (NM) holds an intuitive connection
to memory. Based on this idea, it has been suggested that
non-Markovianity can be exploited to engineer quantum
memories [32–34]. Indeed, NM is linked to a back flow
of information from the environment into the system, as
evidenced by the Breuer-Laine-Piilo (BLP) NM measure
[1]. However, to establish a rigorous connection between
quantum memories and NM requires a quantitative com-
parison which, to the best of our knowledge, has not yet
been performed. In this work, we analyze this question
and show that there is not a direct relation between NM
and the functioning of the system as a quantum memory.
To this end, we consider the simplest, yet paradigmatic
case, of a two level system coupled to a structured en-
vironment. The capability of the system to serve as a
quantum memory can be quantified by the optimal recov-
ery fidelity, which is a well-defined quantum information
quantity [35]. Indeed, we find that this quantity is linked
not only to the NM, but also to information losses of the
system, so that non-Markovianity is neither a sufficient
nor a necessary condition to achieve a certain value of
the optimal recovery fidelity. As will be illustrated here,
there are situations in which the NM is large, and yet
the system loses its information (i.e. it forgets about its
initial state) completely. And conversely, the NM may
remain small while the system preserves memory of its
initial state, for instance because of the presence of some
symmetry.
The paper is organized as follows. In Sec. II we intro-
duce our model, as well as the optimal recovery fidelity
as a measure to estimate the memory of the system’s ini-
tial state. We also establish a link between such optimal
recovery fidelity and the NM of a process. In addition,
several bounds relating these quantities to the system
losses are also derived. Sec. III illustrates these ideas
by analyzing the example of a two level system coupled
to a highly structured environment, characterized by a
spectral density that can be tuned to display a pseudo-
gap (i.e. a dip in its shape), and a gap (i.e. a region
where it vanishes). We consider two different cases. In
the first one, the rotating wave approximation (RWA) is
applicable (Sec. III A), and the problem can be solved
exactly. As a second example we consider a spin-boson
model (Sec. III B) and analyze it numerically using ma-
trix product states (MPS).
II. MEMORY AND NON-MARKOVIANITY
The evolution of an open quantum system for a cer-
tain time, t, can be expressed as the result of a quan-
tum channel acting on an initial state of the system,
ρ(t) = φt[ρs(0)]. We will in the following focus on the
case of a two level system, or a qubit. The recovery fi-
delity quantifies the average fidelity with which a certain
recovery operation, Rt, can retrieve a pure initial state
2of the qubit [35],
F (Rt) =
∫
dµψ〈ψ|Rtφt[|ψ〉〈ψ|]|ψ〉. (1)
To characterize the performance of the system as a quan-
tum memory, one can consider the optimal recovery fi-
delity over all possible recovery operations, which is given
by [36]
F opt(t) = max
Rt
F (Rt) = 1
2
+
1
6
∑
α=x,y,z
Dα(t), (2)
Dα(t) = 1
2
‖φt[|α+〉〈α + |]− φt[|α−〉〈α − |]‖ . (3)
In the above expression, ‖ · ‖ is the trace norm, ‖A‖ =
tr(
√
AA†), and |α±〉 are the eigenstates of Pauli ma-
trices, σα|α±〉 = ±|α±〉 (α = x, y, z). The quan-
tity Dα(t) = D[ρ+α (t), ρ−α (t)] is, by definition, the dis-
tinguishability of the states ρ+α (t) and ρ
−
α (t), resulting
from the evolution of the initially orthogonal states |α±〉.
Notice that, according to equation (2), F opt(t) ≥ 1/2.
Therefore, the lower limit corresponds to a complete loss
of memory of the initial state.
In our case, the channel corresponds to a unitary evolu-
tion of system plus bath, with the environment initially
in the vacuum state and using the evolution operator
U(t) = exp(−iHt) for the total system Hamiltonian, H ,
followed by tracing out the environment. Hence, we com-
pute ρ±α = φt[|α±〉〈α± |] = TrB{U−1(t)|α±〉〈α± |U(t)},
where TrB{· · · } represents the trace over the environ-
ment. We can always write
ρ±α (t) = φt[|α±〉〈α ± |] =
1
2
(11+~P±α (t) · ~σ), (4)
where ~P±α (t) is the polarization vector, with components
P±α,α′(t), α
′ = x, y, z. Then,
ρ+α (t)− ρ−α (t) =
∑
α′=x,y,z
1
2
∆α,α′(t)σα′ , (5)
with ∆α,α′(t) = P
+
α,α′(t)− P−α,α′(t). One then obtains
F opt(t) =
1
2
+
1
12
∑
α=x,y,z
√∑
α′
∆2α,α′(t). (6)
An alternative expression for F opt(t) can be obtained by
recasting the action of the channel as a map of polariza-
tion vectors on the Bloch sphere [37]
~P (t) = M(t)~P (0) + ~q(t). (7)
We can write ∆α,α′(t) = 2Mα′α(t), so that∑
α=x,y,z
√∑
α′ ∆
2
α,α′(t) = 2‖M(t)‖2,1, where ‖A‖2,1 ≡
∑
j
√∑
i |Ai,j |2 is the L2,1 norm of matrix A. The opti-
mal fidelity in Eq. (6) can thus be expressed as:
F opt(t) =
1
2
+
1
6
‖M(t)‖2,1. (8)
In the following, we consider the measure of NM pro-
posed by Breuer-Laine-Piilo (BLP measure) [1]. In this
proposal, a system is considered to be non-Markovian
when there is a backflow of information from the environ-
ment to the system during the evolution. This backflow
of information is characterized by an increase in the dis-
tinguishability between pairs of evolving quantum states.
More precisely, a system is non-Markovian if there is a
pair of initial states ρ1(0) and ρ2(0), such that for certain
time intervals at t > 0 their distinguishability increases,
σ(ρ1(0), ρ2(0); t) =
d
dt
D[ρ1(t), ρ2(t)] > 0. (9)
Following the BLP criterion, the amount of NM of a
quantum process in a time interval (0,t) can be quan-
tified as
N(t) := max
ρ1, ρ2
∫ t
0,σ>0
ds σ(ρ1(0), ρ2(0), s). (10)
The maximization is over all possible pairs of initial
states, ρ1,2(0). Thus, N reflects the maximum amount of
information that can flow back to the system for a given
process within the interval (0, t). Notice that when the
time interval is (0,∞), Eq. (10) corresponds to the defi-
nition of the BLP NM measure. We may now write the
optimal recovery fidelity, (2), for the channel correspond-
ing to this evolution as
F opt(t) = 1 +
1
6
∑
α=x,y,z
(Nα(t) + Pα(t)) . (11)
where we have considered that F opt(t = 0) = 1, and de-
fined the quantities
Nα(t) =
∫ t
0,σ>0
ds σ(ρα+(0), ρα−(0), s),
Pα(t) =
∫ t
0,σ<0
ds σ(ρα+(0), ρα−(0), s). (12)
The accumulated memory gains are then
∑
α=x,y,zNα(t),
and the memory losses,
∑
α=x,y,z Pα(t). In the above
formulas, we have considered three different pairs of ini-
tial states, {|α+〉, |α−〉}, for three arbitrary orthogonal
directions α = x, y, z, such that ρα±(0) = |α±〉〈α ± |.
Although Eq. (10) is maximized by a pair of initially or-
thogonal states [38], the optimal direction does not need
to coincide with the ones considered in (11). In the most
general case, it can be even time-dependent. Thus, in
general each of the Nα(t) represents a lower bound to
the NM of the system.
Nevertheless, since equation (11) holds for any set
x, y, z of mutually orthogonal directions, we can fix the
3z axis along the direction, zˆ, in the Bloch sphere that
optimizes the gains, such that Nzˆ(t) = N(t), with N(t)
the NM given by (10). Thus, we can rewrite (11) as
F (t) ≤ F opt(t) = 1+1
6
N(t)+
1
6
∑
α=xˆ,yˆ
Nα(t)+1
6
∑
α=xˆ,yˆ,zˆ
Pα(t).
(13)
This expression, the main result of the paper, shows
that the NM is not the only significant factor to deter-
mine the system’s memory of its initial state, as charac-
terized by the optimal recovery fidelity. Rather, the latter
is the result of a balance between the NM (settled by the
optimal direction zˆ), the memory gains from initial pairs
along two directions, xˆ and yˆ, orthogonal to zˆ, and the
total losses along the three directions,
∑
α=xˆ,yˆ,zˆ Pα(t), as
defined in Eq. (12).
Using the properties of F (t) and N(t) we can establish
some relations among the different terms in (13). Since
necessarily F (t) ≤ 1, we have that
N(t) ≤
∣∣∣∣∣∣
∑
α=xˆ,yˆ,zˆ
Pα(t)
∣∣∣∣∣∣ −
∑
α=xˆ,yˆ
Nα(t) (14)
and therefore
N(t) ≤
∣∣∣∣∣∣
∑
α=xˆ,yˆ,zˆ
Pα(t)
∣∣∣∣∣∣ , (15)
Thus the NM is upper-bounded by the absolute value of
the losses in the orthogonal set of directions that includes
that of the optimal pair, zˆ. In addition, from (13) we find
that ∣∣∣∣∣
∑
α=x,y,z
Pα(t)
∣∣∣∣∣ ≥
∑
α=x,y,z
Nα(t) (16)
for any orthogonal set, {x, y, z}. Therefore, if a cer-
tain amount of information is ”recovered”, an even larger
amount of information is necessarily lost during the same
interval. Finally, making use of the fact that Nα(t) ≤
N(t) for any direction, α, we can upper-bound the opti-
mal fidelity as
F (t) ≤ F opt(t) ≤ 1 + 1
2
N(t) +
1
6
∑
α=x,y,z
Pα(t). (17)
In the next section, we use several examples to illus-
trate the relations derived above among memory gains
and losses and recovery fidelity, and explicitly show that
NM does not necessarily imply that the system retains
memory of its initial state at the end of the evolution.
III. A QUBIT IN A STRUCTURED
ENVIRONMENT
Our basic model is the spin-boson Hamiltonian [2, 39],
that describes a two-level quantum system coupled to a
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FIG. 1: (Color online) Spectral density (20) for different val-
ues of the gap depth, h. Other parameters are γ = 0.1,
ω0 = 1, η = 0.05ωs, and ωmax = 3.
bosonic reservoir,
H = Hsys +
∑
k
g˜(k)L(bk + b
†
k) +
∑
k
ω(k)b†kbk,(18)
where Hsys is the Hamiltonian of the two-level system,
the coupling operator is L = σx = σ
+ + σ−, g˜(k)
are the coupling strengths, and bk (b
†
k) are the oper-
ators that annihilate (create) a harmonic mode of fre-
quency ω(k), which satisfy canonical commutation rela-
tions, [bk, b
†
k′ ] = δk,k′ . The index k labels the momentum
of the modes, for which we assume a cutoff kmax. In the
frequency representation, and provided that the environ-
ment is initially in a Gaussian state, this Hamiltonian
can be rewritten as [40]
H = Hsys + σx
∑
ω
g(ω) (bω + b
†
ω) +
∑
ω
ωb†ωbω,(19)
where we have defined g(ω) =
√
J(ω), being J(ω) =
g˜2(ω)ρDOS(ω) the spectral density of the environment,
corresponding to a density of states of the environment
ρDOS(ω). There will be a frequency cutoff, ωmax, deter-
mined by kmax.
We analyze the case of an environment with a spectral
density that can be tuned from presenting a small pseu-
dogap (thus being slightly structured) to display a full
gap (thus being highly structured and leading to non-
Markovian dynamics). This type of spectral densities
can be encountered for instance in photonic band gap
materials, artificially generated materials that present a
periodicity in the refractive index [41, 42]. In this re-
gard, either a pseudogap or a gap can be obtained by
simply varying the contrast between the refractive index
of the periodic elements and the background material.
Following the model in [43], the density of states of the
radiation field in these materials has the form
J(ω) = η
ω2
c3
[
1− he−
(
ω−ω0
η
)
2
]
, (20)
4with h a dimensionless parameter describing the depth of
the pseudogap, ω0 its central frequency, which we take to
be ω0 = 1, and η its width. Fig. 1 represents the spectral
density for various values of h.
Specifically, we consider the system Hamiltonian
Hsys = ωsσ
+σ−, and assume that the characteristic
frequency of the two-level system is in resonance with
the central frequency of the pseudogap, ωs = ω0 = 1.
Throughout all this section we take for the parameters
of the bath the fixed values η = 0.05ω0, ωmax = 3ω0. The
parameter h determines whether the gap in the spectral
density is fully opened (h > 1) or not (h < 1). Thus we
select representative values within each range of values,
namely h = 0.1 and h = 1.4. We consider two different
regimes of the model, and analyze in each of them the
behavior of memory and NM measures.
A. An exactly solvable case
Under certain conditions [2] the model (19), common
in a light matter interaction scenario, can be further sim-
plified by assuming the rotating wave approximation to
discard fast rotating terms of the form b†ωσ
+, and bωσ
−,
so that the Hamiltonian becomes
H = ωsσ
+σ− +
∑
ω
g(ω) (bωσ
+ + b†ωσ
−) +
∑
ω
ωb†ωbω.
(21)
This model conserves the total number of excitations,
what simplifies the problem considerably, in particular
when the environment is at zero temperature. In this
case, an exact master equation can be derived [2, 44, 45],
which depends on time-dependent dissipation rates. Its
solution can be written as
ρ(t) =
( |Γ(t)|2ρ++(0) Γ(t)ρ+−(0)
Γ(t)∗ρ−+(0) 1− |Γ(t)|2ρ++(0)
)
, (22)
where ρij(t) are the components of the reduced density
operator in the σz eigenbasis, and Γ(t) is the solution of
the integro-differential equation
d
dt
Γ(t) = −
∫ t
0
dt1f(t− t1)Γ(t1), (23)
with initial condition Γ(0) = 1, being f(t) the two-
point correlation function of the environment, f(t−t1) =∑
k g
2
ke
i(ωs−ωk)(t−t1).
It is easy to see that the optimal fidelity in Eq. (8)
depends only on the instantaneous value |Γ(t)|,
F opt(t) =
1
2
+
1
6
(|Γ(t)|2 + 2|Γ(t)|). (24)
Although there is no simple analytical solution to Eq.
(23) for the spectral density (20), the exact time depen-
dence (22) can be found numerically. This allows us to
analyze in detail the behavior during the evolution of the
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FIG. 2: (Color online) RWA case: Evolution of the distin-
guishabilities Dy and Dz from their initial value of one, in
black-dashed and orange-dotted lines respectively. We also
represent the evolution of the NM lower bounds Nα with
α = y, z, from their initial value of zero, corresponding to
black-dashed and orange-dotted lines respectively (x and y
components are indistinguishable in both cases). Pseudogap
depths h = 0.1 (top panel); and h = 1.4 (bottom panel). The
inset represents a detail of the distinguishability components
Dx,y for h = 1.4. The observed oscillations lead to a growing
Nx.
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FIG. 3: (Color online) RWA case: Evolution of the optimal
fidelity for several values of h. Faster decaying curves corre-
spond to smaller values of h.
memory gains and losses, the optimal fidelity and the
non-Markovianity.
As discussed in Sec. II, the accumulated memory gains
corresponding to any direction, Nα(t), set a lower bound
for the NM. We start by considering, for two different
depths of the pseudogap, the bounds given by the quan-
tization directions, x and z (since the model is invariant
under rotations of the two-level system about the z axis,
directions x and y are identical [57]) and compare them
to the corresponding time dependent distinguishabilities,
Dα(t), which determine the optimal recovery fidelity, (2).
The results, in Fig. 2, show that in the fully gapped case,
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FIG. 4: (Color online) RWA case: Evolution of the losses
(blue dotted) and gains (red solid lines) in the process, corre-
sponding respectively to the l.h.s. and r.h.s. of bound (16).
The curves correspond to three typical values for the angle θ
between 0. We also consider two different values of the pseu-
dogap depth h = 0.1 (top panel) and h = 1.4 (bottom panel).
h = 1.4, the Nx(t) bound grows steadily in time, indicat-
ing that the system keeps regaining memory along the
evolution. Instead, when we compute the optimal recov-
ery fidelity, (2), which is shown in Fig. 3, we find that it
reaches the stationary value 0.58, relatively close to the
minimal one, 0.5, meaning that there is little memory of
the initial state. This apparent contradiction is explained
by looking at the distinguishabilities, Dα(t). Indeed (see
inset of bottom panel in Fig. 2), although the distin-
guishability Dx(t) decreases on average, it shows persis-
tent oscillations, such that during each period there will
be some information gained, which causes the accumu-
lated Nx(t) to grow in time. Corresponding to the gain,
nevertheless, there is also a loss of information during
each oscillation, and thus Px(t) in Eq. (12) also grows in
time. Moreover, Px(t) gets larger than Nx(t) in absolute
value, since the average value of Dx(t) is decreasing.
However, the behavior of the z component is rather
different. We observe that at long times Dz(t) appears
to converge to 1/2, while the corresponding gain, Nz(t),
remains constant and much smaller than Nx(t). In this
case, the non-vanishing distinguishability indicates that
the system conserves some memory of the initial state.
This is however not directly related to information gains
associated to NM, but it responds to the symmetry (con-
servation of the number of excitations) present in the
problem.
According to the bound (16), the combined informa-
tion gains,
∑
α=x,y,zNα(t), are upper bounded by the
absolute value of the combined information losses. Since
we have an exact solution of the problem, we can com-
pute the gains and losses, N(θ,φ)(t), P(θ,φ)(t), associ-
ated to any direction on the Bloch sphere, nˆ(θ, φ) =
(sin θ cosφ, sin θ sinφ, cos θ). Thus, we can analyze the
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FIG. 5: (Color online) RWA case: Evolution of the right-
hand side and left-hand side of the bound (17), in dotted and
solid lines respectively, for two typical values for the angle θ
(θ = 0.07 and θ = 0.032 corresponding to red and blue col-
ors respectively), and considering two different values of the
pseudogap depth, h = 0.1 (top panel) and h = 1.4 (bottom
panel).
bound (16) for an arbitrary set of mutually orthogonal
directions, {x′, y′, z′}, specified by setting the z′ direc-
tion zˆ′ = nˆ(θ, φ). Fig. 4 confirms that the bound is not
tight, whatever the chosen set of directions, and that,
at least in the present example, the losses, rather than
the gains, are the most important factor to determine
the optimal recovery fidelity and thus the memory of the
system’s initial state.
Eq. (17) provides now a bound to the optimal recovery
fidelity in terms of NM and total information losses for
an arbitrary set of directions. To analyze this bound, we
shall consider that the NM measure, N(t), corresponds
to the maximum of N(θ,φ)(t) over all angles, as Eq. (10)
is maximized by a pair of fully polarized initial states,
ρnˆ±(0) = |nˆ±〉〈nˆ ± | [38]. Given the symmetry of the
model under z rotations, we can ignore the azimuthal
angle, and we find numerically that the maximum is at-
tained for θ = π/2. We can compare now both sides
of the inequality (17) for different choices of the set of
directions, and find that the bound is relatively tight in
all cases, for both pseudogap depths considered, h = 0.1
and h = 1.4, as illustrated in Fig. 5.
For the direction of maximum gains, θ = π/2,
the derivative of the distinguishability can be written
σ (|nˆ+〉, |nˆ−〉, t) = d|Γ(t)|/dt, and thus the NM (10)
reads
N(t) =
∑
i
(|Γ(ti+1)| − |Γ(ti)|), (25)
where the sum is over all time intervals [ti, ti+1], for 0 ≤
ti, i+1 ≤ t, which satisfy d|Γ(t)|dt
∣∣∣
τ
> 0 for τ ∈ [ti, ti+1].
This allows us to see that there is a relation between
the instantaneous recovering of the memory of the initial
state, and the appearance of a backflow of information
6from the environment. Indeed, the derivative of Eq. (24)
shows that dF opt(t)/dt ≤ 0 if and only if d|Γ(t)|/dt > 0,
i.e. when there is a backflow of information from the
environment into the system. However, there is no link
between the optimal recovery fidelity at a certain time t
and the total amount of backflow that has occurred up
to this time. In this regard, we observe from Eqs. (24)
and (25) that while the optimal recovery fidelity at time
t is obtained from the instantaneous value of |Γ(t)|, the
value of the NM measure at this time depends on the full
history of the derivative d
dt
|Γ(t)| during the interval (0, t).
It is therefore expected that, in general, both quantities
will behave in an independent way.
Finally, notice that the condition for backflow of in-
formation, d|Γ(t)|/dt > 0, is indeed related to the ap-
pearance of negative damping rates in the master equa-
tion that governs the dynamics of the system [37]. From
the map ρ(t) = φt[ρ(0)] we can write a master equation,
dρ(t)/dt = L(t)ρ(t), with L(t) = dφt
dt
φ−1t , provided that
the inverse map φ−1t exists. From the map defined by
Eq. (22) we find for our problem
L(t)ρ(t) = − i
2
S(t)[σ+σ−, ρ(t)]
+ γ(t)[σ−ρσ+ − 1
2
{σ+σ−, ρ(t)}], (26)
where S(t), a time-dependent Lamb shift, and γ(t), the
damping rate, are defined as
S(t) = −2Im
{
1
Γ(t)
d
dt
Γ(t)
}
,
γ(t) = −2Re
{
1
Γ(t)
d
dt
Γ(t)
}
= − 2|Γ(t)|
d
dt
|Γ(t)|,(27)
and the generator L(t) will be well-defined as long as
Γ(t) 6= 0. This shows that, indeed, the condition
d|Γ(t)|/dt > 0 is equivalent to γ(t) < 0.
B. More general scenario
In some cases the RWA is not be applicable to the
model (19) and the total number of excitations is not con-
served. To study the dynamics of the relevant quantities
we thus treat the full problem numerically, using ma-
trix product state (MPS) techniques [46–49]. Although
the focus of this paper is not on physical realizations,
we notice here that such full model may be of relevance
to describe experimental settings that achieve an ultra-
strong coupling regime, such as superconducting circuits
[50], superconducting qubits in open transmission lines
[4], coupled-cavity polaritons [51], or plasmon polaritons
in semiconductor quantum wells [52] (see also [2] for a
discussion on the subject).
Unlike the RWA regime discussed in the previous sec-
tion, the general case does not admit an exact solution
and the numerical results are only approximate. In our
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FIG. 6: (Color online) Full model: Evolution of the dis-
tinguishabilities from their initial value of one, the compo-
nents Dy , Dx, and Dz in blue-solid, black-dashed and orange-
dotted lines respectively. We also represent the NM lower
bound from the initial value of zero, the components Nα for
α = x, y, z corresponding again to blue-solid, black-dashed
and orange-dotted lines respectively. We have considered
pseudogap depths h = 0.1 (upper) and 1.4 (lower pannel).
The inset in the lower plot shows the oscillations of Dx,y(t)
for h = 1.4, responsible for the linear growth of the corre-
sponding Nx,y(t) with time. Results were obtained with MPS
of bond dimension D = 60.
formalism, the errors come from three different trunca-
tions. First of all, in order to deal with the dynamics of
the full system including the environment, we use a repre-
sentation of the environment [40, 53] (see also Appendix
A for details), which maps the bath to a semi-infinite
bosonic chain. In practice, however, we need to work
with a finite chain, and thus truncate the number of en-
vironmental modes included in the evolution. A second
error source is the truncation of the maximum occupation
number of the environmental bosonic modes, in order to
have finite dimensional local Hilbert spaces, as required
by the MPS formalism. Finally, the MPS ansatz used
to describe the state of the whole system, has a finite
maximal bond dimension, D, determining the size of the
tensors that compose the ansatz, and the precision of the
approximation. By repeating our simulations for varying
values or all three truncation parameters, we can esti-
mate the effect of each truncation and therefore ensure
the reliability of our results.
Following the analysis of the previous section, we start
by studying the lower bounds to NM imposed by the in-
formation gains that correspond to fully polarized initial
states along the quantization axes. As illustrated in the
upper panel of Fig. 6 for h = 0.1, we find that all three
distinguishabilities seem to decay to zero, meaning that
the system completely loses memory of its initial state,
as initially orthogonal pairs become indistinguishable. In
contrast to the RWA regime, now there is no conserved
quantity that protects some component. Thus in the long
time limit, the optimal fidelity will decay to its minimal
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FIG. 7: (Color online) Full model: Decay rates of the distin-
guishabilities Dα(t) for α = x, y, z (blue crosses, red squares
and green diamonds respectively) as a function of the gap
depth, h.
value, 1/2, meaning that the best protocol for recovery
will not do better than a random guess.
Nevertheless, the lower bound of the NM saturates to
a non-vanishing value, which we find to be larger as we
increase h, if we stay within the not-fully-gapped regime,
h < 1. The decay of the distinguishabilities in these cases
can be fitted by an exponential, with a decay rate that
decreases for larger h, as shown in Fig. 7, as we ap-
proach the limiting case, h = 1, for which the gap starts
to open. In such limiting case the distinguishabilities
decay, but very slowly. Under the assumption that this
behavior would persist at longer times the system will
lose its memory after a long time, while the lower bound
of NM saturates to a certain value as soon as Dα become
zero. In summary, the results for h ≤ 1 show that a finite
and possibly large value for the non-Markovianity in the
long time limit does not imply a finite value for the opti-
mal recovery fidelity, which is determined by the sum of
distinguishabilities.
For h > 1, as exemplified by h = 1.4 in the lower panel
of Fig. 6, the distinguishabilities do not longer decay,
but approach to relatively large asymptotic values. Nev-
ertheless, their detailed evolution shows that their value
exhibits persistent oscillations corresponding to a sus-
tained exchange of information between the system and
the environment. As discussed in the previous section,
this implies a lower bound of NM which grows monoton-
ically in time, as can be appreciated in the figure. Thus,
the NM will diverge as t→∞. In conclusion, also in this
case, the amount of the non-Markovianity does not pre-
dict the magnitude of the system’s memory of the initial
state.
We note that in the latter case, the BLP NM measure
can be modified to avoid the divergence, as it has been
done in [16] for the Rivas-Huelga-Plenio (RHP) measure.
Following a similar procedure, we could also define a
finite-valued modified BLP NM measure. However, its
value would still not directly determine the memory of
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FIG. 8: (Color online) Full model: Evolution of the optimal
fidelity (upper panel) and total memory gains, 1
6
(Nx +Ny +
Nz) (dotted) and the losses
1
6
(Px + Py + Pz) (solid line),
for different values of h (faster decaying and slower growing
curves correspond to smaller values of h).
the system.
Finally, we can also compare the total accumulated
memory gains,
∑
αNα, and the total amount of losses∑
α Pα, and see how they combine in the optimal fidelity
recovery, according to Eq. (11). Figure 8 shows these
quantities, and illustrates the idea that the optimal re-
covery fidelity is a balance between both gains and losses.
In order to have a final fidelity larger than 1/2, and thus
some possible use of the system as a quantum memory,
the accumulated gains need to overcome the total losses,
as is the case for h > 1.
IV. CONCLUSIONS
In this paper we have rigorously analyzed the relation
between the potential use of an open two level system as
a quantum memory, as quantified by the optimal recov-
ery fidelity, and the non-Markovianity of its evolution.
Although naively NM is expected to result in the system
maintaining some memory of its initial state, we have
shown that the relation between them crucially includes
a quantity that measures the information losses in the
system, produced by the dissipation.
We have illustrated this result by analyzing the case
in which the two level system is coupled to an environ-
ment which can be tuned from being slightly to highly
structured. Indeed, by varying a parameter h it may dis-
play a pseudogap (for h < 1) or a full gap or vanishing
region (for h > 1). Considering two different parameter
regimes, we have shown that for a full gap in the spectral
density of the environment, the non-Markovianity grows
unboundedly in time, and thus cannot be a good quanti-
fier of the magnitude of the memory of the initial state,
which instead converges to a finite value.
The reason the NM is not a good indicator of a pre-
8vailing memory of the initial state is that it is deter-
mined by accumulated gains of information along the
evolution, without regard for corresponding (and possi-
bly larger) losses. Hence, the presence of NM alone is
no guarantee for such a memory. In fact, in Sect. III A
we have illustrated a regime of parameters in which the
optimal fidelity attains a constant value, while the non-
Markovianity depends on the characteristics of the bath.
In conclusion, and at least under the conditions hereby
considered, our analysis shows that neither the value
nor the qualitative behavior of the non-Markovianity are
good predictors of the long time memory of the initial
state.
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V. APPENDIX A: CHAIN REPRESENTATION
Let us consider the Hamiltonian (19) in the continuum
limit,
H = HS +
∫ 1
0
dkg(k)(b(k)L† + Lb(k)†)
+
∫ 1
0
dkω(k)b(k)†b(k), (28)
with b(k) (b†(k)) the continuous counterpart of bk
(b†k), g(k) is the continuous counterpart of the coupling
strength gk, and ω(k) the continuous counterpart of the
dispersion ωk. In addition, we have rescaled the inte-
grals, such that ω(1) = ωmax, i.e. the frequency cut-
off of the environment. When the environment is in a
Gaussian state, ω(k) and g(k) enter the description of
the OQS only through the spectral density, J(ω(k)) =
g2(k)D(ω(k)), where D(ω(k)) = |∂ω(k)/∂k|−1 is the
photonic density of states (DOS).
One can reproduce the same spectral density by intro-
ducing a new dispersion relation, ωˆ(k) = ωck (with ωc
an arbitrary constant that may be taken as one), such
that D( ˆω(k)) = ωc, and a new coupling gˆ(k), such that
gˆ(k) =
√
J(ω(k)). In terms of these new quantities, the
continuum representation of the above Hamiltonian reads
H˜tot = HS +
∫ 1
0
dkka†kak +
∫ 1
0
dkgˆ(k)(L†ak + a
†
kL)
(29)
Then, using the unitary transformation discussed in [40,
53, 54], new bosonic operators Bn and Cn can be defined
for each reservoir, such that
ak =
∑
n
Un(k)Bn, (30)
where Un(k) = gj(k)πn(k)/ρn. Here, πn(k) are monic
orthogonal polynomials that obey
∫ 1
0
dkJ(k)πn(k)πm(k) = ρ
2
nδnm, (31)
with ρ2n =
∫ 1
0 dkJ(k)π
2
n(k) [54, 55]. Hence, the pro-
posed transformation is also orthogonal,
∫
dkU∗nUm =
δnm. The transformed Hamiltonian can be written as
H˜chtot = HS +H
ch
B + H˜
ch
int, with the interaction of the sys-
tem with the first harmonic oscillator of each chain given
by
H˜chint = g(L
†B0 +B
†
0L), (32)
where g = ρ0, and the Hamiltonian of the two chains
given by
H˜chB =
∑
n=0,··· ,M
(αnB
†
nBn +
√
β1,n+1B
†
n+1Bn + h.c.)
(33)
In order to perform the mapping, the recurrence relation
of the orthogonal polynomials have been used, namely
πn+1(k) = (k − αn)πn(k)− βnπn−1(k) (34)
with π−1(k) = 0, π0(k) = 1, and n = 0, · · · ,M − 1.
The coefficients of this recurrence, αn and βn, can be ob-
tained with standard numerical routines [56]. Hence, the
resulting Hamiltonian describes two tight-binding chains
to which the system is coupled. The thermofield vac-
uum is also annihilated by the new modes Bn, so that
the dynamics of the whole system can be simulated us-
ing MPS time-evolution methods from an initial state
with zero occupancy of each of these modes. Note that
a similar mapping can be applied in the case of a finite
discrete environment by means of a standard Lanczos
tri-diagonalization.
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