Introduction

54
Visual area V4 comprises an intermediate processing stage in the primate visual hierarchy 1, 2 .
55
V4 neurons exhibit selectivity to color 3,4 , orientation 5, 6 , and contour 7, 8 , and appear to be 56 segregated according to some of these properties across the cortical surface , whereas layer 5 64 neurons project back to V1 and V2 and subcortically to the superior colliculus [18] [19] [20] .
65
Recent studies have found laminar differences in attention-related modulation of neural 66 activity. Buffalo et al., (2011) 21 observed that changes in LFP power due to the deployment of 67 covert attention differed between superficial and deep layers; gamma-band increases were 68 found in superficial layers and alpha-band decreases were found in deep layers. Increases in 69 firing rate with attention were observed to be similar in both laminar divisions. Nandy et al.
70
(2017) 22 compared attention-driven changes in spiking activity across three laminar 71 compartments of V4 and observed significant firing rate modulation in superficial, granular and 72 deep layers. In addition, they observed subtle, but reliable, differences in other aspects of 
76
To investigate the layer dependence of stimulus and behavioral modulation in area V4,
77
we measured the selectivity of V4 neurons to both factors in monkeys performing an attention- 
95
Orientation Selectivity
96
We first examined the proportion of units exhibiting significant orientation tuning and compared
97
that proportion across layers (see Methods). Overall, 63.75% (445/698; P < 0.001) of units were
98
significantly tuned for stimulus orientation (Figure 2a ). Of these, we found that a significantly
99
higher proportion of superficial units (74.9%) were tuned compared to deep units (58.3%; Chi-100 squared, P = 9.7x10 -6
). Next, we fit Gaussian functions to the normalized mean firing rates
101
elicited by the eight orientations for each of the 698 units ( Figure 2b, 
158
Next, as with stimulus orientation, we decoded the behavioral condition using population 
166
Thus, the behavioral condition was more accurately encoded by populations of deep layer units.
167
To investigate the conditions driving performance, we then conducted pairwise decoding 
286
The upper right position of the grid was at the fovea such that only the lower left visual 
295
Electrode targeting: Depth alignment
296
We lowered electrodes into the brain rapidly (~25μm/sec) until one channel was in the cortex, 
303
This manipulation qualitatively improved stability and recording quality. After reaching this 304 position, the full-field flash task was run to assess the depth. 
376
Attention Modulation
377
For each neuronal unit, we calculated the mean firing rate during the cue epoch from -500ms to 378 0ms relative to the blank period. For each unit, we then calculated the attention modulation 379 indices for eye movement preparation and covert attention relative to the orthogonal control, 380 using the standard formula:
We then used a mixed effects model with fixed effects for neural depth, attention condition and 
387
we included a random intercept for each neuronal unit, to control for repeat measures. 
404
When building feature matrices with variable population sizes, we randomly sampled a 405 population that size from all available units. This process was repeated 100 times, generating a 406 unique of feature matrix for each run of the decoder.
408
Random Forest Classification
409
We used a Random Forest decoder, similar to that used in Nandy et al. 
432
Stopping criteria for the decision trees was when either all the trials at a branch point had the 433 same label (GI = 0), or there were only 5 trials at the branch point. We set the number of trees 434 to 500. The decoder was trained and tested using each of the 100 feature matrices, producing a 435 distribution of decoder performance.
436
For visualization, we calculated the proximity matrix based on shared decision leaves,
437
and plotted the first two principal components for each trial.
439
Neuron-dropping Curves
440
We used neuron-dropping curves to assess the performance of the decoder. 
