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a b s t r a c t
Multiple-interval graphs are a natural generalization of interval graphs where each vertex
may have more than one interval associated with it. Many applications of interval graphs
also generalize to multiple-interval graphs, often allowing for more robustness in the
modeling of the specific application. With this motivation in mind, a recent systematic
study of optimization problems inmultiple-interval graphswas initiated. In this sequel, we
studymultiple-interval graph problems from the perspective of parameterized complexity.
The problems under consideration are k-Independent Set, k-Dominating Set, and k-
Clique, which are all known to be W[1]-hard for general graphs, and NP-complete for
multiple-interval graphs.We prove that k-Clique is in FPT, while k-Independent Set and k-
Dominating Set are bothW[1]-hard.We also prove that k-Independent Dominating Set, a
hybrid of the two above problems, is alsoW[1]-hard. Our hardness results hold even when
each vertex is associated with at most two intervals, and all intervals have unit length.
Furthermore, as an interesting byproduct of our hardness results, we develop a useful
technique for showing W[1]-hardness via a reduction from the k-Multicolored Clique
problem, a variant of k-Clique. We believe this technique has interest in its own right, as it
should help in simplifying W[1]-hardness results which are notoriously hard to construct
and technically tedious.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Interval graphs – the intersection graphs of interval families – is one of the most popular and well-understood graph
class in algorithmic graph theory. This is mainly due to the following two reasons:
1. They have numerous applications in various areas, most of which can be modeled by classical graph-theoretic problems.
As an example, basic scheduling and storage problems translate to finding minimum colorings and clique covers in
appropriate interval graphs [20].
2. Many classical NP-hard problems become polynomial-time solvable when restricted to interval graphs. For example, In-
dependent Set, Dominating Set, and Clique are all polynomial-time solvable when restricted to interval graphs [16,19].
A natural generalization of interval graphs are multiple-interval graphs. These are intersection graphs of families of
multiple intervals, where a multiple-interval is the union of a finite number of disjoint intervals over the real line. Indeed,
many applications that translate to interval graph problems extend naturally to multiple-interval graph problems, often
allowing for more robustness in themodeling of the specific application. Scheduled tasks becomemulti-tasks, storage items
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Fig. 1. A 2-interval graph of four 2-intervals. Notice that this simple example already shows that 2-interval graphs are different from interval graphs, as an
interval graph cannot have a chordless cycle of length four as an induced subgraph.
require non-linear storage space, and so forth. However, in contrast to interval graphs, many natural NP- hard problems still
remain hard when restricted to multiple-interval graphs.
For this reason, there has recently been an effort for the systematic study of multiple-interval problems. For example,
Bar-Yehuda et al. [4] studied the Maximum Independent Set problem in t-interval graphs (multiple-interval graphs with
t intervals associated with each vertex), and gave a 2t-approximation algorithm for this problem. In [7], Butman et al.
considered Minimum Vertex Cover, Minimum Dominating Set, and Maximum Clique, and presented algorithms with
approximation factors of 2 − 1/t , t2 , and (t2 − t + 1)/2 for these problems respectively. We mention also [5], where a
general variant of theMaximum Independent Set problem in multiple-interval graphs was discussed. Up to date, the above
line of research has focused solely on approximation algorithms.
In this paper, we study multiple-interval graph problems from the perspective of parameterized complexity. Hence,
we are interested in algorithms that compute exact optimal solutions, rather than good approximations, while attempting
to confine the inevitable exponential-running time of such algorithms to an input-length independent parameter (in our
case the size of solution). The problems we consider are k-Independent Set, k-Dominating Set, and k-Clique, which are all
known to be W[1]-hard for general graphs [12,14], and NP-complete in multiple-interval graphs [4,7]. In [4,7], applications
that range from scheduling, video on demand, and employee monitoring are discussed for these three problems.
Our results can be summarized as follows. In the main part of the paper we prove that k-Independent Set and k-
Dominating Set are both W[1]-hard for 2-interval graphs. Along with the recent work of Marx [28,29], these are the first
known examples of natural W[1]-hard problems that admit constant factor approximations (asMaximum Independent Set
and Minimum Dominating Set can both be approximated within a factor of 4 in 2-interval graphs by the results of [4,7]
mentioned above). It is worth mentioning that these two results also hold when all intervals of the given multiple-interval
family are required to be of equal length, thus forming a unitary multiple-interval family. Also, as an interesting corollary, we
get that k-Independent Dominating Set is also W[1]-hard in 2-interval graphs. In the last part of the paper, we prove that
unlike the two previous problems, k-Clique in multiple-interval graphs is in FPT, even when t is taken also as a parameter
(i.e. t , k-Clique) (Fig. 1).
As a byproduct of our W[1]-hardness proofs, we develop a general technique for providing such results, which we call
the ‘‘k-Multicolored Clique reduction technique’’. In this technique, one reduces from the k-Multicolored Clique problem,
a variant of k-Clique where the graph is colored with k colors and the solution sought is required to be composed of
different colored vertices. In a nutshell, the vertex-coloring in k-Multicolored Clique allows for an almost systematic
gadget-construction and helps in eliminating several technical details from the overall proof. As an example, our original
W[1]-hardness proof for k-Independent Setwas nine pages long before applying our technique. We believe this technique
has interest in its own right since it should help in simplifying otherW[1]-hardness results in different settings.We therefore
devote a large portion of this paper to explaining this technique.
The rest of the paper is organized as follows. In the remainder of this section, we briefly discuss basic concepts from
parameterized complexity, quickly define notation and terminology used for working with multiple-intervals, and then
swiftly go through some relevant work which is related to ours. In Section 2, we outline the k-Multicolored Clique
reduction technique. Then, in Sections 3 and 4 respectively, we use this technique to show that k-Independent Set and
k-Dominating Set are W[1]-hard already for 2-interval graphs. In Section 5, we discuss the k-Clique problem, and present
our fixed-parameter algorithm for it. Finally, we discuss possible directions for future work in Section 6.
1.1. Parameterized complexity
Parameterized complexity is a refinement to classical complexity theory in which one takes into account not only the
total input length n, but also other aspects of the problem encoded in a parameter k. In doing so, one attempts to confine
the super-polynomial running time needed for solving many natural problems strictly to the parameter. Our terminology
follows the general reference text of Downey and Fellows [11].
A parameterized problem (or parameterized language) is a subset L ⊆ Σ∗×N, whereΣ is a fixed alphabet,Σ∗ is the set of
all finite length strings overΣ , and N is the set of natural numbers. In this way, an input (x, k) to a parameterized language
consists of two parts, where the second part k is the parameter. A parameterized problem L is fixed-parameter tractable if
there exists an algorithm which on a given input (x, k) ∈ Σ∗ × N, decides whether (x, k) ∈ L in f (k) · poly(n) time, where
f is an arbitrary computable function solely in k, and poly is a polynomial in the total input length n = |x| + k. Such an
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algorithm is said to run in FPT-time, and FPT is the class of all parameterized problems that can be solved by an FPT-time
algorithm (i.e. all problems which are fixed-parameter tractable).
A formal framework for proving fixed-parameter intractability was developed over the years, using the notion of
parameterized reductions [12,13]. A (many-to-one) parameterized reduction from a parameterized problem L to another
parameterized problem L′ is an FPT-time computable mapping that maps an instance (x, k) ∈ Σ∗ × N to an instance
(x′, k′) ∈ Σ∗ × N with k′ bounded by some function solely in k and with (x, k) ∈ L ⇐⇒ (x′, k′) ∈ L′ . The W-hierarchy of
parameterized-intractable problem classes is defined via the k-Weighted Satisfaction problem for bounded depth circuits:
Given an integer t ∈ N+ , the classW[t] is the class of all problems parameterized-reducible to the k-Weighted Satisfaction
problem for circuits of weft t , where the weft of a circuit is the maximum number of gates having in-degree greater than 2
in any path from an input to the output. For our purposes, we focus only on W[1]. It is known that if FPT = W[1], then n
variable 3-SAT can be solved in time 2o(n) [9].
1.2. Multiple-interval notation and terminology
A t-interval I is the union of t disjoint intervals of the real line, and we write I = (i1, i2, . . . , it)with i1, i2, . . . , it disjoint
intervals, and I =⋃tp=1 ip. Given a pair of t-intervals I = (i1, i2, . . . , it) and J = (j1, j2, . . . , jt), these two t-intervals intersect
if they share a common point, i.e. if (
⋃t
p=1 ip) ∩ (
⋃t
q=1 jq) 6= ∅. Two non-intersecting t-intervals are said to be disjoint.
Let F = {I1, . . . , In} be a family of t-intervals. The underlying family of intervals of F , denoted I(F ), is the family of all
intervals belonging to t-intervals in F . That is, I(F ) = {i ∈ {i1, i2, . . . , it}|I = (i1, i2, . . . , it) ∈ F } . The intersection graph
ΩF of F , is a graph with a one-to-one correspondence between its vertices and F such that two vertices are connected in
ΩF if their corresponding t-intervals in F intersect. For a graph G = ΩF , we say that G is a t-interval graph to emphasize
the fact that it is an intersection graph of family of t-intervals for some given t ∈ N+. The family F is called a t-interval
representation of G.
We are concernedwith independent sets, dominating sets, and cliques in t-interval graphs. In terms of t-interval families,
a subset S of a t-interval family F is an independent set of F , if it is pairwise disjoint. A subsetD ⊆ F is a dominating set,
if for any t-interval in F \D there is a t-interval in D which intersects (dominates) it. A subsetK ⊆ F is called a clique,
if it is pairwise intersecting. Given a parameter k, the k-Independent Set, k-Dominating Set, and k-Clique problems ask to
decide whether F has a independent set, dominating set, and clique of size k respectively.
1.3. Related work
Multiple-interval graphs have been studied extensively from the graph-theoretic aspect.We briefly list some of themain
results. The class of graphs with maximum degree∆ is a subclass of d(∆+ 1)/2e-interval graphs [22]. From this it follows
that Independent Set and Dominating Set are NP-complete already for 2-interval graphs, since these include graphs of
maximum degree 3 [17]. Every graph with n vertices is a d(n + 1)/4e-interval graph, and the complete bipartite graph
Kbn/2c,dn/2e is an extremal example of this [21]. The class of planar graphs is a subclass of 3-interval graphs [30]. Finally, the
problem of determining whether a given graph is t-interval is NP-complete for t ≥ 2 [32]. It is therefore usually necessary
to assume that a t-interval graph is given along with its t-interval representation.
The systematic study of multiple-interval graph problems was initiated by [4,7]. However, many variants of multiple-
interval graph problems have been studied previous (or in parallel) to these two papers, and in particular by the
computational biology community. For instance, Bafna et al. [3] studied the problem of finding themaximumweight subset
of non-overlapping local alignments between two genomic sequences. This problem translates to finding amaximumweight
independent set in a restricted subclass of 2-interval graphs. In [2], Aumann et al. studied another restricted subclass of
t-interval graphs in the context of high throughput genotyping. In [6,10,31], 2-intervals were used to model secondary
structure of RNA sequences, and secondary structure prediction scenarios were modeled by the Independent Set problem
in 2-interval graphs and related sub-classes. Zhao et al. [33] studied tree decompositions of 2-interval graphs in the
same context. We mention also variants of multiple-interval covering problems that were studied by the combinatorial
optimization and discrete geometry communities [18,24–27].
Finally, we cite the closely related work of Marx [28,29] who studied the parameterized complexity status of k-
Independent Set and k-Dominating Set in various geometric intersection graphs. In particular, Marx showed that k-
Independent Set and k-Dominating Set are bothW[1]-hard in intersection graphs of unit squares, discs, and line segments
[28,29].
2. The k-multicolored clique reduction technique
Both our W[1]-hardness results for k-Independent Set and k-Dominating Set are obtained by what we call the ‘‘k-
Multicolored Clique reduction technique’’. In this technique, one shows W[1]-hardness by a reduction from the k-
Multicolored Clique problem, a multicolored variant of k-Clique. In the following we elaborate on this technique, giving
details on the general gadgetry andmodus operandi used in it. We begin with a formal definition of our core problem:
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k-Multicolored Clique
Instance: A graph G and a vertex-coloring c : V (G)→ {1, 2, . . . , k} for G.
Question: Does G have a clique including vertices of all k colors? That is, are there v1, . . . , vk ∈ V (G) such that for all
1 ≤ i < j ≤ k : {vi, vj} ∈ E(G) and c(vi) = c(vj)?
Parameter: k.
The vertex-coloring in k-Multicolored Clique is what helps in simplifying details when using it in reductions. Indeed,
multicolored versions exists for almost all natural subset problems, and using the powerful color-coding technique of
Alon, Yuster, and Zwick [1], one can show that they are (under Turing reductions, not many-to-one) as hard as their
uncolored counterparts. However, due to the key-role that k-Clique plays in almost all fundamental W[1]-hardness results
of parameterized complexity (see e.g. [8,15]), it is not surprising that we chose to use it in our technique. Furthermore, we
can easily prove that it is W[1]-complete under many-to-one reductions.
Lemma 1. k-Multicolored Clique is W [1]-complete.
Proof. The proof is via a reduction from k-Clique. Given an instance (G, k) for k-Clique, we construct a graph G′ by taking
k copies v1, . . . , vk of each vertex v of G, and then coloring each vertex vi with color i ∈ {1, 2, . . . , k}. We then add an edge
in G′ between two vertices ui and vj , i 6= j, iff u and v are connected in G′. It is straightforward to verify that G has a k-clique
iff G′ has a k-multicolored clique. 
The main idea in the k-Multicolored Clique reduction technique is to exploit the additional structure given by the
vertex-coloring when constructing the reduction. This can usually be done by using two types of gadgets — selection and
validation. Before giving details, let us first introduce some notation that will be used for working with vertex-colored
graphs: Let G be a graph giving alongwith a vertex-coloring c : V (G)→ {1, 2, . . . , k}. For a given color c ∈ {1, 2, . . . , k}, we
let Vc denote vertices in G colored c , i.e Vc = {v ∈ V (G)|c(v) = c}. Similarly, for a given pair of distinct colors, we let E{c1,c2}
denote the subset of edges {u, v} ∈ E(G)with {c(u), c(v)} = {c1, c2}. It is important to observe that we can assume w.l.o.g.
that c is a proper coloring, i.e. there are no edges {u, v} ∈ E(G) with c(u) = c(v). Any such edge can safely be removed
from G.
– Selection: The role of the selection gadgets is to codify the selection of k vertices of distinct colors, and/or the selection of(
k
2
)
edges of distinct pairs of colors, that form a k-multicolored clique. The gadgets will usually be grouped by colors, and
pairs of colors in case of edge-selection. In this way, the c vertex-selection gadget, c ∈ {1, 2, . . . , k}, will be constructed
in such a way that the intersection of any valid solution with the elements of the gadget will correspond to some vertex
v ∈ Vc(G). Similarly, the intersection of any valid solutionwith the {c1, c2} edge-selection gadget, {c1, c2} ⊆ {1, 2, . . . , k},
will correspond to some edge e ∈ E{c1,c2}(G). Here is one place where the vertex-coloring comes in handy, since when
constructing the gadgets, one does not have toworry about details such as identical vertex selection in different selection
gadgets, and so forth. This leaves the role of the validation gadgets simple and clean.
– Validation: The role of the validation gadgets is to ensure that the selection codified by the selection gadgets is compatible.
Thus, validation gadgets might be used to ensure that the k selected vertices are in fact adjacent, or that the
(
k
2
)
selected
edges are in fact over the same set of k vertices. Usually, validation gadgets will somehow ‘‘overlap’’ with the selection
gadgets, in such a way so that they can be used to ensure the compatibility of selection. One trick that seems to come in
handy is to view the edges of the graph also as directed edges, and to use gadgets representing the directed edges (u, v)
and (v, u) to validate the selection of the vertices colored c(u) and c(v), and/or the edge colored {c(u), c(v)}.
This may seem rather vague, as well as it should be, as reductions are rather ubiquitous creatures. Nevertheless, we hope
our two examples in the following sections will help clarify matters.
3. k-independent set
We begin our discussion on parameterized problems for multiple-interval graphs with the k-Independent Set problem.
Recall that given a multiple-interval graph G along with its t-interval representation F , and a parameter k ∈ N+ , the k-
Independent Set problem asks whether F has a subset of k pairwise disjoint multiple-intervals. Also recall that general
k-Independent Set (i.e. k-Independent Set for arbitrary graphs) is W[1]-complete [14]. We show that k-Independent Set is
W[1]-complete already for 2-interval graphs, using the k-Multicolored Clique reduction technique outlined above. Before
giving details on the appropriate gadgets, we give a short sketch of our construction.
Let (G, c, k) be an instance of k-Multicolored Clique. Without loss of generality, we can assume that there are no edges
between vertices of the same color (i.e. c is a proper coloring), and that any clique in G is in fact a multicolored clique. We
denote by (G′,F , k′), with F a family of 2-intervals and G′ = ΩF , the instance of k-Independent Set for 2-interval graphs
we construct from (G, c, k). The main idea of our construction is to represent each edge {u, v} ∈ E(G) by three 2-intervals:
two for each ‘‘direction’’, I(u,v), I(v,u) ∈ F , and one undirected, I{u,v} ∈ F . In addition, we represent each vertex v ∈ V (G)
by a 2-interval Iv ∈ F . In this way, the number of 2-intervals in F will equal exactly |V (G)| + 3|E(G)|. Furthermore, the
2-intervals in F will be constructed in such a way that any k-clique in G will correspond to k + 3 ( k2 ) pairwise disjoint 2-
intervals inF , corresponding to all edges (directed and undirected) and all vertices in the clique. Thus, we set k′ = k+3 ( k2 ).
To guarantee that k-cliques and only k-cliques in G correspond to k′-independent sets inF , we organize the 2-intervals into
appropriate selection and validation gadgets, as explained in further detail below.
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Fig. 2. A schematic example of the selection gadgets used in our construction for k-Independent Set. On the left is an example of a vertex-selection gadget,
and on the right is an edge-selection gadget.
Fig. 3.A schematic example of how the directed edge 2-intervals are constructed. The example depicts the construction of a cycle (u, x, v, y) with alternating
red and green colors.
3.1. Gadgetry
Vertex-selection: Let c ∈ {1, . . . , k} be some color. We view the c vertex-selection gadget as a ‘‘table’’ of intervals with
|Vc(G)| rows and k + 1 columns. The rows of the table are associated with vertices in Vc(G), and the columns, apart from
the first and last, correspond to colors in {1, . . . , k} \ {c}. The first and last intervals of each row form the vertex 2-interval
Iv ∈ F , where v is the vertex in Vc(G) associated with that row. The other intervals in the row are each associated with a
distinct color in {1, . . . , k} \ {c}, and are used for validation. For a given c ′ ∈ {1, . . . , k} \ {c}, we will refer to the interval
associated with color c ′ in the row associated with v ∈ Vc(G), as the color c ′ interval of v. The intervals in the table are
constructed in such a way so that intervals in the same column are pairwise intersecting. Furthermore, an offset is created
so that intervals also intersect intervals which are above them (i.e. lower row-index) in the next column (see Fig. 2).
Edge-selection: For a given pair of distinct colors {c1, c2} ⊆ {1, . . . , k}, we construct the {c1, c2} edge-selection gadget in
similar fashion. We again view the gadget as a table of intervals, this time having |E{c1,c2}| rows and 4 columns, with each
row associatedwith a unique edge {u, v} ∈ E{c1,c2}. The first and last interval of each row form the edge 2-interval I{u,v} ∈ F ,
where {u, v} is the edge associatedwith this row. The second and third intervals are again used for validation, one belonging
to the directed edge 2-interval I(u,v) and the other belonging to I(v,u). The intervals in the table are again organized in such a
way so that each column is pairwise intersecting, along with an offset as done in the vertex-selection gadgets.
Validation: Validating the selection of k vertices and
(
k
2
)
edges is done using directed edge 2-intervals. These have
intervals both in vertex-selection and edge-selection gadgets. The 2-interval I(u,v) ∈ F , for an ordered pair of adjacent
vertices u, v ∈ V (G), is composed of one interval from the row associated with {u, v} in the {c(u), c(v)} edge-selection
gadget, along with the color c(v) interval of u in the c(u) vertex-selection gadget (see Fig. 3).
3.2. The construction
The entire construction ofF consists of constructing all gadgets in disjoint regions of the real line so that no two intervals
in different gadgets intersect. This gives us the following 2-interval family:
F = {Iv|v ∈ V (G)} ∪
{
I{u,v}, I(u,v), I(v,u)|{u, v} ∈ E(G)
}
.
As mentioned previously, we set k′ = k+ 3 ( k2 ). It is is clear that our construction can be carried out in FPT-time.
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We next argue that G has k-multicolored clique if and only if F has a k′-independent set. For the first direction, suppose
K ⊆ V (G) is a k-multicolored clique in G. The reader is invited to check that the following subset of 2-intervals
S = {Iv ∈ F |v ∈ K} ∪
{
I{u,v}, I(u,v), I(v,u) ∈ F |u, v ∈ K , u 6= v
}
is a k′-independent set in F .
Conversely, suppose S is a k′-independent set in F . Observe first that by our construction, S can include at most one
vertex 2-interval Iv with c(v) = c , for any color class c , and at most one undirected and two directed edge 2-intervals for
any pair of distinct colors. Since S is of size k′ , it has to include exactly one 2-interval of each of the above types. It follows
that for every color c ∈ {1, . . . , k}, there are k + 1 2-intervals in S with intervals in the c vertex-selection gadget, and for
every pair of distinct colors {c1, c2} ⊆ {1, . . . , k}, there are three 2-intervals in S with intervals in the {c1, c2} edge-selection
gadget.
Now, by construction of the c vertex-selection gadget, any k + 1 pairwise disjoint 2-intervals that have intervals in
this gadget, must all have intervals from the same row. Since all intervals from a given row are associated with the same
vertex u ∈ Vc(G), we have for any Iu, I(x,y) ∈ S : c(u) = c(x) ⇒ u = x. Furthermore, by construction of the {c1, c2}
edge-selection gadget, any three pairwise disjoint 2-intervals that have intervals in this gadget, must all have intervals from
the same row. Since all intervals in a given row are associated with the same edge (ordered and unordered), we have for
any I{u,v}, I(x,y) ∈ S : {c(u), c(v)} = {c(x), c(y)} ⇒ {u, v} = {x, y}. Combining these two facts together, we get Iu ,
Iv ∈ S ⇒ I{u,v} ∈ S.
It is now not difficult to see that the subset of vertices K = {v ∈ V (G)|Iv ∈ S} induces a k-multicolored clique in G. First,
since S includes a vertex 2-interval Iv with c(v) = c for all c ∈ {1, . . . , k}, K indeed includes k vertices of distinct colors.
Second, for any pair of vertices u, v ∈ K , we have
u, v ∈ K ⇒ Iu, Iv ∈ S ⇒ I{u,v} ∈ S ⇒ {u, v} ∈ E(G),
and so the theorem below follows.
Theorem 1. k-Independent Set in 2-interval graphs is W[1]-complete.
4. k-dominating set
We next turn to consider the k-Dominating Set problem in multiple-interval graphs. Recall that given a t-interval graph
G along with its t-interval representation F , k-Dominating Set asks to decide whether there is a subset of k t-intervals
D ⊆ F where for each t-interval I ∈ F \ D there is a t-interval I ′ ∈ D with I ∩ I ′ 6= ∅ (I ′ dominates I). For general
graphs, this problem is known to beW[2]-complete [13]. We show that it is W[1]-hard already for 2-interval graphs via the
k-Multicolored Clique reduction technique.
Let (G, c , k) be an instance of k-Multicolored Clique where w.l.o.g. the are no edges between two vertices of the same
color. We use (G′, F , k′) to denote the instance we construct for k-Dominating Set from (G, c , k), where F is a 2-interval
family and G′ = ΩF . The construction we use is very similar to the one used in Section 3. We again represent each vertex
v ∈ V (G) by a 2-interval Iv ∈ F , and each edge {u, v} ∈ E(G) by two directed edge 2-intervals I(u,v), I(v,u) ∈ F and one
undirected edge 2-interval I{u,v} ∈ F . The 2-intervals are constructed in such a way so that a k′-dominating set in F will be
forced to include exactly k vertex 2-intervals and
(
k
2
)
undirected edge 2-intervals. These will correspond to k vertices and(
k
2
)
edges which form a k-multicolored clique in G. Thus, we set k′ = k + ( k2 ). In the spirit of the k-Multicolored Clique
reduction technique, the selection of vertices and edges is codified in appropriate selection gadgets, and the validation of
compatibility of this selection is done via validation gadgets.
4.1. Gadgetry
Vertex-selection: For each color c ∈ {1, . . . , k}, we construct a c vertex-selection gadget which will codify the selection of
the c colored vertex in a multicolored clique of G. The gadget is quite simple, and consists of 1+ |Vc(G)| disjoint intervals —
one interval associatedwith the color c , and one interval associatedwith each vertex v ∈ Vc(G). The vertex 2-interval Iv then
consists of the interval associated with v and the interval associated with c. In this way, all vertex 2-intervals corresponding
to vertices of a given color are pairwise intersecting. In addition,we add a pair of disjoint ‘‘dummy’’ 2-intervals that intersects
the interval associated with the color c and nothing else (see Fig. 4). The role of these dummy 2-interval is to assure that at
least one 2-interval with an interval in the c vertex selection gadget will be selected in any k′-dominating set of F .
Edge-selection: For each pair of distinct colors {c1, c2} ⊆ {1, . . . , k}, we construct a {c1, c2} edge-selection gadget which
is very similar to the {c1, c2} edge-selection gadget used for k-Independent Set (see Section 3.1). Again, the gadget consists
of |E{c1,c2}| rows, this time with only 3 columns, where each row is associated with a unique edge {u, v} ∈ E{c1,c2} — the
first and last interval belonging to I{u,v} , and the second to both I(u,v) and I(v,u). The gadget also consists of a pair of disjoint
‘‘dummy’’ 2-intervals, one intersecting all intervals in the first column of the gadget, and the other intersecting all intervals
in the last column.
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Fig. 4. An example of the vertex-selection gadget used in k-Dominating Set.
Fig. 5. A schematic example of how the directed edge 2-intervals are used for validation. The example depicts the construction of a cycle (u, x, v, y) with
alternating red and green colors. Dummy 2-intervals are omitted from the figure.
Validation: Validating the compatibility of the selection of k vertices and
(
k
2
)
edges is done using directed edge 2-intervals
which have intervals both in vertex-selection and edge-selection gadgets. The 2-interval I(u,v) ∈ F , for an ordered pair of
adjacent vertices u, v ∈ V (G), is composed of the second interval from the row associated with {u, v} in the {c(u), c(v)}
edge-selection gadget, along with the interval associated with u in the c(u) vertex-selection gadget (see Fig. 5).
4.2. The construction
The entire construction of F consists of constructing all selection and validation gadgets in disjoint regions of the real
line so that no two intervals in different gadgets intersect. This gives us the following 2-interval family:
F = {Iv|v ∈ V (G)} ∪
{
I{u,v}, I(u,v), I(v,u)|{u, v} ∈ E(G)
} ∪ DUMMIES
where DUMMIES is the set of 2k + 2 ( k2 ) dummy 2-intervals that are placed in each vertex-selection and edge-selection
gadget. To complete the construction, we set k′ = k+ ( k2 ).
Now suppose G has a k-multicolored clique K ⊆ V (G). Then it is easy to see that the following subset of 2-intervals
D = {Iv|v ∈ K} ∪
{
I{u,v}|u, v ∈ K , u 6= v
}
is a k′-dominating set of F .
For the converse direction, suppose D is a k′-dominating set of F . To dominate all dummy 2-intervals in F , D must
include at least one 2-interval with an interval in the c vertex-selection gadget, for each color c ∈ {1, . . . , k}, and at
least one undirected edge 2-interval with intervals in the {c1, c2} edge-selection gadget, for each pair of distinct colors
c1, c2 ∈ {1, . . . , k}. Since k′ = k+
(
k
2
)
, it follows that exactly k vertex 2-intervals (representing vertices of different colors)
and
(
k
2
)
undirected edge 2-intervals (representing edges of different pairs of colors) must be included inD .
Now, an undirected edge 2-interval I{u,v} ∈ D will dominate all 2-intervals with intervals in the {c1, c2} edge-selection
gadget, except I(u,v) and I(v,u). Hence, these must be dominated in the validation gadgets. But this is possible only if both Iu
and Iv are inD . It follows that the subset of vertices K ⊆ V (G) defined by K = {v ∈ V (G)|Iv ∈ D} forms a k-multicolored
clique in G.
Theorem 2. k-Dominating Set for 2-interval graphs is W[1]-hard.
Notice that any k′-dominating set of F in our construction will be pairwise disjoint. This means that our construction
works also for an important variant of k-Dominating Set, the k-Independent Dominating Set problem (also known as the
k-Minimal Maximal Independent Set problem).
Theorem 3. k-Independent Dominating Set for 2-interval graphs is W[1]-hard.
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Fig. 6. An algorithm for k-Clique in t-interval graphs.
5. k-clique
We now consider the k-Clique problem in multiple-interval graphs. Recall that given a t-interval graph G = ΩF of a
family of t-intervalsF , and a parameter k, the k-Clique problem for t-interval graphs askswhether there is a subsetK ⊆ F
of size kwhich is pairwise intersecting. The problem is NP-complete for t = 3 [7]. We show that not only is k-Clique in FPT
for constant values of t , but also that k, t-Clique is in FPT (i.e. when the problem is parameterized by both k and t). Recall that
when t is unbounded, k-Clique for t-interval graphs reduces to general k-Clique, as all graphs of n vertices are t-interval
graphs for t ≥ n/4 [21].
Our algorithm for k-Clique is quite simple, but it exemplifies an important strategy in designing fixed-parameter
algorithms: either determine whether a given instance is a ‘‘yes’’ instance in FPT-time, or reduce the instance to a smaller
instance by removing at least one of the elements in the instance. The hard part is usually in finding what properties of the
given problem allow this strategy. The following lemma, which appeared in a similar form in [4], gives us this property for
k-Clique in t-interval graphs.
Lemma 2. If G is a t-interval graph with no k-clique then G has a vertex of degree less than 2tk.
Proof. Let F be the t-interval family representation of G, and let G∗ = ΩI(F ) be the (1-)interval graph of the underlying
interval family I(F ) of F . Also, for any interval i ∈ I(F ), let R(i) denote all intervals j ∈ I(F ), j 6= i, which include the
right endpoint of i. Then |E(G∗)| = Σi∈I(F )|R(i)|. Furthermore, |R(i)| < k, for any i ∈ I(F ), since otherwise G has a clique
of size k. Noting also that |E(G)| ≤ |E(G∗)| and that |V (G∗)| ≤ t|V (G)|, we get
|E(G)| ≤ |E(G∗)| =
∑
i∈I(F )
|R(i)| < k|V (G∗)| ≤ tk|V (G)|.
It follows that G has average degree less than 2tk, and the lemma holds. 
Let deg(v) denote the number of vertices adjacent to v in G, and let G−v denote the graph obtained by removing v along
with all edges incident to v from G. Fig. 6 gives a simple algorithm for deciding whether a t-interval graph G has a k-clique.
Correctness of this algorithm is immediate due to Lemma 2. As for its time complexity, notice that line 4 of this algorithm
can be implemented in O
(
k2 · ( 2tkk )) time. Hence, since all other operations require polynomial time, each recursive call
can be performed in FPT-time with respect to both k and t , and as the algorithm has O(n) recursive calls, it follows that the
entire algorithm can be implemented to run in FPT-time. It is worth noticing that our algorithm does not require a t-interval
representation of G for its computation, only the guarantee that G is in fact t-interval.
Theorem 4. k, t-Clique is in FPT.
6. Discussion
In this paper,we initiated the study ofmultiple-interval graphproblemsunder the parameterized complexity framework.
We considered three classical problems — k-Independent Set, k-Dominating Set, and k-Clique. We proved that k-Clique
is in FPT, while k-Independent Set and k-Dominating Set are both W[1]-hard. Our constructions also implied that the two
above problem are W[1]-hard in unitary 2-interval graphs, and also that their hybrid problem, k-Independent Dominating
Set, is W[1]-hard for this graph class.
We believe that the importance of our results is twofold. First, we determined the parameterized complexity status
of three elegantly defined combinatorial problems that have real life applications. Along with the recent work of Marx
[28,29], our hardness results give the first known examples of natural W[1]-hard problems that admit constant factor
approximations. Second, for proving our hardness results, we developed a useful technique for showing W[1]-hardness
using a reduction from the k-Multicolored Clique problem, a variant of k-Clique. This technique seems to have interest in
its own right, as it should help in simplifying other W[1]-hardness results which tend to be technically tedious and difficult
to construct. Below we list a few questions remained unanswered in our work:
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– An important subclass of multiple-interval graphs is the class of multitrack-interval graphs. A t-multitrack-interval graph
is an intersection graph of a multitrack-interval family, where a t-multitrack-interval is the union of t intervals over t
different lines [23], and a t-multitrack-interval family is a family of t-multitrack-intervals defined over the same t lines.
Both our constructions for k-Dominating Set and k-Independent Set do not hold for 2-multitrack interval graphs. Are
k-Dominating Set and k-Independent Set also W[1]-hard for 2-multitrack interval graphs?
– k-Dominating Set in general graphs is W[2]-complete. Is k-Dominating Set also W[2]-complete for 2-interval graphs?
How about t-interval graphs for any t ∈ N?
– The parametric time-bound of the algorithm presented in Section 5 is asymptotical to tO(k lg k). Can this be improved?
A possible good place to start is to consider the problem for constant values of t , and to attempt to obtain a parametric
time-bound of 2O(k).
Another possibly prosperous direction for extending ourworkwould be to study otherW[1]-hard graph problems, seeing
whether they become fixed-parameter tractable in multiple-interval graphs. Possible candidates could be k-Irredundant
Set, k-Perfect Code, k-Vertex Clique Cover, and k-Separating Vertices.
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