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Abstract--The optimal file allocation in a loop topology local area network is investigated. The model, 
formulated as a O-1 programming problem, takes into consideration several constraints hat the objective 
function is subjected to. The model is initially a non-linear program which is reduced to linear form by 
a heuristic simplification. Results are presented for three typical situations. 
1. INTRODUCTION 
This paper will examine the problem of file allocation subject o a number of system constraints 
in a fixed topology network. The problem of file allocation has been investigated by several authors; 
Chu [1] has investigated the optimal allocation of files in a fully connected network with a fixed 
number of copies of each file, and Chen [2] investigated three types of file allocation problem in 
multi-level storage systems, and proposed algorithms for solving two of them. In this paper the 
optimal allocation of files in a loop topology network is considered. 
Basically, there are two common ways to assign the files; statically and dynamically. In static 
assignment, he files are assigned to the nodes once, and are never moved unless upon demand by 
the user. This assumes that file usage is known either by hardware or software measurements in 
previous runs, or by analysis of frequency and type of access to the information structure. Dynamic 
file assignment assumes that the file usage is not known, and may vary with the time due to the 
varying demands of the users. Segall [3], who has done a detailed mathematical nalysis of the 
optimal policies for dynamical allocation of files, points out that the files in such an allocation are 
reassigned as dictated by the change in the overall workload in the system. 
The file allocation problem for the loop topology network will be examined under the static 
assignment policy, where the parameters of the system such as demand rates, storage and 
transmission costs etc. are known a priori, and the investigation is based on their average values 
over the period of operation of the system. 
2. PROBLEM FORMULATION 
The problem that will be investigated in this paper is that in which a user in a loop topology 
local network has three different devices available to him for storing his information files. These 
three filestores are the central filestore (CFS), which is the main filestore attached to a central 
computer, the local loop filestore (LLF), which functions as a community file server on the loop 
where all users can store and retrieve common information files, and the local filestore (LFS), which 
is attached to each of the peripheral intelligent terminals via a floppy disc drive. Various 
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configurations of the loop topology with the above three storage devices are considered, namely: 
(A) where only the CFS exists for storage purposes and the rest of the peripheral 
nodes are fitted with "dumb" terminals; 
(B) exactly as in (A) except hat the peripheral nodes are now fitted with intelligent 
terminals, thus allowing temporary storage; 
(C) in this case the intelligent erminals in (B) are now each attached to a floppy disc 
drive, such that each user can have his own LFS on floppy disc available locally; 
and 
(D) exactly as in (C) but with an additional filestore called the LLF available on the 
loop functioning as a community file server. A simplified picture of this 
alternative with only three nodes is depicted in Fig. 1. 
The investigation assumes that the user at a particular node n (see Fig. 2), has no information 
concerning the load generated on the loop by other users. The assumption is therefore made that 
every other user generates an equal amount of traffic on the local network thus, forming a constant 
J Direct arrivals 
j from user, X# 
nAor ~i: ;~ 1 fr °m'~/~ Unitdir~ct ionoL 
I I 
Fig. 2 
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Table 1. Glossary of  terms 
Clj = Cost per character per unit time of  storing file j at node i 
C~ = Cost per character of  transmitting from node i to node n 
G = Total overall operating cost per unit time. 
Lj = Size or number of characters in file j 
/j = Number of characters in a transaction of  file j 
b i = Storage capacity in characters of storage device i available to user n 
Uj = Average transaction request rate for file j 
= Maximum permissible xpected waiting time for each transaction of file j 
R = Transmission rate of the communication channel in characters per unit time 
fj = Average frequency at which file j is retrieved 
rj = Number of  copies of  file j in the system 
a k = Average time delay in sending a file j from node k - 1 to k 
2k = Average number of file transactions arriving at node k directly per unit time 
?~ = Average number of  file transactions (generated by the user at node n), 
arriving at node k from node k - 1 per unit time 
ct k = Total average number of file transactions (generated by the user at node n), 
arriving at node k per unit time 
l//~k = Average service time of message at node k for messages generated by user 
at node n 
n = Number  of storage devices in the system 
m = Number  of distinct files belonging to user at node n 
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background level of activity. This also implies that all links in the loop are equally busy with other 
users traffic. The problem that will be investigated is that given a number of storage devices (CFS, 
LLF, LFS), how can the system allocate, or store a file F on behalf of this user at node n, so that 
the placement of the file F yields minimum overall operating costs subject to the following 
constraints: 
(1) the expected time to retrieve the file, that is the average waiting time experience 
by the user for each file during transmision is less than a given bound; 
(2) the amount of storage used at each storage device (CFS, LLF, LFS), does not 
exceed the available storage capacity; 
(3) that only one copy of each file is allowed to exist in the system. 
A mathematical model can now be formulated, and some of the formulae appearing below are 
further modifications from those of Chu [1], made in order to satisfy the problem for this 
investigation. Table 1 gives the glossary of variables used throughout in the analysis. 
2.1. Problem constraints 
The mathematical formulation will be based on a 0-1 programming model. Consider a system 
such as the one depicted in Fig. l, of n computer storage devices. Without loss of generality, this 
investigation will assume the user under consideration to be located at node number n (see 
Fig. 2), and to have m distinct files to store. 
Then let Xij be defined as follows: 
Xu= {lo Jth file stored in the ith storage device 
otherwise, (1) 
where l~<i~<n; l~<j~<m. 
The first set of constraints to be formulated will follow from the requirement that there must 
be only one copy of each file in the local network. Then if rj is the number of copies of the j th 
file, the expression required is 
~ Xu= ry= 1, l<~j<~m. (2) 
i= l  
The next constraint set to be examined will be that of the capacity of each of the storage devices. 
Let Lj be the length of the j th file, and b~ the amount of memory of the ith storage device which 
is available for use by the user n. Then in order that the storage capacity of each device is not 
exceeded, what is required is 
~ XuLj<<.b ,, l <<,i <~n. (3) 
i= l  
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The next and final set of constraints in this study is with regard to the expected time, or mean 
delay, to retrieve ach file from the storage device to which the file has been allocated. Referring 
to Fig. 2, of the unidirectional loop, and letting a, be the mean delay in sending a file from k - 1 
to k, then the total expected time to get a file from k to the user is given by 
ai. (4) 
i=k+l  
With expression (4), the formulation of the constraints on transmission delay is given by 
. - i /  . \ 
k~=,~i=~k+ ai)Xky<~ Tj, l<~j<~m, (5) 
where Tj is the maximum permissible xpected waiting time for each transaction of file j. 
This summation of individual mean delay times in expression (4) at each node in expression (4) 
at each node is primarily based on the work carried out by Jackson [4] on queueing systems with 
phase type service. Jackson established a mathematical model for dealing with a two-phase system, 
and later went on to generalize for a k-phase system. The assumptions made by Jackson on the 
model are similar to those made by Koenigsberg [5] in his very well known paper on cyclic queues, 
and also by Konheim [6] in their analysis of the average waiting times for a loop transmission 
system. Following Jackson's model, each phase, or each node can be viewed as an independent 
(using Kendall [7] notation), M/M/I queueing system. That is, the arrival at node k of message 
transactions destined for node n is assumed to be a Poisson process with a mean of ~k, and the 
service time at node k to be exponentially distributed with mean 1/# k. Then from the classical 
queueing theory on M/M/1 systems, the following is true: 
ak = ak/Mk(#k -- %)]. (6) 
However, from Fig. 2, for this investigation, messages are arriving at node k directly from the 
user k with an average arrival rate 2,, and also with rate ?k from node k-1. Hence, the total average 
arrival rate of messages at node k is given by the sum of 2k and ?k, implying that 
and that 
ak = ()tk + Tk)/[ltk(ltk -- )~k -- 7k)], (7) 
k- I  
~'k = Yk -, + 2k_ 1 = ~ L. (8) 
i= l  
The direct arrival rate of messages at node k, 2 k, is simply given by the sum of the rates of request 
of transactions of those files stored in the k th storage device. That is, 
2k = ~ UjXkj, (9) 
j f t  
where Uj is the average number of transaction requests of file j over a unit time, and is given by 
the following expression: 
Uj = L J /6 ,  (10) 
where fj is the frequency with which file j is retrieved and/ j  is the transaction length of file j .  
The average service time 1/g k at node k is dependent on /j and Ak. It is the total amount in 
seconds of work per unit time divided by the number of arrivals per unit time. The total amount 
(in seconds), of work per unit time is made up of the total number of direct request plus the total 
number for each preceding node around the loop, and back to node 1 (see Fig. 2). Now for file 
j the amount of work arriving at node i per unit time is given by 
UjljXu/R, (1 1) 
where R is the transmission rate of the communication channel. For all the files at node i the total 
amount of work is therefore 
(UjljX~)/R. (12) 
i= l  
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Therefore the total amount of work arriving at node k is given by summing expression (12), for 
i=k ,k - I  ..... 1; 
i~=I[y~=I(UjljXij)/R]. (13) 
Now, dividing expression (13) by the total number of arrival per unit time gives the average service 
time, i.e. 
1/#k= (UjljXij)/R]}/i~=l,~i. (14) 
Now letting 
and 
gives 
A = (U j l jX , j l /R  
i=l l_ j=l  
g = i~=l~i "~-- i=l \ j= l  UjXij  
~k = n/ .~.  (15) 
Substituting equations (15) and (8) into equation (7), the expression for ak becomes 
ak= A2/B(1 - A ). (16) 
Finally substituting equation (16) back to equation (5), gives the final constraint's expression i  
the form 
n--I  
[(n -k)A2/B(1 --A)]Xkj<<. Tj, 1 <<.j <<.m, (17) 
k=l  
which is a non-linear function of the XkfS. 
2.2. Problem objective function 
The objective function is the function that needs to be minimized subject o the constraints 
discussed in Section 2.1. With regard to this investigation the objective function is the total 
operating cost, which includes the storage and transmission cost. 
The total storage cost per unit time of m files at the n storage devices is given by 
i~=, (j~= CuLjXu). (18) 
Following Chu [1], the total transmission cost per unit time is given by 
i~=,(j=~C~UjXo). (19, 
The total overall operating cost G is simply given by the sum of equations (18) and (19) and 
so the objective function is 
G = C eLi C ~ . . . . .  (20) 
i=t j j 
The goal to achieve next is to minimize the objective function G, subject o the constraints 
discussed in Section 2.1, i.e. equations (2), (3) and (17). 
3. OPTIMIZATION TECHNIQUE: HEURISTIC SOLUTION 
From the above formulation of the file allocation problem, it is clear that the objective function 
equation (20) is linear with respect o the elements of matrix X. The difficulty, however, is with 
the constraint shown in equation (17), which is non-linear. 
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Applying a direct non-linear technique, if one exists, to solve the above problem could be very 
expensive in terms of processor time, and storage requirements. This is especially true even for the 
case of small-sized networks, and could be intractable in the case of realistically large networks. 
The first problem at hand is to replace quation (17) by an appropriate linear expression, and then, 
using linear integer programming techniques, minimize the objective function, equation (20), 
subject o constraint equations (2), (3) and the new linearized expression for equation (17). 
One possibility is to solve the problem by some approximate method; that is, a heuristic method 
can be adopted in order to find good feasible solutions to the problem with very low computational 
cost (see also Boffey [8]). 
The heuristics technique adopted for this investigation consists of two independent sets of 
routines: the initial random routine; and the optimizing routine. This approach is very similar to 
one adopted by Mahmoud [9] in investigating the file allocation, and capacity assignment in a fixed 
topology distributed computer network, though the function of their initial routine differs from 
the one about to be discussed. 
In order to use the standard optimizing (0,1) routine, the constraint expressed in equation (17), 
has to be linearized. This would be achieved if the ak values expressed in equation (16), were 
constants known before hand. Hence, the prime objective of the initial random routine is to find 
values for these constants to be used as input data for the optimizing routine. The initial random 
routine generates a number of feasible initial X matrices, which satisfy the constraints expressed 
in equations (2) and (3). Having satisfied them, the ak values are evaluated from equation (16), and 
then tested to see if the final constraint equation (5) is fulfilled. If all three constraint sets are 
fulfilled, the objective function value is evaluated and stored. This random process is repeated for 
1000 feasible Xmatrices, from which the final average ak values are taken as input to the optimizing 
routine. 
The optimizing routine takes the X matrix with the lowest objective function value as an initial 
solution. This routine, based on a lexicographic enumeration method (see NAG ALGOL 68 
Routine HO4AAB [10]), attempts to improve the objective function value by successive additions 
and deletions of file copies, until an optimal X matrix is found whose objective function value, 
which is also the total cost expressed by equation (20), cannot be reduced by further eallocation. 
4. EXAMPLES AND RESULTS 
The three examples olved below, using the above model, consist of a specific small computer 
communications etwork as shown in Fig. 1. The example network consists of only three nodes, 
each of which is capable of storing user information, and are connected by an unidirectional 
communication channel, with a transmission speed of 0.5 Mbit/s, (6.25 x 10E4 char/s). 
The three examples olved concern the allocation of various numbers of files belonging to the 
user at node 3 (see Fig. 1), such that the optimal allocation found has the minimum cost in terms 
of computer resources. The detailed input data for Examples 1-3, for both the initial random, and 
optimizing routines are shown in Tables 2-4, respectively. Basically each of the examples olved 
below, has a different line traffic value, that is the user working rate for each of the examples solved 
is different. The line traffic, or user working rate is defined in this investigation as the number of 
lines (or characters), displayed at the user terminal per unit time. The other difference is in the 
number of files to be allocated among the three storage devices that is, CFS, LLE and LFS are 
as follows: 
No. of files (m) Line traffic 
Example 1 5 205 lines/min 
Example 2 10 425 lines/min 
Example 3 10 4250 lines/min 
The results from the run of the initial random routine for the above three examples are as shown 
in Tables 5-7, respectively. The results which are based on 1000 random feasible X matrices, 
indicate that the a~ values expressed in equation (16), are tightly bounded, and do not deviate from 
the average ak value very much. This justifies the use of the average ak values as input to the 
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Table 2. Input data to both initial random routine and optimizing rout ine--Example 1 
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CFS, i = 1 LLF, i = 2 LFS, i = 3 
Storage capacity, 
b~(char) 5.0 x 106 1.50 x 109 0.50 x 106 
Storage cost, 
Ci(£/char s ) 6.0 x 10 -9 3.00 x 10 -9 1.50 x 10 -9 
Transmission cost, 
C~ (£/char) 2.10 x 10 7 1.40 x 10 7 0 
File length, File transaction length, Max. waiting time, Av. hourly frequency, 
L 1 (char) //(char) ~ (s) 
0.01 x 106 80 1 0.6 
0.20 x l06 80 1 1.0 
0.25 X 106 80 1 0.8 
0.65 x 106 80 I 0.4 
0.60 x 106 80 I 0.2 
Loop transmission speed (char/s) R = 6.25 x 104; No. of storage locations n = 3; No. of  files m = 5. 
optimizing routine to linearize the constraint expressed in equation (17). The results also indicate 
that all the an (n = 3), values have a constant value, which is proved mathematically in the 
Appendix, and also show the average, minimum and maximum objective function values obtained 
from 1000 feasible X matrices. 
Table 3. Input data to both initial random routine and optimizing routine---Example 2 
CFS, i= l  LLF,  i=2  LFS, i=3  
Storage capacity, 
b~(char) 10.0 x 106 3.00 x I& 2.00 x 106 
Storage cost, 
C~(£/char s) 6.0 x l0 -9 3.00 x 10 -9 1.50 x 10 9 
Transmission cost, 
C~(£/char) 2.10 x 10 9 1.40 x 10 7 0 
File length, File transaction length, Max waiting time, Av. hourly frequency, 
Lj (char) //(char) ~(s )  fs 
0.01 x 106 80 
0.21 x 106 80 
0.13 x 106 80 
0.41 x 106 80 
0.31 x 106 80 
0.35 x l& 80 
0.25 x l& 80 
0.65 x 106 80 
0.30 x 106 80 
3.50 x 106 80 
1.0 
1.2 
0.8 
0.2 
0.6 
0.2 
0.8 
0.4 
0.6 
0.2 
Loop transmission speed (char/s) R = 6.25 × 104; No. of storage locations n = 3; No. of  files m = 10. 
Table 4. Input data to both initial random routine and optimizing routine--Example 3 
CFS, i= l  LLF, i=2  LFS, i=3  
Storage capacity, 
b~(char) 10.00 x 106 3.00 x 106 2.00 x 106 
Storage cost, 
Ct(£/char s) 6.00 x 10 -9 3.00 × 10 -9 1.50 × 10 -9 
Transmission cost, 
C~(£/char) 2.10 x 10 -7 1.40 x 10 -7 0 
File length, File transaction length, Max. waiting time, Av. hourly frequency, 
L i (char) b (char) T s (s) f/ 
0.01 x 10 e 80 
0.21 x 106 80 
0.13 × 106 80 
0.41 × 106 80 
0.31 x 106 80 
0.35 x 106 80 
0.25 × 106 80 
0.65 x 106 80 
0.30 x 106 80 
3.50 x 106 80 
10.0 
12.0 
8.0 
2.0 
6.0 
2.0 
8.0 
4.0 
6.0 
2.0 
Loop transmission speed (char/s) R = 6.25 x 104; No. of  storage locations n = 3; No. of files m = 10. 
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Table 5. Results from initial random routine---Example 1 (alternative D) 
Av. a, Min imum a k Maximum a k SD 
ak value (h) value (h) value (h) value 
a 2 1.3408 x 10 9 9.1891 × 10 -I° 1.5649 × 10 -9  2.1562 x 10 l0 
a 3 1.5649 × 10 -9  1.5649 x 10 -9  1.5649 X 10 -9  2.3796 x 10 is 
Average objective function, G value: £50.97 
Minimum objective function, G value: £44.16 
Maximum objective function, G value: £58.74 
SD objective function, G value: £4.08 
No. of feasible solutions (X matrices): 1000 
No. of infeasible solutions: 3478 
Execution time (s): 14 
Table 6. Results from initial random routine--Example 2 (alternative D) 
Av a, Min imum ak Max imum a, SD 
a k value (b) value (h) value (h) value 
a: 2.5489 × 10 9 1.5362 x 10 9 3.2596 x 10 -9 3.6989 x 10 ~0 
a 3 3.2596 × 10 -9  3.2596 × 10 -9 3.2596 × 10 -9  1.7669 x 10 -Is 
Average objective function, G value: £108.66 
Minimum objective function, G value: £93.28 
Maximum objective function, G value: £130.49 
SD objective function, G value: £6.56 
No. of feasible solutions (X matrices): 1000 
No. of infeasible solutions 2076 
Execution time (s) 28 
Table 7. Results from initial random routine--Example 3 (alternative D) 
Av. a~ Min imum ak Max imum a~ SD 
a k value (h) value (h) value(h) value 
a 2 2.7146 x I0 8 1.5846 x I0 s 3.5527 x I0 8 4.2513 x I0 9 
a 3 3.5327 x 10 -8 3.5527 x I0 -s 3.5527 x I0 -s 2.6512 x I0 -Is 
Average objective function, G value: £111.74 
Minimum objective function, G value: £95.09 
Maximum objective function, G value: £136.48 
SD objective function, G value: £7.16 
No. of feasible solutions (X matrices): 1000 
No. of infeasible solutions: 2140 
Execution time (s): 28 
Hence, the next stage is for the optimizing routine to use the above results from the initial 
random routine run as input data, to improve further the objective function value obtained for 
each of the examples. The optimizing routine should either better the minimum value already 
obtained from the initial random routine run, or equal the existing value. 
The results from the optimizing routine for all the three examples are shown in Tables 8-10, 
for Examples 1-3, respectively. The results for all three examples also show the optimal file 
allocations for each of the four alternatives A, B, C and D, and also indicate the storage, 
transmission and total cost per week, as well as the execution times of the optimizing routine. 
For Example 1, with a line traffic of 205 lines/min, the weekly computer cost, that is the storage 
and transmission costs was optimized from £58.74 for alternatives A and B (worse cases), down 
to £44.16 for alternative D. The execution time for Example 1 with 5 files is well under 10 s. In 
Example 2, the line traffic is doubled to 425 lines/min, and the number of files to be allocated is 
also increased to 10. This resulted in the total computer cost weekly being optimized from £132.62 
for alternatives A and B, down to £93.28 for alternative D. Increasing the line traffic further by 
a factor of 10, to 4250 lines/min, the computer cost weekly for allocating 10 files in Example 3 
is optimized from £136.48 for alternatives A and B, down to £95.09 for alternative D. Hence, there 
is a 23.11% savings in the total weekly computer cost, if files are stored in a local network 
configured as alternative D for Example 1, 29.66% savings for Example 2 and 30.32% savings for 
Example 3, as compared to storing all the files in the CFS in alternatives A and B in each of the 
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examples. However in both the examples, that is Example 2 and Example 3, the performance of 
the optimizing routine is drastically downgraded as compared to allocating 5 files in Example 1. 
The optimizing routine based on the lexicographic enumeration method would have to be 
replaced by another faster technique, in order to improve the timing in finding the final optimal 
solution. One possible alternative is employing the branch-and-bound method for the optimizing 
routine. This technique basically starts with a set of all X matrices, which is represented by a node 
from which a tree is built by splitting the node to several smaller nodes by a suitable branching 
procedure. This procedure is repeated until one of the smaller terminal node will contain the 
optimal solution sooner or later. This technique of splitting, and deciding on which branch of the 
tree to develop, can be made quicker by employing a suitable bounding function. Hence, with a 
suitable bounding function, the tree that is being built, can be easily pruned, thus chopping 
irrelevant branches, and making the problem more tractable. This technique is suggested as a 
possibility for future work in this area of investigation and would allow a good compromise 
between solution improvements and execution time. 
Table 8. Optimal file allocations in alternatives A, B, C and D--Example 1 
Optimal file allocations 
Storage Transmission Total Execution 
Configuration F I F2 F3 F4 F5 cost (£) cost (£) cost (£), G time (s) 
Alternative A and B 
(CFS) 1 1 1 1 I 58.53 0.21 58.74 2 
Alternative C 
(CFS) 0 0 0 1 1 
(LFS) 1 1 1 0 0 51.08 0.12 51.20 3 
Alternative D 
(CFS) 0 0 0 0 1 
(LLF) 0 0 0 1 0 44.06 0.10 44.16 7 
(LFS) 1 1 1 0 0 
Line traffic 205 lines/min. 
Table 9. Optimal file allocations in alternatives A, B, C and D--Example 2 
Optimal file allocations 
Storage Transmission Total Execution 
Configuration FI  F2 F3 F4 F5 F6 F7 F8 F9 F I0  cost (£) cost (£) cost (£), G time(s) 
Alternative A and B 
(CFS) 1 I 1 1 1 1 1 1 1 1 132.19 0.43 132.62 60 
Alternative C 
(CFS) 0 I 0 1 0 0 0 0 0 1 
(LFS) 1 0 1 0 1 1 1 1 1 0 99.79 0.22 100.01 180 
Alternative D 
(CFS) 0 0 0 0 0 0 0 0 0 1 
(LLF) 0 I 0 1 0 0 0 0 0 0 93.09 0.19 93.28 >3600 
(LFS) 1 0 I 0 1 1 1 1 1 0 
Line traffic 425 lines/min. 
Table 10. Optimal file allocations in alternatives A, B, C and D--Example 3 
Optimal file allocations 
Storage Transmission Total Execution 
Configuration F1 F2 F3 F4 F5 F6 F7 F8 F9 F I0  cost (£) cost (£) cost (£), G time(s) 
Alternative A and B 
(CFS) 1 1 I I I 1 1 I 1 1 132.19 4.29 136.48 60 
Alternative C 
(CFS) 0 1 0 I 0 0 0 0 0 1 99.79 2.17 101.96 180 
(LFS) 1 0 1 0 I 1 1 I 1 0 
Alternative D 
(CFS) 0 0 0 0 0 0 0 0 0 1 
(LLF)  1 0 0 0 1 0 0 0 1 0 93.31 1.78 95.09 >3600 
(LFS) 0 1 1 1 0 1 1 1 0 0 
Line traffic 4250 lines/min. 
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APPENDIX  
Proof for a, Equals Constant 
The expected elay from k - 1 to k is given by equation (16), Section 2.1, 
a k = A2/B(I -- A ), 
where 
If k = n, then 
A= ~n J~=I UjljXq/R)=J~, UJJR ~,= Xij 
since from equation (2), Section 2.1, 
~Xo=l ,  
i= l  
it follows that 
A = ~ UiljR = const 
j= l  
and similarly for 
B = Vj = Uj • X o = Uj = const. 
i= l \ j= l  j= l  i= l  j= l  
Since A and B are constants, this implies a n is also constant. 
