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Ground-based test beds are critical to develop and test different elements of spacecraft
guidance, navigation and control subsystems. This paper provides an in-detail description
of the state-of-the-art NPS POSEIDYN air bearing test bed used to develop, in a simulated
weightless and frictionless enviornment, guidance, navigation and control methods for close
proximity operations. Test vehicles, representing spacecraft, use air bearings to float on top
of a horizontally leveled granite monolith. This set-up achieves a quasi-frictionless and low
residual acceleration dynamic environment. The test bed experimental set-up as well as
the vehicles hardware and software architectures are discussed in detail. Characterization
of different test bed elements is provided. Finally, a test campaign is used to showcase its
capabilities and to illustrate the test bed operations.
Nomenclature
an Curve Fit Coefficient
DKF DKF convergence threshold
f Vector of forces applied by each thruster
F Force, N
Γk Discrete-time input gain matrix at sample time k
Hk Measurement Mapping Matrix at sample time k
Jzz Moment of Inertia about the z-axis, kg m
2
k Sample-time index
Kk Kalman gain at sample time k
m Mass, kg
M Thruster to control input mapping matrix
Pk Error covariance at sample time k
φk State transition matrix at sample time k
ωk Process noise
Qk Process noise covariance at sample time k
qk Scalar quantity for Qk at sample time k
σω Fiber-Optic Gyro Sensor noise, rad/s
σθ Attitude sensor sensor noise, rad
σx x position noise, m
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σy y position noise, m
uk Control input vector at sample time k
xk State vector at sample time k
xˆk State estimate at time step k
x Position in the x direction, m
x˙ Velocity x direction, m/s
y Position in the y direction, m
y˙ Velocity the y direction, m/s
t time, s
∆tDKF DKF time step, s
τ Torque, Nm
θ Angle, rad/s
θ˙ Angular rate, rad/s
zk Measurement vector at sample time k
I. Introduction
A. Motivation
Advancements in autonomous navigation systems and on-board guidance, navigation, and control (GNC)
were determined to be essential in order to pursue the wide variety of future missions identified in the National
Research Councils decadal study entitled Voyages for Planetary Science in the Decade 2013-2022. These
recommendations include, amongst many other enhancements, onboard filtering capability, such as real-time
filter smoothing, stochastic parameter estimation, the ability to autonomously react to in-situ disturbances,
onboard trajectory optimization, and path planning and re-planning. To achieve this, both Beauchamp et
al. and Quadrelli et al. determined that development of GNC algorithms needs to occur in parallel with new
architectures, hardware, and software. Additionally, the authors recommend investment into system-level
demonstration systems, such as ground based end-to-end GNC system testbeds. . . in order to ensure GNC
performance requirements are being achieved.1,2 In addition to allowing more complex scientific planetary
missions, these advancements will also enable safer and more capable autonomous rendezvous and proximity
operations (RPO).
Over the past decade, numerous missions have been proposed and attempted exploring various tech-
niques for safely conducting rendezvous and proximity operations (RPO): the Air Force Research Labora-
tory (AFRL) XSS-10 and XSS-11 missions;3,4 the National Aeronautics and Space Administration (NASA)
Demonstration of Autonomous Rendezvous Technology (DART) mission;5 the Defence Advanced Research
Projects Agency (DARPA) Orbital Express, SUMO/FREND, and Phoenix missions;6–8 the Swedish Space
Corporation PRISMA mission;9 the University of Texas at Austin LONESTAR Bevo-2 mission;10 and lastly,
the Georgia Institute of Technology Prox-1 mission.11,12 Regardless of the mission objectives, attention must
be given to ensuring safe operations in the vicinity of other spacecraft and possible debris while simultane-
ously reducing fuel consumption.
Typically, these two objectives create conflicting requirements. On one hand, obstacle avoidance requires
the GNC algorithms to adapt to the in-situ unknown and dynamic environment. In order to be effective, it can
be argued that this must be done in near real-time. On the other hand, efficient trajectories must be computed
in order to reduce fuel usage and lengthen the lifespan of the maneuvering spacecraft. This process is typically
computationally burdensome and, as a result, is not performed onboard a spacecraft. However, without the
ability to compensate for unmodeled internal perturbations (e.g. fuel sloshing), external disturbances (e.g.
drag, solar radiation pressure), and unknown obstacles, the expected reduction in fuel usage may not be
realized and shorten the lifespan of the maneuvering spacecraft. Resultantly, a trade-off exists between
trajectory optimality and computational complexity as illustrated in Fig. 1. In order to ensure safe on-orbit
operations, sufficient ground testing must be performed to ensure that the resulting GNC algorithm meets
performance requirements. To perform this task, at the recommendation of Quadrelli et al. it is argued
ground-based system-level demonstration systems can provide adequate fidelity to verify and validate GNC
performance requirements. Additionally, these test beds include various hardware phenomena such as delays,
computational constraints, actuator response uncertainty and sensor noise, which is practically impossible
to replicate in a simulated environment.
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Figure 1. Tradeoff associated with optimality and computational burden across the spectrum of guidance
methods.
B. Survey of Relevant Test Beds
While many exhaustive survey papers on air bearing spacecraft simulators for RPO exist in literature,13–15
the purpose of this section is to provide an update to the current state-of-the-art (SOTA) for these test beds.
A summary of the characteristics and main area of research of the test beds examined outside those
found in the survey literature is tabulated in Fig. 1 and Fig. 2 respectively. Of these test beds, only the
Rensselaer Polytechnic Institute (RPI) ADAMUS and the Florida Institute of Technology (FIT) ORION
test beds utilize a three degree-of-freedom (3DoF) rotational air bearing mounted atop a 3DoF translational
air bearing which translate atop an epoxy surface.16–20 Additionally, the Georgia Institute of Technology
ASTROS and Texas A&M University HOMER test beds utilize a 5DoF platform, where the ASTROS
platform is a 2DoF rotational air bearing atop a 3DoF translation air bearing and the HOMER platform
uses a mounted hexapod atop a wheeled robot.21,22 Lastly, the University of Rome-La Sapienza PINOCCHIO
test bed is a two-translation and one-rotational DoF test bed utilizing only a translational air-bearing.23
While each surveyed test bed has a relatively similar goal of testing GNC algorithms in a simulated
environment, each test bed has unique inherent capabilities. For example, the HOMER test platform can
test various RPO algorithms, it can also interact with its Suspended Target Emulation Pendulum (STEP),
which can be utilized as an ”uncooperative target”.22 Combined test beds such as ADAMUS, ASTROS,
HOMER, and ORION, allow for the testing not only RPO guidance algorithms but varying degrees of
attitude control algorithms as well. The main limitation for the testing of attitude control algorithms is the
maximum deflection of the rotation air bearing.
It is worthwhile to note some common characteristics of these SOTA test beds. With the exception of the
PINOCCHIO test bed at , which is still in development, all other test beds examined utilize a motion capture
system, such as Vicon or PhaseSpace, in order to provide an inertial position to the spacecraft simulator.
These positional sensors are typically augmented by onboard IMUs and fused on-board for position and
attitude determination. Furthermore, the use of an epoxy surface is pervasive throughout these test beds
due to their lower cost to other alternative surfaces, such as granite. The use of a granite surface,however,
allows for a smoother surface unlike an epoxy surface – however, this comes at a larger financial cost.
C. The NPS POSEIDYN Test Bed
The Naval Postgraduate School (NPS) Proximity Operation of Spacecraft: Experimental hardware-In-the-
loop DYNnamic simulator (POSEIDYN) was developed to provide a representative system-level platform
upon which to develop, experimental test, and partially validate GNC algorithms. Four generations of
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Table 1. Summary of the relevant test beds characteristics.?,17–23

















PINOCCHIO Sapienza Translational Air-Beaing Glass On-board IMU
POSEIDYN NPS Translational Air-Beaing Granite
Vicon
FOG
Table 2. Summary of the main focus of relevant test beds.?,17–23
Name Location Main Area of Research
ADAMUS RPI Guidance Navigation & Control algorithms for Nano-Satellites
ASTROS Georgia Tech Vision-based Pose Estimation, Localization, & Rel. Nav. & Guidance
HOMER Texas A& Rendezvous and Proximity Operations
ORION FIT Rendezvous Proximity Operations & Capture Development
PINOCCHIO Sapienza 2D Verification of GNC algorithms & software
POSEIDYN NPS System-level development & experimental evaluation of GNC subsystems
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floating spacecraft simulators (FSSs) have been developed and are illustrated in Fig. 2. Each FSS generation
included a unique capability, starting with the first generation which performed rendezvous and docking
utilizing a prototype capture system for DARAP’s Orbital Express mission.24 The second generation FSS
featured vectorable thrusters and a miniature Control Moment Gyroscope (CMG).25,26 The third generation
FSS moved away from an aluminum construction in favor of a more lightweight polycarbonate structure
(fabricated using additive manufacturing) and components, such as docking interfaces. Lastly, the fourth
generation FSS continued the use of a polycarbonate structure and components. See examples of recent
efforts.?, 24, 27–31
Figure 2. Lineup of the first generation to the fourth generation FSS (left to right).
D. Contributions and Paper Layout
The contributions of this paper are to: (1) provide a consolidated update on the current SOTA for relevant
air-bearing test beds; (2) description of the upgraded capabilities and upgrades to increase the robust-
ness, reliability, and repeatability of the NPS Floating Spacecraft Simulator Test Bed (NPS-FSSTB);and
(3) demonstration of the capabilities of the NPS-FSSTB for system-level development and experimental
evaluation of GNC algorithms.
The layout of the reminder of the paper is as follows. First, the hardware architecture of the test bed
is described. The software architecture and relevant components are then discussed in detail, including
the operating system (OS) and kernel selection, navigation subsystem development, thruster mapping and
modulation, reaction wheel controller, and development simulator. Next, the OS latencies, sensor noises,
thruster performance, physical properties, and end-to-end residual accelerations are characterized. A case
study is then performed where the FSS enters into a circular trajectory around a fixed point and follows it
at a constant angular velocity for four revolutions in order to demonstrate the capabilities of the test bed.
Lastly, the paper is concluded with a discussion of future work and concluding remarks.
II. Hardware and Software Architecture
A. Hardware Architecture
The NPS-FSSTB is composed by three main elements: a 4-by-4 meter granite monolith, multiple Floating
Spacecraft Simulators (FSS), and a laboratory-wide metrology system (composed by 10 overhead motion
capture cameras and an external computer). An overview of these three elements is shown in Fig. 3.
The FSS are custom designed vehicles that emulate orbital spacecraft moving in close proximity of another
vehicle or object (e.g. another FSS). Three flat, round, 25 mm diameter air bearings are used by the FSS to
achieve quasi-frictionless motion on top of the granite monolith. The air bearings use compressed air to lift
the FSS approximately 5µm, creating an air film between the vehicle and the granite surface that eliminates
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Figure 3. Overview of the main elements of the Floating Spacecraft Simulator Test Bed.
their direct contact. The compressed air, supplied at 60 psi (4.1 bars), is delivered from an on-board tank
holding 1.87 liters of compressed air at 3000 psi (206.8 bars). With a nominal air consumption of 0.1 L/min
at 60 psi (0.53 normalized L/min) per air bearing the endurance of the FSS reaches 3.5 hours. A solenoid
valve controls the flow towards the air bearings and an air filter prevents any contaminants and foreign
materials from damaging to the delicate air bearing porous material. A scuba diving type compressor is
used to refill the on-board tank.
The 15 ton, 4-by-4 meter granite monolith is supported by three adjustable pedestals and has a planar
accuracy of ±0.0127 mm. This allows the granite surface to be horizontally leveled to an accuracy of 0.01
degrees. Seismic activity and other building structural activity can distort the monolith alignment over time.
The combination of the reduced friction (provided by the air bearings) with the low residual acceleration
(provided by the horizontality and planarity of the granite monolith) allows the NPS-FSSTB two recreate the
dynamics of spacecraft close proximity operations. A characterization of the residual acceleration experienced
by the FSS can be found in Section III. The applicability of the test bed, as a high-fidelity dynamic simulator,
is limited to short lived close proximity operations since the relative orbital mechanics are not recreated and
the FSS follow double integrator motion Another inherent limitation of the NPS-FSSTB is restriction to
planar motion (i.e. two translation and one rotation degree-of-freedom). Despite these limitations the
NPS-FSSTB is useful to develop and demonstrate proximity operations guidance, navigation and control
methods.
To propel the FSS over the granite monolith the vehicles are equipped with eight cold-gas thrusters,
mounted in the pattern shown in Fig. 4. Each thruster unit is composed by a fast response solenoid valve
and a custom made supersonic convergent nozzle.32 Fed by the onboard tank of compressed air, the thrusters
provides a nominal thrust between 0.1–0.15N of thrust (see Section III for thruster characterization details).
This nominal thrust fluctuates considerably, as the thrust is a function of nozzle inlet pressure, which changes
depending on the number of thrusters that are being fired simultaneously. With a nominal mass flow of about
0.3 g/s per trhuster, the total firing time is estimated to be 20 minutes. Red LEDs paired with each thruster
provide a visual indication of which thruster is firing at any given time.
Additionally, one of the FSS has a 2.5 Nms Reaction Wheel (RW) mounted on its top (see Fig. 5). This
particular FSS is used for spacecraft robotics research and a multi-link modular robotic manipulator can
be connected to it.33 The RW was installed to meet the increased torque requirements due to the dynamic
coupling (arising from the manipulator motion) and for the significantly higher inertia of the combined
system. Scavenged from an older research project, the RW was an opportunistic addition to the FSS and
required a few extra components. A switching shunt regulator is used to safely dissipate the energy generated
during RW deceleration. A simple microcontroller is used as an interface between the on-board computer
and the RW. This microcontroller converts the output of the three hall sesnors on the RW to a rotation rate
and provides a suitable analog signal to control the RW motor torque.
The onboard computational capabilities of the FSS are provided by a PC-104 form-factor on-board
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Figure 4. Thruster layout and notional thruster numbering in the FSS body-fixed frame.
Figure 5. Reaction Wheel on top of one of the FSS.
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computer. Based on an Intel Atom 1.6 GHz 32-bit processor, the computer has 2 GB of RAM and an 8 GB
solid-state drive. Despite the on-board computer not being space-grade, its computational capabilities could
be regarded to be on the same order of magnitude as state-of-the-art space-grade computers.34 An expansion
board with 20 optoisolated relays provide the required switching capability for the thrusters and air bearing
solenoid valves. A serial interface is used to communicate with an on-board Fiber-Optic Gyroscope (FOG)
which provides angular velocity measurements at a 100 Hz rate. On the FSS with the RW another serial port
is used to communicate with the microcontroller interfacing with the RW. Two 95 Wh lithium-ion batteries
and a battery management module regulate the electrical power to the FSS. The batteries can power the FSS
for several hours, making the amount of air inside the on-board tank the limiting factor during experiments.
A Wi-Fi module provides the FSS with wireless communication capabilities.35 The Wi-Fi module also
enables the FSS to communicate with other FSS or other external computers. To minimize latency the data
is transmitted from node to node using the User Datagram Protocol (UDP).
A carbon fiber reinforced polymer base plate and four aluminum T-slotted columns make the core of
the FSS structure. A polycarbonate outer shell provides the attachment points for all the FSS components.
Fabricated using additive manufacturing, the outer shell can be quickly modified to accommodate any
component change or vehicle upgrade (as it was done with the RW).
The laboratory metrology is a commercial system (Vicon) composed by ten overhead cameras and an
external computer. This system accurately determines the position of objects carrying passive markers (i.e.
the FSS). Once the location of the FSS is determined by the Vicon system, an external computer streams the
data to the FSS using the Wi-Fi link. The Wi-Fi connectivity is also used by the FSS to communicate among
each other as well as to stream telemetry information to an external computer for logging and visualization
purposes. The NPS-FSSTB general communications arrangement is shown in Fig. 6.
Figure 6. Overview of communications architecture at the NPS Floating Spacecraft Simulator.
B. Software Architecture
At the core of the FSS software architecture is a Real-Time Operating System (RTOS) which ensures the
overlaying GNC software running on-board responds to sensor inputs and generates the appropriate actuator
outputs within a strict and predefined time span. To achieve the desired real-time requirement, an Ubuntu
10.04 32-bit server edition Operating System (OS) has been chosen and its Linux kernel (v2.6.33) has been
patched with the PREEMPT-RT patch.36,37 This particular OS combination used by the FSS will be
referred as RT-LINUX OS. Running atop the RT-Linux OS is the GNC software, which can be broken-up
into four main subsystems: navigation, guidance, control, and telemetry.
As illustrated in Fig. 7, the navigation block first samples the on-board sensors and the actuator states
and fuses them via a Discrete Kalman Filter (DKF) to produce an inertial state estimate. The inertial state
estimate is then sent to the guidance subsystem, where the appropriate actuator commands are generated
and sent to the control subsystem. The standard control subsystem is comprised of the steering logic and
converts the guidance-desired actuator inputs to the required low level signals to drive the different onboard
actuators. The software is developed in such a manner that the navigation, guidance and control subsystems
can be user-defined, allowing to perform research focused on any of these three areas. As spacecraft proximity
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operations guidance is the primary research focus of Spacecraft Robotic Laboratory, only the guidance block
is usually modified and a set of standard pre-developed navigation and control subsystems is used.
Figure 7. Overview of the onboard software architecture of the Floating Spacecraft Simulators.
Lastly, the telemetry subsystem packages the requested telemetry and sends it to a desired ground station.
In addition to the GNC telemetry specified in the model, a publicly available system monitoring utility is
used to collect metrics for various system-level metrics such as, but not limited to, processor usage, memory
consumption, and network bandwidth. In particular, the sysstat utility was chosen.38
The navigation subsystem goal is to provide a full state estimate of the FSS (position, orientation and
associated velocities). As most of the research conducted on the NPS-FSSTB is focused on the guidance and
control aspect, the navigation block makes use of the accurate VICON data in order to provide the most
accurate state estimate. When research on relative navigation is conducted24 this navigation block can still
be used as to provide ”ground truth” estimates to benchmark the experimental navigation results.
The remainder of this section will detail specifics about the GNC software development, navigation
formulation, thruster mapping and modulation, reaction wheel control, and the development simulator.
1. GNC Software Development
In order to simplify the algorithm development and subsequent implementation on the FSS, a development
simulator and a FSS software template were created using a common custom library. This library contains
common software – navigation and control subsystems – that are used in both the simulator and later in the
FSS onboard software. The simulator uses simulated sensors and actuators and also simulates the plant (i.e.
FSS) response, while the FSS software template uses the interfaces to the onboard sensors and actuators.
This commonality between the simulator and FSS onboard software allows to develop the algorithms in a
simulation environment and, when ready, easily generate the FSS onboard software to test them
The multi-rate GNC software running atop the RT-Linux OS is developed utilizing the MATLAB/Simulink
environment. Once developed, the Simulink models are autocoded to C and compiled (using the ert linux
target language compiler39). To facilitate the code generation and compilation across multiple OSs and
architectures, an Ubuntu Virtual Machine (VM) has been created the development tool-chain pre-installed.
This VM allows the user to easily create hard real-time multi-rate GNC software.
2. Navigation Subsystem
A DKF ingests the Vicon and FOG data as well as an estimate of the actuated force and torque (given the
states of the thruster valves and RW torque) to provide an estimation of the FSS inertial state. The FSS
DKF is conceptually broken up into an outer-loop, consisting of the KF prediction steps, and an inner-loop,
consisting of the KF correction steps which update the outer-loop when the filter is converged. Furthermore,
in order to retain flexibility, the DKF operates at a user-defined time step, ∆tDKF. However, dropped or
corrupted sensor measurements are inevitable due to the asynchronous sensors, user-defined time step and
lack of error correction in UDP communications. A dynamic construction of the measurement mapping
matrix is used to mitigate the effect of dropped sensors measurement and a χ2-gating rejects corrupted
measurements. Lastly, in addition to the standard output of a state estimate and error covariance estimate,
additional telemetry indicating the status and ”health” of the filter (initialization status, convergence status,
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measurement validity, and measurement gating) is outputted as a bit field implemented in a 32-bit integer.
This section will detail the construction and considerations given in the development of the FSS DKF.
Starting from the discrete system model,
xk+1 = Φkxk + Γkuk + Υkωk (1)
where the state vector is xk =
[
xk, x˙k, yk, y˙k, θ, θ˙k
]T
, Φk is the system state transition matrix and ωk, is the
process noise assumed to be zero mean Guassian white noise at time step k. The predicted state estimate
and predicted error covariance is given as follows.
xˆk+1|k = Φkxˆk|k + Γkuk (2)
Pk+1|k = ΦkPk|kΦTk + Qk (3)







DKF/2 0 0 0 0
∆t3DKF/2 ∆t
2
DKF 0 0 0 0
0 0 ∆t4DKF/4 ∆t
3
DKF/2 0 0
0 0 ∆t3DKF/2 ∆t
2
DKF 0 0
0 0 0 0 ∆t4DKF/4 ∆t
3
DKF/2





For simplicity, it is assumed the output of the thrusters follow a square wave – that is, the output of the
thrusters is modeled to be fully on or fully off with no transient response. To compensate for uncertainties
associated with thrusting (see Section III), the scalar quantity in Eq. (4), q2k, is increased by a factor of 500
from a nominal value of 1× 10−3 for the attitude rate process noise diagonal element. This is done because
the attitude rate, due to the small moment of inertia of the FSS, is more sensitive to thrust uncertainties.
The next consideration in the construction of the FSS DKF is the dynamic development of the mea-




1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 (5)
It is worthwhile to note the first three rows are associated with measurements from the Vicon sensor and
the last row is associated with measurements from the FOG. The dynamic construction of the measurement
mapping matrix involves ensuring each measurement received from the sensor is ”valid” before it is processed.
The data validity check is a two-step process; first, the Data Valid flag from the Vicon sensor and FOG
sensors are checked to be true. If either (or both) Data Valid flags are false, the respective rows in the
nominal measurement mapping matrix Hk+1 in Eq. (5) are set to a row of zeros and the respective bit in
the DKF health telemetry item is set to ”invalid”. Measurements which pass the first data validity check are
next subjected to a χ2 measurement association check in order to protect against corrupted measurements







) ≤ χ299.95% (6)
where Rk+1 ∈ R4×4 is the sensor noise covariance matrix and is defined as
Rk+1 =

σ2x 0 0 0
0 σ2y 0 0
0 0 σ2θ 0
0 0 0 σ2ω
 (7)
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Note, while Eq. (6) is written in vectorial form for compactness, it can be easily expanded into four scalar
equations for easier comparison with the association threshold. If any measurement violates Eq. (6), that
specific row in the measurement mapping matrix is set to all zeros and the respective bit in the DKF health
telemetry item is set to ”gated”. Additionally, in an effort to overcome filter smugness, the diagonal term
in the error covariance estimate is artificially inflated by a user-defined scalar whose default value is 1.025,
similar fashion to a Fading-Memory Kalman Filter.40,41
Once the measurement mapping matrix is created, the state estimate correction and error covariance cor-












Pk+1|k+1 = (I6×6 −Kk+1Hk+1) Pk+1|k (I6×6 −Kk+1Hk+1)T + Kk+1Rk+1KTk+1 (10)
Lastly, the FSS DKF is considered to be converged when the absolute value of the change in the square
of the Frobenius norm of the measured diagonal elements of the error covariance estimate is below some
user-defined threshold, DKF,





ii is the Frobenius norm of a matrix A. While the filter convergence condition in
Eq. (11) is met, the associated bit field in the DKF health telemetery is set to ”converged.” It can be shown
using the convergence criteria in Eq. (11) is the same as measuring the change of the eigenvalues of the
measured diagonal elements of the error covariance estimate. The filter convergence status is utilized in two
places in the FSS GNC. First, on test startup, the FSS airpads and guidance subsystem are enabled only
after the DKF filter is converged. Secondly, the state and error covariance estimates are only passed to the
outer-loop for use on the next DKF cycle only when the filter is converged. This second use of the filter
convergence status allows the filter, in essence, to perform a soft-restart since the covariances are allowed to
expand and shrink, re-converging on a good state estimate.
3. Thruster Mapping & Modulation
The control subsystem of every FSS consists of thruster mapping and thruster modulation software. The
purpose of thruster mapping is to select the appropriate thruster to fire in order to realize the desired control
input consisting of forces and torques. Additionally, since the thrusters operate in an ON/OFF mode, a
modulation scheme is required in order to realize the desired force from each thruster.
Since the eight FSS thrusters are identical, the selection logic can be formulated generically. Fig. 4
illustrate the thruster layout and notional numbering of the thrusters in the FSS body-fixed frame. As
illustrated, it is obvious to see the direction of the forces and torques generated by each thruster. For
example, thruster 1 would produce a force in the +y direction and a negative torque.
The requested control input can mapped to the appropriate thruster from
u = Mf (12)
where u = [Fx, Fy, τ ]
T
is the control input, f = [f1, . . . , f8]
T
is the force applied by each thruster, and
M ∈ R3×8 is the thruster to control input mapping matrix. Using Fig. 4 as a reference, the thruster to
control input mapping matrix can be written as,
M =
 0 1 1 0 0 −1 −1 01 0 0 −1 −1 0 0 1
−1 1 −1 1 −1 1 −1 1
 (13)
Therefore, the force required by each thruster to realize the control input is
f = 2M+u (14)
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where M+ is the pseudo-inverse of M. Since the mapping matrix, M, includes both positive and negative
assignments, the pseudo-inverse results in equal scaling along both the positive and negative directions. As
a result, the factor of 2 in Eq. (14) compensates for this fact in order to scale the requested force equally
across only the applicable thrusters. For instance, if a force is requested along the +x direction, thrusters 2
and 3 would be selected, each applying half of the requested force.
After the requested control input has been appropriately assigned to specific thrusters, a modulation
scheme is required to realize the force given the discrete nature of the thrusters. Several common pulse modu-
lators utilized to modulate spacecraft thrusters are Schmitt Triggers, pulse-width pulse-frequency modulators
(PWPFM), derived-rate modulators, and pulse-width modulators (PWM).42 Another method, proposed by
Zappulla et al., is the use of a sigma-delta modulator (Σ∆M) for spacecraft thruster modulation. The Σ∆M
was experimentally compared against the PWM and found to achieve more than two times less steady-state
attitude error (3σ) and utilize only slightly more thruster on-time than the PWM.43 It is worth noting,
several control subsystems with PWM, Σ∆M, and a Σ∆-PWM hybrid are implemented and available via a
custom Simulink library for developers to select. The default modulator in the Simulink template, however,
is set to the Σ∆M.
4. Reaction Wheel Controller
The reaction wheel is controlled though a simple speed-mode controller. In such a controller the requested
torque τ to be produced by the RW is converted, using the RW inertia IRW to a required RW acceleration
αRW and integrated to obtain the RW ideal velocity ωIdeal. The actual measured RW velocity ωMeasured is
compared with the ideal velocity ∆ω = ωIdeal − ωMeasured. The velocity difference, scaled by a proportional
gain, is used to generate the analogue voltage that drives the RW motor torque. The RW velocity is read
and the voltage command is sent at a 20 Hz rate. An overview of this RW speed mode controller is provided
in Fig. 8.
Figure 8. Reaction wheel speed mode controller.
This type of controller can compensate for the RW friction and despite its delayed response, it controls
the RW so that the correct amount of angular momentum is transferred between the RW and the FSS.
To avoid the zero-crossing problem the RW is spooled up to about 1100 rpm (half of its maximum rated
velocity) before the experiment starts.
C. Development Simulator
The purpose of the development simulator is to create an environment which accurately represents the test
bed allowing for rapid development of guidance algorithms as a ’virtual’ test bed. Except for the interfaces
from the sensors and to the control actuators, the development simulator utilizes the same supporting
software (MATLAB/Simulink), such as navigation filters, actuator control logic, and rate transitions, in
order to achieve this goal. This layout simplifies the transition from the development environment to the
running the software on-board the FSS.
In order to create a representative interface to the DKF, both the Vicon and FOG sensors are modeled
using an additive white noise model. The simulated Vicon sensor takes in the truth position and attitude
of the FSS and adds a zero mean Gaussian noise with a variance of the respective state found via sensor
noise characterization and outputs a noisy state at a user-defined rate. Likewise, the simulated FOG sensor
takes in the truth angular rate of the FSS and adds several noise terms and outputs the noisy state. The
zero mean Gaussian noise sources include a rate noise density and an in-run bias stability. The in-run bias
stability is integrated, given an initial bias, before being added with the rate noise to the true angular rate
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of the FSS to create the simulated FOG sensor output. The values for the rate noise density and in-run bias
stability were obtained from the FOG sensor noise characterization and the datasheet.
III. Characterization
This section will detail the system identification a 4th generation FSS. This characterization includes OS
latency, sensor noise, thruster performance, mass, moment of inertia, and test bed residual acceleration.
A. OS Latency
To achieve the desired real-time requirement, an Ubuntu 10.04 32-bit server edition OS was chosen and its
kernel (v2.6.33) is patched with the PREEMPT-RT patch.36,37 By applying the PREEMPT-RT patch to
the Linux kernel, the maximum latency the OS exhibits in response to a stimuli is bounded. To quantify the
latency characteristics of both the stock (unpatched) Linux kernel and PREEMPT-RT patched Linux kernel,
the Cyclic Test was run for 50 million iterations.44 The results are summarized in Fig. 3 and illustrated in
Fig. 9. Compared to the stock Linux kernel whose maximum observed latency during the Cyclic Test was
over 13ms, the PREEMPT-RT patched kernel bounded the OS latencies to within 100µs. Furthermore, the
maximum latency for both the stock and patched kernel was observed to occur on Thread 0. This observed
behavior is believed to be associated with the Hyperthreading associated with the Intel processor. Lastly, as
illustrated, the PREEMPT-RT patch bounds the otherwise unbounded latency of the stock Linux kernel.











Max Latency: (T0) 13462µs
                      (T1)   294µs
Avg Latency: (T0)    20µs
                      (T1)    21µs
Thread 0
Thread 1
(a) Stock, unpatched Linux kernel











Max Latency: (T0)    86µs
                      (T1)    92µs
Avg Latency: (T0)    26µs
                      (T1)    31µs
Thread 0
Thread 1
(b) PREEMPT-RT patched Linux kernel
Figure 9. Comparison of operating system latencies between an unpatched and patched Linux kernel.






















B. Sensor Noise Characterization
In order to increase the performance of any KF, the sensor noise characteristics must be well understood.
For the FSS DKF, these sensors include the Vicon and FOG.
13 of 26




















































1. Vicon Noise Characterization
It is assumed the noise associated with the measurements provided by the Vicon, x, y, and, θ, are inde-
pendent since only processed measurements are provided. This assumption enables the characterization of
each measurement produced by the Vicon to be performed independent of the other measurements. To
characterize the translational sensor noise, the FSS is given only a translational velocity across the diagonal
of the granite monolith, its position from the Vicon sensor recorded directly, and the resulting time histo-
ries for x and y are independently curve fit to both a first-order, x(t) = a1t + a0 and second-order model,
x(t) = a2t
2 + a1t + a0, where {a0, a1, a2} are the model coefficients. Assuming the acceleration coefficient
in the second-order model,a2, is sufficiently small, the RMS error of the first-order error is interpreted as
the noise parameter for the Vicon x and y measurements respectively. Furthermore, in order to capture
any effects of velocity on sensor noise, the FSS was given three different velocities across the diagonal of the
granite monolith. Lastly, the geometric mean of the three velocities was used to compute the resulting Vicon
noise parameter for the x and y measurements. A similar method was followed to characterize the attitude
measurement, θ, except, instead of a translational-only velocity, the FSS was given only a rotational velocity.
The resulting Vicon measurement noise values across each trial and the resulting geometric means are
tabulated in Fig. 4. As illustrated, the Vicon sensor noise for both translational measurements are relatively
close together while the sensor noise for the attitude measurement is larger. This is expected as the attitude
measurements are a derived from the position of each of the markers located atop the FSS which form the
basis of the Vicon measurement frame set in the Vicon software.
Table 4. Vicon sensor noise characterization results.
Trial σx σy σθ
1 0.01126 0.008889 0.03556
2 0.01179 0.01296 0.002549
3 0.001986 0.006620 0.02685
Mean 0.006412 0.009136 0.01345
2. FOG Noise Characterization
To estimate the FOG noise parameters, an Allan Variance analysis was performed following the IEEE Std
952-1997.45 The Allan Variance method was initially used to investigate the frequency stability of precision
oscillators in the time domain. However, this method has been extended to aid in characterizing random
noise processes in a wide variety of devices45,46
To perform the static characterization of the FOG, first, over 13.75 million samples were collected at
100Hz over 27 hours from the FOG, as illustrated in Fig. 10. A basic analysis of the of static FOG data
yielded the mean output, the standard deviation, as well as the quantization level. While not relevant to
the FOG noise characterization, the quantization level is useful for creating the simulated FOG data. It can
be seen the FOG is able to detect the rotation of the Earth, whose value at the location of the test bed is
0.004178◦/s.
Next, performing the Allan Variance analysis yields the Allan Variance plot for the FOG illustrated in
Fig. 11. The relevant noise parameter estimated via Allan Variance analysis is the Angular Random Walk
(ARW). ARW is identified on the Allan Variance plot as having a slope of -1/2. Furthermore, the value
for the ARW is obtained by fitting a line through segment on the plot and reading the value at τ = 145
Given the FOG operates at 100Hz, the equivalent white noise value using the Allan Variance method was
found to be 7.083×10−3 ◦/s. It is worthwhile to note, the white noise value derived from the Allan Variance
analysis is within 2.3 % of the value derived from a statistical analysis of the FOG data. Another useful
noise parameter which can be estimated via Allan Variance analysis is the bias stability. This parameter
would appear on the plot as a segment with a zero slope. However, due to the large averaging times required,
estimating this parameter via this method is infeasible. Since this value is typically smaller than the ARW
and given the short duration of the tests, this parameter can be neglected.
A summary of relevant FOG parameters from the two analyses are listed in Fig. 5. The white noise value
derived from the statistical analysis of the static FOG data to use in the DKF.
14 of 26












































































Figure 10. FOG data histogram with mean output and 1σ indications.


















Figure 11. FOG Allan Variance Plot.
Table 5. Summary of FOG Analysis.
Parameter Value







Quantization Level 1× 10−6 ◦/s
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Characterizing the performance of the thrusters is essential across several aspects of the FSS test bed. This
includes accurate modeling in the simulator, control input in the DKF, guidance parameter tuning, and
moment of inertia (MOI) estimation. Given the architecture of the system, the force generated by the
thruster is highly influenced by the pressure regulator setting and the number of values open at the same
time. In an effort to characterize the nominal performance of the thrusters, two thrusters on the same face
are fired for several seconds and the maximum force generated by the thrusters is measured by a scale with
a resolution of 9.81 mN. Additionally, it is assumed the measured force has equal contributions from the two
thrusters. Furthermore, prior to firing the thrusters, the value reported by the pressure regulator, with a 1
psig resolution, is recorded such that a pressure versus thruster force mapping can be made. This process
is repeated across the range of operating pressure and several time to ensure repeatability. The results are
illustrated in Fig. 12.






















Figure 12. FOG Allan Variance Plot.
Since no other data, such as temperature, is available, a linear fit is made between the regulator pressure
and thrust generated. This linear model can then be used in the MOI estimation as well as adjusting the
thrust parameter for the DKF and simulator. It is important to note, the GNC software does not receive
pressure information from the regulator and which precludes the use of the linear on-board. As illustrated,
several regulator pressures took on similar thrust values due to the resolution of both the scale and pressure
regulator.
D. Mass and Moment of Inertia
Estimating the physical properties, mass and moment of inertia (MOI), is critical to not only understanding
the system dynamics, but also to the creating a realistic simulator and developing and tuning the guidance
algorithms. The system masses of a FSS are tabulated in Fig. 6.
To estimate the FSS MOI, a torque was first applied to the stationary vehicle in the −θ direction by
the thrusters, followed by a coast period, and lastly the an opposite torque was applied in the +θ direction
by the thrusters to spin the vehicle down. It is worthwhile to note, the value indicated by the thruster
pressure regulator was recorded prior to the test in order to use the linear model to estimate both the thrust
output and torque of each thruster. The resulting attitude time history recorded directly from the Vicon
sensor. Next, the portions of the attitude time history under thrusting were fit to the second-order model,
θ(t) = a2t
2 + a1t + a0, where a2 = 1/2(τ/Jzz), from which the MOI, Jzz is estimated given the estimated
torque τ . This test was performed five times in order to gather 10 attitude time histories under thrust, each
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time refueling the FSS prior to running the test. The resulting MOI estimate is tabulated in Fig. 6. It is
important to note, the actual moment of inertia value is dependent upon the estimated thrust. Any error in
the thrust estimate scales linearly with the estimated MOI. This by large is the deemed the biggest source
error in the MOI estimation.
Table 6. Summary of relevant FSS Physical Properties.
Parameter Value
Mass, wet 9.882 kg ±0.001 kg
Mass, dry 9.465 kg ±0.001 kg
Dimensions 0.27 x 0.27 x 0.52 m
Estimated MOI 0.2527 kg m2
MOI StDev 0.0115 kg m2
E. Residual Acceleration
The system-level average disturbance to acceleration on the FSS while navigating on the monolith has been
quantified through testing. A number of causes of residual acceleration are apparent, such as air bearing
and pneumatic leakage, air bearing being less than parallel to the test bed surface, and the test bed being
less than level to the plumb gravity. To measure the system-level residual acceleration, a FSS was allowed to
drift across the table starting from six different positions. The second-order differences of the collected x and
y positions were taken to calculate the discrete accelerations in the respective directions. The acceleration
magnitude was then found. Next, values above three standard deviations were removed from the dataset.
Outlier values were expected due to noise from the Vicon system and the slow motion of the FSS. The mean
acceleration of each run, and the total mean acceleration were then calculated and tabulated in Fig. 7. The
overall residual acceleration of the test bed was found to be 0.0652 m/s
2
, or 6.65 mG.
Table 7. Acceleration disturbance characterization results











To demonstrate the capabilities of the NPS-FSSTB, a case study is performed where the FSS enters
into and maintains a circular path with a 0.50 meter radius and a tangential velocity for four revolutions,
at a constant angular velocity of 3◦/s about the path, using an Artificial Potential Function (APF) based
guidance law to control the FSS.47 This case study was chosen as it will demonstrate the system performance
across all the subsystems. For example, frequent thruster firings will introduce errors into the navigation
solution with minimal time for the estimator to filter out the noise. As a result, poor thruster and sensor
noise characterization will cause poor filter estimates and error covariances.
Since it is assumed the FSS will start outside of desired circular reference path, the guidance will initially
target a point which is tangential to the current position of the FSS. During this tangent point targeting
segment, only a reference position is passed to the APF guidance law. Additionally, the FSS is commanded
to point the +x face towards the tangent intercept point. Once the FSS is within some user-defined distance
to the circular reference trajectory, the guidance law will target the reference circular trajectory. The desired
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position and subsequent desired velocity is propagated slightly ahead of the vehicle for four revolutions before
ending the scenario. During the circumnavigation portion of the maneuver, the +x face of the FSS is pointed
inwards towards the fixed reference point. A summary of the relevant test parameters is list in Fig. 8.
It is worthwhile to note, prior to running the test on the NPS-FSSTB, the typical development workflow
includes preliminary testing using the development simulator to tune and debug the guidance algorithm.
To see the agreement between the development simulator and the NPS-FSSTB, the reader is encouraged to
review the follwiong references.31,43
Table 8. Case Study Test Parameters
Parameter Value
Reference Point (x,y) (2 , 2) m
Desired Radius 0.5 m
Desired Angular Rate 3◦/ss
Desired Velocity Magnitude 0.2618 m/s
Number of Revolutions 4
Initial Position (x,y) (3.5 , 0.5) m
Navigation Filter Rate 50 Hz
Guidance Control Rate 10 Hz
As illustrated in Fig. 13 and Fig. 14, the FSS starts in the lower-right hand corner of the granite monolith.
At the start of the test, the guidance subsystem, operating at 10 Hz, targets a point tangent to the circular
reference trajectory. It can be seen during the tangent point targeting segment the FSS attitude is slow to
respond and only achieves a near-zero attitude error as it nears the reference trajectory transition (marked by
a ”*”) due to a small attractive potential weighting on the attitude error. Once the FSS gets sufficiently close
to the circular reference trajectory, the reference trajectory switches and the FSS is seen to track the desired
circular trajectory fairly well. As illustrated in Fig. 15, the maximum distance from the circular reference
trajectory was less than approximately 0.04 m. The maximum difference between the FSS speed and the
reference speed was no larger than approximately 0.003 m/s, except for a brief period of time when the FSS
was establishing on the reference trajectory. Furthermore, a relatively constant attitude error throughout the
circumnavigation can be seen in Fig. 13 and Fig. 15(c). This is attributed to the small attractive potential
weighting on the attitude error. The time, position, speed, and attitude errors across each revolution and
the entire maneuver are summarized in Fig. 9. Lastly, as anticipated, frequent actuated control inputs occur
throughout the maneuver to maintain the circular reference trajectory as illustrated in Fig. 16.
Table 9. Summary of the circumnavigation time, position, speed, and attitude errors.
Rev. 1 Rev. 2 Rev. 3 Rev. 4 Overall
Rev. Time 119.90 s 120.09 s 119.90s 120. 09s 119.98 s
Mean Pos Error 0.0292 m 0.0302 m 0.0305 m 0.0302 m 0.0300 m
Mean Speed Error 2.08 mm/s 1.94 mm/s 1.91 mm/s 1.94 mm/s 1.96 mm/s
Mean Att. Error 20.92 deg 19.65 deg 19.61 deg 20.22 deg 20.10 deg
To gauge the performance of the FSS DKF, both the navigation health telemetry and the estimated error
covariances must be examined. The navigation health telemetry is summarized in Fig. 10 and illustrated in
Fig. 17. The estimated error covariances throughout the duration of the maneuver is illustrated in Fig. 18
and is summarized in Fig. 11. As a result of the frequent thruster firings required to track the desired
trajectory, this case study tests the performance of the DKF. Specifically, the DKF is given minimal time
to filter the noise introduced by the thruster firings. Despite only processing approximately 57.75% of the
Vicon measurements, the filter was able to keep the 1σ error covariance to millimeter-level uncertainty in
the position and to the hundredths-of-degree level uncertainty in the attitude. Additionally, the effects of
increased process noise on the attitude rate covariance is illustrated in Fig. 18(f). Recall, whenever a thruster
is actuated, the navigation filter automatically inflates the process noise to account for uncertainties in the
thruster model. Despite the process noise associated with the attitude rate state being inflated by a factor
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Figure 13. Overhead view of the FSS path with 4 equally spaced attitude snapshots in time across the
tangential intercept guidance segment and a single revolution about the fixed point.
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Figure 14. Position and velocity of the FSS during the entire maneuver.
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(d) Attitude Rate Error
Figure 15. Position and velocity errors of the FSS during circumnavigation.
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Figure 16. Commanded and actuated control inputs (in the inertial frame) throughout the circumnavigation
maneuver.
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of 500, the attitude rate covariance is able to recover quickly due to the small sensor noise associated with
FOG.
Table 10. Summary of navigation health telemetry throughout the circumnavigation maneuver.
DKF Health Item Value
Percent of No Vicon Measurments 57.75%
Percent of No Fog Measurements 5.21%
Percent of Gated x Measurements 0.022%
Percent of Gated y Measurements 0.034%
Percent of Gated θ Measurements 0.043%
Percent of Gated ω Measurements 2.02%
Percent of Time Covaraince Convergeed 100.00%










Figure 17. Discrete Kalman Filter health telemetry throughout the circumnavigation maneuver.
Table 11. Mean estimated error standard deviation over the circumnavigation maneuver.
Rev. 1 Rev. 2 Rev. 3 Rev. 4 Overall
x 2.23 mm 2.24 mm 2.28 mm 2.27 mm 2.25 mm
vx 4.00 mm/s 3.98 mm/s 4.00 mm/s 4.00 mm/s 3.99 mm/s
y 2.94 mm 2.92 mm 2.97 mm 2.96 mm 2.95 mm
vy 4.36 mm/s 4.35 mm/s 4.37 mm/s 4.37 mm/s 4.36 mm/s
θ 0.034 deg 0.035 deg 0.034 deg 0.034 deg 0.034 deg
ω 0.016 ◦/s 0.016 ◦/s 0.015 ◦/s 0.015 ◦/s 0.016 ◦/s
V. Discussion
The NPS-FSSTB has been primarily used, as other similar test beds, to develop and demonstrate novel
guidance and control approaches. The dynamic fidelity, in terms of environment and actuators, provides
a unique setup where to test these novel algorithms in a realistic dynamic environment. Hardware related
phenomena (e.g. delays, computational constraints, actuators response uncertainty, sensor noise), that is
practically impossible to recreate in a simulation environment, is present in the NPS-FSSTB, thus providing
another validation layer before on-orbit deployment or demonstration. Experimentation on the NPS-FSSTB,
or testing in other dynamically relevant environments, can help accelerate development and reduce the risk
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(f) Attitude Rate Covariance
Figure 18. Covariance time histories throughout the circumnavigation maneuver.
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associated with novel guidance and control approaches. More accurate performance estimates can be obtained
(helping reduce margins) and previously unforeseen problems, due to hardware-related interactions, detected
and corrected.
This type of dynamic test bed complement the more common kinematic test beds (i.e. where the dynamics
are only simulated).21,22,48–50 In these kinematic test beds, the dynamics are recreated via a computer
simulation, thus loosing the high-fidelity dynamics aspect. Despite recreating a less accurate environment,
kinematic test beds are more common and usually feature six degree-of-freedom motion.
The FSS currently operating on the NPS-FSSTB are limited to planar motion. Other air bearing based
test beds have achieved five degrees-of-freedom21,22 or even six degrees-of-freedom.16–20 Also in air bearing
based test beds the FSS vehicles behave as double integrators and thus the relative orbital mechanics of
proximity operations are inherently omitted. Although, these relative orbital dynamics accelerations could
be added by onboard actuators, they would add an element of fabricated dynamics to the otherwise genuine
dynamic behavior. How to incorporate the relative orbital dynamics, minimizing the impact on the test bed
dynamic environment is an area of intrinsic interest for these type of test beds.
Air bearing test beds are particular suited to conduct research on contact dynamics. How to take into
account or compensate contact dynamic effects during docking and capture of non-cooperative targets – with
robotic manipulators for example – is a promising application for these type of test beds.
Another area of particular relevance is real-time optimal guidance and control. As the computational
power increases new form of real-time guidance and control can be used. With the FSS onboard computer
the possibilities that come with higher computational power can be explored with an onboard computer in
the loop and an environment that enforces real-time behavior.
Multiple vehicles can be operated simultaneously on the NPS-FSSTB. This capability, mostly lacking in
kinematic test beds can be used to conduct research on coordinated control of spacecraft teams.
VI. Conclusions
A detailed description of the Naval Postgraduate School Floating Spacecraft Simulator has been provided.
With its three Floating Spacecraft Simulator vehicles operating on top of a horizontally leveled granite
monolith. The test bed can be used to develop and experimentally demonstrate guidance, navigation and
control approaches for spacecraft proximity operations. The quasi-frictionless and low residual acceleration
dynamic behavior of the test vehicles recreates the dynamic environment of proximity operations, thus limited
to planar motion. The on-board actuators, composed by eight thrusters and a reaction wheel,are equivalent to
the actuators found in orbital spacecraft and further enhance the dynamic equivalence. Although the test bed
can be used to do experiments on relative navigation, it has traditionally been used for guidance and control
development, with the navigation problem being partially solved by a laboratory wide metrology system.
With an available simulator and extensive software development tools, guidance and control algorithms for
real-time execution on-board the test vehicles can be quickly and easily developed. Used as a last stage of on-
the-ground validation prior to on-orbit deployment or simply as a more realistic development environment for
novel guidance and control approaches, this state-of-the-art will continue to be fruitful for the advancement
of spacecraft proximity operations research.
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