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Resumo Considere-se um sinal passa-baixo com N amostras, t das quais 
foram posteriormente modificadas. Será possível detectar quais as 
amostras modificadas, e recuperar o seu valor original? 
A quase totalidade das técnicas conhecidas sobre reconstrução de 
sinal não resolve este problema, sendo necessário conhecer a 
posição das amostras erradas para que seja possível obter a 
amplitude correcta. No entanto, os códigos de correcção de erros do 
tipo BCH, entre outros, conseguem resolver este problema, ou seja, 
determinar a posição das amostras erradas e, numa segunda fase, 
corrigir a sua amplitude. Estes códigos são normalmente aplicados 
a sinais digitais recorrendo a “software” com aritmética num corpo 
finito necessitando, por esse motivo, de processadores dedicados 
para realizar as operações de codificação e descodificação de 
forma eficiente. No entanto, e como veremos ao longo deste 
trabalho, é possível utilizar estas técnicas no corpo dos números 
complexos, levantando-se no entanto uma série de questões novas 
como, por exemplo, a da estabilidade da reconstrução. 
As técnicas de reconstrução de sinal e os códigos de correcção de 
erros são usualmente encarados como disciplinas distintas com as 
suas técnicas próprias não existindo aparentemente qualquer 
relação entre as duas. No entanto, estas dificuldades resultam em 
grande medida da diferente aritmética, notação e linguagem 
utilizadas. Esta dissertação utiliza em simultâneo estas duas 
disciplinas, transportando técnicas e conceitos de uma área para 
outra, numa tentativa de enriquecer o conhecimento e compreensão 
de ambas. 
Neste trabalho estudamos várias técnicas para determinar a 
posição das amostras erradas num sinal discreto limitado em banda 
e de duração finita, sendo descrito como reconstrução não linear. 
Comparamos igualmente algumas técnicas de determinação da 
amplitude das amostras erradas, oriundas dos códigos de correcção 
de erros, com as que são utilizadas nos algoritmos de reconstrução 
de sinal. O problema da estabilidade da determinação da posição 
das amostras erradas é investigado, mostrando-se por exemplo que 
os efeitos da amplitude e posição dos erros na estabilidade podem 
ser separados. 
Um dos objectivos deste trabalho foi o de encontrar técnicas que 
permitissem o projecto de códigos de correcção de erros no corpo 
dos números complexos. A chave para a solução deste problema 
reside na combinatória dos padrões dos erros e da sua influência na 





Abstract Consider a low-pass signal with N samples where the amplitude of t 
samples was modified. Is it possible to find a method to detect 
which samples violate the low-pass condition and reconstruct their 
original amplitude? 
Most of the known techniques of signal reconstruction don’t solve 
this problem, being necessary to know the error positions in order to 
find their correct amplitudes. However, the BCH type error 
correction codes, for example, can solve this problem in two steps, 
first, they found the error positions, then, they found the error 
amplitudes. Those codes are usually implemented on a finite 
arithmetic field with dedicated processors, which implement the 
coding and decoding tasks on an efficient way. Nevertheless, and 
as we will see during this work, it is possible to use those 
techniques on the complex field, arising some new problems as the 
numerically stability of the reconstruction process. 
The signal reconstruction techniques and the error correction codes 
are usually faced as distinct disciplines, with their own techniques 
and results, and apparently with few aspects in common. These 
difficulties are the result of differences in the arithmetic notation and 
language used. This thesis deals with both disciplines transporting 
techniques and concepts from one area to another, trying to enrich 
the knowledge and comprehension of both. 
In this work we have studied several techniques to find the error 
positions in a band-limited and time-limited signal. Those techniques 
are described as non-linear signal reconstruction. We also compare 
some techniques for error amplitude correction imported from error 
correction codes with some signal reconstruction techniques. The 
stability of the problem of finding the error positions was also 
studied. We have achieved some interesting results as for example 
the separation of the influence of the error amplitude from the error 
position on the stability. 
One of the goals of this work was to find some techniques to design 
error correction codes on the complex field. The key to this problem 
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Quando começámos os estudos preliminares desta tese, conhecíamos um conjunto de méto-
dos de reconstrução de sinal com uma característica comum: pressupunham sempre como
conhecidas as posições das amostras erradas. Durante a conferência SampTA95, surgiu-nos
a seguinte questão:
Problema 1 Considere-se um sinal com N amostras e cuja transformada de Fourier dis-
creta possui M componentes nulas. Vamos supor que algumas das amostras deste sinal são
modi…cadas. Será possível determinar o número de amostras modi…cadas e as suas posições
e amplitudes?
As semelhanças deste enunciado com o problema de correcção de erros levou-nos a pro-
curar na bibliogra…a [Wakerly 78, Hamming 80, Clark 81, Berlekamp 84, Blahut 83, Blahut
85a, Hill 86, Sweeney 91] uma possível solução. Na realidade veri…cámos que o problema
podia ser resolvido por métodos análogos aos usados na descodi…cação dos códigos BCH. A
diferença consistia apenas no tipo de aritmética utilizada, dado que em vez de operar so-
bre um corpo numérico …nito como GF(2p), pretendíamos utilizar aritmética sobre o corpo
dos reais. No entanto, estes algoritmos tinham a contrapartida de poderem ser instáveis,
tendo este problema sido estudado com o objectivo de encontrar limites para os erros de
reconstrução.
Nesta introdução começamos por abordar a reconstrução de sinais discretos e limitados
em frequência. Faremos uma breve descrição de alguns algoritmos conhecidos para a recons-
trução de sinal quando se conhecem as posições das amostras erradas. A seguir a uma breve
introdução aos códigos de correcção de erros com aritmética real, enumeramos os resultados
originais e …nalmente uma descrição da organização da tese.
1.2 Reconstrução de sinal
Em todos os sistemas de aquisição de sinal podem ocorrer erros que corrompem o sinal
em apenas algumas das suas amostras. Outras vezes o próprio sistema de aquisição possui
limitações que impossibilitam a aquisição de sinal de forma adequada ocorrendo, por exemplo,
períodos mais ou menos longos sem qualquer informação. Vamos considerar o caso em que um
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sinal foi amostrado e que algumas das suas amostras foram apagadas1 em posições arbitrárias.
Se não for conhecida qualquer característica do sinal adquirido, então, não é possível recuperar
a amplitude das amostras apagadas a partir das restantes, mas se o sinal for limitado em
banda (por exemplo passa-baixo), então, tal operação de reconstrução já pode ser possível.
A este tipo de reconstrução costuma-se chamar de interpolação ou extrapolação consoante
as amostras desconhecidas são esparsas ou contíguas, não existindo contudo qualquer outra
diferença. O problema de interpolação pode ser equacionado para o caso de sinais contínuos
no domínio do tempo e limitados em banda [Marks II 91]. O teorema fundamental da teoria
da amostragem2 estabelece que se um sinal x (t) passa-baixo tiver uma largura de banda B e
for amostrado a uma frequência fs ¸ 2B; então é possível recuperar o sinal x(t) a partir das









sinc (2Bt ¡ n) ;













sinc (2Wt ¡ n) ;
e uma vez que neste caso se tem

















sinc (¯ (2Wt ¡ n)) (1.1)





e ¤ representa a operação de convolução (ver o apêndice A para uma descrição completa
da notação utilizada). Na …gura 1.1 podemos observar a reconstrução dada pela equação
1Em alguns sistemas de comunicações existem regeneradores com “soft decision” que indicam que a amostra
recebida tem uma amplitude errada.
2Este teorema é atribuído normalmente a Shannon [Shannon 48],mas há autores que se lhe referem como o
teorema WKS (Whittaker, Kotelnikov e Shannon). As referências [Marks II 91,Higgins 85] fazem uma revisão
histórica sobre a autoria deste resultado da teoria da informação.
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(1.1) quando ¯ = 1, veri…cando-se que o valor do sinal reconstruído num determinado ins-
tante de amostragem tk = kTa depende apenas do valor da amostra x (kTa). No caso da
sobre-amostragem, nos instantes de amostragem o sinal reconstruído x (t) depende não só
da amplitude da amostra nesse instante, mas também de todas as outras (…gura 1.1). Por
exemplo para t = 0 temos








que evidencia a dependência linear entre amostras. Se isolarmos o termo para n = 0 na











A equação anterior especi…ca completamente o valor da amostra na origem, x (0), em função
das restantes amostras.
Nesta dissertação estaremos especialmente interessados numa classe de sinais que se pode
designar por polinómios trigonométricos. Estes sinais podem ser descritos como uma soma





em que cn são os coe…cientes da série de Fourier e T o período da série trigonométrica.
Estes sinais são completamente especi…cados por K coe…cientes espectrais, ou por K amos-
tras temporais uniformes mais o período T . Neste caso podemos ter discretização nos dois
domínios (tempo e frequência) que o sinal …ca representado sem ambiguidade. Se tivermos
sobre-amostragem, o número de amostras N > K nos dois domínios é superior ao necessário,
tendo-se M = N ¡ K coe…cientes cn nulos. O factor de sobre-amostragem ¯ será de…nido
neste caso pela relação
¯ = K=N:
1.2.1 Reconstrução de polinómios trigonométicos
Tal como foi referido na secção anterior no caso dos polinómios trigonométricos um conjunto
…nito de amostras temporais é su…ciente para representar sem ambiguidade este tipo de
sinal. Por esse motivo, daqui para a frente falaremos apenas de sinais discretos representados
por vectores da forma x 2 CN , com amostras x0; x1; : : : ; xN¡1. A de…nição usada para a





e¡j 2¼N pq: (1.2)
Vamos de…nir agora algumas variáveis que serão utilizadas durante toda a dissertação.
² t¡Número de erros.
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Funções de interpolação sinc para o caso da amostragem crítica com o factor de
sobre-amostragem ¯ = 1. Repare-se que todas as curvas passam por zero nos instantes de
amostragem, não existindo dependência entre amostras. Por esse motivo não é possível
recuperar x (0).












Funções de reconstrução sinc para o caso da sobre-amostragem com ¯ ¼ 0:6. Neste caso as
curvas não passam por zero nos instantes de amostragem, e existe interdependência entre as
amostras. Utilizando esta informação é possível recuperar a amostra errada x (0).
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² K¡Número de componentes espectrais desconhecidas.
² M¡ Número de componentes espectrais conhecidas (de valor nulo).
² ¹St¡ Conjunto dos índices das amostras erradas (desconhecidas) de um sinal x,
¹St = fi0; i1; i2; : : : ; it¡1g : 0 · im · N ¡ 1: (1.3)
² St¡ Conjunto dos índices das N ¡ t amostras conhecidas do sinal x e complementar de
¹St.
² ¹Sf¡ Conjunto dos índices das K amostras desconhecidas do espectro de x.
² Sf¡ Conjunto dos índices das M amostras nulas (conhecidas) do espectro de x. Se o
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Para a formulação do algoritmo de Papoulis e Gerchberg da secção que se segue é ne-
cessário de…nir dois operadores em CN :
De…nição 1 Um operador de amostragem pode-se de…nir como uma matriz diagonal D de
zeros e uns , com apenas N ¡ t elementos da diagonal principal unitários, em que t > 0. Os
elementos nulos da diagonal principal estarão nas linhas de D com índices dados por ¹St.
De…nição 2 Um operador de limitação de banda de um sinal x, pode ser caracterizado pela
matriz B = F¡1¡F , onde ¡, é uma matriz de amostragem constituída por zeros e uns com
K elementos unitários na diagonal principal. Os elementos nulos da diagonal principal de ¡
estarão nas linhas com índices dados por Sf .
Acerca da de…nição anterior, é interessante veri…car que esta operação pode ser encarada
como uma amostragem no domínio da frequência. No operador de amostragem pode-se
de…nir a densidade d como sendo a relação (N ¡ t) =N , e no operador de limitação em banda
podemos de…nir a largura de banda w como a relação K=N .
1.2.2 Algoritmo de Papoulis-Gerchberg
Vamos supor que um sinal x 2 CN passa-baixo, sofreu t erros em posições conhecidas. Va-
mos colocar o valor das amostras erradas a zero e calcular a transformada de Fourier deste
sinal. Devido aos erros, o espectro obtido terá normalmente um valor diferente de zero nas
componentes com índices i 2 Sf . Se forçarmos essas componentes a zero e calcularmos uma
transformada inversa obtemos um sinal em que o valor das t amostras erradas terá tomado
um valor diferente de zero e mais próximo do valor correcto. No entanto, com esta operação
também se alterou a amplitude das restantes N ¡ t amostras cujo valor correcto é conhecido,
podendo-se portanto repô-las. Para continuar este processo, calcula-se a DFT deste sinal e
repetem-se os passos anteriores. Este algoritmo pode ser descrito como projecções sucessivas
entre os dois domínios, tempo e frequência, repondo-se em cada um deles a informação conhe-
cida. Trata-se também de um caso de projecções alternadas em conjuntos convexos (POCS),
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e os primeiros trabalhos conhecidos devem-se a [Papoulis 75] e [Gerchberg 74], podendo-se
encontrar em [Ferreira 94a] uma revisão histórica.
Este algoritmo pode ser formulado recorrendo aos operadores de limitação em frequência
e de amostragem. Consideremos o sinal xn como o resultado da iteração n do algoritmo,
então, a sequência de operações descrita anteriormente pode ser colocada na forma
x(n+1) = ¹Dx(0) + (I ¡ ¹D)Bx(n); (1.5)
onde I é a matriz identidade e ¹ uma constante. De…nindo o operador T1, como
T (¢) = ¹Dx(0) + (I ¡ ¹D)B (¢) ;





Foi demonstrado [Ferreira 94a] que se a densidade d da operação de amostragem D for superior
à largura de banda w e se 0 < ¹ < 2, então T é estritamente não expansivo e a equação (1.5)




A convergência deste algoritmo depende de vários factores como o padrão das amostras
perdidas e o factor de sobre-amostagem. Para um estudo da convergência deste algoritmo e
do valor óptimo do parâmetro ¹, ver [Ferreira 94a].
1.2.3 Algoritmos não iterativos de dimensão mínima
É possível de forma não iterativa resolver o problema de reconstrução de sinal de…nido na
secção anterior. Os algoritmos que vamos descrever são designados de dimensão mínima
porque os sistemas de equações a resolver possuem uma dimensão idêntica ao número de
amostras desconhecidas no domínio do tempo ou ao número de amostras desconhecidas no
domínio da frequência. Inicialmente será feita uma descrição não matricial do método de
reconstrução de dimensão mínima no domínio do tempo, com o objectivo de permitir uma
melhor compreeensão do mesmo, seguindo-se uma descrição conjunta dos dois métodos na
forma matricial. Esta última descrição será baseada nos trabalhos de Ferreira [Ferreira 96] e
Walsh [Walsh 96], e resulta numa formulação compacta e geral do problema.
Reconstrução de dimensão mínima no tempo (descrição não matricial)


















































35 ej 2¼N nk; n 2 ¹St;
















35 ; n 2 ¹St:
Se de…nirmos o sinal das amostras desconhecidas no tempo uk = xik , podemos colocar a
equação anterior na forma matricial
























N k(ia¡p); ia 2 St: (1.10)
Podemos obter u a partir da equação (1.8) resolvendo-a para u
u = (I ¡ S)¡1 h; (1.11)
sendo a matriz a inverter de dimensão t £ t. Da equação (1.10) é possível veri…car que o
vector h pode ser calculado de forma e…ciente recorrendo à FFT.
Reconstrução de dimensão mínima no tempo (descrição matricial)
Considere-se um vector x com transformada de Fourier x^ = Fx, em que em cada um dos
domínios existem amostras conhecidas e desconhecidas. Rearranjando as linhas e colunas da



























onde xc = x (St) 2 CN¡t, xd = x ¡ ¹St¢ 2 Ct, são as amostras conhecidas e desconhecidas no
tempo e x^c = x^ (Sf ) 2 CM , x^d = x^ ¡ ¹Sf¢ 2 CK , são as amostras conhecidas e desconhecidas
na frequência. A partir de (1.13), podemos escrever
xd = Ayx^c + Cyx^d; (1.14)
mas como a parte conhecida do espectro é constituída por componentes nulas vem
xd = Cyx^d (1.15)
Como
x^d = Cxd + Dxc;
teremos
xd = CyCxd + CyDxc;
que resolvendo para xd dá
xd =
¡
I ¡ CyC¢¡1 CyDxc: (1.16)
A equação anterior é a solução de dimensão mínima no domínio do tempo. Se na equação
anterior se substituir
S = CyC; (1.17)
h = CyDxc; (1.18)
u = xd; (1.19)
obtém-se a equação (1.11).
Para uma solução não iterativa de dimensão mínima no domínio da frequência, pode-
mos a partir das equações (1.12) e (1.13), obter uma equação que dê o valor das amostras
desconhecidas na frequência em função das conhecidas no tempo. Da equação (1.12) resulta
x^d = Cxd + Dxc; (1.20)
mas se substituirmos xd de (1.15) em (1.20), e atendendo ao facto de as amostras conhecidas
na frequência x^c serem nulas, teremos
x^d = CCyx^d + Dxc;
que resolvendo para x^d vem
x^d =
¡
I ¡ CCy¢¡1 Dxc : (1.21)
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Tal como pretendido esta equação calcula o valor das amostras desconhecidas do espectro em
função das amostras conhecidas no tempo. A dimensão do sistema de equações a resolver
é igual ao número K de amostras desconhecidas na frequência. Este método não iterativo
de reconstrução foi estudado em [Grochenig 93] e uma análise sobre a dualidade destes dois
métodos de dimensão mínima foi realizada em [Ferreira 96].
Não é difícil veri…car que estas duas soluções (1.16) e (1.21) são equivalentes à solução de
mínimos quadrados da equação directa obtida de (1.12). Partindo de
x^c = Axd + Bxc
e sabendo que x^c = 0, temos
xd = ¡A+Bxc ; (1.22)



















AyA + CyC = I AyB + CyD = 0
ByA + DyC = 0 ByB + DyD = I : (1.23)










provando que a solução dos dois métodos de dimensão mínima, é igual à solução de mínimos
quadrados do problema de reconstrução [Walsh 96,Walsh 98].
Não é difícil demostrar [Ferreira 94b] que o algoritmo de Papoulis-Gerchberg (PG) também
converge para a mesma solução que os algoritmos anteriores. Se colocarmos a equação itera-
tiva (1.5) do algoritmo PG numa forma mais adequada, e se por conveniência …zermos ¹ = 1
e y = Dx, obtém-se
x(n+1) = (I ¡ D)Bx(n) + y.
Pressupondo y
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e como a matriz AyA tem inversa se t · M , obtemos …nalmente a solução de mínimos







1.3 Códigos de correcção de erros
O armazenamento ou transmissão de informação digital está sujeita a erros que degradam o
seu conteúdo. A ideia de adicionar informação redundante à mensagem transmitida de modo
a que no receptor se possa veri…car a sua integridade foi desenvolvida nos anos 50 por Ham-
ming [Hamming 50]e Golay [Golay 49], tendo estes criado os primeiros códigos detectores e
correctores de erros. Desde essa altura a teoria associada aos códigos de correcção de erros
evoluiu bastante no contexto da disciplina da Teoria da Informação. Um dos avanços mais
importantes foi a descoberta dos códigos BCH por Bose, Chaudhuri (1960) e Hocquenghem
(1950), e que viriam a ser aplicados com sucesso nos mais variados campos nomeadamente
na codi…cação da informação dos discos compactos, nas comunicações espaciais, em comuni-
cações via satélite, etc. A estrutura destes códigos permitiu a obtenção de resultados teóricos
importantes sendo possível projectar um código BCH de forma a garantir a correcção de um
número pré-determinado de erros.
Na …gura 1.3 podemos observar um diagrama de blocos que descreve um sistema de
codi…cação e descodi…cação do tipo BCH e que manipula os dados por blocos. Um sinal
mensagem com K amostras é codi…cado obtendo-se um bloco com N > K amostras tendo-se
acrescentado N ¡ K amostras de informação redundante.
O descodi…cador faz uso desssa redundância para conseguir corrigir os erros ocorridos
durante a transmissão/armazenamento da informação, que na …gura 1.3 se representam por
e.
O paralelismo com a reconstrução de sinal é evidente, residindo a principal diferença no
facto de na reconstrução de sinal não ser normalmente possível controlar a forma como o










Figura 1.3: Um sinal mensagem m com K amostras é codi…cado dando origem ao sinal a transmi-
tir/arquivar x com N amostras. A redundância introduzida permitirá ao descodi…cador corrigir os
erros e ocorridos no canal.
duas disciplinas mantiveram-se de algum modo afastadas criando cada uma delas resultados
e soluções equivalentes de forma independente. Segundo Blahut [Blahut 83], uma das razões
para este afastamento resulta do facto de os ”algebristas” dos códigos de correcção de erros
trabalharem com aritmética em corpos …nitos, enquanto que na área do processamento digital
de sinal se trabalha com aritmética real e complexa. São assim razões históricas e de formação
académica dos investigadores que levaram a que a linguagem e notação utilizada fossem
diferentes, criando a ilusão nos que trabalham em cada uma das disciplinas de não existirem
aspectos comuns.
Um dos primeiros autores a veri…car a relação existente entre os códigos de correcção de
erros e a possibilidade de se utilizar alguns dos resultados e algoritmos no corpo dos números
reais foi Richard E. Blahut, que nos seus artigos [Blahut 79, Blahut 85a] chega mesmo a
chamar à Teoria dos Códigos de Correcção de erros processamento digital de sinal em corpos
…nitos. Numa série de artigos [Marshall Jr 79,Marshall Jr 81,Marshall Jr 82a,Marshall Jr
82b,Marshall Jr 82c,Marshall Jr 83,Marshall Jr 84,Marshall Jr 86,Marshall Jr 87a,Marshall
Jr 87b], T. G. Marshall aborda o problema da realização prática dos códigos de correcção de
erros no corpo dos complexos, sendo de salientar o seu principal trabalho [Marshall Jr 84] em
que para além de estudar os códigos por blocos apresenta igualmente alguns resultados para
o caso dos códigos convolucionais. Até à actualidade vários autores exploraram as ligações
existentes entre estas duas disciplinas, tais como Kumaresan [Kumaresan 85], Ja-Ling Wu [Wu
92, Wu 95, Shiu 95, Shiu 96], Jack Keil Wolf [Wolf 67, Wolf 83], Farokh Marvasti [Marvasti
87,Marvasti 93,Marvasti 97,Marvasti 99,Wong 95] e David L. Sprague [Sprague 82].
Os códigos de correcção de erros no corpo dos números complexos possuem a vantagem
de não estarem limitados quanto ao tamanho do bloco, e de poderem ser realizados de forma
e…ciente em qualquer microprocessador. Têm no entanto a desvantagem de estarem sujeitos
a erros de arredondamento, o que levanta o problema da estabilidade numérica dos algo-
ritmos de reconstrução. Como veremos no capítulo seguinte, os algoritmos de detecção da
posição das amostras erradas, e de correcção da sua amplitude, requerem a resolução de um
sistema de equações, para além de outras etapas. Assim, a repercursão dos erros de arredon-
damento efectuados durante os cálculos no resultado da descodi…cação é determinado pelo
condicionamento do sistema de equações a resolver. Como veremos existem vários factores
que in‡uenciam o condicionamento dos problemas a resolver:
² O número de erros
² O padrão dos erros
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² O factor de sobre-amostragem
² O tamanho do bloco de dados
Apesar de um código BCH no corpo dos reais ser teoricamente capaz capaz de corrigir
M=2 erros, devido aos problemas de estabilidade poderão existir alguns padrões de erro que
serão descodi…cados incorrectamente. Por esta razão focámos a nossa atenção no estudo da
estabilidade do problema de reconstrução em função dos parâmetros enumerados anterior-
mente e também no estudo da combinatória dos padrões de erro.
Para que os códigos de correcção de erros possam ter algum interesse prático é necessá-
rio encontrar métodos que permitam projectá-los. Como a…rmámos anteriormente, quando
projectamos um código BCH no corpo dos reais, este pode não ser capaz de corrigir todas
os padrões possíveis com M=2 erros, sendo por conseguinte importante determinar quantos e
quais é que são descodi…cados erradamente e no caso de descodi…cação errada determinar se
a solução é “muito diferente” da exacta. Com este …m em vista de…nimos a distância mínima
entre erros como forma de classsi…car os padrões de erro e obtivemos (capítulo 5) uma forma
de contar o número de padrões de erro que possuem uma dada distância mínima.
Combinando estes resultados com os resultados obtidos no capítulo 3 e em [Ferreira 99],
é possível determinar de forma aproximada quantos dos padrões de erro é que se conseguem
corrigir.
A realização prática de códigos de correcção de erros em corpos …nitos requer a utilização
de “hardware” ou “software” especí…co capaz de realizar de forma e…ciente as operações de
codi…cação e descodi…cação. Em aplicações em que esse “hardware” não existe a utilização
de codi…cação no corpo dos reais pode ser uma alternativa atraente, mesmo que a capacida-
de de correcção destes seja inferior. Um exemplo de aplicação é na difusão de informação
em redes de comunicação por pacotes que não permite a con…rmação da correcta recepção.
Se se acrescentar redundância aos pacotes transmitidos existe a possibilidade de recuperar
a informação de pacotes perdidos [Bolot 95, Bolot 96, Hu 96] melhorando a …abilidade da
comunicação.
Em sistemas de multiprocessamento é importante assegurar de algum modo que as ope-
rações numéricas sejam realizadas correctamente e que no caso de ocorrerem erros que estes
sejam automaticamente corrigidos. A ideia base consiste em incluir nos próprios algoritmos
de processamento um esquema de codi…cação no corpo dos reais que permita sem recurso
a hardware especí…co corrigir os erros. Esta é uma área interessante mas que requer algum
aprofundamento para se encontrarem técnicas que lidem com o problema dos erros numéricos
de forma a evitar falsas detecções [An…nson 88,Agarwal 73,Agarwal 74,Huang 84,Nair 90].
Reconstrução de sinal e os códigos de correcção de erros
Os códigos de correcção de erros podem ser formulados numa forma matricial idêntica à uti-
lizada na secção anterior utilizando-se igualmente a transformada de Fourier. Consideremos
então que pretendíamos codi…car uma mensagem m com K amostras de modo a que seja
possível corrigir t erros ocorridos em posições cujos índices são dados por ¹St. Particionando






e se se chamar à matriz G de dimensão N £ K de codi…cadora e à matriz H de dimensão
N £M de veri…cadora da paridade, para gerar um sinal codi…cado a partir de m, basta fazer
x = Gm:
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em que o vector 0 é composto por M zeros. Se considerarmos um sinal de erro e, com
amostras não nulas nas posições dadas pelo conjunto ¹St, então o sinal corrompido é dado por
y = x + e:
No receptor, para veri…car a ocorrência de erros, multiplica-se o sinal recebido y pela matriz
de veri…cação da paridade
s = Hyy = Hyx + Hye;
mas como x é o resultado da codi…cação Hx = 0, então
s = Hye:
A equação anterior evidencia o facto de s (o sindroma) ser unicamente uma função do sinal
de erro e.
No capítulo seguinte será descrito um método para determinar o número e a posição dos
erros a partir do sindroma quando t · M=2. Este método envolve a resolução de um sistema
de equações Toeplitz de ordem igual ao número de erros ocorrido.
1.4 Resultados originais
1. Resolução do problema da correcção de apagamentos recorrendo a técnicas oriundas da
área dos códigos de correcção de erros. Nomeadamente através da equação recursiva
(2.9), da forma matricial não recursiva da secção 2.3.2 e do algoritmo de Forney da
secção 2.3.3.
2. A de…nição da distância mínima entre erros penso ser uma ideia original, não conhe-
cendo qualquer trabalho que a use. Os resultados de combinatória em que obtivemos
expressões para o número de padrões de erro que possuem uma dada distância míni-
ma são também originais e de uma grande importância para o projecto de códigos de
correcção de erros no corpo dos números reais.
3. A decomposição da matriz A descrita na secção 3.3.2, em que se conseguiu isolar o
efeito da amplitude dos erros da sua posição para efeitos do estudo do condicionamento
numérico de A.
4. A técnica proposta para a descodi…cação dos códigos de Reed-Muller, apesar de não ser
completamente nova, vem contudo corrigir alguns aspectos da solução apresentada por
J.-L. Wu [Shiu 96].
5. Identi…cação das ligações existentes entre os bancos de …ltros e os códigos convolucionais,
nomeadamente o facto de que se o banco de …ltros possuir a propriedade de reconstrução
perfeita pode-se ter um código convolucional capaz de corrigir erros.
6. Demonstração da equivalência da utilização da transformada DFT com uma base do
tipo ej
2¼
N lm, (em que l e m são primos relativos), na codi…cação dos códigos do tipo
BCH, com a utilização de um entrelaçamento regular das amostras do sinal transmitido.
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1.5 Organização da tese
A tese está organizada em capítulos e estes por sua vez em secções e sub-secções. O primeiro
capítulo pretende apresentar de forma breve os métodos de reconstrução de sinal quando se
conhece a posição dos erros. Estabelece igualmente a analogia destes métodos com os códigos
de correcção de erros, enunciando igualmente resultados que pensamos serem originais.
O capítulo 2 descreve alguns métodos de correcção de erros quando se desconhece a posição
dos erros, fazendo também uma descrição dos diferentes algoritmos exitentes para a resolução
de sistemas de equações Toeplitz.
O capítulo 3 aborda o problema da estabilidade dos algoritmos para determinação da
posição e amplitude dos erros.
O capítulo 4 começa com uma descrição dos códigos lineares de correcção de erros no
corpo dos números reais, seguindo-se os códigos cíclicos incluindo os BCH. Este capítulo
termina com uma descrição dos códigos convolucionais no corpo dos números reais fazendo
analogias com os bancos de …ltros com a propriedade da reconstrução perfeita.
No capítulo 5 aborda-se o problema da combinatória dos padrões de erro que satisfazem
uma dada distância mínima entre erros e determina-se o número de padrões com uma dada
distância mínima.
No …nal são apresentadas as conclusões e mencionados alguns problemas em aberto e
sugestões para trabalho futuro.
Capítulo 2
Problemas não lineares de
reconstrução
As técnicas de reconstrução de sinal descritas no capítulo anterior supunham sempre que se
conhecia a posição das amostras erradas. Neste capítulo vamos ver que é possível determinar
dentro de certos limites a posição das amostras erradas fazendo uso de uma informação não
utilizada nos métodos do capítulo anterior: a amplitude das amostras erradas. O problema
pode-se formular do seguinte modo
Proposição 1 Se um sinal com N amostras contiver M componentes espectrais contíguas
conhecidas, então é possível encontrar a posição de t · bM=2c amostras que tenham sido
alteradas resolvendo um sistema de equações Toeplitz de ordem t.
Os sinais considerados serão sempre de dimensão …nita e podem ser encarados como sinais
periódicos com período N . A proposição anterior pode ser vista como codi…cação de um sinal
para o tornar robusto a erros, e na realidade existem vários códigos correctores de erros que
podem ser interpretados desta forma. Blahut foi dos primeiros a veri…car que um código BCH
se caracteriza por os vectores pertencentes ao código possuirem M componentes espectrais
nulas contíguas e veri…cou que os algoritmos de correcção de erros podiam ser aplicados não
só em corpos …nitos mas também no corpo dos complexos. Um sinal que tenha algumas
componentes espectrais nulas, vai possuir uma dependência linear entre as suas amostras.
Este mesmo problema aparece em predição linear dando origem às equações de Yule-Walker,
em estimação espectral em que temos o problema dual, ou seja, determinar a posição das
componentes espectrais, etc.
Este problema não linear de reconstrução pode ainda ser resolvido recorrendo a uma
generalização do método de Prony [Prony 95]. A escolha deste método como ponto de par-
tida, deveu-se ao facto de na sua versão original se encontrarem formulados todos os passos
fundamentais para a solução do problema: determinação da equação recursiva cujos parâme-
tros podem ser determinados resolvendo um sistema Toeplitz e que permitem determinar a
posição e amplitude dos erros resolvendo um sistema de equações Vandermonde.
Quanto à organização deste capítulo, começaremos por formular o problema de recons-
trução com determinação das amostras erradas. Descreveremos o método de Prony na sua
versão original seguida da sua aplicação ao nosso problema. Sistematizam-se quatro formas
diferentes para o sistema de equações, descrevendo em seguida as condições para se obter um
sistema de equações com uma matriz hermítica. Uma versão simpli…cada do algoritmo com
codi…cação na frequência e que recorre a apenas uma transformada, é analisada seguida de
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Figura 2.1: Diagrama de blocos com o algoritmo de codi…cação e descodi…cação no tempo de um
sinal m 2 RK . Para M amostras nulas acrescentadas, este código é capaz de corrigir t = M=2
erros ocorridos durante a transmissão ou armazenamento. No caso da …gura as amostras nulas foram
acrescentadas no …nal do bloco perdendo-se as condições de simetria do espectro que permitem ao
sinal x ter parte imaginária nula.
alguns exemplos numéricos. O sinal de erro é sempre determinado recorrendo à solução do
sistema de equações Toeplitz realizando uma extrapolação do espectro do sinal de erro de
forma directa ou indirecta, sendo descritas e comparadas várias técnicas. Finalmente teremos
uma comparação de vários algoritmos para a resolução de sistemas Toeplitz, e a forma como
estes apesar de terem sido criados para resolver problemas aparentemente diferentes e em
áreas distintas são de facto equivalentes.
2.1 Reconstrução de sinal com detecção das amostras erradas
Vamos agora apresentar um algoritmo de codi…cação e reconstrução, em que é possível detec-
tar a posição das amostras erradas. Tal como anteriormente vamos considerar apenas sinais
discretos de dimensão …nita pertencentes a CN , em que um sinal é um vector de dimensão
N 2 N dado por x = [x0 x1 : : : xN¡1]T . Os sinais x 2 CN podem ser encarados como funções
complexas de…nidas no grupo …nito ZN , tendo portanto período N , ou seja, x(i+ N) = x(i).
Considere-se a transformada de Fourier discreta F de…nida por (1.2) em que tal como em
(1.6) e (1.7), x^ é a transformada de x. Na …gura 2.1 pode-se observar um diagrama de blocos
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que ilustra o conjunto de operações a efectuar sobre um sinal, de modo a que seja possí-
vel corrigir até M=2 amostras corrompidas com ruído impulsivo. Entende-se neste caso por
ruído impulsivo um sinal de dimensão N em que apenas t amostras são diferentes de zero
e em que t é normalmente muito menor que N . Por enquanto abordaremos apenas o caso
em que N é par e K ímpar, sendo os restantes casos analisados na secção 2.2.3. Para este
caso se pretendermos gerar um sinal codi…cado com parte imaginária nula temos de garantir
as condições de simetria do espectro de x. Com a transformada de Fourier e blocos de N
amostras, os M zeros a inserir terão de ser em número ímpar para que tal seja assegurado.
Como veremos, nesta situação só é possível corrigir um máximo de (M ¡ 1) =2 erros não se
obtendo por conseguinte um código do tipo CDM.
Considere-se um sinal discreto m 2 RK a que vamos chamar mensagem, com transformada
de Fourier dada por m^. Se a m^ se acrescentarem M amostras de valor nulo, vamos ter um
novo vector de dimensão N = K + M com a seguinte forma










; : : : ; m^ (K ¡ 1)];
em que os M zeros foram colocados nas posições com os índices dados por (1.4). Tal como
anteriormente Sf dá-nos os índices das amostras conhecidas do espectro que neste caso têm
valor nulo. O conjunto Sf não necessita de estar centrado em N2 e pode generalizar-se para
a forma que será usada mais à frente
Sf =
½
r ¡ M ¡ 1
2





com r 2 [0::N ¡ 1] sendo o deslocamento circular. Aplicando a transformada de Fourier
inversa a este sinal obtem-se o sinal x que constitui uma versão sobreamostrada de m por um
factor de ¯ = KN . Dado que este sinal possui um certo grau de redundância é possível recuperar
o sinal original se um número limitado de amostras forem corrompidas. Suponhamos que o
sinal x foi corrompido obtendo-se
y = x + e + ´;
em que e é o sinal com ruído impulsivo com t amostras diferentes de zero, e cujos índices
são dados pelo conjunto ¹St de…nido em (1.3). O sinal ´ é ruído de pequena amplitude que
foi introduzido para representar os erros provocados pela quanti…cação do sinal antes de
ser transmitido/armazenado, possui uma amplitude muito menor do que e, afecta todas as
amostras de x e depende da implementação do algoritmo.
Considere-se a transformada de Fourier y^ do sinal recebido y. No caso particular de
en = 0, y^ terá M amostras de valor aproximadamente nulo devido a ´, nas posições dadas
por Sf . Quando ocorrem alguns erros, essas amostras terão um valor diferente de zero e
só dependem do sinal de erro e, sendo y^ (Sf ) = e^(Sf ), uma “janela” sobre o espectro de e
conhecida na terminologia da TCCE como sindroma. Se a partir do sindroma for possível
extrapolar os restantes valores de e^ então, calculando a transformada inversa de e^, e como
xr = yr¡er temos (desprezando o efeito do ruído ´) o sinal original reconstruído mr = F ym^r
em que m^r = x^r
¡ ¹Sf¢.
Como veremos mais à frente, sob certas condições é possível reconstruir o sinal original m
recorrendo ao método de Prony, que descreveremos sucintamente na secção seguinte na sua
versão original.
18 2.2 Método de Prony para determinar a posição dos erros
2.2 Método de Prony para determinar a posição dos erros
O método de reconstrução aqui descrito, é conhecido na área da TCCE como uma imple-
mentação espectral de um código do tipo BCH e as suas ligações com a área do PDS foram
reconhecidas e aprofundadas por Blahut [Blahut 83, Blahut 79, Blahut 85a], e também por
Wolf, Marshall, Kumaresan, [Wolf 67,Wolf 83,Marshall Jr 82a,Marshall Jr 82b,Marshall Jr
82c,Marshall Jr 83,Marshall Jr 84,Marshall Jr 86,Marshall Jr 87a,Marshall Jr 87b,Kumare-
san 82,Kumaresan 85] e mais recentemente por Marvasti, Shiu e Wu [Marvasti 87,Marvasti
91,Marvasti 92,Marvasti 93,Marvasti 94,Marvasti 97,Shiu 95,Wu 92,Wu 95, Shiu 96]. Um
dos aspectos mais relevantes das ligações entre as duas áreas é a possibilidade dos códigos de
correcção de erros poderem ser utilizados no corpo dos complexos. Vários autores estuda-
ram este problema, e veri…caram que muitos dos códigos existentes num corpo …nito têm um
análogo em C [Kumaresan 85,Marshall Jr 81,Marshall Jr 84,Wolf 83,Marvasti 93].
Apesar da existência do código análogo existem algumas diferenças entre as implemen-
tações de um mesmo código em cada um dos corpos. Enquanto que nos corpos …nitos a
dimensão N dos vectores não é arbitrária e está relacionada com o número de bits b das
amostras (símbolos em terminologia TCCE), no corpo C não existe essa limitação. Por outro
lado, em C vamos ter erros de arredondamento que não acontecem nos corpos …nitos, com
os inevitáveis problemas de condicionamento na resolução de sistemas de equações. Apesar
disso os códigos em C apresentam a grande vantagem de poderem ser implementados em
qualquer processador de forma e…ciente, não sendo necessário utilizar hardware especí…co
que implemente a aritmética …nita.
O método de reconstrução que mais à frente descreveremos, e que permite determinar a
posição de erros resolvendo um sistema de equações Toeplitz, foi identi…cado por Wolf [Wolf
83] como sendo o método de Prony de interpolação descrito no seu artigo original [Prony 95],
o qual pode ser encontrado em versões mais actualizadas em [Hildebrand 56] e [Wolf 67]. O
método de Prony é igualmente utililizado hoje em dia em estimação espectral em casos em
que se sabe que o sinal a estudar possui pouco ruído e é modelizável como uma soma de
sinusóides (também conhecido por polinómio trigonométrico).
O método de Prony na sua versão original
O Barão de Prony publicou em 1795 um artigo [Prony 95] em que descrevia um método para
modelizar a função da expansão de gases. Este modelo considerava que esta função era uma
soma …nita de exponenciais reais e a principal contribuição de Prony consistiu em encontrar
um método não linear para calcular os parâmetros destas exponenciais conhecendo um certo
número de pontos da função. O método de Prony pretende assim aproximar uma função





onde Ck e bk são incógnitas reais. Para aplicar o método de Prony é necessário conhecer 2n
pontos de f (x) para valores de x equidistantes na forma xi = i¢ + ¢0 em que ¢ é o passo e
¢0 o valor inicial que vamos assumir nulo. Vamos admitir que a função f (x) é uma soma de
exponenciais como na equação (2.2), tendo-se uma igualdade em vez de uma aproximação.
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Se se encontrar um método para calcular os coe…cientes de amortecimento bk, podemos
determinar Ck resolvendo o sistema de equações Vandermonde26664
z01 z02 ¢ ¢ ¢ z0n



















Prony veri…cou que a equação (2.3) é a solução de uma equação linear de diferenças, homogé-
nea e de coe…cientes constantes. As raízes desta equação são da forma zk = e¢bk e podemos




(z ¡ zk) :




















hif (i ¡ k) = 0:
Com a equação anterior e os 2n elementos conhecidos de f (x) podemos formar um sis-
tema de equações Toeplitz e determinar os coe…cientes hi do polinómio P (z), por meio de
factorização os seus zeros, e …nalmente os parâmetros bk. Para calcular as amplitudes das
exponenciais Ck, basta resolver o sistema de equações Vandermonde (2.4).
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Aplicação do método de Prony à reconstrução de sinal
O método original de Prony descrito anteriormente, considerava unicamente exponenciais
reais. No entanto, o método pode ser facilmente generalizado para considerar sinusóides de
amplitude constante fazendo Ci complexo e bi imaginário puro, que é o caso que nos interessa.
O espectro e^ do sinal de erro pode ser interpretado como um polinómio trigonométrico
composto por t exponenciais, e por esta razão o método de Prony não dá uma aproximação
de e^ mas o valor exacto. O algoritmo que a seguir se descreve, não é mais do que o método
de Prony aplicado ao nosso problema de extrapolação do espectro e^.
























O objectivo é determinar a posição dos erros im e a sua amplitude e (im). O método de
Prony permite determinar em primeiro lugar a posição dos erros e uma vez estes conhecidos
calcular a sua amplitude. A equação (2.6) é a solução de uma equação linear homogénea de
diferenças com os zeros dados por zm, que é conhecida na terminologia da TCCE como o






P (e¡j 2¼N im) = 0; (m = 0; 1; : : : ; t ¡ 1):
Substituindo em (2.7) zm = e¡j
2¼















N im(k¡i) = 0.
Utilizando a equação (2.5), na equação anterior obtemos
tX
i=0
hke^(k ¡ i) = 0. (2.8)
Como se conhecem 2t + 1 valores de e^ (mais um do que o necessário) cujos índices são dados
por (2.1), pode-se construir um sistema de equações para as t incógnitas hk, em quatro formas
diferentes, que passamos a expor.
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Recursão para trás
Neste método cada amostra de índice mais baixo é uma combinação linear das seguintes.
Podemos distinguir dois casos, um em que surge uma matriz de Toeplitz, e outro em que
surge uma matriz Hankel.






dando origem ao sistema de equações
26664
e^r e^r¡1 ¢ ¢ ¢ e^r¡t+1



















que se pode escrever na forma compacta Ah = b1, em que a matriz A é uma matriz Toeplitz.
Caso 2 ht = 1 e k = r + t ¡ 1; : : : ; r + 1; r Para este caso, aplica-se igualmente a equação
(2.9) mas percorrendo as componentes do sindroma de forma inversa dando origem ao sistema
de equações
26664
e^r+t¡1 e^r+t¡2 ¢ ¢ ¢ e^r



















que pode ser escrito na forma compacta Bh = b2, em que a matriz B é Hankel. É possí-
vel escrever o sistema de equações nesta forma a partir do obtido no caso anterior com a
transformação B = JA
JAh = Jb1 () Bh = b2 (2.12)
em que J é a matriz
J =
2666664






0 0 1 ¢ ¢ ¢ 0
0 1 0 ¢ ¢ ¢ 0
1 0 0 ¢ ¢ ¢ 0
3777775 . (2.13)
Recursão para a frente
Neste método cada amostra de índice mais elevado é uma combinação linear das anteriores.
Tal como na recurção para trás, podemos distinguir igualmente dois casos, um em que surge
uma matriz de Toeplitz, e outro em que surge uma matriz Hankel.
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Caso 3 ®0 = 1 e k = r + 1; r + 2; : : : ; r + t Para este caso vamos escrever a equação (2.8)
utilizando outra notação para os parâmetros h, que se passarão a designar por ®. Assim, a





dando origem ao sistema de equações
26664
e^r e^r¡1 ¢ ¢ ¢ e^r¡t+1



















Podemos escrever este sistema na sua forma compacta A® = b3 em que a matriz A é Toeplitz
e igual à matriz A do caso 1.
Caso 4 ®0 = 1 e k = r + t; r + t ¡ 1; : : : ; r + 1 Para este caso, aplica-se igualmente a
equação (2.14) mas percorrendo as componentes do sindroma de forma inversa dando origem
ao sistema de equações
26664
e^r+t¡1 e^r+t¡2 ¢ ¢ ¢ e^r



















que pode ser escrita na forma B® = b4, em que a matriz B é igual à do caso 2. Tal como se
demonstrou ser possível transformar o caso 1 no 2, o mesmo se veri…ca entre o caso 3 e 4.
Conhecendo o valor das variáveis hi ou ®i, pode-se determinar a totalidade do espectro de
e^ através da equação recursiva (2.9) para os sistemas na forma 1 e 2 e pela equação (2.14) para
os casos 3 e 4. Outra possibilidade consiste em resolver o sistema de equações Vandermonde






1 ¢ ¢ ¢ zrt¡1
zr+10 z
r+1
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que se pode escrever na forma matricial
® = ®th; (2.18)
com
® = [®0; ®1; : : : ; ®t] (2.19a)
h = [h0; h1; : : : ; ht] : (2.19b)




; i = f0; 1; 2; : : : ; tg (2.20)
com ®0 = 1 e ht = 1.
2.2.1 Generalização do sindroma S
Na de…nição de sindroma dada em (2.1), os índices das suas amostras eram contíguos. No
entanto, pode-se considerar um sindroma com posições arbitrárias para as suas amostras.
Para obter essa forma considere-se que os índices das componentes espectrais do sindroma
são dados por
S0 = fj0; j1; j2; : : : ; jt¡1g ,
em que jl = [jl; jl + 1; : : : ; jl + t ¡ 1]. Substituindo na equação (2.8) k por jl obtem-se
tX
i=0
hie^ (jl ¡ i) = 0.
Para o caso em que ht = 1 e em que l = 0; 1; : : : ; t¡1, obtemos o seguinte sistema de equações26664
e^j0 e^j0¡1 ¢ ¢ ¢ e^j0¡t+1



















Como se pode constatar o sindroma é constituído não apenas por 2t amostras, mas por
t blocos de t + 1 amostras que no caso limite de não existir qualquer sobreposição entre
eles origina um sindroma com uma dimensão de t £ (t + 1) amostras. Nos casos anteriores
a sobreposição entre cada um destes blocos era de t amostras, resultando num sindroma de
apenas 2t amostras. Convém também realçar que no caso geral a matriz quadrada do sistema
de equações (2.21) não é nem Hankel nem Toeplitz.
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2.2.2 Caso em que A é Hermítica
Os casos 1 e 3 referidos anteriormente em que a matriz A é Toeplitz, podem assumir uma
forma mais favorável à solução e estudo do sistema de equações se se escolher r = N2 . Assim,
desde que N seja par e o vector de erro e 2 RN pode-se escrever
e^r+i = e^¤¡r¡i = e^¤N¡r¡i = e^¤r¡i. (2.22)
Substituindo na equação (2.15) obtém-se o seguinte sistema de equações
26664
e^N=2 e^N=2¡1 ¢ ¢ ¢ e^N=2¡t+1



















No ponto 2.4 serão estudados em detalhe alguns métodos para a resolução deste sistema
de equações, nomeadamente o de Levinson que permite determinar em simultâneo o número









80,Blahut 85b,Zhang 89,Zhang 92].
Para o caso em que a matriz A é Hermítica, a relação entre os parâmetros h e ® (2.20)
pode ser simpli…cada. Utilizando os vectores com dimensão t + 1, de…nidos por (2.19a) e
(2.19b) podemos demonstrar que estão relacionados por
Jh¤ = ® , h¤t¡i = ®i; (2.23)
em que J , é a matriz de…nida por (2.13).
Para o caso 1 temos
Ah = b1; (2.24)
e para o caso 3 temos
A® = b3; (2.25)
podendo-se utilizar as relações de simetria (2.22) para se obter a relação
Jb¤1 = b3:




Esta última equação é idêntica a (2.25) com ® = Jh¤; tal como queríamos demonstrar.
Problemas não lineares de reconstrução 25
( )x n





( ) ( )kekmr ˆˆ + ( )ksˆ

















Figura 2.2: Versão do codi…cador e do descodi…cador na frequência. Como se pode constatar, são
eliminadas duas transformadas em relação ao caso da codi…cação proposta na …gura 2.1
2.2.3 Codi…cação simpli…cada no domínio da frequência.
É possível eliminar o cálculo de duas transformadas das operações de codi…cação / descodi-
…cação, se o objectivo for o de codi…car o sinal mensagem m de modo a que seja possível
corrigir t erros no destino sem nos preocuparmos com o signi…cado físico do sinal transmi-
tido. No algoritmo descrito na …gura 2.1, é preciso acrescentar M amostras ao espectro do
sinal m, sendo necessário na codi…cação aplicar duas transformadas, uma directa para obter
m^ e outra inversa para se obter o sinal a transmitir x. No entanto, se considerarmos que
o sinal mensagem são componentes espectrais de um sinal hipotético, basta acrescentar M
amostras conhecidas e calcular a sua transformada inversa para se obter o sinal a transmitir
x. Na …gura 2.2 podemos ver facilmente que na descodi…cação basta igualmente calcular
uma única transformada (directa) para se obter y^. Aplicando o algoritmo de extrapolação do
espectro do erro a partir do sindroma, e como m^ = y^ ¡ e^, temos o sinal mensagem original
recuperado.Apesar da simplicidade deste método ele possui a grande desvantagem de o sinal
a transmitir/arquivar y, pertencer a C e ter do dobro das amostras de m^.
Para tornar o sinal real é possível numa abordagem simples, manipular o sinal a m a
transmitir, de modo a que este tome a forma dada pela equação (2.26), em que £ é um
vector com 2t + 1 zeros.
<fx^g = f0; m0; : : : ;mK=2¡1; £; mK=2¡1; : : : ;m0g (2.26)
=fx^g = f0; mK
2
; : : : ; mK¡1;£;¡mK¡1; : : : ; mK
2
g
O zero extra acrescentado no início destina-se a garantir as condições de simetria em x^ de
modo que o sinal a transmitir x seja real. Este código de correcção de erros necessita assim
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de acrescentar à mensagem m, 2t + 2 zeros para conseguir corrigir t erros.
Em terminologia de TCCE a codi…cação anterior não é do tipo “Código de Distância
Máxima” CDM, o que por outras palavras signi…ca que acrescenta mais redundâcia do que
aquela que é aproveitada. Em [Marshall Jr 84] Marshall demonstra que no corpo dos números
reais ou no dos complexos, existe sempre um código CDM para qualquer valor (par ou ímpar)
de N e K.
Para construir um código com N e K pares pode-se utilizar a transformada de Fourier








N n(k+ 12): (2.27)
Com esta transformada consegue-se construir um código em que não é necessário acrescentar
o zero extra para se garantir a simetria em x^, de modo a que x seja real. Podemos assim
escrever o arranjo de x^ como
<fx^g = fm0; : : : ; mK
2 ¡1; £;mK2 ¡1; : : : ; m0g=fx^g = fmK
2




Os exemplos de reconstrução das …guras 2.3 e 2.4 foram gerados com os seguintes valores
para os parâmetros
N = 128; K = 108; t = 10 (2.29)
e (im) = (¡1)im; im = 5m (2.30)
Na …gura 2.4 utilizam-se duas transformadas para codi…car o sinal (codi…cação da …gu-
ra 2.1) enquanto na …gura 2.3 se utiliza apenas uma (codi…cação da …gura 2.2). Em ambos os
casos foi utilizada a ODFT pois N e K são pares e esta transformada garante uma codi…cação
do tipo CDM.
Determinação dos zeros do polinómio localizador de erros
Vamos apresentar uma técnica de calcular os zeros do polinómio localizador de erros P ,










N nim = 0.
1Neste caso referimo-nos à transformada de Fourier ímpar na frequência.
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Diferença entre o sinal transmitido e o reconstruído
Figura 2.3:
Erro de reconstrução utilizando apenas uma transformada (ODFT), para realizar a
codi…cação. Os parâmetros deste exemplo são os fornecidos pelas equações (2.29) e (2.30)

















Diferença entre o sinal transmitido e o reconstruído
Figura 2.4:
Exemplo de reconstrução em que se utilizam duas transformadas (ODFT) para acrescentar
redundância a um sinal nas mesmas condições da …gura anterior.
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A equação anterior pode ser escrita como a transformada inversa de Fourier ·h em que hn são









¡ ¹St¢ = 0:
Para determinar a posição dos zeros de ·h basta calcular a IDFT de h = [h0 h1 : : : ht £],
em que £ representa um vector com N ¡ t ¡ 1 zeros. Para determinar a posição dos zeros
do polinómio, compara-se cada componente de ·h com um dado limiar ". A amplitude deste
limiar, depende da precisão numérica usada nos cálculos e do condicionamento do problema.
Este método possui a vantagem de …ltrar os erros numéricos cometidos até à determinação
da posição dos erros, como aliás aconteceu no algoritmo de reconstrução não recursivo. No
entanto o valor do limiar " é dí…cil de calcular, sendo obtido normalmente de forma empírica.
Um valor incorrecto de " pode originar uma determinação incorrecta da posição dos erros.
Uma alternativa consiste em considerar que o número de erros ocorrido foi sempre o
máximo t permitido pelo código. Neste caso ordenam-se as amostras de ·h por ordem crescente
do módulo e escolhem-se as t menores. Apesar de se determinarem posições para erros que
não ocorreram, posteriormente, o algoritmo de correcção das amplitudes dará para os erros
“falsos” uma amplitude muito pequena.
Estabilização numérica do cálculo da posição dos erros
Um código de correcção de erros no corpo dos números reais pode ser sobre-dimensionado de
modo a garantir uma melhor estabilidade numérica na determinação da posição dos erros.
Para o conseguir basta que a dimensão do sindroma seja superior ao dobro do número máximo
de erros que se pretende corrigir. Nesse caso a matriz A do sistema de equações (2.15) do caso
3 (por exemplo), terá uma dimensão (M=2 £ tmax) e b uma dimensão (M=2 £ 1) obtendo-se
A® = b
que tem uma solução de norma mínima [Golub 83] recorrendo à pseudo-inversa de A
® = A+b.
Podemos ilustrar esta técnica considerando o seguinte exemplo numérico em que o sindroma
tem o dobro da dimensão necessária
N = 128; K = 108; t = 5
e (im) = (¡1)im; im = m;
utilizando-se igualmente a ODFT para a codi…cação. Na …gura 2.5 podemos observar o erro
na determinação dos parâmetros ® quando se utiliza todo o sindroma disponível (linha a
cheio) e quando se utiliza só o necessário (linha a tracejado).
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Erro na determinação do polinómio localizador de erros
Figura 2.5:
Erro na determinação dos coe…cientes do polinómio localizador de erros para o caso em que
se utiliza todo o sindroma disponível (linha a cheio) e para o caso em que se utiliza somente
o necessário. Como era de esperar o erro é menor no primeiro caso.
2.3 Técnicas para a reconstrução da amplitude do erro
Como se pode observar nos exemplos numéricos anteriores, a utilização da equação recursiva
(2.9), para calcular o espectro do erro directamente, apesar da simplicidade de implemen-
tação, sofre do problema de propagação de erros numéricos. Por outro lado, o problema de
determinar a amplitude dos erros pode resumir-se à resolução do sistema de equações Van-
dermonde (2.17). Serão apresentadas algumas das técnicas possíveis para a resolução deste
problema.
² A primeira técnica a ser descrita consiste na utilização da mesma equação recursiva
dividindo a extrapolação em duas partes com metade das amostras. Esta técnica limita
apenas em parte a propagação dos erros.
² A segunda técnica consiste em encontrar uma equação matricial que permita obter qual-
quer componente de e^ a partir do sindroma de forma não recursiva [Zadeh 93a]. Apesar
desta técnica ser mais robusta numéricamente, apresenta um esforço computacional
mais intenso.
² A terceira técnica consiste em utilizar directamente o algoritmo de Forney [Blahut 83]
que permite determinar a amplitude dos erros a partir dos coe…cientes do polinómio
localizador dos erros e de parte do sindroma.
² Finalmente, pode-se dividir o problema em duas partes, em que primeiro se calcula a
posição dos erros a partir dos zeros do polinómio (2.7) e de seguida utiliza-se um dos
métodos de reconstrução descritos no capítulo 1 para obter a amplitude dos erros.
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2.3.1 Extrapolação directa recursiva bidireccional
Uma vez que com a equação recursiva (2.9) os erros se propagam e acumulam, pode-se di-
vidir a operação de extrapolação do espectro e^ em duas partes utilizando a recursão (2.9)
para realizar a extrapolação para trás do sindroma e a recursão (2.14) para realizar a extra-
polação para a frente do sindroma. Desta forma consegue-se reduzir ligeiramente o erro de
reconstrução tal como se pode vêr nas …guras 2.6 e 2.7. Repare-se que uma vez calculados
os parâmtetros hi, caso A seja Hermítica pode-se facilmente obter os ®i, usando a relação
(2.20) ou (2.23). Com este método são necessárias cerca de K £ t multiplicações e somas.
2.3.2 Extrapolação directa não recursiva
É possível encontrar uma equação não recursiva que permita obter directamente qualquer
valor de e^ a partir das amostras conhecidas do Sindroma. Zadeh descreve este método em
detalhe em [Zadeh 93b,Zadeh 93a], aplicando-o ao seguinte problema:
Dadas P amostras conhecidas de um sinal v 2 CN , e sabendo que v é limitado em
frequência com P componentes diferentes de zero, calcular as restantes amostras de v.
O enunciado anterior é clássico e equivalente ao problema de reconstrução de sinais per-
tencentes a CN limitados em frequência apresentado no início do capítulo 1. Nesta secção,
iremos descrever a utilização deste algoritmo à estrapolação do espectro do sinal de erro.
Considere-se que se utiliza a transformada ODFT para realizar a codi…cação, e que são dadas
2t componentes de e^, (o dobro do necessário para obter unicamente as amplitudes dos erros)
e sabe-se que o sinal no domínio dos tempos possui apenas t amostras diferentes de zero,
pretende-se determinar as restantes amostras de e^.
Considere-se o vector
e^k = [e^k; e^k¡1; : : : ; e^k¡t+1]T ;
então a regressão (2.14) pode-se escrever na forma matricial
e^k+1 =
2666664
¡®1 ¡®2 ¢ ¢ ¢ ¡®t¡1 ¡®t
1 0 ¢ ¢ ¢ 0 0






0 0 ¢ ¢ ¢ 1 0
3777775 e^k
= Be^k = W¤W¡1e^k
com W dada por
W =
26664
1 1 ¢ ¢ ¢ 1





zt¡10 zt¡11 ¢ ¢ ¢ zt¡1t¡1
37775
e ¤ dada por
¤ =
26664
z0 0 ¢ ¢ ¢ 0





0 0 ¢ ¢ ¢ zt¡1
37775 :
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Diferença entre o sinal transmitido e o reconstruído
Figura 2.6: Comparação entre a extrapolação bidireccional (a cheio) e a unidirecional (a ponteado).
O grá…co mostra a diferença entre o sinal mensagem transmitido m e o recebido m^r, para o caso
da codi…cação no tempo utilizando duas transformadas para codi…car. No caso da extrapolação
bidireccional a amplitude da diferença tende a ser menor.























Diferença entre o sinal transmitido e o reconstruído
Figura 2.7: Figura idêntica à anterior mas que realiza a codi…cação no domínio da frequência e em
que se utiliza uma só transformada para codi…car. A extrapolação bidireccional (a cheio) possui um
erro um pouco menor que a unidireccional (a ponteado).
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Diferença entre o sinal transmitido e o reconstruído
Figura 2.8: Tal como na …gura 2.6 podemos observar a diferença entre o sinal original e o reconstruído
mas para o caso em que se forçam as posições dos erros a serem números inteiros e positivos. A melhoria
no erro de reconstrução é evidente, obtendo-se para este caso particular uma redução do erro máximo
de cerca de 10¡4 para cerca de 10¡11.



















Diferença entre o sinal transmitido e o reconstruído
Figura 2.9: Figura idêntica à 2.7 mas tal como a anterior forçam-se as posições das amostras erradas a
assumirem valores inteiros positivos. Veri…ca-se igualmente que a extrapolação bidireccional (a cheio),
dá origem a um erro de reconstrução um pouco menor que a versão unidireccional (a ponteado).
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Como se pode constatar os valores próprios de B são zm = e¡j
2¼
N im , e W é a matriz com os
vectores próprios de B, porque B é a matriz companheira na forma canónica controlável [Kuo
90]. Repare-se que a matriz W é a mesma que a da equação (2.17) para r = 0. Para obter as
componentes espectrais desconhecidas de e^, temos de determinar K = N ¡ 2t componentes
espectrais em blocos de dimensão K=t. Para obter cada bloco procede-se do seguinte modo:
² 1. Resolve-se o sistema de equações (2.15) obtendo-se os parâmetros ®i.
2. Constróiem-se as matrizes W , ¤ e W¡1, por um de dois métodos:
(a) Construir primeiro B e determinar algebricamente W , ¤ e W¡1.
(b) Obter a posição dos erros usando por exemplo a técnica descrita na página
26, construir as matrizes W e ¤ directamente e calcular W¡1 algebricamente.
3. Forma-se um vector e^k com dimensão t usando as amostras conhecidas de e^.
4. Calcula-se cada bloco de t amostras através da equação
e^r = W¤r¡kW¡1e^k (2.32)
5. Aplica-se sucessivamente a equação anterior até se ter completado a extrapolação.
A equação (2.32) resulta do facto de
e^k+2 = Be^k+1 = B2e^k;
podendo então escrever-se
e^k+n = Bne^k = (W¤W¡1)(W¤W¡1) : : : (W¤W¡1)e^k =
= W¤nW¡1e^k:
Uma vez que ¤ é um sub-conjunto das N raízes da unidade, e^k = e^k+N , …ca assegurado um
período N para e^.
Na …gura 2.10 podemos ver dois exemplos de reconstrução em que no caso a) se aplicou
a equação (2.32) directamente e no caso b) se utilizou um outro método intermédio para
a obtenção da posição dos erros. Quanto ao número de cálculos a realizar em cada um
dos dois casos descritos temos a operação de extrapolação comum a ambos e que necessita
aproximadamente de K£(2t+1) multiplicações e somas. Para além disso temos a inicialização
das matrizes W e W¡1 e ¤:





para a inversão de W .
² No caso b) a obtenção das matrizes faz-se detectando primeiro a posição dos erros que





para a inversão de W .
Repare-se na maior precisão dos resultados obtidos no caso b). Tal facto …ca-se a dever
à maior precisão numérica com que as matrizes são calculadas e à ”regeneração” introduzida
no cálculo da posição dos erros.
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Diferença entre o sinal transmitido e o recebido
Figura 2.10: Duas versões de implementação do algoritmo de extrapolação do espectro do sinal de
erro de forma não recursiva. No caso a) (a cheio) calculam-se as matrizes W , W¡1 e ¤ por métodos
algébricos, no caso b) (a ponteado) calcula-se primeiro a posição dos erros e obtêm-se as mesmas raízes
de forma directa.
2.3.3 Algoritmo de Forney
O algoritmo de Forney [Forney 65] determina a amplitude das amostras erradas a partir
dos coe…cientes do polinómio localizador de erros. Constitui quase sempre a última etapa
na descodi…cação de códigos BCH ou Reed-Soloman quando implementados em corpos …ni-
tos. Marvasti aplicou-o recentemente [Marvasti 99]para resolver o problema de determinar a
amplitude dos erros em códigos BCH sobre o corpo dos reais que é o nosso caso.
O algoritmo de Forney pode ser intrepertado como um método polinomial de resolver
sistemas de equações Vandermonde sem necessidade de inversão da matriz do sistema. A
exposição que aqui vamos fazer baseia-se na do livro [Blahut 83] que foi adaptada ao nosso
caso e notação.
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teremos 26664
z00 z01 ¢ ¢ ¢ z0t¡1
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De…na-se agora o polinómio -(z) como
-(z) = e^ (z)P (z) (mod zt); (2.35)










35 £ " tY
i=1
¡
1 ¡ ziz¡1¢# (mod zt);












1 ¡ ziz¡1¢ (mod zt):
O termo entre parênteses rectos é uma expansão em série de
³







1 ¡ ¡zmz¡1¢t´ £ tY
i6=m
¡
1 ¡ ziz¡1¢ (mod zt)








1 ¡ ziz¡1¢ :
Se calcularmos o valor do polinámio -(z) para cada raíz zl, então, para cada parcela do
somatório da equação anterior haverá um termo em que i = l e que anula todo o produtório.
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Versão para a ODFT
Como vimos no início deste capítulo, quando N e K são pares consegue-se um código de
distância máxima se se usar a ODFT em vez da DFT para realizar a codi…cação e descodi-
…cação. Por esse motivo vamos deduzir as expressões anteriores para esta transformada. A
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Foram realizadas algumas simulações da realização prática do algoritmo de Forney para
a determinação das amplitudes dos erros. O exemplo utilizado é o mesmo que o usado
anteriormente (2.29) e assume-se que a posição das amostras erradas foram calculadas sem
qualquer erro. O erro de reconstrução pode ser apreciado na …gura 2.11.
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2.3.4 Extrapolação indirecta do espectro do erro
As raízes do polinómio P (z) da equação (2.7), dão directamente a posição dos erros pois
zm = e¡j
2¼
N im , …cando assim determinado o conjunto ¹St (1.3) com os índices das amostras
erradas. Deste modo, começando pelo sistema de equações A® = b, podemos calcular primeiro
a posição dos erros e posteriormente determinar a amplitude do sinal de erro e com um dos
métodos de reconstrução descritos no capítulo anterior.
Método directo por eliminação Gaussiana
Este método consiste em aplicar o algoritmo de eliminação Gaussiana ao sistema de equações
(2.17), em que a matriz Vandermonde é de ordem t £ t, obtendo-se a amplitude dos erros
directamente das amostras do sindroma.
Na …gura 2.12 podemos observar o erro de reconstrução para duas situações: uma em que
a matriz Vandermonde é de ordem t£ t e que portanto não tira partido de toda a informação
disponível; a outra situação tira partido de todas as 2t amostras do sindroma calculando a
pseudo-inversa com dimensão 2t £ t. Repare-se que em todos os métodos aqui descritos, o
sindroma tem o dobro da dimensão da necessária para determinar a amplitude dos erros.
Se quiséssemos calcular apenas a amplitude de t erros sabendo as suas posições bastava um
sindroma com t amostras.
Método de dimensão mínima no tempo
Este método foi descrito no capítulo anterior [Ferreira 92,Ferreira 94a,Ferreira 94b,Marvasti
91] e determina a amplitude de t erros resolvendo um sistema de equações Toeplitz de ordem
t. No capítulo anterior deduzimos as expressões para este método utilizando a DFT e a
ODFT. Como os métodos de reconstrução estudados anteriormente utilizam a ODFT, foi
esta a versão utilizada para obter os resultados da …gura 2.13.
Método de dimensão mínima na frequência
Este método e o anterior são duais (ver [Ferreira 96]) e os resultados obtidos na reconstrução
da amplitude do sinal de erro são semelhantes. Tal como no método anterior a versão usada
para gerar a …gura 2.14 realiza a codi…cação utilizando a transformada ODFT. Este algoritmo
de reconstrução foi estudado no capítulo 1 e permite determinar a amplitude dos t erros
resolvendo um sistema de equações Toeplitz de ordem K em que K é o número de amostras
não nulas do espectro do sinal recebido.
Análise dos resultados
Para comparar os diferentes métodos de reconstrução da amplitude do erro, considerámos
duas situações distintas:
² Na primeira temos um sindroma com 10 amostras com 10 erros para determinar a
amplitude e os resultados da reconstrução podem ser observados na …gura 2.15.
² No segundo temos um sindroma maior com 20 amostras e igualmente 10 erros para de-
terminar a amplitude. Os resultados da simulação podem ser observados na …gura 2.16.
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Diferença entre o sinal transmitido e o reconstruído
Figura 2.11: Resultado da reconstrução de sinal utilizando o algoritmo de Forney e a ODFT para
realizar a codi…cação e descodi…cação. Tal como nos métodos anteriores o facto de se forçar as posições
dos erros a serem inteiros positivos, permite obter um erro de reconstrução baixo.

















Diferença entre o sinal transmitido e o reconstruído
Figura 2.12: Erro na reconstrução de sinal utilizando o algoritmo de eliminação Gaussiana na
resolução do sistema de equações (2.17), obtendo-se a amplitude das amostras erradas directamente
das amostras do sindroma. A curva superior é o erro de reconstrução obtido com um sistema de
equações de dimensão t £ t, enquanto que a inferior é o erro obtido com um sistema de equções de
dimensão 2t £ t.
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Diferença entre o sinal transmitido e o reconstruído
Figura 2.13: Este método de dimensão mínima no tempo para determinação da amplitude dos
erros apresenta um erro de reconstrução extremamente baixo, apenas um pouco acima da precisão da
máquina utilizada nos cálculos.















Diferença entre o sinal transmitido e o reconstruído
Figura 2.14: Tal como na …gura 2.13, o erro de reconstrução do método de dimensão mínima
no domínio da frequência é extremamente baixo. Estes métodos permitem melhores resultados na
utilização de códigos no corpo dos reais.
40 2.4 Algoritmos para a resolução de sistemas Toeplitz
Uma breve análise da …gura 2.15, revela que quando não existe redundância no sindroma os
métodos que pior se comportam são os de dimensão mínima no tempo e na frequência, sendo
o melhor o que usa eliminação Gaussiana. Quando temos um sindroma com redundância, os
métodos que tiram partido deste facto, conseguem melhores resultados que os apresentados
na secção anterior. Na …gura 2.16 podemos veri…car que o método de eliminação Gaussiana e
os dimensão mínima são os que conseguem melhores resultados, sendo o primeiro o que tem
um comportamento mehor nas duas situações.
2.4 Algoritmos para a resolução de sistemas Toeplitz
Nesta secção abordaremos o problema da resolução do sistema de equações que permite
determinar os coe…cientes ®. Das quatro formas descritas na secção 2.2 que o sistema de
equações pode tomar iremos considerar apenas o caso 3 (2.15) com r = N2 , em que a matriz
A é Toeplitz e Hermítica.
Este tipo de sistema de equações é dos mais estudados uma vez que aparece numa série
muito diversa de problemas como predição linear, estimação espectral, projecto de …ltro
recursivos, códigos correctores de erros, análise de séries temporais em estatística, etc. Para
uma abordagem uni…cadora recente pode-se ver [Bultheel 97], onde o algoritmo de Euclides
aparece como a base uni…cadora para obter soluções rápidas de sistemas Toeplitz ou Hankel.
No entanto a abordagem mais abrangente para os diferentes algoritmos conhecidos para
resolver este tipo de sistema: Euclides, Levinson-Durbin, Berlekamp-Massey e Schur, talvez
seja a aproximação de Padé [Pad 92, Gragg 72, Zhang 92], pois permite uma compreensão
elegante e uni…cadora do problema.
O algoritmo de Levinson [Levinson 47] foi o primeiro algoritmo rápido para inverter
matrizes Toeplitz simétricas e permite resolver sistemas de equações do tipo
Ax = b
em que a matriz A é Toeplitz e se pode representar por Ai;j = Ajj¡ij. Durbin criou igualmente
um outra versão do algoritmo [Durbin 60], mas para o caso em que b se encontra relacionado
com A por bi = ¡ai+1, sendo este aliás o nosso caso. Trench [Trench 64] generalizou o algorit-
mo de Levinson para matrizes não simétricas e Berlekamp [Berlekamp 84] criou um método
que resolve de forma indirecta um sistema Toeplitz numa forma semelhante ao algoritmo de
Durbin. Mais tarde este algoritmo foi identi…cado como podendo ser aplicado ao projecto
de …ltros recursivos de dimensão mínima [Kuijper 97]. A utilização do algoritmo de Euclides
para resolver sistemas Toeplitz foi estudada por Brent, Gustavson e Yun [Brent 80]. Kailath,
em [Kailath 86] também identi…cou o algoritmo de Schur [Schur 86a, Schur 86b] como um
método de resolver sistemas Toeplitz. Blahut descreve todos estes algoritmos (excepto o de
Schur) em [Blahut 85b] tentando uni…cá-los. Zhang e Duhamel em [Zhang 92] avançaram
mais neste sentido alargando o âmbito da uni…cação.
Uma dedução destes algoritmos será apresentada mais à frente, sendo neste ponto apre-
sentados alguns exemplos numéricos. Começar-se-á pelo algoritmo de Levinson, mostrando
a sua relação com os algoritmos de Schur, Berlekamp-Massey e Euclides. Nos resultados das
simulações numéricas será utilizado sempre o mesmo exemplo com as condições dadas pelas
equações (2.29 e 2.30).
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Figura 2.15: Comparação de sete diferentes métodos de reconstrução da amplitude do erro quando
são conhecidas as posições dos erros, com N = 128, M = 10 e t = 10. As curvas de 1 a 7 correspondem
aos seguintes métodos: 1- Recursão unidireccional, 2- Recursão bidireccional, 3- Zadeh, 4- Forney, 5-
Eliminação Gaussiana, 6- Dimesão mínima no tempo e 7- Dimensão mínima na frequência.





























Figura 2.16: Comparação de sete diferentes métodos de reconstrução da amplitude dos erros quando
são conhecidas as posições dos erros, com N = 128, M = 20 e t = 10. As curvas de 1 a 7 têm o mesmo
signi…cado que na …gura 2.15




























Figura 2.17: Tabela de Padé com as aproximações sucessivas de ordem superior.
2.4.1 Aproximações de Padé
As aproximações de Padé aproximam uma série de potências por uma função racional.
Considere-se o polinómio em z:
C (z) = c0 + c1z + c2z2 + : : :
uma série formal de potências in…nita. Uma função racional
u (z)
v (z)
é uma aproximação de Padé de ordem (m;n) de C (z) se
grau (u (z)) · m (2.36)
grau (v (z)) · n (2.37)
C (z) v (z) ¡ u (z) = O ¡zm+n+1¢ : (2.38)
Para qualquer série de potências formal, existe uma aproximação de Padé de ordem (m;n)




com pm;n (z) e am;n (z) primos relativos com pm;n (0) = c0 e am;n (z) = 1. Na …gura 2.17
podemos ver a tabela de Padé duplamente in…nita, em que os termos da primeira coluna





A expansão em série de Maclaurin de rm;n (z) é exactamente igual a C (z) até pelo menos à
potência zm+n.
Em [Zhang 92], é demonstrado que os três algoritmos referidos (Levinson-Durbin/Schur,
Euclides e Berlekamp-Massey) são apenas três modos diferentes de percorrer a tabela de Padé
para alcançar a solução que não é mais do que o termo (n; n) na tabela de Padé, em que n
é a ordem do sistema a resolver. Na …gura 2.18 podemos ver o percurso efectuado por cada
um dos algoritmos nas suas implementações clássicas.

















Figura 2.18: Percurso na tabela de Padé, para os algoritmos de Berlekamp-Massey, Levinson e
Euclides.
2.4.2 Adaptação de Levinson-Durbin
Este algoritmo para resolver sistemas de equações com matrizes de Toeplitz foi desenvolvido
de forma independente por Levinson [Levinson 47] e Durbin [Durbin 60] e descrições da sua
implementação podem ser encontradas em [Robinson 80,Golub 83] para o caso simétrico e
em [Press 88] para o caso assimétrico. O sistema de equações (2.15) permite aplicar a recursão
de Levinson sem se ter que determinar previamente o número de erros ocorridos, calculando
a ordem da matriz por um outro método. A ordem do sistema …ca automaticamente deter-
minada, quando o algoritmo encontra uma matriz singular. Devido ao erro resultante das
operações aritméticas, o teste de singularidade da matriz tem de ser realizado por compa-
ração com um limiar. A determinação deste limiar ainda não foi objecto de estudo e foram
utilizados apenas testes empíricos.
A descrição do algoritmo que se segue pode ser encontrada em vários textos [Kailath
86,Marple 87], e aqui ilustra-se apenas o caso em que a matriz Toeplitz é hermítica tendo-se
portanto r = N=2.
O método começa com um sistema de equações de ordem n = 1 e acaba quando encontra
um sistema de equações singular com ordem n = t+1, em que t é o número de erros ocorridos.
Considere-se o seguinte sistema de equações representando a recursão de Levinson de ordem
n,
26664
e^r e^r¡1 ¢ ¢ ¢ e^r¡n+1

































em que as incógnitas ®i foram tornadas dependentes da ordem do sistema de equações pas-
sando a designar-se por ®n;i. A recursão de Levinson permite determinar a solução de ordem
n + 1 conhecendo-se uma solução de ordem inferior n. Suponha-se que se conhece a solução
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dada pela equação (2.39), então, pode-se formar a solução de ordem superior com a forma2666664
e^r e^r¡1 ¢ ¢ ¢ e^r¡n+1 e^r¡n






e^¤r¡n+1 e^¤r¡n+2 ¢ ¢ ¢ e^r e^r¡1




































e^¤ (r ¡ n + i)®n;i: (2.41)
Uma vez que ®¤n+1;0 = 1, para eliminar o ¢¤n da última equação pode-se realizar uma combi-
nação linear das duas soluções somando à primeira kn+1 vezes a segunda de modo a que







onde kn costumam ser designados por coe…cientes de re‡exão. O valor das incógnitas ®n+1;i
é dado por









…cando completa a recursão que é iniciada para n = 0 com os valores
a0;0 = 1; ¾20 = e^r:
No caso concreto da resolução do sistema de equações (2.15) não é conhecido à partida
quantos erros ocorreram e por esse motivo não se conhece a ordem do sistema a resolver. A
iteração do algoritmo de Levinson deve parar quando a matriz é singular, o que corresponde
a se obter um coe…ciente de re‡exão kn+1 de módulo unitário, ou como se pode ver por
(2.42), um valor nulo para ¾2n+1. No entanto, como estamos a operar no corpo C, é necessário
estabelecer um limiar " em que um número abaixo desse limiar é considerado zero. O problema
na determinação desse limiar reside no facto do seu valor variar com a posição dos erros ¹St
com a dimensão do bloco N e com o número máximo de erros t.
2.4.3 Algoritmo de Schur
Tal como no caso do algoritmo de Levinson, o algoritmo de Schur permite resolver um sistema




operações, com a diferença de que calcula directamente os
coe…cientes de re‡exão ki sem necessidade de efectuar o producto interno (2.41). Os dois
artigos originais de I. Schur, dos quais existe uma tradução para inglês [Schur 86a,Schur 86a],
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apesar de não descreverem directamente o algoritmo como permitindo resolver sistemas de
equações de Toeplitz, revelaram-se como uma versão paralelizável do algoritmo de Levinson
[Kailath 86]. Se se dispuser de n processadores consegue-se resolver o sistema de equações
em O (n) operações. A versão do algoritmo de Schur que aqui vamos descrever, aplica-
se somente a matrizes Hermíticas. Começaremos por descrever o algoritmo aplicando-o ao
nosso sistema de equações e uma vez que se obtêm directamente os coe…cientes de re‡exão
ki, realizou-se uma implementação da recursão (2.9) na forma de um …ltro AR com uma
estrutura “lattice” com o objectivo de diminuir o erro de extrapolação do espectro do erro.
Contudo, os resultados não foram melhores do que os obtidos directamente com a equação
(2.9).
Descrição do algoritmo
Considere-se o sistema Toeplitz (2.40) e a partir da primeira linha vamos formar a matriz
geradora G0 como se pode ver em (2.43). Para obter ~G1 desloca-se para baixo a primeira









































Existem várias possibilidades para o factor de normalização Ái, pode ser apenas a unidade





Se se pretender utilizar a recursão (2.14) para extrapolar o espectro do erro é possível obter


















em que os coe…cientes ®¤m são iguais aos coe…cientes hi no caso da matriz ser Hermítica.
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Resultados da extrapolação de e^r
Para averiguar da e…ciência e da robustez da extrapolação do espectro do sinal de erro,
realizaram-se algumas experiências (e uma vez que o algoritmo calcula directamente os coe…-
cientes de re‡exão), implementou-se o …ltro recursivo (2.14) com uma estrutura “ lattice” só
com zeros. A estrutura é inicializada com a saída de um …ltro inverso em que se coloca na
sua entrada os valores conhecidos do espectro e a saída serve para inicializar os atrasos do
…ltro “lattice”. Os resultados do erro de reconstrução desta estrutura são comparados com os
realizados com a equação recursiva (2.14). Apesar de se esperarem resultados mais correctos
e uma menor sensibilidade à propagação dos erros numéricos, a implementação prática veio
provar que tal não acontece, obtendo-se resultados piores ou semelhantes.
2.4.4 Algoritmo de Berlekamp-Massey
Este algoritmo é bastante conhecido e aplicado na área da TCCE [Blahut 83, Berlekamp
84] para resolver o sistema de equações (2.15) e determinar o espectro do erro a partir do
sindroma. Embora este algoritmo tenha sido criado para ser utilizado com aritmética …nita
ele é válido igualmente no corpo dos números complexos. Considere-se que se conhecem os
parâmetros ®i da equação (2.14), então, o sistema de equações (2.15) que a seguir se repete26664
e^r e^r¡1 ¢ ¢ ¢ e^r¡t+1



















mostra que a partir da primeira linha se pode de…nir e^r+1 em função dos termos e^r : : : e^r¡t+1,
e que a segunda linha de…ne e^r+2 em função de e^r+1 : : : e^r¡t+2, e assim sucessivamente. Este




®ie^k¡i; k = r + 1; r + 2; : : : ; r + t:
Para um dado ® = f®1; ®2; : : : ; ®tg de dimensão …xa, a equação em cima pode ser vista como
um …ltro autoregressivo implementável como um registo de deslocamento com realimentação
tal como a …gura 2.19 mostra. Visto desta forma o método de Berlekamp consiste em desenhar
o …ltro de dimensão mínima, - ou seja, que utiliza um número mínimo de coe…cientes ® - que
consegue gerar o sindroma recebido.
Qualquer método para desenhar …ltros autoregressivos pode assim ser utilizado para re-
solver o sistema de equações.
2.4.5 Algoritmo de Euclides
O algoritmo de Euclides aplicado a polinómios permite determinar o maior divisor comum
(mdc) entre dois polinómios e ainda exprimir o mdc como uma combinação linear desses dois
polinómios. Na sua forma original, Euclides descreveu este algoritmo no sétimo volume da
sua obra Elementos (330 - 275 ac) como um método para determinar a maior régua que
conseguia medir o comprimento de outras duas réguas um número inteiro de vezes a medida
da primeira. Do ponto de vista da aproximação, o tipo de aproximantes racionais que se
obtêm são conhecidos por aproximantes de Padé. Apesar da teoria dos aproximantes de
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Figura 2.19: O algoritmo de Berlekamp-Massey consiste em projectar um …ltro recursivo de dimensão
mínima que consiga gerar recursivamente o espectro do erro a partir do sindroma.
Padé ter quase um século só há cerca de vinte anos se reconheceu o algoritmo de Euclides
como um dos métodos para os obter [Bultheel 97].
Assim se forem dados os polinómios s (z) e u (z), aplicando o algoritmo de Euclides,
podemos escrever
mdc (s; u) = ® (z) s (z) + ¯ (z)u (z) ;
em que ® (z) e ¯ (z), são dois polinómios obtidos a partir do algoritmo. Existem várias
referências recentes onde este algoritmo pode ser encontrado como por exemplo [Blahut 85b,
Berlekamp 84, Krishna 94]. A descrição aqui utilizada foi inspirada no artigo de Zhang e
Duhamel [Zhang 92] em que se faz um estudo comparativo de vários métodos para resolver
sistemas Toeplitz.
Para aplicar o algoritmo de Euclides à resolução do sistema de equações Toeplitz (2.15),
tem de se colocar primeiro o sistema na seguinte forma equivalente:
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e^r e^r¡1 ¢ ¢ ¢ e^r¡t



















com ®0 = 1, e que …ca com uma forma mais conveniente se se …zer a mudança de variável
ci = e^r¡t+i.
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ct ct¡1 ¢ ¢ ¢ c0



















Para aplicar o algoritmo de Euclides à resolução de (2.46), é necessário colocar este sistema
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numa forma polinomial realizando a sua expansão como se segue [Zhang 92]:26666666666666666664




. . . 0
ct ct¡1 ¢ ¢ ¢ c0
ct+1 ct c1
... ¢ ¢ ¢ ...

























com q0 = 0. De…nindo
c (z) = c0 + c1z + : : : + c2tz2t;





® (z) = ®0 + ®1z + : : : ®tzt;
p (z) = p0 + p1z + : : : + pt¡1zt;
q (z) = q0 + q1z + : : : + qtzt:
Podemos …nalmente escrever a seguinte equação polinomial
C (z)® (z) = p (z) + z2tq (z)
ou
¡z2tq (z) + C (z)® (z) = p (z) ;
se aplicarmos o algoritmo de Euclides com s(z) = c (z) e u (z) = ¡z2t, o mdc ¡c; ¡z2t¢
é encontrado quando p (z) = 0. No entanto o que pretendemos obter é a solução para a
equação (2.46) e assim, se c (z) for normal o algoritmo deve ser realizado apenas t vezes. Se
c (z) não for normal, então a recursão é interrompida antes e realizada apenas g · t vezes
em que g é igual ao número de erros ocorridos. Um polinómio diz-se normal se todos os seus
aproximantes de Padé forem diferentes.
Resultados numéricos
Os algoritmos descritos anteriormente resolvem todos o mesmo problema de forma semelhante




. Em [Zhang 92] classi…cam-se os algorimos
como sendo de uma passagem ou de duas passagens. O algoritmo de Schur apresentado
por exemplo é de uma passagem se apenas se pretender os coe…cientes de re‡exão ki, e
é fácil compreender que a segunda passagem acontece quando se aplica a recursão (2.44)
para calcular os coe…cientes do polinómio. Por outro lado o método de Levinson, na versão
apresentada anteriormente é uma versão de duas passagens. É possível no entanto formalizar
versões de uma e de duas passagens para todos os algoritmos apresentados [Zhang 92].
Quanto à robustez numérica dos quatro algoritmos para resolver o sistema de equações
Toeplitz, os testes práticos não permitiram retirar qualquer conclusão sobre qual o melhor
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Schur    
Euclides 
Berlekamp
Figura 2.20: Comparação do erro obtido na determinação dos coe…cientes ®i para os vários métodos
descritos neste capítulo, Levinson, Schur, Euclides e Berlekamp. Considera-se que o sinal mensagem
m é nulo.
método. Consoante se variavam os parâmetros do problema ou o sinal de entrada, os resulta-
dos para cada algoritmo variavam bastante. Como mera ilustração pode-se ver na …gura 2.20
o erro cometido na determinação dos coe…cientes ®i, para o caso dado em (2.29 e 2.30) e com
sinal de entrada nulo. Como se pode observar, o erro é relativamente elevado (aproximada-
mente 10¡4) para um caso aparentemente fácil de resolver.
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Capítulo 3
Estabilidade do problema de
reconstrução
Devido aos erros de arredondamento ocorridos durante os cálculos efectuados na codi…cação
e na reconstrução de sinal, qualquer algoritmo de reconstrução pode tornar-se instável, dando
origem a resultados errados. Como veremos, existem vários factores que afectam a estabili-
dade dos algoritmos de reconstrução:
² dimensão N do vector
² posição relativa dos erros
² amplitude dos erros
² número de erros.
O estudo da estabilidade dos algoritmos de reconstrução no corpo dos números complexos
C é essencial para se poder avaliar a …abilidade dos resultados. É claro que, no caso dos
códigos correctores de erros em que se utiliza aritmética num corpo …nito (por exemplo o
corpo de Galois GF(pn) [Blahut 83, Berlekamp 84]), não ocorrem erros de arredondamento
durante os cálculos aritméticos, e por consequência, o problema da estabilidade não se coloca.
Esta característica dos corpos …nitos advém do facto do conjunto dos seus números ser …nito
e assim poderem ser representados exactamente num computador.
O conhecimento dos factores que in‡uenciam a estabilidade dos algoritmos de reconstrução
no corpo C permite determinar os limites dos mesmos e realizar o seu projecto prático.
Para o caso conhecido como correcção de apagamentos1, em que se conhece a posição
dos erros e se pretende determinar apenas a sua amplitude, a sua caracterização já foi feita,
existindo alguns resultados importantes nos artigos [Ferreira 94b,Ferreira 94a, Ferreira 94c,
Ferreira 95,Ferreira 97] cujos resultados caracterizam a estabilidade do problema, consoante a
posição dos erros, o número de erros e a dimensão do bloco. Neste capítulo serão apresentados
alguns destes resultados com o objectivo de estabelecer uma comparação com o problema da
determinação da posição dos erros.
Para o caso em que se desconhece a posição dos erros, é necessário resolver o sistema de
equações (2.15), sendo a análise da estabilidade deste problema mais complexa que a anterior
e por isso menos estudada. Neste capítulo serão apresentados alguns resultados analíticos
1Traduzido do termo Inglês ”Erasure Correction”.
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para t = 1 e t = 2, e formulados alguns teoremas inspirados no tratamento feito em [Ferreira
97]. Serão igualmente apresentados alguns testes experimentais, com o objectivo de se obte-
rem resultados empíricos para o dimensionamento deste tipo de algoritmos de reconstrução.
Nomeadamente apresentaremos as sequências de erros correspondentes ao maior e menor va-
lor próprio da matriz A, a variação do condicionamento da matriz A em função de emin, N , t
e da distância mínima entre erros. Será também demonstrado que o condicionamento deste
problema piora quando a dimensão do bloco aumenta.
Numa realização prática, os algoritmos de reconstrução considerados neste trabalho ope-
ram sempre sobre sinais armazenados ou transmitidos. Este tipo de sinais são codi…cados
recorrendo a um número …nito de bits por amostra e por esse motivo possuem uma amplitude
máxima e mínima. Deste modo, o sinal de erro e satisfaz a relação
emin · ek · emax:
3.1 A importância do condicionamento na resolução de siste-
mas de equações
Os dois problemas de reconstrução conseguem-se reduzir à resolução de um sistema de
equações do tipo
Ax = b: (3.1)
Como já foi referido, a ocorrência de pequenos erros nos cálculos pode afectar seriamente a
precisão da solução encontrada. Suponhamos que os sistema de equações sofreram pequenas
alterações e que vamos resolver o seguinte sistema
(A + E) ~x = (b + e) ; (3.2)
em que a matriz E é su…cientemente pequena para que (A + E) seja invertível. Neste caso,
será possível encontrar um majorante para o erro x ¡ ~x?
Este erro pode ser escrito utilizando as equações (3.2) e (3.1),
x ¡ ~x = A¡1b ¡ (A + E)¡1 (b + e) =
h
A¡1 ¡ (A + E)¡1
i
b ¡ (A + E)¡1 e: (3.3)
Por outro lado o termo (A + E)¡1 pode se reescrito como
¡
I + A¡1E
¢¡1 A¡1 e se ½ ¡A¡1E¢ <












Utilizando esta expansão para reescrever a equação (3.3), vem
x ¡ ~x =
" 1X
k=1
(¡1)k ¡A¡1E¢k A¡1# b ¡ " 1X
k=0
(¡1)k ¡A¡1E¢k A¡1# e:






°°A¡1E°°k °°A¡1°° = °°A¡1E°°
1 ¡ kA¡1Ek
°°A¡1°° ;
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°°A¡1E°°k °°A¡1°° = 1
1 ¡ kA¡1Ek
°°A¡1°° :
A norma do erro absoluto será então limitada por
kx ¡ ~xk ·
°°A¡1E°°
1 ¡ kA¡1Ek
°°A¡1°° kbk + 1
1 ¡ kA¡1Ek
°°A¡1°° kek ; (3.4)
de…nindo o condicionamento de A como
· (A) =
°°A¡1°° kAk ;








1 ¡ · (A) (kEk = kAk)
kek
kbk : (3.5)
Se o condicionamento de A for pequeno, o que equivale a ter · (A) ' 1, então, como kEk ¿
kAk,o erro relativo na solução do sistema é da mesma ordem de grandeza que os erros relativos
kEk = kAk e kek = kbk. Se por outro lado, o condicionamento for muito grande então, os erros
relativos virão aumentados pelos factores dados na equação (3.5).
A demonstração aqui descrita pode ser encontrada em [Stewart 73,Horn 85].
3.2 Estudo da estabilidade na reconstrução de apagamentos
No capítulo 1 abordou-se a reconstrução de sinal quando se conhecem as posições das amostras
erradas. Nesta secção iremos apresentar alguns resultados já publicados sobre a estabilidade
deste problema remetendo a sua demonstração para as referências [Ferreira 94b, Ferreira
97,Ferreira 94a].
Considere-se um vector de dimensão N pertencente a CN , e o conjunto dos índices das
amostras erradas ¹St. O problema de reconstrução consiste em determinar a amplitude das
amostras erradas xi
¡
i 2 ¹St¢, e foi demonstrado na secção 1.2.3 que o problema pode ser
reduzido à resolução do sistema de equações
u = Su + h , u = (I ¡ S)¡1 h (3.6)
onde u é o vector de dimensão t das amostras desconhecidas. Vamos agora considerar o caso
em que o sinal x é passa-baixo sendo os índices das amostras conhecidas de x^ dados por Sf








N k(ia¡ib); ia; ib 2 ¹St ^ a 6= b (3.7)
Sab = K=N = (2m + 1) =N; a = b;
permite avaliar a estabilidade numérica do problema de reconstrução.
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Pelo teorema de Rayleigh-Ritz [Horn 85], o estudo dos valores próprios de uma matriz
pode ser abordado como um problema de optimização da forma quadrática associada à matriz












































jÁ (k)j2 : (3.9)
A matriz S é Hermítica e positiva de…nida, pois a partir da equação (3.9) pode-se veri…car que




N (ia¡ib)(2m+1) sin [¼ (2m + 1) (ia ¡ ib) =N ]
N sin (¼ (ia ¡ ib) =N) 0 · a; b · t ¡ 1;
que é uma sub-matriz de B com elementos dados por
Bab =
sin [¼ (2m + 1) (a ¡ b) =N ]
N sin (¼ (a ¡ b) =N) 0 · a; b · N ¡ 1;
que tem somente valores próprios ¸ = 0 e ¸ = 1. Das propriedades de entrelaçamento dos
valores próprios de submatrizes de matrizes Hermíticas, referidas em [Horn 85], a matriz S
tem os seus valores próprios neste intervalo.
A estabilidade da resolução do sistema de equações (3.6), depende do condicionamento da
matriz (I ¡ S). Vamos agora enunciar sem demonstrar alguns teoremas que caracterizam os
valores próprios de (I ¡ S). O teorema 1 indica limites para ¸min e ¸max em função do factor
de sobreamostragem ¯. O teorema 2 indica limites para ¸min e ¸max mais rigorosos do que
o teorema 1 na condição de as posições dos erros serem múltiplos de um número inteiro. O
teorema 3 indica limites para os valores próprios de S quando se aumenta a ordem (número
de erros) do problema a resolver.
Teorema 1 O valor próprio mínimo ¸min de (I ¡ S) pertence ao intervalo [0 : : : 1 ¡ ¯], e o
valor próprio máximo ¸max pertence ao intervalo [1 ¡ ¯ : : : 1], com ¯ = (2m + 1) =N:
Teorema 2 Se ¹St = fi0k; i1k; : : : it¡1kg, forem os índices das amostras erradas, e N=k for
um inteiro, o menor e o maior valor próprio da matriz (I ¡ S) satisfazem a relação
1 ¡ dk¯e
k
· ¸min · ¸max · 1 ¡ bk¯ck
com ¯ = (2m + 1) =N .
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Teorema 3 Considere-se ¹S(t)t = fi0; i1; : : : it¡1g e ¹S(t¡1)t = fi0; i1; : : : it¡2g dois conjuntos de
índices de amostras erradas e S(t) e S(t¡1), as correspondentes matrizes de interpolação com



















onde o vector v é de…nido por
vk =
sin (¼ (2m + 1) (ik ¡ it¡1) =N)
N sin (¼ (ik ¡ it¡1) =N)
para 0 · k · t ¡ 2. ¸0 ¡I(t¡1) ¡ S(t¡1)¢ representa a sequência dos valores próprios de¡
I(t¡1) ¡ S(t¡1)¢ ordenados por ordem crescente, e ¸ ¡I(t) ¡ S(t)¢ é a sequência dos valores
próprios de
¡
T (t) ¡ S(t)¢ ordenados da mesma forma.
















¯ (1 ¡ ¯):
Para o caso de apenas ocorrerem dois erros é possível obter uma expressão analítica
para os valores próprios da matriz (I ¡ S), resultando para o condicionamento da matriz a
expressão
· (I ¡ S) = 2 (¯ ¡ 1)




¯¯¯ ¡ 1: (3.10)
Na …gura 3.1, podemos observar a evolução do condicionamento da matriz (I ¡ S) em
função da distância entre erros e para vários valores de N . Para cada valor de N , o fac-
tor de interpolação ¯ foi mantido aproximadamente constante. Como se pode constatar, o
condicionamento da matriz (I ¡ S) é independente da dimensão N do bloco de dados.
3.3 Estudo da estabilidade na reconstrução da posição dos
erros
Tal como indicado na …gura 2.1, e para ter em conta o ruído devido à quanti…cação, introduziu-
se o sinal ´. A presença deste ruído complica bastante a realização prática dos algoritmos
levando a que não seja possível atingir a sua capacidade máxima. Vamos estudar o con-




e^r e^r¡1 ¢ ¢ ¢ e^r¡t+1





e^r+t¡1 e^r+t¡2 ¢ ¢ ¢ e^r
37775 ; (3.11)
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Figura 3.1: Variação do condicionamento da matriz I ¡S em função da distância entre erros i0 ¡ i1,
mantendo o factor de interpolação ¯ constante. Como se pode observar, o condicionamento não varia
quando se mantem ¯ aproximadamente igual a 0.92.
e que pode ser escrita na forma mais compacta
Apq = e^ (r + p ¡ q) ; p; q = 0; 1; : : : ; t ¡ 1; (3.12)
em que p e q são os índices das linhas e colunas de A respectivamente. Considere-se a forma







substituindo nesta equação (3.12), e uma vez que segundo a de…nição de transformada de








































































Como vimos anteriormente, se A for hermítica, o cálculo dos seus valores próprios pode ser
transformado num problema de optimização da relação de Rayleigh-Ritz [Horn 85]
xyAx
xyx .









em que ¸max e ¸min, são respectivamente o valor próprio máximo e mínimo de A.
3.3.1 Limites para os valores próprios da matriz A
É possível ter uma ideia aproximada dos limites para os valores próprios de A, e o seguinte
teorema é uma primeira aproximação.





e (im) (¡1)im · ¸max: (3.16)
Demonstração. O teorema 4.3.26 de [Horn 85], diz que a soma dos elementos da diagonal
principal, de qualquer menor principal, de uma matriz hermítica majoriza a soma dos seus












¸i · t¸max (3.18)







temos de (3.17) que
t¡1X
i=0





e (im) (¡1)im ;





e (im) (¡1)im · ¸max;
…cando provado o teorema.
Uma característica importante da matriz A é a de ela poder ser positiva de…nida, negativa
de…nida ou inde…nida consoante os sinais de e (im) e a paridade de im. Esta característica é
sistematizada no seguinte teorema:
Teorema 5 A matriz A é (a) positiva de…nida sse e (im) (¡1)im > 0 para todos os valores
de m = 0; 1; : : : ; t ¡ 1; (b) negativa de…nida sse e (im) (¡1)im < 0 para m = 0; 1; : : : ; t ¡ 1;
(c) senão, é inde…nida.
Demonstração. O sinal da equação (3.13) depende apenas de e (im) (¡1)im .
3.3.2 Decomposição de A
No estudo dos valores próprios de A pode ser separado o efeito das amplitudes dos erros do








N ipq 0 · p; q · t ¡ 1: (3.20)
Lema 1 A matriz A é congruente com a matriz W . Mais especi…camente
A = DyWD; (3.21)
em que W e D foram de…nidas anteriormente.
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Demonstração. Para demonstrar este lema basta calcular DyWD e veri…car a igualdade.
Como a matriz A é Hermítica os seus valores próprios são reais vamos ordená-los segundo
a convenção
¸min = ¸1 · ¸2 · ¢ ¢ ¢ · ¸t = ¸max:









¸k (W ) : (3.22)
Demonstração. Pelo teorema de Ostrowski [Horn 85], para cada k = 1; 2; : : : ; t existe














= µk¸k (W )
que em conjunto com A = DyWD, prova o teorema.
Convem salientar que ¸k (W ) são somente os elementos da equação (3.19) ordenados por
ordem crescente.
Podemos assim dividir o problema no estudo dos valores próprios das matrizes W e T ,
de…nida por
T = DyD: (3.23)















, e podemos assim de…nir a matriz






N (ip¡iq)m : 0 · p; q · t ¡ 1: (3.26)




N (ip¡iq)(t¡1) sin (¼t (ip ¡ iq) =N)
sin (¼ (ip ¡ iq) =N) : 0 · p; q · t ¡ 1
com
Qpp = t:
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Por outro lado a matriz D é Vandermonde e constitui uma sub-matriz da matriz de Fourier




e se …zermos z = e¡j 2¼N , podemos escrever
D =
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1 zi0 ¢ ¢ ¢ z(t¡1)i0





1 zit¡1 ¢ ¢ ¢ z(t¡1)i(t¡1)
37775 : (3.27)
As matrizes T e Q possuem semelhanças surpreendentes com a matrizes interpoladoras,
que aparecem nos problemas de reconstrução para a correcção de apagamentos. A matriz Q
possui uma expressão idêntica à matriz S (1.9) que surge na reconstrução de sinais limitados
em frequência, na sua versão de dimensão mínima no domínio do tempo [Ferreira 97], em
que a diferença principal consiste nos limites do somatório. No caso da equação (3.26) temos
uma soma de t termos, correspondentes ao número de erros e na equação (1.9) teremos
(b ¡ a + 1) = 2m + 1 termos no somatório, correspondentes ao número de componentes
espectrais diferentes de zero.
3.3.3 Limites para os valores próprios de T
Tal como foi referido no ponto anterior o estudo do condicionameto da matriz pode ser
dividido em dois problemas mais simples de analisar, recorrendo ao facto de a matriz A ser
*-congruente com W . Pode-se veri…car facilmente que a matriz D só depende da posição dos
erros e que a matriz W depende da sua amplitude. Com base no teorema 6, podemos concluir
que o estudo dos valores próprios das matrizes D e W permite compreender o comportamento
dos valores próprios de A.
Começaremos por obter o valor exacto para os valores próprios de T com dimensão um e
dois. Tal como foi realizado para a matriz S, do problema de correcção de apagamentos, será
igualmente analisada a variação do condicionamento da matriz T com a dimensão do bloco
N , o número de erros t e a posição dos erros ¹St. No …nal daremos alguns exemplos numéricos
da variação do condicionamento da matriz T com estes parâmetros.
Para a situação mais simples de apenas ter ocorrido um único erro, o valor próprio mínimo
é igual ao máximo e o condicionamento da matriz T é igual à unidade. Os valores próprios
são dados por
¸min = ¸max = 1
Quando ocorrem dois erros a matriz T tem dimensão dois, os seus valores próprios são














e o condicionamento de T é,











´¯¯¯ ¡ 1: (3.28)
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Figura 3.2: Esta …gura ilustra a variação do condicionamento da matriz T em função da distância
entre os dois erros i0 ¡ i1, dada pela equação (3.28). As curvas apresentadas são para valores de N
da forma para N = 26 e a superior para N = 212.
Na …gura 3.2 podemos apreciar um grá…co da equação anterior que mostra a variação do
condicionamento da matriz T em função da distância entre erros i0 e i1. A curva inferior é
para N = 64 e a superior para N = 4096. Como se pode ver, o condicionamento degrada-se
bastante quando se aumenta a dimensão do bloco N . Para um dado N , a situação de erros
contiguos representa o pior caso para o condicionamento de T .
Comparando o condicionamento da matriz T dado pela equação anterior com o condicio-
namento da matriz (I ¡ S) dado por (3.10), facilmente se veri…ca que · (T ), ao contrário de
· (I ¡ S), não depende do factor de interpolação. Este facto leva a que quando a dimensão N
do bloco aumenta o problema se vá tornando cada vez mais mal condicionado. No entanto,
se o sindroma for maior do que o necessário, pode-se construir um sistema de equações sobre-
determinado e utilizar a pseudo-inversa, obtendo-se maior estabilidade numérica e passando
o condicionamento da matriz T a ser uma função de ¯ e não de N .
Variação do condicionamento de T com a dimensão N do bloco
O comportamento do condicionamento da matriz T para t = 2, ou seja dois erros, mostra
que pelo menos para este caso, o condicionamento do problema piora bastante quando se
aumenta a dimensão N do bloco de dados. Iremos demonstrar que se passa o mesmo para
qualquer outro valor de t.
Teorema 7 Para um dado t e ¹St, o condicionamento da matriz T aumenta quando N au-
menta.
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e cada elemento da matriz T é dado pela equação (3.24). Se considerarmos …xos ¹St =
fi0; i1; : : : ; it¡1g e t, então, temos que quando N ! 1, e¡j 2¼N im(q¡p) ! 1, e os elementos da
matriz T convergem para t. Nesta situação, o máximo e o mínimo dos valores próprios de T
convergem para os seguintes valores
¸min ! 0; ¸max ! t2;
e por conseguinte · (t) ! 1.
Variação do condicionamento da matriz T com o número de erros t
Apesar de em geral o condicionamento de T piorar quando o número de erros aumenta,
existem situações em que tal não se veri…ca. Consideremos o seguinte exemplo com N = 32;
t = 3, K = 17 e ¹St = f0; 1; 2g, em que a respectiva matriz T tem um condicionamento
de 53000. Se acrescentarmos ao problema anterior um erro na posição 18, veri…ca-se que o
condicionamento de T melhora …cando com um valor de 11500.
Variação do condicionamento da matriz T com a posição dos erros ¹St.
Como a matriz T é hermítica podemos considerar a forma quadrática associada
xyTx;
que se pode escrever na forma
xyTx = xyDyDx = kDxk2 ; (3.29)
fazendo uso da equação (3.23). Se utilizarmos a equação (3.29), os valores próprios de T









Se ip = p (erros contíguos) as linhas da matriz D (3.27) são quase linearmente dependentes,
fazendo com que o condicionamento de T dado pela relação ¸max=¸min tenha um valor elevado.
Por outro lado, se o espaçamento entre erros aumentar, as linhas da matriz D vão-se aproximar
da situação em que são ortogonais. Esta última situação é veri…cada quando N é da forma
N = kt e ip = kp, pois neste caso temos
Dpq = e¡j
2¼
N ipq = e¡j 2¼kt kpq = e¡j 2¼t pq =
p
NFpq;
em que Fpq é a matriz de Fourier de dimensão t. Nesta caso, corrigir t erros é equivalente em
termos de condicionamento numérico a corrigir apenas 1.
Este resultado é semelhante ao obtido por Ferreira em [Ferreira 94a] mas no contexto da
determinação das sequências de amostragem óptimas.
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3.3.4 Limites para os valores próprios de W
A matriz W de…nida em (3.19) depende simultaneamente da amplitude dos erros e (im) e
da sua posição im. Considere-se o caso mais realista do ponto de vista de uma possível
implementação, que todos os sinais envolvidos estão quanti…cados com um número …nito b
de bits, e que por conseguinte, se pode dizer que o sinal de erro respeita a desigualdade
emin · je (im)j · emax: (3.30)




· j¸k (W )j · emaxp
N
:
Podemos assim reescrever o resultado do teorema 6 para o pior caso dos valores próprios de
W , que como facilmente se pode constatar, acontece quando temos em simultâneo erros de




· ¸k (A) · ¸max (T ) emaxp
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3.3.5 Limite superior para o condicionamento de A
Na equação (3.13), o termo jÁ (im)j2 é sempre positivo, e portanto para uma dada sequência
de erros ¹St, esta equação atinge valores extremos para
~¸max (A) : e (im) = emax (¡1)im (3.31)
~¸min (A) : e (im) = emin (¡1)im :
Como foi indicado na secção 3.3.3, a pior sequência para os erros corresponde a im = m, e
para esta situação ~¸max (A) atinge o seu maior valor e ~¸min (A) o seu menor. Vamos chamar
a cada um destes valores ·¸max (A) e ·¸min (A) respectivamente. Podemos então a…rmar que
para um problema com um dado N e t, ·¸max (A) é o maior valor possível para ¸ (A) e ·¸min (A)
o menor valor possível para ¸ (A). Não é difícil de veri…car que o condicionamento de A é
majorado pela relação
· (A) · ·¸max (A)·¸min (A) : (3.32)
Apesar de dar uma estimativa muito por cima do limite para o condicionamento de A,
esta equação tem algum interesse prático pois permite ter uma ideia do pior condicionamento
possível para A. Para calcular esta estimativa, basta para um dado problema em que se
conhece t, N e ², construir a matriz A para a situação de erros consecutivos e amplitudes
dadas por (3.31) e calcular o condicionamento dessa matriz. Na secção seguinte serão dados
alguns exemplos numéricos deste limite e do seu desvio em relação ao valor correcto. Por
último convém notar que T = A quando a condição (3.31) se veri…ca.
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3.3.6 Estudo da variação do condicionamento de A
Nesta secção iremos estudar a variação do condicionamento da matriz A em função de vários
factores, nomeadamente:
² A dimensão N do problema de reconstrução
² O número de erros ocorridos t
² A posição dos erros.
Os primeiros testes que se realizaram ao modo como os factores mencionados em cima
in‡uenciavam o condicionamento do problema de determinação da posição dos erros, reve-
laram que com o aumento do número de erros t ou do número de amostras N do bloco, o
condicionamento piorava. Veri…cou-se, igualmente, que quando os erros aconteciam de forma
contígua em vez de esparsa, o condicionamento piorava.
No caso da matriz S, o seu condicionamento piora quando se baixa o factor de interpolação
¯, e tal como foi demonstrado, quando se aumenta a dimensão N do bloco, se se aumentar a
dimensão do sindroma de modo a que ¯ permaneça constante, então, o condicionamento de
S não aumenta.
Este comportamento …ca-se a dever à informação que cada um dos algoritmos utiliza. O
primeiro recorre apenas à amplitude das amostras conhecidas para determinar a amplitude de
parte do espectro das amostras erradas (sindroma), enquanto que o segundo faz apenas uso
da amplitude das amostras erradas. Um dos problemas com o algoritmo de determinação da
posição dos erros, resulta do facto que quando ocorre um número t < M=2 de erros, este utiliza
apenas 2t em vez das M componentes disponíveis do sindroma para determinar a posição dos
erros. Como foi descrito no capítulo 2 é possível utilizar as restantes M ¡ 2t componentes do
sindroma para melhorar a estabilidade na determinação da posição e amplitude das amostras
erradas calculando a solução que minimiza o erro quadrático.
3.3.7 Resultados experimentais
Numa tentativa de ganhar algum conhecimento sobre o condicionamento do problema e dada
a di…culdade de calcular limites rigorosos para o condicionamento da matriz A, optou-se
por utilizar métodos numéricos para analisar o problema para casos de pequena dimensão.
Existem várias questões que não têm resposta fácil, tal como por exemplo:
² Qual a pior sequência para o sinal de erro em termos do condicionamento de A?
² Qual a variação do condicionamento de A com o padrão dos erros ¹St?
² Qual a variação do condicionamento de A com o número de erros ocorridos?
Pior sequência para a amplitude do sinal de erro
Nesta experiência determina-se qual a pior sequência para as amplitudes dos erros conside-
rando o caso particular dos erros ocorrerem em posições contíguas. Considera-se que o sinal
de erro satisfaz a condição (3.30).
O tipo de testes que foram realizados são exaustivos, ou seja, para um dado problema
com bloco de dimensão N , o valor de · (A) é calculado para todas as combinações de po-
sições de erros e para cada uma destas, testam-se todas as combinações de amplitudes de
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Tabela 3.1: Nesta tabela temos as piores sequências para o sinal de erro em termos dos valores
próprios de A. Os resultados foram obtidos com N = 32, emax = 1, emin = ² = 0:5, com t a variar de
1 a 7 e e
¡ ¹St¢=f0; : : : ; t ¡ 1g. Tal como a…rmado anteriormente, os piores casos em termos de valores
próprios são atingidos quando os erros são do tipo e (im) = ² (¡1)im .
t e








Tabela 3.2: Nesta tabela temos as piores sequências para o sinal de erro em termos do condiciona-
mento da matriz A, para a situação N = 32, emin = 1, e emax = ² = 0:5 e com t a variar de 1 a 7.
erros. O número de combinações cresce muito rapidamente tornando impraticável realizar
simulações para sequências com valores elevados de t e factor ² = emin=emax muito pequeno.







sendo a amplitude dos erros incrementada em passos iguais a ². Na tabela 3.1 podemos
observar alguns resultados em que se mostram quais as sequências que dão o menor e o maior
valor próprio, e na tabela 3.2 o maior e o menor condicionamento de A.
Apesar de na tabela 3.2 se ser tentado a deduzir uma regra para construir a sequência para
o pior caso do condicionamento, existem contra exemplos, ou seja, se se variar a amplitude
do erro mínimo, a pior sequência varia de forma, ver a tabela 3.4.
Variação do condicionamento de A com N
Neste estudo pretende-se averiguar a variação do condicionamento da matriz A em função
da dimensão do bloco N , mantendo …xos todos os outros parâmetros. No caso particular de
t = 2, veri…camos pela equação (3.28) que o condicionamento de A piora quando se aumenta
N . Como seria de esperar, para valores superiores de t veri…ca-se um comportamento idêntico.
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Tabela 3.3: Nesta tabela temos as piores sequências para o sinal de erro em termos dos valores
próprios de A. Os resultados foram obtidos com N = 32, e ² = 0:25, com t a variar de 1 a 7 e e
¡ ¹St¢=
f0; : : : ; t ¡ 1g. Tal como era esperado os padrões de amplitudes são iguais aos da tabela 3.1.
t e








Tabela 3.4: Nesta tabela temos as piores sequências para o sinal de erro em termos do condicio-
namento da matriz A, para a situação N = 32, e ² = 0:25 e com t a variar de 1 a 7. No caso do
condicionamento de A, e alterando somente ², os padrões de amplitude mudam em relação aos da
tabela 3.2.




























Figura 3.3: Variação do condicionamento da matriz A em função de N . A curva inferior é para
t = 2 (número de erros) e a superior para t = 8. As irregularidades nas curvas superiores devem-se à
precisão …nita com que os cálculos foram efectuados.
Na …gura 3.3 podemos ver um grá…co da variação referida para N = 32 : : : 512, t = 2 : : : 8 e
erros de amplitude +1 e espaçamento 2.
Variação do condicionamento de A com o número de erros t
O grá…co da …gura 3.4 mostra a variação do condicionamento de A com o número de erros
ocorridos, nas situações em que a posição dos erros é dada por






. A amplitude dos erros usada foi de e (im) = (¡1)im, e neste situação a matriz
A é igual a T . Como se pode veri…car, quando os erros são consecutivos o condicionamento
de A degrada-se rapidamente.
3.3.8 Conclusões e resultados
Pensamos que o resultado mais importante deste capítulo consiste na separação da matriz A,
que veio permitir a análise do efeito da determinação da posição dos erros, de forma indepen-
dente do efeito da sua amplitude no valor de · (A). A demonstração de que a estabilidade
do problema de determinação das posições das amostras erradas piora quando se aumenta a
dimensão do bloco é igualmente um resultado importante. Apesar da semelhança entre a ma-
triz interpoladora S e a matriz Q, pensamos que conseguimos demonstrar que os problemas
de estabilidade são bastante mais acentuados no caso do segundo problema. Foi igualmente
encontrado um limite superior para o condicionamento de T , mas que peca por ser demasiado
conservador. Finalmente, as tabelas dadas no …nal do capítulo, permitem uma observação
empírica do comportamento do condicionamento do problema para situações extremas.
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Figura 3.4: Variação do condicionamento da matriz A em função do número de erros t. A curva
inferior é para um espaçamento d entre erros de 8 e a curva superior para um espaçamento de 1 para
um bloco de dados com N = 64.
Capítulo 4
Correcção de erros com aritmética
real
A correcção de erros em sistemas digitais costuma ser realizada recorrendo a aritmética
…nita. A álgebra envolvida no estudo dos códigos correctores de erros requer um conjunto de
conhecimentos que não faz parte da formação base em matemática dos cursos de engenharia
electrónica, que abordam unicamente álgebra real e complexa. Este facto constitui uma
barreira para a compreensão das ligações existentes entre a teoria dos códigos de correcção
de erros e disciplinas como a teoria do controlo ou o processamento digital de sinal. Um dos
primeiros autores a identi…car a equivalência de conceitos e técnicas foi R. Blahut [Blahut
83], chegando mesmo a chamar à teoria dos códigos de correcção de erros, “processamento
digital de sinal em corpos …nitos”. Esta perspectiva foi seguida por outros autores como
Marshall, Kumaresan, Wolf e Wu, que transportaram vários códigos e algoritmos utilizados
na correcção de erros para o corpo dos reais. Marshall, demonstra em [Marshall Jr 84] que
para qualquer código de correcção de apenas um erro de…nido num corpo …nito existe um
código equivalente no corpo dos reais ou complexos. A interpretação realizada por Blahut
dos códigos BCH no domínio da frequência e a sua transposição imediata para o corpo dos
complexos constitui um marco na aproximação entre a teoria dos códigos de correcção de
erros e a reconstrução na teoria do sinal.
Neste capítulo faz-se uma transposição de algumas de…nições, propriedades e conceitos
relativos aos códigos de correcção de erros dos corpos …nitos para o corpo dos complexos.
De…niremos os códigos lineares e a classe dos códigos cíclicos no corpo dos reais. Será dada
uma especial ênfase aos códigos de Reed-Muller, dada a sua facilidade de realização prática
e a estimativa rigorosa que permitem do erro numérico. Será igualmente descrito um código
por blocos sistemático, baseado na tranformada de Fourier. Descreveremos os códigos do tipo
BCH, demonstrando a ligação com alguns dos métodos de reconstrução de sinal do capítulo
2.
No …nal abordaremos de forma breve os códigos convolucionais com o objectivo de de-
monstrar a sua ligação com os bancos de …ltros. Demonstraremos que se um banco de …ltros
possui a propriedade de reconstrução perfeita, então é possível gerar no receptor um sinal
que é função apenas do sinal de erro e.
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4.1 Códigos por blocos no corpo dos complexos
4.1.1 Estrutura dos códigos lineares
Considere-se o espaço vectorial CN em que cada vector é composto por N números complexos
designados por amostras ou símbolos1. Vamos considerar que a soma de dois vectores e o
producto de uma constante por um vector são de…nidos da forma habitual. Um código linear
pode então ser descrito como sendo um subespaço # de CN .
Nesta secção iremos apenas falar de códigos por blocos que se de…nem do seguinte modo:
De…nição 3 Um código por blocos em que o vector ou sinal a codi…car tem K elementos e
o vector codi…cado tem uma dimensão N > K é designado por código do tipo (N; K).
Vamos agora de…nir a seguinte métrica que mede a distância entre dois vectores de um
espaço e que costuma ser designada por distância de Hamming.
De…nição 4 A distância de Hamming d (a; b) entre duas palavras a e b de um código no
corpo dos reais é dada pelo número de amostras em que estas diferem.
A de…nição anterior permite de…nir a noção de peso de um dado código.
De…nição 5 O peso de um código linear é igual ao valor mínimo da distância de Hamming
de qualquer vector desse código em relação ao vector nulo.
A de…nição 4 para a distância de Hamming foi criada originalmente para o corpo …nito
GF(2p) mas é perfeitamente generalizável para o corpo dos reais ou complexos. Contudo, no
corpo dos reais deve-se ter em conta o erro cometido nos cálculos. Assim, a de…nição mais
correcta e que foi utilizada nas simulações é a seguinte:
De…nição 6 A distância de Hamming d (a; b; ²) entre duas palavras a e b de um código no
corpo dos reais é dada pelo número de amostras em que a diferença jai ¡ bij é superior a ²,
sendo ² um número positivo maior que zero.
Note-se que para qualquer código linear o resultado da diferença entre dois vectores per-
tencentes ao código pertence igualmente ao subespaço do código, e por isso, o vector nulo
pertence sempre ao subespaço. Assim, a distribuição dos vectores pertencentes a #, com uma
distância d em torno de cada um dos vectores é idêntica à distribuição em torno do vector
nulo.
4.1.2 Descrição matricial dos códigos lineares
Os códigos lineares podem ser descritos na forma matricial, com evidentes vantagens para a
sua compreensão e estudo. Considere-se um código linear (N;K), em que o vector m 2 RK
a codi…car resulta no vector c 2 RN . Então, a operação de codi…cação pode ser descrita pela
equação matricial
c = Gm
1As componentes de um vector são designadas em PDS por amostras e na TCCE por símbolos. Neste
documento usaremos qualquer um dos termos.
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em que a matriz G tem dimensão N £ K. As colunas de G são linearmente independentes e
o seu número K é a dimensão do subespaço # do código, uma vez que qualquer palavra do
código é uma combinação linear das colunas de G.
Dado que # é um subespaço de dimensão K de CN , existe um subespaço ortogonal #? de
dimensão N ¡ K que de…ne o código dual de G. Se este código dual for de…nido pela matriz
H, então as palavras do código pertencentes ao subespaço # são ortogonais a H, ou seja
Hyc = 0; (4.1)
sendo esta equação um teste de veri…cação para todas as palavras do código. Por este motivo,
H é conhecida como a matriz veri…cação de paridade. Uma vez que c é uma combinação linear
das colunas de G tem-se
HyG = 0:
4.1.3 Códigos sistemáticos







sendo m o vector original ao qual se acrescentou o vector de paridade p com N ¡K amostras
que poderão permitir detectar e corrigir eventuais erros. Qualquer código linear tem um







sendo IK a matriz identidade de dimensão K£K e P uma matriz de dimensão (N ¡ K)£K.







£ ¡P IN¡K ¤ · IKP
¸
= 0:
Teorema 8 (Limite de Singleton) A distância de Hamming mínima entre duas palavras
de qualquer código linear satisfaz
d · 1 + N ¡ K: (4.3)
Demonstração. Considere-se um dado código (N;K) com distância mínima d. Quando
colocado na forma sistemática existem palavras do código só com um símbolo diferente de
zero e N ¡K símbolos de paridade. Uma tal palavra do código não pode ter um peso superior
a 1 + (N ¡ K) e assim a distância mínima do código não pode ser superior a 1 + N ¡ K.
Qualquer código em que a distância mínima seja dada por 1 + N ¡ K é designado por
CDM (Código de Distância Máxima) [Blahut 83].











Figura 4.1: Interpretação grá…ca do limite de Singleton para códigos lineares em que Pi representa
uma palavra do código e Yt uma palavra recebida com erros.
Uma conclusão imediata do limite de Singleton é que para um código consiguir corrigir
t erros é necessário que este tenha pelo menos 2t símbolos de paridade, apresentado-se na
…gura 4.1 uma descrição grá…ca do problema. Imaginem-se palavras válidas de um código
linear dispostas num plano à distância 1 + N ¡ K = 1 + 2t umas das outras. Consideremos
agora as hiper-esferas de diâmetro t que indicam o conjunto de palavras erradas com t ou
menos erros. Se for transmitida a palavra P1 e à chegada tivermos Y1, como esta palavra está
dentro da hiper-esfera é possível recuperar a palavra correcta P1. Se por exemplo a palavra
recebida fosse Y2 com mais do que t erros, o código não seria capaz de a corrigir porque esta
se encontra fora da hiper-esfera. Nesta situação o descodi…cador pode optar por devolver
uma mensagem indicando erro na descodi…cação ou então tentar associar o símbolo recebido
ao código Pi que estiver mais próximo.
4.1.4 Exemplos de códigos lineares em C
Nesta secção iremos descrever alguns exemplos de códigos lineares no corpo dos complexos
que por não serem cíclicos não podem tirar partido da estrutura acrescida da matriz de
codi…cação e assim requerem um tratamento diferenciado do utilizado nos códigos do tipo
BCH. Apesar do tema ser bastante tratado em livros de texto clássicos [Blahut 83,Sweeney
91,Berlekamp 84] estes referem-se sempre ao caso dos corpos …nitos. Para o caso dos reais e
complexos a informação encontra-se dispersa por vários artigos.
Código sistemático com a DFT
Em [Marshall Jr 84], é abordado o tema dos códigos sistemáticos no corpo dos complexos sem
se considerar os aspectos práticos da codi…cação e descodi…cação. Como vimos anteriormente,
a equação (4.2) implementa a codi…cação gerando 2t símbolos de paridade. Considere-se
a matriz de Fourier tal como de…nida em (1.2) e vamos particionar a matriz F tal como
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em que a matriz P da equação (4.2) é dada por






Vamos considerar que um sinal m com K amostras foi codi…cado com o código sistemático
de…nido, tendo-se obtido o vector cs






Se algumas das amostras deste sinal forem corrompidas teremos
ys = cs + es:
Para realizar a codi…cação basta efectuar o producto Pm tendo-se assim (N ¡ K) £ K
multiplicações e somas.
A descodi…cação deste código sistemático pode ser realizada recorrendo à descodi…cação




podendo-se então escrever o sindroma S em função de H
S = Hysys = HyT yys: (4.6)
Se transformarmos o sinal recebido ys de um codi…cador sistemático em
y = T yys;
teremos
S = Hyy = HyT yys = HyT y (cs + es) ;
S = HyT yTGm + HyT yes = HyT yes = Hye;
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uma vez que HyT yTG = 0 e com e = T yes. Então, com um descodi…cador BCH calcula-se o
valor do sinal de erro e obtendo-se …nalmente o sinal de erro ocorrido no código sistemático
es = T¡ye:
Apesar da grande vantagem de neste tipo de códigos os dados originais estarem disponíveis
no vector recebido, estes possuem algumas desvantagens em relação aos códigos BCH. As
operações de codi…cação (4.5) e de descodi…cação (4.6) não podem ser realizadas recorrendo
à FFT e têm de ser implementados como multiplicação de matrizes. No primeiro caso temos
O (N log2 N) e no segundo O (2Nt), sendo portanto os códigos sistemáticos compensadores
apenas para valores reduzidos de t.
Códigos de Reed-Muller
Os códigos de Reed-Muller (RM) apesar de não possuirem uma grande e…ciência, são no
entanto muito simples e podem ser descodi…cados por uma simples técnica de voto (maioritá-
rio). Este tipo de código é normalmente de…nido em corpos …nitos, sendo contudo possível
modi…car a matriz de codi…cação de modo a que funcionem no corpo dos reais ou dos com-
plexos. A descrição aqui realizada baseia-se no artigo de Jiun Sien e J. Wu [Shiu 96], que
adapta ao corpo dos reais R o trabalho de Blahut [Blahut 83] sobre os códigos RM em corpos
…nitos. Nesta secção será apresentada uma técnica de codi…cação e descodi…cação diferente
da apresentada em [Shiu 96], que pensamos possuir um melhor desempenho. Será igualmente
demonstrado que a formação das equações para votação por maioria difere da realizada para
o caso da praticada num corpo …nito.
Comecemos por lembrar como se constrói um código RM para corpos …nitos. Para cada




G0 G1 ¢ ¢ ¢ Gr ¤ ; (4.7)
em que G0 é um vector coluna de dimensão N = 2p composto unicamente por elementos
G0 (i) = 1, G1 é uma matriz de dimensão 2p £ p em que aparecem todas as combinações
possíveis dos números binários formados com p bits. A matriz Gl é construída realizando
todos os productos de Hadamard possíveis com l colunas de Gl¡1, sendo o número total de
matrizes limitado a r · p.
O producto entre as colunas da matriz referido em cima é o producto de Hadamard,
de…nido como se segue:
De…nição 7 O producto de Hadamard entre duas matrizes A e B com elementos aij e bij,
é dado pelo producto elemento a elemento
C = A ± B : cij = aijbij:
De seguida mostramos um exemplo para a matriz de codi…cação de um código de Reed-
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Muller sobre GF (2), para p = 4, N = 16 e r = 2.
G0 =
£
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
¤T = [a0]T ;
G1 =
2664
0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1














0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1
0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1
0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1
0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1














O código anterior é do tipo (16,11), dado que acrescenta 5 símbolos de “paridade” a cada
bloco com 11 símbolos do sinal a codi…car. Repare-se que nos códigos Reed-Muller a dimensão
do vector codi…cado é dada por











A codi…cação é realizada multiplicando a mensagem m pela matriz de codi…cação G.
Atendendo à estrutura de G podemos escrever a equação de codi…cação como
c =
£











. A palavra recebida
y virá corrompida com o sinal de erro e, ou seja
y =
£







O algoritmo de descodi…cação começa por tentar reconstruir apenas Mr, subtraindo depois
o seu efeito do vector recebido y pela equação
y(r¡1) = y(r) ¡ GrMr; (4.9)
com y = y(r); reduzindo assim a ordem do código de r para r ¡ 1, sendo possível então
aplicar recursivamente o mesmo algoritmo até se ter obtido todos os símbolos da mensagem
transmitida m. No exemplo apresentado os vectores Mk são de…nidos por
M0 = [m0]T
M1 = [m1 m2 m3 m4]T
M2 = [m5 m6 m7 m8 m9 m10]T :
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Em cada uma das etapas determina-se o valor de cada um dos símbolos de Mr, formando
2p¡r equações sobre os 2p símbolos de paridade recebidos, envolvendo cada equação 2r sím-
bolos. As equações são formadas de modo a que cada símbolo a descodi…car apareça uma
única vez e os outros um número par de vezes o que conduz ao seu cancelamento. Se não
ocorrerem erros as equações para cada um dos símbolos dão o mesmo resultado, e de valor
igual ao símbolo transmitido. Caso ocorram erros, as equações vão dar resultados diferentes
devendo-se utilizar um voto maioritário. Em caso de empate só se pode dizer que ocorreram
mais erros do que os que se conseguem corrigir. O código de Reed-Muller é capaz de corrigir¡1
22
p¡r ¡ 1¢ erros e recuperar os K símbolos de informação. Do que foi descrito, um código
RM de ordem r pode ser construído a partir de um de ordem r¡1 e um código RM de ordem
r ¡ 1 pode ser ”extraído” de um de ordem r. Por este motivo se um código RM de ordem r
contém o código de ordem r ¡ 1 e sua distância mínima não pode ser maior.
Vamos mostrar todos os sistemas de equações para descodi…car o exemplo dado, começan-
do por escrever o resultado da codi…cação (4.8) em função dos símbolos da mensagem m
c0 = m0
c1 = m0 + m4
c2 = m0 + m3
c3 = m0 + m3 + m4 + m10
c4 = m0 + m2 + m9
c5 = m0 + m2 + m4
c6 = m0 + m2 + m3 + m8 + m9
c7 = m0 + m2 + m3 + m4 + m8 + m10
c8 = m0 + m1
c9 = m0 + m1 + m4 + m7
c10 = m0 + m1 + m3 + m6
c11 = m0 + m1 + m3 + m4 + m6 + m7 + m10
c12 = m0 + m1 + m2 + m5
c13 = m0 + m1 + m2 + m4 + m5 + m7 + m9
c14 = m0 + m1 + m2 + m3 + m5 + m6 + m8
c15 = m0 + m1 + : : : + m8 + m9 + m10:
Com alguma manipulação simples das equações anteriores, veri…ca-se que é possível escrever
m10;m9; m8;m7;m6 e m5, em função de ck; k = 0 : : : 15. Como y = c + e, temos então as





































Se não ocorrerem erros teremos yj = cj; e no caso de símbolos binários, a primeira
estimativa para m10 é dada pela soma módulo 2 dos termos c0 = m0; c1 = m0 + m4; c2 =
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m0 + m3 e c3 = m0 + m3 + m4 + m10. As restantes estimativas podem ser veri…cadas de
forma idêntica. Repare-se que se apenas tiver ocorrido um erro, somente uma das estimativas
anteriores estará errada, sendo possível por uma técnica de voto maioritário recuperar o valor
correcto de m10. O índice (2) associado à variável y, serve unicamente para lembrar a iteração
em que se está e que o seu valor muda de iteração para iteração. No entanto para simpli…car
a notação poderemos omiti-lo desde que não haja risco de confusão. De seguida iremos
enumerar todas as equações para os restantes símbolos.
~m9 = y0 + y1 + y4 + y5 ~m8 = y0 + y2 + y4 + y6
~m9 = y2 + y3 + y6 + y7 ~m8 = y8 + y10 + y12 + y14
~m9 = y8 + y9 + y12 + y13 ~m8 = y1 + y3 + y5 + y7
~m9 = y10 + y11 + y14 + y15 ~m8 = y9 + y11 + y13 + y15
~m7 = y0 + y1 + y8 + y9 ~m6 = y0 + y2 + y8 + y10
~m7 = y2 + y3 + y10 + y11 ~m6 = y1 + y3 + y9 + y11
~m7 = y4 + y5 + y12 + y13 ~m6 = y4 + y6 + y12 + y14
~m7 = y6 + y7 + y14 + y15 ~m6 = y5 + y7 + y13 + y15
(4.10)
~m5 = y1 + y5 + y8 + y12
~m5 = y0 + y4 + y9 + y13
~m5 = y2 + y6 + y11 + y15
~m5 = y3 + y7 + y10 + y14
Se se obtiver sucesso a corrigir os símbolos dados nas equações anteriores, podemos reduzir
a ordem do código recorrendo à equação (4.9) com r = 2,
y(1) = y(2) ¡ G2M2:
Os símbolos m1;m2;m3 e m4, podem ser agora recuperados por voto maioritário construindo
equações de forma idêntica à realizada anteriormente, utilizando y(1)
~m4 = y0 + y1
~m4 = y2 + y3
~m4 = y4 + y5
~m4 = y6 + y7
~m3 = y0 + y2
~m3 = y1 + y3
~m3 = y4 + y6
~m3 = y5 + y7
~m2 = y0 + y4
~m2 = y1 + y5
~m2 = y2 + y6
~m2 = y3 + y7
~m1 = y0 + y8
~m1 = y1 + y9
~m1 = y2 + y10
~m1 = y3 + y11
;
e reduzindo novamente o código
y(0) = y(1) ¡ G1M1;





78 4.1 Códigos por blocos no corpo dos complexos
Vamos agora construir o código RM sobre o corpo dos reais. Como o cálculo numérico
em R é realizado com uma representação …nita para os números, ocorrem sempre erros de
arredondamento, pelo que não podemos pretender que a diferença entre as diferentes esti-
mativas das equações anteriores seja exactamente zero quando não ocorrem erros. É assim
necessário …xar um limiar apropriado ², considerando-se que duas estimativas para o valor
verdadeiro de um símbolo são válidas se a diferença entre elas for inferior a ². Uma vez
que estão apenas envolvidas somas e subtrações, estes códigos são fáceis de implementar e
não apresentam grandes problemas com os erros de arredondamento. Possuem no entanto a
desvantagem de não existirem para todos os N . No artigo [Shiu 96] é proposta uma alteração
da matriz de codi…cação G de modo a que o mesmo algoritmo de descodi…cação utilizado
para GF (p) possa ser utilizado sem alterações. No entanto, constatou-se que existem alguns
problemas com este processo sendo sugerida uma nova forma de calcular a matriz G. Serão
igualmente apresentadas todas as equações de descodi…cação assim como os resultados de
algumas simulações.
A regra proposta para a construção da matriz G é a seguinte:
Proposição 2 Considere-se uma matriz de codi…cação G de um dado código de Reed-Muller
em GF (p). Altere-se a primeira linha de modo a que os sinais apareçam alternados. De
seguida propague-se os sinais dos elementos da primeira linha em cada uma das colunas da
matriz.
Vamos dar um exemplo de um código Reed-Muller real do tipo (16,11). Seguindo a regra
da de…nição anterior teremos para a matriz de codi…cação
G0 =
£
1 ¡1 1 ¡1 1 ¡1 1 ¡1 1 ¡1 1 ¡1 1 ¡1 1 ¡1 ¤T
G1 =
2664
0 0 0 0 0 0 0 0 1 ¡1 1 ¡1 1 ¡1 1 ¡1
0 0 0 0 1 ¡1 1 ¡1 0 0 0 0 1 ¡1 1 ¡1
0 0 1 ¡1 0 0 1 ¡1 0 0 1 ¡1 0 0 1 ¡1





0 0 0 0 0 0 0 0 0 0 0 0 1 ¡1 1 ¡1
0 0 0 0 0 0 0 0 0 0 1 ¡1 0 0 1 ¡1
0 0 0 0 0 0 0 0 0 ¡1 0 ¡1 0 ¡1 0 ¡1
0 0 0 0 0 0 1 ¡1 0 0 0 0 0 0 1 ¡1
0 0 0 0 1 0 1 0 0 0 0 0 0 ¡1 0 ¡1
0 0 0 ¡1 0 0 0 ¡1 0 0 0 ¡1 0 0 0 ¡1
37777775
T
Relembrando que a codi…cação se faz por meio da equação (4.8), podemos escrever o
seguinte conjunto de equações
Correcção de erros com aritmética real 79
c0 = m0
c1 = ¡m0 + m4
c2 = m0 + m3
c3 = ¡m0 ¡ m3 ¡ m4 ¡ m10
c4 = m0 + m2 + m9
c5 = ¡m0 ¡ m2 ¡ m4
c6 = m0 + m2 + m3 + m8 + m9
c7 = ¡m0 ¡ m2 ¡ m3 ¡ m4 ¡ m8 ¡ m10 (4.11)
c8 = m0 + m1
c9 = ¡m0 ¡ m1 ¡ m4 ¡ m7
c10 = m0 + m1 + m3 + m6
c11 = ¡m0 ¡ m1 ¡ m3 ¡ m4 ¡ m6 ¡ m7 ¡ m10
c12 = m0 + m1 + m2 + m5
c13 = ¡m0 ¡ m1 ¡ m2 ¡ m4 ¡ m5 ¡ m7 ¡ m9
c14 = m0 + m1 + m2 + m3 + m5 + m6 + m8
c15 = ¡m0 ¡ m1 ¡ : : : ¡ m8 ¡ m9 ¡ m10:
O sinal recebido é dado por y = c + e, em que e é o sinal de erro. A partir das expressões
anteriores podemos obter conjuntos de 4 equações que dão uma estimativa para os símbolos
do sinal mensagem:
~m10 = y0 + y1 ¡ y2 ¡ y3 ~m9 = ¡y0 ¡ y1 + y4 + y5
~m10 = y4 + y5 ¡ y6 ¡ y7 ~m9 = y8 + y9 ¡ y12 ¡ y13
~m10 = y8 + y9 ¡ y10 ¡ y11 ~m9 = ¡y2 ¡ y3 + y6 + y7
~m10 = y12 + y13 ¡ y14 ¡ y15 ~m9 = y10 + y11 ¡ y14 ¡ y15
~m8 = y0 ¡ y2 ¡ y4 + y6 ~m7 = y0 + y1 ¡ y8 ¡ y9
~m8 = y8 ¡ y10 ¡ y12 + y14 ~m7 = y2 + y3 ¡ y10 ¡ y11
~m8 = ¡y1 + y3 + y5 ¡ y7 ~m7 = y4 + y5 ¡ y12 ¡ y13 ¡ 2 ~m9
~m8 = ¡y9 + y11 + y13 ¡ y15 ~m7 = y6 + y7 ¡ y14 ¡ y15 ¡ 2 ~m9
~m6 = y0 ¡ y2 ¡ y8 + y10 ~m5 = ¡y1 + y5 ¡ y8 + y12
~m6 = ¡y1 + y3 + y9 ¡ y11 ~m5 = y0 ¡ y4 + y9 ¡ y13
~m6 = y4 ¡ y6 ¡ y12 + y14 ~m5 = y2 ¡ y6 + y11 ¡ y15
~m6 = ¡y5 + y7 + y13 ¡ y15 ~m5 = ¡y3 + y7 ¡ y10 + y14
Repare-se na semelhança entre o conjunto de equações anteriores e as dadas em (4.10) em
que apenas os sinais mudam. Além disso duas das estimativas para os símbolos m7 dependem
da correcta descodi…cação de m9. Esta diferença não é problemática uma vez que se ocorrerem
mais erros do que o código consegue descodi…car o método pode não conseguir descodi…car
qualquer um dos símbolos de m10 a m5. Reduzindo a ordem do código e utilizando y(1)
podemos obter as estimativas para os símbolos m4; m3;m2 e m1
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~m4 = ¡y0 ¡ y1
~m4 = ¡y2 ¡ y3
~m4 = ¡y4 ¡ y5
~m4 = ¡y6 ¡ y7
~m3 = ¡y0 + y2
~m3 = y1 ¡ y3
~m3 = ¡y4 + y6
~m3 = y5 ¡ y7
~m2 = ¡y0 + y4
~m2 = y1 ¡ y5
~m2 = ¡y2 + y6
~m2 = y3 ¡ y7
~m1 = ¡y0 + y8
~m1 = y1 ¡ y9
~m1 = ¡y2 + y10
~m1 = y3 ¡ y11







Repare-se que o número de equações utilizadas para estimar os símbolos m4;m3; m2 e
m1, podia ter sido de 8, e no caso de m0; de 16. Como a distância mínima dos códigos RM
resultantes da redução de outros de ordem superior não podem ter uma distância mínima
superior, não faz sentido utilizar mais do que quatro equações para realizar o voto maioritário.
Como qualquer implementação prática deste código passa por uma representação binária
dos simbolos vamos realizar uma breve análise dos erros. Considerando que cada símbolo é
representado com b bits, o pior caso acontece para o elemento cN¡1 do código, pois como se
pode ver na última equação de (4.11) o seu valor é igual á soma dos elementos de m. Para
evitar “over‡ow” e permitir uma recuperação sem erros de arredondamento serão necessários
log2 K + b bits para representar cN¡1. Se utilizarmos esta representação para os restantes
elementos de c, teremos uma e…ciência E do código de
E = bK
(log2 K + b)N
:
Uma observação mais atenta das equações (4.11) permite concluir que cada um dos elementos
de c é a soma de um subconjunto de elementos de m, e por esse motivo pode ter um nú-
mero inferior de bits para a sua representação. No caso concreto do código real RM (16; 11)
apresentado podemos ter o seguinte número de bits extra para cada elemento de c
Elem: c0 c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14 c15
nbits 0 1 1 2 2 2 3 3 1 2 2 3 2 3 3 4







Esta redução do número de bits por símbolo permite melhorar a e…ciência dos códigos reais
de RM e no caso concreto do código descrito teremos para uma representação com 8 bits dos
elementos de c uma e…ciência de
E = 8 £ 11
(log2 11 + 8) 16
= 0; 46
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No caso de termos um número de bits diferente para cada ci a e…ciência do código é
E = 0; 54:
Código linear com a DCT
É possível construir um código linear utilizando como matriz G de codi…cação uma submatriz
de uma matriz unitária. Um desses casos é a DCT (Discrete Cosine Transform) bastante
utilizada em codi…cadores de áudio e vídeo devido às suas propriedades de compactação
da energia de um sinal. No entanto, esta transformada não permite a construção de um
código cíclico e por esse motivo não se podem utilizar directamente os algoritmos rápidos
disponíveis para os códigos cíclicos. A razão para esta di…culdade deve-se ao facto de a matriz
de descodi…cação H não ser Vandermonde. Ja-Ling Wu propõe em [Wu 95] um algoritmo de
descodi…cação que converte a matriz de descodi…cação H do código com a DCT numa matriz
Vandermonde podendo-se depois aplicar a esta matriz as técnicas utilizadas no capítulo 2
para os códigos cíclicos reais do tipo BCH.
De…nição 8 A transformada DCT de um sinal x = [x0; x1; ¢ ¢ ¢ ; xN¡1]T é dada por
x^ = Fx









2N k = 1; 2; : : : ;N ¡ 1:
Tal como foi feito no caso dos códigos BCH (subsecção 4.1.6), obtem-se a matriz de codi…-
cação G(N£K) a partir de K colunas de F , resultando numa matriz de paridade H(N£(N¡K))
com as restantes N¡K colunas de F . Como F é unitária, as seguintes equações são veri…cadas
HyG = 0
GyG = IK :
O sindroma do sinal recebido y é dado por
s = Hyy










(2r + 1) i¼
2N
i = 0; 1; : : : (N ¡ K) ¡ 1 (4.12)
com fi =
p
1=N para i = 0, e fi =
p
2=N para i = 1; 2; : : : ; N ¡ 1, pode-se escrever a
equação (4.12) como
s0 = Ps;
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em que a matriz P é diagonal com com elementos fi.








0 k ¡ n ímpar
(¡1)(k¡n)=2 Pbn2 cm=0 ¡ kn¡2m¢¡k¡n2 +mm ¢ k ¡ n par.
Se ocorrerem t erros em posições ¹St = fi0; i1; : : : ; it¡1g, então, utilizando a expressão anterior




1 X1 X21 ¢ ¢ ¢ Xd¡11










C0;0 0 C2;0 0 ¢ ¢ ¢ :
0 C1;1 0 C3;1 ¢ ¢ ¢ :
0 0 C2;2 0 ¢ ¢ ¢ :





. . . :







Como a matriz C é sempre invertível podemos obter o seguinte sindroma
s00 = s0C¡1 = uX
e como a matriz X é Vandermonde podemos aplicar a técnica de descodi…cação dos códigos
BCH e obter o vector com os erros u.
4.1.5 Códigos cíclicos em C
Os códigos cíclicos são uma subclasse dos códigos lineares e podem-se de…nir do seguinte
modo
De…nição 9 Se num código linear em CN , C (z) = (c0; c1; : : : ; cN¡1) é uma palavra perten-
cente ao subespaço # código, e se a palavra C0 = (cN¡1; c0; c1; : : : ; cN¡2), pertence igualmente
a #, então o código diz-se cíclico.
A maior estrutura destes códigos permite evitar as técnicas tabulares utilizadas nos códi-
gos lineares, possibilitando a utilização de algoritmos mais e…cientes.
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Descrição polinomial dos códigos cíclicos em C
Por razões históricas os códigos de correcção de erros foram desenvolvidos recorrendo a uma
descrição polinomial. Nesta secção pretende-se enunciar alguns resultados dos códigos cíclicos
no corpo C utilizando esta descrição.





em que C (z) satisfaz a de…nição 9. Cada palavra do código é um vector com N componentes
que são os coe…cientes do polinómio e por isso os polinómios não têm potências superiores a
N ¡ 1. O conjunto destes polinómios forma um anel com o producto de…nido por
C1 (z) ¢ C2 (z) = RzN¡1 [C1 (z)C2 (z)]
em que
RzN¡1 [C (z)]
indica o resto da divisão de C (z) por zN ¡ 1. O teorema 5.2.3 de [Blahut 83], estabelece:
Teorema 9 Existe um código cíclico de dimensão N com polinómio gerador G (z) se e só se
G (z) divive zN ¡ 1.
Este teorema implica que para qualquer código cíclico com polinómio gerador G (z) temos
zN ¡ 1 = G (z)H (z)
em que o polinómio H (z) é o polinómio veri…cador de paridade em terminologia de TCCE.
Se a aritmética utilizada for limitada ao corpo dos reais, zN ¡ 1 tem apenas dois zeros,
+1 e ¡1, e por conseguinte a dimensão máxima do bloco é de N = 2. Por outro lado se se
trabalhar no corpo dos complexos, N pode ser qualquer inteiro positivo e as raízes complexas




Estas são as N raízes da unidade de ordem N , e por de…nição vamos ter K em G (z) e
M = N ¡K em H (z). Deste modo podemos escrever o polinómio zN¡1 como um produtório
zN ¡ 1 =
N¡1Y
m=0




z ¡ ej 2¼N m
´
:
Consideremos agora o polinómio M (z), que representa a mensagem a codi…car e a ope-
ração de codi…cação
C (z) = M (z) ¢ G (z)
o resultado da codi…cação. Se E (z) for o polinómio associado ao sinal de erro com t coe…-
cientes diferentes de zero, temos
V (z) = C (z) + E (z) ;
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e calculando o resto da divisão polinimial de V (z) por G (z) obtemos o polinómio sindroma
S (z) = RG(Z) [V (z)] = RG(Z) [C (z) + E (z)]
= RG(Z) [E (z)] ;
que como se pode constatar pela última equação só depende do polinómio associado ao sinal
de erro E (z).
Repare-se que qualquer polinómio C (z) pertence ao código # se C (zk) = 0 sendo zk os
zeros do polinómio G (z), tal como estabelece o seguinte teorema.
Teorema 10 Seja G (z) o polinómio gerador de um código de correcção de erros em C com
zeros zp = ej
2¼
N p, em que p 2 f0; : : : ;K ¡ 1g. Então, um polinómio C (z) é uma palavra
pertencente ao código se e só se
C (z0) = C (z1) = ¢ ¢ ¢ = C (zN¡1) = 0:
Demonstração. Como C (z) = M (z) ¢ G (z) ; então C (zp) = M (zp) ¢ G (zp) = 0. Por
outro lado se C (zp) = 0 e escrevermos
C (z) = Q (z) ¢ (z ¡ zp) + S (z) ;
então
0 = C (zp) = Q (zp) ¢ (zp ¡ zp) + S (zp)
leva a que S (zp) = 0: Pode-se então concluir que C (z) é divisível por qualquer dos K factores
(z ¡ zp) ; de G (z).
Descrição matricial dos códigos cíclicos em C
Os códigos cíclicos no corpo dos complexos podem ser descritos na forma matricial recorrendo








N kp = 0 p 2 Sf :
Esta última equação pode ser colocada na forma matricial2666664
z0p0 z
1
p0 ¢ ¢ ¢ zN¡1p0
z0p1 z
1
p1 ¢ ¢ ¢ zN¡1p1
z0p2 z
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HT c = 0:
Podemos portanto a partir de M raízes da unidade de ordem N , zpm , construir um códi-
go cíclico com a matriz H dada pela equação anterior. A matriz geradora do código será
construída com as restantes K raízes que não foram utilizadas para construir a matriz H.
Os códigos cíclicos podem ter as raízes do polinómio gerador G dispostos de forma ar-
bitrária não dando em geral códigos com distância de Hamming máxima. Se atendermos à
subsecção 2.2.1, podemos veri…car facilmente que se podem precisar de t £ (t + 1) elementos
conhecidos (nulos) do espectro do sinal (sindroma) para corrigir t erros.
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4.1.6 Códigos cíclicos do tipo Bose-Chaudhuri-Hocquenghem e Reed-Solomon
Os códigos BCH representam uma classe de códigos lineares que permitem corrigir vários
erros. No capítulo 2 é descrita a utilização dos códigos BCH no corpo dos números complexos
C, indicando as técnicas de codi…cação e descodi…cação e algoritmos rápidos para a sua
realização prática. Nesta secção iremos indicar apenas as condições a que um código deve
obedecer para ser considerado do tipo BCH e demonstrar a equivalência entre a utilização
de raízes não contíguas para o polinómio gerador e o entrelaçamento regular. Os códigos
BCH são lineares e cíclicos e para serem classi…cados como BCH é necessário que as raízes




em que l e N são primos relativos [Blahut 83,Kumaresan 85]. A possibilidade mais simples é
tomar l = 1, correspondendo a raízes contíguas. Esta condição para a escolha das raízes do
polinómio codi…cador equivale a escolher para matriz de codi…cação K linhas contíguas da
matriz de Fourier. Com esta escolha para as raízes, garante-se que o código é do tipo CDM, ou
seja, para M = 2t conseguem-se corrigir t erros. Por vezes os códigos BCH permitem corrigir
mais do que t erros,e por esse motivo a distância d = 2t + 1 entre símbolos é designada por
distância de projecto do código, podendo a distância efectiva ser maior. Em [Wolf 83] são
utilizadas algumas técnicas de voto que descreveremos na subsecção seguinte e que permitem
em certas circunstâncias descodi…car correctamente mais do que t erros.
Como foi a…rmado no início desta subsecção, pode-se demonstrar que quando l 6= 1, a
codi…cação é equivalente à realizada com l = 1 seguida de entrelaçamento regular do sinal
codi…cado. A operação de entrelaçamento pode ser de…nida do seguinte modo
De…nição 10 O entrelaçamento de um vector x 2 CN é uma permutação y = Px, com P
uma matriz de permutação.
O entrelaçamento regular pode por sua vez ser de…nido como
De…nição 11 Se c (i) for a coluna que possui o elemento unitário correspondente à li-
nha i numa matriz de permutação P , então, um entrelaçamento diz-se regular se c (i) =
c (limodN), com l e N primos relativos e i 2 f0; : : : ;N ¡ 1g.
Considere-se P uma matriz de permutação [Horn 85], e F a matriz de Fourier tal como foi
de…nida em (1.2). Se compararmos os elementos da matriz anterior com as raízes em (4.15),
veri…camos que correspondem ao caso mais simples em que l = 1. Quando l 6= 1 e l e N são
primos relativos, as colunas da matriz de Fourier são as mesmas mas dispostas por ordem
diferente. Tal deriva do facto de Á = ej
2¼
N kl, ser uma raíz da unidade se l e N forem primos
relativos e de as potências sucessivas de Á,
©
Á0; Á1; Á2; : : : ; ÁN¡1
ª
, gerarem todas as raízes
de ordem N da unidade. Se quando l 6= 1 chamarmos à matriz de Fourier correspondente F¸
teremos
F¸ = PF;
em que P é uma matriz de permutação.
Por outro lado, a matriz de codi…cação G (N £ K) e a matriz de paridade H (N £ M),





















O sinal codi…cado por esta transformada é dado por
c¸ = G¸m = PGm;
que depois de sofrer alguns erros virá dado por
y¸ = c¸ + e¸;
e que se pode descodi…car como
H¸yy¸ = (PH)y (c¸ + e¸) = HyP y (PGm + e¸) (4.16)
H¸yy¸ = HyPTPGm + HyPT e¸: (4.17)
Se atendermos ao facto de que PTP = I e que HyG = 0, a diferença principal entre as
duas codi…cações consiste na permutação por P y da posição dos erros do vector e¸. Assim, se
ocorrem erros em posições contíguas durante a transmissão, a utilização de uma transformada
com l 6= 1 faz com que o sistema veja estes erros como esparsos. Um sistema de codi…cação
com a transformada F¸ é equivalente a um sistema que utilize a transformada F realizando
entrelaçamento P antes de transmitir a palavra codi…cada e desentrelaçamento por PT na
palavra recebida
c¸ = Pc
y = PT y¸:
4.1.7 Correcção de mais do que 2t erros
Os códigos BCH podem corrigir mais do que t erros quando M = 2t, sendo o limite máximo
dado pelo limite de Singleton
t · N ¡ K ¡ 1. (4.18)
No artigo [Wolf 83], Wolf apresenta uma técnica de voto que permite descodi…car mais do




maneiras de escolher K amostras do
sinal recebido reconstrói-se uma sequência com K amostras que é candidata a mensagem,
desde que o sindroma seja inferior a um dado limiar ² ¼ 0. Admitindo que o ruído de
arredondamento é pequeno, podemos comparar as sequências recebidas escolhendo as que
obtiverem mais votos. No caso de se veri…car a condição (4.18), então a sequência original
receberá pelo menos K + 1 votos.
Exemplo
Consideremos um código cíclico com N = 8 e K = 4, caso em que (4.18) conduz a t · 3.
Vamos supor que os erros aconteceram nas amostras de índice 0; 1 e 2, então vamos ter tal
como previsto K + 1 = 5 padrões
f3; 4; 5; 6g
f3; 4; 5; 7g
f3; 4; 6; 7g
f3; 5; 6; 7g
f4; 5; 6; 7g







Figura 4.2: Codi…cador convolucional com uma relação r = k0n0 . A entrada é dividida em pequenos
segmentos de k0 amostras sendo guardados v desses segmentos. O bloco de processamento realiza
uma combinação linear utilizando os segmentos guardados e gera uma saída com n0 amostras em que
n0 > k0.
que resultam na mesma palavra descodi…cada, dado que não incluem amostras com erro.
Este método de descodi…cação, apesar de funcionar e ser de fácil realização prática, só




de combinações a testar
cresce rapidamente. Outra situação em que pode ser útil é para os casos em que o tempo de
processamento é menos importante do que a correcta descodi…cação dos dados. Neste caso,
podemos combinar este algoritmo com a descodi…cação utilizada no capítulo 2 dos códigos
BCH e só usar a técnica de voto quando a primeira falha.
A robustez da técnica de voto ao ruído de quanti…cação originado quando se transmite o
sinal deve ser objecto de estudo para averiguar com rigor a real vantagem da sua utilização.
4.2 Códigos convolucionais no corpo dos complexos
Nesta secção relacionamos a teoria dos códigos convolucionais com a teoria desenvolvida re-
centemente sobre bancos de …ltros e “wavelets”. Existem poucos trabalhos sobre a utilização
de códigos convolucionais com aritmética real. Marshall apresenta em [Marshall Jr 84] al-
guns algoritmos de codi…cação e descodi…cação em códigos convolucionais mas sem contudo
oferecer uma forma sistemática de projecto e análise.
Nesta secção faremos a ligação entre alguns resultados obtidos na teoria dos bancos de
…ltros e os códigos convolucionais. No …nal será apresentado um exemplo de um descodi…cador
que utiliza um banco de …ltros com duas bandas.
4.2.1 Códigos convolucionais
Os códigos convolucionais realizam a operação de codi…cação sem dividir o sinal a codi…car
em blocos. Na …gura 4.2 podemos observar como este tipo de código realiza a operação de
codi…cação.
Como se pode observar o sistema possui uma linha de atraso onde armazena amostras
passadas do sinal de entrada. Este é dividido em pequenos segmentos com uma ou mais
amostras (k0) e realiza uma combinação linear de v segmentos do passado do sinal com o
actual e gera um segmento de saída com n0 amostras. Para que haja redundância é necessário











Figura 4.4: Sistema de alteração da frequência de amostragem por um factor de r = k0n0 . Este tipo
de sistema é equivalente ao descrito na …gura 4.2.
que n0 > k0, e na terminologia da TCCE costuma-se chamar a v “constraint length”. Este
parâmetro é de grande importância na descrição de um código convolucional, sendo um
múltiplo de k0, ou seja v = mk0. Os códigos convolucionais com um dado k0 e n0 são
designados de forma compacta por códigos (n0; k0).
Na …gura 4.3 podemos observar um exemplo de um código convolucional do tipo (5; 1), em
que para cada amostra na entrada são geradas 5 na saída. A combinação linear das amostras
passadas do sinal de entrada é realizada por um …ltro FIR.
Convém realçar que as técnicas de descodi…cação de Viterbi não podem ser utilizadas no
caso dos códigos com aritmética real, uma vez que elas se baseiam no facto de o alfabeto da
aritmética utilizada ser …nito.
4.2.2 Bancos de …ltros
Os códigos covolucionais descritos são facilmente identi…cados como sistemas de processa-






Existem duas formas equivalentes de encarar estes sistemas: como um sistema composto por
um …ltro FIR com um interpolador na entrada e um decimador na saída ou como um banco
de …ltros. Um sistema de alteração da frequência de amostragem baseado no …ltro FIR pode
ser realizado tal como se pode ver na …gura 4.4.
Este sistema acrescenta redundância de forma controlada, sendo possível a sua utilização
para a detecção de ruído impulsivo. No entanto vamos focar a nossa atenção nos bancos
…ltros e suas propriedades.
















Figura 4.5: Banco de …ltros com M bandas e decimação máxima igual ao número de bandas. Se os















Figura 4.6: Banco de …ltros com apenas duas bandas. Neste caso os sinais de cada banda são
decimados à taxa máxima, não se registando alteração na taxa de amostragem total ao longo do
sistema. Se os …ltros satis…zerem as condições de reconstrução perfeita, o sinal de saída m^ será um
versão atrasada do sinal de entrada m.
Os bancos de …ltros apresentam normalmente uma estrutura semelhante à apresentada na
…gura 4.5. São constituídos por duas partes: uma de análise e outra de síntese. No banco de
análise o sinal de entrada é dividido em sub-bandas e com decimação máxima em cada uma
delas. Deste modo não é acrescentada qualquer redundância ao sinal de entrada mas irão
aparecer componentes de “aliasing”. Estas componentes de “aliasing” podem ser anuladas no
banco de síntese se o sistema possuir a propriedade de reconstrução perfeita [Vaidyanathan
93,Strang 96].
Parece evidente que se a decimação introduzida não for máxima se estará a acrescentar
algum grau de redundânica ao sinal, sendo o número de amostras por unidade de tempo à
saída do banco de análise maior que à entrada, conseguindo-se assim o objectivo de aumentar
a frequência de amostragem do sinal de entrada.
Para simpli…car a análise deste tipo de bancos de …ltros vamos considerar o caso mais
simples de apenas duas bandas tal como se pode ver na …gura 4.6.
Para que o sistema possua a propriedade de cancelamento do “aliasing”, a seguinte
equação deve ser satisfeita [Vaidyanathan 93,Strang 96]
H0 (¡z)F0 (z) + H1 (¡z)F1 (z) = 0: (4.19)
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Para conseguir este objectivo basta que os …ltros do banco de síntese obedeçam às seguintes
condições
F0 (z) = H1 (¡z) (4.20)
F1 (z) = ¡H0 (¡z) : (4.21)
Por outro lado para não haja distorção do sinal de entrada o sistema deve satisfazer a
seguinte equação
H0 (z)F0 (z) + H1 (z)F1 (z) = 2z¡L: (4.22)
Uma vez que os …ltros F0 (z) e F1 (z) podem ser obtidos a partir de H0 (z) e H1 (z), se se
encontrar um …ltro H0 (z) adequado e uma forma de deduzir H1 (z) de H0 (z) de modo a que
a equação (4.22) seja observada, temos o problema solucionado. Vamos de…nir o …ltro
P (z) = F0 (z)H0 (z) ; (4.23)
assim, quando as equações (4.20, 4.21) são satisfeitas e fazendo uso da equação anterior,
podemos escrever (4.22) na forma mais compacta
P (z) ¡ P (¡z) = 2z¡L:
Para que o sistema não introduza distorção é necessário que o …ltro P (z), seja do tipo “meia
banda”. Uma das formas de o conseguir é escolher o …ltro H1 (z) do seguinte modo
H1 (z) = ¡z¡NH0 ¡¡z¡1¢ ;
dando origem a um banco de …ltros ortogonal em que P (z) será uma aproximação de But-
terword se H0 (z) for um …ltro de Daubechies [Strang 96].
Com esta escolha para os …ltros teremos um banco de …ltros com a propriedade de recons-
trução perfeita. As equações (4.19) e (4.22) podem ser colocadas na forma matricial mais
compacta
·
H0 (z) H1 (z)











e que pode ser expandida para·
H0 (z) H1 (z)
H0 (¡z) H1 (¡z)
¸·
F0 (z) F0 (¡z)








Se no sistema da …gura 4.6 retirarmos os decimadores e interpoladores, na saída do codi…-
cador teremos o dobro das amostras do sinal original. Contudo, uma vez que este sistema
satisfaz a propriedade da reconstrução perfeita basta que cheguem ao banco de síntese meta-
de das amostras para se conseguir reconstruir o sinal original. Com base na equação (4.24)
construímos o sistema de codi…cação e descodi…cação da …gura 4.7 em que se inclui o sinal
de erro e um novo banco de …ltros de síntese que calcula o sindroma s.
O sinal de saída r será igual ao sinal mensagem m desde que ei = 0. Por outro lado, o
sinal s será sempre nulo sendo portanto apenas função do sinal de erro e. Por esta razão,
























Figura 4.7: Diagrama de blocos de um sistema de correcção de erros utilizando bancos de …ltros. O
sistema possui a propriedade de reconstrução perfeita para a saída r, e yi = xi se e = 0. A saída s
é nula desde que não ocorram erros. Se ocorrerem erros esta saída é função apenas do sinal de erro,
podendo-se chamar de forma apropriada de sindroma.
pode-se detectar a ocorrência de um erro quando o sinal s é maior que um dado limiar "
próximo zero, de modo a entrar em conta com o ruído de quanti…cação.
No actual momento não possuímos uma técnica e…ciente para corrigir os erros ocorridos,
nem métricas que permitam avaliar da capacidade de correcção do código. Uma das possibili-
dades será a de tentar subtrair o efeito dos erros à saída y. Vamos supor que ocorria um único
erro com amplitude unitária e que só afectava o sinal y0. Nesse caso, teríamos como sindro-
ma a resposta impulsional do …ltro F0 (¡z). O sistema de correcção ao detectar a primeira
amostra de s diferente de zero pode esperar e guardar um número igual ao comprimento da
resposta impulsional do …ltro F0 (¡z), realizando a desconvolução desse pedaço de sinal com
os …ltros F0 (¡z) e F1 (¡z). De seguida pode-se subtrair estas estimativas para o sinal de
erro aos sinais y0 e y1 e calcular neste caso duas novas versões do sindroma. A estimativa de
erro que tiver anulado o sindroma é então utilizada para corrigir a saída r. Com este método
só é possível corrigir erros que distem de um número de amostras igual à resposta a impulso
dos …ltros Fi (z).
92 4.2 Códigos convolucionais no corpo dos complexos
Capítulo 5
Combinatória dos padrões de erro
5.1 Introdução
No capítulo 3, foi reconhecido que a posição dos erros ¹St in‡uencia o condicionamento numé-
rico do problema de reconstrução de sinal corrompido com ruído impulsivo. No entanto, para





padrões de erro é que se conseguem corrigir. Calcular o condiciona-
mento do problema para todos os padrões de erro possíveis e veri…car a correcta reconstrução
só é viável para valores de N pequenos. Como alternativa, pode-se procurar uma métrica
para os padrões de erro que possua alguma correlação com o condicionamento do problema
a resolver e para a qual seja possível contar o número dos padrões de erro. Neste capítulo
começaremos por uma descrição de alguns resultados conhecidos [Ferreira 97,Grochenig 93]
sobre este problema, mas que utilizam outras métricas para classi…car os padrões de erro
em termos de condicionamento do problema a resolver. No entanto, nenhum destes estudos
abordou o problema da contagem do número de padrões de erros que satisfazem uma dada
métrica.
A métrica proposta neste capítulo é a da distância mínima entre erros que será de…nida
na secção seguinte, sendo igualmente apresentadas as expressões que dão o número de com-
binações para cada um dos valores da distância mínima. Para cada um destes valores e no
caso de um sindroma contíguo, a sequência de erros mais compacta é a que origina um con-
dicionamento mais elevado para o sistema de equações a resolver. Se para um dado sistema
de reconstrução é possível estimar este condicionamento, demonstraremos que se consegue
calcular o erro cometido quer na determinação da posição dos erros quer na sua amplitude.
No …nal deste capítulo serão descritos alguns exemplos de aplicação bem como um método
para projectar códigos reais baseado na métrica da distância mínima.
5.2 Métricas para os padrões de erro
Para o problema de correcção de erros em posições conhecidas (apagamentos), se a sequência
de erros im puder ser escrita como kir em que k é um inteiro positivo maior que zero, N=k
é um inteiro, e ir é outra sequência apropriada, podem ser dados limites precisos para o
condicionamento do problema [Ferreira 97] pela expressão
· (I ¡ S) = ¸max
¸min
· k ¡ bk¯c
k ¡ dk¯e : (5.1)
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Figura 5.1: Nesta …gura temos na linha a cheio o valor do condicionamento de (I ¡ S) para todas
as combinações possíveis das posições dos erros com N = 8 e t = 3. A linha a tracejado indica o valor
da distância mínima d para cada caso. Como se pode ver os máximos de d coincidem com os mínimos
do condicionamento.
O parâmetro ¯ é o factor de interpolação, de…nido por K=N , em que K é o número de
componentes não nulas do espectro e as operações d¢e e b¢c representam a parte inteira de um
real depois de arredondado para cima e para baixo respectivamente. A condição kir para os
índices dos erros é equivalente a calcular o maior divisor comum k do conjunto ¹St e utilizar
esse valor para caracterizar o condicionamento do problema. Note-se que para as sequências
em que k = 1 o limite dado pela equação 5.1 é trivial (· (I ¡ S) · 1).
Esta métrica pode ser aplicada ao caso de uma transmissão de dados por pacotes, em
que se introduziu entrelaçamento regular. No caso de se perder um pacote os erros serão da
forma kir e a desigualdade 5.1, dá-nos um limite para o condicionamento para o problema
de reconstrução.
Repare-se que o número de padrões de erro que satisfazem a condição k ¢ir é relativamente










A métrica utilizada neste trabalho é a da distância mínima d entre as posições dos erros,
que passamos a de…nir:
De…nição 12 Um padrão de erros ¹St = fi0; i1; : : : ; it¡1g tem distância mínima d se jia ¡ ibj ¸
d ja ¡ bj para qualquer 0 · a; b · t, onde j¢j representa a distância circular com it , i0.
Esta métrica surgiu da constatação de que em qualquer problema de reconstrução de sinal
com o sindroma contíguo, o condicionamento numérico piora quando os erros se agrupam. No
caso da correcção de apagamentos podemos constatar pela …gura 5.1 que quando a distância
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Figura 5.2: Nesta …gura temos na linha a cheio o valor do condicionamento de T para todas as
combinações possíveis das posições dos erros com N = 8 e t = 3. A linha a tracejado indica o valor
da distância mínima d para cada caso. Como se pode ver os máximos de d coincidem com os mínimos
do condicionamento.
mínima atinge o seu valor máximo, o condicionamento de (I ¡ S) atinge um mínimo. Este
comportamento do condicionamento acontece também para o caso do problema da determi-
nação da posição dos erros em que a matriz de Toeplitz (3.23) possui um comportamento
idêntico tal como podemos ver na …gura 5.2.
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possíveis para os padrões de erro. O nosso objectivo é contar o número de padrões para
cada um dos valores da distância mínima d. Convém notar que a codi…cação é invariante
a deslocamentos circulares e por conseguinte um padrão com dois erros nas posições 0 e
N ¡ 1 possui uma distância mínima d = 1. No entanto, dada a complexidade de contar as
combinações de erros para este caso, vamos começar por analisar a versão mais simples em
que não se consideram blocos circulares.
Para um dado N e t, o valor máximo que a distância mínima entre erros pode atingir
ocorre quando o espaçamento entre os erros é igual, mas sem que o índice do último erro
ultrapasse a dimensão N do bloco. Colocando esta condição na forma de equação temos
it¡1 · N ¡ 1
e como
it¡1 = (t ¡ 1)dmax (5.2)
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tem-se
(t ¡ 1)dmax · N ¡ 1 ,
dmax · N ¡ 1t ¡ 1







A equação (5.3) dá-nos o valor máximo que a distância entre erros pode ter em função da
dimensão do bloco N e do número de erros t.
A partir da equação (5.2) pode-se concluir que para a sequência mencionada …cam livres
no …nal do bloco
N ¡ (t ¡ 1) dmax ¡ 1 (5.4)
posições para formar combinações mantendo o valor de d = dmax. Como a distância entre
erros neste caso é sempre maior ou igual que dmax, o número de posições possíveis para os
t erros são as t iniciais mais as livres no …nal do bloco, chegando-se assim ao número de
combinações para este primeiro caso,
C (N; t; dmax) =
µ










Antes de prosseguir com um pequeno exemplo ilustrativo vamos de…nir as funções S, S, C e
C.
De…nição 13 A função S (N; t; d) ´ Sd dá o conjunto das combinações cuja distância míni-
ma entre erros é maior ou igual a d, para um bloco de dimensão N e considerando t erros.
O número destas combinações é dado por C (N; t; d) ´ Cd.
De…nição 14 A função S (N; t; d) ´ Sd dá o conjunto das combinações cuja distância mí-
nima é igual a d. O número destas combinações é dado por C (N; t; d) ´ Cd.
Para clari…car ideias vamos veri…car a expressão (5.5) para um pequeno exemplo com
N = 8 e t = 3. Com a equação (5.3) obtemos o valor de dmax = 3 para o valor máximo que
a distância mínima pode atingir. Considere-se o caso inicial U = f0; 3; 6g
0 1 2 3 4 5 6 7
em que resta uma amostra livre no …nal do bloco tal como é dado pela expressão (5.4). Temos
assim um total de 3 erros mais uma posição livre para gerar por ordem lexicográ…ca [Brualdi
77] as 4 combinações possíveis:
S3 (8; 3; 3) = S3 (8; 3; 3) = f0; 3; 6g ; f0; 3; 7g ; f0; 4; 7g ; f1; 4; 7g
con…rmando-se o resultado da equação (5.5)
C (8; 3; 3) = C (8; 3; 3) =
µ
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Se o mesmo raciocínio for realizado para o caso de d = dmax ¡ 1, a expressão (5.5), dá o
número total de combinações em que d ¸ dmax ¡ 1.
Em termos dos conjuntos Sd e Sd de…nidos anteriormente podemos escrever
Sk+1 ½ Sk (5.6)
e
Sm = Sm [ Sm+1 [ ¢ ¢ ¢ [ Sdmax : (5.7)
Relações idênticas podem ser dadas para o número de combinações






5.4 Combinatória dos padrões de erro para blocos circulares
Este problema é idêntico ao anterior mas considera-se agora o caso de blocos circulares.
A solução encontrada baseia-se numa análise em que para cada valor de d se calculam as
combinações possíveis para os diferentes valores que a posição do primeiro erro i0 pode tomar,
somando-se no …nal os resultados parcelares.
No cálculo da distância ¢k entre erros dada por
¢k = ik+1 ¡ ik;
o facto do bloco ser circular só constitui problema na determinação da distância entre o
primeiro e o último erro. Neste caso temos de entrar em conta com a diferença (i0 + N)¡it¡1,
que pode ser incorporada no problema acrescentando ao conjunto ¹St a posição it = i0 + N ,
obtendo-se
¹St = fi0; i1; : : : ; it¡1; itg :
Pode-se veri…car que o máximo da distância mínima entre erros dmax vai ser ligeiramente
inferior no caso dos blocos circulares dado que algumas das últimas amostras do bloco não
podem ser usadas para gerar combinações. Tal como anteriormente, vamos deduzir o valor
de dmax em função de N e t. Para garantir que d · dmax, é necessário que ik ¡ ik¡1 ¸ dmax,
e em particular que
it ¡ it¡1 ¸ dmax , (i0 + N) ¡ it¡1 ¸ dmax: (5.9)
Considere-se a seguinte situação particular em que os erros satisfazem a condição anterior
i0 = 0
i1 = i0 + dmax = dmax
...
it¡1 = i0 + (t ¡ 1)dmax = (t ¡ 1)dmax:
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Como it = i0 + N , a condição (5.9) conduz a
(i0 + N) ¡ (i0 + (t ¡ 1) dmax) ¸ dmax ,
(1 + N) ¡ (t ¡ 1)dmax ¸ dmax ,
N ¸ tdmax , dmax · Nt :






Este é o valor máximo que a distância mínima pode tomar, dados N e t. Estamos agora em
condições de formular a seguinte proposição.
Proposição 3 O número de padrões de erro com distância mínima entre erros maior ou




C (N; t; d; i0) ; (5.11)
com
C (N; t; d; i0) =
µ
N ¡ (d ¡ 1) (t ¡ 1) ¡ (i0 + 1) ¡ hd ¡ i0 ¡ 1i
t ¡ 1
¶
e onde h¢i tem o seguinte signi…cado
hni = 0; n < 0
hni = n; n ¸ 0:
Demonstração. Vamos começar por considerar o caso em que d = dmax e i0 = 0. Neste
caso, para calcular o número de posições livres para gerar as combinações, temos de subtrair
a N as (t ¡ 1)£ (dmax ¡ 1) posições entre os erros e a posição ocupada por i0 que é …xa. Por
outro lado como o bloco é circular, se i0 = 0 e it¡1 = N ¡ 1, teremos d = 1. Assim, de modo
a garantir que it¡1 não viola a distância mínima, existem dmax¡1 posições contíguas no …nal
do bloco que não poderemos utilizar. O número de posições possíveis para os erros é dado
por N ¡ (t ¡ 1) £ (dmax ¡ 1) ¡ 1 ¡ (dmax ¡ 1) e como consideramos i0 …xo, teremos apenas
t ¡ 1 erros para gerar combinações. Logo o número total de combinações é dado por
C (N; t; dmax; i0 = 0) =
µ




Incrementando a posição do primeiro erro i0, o número de posições possíveis para os erros
mantém-se constante uma vez que teremos menos uma posição no início para gerar as com-
binações que é compensada por uma a mais no …nal do bloco. Este efeito desaparece quando
i0 ¸ d ¡ 1, sendo o número de combinações reduzida até i0 atingir o seu valor máximo dado
por
max (i0) = N ¡ (t ¡ 1) dmax ¡ 1:
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A equação (5.12) é igualmente válida para valores d < dmax, e somando os termos correspon-




C (N; t; d; i0) ;
com
C (N; t; d; i0) =
µ




Uma vez que no caso de blocos circulares a relação (5.7) também se veri…ca, podemos
utilizar a equação (5.8) para obter o número de padrões de erros que têm uma dada distância
mínima d.





= 2. Para garantir este valor da distância mínima com i0 = 0 a sequência de
erros mais à esquerda é
0 1 2 3 4 5 6 7
... 8 ;
…cando apenas livres para gerar combinações as posições 5 e 6. Para i0 = 0, teremos 16
combinações com distância mínima d = 2:
i0 = 0 f0; 2; 4g ; f0; 2; 5g ; f0; 2; 6g ; f0; 3; 5g ; f0; 3; 6g ; f0; 4; 6g
i0 = 1 f1; 3; 5g ; f1; 3; 6g ; f1; 3; 7g ; f1; 4; 6g ; f1; 4; 7g ; f1; 5; 7g
i0 = 2 f2; 4; 6g ; f2; 4; 7g ; f2; 5; 7g
i0 = 3 f3; 5; 7g ;

























Nas tabelas que se seguem temos alguns exemplos do número de combinações para vários
valores de N e t, tendo todos estes resultados sido con…rmados experimentalmente.
Para realizar o projecto dos códigos reais correctores de apagamentos interessa saber o
valor do condicionamento mínimo ·min e máximo ·max da matriz (I ¡ S) para cada valor da
distância mínima entre erros. A de…nição usada para o condicionamento foi [Horn 85]
· (I ¡ S) =
°°°(I ¡ S)¡1°°°1 k(I ¡ S)k1 :
A utilização da norma k¢k1 permitirá mais tarde calcular o erro máximo na reconstrução
de sinal em função de · (I ¡ S). Os valores ~·min e ~·max são estimativas de ·min e ·max,
respectivamente, e foram obtidos considerando as seguintes sequências de erro:
² Apenas dois erros à distância d, e os restantes com o espaçamento máximo possível
entre eles, ou seja, a sequência mais esparsa com distância mínima d.
² Todos os erros à distância d uns dos outros, ou seja, a sequência mais compacta com
distância mínima d.
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Vejamos alguns exemplos para estas duas situações:
Exemplo 1 Para um bloco de dimensão N = 10, t = 4 e d = 1
² Sequência mais esparsa f0; 1; 4; 7g
² Sequência mais compacta f0; 1; 2; 3g
Exemplo 2 Para um bloco de dimensão N = 10, t = 4 e d = 2
² Sequência mais esparsa f0; 2; 4; 7g
² Sequência mais compacta f0; 2; 4; 6g
Note-se que as sequências de cada tipo não são únicas. Da observação das tabelas pode-se
concluir que o número de combinações com distância d = 1 é relativamente elevado e que
os limites inferiores e superiores do condicionamento de (I ¡ S) para cada d se sobrepõem
bastante para valores de d adjacentes. Estes dois factos limitam de algum modo a aplicação
prática deste método uma vez que se a classi…cação fosse ideal não existiria sobreposição
entre os limites para os casos com d adjacente.
As tabelas mencionadas foram geradas mantendo o número de componentes espectrais
nulas no seu valor mínimo, ou dito de outro modo, mantendo o factor de sobre-amostragem no
seu valor máximo (que corresponde a uma frequência de amostragem o mais próximo possível
da frequência de Nyquist). Contudo, se o sistema de descodi…cação conseguir corrigir sem
erro o padrão de erros com o maior · para uma dada distância mínima d, então será capaz de
corrigir todos os padrões com distância mínima superior a d. Na …gura 5.4 podemos apreciar
o condicionamento normalizado de (I ¡ S) para todos os padrões de erro. Da …gura podemos
concluir que o factor de sobre-amostragem é determinante no valor do condicionamento de
(I ¡ S), e que in‡uencia o número de padrões de erro com o mesmo valor de ·.
Na …gura 5.3 podemos observar um histograma comulativo do número de combinações
que têm um condicionamento menor que um dado valor. Apesar de ser apenas um caso
particular, e de o condicionamento máximo ter um valor elevado (3200), cerca de 90% dos
padrões de erro possuem um condicionamento abaixo de 40. Se o algoritmo de correcção for
capaz de resolver o problema com este valor do condicionamento, então será possível corrigir
90% dos padrões de erro.
t = 3 N = 16 K = 13 ¯ ¼ 0:81
d ·max ~·max ·min ~·min Comb
1 3.05e+003 3.05e+003 4.30e+001 4.30e+001 208
2 1.41e+002 1.41e+002 1.01e+001 1.01e+001 160
3 1.84e+001 1.84e+001 4.37e+000 4.37e+000 112
4 4.00e+000 4.00e+000 2.14e+000 2.14e+000 64
5 1.42e+000 1.42e+000 1.42e+000 1.42e+000 16
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t = 3 N = 32 K = 29 ¯ ¼ 0:91
d ·max ~·max ·min ~·min Comb
1 5.30e+004 5.30e+004 1.71e+002 1.71e+002 928
2 3.05e+003 3.05e+003 4.20e+001 4.20e+001 832
3 5.29e+002 5.29e+002 1.85e+001 1.85e+001 736
4 1.41e+002 1.41e+002 1.01e+001 1.01e+001 640
5 4.72e+001 4.72e+001 6.32e+000 6.32e+000 544
6 1.84e+001 1.84e+001 4.19e+000 4.19e+000 448
7 8.12e+000 8.12e+000 2.98e+000 2.98e+000 352
8 4.00e+000 4.00e+000 2.14e+000 2.14e+000 256
9 2.38e+000 2.38e+000 1.64e+000 1.64e+000 160
10 1.42e+000 1.42e+000 1.20e+000 1.20e+000 64
t = 3 N = 64 K = 61 ¯ ¼ 0:95
d ·max ~·max ·min ~·min Comb
1 8.66e+005 8.66e+005 6.81e+002 6.81e+002 3904
2 5.30e+004 5.30e+004 1.70e+002 1.70e+002 3712
3 1.01e+004 1.01e+004 7.52e+001 7.52e+001 3520
4 3.05e+003 3.05e+003 4.20e+001 4.20e+001 3328
5 1.18e+003 1.18e+003 2.67e+001 2.67e+001 3136
6 5.29e+002 5.29e+002 1.84e+001 1.84e+001 2944
7 2.63e+002 2.63e+002 1.34e+001 1.34e+001 2752
8 1.41e+002 1.41e+002 1.01e+001 1.01e+001 2560
9 7.97e+001 7.97e+001 7.87e+000 7.87e+000 2368
10 4.72e+001 4.72e+001 6.26e+000 6.26e+000 2176
11 2.90e+001 2.90e+001 5.10e+000 5.10e+000 1984
12 1.84e+001 1.84e+001 4.19e+000 4.19e+000 1792
13 1.21e+001 1.21e+001 3.50e+000 3.50e+000 1600
14 8.12e+000 8.12e+000 2.94e+000 2.94e+000 1408
15 5.62e+000 5.62e+000 2.51e+000 2.51e+000 1216
16 4.00e+000 4.00e+000 2.14e+000 2.14e+000 1024
17 3.08e+000 3.08e+000 1.85e+000 1.85e+000 832
18 2.38e+000 2.38e+000 1.59e+000 1.59e+000 640
19 1.84e+000 1.84e+000 1.39e+000 1.39e+000 448
20 1.42e+000 1.42e+000 1.20e+000 1.20e+000 256
21 1.09e+000 1.09e+000 1.09e+000 1.09e+000 64
t = 4 N = 16 K = 12 ¯ ¼ 0:75
d ·max ~·max ·min ~·min Comb
1 4.58e+003 4.58e+003 1.40e+001 1.53e+001 1160
2 2.63e+001 2.63e+001 3.16e+000 3.78e+000 520
3 2.77e+000 1.48e+000 1.48e+000 2.26e+000 136
4 2.00e+000 2.00e+000 2.00e+000 2.00e+000 4
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t = 4 N = 32 K = 28 ¯ ¼ 0:88
d ·max ~·max ·min ~·min Comb
1 4.24e+005 4.24e+005 5.61e+001 6.25e+001 12560
2 4.58e+003 4.58e+003 1.38e+001 1.53e+001 9232
3 2.44e+002 2.44e+002 5.83e+000 6.68e+000 6416
4 2.63e+001 2.63e+001 3.15e+000 3.84e+000 4112
5 4.76e+000 4.76e+000 1.86e+000 2.63e+000 2320
6 2.77e+000 1.48e+000 1.29e+000 2.26e+000 1040
7 2.39e+000 1.64e+000 1.64e+000 2.17e+000 272
8 2.00e+000 2.00e+000 2.00e+000 2.00e+000 8
t = 4 N = 64 K = 60 ¯ ¼ 0:94
d ·max ~·max ·min ~·min Comb
1 3.00e+007 3.00e+007 2.26e+002 2.46e+002 115232
2 4.24e+005 4.24e+005 5.61e+001 6.12e+001 100384
3 3.17e+004 3.17e+004 2.47e+001 2.75e+001 86560
4 4.58e+003 4.58e+003 1.37e+001 1.53e+001 73760
5 9.43e+002 9.43e+002 8.58e+000 9.71e+000 61984
6 2.44e+002 2.44e+002 5.82e+000 6.81e+000 51232
7 7.47e+001 7.47e+001 4.17e+000 4.93e+000 41504
8 2.63e+001 2.63e+001 3.09e+000 3.73e+000 32800
9 1.05e+001 1.05e+001 2.37e+000 3.01e+000 25120
10 4.76e+000 4.76e+000 1.84e+000 2.63e+000 18464
11 2.94e+000 2.50e+000 1.47e+000 2.40e+000 12832
12 2.77e+000 1.48e+000 1.18e+000 2.33e+000 8224
13 2.58e+000 1.10e+000 1.10e+000 2.21e+000 4640
14 2.39e+000 1.64e+000 1.64e+000 2.13e+000 2080
15 2.20e+000 2.06e+000 2.06e+000 2.10e+000 544
16 2.00e+000 2.00e+000 2.00e+000 2.00e+000 16
t = 5 N = 16 K = 11 ¯ ¼ 0:69
d ·max ~·max ·min ~·min Comb
1 1.78e+005 1.78e+005 1.51e+001 2.45e+001 3696
2 1.62e+002 1.62e+002 3.28e+000 4.55e+000 656
3 2.00e+000 2.00e+000 2.00e+000 2.00e+000 16
t = 5 N = 32 K = 27 ¯ ¼ 0:84
d ·max ~·max ·min ~·min Comb
1 7.82e+007 7.82e+007 5.88e+001 7.26e+001 105696
2 1.78e+005 1.78e+005 1.45e+001 1.67e+001 57376
3 3.48e+003 3.48e+003 6.10e+000 6.47e+000 26656
4 1.62e+002 1.62e+002 3.28e+000 3.37e+000 9536
5 1.27e+001 1.27e+001 1.94e+000 2.61e+000 2016
6 2.00e+000 2.00e+000 1.38e+000 1.60e+000 96
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Figura 5.3: Histograma cumulativo do condicionamento de (I ¡ S) para N = 22 e t = 4. Nas
abcissas temos o logaritmo de base 10 do condicionamento.
t = 5 N = 64 K = 59 ¯ ¼ 0:92
d ·max ~·max ·min ~·min Comb
1 2.34e+010 2.34e+010 2.37e+002 2.81e+002 219386
2 7.82e+007 7.82e+007 5.85e+001 6.89e+001 168250
3 2.40e+006 2.40e+006 2.58e+001 2.85e+001 125754
4 1.78e+005 1.78e+005 1.43e+001 1.59e+001 910976
5 2.14e+004 2.14e+004 8.99e+000 9.91e+000 634816
6 3.48e+003 3.48e+003 6.06e+000 6.64e+000 421056
7 6.97e+002 6.97e+002 4.36e+000 4.54e+000 261696
8 1.62e+002 1.62e+002 3.21e+000 3.37e+000 148736
9 4.24e+001 4.24e+001 2.46e+000 2.68e+000 74176
10 1.27e+001 1.27e+001 1.89e+000 2.03e+000 30016
11 4.58e+000 4.58e+000 1.51e+000 1.55e+000 8256
12 2.00e+000 2.00e+000 1.20e+000 1.20e+000 896
5.5 Projecto de códigos reais
Os códigos de correcção de erros em corpos …nitos não são afectados por problemas de esta-
bilidade numérica, devido ao facto de nestes corpos não existirem erros de arredondamento
durante as operações aritméticas. Tal como foi mencionado no capítulo 4, qualquer código de
correcção de erros de…nido no corpo dos complexos C, sofre de problemas de estabilidade ine-
rentes à própria aritmética. No capítulo 4 descrevemos um código de Reed-Muller realizado
no corpo dos reais e que consegue assegurar b digitos binários correctos na descodi…cação.
No caso dos métodos de correcção de apagamentos descritos no capítulo 1 e dos métodos
de correcção de erros do capítulo 2, também é possível determinar de forma aproximada
quantos bits correctos se podem garantir na descodi…cação. Nesta secção iremos estudar este
problema sendo apresentados no …nal os resultados de algumas simulações.
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Figura 5.4: Nesta …gura podemos observar várias curvas do condicionamento de (I ¡ S) para todos
os possíveis padrões de erro, para o caso em que N = 16 e t = 3. Na curva superior temos K = 13 e
na inferior K = 3, em que K é o número de componentes espectrais não nulas da codi…cação. Cada
uma das curvas foi normalizada pelo condicionamento mínimo de cada curva e desenhada com escala
logarítmica nas ordenadas. O valor do condicionamento em cada uma das curvas foi ordenado por
ordem crescente.
5.5.1 De…nição do problema
Na …gura 5.5 podemos observar o sistema de codi…cação/descodi…cação para correcção de
erros em que se especi…ca o número de bits de cada sinal envolvido.
² m - Sinal mensagem com K amostras representadas com b bits.
² x - Sinal transmitido com N amostras representadas com b + r bits.
² y - Sinal recebido com N amostras representadas com b + r bits.
² ~m - Sinal mensagem recebido com K amostras representadas com b bits.
Codi…cador
O codi…cador manipula o sinal mensagem tal como na equação (2.28) de modo a conseguir que
o sinal x transmitido seja real e que a codi…cação seja realizada com apenas uma transformada.
A utilização da ODFT garante por seu lado que o código é do tipo CDM quando N e K
são pares. Dito de outro modo, acrescentam-se somente 2t zeros de redundância para se
conseguirem corrigir t erros. O sinal x à saída do codi…cador real tem de ser quanti…cado
para b+r bits antes de ser transmitido. Repare-se que b é o número de bits do sinal mensagem
e r o número extra de bits acrescentado de modo a garantir um ruído ´ de quanti…cação baixo.
Teremos então que
xq = x + ´:
O ruído de quanti…cação propaga-se pelo descodi…cador, constituindo a principal fonte de
erro numérico.
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Descodi…cador
O descodi…cador é realizado em duas fases: detecção da posição dos erros e correcção da
sua amplitude. Depois de calcular a ODFT do sinal recebido utilizam-se as amostras do
sindroma para formar a matriz A tal como na equação (2.15). Resolvendo este sistema de
equações obtemos os coe…cientes do polinómio localizador de erros e para calcular os zeros
deste polinómio e determinar a partir deles as posições dos erros utilizamos o método descrito
no …nal da sub-secção 2.2.3. Obtidas as posições dos erros, a amplitude destes é determinada
utilizando o método de dimensão mínima descrito no capítulo 1, e do qual é dado um exemplo
na subsecção 2.3.4.
Depois de corrigidos os erros, o sinal mensagem é novamente quanti…cado com b bits,
obtendo-se o sinal ~m, sendo o principal objectivo deste sistema que este sinal seja igual ao
sinal m transmitido em todos os bits. Quando tal não acontece diremos que ocorreu um erro
de descodi…cação.
Projecto do código
Se considerarmos um dado esquema de codi…cação / descodi…cação, sendo N a dimensão
de bloco, M=2 o número máximo de erros e b o número de bits do sinal de entrada, então,
o projecto de um código real consiste unicamente em determinar o número de bits r que
assegura uma comunicação com ~m = m quando t · M=2. Se o número de bits r não puder
ser tão elevado, o método de projecto deve ainda poder fornecer a percentagem de padrões
de erro que é possível corrigir.
No capítulo 3 foi justi…cada de forma rigorosa a importância do condicionamento · (A)
na resolução de um sistema de equações da forma
Ax = b (5.13)
tendo sido fornecido um limite (3.5) para o erro relativo na solução x quando a matriz A e
o vector b, são conhecidos de forma aproximada e jxkj · 1. Estes resultados serão utilizados
para determinar a in‡uência do ruído ´ na determinação das posições dos erros. O sinal
recebido yq, é dado por
yq = e + xq = e + x + ´;
e virá após a ODFT
y^q = Fe + Fx + F´;
em que F é a matriz da transformada ODFT (2.27). Se de…nirmos
^´ = F´;
então
k^´k = kF´k · kFk k´k ;
é válida para qualquer norma vectorial k¢k, e norma matricial por si induzida. Considerando
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e como o sinal antes de ser transmitido é arredondado para b + r bits, a norma do ruído de












Se atendermos à forma como a matriz A é construída (2.15), veri…camos que esta é constituída
por elementos do sindroma que só deviam ser função do sinal de erro e. Contudo, devido ao
arredondamento do sinal transmitido, para as componentes pertencentes ao sindroma, cujos
índices são dados por Sf , teremos
y^q = Fe + F´:
Podemos assim estimar a in‡uência do erro no sistema de equações A® = b, por
(A + §)® = (b + ²)
em que § representa a in‡uência do erro de arredondamento em A e ² a in‡uência do mesmo
erro em b. Para estes sinais de erro obtidos a partir de ^´, e utilizando a equação (5.14),





















1 ¡ · (A) (k§k = kAk)
k²k
kbk ; (5.17)
sendo todas as normas k¢k1, e o condicionamento · (A) de…nido por
· (A) = kAk1
°°A¡1°°1 : (5.18)
A desigualdade (5.17) pode ser simpli…cada se atendermos a que · (A) (k§k = kAk) ¿ 1 se
a pertubação for su…cientemente pequena para garantir que A possui inversa. Teremos então
k® ¡ ~®k







que combinada com as equações (5.15) resulta em
k® ¡ ~®k
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Para estimar o valor de · (A), podemos utilizar duas abordagens: uma mais empírica
consiste em considerar como uma boa aproximação o valor que o condicionamento de A toma
para o seguinte padrão de erros
e
¡ ¹St¢ = f¡1; 1 ¡ 1; : : : ; ¡2¡b; 2¡b; ¢ ¢ ¢ g;
em que temos metade dos erros com amplitude máxima e a outra com amplitude mínima.
O valor de · (A) para este padrão de erros não é muito diferente do valor máximo para um
dado problema, tal como se pode constatar por exemplo na tabela 3.4.
Outra abordagem consiste em utilizar os limites obtidos para o condicionamento da matriz
A na norma l2 da equação (3.32) e que têm a vantagem de não ser necessário inverter a matriz
A mas que são sempre mais conservadores.
Como já foi mencionado, para determinar a posição dos erros, podemos utilizar o método
descrito no …nal da sub-secção 2.2.3, que calcula a transformada de Fourier de ® em N pontos
®^ = F®;








obtendo-se …nalmente a expressão para a in‡uência do erro de arredondamento do sinal x na
determinação da posição dos erros
k¢®^k









Se pretendermos um erro relativo em ®^ menor do que 2¡p, então a seguinte desiguldade
terá que ser satisfeita









5.5.2 Utilização dos resultados de combinatória
Como veremos nos exemplos dados a seguir, o condicionamento da matriz A para o pior caso
de padrão de erros, atinge valores extremamente elevados mesmo para valores pequenos de
N e t. No entanto, sabemos que são relativamente poucos os padrões de erro com um condi-
cionamento tão elevado e que a maioria possui um · (A) bastante inferior (ver o histograma
da …gura 5.3). O objectivo a atingir em termos de projecto de códigos no corpo dos reais,
consiste em encontrar uma técnica que responda à seguinte questão:
Problema 2 Considerando um sistema de codi…cação no corpo dos reais em que o número
de bits r+b do sinal transmitido não é su…ciente para assegurar a correção de t erros, quantos
dos padrões com t erros é que o sistema é capaz de corrigir correctamente?
Os resultados de combinatória obtidos anteriormente, permitem responder a esta questão
de forma aproximada. Se determinarmos com base na expressão (5.20) que o sistema consegue
descodi…car correctamente todos os padrões com · (A) < L, e se L for o condicionamento mais
elevado no conjunto de padrões de erro com distância mínima d, então o sistema será capaz
de corrigir todos os padrões com uma distância mínima igual ou inferior a d. Como podemos
saber o número de padrões para cada valor da distância mínima d, podemos igualmente
determinar o número de padrões de erro que temos garantias de conseguir corrigir.








a b+r a a
qx qyx
Figura 5.5: Sistema de correcção de erros com números reais. O sinal mensagem m possui apenas
b bits signi…cativos sendo a codi…cação realizada com uma precisão bastante maior. Para além da
redundância acrescentada pelo codi…cador, o sinal transmitido terá b + r bits de modo a garantir um
ruído pequeno no sindroma do sinal recebido yq. Depois de descodi…cado o sinal recebido é novamente
quanti…cado para b bits.
5.5.3 Exemplo
Vamos agora considerar um exemplo de um código real com N = 32, t = 4 e K = 26. O sinal
mensagem m possui b = 8 bits por amostra e pretende-se calcular o número (b + r) de bits
com que se deve transmitir o sinal codi…cado para as seguintes situações:
² Ocorreram 4 erros e o sinal descodi…cado ~m deve ser igual a m em todos os seus bits
para todos os padrões de erro possíveis;
² Ocorreram 4 erros e o sinal m deve ser descodi…cado com sucesso para a maioria dos
padrões de erro.
O valor do condicionamento da matriz A para o padrão de erros da equação (5.21), é
·1 (A) = 2:27 £ 108 ¼ 228, e se pretendemos conseguir corrigir todos os possíveis padrões de
erro, então terá de existir alguma margem na distinção dos zeros do espectro do polinómio














Se utilizarmos 40 bits para representar o sinal transmitido xq garantimos uma transmissão
sem erros na representação binária do sinal mensagem se ocorrerem 4 ou menos erros. O factor
de sobre-amostragem efectivo é demasiado pequeno para atingir o objectivo de conseguir
corrigir apenas 4 erros. O sinal m utiliza K £ b = 26 £ 8 = 208 bits, enquanto o sinal






Podemos utilizar os resultados do estudo da combinatória dos padrões de erro para de-
terminar o número de padrões de erro que se continua a conseguir corrigir se diminuirmos
o número de bits de transmissão (b + r). Se por exemplo pretendermos corrigir apenas os
padrões de erro com distância mínima d ¸ 2, temos para pior caso do condicionamento
·1 (A) = 1:2 £ 103 ¼ 210, obtido para as sequências de erros mais compactas com d = 2. O
número de bits r para esta situação será igualmente dado pela equação (5.19)
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k® ¡ ~®k
k®k = 2















A percentagem de padrões de erro que possuem uma distância mínima maior ou igual a 2 é
de 23400 de um total de 35960, ou seja garantimos que o código corrige cerca de 65% dos
padrões de erro possíveis. O número efectivo deve ser ligeiramente superior uma vez que
existem padrões de erro com d = 1 a que corresponde a condicionamento para a matriz A
bastante inferior ao pior caso com d = 2.
5.5.4 Simulações
Com o objectivo de validar resultados realizámos algumas simulações dos algoritmos de re-
construção descritos. Estas simulações foram realizadas em Matlab que utiliza o algoritmo
de eliminação Gaussiana com “pivoting” parcial para resolver os sistemas de equações. Nas
…guras 5.6 e 5.7 podemos ver os resultados para dois valores diferentes do número de bits
r + b utilizados na transmissão. Os grá…cos apresentados são do módulo da transformada
de Fourier dos coe…cientes do polinómio localizador de erros obtidos a partir da solução do
sistema de equações (2.15), e cujos zeros dão a posição dos erros ocorridos. Para cada va-
lor de b + r realizaram-se várias transmissões de sinal corrompido por ruído impulsivo de
amplitude aleatória nas quatro primeiras amostras, tendo sido sobrepostos os resultados de
100 simulações. Estes grá…cos funcionam um pouco como o diagrama de olho pois permi-
tem determinar a margem conseguida na determinação dos zeros do polinómio localizador de
erros.
5.5.5 Correcção de apagamentos - simulações
Como vimos no capítulo 3, o condicionamento da matriz (I ¡ S) que aparece no método de
dimensão mínima no domínio do tempo, diminui quando se aumenta a sobre-amostragem. Por
outro lado a redundância é acrescentada ao sinal transmitido de duas formas: no número de
componentes espectrais nulas N ¡K acrescentadas e no número de bits r acrescentados para
representar o sinal transmitido. Esta distribuição dupla da redundância leva naturalmente à
formulação da seguinte questão:
Se o factor de sobre-amostragem efectivo for …xo, qual será a melhor distribuição dos bits
disponíveis?
Vamos ilustrar este problema com dois exemplos de distribuição dos bits.
Exemplo 3 Considere-se um sistema de correcção de apagamentos com as seguintes especi-
…cações: N = 32, t = 4, K = 24, b = 8, r = 12. O número total de bits a transmitir por
bloco é de 32 £ (8 + 12) = 640.
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Figura 5.6: Para construir este grá…co sobrepusemos 100 realizações do sinal
¯¯·hk ¯¯ (2.31) variando a
amplitude do sinal de erro e. A con…guração utilizada para o problema de reconstrução foi a seguinte:
N = 32, t = 4, b = 8, r = 20, ¹St = f1; 2; 3; 4g e e( ¹St) de amplitude aleatória. Repare-se na fraca
separação entre os “zeros” da transformada e as restantes componentes para algumas situações.





















Figura 5.7: Para construir este grá…co sobrepusemos 100 realizações do sinal
¯¯·hk ¯¯ (2.31) variando a
amplitude do sinal de erro e. A con…guração utilizada para o problema de reconstrução é idêntica à
da …gura anterior à excepção do número de bits r = 30.
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Exemplo 4 Considere-se um sistema de correcção de apagamentos com as seguintes especi-
…cações: N = 40, t = 4, K = 24, b = 8, r = 8. O número total de bits a transmitir por bloco
é de 40 £ (8 + 8) = 640.
Repare-se que a única diferença entre estes dois códigos consiste na forma como se distri-
buíram os bits disponíveis e que para K = 24 e b = 8, o código gera 640 bits na saída sendo





No entanto, o número de componentes espectrais nulas é maior no segundo caso, levando a que
para o mesmo padrão de erro ¹St, o condicionamento ·1 (I ¡ S) seja menor nesse caso. Os va-
lores obtidos para a situação ¹St = f0; 1; 2; 3g, são de ·1 (I ¡ S) = 17800 e ·1 (I ¡ S) = 640,
para o primeiro e segundo exemplos respectivamente. Depois de realizadas 1000 simulações
de cada um dos exemplos, obtivemos 52 blocos descodi…cados incorrectamente no primeiro
caso e nenhum no segundo.
Esta diferença substancial nos resultados levanta a questão de saber se existirá uma
repartição óptima dos bits disponíveis.
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Capítulo 6
Conclusões e trabalho futuro
O objectivo inicial deste trabalho, era encontrar um método para detectar as posições das
amostras erradas em sinais limitados em frequência. Julgamos que este objectivo foi plena-
mente alcançado tendo-se encontrado relações com métodos utilizados noutras áreas como é o
caso da teoria dos códigos. Pensamos que não seria demais a…rmar que o trabalho de síntese
efectuado e as relações encontradas entre resultados de diferentes disciplinas como a recons-
trução de sinal, teorias dos códigos, entre outros constitui uma panorâmica enriquecedora e
por si só um resultado importante deste trabalho.
O problema dos erros de arredondamento que aparece pelo facto de se trabalhar com
aritmética real, obrigou a um estudo da estabilidade do problema de reconstrução tendo-se
obtido alguns resultados relevantes.
Estes resultados em combinação com os que foram obtidos no capítulo 5, abrem caminho
para o projecto prático de códigos de correcção de erros no corpo dos reais, possibilitando a
suas utilização e…ciente num grande número de aplicações.
6.1 Trabalho futuro
Durante a execução desta tese foram identi…cados alguns problemas em aberto que pensamos
serem merecedores de um estudo futuro.
6.1.1 Códigos convolucionais
A ênfase deste trabalho foi sobre os sinais de dimensão …nita tendo-se dado maior atenção
aos códigos por blocos. Para os códigos convolucionais conseguimos demonstrar que é possí-
vel com um banco de …ltros que satisfaça a propriedade de reconstrução perfeita gerar um
sindroma que permite detectar e corrigir erros. Pensamos que neste domínio se encontram
em aberto os seguintes problemas:
² Continuar o estudo dos códigos convolucionais no corpo dos reais determinando a distân-
cia mínima dos códigos em função dos …ltros e factor de sobre-amostragem utilizados.
² Pesquisar métodos de descodi…cação e…cientes para os códigos convolucionais no corpo
dos reais.
² Os bancos de …ltros como códigos convolucionais de correcção de erros podem ser im-
portantes para construir bancos de …ltros para codi…cação com bandas de guarda na
frequência que permitam a correcção de erros.
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6.1.2 Estabilidade da reconstrução
² Os códigos de correcção de erros designados por “Turbo-Codes” [Divsalar 95,Rothweiler
99], utilizam entrelaçamento das amostras do sinal mensagem na codi…cação. Propomos
o estudo da estabilidade numérica deste tipo de códigos no corpo dos números reais para
avaliar o seu desempanho.
² Estudo dos códigos sistemáticos no corpo dos números reais, determinando a estabilida-
de da solução e limites para o condicionamento numérico das matrizes de reconstrução.
² Estudo da estabilidade dos códigos realizados com a transformada DCT e outras trans-
formadas.
6.1.3 Projecto de códigos com aritmética real
² Comparação da e…ciência da codi…cação dos códigos de correcção de erros no corpo dos
reais com os códigos em corpos …nitos.
² Teste dos códigos de correcção de erros no corpo dos reais em realizações práticas com
diferentes tipos de canais de transmissão.
² Teste dos códigos com aritmética real para protecção contra erros dos …cheiros em com-
putadores. Uma vez que a simples alteração de um bit num …cheiro de um computador
pode tornar este inutilizável, esta aplicação dos códigos com aritmética real, coloca
problemas de avaliação do erro numérico máximo introduzido pelo algoritmo muito
delicados.
² Simpli…cação das expressões de combinatória obtidas no capítulo 5 para contar o número
de padrões de erro com uma dada distância mínima.
² O conjunto dos padrões de erro que possuem uma dada distância mínima é normalmente
bastante grande e a gama de valores para o condicionamento do problema a resolver de
grande amplitude. Uma das soluções consiste em sub-dividir cada uma destes conjuntos
classi…cando os padrões de erro pelo número de vezes que a distância mínima é satisfeita.
Uma expressão de combinatória que conte o número de padrões de erro destes sub-




Tentou-se de…nir uma notação única a utilizar durante toda a tese. Praticamente em todo
o texto apenas se consideram sinais discretos e com um número …nito de amostras, ou seja,
vectores, daí a opção pela utilização da notação algébrica uma vez que é mais compacta e de
fácil compreensão. Na lista que se segue estão a maior parte das convenções utilizadas.
² x Sinal temporal ou vector.
² xn Elemento de um sinal. Em determinadas situações, por uma questão de legibelidade
do texto poderemos usar igualmente x (n) para o mesmo efeito
² x^ Transformada de Fourier do sinal x.
² A matriz;
² AT Transposta da matriz A;
² A¤ Conjugada da matriz A;
² Ay Conjugada da transposta da matriz A;
² F Matriz da transformada de Fourier;
² x (S) Elementos de x, cujos índices são dados pelo conjunto de inteiros S.
² x ¤ y Convolução entre os sinais x e y.
² N dimensão do bloco de dados
² K número de amostras conhecidas do sinal.
² M = N ¡ K número de zeros do espectro de um código de correcção de erros
² t número de erros a corrigir.
² j = p¡1.
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A.1 Siglas utilizadas durante a tese
² BCH- Bose, Chaudhury and Hocquenghem
² CDM- Código de distância máxima
² TCCE- Teoria dos Códigos de Correcção de Erros
² PDS- Processamento Digital de Sinal
² DFT- Discrete Fourier Transform
² FFT- Fast Fourier Transform
² DCT- Discrete Cosine Transform
² ODFT- Odd Discrete Fourier Transform
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