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Abstract
Autonomous robotic systems rely on Simultaneous Localisation and Mapping (SLAM) algorithms that use
ranging or other sensory data as input to create a map of the environment. Numerous algorithms have been
developed and demonstrated, many of which utilise data from high-precision ranging instruments. Small Un-
manned Aircraft Systems (UAS) have significant restrictions on the size and weight of sensors they can carry,
and light-weight ranging sensors tend to be subject to greater error than their larger counterparts. The effect
of these errors on the mapping capabilities of SLAM algorithms will depend on the combination of algorithm
and sensor. To quantitatively determine the quality of the map, a map quality metric is needed. This thesis
presents an evaluation of the mapping performance of a variety of SLAM algorithms that are freely available
in the Robot Operating System (ROS), in conjunction with ranging data from various ranging sensors suitable
for use onboard small UAS. To compare the quality of the generated maps, an existing metric was initially
employed, however deficiencies noted in this metric led to the development of two new metrics. A discussion of
both the existing and new map quality metrics, and the advantages and disadvantages of each, is presented as
part of this thesis. To evaluate the performance of algorithm/sensor combinations, ranging data was collected
from various sensors in a known environment. Both sensor poses and the ground truth map were obtained
using a highly-accurate motion capture system. The measured sensor poses were then corrupted with noise and
drift to simulate odometry measurements required for the SLAM algorithms. Of the SLAM algorithms tested,
Gmapping was found to produce high quality maps with wide-field-of-regard range sensors in the presence of
odometry noise and drift. KartoSLAM produced similar maps to Gmapping (with wide field of regard sensors),
though it did not cope as well with odometry errors. Hector Mapping tends to excel at creating maps with wide
field of regard ranging sensors.
Keywords: SLAM, ROS, ranging, map quality
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Chapter 1
Introduction
Simultaneous Localisation and Mapping (SLAM) algorithms are typically used when a robot is tasked with
exploring an unknown area. SLAM allows the robot to map the area, while simultaneously determining its
location within the resulting map. In order to estimate its position, the algorithm is provided with data from a
variety of sensors. The type of sensor depends on which type of SLAM algorithm is being used. For example,
vision-based SLAM requires visual data from a camera sensor, and, in certain cases, odometry data from an
odometry sensor. If a range-based SLAM algorithm is utilised, then a ranging sensor and an odometry sensor
would be required (this can be visualised in Figure 1.1). In this research project, we focus on range-based SLAM
algorithms.
As stated above, range-based SLAM algorithms require data from a ranging sensor and odometry source.
The SLAM algorithm utilises the data from each sensor in different steps of the SLAM process. The odometry
data provides information that will tell the algorithm how the robot has moved over a short time period.
Estimating the position based purely on odometry data (called dead reckoning) becomes inaccurate over longer
time periods, so the algorithm utilises the ranging data to help correct the location of the robot. At the same
time, the algorithm will utilise the ranging data to generate a map of the area. Accurate odometry data is highly
desired, but cannot always be easily obtained, particularly in the case of airborne robots.
In Unmanned Aircraft Systems (UAS), odometry is generated from Inertial Navigation Unit (INU) or Iner-
tial Measurement Unit (IMU) sensors. Normally, these IMU/INU sensors are small in size and are relatively
lightweight since there is limited mounting space payload capacity. An INU is a sensor that contains accelerome-
ters and gyroscopes. The gyroscope is a small sensor that measures rotation rate about a given axis. This rate of
change can be integrated to determine the angular orientation. The accelerometer measures acceleration along a
given axis, which when double-integrated yields an estimate of position relative to a known starting point. IMUs
typically contain three gyroscopes and accelerometers, each oriented along three orthogonal axes, to provide full
six-degree-of-freedom measurements. The term “INU” is typically used for a unit combining an IMU together
with the hardware and software necessary to integrate the IMU measurements to perform position, velocity, and
attitude estimation by means of dead reckoning. Dead reckoning for a position is prone to large errors due to
the limited accuracy of small IMU/INU sensors used on-board UAS. This is one of the main reasons why it is
difficult to conduct SLAM on a UAS. In contrast, for Unmanned Ground Vehicles (UGV) odometry is typically
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generated using wheel encoders that measure how much the wheels have rotated. Dead reckoning based on this
type of odometry is typically much more accurate than using 6-DoF IMU data, which in turn makes SLAM
easier.
As SLAM algorithms have been developed over time, many different techniques have been discovered. One of
the key components of most SLAM algorithm is called scan matching. Scan matching is the process of matching
range data “snapshots” taken at different points in time, to each other, in order to estimate the displacement of
the robot between scans. This is explained in Section 2.1. Some SLAM algorithms rely purely on scan matching,
whereas others incorporate more complex techniques such as pose-graph optimization, and particle-filter-based
estimation. While the outputs of a SLAM algorithm include both the map and the robot pose, this thesis is
primarily concerned with the assessment of the maps.
Figure 1.1: Sensors required for a SLAM algorithm.
As stated previously, this thesis is concerned with
range-based SLAM algorithms. Various techniques
can be employed to determine the distance between
the robot and obstacles in its environment (Wild et al.,
2018). Such techniques include Light Detection and
Ranging (LIDAR)/Time-of-Flight (ToF), ultrasonic,
stereo vision, and structured light. Each technique op-
erates on different principles, for example, ToF sensors
use light to determine the distance while ultrasonic
sensors use sound waves. Different types of ranging
sensors can be subject to different types of errors (e.g.
ultrasonic sensors are influenced by air temperature
variations, whereas LIDAR is not), while some types
of error are common to different sensor types (e.g.
both ultrasonic and LIDAR are subject to multi-path
errors). For this research project, we will determine
the effects that different ranging sensors have on the
mapping capabilities of SLAM algorithms.
Different types of ranging sensors will be tested with various SLAM algorithms to determine the best combina-
tions and the quality of the resulting maps. The majority of the ranging sensors will be light-based Time-of-Flight
(ToF) based sensors, however, some structured light and stereo vision based ranging sensors will also be incorpo-
rated. Ultrasonic sensors, while cheap and lightweight, are not typically accurate enough to use with SLAM, and
thus are not investigated here. Some of the ToF sensors will be “scene-capturing” sensors (i.e. depth cameras),
while others are rotating-laser sensors. To make a fair comparison, data from the scene-capturing sensors will
be converted to rotating laser data, this is explained in Section 3.4.1. One specific new type of scene-capturing
sensor that will be included in this comparison will be the Single Photon Avalanche Diode (SPAD) sensor. The
SPAD sensor has the ability to capture data at a faster rate than existing scene-capturing ToF sensors. It also
has the ability to capture data in low light and is a solid state sensor. Determining the best, or optimum,
combination of sensor and SLAM algorithm is a critical issue as it can save time in future projects by having
already determined optimum combinations. This project will also present data on why the combination was
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chosen by comparing the quality of maps produced. Again, this thesis is focused on the map itself and not the
poses of the robot.
1.1 Thesis Layout
This thesis is laid out as follows:
• Chapter 2. This chapter introduces the reader to the basics of SLAM algorithms and the different tech-
niques used. It also introduces several map comparison methods found in existing literature and the
different types of sensors that will be utilised in this study. Explanations of the errors these sensors
are subject to are discussed. The aim of the research, scope, research questions and objectives are also
explained in this chapter.
• Chapter 3. Here the setup for the experiments and simulations are explained. This includes which sensors
were utilised in the experiment.
• Chapter 4. This chapter discussed the different map quality metrics that are utilised in this thesis. This
includes examples of how each metric values maps typically produced by the SLAM algorithms, and how
the new metrics were developed.
• Chapter 5. In this chapter, the mapping performance of SLAM algorithms using data from real and
simulated sensors is assessed using the metrics developed in Chapter 4. Various combinations of three
SLAM algorithms, eight ranging sensors, and three odometry error scenarios are analysed and discussed.
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Chapter 2
SLAM algorithms and Ranging sensors
2.1 Simultaneous Localisation and Mapping Algorithms
The literature is rich with various types of SLAM algorithms that use different techniques to enable a robot
to simultaneously localise and map an unknown environment. Most of these algorithms spawned from the
first known SLAM algorithm presented in 1986 (Durrant-Whyte & Bailey, 2006), which involved utilising a
probabilistic method to attempt map building. It was at this time that the problem of SLAM became a
fundamental issue that needed to be solved.
The simultaneous localisation and mapping problem can be defined as follows:
“The simultaneous localization and mapping (SLAM) problem asks if it is possible for a mobile robot
to be placed at an unknown location in an unknown environment and for the robot to incrementally
build a consistent map of this environment while simultaneously determining its location within this
map.” (Durrant-Whyte & Bailey, 2006)
Over time, SLAM algorithms have evolved to include critical features such as scan matching algorithms and
loop closure methods. Despite the many varying techniques, one iteration of a SLAM algorithm can, in general,
be broken down into the following steps (assuming a laser rangefinder and an INU are utilised in this instance):
1. The robot moves in the unknown environment, the SLAM algorithm obtains the odometry data from the
INU sensor. This data shows which direction it has moved and at what speed.
2. Utilising the most recent odometry data, as well as the previous pose estimate, the SLAM algorithm will
predict the new pose of the robot within the environment.
3. New ranging data is received by the SLAM algorithm.
4. The SLAM algorithm compares the new ranging data to the existing map and previous ranging scans, and
updates the pose estimate in a way that maximizes compatibility of the current ranging data with existing
information.
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5. After the pose of the robot has been updated, the SLAM algorithm will then update the map of the
environment.
There are different ways in which the map can be represented. Two of the most common types of map
representation are landmark maps and occupancy grid maps (Wurm et al., 2010;Milstein, 2008). A landmark
map is built based off a set amount of landmarks that are continuously observed by the robot. This type of map is
very popular in environments with well-defined landmarks, such as a forest full of trees. Performing SLAM using
a landmark map usually requires solving the “association problem”, that is upon each new observation, each
observed landmark must be associated with a landmark in the existing map. This can be difficult in cluttered
environments. An occupancy grid, on the other hand, is a type of map that represents the environment in
a grid-based format. The environment is broken down into a grid of cells, of a certain size, and each cell is
marked as either occupied or unoccupied. This thesis is concerned only with occupancy grid maps, as these are
most appropriate for cluttered environments (Ferrick et al., 2012) experienced by small UAS in typical urban
operations.
2.1.0.1 Scan Matching
Figure 2.1: Example of the map-
ping capabilities of Hector Map-
ping and its ability to close loops
(Kamarudin et al., 2014).
Scan matching is a common feature found in SLAM algorithms. As its name
suggests, scan matching matches a scan from a rangefinder to either the com-
plete existing map or to previous scans, by solving the rotation and trans-
lation of the robot necessary to make the new scan most compatible with
previous data. This can either be done using the scans in their entirety, or
by first extracting features such as corners and lines from each scan, and
matching them. Scan matching does not require odometry data, but odom-
etry data can be used to provide an initial guess of the unknown rotation
and translation for an iterative scan matching algorithm. Scan matching will
fail if there is insufficient information in the scans that are being matched.
One example of a popular SLAM algorithm that is based purely on scan
matching is Hector Mapping. Hector Mapping is widely available through
the Robot Operating System and has been documented by the community.
Diosi and Kleeman (2005) classified scan matching algorithms into three
different categories, feature-to-feature scan matching, point-to-feature scan
matching, and point-to-point scan matching.
Feature-to-feature scan matching is as stated above. The algorithm finds features (e.g. corners, straight line
areas, etc.) and attempts to match them between scans. Often, feature-to-feature scan matching is commonly
used with sensors with a high Field of View (FoV) (or Field of Regard (FoR)) as the high FoR provides the
algorithm with more chances of capturing features and thus give a higher chance of features being matched
together (Diosi & Kleeman, 2005).
Point-to-feature scan matching is based on matching points in the laser scan to features. The features, which
can be straight line segments, corners, etc., can be obtained from a pre-existing map or Gaussian distributions.
Gaussian distributions can provide features only if the mean and variance can be calculated from the scan points
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that are placed into grid cells (Diosi & Kleeman, 2005).
There are various types of point-to-point matching, however, the most popular type is Iterative Dual Corre-
spondence (IDC). IDC is a point-to-point matching algorithm that combines two other types of point-to-point
matching algorithms, Iterative Closest Point (ICP) and Iterative Matching Range Point (IMRP). Point-to-point
algorithms may often require multiple iterations before a match can be made between scans.
Figure 2.2: The difference between loop closure (b) and
a lack of loop closure(a) (Ho & Newman, 2005).
When a SLAM algorithm uses scan matching
alone, and no odometry data is incorporated (such
as in Hector Mapping), this can lead to issues with
map consistency over time. When scan matching al-
gorithms match scans to each other, the algorithm as-
sumes that the ranging sensor provides accurate dis-
tance information. However, it is commonly known
that sensors are not 100% accurate. Even expensive
ranging sensors will have errors in the distance. When
the scan matching algorithm matches scans together,
it slowly accumulates the distance error when each
laser scan is matched. Over time, the map starts to
drift away from what the true map actually is (Diosi
& Kleeman, 2005). This is further evidenced in the
study when Hector Mapping is used in combination with different sensors in Chapter 5.
Another issue that scan matching SLAM algorithms can encounter is the poor ability to handle noise. Lu et
al. (1994) indicates how noisy data may present an issue when performing scan matching. Lu et al. (1994) used a
point-based and tangent-based matching algorithm to try and reduce the amount of error that was accumulated
in between poses. The two scan matching algorithms were able to overcome the errors and produce maps that
were correctly aligned even though noise was present. Lu et al. (1994) showed that even though error can be
present in the range and pose data, there are algorithms that can help compensate and create better maps.
2.1.0.2 Loop Closure
Figure 2.3: How FastSLAM detected
loop closure through resampling (Thrun &
Leonard, 2008).
Loop closure is defined as the ability of the robot to identify
if it has returned to locations that it had previously visited
(Granstrom et al., 2009). Loop closure detection is seen as an
important part of the SLAM algorithm as it enables the correc-
tion of accumulated drift, which greatly improves the quality of
the map and pose estimates. Loop closure can be thought of
as a scan matching method. The main difference between loop
closure and scan matching is that loop closure observes the en-
tire map while scan matching matches a current laser scan with
the previous laser scan(s). Loop closure observes the entire map
and matches areas that have been previously visited with incom-
ing scans. An example of the effect loop closure can have on map generation can be seen in Figure 2.2. By
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introducing loop closure, the error that was accumulated from scan matching can be removed from the map.
Particle filter algorithms can be implemented with loop closure methods to reduce any error that is generated
from the poses. Often, particle filters use a resampling method to perform loop closures. FastSLAM is an example
of how resampling determines loop closure and can be seen in Figure 2.3. In Figure 2.3 it can be seen that there
are three different particles, each with their own map and paths. The resampling method chooses the particle
which has a map that are the close representations of the measurements that were taken. In this case, either
the left or middle particles would be chosen.
Graph-based algorithms feature loop closure methods. A method that can be utilised for loop closure is Sparse
Pose Adjustment (SPA). The SPA method is based on the Levenberg-Marquardt (LM) algorithm which optimises
and reduce the pose errors, through iterations, to detect loop closure. KartoSLAM and Google Cartographer
are examples of graph-based SLAM algorithm that employs the SPA method to detect loop closure (Konolige,
Grisetti, et al., 2010).
2.1.1 Common SLAM techniques
2.1.1.1 Particle Filter SLAM algorithms
Particle filters operate on the principle that each particle contains an estimation of what the overall true value
of what the state might be. When a set of particles are collected, a representative sample of the posterior
distribution can be obtained (Thrun & Leonard, 2008). Particle filters started appearing in the literature before
SLAM algorithms were fully envisioned (Metropolis & Ulam, 1949). It wasn’t until the early 21st century that
researchers began to take interest in implementing particle filters into SLAM algorithms. SLAM algorithms
weren’t integrated with particle filters since it was initially thought that the number of particles required to
make the algorithm work would be prohibitively large. Thrun and Leonard (2008) expressed the issue of particle
filters in a SLAM algorithm as follows:
“The key problem with the particle filter in the context of SLAM is that the space of maps and robot
paths is huge. Suppose we have a map with 1000 features. How many particles would it take to
populate that space? In fact, particle filters scale exponentially with the dimension of the underlying
state space.” (p. 881)
To overcome the stated problem of having too many particles, Doucet et al. (2000) implemented Rao-
Blackwellisation with particle filters to increase the efficiency of the sampling technique by reducing the overall
size of the state space. The state space size was reduced by removing variables that were deemed as logically
un-important. This method of incorporation of Rao-Blackwellisation into particle filters was further developed
and eventually lead to the generation of the FastSLAM algorithm (Montemerlo et al., 2002). The FastSLAM
algorithm is able to efficiently estimate landmarks using tree structures. The algorithm was able to generate
maps which possessed a greater number of landmarks when compared to previous SLAM techniques. Gmapping
is one such example of a particle filter SLAM algorithm, although it uses an occupancy grid representation for
the map. It is widely used in the ROS.
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2.1.1.2 Graph-based SLAM algorithms
Graph-based SLAM algorithms has been defined, in simple terms, by Thrun and Leonard (2008) as:
“The basic intuition of graph-based SLAM is a follows. Landmarks and robot locations can be
thought of as nodes in a graph.” (p. 878)
The idea of a graph-based SLAM algorithm first appeared in 1986 by R. C. Smith and Cheeseman (1986),
but it wasn’t until Lu and Milios (1997) delivered a solution as to how a graph-based SLAM could be imple-
mented. From 1997 onwards, there have been many developments in graph-based SLAM that eventually created
algorithms such as KartoSLAM. KartoSLAM is an open source SLAM algorithm that is available in ROS and
is documented by the community. It has been found that graph-based SLAM algorithms generated maps faster
than particle filter based SLAM algorithms Thrun and Leonard (2008), however, there is a downside to graph-
based SLAM algorithms. Graph-based algorithms have the potential to incorrectly identify a loop closure. To
overcome this potential issue, the loop closure is delayed until a strong match between the already-existing node
and a new node is found (Ratter & Sammut, 2015). A potential downfall of this solution is that the robot may
revisit and remap some of the areas it has already discovered. This may then affect the overall accuracy of the
map, however, Ratter and Sammut (2015) overcame the accuracy issue by utilising additional constraints in the
algorithm.
2.2 Map Comparison Methods
This research project is centered around evaluating the mapping capabilities of SLAM algorithms under different
realistic scenarios. More specifically, the ability to generate accurate occupancy grid maps. It is therefore
important to be able to assess a SLAM-generated map by a quantitative comparison with a ground truth map.
The literature is rich in studies which have utilised the pose of the robot to assess the localisation capabilities of
the SLAM algorithm. However, there has been relatively little research into the comparison of maps. Quantifying
the error between poses, to assess the localisation capabilities, is relatively simple as it is easy to quantify the
difference between two positions via a Euclidean metric. However, comparing occupancy grid maps is more
difficult since it is hard to quantify the error that is present in a map. The few previous studies that have
attempted to quantify the error are listed below:
• Pixel-based comparison (Ouellette & Hirasawa, 2007). In this research they defined the map accuracy as
ratio of the Noise and Match values. The values were defined as:
– Match Value: The percentage of occupied pixels from the comparison map (the “ground truth”) that
is covered by the occupied pixels in the SLAM generated map when the SLAM generated map is
placed on top of the comparison map.
– Noise Value: The percentage of occupied pixels from the SLAM generated map that is covered by
the occupied pixels in the comparison map when the comparison map is placed on top of the SLAM
generated map
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What was also interesting about this research was that the alignment, to align the comparison map to the
SLAM generated map, was performed with Fourier Descriptors. Fourier Descriptors is a method of coding
a two-dimensional shape using Fourier transforms. The Fourier Descriptors would translate, rotate, and
resize the SLAM generated map to match the comparison map.
• Using the nearest-neighbor method to compare a ground truth map to a SLAM generated map. This
method takes the distance between an occupied cell in the ground truth and the closest occupied cell in
the SLAM generated map as the error for that cell. The error is averaged across all occupied ground
truth cells to arrive at an error value for the entire map Santos et al. (2013). This method, along with its
deficiencies, is explained in detail in Section 4.
Figure 2.4: The maps Santos et al. (2013) generated to
compare maps a) The ground truth b) The map gener-
ated by the SLAM algorithm (Gmapping).
While Ouellette and Hirasawa (2007) created a
metric that is usable and easy to implement, it was
not chosen to be implemented in this thesis as it is
not widely cited by researchers. It is also not as eas-
ily interpretable as an error based on a physical dis-
tance. Ouellette and Hirasawa (2007) also adjusted
the SLAM-generated map images (by stretching, re-
sizing, and/or rotating) in order to compare to the
ground truth map. This method of adjusting the im-
age size is undesirable as it can affect the quality of
the map, especially when the SLAM-generated map is
of low resolution. When a low-resolution map or im-
age is stretched, the overall map/image becomes more
blurred and thus lower quality.
The metric of Santos et al. (2013) works well when the SLAM-generated and ground-truth maps are of
similar appearance. For example, in Figure 2.4, walls in both the ground-truth and the SLAM-generated map
are exactly one cell wide. In this case the nearest neighbour method works well. However, a SLAM-generated
map will rarely be this “clean”, which can lead to the Santos metric producing counter-intuitive error values.
It is due to this questionable nature of existing map quality metrics, that part of this thesis (Chapter 4) is
dedicated to assessing, discussing, and developing new map quality metrics.
2.3 Ranging Sensors
2.3.1 Time-of-Flight
Time-of-Flight (ToF) sensors work on the principle of calculating the exact time light has travelled from a light
transmitter, reflected off an object, and returned back to the sensor. Based on this time, the distance can then
be calculated as the speed of light is known. The basic principle of the ToF technique is illustrated in Figure 2.5.
There are two different techniques for Time-of-Flight measurements, indirect Time-of-Flight (iToF) and direct
Time-of-Flight (dToF) (Bellisai et al., 2013).
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The dToF technique measures the time difference between when a pulse of light is sent out and when its
reflection is received. This technique requires precise timing in order to calculate the exact distance of an object
because the speed of light is so fast (Bellisai et al., 2013, Piatti et al., 2013). Pulsed light is when the illuminator
for the ToF sensor sends one pulse at a time. Pulsed light can be used for both indirect and direct Time-of-Flight,
however, it is fairly uncommon in indirect ToF systems. For a dToF system, distance can be calculated easily
with Equation 2.1 (Piatti et al., 2013). Equation 2.1 shows the simplicity of a direct time of flight system as
there is only real one unknown variable.
Figure 2.5: The principle of how direct Time-of-Flight works (Piatti et al., 2013).
z =
c
2
∗ τTOF (2.1)
Where:
• z = distance
• c = speed of light
• τTOF = total time from when the light was emitted and received again
Figure 2.6: Pulsed direct Time-of-Flight.
The iToF technique is a ranging technique that uses the phase delay of a continuous-wave signal to determine
the distance. The phase delay can be reconstructed from the periodic wave of the signal that is being reflected
back by objects to the sensor. Indirect Time-of-Flight is the most commonly used type of Time-of-Flight camera
as the timing requirements are less stringent (Bellisai et al., 2013, Perenzoni & Stoppa, 2011, Piatti et al.,
2013). The equation for calculating the distance can be seen below in Equation 2.2, 2.3, and 2.4. Although
the continuous wave technique is most naturally thought of in terms of a sinusoidal wave, a square waveform
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can also be used. This is advantageous as a square wave is, in general, easier to generate. However, since this
technique has more variables the Equation 2.1, slightly more computational power is required to calculate the
distance.
z =
c
4pifm
∗ ϕTOF (2.2)
Where:
• c = speed of light
• fm = frequency of modulation
• ϕTOF = total time from when the light was emitted and received again
z =
c
4pifm
∗ arctan(C3 − C1
C4 − C2 ) (2.3)
Where:
• c = speed of light
• fm = frequency of modulation
z =
c ∗ TP
4
∗ (1 + C3 − C1
C2 − C4 ) (2.4)
Where:
• c = speed of light
• TP = period of time
2.3.2 Rotating laser vs Scene capturing ToF sensors
Figure 2.9: A simple di-
agram showing how a 2D
ToF sensor works.
Time-of-Flight sensors can be constructed in various forms. The most common is a
single rotating laser and photodiode, and a camera-like array of photodiodes together
with a wider-angle transmitter (either laser or LED). We use the terms “rotating-
laser”, and “scene-capturing sensor” for these two forms respectively. The difference
between the two is explained further below.
2.3.2.1 Rotating-laser ToF sensors
Rotating-laser sensors operate by taking a slice out of the environment to take dis-
tance data, as seen in Figure 2.9. Often, the majority of rotating laser sensors utilise
only one laser, however, there are some exceptions where multiple lasers are rotated
to take multiple slices out of the environment from different angles. Regardless of
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(a) Continuous direct Time-of-Flight (b) Continuous indirect Time-of-Flight
Figure 2.7: Variables for calculating Continuous Time-of-Flight (Piatti et al., 2013).
(a) Pulsed indirect Time-of-Flight
Figure 2.8: Variables for calculating Pulsed indirect Time-of-Flight (Piatti et al., 2013).
how many lasers are rotated, the rotating lasers operate off the ToF principle. A rotating laser ToF sensor can
be described as a sensor that rotates on a single axis and sends out a laser that is perpendicular to the rotation
axis. This laser is the ToF illuminator that is needed by the sensor to calculate the distance. The laser can
be reflected to the perpendicular angle by various different methods. The most common method is to use a
mirror to deflect the laser. The mirror would rotate along the z-axis, as shown in Figure 2.9 and reflect the laser
out. Another simple method is to rotate the laser instead of the mirror. The total degree that the laser rotates
around the Z axis is often referred to as the Field of Regard (FoR).
2.3.2.2 Scene-capturing ToF sensors
Figure 2.10: How a scene captur-
ing ToF sensor captures data.
The scene-capturing ToF sensor operates differently to a rotating laser ToF
sensor, in that it operates like a camera. Figure 2.10 shows how a scene
capturing ToF sensor acquires depth data for an array of pixels at once,
effectively generating a “depth image” of the scene. Unlike the single rotating
laser sensors, a scene-capturing sensor does not need moving parts and is
thus referred to as a solid-state sensor. In Figure 2.10, the sensor is using
the x-axis for the distance data, while the Z and Y axis is for the array of
pixels. While a single rotating laser sensor can take up to a 360◦slice of the
environment, a scene capturing sensor will only capture the scene that is
inside its Field of View (FoV).
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2.3.3 Various ToF Sensor systems
2.3.3.1 The Single-Photon Avalanche Diode Sensor
Figure 2.11: The
SPAD Sensor.
The SPAD sensor is a scene-capturing ToF sensor that utilises a special type of pho-
todiode to achieve the very fast gating times necessary to perform ToF measurements.
Instead of integrating photocurrent by collecting charge (as in a traditional camera),
the SPAD actually counts individual photons digitally. When a photon is absorbed, a
free electron is generated, which, on account of the high bias voltage across the diode,
accelerates and causes impact ionisation of other atoms. This results in an avalanche
which generates a measurable current that is then quenched to prevent damaging the
sensor due to the flow of too much current. The ability to count photons allows a very
short gating time and a high frame rate (Karami et al., 2010, Niclass, Besse, & Charbon, 2005, Dalla Betta et
al., 2011, Harmon et al., 2013, Niclass, Rochas, et al., 2005, Aull et al., 2002).
2.3.3.2 Other Time-of-Flight pixels/sensors
There are many commercially available ToF systems available, some of these include the Microsoft Kinect V2,
the Panasonic D-Imager, the PMD Camcube, and the SwissRanger 4000. The SwissRanger 4000 (SR4000) is a
commercially available depth camera that utilises the ToF technique1 and has been commonly used in SLAM
applications.
Figure 2.12: How a single rotating laser sensor works.
1http://hptg.com/industrial/
25
2.3.3.3 Laser Rangefinders
A laser rangefinder operates on the ToF principle. It calculates the distance by measuring the time that it takes
the laser to be transmitted from the illuminator, reflected off an object, and then received by the sensor as shown
in Figure 2.12. Once the exact time is known, it can work out the distance the light travelled since the speed of
light is known. The sensor that is used in the laser rangefinder is often a single pixel as it only needs to receive
light from a single laser. The precise timing is obtained through the use of an extremely precise stopwatch.
Laser rangefinders are single rotating laser ToF sensors, which means they often have a very small FoV on the
single pixel sensor and large FoR. Examples of laser rangefinders that are commercially available include:
• Hokuyo URG-04LN
• Velodyne Puck LIDAR
• LightWare SF40
2.3.4 Ultrasonic techniques
Time-of-Flight is not the only technique that can be utilised to calculate the distance of an object. Stereo vision
and ultrasonic techniques have been used.
The ultrasonic technique involves transmitting an ultrasonic pulse that is then reflected back by objects, the
distance can then be calculated based on the time it took the pulse to be sent out and received. It is thus also
a type of “Time-of-Flight” technique, however, in this thesis, we reserve the term ToF for light-based sensors.
The distance can be calculated as the speed of sound is known. However, a disadvantage is that the speed of
sound changes with temperature which means the accuracy can be affected by temperature changes (Webster,
1994). Another disadvantage of using ultrasonic sensors is that the ultrasonic sensor often possesses a relatively
low angular resolution. While lasers have a very narrow beam width, and therefore a high angular resolution, an
ultrasonic sensor has a wide beam width which can be visualised like a cone. Due to the relatively low angular
resolution of the ultrasonic sensor, it cannot pick up small features. Due to the low angular resolution of the
ultrasonic sensor, it has not been selected for this thesis’ research. The angular resolution is insufficient for the
type of SLAM this thesis is concerned with.
2.3.5 Stereo Vision Based techniques
Stereo vision cameras are designed to mimic how humans perceive depth with their eyes. A stereo vision camera
utilises two cameras which are spaced apart. The cameras are spaced so that some of the images are overlapping.
Then based on the comparison of the images and the angles of the cameras, the relative distance and size of
objects can be determined using triangulation. Stereo vision cameras are popular in object tracking, object
dimensioning, and computer vision applications; however they aren’t used in all depth imaging applications as
they can require frequent calibrations (Barman & Tucakov, 2002). One such example of a stereo vision camera
is the Intel RealSense R2002. The Intel RealSense R200 uses stereo vision to determine the distance whilst also
being assisted by the use of a structured light illuminator. The structured light illuminator provides texture to
2https://software.intel.com/en-us/articles/realsense-r200-camera
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the scene so that the camera can work in scenes of low texture where regular stereo vision may fail. The Intel
RealSense R200 stereo vision camera is utilised in the research presented this thesis.
Figure 2.13: How structured light works (Zanuttigh et al., 2016).
2.3.6 Structured Light techniques
Structured light is a scene-capturing imaging technique that utilises a special light projector to project a special
light pattern onto a surface. The Microsoft Kinect V1 is an example of a structured light scene-capturing sensor
and is utilised in this thesis. The light pattern is a special pattern that uses a digital signal to create varying
intensities which is then captured by a camera. An example of this can be seen in Figure 2.13. To calculate the
distance data with structured light the following steps are followed (Zanuttigh et al., 2016; Geng, 2011):
1. Using a flat wall, the structured light sensor captures an image to obtain a reference light pattern and also
the reference distance
2. Using a wall with features, the sensor then captures the feature filled wall. The features, that was captured,
would have created distortion in the light pattern that was projected onto the wall.
3. Using the reference light pattern, and comparing it to the captured light pattern of the feature filled wall,
the disparity between reference pixels can be determined. This can be seen in Figure 2.13, where PREF
is a reference pixel with a position in the light reference light pattern and P is the same pixel but it has
shifted in position due to the feature at the wall (e.g. the pixel has shifted as the feature distorted the
light pattern).
4. Based on the disparity in position of the pixel and the initial reference distance, the distance of P can be
calculated.
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2.4 Ranging sensor and SLAM algorithm combinations
In previous literature, there has been very little research that looks at the type of sensor that should be paired
together with a SLAM algorithm. Many studies have been conducted where a variety of sensors are compared
against other sensors and sometimes a SLAM algorithm is utilised (Pascoal et al., 2008, Piatti & Rinaudo, 2012),
or a variety of SLAM algorithms have been compared with only one ranging sensor (Santos et al., 2013, Nguyen
et al., 2007, Abdallah et al., 2006).
When a variety of single rotating laser rangefinders have been compared to each other, it is common to utilise
sensors that are very similar to each other. In previous studies, similar single rotating laser sensors such as the
Hokuyo URG-04LX, Sick LMS200, and the Sick DT60 were used as they have similar specifications. Pascoal et
al. (2008) and Piatti and Rinaudo (2012) both conducted comparison tests of different types of sensors. Pascoal
et al. (2008) took a variety of single rotating laser rangefinders and compared their performance against each
other while Piatti and Rinaudo (2012) compared two different scene capturing ToF cameras. Both of these
studies found various properties that benefited each type of sensor, however, they never implemented the sensors
into SLAM algorithms to determine their compatibility with SLAM algorithms.
While sensors have been compared with each other, so have different SLAM algorithms. Commonly SLAM
algorithms can be compared to each other using simulations, and often the simulations are validated with real
world experimental results (Santos et al., 2013, Nguyen et al., 2007, Abdallah et al., 2006). Many of these
studies examine how a single range sensor, predominantly a single rotating laser rangefinder, performs in a
variety of SLAM algorithms. Most of the SLAM algorithms are two-dimensional algorithms and are either based
on particle filters, scan matching, or graph-based techniques. Although these comparisons are handy at finding
which SLAM algorithm excels at various aspects, for example, scan matching algorithms may excel at matching
scans together but may fail drastically at loop closure; there is little indication of how good certain sensors
are with certain SLAM algorithms. In the studies mentioned, noise was also not introduced into the SLAM
algorithms to determine the ability of the SLAM algorithms to cope with increased levels of error.
2.4.1 Hypothesis
Based on all the sensors and SLAM algorithms reviewed in Section 2.1 and 2.3 the following hypothesis can be
made in regards to the best combination sensor and SLAM algorithm combination. The SPAD sensor requires a
minuscule amount of photons, to determine the distance, but also has a fast gating time. This means the SPAD
sensor has a high chance to be able to provide information to the SLAM algorithms as it can provide enough
information to the algorithms. As to which SLAM algorithm it will optimally work with the sensor; Gmapping
is the most likely option as Gmapping as it has been used with similar sensors (such as the Microsoft Kinect3).
2.5 Errors encountered from sensor data
When sensors are used, the data obtained is never ideal or error-free. These errors, or uncertainties, can arise
from many different sources. These sources are illustrated in Figure 2.14 where the majority of the errors can
3http://www.hessmer.org/blog/2011/04/10/2d-slam-with-ros-and-kinect/
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be seen. All the errors shown in Figure 2.14, are listed and explained further in subsequent subsections.
Figure 2.14: Errors that can be appear in ranging sensor data.
2.5.1 ToF sensors
2.5.1.1 Multi-pathing
Figure 2.15: Multi-path er-
ror that can occur with SPAD
and the SwissRanger 4000 sen-
sor. Source: MESA Imaging
SR4000/SR4500 User Manual.
As illustrated in Figure 2.14, multi-pathing is when the sensor measures the
length of an indirect path to an object, as opposed to the desired direct
path. The multi-pathed measurement will always be longer than the direct
path, and depending on the sensor and processing technique, the multi-path
return may blend with the direct return to produce a distance measurement
somewhere in between the two. Multi-pathing can affect single rotating laser
and scene capturing sensors, but multi-pathing will affect single rotating laser
and scene capturing sensors differently.
2.5.1.1.1 Scene capturing sensors
This source of error is common when a scene-capturing ToF sensor, in par-
ticular, a continuous wave sensor, is directed at a corner. The SPAD and
SwissRanger 4000 sensors are both ToF sensors in which the multi-path er-
ror can occur. Multi-pathing can be observed in the SPAD and SwissRanger
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data as a sharp corner appearing rounded, this can be seen in Figure 2.15. In the context of SLAM, this distance
error can create an inaccurate map as the distances between objects/walls is different to what the actual distance
is. Pulsed, direct ToF sensors are somewhat less susceptible to multi-path as the multi-path return appears as
a second discrete pulse that can be filtered out.
2.5.1.1.2 Rotating laser sensors
Single rotating laser scanners are less susceptible to multi-pathing errors than scene-capturing sensors, because:
• A single laser with a narrow beam-width provides less opportunity for multi-pathing;
• The narrow FoV of the receiver is able to reject more multi-pathed signals arriving from off-axis directions
(see Figure 2.16).
2.5.1.1.3 Range ambiguity
Range ambiguity is a problem encountered by indirect ToF sensors. Because these sensors work by determining
the phase lag of a returned continuous wave signal, if the phase lag exceeds 2pi radians there is no way to tell
the difference between this and the shorter distance that produces the same phase lag minus 2pi. Thus the total
flight distance can only be resolved to an integer multiple of the wavelength. An example shown by Payne et al.
(2009), and using Equation 2.5 is shown below:
“For example, for a modulation frequency of 30 MHz where the unambiguous range is 5 m, objects
located at 1.25 m and 6.25 m both have a phase value of pi/2; therefore both objects will result in a
computed range of 1.25 m”
r =
φ
2pi
∗ c
2f
(2.5)
Where:
• c = speed of light
• f = frequency
• φ = phase value
There are several ways to reduce range ambiguity in iToF cameras:
• Lowering the modulation frequency;
• Performing sequential measurements using a variety of frequencies.
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Figure 2.16: Multi-path error
that can be ignored with single ro-
tating laser Sensors.
By changing the modulation frequency, the unambiguous range is
changed. If the modulation frequency is increased, the unambiguous range is
decreased, whereas if the modulation frequency is decreased, the unambigu-
ous range is increased. However, lowering the modulation frequency gener-
ally results in a loss of accuracy. When the frequency cannot be lowered
any more, the unambiguous range cannot be extended further and another
solution has to be used to fix the ambiguity in the range data (Payne et al.,
2009).
Another solution that can remove range ambiguity is by performing se-
quential measurements at a variety of frequencies. By using a variety of
frequencies, a variety of unambiguous ranges will be produced. When com-
paring the different range values that were obtained using the variety of
frequencies, a common range value will be present. It is this common range,
that is seen between the range values obtained from different frequencies,
that is the true value for the range and thus the unambiguous range is de-
termined. The more frequencies that are used, the greater the unambiguous range (Payne et al., 2009).
2.5.1.1.4 Signal saturation
There are instances when a ToF sensor can be saturated with light and thus can no longer provide a reading
that is proportional to the amount of light received. Two instances where this can occur are when the camera
observes a highly reflective material and when an object gets too close to the camera.
When the camera observes an object that is very reflective, e.g. metallic objects or a white object, the object
can actually reflect more light into the camera. When the extra light is reflected into the sensor the pixels
become saturated and an incorrect distance reading can be obtained. This saturation can be avoided by closing
the aperture or reducing the exposure time, however, this comes at the expense of reduced signal-to-noise ratio
in darker areas of the image (Gokturk et al., 2004). Another instance when saturation can occur is when an
object gets too close to the camera, producing a very strong return (Hansard et al., 2012).
2.5.1.1.5 Background Light
With many sensors, especially ToF sensors, background light can interfere with the ranging sensor. Ideally, a
ToF sensor would only measure the returned signal from its illuminator; any other light entering the sensor is
effectively noise. Background light can appear from a variety of sources, these sources include the sun, artificial
lighting, and other light sources. Most of the time, single rotating laser sensors are not severely affected by
background light as the laser is often powerful enough to overcome the background light. The relatively narrow
FoV of the single rotating laser sensor also means there is less chance for ambient light to enter the sensor. In
contrast, on a scene-capturing sensor, background light is more noticeable.
When there is an excess of background light, in comparison to the signal that was emitted by the transmitter,
it can be referred to as a low signal-to-noise ratio (SNR). This reduces the accuracy of the measurement. Severe
problems can also be encountered when background light pushes the sensor into saturation; in this case, the
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return from the illuminator cannot be measured properly. Using a narrow bandpass optical filter tuned to the
wavelength of the illuminator is helpful in reducing the effect of background light.
2.5.1.1.6 Deflected Signals
A common issue with ToF sensors are deflected signals, an example of this can be seen in Figure 2.14. This
occurs when the transmitted light is never reflected back to the sensor. This can happen due to the angle
between the light beam and the target object being too shallow as well as the surface finish of the target.
When the sensor is placed at an angle other than 90 degrees to the target, there is a chance for the signal
to be reflected away from the sensor. How much of the light will be reflected away versus how much will be
returned to the sensor depends on the specularity of the surface. A very shiny surface (e.g. a mirror) will reflect
most of the light away from the sensor, whereas a dull surface will provide a diffuse reflection, returning at least
some light to the sensor.
2.5.1.1.7 Transmitted Signals
Transmitted signals are those which travel through the target (Figure 2.14). This is common on short-wave infra-
red sensors when they encounter objects which are clear, such as perspex and glass. This is seen in experiments
conducted in this project which is discussed in Section 4.6. The transmitted signal does not return to the sensor,
and thus the sensor cannot “see” the object.
2.5.2 Stereo Vision/Structured Light sensors
Stereo Vision and structured light cameras are not immune to errors. An error that is frequent in these systems
is mismatched data. A stereo mismatch in stereo vision is defined as the cameras taking images that cannot be
matched together. This is very similar to a mismatch in structured light as well. In structured light, the camera
may incorrectly observe the light pattern and generate a mismatch in the data. One reason why they cannot be
matched is due to noise occurring. The noise can arise from a variety of sources, these include different materials
(one camera may have a better angle on a more reflective material than the other cameras), background lighting,
or the scene being captured containing patterns that are repetitive. Some popular methods to reduce stereo
mismatch errors include using a comparative technique and by introducing more cameras (Murray & Little,
2000).
Another error that could be encountered, on structured light sensors, is the possibility of reflecting the light
pattern. This is common on objects that have concave surfaces. When the light pattern encounters a concave
surface, the light pattern has the possibility to reflect away or be flooded with excess light. This leads to improper
detecting of the light pattern and therefore an incorrect calculation of the distance. The issue of reflecting the
light pattern away is also a common issue that is encountered with reflective surfaces (that aren’t necessarily
concave). The reflective issue is fairly common on light based sensors.
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2.5.3 Common Ranging Errors in ToF and Stereo Vision/Structured Light Sensors
The sources of error discussed in the previous section were specific to the type of sensor. There are also a number
of errors that are common to all types of sensor, as discussed below.
2.5.3.1 Slope and Bias Errors
If a sensor is not calibrated correctly, or its calibration has drifted, it can be subject to slope and bias errors.
A bias error is one in which the measured value consistently deviates from the true value by a constant offset.
A slope error is one in which the measured value deviates from the true value by a constant proportion of the
true value. It is common to encounter these types of error in LIDAR sensors (Glennie & Lichti, 2010;Habib &
Rens, 2007,P. P. Smith, 2001), however, they can be calibrated out relatively easily since in theory the errors
are constant and can be measured.
2.5.3.2 Noise Error
Another type of error that is ever-present in ranging data is due to noise. Noise appears as random fluctuations
in the ranging measurement about the nominal value (Liu et al., 2006). No sensor is immune from noise, but the
amplitude of the noise can vary from sensor to sensor. In general, the amount of noise in a ranging measurement
will increase when the returned signal is weaker. In the case of LIDAR, this can be if the target object is far
away, or there is strong background light. Removal of noise can be difficult as it can be generated from a variety
of sources. However, using an averaging method can reduce the overall noise that is present in measurements
(Habib & Rens, 2007, Ullrich & Pfennigbauer, 2016,Liu et al., 2006).
2.5.4 Odometry errors
Errors appear in the odometry sensors as well as the ranging sensors. These odometry errors are often taken into
account by SLAM algorithms, although they still affect the resulting map, and in extreme cases can cause the
mapping to completely fail. Figure 2.17 demonstrate some of the odometry errors that are usually encountered
when SLAM is performed with a robot. In the following sections, the sources of error shown in Figure 2.17 are
explained further.
2.5.4.1 Odometry drift
Odometry data from the Inertial Measurement Unit (IMU) or the Inertial Navigation Unit (INU) will never be
perfect. One of the most common errors that occur in IMU and INU sensors is drift. Drift errors are particularly
prominent in odometry data due to the double integration of the noise that has is present in the accelerometer
and gyroscope measurements. Noise is a very common type of error that is encountered in IMU/INU sensors and
is discussed further in Section 2.5.4.2. As Woodman (2007) stated about generation of drift error from sensor
noise:
“Errors which arise in the accelerometers propagate through the double integration. This is the
obvious cause of drift in the tracked position.”
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A visual representation of odometry drift, otherwise known as a random walk error, can be observed in
Figure 2.17. Since the SLAM algorithm utilises the odometry data to predict the robot’s position, as discussed
in Section 2.1, the drift error will cause the SLAM algorithm to incorrectly predict the position of the robot.
If this drift is too large for the correction step to account for, then erroneous maps and position estimates
will result. In this thesis, odometry drift is simulated by adding drift to nominally perfect data obtained by
highly-accurate motion tracking. Values chosen for the experiments are based on realistic values provided by
previous literature. This is explained further in Section 3 where the values chosen are discussed (Bevly, 2004,
Ojeda et al., 2000, Woodman, 2007, Rogers et al., 1996, Kuritsky & Goldstein, 1990,Konolige, Agrawal, & Sola,
2010,Woodman, 2007).
It is common for manufacturers, such as Honeywell, to specify the random walk that the sensor experiences.
In Figure 2.17 b), an example of a random walk error can be seen as the red line.
Figure 2.17: Noise that can be present in the gyroscope of an INU sensor. a) Is random noise error b) Is a
random walk error (Woodman, 2007).
2.5.4.2 Noise
As mentioned previously, noise causes a sensor reading to randomly fluctuate about the true value. Odometry
sensors are also subject to noise. It can be filtered out if the severity of the noise is minor. Whenever the
noise cannot be filtered out, and the error is introduced into SLAM algorithm, it can have a noticeable effect
on the overall performance of the SLAM algorithm. If the SLAM algorithm is biased towards utilising the
odometry data instead of scan matching data, the noise in the odometry can cause generation of a very noisy
map. However, some SLAM algorithms have the capability to reduce the effect of odometry noise (Kong, 2004,
Waegli et al., 2010, Li & Wang, 2013). Odometry noise can be generated from a variety of sources (Luinge &
Veltink, 2005, Woodman, 2007, Mirzaei & Roumeliotis, 2008, Sukkarieh et al., 1999). Such sources include:
• Vibration from the sensor being insecurely strapped down
• The environment the robot is traversing. The INU may be securely strapped to robot but the environment
could be rugged or uneven generating unwanted vibrations
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• Movements by the robot. For example, when the robot makes a fast and sharp turn it can produce
unwanted movements when the robot exits the turn.
• Electromagnetic noise
As shown in Figure 2.17 a), the gyroscope is experiencing noise. The noise, indicated by the red line, is
fluctuating above and below the true value (0 degrees/second). Commonly, low-cost INU and IMU sensors
produce data which contains significant noise. Often INU/IMU data must be pre-filtered before being input
to the SLAM algorithm; this is usually done with a digital low-pass filter. Care must be taken, however, to
ensure that the filter cut-off frequency is high enough that actual movements of the robot are not filtered out
excessively.
2.6 Summary and Research Gap
Although studies have been conducted into the performance of different sensors and the performance of SLAM
algorithms, there are few of studies that aim to investigate the combination of ranging sensor and SLAM
algorithm. This thesis, therefore, focusses on this area. In assessing SLAM performance, we are focussed
primarily on the map produced as opposed to the accuracy of localization. Again, the latter has been extensively
covered in the literature while the former, which is more difficult, is less-well explored. This difficulty lies in the
lack of a universal quantitative way in which to compare a SLAM-generated occupancy grid map to a known
ground truth map. Exploring existing and novel ways to make this comparison is therefore also a focus of this
thesis, albeit secondary to the assessment of SLAM/sensor performance.
Maps are generated from a variety of scenarios in which odometry and ranging errors were either present
naturally or introduced. Ranging data is generated both by using real sensors and by simulation, with the latter
providing finer control over the magnitudes and types of errors present. The use of simulations also allows the
generation of “perfect” data, thus allowing us to determine the theoretical best-possible SLAM performance
for a given sensor, given the physical properties (limitations) of that sensor (i.e. field of view, resolution, etc.).
These maps are then compared with the ground truth using several metrics, and the results are discussed.
2.7 Research Questions, Objectives, and Scope
2.7.1 Research Questions
Throughout this thesis, the experiments and simulations conducted will aim to answer the following questions:
1. How do genuine real world sensors work with real world SLAM algorithms?
(a) How does nominally perfect odometry, and odometry commensurate with a real UAS IMU influence
the quality of map produced by sensor/SLAM algorithm combinations?
(b) Are there optimum combinations of sensors and SLAM algorithm that produce the best quality maps?
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2. How do different type of sensor limitations influence the mapping performance of SLAM algorithms in
realistic simulated situations?
3. How effective are current map comparison methods and can they be improved?
2.7.2 Objectives
To answer the research questions stated above, the following objectives will be achieved:
1. Identify existing map comparison methods and improve on them by either modifying a current method or
creating a new map comparison method.
2. Create an environment in which to test SLAM systems and obtain the ground truth map. In this envi-
ronment, capture data from a variety of sensors which will then be used in the comparison of the mapping
performance of SLAM algorithms.
3. Identify the limitations associated with the utilisation of real world sensors such as SPAD, LIDAR and
stereo pair EO cameras.
4. Identify the uncertainties that are associated with Inertial Navigation Units.
5. Analyse maps based on several metrics.
6. Create a simulation environment in which sensor data can be generated and uncertainties, related to
Inertial Navigation Units, can be introduced systematically.
7. Identify the effect of sensor limitations on SLAM algorithms, in regards to accuracy of the map, by
introducing limitation into simulated sensor data
2.7.3 Scope
The main area of research for this thesis is the mapping capabilities of SLAM algorithms. The SLAM algorithms
will be introduced to a variety of odometry scenarios and will also be used in combination with a variety of
sensors. The maps produced will then be analysed using a variety of quantitative map quality metrics. Based
on this, research covered in this thesis included:
• Identifying optimum sensor and SLAM algorithm combinations to generate the highest quality maps
• The effects that various odometry errors have on the mapping capabilities of SLAM algorithms
• How limitations in ranging sensors effect the mapping capabilities of SLAM algorithms
• Identification of current quantitative map quality methods in current literature and whether they can
evaluate the appropriate errors in maps. If they are insufficient in the analysis, development of new map
quality metrics will be conducted
36
While this project covers a variety of research areas, there are areas of research that will not be explored.
While these are interesting, they will not be explored due to the time limitations of this project. The areas that
are specifically excluded from the scope of this work are:
• Can surveying and cartographer data quality metrics be implemented as a possible comparison method
for SLAM generated maps?
• The effects of changing the robot path through environment in regards to the quality of map generated.
• Statistical map comparison techniques
• Analysis of the pose estimates produced by the SLAM algorithms
2.7.4 Significance
As there is very little research in the current literature that compares the mapping performance of SLAM
algorithms, it becomes necessary to conduct a research project in this area. Specifically, in regards to the overall
capability of the SLAM algorithm to generate a map while under different scenarios. This study compares the
maps generated under the different scenarios to a ground truth map. Very little studies have been conducted
which studies the mapping performance as it is difficult to quantify the maps present in errors. By utilising the
map quality metrics the error present maps (generated by the SLAM algorithm under different error scenarios)
was quantified to determine the effect the different scenarios had on the mapping capabilities. The maps were
analysed using a variety of map quality methods, that exist in literature or were created for this thesis, will
compare a ground truth map to the SLAM generated map. This amount of error will then identify how well
each SLAM algorithm can cope with different types of sensor error. This thesis will examine the capabilities
of existing map quality methods and then generate new methods based on the existing methods. The new
methods will determine whether the existing methods can improve upon existing map quality methods since
existing map quality methods can produce dubious results. This thesis will also find which sensor and SLAM
algorithm combinations are optimum and can generate the highest quality maps as there has been little research
that specifies what the best combinations are.
2.7.5 Thesis layout
For the remainder of this thesis, the layout will be as follows:
• Chapter 3. Here the setup for the experiments and simulations are explained. This includes which sensors
were utilised in the experiment.
• Chapter 4. This chapter explains the different map comparison metrics that are utilised in this thesis.
Explanations about the metrics include how they analyse maps as well as how some metrics were generated
for this thesis. This chapter appears before those detailing analysis of SLAM algorithms, since it is first
necessary to understand the metrics used to assess the SLAM-generated maps.
• Chapter 5. In this chapter the results are analysed and discussed based on the mapping performance of
SLAM algorithms with real and simulated sensor data.
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Chapter 3
Experimental/Simulation Setup
This chapter describes the setup of the main experiment, in which data from various sensors (seen in Figure 3.1)
was collected in a common environment, in order to evaluate the maps produced.
3.1 Laboratory layout
Figure 3.1: The trolley carrying the sensors.
The experiment was conducted in a laboratory, which was lo-
cated at the Fishermans branch of Defence Science and Tech-
nology Group (DST Group), with well characterised quasi-2D
features. Its layout is shown in Figure 3.3; and photographs of
the room are provided in Figure 3.2(a) and (b).
The laboratory has garage doors on opposite sides (labelled
(1) and (2) in Figure 3.3), as well as three entrance doors ((3),
(4), and (5)). Refrigerators (labelled (6) and (7)) are placed in
front of a fire hose reel and an eye-wash station to create quasi-2D
features that can easily be distinguished by the sensors.
A net (labelled (8) in Figure 3.2) hangs on one side of the
room. Bookshelves and a moveable partition wall ((9) and (10),
respectively) are placed in front of a portion of the net; and in
front of one of the garage doors, a transparent partition (labelled
(11)) is placed to generate additional complexity in the feature
set. In the middle of the room, tall obstacles are placed to create
more features. It can be seen throughout the images that there
are obstacles in the middle of the room. These obstacles provide
extra features for the sensors to pick up and possibly aid the
SLAM algorithms. The obstacles throughout the room were of a
variety of different materials as this would provide an indication
of how well each of the sensors can detect a variety of materials.
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Two objects that were of great interest were the net and the transparent partition. These objects were of keen
interest as it is not well documented on how the sensors react to transparent or semi-solid walls. Most of the
sensors had been well documented against solid objects.
Figure 3.2: Laboratory with quasi-2D features. (a) view along the x axis, (b) view along the y axis.
3.1.1 Ground Truth Map
Figure 3.3: The ground truth showing the trolley path
and origin.
For all the experiments conducted in this research
project, it is vital to have a map that accurately de-
picts the layout of the room. The layout shown in Fig-
ure 3.3 is the ground truth that was generated with
the Optitrack Motion Capture System. The Optitrack
Motion Capture System is explained in further detail
in Section 3.2. To reach the far extremities of the
room that could not be detected by the motion cap-
ture system, a special wand had to be manufactured
and utilised. The wand was 1.5 metres in length and
had a tip on one end to ensure that precise points on
the objects could be obtained. On the special wand,
the Optitrack retro-reflective balls were placed on the
opposite end of the pointed tip. With the known
length and orientation (from the motion capture sys-
tem) the exact point where the tip is placed can be
calculated. For every object in the room, the tip of
the wand was placed on all the corners of objects, while the walls, garage doors, doors, and nets had at least five
points at five different positions along the wall. The reason the motion capture system was utilised was because
of the accuracy of the system. Manually measuring the room with a measurement tape would introduce errors
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that are much greater than that the motion capture system. In Figure 3.3 the blue lines are the objects and
walls of the room, the red asterisk in the middle is where the origin is located, and the black line is the path the
trolley took through the room.
This ground truth map is crucial to determining the quality of the maps generated by the SLAM algorithm
as comparing to SLAM generated maps to each other can produce an inconclusive result, since none of the maps
would be perfect. Both maps would be slightly altered by errors that cannot be eliminated from the range sensor
and the odometry data. To accurately do a comparison between the quality of the SLAM generated maps, a
map with as little error as possible had to be utilised.
3.2 The Motion-Capture System
The Optitrack Motion Capture System comprised twenty cameras and is able to track the location of an object
inside the capture area to within sub-millimetre and sub-degree (0.3 mm positional and 0.05◦rotational) accu-
racy1. To track the position, the system triangulates the positions of retro-reflective markers (balls) placed on
an object utilising Infra-Red (IR) light. The IR light is generated by IR illuminators that are inbuilt into the
cameras. The IR wavelength produced by the illuminators is 850 nm and was found to interfere with many of
the sensors. Due to the interference, the illuminators on the motion-capture system were turned off. Instead
of tracking retro-reflectors, five high-brightness IR LEDs were attached to the sensor array and tracked by the
motion-capture system. This eliminates the interference and improves tracking performance, particularly at the
extremities of the test volume (e.g., the corners of the room).
Before the experiment was conducted, calibration of the system had to be conducted. This calibration allowed
the cameras to remove any ambient light that was coming from external lighting sources. External light includes
sunlight coming from the skylights and from the halogen lights inside the laboratory. The calibration enabled the
system to see the IR LEDs without having to worry about accidentally tracking external light sources that are
of no interest to the experiment. For the purpose of this experiment and this thesis, the Optitrack System was
used to generate the odometry data that would normally be generated by an IMU/INU on a UAV system. The
decision to utilise the Optitrack system to generate the odometry data is due to the accuracy of the Optitrack
system. With sub-millimetre accuracy, the amount of error present in the odometry data would be minimal and
can then be utilised to generate a “pure” mapping scenario with the SLAM algorithms. The nominally perfect
odometry can then be later corrupted with odometry error to simulate the different scenarios and determine
how the different scenarios affect the mapping capabilities of the SLAM algorithms.
3.3 Robot Operating System
For this study, the majority of the data was captured with the Robot Operating System (ROS). ROS was used
since the majority of the sensors have been integrated into the ROS system and the data recording procedure in
ROS was fairly simple. The SLAM algorithms that are of interest have also been integrated into ROS, making
it simpler to analyse the captured data. Having the SLAM algorithm already implemented into the ROS system
1http://optitrack.com/motion-capture-robotics/
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also reduces the programming time that would be required. The ROS system was also chosen as the community
has been widely documented. When the sensor data is run through the SLAM algorithms, it is easy to export
the raw map data from the SLAM algorithm as there is a built-in ROS program that was designed for that
specific purpose. Another reason why ROS was chosen is due to all the source code being open source. This
provides the opportunity to fix or alter any program if it was deemed necessary.
3.4 Ranging sensors
The array of sensors was mounted on a trolley that was wheeled manually around the room. The movement
introduces some run-to-run variation into the path; however, odometry data is captured with the motion-tracking
system during each circuit with the trolley. The array includes a variety of sensors, including IR ToF cameras,
stereo-vision-based depth cameras, and structured light ranging sensors. When experimental runs were being
conducted, the majority of the sensors were turned on, the only sensors that were turned off were sensors that
were found to interfere with each other. Experimental runs were conducted with sensors that do not interfere
with each other to avoid introducing artificial error.
As shown in previous research (Chan & Lichti, 2015; Chiabrando et al., 2010; Pascoal et al., 2008), nearly
all of the sensors require a warm up to reduce drift due to thermal instability. To avoid introducing this error,
all sensors were allowed to warm up for a minimum of 90 minutes before any data was collected.
3.4.1 Time-of-Flight pixels/sensors
3.4.1.1 The SPAD Sensor
The following lists the specifications of the SPAD sensor2:
• Resolution: 64 x 32 pixels
• Operating infra-red wavelength: 850 nm
• Horizontal Field of View: 40◦
• Vertical Field of View: 20◦
• Frame-rate: Up to 10,000 fps in continuous mode
Since the concept of the SPAD Sensor has arisen, there have been many proposed applications for this type
of sensor. Currently in literature, the SPAD sensor has been researched into:
• Biological Applications
Al-Rawhani et al. (2013) conducted a research project that utilised a SPAD sensor to detect autofluores-
cence in mammalian intestinal tissue.
2http://www.everyphotoncounts.com/files/Datasheet_64x32_SPAD_camera.pdf
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• Detecting and tracking objects
By using a SPAD sensor, Gariepy et al. (2015) developed a system that has the ability to detect and trace
objects that are hidden from plain view.
• Spectroscopy
Research conducted by Maruyama et al. (2012) was to determine if the SPAD sensor could replace the
standard (and extremely expensive) intensified charge-coupled devices (iCCDs) or streak cameras.
• Ranging
The primary advantage of SPAD sensor is the ability to generate 3D depth images, this makes it ideally
suitable for ranging applications. One such ranging research project was conducted by Niclass and Charbon
(2005).
During the initial preliminary SPAD Sensor testing, it was found that the SPAD sensor possessed some
errors in regards to the ranging data. Using a checkerboard and a known distance, the SPAD sensor would
provide a range value that is greater than the true value. Multiple other consequent tests to try and eliminate
or resolve the over-estimation of range data was subsequently inconclusive. Eventually, an engineer from the
manufacturer of the SPAD sensor, Politecnico di Milano, visited Australia and determined that the SPAD sensor
was improperly calibrated when it was shipped from Politecnico di Milano. To solve the over-estimation of the
distance issue, a new error curve was generated to calibrate the SPAD sensor and significantly reduce or remove
the over-estimation. After the new calibration curve had been implemented into the SPAD sensor, the distance
error was greatly reduced.
As the SPAD sensor is a scene capturing depth sensor, the data had to be converted to rotating laser data
in order for a fair comparison to be made with the rotating laser rangefinders. To convert the scene capturing
sensor data to rotating laser data, the depth data in the middle row of the 64 x 32 array was utilised. Sometimes,
to get a better distance reading, when scene capturing sensor data is converted to rotating laser sensor data, a
few rows in the middle of the array are taken and averaged against each other. However, since the other rotating
sensors cannot perform this averaging, the scene capturing data was not averaged over the rows. This process
was utilised in all scene capturing sensors. There are a few methods that can be utilised to send the depth data
to the SLAM algorithm.
• Sending the scene capturing data from a ROS node, then utilising another ROS node or nodelet to receive
the scene capturing data and then convert it to rotating laser data. This can be easily done however it may
slow down the SLAM algorithm slightly as the data needs to be handled twice by two different ROS nodes.
This does mean the data handling is modular and can be changed easily if something was to go wrong in
one of the nodes/nodelets. However, the time it takes for the scene capturing data to be processed through
the two nodes can slow down the SLAM algorithm.
• When the initial scene capturing data is processed through the ROS node, it can then be modified to
convert the scene capturing data to rotating laser data without having to utilise an extra node. This
means only one node is required to do the entire conversion from the scene capturing data to the rotating
laser data. This would reduce the amount of time needed to send the data from the node to the SLAM
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algorithm and reduce the amount of nodes required. However, it can make it difficult to fix an error if it
is present in the node.
3.4.1.2 SwissRanger 4000
The specifications of the SwissRanger 4000 is as follows3:
• Horizontal Field of View: 43◦
• Vertical Field of View: 34◦
• Operating infra-red wavelength: 850 nm
• Range: 9 m
• Accuracy: Up to 0.005 m
• Resolution: 176 x 144 pixels
Just like the SPAD Sensor, the SwissRanger 4000 operates on the indirect ToF principle (Chiabrando et al.,
2009). Similarly to the SPAD sensor, the SwissRanger 4000 utilises an illuminator to capture the scene capturing
images. The illuminator on the SwissRanger 4000 works on the 850 nm infra-red wavelength.
For this research study, two types of SwissRanger 4000 sensors were utilised. One was a SwissRanger 4000
(five-metre variant) while the other was a SwissRanger 4000 (nine-metre variant). After examining the initial
data for the SwissRanger 4000 (five-metre variant), it was found that the five-metre variant version had some
issues as the sensor was incorrectly adjusting the gain for changing scene brightness. When the sensor was
moving, the data was often over-saturated and the distance data was incorrect. To ensure that it was only the
SwissRanger 4000 (five-metre variant) that was having issues, the data was compared to the SwissRanger 4000
(nine-metre variant). When the data was compared, it was found that the nine-metre variant had no saturation
issues.
Figure 3.4: The Swis-
sRanger 4000.
To convert the data from scene capturing depth data to rotating laser depth data,
a very similar approach was taken to the way the SPAD scene capturing data was
converted. The middle row of the scene capturing distance data of the array was taken
and used for the rotating laser data. Again, the rotating laser data was not averaged
just like the SPAD data. To convert the data, all the conversion was done in a single
node in a very similar manner to reduce SLAM map generation time.
Due to the commercial availability of the sensor, the literature is rich with applica-
tions of the SwissRanger 4000:
• Metric surveys and ranging (Chiabrando et al., 2010)
• 3D reconstruction (Chiabrando et al., 2010)
• SLAM (Dryanovski, n.d.)
3http://hptg.com/industrial/
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3.4.2 Laser Rangerfinders
3.4.2.1 Hokuyo URG-04LN
The Hokuyo URG-04LN is a commercial rotating laser range finder that operates on the direct ToF principle4.
By using a rotating mirror and a laser, the Hokuyo URG-04LN is able to capture a two-dimensional slice of the
area the sensor is situated in. Due to its popularity in robotics, many people have developed software packages
that make it easier to integrate the Hokuyo into various operating systems, this includes the Robot Operating
System (ROS). The Hokuyo has been proposed in the following areas of research, due to its relatively low weight:
• SLAM on indoor Unmanned Aerial Vehicles (Alpen et al., 2012)
• Obstacle detection (Holz et al., 2013)
• Survey the forest (Chisholm et al., 2013)
• Underwater exploration (Cain & Leonessa, 2012)
3.4.2.2 LightWare SF-40
The LightWare SF-40 is a commercial two-dimensional rotating laser scanner that operates very similarly to the
Hokuyo5. It is a cheap sensor that has been advertised for use in Unmanned Aerial Vehicles. It operates on the
direct ToF principle as well. As the LightWare SF-40 is very similar to the Hokuyo, the applications are almost
the same as the Hokuyo.
• SLAM on indoor Unmanned Aerial Vehicles
• Obstacle detection
• Collision Avoidance
3.4.2.3 Velodyne Puck
The Velodyne Puck is another laser scanner that operates similarly to the LightWare SF-40 and the Hokuyo
URG-04LN. However, unlike the other two-dimensional rotating laser scanners, the Velodyne Puck is considered
a three-dimensional scanner. This is due to the Velodyne possessing more than one laser. The Velodyne Puck
possesses a total of sixteen lasers that are positioned at different angles. Each laser is angled at approximately
2◦. Since the Velodyne Puck is heavier and more costly than the LightWare SF-40 and the Hokuyo URG-04LN,
it is not heavily utilised in the community due to its weight and cost but it is still common due to its accuracy
and the low power consumption. The Velodyne uses a principle similar to the direct ToF principle, but the exact
specifics are not known due to the commercial confidentiality of the product6. Since the Velodyne is similar to
the Hokuyo and the LightWare, the applications are very similar as well.
4https://www.hokuyo-aut.jp/02sensor/07scanner/urg_04ln.html
5http://www.lightware.co.za/shop/en/scanning-and-obstacle-detection/45-sf40c-100-m.html
6http://velodynelidar.com/vlp-16.html
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• 3D reconstruction
• SLAM on indoor Unmanned Aerial Vehicles
• Obstacle detection
• Collision Avoidance
Since the Velodyne possessed multiple rotating laser sensors, the data generated was very similar to a scene
capturing sensor. However, to convert the Velodyne data to single rotating laser sensor data a variety of ROS
nodes had to be utilised to convert the proprietary Velodyne data. The nodes utilised were:
• velodyne_pointcloud7. This node was able to decode the Velodyne packet data and convert them into a
point cloud. The point cloud allows the Velodyne data to be visualised in ROS and RViz. Once the data
is converted to point cloud data, it can then be converted to 2D data.
• pointcloud_to_lasercan8. This node allows the conversion of 3D point cloud data to 2D data. Once the
data has been converted to 2D data, it can then be utilised by the SLAM algorithms to generate a 2D
map.
Although the Velodyne data is initially very large, after it has been processed through the nodes and converted
to rotating laser data, the converted data had a considerable lower data size. Since the Velodyne data had to
be processed through two nodes, it took longer for the SLAM algorithm to generate the map.
3.4.3 Stereo Vision/Structured Light Sensor
3.4.3.1 Microsoft Kinect V1
Figure 3.5: The Microsoft Kinect
depth camera.
The Microsoft Kinect, seen in Figure 3.5, is a commercially available sys-
tem that can be used to create depth maps and to control the altitude of
a multi-rotor (Stowers et al., 2011). Inside the system, a proprietary light-
ing technique is used which utilises infra-red light to illuminate a scene.
Although the technique is not directly stated by Microsoft, the Microsoft
Kinect V1 utilises a special Infra-red Depth sensor pattern to determine the
distance. That is, the infra-red emitter emits several infra-red beams in a
pattern to determine the distance. When the infra-red depth sensor receives
the infra-red beams, it will then calculate the distance9. The Kinect uses a monochrome CMOS camera and
another RGB camera to capture images. With a horizontal field of view of 57◦and a vertical field of view of 43◦,
the Kinect can achieve accuracies up to 1-4 cm and has a frame rate of 10 Hz (Obdrzalek et al., 2012, Stoyanov
et al., 2013). Although the sensor is inexpensive in comparison to other depth cameras, the Kinect camera is
easily affected by external light and reflective objects (Beltran & Basañez, 2014).
7http://wiki.ros.org/velodyne_pointcloud
8http://wiki.ros.org/pointcloud_to_laserscan
9https://msdn.microsoft.com/en-us/library/jj131033.aspx
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The Microsoft Kinect data, just like the SwissRanger and SPAD data, provided depth data. To convert the
scene capturing depth data into rotating laser data, the ROS node depthimage_to_laserscan10 was utilised.
This node examines incoming depth data and takes a horizontal line along the depth image at a specified height.
The horizontal line will go across the entire depth image to match the same horizontal field of view as the original
depth image. The horizontal line is then published out as rotating laser depth data which can then be utilised
in SLAM algorithms.
3.4.3.2 Intel RealSense R200
The Intel RealSense R200 is a commercially available scene capturing sensor that operates on a structured light
principle. Due to commercial confidentiality, not much is known about the exact principle it uses. Due to its
relatively small size, low power requirements, and the relatively low cost has made it a very popular choice in
robotics since its release11.
The Intel RealSense R200 provides distance data in the form of scene capturing depth images. The scene
capturing depth images have a very large data size and can often take a while to load and convert to rotating
laser depth data. To convert the scene capturing depth data to rotating laser depth data, the same ROS node
was used when the Microsoft Kinect scene capturing depth data was converted to rotating laser depth data.
When the RealSense data was converted from scene capturing to rotating depth data, it was noted that the file
size for the data was severely reduced. When the data size was reduced, the data was processed faster through
the SLAM algorithm and reduced computing time.
3.4.4 Confidence in data
With some of the sensors utilised in this study, the sensor was able to provide an estimate of how confident
it was in each distance measurement. For example, if the sensor calculated that it had a low confidence level
in a specific reading, the confidence number that it calculated for that specific reading would be low. This
information is useful for SLAM, because ranging measurements that are likely to be incorrect can be ignored.
The sensors used here that had confidence data were:
• SwissRanger 4000 (9 metre)
• SPAD Sensor
Each sensor had a different way to measure confidence.
3.4.4.1 SwissRanger 4000 (9 metre)
The SwissRanger camera outputs a confidence value between 0 and 65536 for each pixel. We filtered out all
points below 12816 as this was found to greatly improve the quality of the SLAM result.
10http://wiki.ros.org/depthimage_to_laserscan
11http://click.intel.com/intel-realsense-developer-kit-r200.html
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3.4.4.2 SPAD Sensors
To calculate the confidence data in the SPAD sensor, the amplitude data was divided by the background data
for each pixel, effectively giving a signal-to-noise ratio. Then using the same filtering method that was employed
for the SwissRanger, the unwanted data was removed.
3.4.5 Time synchronisation
During data acquisition in the main experiment, an issue of how time would be synchronised with numerous
laptops arose. Numerous laptops had to be utilised due to an insufficient number of USB ports on any single
laptop. For some experimental runs, up to seven different sensors were simultaneously recording data at the
same time and this did not include the Optitrack System that was also utilised to record Odometry data. To
timestamp and synchronise the data, a Network Time Protocol (NTP) server was utilised. The NTP server was
installed on all the laptops and computers utilised in the experiment. Before any of the data was recorded before
the experimental runs, each computer re-synchronised the NTP server to ensure that all the laptops will time
stamp the data correctly. It is vital to time stamp the data so that the odometry data and the ranging sensor
data can be matched and then input into the SLAM algorithms.
3.5 Data Collection procedure
Data was collected as the sensor trolley moves along the path shown in Figure 3.3. The black line shows the path
the trolley took throughout the room. The trolley was not software controlled nor commanded to follow an exact
path for every experimental run. In fact, the trolley was manually pushed through the room. Manually pushing
the trolley will result in some minor inconsistencies in the paths over repeated experiments. However, due to the
complexity and time consumption of building a robot that would be able to follow an exact path multiple times,
the manual approach was chosen. To minimise the amount of error that can occur, due to incorrectly following
the same path, the exact path the trolley was to take around the room was marked with tape on the ground.
3.6 SLAM algorithms
For this study, three SLAM algorithms are utilised. These algorithms are Gmapping, Hector Mapping, and
KartoSLAM. These particular algorithms were chosen due to their utilisation of different techniques but also
their availability in the software community. Choosing SLAM algorithms that utilise different techniques was
considered important as it would provide insight into how each SLAM algorithm technique would perform with
different sensors and give us an opportunity to determine optimum sensor and SLAM algorithm combinations.
In regards to the availability of the SLAM algorithms, it was vital that the SLAM algorithms were available to
everyone for free (open source software) as it was deemed unnecessary to examine SLAM algorithms that others
could not utilise if the SLAM algorithm was proprietary.
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3.6.1 Gmapping
Gmapping is a SLAM algorithm that is readily available in ROS12(Grisetti et al., 2007,Grisettiyz et al., 2005).
It is a SLAM algorithm that is based on the Rao-Blackwellized Particle Filter and is used frequently in the ROS
community. The Gmapping algorithm utilises a scan matching algorithm alongside the particle filter to assist in
mapping in case data from the odometry sensors contained error. Gmapping is a 2D SLAM algorithm that utilises
data from odometry sources and ranging sensors to generate occupancy grid maps. Scene capturing sensors can
be implemented into Gmapping but the data must be converted to rotating laser data before Gmapping can
utilise the information. Since Gmapping uses scan matching and particle filters, a lower number of particles are
needed to generate maps (Santos et al., 2013, Quigley et al., 2010). Since the Gmapping algorithm is widely
available to anyone in the community, there is more than adequate documentation on parameters that can
be changed in the algorithm. Gmapping utilises a resampling method to perform loop closure. Some of the
parameters that can be altered are listed below:
• Iterations. The amount of iterations the scan matcher will conduct
• Particles. The amount of particles that will be utilised in the particle filter
• srr. The translational odometry error as a function of translation
• srt. The translational odometry error as a function of rotation
• str. The rotational odometry error as a function of translation
• srr. The rotational odometry error as a function of rotation
• minimumScore. The minimum score that the scan matcher will deem as a good match on the scans.
For the purpose of this study, the number of particles and the number of iterations was kept constant at
recommended values. Odometry error values were altered appropriately for the various odometry error scenarios.
One of the downsides of Gmapping is the fact that there appear to be no parameters that take into account
a value for errors present in the ranging sensor. This can affect the performance of the algorithm as there will
always be some kind of error in the ranging sensors. Another downside of the Gmapping SLAM algorithm is
that it can take a significant amount of processing power to run the algorithm. Since Gmapping is a particle
filter based algorithm, and each particle represents an entire map, with an increasing amount of particles more
processing power is required.
3.6.2 Hector Mapping
Hector Mapping, also known as HectorSLAM, is a 2D scan matching algorithm that has been implemented
into the Robot Operating System (ROS)13(Kohlbrecher, Meyer, et al., 2011) that generates occupancy grid
maps. As opposed to many SLAM algorithms available in ROS, Hector Mapping does not require the use of
odometry data as it is based purely on scan matching to estimate the pose of the robot. The scan matching
12http://wiki.ros.org/gmapping
13http://wiki.ros.org/hector_mapping
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algorithm that is utilised by Hector Mapping is based on the Gauss-Newton approach (Kamarudin et al., 2014,
Kohlbrecher, Von Stryk, et al., 2011). Hector Mapping also has a unique feature where it does not possess any
loop closure methods, however, it has still shown the ability to recognise and close loops in different situations.
An example of the loop closure abilities of Hector Mapping can be seen in Figure 2.1, where it can be seen that
the algorithm recognised it had done a loop around the area. Although it isn’t commonly used in the community
in comparison to other available SLAM algorithms, it has been noted by Kamarudin et al. (2014) that due to
the low computational requirements it is a good SLAM algorithm to implement on unmanned vehicles.
In ROS, only a few parameters can be altered. The available list of parameters that can be changed are
listed below:
• map update distance thresh. This parameter is a certain distance that the robot must move before the
map will update.
• map update angle thresh. This parameter is a certain angle the robot must rotate before the map will
update.
As Hector Mapping does not require odometry data and is based on scan matching, the processing power
required to run Hector Mapping is relatively low. It is stated by the creators of Hector Mapping14 that it has
been designed for use in unmanned vehicles and where the processing power required is low.
3.6.3 KartoSLAM
KartoSLAM is a Graph-based SLAM algorithm that is readily available in ROS15,16 that generates occupancy
grid maps. It utilises a Sparse Pose Adjustment for scan matching and loop closure detection and has the ability
to change the loop closure parameters. The ability to adjust the loop closure parameters has not be seen in
other previously mentioned ROS SLAM algorithms. The parameters that can be adjusted, and are relevant to
this study, are:
• Distance variance penalty. This parameter is the parameter that tells the algorithm how much to deviate
from the odometry, in regards to distance, when scan matching is employed.
• Angle variance penalty. This parameter is the parameter that tells the algorithm how much to deviate
from the odometry, in regards to angle rotations, when scan matching is employed.
• Link scan maximum distance. This parameter is the maximum distance between scans.
• Loop match minimum chain size. This parameter is in regards to the minimum about of scans that must
be linked together before loop closure is detected.
• Loop match maximum variance coarse. This parameter relates to the co-variance values that makes it
possible for loop closure. If the co-variance is lower then the set value, it is possible to conduct loop
closure.
14http://wiki.ros.org/hector_mapping
15http://wiki.ros.org/karto
16http://docs.ros.org/jade/api/nav2d_karto/html/classkarto_1_1OpenMapper.html
49
• Loop search space smear deviation. Values in the X and Y use this smear to generate a smoother response.
The scan matcher utilises this to assist in loop closure.
3.7 Odometry error
Odometry error is commonly encountered in all types of sensors that provide odometry data. To compensate for
these errors, error models have been developed to try and understand the errors that are occurring (Shin, 2006,
Barshan & Durrant-Whyte, 1995). There are two common types of uncertainties that can occur in odometry,
noise and odometry drift.
3.7.1 Odometry Noise
As discussed in Section 2.5.4.2, odometry noise is present in all sources of odometry. Since it is present in all
odometry sensors, it is logical to conduct an experiment which involves simulation of odometry noise. For this
experiment, the chosen noise value is loosely based on the values Woodman (2007) obtained from characterising
an Xsens Mtx sensor. The noise that is introduced into the SLAM algorithm was a Random Gaussian noise
with a translational noise of 0.131 m/s and 0.0013 rad/hr in rotation.
3.7.2 Odometry Drift
Odometry data that has been polluted with drift is one of the most common errors that is encountered with
SLAM algorithms and odometry sensors. As discussed in Section 2.5.4.1, odometry drift is an error where
the sensor slowly “drifts” away from its true value due to noise that has been double integrated. In SLAM
algorithms, this can be problematic as SLAM algorithms rely on the odometry to predict where the system is
moving. If the odometry data has been polluted with drift, the SLAM algorithm may generate a map that is
non-representative of the true environment. The map that has been produced could appear more elongated, or
warped, compared to the true environment. This is why it is critical to conduct experiments, where odometry
drift has been simulated, to identify the effects that odometry drift has on a SLAM algorithm. For this research
project, since we are only interested in the mapping aspect of SLAM algorithms (as opposed to the localization),
only the maps generated by the SLAM algorithms are analysed. The amount of odometry drift that is introduced
into the data was 0.699 m/s/√hr and 0.0809 rad/√hr. These values were chosen based on the characterisation
that Woodman (2007) conducted on an Xsens Mtx sensor. Choosing a value based on a characterised sensor
would provide a realistic result without having to actually implement the sensors into the system.
3.8 Simulation Setup
As stated in Section 2.6, the second research question refers to a simulated environment to analyse sensor
limitations. A simulation was created to answer this research question as it could generate nominally perfect
ranging data which could be used to analyse the effects the limitations had on the mapping capabilities of SLAM
algorithms. Using data obtained from the real sensors, it was impossible to alter the data to include varying
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limitations, this is why a simulation was utilised. With the simulation, we can alter the simulated sensor to any
limitation that was desired.
To setup up the simulation environment, the software package called Matlab was utilised. To create an
accurate virtual environment of the room the vector file of the recorded actual room was utilised. This vector
file contained vectors of where each wall/object was placed in the actual test area. Once the vector file had been
processed into Matlab, the simulated robot had to be set up. The simulated robot would have a simulated sensor
that matches the key parameters of the sensors used in the actual test. This included what path it had to take
around the room, the parameters it would have, and which parts of the room it had to detect. To determine
the path it had to take around the room it was deemed that it would need to take the same path that the
trolley took around the actual test area. This was possible as the Optitrack data, that recorded the path taken
around the actual test area, could be imported into Matlab. Utilising the actual Optitrack data meant that
the simulated robot was able to replicate the actual test that was conducted in the test area. The path that
was chosen is the path that is shown in Figure 3.3. To determine which parameters the simulated robot should
possess all the parameters were discussed. After discussion, it was determined that the crucial features that the
simulated sensor should replicate were the FoV/FoR, the angular resolution, and the rotation rate/refresh rate.
These features were dubbed the “limitations” of the sensor. The following list displays all the sensors that were
chosen to be simulated:
• A nominally perfect sensor
– This simulated sensor would match the FoV/FoR with the greatest FoV/FoR in the variety of sensors
utilised in the actual experiment.
– The sensor would then have the highest possible angular resolution that was present in one of the
utilised sensors
– Lastly, the rotation rate would be matched with the best possible rotation rate/refresh rate that was
present in the sensors
• Hokuyo URG-04LN
• The SPAD Sensor
• SwissRanger 4000
• LightWare SF40
• Intel RealSense
• Velodyne Puck (Normal)
• Velodyne Puck (Lite)
• Microsoft Kinect V1
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When the sensors were being simulated and processed through the mapping algorithms, the simulated lim-
itations would be incrementally implemented. This was conducted to examine the effects each feature has on
the overall map. This helps to determine which limitations can cause the SLAM algorithm to fail in regards to
its mapping capabilities.
For the simulation, the SLAM algorithms would process the data like it would process data from real sensors.
This way the SLAM can generate maps of what the real sensors should have seen under ideal conditions. The
SLAM algorithms used are the same algorithms that were used in the previous experiment (Gmapping, Hector
Mapping, and KartoSLAM).
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Chapter 4
Development and Evaluation of Map
Quality Metrics
Within this chapter is an in-depth explanation of the various occupancy grid map quality metrics that are utilised
in this thesis. These metrics refer to the third research question (stated in Section 2.6), but are being explained
before the experimental chapters as it is vital to understand the metrics and the results that were generated
in Chapter 5. How each metric works will be explained in this chapter as well as the alignment method that
was utilised to align the ground truth map and the SLAM generated map. The three map quality methods
analysed in this study consists of one method that was found in the current literature (the Santos Metric) and
two methods that were created for this thesis (the Reversed Santos Metric and the Minimum Map Metric).
These metrics are explained in Section 4.1, 4.2, 4.3.
Also included in this chapter are discussions on the different types of map errors that were encountered and
how each map quality metric analysed that error. These types of error include maps which contain: noisy data,
multi-pathing errors, ghost maps, and skewed maps. This chapter will also look into a leaderboard result where
the amounts of error detected in the maps (by each map quality metric) will be ranked from one to eight. The
ranking system will help us to determine how different the map quality metrics are.
4.1 Santos Metric
To compare the ground truth map to the SLAM generated maps, the method Santos et al. (2013) proposed was
utilised. Santos et al. (2013) created the method in Matlab and used the knnsearch function. Knnsearch operates
based on the nearest neighbour principle. This principle will find the nearest data point to a point of interest
and then calculate the distance between the two points. This process will then be repeated until the nearest
neighbours are found for all the points of interest. Then the distances between the points will be averaged over
the total points of interest. An example of this can be seen further in Figure 4.1. In Figure 4.1a), there is a
random scatter plot (green data points) and a single interested data point (blue data point). The knnsearch
function can find the distance between the single data point of interest and the nearest data points (the red lines).
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Figure 4.1: a)A random scatter with the blue data point being the
point of interest. b)The data point of interest with the knnsearch
showing the nearest data points with the green arrows.
This principle of finding the nearest neigh-
bour can be applied to the principle of
comparing maps. Specifically, occupancy
grid maps where the maps are divided
into the cells. This is why Santos et
al. (2013) utilised this process to compare
maps. Santos et al. (2013) was able to use
the method effectively as the maps gener-
ated were all high quality and resolution
due to the SLAM maps being simulation
based. To aid the knnsearch further, in this
thesis, an alignment was conducted to en-
sure the maps were aligned with each other
(this is explained further in Section 4.4).
That is, the SLAM generated map would
be rotated and translated so that it could
be aligned to the ground truth map, this
meant that the ground truth map would
find the nearest point/s in the SLAM gen-
erated maps. If the maps were not aligned together (i.e. one was rotated 90 degrees to the other) the overall
error would be significantly greater then what it should be. The alignment was conducted to find the optimum
position, for the SLAM generated map, to be in so that the overall error is the lowest.
Figure 4.2: Extra data points that could be
seen from the ranging data.
When the Santos Metric was utilised in this research project,
it was found to misinterpret some of the maps that were gener-
ated. As our SLAM maps were generated with actual ranging
sensor data, it was found that some maps possessed an extremely
high number of data points. This can be seen in Figure 4.2 where
the blue data is the ground truth and the green data is the rang-
ing data. When there was an excess amount of extra data, like
seen in Figure 4.2, the Santos Metric provided a low error value.
Though some maps had extra data points outside the area of in-
terest, the objects inside the area of interest were accurately mapped. This can be viewed as a good map since
the internal features are mapped correctly. However, dependent on the mission, the determination of the excess
data points can change. For this thesis, the mission was to map the internal features of the room which is why
data on the outside of the room was deemed as “noisy” or excess data. The Santos Metric would often value a
“noisy map” with a lower amount of error then a map that is seen as more “clean” and accurate, this can be
seen in Figure 4.3.
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Figure 4.3: The comparison between the SPAD Sensor(a) and SwissRanger map(b) that was generated with
KartoSLAM. As it is shown, the SPAD Sensor map has a high degree of scatter but the Santos Metric evaluated
the map with a lower score then the SwissRanger map which evidently had a lower degree of scatter.
4.2 “Reversed Santos Metric”
Since the first map quality metric generated by Santos et al. (2013) was limited in its capabilities to compare
maps, a second metric was created. The Reversed Santos Metric is similar to the Santos Metric, in regards
to finding the nearest neighbour, however, the Reversed Santos Metric takes an occupied cell in the SLAM
generated map and finds the nearest occupied cell in the ground truth. The reversed of what the Santos Metric
was doing (the Santos Metric takes an occupied cell in the ground truth and finds the nearest occupied cell in
the SLAM generated map, as explained in Section 4.1). To align the maps, the method utilised is described in
Section 4.4. When the second method was utilised to compare the quality of maps the “noisy map problem”
that appeared in the Santos Metric was resolved. For example, a clean map actually had a lower amount of error
while a noisy map had a higher amount of error. An example of this can be seen in Figure 4.4. This attempt at
creating a map quality metric for this research project was seen as a way that solved an issue that was present
in the Santos method, however, another problem still persisted. The problem being that data points outside the
area of interest (or mission) were still being taken into account in the overall error value.
4.3 “Minimum Map Metric”
The third method that was utilised involved observing the SLAM generated map and applying an algorithm
to remove excess data points. Initially, the maps generated by SLAM algorithms can have excess data points
outside the area of interest. These data points do not make much difference to the use of the map since they
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Figure 4.4: The comparison between the SPAD Sensor(a) and SwissRanger map(b) that were generated with
KartoSLAM. As it is shown, the SPAD Sensor map is more messy and the Reversed Santos Metric evaluated
the map with a higher score then the cleaner SwissRanger map.
are not inside the area of interest. That is, when a sensor looks at a room it is logical to expect that the closest
distance that the sensor observes is what the robot should perceive as an obstacle. The closest, or minimum,
distance that is observed should be taken since if the robot system is moving it is safer to assume the closest
distance so that the robot does not crash into that obstacle. Taking the minimum distance is safer then taking
the maximum distance because there is a chance for the robot to collide with the actual obstacle if the maximum
distance is utilised. The minimum distance can be considered as a safety net that can allow the robot to navigate
safely with SLAM. The Minimum Map Metric algorithm that was used in this study is dependent on the path
the trolley took around the room. Since the path was through the inside of the room, the Minimum Map Metric
was designed to be interested in the closest data points to the inside of the room. However, if a system was taking
a path around the outside of the room, the Minimum Map Metric would be slightly different. A path around the
outside of the room would not be interested in data points closest to the inside of the room, instead it would be
interested in data points furthest away to avoid hitting obstacles. This safety factor logic is utilised in creating
the Minimum Map Metric. The one downside to this method is that it is rarely feasible with real-time data as
a ground truth is rarely known. This metric was designed with the idea of analysing maps after they have been
generated. The post processing of data would then allow a best sensor and SLAM algorithm combination as it
the map generated can be compared to the actual known ground truth.
When the SLAM generated map is compared to the ground truth, there can be an abundance of data that is
not required. The only data that is required for our map comparison is the most inner (or closest) data points
to the inside of the map). The ground truth is vital since it is used as a comparison to determine the quality
of the map. In some cases, it is a maximum distance that needs to be taken, such as obstacles in the middle of
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the room. For obstacles, it is safer and logical to take the size of the object to be greater then what they are
expected to be. The map quality method of using the Minimum Map Metric was implemented based on the
following steps:
1. The SLAM generated map was imported into Matlab, at the correct resolution, in rasterised form.
2. The Ground Truth map would be imported into Matlab in rasterised and vector form.
3. The maps are then overlaid and aligned with each other using the alignment method in Section 4.4.
4. Next, the perpendicular line to each vector line in the ground truth map would be calculated at a specified
increment. The closest occupied cells from the SLAM generated map, along the perpendicular lines, would
be found. This can be seen in Figure 4.5 where the green circles are the occupied cells from the SLAM
generated map, the blue line is the ground truth, and the black circles are the closest occupied cells to the
perpendicular line.
5. Then, of all the occupied cells chosen, only the occupied cells closest to the inside of the map would be
selected (Figure 4.5).
6. If there are any sections of the room that were not detected by the sensor, and it should have (e.g. a wall),
the Minimum Map Metric will sum up the amount of data points that could be matched. That is, it will
tally the amount of ground truth data points that could not be matched to a occupied cell in the SLAM
generated map.
7. Once all the closest data points had been determined, the total amount of error in the map would be
calculated using Equation 4.1. An example of inside and outside data points utilised for the calculation
can be seen in Figure 4.5. The amount of un-matchable ground truth data points will also be outputted
by the Minimum Map Metric.
Amountoferror(metres/pixel) = (Penaltyin∗( nin
ntotal
∗distancein))+(Penaltyout∗( nout
ntotal
+distanceout)) (4.1)
Where:
• nin = Number of occupied cells on the inside of the map.
• nout = Number of occupied cells on the outside of the map.
• ntotal = Total number of occupied cells utilised (nin + nout).
• distancein = Total sum of distance between the occupied cells on the inside to the matching occupied
cells.
• distanceout = Total sum of distance between the occupied cells on the outside to the matching occupied
cells.
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Figure 4.5: How the Minimum Map Metric chooses the closest occupied cell.
• Penaltyin = A chosen value to bias the cells on the inside of the cell with a greater amount of error.
• Penaltyout = A chosen value to bias the cells on the outside of the cell with a greater amount of error.
The penalty numbers are there to place a bias on either the inside or outside data points, whichever is needed
based on the situation. A bias can also be placed on the total un-matchable ground truth data points and added
to the Minimum Map Metric score if needed.
This Minimum Map Method removes many of the excess data and solves the issue of removing data points
that could not be compared to. It essentially removes all the excess data and only keeps data that can be
matched to a point on the ground truth. Making the data points almost exactly 1:1 in regard to the ratio of
data points in the SLAM generated map to data points in the Ground Truth map.
4.4 Alignment Method
To compare the quality of the maps, the ground truth and SLAM generated map had to undergo an alignment
step. For this thesis, the maps would be aligned using the fminsearch function that was available in Matlab. The
fminsearch function is designed to take in a function and a starting point and then it tries to find the minima of
the function. The minima is found by adjusting the values, starting from the starting point, until the result of
the function cannot be reduced any more. For this study, the fminsearch was passed a map to rotate and another
map would remain stationary. Then it would rotate and translate the map in question till the distance error
between the occupied cells of the map and the stationary map could not be reduced anymore thus producing
the “optimal” map alignment.
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4.5 Results
In this section, we observe how the different map quality metrics value the amount of error in the maps produced
by the SLAM algorithms and sensor combinations. The results section also provides insight into how the different
metrics value the same maps and whether some metrics are better suited for specific types of map error. For
example, if a noisy map is encountered the Reversed Santos Metric may evaluate the amount of error present
with a more suitable value then the Santos Metric. This section analyses and discusses results from real sensor
experimental data and simulation data.
4.5.1 Real Sensor Data
Table 4.1: Leaderboard showing the order, with one being the lowest, in which the metrics valued the maps with
the lowest amount of error. These results are based on the average amount of error of the maps
Gmapping (Nominally Perfect Odometry)
Santos Metric Reversed Santos Metric Minimum Map Metric
1 RealSense Hokuyo LightWare
2 Hokuyo SwissRanger Hokuyo
3 LightWare Kinect SwissRanger
4 SwissRanger LightWare RealSense
5 Kinect RealSense Kinect
6 SPAD Sensor Velodyne Normal SPAD Sensor
7 Velodyne Lite Velodyne Lite Velodyne Normal
8 Velodyne Normal SPAD Sensor Velodyne Lite
As stated in earlier in Chapter 4, there was a total of three map quality metrics. Shown in Figure 4.6 is an
example of how differently the map metrics rated the maps produced by the eight various sensors and Gmapping.
Utilising the alignment method discussed in Section 4.4, the Reversed Santos, and Minimum Map Metric was
able to generate usable values. Even though the Santos Metric was one of the only few existing methods in
literature, in this research it was found to be misinterpret the quality of maps. As shown in Figure 4.6 the
results of the average amount of error present in each Gmapping map, as evaluated by the Santos Metric can be
observed. Based on the results from the Santos Metric, it can be seen that there are a few anomalies.
One example is when the results from Gmapping and the Santos Metric are inspected, the Santos Metric
values the Intel RealSense R200 with a low amount of error while the Hokuyo was rated with a higher amount
of error, this can be seen in Figure 4.7a) and c). The RealSense produced a map that contains noise error (all
the excess data on the outside of the map) and also missing data (parts of the room were not detected, this
is discussed in detail in Section 4.6) while the Hokuyo map was very clean and contained zero visible errors.
This shows that the Santos Metric clearly misinterpreted the amount of error that is present in the maps. The
Reversed Santos Metric was able to remedy this issue and value the appropriate amount of error present in the
map (The RealSense was valued with a greater amount of error then the Hokuyo). The Minimum Map Metric
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Figure 4.6: Comparison between the map quality metrics.
was also able to analyse the maps further by removing the excess data which were not in the area of interest.
Comparing the amounts of error, from the Reversed Santos and Minimum Map Metric, in Figure 4.7c) it can
be seen that the excess data did alter the result of the Reversed Santos Metric. As explained in Section 4.3, the
Minimum Map Metric removes excess data and only utilises the closest data to the inside of the map. When
the excess data was removed from the RealSense map, the amount of error is similar to the amount that was
detected in the Hokuyo map. This is evidenced further when the LightWare map (Figure 4.7b)) is inspected.
When the Reversed Santos analysed the LightWare map, the amount of error present was almost three times
greater then what was detected in the Hokuyo map. This high error amount is due to the LightWare map
containing ghost map errors around the outside of the map. While the outside of the map contained errors, the
inside of the map was represented accurately. Since the Reversed Santos Metric takes the occupied cells from
the SLAM generated map and finds the closest occupied cell in the ground truth (As explained in Section 4.2),
the outside occupied cells in the SLAM generated map can be up to half a metre away from the ground truth.
When the nearest neighbour is found, and the distance is added to the average, the amount of error is greater.
While this result is still representative of the map since it did take into account the ghost map, it is still unfairly
characterising the map as the inside of the map is the main area of interest. To remove the effects of the data
on the outside of the map, the Minimum Map Metric was developed and the results show that the method is
analysing the maps as intended. This is also shows that there is no definitive metric that will accurately compare
all types of maps which contain a variety of maps. In this case, the Minimum Map Metric was able to compare
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Figure 4.7: Comparison between the maps generated with all the sensors and Gmapping. The amount of error
from each metric is included in each map (Note: The error shown here is not the average). The units for error
is in metres.
the maps better then the Reversed Santos. However, there is still a need for future work to further investigate
other potential methods, e.g. getting “experts” to determine the quality of maps and then comparing it to the
61
ranks in the leaderboard of the metrics, as shown in (Wild et al., 2018).
Observing the RealSense and Hokuyo maps again (Figure 4.7a) and c)), the Reversed Santos Metric analysed
the RealSense map with an error of 0.2428 metres while the Hokuyo map was valued with 0.0642 metres of error.
When the Minimum Map Metric removed all the excess data outside the area of interest and analysed the
occupied cells closest to the inside of the map, the difference in the maps was not as great. The Minimum
Map Metric valued the Hokuyo and the RealSense with 0.0838 metres and 0.0895 metres of error. These values
are more representative of the inside of the map where it can be seen that the Hokuyo was able to capture
the internal objects clearly while the RealSense had some minor issues of the internal objects being slightly
deformed.
When the map generated was slightly deformed, all the map metrics were able to detect this error and provide
an appropriate error value. The SwissRanger and Microsoft Kinect produced maps that were slightly deformed
(Figure 4.7d) and e)), and this was reflected in the values provided by the Reversed Santos and Minimum Map
Metric. Another interesting thing to observe about the SwissRanger map is that a section of the room was also
missing, that is the sensor did not detect that part of the room. This can be seen at x = 0m and y = -4m. This
is particularly interesting as it affected the result that the Reversed Santos Metric produced. The Microsoft
Kinect and SwissRanger are both very similar in the amount they are deformed, however, the Reversed Santos
produced results that were very different. The SwissRanger was valued with almost half the amount of error
that was detected in the Kinect map. The Minimum Map Metric, on the other hand, produced results that
showed the SwissRanger and Kinect maps were similar. As described in Section 4.3, the Minimum Map Metric
can detect that part of the room, that was not detected by the sensor, and can introduce an error into the total
amount to account for that missing area. When the final error amounts are compared, the Microsoft Kinect
produced a map with slightly less amount of error then the SwissRanger. This is representative of the Kinect
map did not have any missing sections like the SwissRanger map had. The values generated by the metrics were
all placed on a leaderboard to show how each metric valued the maps differently.
As shown in Figure 4.8, different parts of the Minimum Map Metric are displayed. The parts that are
displayed show how much of the map was inside, outside, and could not be matched in the SLAM generated
map. This data is shown as it is important to show how it is difficult to provide a concrete solution to penalising
missed data points. Depending on the scenario, the missed data points can be penalised heavy or not at all. For
example, if the robot system utilised multiple rotating laser range finder or scene capturing sensors, the missing
data would be penalised less as there are sensors that could possibly detect where some sensors cannot (e.g.
a scene capturing sensor may not be able to observe a wall whereas the rotating laser will be able to). Some
scenarios include:
• If the robot SLAM system was exploring only outdoor environments with one rotating laser/scene capturing
sensor. In this scenario, outside would be defined as data that is outside a building while inside would be
defined data that is detected inside the building. In this case the inside and missed data sections in the
Minimum Map Metric would be penalised. The inside part would be penalised as it is un-desireable for the
robot to hit a wall, if it utilises the data that is detected inside a building, it will hit an invisible wall (e.g.
it will hit a wall that it thought was further away). The missing data is penalised as there is no secondary
sensor that could check if it is indeed missing data or an actual area where no data is meant to be.
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• If the robot was exploring both indoor and outdoor environments with only one rotating laser/scene
capturing sensor. In this scenario it would be difficult to determine whether the inside or outside should
be penalised as the robot is exploring both environments. For this situation the robot path needs to be
known and the Minimum Map Metric would need to be modified so that it could take into account its
relative position. The missing data would be the only section that would be penalised and this is due to
the use of only one sensor
• If the robot was exploring indoors while utilising multiple sensors. Here the outside data would be penalised,
since the robot will want to avoid hitting an invisible wall. The missing data will not be penalised as there
are redundant sensor systems that would be able to check areas which are mis-detected by some sensors.
Figure 4.8: The Minimum Map Metric results with the score split into the inside, outside, and missed data point
scores. This is done to show the reader how much each sensor was affected by inside/outside data points. It
is up to the reader to determine which part of the overall score they want to place more penalty on for their
situation.
To further show that the metrics all valued the maps differently, the average amount of error for the SLAM
generated maps were placed on a “leaderboard”. Shown in Table 4.1 is the leaderboard which ranks the average
error values from the maps generated by that sensor and SLAM algorithm. The lowest average amount of error
is ranked with a one while the highest amount of average error is ranked as eight. The Santos and Reversed
Santos Metrics ranked the maps in a different order showing that all three metrics analysed the maps differently.
While the Santos Metric has shown to produce dubious results, with the RealSense map being ranked with
the lowest amount of error, the Reversed Santos Metric can also be observed to misinterpret maps with the
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SwissRanger map being placed with the second lowest amount of error. The Minimum Map Metric improved on
the limitations of the Santos and Reversed Santos Metrics and was able to generate a representative leaderboard
with the maps containing the least amount of error being placed first and maps with the most error placing last.
As the analysis continued and the odometry polluted with noise was analysed with the metrics, many of the
maps that could be generated showed similar map errors to what was seen with the nominally perfect odometry
runs. That is stretched, ghost maps, missing data, and multi-pathing errors were seen. As shown in Figure
4.9, Gmapping was able to generate maps with 6/8 sensors, this was the most successful SLAM algorithm and
is later discussed in Section 5. The success of the SLAM algorithm to generate maps is also translated to the
amount of errors that was detected in the maps by the metrics. The Santos, Reversed Santos, and the Minimum
Map Metric all analysed the maps with a similar amount of error and a similar amount of variance as well. To
determine the difference between the metrics, the average amount of error from the maps were again ranked on
a leaderboard, this can be seen in Table 4.2. While the majority of the maps were analysed and were ranked
differently by each metric, there were some very common exceptions that were very interesting. All four metrics
showed that the Hokuyo or LightWare maps should be ranked first.
Table 4.2: Leaderboard showing the order, with one being the lowest, in which the metrics valued the maps with
the lowest amount of error. These results are based on the average amount of error of the maps
Gmapping (Odometry polluted with noise)
Santos Metric Reversed Santos Metric Minimum Map Metric
1 LightWare Hokuyo LightWare
2 Hokuyo LightWare Hokuyo
3 Velodyne Normal SwissRanger Velodyne Normal
4 Velodyne Lite Velodyne Lite Velodyne Lite
5 Kinect Velodyne Normal SwissRanger
6 SwissRanger Kinect Kinect
When Figure 4.10a) and b) is observed, it is understandable why the Hokuyo and LightWare maps were
battling for first place. The maps are almost identical to each other and both represented the ground truth very
well. Both maps captured the internal objects whilst also being able to capture the walls around the area of
interest. This is further reflected in the values provided by the metrics. Both the Santos and Minimum Map
Metric valued the maps very similarly. This is one of the few times that the Santos Metric has produced results
that are representative of the map and were similar to the values produced by the Minimum Map Metric. The
Reversed Santos Metric, on the other hand, seemed to value the LightWare map with double the amount of
error. This extra amount of error was caused by the minor excess data that can be seen on the outside of the
map. This result shows how the Reversed Santos Metric is affected by excess data and errors that occur outside
the area of interest.
Another map that was ranked the same, this time by the Reversed Santos and the Minimum Map Metric,
is the Microsoft Kinect Map. While the Reversed Santos and Minimum Map Metric valued the Kinect map
as the worst map (that is, it contains the most amount of error), the Santos Metric ranked the Kinect as the
second worst map. The Santos ranked the SwissRanger map as the worst map. Comparing the SwissRanger
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Figure 4.9: Comparison between the map comparison metrics a) Data from Hector Mapping b) Data from
KartoSLAM.
and Microsoft Kinect map (seen in Figure 4.10f) and g)), both the maps appears to be affected by different map
errors. The SwissRanger was affected by multi-pathing, missing data (which was also seen with the nominally
perfect odometry), as well as a lack of internal features. The Microsoft Kinect, on the other hand, was affected
by severe ghost map with the error affecting the internal objects and half the room. While it can be debated
about which map is the most ineffective, the Minimum Map Metric analysed the maps and found that the severe
ghost map in the Microsoft Kinect map produced the higher amount of error. The reasoning behind this is that
the ghost maps caused half the map to be almost a metre away from the ground truth. If a robot was to explore
this experimental area and encountered this ghost map, there is a very high chance for the robot to crash into
the left side of the room as the wall is closer to the robot than the system thinks it is (i.e it thinks the wall is
six metres away when it actually is four metres away). With the SwissRanger map, most of the data is on the
inside of the room. This introduces a safety factor and prevents the robot from hitting the wall/objects. This is
how the Minimum Map Metric is designed and is why it valued the SwissRanger with a lower error and ranked
it the second most ineffective.
When Figure 4.10c) and e) are compared to each other, the sensors appear to have generated very similar
maps. All three map quality metrics produced results that showed very similar amounts of error in both the
maps and this is further evidenced when the leaderboard is observed in Table 4.2. The Velodyne Lite was ranked
fourth by all the metrics while the Velodyne Normal was ranked third by all the metrics except the Reversed
Santos Metric. The Reversed Santos Metric produced very confusing ranks as it valued the SwissRanger with
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Figure 4.10: Comparison between the maps generated with all the sensors and Gmapping. The amount of error
from each metric is included in each map (Note: The error shown here is not the average). The units for error
is in metres.
lower amounts of error than the obvious clean maps. This is a clear indication of the limitations of the Reversed
Santos Metric to analyse maps appropriately. The Minimum Map Metric was able to produce representative
results and has shown it is also able to value different types of error differently.
66
4.5.2 Simulated Sensor Data
Earlier in Section 4.5.1, the map quality metrics were compared against data from real sensor data, in this
section, we will utilise simulation data. The use of simulation data will allow the maps to be tested under
nominally perfect ranging conditions without any errors that could have been undetected in the real sensor
ranging data. As the sensor data was analysed with limitations, the results obtained from the metrics show that
in some cases the maps were different while in other situations the maps were very similar.
Figure 4.11: Comparison between the map comparison metrics with maps generated by Gmapping and with all
limitations implemented into the simulation. This simulation was only conducted with one run as the runs are
theoretically the same.
Utilising the metrics to analyse the differences in the maps between the different limitations, the results show
that the maps were similar and that the limitations had little impact on the maps. This can be seen when
comparing the results from Gmapping in Table 4.3 and Figure 4.11. The results are shown in Figure 4.11 and
the differences between the metrics can be seen. As you can notice, it is obvious Santos and Minimum Map
Metric valued the maps with the lowest amount of error with the Reversed Santos Metric being very close as
well. Since the Santos and Reversed Santos Metric provided values that were very similar to the Minimum Map
Metric, it was considered map quality metrics were able to generate reasonable error values for the maps and
thus any of the metrics are suitable for analysing maps with limitations simulated.
One of the most interesting things that could be observed when the error values were compared for the maps,
was that all the map quality metrics were able to generate consistent error values for maps that were generated
from identical simulated sensors. The simulated sensors that were almost identical were the Velodyne (Normal)
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Table 4.3: Simulations where the Velodyne sensors were simulated with only the FoR limitation. Error in metres
Gmapping
Santos Metric Reversed Santos Metric Minimum Map Metric
Velodyne Puck (Normal) 0.0383 0.0578 0.0349
Velodyne Puck (Lite) 0.0383 0.0578 0.0349
Figure 4.12: Comparison between the map comparison metrics with maps generated by Gmapping and Kar-
toSLAM with only the FoR simulated a) Gmapping generated map with the Velodyne (Normal) b) Gmapping
generated map with the Velodyne (Lite) c) KartoSLAM generated map with the Velodyne (Normal) d) Kar-
toSLAM generated map with the Velodyne (Lite).
and Velodyne (Lite). In the real sensor, the only difference between the two sensors was the rotation rate.
When the simulation only implemented the same FoR as the real sensor, the simulated sensor was expected to
generate identical maps. Seen in Table 4.3 are the results from the simulations where only the FoR limitation
was simulated. As you can see from the results, it can be seen that all the map quality metrics was able to create
the same error value for the maps in Gmapping and KartoSLAM which means that the maps are identical and
this can be seen in Figure 4.12. These results from the metrics show that if the conditions are right, all the
metrics have the ability to value the maps from identical sensors as the same.
4.6 Missed Points
As stated in the map quality metrics, there were data points that were not in specific areas of the map due to that
area being occluded by obstacles or due to the specific path the sensors took. These areas were common behind
objects that were against or near a wall. The initial thought behind these areas was that the map scoring somehow
had to take into account the areas that were missed. However, after deliberation, the area was a common factor
in all the maps and things it was seen as a reasonable assumption to ignore it in all the maps. The area that was
commonly missed can be seen in Figure 4.13. The removed areas that were occluded by objects were specific to the
68
Figure 4.13: The areas circled in black were com-
mon areas where the range sensor could not detect.
The area circled in red was a transparent perspex
obstacle which was “invisible” to most sensors.
path that was chosen for this thesis, which can be seen in
Section 3.1.1, if the trolley had taken an alternate path
some of the occluded areas would have been detected. For
the sensors to see the missed areas, the trolley would have
to approach the occluded area at various angles from a dif-
ferent path. However, even though an alternate path could
see into the occluded areas, the angle that the sensor would
have to be at to detect the walls/object might also cause a
deflected signal error as described in Section 2.5. Although
some missed points can be detected by being approached at
a different angle and path, some areas may be completely
missed due to the size of the trolley. Each path that the
trolley takes has the chance to introduce varying areas of
missed points while also detecting data points that other
trolley paths could have missed. As shown by the black cir-
cles in Figure 4.13, many areas near the edge of the room
were missed due to the obstacles obstructing the view. Apart from the sensors missing unsee-able parts of the
room, there were also objects that were undetected by the object but see-able to the human eye.
Figure 4.14: The transparent ob-
ject nearly all ranging sensors
failed to detect.
Apart from the black circles, there was a transparent obstacle (circled in
red in Figure 4.14) that was barely seen in nearly all of the ranging sensor
data. This object was defined as a see-able object (that is it can be seen with
the human eye) but it was “missed” by the sensors. The main reason why the
obstacle circled in red was missed is due to the fact that it was a transparent
perspex obstacle (shown in Figure 4.14). As it was transparent, most of
the lasers from the rotating laser range finders and the scene capturing ToF
sensors actually transmitted through the perspex and observed the wall that
was behind or the wooden frame. Just like what was described in Section 2.5
in which signals can be transmitted through certain materials. Throughout
this experiment, the perspex object was the only feature that generated
missed points that were see-able to the human eye.
Another error or “missed” point that was seen on some maps involved a
specific section of the room not being visible by a few of the sensors. This
can be seen in Figure 4.15 circled in black. This section of the room was not detected by the SwissRanger and
the Intel RealSense. This missed area was an error that affected the results which are shown in Section 4.5 and
Chapter 5. The reason these sensors did not detect that section of the wall was due to the matte finish and
dark colour of the paint. When the low powered SwissRanger and Intel RealSense was pointed at the wall in
question, the infra-red light reflected from the wall was low which in turn caused a misdetection in the sensor.
This can even be seen in Figure 4.15b) where the flash of the camera struggled to illuminate the wall. This did
not affect other phase-based light sensors (the SPAD sensor) as they possessed a greater amount of illumination.
This missed area of the room was seen as a major area of concern as other sensors also displayed signs of missing
69
small areas of the room. In the results, this specific missing area of the room is referred to as “missing data”.
While this research project does not explicitly provide a solution to dealing with the missing data, since it would
be arbitrary, it does provide possible solutions that could be utilised based on some scenarios. It is up to the
reader how they want to interpret the data and achieve the result they want.
Figure 4.15: a) Circled in black, of the room that was unseen by the sensors on several runs b) A photo showing
the actual wall which was not detected.
4.7 Conclusion
Throughout this chapter, evidence was shown on how effective current map quality methods are as well the
results from the improved methods. This answers the research question and objective number three (Section
2.6). While the Santos Metric was the initial method found to be used in literature, it was discovered that with
realistic sensors it was unable to detect the appropriate amount of errors that are present in the map. The
modification of the Santos Metric to work in reverse (see Section 4), dubbed the “Reversed Santos Metric”,
greatly improved the ability to detect errors present in the map. While the Reversed Santos Metric improved
on the Santos Metric and was able to quantify the amount of error better, it still had limitations in regards to
the results being affected by data outside the area of interest. The Minimum Map Metric, which is an improved
version of the Reversed Santos Metric, resolved this issue as it was able to remove errors (such as excess data
outside the area of interest) from the map. Comparing the results, the Santos and Reversed Santos Metric both
showed limitations in regards to their ability to analyse maps (e.g. the Santos Metric valued clean looking maps
with high amounts of error while the Reversed Santos Metric incorporated data outside the area of interest into
the result). The Minimum Map Metric improves on the Santos and Reversed Santos Metric and has shown it
can generate representative error values for maps whilst also removing the possibility of being affected by excess
data outside the map.
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Chapter 5
Evaluation of SLAM algorithms using
real sensor data
5.1 Introduction
The goal of this chapter is to present the results of an investigation into the mapping performance of several
SLAM algorithms in combination with various ranging sensors. In conducting SLAM, range data is typically
combined with odometry from onboard or off-board systems (e.g., inertial-measurement units or GPS data, if
available). Pose estimates and maps created by SLAM algorithms are thus susceptible to errors from each of
these sources, and each has different characteristics. Several odometry error scenarios are therefore analysed:
“nominally-perfect” (i.e. a pure mapping scenario), odometry corrupted with noise, and odometry corrupted
with both noise and drift.
In the experiments described here, the effect of errors inherent in the range measurements has been isolated
from errors in the odometry through the use of a motion-capture system to supply the necessary odometry data.
The motion-capture system provides sub-millimetre positional accuracy and small angular errors (small pose
errors), while range errors on the order of centimetres or 10s of centimetres are produced by the ToF sensors.
This “nominally perfect” odometry data is then perturbed with noise and drift to simulate real-world conditions.
The literature is rich with datasets consisting of a set of measurements from a single depth sensor and the
associated ground truth (Abdallah et al., 2006; Balaguer et al., 2007; Handa et al., 2014; Nguyen et al., 2007;
Sturm et al., 2011). Common datasets are essential for comparing the performance of different SLAM algorithms.
However, relatively few exist that contain measurements from a variety of sensors under the same conditions
and in the same environment. Such a dataset is useful not only for comparing SLAM algorithms but also for
comparing different combinations of algorithm and sensor. The broader aim of this work is to address this gap
by supplying datasets for eight ranging sensors operating in an environment with essentially error-free odometry
and a well-characterised, quasi-2D layout.
Evaluating the localisation performance of a SLAM algorithm against ground truth is relatively straightfor-
ward. It is typically done using the mean squared translational and rotational errors of the computed pose as a
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function of time, compared with the actual pose (the ground-truth pose).
Comparing mapping performance is more difficult because there is no obvious way to generate an error
metric for a map. Santos et al., 2013 performed a comparison of several SLAM algorithms that are available
as part of the Robot Operating System (ROS), using a simulated environment and sensor measurements. The
algorithms tested included Gmapping, KartoSLAM, and Hector Mapping. To enable comparisons, the maps will
be compared using the map quality metrics that was discussed in Chapter 4. The sensors that will be utilised
in combination with the SLAM algorithms are shown in Table 5.1 and are also discussed in detail in Chapter 3.
Table 5.1: Summary of the ToF sensors
Sensor Range (m) Resolution (pixels)/Angular resolution (◦) Field of View/Field of Regard Manufacturer/Designer
SwissRanger 4000 8 176 x 144 pixels 43.6◦x 34.6◦ Mesa Imaging
SPAD sensor 12 64 x 32 pixels 40◦x 20◦ Politecnico di Milano
Microsoft Kinect V1 8 1280 x 960 pixels 43◦x 57◦ Microsoft
Hokuyo URG-04LN 5 0.3◦ 270◦ Hokuyo
LightWare SF-40 100 0.2◦ 360◦ LightWare
Velodyne Puck (Normal) 100 0.2◦ 360◦ Velodyne
Velodyne Puck Lite 100 0.2◦ 360◦ Velodyne
Intel RealSense 4 640 x 480 pixels 46◦x 59◦ Intel
5.2 Results
As stated in Section 4.7, the Minimum Map Metric generated the most meaningful results out of all the map
quality metrics but must be considered alongside the number of missed points. This was due to the limitations
of the Santos and Reversed Santos Metrics, these limitations were discussed in Chapter 4. In the following
sections, the results will be discussed in the following order:
1. The SLAM algorithms will be discussed and compared in the different odometry scenarios. Here we will
compare only the SLAM algorithms and discuss their overall mapping capabilities.
2. The ranging sensors utilised will be discussed and compared in the various odometry scenarios. This
discussion will analyse the maps generated with the sensors and elaborate on why certain sensors helped
to generate a better map.
3. Optimum combinations of sensor and SLAM algorithm combination is what will be discussed here. Here it
will shown, based on the results and analysis, which combinations will produce the highest quality maps.
5.2.1 Comparison of SLAM Algorithms
5.2.1.1 Nominally Perfect Odometry
Comparing the mapping abilities of the SLAM algorithms, in a nominally perfect odometry scenario, it is
evident (from Figure 5.1) that with the nominally perfect odometry the majority of maps were successfully
generated. The only major failures that were observed was when the low FoV sensors were implemented into
Hector Mapping. These failures meant that a map could not be generated and can be noticed as missing box
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Figure 5.1: The results from the analysis, by all the metrics, on the maps generated by all the sensors and SLAM
algorithms.
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plots on the graphs. The missing box plots can be correlated to the progress bar that is seen under each SLAM
algorithm. The progress bar represents the map generation success out of five runs. Each rectangle represents a
run, a red rectangle indicates failure and a green rectangle indicates a map being successfully generated. When
the progress bar shows all red rectangles, that means that the sensor and SLAM algorithm combination could
not generate any maps, for the five runs, and thus leads to an absence of the corresponding box plot. Another
thing that is seen in the box plots is that there are blue dots on the graphs. These blue dots, often represented as
a blue dot surrounded by a slightly bigger circle, represent the simulated experimental runs. They are placed on
the same graph so that it can be used as a comparison for viewers to note the difference between the experimental
runs with real and simulated, “nominally-perfect” sensor data.
When the maps were analysed by the Minimum Map Metric, as shown in Figure 5.1, some of the maps
produced by Hector Mapping could not be analysed as the map generation completely failed. These failures
mainly occurred for the low FoV sensors. In contrast, KartoSLAM and Gmapping were always able to generate
maps regardless of sensor FoV limitations. Even with simulated sensors, discussed further in Section 5.2.2.1
where there was little to no ranging error, Hector Mapping had the same map generation failures. This is clear
evidence that Hector Mapping does not work well in conjunction with low FoV sensors; this will be discussed
further in Section 5.2.2.1.
One type of map error that was present in the Hector Mapping maps was ghost maps. An example of ghost
maps can be seen in Figure 5.2b). Gmapping and KartoSLAM did not appear to be susceptible to ghost maps
when using nominally perfect odometry as they utilised both odometry and scan matching methods to generate
maps. Hector Mapping only utilises scan matching methods to generate maps, which means that sometimes the
scan matching can incorrectly match incoming scans, and thus cause ghost map errors despite very accurate
odometry.
Figure 5.2: The maps generated by the Hokuyo and the SLAM algorithms with nominally perfect odometry.
Surprisingly, when Hector Mapping was able to successfully generate a map, these maps were generally of a
higher quality than those produced by KartoSLAM and Gmapping, as assessed by the Minimum Map metric
(and shown in 5.1). This was due to minor elongation errors that were present in the KartoSLAM and Gmapping
maps. These elongation errors occurred due to the type of scan matching that was employed by Gmapping and
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KartoSLAM. Unlike Hector Mapping, Gmapping and KartoSLAM utilise a loop closure scan matching method.
The loop closure scan matching can cause elongation error when the first and last scans are incorrectly matched.
KartoSLAM generated maps with the lowest amount of error, except for when used in conjunction with the
SwissRanger. In this situation, KartoSLAM generated a map with slightly more error, specifically skewed map
error, and it can be seen in the map in Figure 5.3. The skewness can be view on the map in the bottom left (x
= -5 and y = 4) and the top right (x = 4 and y = -4). In these areas of the map, it can be seen that the corners
are skewed away from the ground truth. The skewed map error could have been generated due to slight error
with the SwissRanger data. When the SwissRanger observed a wall at a specific angle, there is a chance for the
data to deflect away instead of returning to the sensor. As the angle gets shallower, the amount of infra-red
light returned will reduce and thus create uncertainty in the data. This will then lead to a slightly skewed wall
being generated instead of a straight wall. This skewed error meant that these maps were the only maps where
the Minimum Map Metric analysed the KartoSLAM maps to be of lower quality than Gmapping.
Figure 5.3: The maps from the SwissRanger sensor, with a) Gmapping and b) KartoSLAM, in a nominally
perfect odometry scenario.
In Figure 5.1, the error values from maps produced using simulated sensor data are shown for reference, as
a dot. These are useful for comparison, as the simulated sensor data captured all the physical properties of the
sensor, such as field of view, update rate, and resolution while containing zero ranging error. When comparing
the maps produced from real sensor data against those from the simulated data, it appears that KartoSLAM
consistently achieves maps of closer quality to the simulated data. Hector Mapping produced similar results as
well but due to its inability to generate maps with certain sensors, it was deemed to be less robust in comparison
to KartoSLAM.
Observing the box plots in Figure 5.1 it can be seen that KartoSLAM generated maps (from real sensor
75
data) exhibit the least variance in map error value. This implies KartoSLAM is more consistent in producing
maps across multiple runs. It could, therefore, be inferred that KartoSLAM is more robust than the other
two algorithms. When Hector Mapping succeeded in creating a map, it too yielded a relatively small variance
in map error value, however since it often failed to produce a map, it cannot be said that Hector Mapping is
particularly robust. In contrast, Gmapping always succeeded in creating a map, however, map error variance
was significantly larger as compared to KartoSLAM. This is due to Gmapping producing maps which contained
minor skewness or elongation.
When comparing the simulated data seen in Figure 5.1, KartoSLAM and Gmapping consistently generated
maps of similar quality. Hector Mapping showed instances of generating maps with similar amounts of low map
error as KartoSLAM and Gmapping, but it also showed map generation failures.
When the Santos Metric analysed the maps, simulated and real sensor data, most of the results were similar
to the Minimum Map Metric (as seen in Figure 5.1). While this was at first concerning, as it does not show
much difference between the Minimum Map and Santos Metric, it was found that later on the Santos Metric was
affected by some map errors whereas the Minimum Map Metric was not. One example of this is Hokuyo maps
in Hector Mapping. In the maps, Figure 5.2b) and Figure 5.1, it can be seen that the Santos Metric detected
a high amount of variance in the maps. The Minimum Map Metric did not produce these results as it had the
ability to remove the errors that were not inside the area of interest. That is, the ghost map error was outside
the area of interest and we are only interested in the mapping capabilities inside the experimental test space.
The Reversed Santos Metric results also showed that it was affected by map error that was outside the area of
interest. In this case, it was excess data outside of the map, Figure 5.4. The excess data map error affected
the Reversed Santos results and thus caused the results to contain some of the greatest variances. Again the
Minimum Map Metric was not affected by the excess data point error as it was able to remove the map error.
Figure 5.4: The maps from the Velodyne Normal sensor, with a) Gmapping and b) KartoSLAM, in a nominally
perfect odometry scenario with excess data on the outside of the map.
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5.2.1.2 Odometry Polluted with Noise
Comparing the mapping abilities of the SLAM algorithms with odometry polluted with noise, it is evident
Figure 5.5 that many of the sensor and SLAM algorithm combinations failed to generate maps. These failures
are represented by missing box plots on the graphs, as described in Section 5.2.1.1. Again, the progress bar
represents the map generation success out of five runs. Another common feature that is seen on the box plots is
the are blue dots that represent the simulation results. They are placed on the same graph so that it can be used
as a comparison for the reader to note the difference between the experimental runs with real and simulated
sensor data. A feature, which has not been seen previously, is a horizontal line. This line is only present when
one out of five runs was able to generate a map. Since it is only one successful one, there is no average and
variation, which is why a line is shown instead of a box plot.
When noise was introduced into the odometry data, KartoSLAM began to fail consistently when used with
low FoV sensors, this can be seen in Figure 5.5. This behaviour is similar to how Hector Mapping did even with
nominally perfect odometry data. The only success that KartoSLAM had with the low FoV sensors was with
the Microsoft Kinect, and the map quality itself was quite poor. Gmapping also produced some failures with
the low-FoV sensors, although its success rate was slightly higher than that of KartoSLAM. The failures with
the low FoV shows the importance of a high FoV. A low FoV reduces the amount of features that is present in
each scan, this makes it more difficult for scan matching algorithms to match incoming scans and thus generate
a map that is representative of the ground truth.
Figure 5.6: The multitude of ghost maps seen in the
LightWare simulation with Hector Mapping.
A surprising observation was that the LightWare
and Hector Mapping combination was unable to gen-
erate a single map. This was due to the low rota-
tion rate of the LightWare sensor; this conclusion was
reached based on simulation results. In the simula-
tion, the LightWare sensor limitations (rotation rate,
FoR, etc.) were matched and paired with Hector Map-
ping. It was found that in the simulation the maps
failed to generate as well and it was only when the
rotation rate was increased that a map was able to be
generated. In Chapter 5 this was stated as a possi-
ble theory and this simulation provides evidence that
the low rotation rate was the culprit. The maps pro-
duced would be populated with an excess number of
ghost maps (as seen in Figure 5.6) as the scans were
incoming at a rate too slow for the scan matching al-
gorithm to function properly. This behaviour was not
seen on Gmapping and KartoSLAM suggesting that
pure scan matching is insufficient in dealing with low
rotation rate sensors.
When Hector Mapping was able to generate a map (i.e. using high-FoR scanning sensors with high refresh
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Figure 5.5: Comparison of the results where the odometry was polluted with noise error.
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rates), it was able to generate maps that contained lower error values than the maps generated by Gmapping (as
shown in Figure 5.5). However, Hector Mapping still failed on occasion with this type of sensor, meaning that
Gmapping appears to be a better choice in terms of robustness (robustness referring to a greater map generation
consistency). This is further reflected in the missed points when comparing Gmapping and KartoSLAM, as
Gmapping produced maps which contained a lower amount of missed points.
Observing Figure 5.5, it can be seen that Gmapping had the most robust map generation capabilities when
compared to Hector Mapping and KartoSLAM. Unlike Hector Mapping and KartoSLAM, Gmapping was able
to generate a map with the SwissRanger sensor while also generating 5/5 maps with all the wide FoR sensors.
While Gmapping did produce maps which had a similar amount of error (often slightly higher rather than lower)
to the KartoSLAM maps, it was more likely to succeed in map generation, making it a better choice. It appears
that when compared to Hector Mapping and KartoSLAM, Gmapping sacrifices some accuracy in return for
greater robustness.
As was found in the nominally perfect odometry cases, KartoSLAM again generated maps that more closely
approached the simulated sensor data maps than both Hector Mapping and KartoSLAM. This can be seen in
Figure 5.5. While not necessarily the most accurate algorithm, this again shows that KartoSLAM deals well
with errors in the ranging data.
As seen in Figure 5.5 the Santos Metric was again affected by ghost map errors that were present in the maps.
The only case where the Santos Metric was not affected by ghost map error, with the KartoSLAM results, is with
the LightWare sensor. This was due to the LightWare and KartoSLAM combination being the only combination
in which ghost map error was not present. This is especially seen with KartoSLAM and the Velodyne maps.
The Reversed Santos Metric again was affected by the excess data noise that was seen in the maps.
5.2.1.3 Odometry Polluted with Drift and Noise
While Gmapping performed better with odometry that had been polluted with noise, it was a different case when
it used with odometry polluted with both drift and noise commensurate with that expected on a small UAS.
In the drift and noise scenario, Hector Mapping was the most robust. While Gmapping did have minor success
with the Hokuyo and Velodyne Lite, the failure rate was much higher than the experimental runs with Hector
Mapping, this can be seen in Figure 5.7. The amount of error which was found, by the Minimum Map Metric,
in the Hector Mapping maps was also lower or equal to the amount of error that was found in the Gmapping
maps. Through robustness and the lower amount of map error, it was concluded that Hector Mapping is a better
SLAM algorithm for generating maps when the odometry has been polluted with drift and noise. KartoSLAM,
on the other hand, was incapable of generating a single map. This showed that KartoSLAM is an inappropriate
choice when there is odometry polluted with high levels of drift and noise. While it can be argued that the
amount of drift and noise introduced into the odometry was too high for KartoSLAM and that it may indeed
perform better with a lower amount of drift, we chose not to reduce the amount of drift and noise as it was
a representative value of a real INU sensor that is implemented on small UAS, as stated in Section 3.8. The
SLAM algorithms themselves are not specifically designed for UAS use, and with UAS sensors, but applications
for UAS are becoming increasingly popular and the algorithms need to be tested under these conditions.
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Figure 5.7: Comparison of the results where the odometry was polluted with drift error.
5.2.2 Comparison of Ranging Sensors
5.2.2.1 Nominally Perfect Odometry
In this section, we compare the mapping performance of the various sensors. Figure 5.9 shows the map error
values for each sensor when using the three SLAM algorithms. Again, when there are no box plots present in a
figure, that means that the SLAM algorithm and sensor combination failed to generate a map.
Looking first at Gmapping, it can be seen that the LightWare sensors performed the best as judged by the
Minimum Map metric (see Figure 5.9). This was followed by the Hokuyo and then the SwissRanger. These
sensors show that with nominally perfect odometry, low FoV sensors have the capability to generate maps which
can be moderate to high quality. Moving onto Hector Mapping, the sensor that produced the highest quality
maps was the LightWare. This is followed closely by the Velodyne sensors and then the Hokuyo. Lastly, with
KartoSLAM, the sensor that performed the best was the LightWare. The Minimum Map Metric was considered
here since it was the metric that was designed to remove some errors from the map and that it can be further
improved to take into account more errors (Wild et al., 2018).
With the Minimum Map Metric, it is important to also look at the number of missed points, as discussed
in Section 5.2.1.2. In Figure 5.11, it can be seen that the SPAD and Velodynes had less missed points than
the other sensors, yet did not necessarily have the lowest error values. This may suggest that the SPAD and
Velodynes are performing better than some of the other sensors, however, when the maps are looked at (Figure
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5.8) it can be seen that the low number of missed points is due to a lot of noise that was present in the map.
Figure 5.8: Comparison between the maps generated in Gmapping with nominally perfect odometry.
The Hokuyo and LightWare have a good combination of low error and low missed points, this is shown
in Figure 5.9. All the maps generated also showed a consistent amount of variance. This consistent variance
shows that the quality of data produced by the sensors is consistent. In summation, these results show that for
Gmapping, the LightWare and Hokuyo are the optimum sensors.
Turning to KartoSLAM, the sensors produced a trend for missed points which follows the trend that was
seen with Gmapping and the same sensors. This can be observed in Figure 5.9. The Hokuyo, Velodyne Lite,
SPAD Sensor, and the Kinect sensors generated maps which contained a similar amount of error too when they
were used with Gmapping, this can be seen in Figure 5.9. These results provide an indication that the sensors
were able to generate data that was consistent on several experimental runs which means they are better choices
for use in combination with KartoSLAM and Gmapping.
Figure 5.10: One of the maps gen-
erated from simulations with a
simulated low FoV RealSense sen-
sor.
Observing the results of the sensors in Hector Mapping (Figure 5.9), it
can be seen that many of the wide FoR sensors had a similar performance to
what was seen in Gmapping and KartoSLAM. This shows that the wide FoR
sensors can produce consistent ranging data even though they are used in
combination with different SLAM algorithms. Evidence of this can be seen
in Figure 5.9 and in Table 5.2 where it can be seen that for two of the three
SLAM algorithms produced the best maps with the LightWare sensor. The
only sensors to show a major difference were the low FoV sensors. In Hector
Mapping all the low FoV sensors failed to generate a map and this was due
to the sensors inability to capture enough features in each scan. This was
also evidenced in the simulated runs and can be seen in Figure 5.10 where it
is evident that Hector Mapping thought the room had a corridor. This lack
of consistency shows that the low FoV sensors are not an optimum choice as
they are not compatible across a variety of SLAM algorithms.
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Figure 5.9: The results from all the metrics with all SLAM and sensor combinations. Nominally perfect odometry
data was utilised.
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Table 5.2: Leaderboard showing the order, with one being the lowest, in which the Minimum Map metric valued
the maps with the lowest amount of error. These results are based on the average amount of error of the maps
Minimum Map Metric (Nominally Perfect Odometry)
Gmapping Hector Mapping KartoSLAM
1 LightWare LightWare SPAD Sensor
2 Hokuyo Velodyne Lite LightWare
3 SwissRanger Velodyne Normal Kinect
4 RealSense Hokuyo Hokuyo
5 Kinect Velodyne Lite
6 SPAD Sensor Velodyne Normal
7 Velodyne Normal SwissRanger
8 Velodyne Lite RealSense
5.2.2.2 Odometry Polluted with Noise
Switching the odometry scenario to include noise, many low FoV sensors were unable to generate maps with any
of the three SLAM algorithms. These low FoV sensors included the SwissRanger, SPAD Sensor, Kinect, and
RealSense and can be seen in Figure 5.11. The low FoV sensors were unable to generate many maps due to the
lack of features that is present in each scan.
While many of the wide FoR sensors were able to generate maps with all three SLAM algorithms (as shown
in Figure 5.11), the one exception that showed issues was the LightWare sensor. When the LightWare sensor
was implemented into Hector Mapping, the map generation was unsuccessful. That is, it was unable to generate
a usable map that could be used as a comparison. This was explained in Section 5.2.1.2.
The Velodyne Lite and Normal sensors had the ability to generate maps with Gmapping, Hector Mapping,
and KartoSLAM. These results can be seen in Figure 5.11 and Figure 5.12. While the Velodyne sensor did
have success with all three algorithms, the amount of error was higher than the LightWare. The only time that
the Velodyne sensors performed better then the LightWare sensor was in Hector Mapping, and that was due to
zero maps being produced by the LightWare. The results from Hector Mapping (Figure 5.11) do show that the
Velodyne sensor is indeed capable of generating some high-quality maps (that is they contained a low amount of
error as judged by the Minimum Map Metric), but the map generation rate was at a maximum of 80% success
rate, for the Velodyne Lite and 40% for the Velodyne Normal. While the Velodyne sensors performed well
in Hector Mapping, it was unable to replicate the results with the other algorithms. In the other algorithms,
the Velodyne sensor produced maps which contained a greater amount of error than the LightWare sensor.
This shows that the Velodyne sensor is not an optimum choice, even though it had minor success with Hector
Mapping.
When the Santos Metric analysed results from KartoSLAM, it was found to be affected the ghost map errors
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Figure 5.11: The results from all the metrics with all SLAM and sensor combinations. Odometry polluted with
noise data was utilised.
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Figure 5.12: Comparison between the maps with the Velodyne Puck Lite data with odometry polluted with
noise.
that were present in the maps. This observation was seen in previous results (Section 5.2.1.2) and shows that
the Santos Metric results can be altered by ghost map errors. When there are no ghost map errors, the Santos
Metric can perform as well as the Minimum Map Metric (Figure 5.11). The Reversed Santos, again showed that
it was affected by excess data on the outside of the map, as shown in Figure 5.11.
5.2.2.3 Odometry Polluted with Drift and Noise
In the odometry scenario where the odometry was polluted with drift and noise, many of the sensors were unable
to generate maps (as shown in Figure 5.13). While it can be argued that the values we introduced were too
high (for the amount of noise and drift) and that it should have been reduced to allow maps to be generated,
the values we choose were representative of values taken from a UAS INU sensor. This thesis is interested in
realistic sensor data, which is why the value was based off a real sensor (Section 3).
The only two sensors which showed success across two algorithms was the Hokuyo and Velodyne Lite. The
results can be seen in the box plots shown in Figure 5.13. The Hokuyo was the only sensor that was able to
generate 100% of its maps in both Hector Mapping and Gmapping. The results from the Hokuyo maps, as
judged by the Minimum Map Metric, showed that maps possessed a similar amount of error for each run. This
shows that the Hokuyo is a good choice for a sensor when drift and noise are present in the odometry.
The Velodyne Lite was shown, in Figure 5.13, to have a high map generation failure rate with Gmapping.
With Hector Mapping, it was able to generate 5/5 maps as well as generate maps with low amounts of map
error. The maps actually contained less map error than the Hokuyo, as seen in Figure 5.13. While the error
values produced with this sensor was lower, the maps contained a greater amount of excess data which affected
the Reversed Santos Metric results. The excess data (as seen in Figure 5.14) and the low map generation rate
in Gmapping is why the Velodyne was an inferior sensor to the Hokuyo in this odometry scenario.
5.2.3 Comparison of Sensor Combinations
Through the results obtained through the experimental runs and data analysis (via the Minimum Map Metric),
some interesting observations were made about sensor and SLAM algorithm combinations. In the odometry
85
Figure 5.13: The results from all the metrics with all SLAM and sensor combinations. Odometry polluted with
drift data was utilised.
Figure 5.14: Comparison between maps a) Velodyne Puck Lite map generated with drift in Gmapping b)
Velodyne Puck Lite map generated with drift in Hector Mapping c) Hokuyo generated with drift in Hector
Mapping.
scenario where the data was nominally perfect, a pure mapping scenario could be analysed, and it was found
that the KartoSLAM and the LightWare sensor was the optimum combination. The combination produced
maps with the lowest amount of error and map variance as well. The results in Table 5.3 shows other optimum
sensor and SLAM combinations for an odometry scenario where the data is nominally perfect. In Table 5.4 the
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optimum SLAM algorithm for each sensor can be observed.
Table 5.3: Each SLAM algorithm with the optimum sensor in nominally perfect odometry scenario
SLAM Algorithm Optimum Sensor
Gmapping Hokuyo or LightWare
Hector Mapping LightWare or Velodyne Lite
KartoSLAM LightWare
Table 5.4: Each sensor with the optimum SLAM algorithm in a nominally perfect odometry scenario
Sensor Optimum SLAM Algorithm
SwissRanger Gmapping
SPAD Sensor KartoSLAM
Microsoft Kinect KartoSLAM
Hokuyo KartoSLAM
Lightware KartoSLAM and Hector Mapping
Velodyne Normal Hector Mapping
Velodyne Lite Hector Mapping
Intel RealSense Gmapping
When the odometry scenario was changed to data that had been polluted with noise, a slightly different
combination was found to be the optimum choice. In this scenario, Gmapping and the LightWare sensor was
found to be the best combination. With the combination of map generation success, low amount of map error,
and low map variance, this combination was the best choice over the other combinations. Again, Table 5.5 shows
which sensor is optimum with each SLAM algorithm while Table 5.6 shows which SLAM algorithm is optimum
with each sensor.
Table 5.5: Each SLAM algorithm with the optimum sensor with odometry polluted with noise
SLAM Algorithm Optimum Sensor
Gmapping LightWare
Hector Mapping Velodyne Lite or Normal
KartoSLAM LightWare
For odometry polluted with drift and noise, a different combination was found to be the optimum choice.
Out of all the sensors that were able to generate a map, the Velodyne Lite and Hector Mapping was the optimum
choice as many of the other sensors failed to generate maps. This is due to the lower amount of map error that
was present in the maps when it was analysed with the Minimum Map Metric.
5.2.4 Other Observations
Other than finding the optimum combinations, some other observations were noticed in regards to the combi-
nations of sensor and SLAM algorithms. These observations were in regards to Hector Mapping as this SLAM
algorithm had the lowest overall map generation rate. What was seen with Hector Mapping is that it could not
generate any maps with low FoV sensors. This is due to the lack of features that is present in each scan. Since
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Table 5.6: Each sensor with the optimum SLAM algorithm with odometry polluted with noise
Sensor Optimum SLAM Algorithm
SwissRanger Gmapping
SPAD Sensor None
Microsoft Kinect Gmapping
Hokuyo KartoSLAM
Lightware Gmapping
Velodyne Normal Gmapping
Velodyne Lite KartoSLAM
Intel RealSense None
Hector Mapping relies solely on scan matching to generate maps, the lack of features meant that the scans could
not be successfully matched to each other. Another interesting observation that was found with Hector Mapping
was that it performed poorly with sensors that had a low rotation/refresh rate. Since Hector Mapping relies
on scan matching, when the sensors are providing data too slowly, the robot has travelled too far and cannot
successfully match the scans together. This was seen in real sensor data and simulated sensor data. Apart from
those two observations, Hector Mapping has the chance to generate maps with low amounts of error.
5.3 Conclusion
To conclude, this chapter demonstrates how different types of sensors work with different types of SLAM algo-
rithms in various odometry scenarios. This chapter responded to research question one a) and b) and objective
one a) and b) (Section 2.6) and provided evidence as well as the following conclusions.
In the odometry scenario where the data was nominally perfect, it was found that the KartoSLAM and the
LightWare sensor was the optimum combination. The combination produced maps with the lowest amount of
error and map variance as well. However, it should also be noted that all SLAM algorithms worked well with
wide FoR sensors. A plausible reason why the wide FoR sensors worked well with SLAM algorithms is due to
the quantity of features that is available in each scan.
When the mapping capabilities were analysed with odometry polluted with noise, Gmapping and the Light-
Ware sensor was found to be the best combination. This combination was chosen to be the optimum combination
due to the map generation success, low amount of map error, and low map variance.
With odometry polluted with drift and noise, SLAM algorithms with a primary focus on scan matching
generated high-quality maps with sensors that had a wide FoR/FoV and a rotation/refresh rate greater than
the LightWare sensor. An example of a SLAM algorithm and sensor combination that could perform well with
odometry polluted with drift and noise is Hector Mapping and a Velodyne LIDAR. Again, it is evident the
wide FoR sensors captured sufficient features in each scan to enable the scan matching algorithms in the SLAM
algorithms to function appropriately.
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Chapter 6
Conclusion and Recommendations
In this chapter a summary of the conclusions, recommendations for future work, and limitations of the study
are presented. This includes reference to which research questions were answered. Also seen is a summary of
the original contributions that the author has made throughout the research project.
6.1 Summary of Original Contributions
The following list below shows the original contributions made by this thesis:
• A comparison of SLAM maps produced using a large variety of sensors, with varying limitations, in an
indoor environment that was unchanged for the duration of the experiment.
• A comparison of SLAM maps produced by several algorithms, in which the same sensors were utilised to
compare the mapping capabilities of the algorithms.
• Generation of an experimental dataset using a wide variety of sensors together with highly accurate pose
and map ground truths. This data may be used to assess performance of new SLAM algorithms or test
modifications to existing ones.
• Development of map quality metrics that improve on existing map quality metrics.
6.2 Conclusions
This thesis had three research questions to answer, as stated in Section 2.6, the questions were:
1. How do genuine real world sensors work with real world SLAM algorithms?
(a) How does nominally perfect odometry and odometry based off a real IMU influence the quality of
map produced by sensor/SLAM algorithm combinations?
(b) Are there optimum combinations of sensors and SLAM algorithm that produce the best quality maps?
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2. How do different type of sensor errors and limitations influence the mapping performance of SLAM algo-
rithms in realistic simulated situations?
3. How effective are current map quality methods and can they be improved?
In response to these questions, the following are conclusions that were made based on the results from the
experiments conducted in Chapter 4 and 5
• Research Question 1.
– Odometry error can influence the quality of map that is produced by various sensor and SLAM
algorithm combinations. The odometry error caused maps to be generated with the following map
errors: ghost maps, elongation, and excess noise.
– With nominally perfect odometry, the optimum combination was found to be the Gmapping SLAM
algorithm and LightWare sensor. This combination generated maps with a low amount of error and
variance, as well as a 100% map generation success rate.
– Where odometry was polluted with noise, the Gmapping and LightWare sensor was again found to
be the optimum combination. Again, this combination was chosen as the most optimum combination
as it had the highest map generation success, as well as the lowest amount of map variance and map
error.
– When the odometry was polluted with drift and noise, Hector Mapping and the Velodyne LIDAR
was found to be the optimum combination. Hector Mapping was the only SLAM algorithm to have
significant map generation success. This is again due to the fact that wide FoR sensors could capture
more features then a low FoV sensor. The more features there are present in a scan, the better scan
matching algorithms can perform.
• Research Question 2.
– From the nominally perfect odometry results seen in Chapter 5, it was concluded that the low FoV
of certain sensors were in fact the cause of Hector Mapping failing to generate maps. This is further
reinforced by the results obtained from the simulations. This failure to generate maps was due to the
lack of features that was captured in each scan. The lack of features meant that the scan matching
algorithm failed to match incoming scans and thus create a map
– In a nominally perfect odometry scenario, Gmapping and KartoSLAM had no issues with the limited
FoV that was present on certain sensors. In a simulated scenario, both Gmapping and KartoSLAM
was able to generate the same result and thus show that the SLAM algorithms have a higher com-
patibility with a range of sensors then Hector Mapping.
– When the odometry was polluted with noise, KartoSLAM and Gmapping had a much lower map
generation rate with the low FoV sensors. This was seen with the simulated and real sensor data.
However, it wasn’t seen with most of the wide FoR sensors which suggests that the low FoV sensors
did affect the SLAM algorithms capability to handle odometry polluted with noise.
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– The effect of the sensor limitation on the SLAM algorithm was truly seen when Hector Mapping
failed to generate maps with the LightWare sensor when the odometry was polluted with noise. This
failure was due to the low rotation rate of the LightWare sensor and was confirmed by the simulated
results. In the simulations, the LightWare sensor was unable to create any map with Hector Mapping
as the low rotation rate meant that scan data was incoming to the SLAM algorithm at a rate that
was too slow to allow a map to be generated. This is a perfect example of how a wide FoR sensor can
sometimes be an inefficient choice as sometimes the wide FoR sensors sacrifice rotation rates for the
ability to see 360◦views.
– When the odometry was polluted with drift, the effect that the low FoV sensors had on the SLAM
algorithm was clear. None of the low FoV sensors was able to generate a map with any of the SLAM
algorithms. Only the wide FoR sensors had success in generating a map.
• Research Question 3.
– The existing map quality method (the Santos Metric) proved to be unreliable as it frequently misin-
terpreted maps with the incorrect amount of error. That is, many of the maps were laced with map
errors inside the area of interest but the Santos Metric still analysed the map with low amounts of
error.
– The Reversed Santos Metric proved to be a more effective map quality metric as it was able to provide
results where maps were analysed with a more appropriate amount of error. That is, maps which
contained map errors were analysed with a higher amount of error then maps which contained less
map errors. While this was the overall goal, it was found that it was still affected by map errors that
were outside the area of interest.
– The Minimum Map Metric was created to remove excess data that was outside the area of interest.
This meant the results would not be affected like the Reversed Santos Metric was. While it did
improve the results, there was still issues with some of the features behind the Minimum Map Metric.
One of the issues was that it was difficult to decide how to compensate for maps which had sections
of the map missing. To overcome arbitrary issue of adding a penalty, it was decided that the results
from the Minimum Map Metric would be shown in separated amounts. That way the reader can
decide which parts of the map they would prefer to penalise more.
6.3 Discussion and Recommendations for Future Work
In this section, the limitations of this thesis are discussed while recommendations are almost made about potential
areas for future research.
• Research Question 1.
While this study did analyse the effects of odometry error on the mapping capabilities of SLAM algorithms,
only values from one odometry sensor were analysed. This limits the work to only one odometry sensor,
however, it had to be restricted due to the limited time frame. With additional time, a wider range of
values could be tested. Further study could:
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– Analyse a variety of odometry sensors and implement them into the comparison. This could poten-
tially include optimum odometry sensor combinations into the already existing sensor and SLAM
algorithm combinations
– Further work could also implement a greater quantity of SLAM algorithms with the same technique.
For example, multiple SLAM algorithms which utilise the particle-filter technique.
– Investigate the effect different environments have on the mapping capabilities. This would allow the
sensors to be introduced into a variety of different scenarios. Based on this, different optimum sensor
and SLAM algorithm combinations could manifest.
• Research Question 2.
This thesis only implemented a select amount of limitations into the simulations. The limitations imple-
mented were identified as the most critical limitations that have a chance to affect the mapping capabilities
of SLAM algorithms. While this thesis did not pinpoint the exact limitation that can break the mapping ca-
pabilities (i.e. what is the exact degrees for the FoV that would cause Hector Mapping to fail), the research
conducted can still provide readers an idea of the compatibility between sensor and SLAM algorithms.
Future studies could investigate:
– Every possible limitation that is found on sensors to ensure that simulation matches the real sensor
data as close as possible.
– The simulation could also find a way to implement multi-pathing ranging error into the simulations to
fully determine the effect it has on the mapping capabilities of SLAM algorithms. This is a particular
interest as multi-pathing is a very common ranging error that is seen on infra-red based ranging
sensors.
• Research Question 3.
In this thesis, existing map quality metrics were analysed and improved upon. However, it is difficult
to find a “perfect” map quality metric. The quality metric changes for each situation, for example, an
indoor map quality metric cannot be utilised for a mapping scenario which focuses on the exterior of a
building. This study focused on indoor mapping, which was why the metric was developed around the
indoor scenario, as it would have been too difficult to develop a metric that can accommodate both indoor
and outdoor mapping scenarios. Further research could be conducted into:
– The map quality metric that was developed by Ouellette and Hirasawa (2007).
– Polling the public to determine which map is a better quality map and then correlating it to the map
error values.
– Investigate map quality metrics which utilise statistical techniques.
– Investigate surveying and cartographer metrics as a possible map quality metric.
– Alter the Minimum Map Metric to analyse maps generated by robots exploring the outside of build-
ings.
92
References
Abdallah, S. M., Asmar, D. C., & Zelek, J. S. (2006). Towards benchmarks for vision slam algorithms. In
Proceedings 2006 ieee international conference on robotics and automation, 2006. icra 2006. (pp. 1542–
1547).
Alpen, M., Frick, K., & Horn, J. (2012). A real-time on-board orthogonal slam for an indoor uav. In Intelligent
robotics and applications (pp. 542–551). Springer.
Al-Rawhani, M. A., Chitnis, D., Beeley, J., Collins, S., & Cumming, D. R. (2013). Design and implementation
of a wireless capsule suitable for autofluorescence intensity detection in biological tissues. Biomedical
Engineering, IEEE Transactions on, 60(1), 55–62.
Aull, B. F., Loomis, A. H., Young, D. J., Heinrichs, R. M., Felton, B. J., Daniels, P. J., & Landers, D. J. (2002).
Geiger-mode avalanche photodiodes for three-dimensional imaging. Lincoln Laboratory Journal, 13(2),
335–349.
Balaguer, B., Carpin, S., & Balakirsky, S. (2007). Towards quantitative comparisons of robot algorithms:
Experiences with slam in simulation and real world systems. In Iros 2007 workshop.
Barman, R., & Tucakov, V. (2002, May 21). High accuracy stereo vision camera system. Google Patents. (US
Patent 6,392,688)
Barshan, B., & Durrant-Whyte, H. F. (1995). Inertial navigation systems for mobile robots. IEEE Transactions
on Robotics and Automation, 11(3), 328–342.
Bellisai, S., Bronzi, D., Villa, F., Tisa, S., Tosi, A., & Zappa, F. (2013). Single-photon pulsed-light indirect
time-of-flight 3d ranging. Optics express, 21(4), 5086–5098.
Beltran, D., & Basañez, L. (2014). A comparison between active and passive 3d vision sensors: Bumblebeexb3
and microsoft kinect. In Robot2013: First iberian robotics conference (pp. 725–734).
Bevly, D. M. (2004). Global positioning system (gps): A low-cost velocity sensor for correcting inertial sensor
errors on ground vehicles. TRANSACTIONS-AMERICAN SOCIETY OF MECHANICAL ENGINEERS
JOURNAL OF DYNAMIC SYSTEMS MEASUREMENT AND CONTROL, 126(2), 255–264.
Cain, C., & Leonessa, A. (2012). Laser based rangefinder for underwater applications. In 2012 american control
conference (acc) (pp. 6190–6195).
Chan, T. O., & Lichti, D. D. (2015). Automatic in situ calibration of a spinning beam lidar system in static
and kinematic modes. Remote Sensing, 7(8), 10480–10500.
Chiabrando, F., Chiabrando, R., Piatti, D., & Rinaudo, F. (2009). Sensors for 3d imaging: Metric evaluation
and calibration of a ccd/cmos time-of-flight camera. Sensors, 9(12), 10080–10096.
93
Chiabrando, F., Piatti, D., & Rinaudo, F. (2010). Sr-4000 tof camera: further experimental tests and first
applications to metric surveys. International Archives of Photogrammetry, Remote Sensing and Spatial
Information Sciences, 38(5), 149–154.
Chisholm, R. A., Cui, J., Lum, S. K., & Chen, B. M. (2013). Uav lidar for below-canopy forest surveys. Journal
of Unmanned Vehicle Systems, 1(01), 61–68.
Dalla Betta, G.-F., Stoppa, D., Richardson, J., Pancheri, L., & Henderson, R. (2011). Avalanche photodiodes in
submicron cmos technologies for high-sensitivity imaging. Citeseer.
Diosi, A., & Kleeman, L. (2005). Laser scan matching in polar coordinates with application to slam. In Intelligent
robots and systems, 2005.(iros 2005). 2005 ieee/rsj international conference on (pp. 3317–3322).
Doucet, A., De Freitas, N., Murphy, K., & Russell, S. (2000). Rao-blackwellised particle filtering for dynamic
bayesian networks. In Proceedings of the sixteenth conference on uncertainty in artificial intelligence (pp.
176–183).
Dryanovski, I. (n.d.). 3d indoor mapping for micro-uavs using hybrid range finders and multi-volume occupancy
grids.
Durrant-Whyte, H., & Bailey, T. (2006). Simultaneous localization and mapping: part i. IEEE robotics &
automation magazine, 13(2), 99–110.
Ferrick, A., Fish, J., Venator, E., & Lee, G. S. (2012). Uav obstacle avoidance using image processing techniques.
In Technologies for practical robot applications (tepra), 2012 ieee international conference on (pp. 73–78).
Gariepy, G., Tonolini, F., Henderson, R., Leach, J., & Faccio, D. (2015). Detection and tracking of moving
objects hidden from view. Nature Photonics.
Geng, J. (2011). Structured-light 3d surface imaging: a tutorial. Advances in Optics and Photonics, 3(2),
128–160.
Glennie, C., & Lichti, D. D. (2010). Static calibration and analysis of the velodyne hdl-64e s2 for high accuracy
mobile scanning. Remote Sensing, 2(6), 1610–1624.
Gokturk, S. B., Yalcin, H., & Bamji, C. (2004). A time-of-flight depth sensor-system description, issues and
solutions. In Computer vision and pattern recognition workshop, 2004. cvprw’04. conference on (pp. 35–35).
Granstrom, K., Callmer, J., Ramos, F., & Nieto, J. (2009). Learning to detect loop closure from range data. In
Robotics and automation, 2009. icra’09. ieee international conference on (pp. 15–22).
Grisetti, G., Stachniss, C., & Burgard, W. (2007). Improved techniques for grid mapping with rao-blackwellized
particle filters. Robotics, IEEE Transactions on, 23(1), 34–46.
Grisettiyz, G., Stachniss, C., & Burgard, W. (2005). Improving grid-based slam with rao-blackwellized particle
filters by adaptive proposals and selective resampling. In Robotics and automation, 2005. icra 2005.
proceedings of the 2005 ieee international conference on (pp. 2432–2437).
Habib, A., & Rens, J. (2007). Quality assurance and quality control of lidar systems and derived data. In
Advanced lidar workshop, university of northern iowa.
Handa, A., Whelan, T., McDonald, J., & Davison, A. J. (2014). A benchmark for rgb-d visual odometry, 3d
reconstruction and slam. In 2014 ieee international conference on robotics and automation (icra) (pp.
1524–1531).
Hansard, M., Lee, S., Choi, O., & Horaud, R. P. (2012). Time-of-flight cameras: principles, methods and
applications. Springer Science & Business Media.
94
Harmon, E. S., Naydenkov, M., & Hyland, J. T. (2013). Compound semiconductor spad arrays. In Spie defense,
security, and sensing (pp. 87270N–87270N).
Ho, K., & Newman, P. (2005). Combining visual and spatial appearance for loop closure detection in slam. In
Proceedings of european conference on mobile robots (ecmr).
Holz, D., Nieuwenhuisen, M., Droeschel, D., Schreiber, M., & Behnke, S. (2013). Towards multimodal omni-
directional obstacle detection for autonomous unmanned aerial vehicles. Int. Arch. Photogramm. Remote
Sens. Spatial Inf. Sci.(ISPRS), 1, W2.
Kamarudin, K., Mamduh, S. M., Shakaff, A. Y. M., & Zakaria, A. (2014). Performance analysis of the microsoft
kinect sensor for 2d simultaneous localization and mapping (slam) techniques. Sensors, 14(12), 23365–
23387.
Karami, M. A., Gersbach, M., Yoon, H.-J., & Charbon, E. (2010). A new single-photon avalanche diode in
90nm standard cmos technology. Optics express, 18(21), 22158–22166.
Kohlbrecher, S., Meyer, J., von Stryk, O., & Klingauf, U. (2011, November). A flexible and scalable slam
system with full 3d motion estimation. In Proc. ieee international symposium on safety, security and
rescue robotics (ssrr).
Kohlbrecher, S., Von Stryk, O., Meyer, J., & Klingauf, U. (2011). A flexible and scalable slam system with full
3d motion estimation. In Safety, security, and rescue robotics (ssrr), 2011 ieee international symposium
on (pp. 155–160).
Kong, X. (2004). Ins algorithm using quaternion model for low cost imu. Robotics and Autonomous Systems,
46(4), 221–246.
Konolige, K., Agrawal, M., & Sola, J. (2010). Large-scale visual odometry for rough terrain. In Robotics research
(pp. 201–212). Springer.
Konolige, K., Grisetti, G., Kümmerle, R., Burgard, W., Limketkai, B., & Vincent, R. (2010). Efficient sparse
pose adjustment for 2d mapping. In Intelligent robots and systems (iros), 2010 ieee/rsj international
conference on (pp. 22–29).
Kuritsky, M. M., & Goldstein, M. S. (1990). Inertial navigation. In Autonomous robot vehicles (pp. 96–116).
Springer.
Li, W., & Wang, J. (2013). Effective adaptive kalman filter for mems-imu/magnetometers integrated attitude
and heading reference systems. Journal of Navigation, 66(01), 99–113.
Liu, Z., Hunt, W., Vaughan, M., Hostetler, C., McGill, M., Powell, K., … Hu, Y. (2006). Estimating random
errors due to shot noise in backscatter lidar observations. Applied optics, 45(18), 4437–4447.
Lu, F., & Milios, E. (1997). Globally consistent range scan alignment for environment mapping. Autonomous
robots, 4(4), 333–349.
Lu, F., et al. (1994). Robot pose estimation in unknown environments by matching 2d range scans. In Computer
vision and pattern recognition, 1994. proceedings cvpr’94., 1994 ieee computer society conference on (pp.
935–938).
Luinge, H. J., & Veltink, P. H. (2005). Measuring orientation of human body segments using miniature gyroscopes
and accelerometers. Medical and Biological Engineering and computing, 43(2), 273–282.
Maruyama, Y., Blacksberg, J., & Charbon, E. (2012). A time-resolved 128x128 spad camera for laser raman
spectroscopy. In Spie defense, security, and sensing (pp. 83740N–83740N).
95
Metropolis, N., & Ulam, S. (1949). The monte carlo method. Journal of the American statistical association,
44(247), 335–341.
Milstein, A. (2008). Occupancy grid maps for localization and mapping. In Motion planning. InTech.
Mirzaei, F. M., & Roumeliotis, S. I. (2008). A kalman filter-based algorithm for imu-camera calibration:
Observability analysis and performance evaluation. IEEE transactions on robotics, 24(5), 1143–1156.
Montemerlo, M., Thrun, S., Koller, D., Wegbreit, B., et al. (2002). Fastslam: A factored solution to the
simultaneous localization and mapping problem. In Aaai/iaai (pp. 593–598).
Murray, D., & Little, J. J. (2000). Using real-time stereo vision for mobile robot navigation. Autonomous Robots,
8(2), 161–171.
Nguyen, V., Gächter, S., Martinelli, A., Tomatis, N., & Siegwart, R. (2007). A comparison of line extraction
algorithms using 2d range data for indoor mobile robotics. Autonomous Robots, 23(2), 97–111.
Niclass, C., Besse, P.-A., & Charbon, E. (2005). Arrays of single photon avalanche diodes in cmos technology:
picosecond timing resolution for range imaging. Proceedings of the 1st Range Imaging Research Day at
ETH Zurich, Zurich, Suisse.
Niclass, C., & Charbon, E. (2005). A single photon detector array with 64× 64 resolution and millimetric depth
accuracy for 3d imaging. In Solid-state circuits conference, 2005. digest of technical papers. isscc. 2005
ieee international (pp. 364–604).
Niclass, C., Rochas, A., Besse, P.-A., & Charbon, E. (2005). Design and characterization of a cmos 3-d image
sensor based on single photon avalanche diodes. Solid-State Circuits, IEEE Journal of , 40(9), 1847–1854.
Obdrzalek, S., Kurillo, G., Ofli, F., Bajcsy, R., Seto, E., Jimison, H., & Pavel, M. (2012). Accuracy and
robustness of kinect pose estimation in the context of coaching of elderly population. In Engineering in
medicine and biology society (embc), 2012 annual international conference of the ieee (pp. 1188–1193).
Ojeda, L., Chung, H., & Borenstein, J. (2000). Precision calibration of fiber-optics gyroscopes for mobile robot
navigation. In Robotics and automation, 2000. proceedings. icra’00. ieee international conference on (Vol. 3,
pp. 2064–2069).
Ouellette, R., & Hirasawa, K. (2007). A comparison of slam implementations for indoor mobile robots. In
Intelligent robots and systems, 2007. iros 2007. ieee/rsj international conference on (pp. 1479–1484).
Pascoal, J., Marques, L., & de Almeida, A. T. (2008). Assessment of laser range finders in risky environments.
In 2008 ieee/rsj international conference on intelligent robots and systems (pp. 3533–3538).
Payne, A. D., Jongenelen, A. P., Dorrington, A. A., Cree, M. J., & Carnegie, D. A. (2009). Multiple frequency
range imaging to remove measurement ambiguity. In Optical 3-d measurement techniques.
Perenzoni, M., & Stoppa, D. (2011). Figures of merit for indirect time-of-flight 3d cameras: Definition and
experimental evaluation. Remote Sensing, 3(11), 2461–2472.
Piatti, D., Remondino, F., & Stoppa, D. (2013). State-of-the-art of tof range-imaging sensors. In Tof range-
imaging cameras (pp. 1–9). Springer.
Piatti, D., & Rinaudo, F. (2012). Sr-4000 and camcube3. 0 time of flight (tof) cameras: Tests and comparison.
Remote Sensing, 4(4), 1069–1089.
Quigley, M., Stavens, D., Coates, A., & Thrun, S. (2010). Sub-meter indoor localization in unmodified envi-
ronments with inexpensive sensors. In Intelligent robots and systems (iros), 2010 ieee/rsj international
conference on (pp. 2039–2046).
96
Ratter, A., & Sammut, C. (2015). Local map based graph slam with hierarchical loop closure and optimisation.
In Australasian conference on robotics and automation 2015.
Rogers, R. M., Wit, J. S., Crane, C. D., & Armstrong, D. (1996). Integrated inu/dgps for autonomous vehicle
navigation. In Position location and navigation symposium, 1996., ieee 1996 (pp. 471–476).
Santos, J. M., Portugal, D., & Rocha, R. P. (2013). An evaluation of 2d slam techniques available in robot
operating system. In 2013 ieee international symposium on safety, security, and rescue robotics (ssrr) (pp.
1–6).
Shin, E.-H. (2006). Estimation techniques for low-cost inertial navigation. Library and Archives Canada=
Bibliothèque et Archives Canada.
Smith, P. P. (2001). Active sensors for local planning in mobile robotics (Vol. 26). World Scientific.
Smith, R. C., & Cheeseman, P. (1986). On the representation and estimation of spatial uncertainty. The
international journal of Robotics Research, 5(4), 56–68.
Stowers, J., Hayes, M., & Bainbridge-Smith, A. (2011). Altitude control of a quadrotor helicopter using depth
map from microsoft kinect sensor. In Mechatronics (icm), 2011 ieee international conference on (pp.
358–362).
Stoyanov, T., Mojtahedzadeh, R., Andreasson, H., & Lilienthal, A. J. (2013). Comparative evaluation of range
sensor accuracy for indoor mobile robotics and automated logistics applications. Robotics and Autonomous
Systems, 61(10), 1094–1105.
Sturm, J., Magnenat, S., Engelhard, N., Pomerleau, F., Colas, F., Cremers, D., … Burgard, W. (2011). Towards
a benchmark for rgb-d slam evaluation. In Rgb-d workshop on advanced reasoning with depth cameras at
robotics: Science and systems conf.(rss).
Sukkarieh, S., Nebot, E. M., & Durrant-Whyte, H. F. (1999). A high integrity imu/gps navigation loop for
autonomous land vehicle applications. IEEE Transactions on Robotics and Automation, 15(3), 572–578.
Thrun, S., & Leonard, J. J. (2008). Simultaneous localization and mapping. In Springer handbook of robotics
(pp. 871–889). Springer.
Ullrich, A., & Pfennigbauer, M. (2016). Linear lidar versus geiger-mode lidar: impact on data properties and
data quality. In Spie defense+ security (pp. 983204–983204).
Waegli, A., Skaloud, J., Guerrier, S., Parés, M. E., & Colomina, I. (2010). Noise reduction and estimation in
multiple micro-electro-mechanical inertial systems. Measurement Science and Technology, 21(6), 065201.
Webster, D. (1994). A pulsed ultrasonic distance measurement system based upon phase digitizing. Instrumen-
tation and Measurement, IEEE Transactions on, 43(4), 578–582.
Wild, G., Fang, L., Newnham, T., Fisher, A., Palmer, J., & Nagahawatt, C. (2018). Comparative performance
of simultaneous localization and mapping algorithms for unmanned aircraft based navigation systems. In
2018 5th ieee international workshop on metrology for aerospace (metroaerospace) (pp. 123–127).
Woodman, O. J. (2007). An introduction to inertial navigation. University of Cambridge, Computer Laboratory,
Tech. Rep. UCAMCL-TR-696, 14, 15.
Wurm, K. M., Stachniss, C., & Grisetti, G. (2010). Bridging the gap between feature-and grid-based slam.
Robotics and Autonomous Systems, 58(2), 140–148.
Zanuttigh, P., Marin, G., Dal Mutto, C., Dominio, F., Minto, L., & Cortelazzo, G. M. (2016). Operating
principles of structured light depth cameras. In Time-of-flight and structured light depth cameras (pp.
97
43–79). Springer.
98
