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Abstract
Most existing learning algorithms generate classiﬁers that take as an input a single untagged
instance and return its classiﬁcation. When given a set of instances to classify, the classiﬁer treats
each member of the set independently. In this work we introduce a new setup we call batch clas-
siﬁcation. In this setup the induced classiﬁer receives the testing instances as a set. Knowing the
test set in advance theoretically allows the classiﬁer to classify it more precisely.
We study the batch classiﬁcation framework and develop learning algorithms that take advan-
tage of this setup. We present several KNN-based solutions (Fix and Hodges, 1951; Duda and Hart,
1973) that combine the nearest-neighbor rule with some additions that allow it to use the additional
information about the test set. Extensive empirical evaluation shows that these algorithms indeed
outperform traditional independent classiﬁers.
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51. Introduction
Most existing learning algorithms generate classiﬁers that take as an input an untagged instance and
return its classiﬁcation. When given a set of instances to classify, the classiﬁer treats each member
of the set independently. We call this approach independent classiﬁcation. In this work, we consider
an alternative setup, where the classiﬁer receives as input a set of instances and returns a set of
assignments. We call this setup batch classiﬁcation. Note that batch classiﬁcation is diﬀerent than
batch learning. In batch learning, the induction algorithm receives the training examples as a set.
In batch classiﬁcation, the induced classiﬁer receives the testing instances as a set. We claim that
considering the set of test instances as a whole allows the classiﬁer to exploit dependency between
the instances in order to improve its performance.
Consider, for example, an e-mail client that includes a spam-mail ﬁlter trained on positive
and negative examples. The client periodically accesses the mail server and retrieves a set of new
messages that need to be ﬁltered as illustrated in Figure 1. If we treat message D independently,
we will tag it as non-spam on the basis of the word experimental that characterizes non-spam
mail, and the lack of any word characterizing spam messages in the training set. We can, however,
utilize the fact that the induced classiﬁcation of the test set messages A,B and C is spam. The
message in question, D, includes the words herbal and cure, which characterize some of the spam
messages in the test set, but do not appear in the training set. On the basis of the information in
the test set, message D will thus be correctly classiﬁed as spam.
The goal of this work is to study the batch classiﬁcation framework, and develop a learning
algorithm that takes advantage of this setup. We present several KNN-based solutions that com-
bine the nearest-neighbor rule (Fix and Hodges, 1951; Duda and Hart, 1973) with some additions
that allow it to use the information about the test set. This is done by imposing an additional
requirement – that the resulting classiﬁcation will yield a labeled set that is highly self-consistent.
We present two approaches for producing self-consistent assignments. The ﬁrst approach represents
the setup as a constraint satisfaction problem (CSP) and uses CSP solving algorithms to ﬁnd such
assignments. The second approach builds a KNN-neighborhood graph and uses various methods
to propagate the labels from the tagged examples to the unlabeled instances. Extensive empirical
evaluation shows that these algorithms indeed outperform traditional independent classiﬁers.
While we are not aware of other work that addresses the problem of enhancing the classiﬁcation
process on the basis of the dependency in the test set, many works have studied the possibility
of enhancing the learning process using unlabeled data. Two major setups have been studied.
The ﬁrst assumes that the set of labeled training examples is accompanied by a set of unlabeled
training examples (Nigam et al., 1998; Seeger, 2000; Blum and Mitchell, 1998; Blum and Chawla,
2001; Goldman and Zhou, 2000; Nigam et al., 2000). The second, called transductive learning
(Vapnik, 1998), assumes that the test examples are available, unlabeled, at training time (Alex
et al., 1985; Saunders et al., 2000; Bennett, 1999; Wu and Huang, 2000; Joachims, 2003). In
Section 5 we discuss the diﬀerences between these algorithms and ours. Figure 2 illustrates the
diﬀerences between these two setups and the batch classiﬁcation setup.
Section 2 discusses the motivation behind our approach. Section 2 presents the CSP-based
solution. Section 3 contains our propagation-based algorithms. Section 4 describes our empirical
evaluation. Finally, Section 5 discusses related works and concludes.
2. Self-Consistent Classiﬁcation of a Test Set
In Section 1 we demonstrated that classifying the members of a test set independently may yield
inferior results. In this section we analyze the problem and propose a method for dealing with it.
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Figure 1: Under standard classiﬁcation approaches that treat each message in the test set indepen-
dently, message D will be classiﬁed as non-spam on the basis of the word Experiment.
Utilizing the induced classiﬁcation of the test messages A,B and C, message D will be
classiﬁed as spam on the basis of the words Herbal and Cure
2.1 Self-Consistency of a Label Assignment
To understand this problem, look at the simple instance space illustrated in Figure 3. The space
contains two clusters, one positive and the other negative. If we use the independent approach,
instances A,B and C will be erroneously tagged as “-”. If, however, we take into account the
classiﬁcation of the other members of the test set (speciﬁcally the instances near A,B and C), then
A,B and C will be correctly tagged as “+”.
An analysis of the solution oﬀered by the traditional approach reveals that the labels of 3
instances of the test set are inconsistent with the k-nearest-neighbor rule (which states that the label
of an instance should be determined by the majority of its K nearest neighbors). These instances are
highlighted in Figure 4. These inconsistencies emerge when all the labels (of the labeled examples
together with the test set) are checked against each other. Note that the inconsistencies do not
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5Labeled￿
Data￿ Learner￿ Classifier￿
Test￿
Data￿
Labeled￿
Test￿
Date￿
Labeled￿
Data￿ Learner￿ Classifier￿
Test￿
Data￿
Labeled￿
Test￿
Date￿
Un-￿
labeled￿
Data￿
(a) Independent(traditional) (b) Unlabeled
Labeled￿
Data￿ Learner￿ Classifier￿
Test￿
Data￿
Labeled￿
Test￿
Date￿
Labeled￿
Data￿ Learner￿ Classifier￿
Test￿
Data￿
Labeled￿
Test￿
Date￿
(c) Transductive (d) Batch Classiﬁcation
Figure 2: Four inductive learning frameworks
+
+
+
-
-
-
A
B
C
Figure 3: Instances A, B, C will be misclassiﬁed when classiﬁcation is performed individually
+
+
+
-
-
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+
+
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-
-
-
-
+
+
+
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-
-
Figure 4: Classifying instances A, B, C as “-” results in 3 inconsistencies (marked in black). Clas-
sifying them as “+” results in no inconsistencies
necessarily occur in the instances that were mislabeled. The correct solution, however, does not
include any inconsistencies.
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5We now formalize the notion of self-consistency of a given label assignment. We start by
restating the deﬁnition of a leave-one-out error.
Deﬁnition 1 Let A be a learning algorithm that receives a set of labeled examples L and returns
a classiﬁer A(L). The leave-one-out error, LOOE, of A with respect to a labeled set of instances L
is deﬁned as
LOOE(A,L) =
 
 xi,ci ∈L
 
0 : ci = A(L − { xi,ci })(xi)
1 : Otherwise
|X|
. (1)
The following deﬁnition formalizes the notion of consistently assigning labels to a test set.
Deﬁnition 2 Let A be a learning algorithm. Let L be a set of labeled examples. Let U be a set of
unlabeled instances. Let C : U → {0,1} be an assignment. The self-consistency of C with respect
to A and L is deﬁned as
SCA,L,U(C) = 1 − LOOE(A,L
 
{ u,C(u) |u ∈ U}). (2)
For example, the traditional independent classiﬁcation, illustrated in Figure 4, includes 3 instances
that are inconsistent with the KNN rule, and therefore the self-consistency of the associated as-
signment is 1 − 3/33. The correct assignment, however, has a self-consistency of 1. Note that in
the general case the consistency of the correct assignment is not necessarily 1 because in realistic
settings, learning algorithms rarely yield a leave-one-out error of 0.
A natural way to ﬁnd an assignment with high self-consistency is to represent the problem as
a Constraint Satisfaction Problem (CSP), and use one of the known methods of dealing with such
problems (Marchiori and Steenbeek, 2000; Bohlin, 2002; Minton et al., 1992).
2.2 Representing a KNN Problem as a CSP
To represent a given KNN problem as a CSP, we assign a variable to each instance (both labeled
and unlabeled). We deﬁne, for each labeled instance a constraint that ﬁxes its value, and for each
instance, labeled or unlabeled, a constraint stating that its label should obey the NN rule with
respect to its K nearest neighbors.
Let L = { x1,c1 ,..., xj,cj } be a set of labeled examples. Let U = {xj+1,...,xn} be a set
of unlabeled examples. Deﬁne NNk(x,X) to be the set of k elements of X closest to x (using a
given distance function). Let MaxV ote(XL) be a label with maximal count in a labeled set XL
(majority vote in the case of binary classiﬁcation). We deﬁne the associated CSP as follows:
1. The set of variables is V = {v1,...,vn}.
2. The set of constraints is S = S1
 
S2
S1
def
= {vi = ci|1 ≤ i ≤ j} (3)
S2
def
= {vi = MaxV ote(NNk(xi,L
 
U)|1 ≤ i ≤ n}, (4)
where S1 is the set of constraints related to the labeled set, and S2 is the set of constraints related
to each instance’s conformity to the NN rule.
Note that S2 contains constraints for all the instances – labeled and unlabeled. An inconsistency
may occur at an instance of the training set if a majority of its nearest neighbors were tagged
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-
v1 v4
v5 v6
v2 v7
v3 v8
S1 ={
s11 : v1 = 1,
s12 : v2 = −1,
s13 : v3 = −1}
S2 ={
s21 : v1 = MaxVote(v4,v5,v6),
s22 : v2 = MaxVote(v3,v7,v8),
s23 : v3 = MaxVote(v2,v7,v8),
s24 : v4 = MaxVote(v1,v5,v6),
s25 : v5 = MaxVote(v1,v4,v6),
s26 : v6 = MaxVote(v1,v4,v5),
s27 : v7 = MaxVote(v2,v3,v8),
s28 : v8 = MaxVote(v2,v3,v7) }
Figure 5: The CSP representation of the 3-NN dependencies for a given data set
diﬀerently than it. This can happen, of course, only if some of its nearest neighbors belong to
the test set. For example, look at the KNN problem illustrated in Figure 5. Assignment {v4 =
−1,v5 = −1,v6 = −1,v7 = −1,v8 = −1} violates constraint S21, which is associated with the
labeled instance v1. Assignment {v4 = +1,v5 = +1,v6 = +1,v7 = −1,v8 = −1}, however, does
not violate any constraint and therefore is an optimal solution to the CSP.
In the above example, it is possible to ﬁnd an assignment which does not violate any constraint.
In most practical learning problems, however, there is no such an assignment. A common approach
for solving such CSPs is to attempt to minimize the number of constraint violations.
2.3 The CSP-Solving Algorithm
Many algorithms have been developed for solving CSP. In the KCSP algorithm presented in this
work, we used a local search algorithm that is based on the min-conﬂicts heuristic (Minton et al.,
1992). This algorithm has two advantages relevant to our problem. It can solve problems with a
large number of constraints, and it can be applied for CSP where no perfect solution exists. In
such cases it searches for an assignment that violates the minimal number of constraints.
The algorithm starts with an arbitrary assignment. At each step it randomly selects a conﬂicted
variable and replaces its value with one that violates a minimal number of constraints. This process
is repeated until all the conﬂicts have been resolved or the allocated resources have been used. For
another description of the algorithm, see Russell and Norvig (1995).
Empirical tests of the KCSP algorithm (Section 4) show that while it appears to have some
potential, it is often outperformed by KNN. The problem with the KCSP algorithm is that its high
degree of freedom allows it to often choose undesirable assignments. Figure 6 demonstrates this
phenomenon for KNN with K=3. The group of instances with bold borders can be assigned either
“+” or “-” without changing the number of inconsistencies.
One potential solution is to increase the weight of the labeled examples. Such a change would
indeed solve the problem described in Figure 6. Labeled instance A would get more weight than
the unlabeled neighbors of instances B and C, forcing a “+” assignment to them, and then to
the whole group. While this solution indeed solves some of the problems associated with the high
degree of freedom, there are cases where it is not suﬃcient. Consider, for example, the conﬁguration
in Figure 7, which is a slight modiﬁcation of the previous example. In this example, each member
of the group has support from within the group, so that the group as a whole can be assigned any
label without causing any inconsistencies. Therefore, tagged instances outside the group cannot
aﬀect the group’s classiﬁcation.
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+￿ +￿
+￿
+￿
A￿
B￿
+￿
+￿ +￿
+￿
-￿ -￿
-￿
-￿
A￿
B￿
(a) (b)
Figure 6: The problem with the KCSP algorithm is its high degree of freedom. The following 2
assignments result in the same number of conﬂicts (0), although they represent two very
diﬀerent assignments.
Another potential solution could be to use the independent KNN classiﬁcation as a tie-breaking
rule for cases where two assignments yield the same number of inconsistencies. This approach,
however, also fails to solve the above examples. Although the tie would be broken, the KNN rule
would assign “-” to the test group when the desirable assignment is “+”.
3. Finding a Consistent Assignment Using K-Neighborhood Graphs
The KCSP algorithm has some innate ﬂaws that appear diﬃcult to solve. In this section we describe
a family of algorithms that are based on a representation of a given KNN problem as a directed
graph. In our graph, a node is associated with each instance (labeled or unlabeled). An edge
connecting one node to another reﬂects the dependency of the second node in the classiﬁcation of
the ﬁrst. We deﬁne the K-neighborhood graph as G =  V,E , where V is the set of labeled and
unlabeled instances (L
 
U) and the deﬁnition of E varies from one algorithm to another.
The independent KNN algorithm can be represented by a K-neighborhood graph by setting its
edges to be the set:
 v1,v2  ∈ E ⇔ v1 ∈ NNk(v2,L).
This means that an unlabeled node can be inﬂuenced only by nodes belonging to the labeled
examples L.
7
T
e
c
h
n
i
o
n
 
-
 
C
o
m
p
u
t
e
r
 
S
c
i
e
n
c
e
 
D
e
p
a
r
t
m
e
n
t
 
-
 
T
e
c
h
n
i
c
a
l
 
R
e
p
o
r
t
 
 
C
I
S
-
2
0
0
5
-
0
4
 
-
 
2
0
0
5+￿
+￿ +￿
+￿
-￿ -￿
-￿
-￿
A￿
B￿
Figure 7: Trying to solve the CSP based algorithm problem by increasing the weight of the labeled
instances does not help in this case.
3.1 The CKNN1 Algorithm
The ﬁrst algorithm we describe, CKNN1, deﬁnes the following edges between the nodes of the
graph.
 v1,v2  ∈ E ⇔ v1 ∈ NNk(v2,V ).
Labeled nodes are initialized according to their predeﬁned classiﬁcation (either -1 or +1). Un-
labeled nodes are all initialized with a neutral value of 0. In addition, all labeled nodes are marked
as permanent (so their classiﬁcation is not allowed to change during the execution).
The algorithm then starts an iterative process for determining the classiﬁcation of each unlabeled
node. In each iteration, the new classiﬁcation of a (non-permanent) node is calculated by averaging
the current classiﬁcation of its K neighbors. Note that during the ﬁrst iteration unlabeled nodes
will not inﬂuence their neighbors because they are initialized to a neutral value. The process
of recalculating the classiﬁcation of each unlabeled node is repeated iteratively until all the values
converge1. The algorithm then returns an assignment +1 to each unlabeled instance with a positive
value, and -1 otherwise. The CKNN1 algorithm implements the following recursive formula:
Ci(v) =
 
v ∈ L : Ci−1(v)
v / ∈ L :
P
u∈NNk(v) Ci−1(u)
k
.
The diﬀerence between CKNN1 and KNN is illustrated in Figure 9.
A formal listing of the algorithm is given in Figure 10. Figure 8 shows how the algorithm works.
The sequence of images represents the values of the nodes during the ﬁrst 3 iterations when K =
3. The table shows the actual values of the nodes during the ﬁrst 6 iterations.
1. Convergence is reached when no node changes its value by more than a given ǫ.
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￿
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￿
(a) Iteration 0 (b) Iteration 1 (c) Iteration 2
Node 1 2 3 4 5 6 7 8 9 10 11 12 13
Iteration 0 1.0 1.0 -1.0 -1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Iteration 1 1.0 1.0 -1.0 -1.0 0.0 0.0 0.0 0.0 0.3 0.6 0.6 -0.6 -0.6
Iteration 2 1.0 1.0 -1.0 -1.0 0.0 0.0 0.0 0.1 0.4 0.9 0.9 -0.9 -0.9
Iteration 3 1.0 1.0 -1.0 -1.0 0.0 0.0 0.0 0.2 0.4 1.0 1.0 -1.0 -1.0
Iteration 4 1.0 1.0 -1.0 -1.0 0.0 0.0 0.0 0.2 0.4 1.0 1.0 -1.0 -1.0
Iteration 5 1.0 1.0 -1.0 -1.0 0.0 0.0 0.0 0.2 0.5 1.0 1.0 -1.0 -1.0
Iteration 6 1.0 1.0 -1.0 -1.0 0.1 0.1 0.1 0.3 0.5 1.0 1.0 -1.0 -1.0
Figure 8: The values of the nodes during the ﬁrst few iterations. Labeled nodes are marked in
bold. The brightness of each node symbolizes its value.
+￿
+￿
-￿
A￿
B￿
C￿
D￿
E￿
F￿
+￿
+￿
-￿
A￿
B￿
C￿
D￿
E￿
F￿
(a) (b)
Figure 9: Figure (a) shows the edges entering node A for the neighborhood graph used by KNN.
Figure (b) shows the same for the graph used by CKNN1.
After the algorithm converges, each node has a value C(v) between -1 and +1. If that value
is positive then the node is said to belong to the ﬁrst class. Otherwise the node is said to belong
to the second class. Section 3.5 shows how the algorithm can be modiﬁed to solve problems with
more than 2 classes.
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5CKNN1(U,L,K,ǫ)
 E,V   ← NeighborhoodGraph(U,L,K)
do
converged = true
For each node v ∈ V do
if v / ∈ L then
NewLabel(v) ← average{Label(u)| u,v  ∈ E}
if |NewLabel(v) − Label(v)| > ǫ then
converged ← false
For each node v ∈ V do
Label(v) ← NewLabel(v)
until converged
Figure 10: The CKNN1 algorithm: Classifying all unlabeled nodes
3.2 The CKNN2 Algorithm
During the empirical evaluation of the CKNN1 algorithm (see Section 4), we noticed that it per-
formed well when there are few labeled instances, but showed performance inferior to that of KNN
when the number of labeled instances was increased. To understand why this phenomenon occurs,
look at the example in Figure 11. Instance A has 4 nearest neighbors that are unlabeled. These
will be assigned a label of “-” because of their labeled neighbors. Instance A also has 3 labeled
neighbors labeled “+”. CKNN1 will opt to use the uncertain data propagated from the unlabeled
nodes instead of the certain data available from the labeled nodes. This phenomenon becomes more
frequent as the number of labeled instances increases.
+￿
+￿
+￿
-￿
-￿
-￿
A￿
+￿
Figure 11: When K = 7, CKNN1 (incorrectly) classiﬁes node A as ”-”. This is because there are
4 unlabeled nodes, which will be classiﬁed as ”-”, versus 3 labeled nodes with a ”+”
label.
In this subsection we present the CKNN2 algorithm, which tries to handle such problems by by
deciding locally for each node whether to use the CKNN1 rule or resort back to the conservative
KNN approach.
The CKNN2 algorithm maintains, for each node v ∈ U, 2 sets of neighbors:
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51. NNk(v,L), the K nearest labeled neighbors of node v. We denote the average distance of v
from this set by DL(v) = 1
k
 
v′∈NNk(v,L) d(v,v′).
2. NNk(v,L ∪ U), the K nearest (labeled or unlabeled) neighbors of node v. We denote the
average distance of n from this set by DL+U(v) = 1
k
 
v′∈NNk(v,L∪U) d(v,v′).
Figure 12 illustrates two such sets of neighbors for node A.
The algorithm behaves like CKNN1 with one exception: if the average distance of the labeled
neighbors is not much greater than the average distance of the labeled and unlabeled neighbors,
then it resorts to the traditional KNN rule. Thus, the algorithm prefers to use labeled data, even at
the cost of using slightly more distant examples. When more labeled data exists, the algorithm will
behave more like KNN. Let r(v) =
DL(v)
DL+U(v) be the ratio between the average distances. A large value
of r(v) means that the average distance of the set of nearest labeled neighbors is much greater than
the average distance of the set of nearest combined neighbors. Note that r(v) ≥ 1. We would like
to refrain from using the CKNN1 strategy on nodes whose distance ratio r is signiﬁcantly smaller
than that of the average population. Let R(V ) = {r(v)|v ∈ V }. Let τ = AVG(R(V ))−STD(R(V ))
be a threshold. The algorithm uses the labeled set for node v if and only if r(v) ≤ τ.
+￿
+￿
-￿
A￿
B￿
C￿
D￿
E￿
F￿
Nearest Combined Set￿
Nearest Labeled Set￿
Figure 12: There are 2 neighborhood sets for node A. These sets are not necessarily disjoint.
To implement this strategy we change the way the algorithm creates the edges between the
nodes in the graph to:
 v1,v2  ∈ E ⇔
 
r(v2) ≤ τ : v1 ∈ NNk(v2,L)
r(v2) > τ : v1 ∈ NNk(v2,V )
. (5)
Figure 13 shows a graph where, for K = 3, one node will use its labeled neighbors and the
other will use the combined neighborhood. Assume that the distances are measured in the two-
dimensional Euclidean space. The ratio for node A is r(A) = 2.3 while the ratio for node B is
r(B) = 1.6. If, for example, τ = 2, then the classiﬁcation of node A will be determined by the
combined neighborhood, while that of node B will be determined by the labeled neighbors.
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Figure 13: In this example node A uses its combined-neighborhood set, and node B uses its labeled-
neighborhood set.
3.3 The CKNN3 Algorithm
The CKNN2 algorithm presented in the previous subsection can indeed bias CKNN1 towards
labeled instances in situations like the one described in Figure 11. There are cases, however, where
this type of bias is not enough. Consider, for example, the conﬁguration presented in Figure 14.
Both CKNN1 and CKNN2 with either neighborhood set choice will classify instance A as “-”
because 4 of the 7 neighbors will be tagged as “-”. An alternative approach would give less weight
to nodes whose label is determined by very remote examples. Such an approach would classify
instance A as “+” because the neighbors labeled “+” have more support than the other neighbors.
A
+
+
+
-
-
-
-
Figure 14: CKNN2 will classify node A as negative. This may not be the desired behavior in such
cases.
The CKNN3 algorithm operates in 2 stages. The ﬁrst stage determines the support of each
instance. The support ﬂows from the labeled instances (which are always assigned a support value
of 1) to their neighbors. Each unlabeled instance is initially assigned a support value of 0. Its
support value in stage i of the run is set to be the normalized sum of the support value of its
nearest neighbors in stage i − 1, multiplied by a decay factor γ. Thus, the following recursive
equation is calculated:
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5Suppi(v) =
 
v ∈ L : 1
v / ∈ L :
P
u∈NNk(v)Suppi−1(u) γ
k
. (6)
After the support value converges2 to a given boundary, the classiﬁcation of each unlabeled
instance is calculated. As before, the classiﬁcation of labeled instances is set according to their
(known) label, and does not change during the course of execution. Unlabeled instances are initially
assigned a neutral classiﬁcation of 0. On each iteration, their classiﬁcation is modiﬁed according
to the classiﬁcation of their nearest neighbors, weighted by the neighbors’ support values:
Ci(v) =



v ∈ L : Label(v)
v / ∈ L :
P
u∈NNk(v)Supp(u) Ci−1(u)
P
u∈NNk(v)Supp(u)
.
The neighborhood graph for the CKNN3 algorithm is the same as the one built for the CKNN1
algorithm. The formal listing for the CKNN3 algorithm is given in Figure 15.
CalcSupport(U,L,K,ǫ,γ, E,V  )
do
converged = true
For each node v ∈ V do
if v ∈ U then
NewSupp(v) ←
γ
K
 
 u,v ∈E Supp(u)
if |NewSupp(v) − Supp(v)| > ǫ then
converged ← false
For each node v ∈ V do
Supp(v) ← NewSupp(v)
until converged
CKNN3(U,L,K,ǫ)
 E,V   ← NeighborhoodGraph(U,L,K)
CalcLabel(U,L,K,ǫ, E,V  )
do
converged = true
For each node v ∈ V do
if v is not permanent then
NewLabel(v) ←
P
 u,v ∈ESupp(u) Label(u)
P
 u,v ∈ESupp(u)
if |NewLabel(v) − Label(v)| > ǫ then
converged ← false
For each node v ∈ V do
Label(v) ← NewLabel(v)
until converged
Figure 15: The CKNN3 algorithm: Classifying all nodes
2. The proof of convergence in Section 3.7 applies to this case as well.
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+￿
-￿
A     0.57￿
B         0.57￿
C￿        0.57￿
D      1.0￿
E￿        1.0￿
F￿        1.0￿
Figure 16: The K-neighborhood graph of CKNN3 (K = 3)
Figure 16 demonstrates the support given to diﬀerent nodes. The values presented in the ﬁgure
have alread reached convergence. Since node D is labeled, it has more support, and thus more
inﬂuence over the classiﬁcation of node A. The decay factor in this case is 0.8.
3.4 Resolving Unlabeled Source Components
C
D
A
B
+
-
+
-
+
-
+
-
E
C
D
A
B
+
-
+
-
(a) (b) (c)
Figure 17: (a) An example of a network with an unlabeled source component. (b) The source com-
ponent is resolved using a centroid. (c) The source component is resolved by connecting
some of its nodes to the outside (replacing the internal edges with external ones).
The algorithms described in this section rely on the assumption that every unlabeled node has
at least one labeled ancestor in the neighborhood graph. This assumption, however, fails when the
neighborhood graph contains a source component of unlabeled nodes. S is a source component if
all edges going into every node in S originate from a node within S.
Deﬁnition 3 Let G =  V,E  be a neighborhood graph. Let S ⊆ V . Then S is a source component
of G iﬀ ∀u ∈ S∀ v,u  ∈ E[v ∈ S].
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5An unlabeled source component (USC) is a source component that contains only unlabeled nodes.
Since all the unlabeled nodes are initialized to the same value, the labels of the nodes in an unlabeled
source component will retain their initial value throughout the run of the algorithm3. An example
for an unlabeled source component is illustrated in Figure 17(a).
The unlabeled source components of a neighborhood graph can be found by the following
simple algorithm. First, we start a search (BFS or DFS) from the set of labeled nodes and mark
all reachable nodes. We then partition the set of remaining nodes to one or more unlabeled source
components. We do so by iteratively picking a random element of the USC, ﬁnding all its ancestors,
and marking all the nodes that are reachable from it as members of the same unlabeled source
component. See Figure 18 for a formal deﬁnition.
We oﬀer two approaches for solving the unlabeled source component problem. The ﬁrst ap-
proach, USC-Grouping, is based on replacing all the nodes in the component with a single node.
For each unlabeled source component, a virtual node is created and positioned at the center of
the component. The neighborhood graph is recomputed after all the source components have been
resolved. After the classiﬁcation algorithm converges, the label given to the virtual node is assigned
to all the original members of the source component4.
Figure 17(b) shows how the USC-grouping algorithm works. The algorithm ﬁnds the source
component consisting of the nodes A,B,C and D. A new centroid, E, is created and replaces the
source component in the neighborhood graph. A formal description of the algorithm is given in
Figure 19.
Another approach for solving the unlabeled source component problem is to replace one or
more internal edges with edges connecting to nodes not belonging to the component. The new
edges connect nodes from outside the component into the component, making the component an
integral part of the graph. Let C be the set of source-component nodes. Let S ⊆ C5 be the M
nodes with the closest nearest neighbors from outside the component. We replace the farthest
neighbor of each member in S with its external nearest neighbor. M = p |C| where 0 < p ≤ 1 is a
parameter.
Figure 17(c) shows how the neighbor-addition algorithm works for p = 0.5. The two nodes with
the closest nearest neighbors from outside the component are B and D.
The formal listing of the algorithm is given in Figure 20.
3.5 Solving Multiple Class Problems
Many problems have more than two possible classiﬁcations. The algorithms in this work are easily
modiﬁed to handle such problems. When there are Nc classes, we assign Nc distinct values to
each node (instead of a single value). These values are propagated independently, from one node
to another. After all the values in the graph have converged, each node is said to belong to the
class with the highest value. Ties are almost impossible in real-world problems, but if a tie occurs,
the label of the node is chosen arbitrarily from among the maximal values. The complexity of the
classiﬁcation problem does not increase due to this scheme. Instead of having one classiﬁcation
problem, we have Nc independent problems, which are all similar in complexity to the original one.
3. This problem obviously does not occur in the KNN algorithm’s K-neighborhood graph. There, by deﬁnition, each
unlabeled node has exactly K labeled parents and, therefore, unlabeled source components do not exist.
4. Nodes from outside the unlabeled source component might have been linked to one of the members of the source
component. This graph will possibly be modiﬁed to connect the virtual node to them. However, since the position
of the centroid may not be the same as the node the external nodes were originally linked from, these nodes might
now use a diﬀerent node as the source of the edge. This cannot result in new unlabeled source components
because the original edge originated from an unlabeled source component.
5. In our experimental evaluation we chose to use S = C.
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5FindUnlabeledSourceComponents (G =  V,E ,L) //L is the set of labeled instances.
SC ← ∅
U ← G − FindReachable(G,L)
While U  = ∅ do
Choose v ∈ U
SCv ← FindAncestors(U,{v})
SCv ← FindReachable(U,SC v) //Searching only in U.
SC ← SC
 
{SC v}
U = U \ SCv
Return SC
FindReachableNodes (G =  V,E ,N) //N is the set nodes to start from.
Reachable ← N
stack S ← N
While S  = ∅ do
v ← pop(S)
Let Children = {u| v,u  ∈ E}
For each u ∈ Children
If u / ∈ Reachable
push u into S
Reachable ← Reachable
 
{u}
Return Reachable
FindAncestors (G =  V,E ,N) //N is the set nodes to start from.
Ancestors ← N
stack S ← N
While S  = ∅ do
v ← pop(S)
Let Parents = {u| u,v  ∈ E}
For each u ∈ Parents
If u / ∈ Ancestors
push u into S
Ancestors ← Ancestors
 
{u}
Return Ancestors
Figure 18: Finding all unlabeled source components
3.6 Using a Distance Weighting Scheme
A common practice when using KNN is to employ a distance metric between the node and its
nearest neighbors. The weighted votes of the nearest neighbors of a node v are used in order to
determine the classiﬁcation of v. In other words, if a node has one close nearest neighbor with a
classiﬁcation of “+”, and two nearest neighbors with a classiﬁcation of “-”, then, depending on the
distances, the node may be assigned a value of “+”.
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5Grouping-SourceComponentResolve (G =  V,E ,L)
SCS ← FindUnlabeledSourceComponents(G,L)
For each SC ∈ SCS
C ← Centroid ofSC
V ← V \ SC
V ← V
 
{Centroid}
Recalculate nearest neighbors of all nodes in V .
Figure 19: Using a centroid to resolve the unlabeled source components in a graph
Connect-SourceComponentResolve (G =  V,E ,L,ratioToConnect)
SCS ← FindUnlabeledSourceComponents(G,L)
For each SC ∈ SCS
N ← ceil(|SC|   ratioToConnect) //Number of nodes to connect.
Candidates ← { v,u |u ∈ SC,v ∈ NN1(u,V \ SC)}
// Find nearest neighbors from outside component
Connections ← N edges  v,u  ∈ Candidates with minimal d(v,u)
For each  v,u  ∈ Connections
E ← E \ { t,u | x,u  ∈ E} // Remove all edges into u
E ← E
 
{ v,u }
E ← E
 
{ t,u |t ∈ NNk−1(u,V )} // Re-compute k-1 neighbors
Figure 20: Resolving source components by connecting nodes from the source component to outside
nodes
This scheme can be applied to the algorithms described in this section with good results. Instead
of propagating the classiﬁcation of a node’s nearest neighbors equally, the inﬂuence of the node’s
neighbors can be averaged according to their distance from the destination.
3.7 Convergence
Let us denote by U the set of unlabeled instances and by L the set of labeled ones. An unlabeled
source component is a set of nodes deﬁned as:
Z ⊆ U : ∀z ∈ Z NNk(z) ⊆ Z.
We assume that such a component is eliminated by one of the methods described in section 3.46
Let us denote by w(x) the current label assignment of an instance x ∈ U, and by w(p)(x) its
classiﬁcation at iteration p. For instances from L, w(x) is constant.
The update rule is as follows:
w(p+1)(x) =
 
x′∈NNk(x)
w(p)(x′)
k
. (7)
6. If the source components are left untouched, they keep their initial (neutral) assignment. In such cases they
can be treated as a single labeled instance with a neutral label that does not change, and have no impact on
convergence.
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+1.0 -1.0 -1.0￿
-1.0 -1.0 +1.0￿
-1.0 +1.0 -1.0￿
-1.0 -1.0 +1.0￿
Figure 21: A multi-class problem representation
In the matrix form, we can write it as
w(p+1) = Cw(p) + b, (8)
where the instances in L and U are assumed to be enumerated; w stands for the current classiﬁcation
of the elements of U, and the elements of C and b are calculated as follows:
cij =
 
1/k, xj ∈ NNk(xi),
0, otherwise;
bi =
 
y∈Y ∩NNk(xi)
w(y)/k.
In particular, we have cii = 0.
Note that we are looking at the system of equations of the form w(p+1) = Cw(p) + b. This
equation corresponds to standard iterative algorithms (Jacobi, Gauss-Seidel). According to Saad
(2003), they can be written in the form Aw = b, where A = I − C. Note that the matrix A is
row-diagonal dominant because
aii = 1 =
 
j =i
aij + bi ≥
 
j =i
aij,
and irreducible because it corresponds (without loss of generality) to a strongly connected graph7.
Theorem 4.5 in Saad (2003) proves that an iterative algorithm that uses a column-diagonal
irreducible matrix indeed converges 8.
7. If the graph is not strongly connected, it may be divided into independent connected components. There cannot
be a loop between the independent components and thus they can be treated sequentially.
8. The proof discusses column-diagonal dominant matrices, while our matrix is row-diagonal dominant. Still, the
proof remains the same.
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54. Experimental Evaluation
In this section we describe our empirical study of the algorithms introduced in the previous sections.
The ﬁrst goal of the study is to compare the performance of our algorithms to other algorithms.
The second goal is to understand the behavior of our algorithms and test the eﬀect of various
parameters on their performance.
4.1 Experimental Methodology
Our experimental study consists of several parts:
1. We test the eﬀect of various parameters on the algorithms’ performance using a small set of
domains. At the end of this stage we ﬁx the values of the studied parameters9.
2. We compare the performance of all the algorithms introduced in this paper. The datasets
used from here on are diﬀerent than those used for parameter tuning.
3. We compare the performance of algorithms with regular KNN and with the SGT algorithm
(Joachims, 2003), which is a transductive version of KNN.
4. We test the sensitivity of our best algorithm to various conditions such as noise and ratio of
unlabeled data.
4.1.1 Evaluation Methods
One of the most common methods for evaluating learning algorithms is 10-fold cross-validation.
This method, however, is not well-suited to transductive algorithms, which perform best with small
training sets and suﬃciently large test sets. We considered reverse 10-fold cross-validation where
the small fold is used as a training set and the large fold is used as a test set. This setup, however,
suﬀers from high dependency among the test sets of the diﬀerent folds. We ﬁnally came up with
the following variant of the cross-validation method:
1. The dataset is partitioned into two sets, T1 and T2.
2. Each of the two sets is partitioned into M sets, T1
i ,...,TM
i for i = 1,2.
3. We perform 2M learning experiments with the following pairs, each consisting of a training
set and a test set 10:
 T1
1,T2 ,..., TM
1 ,T2 , T1
2 ,T1 ,..., TM
2 ,T1 .
Figure 22 demonstrates such a partitioning of the dataset for M = 4.
4. The performance of an algorithm is estimated by averaging the error rate over the 2M folds.
5. Two statistical tests are used for comparing one algorithm to another:
(a) McNemar’s test on the ﬁrst pair  T1
1,T2 .
9. Obviously we could have performed per-domain parameter tuning using cross-validation on the training set.
However, since we are limited in our control of the algorithms we use for comparison, we use static parameter
tuning for the whole experimentation stage.
10. Note that the instances of the test set are presented simultaneously to the classiﬁer. This is diﬀerent than the
common testing methodology, where each testing instance is evaluated independently.
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2￿ T￿1￿
3￿ T￿1￿
4￿
T￿1￿
Figure 22: A sample partitioning of a dataset
(b) Paired T-test on the 2M experiments.
Our method of comparison has the advantage of using 2M independent training sets and relatively
small training sets. Note that small training sets, considered disadvantageous in common learning
experiments, are well-suited for our experimental setup. Another advantage of this method for
our setup is the large size of the test set. The power of the transductive method can be better
demonstrated with large test sets.
One problem with our method is dependency among the test sets. However, we have two disjoint
test sets, a setup similar to that of the 5×2 cross-validation method, which was shown to have few
type 1 errors (Bouckaert, 2003). While K-fold cross-validation has the advantage of independence
among the test sets, it has the disadvantage of high dependency in the training set. In our method,
the 2M training sets are completely independent.
4.1.2 Independent Parameters
In addition to evaluating the algorithms in general, we are interested in testing their sensitivity to
various parameters. We test three parameters associated with the problem setup: training-set size,
testing-set size, and noise ratio(artiﬁcially generated).
In addition, we test the following algorithm-speciﬁc parameters:
• K – the number of neighbors used for classiﬁcation.
• Convergence parameter – the ǫ parameter controlling the convergence of the CKNN1, CKNN2
and CKNN3 algorithms.
• Neighborhood threshold – the τ parameter in Equation 5, which controls the neighborhood
graph for the CKNN2 algorithm.
• Decay factor – the γ parameter in Equation 6, which controls the decay in the support values
for the CKNN3 algorithm.
4.1.3 Domains
All of our datasets are taken from the UCI repository of machine learning databases (Blake and
Merz, 1998). For the parameter tuning stage we use four datasets: Breast, Echo, Promoter, and
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5Number of Dataset Inconsistency
Dataset Examples Attributes Classes KNN3 KNN7 KNN30
Anneal 1,2-6 798 38 2 5.64 8.52 13.53
Anneal 798 38 6 5.76 8.90 14.66
BUPA-liver 345 6 2 35.65 40.87 33.33
Glass 1-3,4-6 214 9 2 5.61 7.94 10.28
Glass 214 9 6 27.57 35.98 40.19
Ionosphere 351 33 2 15.67 16.24 21.65
Iris 1-2,3 150 4 2 4.67 3.33 4.67
Iris 150 4 3 4.67 3.33 4.67
Monks1 124 17 2 24.19 22.58 23.39
Monks2 169 17 2 42.01 42.60 41.42
Monks3 122 17 2 16.39 16.39 13.93
New Thy 1-2,3 215 5 2 3.26 3.26 6.51
New Thy 215 5 3 4.65 6.98 13.95
Pima 768 6 2 28.13 24.74 24.87
Segm 1-3,4-7 2310 18 2 3.77 4.11 5.93
Segm 2310 18 7 5.37 6.23 8.96
Vehicle 1-3,4 846 18 2 23.05 21.75 21.39
Vehicle 846 18 4 28.13 27.66 32.39
Vowel 1-5,6-11 990 10 2 1.31 3.03 9.80
Vowel 990 10 11 2.53 8.08 32.32
WDBC 569 30 2 34.09 35.68 34.27
Wine 1-2,3 178 3 2 3.37 3.37 2.25
Wine 178 3 3 3.37 3.37 2.25
Table 1: Some statistics about the datasets used in this section. The last three columns specify
the inconsistency with respect to KNN for K=3, 7, 30
Titanic. For performance comparison we use the following datasets: Anneal, BUPA-liver, Iono-
sphere, Iris, Monks1, Monks2, Monks3, New-Thyroid, Pima, Segmentation, Vehicle, Vowel, WDBC,
and Wine.
In addition, to compare our algorithm to SGT (which is inherently limited to binary classiﬁca-
tion problems), we created binary datasets by dividing the original dataset into two classes, each
consisting of one or more of the original classes. The resulting datasets are called Anneal 1,2-5,
Iris 1-2,3, Wine 1-2,3, new-thy 1-2,3, segm 1-3,4-7, vowel 1-5,6-11, and vehicle 1-3,4.
Table 1 lists the leave-one-out error of the datasets used for our experiments with respect to
KNN. We call this error the inconsistency of the dataset. Our hypothesis is that our algorithm works
better when the dataset has a low inconsistency. This is because our method prefers assignments
with high self-consistency, and these are not likely to correspond to the true classiﬁcation in the
case of inconsistent datasets. Note that some of the inconsistency values presented in the table
contradict the common belief that higher values of K yield better KNN classiﬁers.
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54.2 Algorithms Comparison
The goal of our main experiment is to evaluate and compare the performance of the four algorithms
presented in this paper. The three CKNN algorithms incorporate the USC-expansion enhancement
(see Section 3.4). Since our algorithms can be viewed as enhancements of KNN for batch classiﬁca-
tion scenarios, we compare the performance of the algorithms to KNN. In addition, we compare our
algorithms to SGT, the transductive variant KNN developed by Joachims (2003) and mentioned in
Section 1. SGT is of special interest to us because it can be used in batch classiﬁcation scenarios
without any modiﬁcation.
The experiments were conducted as described in Section 4.1.1, with the same size test set (50%
of the dataset). The comparison was repeated ﬁve times with training set sizes of 5%, 10%, 15%,
20% and 25% of the dataset. As assumed by the batch classiﬁcation framework, each algorithm
was trained on the labeled data and the resulting classiﬁer was given the test set as a batch.
Dataset KNN SGT KCSP CKNN1 CKNN2 CKNN3
Anneal 1,2-6 21.07 ± 1.35 20.45 ± 1.01 21.99 ± 1.13 20.19 ± 1.14 18.12 ± 0.88 18.42 ± 1.19
Anneal 22.09 ± 1.28 - 88.02 ± 1.18 32.48 ± 2.25 29.66 ± 4.56 19.32 ± 1.23
BUPA-liver 47.12 ± 2.16 47.67 ± 2.20 41.31 ± 0.85 49.07 ± 2.58 45.61 ± 1.87 47.73 ± 2.48
Glass 1-3,4-6 23.27 ± 2.69 20.28 ± 3.47 21.87 ± 2.99 20.28 ± 2.91 16.73 ± 3.10 14.30 ± 3.05
Glass 65.84 ± 1.79 - 62.94 ± 1.34 58.74 ± 3.12 54.58 ± 3.23 53.74 ± 3.03
Ionosphere 33.86 ± 1.25 23.00 ± 2.67 58.54 ± 1.36 30.14 ± 3.17 35.37 ± 3.22 26.54 ± 3.03
Iris 12,3 42.07 ± 5.88 35.53 ± 3.80 58.87 ± 2.30 21.73 ± 5.15 26.73 ± 7.10 15.00 ± 4.82
Iris 70.27 ± 2.22 - 60.33 ± 4.28 19.60 ± 5.02 33.07 ± 8.23 17.13 ± 5.40
Monks1 51.94 ± 1.72 43.71 ± 2.90 46.37 ± 3.11 45.48 ± 2.34 45.32 ± 2.47 42.02 ± 1.83
Monks2 42.32 ± 3.01 48.63 ± 2.08 58.99 ± 1.81 44.52 ± 3.40 50.77 ± 3.44 46.90 ± 2.28
Monks3 50.66 ± 0.66 38.28 ± 4.24 45.98 ± 1.65 46.31 ± 2.68 42.62 ± 2.38 41.97 ± 2.83
NewThy 12,3 13.18 ± 1.22 14.58 ± 4.31 75.70 ± 1.52 11.92 ± 1.71 35.00 ± 7.79 8.60 ± 1.57
NewThy 28.93 ± 2.50 - 26.64 ± 2.53 24.30 ± 3.38 21.21 ± 3.55 17.94 ± 3.33
Pima 29.60 ± 1.23 33.79 ± 0.99 60.81 ± 0.80 33.55 ± 1.40 42.72 ± 2.98 33.55 ± 1.10
Segm 1-3,4-7 17.68 ± 0.56 21.13 ± 7.74 38.31 ± 0.70 11.84 ± 0.78 17.31 ± 2.43 11.98 ± 0.76
Segm 29.53 ± 0.78 - 76.10 ± 0.62 19.31 ± 0.96 26.97 ± 4.33 18.77 ± 0.78
Vehicle 1-3,4 27.16 ± 1.14 29.13 ± 1.35 69.00 ± 1.14 26.87 ± 0.88 43.68 ± 4.46 28.63 ± 0.71
Vehicle 54.94 ± 1.52 - 71.09 ± 1.07 47.21 ± 1.59 53.05 ± 2.74 43.26 ± 1.21
Vowel 1-5,6-11 25.89 ± 1.56 19.48 ± 1.77 48.15 ± 0.84 24.19 ± 1.53 27.88 ± 2.95 21.46 ± 1.24
Vowel 71.05 ± 1.75 - 80.82 ± 0.53 61.88 ± 1.39 59.86 ± 1.79 55.83 ± 1.21
WDBC 41.32 ± 2.63 45.25 ± 1.20 60.39 ± 1.26 42.76 ± 1.60 44.63 ± 1.85 42.73 ± 1.48
Wine 12,3 42.39 ± 3.62 18.69 ± 2.98 54.24 ± 1.53 20.07 ± 5.07 25.54 ± 5.31 14.35 ± 4.21
Wine 59.35 ± 3.53 - 58.43 ± 1.93 17.67 ± 4.84 28.29 ± 6.49 14.25 ± 4.21
average 39.63 - 55.86 31.74 35.86 28.45
bin average 33.97 30.64 50.70 29.93 34.54 27.61
Table 2: Performance with a labeled ratio of 0.05
Tables 2 and 3 show the results for training sets of size 5% and 15% respectively. The tables
for the other 3 labeled-ratio values are given in Appendix B. As explained in Section 4.1.1, we
use an average of 20 runs for training sets whose size is 5% (with disjoint training sets), while we
use 4 runs for those whose size is 25%. The smaller-font numbers show the conﬁdence intervals for
p = 0.95.
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5Tables 4 and 5 show the results of the two signiﬁcance tests (see Section 4.1.1). The values
are either “-”, meaning that the diﬀerence in performance is not signiﬁcant, “T” meaning that the
CKNN3 algorithm signiﬁcantly outperforms the other (KNN or SGT), and “F” meaning the other
algorithm outperforms CKNN3.
Graphs 23(a) and 23(b) show the average error rate of CKNN3 plotted against the average error
rate of KNN and SGT. Each point represents the application of two algorithms on one dataset with
a speciﬁc labeled ratio (5% or 15%). Thus, points above the identity line (y = x) indicate the
superiority of our algorithm over the competitor.
Figure 24 shows the learning curves of the three algorithms for 4 datasets. The x axis represents
the size of the labeled set measured by the labeled ratio. The test set size is ﬁxed to 50% of the
data.
Dataset KNN SGT KCSP CKNN1 CKNN2 CKNN3
Anneal 1,2-6 15.83 ± 3.09 17.92 ± 1.00 18.59 ± 2.54 17.00 ± 2.12 13.95 ± 1.29 14.12 ± 1.37
Anneal 17.13 ± 2.97 - 71.47 ± 3.62 19.38 ± 1.67 19.63 ± 5.93 14.45 ± 1.58
BUPA-liver 42.44 ± 3.32 44.96 ± 2.69 39.15 ± 1.96 44.09 ± 6.28 42.93 ± 3.79 44.28 ± 4.88
Glass 1-3,4-6 20.87 ± 6.37 15.26 ± 5.27 19.78 ± 6.44 14.95 ± 5.25 13.71 ± 3.21 9.97 ± 1.42
Glass 55.14 ± 8.19 - 57.79 ± 3.73 44.70 ± 7.45 45.95 ± 4.71 42.21 ± 5.24
Ionosphere 26.76 ± 3.00 15.05 ± 2.19 48.95 ± 4.72 22.76 ± 5.39 19.62 ± 3.67 20.19 ± 3.96
Iris 12,3 9.11 ± 3.36 29.11 ± 3.53 46.89 ± 2.66 5.56 ± 2.73 8.67 ± 6.41 6.00 ± 2.83
Iris 9.56 ± 3.48 - 49.11 ± 8.98 5.56 ± 2.73 7.56 ± 5.32 6.00 ± 2.83
Monks1 38.71 ± 6.05 32.80 ± 4.09 43.01 ± 8.41 41.94 ± 6.10 39.52 ± 4.29 36.83 ± 3.71
Monks2 43.65 ± 4.38 48.61 ± 4.09 55.36 ± 5.75 44.44 ± 4.52 46.03 ± 6.47 44.25 ± 3.61
Monks3 35.79 ± 8.26 27.05 ± 6.18 41.26 ± 4.21 36.61 ± 5.79 33.61 ± 5.54 34.43 ± 4.25
NewThy 12,3 11.21 ± 4.03 8.88 ± 3.66 59.35 ± 4.93 8.26 ± 4.25 13.86 ± 5.31 5.76 ± 2.73
NewThy 21.81 ± 6.73 - 21.03 ± 5.43 16.51 ± 6.91 14.80 ± 6.05 11.21 ± 5.09
Pima 29.08 ± 1.63 29.77 ± 2.55 53.56 ± 1.95 29.86 ± 2.10 32.42 ± 4.11 30.03 ± 1.47
Segm 1-3,4-7 10.25 ± 0.80 11.90 ± 0.84 31.59 ± 1.58 7.52 ± 0.51 8.98 ± 1.87 7.16 ± 0.81
Segm 17.71 ± 0.91 - 63.02 ± 1.58 11.43 ± 0.76 13.59 ± 3.11 10.72 ± 0.94
Vehicle 1-3,4 24.90 ± 1.45 25.73 ± 1.32 60.32 ± 2.16 26.20 ± 1.47 31.05 ± 4.18 26.48 ± 1.64
Vehicle 39.83 ± 2.55 - 62.49 ± 2.60 38.69 ± 2.91 40.43 ± 4.14 37.19 ± 2.64
Vowel 1-5,6-11 16.57 ± 1.82 14.41 ± 1.39 38.11 ± 2.81 15.72 ± 1.30 15.76 ± 2.32 14.31 ± 1.95
Vowel 53.50 ± 2.65 - 65.29 ± 1.87 42.36 ± 2.98 39.83 ± 4.79 37.78 ± 3.09
WDBC 39.96 ± 3.49 43.78 ± 2.20 57.04 ± 2.02 40.43 ± 1.72 40.73 ± 2.12 40.49 ± 1.31
Wine 12,3 10.67 ± 6.44 11.80 ± 4.30 45.13 ± 3.20 6.93 ± 2.74 7.12 ± 2.26 7.12 ± 2.07
Wine 9.93 ± 6.54 - 45.32 ± 5.45 6.55 ± 2.30 7.87 ± 3.55 7.12 ± 2.07
average 26.10 - 47.55 23.80 24.24 22.09
bin average 25.05 25.14 43.87 24.15 24.53 22.76
Table 3: Performance with a labeled ratio of 0.15
We make the following observations from the presented results:
1. The basic thesis of this paper is empirically veriﬁed – the dependency information embedded
in batch classiﬁcation scenarios can be utilized to signiﬁcantly improve the accuracy of clas-
siﬁcation algorithms. Algorithms which use the dependency information outperform KNN,
which does not.
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Figure 23: Performance of CKNN3 matched against KNN and SGT
Cross-Validation McNemar’s
Dataset 5% 10% 15% 20% 25% 5% 10% 15% 20% 25%
Anneal 1,2-6 T - - T T - T T T T
Anneal T - - T T - T T T T
BUPA-liver - F - F F F - - - F
Glass 1-3,4-6 T T T - - T T T - -
Glass T T T T T T T T - -
Ionosphere T T T T T - T T - -
Iris 12,3 T T - - - T T - - -
Iris T T T - - T T - - -
Monks1 T T - - - - - - - -
Monks2 F - - - - - - - - -
Monks3 T - - F - - - - - -
NewThy 12,3 T T T T T - - - - -
NewThy T T T T T - - T T T
Pima F F - - F T - - - -
Segm 1-3,4-7 T T T T T T T T - -
Segm T T T T T T T T T T
Vehicle 1-3,4 F - - F - F - F - -
Vehicle T T T T T T T - T T
Vowel 1-5,6-11 T T T T T - T T T T
Vowel T T T T T T T T T T
WDBC - - - - F F - - - -
Wine 12,3 T T - - - T - - - -
Wine T T - T F T - - - -
Table 4: Comparison of CKNN3 and KNN using 2 signiﬁcance tests
2. The KCSP algorithm described in Section 2.3 performs poorly. At ﬁrst glance it looks as
if our basic hypothesis – that it is beneﬁcial to produce consistent classiﬁcation – is incor-
rect. However, when we examine the algorithm’s behavior, an interesting phenomenon is
revealed. When the algorithm is outperformed by KNN, its error rate is exceptionally high
— approximating the error rate resulting from assigning all unlabeled instances to the same
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5Cross-Validation McNemar’s
Dataset 5% 10% 15% 20% 25% 5% 10% 15% 20% 25%
Anneal 1,2-6 T T T T - - - T T T
Anneal
BUPA-liver - - - - - - - - - -
Glass 1-3,4-6 T T - - T - - - - -
Glass
Ionosphere F F F F - F - - - -
Iris 12,3 T T T T T T T T T T
Iris
Monks1 - - F - - - - - - -
Monks2 - - T - - - - - - -
Monks3 F - - - - - F F F -
NewThy 12,3 T - - - - T - - - -
NewThy
Pima - - - - F - - - - -
Segm 1-3,4-7 T - T - - T - T T T
Segm
Vehicle 1-3,4 - T - - F - - - - -
Vehicle
Vowel 1-5,6-11 F F - T T - - - - -
Vowel
WDBC T T T T T - - - T -
Wine 12,3 - T - - - T - - - -
Wine
Table 5: Comparison of CKNN3 and SGT using 2 signiﬁcance tests
class. This phenomenon, which is conﬁrmed by inspection of the individual classiﬁcations,
is a result of the excessive freedom discussed previously. The batch classiﬁcation problem in
Figure 25 provides us with a way to understand it. The KCSP algorithm will often produce a
classiﬁcation with the boundary marked by the gray line presented in Figure 25(a). This clas-
siﬁcation means that all test instances will be labeled as “-”. Such an assignment will result
in few conﬂicts11 but a large error rate. KNN will produce the (intuitively) better boundary
presented in Figure 25(b). CKNN3 will generate a hypothesis with better correlation to the
topology of the instance space illustrated in Figure 25(c).
3. CKNN3 gives the best results across all the labeled ratios. Its improvement over KNN is
more signiﬁcant for a low labeled ratio. These two points can be easily visualized by looking
at graph 23(a). The superiority of CKNN3 over KNN is statistically signiﬁcant on most
datasets, as can be seen in Table 4. The table also shows that the advantage of CKNN3
decreases as the labeled ratio is increased.
4. CKNN2 is better than CKNN1 on high labeled ratios, but worse on low ones. Both are better
than KNN for all the labeled ratios.
11. The algorithm may also produce an alternative assignment where all test instances are labeled “+”.
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Figure 24: Sample learning curves of KNN, SGT and CKNN3
(a) (b) (c)
Figure 25: The boundaries produced by (a) KCSP; (b) KNN; (c) CKNN3
5. SGT is better than KNN for low labeled ratios but is often worse for high values (see Table
17). The learning curves presented in Figure 24 demonstrate this weakness of SGT. CKNN3
has better performance than SGT across all labeled ratios.
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Figure 26: The performance of CKNN3 and SGT as a function of dataset inconsistency. The
performance is measured by the error rate of the algorithm minus the error rate of
KNN. The straight lines are least-square regression lines. The regression line of SGT in
(b) is essentially y = 0.
4.3 The Eﬀect of Dataset Inconsistency on Performance
Figure 26 shows the performance of the SGT and CKNN3 algorithms as a function of the dataset
inconsistency. The performance is measured by the error rate of the algorithm minus the error
rate of KNN. We show scatter plots as well as least-square regression lines for the two algorithms.
Our hypothesis—that our method is mostly beneﬁcial for self-consistent datasets—is shown by the
graphs to be correct. The slope for the 15% labeled ratio is less steep than the one for 5% since
there is less room for improvement. Both graphs show that CKNN3 outperforms SGT.
4.4 Noise Tolerance
To test the sensitivity of the algorithms to noise, we introduced artiﬁcial noise by ﬂipping the tags
of a certain portion of the training set. We hypothesized that CKNN3 would be more sensitive to
noise than KNN because it gives more power to each labeled example. In KNN, a noisy instance is
often ignored. For example, under 3-NN, if one of a node’s neighbors is noisy, then its classiﬁcation
will most likely remain the same. In contrast, a noisy (labeled) instance in CKNN3 has an area of
inﬂuence. Nodes in that area will be misclassiﬁed as a result of the noise.
Table 6 shows the resulting error rates of the three algorithms: KNN, SGT and CKNN3 for an
artiﬁcial noise level of 10% and 20% of the training set. Figure 27 shows the error rate as a function
of noise for four datasets. The results conﬁrm our hypothesis that CKNN3 is more susceptible to
noise than KNN.
4.5 The Eﬀect of Batch Size on Performance
So far we have explored two extreme cases for the batch classiﬁcation scenario. Given a training set
L and a test set T, one can view the KNN testing process as performing |T| batch classiﬁcations with
batch size 1, while CKNN3 performs one batch classiﬁcation with batch size |T|. In this section we
describe an experiment that tests the behavior of CKNN3 between these extreme points. For each
n = 1,...,10, we randomly partition T to n parts, and apply CKNN3 on each batch independently.
The number of errors is equal to the sum of the number of errors on each of the batches. All the
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5Noise ratio = 10% Noise ratio = 20%
Dataset KNN SGT CKNN3 KNN SGT CKNN3
Anneal 1,2-6 20.30 ± 4.00 24.12 ± 6.70 20.93 ± 6.40 24.06 ± 4.22 27.88 ± 5.42 26.63 ± 6.11
Anneal 20.24 ± 3.15 - 21.99 ± 5.74 20.74 ± 2.27 - 28.13 ± 5.01
BUPA-liver 42.59 ± 6.00 45.06 ± 5.64 46.66 ± 5.09 44.91 ± 5.30 44.91 ± 5.90 45.49 ± 6.09
Glass 1-3,4-6 22.66 ± 8.71 18.69 ± 3.77 17.52 ± 6.46 21.26 ± 6.46 28.50 ± 6.50 26.17 ± 8.99
Glass 56.78 ±12.64 - 44.39 ± 7.26 55.37 ±10.76 - 49.77 ± 8.43
Ionosphere 20.86 ± 5.25 20.43 ± 2.64 20.71 ± 5.70 23.29 ± 8.21 25.86 ± 5.98 25.14 ± 3.68
Iris 12,3 15.67 ± 1.90 36.00 ± 7.94 16.33 ±10.41 22.67 ± 8.53 43.33 ± 4.90 32.00 ± 8.34
Iris 16.33 ± 1.21 - 14.67 ±10.34 22.67 ± 7.67 - 28.67 ± 9.04
Monks1 43.15 ± 6.78 38.71 ± 6.25 38.31 ± 4.03 49.60 ± 3.83 44.35 ± 6.32 46.77 ± 2.80
Monks2 44.94 ± 6.62 50.89 ± 3.25 44.05 ± 2.77 49.70 ± 8.48 48.21 ± 5.95 44.35 ± 3.96
Monks3 37.70 ± 7.84 27.46 ± 5.14 39.34 ± 4.22 36.07 ± 7.73 36.48 ± 3.89 34.84 ± 4.65
NewThy 12,3 12.38 ± 4.25 18.93 ± 4.93 11.68 ± 3.73 13.08 ± 3.16 17.76 ± 4.58 11.45 ± 2.65
NewThy 24.30 ±10.45 - 16.82 ± 6.84 25.47 ±10.02 - 17.99 ± 6.54
Pima 30.53 ± 3.23 32.23 ± 3.64 32.81 ± 1.41 34.57 ± 2.85 37.43 ± 4.73 38.80 ± 2.64
Segm 123,4567 10.97 ± 0.46 14.07 ± 1.86 14.24 ± 0.75 13.90 ± 1.03 16.65 ± 2.88 20.26 ± 1.58
Segm 18.27 ± 1.87 - 16.75 ± 1.03 19.44 ± 1.89 - 21.36 ± 2.56
Vehicle 1-3,4 24.82 ± 1.57 28.43 ± 4.51 26.83 ± 1.84 28.84 ± 2.23 30.79 ± 3.04 30.97 ± 4.85
Vehicle 40.48 ± 3.37 - 38.30 ± 2.03 43.56 ± 1.46 - 43.56 ± 2.19
Vowel 1-5,6-11 18.89 ± 3.71 14.04 ± 1.90 18.43 ± 1.97 23.64 ± 4.22 22.58 ± 5.07 25.35 ± 2.89
Vowel 53.74 ± 4.09 - 40.25 ± 1.87 56.16 ± 2.71 - 44.60 ± 1.06
WDBC 40.85 ± 4.19 46.13 ± 2.38 41.81 ± 2.88 44.19 ± 2.63 48.06 ± 4.75 46.21 ± 4.47
Wine 12,3 20.51 ±12.18 21.63 ± 5.60 12.64 ± 4.88 19.66 ±15.13 30.06 ± 2.37 18.26 ± 8.28
Wine 18.26 ±11.30 - 11.52 ± 5.87 20.22 ±14.10 - 15.73 ± 9.42
average 28.49 - 26.39 31.00 - 31.41
bin average 27.12 29.12 26.82 29.96 33.52 31.51
Table 6: Error rate of KNN, SGT and CKNN3 with a labeled ratio of 0.15 and an artiﬁcial noise
of 10% and 20%
experiments were run with 20 disjoint training sets of size 5% of the data set, and for each training
set all the test sets (according to the speciﬁed n partitions) for each domain.
Table 7 shows the results obtained from running our algorithm as well as SGT in the described
conﬁguration. Figure 28 shows graphs for four domains. The table also shows the total average
and the average of the binary datasets (which includes only tests that could be performed on all
classiﬁers). The table shows that adding more test data does not necessarily improve the algorithms’
performance. In eﬀect, SGT obtains even worse results.
Figure 28 shows a typical response to varying test set sizes of the three algorithms. It can be seen
that CKNN3 responds very well to the batch-size increase, gradually improving its performance.
Note that increasing the batch size may actually decrease the accuracy of the classiﬁer (as exhibited
by SGT). This happens when the dependency information inferred from the additional data actually
increases the distance between the labeled data and the data that needs to be classiﬁed.
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Figure 27: Error rates with a labeled ratio of 0.15 and diﬀerent artiﬁcial noise levels of KNN, SGT
and CKNN3
4.6 The Inﬂuence of Unlabeled Source Components
All the experiments described in the previous subsections were performed with the USC-expansion
mechanism for eliminating disconnected source components. In this subsection we test the eﬀect of
this mechanism on the algorithms’ performance and compare its performance to the USC-grouping
method described in Section 3.4. Thus, we ran the basic experiment 3 times: once without special
handling for USCs, once with the USC-grouping method, and once with the USC-expansion method.
The experiments were run for labeled ratios of 5% and 15%.
We expected the eﬀect of the methods would be less apparent as the labeled ratio is increased
because an increase in the number of labeled instances decreases the likelihood of USCs. Table 8
shows the results for 5%. For about half the datasets, the USC methods did not have any eﬀect
on performance. We counted the actual number of unlabeled source components in these datasets
and indeed found it to be almost zero 12. For some datasets, however, USC elimination improved
the results. The most notable improvement was obtained for the Anneal dataset, where the error
rate was reduced from 31.8% to 19.32%. For the remaining datasets the improvements were more
12. These tests were carried out with 100 diﬀerent partitions.
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KNN CKNN3 SGT
9.5% 95% 9.5% 95%
Anneal 1,2-6 15.41 15.98 15.29 14.36 17.77
Anneal 16.22 16.54 16.22 - -
BUPA-liver 41.89 42.66 43.54 44.03 42.86
Glass 1-3,4-6 12.45 11.08 10.16 16.03 9.71
Glass 50.18 44.96 41.21 - -
Ionosphere 22.85 23.66 20.18 21.64 18.95
Iris 12,3 9.38 7.16 5.6 35.81 24.87
Iris 13.15 7.16 5.6 - -
Monks1 42.3 41.35 39.78 40.72 36.95
Monks2 40.63 41.61 44.68 43.82 43.52
Monks3 36.22 34.79 34.78 35.28 35.9
NewThy 12,3 9.84 7.88 5.01 14.29 9.93
NewThy 20.86 17.4 12.66 - -
Pima 29.91 29.91 31.39 32.18 29.76
Segm 123,4567 9.84 8.48 6.35 11.14 12.18
Segm 17.03 14.09 10.23 - -
Vehicle 1-3,4 24.58 24.58 25.16 25.6 26.48
Vehicle 39.4 38.26 35.9 - -
Vowel 1-5,6-11 16.55 15.89 11.5 13.97 13.82
Vowel 52.73 49.37 31.49 - -
WDBC 38.81 39.98 38.64 42.49 45.76
Wine 12,3 14.25 7.4 5.59 18.21 11.4
Wine 16.67 7.06 5.59 - -
average 25.70 23.79 21.59 - -
bin average 24.33 23.49 22.51 27.30 25.32
Table 7: Error rate of KNN, SGT and CKNN3 with a labeled ratio of 0.15 and batch sizes of 9.5%
and 95%
subtle (between 1% and 2%). There was no signiﬁcant diﬀerence between the two USC elimination
methods.
As expected, the eﬀect of these methods on performance signiﬁcantly declined when testing with
a labeled ratio of 15%. In fact, only three of the datasets (Anneal, Glass, WDBC) were aﬀected by
the USC removal methods.
5. Discussion
In many real-life induction applications, the classiﬁer is applied to a set of objects rather than to
a single one. Existing machine learning methods classify each object independently. In this work
we introduce a new framework for classiﬁcation that we call batch classiﬁcation. In this framework
the input for the induction procedure is, as in the common scheme, a set of labeled examples. The
input to the classiﬁcation module, however, is a set of objects that need to be classiﬁed rather than
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Figure 28: Error rates with a labeled ratio of 0.15 and diﬀerent test batch size for KNN, SGT and
CKNN3. The ﬁrst value of CKNN3 is equal by deﬁnition to the performance of KNN.
a single one. The algorithms presented in this paper are able to exploit this extra knowledge for
better classiﬁcation by preferring self-consistent assignments.
The paper includes four algorithms for batch classiﬁcation, all based on nearest-neighbor classi-
ﬁcation. One algorithm uses traditional CSP-solving methods to ﬁnd a self-consistent assignment.
The other three algorithms are based on propagation of the (temporary) classiﬁcation of each
instance to its neighborhood. The inﬂuence of labeled instances decays with distance and the
classiﬁcation is propagated through dense areas more strongly than through sparse areas of the
instance space. The diﬀerence between the three algorithms is in the way they weight the inﬂuence
of labeled instances as opposed to unlabeled ones.
We have conducted an extensive empirical study of the proposed algorithms. The results show
that the CSP approach did not improve the results of the independent classiﬁcation approach.
The dependency-based algorithms, however, signiﬁcantly outperformed the traditional algorithms.
The improvement is more apparent when the set of labeled examples is small and when the batch
size is large. The algorithms perform better for self-consistent datasets, i.e., datasets with low
leave-one-out error rate.
Although we are not aware of other works explicitly addressing the batch classiﬁcation scenario,
some methods originally developed for using unlabeled data at training time can be applied to batch
classiﬁcation. This can be done if the training process is performed when the test set is given. Such
a shift is possible only if the training process has low resource requirements relative to the resources
allocated to classiﬁcation.
Nigam et al. (1998, 2000) present a method that exploits unlabeled data by using EM in conjunc-
tion with a naive Bayesian classiﬁer. If we apply this method to the batch classiﬁcation framework,
it will yield a dependent assignment, as opposed to the independent assignment that would re-
sult from letting the naive Bayesian classiﬁer label each test instance separately. This approach is
analagous to ours in that it wraps an induction procedure with an algorithm that attempts to ﬁnd
consistent batch classiﬁcation. Similarly, the co-training method (Blum and Mitchell, 1998) applies
an iterative algorithm that trains on the labeled data, classiﬁes it, then trains on the classiﬁed
unlabeled data, and so forth. This bootstrapping approach, however, requires that the available
features be divided into 2 disjoint sets (on each iteration a diﬀerent set is used).
Two algorithms that make use of unlabeled data (Blum and Chawla, 2001; Joachims, 2003) use
a neighborhood graph similar to the one used by the CKNN algorithms to search for a consistent
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Dataset None Grouping Expansion
Anneal 1,2-6 19.55 ± 0.89 19.45 ± 1.07 18.42 ± 1.19
Anneal 31.80 ± 2.09 20.18 ± 1.12 19.32 ± 1.23
BUPA-liver 47.73 ± 2.48 47.73 ± 2.48 47.73 ± 2.48
Glass 1-3,4-6 17.66 ± 3.22 14.35 ± 3.10 14.30 ± 3.05
Glass 55.37 ± 3.18 54.07 ± 3.34 53.74 ± 3.03
Ionosphere 26.54 ± 3.03 26.54 ± 3.03 26.54 ± 3.03
Iris 12,3 17.00 ± 5.29 14.87 ± 4.87 15.00 ± 4.82
Iris 14.87 ± 4.87 17.00 ± 5.29 17.13 ± 5.40
Monks1 42.02 ± 1.83 42.02 ± 1.83 42.02 ± 1.83
Monks2 46.90 ± 2.28 46.90 ± 2.28 46.90 ± 2.28
Monks3 41.97 ± 2.83 41.97 ± 2.83 41.97 ± 2.83
NewThy 12,3 8.60 ± 1.57 8.60 ± 1.57 8.60 ± 1.57
NewThy 17.94 ± 3.33 17.94 ± 3.33 17.94 ± 3.33
Pima 33.55 ± 1.10 33.55 ± 1.10 33.55 ± 1.10
Segm 123,4567 11.65 ± 0.85 11.84 ± 0.81 11.98 ± 0.76
Segm 18.49 ± 0.94 18.14 ± 0.84 18.77 ± 0.78
Vehicle 1-3,4 28.63 ± 0.71 28.63 ± 0.71 28.63 ± 0.71
Vehicle 43.26 ± 1.21 43.26 ± 1.21 43.26 ± 1.21
Vowel 1-5,6-11 21.36 ± 1.30 21.34 ± 1.29 21.46 ± 1.24
Vowel 56.26 ± 1.38 56.94 ± 1.44 55.83 ± 1.21
WDBC 43.24 ± 1.63 42.45 ± 1.44 42.73 ± 1.48
Wine 12,3 14.35 ± 4.21 14.35 ± 4.21 14.35 ± 4.21
Wine 14.25 ± 4.21 14.25 ± 4.21 14.25 ± 4.21
average 29.26 28.54 28.45
Table 8: Error rate of each USC handling method with a labeled ratio of 5%
assignment. Both works suggest partitioning the neighborhood graph according to max-ﬂow or
min-cut constraints, with the goal of creating two clusters, positive and negative, that are loosely
coupled. This approach is somewhat similar to ours, but appears to have some problems. The SGT
algorithm, for example, often does not improve its performance as more labeled data is given. This
problem was discussed in section 4.2. In addition, both the SGT and the graph mincut algorithms
are inherently limited to binary classiﬁcation while ours can be applied to non-binary classiﬁcation.
Another approach for treating unlabeled data (Seeger, 2000) is based on clustering. The set
of labeled and unlabeled examples is partitioned to clusters by means of an unsupervised learning
algorithm. The clusters are tagged by a supervised learning classiﬁer that bases its decision on
the labeled data. This approach, like ours, takes into account the topology of the entire dataset
when deciding on an assignment. The division of the dataset, however, is rigid, and based solely
on the topology (with no regard to the given labeled instances). This rigidly may not suit datasets
that have tightly packed instances of diﬀerent classes. Whereas Seeger’s approach will group all
these instances together, and then try to determine the classiﬁcation of the cluster as a whole, our
approach allows adjacent instances to have diﬀerent tags.
The contributions of this work are twofold.
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51. It presents a new framework for induction where the classiﬁcation is performed on a set of
instances rather than on a single one. This setup is quite common in real-life applications of
machine learning. Existing induction algorithms, however, generate classiﬁers that are not
able to exploit the extra knowledge embedded in such a scenario.
2. It presents a set of algorithms for batch classiﬁcation and evaluates them thoroughly.
The CKNN family of algorithms, while performing better than the CSP-based algorithm, are not
easily extendable to induction algorithms other than KNN. We believe that the CSP approach can
serve as the basis for a general wrapper that receives a common induction algorithm for independent
classiﬁcation and produces a batch classiﬁer.
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Appendix A. Parameter tuning for our algorithms
Some of the algorithms suggested in this work (e.g. CKNN2) require parameter tuning. In this
set of experiments we tested each algorithm individually to select which set of parameters operates
best under most conditions. The parameter tuning phase was performed on a set of datasets that
consisted of Breast, Echo, Promoter, and Titanic.
A.1 Parameter Tuning for the CKNN2 Algorithm
The most important independent parameter of the CKNN2 algorithm is the threshold index. We
conducted the following set of experiments in order to ﬁnd which value (or value range) works best
for most datasets. The same methodology that was used in Section 4 was used for these tests.
Tables 9 and 10 show the performance of the CKNN2 algorithm using diﬀerent threshold indexes.
The graphs show that each domain exhibits a slightly diﬀerent behavior. No value was shown to
be optimal for these 3 datasets but a threshold index value of 5 yielded good results.
Note the performance decline of the promoter dataset when the number of labeled samples
increases. This decline in performance is expected to occur in most datasets. As the number of
labeled instances grows, more weight should be given to them. Setting the threshold index too high
will cause the algorithm to use the labeled set infrequently, thus impeding its performance.
A.2 Parameter Tuning for the CKNN3 Algorithm
The CKNN3 algorithm has a single tunable parameter - the decay factor γ. This parameter
inﬂuences the decay in the support of unlabeled instances. See Section 3.3 for further details.
Experimenting with the parameter shows that the best performance is achieved when the pa-
rameter is set to a small value. For our experimental evaluation we chose a value of 1
100. See Tables
11 and 12 for details.
A.3 Inﬂuence of the Support Update Mechanism on the CKNN3 Algorithm
In this experiment we checked what happens when the support update mechanism is disabled in
the CKNN3 algorithm. We checked the performance of the algorithm with the dynamic support
update enabled, and with several static support values.
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5Index Breast Echo Promoter Titanic
0.25 5.95 35.81 39.06 30.24
5 6.09 35.81 39.06 30.24
1 6.05 35.81 39.06 30.24
1.5 5.96 35.81 39.06 30.24
2 5.82 35.81 39.06 30.24
2.5 5.79 35.81 39.06 30.24
5 5.76 35.81 39.06 30.23
10 5.76 35.81 39.06 30.23
Table 9: Performance of diﬀerent threshold-index settings when the labeled ratio is 0.05
Index Breast Echo Promoter Titanic
0.25 4.11 15.91 31.45 34.89
5 4.15 17.42 31.45 34.89
1 4.39 15.4 31.76 34.89
1.5 4.35 15.66 31.76 34.89
2 4.3 15.4 32.7 34.89
2.5 4.25 15.4 33.02 34.89
5 4.25 15.4 33.02 34.89
10 4.25 15.4 33.02 34.89
Table 10: Performance of diﬀerent threshold-index settings when the labeled ratio is 0.15
We expected that enabling the mechanism would improve overall performance of the algorithm.
Tables 13 and 14 show the actual results. The results show that correct selection of the support
values of labeled and unlabeled examples is important. The results also show that the support
update mechanism fulﬁlls its function well, and improves the overall performance of the CKNN3
algorithm.
Appendix B. Additional Results
This section contains Tables 15, 16 and 17, which were omitted from the main results section.
These tables show the additional results obtained when our algorithms were compared to others.
Appendix C. Algorithms Used in This Work
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5Algorithm 1 KNN - Classifying all unlabeled nodes
KNN classify(UnlabeledSamples, LabeledSamples, K)
Classify all unlabeled samples.
1.  V,E  ←KNN build network(UnlabledSamples, LabledSamples, K)
2. For each node v ∈ V do:
(a) KNN init(V , E, UnlabledSamples, LabledSamples)
3. For each node v ∈ UnlabledSamples do:
(a) KNN classify node(V , E, v)
Algorithm 2 KNN - Creating a K-neighborhood graph
KNN build Network(UnlabeledSamples, LabeledSamples, K)
Makes the K-neighborhood graph for a given dataset. Returns a graph.
1. V ← LabledSamples ∪ UnlabledSamples
2. E ← ∅
3. For each v ∈ V do:
(a) N ← {K nearest neighbors of v in LabledSamples}
(b) For each u ∈ N do:
i. e ←  u,v 
ii. E ← E ∪ e
4. Return  V,E 
Algorithm 3 KNN - Init
KNN init(V, E, UnlabeledSamples, LabeledSamples)
Init the nodes of a graph.
1. For each node v ∈ LabeledSamples do:
(a) If v is a positive example
i. classv ← +1
(b) Else
i. classv ← −1
2. For each node v ∈ UnlabeledSamples do:
(a) classv ← 0
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5Algorithm 4 KNN - Classifying a node
KNN classify node(V, E, v)
Classify a node.
1. classv ← 0
2. N ← {u :  u,v  ∈ E}
3. For each node u ∈ N do:
(a) classv ← classv + classu
4. classv = classv/|N|
Algorithm 5 CKNN1 algorithm: Creating a K-neighborhood graph graph for KNN
CKNN1 algorithm build network(UnlabeledSamples, LabeledSamples, K)
Makes the K-neighborhood graph for a given dataset. Uses unlabeled as well labeled nodes. Returns
a graph.
1. V ← LabeledSamples ∪ UnlabeledSamples
2. E ← ∅
3. For each v ∈ V do:
(a) N ← {K nearest neighbors of v in LabeledSamples ∪ UnlabeledSamples}
(b) For each u ∈ N do:
i. e ←  u,v 
ii. E ← E ∪ e
4. Return  V,E 
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5Algorithm 6 The CKNN2 algorithm: Classifying all unlabeled nodes
TC classify(UnlabeledSamples, LabeledSamples, K, ConvergenceThreshold, τ)
Classify all unlabeled samples.
1.  V,E  ←TC build network(UnlabledSamples, LabledSamples, K, τ)
2. For each node v ∈ V do:
(a) TC init(V , E, UnlabledSamples, LabledSamples)
3. For each node v ∈ UnlabledSamples do:
(a) KNN classify node(V , E, v)
4. If the classiﬁcation of nodes changed by more than ConvergenceThreshold
(a) Goto 3
Algorithm 7 CKNN2 algorithm: Creating a K-neighborhood graph
TC build network(UnlabeledSamples, LabeledSamples, K, τ)
Builds the K-neighborhood graph for a given dataset. Returns a graph.
1. V ← LabledSamples ∪ UnlabledSamples
2. E ← ∅
3. For each v ∈ V do:
(a) N1 ← { K nearest neighbors of v in LabledSamples}
(b) d1 ← average distance of nodes in N1 from v
(c) N2 ← { K nearest neighbors of v in LabeledSamples ∪ UnlabeledSamples}
(d) d2 ← average distance of nodes in N2 from v
(e) if (d1/d2) < τ then
i. N ← N1
(f) else
i. N ← N2
(g) For each u ∈ N do:
i. e ←  u,v 
ii. E ← E ∪ e
4. Return  V,E 
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1
2 4.9 15.98 38.02 34.25
1
5 5.01 15.98 37.45 34.25
1
10 5.01 15.98 37.36 34.25
1
50 5.01 15.98 37.36 34.25
1
100 5.01 15.91 37.36 34.25
1
1000 5.01 15.98 37.36 34.25
1
10000 5.44 15.98 37.45 34.25
Table 11: Performance with diﬀerent decay-factor settings with a labeled ratio of 0.05
Index Breast Echo Promoter Titanic
1
2 3.63 16.92 26.1 37.02
1
5 3.58 16.67 26.1 37.02
1
10 3.58 16.67 25.79 37.02
1
50 3.58 16.67 25.79 37.02
1
100 3.58 16.67 25.79 37.02
1
1000 3.58 16.67 26.1 37.02
1
10000 3.58 16.67 26.1 37.02
Table 12: Performance with diﬀerent decay-factor settings with a labeled ratio of 0.15
C.L. Blake and C.J. Merz. UCI repository of machine learning databases, 1998. URL
http://www.ics.uci.edu/∼mlearn/MLRepository.html.
Avrim Blum and Shuchi Chawla. Learning from labeled and unlabeled data using graph mincuts. In
ICML ’01: Proceedings of the Eighteenth International Conference on Machine Learning, pages
19–26. Morgan Kaufmann Publishers Inc., 2001. ISBN 1-55860-778-1.
Avrim Blum and Tom Mitchell. Combining labeled and unlabeled data with co-training. In COLT’
98: Proceedings of the Eleventh annual conference on Computational learning theory, pages 92–
100. ACM Press, 1998. ISBN 1-58113-057-0. doi: http://doi.acm.org/10.1145/279943.279962.
M. Bohlin. Constraint satisfaction by local search. Technical Report T2002-07, SICS, 2002.
Remco R. Bouckaert. Choosing between two learning algorithms based on calibrated tests. In
ICML, pages 51–58, 2003.
Richard Duda and Peter Hart. Pattern Recognition and Scene Analysis. John Wiley and Sons,
1973.
E. Fix and J.L Hodges. Discriminatory analysis, non-parametric discrimination: consistency prop-
erties. Technical report, USAF School of aviation and medicine, Randolph Field, 1951. 4.
Sally A. Goldman and Yan Zhou. Enhancing supervised learning with unlabeled data. In ICML ’00:
Proceedings of the Seventeenth International Conference on Machine Learning, pages 327–334.
Morgan Kaufmann Publishers Inc., 2000. ISBN 1-55860-707-2.
Thorsten Joachims. Transductive learning via spectral graph partitioning. In ICML, pages 290–297.
AAAI Press, 2003.
38
T
e
c
h
n
i
o
n
 
-
 
C
o
m
p
u
t
e
r
 
S
c
i
e
n
c
e
 
D
e
p
a
r
t
m
e
n
t
 
-
 
T
e
c
h
n
i
c
a
l
 
R
e
p
o
r
t
 
 
C
I
S
-
2
0
0
5
-
0
4
 
-
 
2
0
0
5Dataset Dynamic Static update[labeled support, unlabeled support ]
update [1, 0.00001] [1, 0.0001] [1, 0.001] [1, 0.01] [1, 0.1]
Anneal 1,2-6 18.42 ± 1.19 18.38 ± 1.18 18.41 ± 1.18 18.42 ± 1.18 18.42 ± 1.18 18.47 ± 1.21
Anneal 19.32 ± 1.23 19.40 ± 1.25 19.39 ± 1.24 19.39 ± 1.24 19.39 ± 1.24 19.41 ± 1.27
Bupa-liver 47.73 ± 2.48 48.20 ± 2.49 48.23 ± 2.46 48.23 ± 2.46 48.14 ± 2.47 48.02 ± 2.43
Glass 1-3,4-6 14.30 ± 3.05 14.91 ± 2.94 14.91 ± 2.94 14.91 ± 2.94 15.00 ± 2.92 14.77 ± 2.96
Glass 53.74 ± 3.03 53.22 ± 3.01 53.27 ± 3.01 53.27 ± 3.01 53.22 ± 3.04 53.04 ± 2.96
Ionosphere 26.54 ± 3.03 26.34 ± 3.25 26.34 ± 3.25 26.40 ± 3.23 26.40 ± 3.23 26.43 ± 3.18
Iris 12,3 15.00 ± 4.82 15.20 ± 4.79 15.20 ± 4.79 15.20 ± 4.79 15.20 ± 4.79 16.20 ± 4.73
Iris 17.13 ± 5.40 17.33 ± 5.36 17.33 ± 5.36 17.33 ± 5.36 17.33 ± 5.36 18.33 ± 5.25
Monks1 42.02 ± 1.83 42.98 ± 2.15 42.98 ± 2.15 42.90 ± 2.17 43.06 ± 2.23 43.23 ± 2.38
Monks2 46.90 ± 2.28 47.08 ± 2.96 47.08 ± 2.96 46.96 ± 2.94 47.20 ± 3.04 46.49 ± 3.25
Monks3 41.97 ± 2.83 43.93 ± 3.04 43.93 ± 3.04 43.93 ± 3.04 43.85 ± 2.99 43.85 ± 3.05
NewThy 12,3 8.60 ± 1.57 9.21 ± 1.61 9.21 ± 1.61 9.21 ± 1.61 9.21 ± 1.61 9.25 ± 1.61
NewThy 17.94 ± 3.33 19.02 ± 3.46 19.02 ± 3.46 19.02 ± 3.46 19.02 ± 3.46 19.16 ± 3.46
Pima 33.55 ± 1.10 33.16 ± 1.33 33.18 ± 1.32 33.16 ± 1.30 33.11 ± 1.29 33.03 ± 1.26
Segm 123,4567 11.98 ± 0.76 11.65 ± 0.85 11.67 ± 0.85 11.67 ± 0.84 11.68 ± 0.84 11.75 ± 0.83
Segm 18.77 ± 0.78 18.35 ± 0.96 18.35 ± 0.96 18.37 ± 0.96 18.36 ± 0.97 18.42 ± 0.94
Vehicle 1-3,4 28.63 ± 0.71 28.12 ± 0.66 28.12 ± 0.67 28.07 ± 0.66 28.14 ± 0.64 27.97 ± 0.63
Vehicle 43.26 ± 1.21 43.43 ± 1.27 43.43 ± 1.27 43.43 ± 1.27 43.53 ± 1.25 43.96 ± 1.28
Vowel 1-5,6-11 21.46 ± 1.24 21.83 ± 1.32 21.84 ± 1.32 21.87 ± 1.30 21.83 ± 1.32 21.93 ± 1.29
Vowel 55.83 ± 1.21 55.91 ± 1.22 56.06 ± 1.22 56.12 ± 1.20 56.09 ± 1.22 56.51 ± 1.29
WDBC 42.73 ± 1.48 42.69 ± 1.45 42.64 ± 1.45 42.54 ± 1.47 42.55 ± 1.46 42.54 ± 1.49
Wine 12,3 14.35 ± 4.21 13.89 ± 4.19 13.89 ± 4.19 13.89 ± 4.19 13.99 ± 4.16 14.45 ± 4.16
Wine 14.25 ± 4.21 13.59 ± 4.19 13.59 ± 4.19 13.59 ± 4.19 13.59 ± 4.19 14.15 ± 4.16
average 28.45 28.60 28.61 28.60 28.62 28.75
Table 13: Performance of the CKNN3 algorithm with and without the dynamic support value
update mechanism, when the labeled ratio is 0.05
Elena Marchiori and Adri Steenbeek. A genetic local search algorithm for random binary
constraint satisfaction problems. In SAC ’00: Proceedings of the 2000 ACM Symposium
on Applied Computing, pages 458–462. ACM Press, 2000. ISBN 1-58113-240-9. doi:
http://doi.acm.org/10.1145/335603.335910.
Steven Minton, Mark D. Johnston, Andrew B. Philips, and Philip Laird. Minimizing conﬂicts:
A heuristic repair method for constraint satisfaction and scheduling problems. Artif. Intell., 58
(1-3):161–205, 1992.
Kamal Nigam, Andrew McCallum, Sebastian Thrun, and Tom Mitchell. Learning to classify text
from labeled and unlabeled documents. In AAAI ’98/IAAI ’98: Proceedings of the Fifteenth
National/Tenth Conference on Artiﬁcial Intelligence/Innovative Applications of artiﬁcial intelli-
gence, pages 792–799. American Association for Artiﬁcial Intelligence, 1998. ISBN 0-262-51098-7.
Kamal Nigam, Andrew Kachites McCallum, Sebastian Thrun, and Tom Mitchell. Text classiﬁcation
from labeled and unlabeled documents using em. Mach. Learn., 39(2-3):103–134, 2000. ISSN
0885-6125.
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5Dataset Dynamic Static update[labeled support, unlabeled support ]
update [1, 0.00001] [1, 0.0001] [1, 0.001] [1, 0.01] [1, 0.1]
Anneal 1,2-6 14.12 ± 1.37 14.12 ± 1.96 14.20 ± 2.03 14.20 ± 1.93 14.20 ± 1.93 14.24 ± 1.81
Anneal 14.45 ± 1.58 14.75 ± 1.97 14.70 ± 1.97 14.58 ± 1.92 14.54 ± 1.93 14.62 ± 1.89
Bupa-liver 44.28 ± 4.88 44.38 ± 5.01 44.38 ± 5.01 44.48 ± 4.97 44.48 ± 4.97 43.80 ± 5.01
Glass 1-3,4-6 9.97 ± 1.42 9.81 ± 1.55 9.81 ± 1.55 9.81 ± 1.55 9.81 ± 1.55 9.81 ± 1.55
Glass 42.21 ± 5.24 42.83 ± 6.57 42.83 ± 6.57 43.15 ± 6.60 43.15 ± 6.60 42.99 ± 6.43
Ionosphere 20.19 ± 3.96 20.00 ± 4.10 20.10 ± 4.10 20.29 ± 4.13 20.29 ± 4.13 20.29 ± 4.13
Iris 12,3 6.00 ± 2.83 6.22 ± 2.38 6.22 ± 2.38 6.22 ± 2.38 6.22 ± 2.38 6.22 ± 2.38
Iris 6.00 ± 2.83 6.22 ± 2.38 6.22 ± 2.38 6.22 ± 2.38 6.22 ± 2.38 6.22 ± 2.38
Monks1 36.83 ± 3.71 38.44 ± 3.39 38.44 ± 3.39 38.44 ± 3.39 38.44 ± 3.39 38.98 ± 4.94
Monks2 44.25 ± 3.61 44.84 ± 3.17 44.84 ± 3.17 44.44 ± 3.35 44.44 ± 3.35 44.05 ± 3.18
Monks3 34.43 ± 4.25 35.25 ± 3.79 35.52 ± 3.86 35.52 ± 3.86 35.52 ± 3.86 35.79 ± 4.14
NewThy 12,3 5.76 ± 2.73 5.14 ± 2.53 5.14 ± 2.53 5.14 ± 2.53 5.14 ± 2.53 5.45 ± 2.62
NewThy 11.21 ± 5.09 10.90 ± 5.18 10.90 ± 5.18 10.90 ± 5.18 10.90 ± 5.18 11.21 ± 5.25
Pima 30.03 ± 1.47 30.51 ± 1.33 30.43 ± 1.30 30.69 ± 1.30 30.60 ± 1.29 30.51 ± 1.58
Segm 123,4567 7.16 ± 0.81 7.19 ± 0.70 7.19 ± 0.70 7.19 ± 0.67 7.17 ± 0.67 7.13 ± 0.67
Segm 10.72 ± 0.94 10.49 ± 0.88 10.53 ± 0.88 10.58 ± 0.89 10.58 ± 0.89 10.62 ± 0.91
Vehicle 1-3,4 26.48 ± 1.64 26.64 ± 1.86 26.67 ± 1.84 26.60 ± 1.78 26.48 ± 1.75 26.56 ± 1.66
Vehicle 37.19 ± 2.64 37.27 ± 2.67 37.27 ± 2.67 37.23 ± 2.62 37.16 ± 2.67 37.12 ± 2.60
Vowel 1-5,6-11 14.31 ± 1.95 14.18 ± 2.07 14.18 ± 2.07 14.28 ± 2.07 14.28 ± 2.07 14.24 ± 1.92
Vowel 37.78 ± 3.09 37.10 ± 2.70 37.24 ± 2.68 37.54 ± 2.80 37.58 ± 2.81 37.68 ± 2.94
WDBC 40.49 ± 1.31 40.49 ± 1.24 40.49 ± 1.36 40.20 ± 1.20 40.38 ± 1.30 40.26 ± 1.31
Wine 12,3 7.12 ± 2.07 7.30 ± 1.79 7.30 ± 1.79 7.30 ± 1.79 7.30 ± 1.79 7.12 ± 1.93
Wine 7.12 ± 2.07 7.12 ± 1.93 7.12 ± 1.93 7.12 ± 1.93 7.12 ± 1.93 7.12 ± 1.93
average 22.09 22.23 22.25 22.27 22.26 22.26
Table 14: Performance of the CKNN3 algorithm with and without the dynamic support value
update mechanism, when the labeled ratio is 0.15
S.J. Russell and P. Norvig. Artiﬁcial Intelligence: A Modern Approach. Pearson Education, 1995.
Chapters 3 and 4.
Yousef Saad. Iterative methods for sparse linear systems. Society for Industrial and Applied
Mathematics, Philadelphia, PA, second edition, 2003. ISBN 0-89871-534-2.
Craig Saunders, Alexander Gammerman, and Volodya Vovk. Computationally eﬃcient transductive
machines. In ALT ’00: Proceedings of the 11th International Conference on Algorithmic Learning
Theory, pages 325–333. Springer-Verlag, 2000. ISBN 3-540-41237-9.
Matthias Seeger. Learning with labeled and unlabeled data. Technical report, Institute for ANC,
Edinburgh, UK, 2000. See http://www.dai.ed.ac.uk/~seeger/papers.html.
V. N. Vapnik. Statistical Learning Theory. John Wiley, September 1998.
Ying Wu and Thomas S. Huang. Color tracking by transductive learning. In CVPR, pages 1133–
1138, 2000.
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5Dataset KNN SGT KCSP CKNN1 CKNN2 CKNN3
Anneal 1,2-6 17.24 ± 2.20 18.57 ± 1.35 20.28 ± 1.79 17.69 ± 1.00 16.12 ± 0.90 16.04 ± 0.68
Anneal 18.47 ± 2.13 - 78.82 ± 2.61 22.58 ± 1.87 25.34 ± 6.05 16.77 ± 0.55
BUPA-liver 44.01 ± 3.46 45.23 ± 3.47 40.52 ± 1.61 46.86 ± 3.72 45.23 ± 2.16 46.51 ± 3.00
Glass 1-3,4-6 21.96 ± 4.90 17.20 ± 2.43 20.56 ± 4.68 18.60 ± 4.41 12.80 ± 1.76 10.93 ± 1.30
Glass 59.53 ± 4.13 - 60.00 ± 2.50 51.59 ± 4.31 47.94 ± 3.17 44.95 ± 4.10
Ionosphere 29.20 ± 3.28 18.57 ± 1.74 53.66 ± 2.69 27.49 ± 4.44 25.89 ± 4.31 22.80 ± 3.69
Iris 12,3 19.73 ± 7.30 27.47 ± 5.25 51.73 ± 4.03 13.33 ± 7.25 13.33 ± 6.84 10.13 ± 5.11
Iris 35.33 ±10.04 - 54.00 ± 6.47 13.33 ± 7.25 14.40 ± 8.36 10.13 ± 5.11
Monks1 45.65 ± 2.61 41.77 ± 3.19 43.55 ± 5.64 40.65 ± 4.02 41.61 ± 3.51 39.35 ± 2.44
Monks2 43.93 ± 3.57 46.31 ± 2.86 57.62 ± 3.94 43.10 ± 3.69 47.98 ± 4.28 46.31 ± 3.40
Monks3 40.49 ± 5.41 33.44 ± 5.59 43.11 ± 3.67 46.07 ± 1.77 40.82 ± 3.58 39.18 ± 2.49
NewThy 12,3 13.18 ± 1.68 7.94 ± 3.02 66.45 ± 2.69 10.28 ± 3.01 17.20 ± 6.18 6.17 ± 2.16
NewThy 25.89 ± 4.37 - 24.02 ± 3.99 21.50 ± 5.05 17.94 ± 5.81 12.99 ± 5.07
Pima 29.17 ± 1.20 32.53 ± 2.15 56.51 ± 1.18 31.33 ± 1.10 34.45 ± 3.29 31.09 ± 1.17
Segm 1-3,4-7 12.51 ± 0.94 17.52 ±10.31 34.62 ± 1.12 8.86 ± 0.74 10.25 ± 1.94 8.39 ± 0.72
Segm 21.99 ± 0.90 - 68.79 ± 0.91 14.21 ± 1.08 16.35 ± 3.44 12.88 ± 0.81
Vehicle 1-3,4 26.03 ± 0.64 28.06 ± 1.79 64.21 ± 1.41 26.00 ± 1.06 31.49 ± 4.13 26.52 ± 1.23
Vehicle 44.82 ± 2.37 - 66.36 ± 1.67 41.51 ± 1.92 42.79 ± 2.90 38.84 ± 1.95
Vowel 1-5,6-11 19.98 ± 1.55 14.22 ± 1.03 42.83 ± 1.65 17.62 ± 1.98 18.46 ± 2.74 16.18 ± 1.31
Vowel 59.31 ± 1.78 - 72.40 ± 0.85 48.51 ± 2.75 46.16 ± 3.31 43.70 ± 2.36
WDBC 41.44 ± 1.83 44.05 ± 2.94 58.98 ± 1.65 41.94 ± 2.37 41.83 ± 2.30 41.37 ± 2.48
Wine 12,3 17.87 ± 6.64 14.16 ± 2.96 49.21 ± 2.94 7.64 ± 1.71 9.55 ± 3.61 8.20 ± 1.45
Wine 16.18 ± 6.03 - 50.79 ± 3.23 7.42 ± 1.51 10.67 ± 5.23 8.20 ± 1.45
average 30.61 - 51.26 26.87 27.33 24.25
bin average 28.16 27.14 46.92 26.50 27.13 24.61
Table 15: Performance with a labeled ratio of 0.10
Algorithm 8 CKNN2 algorithm: Init
TC init(V, E, UnlabeledSamples, LabeledSamples)
Init the nodes of a graph
1. For each node v ∈ LabeledSamples do:
(a) If v is a positive example
i. classv ← +1
(b) Else
i. classv ← −1
2. For each node v ∈ UnlabeledSamples do:
(a) classv ← 0
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5Dataset KNN SGT KCSP CKNN1 CKNN2 CKNN3
Anneal 1,2-6 16.17 ± 4.09 18.92 ± 1.41 18.11 ± 3.37 15.85 ± 1.72 13.91 ± 0.14 13.28 ± 1.13
Anneal 16.79 ± 4.52 - 64.91 ± 6.42 16.79 ± 2.77 16.73 ± 4.98 13.60 ± 1.05
BUPA-liver 41.13 ± 2.93 42.15 ± 5.92 37.94 ± 2.23 45.20 ± 4.63 44.62 ± 4.43 45.35 ± 3.85
Glass 1-3,4-6 16.36 ± 6.38 15.19 ± 7.26 19.39 ± 8.05 16.36 ± 7.58 11.92 ± 2.75 10.51 ± 3.35
Glass 49.07 ± 6.82 - 55.61 ± 5.15 44.16 ± 5.68 42.99 ± 5.07 40.89 ± 5.44
Ionosphere 20.57 ± 0.77 13.57 ± 1.62 46.00 ± 4.38 21.14 ± 7.27 20.57 ± 2.70 17.00 ± 1.20
Iris 12,3 8.00 ± 4.26 38.00 ± 7.49 42.67 ± 4.00 5.33 ± 2.74 7.33 ± 6.41 6.33 ± 3.33
Iris 8.00 ± 4.26 - 43.33 ±12.68 5.33 ± 2.74 6.00 ± 3.94 6.33 ± 3.33
Monks1 36.29 ± 6.32 36.69 ± 3.83 41.13 ±12.16 39.11 ± 7.01 34.27 ± 5.50 38.71 ± 6.00
Monks2 42.56 ± 8.38 47.92 ± 6.49 55.95 ± 8.05 41.96 ± 2.14 44.64 ± 3.52 44.35 ± 4.56
Monks3 29.92 ± 6.28 29.10 ± 4.29 40.57 ± 5.30 39.34 ± 6.73 38.11 ±10.20 34.84 ± 7.87
NewThy 12,3 9.35 ± 6.15 9.35 ± 5.18 51.40 ± 3.07 7.01 ± 4.72 9.35 ± 4.70 5.14 ± 4.19
NewThy 17.52 ± 9.73 - 19.16 ± 7.26 14.49 ± 8.34 13.79 ± 8.18 9.81 ± 6.74
Pima 27.73 ± 2.00 28.65 ± 2.22 50.78 ± 1.90 28.39 ± 2.17 29.30 ± 2.53 28.91 ± 0.83
Segm 1-3,4-7 8.10 ± 1.01 29.29 ±32.49 28.79 ± 2.23 6.47 ± 0.44 6.93 ± 0.94 6.69 ± 0.68
Segm 13.31 ± 1.71 - 57.27 ± 1.85 10.61 ± 0.85 10.82 ± 1.29 9.91 ± 1.02
Vehicle 1-3,4 23.76 ± 1.30 25.95 ± 1.78 56.44 ± 2.65 26.06 ± 1.19 27.36 ± 2.26 26.42 ± 0.21
Vehicle 38.30 ± 3.33 - 59.16 ± 2.72 37.71 ± 2.31 39.01 ± 3.42 35.76 ± 0.85
Vowel 1-5,6-11 15.00 ± 1.89 13.23 ± 1.52 34.70 ± 2.95 12.12 ± 1.37 12.63 ± 2.61 10.86 ± 1.02
Vowel 47.98 ± 3.57 - 59.29 ± 1.06 34.70 ± 2.17 32.58 ± 2.17 31.62 ± 1.38
WDBC 37.85 ± 1.14 46.04 ± 8.47 56.25 ± 2.05 38.64 ± 0.57 40.32 ± 1.69 39.08 ± 1.19
Wine 12,3 6.74 ± 2.31 8.43 ± 3.20 39.61 ± 1.82 7.02 ± 3.19 6.74 ± 3.59 6.46 ± 2.81
Wine 7.02 ± 2.52 - 35.11 ± 2.94 6.46 ± 2.37 7.30 ± 4.48 6.46 ± 2.81
average 23.37 - 44.07 22.62 22.49 21.23
bin average 22.63 26.83 41.32 23.34 23.20 22.26
Table 16: Performance with a labeled ratio of 0.20
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5Dataset KNN SGT KCSP CKNN1 CKNN2 CKNN3
Anneal 1,2-6 15.29 ± 3.69 33.96 ±32.19 16.67 ± 3.72 14.79 ± 1.18 13.35 ± 0.36 12.16 ± 1.30
Anneal 15.98 ± 3.42 - 59.02 ± 5.89 15.91 ± 1.97 15.79 ± 3.66 12.66 ± 1.21
BUPA-liver 41.13 ± 5.90 45.49 ± 4.63 39.68 ± 2.44 43.02 ± 4.01 44.48 ± 3.45 45.20 ± 2.40
Glass 1-3,4-6 16.82 ± 8.00 14.02 ± 0.00 18.93 ± 8.15 16.12 ± 7.78 10.98 ± 2.55 10.51 ± 2.22
Glass 46.96 ± 7.54 - 53.04 ± 4.43 46.03 ± 7.98 43.93 ± 8.42 42.99 ± 9.36
Ionosphere 20.71 ± 3.72 15.00 ± 4.30 42.00 ± 2.45 21.57 ± 6.90 19.43 ± 3.40 17.00 ± 0.93
Iris 12,3 5.33 ± 2.07 30.67 ± 5.94 35.00 ± 4.78 5.33 ± 3.10 7.33 ± 5.71 6.33 ± 3.33
Iris 5.33 ± 2.07 - 39.33 ±10.97 5.33 ± 3.10 6.00 ± 3.35 6.33 ± 3.33
Monks1 33.87 ± 4.15 32.26 ± 6.73 41.53 ±11.56 39.11 ± 6.05 33.06 ± 0.88 35.08 ± 2.62
Monks2 41.07 ± 4.18 44.05 ± 2.06 55.06 ± 5.64 41.07 ± 4.38 41.07 ± 9.44 42.56 ± 8.82
Monks3 25.82 ± 3.89 27.46 ± 7.56 36.48 ± 9.96 33.20 ±11.61 30.74 ±11.68 26.23 ± 9.43
NewThy 12,3 6.78 ± 4.83 9.35 ± 3.90 46.50 ± 3.35 5.61 ± 4.64 8.18 ± 5.09 5.14 ± 4.19
NewThy 14.02 ± 8.99 - 17.06 ± 7.30 12.85 ± 8.37 12.62 ± 7.89 8.88 ± 6.00
Pima 28.39 ± 0.61 27.34 ± 0.88 48.37 ± 2.25 28.52 ± 1.48 29.36 ± 1.96 30.14 ± 0.89
Segm 1-3,4-7 7.38 ± 0.97 26.67 ±28.20 26.30 ± 1.97 6.39 ± 0.55 7.10 ± 0.94 6.62 ± 0.50
Segm 11.41 ± 1.07 - 53.12 ± 1.12 9.76 ± 1.11 9.63 ± 0.99 9.37 ± 0.57
Vehicle 1-3,4 25.24 ± 1.03 24.05 ± 1.33 54.43 ± 3.05 24.76 ± 1.82 26.48 ± 3.78 25.77 ± 2.38
Vehicle 37.29 ± 2.67 - 56.38 ± 3.77 34.75 ± 2.02 36.23 ± 4.21 33.39 ± 2.87
Vowel 1-5,6-11 13.74 ± 1.89 12.83 ± 1.90 31.31 ± 3.61 11.67 ± 1.39 12.27 ± 1.81 10.10 ± 1.00
Vowel 44.44 ± 2.81 - 53.64 ± 2.06 30.61 ± 2.09 29.75 ± 2.03 27.78 ± 1.26
WDBC 38.47 ± 1.92 44.89 ± 2.19 55.46 ± 1.56 39.96 ± 2.16 40.05 ± 1.92 39.70 ± 1.80
Wine 12,3 5.34 ± 2.20 6.18 ± 1.38 39.04 ± 1.34 5.62 ± 3.14 5.06 ± 2.22 6.74 ± 1.51
Wine 4.78 ± 1.60 - 32.30 ± 3.53 5.34 ± 2.67 5.90 ± 3.63 6.74 ± 1.51
average 21.98 - 41.33 21.62 21.25 20.32
bin average 21.69 26.28 39.12 22.45 21.93 21.29
Table 17: Performance with a labeled ratio of 0.25
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