Well-developed methods exist for obtaining matched bounds on the singular values at either low or high frequencies for general MIMO systems using LQGLTR design techniques. For systems that have been augmented with additional free-integrator dynamics, it has previously been shown that one can match the bounds at low frequencies and hi& frequencies, simultaneously. This paper presents a method for obtaining matched upper and lower bounds on the singular values over all fiequencies for the target loop. The procedure requires that the augmented systems have fkee integrators acting on each of the inputs. An example is included which illustrates the technique and demonstrates how to utilize preexisting free integrators within the system.
I. Introduction
One method for designing Linear mulivariable controllers is the linear-quadratic Gaussiadoop transfer recovery (LQGLTR) technique. Historically, this method is a development of the model based compensator (MBC), in which a linear Luenberger state estimator, with gain H, and a state feedback controller, with gain K, are developed for the system. It was later found that, by using LQG techniques to fmd these gain matrices, the singular values of the closed-loop transfer function would approach those of a simpler "target" loop [l] . As discussed by Stein and Athans, the objective of loop transfer recovery (LTR) is to shape this target loop (either the filter loop, C(sI-A)-'H, or the control loop, K(sI-A)"B, where A, B, and C are fiom the standard state space form, (I) ), and then attempt to recover its singular value loop shapes in the closed-loop by properly selecting the remaining gain matrix (K or H, respectively) [2] .
A limitation with this MlMO control technique is that the singular value bounds of the nominal system are generally spread apart over the entire frequency range. Such behavior can degrade system performance and limit the designer's ability to spec@ crossover frequency or other desired characteristics. However, it is possible to obtain agreement of the Upper and lower bounds ofthe singular values for some fkequencies when LQGLTR i s used. For nominal system plants, methods have been presented for obtaining matched bounds as fiequency approaches zero or as fiequency approaches infinity [3] . Birdwell and Laub presented a third alternative in which singular value bounds are matched at an arbitrary frequency location [4] .
Greater flexibility in manipulating the singular values results when additional dynamics are augmented to the nominal plant. A typical example is when fiee integrators are added to each of the inputs such that the closed-loop system has zero steady-state error with respect to a reference input.
For such a system, it has been shown that the linear-quadratic Gaussian (LQG) target loop can be made to exhibit matched singular values at both low and high frequencies, simultaneously [5]. This paper shows that it is possible to obtain matched upper and lower singular value bounds over all fkequencies.
The next section follows the development of the augmented system's state-space representation as presented by Martin et al. [5] . The equations have been modified to initially include the more general case where poles that are at least marginally stable are augmented to the systems dynamics.
IC. Augmented System Dynamics
Begin with the nominal plant model, which is of the standard statespace form shown below, where Ap is of dimension (n x n), B, is (n x m), C, is (m x n), and m < n.
Also, let Gp(s) represent the transfer function matrix of the nominal system, given by (3) . In (3) and subsequent equations, note that s =Jw, and that 'I' refers to the identity matrix.
GP(s) = C,(sI -AP)-'Bp (3)
Now suppose that each the inputs to the nominal plant is augmented with an additional pole, resulting in (4).
The transfer matrix representing these added dynamics is given by (5).
G,(s) = I / ( s + P ) ( 5 )
The combined transfer matrix for the nominal and augmented plant dynamics is given by G ( s ) = Gp(s)Ga(s).
This matrix can be represented in the standard state-space form C(sI-A)''B, wbere these matrices are defined as follows: Also, it can be shown that the inverse of (SI-A) is given by [6] In this new system, (6), C is of dimension [m x (n + m)], A is
With the statespace representation thus deiined, the method for selecting the gain matrix of the target loop can now be described. This paper uses the filter loop as the target loop of the system, as opposed to the method where the compensator loop is the target. However, since the two methods are duals, the process should be adaptable to the latter case. Also note that the control gain matrix needed for loop transfer recovery is not derived, but is assumed to come fiom the LQG/LTR design technique, once the filter loop is determined.
III. Solution Method
At this point, the scope is limited to the case where fie integrators are added to the system, and the equations that follow are derived for that specific case. The equations that follow could likely be adapted to fit a more general pole location, -p. However, the formula would be considerably more involved than that presented here and would not be as useful, since it is uncommon to specify a non-zero augmented pole location. It is therefore left to the reader to adapt the equations included in the Appendix to a more general pole location should the need arise.
With the filter loop chosen as the target loop for the system, the gain matrix, H, is selected using the Kalman Filter method. The procedure fist requires the introduction of fictitious white noise terms into system (6),
where <(t) has covariance I, and 0(t) has covariance pI. Since the noise terms do not represent real disturbances, the matrix L and the constant p are not fixed but act as fiee panmeters that may be selected to meet design criteria.
The actual values of L and p are therefore not as important as the effect they have on H, the filter gain matrix.
With the constant gain Kalman Filter method, the relationship between the filter gain and the fiee parameters is given by the solution to the Filter Algebraic Ricatti Equation @;ARE) (10).
Beginning with (lo), it has been shown that the singular values of the Kalman Filter loop, C(sI-A)-'H, are given by [7] o; [I +GKF(jo) 
~f the filter open loop matrix, transfer matrix C(SI-A)-'L (henceforth referred to as GFOL(S)), approaches some multiple of the identity matrix for a given frequency, then its upper and lower singular value bounds will become equal for that frequency.
From (12), it can been seen that identical singular value bounds of Gpo~(s) imply identical singular value bounds of %(s), as well. The problem, then, lies in finding the gain matrix, L, which will result in identical bounds for the filter open loop transfer matrix, shown in (13).
Applying the suggestion by Martin et a1 [5] to partition L into low and hi& fiequency submatrices allows simplification of (13) into (14), where LL is (m x m) and LH is (n x m).
Since free integrators were augmented to the system inputs, singular values will be balanced if the matrix L is selected so that &OL(S) approaches I&, where the subscript m denotes the dimension of the identity matrix as (m x m).
(If poles at -p were added, then Im/(s+p) would be used, although LL would not dominate at low fiequencies, and the equations would need to be adjusted accordingly.) Assuming that Ap contains no fiee integrators (or they have somehow been moved out, as in the example which follows), then for low ftequencies, (14) becomes
The fiee integrator causes the first term to dominate as s approaches j0, such that (15) reduces to 
LH.
In fact, since C, is (m x n), and m < n, then an infinite number of solutions exist. The typical method for finding LH has been to compute the minimum norm solution of (19). the singular value bounds were in fact identical for all frequencies. For the derivation of (23) and proof GFOL(S) will equal I d s for all frequencies, the reader is referred to [8, 9] . The resulting L matrix, composed using LL fiom (17) and LH from (23), provides the basic form of the loop shape. The other free parameter, the scalar p, can now be selected to provide the desired crossover frequency of &(s), as with standard LQGLTR design methodology. The following section contains an example which demonstrates the technique.
IV. Example
Consider a system consisting of three masses and two springs, with force inputs F1 acting on mass 1 and F3 acting on mass 3, as shown in Figure 1 . An LQGLTR servo is to be designed for this system which will meet the following specifications:
Zero steady-state error for arbitrary constant command (reference) inputs and disturbances, Target loop singular values should be identical, Cross-over frequency should be about 10 radsec.
The first specification can be met by applying a fiee integrator to each of the control inputs, the second by applying the technique for selecting the filter gain matrix as described earlier, and the third by manipulating the free parameter, p, from (12).
. The effects of these poles and transmission zeros on the behavior of the system are shown in Figure 2 , the singular value plot of (25). The two complex pole pairs create resonant peaks near 1.0 and 1.7 radsec. The complex transmission zero pair causes a trough in the lower singular value plot at 1.4 rad/sec. These distortions increase the spread between upper and lower singular values. Additional disparity is created by the presence of the pole at the origin, which is seen as the -2Odbidec slope of the upper bound at low ikquencies. Since the upper bound already has a pole at zero, it is reasonable to attempt to add just one more fiee integrator which will operate on the lower bound, providing zero steadystate error. The existing free integrator is isolated as the first state variable of (25), showing the linear combination of inputs it acts on. The new free integrator must now be applied to the remaining linearly independent combination of inputs to obtain the desired result.
The first state variable is the integral of the combination of inputs F1 and Fz. However, there are three distinct combination of inputs used in the equation: FI+Fz, F1, and Fz. The fiee integrator may now be applied to the second element of v,, as shown in Figure 4 . The design model, (31), is now defined as in (6).
Note that the upper submatrix of B is not the identity matrix as in (6) due to the initial free integrator. However, this has no effect on the selection of H since B is not included in the derivation of either GKF or GFOL. Using (17) and (20) ] (32) Using (32), along with A and C from (31), the maximum and minimum bounds on the singular values of GKX were computed and are shown as the light lines in Figure 5 . The crossover frequency is already about 10 radsec, so no M e r modifications are needed. If this were not the case, it would simply be a matter of changing p (shifting the plot up or down) until the desired crossover frequency was achieved. Recomputing H using (23) 
The singular value bounds of the loop transfer h c t i o n for this Etlter gain matrix, shown as the dark line in Figure 5 , exhibit the behavior of a first order Bode plot of Us. As with H , , , , the singular value plot using €LP already has the desired crossover kquency, so no changes are needed. In any case, when the K matrix is selected as per LQGLTR methodology, the time responses of the system exhibit a much faster, much smoother response with the improved H than with the nominal H. This is illustrated by the time responses to the reference command input 11 11' shown in Figures 6 and 7 , where the free parameter in computing K, using the Linear Quadratic Regulator (LQR) to achieve the loop transfer recovery, was chosen to be l&*. Figure 8 ) were actually about 5% smaller than those used with the nominal H (light lines of Figure 8 ). Perhaps this is explained by recognizing the fact that the K matrix for both cases is identical (using the same valw for the fkee parameter), since its calculation is independent of the value of H. The improved H matrix is effectively performing poldzero cancellation, thus " k i n g the effects of the resonant fkquencies. Thdore, the disturbances whick must be controlled are minimized as well, such that the control signal leaving K will be smaller. 
V. Conclusions
The technique for computing the Kalman Filter matrix presented m this paper offers a sipficant improvement over the previous method. The time responses to reference inputs are faster and smoother than with the nominal Kalman Filter gain matrix, while at the same time using less control effort.
As mentioned earlier, the improved H is actually attempting to perform p o l d m cancellation on the original system dynamics. It would therefore be interesting to see how modeling errors might affect the transient response of the system. Regardless of the magnitude of these errors, however, it is reasonable to assume that better results will be obtained by attempting to minimize their effects using the improved H than by leaving them untouched using the standard method.
