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 Dalam rangka meningkatkan akses dan minat belajar siswa serta 
mengangkat mutu sekolah, SMA N 6 Surakarta mengalokasikan dana 
beasiswa dalam bentuk apresiasi untuk siswa berprestasi. Namun masih 
ada hal yang menjadi permasalahan yang sering muncul, yaitu kurang 
tepatnya penyaluran beasiswa terhadap siswa. Beasiswa untuk siswa 
berprestasi bertujuan memotivasi siswa untuk selalu meningkatkan 
prestasi akademik maupun non akademik dan  membantu siswa yang 
kurang mampu tetapi berprestasi. Untuk mengatasi permasalahan tersebut 
adalah dengan cara menerapkan proses data mining. 
Dalam memprediksi siswa yang menerima beasiswa berdasarkan 
prestasi menggunakan metode Naive Bayes, Decision Tree Algoritma ID3, 
dan Regresi Linear. Atribut yang digunakan terdiri dari Nilai rata-rata, 
Gender, Ekstrakurikuler, Jurusan, Semester, Jumlah Tanggungan Orang 
Tua, Gaji Orang Tua, dan Beasiswa. Untuk melakukan proses data mining 
tersebut di perlukan tools pembantu yaitu RapidMiner 5.  
Pengimplementasian  data mining  menggunakan perbandingan 3 
metode dapat diketahui bahwa berdasarkan  dari jumlah sampel 305 siswa 
hasil  nilai precision metode Decision Tree Algoritma ID3 lebih baik 
digunakan untuk penelitian ini dibandingkan dengan metode yang lain. 
Sedangkan berdasarkan nilai recall  dan accuracy, Regresi Linear lebih 
baik digunakan dibandingkan metode lain. Tetapi apabila dilihat dari hasil 
secara keseluruhan prediksi penerima beasiswa variabel yang paling 
berpengaruh adalah Nilai rata-rata. 
 
Kata kunci : Algoritma ID3, Data mining, Decision Tree, Naive Bayes, 
Regresi Linear 
 
 
 
