Abstract. We aim to create a model of emotional reactive virtual humans. This model will help to define realistic behavior for virtual characters based on emotions and events in the Virtual Environment to which they react. A large set of pre-recorded animations will be used to obtain such model. We have defined a knowledge-based system to store animations of reflex movements taking into account personality and emotional state. Populating such a database is a complex task. In this paper we describe a multimodal authoring tool that provides a solution to this problem. Our multimodal tool makes use of motion capture equipment, a handheld device and a large projection screen.
Introduction
Our goal is to create a model to drive the behavior of autonomous Virtual Humans (VH) taking into account their personality and emotional state. This model does not aim to work by itself, it should be supported by a more generic model of behavior, but our model will complement the realistic behavior by enabling VHs to perform reflex movements triggered by events in the Virtual Environment (VE). Reflex movements can be modulated by inner personality and emotions of the VH e.g. there is a ball thrown towards the VH, the virtual character should avoid it, they way it performs the avoidance reflex will depend on its inner state: an energetic motion or a more lethargic one depending on the level of excitement and personality.
We intend to build our animation model on the basis of a large set of animation sequences described in terms of personality and emotions. In order to store, organize and exploit animation data, we need to create a knowledge-based system, an animations database. This paper focuses on the authoring tool that we designed for populating such animation database. We observe that the process of animating is inherently multimodal because it involves several inputs such as motion capture (mocap) sensors and user control on an animation software. For simplifying the process of animating we propose to integrate the required inputs into a multimodal interface composed of a handheld device (providing a mobile GUI), motion capture equipment and a large projection screen (to ease the interaction with virtual characters). One of the added values of our system is that it provides an immersive multimodal environment for animating characters. Our tool allows for interacting within the Virtual Environment as if the user were inside. Animation data produced with this tool is organized considering personality traits and emotional states.
The rest of the paper is organized as follows: next chapter presents related work on multimodal interfaces and knowledge-based proposals for VH animation. This will be followed by our system proposal, its architecture and implementation. Finally we present our results and plans for future work.
Related Work
Our authoring tool is intended to facilitate the process of producing character animation in an innovative way. Our approach is to animate a character from "inside", having the actor (animator) immersed in a Virtual Environment and looking at the world through the eyes of the character. For this we need to address multiple interaction modalities: body motion, 3D visualization, etc. Moreover, animation data created by the user should be stored and organized in an efficient way. The following section presents a brief overview on multimodal interfaces research. The second subsection deals with models and strategies for organizing animation data in a knowledge-based system.
Multimodal Interfaces
A multimodal system has two or more input/output communication channels. The benefit of using multimodal systems is to get more transparent, flexible, efficient and expressive means of human-computer interaction. A descriptive conception of multimodal interfaces can be found in Oviatt's work [25] .
Multimodal interfaces are implemented in Virtual Environments (VE) because they help to produce the effect of immersion. This immersion is provided through a natural interaction between the user and the environment. One pioneer multimodal application is the "Media Room" by Bolt [6] . This application combines images projected on a screen and user gestures. The fact of positioning one or more users in front of a large rear-projection screen displaying the virtual world is an approach in semi-immersive VE that has given encouraging results.
Examples of systems implementing the semi-immersive approach are: "The Enigma of the sphinx" [1] and the "Magic Wand" [7] . In the same line of research, "Conducting a virtual orchestra" [26] proposes a semi-immersive VE based on a large projection screen, a handheld device and 3D sound rendering. A PDA-based GUI was implemented to conduct the orchestra. User's gestures while conducting were captured with a magnetic tracker attached to the PDA. Handheld devices are innovate interfaces for VE. Another example of integration of handheld devices in VE can be found in [14] . These works explore the potential of using handheld devices to interact with Virtual Environments and VH.
Multimodal interfaces allows us to create more immersive Virtual Environments and they have the advantage of facilitating user interaction. It is interesting to incorporate handheld devices as an interaction device because they reinforce human-human contact in a Virtual Environment, avoiding the need to sit in front of a screen with a mouse and keyboard. We will use these ideas to build our multimodal interface. Next subsection deals with models for organizing animation, data management is essential for exploiting and reusing information.
Knowledge-based Systems for Virtual Human Animation
The animation model we are developing will require a large amount of animation sequences. We need a database for storing and organizing animation data. The following is a brief review of research targeted at organizing animation data for Virtual Humans.
The Amoba system [12] uses a database structure to organize motion. This is a very spread and ambiguous organization structure. We require something more specialized and with richer annotations -metadata-describing the content -animation.
The work presented in [17] proposes the use of a database to retrieve the desired animation and manipulate it from a GUI. This work is interesting from the point of view of the process needed to reuse animations and models, but it does not address the problem of populating the database. Another implementation for reusing animation data is presented in [21] this research considers the importance of a database to animate avatars in real time. But does not deal with the process of populating the database.
A new approach towards incorporating semantics into Virtual Humans and their animation is presented in [13] . This work intends to define in a formal way, the components of a VH, including its animation, by means of an ontology.
We observe that in order to maximize the reuse and exploitation of animation data, we need to incorporate a semantic layer that enables both computer systems and human users to acquire, organize, and understand the information. For realistic animations, we need to have as much data as possible in the database. The tool we propose intends to facilitate both the data acquisition and organization.
Multimodal Tool for Populating an Animation Database
This section presents the conceptual description of our authoring tool based on the multimodal interaction concepts presented in previous section and the requirements for associating the desired data to the animation.
Knowledge-base Structure
In order to define a model for emotional reactive VH we need to associate traits of personality and emotions to the animations. By considering such inner variables we expect to increase believability of the characters.
Improving believability in computer generated characters is one of the main challenges in computer animation. A believable behavior has many aspects to consider: realism, emotions, personality and intent [9] . There are many models that approach a realistic behavior following the principle of action selection, goaloriented animation, etc. They frequently use synthesized animations, created by means of specialized algorithms. The most realistic results are obtained with prerecorded animations performed by human actors using mocap. Several models consider that personality and emotional states are the more general traits that influence behavior [22] . This is why we consider interesting to have animations influenced by these traits.
We organize animations in terms of emotions and personality because they are key components of a believable behavior. There are models of personality and emotion for VH that allow to design an emotionally personified virtual human. Among the most complete personality models for virtual humans are: [20] [19] and other less complex such as [10] .
We took some of the common factors proposed by the models mentioned before to describe the metadata (attributes describing animation sequence) of our knowledge-based system. To represent personality we use the Five Factor Model (FFM) [23] that describes personality in five dimensions. The parameters that compose this model are described in table 1.
We have found two popular models of emotion used in character animation: The Cognitive Structure of Emotions Model (OCC -Ortony, Clore and Collins) [24] categorizes several types of emotions based on the positive or negative reactions to events, actions, and objects, it defines 22 emotions; and Ekman's 6 basic emotions for facial expression [11] (joy, sadness, anger, surprise, fear, and disgust) that can be combined to obtain other expressions. As the multilayered model says [19] only 4 expressions of Ekman (joy, sadness, fear and anger) are defined in the OCC model. Surprise and disgust do not find place in the OCC model, mainly because they do not involve much cognitive processing. They group OCC and Ekman's emotions within 6 expressions to represent the emotional states and to reduce the computational complexity. This emotions are explained and categorized in the table 1. The FFM and OCC models are ideally suited to the task of creating concrete representations of personality and emotions with which to enhance the illusion of believability in virtual characters [3] .
The models we have defined describe an individualization of VH humans. Each VH is defined by a specific combination of attribute values corresponding to the FFM. Each VH can have many configurations of the attributes of emotional states (OCC model), and each attribute can be defined in different levels.
To describe animations we consider also events in the environment, these events are represented by objects in the VE. For example we can have a sphere that represents a ball. The ball can then produce the event "thrown ball".
One event is associated to one animation because this event will make the VH move in reaction. One animation is performed as reaction to one event, under one configuration of emotional state for one specific personality of a VH. This conception is translated into a database diagram presented in figure 1 . Under this structure, when an event occurs in the environment, the animation engine will look into the knowledge base for an animation suitable to perform a reaction, taking into account the specific conditions of emotional state and personality. Next subsection gives more details on the components of the multimodal interface and how they are interconnected.
Multimodal Structure
The multimodal authoring tool we propose makes use of motion capture, a large projection screen and a handheld device.
The motion capture system, as main input device, allows the animator to acquire high quality animations and give the appropriate intention and expressiveness to each movement. The second input modality is the handheld device that will work as a remote control. In combination with the PDA, a large screen will provide visual feedback to the user. With the PDA device we reduce the amount of people required in the production process, and make a more interactive interface, the same person using the mocap can drive the authoring. Moreover, this mobile interface allows for previewing the animation and accessing the database without the need to be in front of a PC. The interaction of the elements above mentioned with the knowledge-based system is illustrated in figure Figure 2 . These elements are described as follows:
-Main control of the authoring resides in the Manager system. This Manager receives commands from the PDA device and executes an action in response; it can also send information to the PDA, such as metadata (attributes) or animation data (the actual animation). -Sensors continuously send information about the actor's position and the Manager system reads them depending of the command in process; it could be reading only the right hand orientation or all the sensors information (recording an animation). -The Manager makes transactions in the knowledge-base system, can store or retrieve information of the metadata or animation sequences. -The manager system communicates with the 3D viewer in which the VE is represented. A VE contains VHs and objects that trigger events, the scene is projected on the large screen.
The authoring process is driven through the PDA device. First, the user selects a VH or object by pointing at the large screen and pressing a button in the PDA. Objects can be associated to an event. Events can be triggered from the PDA. Depending of the event some of its parameters can be modified, for example a ball can be thrown in different directions.
From the PDA, personality traits and emotion parameters of a VH can be configured for each sequence to be recorded. Many combinations of parameters of emotional states can be recorded for one event. This configurations are saved in the knowledge base system. The GUI in the PDA with this functionality implemented is illustrated in the figure 3.
Animating a VH can be done in two modalities: watching the VH mimic the user movements, or viewing the VE through the VH eyes (see figure 7) . The character moves in real time according to the data acquired by the mocap system.
For recording, there is a mechanism similar to a VCR with a big button to start and stop recording. To start recording we give 5 seconds for the user to get an initial posture before recording the animation. After those 5 seconds the sequence starts to be recorded until the user presses stop. When storing the recorded animation, the last three seconds are removed to avoid storing undesired motions due to the movement for pressing the stop button on the PDA. User can Save or discard a sequence. The animation is stored with the current configuration of emotional states, event, personality and VH. Finally, "Stop animating" option stops animating from the mocap and "Stop authoring", the VH is deselected.
To reproduce animations the user can Play a sequence. It consists on reproducing the last sequence recorded in the large screen, or any of the other saved sequences. This last option will only work when the VH is neither being animated nor in pause. User can also preview recorded sequences in the PDA (figure 4). We have explained the main components of the multimodal tool and its work-flow. Next section provides technical details concerning the implementation. Motion capture is performed using the motion capture system from Ascension Technology [4] , composed of 13 6-DOF magnetic sensors. As interface with the Mocap we used an utility developed at VRlab: Shared Input Devices (SID) [16] . The SID program gets the sensor information and puts it in a shared memory zone in the host machine. The manager program access to this shared memory to obtain the sensors data. This information is translated and sent to the 3D animation tool.
The animation tool used was Maya 5.0 [8] . Maya provides a rich set of tools for rendering, modeling and animating. It is one of the leader solutions in the market and can be considered as a defacto standard in the animation industry. In Maya we modelled VH with H-Anim [15] skeleton. H-Anim is a W3C standard for animating humanoid models. We used a Plug-in presented in [2] to export the animation in MPEG-4 BAP [18] . This encoding animation is a low bit-rate representation suitable for networked applications.
Data from mocap sensors are sent to Maya using Maya's motion capture API. We created a component that uses this API and also applies the right transformation to the raw sensors data. Each 6-DOF sensor needs to be calibrated to provide its data in the same coordinate space used by Maya. Calibration was implemented following the method described in [5] , it computes the correspondence between the initial orientation of each sensor and the default initial orientation of each H-Anim body part. We implemented in maya several MEL (Maya Embedded Language) scripts for: linking the sensors data with the skeleton used to animate the VH; start and stop recording movements and exporting animations. This commands are executed by the Manager system.
Virtual Humans modeled in Maya are animated through their H-Anim skeleton. We used inverse kinematics to compute proper joint rotation values for the VH limbs, and applied orientation constraints to some joints (root, column and skull) with the suitable weights. We created in Maya one locator for each sensor and constrained them to the proper effector or joint. The association of the sensors in the actor with the mocap and the locators in Maya and the skeleton are shown in figure 5 .
As handheld device we used a PDA iPAQ HP 4700. We built the GUI for the PDA in C# with controls to drive the animation process. To preview the recorded animations on the PDA we switch application and use a mobile 3D viewer based on the "Mobile Animator" [14] .
The knowledge-based system was set up in MySQL. This database is free, easy to implement and provides enough performance for our needs. Data transmission to and from the database is done using ODBC for MySQL.
The Manager system was implemented in C++. The communication with the PDA is done through sockets. Interaction with maya is done through the "Command Port" interface (MEL command: commandPort).
The components diagram in figure 6 shows the interaction between the described components. The GUI in the PDA (see fig 3) has a "Tab menu" for selecting VH or objects, configuring personality, emotions or events and recording animation. Events can be selected from the PDA and modified and activated. The data configured in the PDA is sent as a character stream.
For selecting VHs or objects we read the position and orientation of the 6-DOF sensor on the right hand, within this we exploit the fact of having the sensors already set on the user. We calibrate the initial position as the center of the screen and transform sensor orientation into 2D coordinates corresponding to the computer screen. 2D screen coordinates are used to drive the mouse pointer position. This way the user can naturally interact just by pointing at the screen.
To save animations we use a MEL script to execute a plug-in that exports the skeleton animation to MPEG-4 BAP format. The BAP file created is placed into a shared directory in the host machine and the path saved in the database. If the user wants to play the animation on the PDA the Manager sends the path and name of the animation and the Mobile animator is able to preview the animation.
Discussion and Results
To start populating the database, we have tested our multimodal tool with different examples. We used the example mentioned in the introduction, a ball being thrown towards the VH. We defined the event "Ball thrown". Figure 7 shows the animation process: the user configures a VH, performs an animation, and previews the saved animation on the PDA. The combination of Mocap with a large projection screen proved to be an efficient and intuitive way to produce multiple sequences of realistic animation and had good feed-back to the user. The lightweight interface (PDA) was more comfortable than using a PC, but disturbed the user because he had to decide between keeping the PDA in the hand while recording or leave it. We believe that the handheld device could be enhanced with speech recognition, in particular for the start/stop recording functionality. The multimodal interface provided a useful mechanism for populating the animation database that we have defined, but we still need to populate it with different reflex movements that a human being could perform under specific emotional and personality conditions. For this we may need to record in video several people and evaluate their inner state and then use the video with an actor to reproduce the movement.
Describing animation sequences by means of metadata introduces a semantic layer that promote the reuse and increases the productivity of animation.
Conclusions and Future Work
We have presented a multimodal tool to populate a knowledge based system for VH animation. The tool involves the use of motion capture, a handheld interface, a semi immersive VE (large projection screen) and the incorporation of semantics (metadata) to the animation. Animation data is organized in a knowledge base taking into account personality traits and emotional state of the VH. The multimodal interface provides a fast and intuitive tool for populating the animation database. However there may still be need for fine-tunning animation due to the inherent noise of the Mocap data.
Future work consists on populating the animations repository in order to provide a rich repertoire for the animation model. The model for reactive VH will be described in future publications. The current paper focused on describing the tools for acquiring and organizing the information.
