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Tutto viene quando deve venire. Una vita non può essere condotta a gran
velocità, non può essere attuata secondo un programma come tanti
vorrebbero. Dobbiamo accettare quello che ci giunge in un dato tempo, e
non chiedere di più. Ma la vita è senza fine, noi non moriamo mai, non
siamo mai realmente nati. Noi passiamo solo attraverso diverse fasi. Non vi
è fine, gli umani hanno molte dimensioni, ma il tempo non è come ci
appare, consiste piuttosto in lezioni che vengono apprese.




Si propone una metodologia di data mining applicata alla grande distribu-
zione: in particolare, attraverso la generazione di comunità di prodotti viene
fornito un complemento alle regole associative per l’analisi dei panieri di
mercato. Per fare questo sono state analizzate coppie di articoli venduti in-
sieme nell’arco temporale di circa cinque anni, manipolandole e ottenendone
una rete di prodotti.
Successivamente la rete è stata elaborata per ottenere le comunità di
prodotti che sono stati acquistati insieme in modo significativo.
Le comunità ottenute sono di due tipologie: non overlapping e overlapping;
nella prima sono presenti prodotti strutturalmente e funzionalmente molto
simili tra loro che rappresentano categorizzazioni marketing già esistenti,
mentre nella seconda i prodotti sono più eterogenei e forniscono importanti
dettagli per una profilazione dei clienti basata sugli acquisti.
L’obiettivo finale è quello di utilizzare il concetto di comunità lasciandone
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Alcune aziende dispongono di sistemi di basi di dati dall’alto potenziale
informativo. Il data mining aiuta a leggere, comprendere e sfruttare questi
dati. Queste tecniche fanno emergere le tendenze, le relazioni tra i dati e le
ragioni legate al manifestarsi di alcuni fenomeni: evidenziano sia cosa sta
accadendo sia il motivo per cui sta accadendo [Rob10].
In letteratura è stato dimostrato che molti sistemi esistenti nel mondo
reale sono associabili ad una rete in modo naturale, come ad esempio le reti
sociali o il World Wide Web, nei quali la rete definisce le interazioni tra
i componenti del sistema [New]. In altri casi l’associazione al concetto di
rete non risulta automatica e il sistema, per essere visto in quanto tale e
dunque come rete, necessita di un’elaborazione. È questo il caso del presente
studio, nel quale viene considerato come sistema l’insieme degli scontrini di
un supermercato. Se a prima vista tale scelta potrebbe sembrare inusuale,
in realtà astrarre una rete da un insieme di questo tipo si è rivelato non solo
molto interessante ma anche ricco di ulteriori considerazioni.
Con l’obiettivo di individuare classi di prodotti e definire una profilazione
di clienti è stata utilizzata la “Market Basket Analysis” (MBA) [PNT06], una
metodologia che, studiando le associazioni tra i prodotti acquistati, consente




Il primo ad avere applicato il modello di rete sociale alla MBA è Chawla
[NVC] ed è proprio a partire dal suo lavoro che è stato sviluppato il presente
elaborato di tesi. Modellando i dati di vendita come rete sociale, Chaw-
la individua comunità di prodotti venduti insieme da un piccolo negozio,
che conducono, attraverso un’esplorazione significativa, alla scoperta delle
comunità di prodotti con maggiore influenza.
Nel caso specifico di questo studio, la qualità migliore dei dati e l’idea di
poter estendere il lavoro di Chawla alla grande distribuzione ha spinto ad
applicare ed estendere la sua metodologia agli acquisti effettuati dai clienti
della “Unicoop Tirreno”.
In particolare, partendo dall’elaborazione della rete, basata sulle as-
sociazioni tra coppie di prodotti, questo lavoro di tesi si è concentrato
sull’estrazione delle comunità overlapping e non overlapping.
L’ipotesi di partenza è che questi due tipi diversi di community possano
fornire due informazioni ortogonali sui prodotti; nel dettaglio ciò che ci si
aspetta dalle comunità overlapping e non overlapping consiste rispettivamente
in una profilazione dei clienti ed in una nuova classificazione di marketing,
aggiungendo così un significato economico alle community.
I risultati ottenuti hanno, dunque, soddisfatto le ipotesi formulate in
partenza, rivelando tracce con le quali è stato possibile confermare la teoria.
Il primo capitolo è volto a fornire un quadro di insieme delle principali
tematiche affrontate, quali il concetto di marketing, quello di data mining e di
reti complesse e community detection. Successivamente sono stati presentati
il lavoro di Chawla e le ARN (Association Rules Network) dai quali si è
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ispirata la presente ricerca.
Nel secondo capitolo vengono esaminati gli algoritmi utilizzati per il
community detection, la metodologia adottata per la creazione della rete e,
per finire, l’estrazione delle community.
Nel terzo ed ultimo capitolo vengono esposte le valutazioni finali, analiz-
zando le comunità ottenute anche dal punto di vista economico.
Le conclusioni hanno infine l’obiettivo di ripercorrere le tappe fonda-






In questo capitolo viene descritto lo stato attuale del problema affrontato.
Si parte dai concetti base quali il marketing e il data mining sino ad arrivare
a parlare di reti complesse. In particolare si parla di rete di prodotti e di
come si sfruttino le proprietà delle reti per il community detection. Inoltre
si presentano i due casi da cui è nata l’idea della tesi: la modellazione di
una rete di prodotti e le reti di regole associative.
1.1 Marketing
Il marketing è un ramo dell’economia che si occupa dello studio descrittivo del
mercato e dell’analisi dell’interazione di mercato e utilizzatori con l’impresa.
I tipi di marketing noti in letteratura sono [Sbr]:
• analitico: nel quale si studia il mercato, la clientela e i concorrenti;
• strategico: nel quale si affrontano le attività di pianificazione, messe
poi in pratica da un’impresa. Lo scopo è quello di ottenere, pur
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privilegiando il cliente, la fedeltà e la collaborazione da parte di tutti
gli attori del mercato. Si basa sull’analisi dei bisogni degli individui e
delle organizzazioni.
• operativo: attiene invece a tutte quelle scelte che l’azienda pone in
essere per raggiungere i suoi obiettivi strategici.
I primi due sono orientati all’analisi ed hanno una valenza di medio-lungo
periodo, mentre quello operativo è orientato all’azione nel breve periodo.
Diverse sono le definizioni possibili del marketing a seconda del ruolo
che nell’impresa viene chiamato a ricoprire in rapporto al ruolo strategico
e al posizionamento dell’impresa nel suo ambito competitivo di mercato.
Giancarlo Pallavicini, economista italiano, introduce per primo le seguenti
definizioni [Pal59]:
• {Il marketing è il processo sociale e manageriale diretto a soddisfare bi-
sogni ed esigenze attraverso processi di creazione e scambio di prodotto
e valori. È l’arte e la scienza di individuare, creare e fornire valore
per soddisfare le esigenze di un mercato di riferimento, realizzando un
profitto}.
• {Il marketing management [Sbr] consiste invece nell’analizzare, pro-
grammare, realizzare e controllare progetti volti all’attuazione di scam-
bi con mercati-obiettivo per realizzare obiettivi aziendali. Esso mira
soprattutto ad adeguare l’offerta di prodotti o servizi ai bisogni e
alle esigenze dei mercati obiettivo e all’uso efficace delle tecniche di
determinazione del prezzo, della comunicazione e della distribuzione
per informare, motivare e servire il mercato.}
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Negli ultimi vent’anni, il marketing ha comunque subito una rapida e
forte evoluzione che ha segnato la concezione del marketing come ambito
di ricerca. Come si nota nelle definizioni che ha coniato l’American Marke-
ting Association (AMA) [Ass], l’organismo più autorevole nella ricerca di
marketing al mondo, il marketing rappresenta {Il processo di organizzazione
e di esecuzione del concepimento, della politica dei prezzi, delle attività
promozionali e della distribuzione di idee, beni e servizi per creare scambi
commerciali e soddisfare gli obiettivi degli individui e delle organizzazioni}.
Più recentemente, il marketing ha abbandonato la prospettiva transazio-
nale, per concentrarsi maggiormente sull’ottica relazionale. L’AMA [Ass] lo
descrive come {Una funzione organizzativa ed un insieme di processi volti a
creare, comunicare e trasmettere un valore ai clienti e a gestire i rapporti con
essi in modo che diano benefici all’impresa e ai suoi portatori di interesse}.
Si noti come l’ottica sia orientata ai clienti, motivo per cui le imprese
sopravvivono producendo beni che le persone sono disposte e sono in grado di
acquistare. Conseguentemente, la domanda dei consumatori diventa di vitale
importanza per accertare la redditività futura di un’impresa [DD]. Secondo
questo tipo di approccio il consumatore diventa la guida di tutte le decisioni
strategiche di marketing: si avvia così un processo di “posizionamento” che
serve per creare un’immagine e un’identità nella mente dei consumatori del
prodotto dell’impresa. Esiste quindi un influsso determinante da parte del
comportamento del consumatore su ciò che accade nell’ambito del marketing
management: basti pensare al problema della segmentazione. Le aziende
affrontano un mercato che non è mai omogeneo, cioè composto da acquirenti
con caratteristiche e aspettative simili. I consumatori sono molto diversi gli
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uni dagli altri e perciò manifestano esigenze diverse. Ad esempio, maschi e
femmine costituiscono segmenti nettamente separati per molti settori, ma in
alcuni le differenze aumentano o diminuiscono anche in relazione al ruolo
del marketing. Esiste peraltro un influsso altrettanto importante che il
marketing esercita sui consumatori e sul loro comportamento. Le differenze
tra i consumatori esistono a prescindere dalle strategie di marketing, ma
queste ultime contribuiscono a farle emergere mettendo a loro disposizione
beni e servizi.
L’obiettivo finale del marketing è il miglioramento dell’impresa che si
ottiene migliorando i rapporti con i clienti tramite la vendita di prodotti o
servizi generati dall’impresa stessa. Per questo sono di vitale importanza
le ricerche di mercato [Pal59] che si occupano principalmente dello studio e
dell’analisi dei comportamenti e delle motivazioni dei consumatori, o della
definizione della struttura di un mercato; sono una fonte di informazione
per chi deve prendere decisioni di marketing all’interno di un’azienda che
produce beni o servizi.
Le ricerche di marketing [Nap] invece possono essere definite come gli
studi volti a selezionare tutti gli elementi rilevanti di informazione, utilizzabili
per le decisioni in tema di prodotti, distribuzione, efficacia della pubblicità e
tecniche promozionali, nonché della valutazione della posizione complessiva
dell’impresa.
Le ricerche di mercato si rivolgono ad un ambito di analisi più ristretto,
essendo rigidamente connesse all’individuazione di informazioni relative al
mercato di un particolare bene. Hanno carattere esplorativo e si usano per
accertare specifici aspetti del mercato.
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Diventa quindi rilevante il lavoro svolto dagli strumenti di data mining.
Il loro utilizzo nella ricerca di marketing è volto ad ampliare la conoscenza
su cui basare i processi decisionali. Nel contesto aziendale il processo di
data mining è efficace soprattutto per la valorizzazione delle informazioni
aziendali residenti in grandi basi di dati [MJS01], [CR02]. In questo contesto,
l’intento è quello di rappresentare le relazioni chiave che vengono scoperte
durante il processo di estrazione dati: sequenze ripetute, omogeneità, regole
etc. Ad esempio, se un pattern mostra che i clienti di una certa area
demografica sono molto propensi ad acquistare uno specifico prodotto, allora
un’interrogazione selettiva ad un data base di probabili compratori può
essere usata per generare un elenco di indirizzi promozionali.
1.2 Data Mining
Tutti i concetti presentati in questa sezione sono stati tratti dal libro “Intro-
duction to DATA MINING” [PNT06] e dalle lezioni del corso di data mining
del Prof. D. Pedreschi [Ped11].
Data mining significa “scavare” nei dati per trasformare il patrimonio di
informazioni in indicazioni strategiche di marketing [MJS01], [CR02].
Le attività correlate al data mining sono parte di un processo più generale
chiamato KDD (Knowledge Discovery in Databases) che include anche
l’arte di raccogliere dati corretti: attività estremamente importante prima
di analizzare i dati stessi, questo significa che è necessaria una fase di
organizzazione e pulizia dei dati.
Le metodologie di data mining possono essere suddivise principalmente in
due categorie: apprendimento supervisionato e apprendimento non supervi-
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sionato. Dell’apprendimento supervisionato fanno parte le analisi predittive
e le classificazioni supervisionate con le quali si vogliono rispettivamente
predire e descrivere le relazioni tra un insieme di variabili di input e di
output o target. L’apprendimento non supervisionato consiste nella scoperta
di pattern di cui fanno parte la Market Basket Analysis e il Clustering.
Le tecniche impiegate possono essere ricondotte a cinque aree di applica-
zione:
• previsione: nella quale si utilizzano valori noti per la previsione di
quantità non note (ad esempio stima del fatturato di un punto vendita
sulla base delle sue caratteristiche);
• classificazione: consiste nell’individuazione delle caratteristiche che
indicano a quale gruppo un certo caso appartiene (ad esempio discri-
minazione tra comportamenti ordinari e fraudolenti);
• segmentazione: nella quale si individuano gruppi con elementi omoge-
nei all’interno del gruppo e diversi da gruppo a gruppo (ad esempio
individuazione di gruppi di consumatori con comportamenti simili);
• associazione: che consiste nell’individuazione di elementi che compaiono
spesso assieme in un determinato evento (ad esempio prodotti che sono
frequentemente acquistati insieme);
• sequenze: data dall’individuazione di una cronologia di associazioni
(ad esempio percorsi di visita di un sito web).
Lo scopo finale del data mining è “rilevare qualcosa di nuovo” e diventa
quindi uno strumento efficace per analizzare i dati senza conoscenza a priori
delle correlazioni cercate. Letteralmente significa “estrazione di dati”:
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• estrazione di informazione implicita e nascosta nei dati strutturati per
renderla disponibile e direttamente utilizzabile;
• esplorazione ed analisi allo scopo di scoprire schemi significativi in
insiemi di dati molto grandi.
Il data mining è usato con una forte attenzione nei confronti dei consuma-
tori. Da un lato, permette di individuare relazioni tra fattori “interni” come
i prezzi, il posizionamento dei prodotti o il personale e fattori “esterni” quali
gli indicatori economici, la concorrenza e la demografia dei clienti, dall’altro
permette di determinare l’impatto sulle vendite, la soddisfazione del cliente
e i profitti aziendali.
Il presente lavoro di tesi si concentra sulla vendita al dettaglio e il data
mining consente di penetrare nelle informazioni per vedere a fondo nei dati
relativi alle vendite.
A questo scopo entra in gioco la “MBA” per scoprire relazioni significative
tra i prodotti venduti.
Un market basket è un insieme di prodotti che formano un singolo carrello
della spesa. Si può così vedere come la vendita di un prodotto può influenzare
quella di un altro.
La Market Basket Analysis analizza infatti le abitudini di acquisto dei
clienti nella vendita al dettaglio, trovando associazioni su diversi prodotti
comprati insieme, motivo per cui rappresenta un utile processo nell’ambito
dell’adozione di strategie di marketing ad hoc. Una maggiore comprensione
del comportamento di acquisto dei consumatori permette, infatti, alle imprese
di soddisfare meglio le esigenze dei clienti e di realizzare maggiori ricavi.
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Nella MBA la tecnica usata è quella della Association Rules Mining
(ARM): se un prodotto è un item, dato un insieme di prodotti P e un
insieme di transazioni T costituito da un sottoinsieme di prodotti P venduti,
dove ogni transazione è un itemset I, una regola associativa è nella forma
A→ B, dove A e B sono itemset e A è chiamato antecedente e B conseguente
della regola.
Le misure di interesse statistico associate alle regole associative sono:
supporto (relativo)




suppAss(A ∪B) = frequenza(A ∪B) (1.2)
è il supporto assoluto ovvero il numero di transazioni che contengono
A ∪B. Il supporto relativo rappresenta la probabilità che si verifichi
questa combinazione d’acquisto in futuro ed è una misura simmetrica,
cioè s(A→ B) = s(B → A); s(A) è la percentuale media di volte che
i consumatori hanno acquistato A;
confidenza
c(A→ B) = P (A | B) = s(A→ B)
s(A)
(1.3)
che rappresenta la percentuale di transazioni che contengono B tra
quelle che contengono A. In altri termini, esprime la probabilità
che, acquistato A, il medesimo cliente acquisti anche B: quanto più
alta è la confidenza tanto più forte sarà la regola associativa che
lega le due referenze. In questo caso, la misura non è simmetrica
in quanto la probabilità di acquistare B quando si è acquistato A,
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rapportata all’insieme di volte in cui viene acquistato A, può essere
diversa dalla probabilità di acquistare A quando ho acquistato B,
rapportata all’insieme di volte in cui viene acquistato B. La confidenza
genera un risultato compreso tra 0 e 1: quanto più questo si avvicina
all’estremo superiore, tanto più è elevata la probabilità che comprando
un prodotto A, venga acquistato anche il prodotto B;
lift (o correlazione)











che misura la performance di una regola a predire o classificare bene
confrontata rispetto ad un modello casuale. È il rapporto tra la
confidenza della regola e la confidenza attesa della regola, ovvero la
probabilità che si acquistino congiuntamente i due prodotti rispetto
alla probabilità che si verifichi, in genere, l’acquisto del prodotto A
rapportato alla probabilità che si acquisti, in genere, B. Il lift è una
misura simmetrica con un valore compreso tra zero e infinito:
• un valore maggiore di uno indica correlazione positiva, significa
che A e B appaiono più spesso insieme di quanto ci si attendeva,
cioè l’occorrenza di A ha un effetto positivo sull’occorrenza di B,
ovvero la probabilità di acquistarli congiuntamente è superiore
alle probabilità di acquistare o l’uno o l’altro;
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• un valore minore di uno indica correlazione negativa, A e B
appaiono meno spesso insieme rispetto a come ci si aspettava,
cioè A ha un effetto negativo su B;
• un valore uguale a uno indica indipendenza statistica, cioè l’oc-
correnza di A non influisce sull’occorrenza di B.
lift categorizzato è ottenuto da una manipolazione matematica del lift
che viene moltiplicato per il supporto assoluto della regola A→ B






Gli algoritmi nel processo di estrazione delle regole associative considerano
un supporto e una confidenza minimi. Una combinazione delle misure
di interesse appena presentate viene usata per selezionare gli itemset più
significativi e promettenti.
1.3 Reti complesse
La presente sezione è stata tratta dall’articolo di Newman [New] e dal
materiale online del corso di Web Mining tenuto dal Prof. D. Pedreschi
[Ped12].
Il data mining può essere esteso anche alle reti considerato che ogni
sistema complesso che è possibile analizzare può essere astratto grazie ad
una rete che ne definisce le interazioni tra i componenti. Si possono fare
diversi esempi di reti: il World Wide Web, le reti neurali, le reti di business
tra compagnie e le reti sociali.
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I componenti di una rete sono i vertici o nodi e le loro interazioni sono
rappresentate da archi, come si vede dalla Figura 1.1.
Figura 1.1: Un piccolo esempio di grafo con 10 archi che collegano 8 vertici
dei quali uno è sconnesso.
Questo è il tipo più semplice di rete ma è facile complicarla se si considera
che i vertici o gli archi possono essere di tipo diverso nella stessa rete e
possono avere proprietà diverse. Si prendano ad esempio le reti sociali di
persone: i vertici possono rappresentare uomini o donne, persone di diverse
nazionalità, età o reddito; gli archi invece possono rappresentare relazioni di
amicizia, professionali etc.
Una rete è rappresentata matematicamente da un grafo. Essa infatti
può essere, così come i grafi, orientata (digrafo) o non orientata se i suoi
archi sono rispettivamente orientati o non orientati: un arco è orientato
se è percorribile in una sola direzione e viene rappresentato da una freccia
orientata; se l’arco che unisce due vertici è percorribile in entrambe le
direzioni si definisce non orientato. Per esempio una rete che rappresenta
chiamate telefoniche tra individui non può che essere orientata perché ogni
chiamata sarà diretta in una sola direzione, inoltre conterrà dei cicli perché
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in momenti diversi ogni chiamata può essere effettuata nelle due direzioni.
Un ipergrafo è invece una coppia H = (N,E) dove N è un insieme di
nodi {n1, n2, ..., nk} e E ⊂ 2N è un insieme di iperarchi. Ciascun iperarco e
può potenzialmente unire più di due vertici, mentre in un grafo orientato
l’insieme di archi è E ⊂ NXN .
In un ipergrafo orientato i nodi collegati da un iperarco e sono parti-
zionati in due parti: la testa H(e) e la coda T (e). Un iperarco è chiamato
backward se |H(e)| = 1, ed è chiamato forward se |T (e)| = 1. Un iper-
grafo orientato è chiamato ipergrafo B-orientato se tutti i suoi iperarchi
sono backward e per semplicità lo chiameremo B-grafo. Un ipercammino
HC = {n1, e1, n2, e2, ..., en−1, nn} è chiamato iperciclo se nn ⊆ n1.
Esistono diversi tipi di rete che vengono rappresentate da grafi:
• le reti sociali che sono caratterizzate da un insieme di persone o gruppi
di persone che hanno contatti o interagiscono tra loro come ad esempio
la rete di chiamate telefoniche citate in precedenza;
• le reti di informazioni o reti di conoscenza come ad esempio le reti di
citazioni tra documenti accademici o il World Wide Web che è una
rete di pagine Web che contiene informazioni;
• le reti tecnologiche che sono reti artificiali progettate in genere per la
distribuzione di una certa merce o di una risorsa, come l’elettricità o
le informazioni: un esempio è Internet;
• le reti biologiche che rappresentano sistemi biologici come ad esempio
la rete che rappresenta le interazioni tra proteine.
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Il vertice di un grafo, nella teoria dei grafi, ha un grado, cioè il numero
di archi incidenti il vertice. Un vertice con grado zero è chiamato vertice
isolato; mentre un vertice con grado uno è chiamato foglia e il suo arco
connesso è chiamato arco pendente. In un grafo orientato, il numero di teste
delle frecce adiacenti al vertice è il grado in ingresso del nodo, il numero
delle code delle frecce è il grado in uscita. Il numero massimo possibile di
archi per una rete di n vertici è n(n−1)
2
1. Si indica inoltre con pk la frazione
di vertici nella rete che ha grado k, cioè la probabilità che un vertice scelto
uniformemente a caso abbia grado k. Il grafico di pk può essere formato da
un istogramma del grado dei vertici e rappresenta la distribuzione del grado
della rete.
Una rete con tutti gli archi possibili è chiamata clique ed è rappresentata
da un grafo non orientato completo, in cui ogni due vertici sono collegati
da un arco. Rispettivamente si chiama iperclique un ipergrafo con tutti gli
iperarchi possibili.
Un modo per rappresentare il grado di una rete è un grafico della di-
stribuzione cumulativa dei suoi nodi che è la probabilità che il grado sia
maggiore o uguale ad un certo k.
Il modello più semplice e utile di rete è il grafo casuale, dove gli archi non
orientati sono posti a caso tra un numero fissato di n vertici per creare una
rete nella quale ognuno degli n(n−1)
2
[Bra] possibili archi è indipendentemente
presente con probabilità p e il numero di archi connessi ad ogni vertice,
il suo grado, è distribuito in accordo alla distribuzione binomiale o alla
distribuzione di Poisson.
La maggior parte delle reti ha però una distribuzione del grado che segue
1È il numero massimo di coppie su in insieme di n elementi [Bra].
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una power law cioè è asimmetrica verso destra, quindi la loro distribuzione
ha una lunga coda destra di valori che sono al di sopra della media. Questo
significa che nella rete ci sono pochissimi vertici di grado elevato e molti
vertici a basso grado.
Un componente al quale appartiene un vertice è quell’insieme di vertici
raggiungibili da esso tramite cammini percorribili lungo gli archi del grafo.
In un grafo orientato ci sono sia componenti in ingresso che in uscita. Essi
sono insiemi di vertici dai quali il vertice può essere raggiunto e dal quale
possono essere raggiunti da esso.
Il cammino minimo che attraversa la rete da un vertice ad un altro









dove dij è la distanza tra i vertici i e j; il diametro di una rete invece è la
lunghezza del cammino più lungo, espresso in numero di archi. È possibile
enumerare tutti i cammini più brevi della rete e calcolarne la lunghezza
media che rappresenta il cammino più breve medio, cioè il numero medio di
archi che devono essere attraversati per raggiungere ogni vertice della rete
iniziando da qualsiasi altro vertice. Milgram, nel suo esperimento [Ped12],
dimostrò l’effetto small-world : molte coppie di vertici in molte reti sono
connesse da un breve cammino nella rete e nel suo caso il cammino più breve
medio è uguale a 6.
Una proprietà delle reti è la transitività: generalmente, se il vertice A è
connesso al vertice B e B è connesso a C allora c’è una alta probabilità che
anche il vertice A sia connesso al vertice C. Questa proprietà è chiamata
anche clustering e misura la densità di un gruppo di nodi in una rete.
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Il problema principale dello studio di questo tipo di reti è che nella
maggior parte dei casi le reti da analizzare non sono piccole. Questo ha
portato a cambiare l’approccio verso lo studio delle reti: per quelle molto
grandi non è possibile disegnare con punti e linee la rete e rispondere a
specifiche domande sulla struttura analizzando solamente il disegno della
rete stessa; se la rete fosse di piccole dimensioni, l’occhio umano sarebbe
stato un utile strumento di comprensione.
La teoria cerca di trovare proprietà statistiche, come lunghezza del
cammino e distribuzione del grado, che caratterizzano la struttura ed il
comportamento del sistema di rete e tenta di suggerire metodologie appro-
priate per misurare queste proprietà; è utile quindi creare modelli di rete
che aiutano a capire come diventano, come sono e come interagiscono tra di
loro i componenti della rete.
1.3.1 Reti sociali e community structure
La presente trattazione fa riferimento alle lezioni di Web Mining del Prof.
D. Pedreschi [Ped12].
Una rete sociale è una rete del mondo reale che rappresenta una società di
individui, citazioni di articoli scientifici, reti biologiche, reti di comunicazioni.
Esse possono essere modellate come una rete dove i nodi sono oggetti o
individui e gli archi sono i loro collegamenti o link. I link rappresentano
relazioni e interazioni tra gli oggetti che sono ricchi di informazioni per il
data mining. Ad esempio i nodi possono essere gli individui della società e i
link le relazioni sociali tra loro come l’amicizia, il lavoro o i familiari.
Le reti sociali, come tutte le reti complesse, possono essere organizzate
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secondo una community structure [JL08], [GN02], [New08] se i nodi della rete
possono essere raggruppati in insiemi di nodi o cluster con caratteristiche
simili. Ad esempio i gruppi di vertici che hanno una bassa densità di
archi fuori dal gruppo e un’alta densità di archi all’interno del gruppo
rappresentano delle comunità (dette anche community, moduli, gruppi o
cluster).
Le reti sociali possono essere veramente complesse e possono contenere
diverse varianti del modello dei grafi tradizionale: ogni algoritmo in lettera-
tura si concentra su alcune di queste proprietà e stabilisce, esplicitamente o
implicitamente, la propria definizione di comunità. Il problema critico quindi
è quello di identificare le comunità nascoste nella struttura della rete e viene
risolto dagli algoritmi di community detection che vengono classificati nella
successiva Sottosezione 1.3.2.
1.3.2 Classificazione degli algoritmi di community
detection
Questa sezione è tratta dall’articolo [MCP11].
Il community detection ha delle analogie con il clustering e può essere
visto come analisi data mining sui grafi con lo scopo di partizionare grandi
insiemi di nodi in gruppi omogenei (cluster). Quindi è una classificazione
non supervisionata 2 dei nodi del grafo.
2Come il clustering, anche il community detection opera in assenza di training set,
ossia in assenza di informazioni a priori circa le classi. Dato un insieme X = {x1, ..., xn}
di campioni, l’obiettivo di un classificatore non supervisionato è l’identificazione delle
“classi naturali” (o cluster) presenti nel data set X. Più precisamente partiziona X in un
insieme finito {S1, ..., Sk} di suoi sottoinsiemi, ciascuno dei quali corrisponde (in base a
qualche criterio da definire formalmente) alla nozione intuitiva di “classe naturale”.
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Una delle principali problematiche da risolvere è la mappatura sulla rete
della vicinanza spaziale tra le entità rappresentate nel grafo come vertici. In
una rete la definizione di “vicinanza” è basata sulla struttura della rete stessa
e quando questa è complessa ne derivano diverse definizioni di comunità.
Il community detection è progettato per affrontare problemi specifici
relativi alle diverse definizioni e caratteristiche delle comunità. Le comunità,
infatti, possono presentare una configurazione gerarchica o una sovrappo-
sizione dei cluster all’interno della rete, oppure il grafo che rappresenta la
rete può includere anche archi orientati, così che è necessario considerare
la direzione dei rapporti tra le entità nel cercare le comunità. Le comunità
possono anche essere dinamiche se si evolvono nel tempo, o multirelazionali
se sono presenti più relazioni e gruppi di individui che si comportano come
entità isolate in ciascuna relazione della rete: se si considerano tutte le pos-
sibili relazioni contemporaneamente si formano comunità dense. Lo scopo
non è, quindi, rappresentato dal ricercare le comunità ma piuttosto risiede
nel tipo di comunità che si è interessati a trovare.
Si assume di rappresentare la rete con un grafo G denotato dalla qua-
drupla G = (V,E, L, C) dove V è l’insieme di nodi etichettati, E è l’insieme
di archi etichettati, L è l’insieme di etichette degli archi e C è l’insieme di
etichette dei nodi.
In particolare, E è un insieme di quadruple della forma (u, v, l, w) dove
u, v ∈ V sono nodi, l ∈ L è un’etichetta e w è un intero che rappresenta il
peso dell’arco. Si assume che, data una coppia di nodi u, v ∈ V e un’etichetta
l ∈ L, può esistere solo un arco (u, v, l, w). Se si considera anche la direzione
di un arco, gli archi (u, v, l, w) e (v, v, l, w) sono considerati distinti. Si
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assume, inoltre, che ogni nodo può essere etichettato con una o più categorie
c ∈ C.
È possibile considerare anche le evoluzioni temporali nella rete, per cui
ogni arco o nodo può essere etichettato con un numero arbitrario di tempi
che rappresentano il tempo nel quale l’arco o il nodo compare o scompare
dalla rete. Anche le etichette di un dato nodo possono cambiare nel tempo.
I nodi, inoltre, possono eseguire “azioni”: con ciò s’intende la possibilità per
un nodo di creare/cancellare archi e/o cambiare/introdurre/cancellare una
o più etichette nell’insieme di categorie permesse.
Con questo modello complesso si possono rappresentare tutte le varianti
possibili dei fenomeni reali in un grafo, così come si possono rappresentare
situazioni più semplici per esempio mettendo tutti gli archi con peso pari a
uno.
Di seguito verranno riportate le meta-definizioni che includono tutte le
possibili varianti di comunità presenti in letteratura.
Meta-definizione 1: community. In una rete complessa una com-
munity è un insieme di entità che condividono alcuni insiemi strettamente
correlati di azioni con le altre entità della community. In questo caso si
considerano le connessioni dirette tra le entità come un particolare tipo di
azione.
Da questa meta-definizione si possono modellare tutte le possibili defini-
zioni di community che colgono i principali aspetti del community detection
nelle reti complesse.
• Definizione basata sulla densità: questa definizione di community è
basata sulla disposizione degli archi della rete. Le comunità sono
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definite come gruppi nei quali ci sono molti archi tra i vertici del
gruppo ma pochi archi tra i gruppi. Lo scopo dell’algoritmo è quello
di dividere i vertici in un certo numero k di gruppi, massimizzando
il numero di archi nel gruppo e minimizzando il numero di archi
che collegano i vertici di gruppi diversi. I collegamenti tra i vertici
rappresentano un particolare tipo di azione. Considerando che le azioni
possono essere più di una, per alcune azioni un nodo può appartenere
ad una comunità, per altre azioni quello stesso nodo può appartenere
ad un’altra comunità. In questo caso abbiamo una situazione di
overlapping, ovvero di sovrapposizione tra comunità.
• Definizione basata sulla somiglianza dei vertici : le comunità, in questo
caso, vengono definite come insiemi di vertici che sono simili tra loro. Si
può calcolare la similarità tra ogni coppia di vertici rispetto a qualche
proprietà di riferimento, locale o globale, indipendentemente dal fatto
che siano collegati da un arco. Ogni vertice finisce nel cluster i cui
vertici sono i più simili ad esso. Una particolare proprietà (ad esempio
un’etichetta di vertice) può essere presente o assente e quindi possiamo
modellare la misura di similarità come la somiglianza delle proprietà
dei vertici.
• Definizione basata sulle azioni : in questa definizione le entità possono
essere raggruppate in base alla serie di azioni che svolgono all’inter-
no della rete a prescindere che siano collegate direttamente o meno.
L’algoritmo può considerare o no la presenza dei link tra le entità.
• Definizione basata sulla propagazione dell’influenza: una “tribù” [AGL08]
è definita come un insieme di entità che sono influenzate dallo stesso
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leader. Un nodo è un leader se è stato il responsabile dell’esecuzione
di un’azione e se, in un certo lasso di tempo dopo questa azione, un
numero sufficiente di altri nodi hanno eseguito la stessa azione. Nella
diffusione delle azioni si considera anche il ruolo dei legami sociali: così
l’insieme di utenti che eseguono spesso le stesse azioni per influenza
dei loro capi sono considerati una comunità.
Proprietà del community detection. Queste proprietà possono essere
raggruppate in due classi. La prima classe considera le caratteristiche della
rappresentazione del problema, la seconda le caratteristiche del metodo
utilizzato.
Nella prima classe di funzioni si raggruppano tutte le possibili varianti
della rappresentazione del fenomeno originale presente nel mondo reale, ven-
gono prese in considerazione le più importanti caratteristiche delle comunità.
• Community overlapping : in alcune reti del mondo reale le comunità
possono condividere uno o più nodi. Per esempio, nelle reti sociali
gli attori possono far parte di differenti comunità: lavoro, famiglia e
amici. Queste comunità condivideranno almeno un membro: perché
un collega di lavoro può essere anche un amico fuori dall’ambiente di
lavoro. Ne troviamo un esempio nella Figura 1.2 a.
• Community orientata: come si osserva nella Figura 1.2 b, alcuni
fenomeni del mondo reale possono essere rappresentati da archi o
collegamenti che non sono reciproci. Si veda, ad esempio, il caso dei
grafi web nei quali gli iperlink da una pagina ad un altra sono orientati
e l’altra pagina non può avere un altro iperlink che punta nell’altra
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Figura 1.2: Differenti tipologie di comunità.
direzione. I nodi che sono collegati in una comunità lo sono solo in
una direzione. Se la reciprocità del collegamento è importante allora il
nodo deve essere lasciato fuori dalla comunità rappresentata.
• Community pesata: in questo caso un insieme di vertici può essere
considerato una comunità solo se il peso delle loro connessioni è al di
sopra di una data soglia. Nella Figura 1.2 c ne troviamo un esempio.
• Community dinamica: sono comunità che potrebbero evolversi nel
tempo; può accadere, infatti, che un insieme di archi possa apparire
e/o scomparire nel tempo.
La seconda classe di funzioni raccoglie diverse proprietà desiderabili
per un algoritmo di ricerca delle comunità. Queste caratteristiche possono
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specificare vincoli per i dati di input, migliorare la forza espressiva dei
risultati o facilitare il compito di community discovery.
• Algoritmo senza parametri : un algoritmo di questo tipo è in grado
di esplicitare la conoscenza che è nascosta all’interno dei dati senza
bisogno dell’aggiunta di ulteriori informazioni da parte dell’analista
relative ai dati o al problema (per esempio il numero di comunità).
• Algoritmo con input multidimensionale: una rete è detta multidimen-
sionale se contiene diversi tipi di relazioni stabilite tra i nodi della rete.
In questo caso la nozione di comunità cambia e la “meta-definizione 1”
cattura questo complesso ambiente con la creazione o assenza di un
particolare arco per una particolare relazione in reazione ad un’azione.
• Algoritmo incrementale: è un algoritmo che ha la capacità di fornire
un output senza eseguire una ricerca esaustiva nell’intero input. Un
approccio incrementale al community discovery è quello di classificare
un nodo in una comunità cercando tra i suoi vicini o nell’insieme di
nodi che distano al massimo due archi. I nuovi arrivati sono messi in
una delle comunità precedentemente definite senza avviare nuovamente
il processo dall’inizio.
• Algoritmo con grafo multipartito: sono quegli algoritmi che lavorano
anche se il grafo ha la forma particolare di grafo multipartito, in
ogni caso, per poter applicare efficientemente i calcoli, viene usata la
proiezione in un grafo bipartito classico.
A questo punto, si raggruppano tutti gli algoritmi di community detection
che condividono la stessa definizione di comunità: un gruppo di entità che
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Figura 1.3: Un grafo che può essere partizionato con la nozione di “distanza”
tra i nodi.
sono raggruppati insieme perché soddisfano le stesse condizioni. Le categorie
proposte sono le seguenti:
• Categoria distanza: in questa categoria gli algoritmi considerano le
comunità composte da entità che condividono un preciso insieme di
caratteristiche con valori simili. Ad esempio, una caratteristica comune
può essere un arco, qualsiasi altro attributo o l’azione collegati all’entità.
Un esempio di comunità trovata da questa tipologia di algoritmi è
nella Figura 1.3. In questa categoria la definizione alla quale si fa
riferimento è la:
Meta-definizione 2: comunità caratteristica. Una “comunità
caratteristica” in una rete complessa è un insieme di soggetti che
condividono un preciso insieme di caratteristiche (ad esempio un arco).
Definendo una misura di distanza in base ai valori delle caratteristiche,
le entità all’interno di una comunità sono molto vicine (o simili) le
une alle altre rispetto ai soggetti al di fuori della comunità. A questa
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Figura 1.4: Un grafo che può essere partizionato con la nozione di “densità
interna” ai nodi.
definizione si affianca la seguente procedura.
Meta-procedura 1. Le entità si rappresentano come un vettore di
valori con associati i loro attributi (relazioni, azioni o proprietà) e
quindi si esegue il raggruppamento sulla matrice o sullo spazio di
vettori risultante.
Evolutionary [DCT06], MRGC [ABM07], SocDim [TL09] sono solo
alcuni algoritmi che usano questa definizione di community.
• Categoria densità interna: gli algoritmi di questo gruppo rilevano le
zone più dense della rete. Nella Figura 1.4 è riportato un esempio di
grafo che può essere partizionato con la nozione di “densità interna” dei
nodi. Questa categoria di algoritmi considera la definizione seguente.
Meta-definizione 3: comunità densa. Una comunità densa in una
rete complessa è un insieme di entità che sono densamente connesse.
Per essere densamente connesso, un gruppo di vertici deve avere un
numero di archi notevolmente superiore al numero atteso di archi in
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un grafo casuale, definito nella Sezione 1.3, che non ha una community
structure. La procedura seguita dagli algoritmi in questa categoria è
la:
Meta-procedura 2. Dato un grafo, si cerca di espandere o compri-
mere le partizioni dei nodi al fine di ottimizzare una funzione di densità
data, fermandosi quando non è più possibile nessuna modifica alla
partizione trovata.
Algoritmi che fanno parte di questa categoria sono Modularity [ACM04]
e MetaFac [YRLK09].
• Categoria scoperta di ponti : l’approccio seguito per la scoperta di
comunità, in questo caso, si basa sul fatto che le comunità sono parti
dense del grafo tra le quali ci sono pochi archi in grado di dividere la
rete in più pezzi se questi venissero rimossi. Questi archi sono “ponti” e
le componenti della rete derivanti dalla loro rimozione sono le comunità.
La definizione seguita da questa categoria di algoritmi è la:
Meta-definizione 4: comunità isolate. Una comunità isolata in
una rete complessa è un componente della rete ottenuto rimuovendo
tutti i ponti dalla struttura che collega le parti dense della rete. La
procedura usata invece è la seguente.
Meta-procedura 3. Si classificano nodi e archi della rete in base alla
misura del loro contributo a mantenere la rete collegata. Quindi si
rimuovono i ponti e si evita l’espansione della comunità inserendovi
altri nodi.
Un esempio di questo tipo di comunità si trova nella Figura 1.5. Edge
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Figura 1.5: Un grafo che può essere partizionato con l’identificazione di
“ponti”. Il ponte è indicato con la freccia.
Betweenness [GN02] e Cluster-Overlap Newman Girvan Algorithm
(CONGA) [Gre08] sono alcuni algoritmi che fanno parte di questa
categoria.
• Categoria diffusione: in questa categoria gli algoritmi si basano sull’i-
dea che le comunità sono gruppi di nodi che possono essere influenzati
dalla diffusione di una certa proprietà o informazione nella rete. Le
community sono quei gruppi che fanno parte dello stesso insieme dei
nodi che sono sorgenti di diffusione. La definizione seguita è la:
Meta-definizione 5: comunità di diffusione. Una “comunità di
diffusione” è un insieme di nodi che sono raggruppati in base alla
propagazione della stessa proprietà, azione o informazioni tra i nodi
della rete.
La procedura seguita dagli algoritmi come Label Propagation [UNRK07]
e Node Coloring [CTK07] è la:
Meta-procedura 4. Per trovare le comunità viene eseguita una pro-
cedura di diffusione o di filtraggio sulla rete a seguito di un particolare
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insieme di regole di trasmissione. Quindi si raggruppano tutti i nodi
che finiscono nello stesso stato.
• Categoria vicinanza: una comunità può essere definita come un gruppo
di entità che può raggiungere ciascuno dei suoi compagni percorrendo
pochi archi del grafo, mentre i soggetti al di fuori della comunità sono
molto più lontani. La definizione seguita da algoritmi come DOCS
[FWZ09], Infomap [MR] e Walktrap [PL06] è la:
Meta-definizione 6: comunità Small World. Uno Small World è
un insieme di nodi che può raggiungere qualsiasi membro del gruppo
attraversando un numero molto basso di archi, significativamente
inferiore alla media del percorso più breve nella rete. La procedura
seguita in questo caso è la seguente.
Meta-procedura 5 Data una rete, si effettuano diversi cammini
casuali e poi si raggruppano i nodi che appaiono di frequente nello
stesso cammino.
• Categoria struttura: la comunità è definita come una struttura di archi
ben precisa e quasi immutabile. Spesso queste strutture sono definite
come una combinazione di reti più piccole. Gli algoritmi che seguono
questo approccio definiscono alcune strutture e poi cercano di trovarle
in modo efficiente all’interno del grafo.
A sostenere questa categoria ci sono algoritmi come k-Cliques [GPV05],
Biclique [SLH08] e EAGLE [HSH09] e seguono la seguente definizione.
Meta-definizione 7: comunità di struttura. Una “comunità di
struttura” è un insieme di nodi con un numero preciso di archi che
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collega i nodi tra loro, distribuiti in una struttura molto precisa definita
da una serie di regole. Gli insiemi di nodi che non rispondono a tali
regole strutturali non sono una comunità.
• Categoria raggruppamento di link : in questo approccio invece di rag-
gruppare i nodi si raggruppano i collegamenti di una rete cioè le
relazioni che collegano i nodi in una comunità. Quindi i nodi apparten-
gono alle comunità cui appartengono i loro archi. In questa classe di
algoritmi come Link Modularity [EL09] e Hierarchical Link Clustering
(HLC) [YYAL10] la definizione di comunità è la:
Meta-definizione 8: comunità di link. Una comunità di link
è un insieme di nodi che condividono un certo numero di relazioni,
raggruppati insieme in quanto appartenenti ad un particolare ambiente
relazionale. La procedura seguita in questo caso è la:
Meta-procedura 5 Dato un insieme di relazioni M tra un insieme
di entità N , si raggruppano le relazioni che sono simili, cioè, stabilite
tra lo stesso insieme di entità, quindi, si collega ciascuna entità n alle
comunità cui appartengono le sue relazioni.
• Categoria meta-clustering : infine ci sono un certo numero di algoritmi
che non hanno una definizione di base delle caratteristiche delle comu-
nità che vogliono esplorare. Definiscono varie operazioni e algoritmi
per combinare i risultati di altri algoritmi e utilizzano la definizione
di comunità più adatta per i loro risultati. In alternativa, lasciano
definire all’analista la nozione di comunità e la cercano per lui nel
grafo.
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Meta-definizione 9: community. Le comunità sono insiemi che
presentano una serie di caratteristiche particolari indipendentemente
dal motivo per cui i loro nodi sono raggruppati insieme.
Vi fanno parte algoritmi come Hybrid [TERF10], Multirelational
Regression [DCH05] e Hierarchical Bayes [ACN08].
1.4 Rete di prodotti e community detection
In questa sezione si vede l’applicazione del modello di rete sociale e del
community detection alla MBA (Sezione 1.2). Per un approfondimento fare
riferimento all’articolo di Chawla [NVC].
Partendo dall’approccio standard degli itemset frequenti 3 e delle regole
associative, è possibile modellare i dati come una rete sociale, chiamata rete
di prodotti, grazie alla quale è possibile scoprire comunità di prodotti che
vengono venduti insieme. Lo scopo è quello di arrivare ad una esplorazione
e scoperta di aree di prodotti che hanno una maggiore influenza e questo
è possibile grazie agli algoritmi di community detection che forniscono una
valida alternativa alle regole associative per la MBA.
Le comunità in questo caso sono definite come insiemi di prodotti che
sono venduti insieme perché simili: che hanno cioè caratteristiche strutturali
o semantiche comuni.
È necessario tenere presente che le reti di prodotti sono differenti dalle
altre reti perché la presenza di archi tra alcuni nodi non denota necessaria-
mente relazioni utili e significative: spesso gli acquisti sono scorrelati tra
3Gli item(set) frequenti sono item(set) la cui occorrenza è superiore ad una soglia
data.
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loro e per costruire una rete di “qualità” è necessario usare misure di taglio
della rete che siano significative.
In una rete di prodotti :
• ogni nodo pi è un prodotto,
• un arco (pi, pj) appare tra due prodotti pi e pj se questi sono venduti
insieme in una transazione e
• il peso associato ad ogni arco è il numero di transazioni nelle quali pi e
pj vengono venduti insieme, il peso quindi è rappresentato dal supporto
assoluto (1.2) della coppia di prodotti su tutti i “market basket”.
La rete che viene presa in considerazione in Chawla è stata costruita a
partire dalle vendite di un negozio in un campus presso l’università di Notre
Dame nel 2006. I dati contengono oltre 660 mila transazioni complete con
data, ora, prodotti venduti e costo totale e 2200 prodotti unici.
Le reti sociali reali hanno spesso distribuzioni del grado heavy-tailed che
indica la presenza solo di pochi nodi collegati a centinaia di altri rispetto
alla maggior parte dei nodi che hanno invece pochi vicini. Anche nella
rete delle vendite effettuate dal campus è stato trovato un comportamento
heavy-tailed della distribuzione del grado. Questo risultato suggerisce che la
maggior parte dei prodotti, in media, sono acquistati in modo infrequente
con i propri vicini e solo con pochi frequentemente. Questo comportamento
conferma che i collegamenti tra i prodotti non assicurano sempre relazioni
di acquisto tra essi significative, come non succede invece con altri tipi di
rete come la rete delle chiamate telefoniche.
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Nelle reti di prodotti, se compaiono insieme tovaglioli e salsa non significa
che c’è una motivazione comune per questo acquisto e tanto meno che
ricapiterà nuovamente: sono acquisti indipendenti ma la loro presenza crea
relazioni tra prodotti che non sono significative. Le reti ottenute sono reti
di prodotti molto dense con un numero molto alto di archi di cui la maggior
parte risultano inutili. Nello specifico, di 2200 prodotti collegati da 250.000
archi, più di 150 mila hanno peso uno, cioè sono stati acquistati solo una
volta insieme in tutto il periodo.
Per rimuovere gli archi non significativi (il rumore) che disturbano la
qualità delle analisi della rete, si stabilisce una soglia minima σ tale per
cui gli archi esistenti nella rete sono quelli tra due prodotti che sono stati
acquistati insieme almeno σ volte. Il significato di σ corrisponde a quello
del supporto assoluto minimo utilizzato per le regole associative.
Poiché lo scopo della MBA è la scoperta di relazioni tra prodotti, bisogna
trovare gruppi di prodotti la cui struttura o posizione all’interno della rete
riveli utili informazioni riguardo alle vendite del negozio.
Anche se nelle reti di prodotti è più difficoltoso trovare delle comunità,
l’applicazione di questo metodo alla MBA è chiara: isolando le comunità
strettamente connesse nella rete di prodotti si identificheranno relazioni
forti tra i prodotti e quindi correlazioni significative nel comportamento di
acquisto dei clienti.
Le comunità trovate possono essere arbitrariamente grandi e diventa ne-
cessario rappresentare le relazioni tra i prodotti con meno ridondanza rispetto
alle ordinarie regole associative. A tal proposito diventa, quindi, interessante
misurare l’utilità delle comunità e individuarne le più “utili”. L’utilità di una
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comunità è determinata da informazione e densità dell’informazione.
L’informazione è la somma della confidenza (peso dell’arco) delle relazioni





P (pi | pj). (1.6)
Come misura di interesse si sceglie la confidenza perché è limitata e
null-invariante: infatti, proprio perché misura in che relazione sono due
prodotti venduti A e B, questa non è influenzata dalle transazioni che
contengono altri prodotti ma non A e B. Per capire meglio l’importanza
di usare la confidenza, consideriamo il caso di due prodotti stagionali
che vengono venduti insieme solo per un mese l’anno: la confidenza
fa vedere la relazione tra i due prodotti debole perché nella maggior
parte dell’anno questi non vengono venduti insieme.
La densità dell’informazione è definita, a partire dall’informazione del
nodo Gi, nella seguente equazione:
D(Gi) =
I(Gi)
| Vi | . (1.7)






Generalmente, si preferiscono comunità dense e a parità di densità si dà
preferenza alle più larghe. Una comunità utile sarà anche sufficientemente
larga e fornirà anche maggiori informazioni sul comportamento dei clienti, ma,
rispetto ad una rete piccola, non sarà facilmente interpretabile dall’umano.
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Figura 1.6: Comunità formata da salsa e chips.
Inoltre poiché l’informazione dell’equazione 1.6 dipende dal numero attuale
di nodi nella comunità, l’utilità dipenderà dal metodo usato per costruire la
rete. Quindi non è possibile paragonare l’utilità tra le reti se queste sono
state costruite usando differenti metodi.
La rete è stata costruita usando come soglia minima σ = 0, 01% e le
comunità, presentate di seguito, sono state ottenute con l’algoritmo di Blondel
[VDBL08]. Nella rete potata sono state scoperte in totale 17 comunità di
dimensioni variabili, da 2 a 70 prodotti nelle comunità più grandi. Un
esempio è riportato nella Figura 1.6.
Le comunità sono state analizzate tramite l’utilità 1.8 e il range delle
utilità ottenute va da zero a poco più di uno come si vede dalla Figura
1.7. Un gran numero di comunità ha un’utilità molto bassa, cinque cadono
nel primo bin, ma nella Figura 1.7 ci sono anche due comunità che hanno
un’utilità molto alta rispetto alle altre. Queste ultime due sono comunità ben
collegate con uno scopo ben preciso. Un esempio è la comunità rappresentata
nella Figura 1.6. Questa comunità risulta, infatti, densamente connessa e
vuole trasmettere un messaggio chiaro: le persone acquistano spesso insieme
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Figura 1.7: Distribuzione dell’utilità delle community trovate da Chawla.
“patatine” e “salsa”. Grazie alle sue dimensioni contenute anche ad occhio
nudo si presenta di facile interpretazione: la comunità è quasi bipartita, con
“patatine” collegato solo a “salsa” e “salsa” collegato solo a “patatine”, i due
prodotti sono complementari e tipi diversi di salsa (e rispettivamente di
patatine) sono tra loro sostituti.
Altre due comunità interessanti da analizzare sono quelle delle Figure 1.8
e 1.9 formate da cereali e latte: la prima mostra il contenitore piccolo di latte
come un hub circondato da una serie di cereali, anch’essi in confezione indi-
viduale; la seconda comunità è composta da due sottografi quasi-disconnessi,
uno con le confezioni grandi di latte e di cereali e l’altro con un gruppetto
di bibite.
Con queste due comunità si nota non solo che latte e cereali vengono
venduti tipicamente insieme, ma anche che esiste una relazione su due livelli
tra latte e cereali: piccole confezioni di cereali vengono vedute insieme
a piccole confezioni di latte e confezioni grandi di latte vengono vendute
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Figura 1.8: Comunità formata da latte e cereali.
Figura 1.9: Comunità formata da latte e cereali più soda.
insieme a confezioni grandi di cereali.
Un’altra conclusione a cui si arriva osservando l’ultima comunità è relativa
alla forte connessione tra le bibite, da un lato, e la sconnessione tra i cereali
dall’altro: nel primo caso la relazione suggerisce l’acquisto di tante confezioni
in una sola volta; nel secondo si è portati a pensare che l’acquisto sia
strettamente legato ad un uso personale del prodotto.
In Chawla vengono menzionati altri esempi di comunità che sottolineano
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il ruolo utile e complementare del community detection nella MBA. Ma
rivelando poco della parte densa della rete, cioè la parte relativa ai prodotti
più popolari, il community detection viene considerato piuttosto come passo
esplorativo nel processo di analisi con lo scopo di evidenziare le relazioni tra
prodotti importanti ma periferici.
L’analisi tramite regole associative potrebbe essere il passo successivo
del lavoro di Chawla e si concentrerà più intensamente su quei prodotti di
cui ancora non è chiaro il ruolo nella decomposizione in comunità.
1.5 Association Rules Network
Le Association Rules Network, dette ARN [GPD], rappresentano un’alterna-
tiva al lavoro di Chawla (Sezione 1.4).
Le ARN sono ipergrafi diretti (Sezione 1.3) costruiti a partire da insiemi di
regole associative. Ogni nodo dell’ipergrafo corrisponde ad un item frequente
nel dataset.
Le regole associative, i cui conseguenti sono singoli item, sono mappate or-
dinatamente in un B-grafo (vedere Sezione 1.3): ogni regola r è rappresentata
da un iperarco e, l’antecedente di r da T (e) e il conseguente è rappresentato
da H(e).
Formalmente, dato un insieme di regole associative R e un item frequente
obiettivo z che appare singolarmente in un conseguente di una regola r ∈ R,
un ARN(R, z) è un B-grafo pesato tale che:
1. c’è un iperarco che corrisponde ad una regola r0 con un conseguente
che è l’item z;
36
1.5. Association Rules Network 1. Stato dell’arte
2. ogni iperarco in ARN(R, z) corrisponde ad una regola di R con
conseguente un singolo item e peso la confidenza della regola 1.3;
3. ogni nodo p 6= z nell’ARN non è raggiungibile da z.
L’ARM, utilizzata anche dalla MBA, cerca pattern interessanti sotto
forma di regole del tipo A→ B dove A e B sono sono generici item. Ma, se
sappiamo che A e B sono statisticamente correlati, trovare la regola A→ B
non aggiunge necessariamente informazione utile, suggerisce solo che A e B
sono una coppia candidata per essere validata per la correlazione. Ma poiché
i dati solitamente sono tanti non è possibile fare tutte le combinazioni di A
e B per trovare le loro correlazioni ed è difficile per l’occhio umano capire
quali sono le regole più significative: il data mining mette a disposizione un
insieme di teorie di base che, nella maggior parte dei casi, necessita però di
conferma con metodi statistici.
Con l’algoritmo Apriori [PNT06] si scoprono le regole associative che
rispettano il minimo supporto (1.1) e la minima confidenza (1.3): la rete
subisce una prima fase di potatura, ma non si garantisce che le regole trovate
siano significative o non spurie, ce ne saranno comunque ridondanti, ovvie o
incomprensibili per l’utente.
La parte più importante della generazione delle ARN è quindi la strategia
di potatura che può essere usata per rimuovere inconsistenze locali tra le
variabili e ridurre la mole di regole. Si seguono 3 approcci.
1. Il primo approccio è rappresentato dall’estrazione di tipi più specifici
di pattern dalle transazioni, come ad esempio:
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• closed itemset, che sono itemset massimali i cui sottoinsiemi hanno
tutti lo stesso supporto [ANPL99], [ZH02], [JPM00];
• pattern correlati, che sono insiemi di item correlati derivati sulla
base della loro reciproca informazione [YKN06]. Questo approccio
è applicato durante la generazione degli itemset, infatti i pattern
sono sottoinsiemi dell’intero insieme di item frequenti trovati nel
dataset.
2. Il secondo approccio si basa sulla potatura di archi che soddisfano altre
misure di interesse oltre a supporto e confidenza, come ad esempio il
lift (1.4), quindi è applicato durante la generazione di regole.
3. Il terzo approccio consiste nella sintesi dell’insieme di item e/o di
regole associative ricavati da un dataset. Un esempio di sintesi è la
generazione di cluster di regole o la generazione di meta-regole ottenute
applicando nuovamente l’algoritmo Apriori, sulle regole che hanno lo
stesso conseguente. Questo approccio è molto utile per diminuire il
numero di regole generate, ma comporta un certo grado di perdita
dell’informazione.
Nell’articolo [GPD] si fa un esempio pratico di rete di regole associative
tratto da [JS02]. I dati di partenza sono relativi al censimento delle persone
anziane degli Stati Uniti d’America; le regole scoperte catturano le infor-
mazioni sulla loro distribuzione demografica e sul loro reddito. Lo scopo è
quello di capire quali sono gli itemset frequentemente associati con l’item
obiettivo reddito = minoredi50K 4.
4Tutte le regole hanno supporto e confidenza minimo ma il valore esatto non è rilevante
per la discussione perché quello che si vuole mettere in luce può verificarsi per qualsiasi
supporto.
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Figura 1.10: Un esempio di ARN.
Nella Figura 1.10 si vede un esempio di ARN nella quale le regole r3
e r5 sono state potate per eliminare i cammini circolari e ridondanti e gli
iperarchi inversi (che vanno in senso contrario rispetto al nodo obiettivo)
che oscurano le relazioni tra l’item obiettivo e gli altri item frequenti.
Il processo di potatura è vantaggioso perché:
• è adattivo rispetto al nodo obiettivo,
• riduce i cicli e gli archi inversi nell’ipergrafo,
• l’ipergrafo risultante può essere trasformato, alla fine del processo, in
una rete su cui si può ragionare e nella quale tutti gli archi conducono
al nodo obiettivo.
Un cammino da un nodo qualsiasi al nodo obiettivo è, quindi, una serie
di regole e la confidenza, che è il peso degli archi, è la probabilità del
conseguente dato l’antecedente.
In sintesi, il metodo proposto in [GPD] per la costruzione delle ARN,
consiste in 4 passi.
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1. Dato un database D, si estraggono tutte le regole associative usan-
do l’Apriori [PNT06] standard con impostati il minimo supporto e
confidenza.
2. Si sceglie un item frequente z che appare come conseguente singolo nel-
l’insieme di regole e rappresenta il nodo obiettivo. Quindi si costruisce
un B-grafo che conduce al nodo obiettivo z.
3. Si pota il grafo ottenuto nel passo precedente eliminando cicli e archi
inversi: a questo punto si è ottenuta un’ARN.
4. Si trova il cammino più breve tra il nodo obiettivo e gli altri nodi
nell’ARN.
L’insieme di questi cammini rappresenta la rete esplicativa del nodo obiettivo.
Anche nell’ARN si possono cercare le community, infatti un’ARN fornisce
informazioni sulle relazioni gerarchiche tra le variabili del sistema investigato.
Una naturale conseguenza è il raggruppamento degli elementi della ARN,
usando un algoritmo di partizionamento min-cut di un ipergrafo 5. Il
problema è decidere quale misura di similarità usare per trovare le comunità,
ad esempio si può usare la confidenza pesata della regola 6, il lift o la
confidenza ponderata che risulta direttamente collegata sia alle regole che
agli itemset.
I vantaggi offerti dalle ARN sono:
5Per dividere il grafo in comunità si usano tagli (cut). Ogni taglio è una partizione
dei vertici in due gruppi disgiunti. Il min-cut è un taglio minimo, cioè se la dimensione
del taglio non è più grande della dimensione di qualsiasi altro taglio.
6Se un iperarco collega gli item {A,B,C} allora il peso degli archi è la media della
confidenza delle regole {A,B} → C, {A,C} → B e {B,C} → A.
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• organizzazione di un gran numero di regole associative in modo che
l’obiettivo può essere spiegato utilizzando le regole più importanti;
• la potatura locale delle regole effettuati sugli iperarchi del grafo per
eliminare le regole che non sono significanti per il nodo obiettivo è
un processo più flessibile piuttosto che potare il grafo considerando le
generiche misure di interesse perché una regola può essere significativa
per un nodo obiettivo ma può non esserlo per un altro nodo obiettivo.
Dato un insieme di regole associative e un prodotto target un’ARN
mostra la misura in cui il prodotto target regola il flusso interno, mappando
sia le cause dirette che indirette dell’item obiettivo.
Alla luce delle conoscenze di data mining e dei modelli di rete complessi
appena presentati è venuta spontanea e naturale l’idea di applicare il modello
di Chawla ad un insieme di dati più esteso e di migliore qualità quali sono le
vendite della “Unicoop Tirreno”. La “Market Basket Analysis” e il community
detection sono stati sfruttati con l’obiettivo di individuare classi di prodotti
e definire una profilazione di clienti a partire da due tipologie di community:





Rete e community detection
Le metodologie e il contesto definiti nel capitolo precedente forniscono la
base per sviluppare e comprendere l’obiettivo della tesi.
Le regole associative sono la metodologia più frequentemente usata nella
MBA per scoprire itemset frequenti nei dati transazionali. Dall’uso di tale
metodologia però, emerge un aspetto negativo non indifferente relativo alla
ridondanza e alla scoperta di regole molto banali che fanno perdere di vista
particolari importanti per l’utente.
Le misure di interesse, come ad esempio supporto e lift, definite nella
Sezione 1.2, quantificano l’utilità delle regole così da far emergere quelle
più interessanti da esaminare. Però, le misure di interesse non garantiscono
sempre una classificazione consistente delle regole: per ovviare a questo
problema è sufficiente disporre di una conoscenza di base che suggerisce
metodologie appropriate.
Volendo rappresentare le associazioni tra prodotti come una rete, il limite
più forte è rappresentato dalla grossa mole di dati da analizzare e, a differenza
del lavoro svolto da Chawla [NVC], non sarà possibile usare lo strumento più
43
2. Rete e community detection
Figura 2.1: Un esempio di rete non analizzabile visualmente: catena
alimentare di interazioni predatore-preda tra specie in un lago di acqua
dolce.
potente che abbiamo a nostra disposizione: l’occhio umano. Basta infatti
osservare la rete rappresentata nella Figura 2.1 per notare come non sia
facile capire che legami esistono tra i nodi.
Inoltre le associazioni che derivano da vendite casuali sono un problema
particolarmente grave per le reti di prodotti e necessitano di essere eliminati
scegliendo soglie minime per le misure di interesse.
A differenza delle ARN [GPD], con Chawla [NVC] non è necessario
avere una regola obiettivo per disegnare le connessioni e la rete può essere
facilmente usata per esplorazioni estese con l’intento di scoprire relazioni tra
una moltitudine di prodotti. Inoltre gli iperclique pattern delle ARN sono
degli insiemi fortemente correlati, assimilabili alle comunità, ma è molto
difficile trovarne di dimensioni consistenti perché i criteri che li definiscono
sono molto restrittivi.
Il lavoro di tesi è, quindi, un’evoluzione di quello di Chawla. Si studia
l’applicazione del modello delle reti sociali e del community detection alla
MBA per cercare relazioni tra prodotti venduti ma anche per trovare nuove
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Figura 2.2: Diagramma che rappresenta il workflow utilizzato per il
community detection nel presente lavoro.
categorizzazioni di prodotti e profilazione di clienti che possano avere anche
un impatto potenzialmente redditizio.
Il flusso di lavoro è presentato in modo compatto nella Figura 2.2.
Nell’ottica di ridurre i dati forniti dall’azienda “Unicoop Tirreno” ad un in-
sieme significativo è stato selezionato un sottoinsieme di tabelle considerando
come focus di interesse le informazioni legate alle vendite effettuate.
Una prima analisi è stata effettuata al fine di individuare ed eliminare i
dati inconsistenti e quelli che non rappresentano informazioni utili al fine
della ricerca. Questa fase di pulizia dei dati ha condotto a un sottoinsieme
più ristretto di articoli venduti. I dettagli sono presentati nella Sottosezione
2.2.1.
Adottando come criterio di selezione gli articoli venduti frequentemente
insieme nello stesso scontrino è stata creta la rete di prodotti. (Sottosezione
2.2.2)
La rete ottenuta ha subìto poi una fase di potatura degli archi non
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significativi, come descritto nella Sottosezione 2.2.3, dalla quale, tramite
gli algoritmi di community detection, sono state trovate diverse comunità
(Sezione 2.3).
2.1 Algoritmi di community detection
Gli algoritmi usati sulla rete in esame per il community detection sono Info-
map [MR] e HLC [YYAL10]. Il primo ha permesso di trovare comunità non
overlapping, il secondo invece è stato usato per trovare comunità overlapping.
Per un quadro generale delle classificazioni di questi algoritmi si rimanda
alla Sottosezione 1.3.2
Le reti sono diventate un approccio chiave per capire i sistemi di oggetti
interagenti. Un passo fondamentale quando si studia la struttura e la
dinamica delle reti è proprio quello di individuare le comunità, cioè gruppi
di nodi correlati che corrispondono a sub-unità funzionali.
Infomap è un approccio che rivela le community tipicamente in reti
orientate e pesate. Il metodo scompone una rete in moduli in modo ottimale
predisponendo una descrizione dei flussi delle informazioni del sistema. Il
risultato è una mappa che semplifica e mette in evidenza le regolarità nella
struttura della rete e le loro relazioni.
Con HLC le comunità vengono reinventate come gruppi di link anziché di
nodi evidenziando l’organizzazione in comunità overlapping e l’organizzazione
in gerarchie.
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2.1.1 Infomap
In [MR] viene presentato l’algoritmo Infomap che considera una rete come
un flusso di dati e trasforma il problema della ricerca delle community in
un problema di codificazione o di compressione: per cercare le community,
divide la rete in moduli sfruttando l’idea che un flusso di dati può essere
compresso da un codice, riducendone la lunghezza, senza dover comportare
una perdita di informazione.
Se i moduli della rete sono rappresentati efficacemente saranno conservate
le informazioni importanti come quelle relative alle interazioni tra gli elementi
complessi del sistema che sono pesati, direzionati e interdipendenti. Una
buona rappresentazione del sistema è possibile grazie alle mappe. Per essere
ritenute buone le mappe:
• non devono omettere importanti strutture del sistema, semplificandolo
troppo, e non devono dimenticare relazioni importanti confondendole
con dettagli superflui;
• devono trasmettere una grande quantità di informazioni senza essere
troppo estese;
• vengono usate per descrivere le dinamiche tra link e nodi nelle reti
orientate e pesate che rappresentano le interazioni locali tra sub-unità
di un sistema.
Le interazioni sono rappresentate dal flusso di informazioni che caratterizzano
il comportamento dell’intero sistema e la struttura della rete si riferisce
proprio ad esso. Di conseguenza è necessario identificare i moduli che
compongono la rete trovando una descrizione compressa ottimale del flusso
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di informazioni. La descrizione del flusso di informazioni diventa, con
Infomap, un problema di codificazione o di compressione sfruttando l’idea
chiave nella teoria dei codici di Shannon [SC49], [CE48], [LC] che un flusso
di dati può essere compresso da un codice che ne valorizza le regolarità nel
processo di generazione del flusso stesso. Per fornire il flusso di informazioni
e per generare le dinamiche della rete [ZE05] si crea un “cammino casuale”
[CMG] nella rete sfruttandone tutte le informazioni.
L’obiettivo è quello di scegliere un codice che permetterà di descrivere
efficientemente i percorsi del cammino casuale in un linguaggio che riflette
la struttura di base della rete, perciò la ricerca di community equivale a
risolvere un problema di codifica [J78], [GP05], [RM07].
La compressione però non è l’unico obiettivo: è altresì necessario che
le parole usate nel linguaggio per identificare i nodi siano significative.
L’approccio della teoria dei codici non è adatto a questo scopo perché ogni
parola del codice avrebbe un differente significato a seconda del contesto nel
quale viene utilizzato. Di conseguenza le mappe più utili sono quelle che
assegnano anche nomi univoci alle strutture più significative.
Nella Figura 2.3 A è mostrata una rete pesata costituita da 25 nodi e la
traiettoria di un cammino casuale (indicato dalle linee arancioni) mentre nei
riquadri da B a D si osservano i codici e le community trovate dopo 3 diversi
livelli crescenti di compressione della descrizione del flusso di informazioni.
In particolare, nella Figura 2.3 B è stato seguito l’approccio di base
che semplicemente assegna ad ogni nodo un nome unico. Il codice di
Hoffman [D52] è un modo efficiente per farlo. I 314 bit mostrati sotto la rete
rappresentano la traiettoria che inizia col nodo “1111100” in alto a sinistra e
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Figura 2.3: Community trovate dalla compressione della descrizione del
flusso di informazioni della rete.
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termina col nodo “00011” in basso a destra. Nella Figura 2.3 C è mostrata
una compressione su due livelli della descrizione del flusso dell’informazione:
i gruppi maggiori, indicati con colori diversi, hanno un nome unico ma i nomi
dei nodi all’interno dei gruppi sono riusati tra i gruppi stessi. I gruppi hanno
una codifica, indicata in basso a sinistra nel riquadro 2.3 C, per indicare
l’ingresso e l’uscita dal gruppo, rispettivamente a sinistra e a destra delle
frecce colorate. La codifica della traiettoria è mostrata in basso ed è di 243
bit, il 32% più breve rispetto alla codifica precedente. Inizia con “111” e
indica che il cammino inizia con il gruppo rosso, “0000” è il primo nodo etc.
In Figura 2.3 D si può osservare invece la compressione massima, dove sono
rappresentati solo i gruppi più grandi e il cammino in questo caso è il più
breve tra i metodi di compressione appena visti.
Il codice di Huffman assegna parole brevi agli eventi o oggetti più comuni
e parole lunghe a quelli più rari. Scegliendo invece un codice uniforme, in
cui tutte le parole hanno la stessa lunghezza, ogni parola del codice avrebbe
dlog 25e = 5 bit di lunghezza (dove 25 è il numero di nodi del grafo) e
per descrivere un cammino casuale di 71 passi, come quello nella figura,
sarebbero stati necessari 71 · 5 = 355 bit. È il codice più lungo rispetto a
quelli precedentemente trovati ma è anche il meno interessante perché non
sintetizza in alcun modo il percorso.
Il teorema del codice sorgente di Shannon [SC49], [CE48] implica che
quando usiamo n parole-codice per descrivere n stati di una variabile casuale
X che occorre con frequenza pi, la lunghezza media della parola del codice
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Ovvero, il numero medio di bit necessari per descrivere un singolo passo del
cammino casuale è limitato inferiormente dall’entropia H(X) dove X è la
distribuzione delle frequenze di visita ai nodi della rete.
A questo punto, per definire la mappa, è necessario separare le strutture
importanti dai dettagli insignificanti e dividere la rete in due livelli di
descrizione. Si riservano nomi univoci per i cluster che sono individuati
all’interno della rete, ma si riutilizzano i nomi per i singoli nodi all’interno
di ogni modulo. Questo approccio è illustrato nella Figura 2.3 C. Ad ogni
cluster si dà un nome unico e si usa un codice di Huffman diverso per
nominare i nodi dentro ogni gruppo. Un codice speciale serve ad indicare
l’uscita da un modulo e un altro indica l’entrata, ma questi sono scelti a
parte.
Se si volesse fare una partizione della rete in m moduli, una misura
interessante per capire qual’è la migliore compressione del cammino casuale
è l’equazione di mappa L che è la lunghezza media di un singolo passo:




Questa equazione è costituita da due termini: il primo è l’entropia dei
movimenti tra i moduli e il secondo è l’entropia dei movimenti dentro i
moduli. Ogni movimento è pesato con la frequenza con la quale avviene
quel movimento in una particolare partizione. Nello specifico:
• q è la probabilità che il cammino casuale cambi modulo nel dato passo,
1L’entropia è interpretata come una misura del disordine di un sistema.
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• H(Q) è l’entropia del modulo,
• H(Pi) è l’entropia dei movimenti nel modulo i compreso il codice di
uscita dal modulo,
• pi è il peso che indica la frazione dei movimenti interni al modulo più
la probabilità di uscita tale che
∑m
i=1 pi = 1 + q.
La mappa migliore è quella che minimizza la misura L su tutte le possibili
assegnazioni di nodi considerando tutti i possibili moduli.
Nella Figura 2.3 si è fatto l’esempio di una rete non orientata. Lo stesso
varrebbe se la rete fosse orientata: la mappa rimarrebbe la stessa e verrebbe
solo leggermente modificato il percorso perché gli archi hanno una direzione
prestabilita.
L’approccio seguito fin ora non prende in considerazione informazioni
preziose sulla struttura della rete come ad esempio le informazioni e i
pesi dei collegamenti che sono interdipendenti tra loro e caratterizzati da
flussi. Per affrontare anche questo aspetto è interessante confrontare un
approccio basato sui flussi con i recenti approcci basati sulla struttura: questi
ottimizzano infatti una misura chiamata modularità nella quale vengono
valutati anche il peso e la direzione degli archi.
Nella sua forma più generale, la modularità Q per un partizionamento
della rete in m moduli equivale alla somma del peso totale di tutti i colle-
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dove wii è il peso totale dei link che appartengono al modulo i, wini e wouti il
peso totale dei link in ingresso e in uscita dal modulo i e w il peso totale di
tutti i link nella rete. Per stimare le comunità nella rete, Q è massimizzato
su tutte le possibili assegnazioni di nodi negli m possibili moduli.
La Figura 2.4 illustra due semplici reti che sono partizionate secondo i
due metodi: l’equazione di mappa L 2.1 e la modularità Q 2.2. La partizione
delle due reti a sinistra mostra le comunità trovate minimizzando l’equazione
di mappa L e la partizione sul lato destro della figura presenta le comunità
trovate massimizzando la modularità Q. Questi due metodi danno partizioni
differenti della stessa rete. Osservando la rete in Figura 2.4 A, nella partizione
a sinistra è minimizzata l’equazione di mappa ma non è massimizzata la
modularità perché i tempi di persistenza nei moduli sono lunghi; il peso
dei link in grassetto è impostato al doppio del peso degli altri collegamenti
e il cammino casuale effettua in media tre passi all’interno di un modulo
prima di uscire, facendo aumentare la parte negativa della modularità 2.2.
La partizione a destra invece dà una lunghezza di descrizione più lunga.
Qui viene massimizzata la modularità perché viene considerato il peso dei
collegamenti e il grado in entrata e in uscita dai moduli, così nei moduli
finiscono solo i link con un peso alto. La rete nella Figura 2.4 B, per la
stessa ragione, massimizza la modularità nella partizione della rete a destra
e minimizza l’equazione della mappa in quella a sinistra. Inoltre, poiché in
questa rete ogni nodo o è sorgente o ricevente, i collegamenti non provocano
flussi ampi e i cammini sono meglio descritti nella partizione a sinistra, con
tutti i nodi nello stesso cluster.
Cercare tutte le possibili partizioni per trovare quella che minimizza la
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Figura 2.4: Mostra la mappatura del flusso rispetto a ottimizzare la modu-
larità nelle reti dirette e pesate. La colorazione dei nodi illustra partizioni
alternative di due reti di esempio.
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lunghezza della descrizione della mappa risulta computazionalmente oneroso.
Ma esistono in letteratura dei metodi che permettono di calcolare dapprima
la frequenza di visita di un nodo, cioè la frazione di tempo che viene
impiegata per visitare un nodo, e quindi di esplorare lo spazio delle possibili
partizioni considerando i nodi con frequenza più alta. In questo modo le
due metodologie per il community detection sono meno onerose perché è
possibile considerare solo una parte delle possibili partizioni di una rete in
m moduli.
2.1.2 HLC
Nell’articolo [YYAL10] è presentato l’algoritmo HLC con il quale le comunità
non sono gruppi di nodi ma gruppi di link. Questo approccio rivela nelle
reti l’organizzazione in comunità overlapping e l’organizzazione in gerarchie
come due aspetti dello stesso fenomeno.
Le comunità di link sono interessanti per molte reti come le grandi
reti sociali [Onn07], [Pal07], [Gon08] che contengono strutture comunitarie
gerarchicamente organizzate che, per esempio, vanno dalle città fino a scala
regionale.
Nella Sottosezione 1.3.2 si dice che una comunità dovrebbe avere più
connessioni interne che esterne. Molte comunità overlapping [Gon08], [Pal05],
invece, possono anche avere molte più connessioni esterne che interne [Cal07],
[Was94], [SP07], [Rad04] e, come si vede nelle Figure 2.5 a e 2.5 b, molte
reti sono note anche per possedere un’organizzazione gerarchica in cui le
comunità sono ricorsivamente raggruppate in gerarchie [Pal07], [Rei04],
[Li08]. Tuttavia, il fatto che molte reti reali hanno comunità con overlappping
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Figura 2.5: Esempi di overlapping community.
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pervasivi, dove ogni nodo appartiene a più di un gruppo, ha come conseguenza
l’impossibilità, da parte di una gerarchia globale di nodi, di catturare le
relazioni tra i gruppi sovrapposti. La definizione base di comunità non può
valere anche in questo caso ed è quindi necessario un nuovo approccio.
Nella Figura 2.5 le overlapping community sono rappresentate da una
rete densa nella quale non è facile scoprire le gerarchie che vi si nascondo. In
2.5 a si osserva una struttura locale semplice: il singolo nodo (in rosso nella
figura) “vede” le comunità a cui appartiene. In 2.5 b emerge la complessa
struttura globale della situazione particolare visualizzata in 2.5 a. In 2.5 c
l’overlap pervasivo ostacola la scoperta di un’organizzazione gerarchica perché
i nodi possono occupare più foglie del dendrogramma dei nodi, impedendo
la codifica della gerarchia completa. In 2.5 d è rappresentato un esempio
che mostra comunità di link rappresentate con colori diversi. In 2.5 e è
visualizzata la matrice delle somiglianze dei link della rete in 2.5 d associata
al dendrogramma2 dei link. Le parti più scure della matrice mostrano coppie
di link più similari tra loro. In 2.5 f invece sono mostrate le comunità di
link della rete che contiene le associazioni complete della parola “Newton”. I
colori dei link rappresentano le comunità e le regioni colorate forniscono una
guida visiva. Le comunità di link catturano i concetti relativi alla rete presa
in considerazione e permettono anche una sostanziale sovrapposizione dei
link stessi.
Mentre i nodi possono appartenere a più comunità (gli individui infatti
2Il dendrogramma nelle tecniche di clustering è uno strumento grafico per la vi-
sualizzazione del coefficiente di similarità quantificato dai vari cluster. Nell’asse delle
ascisse è rappresentata la distanza logica dei cluster secondo la metrica definita, mentre,
nell’asse delle ordinate, il livello gerarchico di aggregazione (valori interi positivi). La
scelta del livello gerarchico (del valore dell’asse Y) definisce la partizione rappresentativa
del processo di aggregazione.
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possono avere famiglia, colleghi e amici come si vede nella Figura 2.5 c), i link
esistono per un motivo ben preciso: due persone sono nella stessa famiglia
oppure lavorano insieme o hanno interessi comuni. In questo contesto è quindi
più facile considerare una comunità come un insieme di link strettamente
correlati piuttosto che un insieme di nodi. Il posizionamento di ogni link
in un unico contesto ci permette di rivelare simultaneamente le relazioni
gerarchiche e le relazioni di overlapping.
Si usa il clustering gerarchico considerando i link somiglianti tra loro
per costruire un dendrogramma in cui ogni foglia è un link della rete e i
rami rappresentano le comunità di collegamento (Figura 2.5 d). In questo
dendrogramma i link occupano posizioni uniche mentre i nodi occuperebbero
naturalmente più posizioni a causa dei loro legami. Tagliando il dendro-
gramma a diverse soglie sono state estratte comunità di link a più livelli.
Ogni nodo eredita tutti i link a cui è collegato e può quindi appartenere a
più comunità che si sovrappongono. Anche se si deve assegnare una sola
relazione per ogni link, le comunità di link possono anche catturare più
relazioni tra i nodi perché i nodi contemporaneamente possono appartenere
a diverse comunità insieme. Per ottenere le comunità più rilevanti tra le
tante che vengono generate è necessario determinare il livello migliore al
quale tagliare il dendrogramma.
A questo scopo si introduce la densità di partizione D che si basa sulla
densità dei link all’interno delle comunità. A differenza della modularità
[New04], usata anche in Infomap, non accusa limiti di risoluzione. La densità
D si calcola ad ogni livello del dendrogramma di link e si sceglie quello che
determina il taglio migliore.
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A questo punto è possibile formalizzare l’algoritmo HLC che data una
rete con M link e N nodi, se P = {P1, ..., PC} è la partizione dei link in C
sottoinsiemi, allora:
1. il numero di link nel sottoinsieme PC è mC =| PC |. Il numero di nodi




{i, j} | .
Da notare che
∑
CmC = M e
∑
C nC ≥ N , assumendo che non ci
siano nodi sconnessi;
2. la densità dei link nella partizione PC è
DC =




che è normalizzata dal minimo e massimo numero di link possibili tra
i nodi, assumendo che restino connessi e che DC = 0 se nC = 2.








mC − (nC − 1)
(nC − 2)(nC − 1) . (2.4)
Invece, per quanto riguarda la generazione delle comunità, data una rete
indiretta e non pesata si denota con I l’insieme di nodi e con n+(i) i vicini
del nodo i, cioè i nodi degli archi uscenti, e ci si aspetta che coppie di link
che condividono un nodo siano più simili delle coppie di nodi scollegate.
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Il nodo condiviso k non compare in S perché non fornisce informazioni
addizionali e introduce parzialità.
Il clustering gerarchico costruisce un dendrogramma dei link dall’equa-
zione della densità di partizione D 2.3, dovei legami in S sono agglomerati
contemporaneamente. Tagliando questo dendrogramma ad alcune soglie, per
esempio la soglia di massima densità di partizione, si ottengono le comunità
di link.
2.2 Dati e rete di prodotti
La trattazione che segue presenta i dati dai quali sono state poi estratte le
classificazioni e le profilazioni risultato di questa tesi.
L’insieme dei dati di partenza è formato da sette tabelle relazionali
provenienti dal sistema informativo dell’azienda “Unicoop Tirreno”. La
prima scrematura ha, quindi, riguardato la selezione delle tabelle dal data
base di partenza: le tabelle che non rappresentavano informazioni sulle









2.2. Dati e rete di prodotti 2. Rete e community detection
Figura 2.6: Diagramma delle tabelle relative al venduto della “Unicoop
Tirreno”.
• MARKETING.
Nella Figura 2.6 è rappresentato un estratto del data base completo. La
tabella principale è quella delle vendite relative a cinque anni di acquisti (2007-
2011) effettuati dai clienti nei punti vendita (pv) “Unicoop” e sono dettagliate
al livello della singola battuta di cassa. Le altre informazioni riguardano il
cliente che ha effettuato l’acquisto, la gerarchia marketing dell’articolo, la
descrizione dell’articolo e il negozio nel quale è stato effettuato l’acquisto.
Le regioni nelle quali sono state registrate le vendite sono Umbria, Lazio,
Toscana e Campania, in 16 provincie diverse ognuna con un certo numero di
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Tabella 2.1: Regioni, provincie e numero punti vendita per provincia e totali.
pv, come si può osservare nella Tabella 2.1. Le tipologie dei punti vendita
sono quattro: E-commerce, GestInCoop, Super e Iper. I dati sono stati
estratti dalla tabella NEGOZIO.
Nella tabella ARTICOLO sono descritti, invece, i 439.619 articoli (o
prodotti) presenti nei pv. Ogni articolo:
• è rappresentato da un identificatore, da un codice e da una descrizione,
si veda l’esempio nella Figura 2.7;
• è associato ad un codice marketing: ci sono 7.573 codici marketing
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Tabella 2.2: I livelli più alti della gerarchia marketing.
diversi nella tabella MARKETING ;
• ogni codice marketing è associato alla gerarchia marketing che è dispo-
sta su più livelli. Dal più alto al più basso abbiamo: Area, Macrosettore,
Settore, Reparto, Categoria, Sottocategoria e Segmento. Nella Tabella
2.2 sono rappresentati i livelli più alti.
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La tabella principale è il VENDUTO dove sono presenti tutte le battute
di cassa degli acquisti effettuati nel suddetto periodo e nei suddetti pv. Ogni
battuta di cassa è caratterizzata da:
• il numero distintivo dello scontrino,
• la data che è chiave esterna per la tabella DATA,
• l’ora che fa riferimento alla tabella ORARIO,
• il negozio nel quale è stata effettuata la vendita,
• il cliente che ha acquistato l’articolo,
• l’articolo venduto,
• il codice marketing corrispondente.
2.2.1 Pulizia dei dati
Le analisi statistiche effettuate su tutte le tabelle e in particolare sugli articoli
venduti, sono state eseguite tramite query usando “Oracle SQL Developer”3.
Lo scopo era quello di ridurre la consistente mole dei dati ad un insieme
significativo di dati consistenti.
Il venduto (Tabella 2.3) contiene 1.446.603.368 battute di cassa ma solo
1.446.602.784 articoli venduti, questo significa che ci sono 584 righe per le
quali l’identificativo dell’articolo è null. Nel periodo considerato sono stati
battuti 146.056.464 scontrini diversi e venduti 200.522 articoli diversi. Nella
Tabella 2.4 il conteggio delle battute di cassa è diviso per Area. La somma
3“Oracle SQL Developer” è un IDE (Integrated Development Environment) che
semplifica lo sviluppo e la gestione di data base Oracle.
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Tabella 2.3: Tabella VENDUTO.




Tabella 2.4: Conteggio delle battute di cassa raggruppato per Area.
delle tre aree è pari a 1.422.440.252 battute di cassa di conseguenza ci sono
24.163.116 record che hanno il valore del codice marketing uguale a null.
Quindi, da questa prima analisi dei dati sono state escluse:
• le vendite effettuate nell’Area Altro perché riguardano elementi che
non sono interessanti per la nostra analisi come ad esempio il Settore
“Confezionato per vendita”,
• le 584 righe che hanno l’identificatore dell’articolo a null e
• i 24.163.116 battute di cassa che hanno codice marketing null.
I dati rimanenti corrispondono alle sole vendite di Alimentari e Non Ali-
mentari, quindi da ora in poi le analisi saranno effettuate solo su questo
sottoinsieme di dati, nei quali sono presenti 144.622.321 diversi scontrini,
166.805 dei 439.619 articoli esistenti e 1.359.832.086 battute di cassa. Co-
me si può osservare nella Tabelle 2.5, 2.6, 2.7, 2.8, 2.9, le statistiche sono
state effettuate anche considerando solo l’Area Alimentari, tutti i negozi
GestInCoop e gli Alimentari dei GestInCoop; ogni conteggio poi è stato
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Venduto Conteggio




Tabella 2.5: Tabella VENDUTO dopo l’eliminazione dell’Area Altro.
Venduto Alim/NonAlim Alim
Scontrini Articoli Scontrini Articoli
2007-2011 144.622.321 166.805 137.727.391 50.173
2007 848.727 23.007 689.197 10.619
2008 9.882.287 75.831 9.319.986 32.423
2009 45.148.249 117.679 42.779.356 398.38
2010 44.586.040 117.517 42.422.985 38.937
2011 44.157.018 99.807 42.515.867 36.460
Venduto GestInCoop GestInCoop Alim
Scontrini Articoli Scontrini Articoli
2007-2011 38.972.457 35.193 37.880.172 18.513
2007 624.839 9.311 604.053 6.652
2008 4.665.300 21.067 4.528.764 12.416
2009 11.498.086 24.553 11.158.210 13.785
2010 11.249.908 23.982 10.929.728 13.586
2011 10.934.324 21.396 10.659.417 12.832
Tabella 2.6: Conteggio di scontrini e articoli distinti della tabella VENDUTO
dopo l’eliminazione dell’Area Altro divisi per anno.
effettuato su tutto il periodo, suddiviso per anno, per regione, per provincia
e per tipologia di pv.
Lo scopo della prima scrematura è proprio quello di eliminare dati non
consistenti e non significativi per le analisi successive, come i campi con valore
null o i record dell’Area Altro. Nel seguito restano 5.510 codici marketing
distinti e 166.805 articoli distinti.
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Venduto Alim/NonAlim Alim
Scontrini Articoli Scontrini Articoli
CAMPANIA 15.532.490 113.037 14.487.524 36.088
LAZIO 52.800.867 124.750 50.730.147 38.625
TOSCANA 73.116.565 131.346 69.370.810 37.334
UMBRIA 3.181.231 21.869 3.147.553 16.062
Venduto GestInCoop GestInCoop Alim
Scontrini Articoli Scontrini Articoli
LAZIO 12.484.809 27.383 12.189.911 14.169
TOSCANA 23.307.680 25.173 22.602.957 14.164
UMBRIA 3.181.231 21.869 3.088.492 11.962
Tabella 2.7: Conteggio di scontrini e articoli distinti della tabella VENDUTO
dopo l’eliminazione dell’Area Altro divisi per regione.
2.2.2 Creazione della rete
Il passo successivo è stato scegliere un sottoinsieme di transazioni adatto
alla creazione della rete di articoli. In particolare, la rete verrà costruita a
partire dalle coppie di articoli venduti insieme: al caso pessimo il numero
di coppie totali è n!
2!(n−2)! [Bra], quindi, per problemi di dimensionamento,
questo sottoinsieme non deve contenere un numero eccessivamente grande
di articoli e scontrini in modo da poter trovare agevolmente le coppie e le
misure di utilità ad esse associate in tempi utili. Quindi, per questi problemi,
non è possibile considerare più di 26.000-27.000 articoli distinti.
Inizialmente sembrava opportuno selezionare le vendite considerando il
sottoinsieme delle transazioni di una singola provincia o di una sola tipologia
di pv ma, in corso d’opera, questo è risultato svantaggioso soprattutto
perché si perdeva di generalità: lo spazio degli articoli venduti, infatti, in
una singola provincia non è lo stesso del Centro Italia. Inoltre si correva il
rischio di escludere, tra gli articoli venduti, alcune categorie di marketing
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Venduto Alim/NonAlim Alim
Scontrini Articoli Scontrini Articoli
AV 4.067.554 67.077 3.842.633 28.305
BN 1.661.377 54.926 1.539.186 26.511
CE 66.599 17.892 61.730 12.255
FR 1.594.741 26.256 1.562.590 17.965
GR 25.002.119 63.953 23.438.048 23.499
LI 38.813.920 119.806 36.804.373 35.035
LT 7.907.020 94.395 7.410.642 31.800
LU 5.364.526 36.986 5.281.029 20.797
MS 3.613.028 36.473 3.527.343 20.352
NA 9.692.081 102.612 8.999.354 33.643
RI 152.593 7.174 150.603 6.692
RM 27.512.122 104.217 26.552.562 35.408
SA 44.879 5.311 44.621 5.048
SI 322.972 6.857 320.017 6.218
TR 3.181.231 21.869 3.147.553 16.062
VT 15.634.391 84.243 15.053.750 32.291
Venduto GestInCoop GestInCoop Alim
Scontrini Articoli Scontrini Articoli
FR 779.184 17.162 752.717 9.622
GR 11.932.958 21.467 11.639.117 12.708
LI 8.966.513 19.722 8.637.642 11.160
LU 2.085.237 12.850 2.012.447 8.315
RI 152.593 7.174 146.230 5.165
RM 3.659.952 17.687 3.561.399 10.722
SI 322.972 6.857 313.751 5.018
TR 3.181.231 21.869 3.088.492 11.962
VT 7.893.080 24.681 7.729.565 12.945
Tabella 2.8: Conteggio di scontrini e articoli distinti della tabella VENDUTO
dopo l’eliminazione dell’Area Altro divisi per provincie.
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Venduto Alim/NonAlim Alim
Scontrini Articoli Scontrini Articoli
GestInCoop 38.972.457 35.193 38.533.949 23.640
Iper 35.914.780 138.280 32.937.961 41.377
Super 69.645.336 82.227 66.166.007 32.844
Tabella 2.9: Conteggio di scontrini e articoli distinti della tabella VENDUTO
dopo l’eliminazione dell’Area Altro divisi per tipologia di pv.
che fisiologicamente vengono vendute poco: così facendo, non si sarebbe
ottenuto uno spettro completo di tutto il venduto. Pertanto si è preferito
considerare i 6 articoli più venduti per ognuno dei 5.510 codici marketing
rimasti dopo la fase di pulizia della rete.
Per selezionare il sottoinsieme di transazioni di interesse si è effettuato il
conteggio di ogni articolo venduto per codice marketing e per ogni articolo è
stato associato il numero di volte che questo è stato venduto.
A questo punto è stata applicata la funzione dense_rank() dell’SQL per
ordinare ogni articolo di ogni codice marketing dal più venduto al meno
venduto con la Query 2.1.
Query 2.1: Query che ordina ogni articolo di ogni codice marketing dal più
venduto al meno venduto.
/∗ TABELLA VENDUTIDENSE_RANK ∗/
create table vendutidense_rank as (
select v . n_scontr in i , v . a r t i c o l o ,
v . cod_mkt_id , v . numvenduti ,
dense_rank ( ) over (
p a r t i t i o n by cod_mkt_id
order by numvenduti desc ) p iuvendut i
from vendut ip iuvendut i v ) ;
Successivamente, con la Query 2.2, è stato possibile selezionare, per ogni
codice marketing, i sei articoli più venduti. Si ottiene così il sottoinsieme di
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transazioni adatte per la creazione della rete. Vi sono presenti 966.082.763
battute di cassa, 135.742.661 scontrini diversi e 26.862 articoli diversi. In
questo conteggio non si considerano le quantità vendute dell’articolo nel
singolo scontrino, ma basta sapere che quell’articolo è stato venduto in quello
scontrino.
Query 2.2: Query che seleziona i sei articoli più venduti per ogni codice
marketing.
/∗ TABELLA VENDUTOTOP6MKT ∗/
create table vendutotop6mkt as (
select vr . n_scontr in i , vr . a r t i c o l o
from vendutidense_rank vr
where vr . p iuvendut i <= 6 ) ;
2.2.3 Modellazione della rete
A questo punto si ha tutto il necessario per definire la rete: gli articoli
rappresentano i nodi della rete e le coppie costituiscono gli archi.
Il peso degli archi è dato dalle misure di interesse (Sezione 1.2) che di
volta in volta verranno prese in considerazione. L’idea è che non ci si può
servire di tutti gli archi della rete altrimenti questa viene troppo densa
e soprattutto è necessario selezionare solo gli archi più significativi. Di
conseguenza è necessario effettuare i tagli degli archi sfruttando le misure di
interesse.
Per calcolare il supporto assoluto 1.2 dei singoli articoli e delle coppie di
articoli si è usato l’Apriori 4.
4Il programma “Apriori” [Bor] di Christian Borgelt è stato utilizzato per trovare il
supporto assoluto degli articoli singoli e delle coppie. La sintassi del comando è: apriori
[options] infile outfile con le seguenti opzioni:
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Il numero di transazioni per questo programma è però ancora molto
alto, si è deciso così di limitare la rete solo alle vendite degli ultimi 2 anni,
2010-2011, che sono le vendite più recenti e col maggior numero di scontrini
rispetto agli altri anni. Dopo questa ulteriore scrematura restano 597.544.794
battute di cassa, 83.504.183 scontrini diversi e 24.751 articoli.
Il formato dei dati che serve per applicare l’Apriori è quello transazionale,
cioè una tabella con il numero dello scontrino e l’elenco degli articoli acqui-
stati in quello stesso scontrino. Per fare questo è stata usato uno script in
java che, dopo aver raggruppato le vendite per scontrino e articolo in modo
ordinato, crea due file, uno con l’elenco degli scontrini e uno con l’elenco per
ogni scontrino degli articoli acquistati. Quest’ultimo file sarà quello usato
dall’Apriori.
Il risultato dell’Apriori è un file contenente il supporto assoluto degli arti-
coli e delle coppie di articoli, cioè il numero di transazioni che li contengono.
Da questo, si possono ricavare quindi i supporti relativi e il lift degli articoli
e delle coppie con le formule 1.1 e 1.4.
Per poter effettuare i tagli della rete la prima cosa da stabilire sono le
misure d’interesse utili e le soglie minime di taglio. Per questo utilizzeremo
la funzione di distribuzione cumulativa (o di ripartizione) cioè una funzione
a variabili reali che racchiude le informazioni sull’insieme di dati riguardanti
la loro distribuzione prima o dopo un certo valore. Quindi per ogni misura
-t# : indica il target, cioè quello che vogliamo ottenere. s: itemset frequenti, c: itemset
chiusi, m: itemset massimali, r: regole associative;
-m# : indica il numero minimo di item per target;
-n# : indica il numero massimo di item per target
-s# : indica il minimo supporto della regola
Nel caso del lavoro di tesi è stato invocato apriori -ts -m1 -n2 -s0 fileIn fileOut.
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di interesse si raggruppa per la misura stessa contando quante coppie di
articoli hanno quel valore in ordine decrescente. Poi per ogni valore della
misura si associa il numero di coppie che ha almeno quel valore. Per poter
visualizzare i plot della distribuzione ci si è serviti di “Gnuplot”.
I plot ottenuti hanno sull’asse delle ascisse i valori della misura di interesse
e sull’asse delle ordinate il numero di archi che hanno almeno quel valore
della misura di interesse.
Per decidere i tagli sono state effettuate una serie di prove osservando di
volta in volta le distribuzioni cumulative dopo un determinato taglio.
Osservando i primi tre plot ottenuti, presentati nelle Figure 2.8, 2.9 e 2.10,
si può vedere come moltissimi archi siano caratterizzati da un lift minore
di uno: significa che hanno una correlazione negativa. Ma ci sono anche
molti archi (cioè coppie di articoli) che hanno un supporto (sia assoluto che
relativo) molto basso perché sono stati acquistati poche volte insieme.
Il primo taglio deciso è stato quello di considerare solamente le coppie
più vendute in assoluto, cioè le coppie con un supporto assoluto maggiore
uguale ad una certa soglia. Le soglie considerate sono state tre: 10, 50 e 100.
Per ognuna delle reti trovate è stato effettuato un ulteriore taglio con-
siderando stavolta il lift, prendendo le coppie con lift superiore o uguale a
cinque diverse soglie: 1, 2, 5, 8 e 10.
Se la rete di partenza era composta da 24.751 nodi e 61.830.195 di archi,
dopo i tagli precedentemente effettuati si ottengono le reti con il numero di
archi e nodi indicato rispettivamente nelle Tabelle 2.10 e 2.11.
Il taglio più promettente sembrerebbe quello che considera il supporto
assoluto e il lift entrambi pari a 10 perché, se consideriamo che un arco è
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Figura 2.8: Plot della distribuzione cumulativa del lift degli archi della rete.
Figura 2.9: Plot della distribuzione cumulativa del supporto (relativo) degli
archi della rete.
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Figura 2.10: Plot della distribuzione cumulativa del supporto assoluto degli
archi della rete.
N Archi L=0 L=1 L=2 L=5 L=8 L=10
SA=10 22.057.304 20.042.602 11.784.927 1.962.699 825.644 577.954
SA=50 9.672.951 9.141.753 5.356.930 640.933 264.156 187.341
SA=100 6.144.026 5.874.000 3.433.601 376.367 160.049 115.033
Tabella 2.10: Tabella del numero di archi della rete dopo i tagli sul supporto
assoluto e sul lift.
N Nodi L=1 L=2 L=5 L=8 L=10
SA=10 16.910 16.769 16.152 15.402 14.949
SA=50 1.2268 12.035 11.401 10.797 10.392
SA=100 10.578 10.347 9.734 9.158 8.784
Tabella 2.11: Tabella del numero di nodi della rete dopo i tagli sul supporto
assoluto e sul lift.
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Figura 2.11: Plot della distribuzione cumulativa del lift degli archi della rete
dopo il taglio degli archi con supporto assoluto e lift minore di 10.
una associazione tra due articoli, questo taglio elimina i legami più deboli
tra gli articoli. Il numero di archi che vengono salvati da questo taglio è pari
a 577.954.
La distribuzione cumulativa delle coppie di articoli, considerando come
soglia minima il supporto assoluto e il lift pari a 10, è rappresentata nelle
Figure 2.11, 2.12 e 2.13: i tre plot hanno un andamento piuttosto regolare e
il numero delle coppie diminuisce quasi proporzionalmente all’aumentare del
valore della misura di interesse.
Il lift però tiene conto solo dei valori “relativi”, questo vuol dire che se un
articolo è poco presente nel dataset può comunque vedere il suo lift esplodere;
per questo motivo è stato preso in considerazione il supporto assoluto che
ha permesso di eliminare quelle coppie il cui lift alto è dovuto alla bassa
presenza degli articoli nel dataset.
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Figura 2.12: Plot della distribuzione cumulativa del supporto degli archi
della rete dopo il taglio degli archi con supporto assoluto e lift minore di 10.
Figura 2.13: Plot della distribuzione cumulativa del supporto assoluto degli
archi della rete dopo il taglio degli archi con supporto assoluto e lift minore
di 10.
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Figura 2.14: Plot della distribuzione cumulativa del lift categorizzato degli
archi della rete ordinati per lift categorizzato.
Sempre per lo stesso motivo si è deciso di prendere in considerazione
anche un’altra misura di interesse: il lift categorizzato 1.5 che, moltiplicando
il lift per il supporto assoluto, non premia le coppie che hanno lift alto
ma sono poco presenti nelle vendite. Le soglie minime relative a supporto
assoluto e lift pari a 10 sono state utilizzate comunque per decidere quanti
archi considerare nella rete ed eliminare tutti gli altri.
Nella Figura 2.14 possiamo osservare la distribuzione cumulativa del lift
categorizzato: le coppie di articoli sono tante in corrispondenza di valori bassi
del lift categorizzato mentre tendono a zero man a mano che il valore del lift
categorizzato aumenta: in questa parte del plot sono presenti tutte quelle
coppie frequenti che hanno una correlazione positiva tra loro. Quindi il taglio
definitivo è stato effettuato scegliendo i 577.954 archi con il lift categorizzato
più alto, dove 577.594 sono il numero di archi che si sarebbero mantenuti
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se si fosse effettuato il taglio che sembrava essere il più promettente senza
considerare la nuova misura.
A questo punto la rete è pronta per il community detection.
2.3 Community detection
Dalla rete definitiva sono state calcolate due tipologie di community tramite
gli algoritmi presentati nella Sezione 2.1:
• 1.164 community non overlapping con “Infomap” e
• 3.191 community overlapping calcolate con “HLC”.
Per ogni tipologia sono state considerate:
la descrizione delle community: per ogni community si considerano qua-
li segmenti sono rappresentati in esse. In questo modo si vede quali
articoli stanno in ogni community. Quello che si vuole vedere è se le
community hanno un senso logico;
la distribuzione della grandezza delle community: anche per le com-
munity si desidera avere la distribuzione cumulativa. Per il metodo non
overlapping ogni articolo può stare in una sola community quindi si fa
la distribuzione cumulativa sugli articoli (plot nella Figura 2.15) così
come abbiamo fatto per le misure di interesse nella Sottosezione 2.2.3.
Per quanto riguarda invece le community overlapping ogni articolo
può stare anche in più community contemporaneamente. In questo
caso si può fare la distribuzione cumulativa sia sugli articoli sia sulle
community stesse (plot delle Figure 2.16 e 2.17).
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Figura 2.15: Plot della distribuzione cumulativa sugli articoli delle community
non overlapping della rete. Ascissa: Community, Ordinata: Articoli.
Nei plot della distribuzione degli articoli (Figure 2.15 e 2.16) si può
osservare come gli articoli siano ben distribuiti tra le comunità. Mentre nel
plot della distribuzione delle comunità overlapping tra gli articoli si può
notare una certa irregolarità da un certo punto in poi.
Lo scopo dell’analisi delle comunità è avere un’idea di quanto è “diver-
sificata” una community rispetto alla classificazione che già caratterizza i
gruppi esistenti nella categorizzazione marketing degli articoli. Ci si aspetta
che quelle non overlapping siano poco diversificate e quelle overlapping siano
più diversificate. Per avere un riscontro è necessario calcolare l’entropia di
ogni community.
Per il calcolo dell’entropia, innanzitutto, si raggruppa per community e
segmento e si contano i segmenti marketing di ogni community: si trova così
la frequenza dei segmenti di ogni community.
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Figura 2.16: Plot della distribuzione cumulativa sugli articoli delle community
overlapping della rete. Ascissa: Community, Ordinata: Articoli.
Figura 2.17: Plot della distribuzione cumulativa sulle community overlapping
degli articoli della rete. Ascissa: Articoli, Ordinata: Community.
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Per ogni segmento marketing si calcola la probabilità che ogni segmento
cada in quella comunità, cioè ps = frequenzaSegmentonumArticoliCommunity .
A questo punto è possibile trovare l’entropia di una community C





e viene calcolata per ogni community, come si può vedere nella Query 2.3.
Query 2.3: Query che calcola l’entropia di una community non overlapping.
Per quelle overlapping è lo stesso.
/∗ TABELLA COMMUNITY_ENTROPIA ∗/
create table community_entropia as (
select community_id , sum(p∗ l og (2 , p))∗(−1) as ent rop ia
from COMMUNITY_MARKETING_P
group by community_id )
order by community_id ;
Le community trovate sono tante e nascondono un significato più profon-
do della semplice suddivisione in gruppi degli articoli venduti; però non si
possono semplicemente valutare ad occhio ma è necessario qualche strumento
che permetta di capire qual è il loro significato. L’entropia, quindi, rap-
presenta lo strumento matematico ed informativo per valutare le comunità
overlapping e non. L’intuizione è che con “alta entropia” i prodotti in una
community provengono da molte classificazioni marketing diverse, con “bassa
entropia”, invece, tutti i prodotti in una community fanno parte della stessa
categoria di marketing. Nel prossimo capitolo sarà analizzata l’entropia per
spiegare l’intuizione, trovarne un riscontro nelle due tipologie di community





3.1 L’entropia nelle community
Considerando solo le community che hanno più di due articoli, l’entropia
media per le community overlapping è 5, 66305, mentre per le non overlapping
è 2, 08895: ciò significa che le community non overlapping sono omogenee
rispetto alla classificazione marketing mentre quelle overlapping non lo sono.
Infatti l’entropia è una grandezza che va interpretata come misura del
grado di disordine delle community rispetto alla classificazione marketing
degli articoli già esistente, per cui quando un sistema passa da uno stato
ordinato ad uno disordinato la sua entropia aumenta. In sostanza, ad un
aumento del disordine è, dunque, associato un aumento dell’entropia.
Intuitivamente le community con bassa entropia contengono articoli
che fanno parte della stessa categoria, quelle con alta entropia contengono
articoli provenienti da diverse classificazioni marketing; nel caso di questo
lavoro le categorie marketing per ogni comunità overlapping sono in media
5. Se dunque nel primo caso, il valore dell’entropia conduce direttamente
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Figura 3.1: Alcuni elementi della comunità numero 3 con prodotti per gatti.
ad una classe di prodotti, nel secondo caso, la presenza di diverse categorie
riflette piuttosto diversi tipi di comportamenti d’acquisto e di conseguenza è
possibile, in questo caso, arrivare ad una profilazione dei clienti.
3.2 Le community in dettaglio
3.2.1 Community non overlapping
Osservando più nel dettaglio le comunità non overlapping diventa più evidente
come la maggior parte di esse funzionano come categorizzazione del marketing.
In queste comunità infatti capitano insieme prodotti simili.
Nella comunità 3 capitano, ad esempio, prodotti per gatti, nella comunità
numero 77 si trovano invece prodotti per la prima colazione, freschi e da
forno, come si può osservare nelle Figure 3.1, 3.2). Un’altra comunità che
rispecchia questa filosofia è la numero 9 che contiene diverse tipologie di
alcoolici (Figura 3.3).
Differenti è invece la comunità numero 8 in cui capitano insieme prodotti
per cani e la bresaola (Figura 3.4). È difficile ritenere che esistano clienti
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Figura 3.2: Alcuni elementi della comunità numero 77 con prodotti per la
prima colazione.
Figura 3.3: Alcuni elementi della comunità numero 9 con prodotti alcoolici.
Coop che nutrono i propri cani con la bresaola. Questo tipo di prodotti
“intrusi” definiscono un certo rumore all’interno della community. Questo
rumore è quasi sempre presente ma basta eliminare il prodotto intruso per
notare che la regola è, ancora una volta, che le comunità non overlapping
costituiscono una segmentazione del marketing.
Continuando negli esempi, nella comunità 718 (Figura 3.6) troviamo
insieme utensili da lavoro e una macchina per il gelato, apparentemente
non affini come oggetti se non esercitando la forzatura di considerare questa
comunità un insieme di oggetti per il fai-da-te.
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Figura 3.4: Alcuni elementi della comunità numero 8 con prodotti per cani.
Figura 3.5: Alcuni elementi della comunità numero 61 con le verdure
congelate.
Figura 3.6: Alcuni elementi della comunità numero 718 con utensili per il
fai-da-te.
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3.2.2 Community overlapping
Osservando le comunità overlapping possiamo notare che molte di queste
hanno dimensione considerevolmente ampia e sono caratterizzate da spese
tipiche di clienti appartenenti a famiglie medie: infatti spesso contengono
bibite, acqua, pane, pasta, verdure, frutta, formaggi, prodotti da forno,
affettati, snack, uova, caffè e carne e sono differenziati per:
• la marca per lo più Coop. Questo rispecchia il fatto che i clienti sono
soci Coop e che preferiscono acquistare i prodotti a marchio Coop;
• la maggiore o minore quantità di prodotti preconfezionati. Già con
questo tipo di comunità possiamo notare una differenziazione tra i
clienti. Il fatto che le comunità contengano, infatti, una maggiore
quantità di prodotti preconfezionati potrebbe suggerire acquisti di
clienti che fanno parte di famiglie di lavoratori o sono single che
probabilmente non hanno tempo di cucinare;
• la presenza di articoli da destinare ad animali domestici, come cibo
per cani o gatti, è sintomo che queste spese siano effettuate da clienti
che hanno nel loro nucleo familiare degli animali;
• la confezione più o meno grande. Chi acquista confezioni singole o
piccole rappresenta il profilo di acquisto di un single che vive solo in
casa, mentre chi acquista confezioni multiple o comunque confezioni
grandi nel formato famiglia, sono clienti probabilmente che hanno un
nucleo familiare a carico.
Una particolare comunità che è interessante notare è la 9 (Figura 3.7)
che può rappresentare una nuova categorizzazione di prodotti che rispecchia
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Figura 3.7: Alcuni elementi della comunità numero 9 con prodotti per celiaci.
un preciso profilo di clienti: coloro che sono affetti da celiachia e che hanno
bisogno di acquistare rigorosamente prodotti senza glutine. Il fatto che ci
sia una comunità di questo genere è il segnale della reale diffusione di questa
malattia negli ultimi anni.
Un’altra comunità interessante è la numero 782 che rappresenta il profilo
di una famiglia con bambini che predilige divertimenti indoor con acquisti
come l’impianto home theater, la bici da camera, la webcam e la xbox e
predilige lo sci come divertimento outdoor, come si può osservare nelle Figure
3.8 e 3.9.
Un altra comunità che rappresenta un profilo interessante è la 963 (Figura
3.10) che raggruppa un abbigliamento particolare per chi ama andare in
moto, incluso il casco, e oggettistica per riparazioni manuali e fai-da-te.
Questa comunità può identificare i motociclisti che amano andare in moto
ma anche curarne le riparazioni meccaniche più semplici.
3.3 Valutazione economica dei risultati
La vendita è solo la parte terminale del ciclo di vita di un prodotto che è
rappresentato anche dalla collaborazione tra impresa e distributore della
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Figura 3.8: Alcuni elementi della comunità numero 782 con articoli per il
divertimento indoor e outdoor.
merce (“Unicoop Tirreno”). Il distributore essendo a contatto con la clien-
tela è in grado di assicurare un miglior servizio al consumatore, formando
assortimenti commerciali più vicini agli assortimenti desiderati dai clienti
(attività di preselezione dell’offerta).
Raggruppando l’offerta di più produttori, il consumatore può effettuare
una scelta più consapevole perché è in grado di confrontare facilmente
differenti caratteristiche dei prodotti e soprattutto è in grado di ottenere,
con una maggiore trasparenza, informazioni sui livelli dei prezzi di prodotti
sostitutivi e complementari.
Nel mercato dei beni di consumo la scelta tra la strategia di vendita e
distribuzione è orientata in larga misura dai comportamenti di acquisto dei
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Figura 3.9: Altri elementi della comunità numero 782 con articoli per il
divertimento indoor e outdoor.
Figura 3.10: Altri elementi della comunità numero 963 con articoli per la
moto e piccole riparazioni.
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clienti per i diversi tipi di prodotto. Si distingue così tra:
• prodotti di acquisto corrente (convenience good) sono i beni che il
consumatore acquista più frequentemente in piccole quantità e con
uno sforzo minimo in termini di comparazione e di tempo dedicato
all’acquisto;
• prodotti di acquisto ragionati (shopping good): sono prodotti per i quali
si percepisce un livello medio di rischio. Gli acquirenti confrontano
le marche di loro interesse secondo vari criteri come l’idoneità all’uso
previsto, l’estetica, il prezzo e la qualità, come ad esempio mobili,
abbigliamento ed elettrodomestici;
• prodotti esclusivi (specialty good): sono prodotti con caratteristiche
esclusive, l’acquirente di tali beni è disposto a dedicare molti sforzi
nella ricerca del prodotto di suo interesse come prodotti di lusso o altri
articoli specifici come l’attrezzatura da caccia.
I convenience good sono ben presenti nelle comunità trovate, sono tipica-
mente quelle più grandi. Mentre gli shopping good e gli specialty good si
trovano nelle comunità più piccole.
Il community detection individua gruppi di prodotti che tendono ad
essere acquistati insieme costruendo dei veri e propri modelli comporta-
mentali sulle combinazioni d’acquisto. È possibile riorganizzare il layout di
un supermercato in maniera da facilitare la shopping experience del consu-
matore che troverebbe i prodotti collegati posizionati all’interno di scaffali
attigui. Per esempio la comunità di prodotti per celiaci potrebbe essere
messa in un reparto separato, costituendo una nuova categoria di prodotti e
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avvantaggiando i clienti con questo tipo di malattia nella ricerca dei prodotti
senza glutine.
Le comunità non overlapping confermano le vecchie categorizzazioni come
la categoria dei liquori/distillati della comunità 9 o la comunità 3 che mette
insieme alimenti e accessori per i gatti. Esse sono già posizionate nello stesso
scaffale o in scaffali attigui o qualora non lo fossero sarebbe consigliabile
farlo.
Molto meno immediato potrebbe essere, invece, dover analizzare l’esisten-
za di eventuali legami associativi tra prodotti che appartengono a categorie
marketing molto diverse tra loro (in termini funzionali, di destinazione d’uso,
di occasione ed intervallo di consumo etc) che sono una conseguenza delle
scelte non razionali di ogni consumatore, talvolta confinate nella cosiddetta
“customer black box”. L’analisi e la gestione del portafoglio di prodotti,
quindi, riveste un’importanza estrema che si combina a quella del portafoglio
clienti per dare a questi ultimi risposte sempre più convincenti e profilate
in termini di personalizzazione dell’offerta. Ovvero, attraverso lo studio
combinato prodotti-clienti e delle varie correlazioni esistenti tra loro, l’im-
presa non solo potrà scorgere nuove opportunità di business. Quindi, lo
studio delle relazioni prodotti-clienti acquista importanza anche ai fini della
definizione e attuazione di strategie promozionali che si basano su vendite
incrociate. Individuando la tipologia di clienti che fanno parte del profilo
rappresentato dalla comunità 782 (Figure 3.8 e 3.9) gli si potrebbe fare una
promozione diretta, per esempio mettendo in regalo il prodotto di costo
minore (la webcam) contestualmente all’acquisto di uno dei prodotti più
costosi (la xbox o l’impianto home theater).
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Capire la clientela e i propri bisogni aiuta quindi a capire se è possibile
effettuare nuove categorizzazioni di prodotti magari per migliorare quelle
già esistenti ma aiuta anche a migliorare tutto ciò che sta dietro le vendite
al dettaglio come:
• la maggiore ottimizzazione ed efficienza nella gestione delle merci in
ingresso (immagazzinamento e approvvigionamenti) come ad esempio
l’acquisto di un gruppo di prodotti accomunati per categoria secondo
il criterio delle “abitudini del consumatore”, pone le basi per un ab-
battimento dei costi logistici dalla parte dell’offerta (come i gruppi di
vendita e di cooperazione) o dalla parte della domanda (come i gruppi
di acquisto);
• ulteriori categorie di prodotti andrebbero a generare nuova sensibilità
e cultura, laddove assieme alle abitudini classiche, si andassero ad
inserire, magari abbinandoli, prodotti bio, cibi locali etc. In questo
modo si arriva ad una dimensione innovativa che determina i fattori
cruciali nella sostenibilità della singola azienda e del sistema di mercato
interconnesso.
Questo significa che da un insieme di scontrini è possibile, rielaborandoli
in comunità, far emergere molte caratteristiche dei prodotti e abitudini di
acquisto dei clienti. Nello specifico è dunque possibile individuare nuove
categorizzazioni di prodotti e profili di acquisto dei clienti che poi possono




La creazione di reti di prodotti co-acquistati da clienti unita all’idea del-
l’utilizzo di metodi di community discovery, attraverso l’uso di tecniche
overlapping e non-overlapping, ha condotto ad una classificazione di mar-
keting alternativa e ad una profilazione di clienti, confermando la teoria
di ipotesi che ha guidato tutto il lavoro: l’idea, appunto, di ottenere infor-
mazioni ortogonali sui prodotti a partire dai due tipi diversi di community.
Proprio in questo risiede il valore aggiunto di questo studio, che ha così con-
ferito un significato nuovo al concetto di community, risaltandone l’aspetto
economico e in particolare sottolineandone le possibili applicazioni nell’area
del marketing.
Come spiegato in precedenza, il metodo utilizzato si è ispirato in partico-
lare al lavoro di Chawla e delle ARN. Se Chawla, applicando il modello di
rete sociale ai prodotti venduti più frequentemente in un piccolo negozio,
ne ha analizzato alcune comunità, clusterizzando i prodotti della rete, nelle
ARN si realizza la rete costruendo un cammino che attraversa gli item
fino ad arrivare ad un item obiettivo prestabilito; in questo caso gli archi
sono rappresentati dalle regole associative che collegano gli item. Le ARN
mostrano, inoltre, la misura in cui l’item target regola il flusso interno della
rete, mappando sia le cause dirette che indirette dell’obiettivo.
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Un aspetto che differenzia il presente elaborato dal lavoro di Chawla con-
siste nell’aver applicato il modello di rete sociale ad una quantità di prodotti
molto superiore. In più, è stata fornita un’analisi più approfondita delle
comunità, attribuendo così un significato più profondo alle community. Ciò
ha condotto, da un lato, ad una nuova classificazione di prodotti, considerati
all’interno di una gerarchia marketing già esistente (ad esempio i prodotti
per celiaci), dall’altro, alla generazione di profili di clienti, come la famiglia a
cui piacciono i divertimenti o le famiglie che hanno tra i membri un celiaco.
In aggiunta, le comunità ottenute potrebbero aiutare “Unicoop Tirreno”
a perseguire obiettivi come:
1. la razionalizzazione e il rafforzamento del servizio di assortimento,
garantendo alternative in risposta ai vuoti di offerta,
2. il consolidamento della store loyalty, facilitando la shopping experience
del consumatore,
3. un aumento del potere contrattuale nei confronti delle imprese produt-
trici e
4. il miglioramento del margine di guadagno.
Ovviamente, le intuizioni sulle comunità trovate sono molto soggettive,
ma gli obiettivi finali sono di migliorare l’immagine dell’azienda agli occhi
dei clienti e il servizio che Coop può offrire ai clienti.
Alla luce di quanto detto, le possibili applicazioni derivanti dai risultati
ottenuti sono molteplici. Un possibile sviluppo futuro potrebbe ad esempio
essere rappresentato dall’affiancamento delle comunità di prodotti ai clu-
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ster di clienti, per vedere quali tipologie di clienti abbiano effettivamente
acquistato quei prodotti.
Altra applicazione consiste nella possibilità di una referenziazione geo-
grafica, per vedere dove sono collocate le vendite e osservare le comunità
non solo come insieme di prodotti, quanto piuttosto come insieme di clienti
associati a quei prodotti dislocati geograficamente. Quindi si va a vedere
dove vengono effettuati certi acquisti.
Inoltre, andando ad approfondirne le informazioni temporali delle vendite,
oltre che quelle geografiche, è possibile anche creare nuovi tipi di comunità
usando i pattern sequenziali, dando così una maggiore enfasi al quando
questi articoli vengono acquistati.
Chiaramente come risulta facilmente intuibile la serie di applicazioni
future potrebbe senz’altro essere ampliata ulteriormente. Inoltre si sottolinea
la possibilità di sperimentare l’utilizzo di diverse tecniche di data mining
nel tentativo di perseguire un ampliamento della conoscenza in funzione di
un miglioramento dell’immagine e conseguentemente dell’aspetto economico
dell’azienda.
In altri termini s’intende promuovere e sostenere la ricerca di modelli di
comportamento dei clienti, utili nelle formulazioni di marketing delle vendite
e nelle strategie di supporto ai clienti, in funzione di una qualità migliore
dell’economia dell’impresa, che in questo caso è stata rappresentata da un
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