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Abstract
We study the quasi-neutral limit in one-dimensional steady-state Euler–Poisson equations with junction layers. Typically, the
junction layer phenomenon occurs in a ballistic diode of a semiconductor device where the doping profile is a discontinuous
function. We derive the junction layer equations and prove the existence of their solutions which decay exponentially. Finally, we
justify the quasi-neutral limit with junction layers by giving uniform error estimates.
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1. Introduction
We consider a semiconductor device or a plasma with given ion density. Let n, j and φ be its scaled electron
density, the current density and the electrostatic potential, respectively. In one space dimension, they are functions of
the time t > 0 and a position x ∈R and satisfy the transient unipolar Euler–Poisson system:
∂tn+ ∂xj = 0, (1.1)
ε∂t j + ∂x
(
εj2
n
+ p(n)
)
= n∂xφ − εj
τ(n, j)
, (1.2)
−λ2∂xxφ = b(x)− n. (1.3)
The model system (1.1)–(1.3) is isentropic because the conservation of energy is replaced by the state equation for
the pressure p = p(n) which is supposed to be smooth and strictly increasing for n > 0. Here b = b(x) is the doping
profile for semiconductors or the ion density for plasmas. The small physical parameters are the scale electron mass
ε > 0, the Debye-length λ > 0 and the momentum relaxation time τ = τ(n, j) > 0.
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j (x) = j = constant, (1.4)
d
dx
(
εj2
n
+ p(n)
)
= ndφ
dx
− εj
τ(n, j)
, (1.5)
−λ2 d
2φ
dx2
= b(x) − n. (1.6)
According to [3,5], we consider system (1.5)–(1.6) in the interval (0,1) with the following boundary conditions:
n(0) = n0, n(1) = n1, (1.7)
φ(0) = φ0, (1.8)
where n0 > 0, n1 > 0 and φ0 ∈R are given constants. In this paper we are only concerned with the quasi-neutral limit
λ → 0 in system (1.5)–(1.6). Without loss of generality, we suppose that ε = τ = 1.
For smooth solutions, after eliminating φ in (1.5)–(1.6), the density n satisfies the following equation, parameter-
ized by j ∈R,
d2F(n)
dx2
+ d
dx
(
j
n
)
− n− b(x)
λ2
= 0, (1.9)
where F is defined by
F(n) = j
2
2n2
+ h(n), h(n) =
n∫
1
p′(s)
s
ds. (1.10)
Eq. (1.9) is uniformly elliptic if F ′(n) > 0, i.e., n2p′(n) > j2. It is equivalent to the subsonic condition (see [3]). In
this situation, the maximum principle holds and we may first solve problem (1.7) and (1.9), then determine explicitly
the electrostatic potential φ by (1.5) and (1.8),
φ(x) = φ0 + F
(
n(x)
)− F(n0)+
x∫
0
j
n(y)
dy. (1.11)
In the sequel, as in Degond and Markowich [3] (see also Peng [8]) we always suppose that
(H1) b ∈ L∞(0,1) and b(x) b0 > 0, a.e. x ∈ (0,1), where b0 is a positive constant,
(H2) p is of class C2 and n → n2p′(n) is strictly increasing from (0,+∞) to (0,+∞).
Under assumptions (H1) and (H2), the existence of smooth solutions in H 1(0,1) has been proved in [3] by the
Schauder fixed point theorem. The uniqueness of solution is also obtained under a supplementary condition. Let
n = min
(
n0, n1, inf
x∈(0,1) b(x)
)
, n¯ = max
(
n0, n1, sup
x∈(0,1)
b(x)
)
.
The results on the existence and uniqueness of solutions can be stated as follows (see [3]).
Theorem 1.1. Under assumptions (H1)–(H2), suppose that j ∈ R such that |j | < jm, where jm = n
√
p′(n). Then
problem (1.5)–(1.8) admits a solution (n,φ) satisfying n ∈ H 2(0,1), φ ∈ W 2,∞(0,1) and n n(x) n¯, ∀x ∈ [0,1].
If in addition, |j | is sufficiently small, then the solution of (1.5)–(1.8) is unique.
The quasi-neutral limit in system (1.5)–(1.6) was studied in [12] for well-prepared boundary data and in [8,10] for
general boundary data. The steady problem in several space dimensions for a potential flow was investigated in [9,10].
For the quasi-neutral limit in transient Euler–Poisson equations, we refer to [2] in one-dimensional case and to [11,13]
in several dimensional case. See also [1] for the study of the limit in a semilinear Poisson equation.
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to be smooth. Here, we allow discontinuities of b in (0,1). Then in a small neighborhood of a discontinuous point
of b, the solution varies rapidly. This means the existence of junction layers. A typical example of this phenomenon
is described by a ballistic diode of a semiconductor which consists of a weakly doped region between two highly
doped regions. It corresponds to the unipolar case since in such a device the charged transport is only due to electrons.
In this paper, we want to prove rigorously the existence of junction layers which decay exponentially and justify the
quasi-neutral limit with discontinuous functions b.
Recall that the junction layers have been analyzed in steady-state drift-diffusion equations by Markowich et al.
in [6,7]. So far, the junction layer problem is not clear in bipolar Euler–Poisson equations and in several space dimen-
sions.
In the next section, we establish the junction layer equations and prove the existence of their solutions with expo-
nential decay property. In Section 3, we justify the quasi-neutral limit with junction layers in system (1.5)–(1.6) by
giving uniform error estimates in C0([0,1]).
2. Analysis of junction layers
As λ → 0, from (1.6) and (1.11) the formal limit equations are
n = b, φ(x) = φ0 + F
(
b(x)
)− F(n0)+
x∫
0
j
b(y)
dy.
Obviously, if n0 = b(0) or n1 = b(1), then boundary layers occur in neighborhoods of the point x = 0 or x = 1. When
b ∈ H 1(0,1), the justification of the quasi-neutral limit λ → 0 in the Euler–Poisson system (1.5)–(1.6) with boundary
layers is given in [8,10]. Here we are interested in the case that b admits discontinuities in (0,1). Then junction layers
exist. For simplicity, we assume that b has the discontinuity only at one point. Note that the effects of the boundary
layer and the junction layer can be treated separately. In what follows, we concentrate on the junction layers and
neglect the boundary layers. Thus, we make the further assumptions:
(H3) Given x¯ ∈ (0,1), b is sufficiently smooth in (0, x¯) and (x¯,1) (in this situation both b′(x¯±) and b′′(x¯±) exist)
and b(x¯−) = b(x¯+).
(H4) n0 = b(0), n1 = b(1).
Conditions (H3)–(H4) mean that there do not exist boundary layers in the limit λ → 0, whereas a junction layer exists
near the point x = x¯ due to b(x¯−) = b(x¯+). It is clear that b /∈ H 1(0,1). Here b(x±) stand for the values of b at right
and left of x.
In order to emphasize the dependence on the parameter λ, similar to that in Peng and Wang [10], set ρλ = F(nλ)
with nλ being the exact solution of (1.7) and (1.9). For |j | < jm, since F is strictly increasing in [n, n¯], the transfor-
mation nλ → ρλ is one-to-one for nλ ∈ [n, n¯]. Then Eq. (1.9) and boundary conditions (1.7) can be rewritten as:
−λ2 d
2ρλ
dx2
− λ2j dg(ρλ)
dx
+ G(ρλ)− b(x) = 0, (2.1)
ρλ(0) = F(n0), ρλ(1) = F(n1), (2.2)
where G is the inverse function of F and g(ρλ) = 1/G(ρλ). The advantage of Eq. (2.1) is that the term containing
its second order derivative is linear. Consequently, the junction layer equations are not fully nonlinear but semilinear.
According to Theorem 1.1 and the results on the regularity of elliptic equations, we have ρλ ∈ W 2,∞(0,1).
Now we derive equations and boundary conditions for the junction layer in the neighborhood of the point x¯. We
want to show that the junction layer problem has a unique piecewise smooth solution with exponential decay. To this
end, Let ξ = x−x¯
λ
be the fast variable. For a smooth function u, since
u(x) = u(λξ + x¯) = u(x¯)+ O(λ),
in the left neighborhood of x = x¯, the solution ρλ of (2.1)–(2.2) can be approximated by F(b(x¯−))+ρj (ξ) for ξ < 0.
We expect that ρj (ξ) (ξ < 0) describes the feature of the junction layer in the left neighborhood of x = x¯. Substituting
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is still valid in the right neighborhood of x¯), we see that the junction layer profile ρj (ξ) verifies the equations
−d
2ρj
dξ2
+G(F (b(x¯+))+ ρj )−G(F (b(x¯+)))= 0 for ξ ∈ (0,+∞), (2.3)
−d
2ρj
dξ2
+G(F (b(x¯−))+ ρj )−G(F (b(x¯−)))= 0 for ξ ∈ (−∞,0) (2.4)
and the matching conditions
ρj (±∞) = 0. (2.5)
Moreover, since the corrected approximation is expected to be close to a solution which is continuous, we impose the
following transmission conditions at ξ = 0:
F
(
b(x¯+))+ ρj (0+) = F (b(x¯−))+ ρj (0−), dρj (0+)
dξ
= dρ
j (0−)
dξ
. (2.6)
The functions g±(ρ) = G(F(b(x¯±))+ ρ)− G(F(b(x¯±))) satisfy
g±(0) = 0, g′±(ρ) > 0, ∀ρ ∈R.
Therefore,
g±(ρ) > 0 for ρ > 0, g±(ρ) < 0 for ρ < 0.
Using the decay condition (2.5), simple arguments show that the solution of (2.3)–(2.6) cannot have a local maximum
or minimum except at zeros. Thus, we conclude that only piecewise monotone solutions which are free of zeros are
possible, namely, ρj (ξ) is a strictly monotone function in both (−∞,0) and (0,+∞). From Markowich et al. [7] (see
also Fife [4]), this gives the existence and uniqueness of solutions.
Now we express ρj (0±) in terms of b(x¯±). Define
H±(s) =
s∫
0
[
G
(
w + F (b(x¯±)))− b(x¯±)]dw.
Since F is strictly increasing, we have
H+(s) > 0 for s > 0 and H−(s) < 0 for s < 0.
The condition dρ
j (0+)
dξ = dρ
j (0−)
dξ implies that
sgnρj (0+) = −sgnρj (0−).
Together with the first equation in (2.6), we have only two possibilities:
(i) If b(x¯−) > b(x¯+), then ρj (0−) < 0 < ρj (0+) and ρj is strictly decreasing in both (−∞,0) and (0,+∞).
(ii) If b(x¯−) < b(x¯+), then ρj (0+) < 0 < ρj (0−) and ρj is strictly increasing in both (−∞,0) and (0,+∞).
In the case (i) (in the case (ii) the same expressions are obtained by the same arguments applied to −ρj ), by [4,7],
ρj satisfies
ξ =
ρj (0+)∫
ρj (ξ)
ds
[2H+(s)] 12
for ξ > 0, (2.7)
ξ =
ρj (0−)∫
j
ds
[2H−(s)] 12
for ξ < 0. (2.8)
ρ (ξ)
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dρj (0+)
dξ
= −[2H+(ρj (0+))] 12 , dρj (0−)dξ = −
[
2H−
(
ρj (0−))] 12 .
Together with (2.6), we get the equation
H+
(
ρj (0+))= H−(F (b(x¯+))− F (b(x¯−))+ ρj (0+)),
or equivalently,
ρj (0+)∫
0
(
G
[
s + F (b(x¯+))]− b(x¯+))ds =
ρj (0−)∫
0
(
G
[
s + F (b(x¯−))]− b(x¯−))ds.
By changes of variables and using again (2.6), we obtain the expressions:
ρj (0+) = 1
b(x¯−)− b(x¯+)
F (b(x¯−))∫
F(b(x¯+))
(
b(x¯ − 0)− G(s))ds (2.9)
and
ρj (0−) = 1
b(x¯−)− b(x¯+)
F (b(x¯−))∫
F(b(x¯+))
(
b(x¯ + 0)− G(s))ds, (2.10)
which are Dirichlet boundary conditions for the junction layers.
Conversely, if ρj (0±) is given by (2.9)–(2.10), then it is easy to see that (2.6) is satisfied. This means that the
transmission conditions (2.6) are equivalent to the Dirichlet boundary conditions (2.9)–(2.10) and the junction layer
problem (2.3)–(2.6) has a unique solution if and only if ρj (0±) is given by (2.9)–(2.10). Further computations show
that
F
(
b(x¯+))+ ρj (0+) = F (b(x¯−))+ ρj (0−) = 1
b(x¯−)− b(x¯+)
b(x¯−)∫
b(x¯+)
F (s)ds ∈ [F(n),F (n¯)].
Since ρj is strictly decreasing in both (−∞,0) and (0,+∞), together with ρj (±∞) = 0, we deduce that F(b(x¯±))+
ρj (ξ) ∈ [F(n),F (n¯)] for ξ ∈ (−∞,0) and ξ ∈ (0,+∞), respectively. Hence, G(F(b(x¯±))+ ρj (ξ)) and Eqs. (2.3)–
(2.4) are well defined.
Thus, the junction layer problem is equivalent to two boundary layer problems, which are Eqs. (2.3)–(2.4) with
the corresponding Dirichlet boundary conditions (2.9)–(2.10) and the decay conditions (2.5). These two problems can
be solved independently in (−∞,0) and (0,+∞). Finally, applying results in [4,7] to the problems we obtain the
following lemma.
Lemma 2.1. Under the assumptions of Theorem 1.1 and the hypotheses (H3)–(H4), the junction layer problem (2.3)–
(2.6) admits a unique piecewise smooth solution ρj (ξ) with only one discontinuity at ξ = 0 and satisfying∣∣ρj (ξ)∣∣, ∣∣(ρj )′(ξ)∣∣ B1∣∣ρj (0+)∣∣e−B2ξ , ∀ξ ∈ (0,+∞),∣∣ρj (ξ)∣∣, ∣∣(ρj )′(ξ)∣∣ B3∣∣ρj (0−)∣∣eB4ξ , ∀ξ ∈ (−∞,0),
where B1 > 0, B2 > 0, B3 > 0 and B4 > 0 are constants independent of λ.
3. Uniform convergence of the limit λ→ 0
The goal of this section is to justify the quasi-neutral limit λ → 0 of Eqs. (1.5)–(1.6). Precisely, we prove the
existence of a piecewise function njλ which decay exponentially in [0, x¯)∩ (x¯,1] as λ → 0, such that∥∥nλ − (b + njλ)∥∥C0([0,1]) = O(λ).
This implies the strong convergence of nλ to b as λ → 0.
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ξ = 0) satisfying
a′(0+)+ d
dx
F
(
b(x¯+))= a′(0−)+ d
dx
F
(
b(x¯−)). (3.1)
Suppose furthermore a is bounded and its first and second order derivatives are both piecewise bounded functions.
We define rλ by
ρλ(x) = F(b)+ ρj (ξ)+ λa(ξ)+ λrλ(x), where ξ = x − x¯
λ
.
Then, the existence of a solution ρλ to problem (2.1)–(2.2) is equivalent to the existence of the solution rλ to the
following problem
−λ2 d
2rλ
dx2
− λ2jg′(F(b) + ρj + λa + λrλ)drλdx
+ 1
λ
[
G
(
F(b) + ρj + λa + λrλ
)−G(F(b) + ρj + λa)]= f (x,λ, rλ), (3.2)
rλ(0) = −1
λ
ρj
(
− x¯
λ
)
− a
(
− x¯
λ
)
, rλ(1) = −1
λ
ρj
(
1 − x¯
λ
)
+ a
(
1 − x¯
λ
)
, (3.3)
where
f (x,λ, rλ) = λ d
2
dx2
(
F(b) + λa)+ λjg′(F(b) + ρj + λa + λrλ)d(F (b) + ρj + λa)dx
+ λd
2ρj
dx2
− 1
λ
[
G
(
F(b) + ρj + λa)−G(F(b))]. (3.4)
Noting (2.6) and (3.1), we get F(b) + ρj + λa ∈ W 2,+∞(0,1). Therefore, ρλ ∈ W 2,∞(0,1) implies that rλ ∈
W 2,∞(0,1). In particular,
rλ(x¯+) = rλ(x¯−), r ′λ(x¯+) = r ′λ(x¯−).
By Lemma 2.1 and the choice of the continuous function a, rλ(0) and rλ(1) are well defined and uniformly bounded
with respect to λ.
For x ∈ (0, x¯), by hypothesis (H3) we have
d
dx
(
F
(
b(x)
)+ λa(ξ))= F ′(b)db
dx
+ a′(ξ)
and
d2
dx2
(
F
(
b(x)
)+ λa(ξ))= F ′′(b)(db
dx
)2
+ F ′(b)d
2b
dx2
+ 1
λ
a′′(ξ).
It follows from the choice of a that λ(F (b) + λa) is uniformly bounded in W 2,∞(0, x¯) with respect to λ. Similarly,
λ(F (b)+ λa) is uniformly bounded in W 2,∞(x¯,1) with respect to λ. Set
q
(
x,ρj
)= G(F (b(x))+ ρj )−G(F (b(x))) for x ∈ [0, x¯)∪ (x¯,1].
Then we conclude from the junction layer Eqs. (2.3)–(2.4) that
f1(x,λ) := λd
2ρj
dx2
− 1
λ
[
G
(
F(b)+ ρj + λa)− G(F(b))]
= 1
λ
[
q
(
x¯, ρj
(
x − x¯
λ
))
− q
(
x,ρj
(
x − x¯
λ
)
+ λa
(
x − x¯
λ
))]
, x ∈ [0, x¯)∪ (x¯,1].
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f1(x,λ) = −x − x¯
λ
∂xq
(
θ1(x − x¯), ρj
(
x − x¯
λ
))
− a
(
x − x¯
λ
)
∂ρq
(
x, θ2λa
(
x − x¯
λ
))
= −x − x¯
λ
ρj
(
x − x¯
λ
)
∂x∂ρq
(
θ1(x − x¯), θ3ρj
(
x − x¯
λ
))
− a
(
x − x¯
λ
)
∂ρq
(
x, θ2λa
(
x − x¯
λ
))
,
where 0 θ1, θ2, θ3  1. By Lemma 2.1, ξ = x−x¯λ → ξρj (ξ) is a bounded function, using again the choice of a and
the hypothesis (H3), it is easy to see that f1(x,λ) is uniformly bounded with respect to λ in (0,1).
If rλ is uniformly bounded with respect to λ in C0([0,1]), then we have∥∥ρλ − (F(b) + ρj )∥∥C0([0,1]) = O(λ). (3.5)
Lemma 3.1. Let the hypotheses (H1)–(H4) hold and j be sufficiently small. Then the problem (3.2)–(3.3) admits a
unique smooth solution rλ. In addition, there exist constants λ0 > 0 and M1 > 0 independent of λ such that for any
λ ∈ (0, λ0] it holds
‖rλ‖C0([0,1]) M1. (3.6)
Proof. Similar to that in Peng and Wang [10], we use the Schauder fixed point theorem to establish the estimate
(3.6) and the existence of the solution rλ. For this propose, let C > 0 be a positive constant, independent of λ, to be
determined later and
E = {σ ∈ C0([0,1]), ‖σ‖C0[0,1]  C}.
For σ ∈ E, we define the application T on E by rλ = T (σ ), where rλ solves
−λ2 d
2rλ
dx2
− λ2jg′(F(b) + ρj + λa + rσ )drλ
dx
+ rλ
1∫
0
G′
(
F(b)+ ρj + λa + yλσ )dy = f (x,λ,σ ) (3.7)
and the boundary condition (3.3). If |j | < jm, by Lemma 2.1, for sufficiently small λ, F(b)+ρj +λa+λσ still lies in
the definition domain of G. Since G is strictly increasing, for y ∈ [0,1] and sufficiently small λ, we have yλσ = O(λ),
so that there exist M2 > 0 and M3 > 0 independent of λ and σ such that for all y ∈ (0,1) it holds
M2 G′
(
F(b) + ρj + λa + yλσ )M3. (3.8)
Note that the constants M2 and M3 can be chosen independently of C. In fact, for any given C and sufficiently small λ,
we have λC = O(λ). Noting Lemma 2.1, (3.4) and the facts that λ(F (b) + λa) is uniformly bounded with respect
to λ in W 2,∞(0,1) and λ d(F (b)+ρ
j+λa)
dx is uniformly bounded with respect to λ, it is easy to see that f (x,λ,σ ) is
uniformly bounded with respect to λ,σ and C. Since rλ(0) and rλ(1) are bounded, we apply the maximal principle to
problem (3.3) and (3.7) to obtain
‖rλ‖C0([0,1]) M1,
where M1 is a positive constant independent of λ, σ and C. Thus, we may take C = M1, which implies that T is a
map from E to itself. As long as |j | < jm, the linear problem (3.3) and (3.7) admits a unique solution rλ ∈ H 1(0,1).
Define zλ = rλ − rλ(0)(1 − x) − rλ(1)x. It satisfies zλ(0) = zλ(1) = 0 and the equation similar to (3.7), in which
the right-hand side is replaced by
f2(x,λ,σ ) := f (x,λ,σ ) + λ2 j
(
rλ(1)− rλ(0)
)
g′
(
F(b) + ρj + λa + λσ )
− (rλ(0)+ (rλ(1)− rλ(0))x)
1∫
0
G′
(
F(b)+ ρj + λa + yλσ )dy.
Multiplying the equation for zλ by zλ and integrating it over (0,1), we obtain
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1∫
0
∣∣∣∣dzλdx
∣∣∣∣
2
dx − λ2j
1∫
0
g′
(
F(b) + ρj + λa + λσ ) dzλ
dx
dx
+
1∫
0
1∫
0
G′
(
F(b) + ρj + λa + yλσ )dy z2λ dx =
1∫
0
f2(x,λ,σ )zλ dx.
By (3.8) and the fact that g′(F (b) + ρj + λa + λσ) and f2(x,λ,σ ) are both uniformly bounded with respect to
λ and σ , it follows from the Cauchy–Schwarz inequality that, for λ sufficiently small, the H 1(0,1) bound of zλ is
independent of σ . So is rλ. Since the embedding H 1(0,1) ↪→ C0[0,1] is compact, T is a compact embedding from E
to E. The continuity of T is easily obtained, then the Schauder fixed point theorem implies the existence of a solution
rλ to problem (3.3) and (3.7). The solution satisfies (3.6). The proof of uniqueness is given in [3]. 
A direct consequence of Lemma 3.1 is the uniform estimate (3.5). Furthermore, we have the following uniform
error estimates.
Theorem 3.1. Let the assumptions of Lemma 3.1 hold and nλ be the unique solution of the problem (1.5)–(1.6). Then
there exist a function njλ and a constant M4 > 0 independent of λ such that∣∣njλ(x)∣∣M4∣∣ρj (0+)∣∣e−B2(x−x¯)λ , ∀x ∈ (x¯,1], (3.9)∣∣njλ(x)∣∣M4∣∣ρj (0−)∣∣e B4(x−x¯)λ , ∀x ∈ [0, x¯), (3.10)
and ∥∥nλ − b − njλ∥∥C0([0,1]) = O(λ) as λ → 0. (3.11)
Moreover,∥∥φλ − φ − ρj∥∥C0([0,1]) = O(λ) as λ → 0, (3.12)
where ρj is determined by (2.3)–(2.6) and
φ(x) = φ0 + F
(
b(x)
)− F(n0)+
x∫
0
j
b(y)
dy. (3.13)
Proof. Since ρλ = F(nλ) = F(b)+ ρj + λa + λrλ and
F(nλ)− F(b) = (nλ − b)
1∫
0
F ′
(
b + y(nλ − b)
)
dy,
from (3.6) and the choice of a, we may take
n
j
λ(x) =
( 1∫
0
F ′
(
b + y(nλ − b)
)
dy
)−1
ρj
(
x − x¯
λ
)
.
Then, it is easy to show (3.9)–(3.11).
Finally, from the definition of rλ, we have
φλ(x) − φ(x) − ρj
(
x − x¯
λ
)
= F (nλ(x))− F (b(x))− ρj
(
x − x¯
λ
)
+ j
x∫
0
(
1
nλ(y)
− 1
b(y)
)
dy
=
(
ρλ(x)− F
(
b(x)
)− ρj(x − x¯
λ
))
− j
x∫
0
nλ(y)− b(y)
nλ(y)b(y)
dy.
Thus, the estimate (3.12) follows from (3.5) and (3.9)–(3.11). This completes the proof of Theorem 3.1. 
448 Y.-J. Peng, Y.-F. Yang / J. Math. Anal. Appl. 344 (2008) 440–448Remark 3.1. From Lemma 2.1 and the estimates (3.9)–(3.11), it is easy to deduce that
nλ → n, φλ → φ as λ → 0,
in Ls(0,1) strongly for all s ∈ [1,+∞), where n = b and φ is given by (3.13).
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