MULTIPLE MARKOVIAN PROPERTY
{E(X(t n )\F x (t 0 ));l < n < N} is linearly independent and {E(X(t n ) | F x (t Q )) 1 < n < N + 1} is linearly dependent.
It is shown in [3] that, if X has the Λf-ple Markovian property in the sense of T. Hida, X has a rational spectral density of degree 2N.
In this paper we shall consider the case where X has the iV-ple Markovian property in the broad sense.
In § 2 we shall give a formula for the canonical representation kernel of our process X (Theorem 2.1). In the proof of Theorem 2.1 we shall use Theorem 8.1 in [6] , which gives a formula for the canonical representation kernel of process X having the Markovian property. By the Markovian property we mean that X satisfies Fχ f~( t) = dF x (t) for any teR ( [5] , [6] ).
In § 3 we shall construct an JV-dimensional stationary Gaussian process X = (X(t) teR) satisfying (1.1) {the n-th component of X(t) 1 < n < N} is lineary independent in M and (
1.2) Fjf-(t) = Fi'-(t) = (7(I(ί)) for any t eR (Theorems 3.2 (ii) and 3.3). We can give an expression of the linear predictor of X(t) (t > 0) using the past F x (0) in terms of the process & (Theorem 3.2 (i)
). The relation (1.2) implies that X has a simple Markovian property.
In §4 we shall investigate the structure of X from the point of view of Markov processes, and show that a Markov process (X(t), P( \X(0) = x); t > 0, xeR N ) is a recurrent Gaussian diffusion process with transition probability density and has a unique invariant measure (Theorem 4.3).
We shall prove in § 5 that the 2V-dimensional stationary Gaussian process X satisfying (1.1) and (1.2) is unique up to multiplicative nonsingular N x IV-matirices (Theorem 5.1).
In § 6 we shall define a nonsingular N X JV-matrix T and an associated Λf-dimensional stationary Gaussian process <3ί = (<&(t) teR)) = (!F-ι X(t) teR). We note that the matrix T can be definitely expressed in terms of the spectral density of X. Then we shall prove that the 2V-th component process of <3f (=Y) has the iV-ple Markovian property in the narrow sense and satisfies (1.3) fS>-(ί) = Fp~(t) = dF γ (t) (t e R) (Theorem 6.2). We can also give an alternative expression of the linear predictor of X(t) (ί > 0) using the past F X (O) in terms of the process & (Theorem 6.3 (i)). Finally in §7 we shall give three applications of our results. At first we shall characterize the Markovian property of stationary Gaussian processes from the point of view of representations and then give a necessary and sufficient condition for the 2V-ple Markovian property in the sense of T. Hida (Theorems 7.1 and 7.2). Next we shall characterize the linear predictor of X(t) (ί > 0) using the past F x (0) as a unique solution of an initial value problem of a differential equation, which is derived from the spectral density of X. As the third application, we shall give an expression of nonlinear predictors of X(t) (t > 0) using the past F x (0) in terms of the Gaussian diffusion process (#"(ί), P( |#(0) = x); t > 0, xeR N ) defined in §4 (Theorem 7.4). § 2. Rational weights
Let N be a positive integer and let Δ = A(λ) be a rational function of degree 22V which is nonnegative, symmetric and integrable. Then we have the following decomposition: where V s denotes the set of zero points of a polynomial S. Such a decomposition is unique up to multiplicative constants of absolute one. 2.1. We denote by F the Fourier transform of the reciprocal of a function P(-) in (2.1):
It is easy to see that F = 0 in (-oo,0) and
• By Lemmas 8. 5, 8.6 (ii) and Proposition 8.1 in [6] we have
We define for any n e {0,1,
lo (t < o).
In particular we have 
Furthermore it follows from Theorem 8.1 in [6] that LEMMA 2.3. For any se(-oo,0), t e (0, oo) and ne{0,
By using Lemmas 2.1 (i), 2.2 (i) and 2.2 (iii), we can show LEMMA 2.4. n m) (0+) = (-1)"^. (0 < m,w < Λ^ -1).
Next we shall prove LEMMA 2.5. Γλere exist N positive numbers ί 0 < ί, < < ί # 0.
Proof. Assume that det (F <m) (t n )) = 0 for any N positive numbers ί 0 < t x < < t N _ λ . Differentiating it n times with respect to t n for each n e {0,1, •, N -1} and then letting ί 0 < ί t < < ί Λr _ 1 tend to zero, we see from Lemma 2.1 (i) that Proof. We decompose P(s) = d x ΠS U TO + is), where d x is a constant and ReΛ n > 0 (0 < n < N -1). Denoting by / n the Fourier transform of (λ n -i>y ι (0<n<N -1), we find that f n {t) = 2ττ(Re {λ n )y ι e-^(t > 0), f n (t) = 0 (ί < 0) and F -d 2 fQ*f x * */ iV _ 1 with some constant d 2 -At first we assume that (ii) holds and so λ n e R (0 < n < N -1). We define N + 1 functions τ; n in ^((0, oo)) (0 < n < N) by
Jo Jo Jo
It may be easily seen that P(-A\G U = 0 in (0, oo) (1 < n < iV). Sincê π ? s are positive, we can apply (II, 30) in [3] to get that det (G m (t n )) Φ 0 for any N positive numbers ί 0 < ί x < < t N _ λ . Since Pi )F n -0 \ i dt) in (0, oo) (0 < n < N -1), we see from Lemma 2.1 (iii) that there exists a nonsingular iV x 2V-matrix C satisfying (F lm) (t n )) -C(G m (t n )) and so (i) holds. Next let's assume that (ii) does not hold. Since P(X) = P(-X) (λeR), we then may assume and do that λ Q &R and λ x --λ Q . By an easy calculation it is shown that / = / 0 */i is equal to d 3 
lθ (t < 0) .
In particular we see from (2.4) and (2.6) that
Immediately from Lemma 2.3 and (2.7) we have THEOREM 2.1. For any se(-oo,0), ie(0,oo) and we{0,1,
Moreover it follows from Lemmas 2.2 (iii) and 2.4 that
Finally we shall prove LEMMA 2.8. {E n : 0 < n < N -1} ίs linearly independent in L\R).
= 0. We then see from (2.7) that θ(i-VΣ»-o 1 α»*\») -0 in R -{0} \ i dtJ in the sense of distributions. Therefore, there exists a polynomial Q 1
% dt) \ % dt) Fourier transform of both sides, we find that Q(-λ)Q^ξ~o a n F n (X)) = Qά-λ) (λeR).
Hence we see from (2.1) that Q 2 = 0 and so Q t = 0. This implies that Σ S^Λ = 0 and so a n = 0 (0 < n < N -1) by Lemma 2.2 (iv). Thus we have proved Lemma 2.8.
Q.E.D. §3.
F^-it) (I)
In the sequel we shall consider a real stationary Gaussian process X =z (X(t); teR) having the spectral density Δ of the form (2.1). We assume that X has expectation zero. Since P(r )~ιQ(-) is an outer function of the Hardy weight Δ, we get from (2.5) the following canonical representation:
J -oo
where (B(t) teR) is a standard Brownian motion satisfying
Using U-ίunctions E n in (2.7) we define random variables X n (t) (t 6 R, 0 < n < N -1) by
and then an iV-dimensional stationary Gaussian process X -(^"(ί) t e R) by
Particularly we see from (2.8) that
We define an N x N-matrix A and an N-vector b by 
where a n -c n c£ (0 < n < N).
In the same way as Theorem 9.1 in [6] we can show from (2.8) and Lemma 2.7 that
J s

In particular &(t) is continuous in teR.
Noting ( 
(ii) {X n (t) 0 < n < N -1} is linearly independent in M for any teR.
We define for any teR an N x iV-matrix A(t) ~ (A(t) mn ) by N-m-l
Then we shall show Differentiating both sides at t -0, we find that A = A. Thus we have proved Lemma 3.1.
Proof. By Theorem 2.1 (ii) we have (i). We particularly see from Lemma 2.8 that A(s + t) = A(s)A(t) (s > 0, t > 0). Since A(t) is contin
(Q.E.D.) In the same way as in the case of X, we shall consider the past fields F;(ί), the future fields F+(t) and the splitting fields Fi'-(i)(tei?) associated with & (Definition 9.1 in [6] ). We then see from (3.2), (3.3) and (3.4) that (3.8)
F-χ (t) = Fχ(t) (teR).
Now we shall prove the following main theorem.
Proof. By virtue of Lemma 2.5, we see from Theorem 3.2 that M +/~{ t) is equal to the closed linear hull of {X n (t); 0<n< N-l}(ί eR). This implies by Lemma 2.1 (iii) in [6] that F$f-(t) = σ(3T(t)) for any ί ei?. It is clear that σ(&(t)) c F;(ί) Π FJ(t) c Fί'-(ί) since ^(t) is continuous in ίei?. On the other hand, it follows from Lemma 3.1 that, for any teR and any h > 0,
are independent of Fί(ί) for any ί e i? by (3.2) 
and (3.8), we can see that F#(t) is independent of F£(t) under the condition that σ(&(f)) is known, and so that F^'it) c σ(S£(jb)). Thus we have proved Theorem 3.3. (Q.E.D.) § 4. A Gaussian diffusion process
From Theorem 3.3 we find that a Gaussian process (#"(ί),P( \&(0) = x) ί > 0, x e R N ) has the usual Markovian property. In this section we shall investigate several properties of such a Gaussian Markov process.
By (3.2) and Lemma 3.1 we have
We denote by μ(t, x) and R(t, x) the mean vector and the covariance matrix, respectively, under the condition that 3Γ(0) = x (t > 0, x e 2?^):
It then follows from Lemma 4.1 that
R(t, x) =
We shall prove
As an application of Theorem 4.1 we find that R(t) is a positive definite matrix for each t > 0. Before the proof of Theorem 4.1, we shall prepare several lemmas. 
Hence, it follows from (2.2) that S(X)Q(λ) = Q 1 (λ)P(λ) (λe R). i dt/
Since S is a polynomial of at most degree N -1, this implies by (2.1) that S = 0 and so a n = 0 (0 < n < N -1 
Multiplying it by (-1)^ and then summing up with respect to £, we get and so a n = 0 (0 < n < N -1) 
to get several properties of the Gaussian Markov process (#*(ί),P( | «3Γ(0) -x); t > 0,xeR N ).
It is easy to see from (4.1) that the covariance matrices R(t) it > 0) are positive definite. Therefore it follows from (4.1) that the Gaussian Markov process (^(ί),P( |#(0) = x) t > 0,xeR N ) has a transition probability density P(t,x,y); (Pmt) e dy I #(0) = x) = P{t, x, y)dy ,
\P(t,x,y) = (2π)-
Since b is not zero, it follows from Theorem 3.1 that From Theorem 4.1 we find that this differential operator ^ is hypoelliptic ( [4] ).
It is easy to see from (2.1) and (3.6) that the characteristic equation of the matrix A is equal to (-l) N CχΨ(i-ι λ):
This particulary implies that the real part of all eigenvalues of A is negative. Noting this fact and applying Theorems 4.1, 6.1 and 7.1 in [2] to our Gaussian diffusion process, we have In this section we shall show the next theorem about the uniqueness of such a process. THEOREM 
For any N-dimensional stationary Gaussian process <8f = {%/(t)\ teR) satisfying (5.1), (5.2) and (5.3), there uniquely exists a constant nonsingular N x N-matrix T such that %/(t) = T&(t) for any teR.
Before proving this theorem, we shall prepare three lemmas. We define for any t e R an N x iV-matrix K%(t) by 
(t) satisfying <&(f) = T(t)&(t) (t e R). For any s and t e R, s < t, we define an N x ΛΓ-matrix C(t, s) by
C(t,s) = T(t)
C(t -s)T(0)KMT(0r = T(t)e«~s )A KMT(s)* (s < t) .
Combining 
It follows from Theorem 3.2 (i) that the n + 1-th component of $/(t) is equal to E(X(t + t n ) I F~x(t)) (t e R, 0 < n < N -1). §6. FJ/-(t) (ΠI)
Using the L 2 -function F in (2.2) and the Brownian motion B in (3.1), we define a real stationary Gaussian process Y -(Y(t) teR) such that
It is easy to see that this representation is canonical and Y has the Nple Markovian property in the narrow sense. Since Q is a polynomial of at most degree N -1, we see from Lemma 2.1 (i), (2.6) and (3.1) that
Now we define an N x iV-matrix T by We denote by Y n {t) the n + 1-th component of <&{$) (0 < n < N -l,te R). By (2.3), (3.3), (3.7), Lemma 3.1 (ii) and 4.1 (i), we can show that (6.7) and (6.8) 
Noting (3.6) we can show from (6.6), (6.9) and Theorem 6.1 (i) that
for any open set D in R and (6.12) Fp~(t) = dF γ {t) for any teR .
Therefore, combining these with Theorem 3.3, we get
Finally we shall give an alternative expression of the linear predictor by using the process <&. 
(ii) {Y n (t) 0 < n < N -1} is linearly independent in M for any teR.
Proof. By Theorem 3.2 (i) and (6.6) we have (ii). It follows from Theorem 2.1 (i) and Lemma 4.1 (i) that
Differentiating both sides n times at s = 0, we get
Therefore, by Theorem 3.2 (i) and (6.6), we obtain (i).
(Q.E.D.) § 7. Applications 7.1. Markovian property.
At first we shall characterize the Markovian property of stationary Gaussian processes from the point of view of representations. In [6] we have proved THEOREM 7.1. ( [6] ) In order that a real mean continuous, purely nondeterminίstic stationary Gaussian process X has the Markovian property :
it is a necessary and sufficient condition that there exists a canonical representation (^/2π~ιE(t),B(t)) possesίng
for any open set D in R .
We shall give another proof of Theorem 7.1 in case X has a rational spectral density Δ of the form (2.1). Now let's assume (7.2). It then follows from (3.5), (3.6) and Theorem 3.1 that #(ί) is dF x (£)-measurable for any teR.
Therefore, by Theorem 3.2 (i), we find that E(X(u)\F x (t)) is dF x (£)-measurable it < u) and so that (7.1) holds. Conversely let's assume (7.1). It then follows from Lemma 2.5 and Theorem 3.2 (i) that &(t) is dF x (£)-measurable for any teR.
Therefore, by (3.6) and Theorem 3.1, we obtain (7.2) since b is not zero.
(Q.E.D.) Next we shall characterize the JV-ple Markovian property in the sense of T. Hida ([31 We shall characterize the linear predictor using the past as a unique solution of an initial value problem. We define an N x 2V-matrix D = ). There-\ i dt) fore, by Theorem 6.3 (i), we have (7.5). It is clear that Z( 9 ω) is a unique solution of (7.5), because P is a polynomial of degree JV.
(Q.E.D.)
Remark 7.1. By Theorem 6.3 (ii) we note that {(D® r (0)) n 0 < n < N -1} is linearly independent. 7.3. Nonlinear prediction.
As the last application, we shall give an expression of nonlinear predictors of X(t) using the past Fί(0) in terms of the transition probability density P(t,x,y) of the Gaussian diffusion process (^(t),P( | #"(()) = x); t > 0,xeR N ).
Immediately from (3.5), Theorem 3.3 and (4,2) we have 
