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Abstract: Consistent constructive generalization of the introduced recently in [1–8] rela-
tivistic covariant wave packet is deduced on the grounds of general principles of quantum
field theory with careful extension to the higher spins. This state is uniquely defined as
a so called interpolating state, which has the both correct limits to the states localized in
momentum space and/or in coordinate space. The wave packet is unambiguously deter-
mined by analytical properties of Wightman function in complex coordinate space, defining
a representation of nonhomogeneous complex Lorentz group. It is shown how this analyti-
cal continuation in coordinate space specifies a universal way to wave-packet construction
for massive particles with arbitrary spin. It appears as only possible careful and natural
relativistic generalization of non relativistic Gaussian wave packet but contains covariant
particle (antiparticle) states only with positive (negative) energy sign and propagates with-
out their mixing and without changing of its relativistically invariant width. Its specific
simultaneous zero-mass and zero-width limit naturally reduces this packet from 3+1 to
1+1 space-time dimensions, leading to wave packet on the light cone with a one-parametric
freedom. Within intermediate wave-packet approach to the neutrino oscillation phenomena
the respectively generalized expression for two-flavor oscillations of leptonic charge of elec-
tronic neutrino is given. For diagrammatic treatment of oscillation with the use of these
wave packets a covariant meaning of “pole integration” [34, 35] is elucidated with the help
of Huygens’ principle in terms of the reduced to mass shell composite wave functions closely
related to overlap functions for the neutrino creation/detection processes. Their introduc-
tion resolves the problems with causality and with covariant equal time prescription. These
functions are explicitly calculated for two-packet case. Theirs various exact, approximating,
asymptotic and limiting expressions are obtained and investigated. The correspondence of
their asymptotic behaviour with the narrow-width approximation of one-packet state and
with asymptotic of oscillation amplitude is established.
Keywords: neutrino oscillation, covariant wave packet with spin, composite wave func-
tion, wave packet on the light cone.
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1 Introduction
The concept of a wave packet permeates the entire construction of modern quantum me-
chanics (QM) and quantum field theory (QFT) [1–29]. It plays a central role in achieving
their mathematical rigor and provide their interpretation in terms of particles. Wave pack-
ets are necessary to obtain the weak asymptotic conditions for the in- and out- asymptotic
fields, as well as for the respective asymptotic states, and for the use of LSZ formalism
[11–29]. The dominant paradigm governing the use of this concept came out from optics
[30], in fact dealing with the wave packets for massless particles with infinite Compton wave
length λ = ~/(mc) only. Thus it declares the arbitrariness of amplitude of profile function
– 1 –
of wave packet in the suitable functional space L2(R3),S(R3), etc. For the massive case
this is also enough for mathematical rigor [19–24] but it is not enough for consistent physical
interpretation [1–8].
Indeed, the local nature of the basic quantum-field interactions, jointly with the hy-
pothesis about their adiabatic switching on and switching off, allows in a final version of
the asymptotic formalism of S- matrix for these interactions to replace wave packets of
asymptotic states by the plane waves that are elements of equipped Hilbert space [19] for
given QFT. Having been successfully applied to description of the vast majority of phenom-
ena in particle physics [13–29], this formalism is not suitable for a consistent description of
the phenomenon of neutrino oscillations in vacuum [1–8, 31–47] and surely for their oscilla-
tions in matter. Being basically a manifestation of non trivial vacuum structure of QFT of
electro-weak interactions and the existence of non equivalent representations for its (anti)
commutation relations [44–47], this fact reflects also the inability of adiabatic "switching
off" the above mechanism of oscillations. Therefore, an attempt to describe this mechanism
on the language of ordinary S- matrix diagram technique requires to return the wave packet
into the theory, as a such basic element of that description, as the plane wave previously
was.
For example, trying to understand the neutrino oscillation [31–47], we face the problem
of construction a consistent relativistic analog of Gaussian wave packet [1–8], which in fact
corresponds to the drastically changed meaning of Heisenberg uncertainty conditions [14–
17, 30] in the relativistic QFT. Furthermore, it happens for some invariant parameter of
width σ this relativistic wave packet, unlike the non relativistic one, directly interpolates
between the covariant state with definite 4-momentum at σ → 0 and the covariant state with
definite 4-coordinate in relativistically covariant sense at σ →∞. The inevitable appearance
of two independent invariant dimensional parameters: mass m and width σ gives rise to
non trivial dimensionless function of their dimensionless combination τ ∼ (mc/σ),  > 0.
The aim of this paper is to demonstrate also, that up to this non trivial function in
normalization factor, the axioms of relativistic QFT unambiguously determine such inter-
polating relativistic covariant wave-packet state with positive mass for arbitrary spin, and
that the above mentioned limiting properties fix unambiguously the only important here
asymptotic behaviour of this dimensionless function in normalization factor. Whereas its
remaining ambiguity defines the form of averages corresponding to observables. Constancy
of invariant width σa is the evident merit of Lorentz covariant propagation. The physical
meaning of parameter τa for a- th particle is illuminating by special limit of the wave packet,
when σa → 0, ma → 0 with fixed τa. This limit leads to in fact 1+1 - dimension covariant
wave packet, propagating on the light cone.
The next section 2 reminds the properties of wave packets in quantum mechanic. In
section 3 the relativistic Lorentz covariant interpolating wave packet for massive (pseudo)
scalar field is constructed. Its connection with analytically continued Wightman function
for this field is shown. Its interpolating and limiting properties are demonstrated. Its
uniqueness is advocated, and its non spreading off shell approximation [1] in subsection 3.1
is discussed. In section 4 this construction is generalized onto the massive fields with spins
1/2 and spin 1. The general formulaes for averages corresponding to different observables
– 2 –
are justified. Unlike [1–7], our definition is based on the main principles of construction of
states with definite mass and definite spin as irreducible representation of extended Lorentz
group [27–29].
Sections 5 and 6 contain various applications of suggested wave packets to both the
treatments of neutrino oscillations, using intermediate wave packet and macroscopic di-
agrams. In section 5 an inconsistency of conventional “plane-wave” mixing relations with
general principles of QFT for these wave packets is elucidated. The respectively generalized
expression for two-flavor oscillations of leptonic charge of electronic neutrino is given.
In order to analyse the connection between the both approaches, in section 6, the
notion of composite wave function of the neutrino creation/detection {C/D} processes is
shown to be convenient and is closely related to respective overlap function [1, 34, 35]. It
is shown how their introduction resolves the problems with causality and covariant equal
time prescription. The scalar product of composite wave functions is uniquely defined in
accordance with Huygens’ principle. The respective overlap function is explicitly calculated
for two-packet case. Its narrow packet approximation is shown to be similar but not exactly
the same that was obtained in [1–7]. The well known procedure of “pole integration” [34,
35, 47] is related to respective pole approximation for the off shell composite wave function,
converting the latter to the on shell one. Their asymptotic behavior is found in expected
form, which is correlated with corresponding behavior of oscillation amplitude, as narrow-
width approximation for one-packet state [1–7, 41]. The exact integral representation of two-
packet-on-shell composite wave function as the linear superposition of one-packet functions
is given. Its various limiting expressions are obtained and their properties are studied.
The results are discussed in section 7. The conclusions are given in section 8. In
appendix A the plane-wave limit and non relativistic limit and zero-mass-width limit of
suggested wave packet are traced in some details. Some intermediate useful formulas and
definitions are collected in appendix B. In appendix C an explicit form of two-packet overlap
function is calculated, whose narrow-packet approximation is checked in appendix D.
2 Wave packets in quantum mechanics
As it is well known [9–12], the time in non relativistic quantum mechanics plays the role of
parameter. So, the both momentum- and coordinate- ket states make sense at any instant
of time t as formal eigenstates of three-dimensional momentum P- operator and coordinate
X- operator: P|k>= k|k>, <k | l>= δ3(k− l) and X|x>= x|x>, <x|y>= δ3(x− y),
with [Xn,Pl] = i~δnl. Then for any state |f> : X = x, P = Px = −i~∇x on the wave
function f(x) =<x|f > of its x -representation; and X = Xp = i~∇p, P = p on the wave
function f˜(p) =<p|f > of its p -representation, also at any instant of time t, regardless of
the Hamiltonian and the used non-relativistic quantum picture: Schrödinger, Heisenberg,
– 3 –
etc. [9, 10, 17]. Sinse for ~ = 1:∫
d3k|k><k| = I,
∫
d3x|x><x| = I, (2.1)
e−i(k·X) P ei(k·X) = P + k, ei(k·X)|p>= |p+ k>, (2.2)
ei(y·P) X e−i(y·P) = X + y, e−i(y·P)|x>= |x+ y>, (2.3)
or: < p|e−i(k·X)|f >= exp {−i (k ·Xp)} f˜(p) = f˜(p+ k), (2.4)
or: < x|ei(y·P)|f >= exp {i (y ·Px)} f(x) = f(x+ y), (2.5)
they are connected by direct and inverse 3- dimension Fourier transformation also at any
instant of time t as:
f(x) =
∫
d3k < x|k > f˜(k), f˜(k) =
∫
d3x < k|x > f(x), (2.6)
where: < x|k >= e
i(k·x)
(2pi)3/2
, and: < k|x >=< x|k >∗= e
−i(k·x)
(2pi)3/2
, (2.7)
is x -representation of the state |k > with definite momentum k, and vice versa [9–12]. For
Gaussian wave packet, which is localized in the domain σx around the point xa in coordinate
space and contains respectively the plane-wave modes |k > with k near momentum pa in the
domain σp = 1/σx, for ∆k = k−pa, ∆x = x−xa, f(x)⇒ Ψpa,xa,σ(x), f˜(k)⇒ Ψ˜pa,xa,σ(k),
with [9–12]:
Ψ˜pa,xa,σ(k) =< k|{pa,xa, σ}>=
(
1
piσ2p
)3/4
exp
[
− (∆k)
2
2σ2p
− i(∆k·xa)
]
, (2.8)
Ψpa,xa,σ(x) =< x|{pa,xa, σ}>= ei(pa·xa)
(
1
piσ2x
)3/4
exp
[
− (∆x)
2
2σ2x
+ i(∆x·pa)
]
, (2.9)
these wave functions (2.8), (2.9) define the same wave packet state |{pa,xa, σ}>, normalized
to unity < {pa,xa, σ}|{pa,xa, σ} >= 1 in fact for arbitrary initial instant ta (A.28) at
instant t = ta. The both its limits onto above eigenstates make sense also for arbitrary
instant ta:(
2σp
√
pi
)−3/2 |{pa,xa, σ}>−→ |pa>, for σp → 0, (σx →∞), (2.10)(
2σx
√
pi
)−3/2 |{pa,xa, σ}>−→ exp{i(pa ·xa)}|xa>, σx → 0 (σp →∞), (2.11)
also regardless the Hamiltonian and the quantum picture under consideration. The further
fate of the initial state (2.8), (2.9 at t > ta surely depends on the Hamiltonian. For the
harmonic oscillator this wave packet propagates without spreading in coordinate space,
while for the non relativistic free one p2/(2m) it spreads with time with the effective width
σ2x(t) = σ
2
x + t
2σ2p/m
2 [4, 9–12].
As it is well known, the Gaussian wave packet (2.8), (2.9) minimizes the Heisenberg
uncertainty condition [9, 10]. Nevertheless this profile of wave packet is not the unique
possible one as in the non-relativistic quantum mechanics [11, 12] as well in optics [30]:
1
3
〈〈(∆P)2〉〉
f˜
1
3
〈〈(∆X)2〉〉f >
~2
9
〈〈(∆k)2〉〉
Ψ˜
〈〈(∆x)2〉〉Ψ =
~2
4
σ2pσ
2
x =
~2
4
. (2.12)
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In the next sections is shown how the axioms of relativistic QFT up to non trivial normal-
ization factor unambiguously determine a relativistically covariant wave packet state for
arbitrary spin. It has the limiting properties similar (2.10), (2.11), and in non-relativistic
limit it recasts exactly into the Gaussian wave packet (2.8), (2.9) regardless of the remained
ambiguities.
3 Relativistic wave packet. Scalar field.
A free real massive quantum scalar field ϕ(x), for xν = (x0,x), x0 = ct, kµ = (k0,−k)
satisfying Klein-Gordon (KG) equation of motion has the form [14–26]:
ϕ(x) =
∫
d3k
(2pi)32k0
(
akfk(x) + a
†
kf
∗
k (x)
)
, (3.1)
(∂2 +m2)ϕ(x) = 0, (∂2 +m2)fk(x) = 0, ak|0〉 = 0, a†k|0〉 = |k〉, (3.2)
where: k0 =
Ek
c
= +
√
k2 + (mc)2 7−→ +
√
k2 +m2 = Ek > 0, (3.3)
with:
mc
~
≡ 1
λ
7−→ mc 7−→ m, for ~ 7−→ 1, and c 7−→ 1. (3.4)
The creation operator a†k creates a state with definite momentum |k〉 (3.2) by acting on
vacuum state |0〉 and obeys the commutation relation with annihilation operator ak:[
aq, a
†
k
]
= 〈q|k〉 = (2pi)32k0δ3(k− q), whence: (3.5)
〈0|ϕ(x)|k〉 = fk(x) = e−i(kx) 7→ 〈x|k〉, (3.6)
〈k|ϕ(x)|0〉 = f∗k (x) = f−k(x) = ei(kx) 7→ 〈k|x〉, (3.7)
for (kx) = kνxν is a plane-wave solution to KG equation (3.2) and represents by definition
[14–26] the coordinate wave function of state with the definite mass m, momentum k and
energy ck0 = Ek. The state |k〉 (3.2) differs from the states |k> of (2.1), (2.2), (2.7) not
only by its Lorentz invariant normalization condition (3.5) but also by its meaning [16, 35],
because:
|k〉 = (2pi)3/2
√
2k0 |k>, k0 = Ek/c > 0, and: (3.8)∫
d3k |k〉〈k|
(2pi)32k0
=I1, now is the one-particle completeness only. (3.9)
The well known inability in relativistic QFT to localize only one particle at a space domain
and time interval, respectively less than λ = ~/(mc) and λ/c = ~/(mc2), makes meaningless
also the non covariant states |x>, |k> of (2.1), (2.7) for any instant of time t = x0/c as
well as corresponding definition of non covariant packet state (2.8) – (2.11), and gives
no chances to define a covariant self-adjoint operator of four-dimensional position for this
particle [14–29].
The relativistic generalization of self-adjoint three-dimensional position operator [15–
19] X̂p = i~
√
Ep∇p(
√
Ep)
−1 only for t = 0 has 〈p|y>= √2Ep e−i(p·y) as eigenfunction
with eigenvalue y: X̂p〈p|y >= y〈p|y >. In spite of validity of the same commutation
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relation with momentum operator [X̂n,Pl] = i~δnl, and the relations (2.2)–(2.5) with Xp 7→
X̂p for < p| 7→ 〈p|, and the Eq. (3.9) instead of (2.1), this operator loses the above
properties of completeness (2.1) and localization (2.6), as well as the orthogonality propertie
of functions (2.7) for its eigenfunctions 〈p|y> already at t = 0 [15, 18].
According to (3.6), in QFT the operator creating from the vacuum state |0〉 the covari-
ant one-particle state with definite 4-coordinate |x〉 = |x0,x〉, which is accepted as a state
of free particle localized in the 3-point x only at the instant x0 = 0 [15–18], is the operator
(3.1) of quantized free field itself, and by means of Eq. (3.9) one has (hereafter c = 1, where
it is possible):
ϕ(x)|0〉=
∫
d3k|k〉ei(kx)
(2pi)32k0
=
∫
d3k |k〉〈k|x〉
(2pi)32k0
= |x〉, k0 = Ek > 0, whence: (3.10)
|x〉 −→
x0→0
∫
d3k|k〉e−i(k·x)
(2pi)32k0
=
∫
d3k|k> e−i(k·x)
(2pi)3/2
√
2k0
= |0,x〉 6= |x>=
∫
d3k|k> e−i(k·x)
(2pi)3/2
, (3.11)
or: 〈p|x〉 = f∗p(x) = ei(px) −→
x0→0
〈p|0,x〉 = e−i(p·x) 6= 〈p|x>= √2Ep e−i(p·x). (3.12)
Only the covariant states in the l.h.s. of inequalities (3.11), (3.12), unlike the non covariant
ones in the r.h.s. [15–18], make a safe ground for construction of covariant wave-packet
states. Similarly (2.10), (2.11) for the packet (2.8), (2.9), the desired relativistic wave
packet |{pa, xa, σ}〉 has to interpolate between the covariant state |xa〉 (3.10) with definite
4-coordinate for some σ → ∞ and the covariant state |pa〉 (3.2), (3.8) with definite 4-
momentum for the σ → 0. So, its similar to (3.6) Lorentz covariant (invariant) wave
function in this coordinate-space representation due to conditions of translation symmetry,
for x = xa − x, looks like:
Fpaxa(x) ≡ 〈x|{pa, xa, σ}〉 = 〈0|ϕ(x)|{pa, xa, σ}〉 = e−i(pax)Φσ(pa, x− xa), or: (3.13)
Fpaxa(x) = 〈0|ϕ(x)|{pa, xa, σ}〉= e−i(paxa)ψσ(pa, xa − x), with: (3.14)
ψσ(pa, x) =
∫
d3k
(2pi)32Ek
φσ(k,pa) e
i(kx) =
∫
d4k
(2pi)3
φσ(k,pa) e
i(kx)θ(k0) δ(k2 −m2a), (3.15)
ψσ(pa, x) = e
i(pax)Φσ(pa,−x), |{pa, xa, σ}〉 =
∫
d3k |k〉
(2pi)32Ek
φσ(k,pa) e
i((k−pa)xa), (3.16)
where k0 = Ek, p0a = Epa , and the Lorentz invariant function ψσ(pa, xa − x) (3.14), unlike
the function Φσ(pa,−x), satisfies KG equation (3.2) relative to any of variables x, xa, x.
The scalar function φσ(k,pa) is to be determined as Lorentz-invariant due to invariance
of the measure in (3.15), (3.16). It depends on the invariants: σ = σa, m = ma, ζ2a , (kζa),
where the time-like for ma > 0 4-vector ζa(pa, σa) carries all the basic properties and
“particle-like” vector quantum numbers of the wave packet. Thus in general it has to be
a linear combination of the 4-momentum pa and the “4-spin” ŵa = ŝama
√
S(S + 1) of
wave packet1, that for p2a = m2a, (paŝa) = 0, ŝ2a = −1 fully characterize the relativistic
one-particle state in the rest frame by its mass pµ∗a = (ma,0) and by the axis of its spin
1Here the product of truth (polar) vectors (ŵaŝa) only parametrizes the eigenvalue of square of Pauli-
Lubanski pseudo vector operatorWµ of type (4.25), unlike the operator product (4.4a) below (see [26–28]).
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quantization ŝµ∗a = (0, ŝa) [28]:
ζa(pa, σa) = pag1(ma, σa) + ŵag2(ma, σa), ζ
2
a = m
2
a
[
g21 − S(S + 1)g22
]
, (3.17)
where ζ2a > 0, ζ0a > 0, if without loss of generality is imposed that ∀σ: g1(m,σ) 
|g2(m,σ)|. This is meaningful because the spin degrees of freedom should not change
drastically the properties of the scalar amplitude φσ(k,pa) of wave packet with any spin,
and because for the scalar field (3.1): S = 0, ŵa = 0, what is equivalent to choosing here
g2 ≡ 0. The further requirements onto universal invariant scalar functions g1, g2 will be
given below.
The case of full delocalization in coordinate space is expressed by the limit σ → 0. So
the wave packet (3.16) reduces precisely to the state with definite momentum |pa〉:
|{pa, xa, σ}〉 −→
σ→0
|pa〉, Φσ(pa,−x) −→
σ→0
1, (3.18)
Fpaxa(x) −→
σ→0
e−i(pax), ψσ(pa, xa − x) −→
σ→0
ei(pa(xa−x)), (3.19)
φσ(k,pa) = e
i((pa−k)xa)〈k|{pa, xa, σ}〉 −→
σ→0
(2pi)3 2Ekδ3(k− pa), for: (3.20){
g1(m,σ) |g2(m,σ)|, and ζ2a , ζ0a
} −→
σ→0
+∞, with g2/g1 −→
σ→0
0. (3.21)
The function Φσ(pa, x − xa) in (3.13) varies with x very smoothly in compare with the
plane wave e−i(pax) and in the limit (3.18) does not contribute to the flux density [26] of
the state (3.14):
J µpaxa(x) = F ∗paxa(x) (i
↔
∂µx )Fpaxa(x) −→
σ→0
2pµa , with:
↔
∂µx=
→
∂µx −
←
∂µx . (3.22)
For state (3.16) the space integration over the center xa of wave packet for arbitrary time
x0a and σ gives again the momentum state (3.18), where for φσ(pa,pa) = φσm = const 6= 0:
|pa〉 =
2Epa
φσm
∫
d3xa|{pa, xa, σ}〉. (3.23)
The conditions (3.18)–(3.23) are implied for any wave packets in any scattering theory
[1–29].
The opposite case σ →∞ corresponds to field excitation fully localized in the point xa
in above relativisticaly covariant sense (3.10), (3.11). The packet state should transforms
to the state (3.10) up to some normalization factor N∞ and up to inessential now again
phase factor e−iΘa with invariant phase Θa = (paxa) instead of Θa 7→ −(pa ·xa) in Eq.
(2.11). So, up to the same factors its wave function (3.14), (3.15) recasts into the matrix
element (3.25), because in accordance with relativity of time it assumes the sense of the
only meaningful now transition amplitude [15–17] from point xa to the point x during the
time T = x0 − x0a > 0:
|{pa, xa, σ}〉 −→
σ→∞ N∞e
−iΘa |xa〉 = N∞e−iΘaϕ(xa)|0〉, (3.24)
ψσ(pa, xa − x) −→σ→∞ ψ∞(pa, xa − x) = N∞〈0|ϕ(x)ϕ(xa)|0〉, (3.25)
φσ(k,pa) = e
i((pa−k)xa)〈k|{pa, xa, σ}〉 −→
σ→∞ φ
∞(k,pa) = N∞, for: (3.26){
g1(m,σ) |g2(m,σ)|, and ζ2a , ζ0a
} −→
σ→∞ +0, with g2/g1 −→σ→∞ 0. (3.27)
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The conditions (3.24)–(3.27) are essentially new. Since the Wightman function in the r.h.s
of Eq. (3.25) is the boundary value (B.15) for ζa (3.27) of analytic function (3.30) of
complex 4-vector variable za = xa + iζa, holomorphic in future tube V +: ζ2a , ζ0a > 0 [18–
23], and because the existence of asymptotic fields in Haag-Ruelle scattering theory and
the reduction formulas for S -matrix in QFT [18–27] requires an infinite smoothness of
wave packet relative to x: Fpaxa(x0,x) ∈ S(R3x) for fixed x0, let us consider the function
φσ(k,pa) ∈ S(R3k), i.e. in the space of functions infinitely differentiable ∀k ∈ R3k, decrease
faster than any power of 1/|k| together with all its derivatives [19, 20]. This ensures all
such properties of Fpaxa(x) with the above vector ζa = ζa(pa, σ) (3.17), due to ζ2a > 0,
k2 = m2a > 0, with the amplitude:
φσ(k,pa) = Nσ
(
ma, ζ
2
a
)
e−(kζa), for: (kζa) > 0, Nσ > 0, whence: (3.28)
ψσ(pa, xa − x) = Nσ〈0|ϕ(x)ϕ(xa + iζa(pa, σ))|0〉 = Nσ
1
i
D−ma(x− xa − iζa(pa, σ)) , (3.29)
where:
1
i
D−m(y) =
∫
d3k
(2pi)32k0
e−i(ky), for: k0 = Ek > 0, y = x− za, (3.30)
is Wightman function (WF) [18–24] of a free scalar field (3.1). Thus the wave-packet
state (3.16) now may be elegantly rewritten in such a form, that makes obvious the limit
(3.24)–(3.27):
|{pa, xa, σ}〉 = Nσe−i(paxa)ϕ (xa + iζa(pa, σ)) |0〉 ≡ Nσe−i(paxa)ϕ(za)|0〉, (3.31)
〈{pa, xa, σ}| = Nσei(paxa)〈0|ϕ (xa − iζa(pa, σ)) ≡ Nσei(paxa)〈0|ϕ (z∗a) . (3.32)
The well known generalization of this vector-valued function of complex 4-vector variable za
onto the case of product of a few fields [21, 22] defines a representation of nonhomogeneous
complex Lorentz group. It allowes to analyze the main properties of higher WFs and to
prove Bargmann-Hall-Wightman theorem, PCT -theorem and dispersion relations [18–23].
It turns out that the covariant packet (3.28) – (3.32) precisely conforms to the plane-
wave limit (3.18)–(3.21). This defines the Nσ
(
m, ζ2a
)
> 0 up to some dimensionless function
with fixed asymptotic behaviour over the one invariant dimensionless variable τ = τa =
m
√
ζ2a(pa, σ):
I(τ) =
∫
d3kφσ(k,pa)
(2pi)32Ek
= Nσ
1
i
D−m(−iζa(pa, σ)) = (3.33)
= ψσ(pa, 0) = ψσ(0, 0) =
Nσm
2
(2pi)2
K1(τ)
τ
≡ ℵ(τ)
(2pi)2
h
(
τ2
)
, (3.34)
where: ℵ(τ) ≡ Nσm2 and K1(τ) is Macdonald function (B.19) [49]. The conditions (3.20),
(3.21) and (3.26), (3.27) define independently the same dimension ofNσ and the correspond-
ing to (B.20)) asymptotic behaviour of unknown smooth dimensionless functions I(τ) and
ℵ(τ) as:
lim
τ→∞ I(τ) = 1, or ℵ(τ) −→τ→∞ 2(2pi)
3/2τ3/2eτ , whence Nσ −→
σ→0
+∞, (3.35)
lim
τ→0
τ2I(τ) = ℵ(0)
(2pi)2
, ℵ(0) > 0, or Nσ −→
σ→∞ N∞ =
ℵ(0)
m2
> 0. (3.36)
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Indeed, from the simple dimensional analysis with c 6= 1, in order to satisfy both the
conditions (3.21) and (3.27), up to rescaling of σ by dimensionless constant, it is enough
suppose, that:
(mc)2g1, 2(m,σ) −→
σ→0
C1, 2
(mc
σ
), γ
, C1 = 1,  > γ > 0, (3.37)
(mc)2g1, 2(m,σ) −→
σ→∞ C1, 2
(mc
σ
)A,B
, C1 > 0, 0 < A < B, whence: (3.38)
τ 7→ (mc)2g1(m,σ)→ +∞, with σ → 0, or with mc→ +∞, (3.39)
τ 7→ (mc)2g1(m,σ)→ 0, with σ → +∞, or with mc→ 0. (3.40)
According to (3.21) and (3.37) the limit (3.20) is defined only by properties of the function
g1(m,σ) with τ 7→ (mc)2g1(m,σ) ≡ (paζa), and from (3.28), (3.35), for c = 1, by means of:
2(kp) = 2m2 − (k0 − p0)2+ (k− p)2 > 0, k0 = Ek, p0 = Ep, (3.41)
for: |k| = k, k = knk, |p| = p, p = pnp, n2k = n2p = 1, (3.42)
combining the well known definitions and expressions of delta-functions [20, 52]:{( g1
2pi
)3/2
e−(g1/2)(k−p)
2
}
=⇒
g1→∞
δ3(k− p),
{( g1
2pi
)1/2
e−(g1/2)(k−p)
2
}
=⇒
g1→∞
δ(k− p), (3.43)
δ3(k− p) = δΩ(nk, np)
kp
δ (k− p) , where:
∫
dΩ(nk)f(nk)δΩ(nk, np) = f(np), (3.44)
with: k0 − p0 = Ek − Ep ≈ k
Ek
(k− p), and: 1− k
2
E2k
=
m2
E2k
, for pµa = (p
0,p), (3.45)
one finds: φσ(k,p) = ei((pa−k)xa)〈k|{pa, xa, σ}〉 = Nσe−(kζa) 7−→
τ→∞ Nσe
−g1(kpa) (3.46)
−→
τ→∞ 2m(2pi)
3e(g1/2)(k
0−p0)2
{( g1
2pi
)3/2
e−(g1/2)(k−p)
2
}
, (3.47)
that by the use of (A.11), (A.13) may be rewritten as:
−→
g1→∞
2m(2pi)3
δΩ(nk, np)
kp
lim
g1→∞
e(g1/2)(Ek−Ep)
2
{( g1
2pi
)1/2
e−(g1/2)(k−p)
2
}
=
= 2m(2pi)3
δΩ(nk, np)
kp
lim
g1→∞
{( g1
2pi
)1/2
exp
[
−g1
2
m2
E2k
(k− p)2
]}
= (3.48)
= 2m(2pi)3
Ek
m
δΩ(nk, np)
k2
δ (k− p) = (2pi)32Ek δ3(k− p). (comp. appendix A) (3.49)
Starting from quite different reasoning the wave packet like (3.15), (3.28) was introduced
earlier in [1–7] and studied in some detail with ζa(pa, σ) = pag1(σ) = pa(2σ2)−1. However
the arbitrarily imposed therein condition I(τ) ≡ 1 leads to disappearance of N∞ 7→ 0 
ℵ(0), rendering meaningless the limit (3.24)–(3.27), (3.36) and hidding the relations (3.29)–
(3.36). Unlike [1], the derivation (3.46)–(3.49) of the limit (3.20) has nothing to do with the
rest frame p = 0 of wave packet but explicitly requires m > 0 (see also (A.6), (A.7)). Thus
an independent limit m→ 0 makes sense only for the packet already with zero width σ = 0,
i.e. for a plane wave. So, for a massless particle with infinite Compton wave length λ there
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are inevitable difficulties [15] with interpretation of (3.10), (3.24), (3.31) as its covariant
localizable states. Actually, the lacking of localizability for the massless states manifests
in mentioned in Introduction freedom of the profile of their wave packets [30], which arises
in (A.15)–(A.21) due to arbitrariness of τ > 0 but nevertheless disappears for the massive
case (A.6), (A.7).
On the other hand, according to (3.35), (3.39), (3.46), the non relativistic limit c→∞
of the amplitude of profile function (3.28), due to (3.3), has exactly the form of expres-
sion (3.47) with eg1(k0−p0)
2/2 = eg1(Ek−Ep)
2/2c2 7→ 1. For  = 2 [1, 2], whence g1 = σ−2,
this limit differs from the non relativistic profile of wave packet (2.8) just on the mul-
tiplier (2pi)32mc (2σ
√
pi)−3/2 for σ = σp, whereas from (3.11), (3.12), it follows, that√
2mc |0,x〉 −→
c→∞ |x>. According to (A.28) this recasts the wave-packet state (3.16) exactly
into Gaussian non relativistic one (2.8), (2.9) at arbitrary initial instant of time ta.
The difference of locaIized states in QFT and in QM manifests itself in two different
ways of obtaining the wave packet for “infinitely heavy” particle, with mac |pa|, |k|, used,
for example, in the model [34, 39] of Kobzarev et al.. Its space-time and four-momentum
wave functions would be proportional to ∝ exp{−imacx0}δ3(x − xa) and ∝ δ(k0 −mac)
respectively. But what about their normalization? By taking firstly the QFT-limit σ →∞,
we will face localized state (3.14), (3.24) – (3.30) for p0a =
√
(mac)2 + p2a, k0 7→ k0a =√
(mac)2 + k
2, which then, for ma →∞, and p0a, k0a → mac, pa = 0, recasts as:
F [σ=∞]paxa (x) = N∞ e
−i(paxa)
∫
d3k e−i(k(x−xa))
(2pi)32k0
pa=07−→
ma→∞
N∞
2mac
e−imacx
0
δ3(x− xa), (3.50)
φσ(k,pa) θ(k
0) δ
(
k2 − (mac)2
) ≡ φσ(k,pa) δ(k0 − k0a)2k0a [σ=∞]7−→ma→∞ N∞2mac δ(k0 −mac). (3.51)
On the other hand, starting from the non-relativistic limit c→∞ (A.27) of φσ(k,pa), for
the next limit σ →∞ under the conditions pa = 0, ma →∞, we arrive to the similar final
value exp{−imacx0}δ3(x− xa) but with another multiplier regardless the order of making
the limit and Fourier transformation (2.6). Thus, the normalization constants appearing
here, for the first way, with τ = 0 for σ =∞, are:
N∞ =
ℵ(0)
(mac)2
, and
1
2mac
, so that
N∞
2mac
=
ℵ(0)
2(mac)3
, but, that is:
(
2pi
σ2
)3/2
,
(3.52)
for the second contradictory way: with σ →∞, when τ =∞. The both multipliers of the
first way in (3.52) are exactly, what were expected from definitions of localized states (3.24)
in QFT and (3.11), (3.12) in QM, where < x|xa>= δ3(x − xa). So, the answer given by
(3.50), (3.51) for the first way in (3.52) arises as more consequent and more constructive,
and it is physically more justified, since it directly connects the norms of localized states
in QM and QFT. This illustrates the difference between the meaning of locaIized states in
QM and in QFT according to above discussion. Note, that for both cases the initial instant
ta disappeares for “infinitely heavy” packet only due to limit ma →∞ in (A.28).
The used below narrow-packet approximations (3.63), (6.27), (6.31), (6.36) imply an
absence of asymptotic correction of order 1/τ at τ → ∞ from the function I(τ) → 1.
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This condition conforms with both limits τ → ∞ (3.35) and τ → 0 (3.36) e.g. for the
choice I(τ) = 1 + τ−2ℵ(0)/(2pi)2. The further requirement of absence of any asymptotic
corrections of higher order τ−n also leaves it ambiguous, e.g., for ωs > 0, any `s, cs 6= 0, as:
I(τ)=
∞∏
s=1
(
coth
τωs
cs
)`s
, if:
∞∏
s=1
(sign(cs))
`s = 1,
∞∏
s=1
(cs)
`s =
ℵ(0)
(2pi)2
,
∞∑
s=1
ωs`s = 2.
(3.53)
The first and the second condition come from the first and second limit respectively but the
second condition includs the first. Moreover they coincide for ℵ(0) = (2pi)2 if all cs = ±1.
Nevertheless the infinite numbers of values `s and ωs remain restricted only by the third
condition, which comes from the second limit (3.36). The most “economic” choice is:
I(τ) =
(
coth
τω1
c1
)`1
, with: (c1)`1 =
ℵ(0)
(2pi)2
, ω1`1 = 2. (3.54)
The inner product of the states (3.31), (3.32) providing the self-adjointness of operator
X̂p in the space of solutions to KG equation (3.2) with the same mass ma = mb [15–24]
turns out to be naturally consistent with the inner product given by Eq. (8) in Ref. [1],
because in accordance with (B.23):
〈{pb, xb, σb}|{pa, xa, σa}〉 = NσaNσb ei(pbxb)−i(paxa)〈0|ϕ (z∗b )ϕ (za) |0〉 = (3.55a)
= ei(pbxb)−i(paxa)
∫
d3k
(2pi)32Ek
φσb(k,pb)φ
σa(k,pa) e
i(k(xa−xb)) = (Fpbxb , Fpaxa) = (3.55b)
=
∫
d3xF ∗pbxb(x)(i
↔
∂0x)Fpaxa(x) =
NσaNσb
i
ei(pbxb)−i(paxa)D−(z∗b − za) = (3.55c)
=
NσaNσb
i
ei(pbxb)−i(paxa)
∫
d3xD−(z∗b − x)
↔
∂0xD
−(x− za) . (3.55d)
It is positively defined for fixed frequency type and does not depend on x0 [21]. For
σa, σb → 0 independently it leads to the covariant orthogonality condition (3.5) for solutions
(3.6):
(Fpbxb , Fqaxa) −→ (fp, fq) = 〈p|q〉 = (2pi)32Epδ3(p− q), (3.56)
The complex 4-vector za = za(pa, σa) = xa + iζa(pa, σa), with time-like imaginary part
ζa(pa, σa) (3.17) provides the correct analytical continuation (B.15) to V + for all WFs
[19–23] here in Eqs. (3.29), (3.30), (3.33), (3.55c), (3.55d) and below in Eqs. (4.6), (4.16).
Absolute convergence of integral (3.15) due to e−(kζa) yields |ψσ(pa, x)| 6 I(τ) uni-
formly relative to xa. So, non uniqueness of the scalar wave packet (3.28) (g2 = 0) would
mean an additional polynomial dependence on (k− pa)2 = 2m2a− 2(kpa), i.e. on the scalar
product (kpa) for Nσ 7→ N̂σ. This leads to formally previous expression of wave packet
(3.13), (3.14), when the “multiplier” N̂σ is pulled out of the integrand as a polynomial
on differential operator ∂2xa , which acts on the function of previous wave packet: (for any
function of ζ2, ∂µζ 7→ 2ζµ∂ζ2)
φσ(k,pa) 7−→ N̂σ
(
ma, ζ
2
a ,−(k − pa)2
)
e−(kζa), (3.57)
Fpaxa(x) 7−→ N̂σ
(
ma, ζ
2
a , ∂
2
xa
)
e−i(paxa)
1
i
D−ma(x− za), (3.58)
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and the same for the states (3.31), (3.32) and for the scalar product (3.55). Then, from
dimensional reasoning in (3.33), (3.34) with τ2 = m2ζ2a 7→ m4g21(m,σ) = (paζa)2 it fol-
lows, that for (3.33), (3.34): −∂2xa 7→ 2[m2 + (pa∂ζa)] 7→ 2m2(1 + ∂τ ) and m2N̂σ 7→
ℵ̂ (τ, ∂2xa/m2) 7→ ℵ̂(τ, ∂τ ). The additional dependence on ∂2xa/m2 in (3.58) doesn’t af-
fects the above plane-wave limit σ → 0 (3.20) and non relativistic limit c → ∞ but, for
Θa = (paxa), leads to inadmissible contributions like (pa∂xa)ϕ(xa)|0〉, breaking down local-
ization condition (3.24) at σ →∞.
Another possible dimensionless substitution in (3.57): m2N̂σ 7→ ℵ̂
(
τ,−(k − pa)2/σ2
)
,
contrariwise, is innocent relative to the condition (3.24), but, in general breaks down the
limit (3.20), and in non relativistic limit leads to inevitable deformation of the Gaussian
profile (2.8) by the polynomial on (∆k)2/σ2, and destroys its minimization properties (2.12).
Thus, both those dimensionless combinations are excluded, and the expression (3.28) is the
only acceptable from both the physical and mathematical points of view [11, 12].
Nevertheless the polynomial k - dependence arises below naturally for wave packet of
the spin particle and for respective scalar product, what finally will fully exclude a posteriori
its arbitrary uncontrollable appearance in Eqs. (3.57), (3.58).
3.1 Contracted Relativistic Gaussian approximation
A fully relativistic Gaussian approximation for the (pseudo) scalar wave packet (3.29) was
suggested in [1–3] for g2 ≡ 0, ζa(pa, σa) = pa(2σ2a)−1, τ2 = m2ζ2a → ∞. Definitions (3.17),
(3.33)–(3.36) with the use of (B.19), (B.20), for: m = ma, τ = τa, x = xa − x,
ψσ(pa, x) = Nσ〈0|ϕ(x)ϕ (xa + iζa) |0〉 = I(τ)
h(Ẑa(x))
h(τ2)
, υa =
ζa√
ζ2a
, υ2a = 1, (3.59)
Ẑa(x) = −m2(x+ iζa)2 = m2
[
ζ2a − 2i (xζa)− x2
]
= m2
{[√
ζ2a − ix0∗
]2
+ x2∗
}
, (3.60)
x0∗ = (xυa), x
2
∗ = (xυa)
2 − x2 ≡ −x2⊥, when: ζ2a  (xζa), x2, I(τ) 7→ 1, (3.61)√
Ẑa(x) ≈ m
√
ζ2a − im
(xζa)√
ζ2a
+
m
2(ζ2a)
3/2
[
(x ζa)
2 − x2ζ2a
]
= τ − imx0∗ +
m2
2τ
x2∗, (3.62)
give: ψCRGσ (pa, x) = exp {im(xυa)} exp
{
i
3
2
m(xυa)
τ
− m
2
2τ
[
(xυa)
2 − x2]} , (3.63)
where:
m2
2τ
[
(xυa)
2 − x2] = T βλa xβxλ ≡ (xT ax) = (3.64)
=
m2
2τ
g21
ζ2a
[
(xpa)
2 − x2m2 + 2g2
g1
(xpa)(xŵa) +
g22
g21
[
(xŵa)
2 − x2ŵ2a
]]
. (3.65)
The values (3.61) define 4-vector xβ∗ = (x0∗,x∗) in the rest frame of time-like vector υa (3.59).
The first imaginary term of last exponential (3.63) was arbitrarily omitted in Eq. (21) in
Ref. [1]. In spite of the “hidden spin” asymmetry of the quadratic form (3.64), similar [3],
such generalized to g2 6= 0 CRG- approximation keeps its non negative definiteness like in
[1]. The drawback of CRG- approximation (3.63) is, that due to the Gaussian exponential
it obviously can’t be a solution to free KG equation (3.2), i.e. can’t represent an external
particle on the mass shell. Thus, strictly speaking, it is not a wave packet in the usual sense,
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with definite covariant dispersion equation [12]. However, if it is considered as a suitable
approximation to the exact wave packet, then the function (3.63) describes propagation
with specific frequency mixing but, without of any spreading [1–3] in the “Gaussian sense”
[4]. Indeed, the figure 1 from the ref. [3] shows a very small spreading of exact wave packet
near its peak2, what is analytically approximated in (3.63) as absence of spreading.
Figure 1. The value of |ψσ(0, x∗|, (3.59)–(3.61), for xβ∗ = (x0∗, 0, 0, x3∗), with ζa = pa(2σ2a)−1,
I(τ) = 1, as a function of dimensionless variables σ2x0∗/m and σ2x3∗/m, for σ/m = 0, 1.
These properties are clarified by Fourier-image of function (3.63), which was not dis-
cussed in refs. [1–3]. For the simplified case of ref. [1], with g2 = 0, υa 7→ ua = pa/m,
u2a = 1, it reads:∫
d4x e−i(kx) ψCRGσNN (p, x) =
∫
d4x ei((pa−k)x) e−(xT ax) = (3.66a)
= (2pi)4δ ((uak)−m)
( τ
2pim2
)3/2
exp
{ τ
2m2
(k2 −m2)
}
= (3.66b)
= (2pi)4δ
(
k0∗ −m
) ( τ
2pim2
)3/2
exp
{
− τ
2m2
k2∗
}
, (3.66c)
where for calculation of the integral the projective properties of tensor T βλa are used in the
variables x0∗ = (uax) and x⊥ = Πuax, with: k⊥ = Πuak, (x⊥k) = (x⊥k⊥) = −(x∗ · k∗),
2We thank V.A. Naumov for kind permission to use this picture.
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x2⊥ = (xΠuax) = −x2∗ < 0, k2⊥ = k2 − (uak)2 = −k2∗ < 0. Here:
T βλa = −
m2
2τ
Πβλua , Π
βλ
ua = g
βλ − uβauλa = ΠβγuaΠ λγ ua , uaΠua = Πuaua = 0, (3.67)
and as: k0∗ = (uak), k∗ = k+ ua
[
(ua · k)
u0a + 1
− k0
]
= k− uak
0 + (uak)
u0a + 1
, (3.68)
as well x0∗, x∗, are defined by the same Lorentz transformations (3.68) to the rest frame of
wave packet pa∗ = 0, pλa∗ = (m,0). Expressions (3.66b), (3.66c) should be compared with
the multiplied by 2pi l.h.s. of relation (3.51). The dispersion equation now depends on the
reference frame as k0 = [m + (ua · k)]/u0a. Only in the plane-wave limit τ → ∞ the both
compared expressions coincide with (2pi)4δ4 (k − pa) in arbitrary reference frame.
The advantage of approximation (3.63) will be seen below in subsection 6.1.1, where
it will be naturally reproduced by asymptotic behavior at xβ → ∞ for defined therein
off shell and on shell composite wave functions F{C/D}j(%) (6.16), (6.28) of neutrino cre-
ation/detection vertexes, as well for the amplitude of oscillation [1].
4 Fermionic wave packet. Higher spins.
The relativistic fermionic wave packet is constructed in completely similar way to described
above scalar packet. A free massive quantum Fermi-Dirac-field ψ(x) has the form [14–26]:
ψα(x) =
∑
r=±1/2
∫
d3k
(2pi)32k0
(
u(+)α (k, r)fk(x) b
(+)
k,r + u
(−)
α (k, r)f−k(x) b
(−)†
k,r
)
, (4.1)
where: k0 = Ek > 0, b
(ξ)
k,s|0〉 = 0, b(ξ)†k,s |0〉 = |(ξ);k, s〉, (4.2)
and respectively for the Dirac-conjucated field ψ(x) = ψ†(x)γ0. The bispinors uξ(k, r) are
solutions to the free Dirac equations [(γk)− ξm]uξ(k, r) = 0, with “positive and negative”
energy according to the index ξ = ± and, for kµ = (Ek,k) with fξk(x) = e−iξ(kx), u = u†γ0,
define analogously to (3.6) the matrix elements [14–26], as corresponding wave functions for
initial and final states with mass m, momentum k and spin s = ±1/2 along its quantization
4- axis ŝµ:
〈0|ψ(x)|(+);k, s〉 = u(+)(k, s)fk(x) = U (+)k,s (x), (4.3a)
〈k, s; (+)|ψ(x)|0〉 = u(+)(k, s)f∗k (x) = U (+)k,s (x), (4.3b)
〈k, s; (−)|ψ(x)|0〉 = u(−)(k, s)f−k(x) = U (−)k,s (x), (4.3c)
〈0|ψ(x)|(−);k, s〉 = u(−)(k, s)f∗−k(x) = U (−)k,s (x), (4.3d)
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where for any γµ- representation and any such axis [26–28] ŝ2 = −1, (ŝk) = 0 (clf. (4.25)):
(W ŝ) 7→ − 1
2
γ5(γŝ)ξ(γk), uξ(k, s)uξ(k, s) = [(γk) + ξm]
1
2
[
I + 2sγ5(γŝ)
]
, (4.4a)
uξ(k, s)uη(k, r) = 2mξδξηδrs, u
ξ†(k0, ξk; s)uη(k0, ηk; r) = 2Ekδrsδξη, ξ, η = ±, (4.4b){
b(ξ)q,r, b
(η)†
k,s
}
= 〈q, r; (ξ)|(η);k, s〉 = (2pi)32Ekδ3(k− q)δrsδξη =
(
Uξq,s,Uηk,r
)
= (4.4c)
=
(
Uηk,r,Uξq,s
)
=
∫
d3x Uξ†q,s(x)Uηk,r(x) =
∫
d3x Uξq,s(x) γ0 Uηk,r(x). (4.4d)
Following the scalar case (3.31), (3.32), the wave-packet state is created by operators:
|(+); {pa, xa, sa}〉 = N̂ξσaψ (xa + iζa) |0〉 U (+)pa,sa(xa) = N̂ξσaψ (za) |0〉 U (+)pa,sa(xa), (4.5a)
|(−); {pa, xa, sa}〉 = N̂ξσaU (−)pa,sa(xa)ψ (xa + iζa) |0〉 = N̂ξσaU
(−)
pa,sa(xa)ψ (za) |0〉, (4.5b)
with: N̂ξσa=
ξNσa
2ma
, Ξξpa,xa,sa(x) −→σ→0 U
ξ
pa,sa(x), Ξ
ξ
pa,xa,sa(x) −→σ→0 U
ξ
pa,sa(x), (4.5c)
where the wave functions of these states and the respective Dirac-conjugated ones, according
to (4.3) and similarly (3.14), (3.29), for x = xa − x, ζa = ζa(pa, σa), za = xa + iζa,
z∗a = xa− iζa, ξ = ±, with the same Nσa as for the scalar case (3.33)–(3.36), are defined as
bispinors:
Ξ(+)pa,xa,sa(x) = 〈0|ψ(x)|(+); {pa, xa, sa}〉 = N̂ξσa〈0|ψ(x)ψ (xa + iζa) |0〉 U (+)pa,sa(xa) =
= (−i)N̂ξσaS− (−x− iζa) U (+)pa,sa(xa) = (−i)N̂ξσaS− (x− za) U (+)pa,sa(xa), (ξ = +), (4.6a)
Ξ
(+)
pa,xa,sa(x) = 〈{pa, xa, sa}; (+)|ψ(x)|0〉 = N̂ξσaU
(+)
pa,sa(xa)〈0|ψ (xa − iζa)ψ(x)|0〉 =
= (−i)N̂ξσaU (+)pa,sa(xa)S− (x− iζa) = (−i)N̂ξσaU
(+)
pa,sa(xa)S
− (z∗a − x) , (ξ = +), (4.6b)
Ξ(−)pa,xa,sa,α(x) = 〈{pa, xa, sa}; (−)|ψα(x)|0〉 = N̂ξσa〈0|ψβ(xa − iζa)ψα(x)|0〉 U (−)pa,sa,β(xa) =
= (−i)N̂ξσaS+αβ(−x+ iζa)U (−)pa,sa,β(xa) = (−i)N̂ξσaS+αβ (x− z∗a)U
(−)
pa,sa,β
(xa), (ξ = −), (4.6c)
Ξ
(−)
pa,xa,sa,β(x) = 〈0|ψβ(x)|(−); {pa, xa, sa}〉 = N̂ξσaU
(−)
pa,sa,α(xa)〈0|ψβ(x)ψα (xa + iζa) |0〉 =
= (−i)N̂ξσaU (−)pa,sa,α(xa)S+αβ (x+ iζa) = (−i)N̂ξσaU
(−)
pa,sa,α(xa)S
+
αβ (za − x), (ξ = −). (4.6d)
The fermionic WFs S±(x) are connected mutually and with causal propagator Sc(x), and
with the scalar WF D−(x) (3.30), (B.15), for (D−(x))∗ = D+(x∗) = −D−(−x∗) , and
Dc(x) (B.17), by the relations [15–24], containing charge conjugation matrix C> = −C,
Cγ>µ C−1 = −γµ:
1
i
S−ξ(x− y) =
∫
d4k
(2pi)3
θ(k0) δ(k2 −m2) e−iξ(k(x−y)) [(γk) + ξm] , (4.7a)
S+(x) = −CS−>(−x)C−1, Sc(x) = CSc>(−x)C−1, (4.7b)
(see (B.9)–(B.12)), but with 〈0|ψ(x)ψ(y)|0〉 ≡ 0, (4.7c)
and instead of (B.23), for ξ, η = ±, %µ = (%0,ρ) satisfy ∀ %0 or space-like Σ(%) [15–24]:
δξη
1
i
Sξ(x−y) =
∫
d3ρ
1
i
Sξ(x−%) γ0 1
i
Sη(%−y) =
∫
dΣµ(%)
1
i
Sξ(x−%)γµ 1
i
Sη(%−y), (4.8)
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also for complex values of x, y. So, the similar (4.4c), (4.4d) inner product for the packets
(4.6) reads:
〈{pa, xa, sa}; (η)|(ξ); {pc, xc, sc}〉 = δξη
∫
d3x
{
Ξ
(+)
pa,xa,sa(x) γ
0 Ξ
(+)
pc,xc,sc(x)
Ξ
(−)
pc,xc,sc(x) γ
0 Ξ
(−)
pa,xa,sa(x)
}
≡ (4.9a)
≡
(
Ξ η{a/c}, Ξ
ξ
{c/a}
)
= δξηN̂
ξ
σaN̂
ξ
σc
{
U (+)pa,sa,α(xa) 〈0|ψα (z∗a)ψβ (zc) |0〉U (+)pc,sc,β(xc)
U (−)pc,sc,α(xc)〈0|ψβ (z∗a)ψα (zc) |0〉 U (−)pa,sa,β(xa)
}
= (4.9b)
= δξηN̂
ξ
σaN̂
ξ
σc
{
U (+)pa,sa(xa)
U (−)pc,sc(xc)
}
1
i
S−ξ (ξ (z∗a − zc))
{
U (+)pc,sc(xc)
U (−)pa,sa(xa)
}
= (4.9c)
=
∫
d3x Ξ η{a/c}(x) γ
0
∫
d3y
ξ
i
Sc(x− y) γ0 Ξξ{c/a}(y), ∀x0a, x0c , ξ(x0 − y0) > 0. (4.9d)
The expressions (3.55c), (4.9c) are independent of the choice of x0, y0 in (3.55d), (4.9)
respectively. However, according to (3.25) and Huygens’ principle, for x0a > x0c it may be
considered as the projections (4.9d) of “final” packet “a/c” onto the result of causal evolution
of the “initial” packet “c/a” according to causal propagator Sc(x − y), where both these
packets, due to (B.11), (4.8), have select natural causal sequence of events, which for both
(±) cases is reduced to the same chosen one:
θ(x0a − x0)θ(x0 − y0)θ(y0 − x0c) 7−→ θ(x0a − x0c), or
θ(x0 − x0c)θ(y0 − x0)θ(x0a − y0) 7−→ θ(x0a − x0c),
if the time-ordering θ-functions for specific process are formally assigned to the packets
itself [15].
From (4.9c) for a = c, ξ = η, by making use of (3.55b), (4.3), (4.4a), (3.28)–(3.30),
(3.33), (3.34), with m2ζ2a = τ2, (paŝa) = 0, for normalization of the Fermi packet with spin
2sa = ±1, one has:
A2σ = 〈{pa, xa, sa}; (ξ)|(ξ); {pa, xa, sa}〉 = (4.10)
=
∫
d3k
(2pi)32Ek
|φσ(k,pa)|2
[
Uξpa,sa(xa)
(γk) + ξm
(2m)2
Uξpa,sa(xa)
]
=
= N2σ
∫
d3k
(2pi)32Ek
e−2(kζa(pa,σa))Sp
[
(γk) + ξm
(2m)2
{(γpa) + ξm} I± γ
5(γŝa)
2
]
=
= N2σ
∫
d3k
(2pi)32Ek
e−2(kζa(pa,σa))
[
1
2
+
(kpa)
2m2
]
≡
(
Ξξ{a}, Ξ
ξ
{a}
)
= (4.11)
= N2σ
[
1
2
− (pa∂ζa)
4m2
]
1
i
D−m (−2iζa(pa, σa)) =
ℵ2(τ)
m2(2pi)2
[
1
2
− (paζa)
2
∂
∂τ2
]
h
(
4τ2
)
. (4.12)
For the scalar packet (3.55b) all the square brackets here should be omited. The absence
of ŝa - contribution indicates an independence of this result also of the spin averaging and
suggests again to neglect g2 in (3.17), whence (paζa) 7→ τ , and from definitions (3.34), [49]
it follows:
A2σ
∣∣
S=0
=
ℵ2(τ)
m24pi2
h(4τ2) =
ℵ2(τ)
m24pi2
K1(2τ)
2τ
, A2σ
∣∣
S= 1
2
7−→ ℵ
2(τ)
m24pi2
[
K1(2τ) +K2(2τ)
4τ
]
.
(4.13)
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This last normalization of Fermi packet, with definite spin, conforms with the first normal-
ization of scalar packet from (3.55c) for b = a and coincides with it for σ → 0, τ →∞ [49]:
A2σ → A2σ. Although such consistency will be saved also in the case of general dependence
(3.57), (3.58), we’ll emphasize, the form (3.28), (3.34)–(3.36) of the function φσ(k,pa) is
already uniquely defined for any spin by uniqueness condition of analytical continuation
[21–23] of state vectors (3.31), (3.32), (4.5) and respective WFs [19–23] (clf. (B.15)) as
a wave-packet functions (3.29), (4.6), by the limiting conditions (3.20), (3.21) and (3.26),
(3.27), by described above transformation of (3.47) into (2.8) in nonrelativistic limit, and
by the conditions of consistency (4.5c) with Fermi packet. Whereas the appearance of any
polynomial (kpa) - dependence in (4.11) is fully regulated by the spin of wave packet, and
actually takes place evidently [20, 26] for any spin. For the free real massive vector field
Bµ(x) (S = 1), with the WF D−µν(x), defined by (B.14), and the state wave function with
definite momentum and polarization Aνk,λ(x) = ν(λ)(k)fk(x), the wave-packet state and its
vector wave function are:
|{pa, xa, λa}〉 = NσaBν (xa + iζa) |0〉Aνpa,λa(xa) = NσaBν (za) |0〉Aνpa,λa(xa), (4.14)
Fµpa,xa,λa(x) = 〈0|Bµ(x)|{pa, xa, λa}〉 = Nσa〈0|Bµ(x)Bν (xa + iζa) |0〉Aνpa,λa(xa) = (4.15)
= iNσa g
µβ D−βν (x− za) Aνpa,λa(xa), with: Fµpa,xa,λa(x) −→σ→0 A
µ
pa,λa
(x). (4.16)
This way of construction of wave packets by means of analytical continuation in coordinate
space is differ from the one used in [1, 31] by its universality for any spin. On the other
hand it ensures their wave functions (3.14), (4.6), (4.15) by correct tensor dimension and
automatical satisfaction to the corresponding free equations of motion: KG, Dirac e.t.c.(
∂2x +m
2
)
Fpaxa(x) = 0, [i(γ∂x)−m] Ξξpa,xa,sa(x) = 0, Ξ
ξ
pa,xa,sa(x)
[
i(γ
←
∂ x) +m
]
= 0.
(4.17)
The remaining ambiguity of functions g1,2(m,σ), with asymptotics (3.37), (3.38), concerns
only to some inessential details of dependence of τ = τ(mc/σ), being absorbed to redefini-
tion of width σ. While the remaining unavoidable ambiguity in a choice of dimensionless
function ℵ(τ) or I(τ) in (3.33)–(3.36) imposes the general form of observables, being average
of an arbitrary operator O over packet state, because it is canceled only in the ratio:
〈〈O〉〉 def== 〈{pa, xa, sa}; (ξ)|O|(ξ);{pa, xa, sa}〉
A2σ
. (4.18)
For example, for the mass of scalar wave packet as average of operator P2 = −∂2x, with
Pµ = i∂µ = i(∂0,∇x), for k2 = p2a = m2a, from (4.17) following to (3.55), one has:
〈〈P2〉〉 ≡ 〈{pa, xa, σ}|P
2|{pa, xa, σ}〉
〈{pa, xa, σ}|{pa, xa, σ}〉 =
(
Fpaxa , (−∂2x)Fpaxa
)
(Fpaxa , Fpaxa)
≡ (4.19)
≡ 1
A2σ
∫
d3k k2
(2pi)32Ek
|φσ(k,pa)|2 = m2a, (4.20)
and exactly the same for Fermi wave packets (4.6) with the help of (4.10)–(4.12) and
changing A2σ 7→ A2σ (4.13). Therefore any predictions for the averages of such kind with
scalar wave packets will be the same as in [1, 2] where the choice I(τ) ≡ 1 was made.
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The difference may arise for averaging of matrix operators with the spin wave packets.
For the Fermi packet by using (4.17) or (4.4) and (B.1)–(B.5), (B.9):
〈〈(γP)〉〉 ≡ 〈{pa, xa, sa}; (ξ)|(γP)|(ξ); {pa, xa, sa}〉〈{pa, xa, sa}; (ξ)|(ξ); {pa, xa, sa}〉 =
(
Ξξ{a}, i(γ∂x)Ξ
ξ
{a}
)(
Ξξ{a},Ξ
ξ
{a}
) ≡ (4.21)
≡ 1
A2σ
∫
d3k
(2pi)32Ek
|φσ(k,pa)|2
[
Uξpa,sa(xa)
(γk) + ξm
(2m)2
ξ(γk)Uξpa,sa(xa)
]
= ma. (4.22)
According to (3.20), (3.21), (3.22) and (3.24), (3.26), the meaning of quantum numbers of
wave packet manifests only at respective limit. For any O(Pµ) by means of (3.33)–(3.35),
(3.47)–(3.49), (4.13), for scalar packet follows:
〈〈O(Pµ)〉〉 ≡ (Fpaxa ,O(i∂
µ)Fpaxa)
(Fpaxa , Fpaxa)
=
N2σ
A2σ
∫
d3kO(kµ)
(2pi)3 2Ek
e−2(kζa(pa,σ)) −→
σ→0
O(pµa), (4.23)
where:
N2σ
A2σ
e−2(kζa(pa,σ)) −→
σ→0
2m(2pi)3eg1(Ek−Ep)
2
{(g1
pi
)3/2
e−g1(k−p)
2
}
−→
g1→∞
−→
g1→∞
(2pi)32Ekδ3(k− p), (4.24)
because this differ from (3.47) only by replacement g1 7→ 2g1, and the same takes place for
Fermi wave packets with formal changing A2σ 7→ A2σ (4.13). For Pauli-Lubanski operator
Wµ and any space-like vector S, similarly (4.10)–(4.12) by the use of (B.6)–(B.8) for upper
sign of 2sa = 1, with O = −(WS)/ma one has:
4(WS) ≡ 4WµSµ = −γ5[γµ, γν ]SµPν = −2γ5 {(γS)(γP)− (SP)} , (4.25)〈
− (WS)
ma
〉
=
1
2
〈
γ5
ma
[(γS)(γP)− (SP)]
〉
= (4.26)
= − 1
2
(ŝaS) + 1
2
N2σ
A2σ
∫
d3k e−2(kζa)
(2pi)3 2k0
[
(kŝa)(kS) + (kŝa)(paS)
2m2a
]
. (4.27)
For the pure polarized state with ŝ2a = −1, (paŝa) = 0, if S 7→ ŝa, then (comp. (4.4a)):〈
− (WS)
ma
〉
7→ 1
2
+
1
2
N2σ
A2σ
∫
d3k e−2(kζa)
(2pi)3 2k0
(kŝa)
2
2m2a
−→
σ→0
1
2
. (4.28)
In the plane-wave limit (4.24) the last summands in (4.27), (4.28) obviously disappear as
it should. For the states with mixed polarization, −1 < ŝ2a < 0, that are correlated with S
by the rule:
ŝµaSν = g
µν
4
(ŝaS), one finds:
〈
− (WS)
ma
〉
= − 1
2
(ŝaS)3
4
. (4.29)
5 Neutrino oscillations. Intermediate wave packets.
Spin degrees of freedom are potentially important [31] in the intermediate wave packet
approach to the neutrino oscillations problem [32]. Respective generalization of the method
of Blasone [44–46] onto above Fermi wave packets by the use of respectively generalized
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calculations leads to the following expression for two-flavor oscillations of leptonic charge
for the electronic neutrino νe (with redefinition in (4.1) b
(+)
k,r = ak,r, b
(−)
k,r = bk,r):
Qe(t)
w
= G−1ϑ (t)Q1Gϑ(t) =
∫
d3k
(2pi)32Ek,1
∑
r=±1/2
[
ae†k,r(t) a
e
k,r(t)− be†−k,r(t) be−k,r(t)
]
, (5.1)
〈〈Qe(t)〉〉e =
〈νe{p1, x1, s1}|Qe(t)|νe{p1, x1, s1}〉
A2σe
= (5.2)
=
N2σ1
A2σ1
∫
d3k e−2(kζ1(p1,σ1))
(2pi)32Ek,1
[
1
2
+
(kp1)
2m21
]
Qk,e(t), with: (5.3)
Qk,e(t) = 1− sin2 2ϑ
[
|Uk|2 sin2
(
Ek,1 − Ek,2
2
t
)
+ |Vk|2 sin2
(
Ek,1 + Ek,2
2
t
)]
, (5.4)
where: |Uk|2 + |Vk|2 = 1, with: |Uk| = |k|
2 + (Ek,1 +m1)(Ek,2 +m2)
2
√
Ek,1Ek,2(Ek,1 +m1)(Ek,2 +m2)
,
|Vk| = (Ek,2 +m2)− (Ek,1 +m1)
2
√
Ek,1Ek,2(Ek,1 +m1)(Ek,2 +m2)
|k|, for: m1 < m2, because:
A2σe = 〈νe{p1, x1, s1}|νe{p1, x1, s1}〉 = 〈ν1{p1, x1, s1}|ν1{p1, x1, s1}〉 = A2σ1, for: (5.5)
ae†k,r(x
0)
w
= G−1ϑ (x
0)a1†k,rGϑ(x
0), and: |νe{p1, x1, s1}〉 = G−1ϑ (x01)|ν1{p1, x1, s1}〉, (5.6)
is the wave-packet state with definite electronic flavor e, defined according to Ref. [45] by
the same improper transformation [44–46] (5.1), (5.6) of the above packet states (4.5) for
initial massive field (4.1), (4.2) ψ(x1) = ν1(x1) with mass m1 at the same instant of time
x0 = x01, and normalized by the same constant (4.12). The conserved charge Q1 [26, 46] is
defined by expression (5.1) for ϑ = 0 via operators a1k,r, b
1
k,r of the field (4.1). Notice the
time t of operator Q(t) (5.1) has nothing to do with the local packet time x0a = x01 in (5.2),
(5.6), is automatically canceled in Eq. (5.3). Finally for each spin s1, from (5.3), (5.4) one
has:
〈〈Qe(t)〉〉e = 1 +
N2σ1
A2σ1
∫
d3k e−2(kζ1(p1,σ1))
(2pi)32Ek,1
[
1
2
+
(kp1)
2m21
]
[Qk,e(t)− 1] , (5.7)
what due to (4.24) surely reproduces the plane-wave limit 〈〈Qe(t)〉〉e −→σ→0 Qpa,e(t) and the
other cases of [44–46], and after time averaging of (5.4) yieldes to the well known result:
〈〈Qe(t)〉〉e = 1− (1/2) sin2 2ϑ, where the mixing angle ϑ below defines the mixing matrix U .
It should be stressed, since the first relation in (5.6) takes place only in a weak sense
[44–46], according to the second relation (5.6) it generates wave packets of flavor states for
{`, j} = {e, 1} or {µ, 2}, with ζaj(paj , σj) = pajg1(mj , σj) + ŵajg2(mj , σj), p0aj = Epa,j =
+
√
p2a +m
2
j only over respective flavor vacuum |0(x0)〉e,µ by making use of the improper
transformation Gϑ(x0) of operators and states at the same instant x0a with a# = a, a†,b# =
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b, b†:
Gϑ(x
0) = exp
[
ϑ
∫
d3x
(
ν†1(x)ν2(x)− ν†2(x)ν1(x)
)]
, U =
(
cosϑ sinϑ
− sinϑ cosϑ
)
, (5.8)(
a`#k,r(x
0), b`#k,r(x
0)
)
w
= G−1ϑ (x
0)
(
aj#k,r, b
j#
k,r
)
Gϑ(x
0), |0(x0)〉e,µ = G−1ϑ (x0)|0〉1,2, (5.9)
with the help of:
{
ν
(+)
` [xa; ζaj ]|0(x0a)〉e,µ = G−1ϑ (x0a)νj(xa + iζaj)|0〉1,2,
ν
(−)
` [xa; ζaj ]|0(x0a)〉e,µ = G−1ϑ (x0a)νj(xa + iζaj)|0〉1,2,
where: (5.10)
ν
(+)
` [xa; ζaj ]
ν
(−)
` [xa; ζaj ]
}
=
∑
r=±1/2
∫
d3k ei(kxa)−(kζaj)
(2pi)3 2Ek,j
{
u
(+)
j (k, r) a
`†
k,r(x
0
a)
u
(−)
j (k, r) b
`†
k,r(x
0
a)
}
, k0 = Ek,j . (5.11)
Here the Eq. (5.11) only for ζaj = 0 recoveres a “negative frequency parts” of local field
operators with definite flavor ν`(xa) as a mix of massive fields at the same point xa [44]:
ν`(xa) = ν
(+)
` [xa; 0] + ν
(−)
` [xa; 0]
w
= G−1ϑ (x
0
a)νj(xa)Gϑ(x
0
a) =
∑
n
U∗`nνn(xa), (5.12)
ν`(xa)
w
= G−1ϑ (x
0
a)νj(xa)Gϑ(x
0
a) =
∑
n
U`nνn(xa), j, n = 1, 2, (5.13)
where w= means equality in a weak sense. However the conventional mixing relations for
the states follow from there only by neglecting the difference (5.9) between the flavor and
massive vacua [44, 45]: |0(0)〉e,µ 7→ |0〉1,2 thus ignoring the weak sense of (5.12), (5.13), and
strictly speaking, only for the states with definite momentum |k〉, implying the plane-wave
limit (3.21), (3.49) of states (4.5), (5.6), (5.10), (5.11), when σj → 0, ζλaj →∞. Correspond-
ing mixing relations for the states of wave packets with definite mass mj require Lorentz
invariant profile functions φσ(k,pa) to be independent of j [31, 46], what, as explained in
Introduction, is impossible for the interpolating wave-packets states (3.28), (4.6) and gives
the another reason, why the conventional mixing relations for wave-packet states [31, 32]:
|ν`{pa, xa, sa}〉 ? ?7→
∑
n U
∗
`n|νn{pa, xa, sa}〉, are inconsistent with general principles of QFT
[44] already for two-flavor case. However, at the same time, for {`, j} = {e, 1}, {µ, 2}:
|ν`{pa, xa, sa}〉 = N̂ξσjν(+)` [xa; ζaj ]|0(x0a)〉e,µ = G−1ϑ (x0a)N̂ξσjνj(xa + iζaj)|0〉1,2. (5.14)
Eventually only Eqs. (5.6), (5.10), (5.11), (5.14), with the expressions (4.5) for ψ(za) 7→
νj(zaj), are meaningful for the states with flavor wave packet in the approach with inter-
mediate wave packets.
6 Neutrino oscillations. Diagrammatic treatment.
The method of “macroscopic Feynman diagrams” [1–8, 33–41] describes oscillation as a
scattering of initial particles in neutrino source on the initial particles in neutrino detector
and, unlike the previous approach, uses the wave packets only for the external particles
relatively to the intermediate massive t-channel neutrino. Thus, the weak sense of the Eqs.
(5.12), (5.13) as well as difference between the vacua (5.9) are ignored again because these
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flavor fields have not appearing at all. This method also emphasizes the suggested form
of wave packet (3.14), (3.29), (4.6) and (4.16). According to [34, 35] the wave packet of
intermediate neutrino of previous approach arises in the expression of amplitude of such a
tree macro-diagram:
AjDC =
∫
d4xΨ∗DF (x)ΨDI(x)M˜jD
∫
d4y
1
i
Scj (x− y) M˜jCΨ∗CF (y)ΨCI(y) =
∑
ξ=±
Aj(ξ)DC , (6.1)
by making use of the “pole integration”, which for |x0 − y0|  1/mj actually is equivalent
to replacement of the causal propagator Scj (x− y) onto its relevant on-shell frequency part
S−ξj (x−y) of its Lorentz invariant time-ordered decomposition (B.11), (B.22) into the WFs
(4.7), (B.9) (or (3.30) for scalar case) with ξ = + for neutrino, ξ = − for antineutrino:
Aj(ξ)DC =
∫
d4xΨ∗DF (x)ΨDI(x)M˜jD
∫
d4y θ(ξ(x0 − y0)) ξ
i
S−ξj (x− y) M˜jCΨ∗CF (y)ΨCI(y).
(6.2)
This differs from Eq. (4.9d) with the same replacement, due to Eq. (4.8) exactly applicable
therein, only by changing of three-dimensional integrals onto the four-dimensional ones and
by replacement of the “source”, being factor with only one wave packet of free intermediate
neutrino γ0Ξξ{c/a}j(y), onto the source as a product of respective vertex M˜jC or M˜jD with
such wave packets ΨCI(y) or ΨDI(x) for incoming and with Ψ∗CF (y) or Ψ
∗
DF (x) for outgoing
particles [1, 2, 33–35] at respective neutrino creation 4-point y or neutrino detection 4-point
x, but vice versa x  y for the antineutrino with simultaneous interchange of indexes
D  C [16, 17]. This conforms also with discussion of Huygens’ principle after Eq. (4.9d),
because in agreement with [13] and Eqs. (6.49), (6.50) of [25], from (B.11) and the solution
to Cauchy problem:
Ξξ{c/a}j(x) δξη =
1
i
∫
d3yS−ηj (x− y) γ0 Ξξ{c/a}j(y), for any x0, y0, (6.3a)
it follows: θ(ξ(x0 − y0))Ξξ{c/a}j(x) =
ξ
i
∫
d3yScj (x− y) γ0 Ξξ{c/a}j(y) = (6.3b)
= θ(ξ(x0 − y0))1
i
∫
d3yS−ξj (x− y) γ0 Ξξ{c/a}j(y), or with: d3yγ0 7→ dΣµ(y)γµ. (6.3c)
So, the group property (4.8) of WF enable to recast amplitude (6.2) into the form of Lorentz
-invariant scalar product similar to (4.9), for any ξ%0 ∈ (ξx0, ξy0) or infinite space-like
hypersurface Σ(%), %µ = (%0,ρ) with element dΣµ(%), d4y = dyµdΣµ(y), and with indexes
{C/D}, that are not correlated at all with indexes ξ = ± for the off shell composite wave
functions:
Υ̂ξ{C/D}j(%) =
∫
d4y θ(ξ(%0 − y0))1
i
S−ξj (%− y)M˜j{C/D}Ψ∗{C/D}F (y)Ψ{C/D}I(y), (6.4)
Υ̂ξ{D/C}j(%) =
∫
d4xΨ∗{D/C}F (x)Ψ{D/C}I(x)M˜j{D/C} θ(ξ(x
0 − %0))1
i
S−ξj (x− %), (6.5)
Aj(ξ)DC δξη = ξ
∫
d3ρ Υ̂η{D/C}j(%) γ
0 Υ̂ξ{C/D}j(%) = ξ
∫
dΣµ(ρ) Υ̂
η
{D/C}j(%) γ
µ Υ̂ξ{C/D}j(%), (6.6)
where: θ(ξ(%0 − y0)) 7→ θ(ξ(nΣ(%− y))), for: d3ρ 7→ dΣµ(ρ) = nµΣdΣ, n2Σ = 1, (6.7)
with: θ(t)θ(−t) = 0, θ2(t) = θ(t), so: θ(ξ(x0 − %0))θ(ξ(%0 − y0))⇔ θ(ξ(x0 − y0)), (6.8)
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at least for ξ%0 = ξ
(
x0 + y0
)
/2 ∈ (ξx0, ξy0), and thus for all admissable %0 due to Lorentz
invariance of Eqs. (6.6), (6.8). Essentially different approximate qualitative way to trans-
form the product of external wave packets into the scalar analog (B.35) of neutrino com-
posite wave functions (6.4), (6.5) was shown previously in [35]. The Lorentz covariance of
definitions (6.4)–(6.8) in fact with arbitrary %0 and time-like nµΣ immediately resolves the
both problems with causality and with covariant equal time prescription, that were pointed
out in paragraph 5.2 of Ref. [34]. Eventually it means that the transformation of amplitude
(6.1) into the scalar product similar (4.9a) implies the reduction:
AjDC 7−→ Aj(ξ)DC , Υ̂ξ{C/D}j(%) 7−→ Ξξ{C/D}j(%), Υ̂ξ{D/C}j(%) 7−→ Ξξ{D/C}j(%), (6.9)
into the on shell wave functions with ξ = + for neutrino and ξ = − for antineutrino, hat
now become correlated with indexes {C/D}, what effectively looks like the reduction of the
sources:
θ(ξ(%0 − y0))M˜j{C/D}Ψ∗{C/D}F (y)Ψ{C/D}I(y) 7−→ δ(%0 − y0)γ0 Ξξ{C/D}j(y), (6.10)
θ(ξ(x0 − %0))Ψ∗{D/C}F (x)Ψ{D/C}I(x)M˜j{D/C} 7−→ δ(x0 − %0) Ξξ{D/C}j(x) γ0. (6.11)
In accordance with above discussions of Huygens’ principle and Eq. (4.9d), this means
the wave functions (6.4), (6.5) become again solutions to free Dirac Eqs. (4.17) only after
omitting the time-ordering θ-functions: Υ̂ 7→ Υ. This is well justified for amplitudes (6.1),
(6.2) only when the sources in the l.h.s. of Eqs. (6.10), (6.11) are well localized in time near
the fixed points Y 0{C/D}, X
0
{D/C}, with ξY
0
{C/D}  ξ%0  ξX0{D/C} for each macro-diagram
(6.1). The approximate reduction like (6.9) reproducing (6.10), (6.11) also without the
temporal factors was shown previously in [32, 34] for non relativistic Gaussian profile (2.8)
of φσ(k,pa) with xa = 0 (follows from (3.28), as is shown above, only at c → ∞) for all
external wave packets Ψ{C/D}I,F (x). In spite of they remain to be exact solutions to free
relativistic equations of motion (4.17), they propagate with inevitable frequency mixing
and usual Gaussian spreading [4, 25, 26, 31].
6.1 Composite wave function in QFT
For the decay vertexes pi+ → µ+ νµ and pi− → µ− νµ (and similarly for the case pi+ → e+ νe
or pi− → e− νe) the wave functions (6.4), (6.5) of creation process at point {C} become as:
Υ̂
(+)
{C}j(%) =
1
i
∫
d4y θ(%0 − y0)S−j (%− y)M˜jCΞ(−)pµ,Yµ,sµ(y)F pi
+
ppiYpi(y), for νµ(e) (νj), (6.12)
Υ̂
(−)
{C}j(%) =
1
i
∫
d4xF pi
−
ppiYpi(x)Ξ
(+)
pµ,Yµ,sµ
(x)M˜jC θ(%
0 − x0)S+j (x− %), for νµ(e) (νj), (6.13)
where, according to definitions of scalar wave packets (3.14), (3.28)–(3.30) with their scalar
products (3.55), (B.23), and due to the absence of Dirac sea [18–26] for (pseudo) scalar
charged pions pi∓:
ei(ppiYpi)F pi
∓
ppiYpi(y) = (∓i)NσpiD∓mpi(±(y − Ypi − iζpi)) = −iNσpiD−mpi(y − Ypi − iζpi). (6.14)
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Then, by dropping temporal factors θ(t) and using y- independent matrix M˜jC , these
candidates into the free (anti-) neutrino wave packets recast into the following solutions of
free Dirac equations (4.17), Υ̂ 7→ Υ:
Υ
(+)
{C}j(%)
Υ
(−)
{C}j(%)
}
=
= ei(pµYµ)−i(ppiYpi)
{
[i(γ∂%) +mj ] M˜jC
[
mµ − i(γ∂Yµ)
]
u(−)(pµ, sµ)
u(+)(pµ, sµ)
[
mµ + i(γ∂Yµ)
]
M˜jC [i(γ∂%)−mj ]
}
G{C}j(%)
2mµ
, (6.15)
G{C}j(%) = iNσµNσpi
∫
d4y D−mj (%− y)D−mµ(Yµ − y − iζµ)D−mpi(y − Ypi − iζpi), (6.16)
that is explicitly calculated by Fourier transformation, with Zpi = Ypi + iζpi, Zµ = Yµ + iζµ:
G{C}j(%) = 2pii
∫
d4q
(2pi)4
e−i(q%) θ(q0)δ(q2 −m2j )V̂{C}(q), where, ∀ q : (6.17)
V̂{C}(q) = iNσµNσpi
∫
d4y ei(qy)D−mµ(Z
∗
µ − y)D−mpi(y − Zpi), or more generally: (6.18)
V̂[C/D](q) = (−i)
∫
d4y e±i(qy)ψ∗σbF (pbF , YbF [C/D] − y)ψσaI (paI , YaI[C/D] − y), (6.19)
are the “overlap functions” [1, 34] of creation/detection processes. For the independent
plane-wave limit (3.19) of packet functions (3.29) with σpi, σµ → 0 they keep energy-
momentum conservation for 4-vector k ≡ ppi − pµ, giving ∀ q:
V̂{C}(q) 7−→ (−i)(2pi)4 ei(ppiYpi)−i(pµYµ) δ4(q − k), (6.20)
with the function: G{C}j(%) 7−→ 2pi ei(ppiYpi)−i(pµYµ) e−i(k%) θ(k0) δ(k2 −m2j ), (6.21)
and the wave functions:
Υ
(+)
{C}j(%)
Υ
(−)
{C}j(%)
}
7−→
7−→ 2pi e−i(k%)θ(k0) δ(k2 −m2j )
∑
s=±1/2
 u
(+)
j (k, s)
(
u
(+)
j (k, s)M˜jCu
(−)(pµ, sµ)
)(
u(+)(pµ, sµ)M˜jCu
(−)
j (k, s)
)
u
(−)
j (k, s)
 . (6.22)
The matrix M˜jC can eliminate the sum over s selecting here only one value of the (anti-)
neutrino spin [1, 34]. Thus the plane-wave limit for external packets automatically leads
to plane wave for internal packet on the respective mass shell. The explicit value (C.21)–
(C.23), for ∆ = ∆(q), reads:
V̂{C}(q) =
NσµNσpi
2pi 4i
exp {i(qZη)} θ(∆)
W
{
exp (χ∆W )− θ(q2) exp
(−ε(q0)χ∆W )}, (6.23)
χ∆ =
∆1/2(q)
2q2
, χ0 =
m2pi −m2µ
2q2
, η2
1
=
1
2
± χ0, Zη = η2Zpi + η1Z∗µ = Yη + iζη, (6.24){
Yη = η2Ypi + η1Yµ
ζη = η2ζpi − η1ζµ
}
, Z− = Zpi − Z∗µ = Y− + iζ+,
{
Y± = Ypi ± Yµ
ζ± = ζpi ± ζµ
}
, W = w1/2, (6.25)
∆(q) =
[
(mpi +mµ)
2 − q2] [(mpi −mµ)2 − q2] > 0, for q2 7→ m2j  m2µ < m2pi. (6.26)
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χ0 ' 7/2, χ∆ → 0, for
√
q2 → mpi−mµ, but χ0 ' 1017, χ0−χ∆ ' 1, 79 for
√
q2 = 0, 2 eV .
Calculations of (6.23) with W (w) =
[
q2Z2− − (qZ−)2
]1/2, for q2 6 (mpi −mµ)2, are given
in appendix C. In appendix D it is shown how the plane-wave limit (6.20) of Eq. (6.23)
is realized without any addition constraints onto the universal functions I(τa), g1(ma, σa),
a = pi, µ.
Note, that unlike the common belief [34, 35] the overlap functions (6.19), (6.23) ex-
plicitly depend on the centers of initial and final wave packets, and thus from the effective
pointsX{D/C}, Y{C/D} of (anti-) neutrino creation/detection, that in turn, define eventually
the time T = ξ(X0{D/C} − Y 0{C/D}) and the length L = ξ(X{D/C} −Y{C/D}) of oscillations
[1–7]. Due to opposite signs of y for initial and final wave packets the properties of Eq.
(6.18) are essentially different from the ones of usual two-particle phase volume [19, 48]
(clf. appendix C). Similarly [1] its extreme properties define the points X{D/C}, Y{C/D}
(clf. appendix D). This becomes transparent from the approximate expression (D.14) in
fact representing the effective narrow wave-packet of intermediate (anti-) neutrino, when
external packets are close to plane waves. From this approximation it is clear, that up to
the small corrections of order O(q − k) and O(g−11a ) one can replace the Eqs. (6.15)–(6.19)
on to the following simple ones:
Υ
(+)
{C}j(%)
Υ
(−)
{C}j(%)
}
7−→ ±
{
[mj + i(γ∂%)] M˜jCu
(−)(pµ, sµ)
u(+)(pµ, sµ)M˜jC [mj − i(γ∂%)]
}
F{C}j(%), (6.27)
with: F{C}j(%) = ei(pµYµ)−i(ppiYpi)G{C}j(%) ≡ e−iΦ(k))G{C}j(%), Φ(k) ≡ Φ{C}(k), (6.28)
F{C}j(%) =
∫
d4q
(2pi)4
e−i(q%) 2pii θ(q0)δ(q2 −m2j )V̂{C}(q) ≡
∫
d4q
(2pi)4
e−i(q%)H{C}j(q), (6.29)
where, ∀ q : V̂{C}(q) = ei(pµYµ)−i(ppiYpi)V̂{C}(q) ≡ e−iΦ(k))V̂{C}(q), (6.30)
is the “reduced overlap function” approximately defined for q2 ≷ 0 by Eq. (D.14) as:
V̂{C}(q) ≈ (2pi)4
θ(∆)
i
δ̂{C}(q − k)ei((q−k)Y{C})eΣk(Y−), δ̂{C}(κ)=
[ |T |
pi4
]1/2
e−(κT κ), (6.31)
with: κ = q − k, k ≡ k{C}, T ≡ T {C}, Yλ− = (ΠPΠΠkY−)λ = (ΠPΠYΠk−)λ , (6.32)
ΠPΠΠk = ΠkΠPΠ , Σk(Y−) ≡ Σ{C}k (Y−) =
1
2g+
[
Y 2Πk− −
(PΠkYΠk−)
2
P 2Πk
]
=
Y2−
2g+
< 0, (6.33)
because (kY−) = (PΠkY−) = 0, and for P = ppi + pµ, either k or PΠk = ΠkP is time-like.
The function δ̂{C}(κ) (6.31) for symmetrical positively defined tensor T βλ{C} (D.16) similarly
[1] keeps the approximate energy-momentum conservation according to Eq. (D.15). The
point Y{C} (D.9) depends on the widths σpi, σµ only via dimensionless combination |ς| < 1:
2Y λ{C} = Y
λ
+ + ∂
λ
q (Q(q)Y−)
∣∣
q=k
=
∑
a=pi,µ
Oλ(a)βY
β
a , with: ς =
gpi − gµ
gpi + gµ
≡ g−
g+
, (6.34)
Oλβ
(piµ)
= gλβ(1∓ ς)± k
λP βΠk
k2
± (k − ςP )
λP βΠkk
2 + (P − ςk)λ(ΠPk)βP 2
∆(k)
. (6.35)
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The geometric suppression factor exp {Σk(Y−)} here due to (6.33) depends only on the
relative distance Y− ≡ Y {C}− = Ypi − Yµ between initial and final wave packets, but not
on their distance from effective (“impact” [1]) point Y{C}, and only its transverse k and
PΠk space-like two-dimension part Y− (6.32) is significant for suppression. In spite of
exactly the same structure of obtained approximation (6.31) as in [1], with exactly the
same physical meaning of corresponding values δ̂{C}(κ), Σk(Y−), Y{C}, k{C}, T {C}, their
explicit expressions (6.32) – (6.35) may be essentially different from respective δ˜C(K), ΣC ,
YC , k˜C , <−1C /4 given therein.
Indeed, substitution of Eqs. (3.63), (3.64) to Eq. (6.19) with arbitrary number of
packets in initial {I} and final {F} states for aC ∈ {I ⊕ F}C , Y βa 7→ xCβaC , by means of
Gaussian integration over Minkowski space [53], with Rλ = XλD − Y λC = (T,L) (see also
[1–3, 35, 41]), gives:
V̂{C}(q) ≈ V̂CRG{C} (q) = (−i)(2pi)4 δ˜C(K) exp {ΣC} exp {i (KYC)} , K = q − k˜C , (6.36)
with: δ˜C(K) =
|<−1C |1/2
(4pi)2
exp
[
−1
4
(
K<−1C K
)] 7−→
<→0+
δ4(K), and: K 7−→
C 7→D
−K, (6.37)
k˜C =
IC∑
aiC=1
p˜CaiC −
FC∑
afC=1
p˜CafC , k˜D =
FD∑
afD=1
p˜DafD −
ID∑
aiD=1
p˜DaiD , <C =
∑
aC
TCaC , (6.38)
TCaC  T λβa =
m2a
2τa
[
υλaυ
β
a − gλβ
]
, p˜a = maυa
(
1 +
3
2τa
)
, υa 7−→
g2→0
ua =
pa
ma
, (6.39)
ΣC = −
∑
aC
(
(xCaC − YC)TCaC (xCaC − YC)
)
, or: C 7→ D, YC = XC 7→ XD = YD, (6.40)
YC = <−1C
∑
aC
TCaCx
C
aC
, i.e.
∑
aC
TCaC (x
C
aC
− YC) = 0,
∑
aC
∂
xCaC
λ ΣC = 0, (6.41)
∑
aC/D
(
∓∂x
C/D
aC/D
λ
)(
∓Y βC/D
)
=
1
2
(∑
aD
∂
xDaD
λ −
∑
aC
∂
xCaC
λ
)
(XβD − Y βC ) = ∂Rλ Rβ = δ βλ . (6.42)
Unlike the quadratic form with tensor T {C} (D.15) – (D.22), the forms with tensors <−1C,D
(6.38) for two or more external packets are positively defined only almost everywhere [1].
Moreover, founding only on the different leading terms for powers of x and x2 in (3.63), one
can’t neglect with the same accuracy of order O(τ−1a ) = O(g
−1
1a ) the difference between p˜a
and pa = maua in (6.39) even for g2 = 0 [1] and so one can’t neglect the difference between
k˜C/D (6.38) and kC/D. Nevertheless, for two-packet case, the expressions (6.33) and (6.40)
of geometric suppression factor ΣC coincide at specific reference frame, given in Eq. (81)
Ref. [41].
Similarly (6.15) the Feynman amplitude (6.1) admits an exact operator factorization of
its spin structure by means of representations (4.6), (B.9), (B.12), of translation invariance
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of ψσ(pa, x) (3.29) in overlap function (6.19) and by integration by parts over x and/or y:
AjDC = U
(η′)
{pDf,i}({x
D
f,i})
([
m` + η
′i(γ∂xD`D
)
]
M˜jD
[
mj + i(γ∂̂)
]
M˜jC
[
mµ + ηi(γ∂xCµC
)
]
×
× 1
2m`
1
2mµ
∫
d4q
(2pi)4
V̂{D}(q)
i
q2 −m2j + i0
V̂{C}(q)
)
U (η){pCf,i}({x
C
f,i}). (6.43)
Here: ∂̂ is the any one of differential operators defined in Eq. (6.42); all the differentiations
act on V̂{D/C}(q) only; u(η)({pCf,i}) or U (η){pCf,i}({x
C
f,i}) is a product of respective bispinors
or bispinorial plane waves (4.3) of wave packets (4.6) of external particles at the creation
(detection) point C (D). Similarly [1, 2] the approximation of narrow packets (6.27) gives:
AjDC ≈ u(η
′)({pDf,i}) M˜jD i
∫
d4q
(2pi)4
V̂{D}(q)
(γq) +mj
q2 −m2j + i0
V̂{C}(q)M˜jC u(η)({pCf,i}), (6.44)
The final result of this factorization for approximations (6.25), (6.30) – (6.33) or (6.36) –
(6.41) depends on the actual “pole integration” of propagator, selecting neutrino (antineu-
trino) pole with definite ξ = ± and, similarly (6.22), [1, 34, 35, 47], for k{C} 7→ kC ≈ kD 
k{D} reads:
AjDC 7−→ u(η
′)({pD/Cf,i }) M˜j{D/C}
∑
s=±1/2
uξj(kC , s)u
ξ
j(kC , s)M˜j{C/D} u
(η)({pC/Df,i }) A˜j(ξ)DC ,
(6.45)
where `, µ, η, η′ discriminate corresponding reaction, and the amplitudes A˜j(ξ)DC (B.33), like
(6.2) for (6.1), are respective fractions of corresponding to (6.43) scalar Feynman amplitude
[1, 2, 33–35, 47]:
A˜jDC =
∫
d4q
(2pi)4
V̂{D}(q)
i
q2 −m2j + i0
V̂{C}(q). (6.46)
Detailed calculation of oscillation probabilities for amplitudes (6.44), (6.46) were described
in [1–8, 34–41] and the references therein. Of course the possibility of reduction AjDC 7→
Aj(ξ)DC like (6.45) depends on subsidiary kinematical conditions [38] in the both vertexes of
macro-diagram (6.1). Here we will to focus on the further properties of composite wave
functions.
Assuming below, only for unification, only two external wave packets (6.19) also for
detection point {D} [34, 35], one can connect similarly [19] the off-shell composite wave
functions (6.12), (6.13) with the on-shell ones (6.15) by a sort of “dispersion relation”. For
the scalar version of Eq. (6.4), written now for the wave function F̂ (+){C}j(%) instead of
F{C}j(%) (6.28), (6.29), with Ĝ(+){C}j(%) instead of G{C}j(%) (6.16), (6.17), (6.23), one has,
replacing pi 7→ I, µ 7→ F , for ± correlated here with [C/D], as in (6.19), also in accordance
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with (6.4), (6.5), (6.30), (B.22), (B.35), (D.9):
Ĝ(+)[C/D]j(%) =
= iNσFNσI
∫
d4y θ
(±(%0 − y0))D−mj (±(%− y))D−mF (Z∗F− y)D−mI (y − ZI), (6.47)
F̂ (+)[C/D]j(%) = e−iΦ(k)Ĝ
(+)
[C/D]j(%) =
∫
d4q
(2pi)4
e∓i(q%) Ĥ(+)[C/D]j(q), (6.48)
Ĥ(+)[C/D]j(q) =
∫
d4% e±i(q%) F̂ (+)[C/D]j(%) = i e−iΦ(k)NσFNσI 2ipi
∫
d4p
(2pi)4
θ(p0) δ(p2 −m2j ) ·
· 1
2ipi
∞∫
−∞
dω
ω − i0
∫
d4% e±i((q−p)%)±iω%
0
∫
d4y e±i(py)∓iωy
0
D−mF (Z
∗
F − y)D−mI (y − ZI) =
= V̂[C/D](q)
∞∫
−∞
dp0
p0 − q0 − i0 θ(p
0) δ((p0)2 − q2 −m2j ) =
V̂[C/D](q)
2Eqj(Eqj − q0 − i0) ≡ (6.49)
≡ H[C/D]j(q)
2
+
V̂[C/D](q)
2Eqj
PP
1
(Eqj − q0) . (PP stays for Cauchy principal value.) (6.50)
In addition to the first pure on-shell contribution (6.23), (6.29), (6.30) at q0 = Eqj =√
q2 +m2j the eq. (6.50) contains also the second off-shell one with the function (6.30) ∀ q.
The version of scalar product (3.55c), (3.55d) corresponding to the fraction (6.6) of scalar
amplitude (6.46) reads:
A˜j(+)DC =
∫
d3ρ F̂ (+){D}j(%)(i
↔
∂0%)F̂ (+){C}j(%) = (6.51)
=
∫
d4p
(2pi)4
∫
d4q
(2pi)4
Ĥ(+){D}j(p)Ĥ
(+)
{C}j(q)
∫
d3ρ ei(p%) (i
↔
∂0%)e
−i(q%) =
=
∫
d3q
(2pi)3
∫
dp0
2pi
∫
dq0
2pi
ei(p
0−q0)%0(p0 + q0)Ĥ(+){D}j(p0,q)Ĥ
(+)
{C}j(q
0,q). (6.52)
Its %0- independence implies only the pole contribution of (6.49) in the lower half-planes
of q0, p0 with the residues containing both pieces of (6.50). Convergence of both these
integrals should be provided by overlap function V̂[C/D](q) like (6.31), (6.36), while the
final expression (6.49), as well as (6.52) fulfils for the general case. The pole contribution
is equivalent to simple on shell replacement Ĥ(+)[C/D]j(q) 7→ H[C/D]j(q), i.e.: F̂
(+)
[C/D]j(%) 7→
F[C/D]j(%), ensuing from scalar version (B.33) of (6.2) with the help of group property
(B.23) for scalar WF with omited again temporal factor θ(x0 − y0), that in turn up to a
sign in (B.37) is fully equivalent to the residue of amplitude (6.46) in the lower half-plane
Im q2 6 0 in the case of “pole integration” [34, 35, 47]:
(6.52) ←→ (6.46) 7−→
∫
d4q
(2pi)3
V̂{D}(q) θ(q0) δ(q2 −m2j ) V̂{C}(q) = (6.53)
=
1
i
∫
d4x
∫
d4yΨ∗DF (x)ΨDI(x)D
−
mj (x− y)Ψ∗CF (y)ΨCI(y). (6.54)
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This explanation of equivalence of the “pole integration” for the Feynman amplitude (6.46)
to the similar pole approximation for the off-shell composite wave functions (6.47) – (6.49),
that transform them into respective free on-shell ones (6.16), (6.17), (6.28), surely takes
place also for the spinor case (6.4), (6.5): Υ̂{C}j(%) 7→ Υ{C}j(%), as (6.12), (6.13) 7→ (6.15).
Moreover the self-consistency of both these pole approximations conforms with Lorentz
invariance, leading automatically to independence of %0 for amplitude (6.51) – (6.52). This
also simplifies an asymptotic analysis of the off-shell composite wave functions (6.47) – (6.49)
with fixed %λ. For qλ = (q0,q), q = qω, Kj(q0) = (q20−m2j )1/2, Eqj ≡ Ej(q) = (q2+m2j )1/2,
with the main branches of square roots and with∓i(q%) = ∓iq0%0±i(q·ρ), ρ = |ρ|, ρ = ρnρ,
that is:
F̂ (+)[C/D]j(%) =
∫
d4q
(2pi)4
e∓i(q%) V̂[C/D](q)
2Eqj(Eqj − q0 − i0) =
∫
d4q
(2pi)4
e∓i(q%) V̂[C/D](q)
(m2j − q2 − i0)
1
2
[
1 +
q0
Eqj
]
. (6.55)
Separating the rapidly oscillating exponential functions of q in (6.31) or in (6.36), for
k{} = k{C/D}, Y{} = Y{C/D}, (%− Y{})λ = Rλ{} = (R0,R) = Rλ and R = Rn ≡ R{}n{}, we
rewrite (6.55) as:
V̂[C/D](q) = e±i(qY{}) Ψ̂[C/D](q), (6.56)
Ψ̂[C/D](q) ≈ (2pi)4
θ(∆)
i
δ̂[C/D](q − k{}) eΣk(Y−)∓i(k{}Y{}), (6.57)
F̂ (+)[C/D]j(%) =
∫
d4q
(2pi)4
e∓i(qR) Ψ̂[C/D](q)
2Eqj(Eqj − q0 − i0) =
∫
d4q
(2pi)4
e∓i(qR)Ψ̂[C/D](q)
(q2 −K2j − i0)
1
2
[
1 +
q0
Eqj
]
, (6.58)
7−→
R→∞
∫
dq0 e
∓iq0R0
2(2pi)2
θ(q0) θ(K2j )
eiKjR
R
Ψ̂[C/D](q0;±nKj) ±R0=T7−→
T→∞
(6.59)
±R0=T7−→
T→∞
i
∫
d3q
(2pi)3
e−iTEqj
2Eqj
e±i(q·R)Ψ̂[C/D](Eqj ;q)
R→∞7−→
T→∞
(6.60)
R→∞7−→
T→∞
∞∫
mj
dq0 e
−iq0T
2(2pi)2
eiKjR
R
Ψ̂[C/D](q0;±nKj), with θ(q0) =
1
2
[
1 +
q0
|q0|
]
. (6.61)
The asymptotic expression (6.59) follows at R→∞ (|Y{}| → ∞) from the second equality
(6.58) by using the Grimus-Stockinger theorem [40]. The first θ- function comes here from
the square brackets, while the second θ- function comes from the conditions of theorem.
The asymptotic expression (6.60) appeares from the first equality (6.58) due to Jacob-
Sachs theorem at ±R0 = T → ∞ [34]. Then its final form (6.61) is obtained at R → ∞
by using the well known asymptotics of plane wave (B.29), integration over solid angle in
d3q = q2dqdΩ(ω), and change of variable Ej(Kj(q0)) = q0. All these theorems are adduced
in appendix B, Eqs. (B.28) – (B.31). Contribution of converging spherical wave (B.29) is
omited in (6.61) due to faster oscillations of the total exponential for this term and since it
furnishes the spatial vector q of qλ = (q0,q) with wrong direction ∓n{}. The momentum q
is globally defined for amplitude of macrodiagram (6.43), (6.46), (6.52) and for composite
wave functions (6.19), (6.36), (6.37), (6.49) of both {C} and {D} vertexes. For the (+) case
the momentum q leaks from point Y{C} to Y{D}, when −∞ ← Y 0{C}  %0  Y 0{D} → +∞.
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Coincidence of expressions (6.59) and (6.61) means, that R{} → +∞ for ±R{C/D} =
±(ρ − Y{C/D}) = ±R{C/D}n{C/D} ' R{}n{C}, already implies ±R0{C/D} = T → +∞.
Thus, the j- dependence of asymptotical integrand of the off-shell composite wave functions
may be changed by using above simple change of variable:
∞∫
0
qdq
(2pi)2
e−iTEqj
2Eqj
eiqR
R
Ψ̂[C/D](Eqj ;±nq) =
∞∫
mj
dq0 e
−iq0T
2(2pi)2
eiKjR
R
Ψ̂[C/D](q0;±nKj) = (6.62)
= mj
∞∫
0
dβ sinhβ e−iTmj coshβ
2(2pi)2
eiRmj sinhβ
R
Ψ̂[C/D](mj coshβ;±n{C/D}mj sinhβ), (6.63)
where n{C} 7→ nρ only if coordinate system origin is placed to the point Y{C}. These
expressions show that the often discussed difference between both “equal energy” and “equal
momentum” scenarios [34–40] may be considered on the same footing and in fact is very
conditionally. The taking into account in (6.61) the above omited contribution of converging
spherical wave (B.29) replaces the first expression (6.62) to the following one (see [9] §130):
F̂ (+)[C/D]j(%)
R→∞7−→
T→∞
∞∫
−∞
qdq
(2pi)2
e−iTEqj
2Eqj
eiqR
R
Ψ̂[C/D](Eqj ;±qn{C/D}), (6.64)
where one can again put q = mj sinhβ. Eqs. (6.62) implies only contribution of positive
saddle point for the further approximation of function Ψ̂[C/D](q0;±nq), with q0j , qj > 0
near q ' k{}, q0 ' k0{} with additional assumption about its ultrarelativistic position
qj , q
0
j  mj . Unlike (6.62), the dominant contribution of saddle point for Eq. (6.64) is not
restricted by these assumptions and may be estimated here without them. Nevertheless
we will adopt these assumptions below in order to compare different ways of estimations
and to see the correspondence with previous works. According to the obtained above by
different ways the same structure (6.31), (6.36) of reduced overlap function with the narrow
wave packets of external particles, we adopt the approximation (6.56), (6.57) for general
case. Below in this subsection we consider corresponding saddle-point estimations for the
wave function and amplitude following the spirit and interpretation of the seminal works
[1–7, 41].
To this end we unify and simplify our notations. We omit subscript {} where it is
possible and define 4-vectors and 4-tensors: `λ = `λ{} = (1, l), or `
λ
= (1, l), `2 = `2 = 0,
l2 = l2 = 1, for l ≡ l{} = ±n{}, or for XD − YC = L = Ll; with Hλ{} = (kT )λ{} and
Uλ{} = (`T )λ{}, or with H
λ
= HλD + H
λ
C , T ≡ T DC = T D + T C , U
λ
= (`T )λ; Qλ = Q`λ,
or Qλ = Q`λ, Q2 = Q2 = 0, Q{} = (H`)/(U`), Q = (H`)/(U`). Besides this we define:
qλj = (q
0
j , qjl){} = Qλ + wλj , or qλj = (q0j , qjl) = Q
λ
+ wλj , q
2
j = q
2
j = m
2
j . Up to next to the
leading order O(m4j ), these definitions mean that (`wj) = m
2
j/(2Q), or (`wj) = m
2
j/(2Q).
– 29 –
The following expansions for q0 = q0j + (q
0 − q0j ), q = qj + (q− qj) are also useful:
Kj(q0) ≈ qj + 1
vj
(q0 − q0j )−
m2j
2q3j
(q0 − q0j )2, qj = Kj(q0j ), vj =
qj
q0j
, vj =
qj
q0j
, (6.65)
Ej(q) ≈ q0j + vj(q− qj) +
m2j
2(q0j )
3
(q− qj)2, q0j = Ej(qj), and so on. (6.66)
6.1.1 Asymptotic of wave function
For qλ = (q0, ql{}) the quadratic form of δ̂{}(q − k{}) in Eqs. (6.31), (6.57), (6.62) reads:
((q − k)T (q − k)){} = (qT q)− 2(qH) + (kT k) ==⇒ f{}(q0, q), where: (6.67)
f{}(q0, q) = q20T 00 + q2(lT̂l)− 2q0q(T · l)− 2[q0H0 − q(H · l)] + f{}(0, 0), (6.68)
T =
(
T 00 T>
T T̂
)
≡ T βλ =
(
T 00 T 0r
T s0 T sr
)
, s, r = 1, 2, 3; f{}(0, 0) ≡ (kT k), (6.69)
whence: Fj(q) = f{}(Ej(q), q), while F˜j(q0) = f{}(q0,Kj(q0)), (6.70)
respectively for the first and second expression (6.62). The extremum condition of zero
first derivatives of these functions: F′j(q) = 0 and F˜
′
j(q
0) = 0, gives the same equation for
saddle point qλj , similar [41], but leads to different expressions for the second derivatives
and to different complex “effective widths” Dj of Gaussins integrals, appearing by the use
of expansions3 (6.65), (6.66) for powers of exponentials of Eqs. (6.62), (6.64):
q0 ≡ mj√
1− v2 =
vH0 − (H · l)
v(U`)− (1− v)2(T · l) , v ≡
q
q0
=
dq0
dq
, v 7→ vj , q 7→ qj , (6.71)
1
D2j
≡ F′′j (qj) + iT
m2j
(q0j )
3
,
1
v2j D˜2j
≡ F˜′′j (q0j ) + iR
m2j
q3j
,
1
D˜2j
= F′′j (qj) + i
R m2j
vj(q0j )
3
∣∣∣∣
F′j=0
, (6.72)
∞∫
−∞
qdq
2Ej(q)
eiRq−iTEj(q)
R
e−Fj(q) ≈ vj
2R
eiRqj−iT q
0
j e−Fj(qj)
√
2piD2j e−(D
2
j /2)(R−Tvj)2 . (6.73)
The second representation (6.62) exactly leads to the same expression with the replacement
D2j −→ D˜2j . Since q = vq0 but dq0 = vdq, these complex effective widths (6.72) will coincide
only after substitution of R −→ Tvj . Taking into account the Lorentz invariance of:
i
[
qjR− q0jT
]
{} = −i(qjR){}, (q0jR− qjT )2{} =
[
(qjR)
2 −m2jR2
]
{} , (6.74)
Fj(qj) = F˜j(q
0
j ) = f{}(q
0
j , qj) = ((qj − k)T (qj − k)){}, with: (6.75)
Ωj{}(R) = i(qjR){} +
D2j
2(q0j )
2
[
(qjR)
2 −m2jR2
]
{} = i(qjR) +
m2j
2τj
[
(ujR)
2 −R2] , (6.76)
for: uj =
qj
mj
, τj =
(q0j )
2
D2j
= (q0j )
2F′′j (qj) + iT
m2j
q0j
, or with T −→ R
vj
, (6.77)
3That are not the expansions on power of mj .
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one obtains an “almost” Lorentz covariant asymptotics:
F̂ (+)[C/D]j(%)
R→∞7−→
T→∞
(2pi)5/2
i
e∓i(k{}Y{}) eΣk(Y
{}
− ) δ̂{}(qj − k{})
vj
2R
Dj e−Ωj{}(R). (6.78)
First of all this result should be compared with evolution of neutrinos emitted by classical
sources, given by Eq. (11.20) of Ref. [43]. We observe that the spherical wave e−i(qjR)/R
given therein, now is modulated by the same Gaussian factor that appears in CRG ap-
proximation of narrow width for one-packet state (3.63) with x = −R{}. Equation (6.78)
confirms qualitative reasons leading to similar form of intermediate neutrino wave function
introduced in [1–3]. But here this function is defined by parameters of external wave pack-
ets interacting only at one vertex: {C} or {D} and has necessary representation variable %.
It is worth to note that the expressions (6.65) – (6.78) fulfil without any assumption about
value ofmj , but leads to ambiguity (6.72), (6.77) of imaginary part of effective width, which
besides this, does not has consistent physical interpretation [1] of Gaussian oscillations thus
appearing.
Assumption of small mj allowes to avoid this ambiguity and leads to unique fully
invariant expression for effective width. Indeed, from Eqs. (6.67) – (6.72), with qλj =
Qλ +wλj , (U`) ≡ (`T `) > 0, U2 < 0, H2 < 0, up to the next to the leading order O(m4j ) it
follows for:
Fj(q) ≈ f{}(0, 0)−Q(H`) + (U`) (q−Q)2 +m2j
[
U0 − H
0
q
]
, rj ≡
m2j
2Q2
 1, (6.79)
that: vj ≈ 1− rj , wλj ≈ −
rj
(U`)
(
(H · l), H0l) , (Hwj) = 0, τj ' τ{}, (6.80)
1
D2j
≈ 2(U`)
{
1− rj
(H`)
[2H0 − iT{}]
}
' 2(U`) > 0, τ{} = 2Q(H`) ≡ 2
(H`)2
(U`)
, (6.81)
where only the main contribution is saved. This also allowes to avoid some inconsistency
of the used saddle-point calculation [1], because Eq. (6.72) implies an “exact” saddle point
qj , which in fact is defined by zero derivative of full power of exponential of integrand in
(6.73): F′j(q) + i(Tv(q) − R) = 0. Whence qj , acquires an inadmissible imaginary part,
which is generated by value i(Tv(q) − R). To extract the j- dependence, the following
relation, ensuing with the same accuracy from (6.75), (6.79, (6.80), is observed:
Fj{}(qj) = ((qj − k)T (qj − k)){} = ((Q− k)T (Q− k)){} + Θj{}, where: (6.82)
Θj{} ≈ m2j
[
U0 − H
0
Q
]
=
m2j
(H`)
[
H0(U · l)− U0(H · l)] , whence: (6.83)
F̂ (+)[C/D]j(%)
R→∞7−→
T→∞
(2pi)5/2
i
e∓i(k{}Y{}) eΣk(Y
{}
− ) δ̂{}(Q− k{})
vj
2R
Dj e−Ωj{}(R)−Θj{} . (6.84)
Similarly [1] the value of Θj{} is negligible due to smeared delta-function of approximate
energy-momentum conservation, keeping kλ ' K`λ, (H`) ' K(U`), when Θj{} = 0.
6.1.2 Asymptotic of oscillation amplitude
Now let us show how the definitions of scalar products (6.51) – (6.54) of composite wave
functions reproduce the previously obtained [1] asymptotic of oscillation amplitude. Un-
fortunately the time derivative ∂0% and d3ρ- integration in Eq. (6.51) is not uniform with
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respect to asymptotical expansions over T and R, and substitution of the results (6.78),
(6.84) into (6.51) is not correct. Starting from substitution of (6.49), (6.57) into (6.52),
we perform at first the integration over p0 at the limit Y 0D → +∞, i.e. TD → +∞ with
the help of Jacob-Sachs (JS) theorem (B.31). Thus we arrive to very similar to (6.58) d4q-
integral, which may be estimated by the same two ways (6.59), (6.61) as above. The use
for example again of JS theorem for q0- integration at Y 0C → −∞, i.e. TC → +∞, with
T = TD + TC , Rλ = (T,L), L = Ll, `
λ
= (1, l), gives:
A˜j(+)DC
(Y 0C→−∞)7−→
(Y 0D→+∞)
(−1)
∫
d3q
(2pi)3
e−iEqjT
2Eqj
ei(q·L)Ψ̂[D](Eqj ;q)Ψ̂[C](Eqj ;q), (6.85)
what again up to a sign is equal to substitution of V̂[C/D](q) (6.57) into the on-shell Eq.
(6.53). Similarly (6.62), (6.64), the use again of the plane-wave asymptotic (B.29) leads to
integral:
A˜j(+)DC
L→∞7−→
T→∞
i
∞∫
−∞ [0]
qdq
(2pi)2
e−iTEj(q)
2Ej(q)
eiqL
L
Ψ̂[D](Ej(q); ql)Ψ̂[C](Ej(q); ql), (6.86)
whose saddle-point estimation with substitution of (6.57) repeats all the above steps with
simple replacing of all defining above values onto the same but with the bar: H 7→ H,
U 7→ U , Q 7→ Q, Q 7→ Q, T 7→ T , qλj 7→ qλj , wj 7→ wj , l 7→ l. Thus, with qλ = (q0, ql) one
has for quadratic form ((q − kC)T C(q − kC)) + ((q − kD)T D(q − kD) ==⇒ f(q0, q):
Fj(q) = f(Ej(q), q) = FjC(q) + FjD(q), F
′
j(q) = 0, so: q 7→ qj , with: (6.87)
q0 ≡ mj√
1− v2 =
vH
0 − (H · l)
v(U`)− (1− v)2(T · l) , v ≡
q
q0
7→ vj , uj =
qj
mj
, (6.88)
1
D2j
≡ F′′j (qj) + iT
m2j
(q0j )
3
, τ j =
(q0j )
2
D2j
, Ωj(R) = i(qjR) +
m2j
2τ j
[
(ujR)
2 −R2] : (6.89)
A˜j(+)DC
L→∞7−→
T→∞
i(2pi)6 eiΘDC eΣDC δ̂{D}(qj − kD) δ̂{C}(qj − kC)
√
2pi
vj
2L
Dj e−Ωj(R), (6.90)
where: ΘDC = (kDXD)− (kCYC), ΣDC = ΣkD(XD− ) + ΣkC (Y C− ). (6.91)
This, up to a sign, is exactly the result (39) of Ref. [1] and of course it may be also simplified
as above for small mj to the form given in Ref. [41] for qλj = (q
0
j , qjl) = Q
λ
+ wλj :
A˜j(+)DC
L→∞7−→
T→∞
i(2pi)6 eiΘDC eΣDC δ̂{D}(Q− kD) δ̂{C}(Q− kC)
√
2pi
vj
2L
Dj e−Ωj(R)e−Θj , (6.92)
with: rj ≡
m2j
2Q
2  1, vj ≈ 1− rj , wλj ≈ −
rj
(U`)
(
(H · l), H0l
)
, (Hwj) = 0, (6.93)
1
D2j
≈ 2(U`)
{
1− rj
(H`)
[2H
0 − iT ]
}
' 2(U`) ≡ 2(`T `) > 0, τ j ' τ = 2Q(H`), (6.94)
or: τ = 2
(H`)2
(U`)
> 0, Θj ≈ m2j
[
U
0 − H
0
Q
]
=
m2j
(H`)
[
H
0
(U · l)− U0(H · l)
]
. (6.95)
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The value Θj disappears now for kλC = k
λ
D ' K`
λ, [41]. Moreover, for this case: Hλ ' KUλ
and so on, and Q ' Q ' K. Nevertheless: l 6= l and wj 6= wj . Here the assumption
of small mj [1] repairs again the self-consistency of our calculations and again leads to
the invariant width (6.81), (6.94) of the approximate non-spreading CRG- wave function
similar (3.63). The imaginary contribution to the width should be neglected as artifact of
our estimation method because it depends on the used integration variable. As above, it
also implies inadmissible complex value of saddle point qλj , depending on time T and length
L. The additional smallness of rj(H`)−1 in (6.94) also indicates such neglect.
It is worth to note, that exactly the same mechanism [9–12] of Gaussian integration,
(6.72) – (6.78) or (6.89), (6.90), leads to usual inevitable spreading in time of free non rela-
tivistic Gaussian wave packet (2.9) discussed in Section 2. The usually discussed spreading
of relativistic wave packet also is based on the using of Gaussian approximation and on the
calculation of quantities directly inspired by Gaussian distribution [4, 25, 26, 31]. A very
instructive calculation of dispersion for wave packets of general form is given in ref. [4].
On the other hand, the shown below form-invariance (7.7), (7.8) of covariant on shell
one-packet wave function, similar (6.3), assures its propagation without change of its rela-
tivistically invariant width σ or g1,2(m,σ). This in turn manifests in CRG- approximation
of subsection 3.1, as the non spreading at all packet wave function (see also figure 1). We
think, this difference is also the manifestation of discussed in section 3 the different meaning
of time in QM and QFT, that indicates its different meaning at different scales.
Evidently, the performing in (6.58), (6.57) at first the plane-wave limit σpi,µ → 0,
(D.15), (6.20) of reduced overlap function (6.31), (6.57) will fully eliminate its dependence
on “impact” points Y{C/D}, and the above asymptotic limits become impossible to take at
all. Moreover, now unlike qλ in (6.63), (6.64), 4-vector kλ = kλ{C/D} will be in principle off
the mass shell:
V̂[C/D](q)
∣∣
p.w.
=
(2pi)4
i
δ4(q − k), F̂ (+)[C/D]j(%)
∣∣
p.w.
=
(−i) e∓i(k%)
2Ekj(Ekj − k0 − i0) . (6.96)
This also illuminates the above main difficulty of the problem under consideration: the
asymptotical expansion of F̂ (+)[C/D]j(%) over parameters T,R is not uniform with respect
to the limit of parameters σa,mj and with respect to the time derivative ∂0% and d3ρ-
integration in Eq. (6.51). That means we need more uniform representation of composite
wave-packet state. Such representation for on-shell composite wave function is given below.
6.2 “One-packet” representation of two-packet state
To trace the another limiting properties of the on shell composite wave function (6.15) –
(6.17) it is convenient to use for the last multipliers of Eq. (6.23) the integral representation
# 6.677.6 [50] (or # 1.13(47) [51]), which factorizes its different q- dependences for q2 > 0,
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q0 > 0, ∆(q) > 0, χ∆ > 0 via Bessel function J0(r), with the main branch of square roots:
sin
(
α
√
β2 + y2
)
√
β2 + y2
=
1
2
α∫
−α
dx eiyxJ0
(
β
√
α2 − x2
)
, for arbitrary β, y and α > 0, (6.97)
sinh
(
χ∆
[
q2Z2− − (qZ−)2
]1/2)[
q2Z2− − (qZ−)2
]1/2 = 12
χ∆∫
−χ∆
dχ eiχ(qZ−)J0
([−q2Z2−]1/2 (χ2∆ − χ2)1/2) . (6.98)
Therefore the function (6.17) with q2 = m2j becomes Lorentz invariant linear superposition
of interpolating wave packets (3.29), (6.14) with the same fixed mass mj but with various
centers Yχ, various on shell momentums p2χj = m
2
j , pχj = mjυχ, υχ = ζχ/
√
ζ2χ, and various
invariant widths σχj , defined by e.g. gχj 7→ 1/σ2χj , with τ2χj = m2jζ2χ = m4jg2χj :
G{C}j(%) =
NσµNσpi
4pi
1
2
χ∆∫
−χ∆
dχ
Nχj
J0
([−m2jZ2−]1/2 (χ2∆ − χ2)1/2) Nχji D−mj (%− Zχ), (6.99)
Nχj
i
D−mj (%− Zχ) = ψσχj (pχj , Yχ − %) = ei(pχjYχ)FpχjYχ(%) −→τχj→∞ e
i(pχj(Yχ−%)), (6.100)
for: Nχj =
(2pi)2
m2j
I(τχj)
h(τ2χj)
−→
τχj→∞
2
m2j
(2pi)3/2τ
3/2
χj exp {τχj} , (6.101)
Zχ = Zη + χZ− = η+Zpi + η−Z∗µ = Yχ + iζχ, η± = η±(χ) =
1
2
± (χ0 + χ), (6.102)
Yχ = η+Ypi + η−Yµ =
Y+
2
+ (χ0 + χ)Y−, ζχ = η+ζpi − η−ζµ = ζ−
2
+ (χ0 + χ)ζ+, (6.103)
with: ζχ=
g+
2
{
P
[ ς
2
+ (χ0 + χ)
]
+ k
[
1
2
+ ς(χ0 + χ)
]}
, for g2a = 0; (6.104)
where τχj → ∞ means g+ → ∞. For the opposite limit, with independent localizations
of pion and muon, σpi, σµ → ∞, we have all these values g1,2pi, g1,2µ, ζpi, ζµ, ζχ → 0, i.e.
τχj → 0. This transforms (6.99) into superposition of localized packets (3.25) with different
centers only:
G{C}j(%) 7−→
σa→∞
(ℵ(0))2
m2pim
2
µ
1
8pi
χ∆∫
−χ∆
dχJ0
([−m2jY 2−]1/2 (χ2∆ − χ2)1/2) 1i D−mj (%− Yχ). (6.105)
Coincidence of centers Y− → 0 of pi and µ packets in point Ypi leads to localization (3.25) in
this point Yχ → Ypi for the full on-shell composite wave packet as a single-packet function:
G[σa=∞]{C}j (%) −→Y−→ 0
(ℵ(0))2
m2pim
2
µ
χ∆
4pi
1
i
D−mj (%− Ypi) =
ℵ(0)
8pi
∆1/2(mj)
m2pim
2
µ
ψ∞(pj , Ypi − %). (6.106)
Its further zero-mass limit mj → 0 repeats (A.10) and also implies the change of normal-
ization. So, the above obtained limiting properties of on-shell composite wave function for
intermediate neutrino wave packets (6.15), or (6.27), (6.28) carefully replicate these proper-
ties folowing to external interpolating wave packets, as given by Eqs. (3.19), (3.25), (A.10).
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However some differences appear for another cases. To consider at first the limit mj → 0,
we note that the 4-vector (6.104) is reduced to ζχ 7→ (g+/4)k(1−ς2) only for χ0+χ 7→ −ς/2.
For mj > 0 this requires a value of χ, which is unachievable for the integrand in (6.99).
Indeed, with substitution χ = γ − χ∆, γ > 0 one has χ0 + χ = γ + , where:
 ≡ χ0 − χ∆ 7−→ 1
2
(
m2pi +m
2
µ
m2pi −m2µ
)
+O(m2j ) ≈ 1, 79, for mj → 0, χ0, χ∆ → +∞. (6.107)
With replacing χ0 + χ = γ +  for Zχ = Z(γ) and with respective redefinition of (6.102) –
(6.104), (A.10), the finite limit of expression (6.99) reads:
G{C}j(%)
∣∣∣∣
mj=0
=
NσµNσpi
4pi
1
2i
∞∫
0
dγ J0
([−Z2−(m2pi −m2µ)]1/2√γ)D−0 (%− Z(γ)). (6.108)
Unlike the single-packet case (A.10), such superposition of these massless solutions to KG
equation arises without any change of normalization. The integral exists for (Y−ζ+) = 0,
when −Z2− 7→ ζ2+−Y 2− > 0. For the rest frame of time-like vector ζλ+ 7→ (ζ0+,0), that means
arbitrary Y λ− = (0,Y−). The using of formula # 6.532.4 [50] (or # 7.14.(58) [49]) reduces
this to the form admiting analytical continuation to arbitrary Y−. If a > 0, Reβ > 0, as:
∞∫
0
tdtJ0(at)
t2 + β2
= K0(aβ), and thus, for R = %− Z+
2
, Z∓ = Y∓ + iζ±, (6.109)
L = [(Z−R)2 − Z2−R2]1/2 , Λ∓ = {(m2pi −m2µ) [(Z−R)∓ L− Z2−]}1/2 , (6.110)
one obtains: G{C}j(%)
∣∣∣∣
mj=0
=
NσµNσpi
4(2pi)3
[
K0(Λ−)−K0(Λ+)
L
]
, (6.111)
what has the form similar to finite-difference-analog of relation (B.27) for N=2, S=1, with
the step, proportional to the value of L = [−Z2−(RΠZ−R)]1/2 in (6.110) for small L.
7 Discussion
The principal differences of suggested here wave packet from the one suggested in [1–7]
and marked below as NN, manifest in spin degrees of freedom and thus in the Lorentz
transformation and localization properties (3.24) – (3.27), and normalization. According
to our definitions (4.6), (4.7), and (3.17), (3.28), (3.33), (3.34) but unlike the formulas (6),
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(7) of [1], for k0 = Ek =
√
k2 +m2a, x = xa − x, ζa = ζa(pa, σa), ξ = +:
Ξ(+)pa,xa,sa(x) ≡ Ξ(+){a}(x) = (7.1)
=
1
i
N̂ξσaS
− (x− za) U (+)pa,sa(xa) = N̂ξσa〈0|ψ(x)ψ (xa + iζa) |0〉u(+)(pa, sa) e−i(paxa) = (7.2)
= 〈0|ψ(x)|(+); {pa, xa, sa}〉 =
∫
d3k ei(kx)
(2pi)32Ek
φσ(k,pa)
(γk) +ma
2ma
u(+)(pa, sa) e
−i(paxa), (7.3)
but that is: 6= Ξ(+) NN{a} (x) = (7.4)
= 〈0|ψ(x)|(+);pa, xa, sa〉NN =
∫
d3k ei(kx)
(2pi)32Ek
φσNN(k,pa)u
(+)(k, sa) e
−i(paxa), for (7.5)
φσNN(k,pa) with: INN(τ) ≡ 1, NNNσ (ma, ζ2a) =
(2pi)2
m2ah(τ
2)
, g1 =
1
2σ2
, g2 ≡ 0. (7.6)
According to [14–29], if the packet realizes a state with fixed momentum pa and spin sa as
irreducible representation of Lorentz group, its spin-quantization 4- axis ŝa in (4.4a) is fixed
by (paŝa) = 0 with the fixed momentum pa of wave packet. That is exactly the case of (7.1) –
(7.3), containing only the external bispinorial plane wave U (+)pa,sa(xa) = u(+)(pa, sa) e−i(paxa).
For the packet (7.5) the fixed spin sa of state “sits” on a running momentum kλ of its
internal plane waves via bispinor u(+)(k, sa), (kŝa) = 0, i.e. ŝa = ŝa(k), what can’t be
fulfilled simultaneously with (paŝa) = 0.
Nevertheless, according to (6.3), the evident from the relations (4.6) with (B.11), (4.8),
(4.9d) form-invariant propagation, without changing of relativistically invariant width σ,
for the packet (7.1) – (7.3), due to the definitions (B.11), (4.7), (B.9), (4.3) and the second
orthogonality relation (4.4b) [16, 17], takes place also for the packet (7.5), also as covariant
solution to free Eqs. (4.17). Similar assertion, where Dc(x) is even function (B.17), takes
place for the respective scalar wave packet (3.14), (3.29), ∀xa, with ξ(x0−y0) > 0, for both
the initial and final states (cmp. [13], pp. 101, 102). So:
Ξξ{a}(x) =
ξ
i
∫
d3ySc(x− y)γ0Ξξ{a}(y), Fpaxa(x) =
1
i
∫
d3yDc(x− y)(i
↔
∂0y)Fpaxa(y), (7.7)
Ξ
ξ
{a}(x) =
ξ
i
∫
d3yΞ
ξ
{a}(y)γ
0Sc(y − x), F ∗paxa(x) =
1
i
∫
d3yF ∗paxa(y)(i
↔
∂0y)D
c(y − x), (7.8)
and the same with the changes d3yγ0 7→ dΣν(y)γν , d3y
↔
∂0y 7→ dΣν(y)
↔
∂νy , and ξ(x0 − y0) 7→
ξ(nΣ(x − y)) (6.7), and/or the same for Ξξ{a} 7→ ΞξNN{a} . Free propagation (7.7), (7.8) can
not change the invariant width σ and the value of τ of covariant free wave packets, because
such changing would be in contradiction with the local nature of Lorentz covariance of
this propagation [13]. Nevertheless, the shown on figure 1 usual Gaussian spreading will
inevitably take place at any fixed reference frame [4].
Due to dimension reduction of free Green functions [52] and due to conservation of
orthogonality relation (4.4b) also for m = 0, the similar picture with d3x 7→ dx‖ takes place
also for evolution (7.7), (7.8) of the massless wave packets, defined for fixed τ > 0 by (A.15),
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(A.16), (A.20), (A.21), (B.9), and normalized by the condition (A.25):
Fpaxa(x)
m→07−→
σ→0
F (τ)paxa(x) = e
−i(paxa) ψτ (pa, x) =
ℵ(τ)
(2pi)2
e−i(paxa) h
(
τ2 − 2iτ(pax)
)
, (7.9a)
Ξξ{a}(x)
m→07−→
σ→0
Ξ
ξ(τ)
{a} (x) = limma→0
i(γ∂x) +ma
2ma
F
(τ)
ξpa,xa
(x)uξma(pa, sa) = (7.9b)
=
ℵ(τ)
(2pi)2
e−iξ(paxa) uξ0(pa, sa)
[
1
2
− τ ∂
∂Zξτ
]
h
(
Zξτ
)∣∣∣∣
Zξτ=τ2−2iτξ(pax)
7−→
τ→∞ (7.9c)
7−→
τ→∞ e
−iξ(pax) lim
ma→0
ξ(γpa) +ma
2ma
uξma(pa, sa) = e
−iξ(pax) uξ0(pa, sa) = Uξpa,sa,0(x). (7.9d)
The normalization conditions (4.4c), (4.9) of all bispinors leads to their finite limits with
ma → 0 [17, 27]. The parameter τ , originated by (3.37), (3.39), in the rough approximations
(A.17), (A.26), may be considered as inverse dimensionless width of these massless packets
on the light cone. From (B.24), (B.25):
F (τ)paxa(x) =
1
i
∞∫
−∞
dy‖Dc(2)(x− y)i
↔
∂0y F
(τ)
paxa(y), Ξ
ξ(τ)
{a} (x) =
ξ
i
∞∫
−∞
dy‖Sc(2)(x− y)γ0 Ξξ(τ){a} (y),
(7.10)
where for pνa = p(1,np), all functions of x with ma = 0 in Eqs. (7.9), (7.10) as well as in
Eqs. (A.20) – (A.23) in fact depend only on 2- dimensional xν = (x0, x‖) with x‖ = (np·x).
It is not dificalt to construct the wave packet of type (7.1) – (7.3) for Majorana neutrino
for both massive and massless cases [42, 43], with the same properties of normalization
constant.
8 Conclusions
Due to the relativity of time only the transition amplitude (3.25) from point xa to point x
during the time interval T = x0 − x0a > 0 is meaningful in relativistic QFT, unlike the non
relativistic quantum-mechanical probability amplitude of finding the particle been localized
in any point x at any instant of time t. This relativity is reflected by respective formulation
of Huygens’ principle [25].
Here it is shown how the consistent use of QFT axioms [18–24] fixes a general form
of interpolating relativistic covariant wave-packet states for the fields of free massive par-
ticles also with higher spins. They are simply expressed via corresponded field operators,
what elucidates profound physical meaning of analytical continuation of the Wightman
functions for these fields into the complex Minkowski space and the meaning of remained
arbitrariness of normalization of state. Interpolating wave packet contains covariant particle
(antiparticle) states [15] only with positive (negative) energy (frequency) sign without their
mixing. This packet propagates without change of its relativisticaly invariant width. It has
non-relativistic Gaussian wave packet (2.8) as a precise non-relativistic limit (3.47), (A.28),
independent of the remained normalization arbitrariness (3.33), (3.34), (3.53). Thus, the
conventional belief about inevitable mixing of states with opposite energy sign, starting to
propagate inside the pure non-relativistic Gaussian wave packet [25, 26, 31], has the only
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limited sense. A similar assertion concerns relativistic CRG- approximation [1–7] for the
wave packet, which by definition describes evolution off the mass shell (3.66).
Implementation of the interpolating wave packets to neutrino oscillation problem re-
veals their natural appearance in amplitude of macroscopic Feynman diagram by making
use of any kind of “pole integration” [34, 35, 47], which naturally arises in any space-
time-asymptotic regime. It arises as equivalence of the on-shell reduction for the off-shell
composite wave function (6.9), by omitting the time-ordering θ-functions: Υ̂ 7→ Υ. The
notion of composite wave function allowes to transform the amplitude of Feynman diagram
into the form of scalar product, similar to that is used in intermediate wave-packet pic-
ture of neutrino oscillation [31, 32, 44–46]. Moreover, unlike the non relativistic Gaussian
packets and the CRG- approximation [1–3], formula (4.9d) demonstrates, that the usual
causal evolution (6.3) for any such free relativistic wave packet [13] does not mix the states
of particles with different energy sign (with antiparticles). However, as elucidated here,
exactly for those wave packets (3.28), (3.29), (4.6) the causal ordering, naturally arising for
the actual macroscopic scattering processe (6.1) similarly (4.9d) and according to Huygens’
principle, leads to the natural transformation (6.1)–(6.9) of integrated causal neutrino prop-
agator Scj (x− y) into the composite off-shell wave function (6.12), (6.13), and then into the
composite on-shell one (6.15)–(6.17), as the linear superposition (6.99) of free interpolating
wave-packet states with the same neutrino mass mj but with different widths. The last
state already may be fully localized for V + 3 ζa → 0 as (6.106). Non accidentally both
these functions are just the differently defined boundary values in complex Minkowski space
(B.15), (B.16) and (B.17), (B.18) or (B.9) and (B.12) respectively for scalar or spinor case
in fact of the same invariant analytical function h(Z) [20], defined by (3.34), (B.19).
Thus, unlike the non relativistic quantum mechanics and optics, the relativistic QFT
admits the massive wave-packets interpolating in above covariant sense only in the form of
Eqs. (3.28), (3.29) and (4.5), (4.6), (4.15)–(4.16), respectively. This wave packet has also a
finite limit of m→ 0, σ → 0 simultaneously, with fixed τ ∼ (mc/σ),  > 0 (7.9), (7.9c). It
separates naturally the light-cone degrees of freedom and elucidates the origin of possible
arbitrariness of wave packet for the massless case.
The given here exact calculations of composite wave functions and of their universal
asymtotic behavior may be successfully repeated for three-packet vertexes of a “little don-
key” diagram [36–38] of the process like `+ A⊕ B νj−→ A′ ⊕ (B′ + `′). To this end one can
use the wave packets only for incoming particles IC⊕D ∈ `,A,B and/or for one of outgoing
B′, using the plane waves at least for one of outgoing unregistred particles FC⊕D ∈ A′,B′, `′
in the both {C} and {D} vertexes, or otherwise, by using the wave function (3.51) of “in-
finitely heavy nuclei” for some of particles A,A′,B,B′ [39, 40]. That may be the subject of
subsequent works.
The recent results of refs. [5–8] demonstrate the possibility of direct experimental
manifestation of the wave packets of external particles also for the small-distance effects,
such as the reactor antineutrino anomaly [55].
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A Various limiting cases of covariant wave packet.
The another way to check the Eq. (3.49) uses the relations for |k− p|  Ep =
√
p2 +m2:
Ek ≈ Ep + (vp · (k− p)) + 1
2Ep
(k− p)j
(
δjl − vjpvlp
)
(k− p)l, with: vp = p
Ep
, (A.1)
(kpa) = EkEp − (k · p) ≈ m2 + 1
2
(k− p)j
(
δjl − vjpvlp
)
(k− p)l, p ≡ |p|np, (A.2)
whence: φσ(k,p) = ei((pa−k)xa)〈k|{pa, xa, σ}〉 = Nσe−(kζa) 7−→
τ→∞ Nσe
−g1(kpa), or (A.3)(
for g2 = 0, τ = m2g1
)
=
ℵ(τ)
m2
e−g1(kpa) 7−→ (near the maximum: |k− p|  Ep) (A.4)
7−→ (2pi)
2
m2
I(τ)
h(τ2) eτ
e−((k−p)T(k−p)) −→
g1→∞
2m(2pi)3
Ep
m
[ |T|
pi3
]1/2
e−((k−p)T(k−p)) = (A.5)
= 2m(2pi)3
Ep
m
{[
g1
2pi
m2
E2p
]1/2
exp
[
−g1
2
m2
E2p
(
k‖ − p‖
)2]}{ g1
2pi
e−(g1/2)(k⊥−p⊥)
2
}
(A.6)
−→
g1→∞
(2pi)3 2Ep δ
(
k‖ − p‖
)
δ2 (k⊥ − p⊥) = (2pi)3 2Ep δ3(k− p), k = npk‖ + k⊥, (A.7)
(k− p)2 = (k‖ − p‖)2+ (k⊥− p⊥)2, with: p⊥ 7→ 0, p‖ = |p|, k‖ = (k · np) , (A.8)
and for: (T)jl =
g1
2
(
δjl − vjpvlp
)
, |T| = det{T} =
(g1
2
)3
(1− v2p) =
(g1
2
)3 m2
E2p
, (A.9)
may be easy obtained by direct calculation as rotationally invariant determinant of separable
positively defined operator (matrix). Surely the nonzero “independent” limit m → 0 of
(3.48) or (A.6) already implies σ = 0 i.e. plane wave (3.49), (A.7). Whereas the usual
solution to free massless KG equation (4.17) with σ 6= 0, za = xa + iζa(pa, σ) requires
changed normalization:
m2ψσ(pa, xa − x) 7−→
m→0
(−i)ℵ(0)D−0 (x− za) = (−1)ℵ(0)(2pi)−2 (x− za)−2 . (A.10)
As it is easy to see the Eq. (A.4) admits also the limit σ → 0, g1 →∞ jointly with m→ 0
for fixed τ = m2g1, pνa = (p0,p), p0 = Ep 7→ |p| = p, kν = (k0,k), k0 = Ek 7→ |k| = k, so,
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that pνa 7→ p(1,np), kν 7→ k(1,nk), with the help of the relations:
lim
g1→∞
g1e
−g1Y = δ(Y ), (Y > 0), where, for g1  g2 : (A.11)
(kζa) = g1(kpa) ≡ g1 [EkEp − (k · p)] ≈ g1kp [1− (nk · np)] + τ
2
(
k
p
+
p
k
)
, (A.12)
δ (1− (nk · np)) 7−→ 2pi δΩ(nk, np), under dΩ(nk). (A.13)
Whence: φσ(k,p) =
ℵ(τ)
τ
g1e
−g1(kpa) m→07−→
σ→0
φτ (k,p), (A.14)
φτ (k,p) = 2pi
ℵ(τ)
τ
exp
[
− τ
2
(
k
p
+
p
k
)]
δΩ(nk, np)
kp
, (A.15)
or: φτ (k,p) = (2pi)3
I(τ)
τ eτ h(τ2)
exp
[
− τ
2kp
(k− p)2
]
δΩ(nk, np)
kp
, (A.16)
giving: φτ (k,p) 7−→
τ1
(2pi)3
(
2τ
pi
)1/2
exp
[
− τ
2kp
(k− p)2
]
δΩ(nk, np)
kp
, (A.17)
for τ  1 with the use of Eqs. (3.33) – (3.35), or (B.19), (B.20). According to (3.43),
(3.44), for τ →∞ this returns us to Eq. (A.7). For τ  1 Eqs. (A.15), (3.36) gives:
φτ (k,p) 7−→
τ1
2pi
ℵ(0)
τ
δΩ(nk, np)
kp
. (A.18)
Since dΩ(nk) ≡ d2k⊥/(kk‖), then for nk ' np, k‖ ' k in Eqs. (A.15) – (A.18) we can
replace:
δΩ(nk, np)
kp
7−→ k
p
δ2 (k⊥) . (A.19)
The obtained longitudinal in fact non Gaussian profile with arbitrary τ in (A.15), (A.16),
(A.17) reflects above mentioned freedom of profile function of wave packet appearing for
interpolating wave packet of massless particle unlike the massive one in (A.6), (A.7).
In spite of the singularity of the measure, the limit (A.15) is uniform with respect to
integral of Lorentz invariant Fourier-representation (3.15) 7→ (3.29), (3.30). So, the dimen-
sionless function (3.59) of dimensionless argument (3.60) for fixed τ = m2g1, x = xa − x,
pνa 7→ p(1,np) with p2a = 0, p0 = p, (pax) = p
(
x0 − (np · x)
) ≡ p(x0 − x‖) ≡ px−:
ψσ(pa, x)
m→07−→
σ→0
ψτ (pa, x) =
I(τ)
h(τ2)
h
(
τ2 − 2iτ(pax)
)
=
ℵ(τ)
(2pi)2
h
(
τ2 − 2iτ(pax)
)
, (A.20)
is still a Fourier-image (3.15) of limit φτ (k,p) (A.15), (A.16) of its momentum profile (3.28).
Substitution of above to representation (3.15) leads to the integral:
ψτ (p, x) =
ℵ(τ)
(2pi)2 2pτ
∞∫
0
dk exp
[
ik
(
x0 − (np · x)
)− τ
2
(
k
p
+
p
k
)]
, (A.21)
which due to (B.19) with k = 2pτt coincides with (A.20). This reflects a drastic change
of Lorentz symmetry [27, 29] for massless states since the problem in fact is reduced from
– 40 –
3+1 to 1+1 dimensions. Indeed, substituting the massless wave packet (7.9a) into 3D
scalar product (3.55c) one immediately shows the necessity of condition npb = npa for its
existence. Thus the inner product for these light-cone wave packets (7.9a) should be of the
following 1D form for xν = (x0, x‖):(
F (τb)pbxb , F
(τa)
paxa
)
=
∞∫
−∞
dx‖F ∗(τb)pbxb (x)(i
↔
∂0x)F
(τa)
paxa(x) =Mba ei(pbxb)−i(paxa) (−∂Zba)h(Zba), (A.22)
where: Zba = τ2b + τ
2
a + τbτa
(
pb
pa
+
pa
pb
)
− 2i(τbpb + τapa)(xb − xa)− 7−→
b=a
4τ2, (A.23)
Mba = ℵ(τb)ℵ(τa)
(2pi)3
2
(
2 +
τbpb
τapa
+
τapa
τbpb
)
7−→
b=a
8
ℵ2(τ)
(2pi)3
, (A.24)
so the norm:
(
F (τ)paxa , F
(τ)
paxa
)
= − ℵ
2(τ)
τ(2pi)3
∂
∂τ
h(4τ2) =
ℵ2(τ)
τ2
K2(2τ)
(2pi)3
−→
τ→∞ 2
√
piτ, (A.25)
due to (3.35). This dimensionless norm differs from them in 3+1 D case (4.12), (4.13). The
approximation (A.5), (A.6) also admits the joint limit σ → 0 with m→ 0 for fixed τ :
(A.6) m→07−→
σ→0
(2pi)3
τ eτ
I(τ)
h(τ2)
exp
[
− τ
2p2
(k− p)2
]
δ2 (k⊥) . (A.26)
For τ → ∞ it also returns to Eq. (A.7). This approximation, unlike φτ (k,p) (A.15) with
correct Fourier-image (A.21) = (A.20), is very rough and leads to divergent integral.
For the non relativistic limit: c → ∞, with x0a = cta, m 7→ mc, v2p 7→ v2p/c2 → 0,
and from (3.39), (3.47) or (A.2) – (A.5), (A.9), one has: (T)jl 7→ (g1/2)δjl, c(k0 − p0) =
Ek − Ep = εk − εp, Ep = mc2 + εp, εp = p2/(2m). Whence, Eqs. (2.8), (2.10) imply:
g1 = σ
−2 for σ = σp, with:
φσ(k,p) 7−→
c→∞ (2pi)
3 2mc
{( g1
2pi
)3/2
e−(g1/2)(k−p)
2
}
= (2pi)3 2mc
<k|{p,0, σ}>
(2σ
√
pi)3/2
, (A.27)
and thus: lim
c→∞
〈k|{pa, xa, σ}〉
2mc
=
(2pi)3
(2σ
√
pi)3/2
eita(εk−εp) <k|{pa,xa, σ}> . (A.28)
B Some useful intermediate results, formulas and definitions.
For k0 = Ek > 0, (kŝ) = 0, ξ = ±1, p2a = m2, (paŝa) = 0, with arbitrary S, one has:
(γk)2 = k2 = m2, (γ ·k)2 = −k2, Ê(k) = γ0 (γ ·k) + γ0m = Ê†(k), (B.1)
(Ê(ξk))2 = E2k = k
2 +m2, (γk) + ξm =
[
Ek + ξÊ(ξk)
]
γ0 = γ0
[
Ek + ξÊ(−ξk)
]
, (B.2)
[(γk) + ξm] γ0 [(γk) + ξm] = 2Ek [(γk) + ξm] , (B.3)
[(γk) + ξm] γ0ξ(γk) [(γk) + ξm] = 2Ek [(γk) + ξm]m, (B.4)
[(γk) + ξm] γ0γ5(γŝ) [(γk) + ξm] = 2Ek [(γk) + ξm] γ
5(γŝ), (B.5)
Sp
{
[(γk) +mξ] γ0γ5
(γS)(γk)− (kS)
mξ
[(γk) +mξ] [(γpa) +mξ]
[
I± γ5(γŝa)
]}
= (B.6)
= ±8k0
{
[gµαgνβ − gµνgαβ]ŝµaSν(kαkβ + kαpβa)
}
= (B.7)
= ±8k0 {−(ŝaS)[m2 + (kpa)] + (kŝa)(kS) + (kŝa)(paS)} , where ± 1 = 2sa. (B.8)
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For Dirac fields in (4.6) [19], for k0 = Ek > 0:
1
i
S−ξ(x− y) =
∫
d3k
(2pi)32k0
∑
r=±1/2
Uξk,r(x)U
ξ
k,r(y) =
[
i(γ∂x) +m
]1
i
D−ξm (x− y), (B.9)
{ψ(x), ψ(y)} = 1
i
S(x− y) = 1
i
∑
ξ=±
S−ξ(x− y), S(x− y)∣∣
x0=y0
= iγ0δ3(x− y). (B.10)
〈0|T (ψ(x)ψ(y)) |0〉 = 1
i
Sc(x− y) =
∑
ξ=±
θ
(
ξ(x0 − y0)) ξ
i
S−ξ(x− y) = (B.11)
= i
∫
d4q
(2pi)4
e−i(q(x−y))
(
(γq) +m
q2 −m2 + i0
)
=
[
i(γ∂x) +m
]1
i
Dcm(x− y). (B.12)
For vector fields in (4.14)–(4.16) andAνk,λ(x) = ν(λ)(k)fk(x) with polarization vector ν(λ)(k):
(
∗(λ)(k)(σ)(k)
)
= −δλσ,
3∑
λ=1
µ(λ)(k)
∗ν
(λ)(k) = −gµν +
kµkν
m2
, k0 = Ek > 0, (B.13)
1
i
Dµν−(x− y) = −
∫
d3k
(2pi)32k0
3∑
λ=1
Aµk,λ(x)A∗νk,λ(y) =
(
gµν +
∂µx∂νx
m2
)
1
i
D−m(x− y), (B.14)
where: D∓m(x) = ± lim
V +3ζ→0
i
m2
(2pi)2
h
(−m2(x∓ iζ)2) , for ζ2, ζ0 −→ +0, (B.15)
with: − Z/m2 = (x∓ iζ)2 = x2 ∓ 2i(xζ)− ζ2 7→ x2 ∓ 2ix0ζ0 7→ x2 ∓ i0 ε(x0), (B.16)
Dcm(x) = θ(x
0)D−m(x) + θ(−x0)D−m(−x) = Dcm(−x) = i
m2
(2pi)2
h
(
m2
(
i0− x2)) , (B.17)
with: − Z/m2 = x2 − i0, so: D−m(x) ≡ Dm(x0;x), Dcm(x) = Dm(|x0|;x), (B.18)
for the analytical function h(Z), defined for the main branch
√
Z > 0 at Z > 0, as [20, 49]:
h(Z) =
K1(
√
Z)√
Z
=
∞∫
0
dt exp
{
− 1
4t
− tZ
}
≡ (B.19)
≡
∞∫
0
dtef(t) ≈
[
2pi
−f ′′(t)
]1/2
ef(t) =
√
pi
2
Z−3/4e−
√
Z , (B.20)
for |Z| → ∞, |argZ| < 3pi [49], where for the saddle point: f ′(t) = 0, 1/ t = 2√Z.
The following relations are also useful for our aims:
1
i
D−ξm (x− y) =
ξ
i
D−m (ξ(x− y)) = ξ
∫
d4k
(2pi)3
θ(k0) δ(k2 −m2) e−iξ(k(x−y)), (B.21)
1
i
Dcm(x− y) =
∑
ξ=±
θ
(
ξ(x0 − y0)) ξ
i
D−ξm (x− y), θ(t) =
1
2ipi
∞∫
−∞
dω
eiωt
ω − i0 , (B.22)∫
dΣλ(x)
1
i
D−ηm (z
∗
b − x) (i
↔
∂λx )
1
i
D−ξm (x− za) = δηξ
1
i
D−ξm (z
∗
b − za) , ξ, η = ±. (B.23)
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Let’s consider integrals over y⊥ of the massless propagators. For (γ∂x) ≡ γ0∂0x+(γ·∇x),
with pνa = p(1,np) they will depend only on 2-dimensional variable xν = (x0, x‖), with
x‖ = (np ·x), for x⊥ = x − npx‖, ∂x‖ = (np ·∇x), γ‖ = (np ·γ), (γx) = γ0x0 − γ‖x‖,
(γ∂x) = γ
0∂0x+γ‖∂x‖ , (x−y)2 = (x0−y0)2−(x‖−y‖)2−(x⊥−y⊥)2, where (γ∂x) 7→ (γ∂x):
Dc(2)(x− y) =
∫
d2y⊥Dc(4)(x− y) =
∫
i d2y⊥
(2pi)2[i0− (x− y)2] =
1
4pii
ln
[
i0− (x− y)2
R2⊥
]
, (B.24)
Sc(2)(x− y) =
∫
d2y⊥Sc(4)(x− y) = i(γ∂x)Dc(2)(x− y) =
(γ, x− y)
2pi[(x− y)2 − i0] . (B.25)
Here R2⊥ 7→ µ−2 is arbitrary scale of infrared regularization for massless 1+1-dimensional
case [20]. Note, that according to [19, 20, 49, 50, 52], for N = N−1+1 ≡ 2Λ+2-dimensional
case it is easy to observe the inversion of (B.24) for the causal propagator with % = x− y:
Dc(N)m(%) =
∫
dNq
(2pi)N
e−i(q%)
(m2 − q2 − i0) = i
(
m
(i0− %2)1/2
)Λ K±Λ (m(i0− %2)1/2)
(2pi)Λ+1
, (B.26)
so: Dc(2)m(%) =
i
2pi
K0
(
m(i0− %2)1/2
)
, Dc(N+2S)m(%) =
(
1
pi
∂
∂%2
)S
Dc(N)m(%), (B.27)
with respectively changed dimension of % for any integer S and Macdonald function KΛ(z)
[49].
So called Grimus-Stockinger theorem [40], for R = Rn, n2 = 1, and a sufficiently
smooth (non oscillating) function Φ(q) ∈ C3 decreases at least like 1/q2 together with its
first and second derivatives, gives the leading asymptotic behavior with R = |R| → ∞ for
the integral:
J (±R) =
∫
d3q
(2pi)3
e±i(q·R)Φ(q)
(q2 −K2 − i0)
∣∣∣∣
R→∞
=
eiKR
4piR
Φ (±Kn)
[
1 +O(R−1/2)
]
, (B.28)
where K2 > 0 (otherwise for K2 < 0 it fails at least as O(R−2)). Its most simple explanation
for analytical Φ(q) is given in §130 of [9] or in [10–12] with the help of the relation in the
sense of distributions for q = qω:
e±i(q·R)
∣∣∣∣
R→∞
=
2pii
qR
{
e−iqRδΩ(ω, ∓n)− eiqRδΩ(ω, ±n)
}
+O(R−2) = (B.29)
= ±2pii
qR
{
e∓iqRδΩ(ω, −n)− e±iqRδΩ(ω, n)
}
+O(R−2). (B.30)
In fact Jacob-Sachs theorem [34, 54] states, that for sufficiently smooth (non oscillating)
function Ψ(q) = Ψ(q0;q), distinct from zero only within certain finite bounds on q2 = q20−q2
for M21 < q2 < M22 , q0 > 0, where it is taken to be infinitely differentiable, the integral
I(T ) has the following asymptotic behavior at T → +∞:
I(T ) =
∫
dq0
2pi
e−iT q0 Ψ(q)
2Eqj(Eqj − q0 − i0)
∣∣∣∣
T→+∞
7−→ i e
−iTEqj
2Eqj
Ψ(Eqj ;q). (B.31)
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B.1 Scalar composite wave function
In order to outline and underline the differences between scalar and spinor case of Eqs.
(6.46) – (6.54), we give here a brief scalar version of formalism of composite wave function,
following to the fermionic case (6.1) – (6.9) of Section 5. We start from Feynman ampli-
tude (6.46) in configuration space with omitted at further up to a sign the matrix factors
M˜j{D/C}:
A˜jDC ≡
∫
d4xΨ∗DF (x)ΨDI(x)
∫
d4y
1
i
Dcmj (x− y) Ψ∗CF (y)ΨCI(y) =
∑
ξ=±
A˜j(ξ)DC , (B.32)
A˜j(ξ)DC =
∫
d4xΨ∗DF (x)ΨDI(x)
∫
d4y θ(ξ(x0 − y0)) ξ
i
D−ξmj (x− y) Ψ∗CF (y)ΨCI(y), (B.33)
δηξA˜j(ξ)DC = ξ
∫
d3ρ F̂ (η){D}j(%) (i
↔
∂0%) F̂ (ξ){C}j(%) = ξ
∫
dΣλ(%) F̂ (η){D}j(%) (i
↔
∂λ% ) F̂ (ξ){C}j(%), (B.34)
F̂ (ξ)[C/D]j(%) =
∫
d4y θ
(
[±]ξ(%0 − y0)) 1
i
D−ξmj ([±](%− y)) Ψ∗[C/D]F (y)Ψ[C/D]I(y), (B.35)
where: the first two equations follow from decomposition (B.22), the third equation reflects
the scalar group property (B.23), and the last Eq. (B.35), for [C/D] correlated with [±],
combines both the two fermionic relations (6.4), (6.5), since the scalar propagator is undi-
rected. Thus, from (6.46), (B.32), due to (B.26), (B.21), one has “overlap function”, which
for the products of arbitrary number of initial and final wave packets Ψ∗[C/D]F (y)Ψ[C/D]I(y),
gives the amplitude (B.33) on mass shell, i.e. without θ(t)- function as (cmp. with (6.48)
– (6.54)):
V̂{C/D}(q) = (−i)
∫
d4y e[±]i(qy) Ψ∗[C/D]F (y)Ψ[C/D]I(y), (B.36)
A˜j(ξ)DC
θ(t)=17−→ (−1)
∫
d4q
(2pi)3
V̂{D}(ξq) θ(q0) δ(q2 −m2j ) V̂{C}(ξq), with: (B.37)
F̂ (ξ)[C/D]j(%) =
∫
d4q
(2pi)4
e−[±]iξ(q%) Ĥ(ξ)[C/D]j(q), (B.38)
Ĥ(ξ)[C/D]j(q) =
∫
d4% e[±]iξ(q%) F̂ (ξ)[C/D]j(%) =
ξ V̂[C/D](ξq)
2Eqj(Eqj − q0 − i0) , (B.39)
A˜j(ξ)DC = ξ
∫
d3q
(2pi)3
∫
dp0
2pi
∫
dq0
2pi
eiξ%
0(p0−q0)(p0 + q0)Ĥ(ξ){D}j(p0,q)Ĥ
(ξ)
{C}j(q
0,q). (B.40)
As well as the two spinor composite wave functions Υ̂(+){C/D}j(%) (6.12) and Υ̂
(−)
{C/D}j(%) (6.13)
via (6.15), (6.28), (6.48) are associated with the same scalar one F̂ (+)[C/D]j(%), the two spinor
ones Υ̂(−){C/D}j(%) (6.4) and Υ̂
(+)
{C/D}j(%) (6.5), rather then Υ̂
(−)
{C/D}j(%), are associated with
the scalar composite wave function F̂ (−)[C/D]j(%).
C Calculation of two-packet overlap function.
Calculation of overlap function V̂{C}(q) (6.18) is simplified by the following hint. Substi-
tution of representation (3.30) in explicitly invariant form (3.29), (3.15) with definitions
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(6.24) – (6.26) ∀ q leads to the following structure of integral in (6.18) with some function
Φ̂(a, b, . . .):
Î(q) =
∫
d4l θ(−l0) δ(l2 −m2µ)
∫
d4r θ(r0) δ(r2 −m2pi) δ4(q − l − r) Φ̂((lQ), (rQ′), . . .), (C.1)
for: r = η2p+ κ, l = η1p− κ, d4ld4r = d4pd4κ, with: η1 + η2 ≡ 1, p = l + r, (C.2)
η2 − η1 =
m2pi −m2µ
q2
, σ =
∆(q)
4q2
, δ(ω)δ(υ) = 2δ(ω − υ)δ(ω + υ), ∀ ω, υ, it (C.3)
reads: Î(q) = 1
2
∫
d4κ δ((qκ)) δ(κ2 + σ) θ(κ0 − η1q0) θ(κ0 + η2q0) Φ((κQ), (κQ′) . . .). (C.4)
q2 > 0 gives η2 > 0, σ > 0, κ2 < 0, κ0 7→ 0, q0 > 0, η1 < 0. In the rest frame of time-like
vector qµ∗ = (q0∗,q∗= 0) there are the following invariant substitutions, with any external
vectors Q, Q′, for Î(q) 7→ I(q):
q0∗ 7→
√
q2, Q0∗ 7→
(qQ)√
q2
, Q2∗ 7→
(qQ)2 − q2Q2
q2
, (κQ) 7→ −(κ ·Q∗), n2κ = 1, (C.5)
with: δ((qκ)) δ(κ2 + σ) 7−→ δ(κ
0)√
q2
δ(σ − κ2), for: d4κ = dκ0 |κ|
2
dκ2dΩ3(nκ), (C.6)
giving: I(q) = Θ[∆, q]
4
√
σ
q2
∫
dΩ3(nκ)Φ
(−(κ ·Q∗),−(κ ·Q′∗), . . .) , κ = nκ√σ, (C.7)
with:
∫
dΩN (n) n
α1nα2 . . . nα2l−1nα2l =
ΩN
CN (l)
(2l−1)!!∑
℘=1
{δ . . . δ}{α1α2...α2l−1α2l}℘ , (C.8)
where:
∫
dΩN (n) = ΩN =
2piN/2
Γ (N/2)
, CN (l) =
l−1∏
k=0
(N + 2k) =
2lΓ(l +N/2)
Γ(N/2)
, (C.9)
forN - dimensional space, with CN (0) = 1, CN (1) = N , C3(l) = (2l+1)!!, Ω3 = 4pi, and sum
stands for permutations ℘ symmetrizing all the indices α1 . . . α2l. Fron (C.4) for mpi > mµ
with the conditions (6.24) – (6.26): Θ[∆, q] = θ(∆)θ(q2)θ(q0), θ(∆) = θ[(mpi −mµ)2 − q2].
The transverseness of κ with q becomes very convenient when Îµ(q) contains tensor
structure, because for transverse tensor q2Πµνq = gµνq2 − qµqν , Πµνq Qν = QµΠq , (qQΠq) ≡ 0:
Πµνq = Π
µ
q λΠ
λν
q , q
2Q2 − (qQ)2 = q2QµΠµνq Qν = q2(QQΠ) = q2Q2Π  −q2Q2∗, (C.10)
Îµ(q) = 1
2
∫
d4κκµ δ((qκ)) δ(κ2 + σ) θ(κ0 + η2q
0) θ(κ0 − η1q0) Φ((κQ)) = QµΠÎ1(q), (C.11)
and so on, where calculation of Î1(q) is reduced to previous case by multiplying on Qµ.
With the more complicated tensor structure, choosing for q2, q0 > 0, Q2Π < 0 one ofQ
⊥
∗ = 0,
it is useful to transcribe the measure (C.6) for κ2 = κ23 +κ2⊥, κ
µ = (κ0,κ⊥, κ3) 7→ κµ(κ3, ϕ),
as: d4κ = dκ0 dκ3
1
2
dκ2⊥ dϕ,
∫
dκ2⊥ δ(σ − κ23 − κ2⊥) = θ(σ − κ23), |κ⊥| =
√
σ − κ23,
so, that: Iµν(q) = Θ[∆, q]
4
√
q2
√
σ∫
−√σ
dκ3
2pi∫
0
dϕκµ κν Φ(κ3Q
3
∗, . . .), where:
2pi∫
0
dϕκµ κν Φ, (C.12)
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is immediately expressed only via convolutions of tensors Πµαq and Πνβq with all existing
external vectors Q,Q′, and Πµνq itself, and similarly for tensor structures of higher rank.
For q2 < 0, ∆(q) > 0, σ = −|σ| the Breit frame of space-like vector ∗qµ = (0,0⊥, ∗q3),
with κµ = (κ0,κ⊥, κ3) 7→ κµ(κ0, ϕ), κ0 > 0, κ⊥ = |κ⊥|n⊥, dϕ = dΩ2(n⊥), leads to the
folowing invariant substitutions with any external vector Q and integrals (C.4), (C.11) with
Î(q) 7→ I˜(q):
∗q3 7→
√
−q2, ∗Q3 7→ (qQ)√−q2 , ∗Q20 − ∗Q2⊥ = Q2 + ∗Q23 7→ Q2 − (qQ)
2
q2
= Q2Π, (C.13)
δ((qκ)) δ(κ2 + σ) 7→ δ(κ
3)√
−q2 δ(κ
2
0 − |σ| − κ2⊥), for: d4κ = dκ0 dκ3
1
2
dκ2⊥ dΩ2(n⊥), (C.14)∫
dκ2⊥ δ(κ
2
0 − |σ| − κ2⊥) = θ(κ20 − |σ|), and: |κ⊥| =
√
κ20 − |σ|,
giving: I˜(q) = θ(−q
2)
4
√
−q2
∞∫
√
|σ|
dκ0
2pi∫
0
dΩ2(n⊥) Φ
(
(κQ) κ0∗Q0 − (κ⊥ ·∗Q⊥), . . .
)
. (C.15)
For Φ̂ = exp
{
i(rZpi)− i(lZ∗µ)
}
 Φ = exp {i(qZη)} exp {i(κZ−)} with the help of (C.8),
(C.9) and modified Bessel function Iλ(r) [49], for any complex vector RN 6= R∗N , it leads
to:
∫
dΩN (n) exp{(n ·RN )} = 2piN/2
∞∑
l=0
(
R2N
)l
22ll!Γ(l +N/2)
= (C.16)
= 2piN/2
(
2(
R2N
)1/2
)N
2 −1
IN
2 −1
((
R2N
)1/2)
=

4pi
sinh
(
R2N
)1/2(
R2N
)1/2 , (N = 3),
2pi I0
((
R2N
)1/2)
, (N = 2),
with: (C.17)
R3 = −iZ∗−
√
σ 7−→
Y−→ 0
ζ∗+
√
σ, R2 = −i∗Z⊥−
√
κ20 − |σ| 7−→
Y−→ 0 ∗
ζ⊥+
√
κ20 − |σ|. (C.18)
I(q)
I˜(q)
 = 2pie
i(qZη)
4

Θ[∆, q] 2
[−q2Z2∗−]−1/2 sinh(χ∆ [−q2Z2∗−]1/2) , √σ = χ∆√q2,
θ(−q2)√
−q2
∞∫
√
|σ|
dκ0 exp
{
iκ0∗Z0−
}
I0
([
−(∗Z⊥−)2
]1/2√
κ20 − |σ|
)
.
(C.19)
By using (C.13) together with the discussed below integral (C.24) and its analytic contin-
uations (C.25), (C.26), one finds, if for the both pieces the same main branch ReW > 0 of
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square root is used for the value
W (w) = w1/2 =
[
q2Z2− − (qZ−)2
]1/2 ≡ [q2Z2Π−]1/2  [(−q2)(−Z2Π−)]1/2 : (C.20)
V̂{C}(q) =
NσµNσpi
(2pi)2 i
Î(q), with: Î(q) = I(q) + I˜(q) ≡ 2pie
i(qZη)
4
× (C.21)
×
Θ[∆, q] 2sinh
(
χ∆
[
q2Z2Π−
]1/2)[
q2Z2Π−
]1/2 + θ(−q2)exp
(
χ∆
[
(−q2)(−Z2Π−)
]1/2)[
(−q2)(−Z2Π−)
]1/2
 = (C.22)
= 2pi
ei(qZη)
4
θ(∆)
W
{
exp (χ∆W )− θ(q2) exp
(−ε(q0)χ∆W )}, (C.23)
since for ga → +∞, i.e. ζ2+, ζ0+ → +∞, or equivalently Y− → 0, the argument of this square
root: w = q2Z2Πq− 7→ wζ = −q2ζ2Πq+ > 0 for both cases q2 ≷ 0, because only either q or ζΠq+
(D.4), is a time-like vector. Here of course θ(∆) = θ[(mpi −mµ)2 − q2], ε(q0) = sign(q0).
This essential difference of overlap function (C.1) from usual two-particle phase volume
[48] is due to opposite sign in θ(−l0). When ga → +∞ only the first exponential in the
difference (C.23) contributes for both cases q2 ≷ 0.
In order to obtain the answer (C.22) from (C.19) the formula # 6.646.2 [50], or formula
# 4.17(5) [51] is used, at first for α > 0, Reγ > |Reβ| in the form:
∞∫
α
dx e−γxI0
(
β
√
x2 − α2
)
=
exp
(
−α
√
γ2 − β2
)
√
γ2 − β2 , (C.24)
because for time-like ζ+: Reγ = Re (−i∗Z0−) = ∗ζ0+ >
√
(∗ζ⊥+)2 > |Re [−(∗Z⊥−)2]1/2| =
|Reβ|, when ga → ∞. Then that answer is understanding in the sense of analytic con-
tinuation with respect to both variables β and γ. For β = ±ib it is given by the formula
#4.15(9) [51] with α > 0, Reγ > |Im b|:
∞∫
α
dx e−γxJ0
(
b
√
x2 − α2
)
=
exp
(
−α
√
γ2 + b2
)
√
γ2 + b2
, and then: (C.25)
∞∫
α
dx e∓iyxJ0
(
b
√
x2 − α2
)
= θ(b− y)
exp
(
−α
√
b2 − y2
)
√
b2 − y2 +
+θ(y − b)
exp
(
∓iα
√
y2 − b2
)
±i
√
y2 − b2 , (C.26)
for γ = ±iy with b, y > 0, whence: (γ2+b2)1/2 = θ(b−y)
√
b2 − y2±iθ(y−b)
√
y2 − b2. The
last formula (C.26) may be checked independently with the help of relations # 1.13(48),
# 2.13(47) [51]. Then, relation # 1.13(49) [51] connects it with the previously used rep-
resentation (6.97) in the form # 1.13(47) [51]. The corresponding analytical continuation
from the narrow-width domain ga → +∞ to the domain of localization ga → 0, ∗ζ0+ → +0,
∗Zλ− → ∗Y λ− , in the chosen reference frame, can go along the pass, with (∗ζ⊥+ ·∗Y⊥−) = 0,
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whence: Im [∓(∗Z⊥−)2]1/2 = 0, with |Reβ| = |Re [−(∗Z⊥−)2]1/2| =
√
(∗ζ⊥+)2 − (∗Y⊥−)2 7−→
Re [(∗Z⊥−)2]1/2 =
√
(∗Y⊥−)2 − (∗ζ⊥+)2 = Re b.
D Narrow-packet approximation of exact overlap function.
To see how the plane-wave limit (6.20)–(6.22) of function (6.23) is realized, we put below
g2a = 0 for a = pi, µ and ga = g1(ma, σa), and note, that for definitions (C.10), (6.24)–
(6.26), for q2 ≷ 0, with P = ppi + pµ, k = ppi − pµ = k{C}, χ0 = (kP )/(2q2), g± = gpi ± gµ,
ζ2+, ζ
0
+ > 0, and:
ζ± =
g+
2
{
P + ςk
k + ςP
}
, ς =
g−
g+
, ζη =
ζ−
2
+ χ0ζ+, Yη =
Y+
2
+ χ0Y−, (D.1)
q2Πλνq = g
λνq2 − qλqν , ZλΠq− ≡ (ΠqZ−)λ = Y λΠq− + iζλΠq+, (D.2)
q2Z2Πq− = q
2Z2− − (qZ−)2, Z2Πq− = −ζ2Πq+ + 2i(ζΠq+Y−) + Y 2Πq−, (D.3)
(qYΠq−) = (qζΠq+) = 0, ζ
2
Πq+ ≡ (ζ+Πqζ+) ≶ 0, −q2ζ2Πq+ > 0, (D.4)
NΠq =
ζΠq+
[−q2ζ2Πq+]1/2
, q2N 2Πq = −1, (qNΠq) = 0, for ga, g+ → +∞ : (D.5)
W =
[
q2Z2Πq−
]1/2 ≈ [−q2ζ2Πq+]1/2+ i (NΠqY−)q2+ Y 2Πq− + q2(NΠqY−)2
2
[
−q2ζ2Πq+
]1/2 q2, (D.6)
and from (C.21)–(C.23), the narrow-wave-packet approximation for overlap function (6.23)
follows as:
V̂{C}(q) ≈ (2pi)4
θ(∆)
i
[
m2pim
2
µ(gpigµ)
3
[−q2ζ2Πq+](2pi)4
]1/2
eiΦ(q)eL(q)eΣq(Y−), with: χ∆ =
∆1/2(q)
2q2
, (D.7)
2Φ(q) = (qY+) + (Q(q)Y−) , Q(q) = 2
[
qχ0 +NΠq2χ∆
]
, Q2(q) = 2(m2pi +m
2
µ)− q2, (D.8)
Φ(k) = Φ{C}(k) = (ppiYpi)− (pµYµ), Q(k) = P, 2Y λ{C} = Y λ+ + ∂λq (Q(q)Y−)
∣∣
q=k
, (D.9)
L(q) = gpim
2
pi + gµm
2
µ − (qζη) + χ∆[−q2ζ2Πq+]1/2, L(k) = 0, ∂λq L(q)
∣∣
q=k
= 0, (D.10)
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where, for this extremum point q 7→ k:
Σq(Y−) =
Y 2Π− + q
2(NΠY−)2
2[−q2ζ2Π+]1/2
q2χ∆ 7−→
q→k
Σk(Y−) =
Y 2Π− + k
2(NΠY−)2
2g+
, Πq−→
q→k
Πk, (D.11)
and for: ΠkP = PΠk , ζΠq± 7→
g±
2
PΠk , NΠq 7→
PΠk√
∆(k)
, κ = q − k, ua= pa
ma
, (D.12)
one has: Φ(q) ≈ Φ(k) + (κY{C}) , L(q) ≈ −(κT κ), T βλ = − 12∂βq ∂λq L(q)∣∣q=k, (D.13)
V̂{C}(q) ≈ (2pi)4
θ(∆(q))
i
eiΦ(k) eΣk(Y−)
[
(gpigµ)
3 (2pi)−4
g2+[(upiuµ)
2 − 1]
]1/2
ei(κY{C})e−(κT κ), (D.14)
with: |T | ≡ det{T βλ} = (gpigµ)
3 2−4
g2+[(upiuµ)
2 − 1] , limT →+∞
[ |T |
pi4
]1/2
e−(κT κ) = δ4(κ), (D.15)
for:
4
g+
T βλ = k
βkλ
k2
T0 + Π̂
βλ
⊥ Td −
P βΠP
λ
Π
P 2Π
Tdd −
kβP λΠ + k
λP βΠ
P 2Π
T0d, (D.16)
with: Π̂βλ⊥ =
P βΠkP
λ
Πk
P 2Πk
−Πβλk ≡ −(ΠPΠΠk)βλ, and where for
a
b
}
=
m2pi ±m2µ
k2
: (D.17)
T0 =
(k2)2
∆(k)
[
(1 + b2)(a+ ςb)− 2b(b+ ςa)] , Td = (1− ς2)
2
> 0, (D.18)
Tdd = (a+ ςb), T0d = b(a+ ςb)− (b+ ςa), and T0, Tdd ≷ 0, with k2 ≷ 0, (D.19)
∆(k) = −k2P 2Πk = 4m2pim2µ
[
(upiuµ)
2 − 1
]
7−→
{
4m2pim
2
µ (vµ − vpi)2 , |pa|  ma,
4p2pip
2
µ [1− (npi · nµ)]2, ma → 0.
(D.20)
Because for k2 ≷ 0 it follows P 2Πk ≶ 0, one has at the respective rest frames (*) of vector k or
vector PΠ: kλ∗ = (
√
k2,0), P λ∗Π = (0,0⊥,P
3
∗Π) with (P
3
∗Π)
2 = P2∗Π = −P 2Π = −(PΠkP ) > 0
for k2 > 0, or ∗P λΠ = (
√
P 2Π,0), ∗k
λ = (0,0⊥, ∗k3) for (∗k3)2 = ∗k2 = −k2 > 0 otherwise, and
4
g+
T 00 ∗= T0, or ∗= −Tdd, 4
g+
T 33 ∗= Tdd, or ∗= −T0, (D.21)
4
g+
T 11 ∗= 4
g+
T 22 ∗= Td, 4
g+
T 03 = 4
g+
T 30 ∗= k
2√
∆(k)
T0d, (D.22)
where for both cases, with (D.17): Π̂βλ⊥
∗7→ δβλ⊥ , i.e. it is 6= 0 for β, λ = 1, 2 only. So, one
finds:
|T | = εβλνσT 0βT 1λT 2νT 3σ ∗=
∣∣∣∣∣∣∣∣∣
T 00 0 0 T 03
0 T 11 0 0
0 0 T 22 0
T 30 0 0 T 33
∣∣∣∣∣∣∣∣∣
∗
= T 11T 22 [T 00T 33 − T 203] , (D.23)
what for both cases k2 ≷ 0 is reduced to the same value (D.15). So, the Lorentz invariant
form (κT κ) is strongly positively defined, since T 00, T 11, T 22, T 33, |T | > 0 for both cases.
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