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3
Abstract
We survey and extend the theory of Tambara functors. These are algebraic structures similar to Mackey
functors, but with multiplicative norm maps as well as additive transfer maps, and a rule governing their
interaction that is most easily formulated in an abstract categorical framework. Examples include Burnside
rings, representation rings, and homotopy groups of equivariant E∞ ring spectra in stable homotopy theory.
Some other examples are related to Witt rings in the sense of Dress and Siebeneicher.
1. Introduction
In this memoir we survey the theory of Tambara functors.
We first give some motivation for these objects.
One way to think about the definition of Mackey functors (for a finite group G) is as follows. Take
the Lawvere theory A for (commutative) semigroups, categorify it, make it G-equivariant, decategorify, and
then take the category of models for the resulting (multisorted) theory. This category is just the category of
semigroup-valued Mackey functors, so it contains the more usual category of group-valued Mackey functors.
All this will be explained in more detail below.
It is well-known that for any G-spectrum R (in the sense of equivariant stable homotopy theory) one has
a Mackey functor πG0 R. If R is a G-ring spectrum in the naive homotopical sense, then π
G
0 R has a certain
multiplicative structure; Mackey functors with this structure are called Green rings. If R has an equivariant
E∞ structure then much more is true. In particular, there are multiplicative transfer maps, similar to the
Evans norm map in ordinary group cohomology or tensor induction maps in representation theory. These
interact in a complicated way with additive transfers and with restriction maps. The purpose of Tambara
functors is to encapsulate these relationships.
The category of Tambara functors can be defined along the same lines as suggested above for Mackey
functors. One simply starts with the Lawvere theory U for semirings instead of the theory A for semigroups.
Another major motivation for studying Tambara functors is the light that they shed on the theory of
Witt vectors. There is a straightforward functor from Cn-Tambara functors to rings, whose left adjoint can
be expressed in terms of Witt vectors of length d for all divisors d of n. For more general groups G, there is
a similar relationship with the generalised Witt vector rings of Dress and Siebeneicher [8].
Tambara functors were originally introduced by Tambara, who called them TNR-functors [22]. The
relationship with Witt vectors was first noticed by Brun [4], which inspired a beautiful reinterpretation of
Witt theory by Elliott [9]. This in turn inspired the work leading to this memoir. During the long gestation
of this work, a number of papers and preprints by Nakaoka have appeared [15–20], covering some of the
same ideas; we will give detailed references in the main text.
2. The theory of semigroups
In this section we review the definition of semigroups, in a form that generalises easily to define Mackey
functors and Tambara functors. For us, a semigroup will mean a set with a commutative and associative
binary operation (denoted by +) and an identity element (denoted by 0). Mackey functors are usually defined
in terms of abelian groups, but we will find it convenient to give a slightly more general version without
additive inverses.
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Any finite set X gives a functor M 7→ MX = Map(X,M) from semigroups to sets. Let A(X,Y ) be
the set of natural functions f : MX → MY . (We do not assume a priori that f is a homomorphism of
semigroups, but it will turn out that this holds automatically.) This gives us a category A, whose objects
are finite sets.
By a span from X to Y we mean a diagram ω = (X
p
←− A
q
−→ Y ), where A is another finite set. By an
isomorphism from ω to another span ω′ = (X
p′
←− A′
q′
−→ Y ) we mean a bijection f : A → A′ with p′f = p
and q′f = q. This gives a groupoid A(X,Y ) of spans from X to Y .
For any span ω as above, we have a map fω : M
X →MY given by
fω(m)(y) =
∑
a∈q−1{y}
m(p(a)).
It is easy to see that this is natural, and depends only on the isomorphism class of ω.
Alternatively, we can analyse A(X,Y ) using the Yoneda lemma. The semigroup NX represents the
functor M 7→MX , and it follows that
A(X,Y ) = Semigroups(NY ,NX) = (NX)Y = NX×Y .
Explicitly, for any map a : X × Y → N we have a natural map ga : MX →MY given by
ga(m)(y) =
∑
x∈X
a(x, y)m(x).
For a span ω as above, we find that fω = gc(ω), where
c(ω)(x, y) = |{a ∈ A | p(a) = x and q(a) = y}|.
From this it is straightforward to check that the construction ω → fω gives a bijection from the set π0A(X,Y )
(of isomorphism classes of spans) to A(X,Y ). We also see (as promised) that all natural maps MX →MY
are automatically homomorphisms. This means that all the morphism sets A(X,Y ) are semigroups in a
natural way, and that composition is bilinear.
Now suppose we have two spans
ω0 = (X0
p0
←− X01
q0
−→ X1)
ω1 = (X1
p1
←− X12
q1
−→ X2).
The above analysis implies that the composite
MX0
fω0−−→MX1
fω1−−→MX2
must arise from a span from X0 to X2, which is unique up to isomorphism. To find the required span, we
let X02 denote the pullback of the maps X01
q0
−→ X1
p1
←− X12, so we have a diagram
X02
||②②
②②
②②
②②
""❊
❊❊
❊❊
❊❊
❊
X01
}}③③
③③
③③
③③
""❊
❊❊
❊❊
❊❊
❊
X12
||②②
②②
②②
②②
!!
❉❉
❉❉
❉❉
❉❉
X0 X1 X2
in which the middle square is cartesian. We define ω1 ◦ ω0 to be the resulting span
ω1 ◦ ω0 = (X0 ←− X02 −→ X2).
It is not hard to check that fω1◦ω0 = fω12fω01 as required.
One way to encapsulate the properties of this construction is to say that we have a bicategory (as defined
at [25] for example), where the 0-cells are finite sets, the 1-cells are spans, and the 2-cells are isomorphisms
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of spans. To produce the required associativity isomorphisms, we need to contemplate diagrams of the form
X03
||②②
②②
②②
②②
""❊
❊❊
❊❊
❊❊
❊
X02
||②②
②②
②②
②②
""❊
❊❊
❊❊
❊❊
❊
X13
||②②
②②
②②
②②
""❊
❊❊
❊❊
❊❊
❊
X01
}}③③
③③
③③
③③
""❊
❊❊
❊❊
❊❊
❊
X12
||②②
②②
②②
②②
""❊
❊❊
❊❊
❊❊
❊
X23
||②②
②②
②②
②②
!!❉
❉❉
❉❉
❉❉
❉
X0 X1 X2 X3
in which all the squares are cartesian. To prove the pentagonal coherence identities for these isomorphisms,
we need to consider diagrams of the form
X04
||②②
②②
②②
②②
""❊
❊❊
❊❊
❊❊
❊
X03
||②②
②②
②②
②②
""❊
❊❊
❊❊
❊❊
❊
X14
||②②
②②
②②
②②
""❊
❊❊
❊❊
❊❊
❊
X02
||②②
②②
②②
②②
""❊
❊❊
❊❊
❊❊
❊
X13
||②②
②②
②②
②②
""❊
❊❊
❊❊
❊❊
❊
X24
||②②
②②
②②
②②
""❊
❊❊
❊❊
❊❊
❊
X01
}}③③
③③
③③
③③
""❊
❊❊
❊❊
❊❊
❊
X12
||②②
②②
②②
②②
""❊
❊❊
❊❊
❊❊
❊
X23
||②②
②②
②②
②②
""❊
❊❊
❊❊
❊❊
❊
X34
||②②
②②
②②
②②
!!❉
❉❉
❉❉
❉❉
❉
X0 X1 X2 X3 X4
in which all the squares are again cartesian.
Another approach is to let Ak denote the set of all diagrams of this general type, involving sets Xij for
0 ≤ i ≤ j ≤ k. To be set-theoretically respectable we should fix an infinite set U , and insist that all the
sets Xij should be subsets of U . One can then introduce face and degeneracy operators to make A• into a
simplicial set, and then check that this is an ∞-category in the sense of Lurie [12] (or in the language of
Joyal [11], a quasicategory). This idea has been developed extensively in work of Cranch [5].
It will be convenient to introduce slightly different notation as follows. Given a map f : X → Y , we put
Tf = (X
1
←− X
f
−→ Y ) ∈ A(X,Y )
f∗ = Rf = (Y
f
←− X
1
−→ X) ∈ A(Y,X).
We also write Tf for the corresponding isomorphism class in A(X,Y ), or the resulting operationM
X →MY ,
and similarly for Rf .
(a) For all X
f
−→ Y
g
−→ Z we have Tgf = TgTf . More precisely, we see by considering the diagram
X
1
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥ f
  
❅❅
❅❅
❅❅
❅❅
X
1
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥ f
  
❆❆
❆❆
❆❆
❆❆
Y
1
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦ g

❅❅
❅❅
❅❅
❅❅
X Y Z
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that the spans Tgf and TgTf are canonically isomorphic in A(X,Z), so Tgf = TgTf in A(X,Z) or
Map(MX ,MZ).
(b) In the same sense, we have Rgf = RfRg, or equivalently (gf)
∗ = f∗g∗.
(c) Any span (X
p
←− A
q
−→ Y ) can be expressed in A(X,Y ) as TqRp, as we see by considering the
diagram
A
1
⑦⑦
⑦⑦
⑦⑦
⑦⑦ 1

❅❅
❅❅
❅❅
❅❅
A
p
~~⑦⑦
⑦⑦
⑦⑦
⑦
1

❅❅
❅❅
❅❅
❅❅
A
1
⑦⑦
⑦⑦
⑦⑦
⑦⑦ q

❅❅
❅❅
❅❅
❅
X A Y
(d) For any cartesian square
W
f
//
g

X
h

Y
k
// Z
we have TgRf = RkTh ∈ A(X,Y ).
(e) For any bijection f : X → Y we have Tf = R
−1
f . This can be seen as a special case of (d), for the
diagram
X
1 //
1

X
f

X
f
// Y.
Next, consider the canonical inclusions
X
i
−→ X ∐ Y
j
←− Y.
These give a diagram as follows in A:
X
Ri←−− X ∐ Y
Rj
−−→ Y.
We claim that this is a product diagram, or in other words that for every diagram
X
α
←− U
β
−→ Y
there is a unique morphism φ ∈ A(U,X ∐ Y ) with Riφ = α and Rjφ = β. Indeed, we can represent α and
β by spans as follows:
α = [U
p
←− A
q
−→ X ]
β = [U
r
←− B
s
−→ Y ].
Let (p, r) : A∐B → U be the map given by p on A and by r on B. We then find that the morphism
φ = [U
(p,r)
←−−− A ∐B
q∐s
−−→ X ∐ Y ]
has the required property. We also note that the maps
MX
Ri←−−MX∐Y
Rj
−−→MY
are just the obvious projections, so they again give a product diagram (in either the category of sets, or the
category of semigroups).
A similar argument shows that the maps X
Ti−→ X ∐ Y
Tj
←− Y give a coproduct diagram. Similarly, the
empty set is both initial and terminal in A. Indeed, if we let z : ∅ → X be the inclusion, then A(∅, X) = {Tz}
and A(X, ∅) = {Rz}. Using this, we see that A is a semiadditive category, as discussed in Appendix A. (The
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arguments are essentially the same as in the more familiar additive case, discussed in [13, Chapter VIII] for
example). In terms of spans, the addition is
[X
p
←− A
q
−→ Y ] + [X
p′
←− A′
q′
−→ Y ] = [X
(p,p′)
←−−− A ∐ A′
(q,q′)
−−−→ X ′].
Alternatively, we can regard each object X ∈ A as a semigroup object: the unit is Tz : ∅ → X , and the
addition is Ts : X ∐X → X , where s is the function X ∐X → X given by the identity on both copies of X .
We can recover the category of semigroups from A, as follows:
Proposition 2.1. The category of semigroups is equivalent to the category of product-preserving functors
from A to the category of sets.
This should really be seen as a basic part of the setup of algebraic theories in the sense of Lawvere [1,
Chapter 3; 24]. In Lawvere’s terminology, the category A is the theory of semigroups.
Proof. IfA is a semigroup then for each finite setX we have a set AX , and for each element f ∈ A(X,Y )
we have (tautologically) a map fA : A
X → AY . Moreover, these compose in the obvious way, so we have a
functor EA : A → Sets sending X to AX . As X ∐ Y is the product of X and Y in A and AX∐Y = AX ×AY
we see that EA preserves products.
For the opposite construction, it will be convenient to identify numbers with sets by the usual rule 0 = ∅,
1 = {0}, 2 = {0, 1} and so on. For any semigroup U we have natural maps U0
ηU
−−→ U1
σU←−− U2 given by
η() = 0 and σ(u0, u1) = u0 + u1. These can be regarded as morphisms 0
η
−→ 1
σ
←− 2 in A.
Now suppose we start with a product-preserving functor F : A → Sets. Put A = F (1). Any finite
set X can be thought of as
∐
x∈X 1, and disjoint unions are products in A, so the natural map F (X) →∏
x∈X F (1) = A
X is bijective. Thus, the maps F (0)
F (η)
−−−→ F (1)
F (σ)
←−−− F (2) give maps 1
0
−→ A
+
←− A2.
We claim that these make A into a semigroup. We will prove the associativity axiom as an example.
All semigroups are associative, so the two natural operations (u, v, w) 7→ σ(σ(u, v), w) and (u, v, w) 7→
σ(u, σ(v, w)) are the same, so the following diagram commutes in A:
3
σ×1
//
1×σ

2
σ

2 σ
// 1.
We can apply F to this and use the natural isomorphisms F (k) → F (1)k = Ak to obtain a commutative
square
A3
(+)×1
//
1×(+)

A2
+

A2
+
// A.
This proves that addition is associative in A, and the other semigroup axioms can be handled in the same
way.
We leave it to the reader to check that these two constructions give an inverse pair of functors between
the relevant categories. 
We next discuss quotients of semigroups. This is a little more subtle that the corresponding construction
with groups, but the relevant concepts are a standard part of universal algebra.
Definition 2.2. Let M be a semigroup. A congruence on M is a subset E ⊆ M ×M that is both a
subsemigroup of M ×M and an equivalence relation on M .
Proposition 2.3.
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(a) For any morphism φ : M →M ′ of semigroups there is a congruence eqker(φ) on M given by
eqker(φ) = {(a, b) ∈M ×M | φ(a) = φ(b) ∈M ′}.
(b) For any congruence E on M there is a unique way to make the quotient set M/E into a semigroup
such that the projection π : M →M/E is a semigroup morphism.
(c) If E ≤ eqker(φ) then there is a unique semigroup morphism φ : M/E → M ′ with φ = φπ, but if
E 6≤ eqker(φ) then there is no such morphism.
(d) The diagonal ∆ = {(m,m) | m ∈M} is a congruence with M/∆ =M . The whole set M ×M is a
congruence with M/(M ×M) = 0.
(e) The intersection of any family of congruences is a congruence. (In particular, the intersection of
the empty family is M ×M .)
(f) For any subset F ⊆M ×M , there is a smallest congruence containing F , namely the intersection
of the family of all congruences that contain F .
Proof. Left to the reader. 
Remark 2.4. If M has additive inverses and so is actually a group, then it is easy to check that every
congruence has the form
EN = {(a, b) ∈M ×M | a− b ∈ N}
for some subgroup N ≤M , and thus that congruences biject with subgroups.
Remark 2.5. Let F be a subset of M ×M . Put
E(0) = {(a, b) ∈M ×M | a = b or (a, b) ∈ F or (b, a) ∈ F}
E(2k + 1) = {(a+ a′, b+ b′) | (a, b) ∈ E(2k) and (a′, b′) ∈ E(2k)}
E(2k + 2) = {(a, b) | there exists u ∈M with (a, u) ∈ E(2k + 1) and (u, b) ∈ E(2k + 1)}
E =
⋃
n
E(n).
Then one can check that E is the smallest congruence containing F , as in part (f) of the above proposition.
We suspect that there is no substantially simpler construction. In particular, we suspect that it is necessary
to alternate infinitely many times between operations designed to make E a subsemigroup and operations
designed to make E transitive. However, we have not constructed explicit examples to support this.
Definition 2.6. For any subsemigroup N ≤ M we let EN denote the smallest congruence containing
N × 0, and we write M/N for M/EN .
Definition 2.7. LetM be any semigroup with an action of a finite groupG. We put F = {(m, gm) | m ∈
M and g ∈ G}, and let E be the smallest congruence containing F . We then put MG =M/E, and call this
the coinvariant semigroup for the action.
Remark 2.8. It is clear by construction that a homomorphism φ : M → M ′ factors through M/N iff
eqker(φ) ⊇ N × 0 iff φ(N) = 0 (and the factorisation is unique if it exists). Similarly, φ factors through MG
iff φ(gm) = φ(m) for all g ∈ G and m ∈M .
Remark 2.9. It is possible to have M/N = 0 even when N 6=M . For example, for any a ∈ N the set
Ua = {n ∈ N | n = 0 or n ≥ a}
is a subsemigroup of N. In N/Ua we have 0 ∼ a so k ∼ k+a for all k ∈ N, but also k+a ∈ Ua so k ∼ 0. This
shows that N/Ua = 0. However, the inclusion Ua → N is not an epimorphism in the category of semigroups.
To see this, let E0 denote the set of pairs ((i, j), (k, l)) ∈ N
2 ×N2 such that max(i, j) ≥ a and max(k, l) ≥ a
and i + j = k + l. One can check that E = ∆ ∪ E0 is a congruence on N2; let π : N2 → Q = N2/E be the
resulting quotient morphism. We have morphisms α, β : N → Q given by α(n) = π(n, 0) and β(n) = π(0, n).
These agree on Ua, but not on all of N, as required.
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3. Mackey functors
Let G be a finite group. Everything in the previous section can be done G-equivariantly. Explicitly, we
introduce a bicategory AG, where the 0-cells are finite G-sets, the 1-cells are diagrams (X
p
←− A
q
−→ Y ) of
finite G-sets, and the 2-cells are the evident equivariant isomorphisms. We can then decategorify this: we
form a category AG whose objects are finite G-sets, with morphisms AG(X,Y ) = π0AG(X,Y ). For us, a
Mackey functor will mean a product-preserving functor from AG to Sets (these are semi-Mackey functors in
the terminology of Nakaoka). We write MackeyG for the category of Mackey functors.
As before, the inclusions X
i
−→ X ∐Y
j
←− Y give a product diagram X
Ri←−− X ∐ Y
Rj
−−→ Y in AG, and also
a coproduct diagram X
Ti−→ X ∐ Y
Tj
←− Y , and the empty set is both initial and terminal. This makes AG
a semiadditive category. If M is a Mackey functor we thus have M(X ∐ Y ) ≃ M(X)×M(Y ), and we can
apply M to the semigroup structure maps ∅
Tz−→ X
Ts←− X ∐X to make M(X) into a semigroup in a natural
way.
Example 3.1. Let A be a semigroup with an action of G. We would like to define a Mackey functor cA
by cA(X) = MapG(X,A) (so cA(G/H) = A
H). Given any equivariant span ω = (X
p
←− A
q
−→ Y ), we define
fω : Map(X,A)→ Map(Y,A) by the usual rule
fω(u)(y) =
∑
q(a)=y
u(p(a)).
This commutes with the G-action and so restricts to give a map fω : cA(X) → cA(Y ). This depends only
on the equivariant isomorphism class of ω and is compatible with composition of spans, so the construction
[ω] 7→ fω makes cA into a Mackey functor as desired.
If G acts trivially on A we just have cA(X) = Map(X/G,A). In particular, we can identify cA(G/H)
with A, and for any f : G/K → G/H the resulting map Rf : cA(G/H) → cA(G/K) is just the identity
A → A. For this reason, Mackey functors of this type are called constant Mackey functors. However, this
name is somewhat misleading because the map Tf : cA(G/K)→ cA(G/H) is |H |/|K| times the identity on
A, rather than the identity itself. (Note here that the existence of f means that K is conjugate to a subgroup
of H , so |H |/|K| is an integer.)
Example 3.2. Now let B be a semigroup without G-action, and define N(X) = Map(XG, B) (where
XG is the subset of G-fixed points in X). The construction X 7→ XG preserves the pullbacks used to define
composition of spans, and it also preserves disjoint unions, so it gives a product-preserving functor AG → A.
Given this, there is an evident way to regard N as a Mackey functor. Explicitly, for any equivariant span
ω = (X
p
←− A
q
−→ Y ), we define fω : N(X)→ N(Y ) by
fω(u)(y) =
∑
a∈AG, q(a)=y
u(p(a)).
Example 3.3. For any finite G-set U we have a representable Mackey functor HU : AG → Sets given
by HU (X) = AG(U,X). We also write A(X) for H1(X), which is the set of isomorphism classes of spans
(1
p
←− T
q
−→ X). It is clear here that p gives no information, so A(X) is the set of isomorphism classes of
finite G-sets equipped with a map to X , which is known as the Burnside semigroup of X .
Example 3.4. Let E be a G-equivariant spectrum in the sense of stable homotopy theory. For any finite
G-set X we have another G-spectrum Σ∞G (X+), and we write π
G
0 (E)(X) for the set of homotopy classes of
maps Σ∞G (X+)→ E. It is well known that π
G
0 (E) is a Mackey functor in a natural way. We will give a proof
in Section 8, in a form that is convenient for generalisation to the Tambara framework.
Proposition 3.5. Let AOG denote the full subcategory of AG whose objects are the orbits G/H for all
subgroups H ≤ G. Then MackeyG is equivalent to the category of preadditive functors from AOG to the
category of semigroups.
Proof. As every finite G-set is a disjoint union of orbits, we see that every object in AG can be
expressed as a product (or equivalently, a coproduct) of objects in AOG. The claim therefore follows from
Proposition A.13 (in Appendix A). 
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Remark 3.6. Using this idea, we can also regard MackeyG as the category of algebras for a coloured
or multisorted Lawvere theory, with one colour for each subgroup of G. (Such theories are discussed in [2,
Chapter II], for example).
From either of the above points of view, it is important to understand AG(G/H,G/K). There are three
basic kinds of elements:
(a) Suppose that K ≤ H ≤ G, so there is an evident projection p : G/K → G/H . We put
THK = Tp ∈ AG(G/K,G/H)
RHK = Rp ∈ AG(G/H,G/K).
(b) For any g ∈ G and H ≤ G we define cHg : G/H → G/gHg
−1 by
cHg (xH) = xHg
−1 = xg−1(gHg−1).
We also define CHg = TcHg = R
−1
cHg
∈ AG(G/H,G/gHg−1).
Any element of AG(G/H,G/K) can be represented by a span ω = (G/H
p
←− A
q
−→ G/K). We can
decompose A as a disjoint union of orbits, each orbit gives a span from G/H to G/K, and ω is the sum of
these terms. We can therefore focus on the case where A itself is an orbit. As G acts transitively on G/H ,
the map p is necessarily surjective, so we can choose a ∈ A with p(a) = H . This identifies A with G/L for
some subgroup L ≤ H , and p with the canonical projection G/L→ G/H . As q is also surjective we will have
q(xL) = K for some x ∈ G. As the coset xL ∈ G/L is fixed by the subgroup xLx−1 and q is equivariant, we
must have xLx−1 ≤ K. We therefore have maps
G/H
RHL−−→ G/L
CLx−−→ G/xLx−1
TK
xLx−1−−−−−→ G/K
in AG, and it is straightforward to check that the composite is ω. This allows us to express an arbitrary
element of AG(G/H,G/K) as a sum of composites of our basic operators.
These satisfy relations as follows:
(a) For L ≤ K ≤ H ≤ G it is clear that THK T
K
L = T
H
L : G/L→ G/H and R
K
L R
H
K = R
H
L : G/H → G/L.
(b) It is also clear that CgHg
−1
f C
H
g = C
H
fg : G/H → G/fgH(fg)
−1.
(c) By regarding CHg as TcHg we see that the left hand square below commutes. By regarding it as R
−1
cHg
,
we see that the right hand square commutes.
G/K
CKg
//
THK

G/gKg−1
T gHg
−1
gKg−1

G/H
CHg
// G/gHg−1
G/K
CKg
// G/gKg−1
G/H
CHg
//
RHK
OO
G/gHg−1.
RgHg
−1
gKg−1
OO
(d) Now consider a composite G/H
THL−−→ G/L
RKL−−→ G/K (where H,K ≤ L). Let A denote the pullback
(G/H) ×G/L (G/K), so R
K
L T
H
L is represented by an evident span (G/H
p
←− A
q
−→ G/K), so it
can be written as a sum of terms indexed by the G-orbits in A. We can let K × H act on L by
(k, h).l = klh−1, and thus decompose L as
∐
t∈T KtH for some subset T ⊆ L. For each t ∈ T we
have a point φ(t) = (H, t−1K) ∈ A, whose isotropy group is Mt = H ∩ tKt−1. We find that each
orbit in A contains precisely one of the points φ(t), and that p(φ(t)) = H and q(t φ(t)) = K. Note
that the conjugate M ′t = tMtt
−1 is tHt−1 ∩K, and in particular is contained in K. From this we
deduce the double coset formula: RKL T
H
L is the sum over t ∈ T of the composites
G/H
RHMt−−−→ G/Mt
C
Mt
t−−−→ G/M ′t
TK
M′
T−−−→ G/K.
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Construction 3.7. Given spans
α = (X
p
←− A
q
−→ Y ) ∈ AG(X,Y )
α′ = (X ′
p′
←− A′
q′
−→ Y ′) ∈ AG(X
′, Y ′)
we write α× α′ for the product span
α× α′ = (X ×X ′
p×p′
←−−− A×A′
q×q′
−−−→ Y × Y ′) ∈ AG(X ×X
′, Y × Y ′).
As composition of spans is defined using pullbacks, and pullbacks commute with products, we see that there
are natural isomorphisms
(β × β′) ◦ (α × α′) ≃ (β ◦ α) × (β′ ◦ α′).
We can thus define a functor × : AG×AG → AG by (X,X ′) 7→ X ×X ′ on objects, and ([α], [α′]) 7→ [α×α′]
on morphisms. This gives a symmetric monoidal structure on the category AG.
Remark 3.8. It is clear that for any maps f : X → Y and f ′ : X ′ → Y ′ of finite G-sets, we have
Rf ×Rf ′ = Rf×f ′ and Tf × Tf ′ = Tf×f ′ . Using the natural isomorphisms
(A ∐B)× (C ∐D) ≃ (A× C) ∐ (A×D) ∐ (B × C) ∐ (B ×D)
we also see that for u, v ∈ AG(X,Y ) and u′, v′ ∈ AG(X ′, Y ′) we have
(u+ v)× (u′ + v′) = (u × u′) + (u× v′) + (v × u′) + (v × v′),
so the product functor is bilinear.
Definition 3.9. Given Mackey functorsM andN , we writeM⊠N for the Day tensor product ofM and
N . This was originally defined in [6], and the construction is reviewed in Appendix A. It is characterised by
the fact that morphismsM⊠N → P biject with natural mapsM(X)×N(Y )→ P (X×Y ) for (X,Y ) ∈ A
2
G.
This gives a biadditive symmetric monoidal structure on MackeyG.
There is a tautological map M(X)×N(Y ) → (M ⊠N)(X × Y ). We write m⊠ n ∈ (M ⊠N)(X × Y )
for the image of a pair (m,n) ∈M(X)×N(Y ) under this map.
Remark 3.10. The functor M ⊠ N : AG → Sets is defined as a left Kan extension, as explained in
Appendix A. There is a subtlety that becomes important in the Tambara context. The box product would
usually be defined as a Kan extension of a certain functor taking values in semigroups, but it is shown in
the appendix that we can form the Kan extension in the category of sets instead and it automatically has
the required semigroup structure (which is unusual for colimit constructions).
By unwrapping the usual construction of the Kan extension as a colimit over a comma category, we obtain
the following description. Given a span α ∈ A(X,Y ), we will write fα for the resulting mapM(X)→M(Y ).
(a) Every element of (M ⊠N)(X) has the form fα(m⊠n) for some span α ∈ AG(U ×V,X) and some
elements m ∈M(U) and n ∈ N(V ).
(b) Suppose we have spans λ ∈ AG(U ′, U) and µ ∈ AG(V ′, V ). Then for any m′ ∈ M(U ′) and
n′ ∈ N(V ′) we have
fα◦(λ×µ)(m
′
⊠ n′) = fα(fλ(m
′)⊠ fµ(n
′)).
(c) All identities between elements of type (a) can be deduced by chaining together identities of type (b).
The above description is somewhat cumbersome; we now outline a slightly different description that is
easier to use.
Definition 3.11. Given m ∈M(X) and n ∈ N(X) we put m⊗ n = Rδ(m⊠ n), where δ : X → X ×X
is the diagonal map.
The operation ⊠ on element can be expressed in terms of the operation ⊗ as follows:
Lemma 3.12. Let X
p
←− X × Y
q
−→ Y be the projections. Then for m ∈ M(X) and n ∈ N(Y ) we have
m⊠ n = (Rp(m))⊗ (Rq(n)).
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Proof. By definition we have
(Rp(m))⊗ (Rq(n)) = Rδ(Rp(m)⊠Rq(n)).
By the naturality properties of the ⊠ pairing we also have
Rp(m)⊠Rq(n) = Rp×q(m⊠ n).
Note also that (p×q)◦δ : X×Y → X×Y is just the identity, so RδRp×q is the identity on (M ⊠N)(X×Y ).
The claim follows by combining these facts. 
We also have a Frobenius reciprocity formula as follows:
Lemma 3.13. Suppose we have a map f : W → X of finite G-sets.
(a) For all m′ ∈M(W ) and n ∈ N(X) we have Tf(m′ ⊗Rf (n)) = Tf(m′)⊗ n ∈ (M ⊠N)(X).
(b) For all m ∈M(X) and n′ ∈ N(W ) we have Tf(Rf (m)⊗ n′) = m⊗ Tf (n′) ∈ (M ⊠N)(X).
Proof. For part (a), it is straightforward to check that the square
W
δ //
f

W ×W
1×f
// W ×X
f×1

X
δ
// X ×X
is cartesian, so we have
TfRδR1×f = RδTf×1 : (M ⊠N)(W ×X)→ (M ⊠N)(X).
We now apply this to the element m′⊠n ∈ (M ⊠N)(W ×X). By the naturality properties of the ⊠ pairing
we have R1×f (m
′
⊠n) = m′⊠Rf (n) and Tf×1(m
′
⊠n) = Tf(m
′)⊠n. We therefore get TfRδ(m
′
⊠Rf (n)) =
Rδ(Tf (m
′)⊠ n), or in other words Tf (m
′ ⊗Rf (n)) = Tf (m′)⊗ n. The proof for (b) is similar. 
This can be sharpened as follows.
Proposition 3.14. Fix Mackey functors M and N and a finite G-set X. Let E be the set of quadruples
(U, p,m, n) where p : U → X is an equivariant map, and (m,n) ∈ M(U) × N(U). Let E be the smallest
equivalence relation on E such that
(a) For all U ′
r
−→ U
q
−→ X and (m′, n) ∈M(U ′)×N(U) we have
(U ′, qr,m′, Rr(n))E(V, q, Tr(m
′), n)
(b) For all U ′
r
−→ U
q
−→ X and (m,n′) ∈M(U)×N(U ′) we have
(U, qr,Rr(m), n
′)E(V, q,m, Tr(n
′)).
Define ǫ : E → (M ⊠N)(X) by ǫ(U, p,m, n) = Tp(m⊗ n). Then ǫ induces a bijection E/E → (M ⊠N)(X).
Proof. First, it is clear from Lemma 3.13 that ǫ respects the equivalence relation E and so induces a
map E/E → (M ⊠N)(X). Next, let F be the set of systems
y = (U, V,W, i, j, p,m, n)
where the first six entries give an equivariant span diagram α = (V × W
(i,j)
←−−− U
p
−→ X) and (m,n) ∈
M(V ) × N(W ). Let F be the equivalence relation on F that is implicit in Remark 3.10. In more detail,
suppose we have spans λ = (V ′
q
←− A
r
−→ V ) and µ = (W ′
s
←− B
t
−→W ) and that
α ◦ (λ× µ) = (V ′ ×W ′
(i′,j′)
←−−−− U ′
p′
−→ X).
Suppose we also have an element (m′, n′) ∈M(V ′)×N(W ′), and thus elements
z = (U, V,W, i, j, p, TrRq(m
′), TtRs(n
′))
z′ = (U ′, V ′,W ′, i′, j′, p′,m′, n′)
in F ; then zFz′, and F is the smallest equivalence relation with this property.
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We have a map ξ : F → (M ⊠N)(X) given by
ξ(U, V,W, i, j, p,m, n) = TpR(i,j)(m⊠ n),
and Remark 3.10 tells us that this induces a bijection ξ : F/F → (M ⊠N)(X).
Now define φ : F → E by
φ(U, V,W, i, j, p,m, n) = (U, p,Ri(m), Rj(n)).
We can write (i, j) as (i × j) ◦ δ so
R(i,j)(m⊠ n) = RδRi×j(m⊠ n) = Rδ(Ri(m)⊠Rj(n)) = Ri(m)⊗Rj(n).
Using this we see that ǫφ = ξ (and it follows that ǫ is surjective).
We next claim that φ induces a map F/F → E/E. It will be enough to show that in the notation used
to introduce the relation F , we have φ(z)Eφ(z′). Here the definition of z′ involves the composite α ◦ (λ×µ).
To analyse this, we first construct pullback squares as follows:
U ′
t′ //
r′

A˜
i∗ //
r∗

A
r

B˜
t∗
//
j∗

U
j

i
// V
B
t
// W
We then put
k = r∗t′ = t∗r′ : U ′ → U
p′ = pk = pr∗t′ = pt∗r′ : U ′ → X
i′ = qi∗t′ : U ′ → V ′
j′ = sj∗r′ : U ′ →W ′.
This gives a diagram
U ′
(i∗t′,j∗r′)yyss
ss
ss
ss
ss
(i′,j′)

k
##●
●●
●●
●●
●●
p′

A×B
q×s
yyss
ss
ss
ss
ss
r×t
%%❑
❑❑
❑❑
❑❑
❑❑
U
(i,j)
{{①①
①①
①①
①①
①
p

❄❄
❄❄
❄❄
❄❄
V ′ ×W ′ V ×W X
One can check that the middle square is a pullback, so the diagram exhibits the span
V ′ ×W ′
(i′,j′)
←−−−− U ′
p′
−→ X
as the composite α ◦ (λ× µ), so our notation is consistent with that used previously. We now have
φ(z′) = (U ′, p′, Ri′(m
′), Rj′ (n
′)) = (U ′, pr∗t′, Rqi∗t′(m
′), Rsj∗r′(n
′)) = (U ′, pr∗t′, Rt′Rqi∗(m
′), Rsj∗r′(n
′)).
Now put y1 = (A˜, pr
∗, Rqi∗(m
′), Tt′Rsj∗r′(n
′)). By clause (b) in the definition of the relation E, we have
φ(z′)Ey1. On the other hand, because the square defining U
′ is a pullback, we have Tt′Rr′ = Rr∗Tt∗ ,
so y1 = (A˜, pr
∗, Rqi∗(m
′), Rr∗Tt∗Rsj∗(n
′)). Using this description together with clause (a), we get y1Ey2,
where y2 = (U, p, Tr∗Rqi∗(m
′), Tt∗Rsj∗(n
′)). Next, the square defining A˜ is also a pullback, so Tr∗Ri∗ = RiTr.
Using this and the corresponding fact for B˜ we obtain y2 = (U, p,RiTrRq(m
′), RjTtRs(n
′)). Now inspection
of the definitions shows that y2 = φ(z), so φ(z) = φ(z
′) as required. There is thus an induced operation
φ : F/F → E/E with ǫφ = ξ as claimed. As ξ is bijective we see that φ is injective and ǫ is surjective.
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In the opposite direction, we define ψ : E → F by
ψ(U, p,m, n) = (U,U, U, 1, 1, p,m, n).
As
ǫ(U, p,m, n) = TpRδ(m⊠ n) = TpR(1,1)(m⊠ n)
we see that ξψ = ǫ. It is also clear that φψ = 1: E → E . Now put ψ = ξ
−1
ǫ : E/E → F/F . Using the
bijectivity of ξ, we find that the following diagram commutes:
E // //

ψ

E/E
ǫ // //

ψ

(M ⊠N)(X)
F // //
φ

F/F
ξ
≃
//
φ

(M ⊠N)(X)
E // // E/E
ǫ
// // (M ⊠N)(X)
We now claim that for any element y = (U, V,W, i, j, p,m, n) we have yFψ(φ(y)). Indeed, ψ(φ(y)) is
the system (U,U, U, 1, 1, p, Ri(m), Rj(n)). To show that this is F -related to y it will suffice to exhibit spans
λ ∈ AG(V, U) and µ ∈ AG(W,U) with
Tp ◦R(1,1) ◦ (λ× µ) = TpR(i,j)
fλ(m) = Ri(m)
fµ(n) = Rj(n).
Clearly we can just take λ = Ri and µ = Rj . It follows that φ and ψ are inverse to each other, as required. 
We next investigate the relationship between MackeyG and the more obvious category of semigroups
with a G-action.
Definition 3.15. We write SemigroupsG for the category of semigroups with an action of G. We note
that for each g ∈ G we have a G-set automorphism ρ(g) : G → G given by ρ(g)(x) = xg−1. Thus, for any
Mackey functor M , we have semigroup maps Tρ(g) = R
−1
ρ(g) : M(G) → M(G), which we can use to give a
G-action on M(G). We write ω for the resulting functor MackeyG → SemigroupsG.
For later use, it will be helpful to understand the left and right adjoints of ω. One possible approach
is as follows: we let FAG denote the full subcategory of AG whose objects are the free finite G-sets.
Note that any G-set that admits an equivariant map to a free G-set is itself automatically free. Thus,
if X and Y are free and (X ←− A −→ Y ) is a span diagram then A is free as well. Moreover, we have
MapG(G,G) = AutG(G,G) ≃ G. Given these facts, one can check that SemigroupsG is equivalent to the
category of product-preserving functors from FAG to sets. From this point of view (which is used in [4]),
the functor ω becomes the restriction functor associated to the inclusion FAG → AG of coloured theories,
and there is a general theory giving left adjoints for such functors. However, we prefer to give more direct
and explicit constructions.
Proposition 3.16. If we define cA(X) = MapG(X,A) as in Example 3.1, we get a functor c : SemigroupsG →
MackeyG that is right adjoint to ω. Moreover, the counit ǫ : ωcA→ A is an isomorphism, so c is a full and
faithful embedding.
Proof. We define a semigroup isomorphism
ǫ : ωcA = cN(G) = MapG(G,A)→ A
by ǫ(u) = u(1). In the opposite direction, we define η : M → cω(M) as follows. Consider a finite G-set X
and a point x ∈ X . This gives an equivariant map xˆ : G → X by xˆ(g) = gx, and this in turn gives a map
Rxˆ : M(X)→M(G) = ωM . We can thus define
η : M(X)→ Map(X,M(G))
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by η(m)(x) = Rxˆ(m). We have ĝx = xˆ ◦ ρ(g)−1, and using this we see that η lands in MapG(X,M(G)) =
cω(M)(X). Now consider a map f : X → Y of finite G-sets. We claim that the following diagram commutes:
M(X)
Tf
//
η

M(Y )
Rf
//
η

M(X)
η

cωM(X)
Tf
// cωM(Y )
Rf
// cωM(X).
For the right-hand square, we have
(ηRf (n))(x) = RxˆRf (n) = Rfxˆ(n) = Rf̂(x)(n) = η(n)(f(x)) = (Rfη(n))(x).
Now consider the left hand square. For any point y ∈ Y , we have a pullback square
G× f−1{y}
proj
//
p

G
yˆ

X
f
// Y,
where p(g, x) = gx = xˆ(g). It follows that for m ∈M(X) we have
RyˆTf(m) = TprojRp(m) =
∑
x∈f−1{y}
Rxˆ(m),
and it follows that the left square commutes. This means that η is a morphism of Mackey functors. Next,
we claim that the standard triangular diagrams
ωM
ωηM
//
■■
■■
■■
■■
■
■■
■■
■
ωcωM
ǫωM

cN
ηcN
//
●●
●●
●●
●●
cωcN
cǫN

ωM cN
commute. This can be proved by unwinding the definitions, and is left to the reader. Thus, η and ǫ are the
unit and counit of an adjunction, as claimed.
We have seen already that ǫ : ωcA→ A is an isomorphism. Together with the adjunction this gives
MackeyG(cA
′, cA) ≃ SemigroupsG(A
′, ωcA) ≃ SemigroupsG(A
′, A).
It is standard and straightforward that the isomorphism arising here is inverse to the map induced by c, and
we conclude that c is full and faithful. 
Definition 3.17. Let A be a semigroup with an action of G. For any finite G-set X we let G act
on Map(X,A) by (gu)(x) = g.u(g−1x) as usual, and using this we can construct a coinvariant quotient
Map(X,A)G as in Definition 2.7. We define dA(X) = Map(X,A)G. Given any equivariant span ω = (X
p
←−
A
q
−→ Y ), we define fω : Map(X,A)→ Map(Y,A) by the usual rule
fω(u)(y) =
∑
q(a)=y
u(p(a)).
This commutes with the G-action and so induces a map fω : dA(X)→ dA(Y ) of coinvariant quotients. It is
clear that this makes dA into a Mackey functor.
Remark 3.18. Let π : X → X/G denote the obvious quotient map, which gives a map Tπ : Map(X,A)→
Map(X/G,A). If G acts trivially on A then it is not hard to check that Tπ induces an isomorphism dA(X) =
Map(X,A)G → Map(X/G,A). However, if G acts nontrivially on A then Tπ does not interact well with the
actions.
Remark 3.19. One can also check that dA(G/H) ≃ AH . More generally, any finite G-set X can be
written in the form X ≃
∐r
i=1G/Hi, and then we have dA(X) ≃
⊕
iAHi .
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Proposition 3.20. The functor d : SemigroupsG → MackeyG is left adjoint to ω. Moreover, the unit
map η : A→ ωdA is an isomorphism, so d is a full and faithful embedding.
Proof. First, we define maps
A
ζ
−→ Map(G,A)
σ
−→ A
by σ(u) =
∑
x∈G x.u(x
−1) and
ζ(a)(x) =
{
a if x = 1
0 otherwise.
It is clear that σζ = 1. Next, recall that the standard action of G on Map(X,A) is (gu)(x) = g.u(g−1x).
Applying this in the case X = G we get
σ(gu) =
∑
x∈G
xg.u(g−1x−1) =
∑
y∈G
y.u(y−1) = σ(u).
It follows that there is a unique map
σ : Map(G,A)G = dA(G) = ωd(A)→ A
satisfying σπ = σ (where π : Map(G,A)→ Map(G,A)G is the usual quotient map). We write
η = πζ : A→ Map(G,A)G = dA(G) = ωdA,
so ση = 1. Next, note that g.ζ(a) is the map G→ A sending g to ga and all other points to zero. It follows
that an arbitrary element u ∈ Map(G,A) can be written as u =
∑
g g.ζ(g
−1u(g)). As π(g.v) = π(v) it
follows that
π(u) =
∑
g
π(ζ(g−1u(g))) = η
(∑
g
g−1u(g)
)
= ησ(u) = ησπ(u).
This implies that ησ = 1, so σ is an inverse for η and η is an isomorphism.
Next, for any x ∈ X we have a map xˆ : G→ X sending g to gx, so we can define
ǫ0 : Map(X,M(G))→M(X)
by ǫ0(u) =
∑
x∈X Txˆ(u(x)). After recalling that G acts onM(G) via the maps Tρ(g) and that xˆ◦ρ(g) = ĝ
−1x
we find that ǫ0(g.u) = ǫ0(g), so there is a unique homomorphism ǫ : dωM(X) = Map(X,M(G))G → M(X)
with ǫπ = ǫ0.
Now consider a map f : X → Y of finite G-sets. We claim that the following diagram commutes:
dωM(X)
Tf
//
ǫ

dωM(Y )
Rf
//
ǫ

dωM(X)
ǫ

M(X)
Tf
// M(Y )
Rf
// M(X).
It will clearly suffice to show that the related diagram
Map(X,M(G))
Tf
//
ǫ0

Map(Y,M(G))
Rf
//
ǫ0

Map(X,M(G))
ǫ0

M(X)
Tf
// M(Y )
Rf
// M(X)
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commutes. For the left square we note that (Tfu)(y) =
∑
f(x)=y u(x) and f̂(x) = f ◦ xˆ so
ǫ0Tf (u) =
∑
y∈Y
Tyˆ((Tfu)(y)) =
∑
y∈Y
Tyˆ
 ∑
f(x)=y
u(x)

=
∑
x∈X
T
f̂(x)
(u(x)) = Tf
(∑
x∈X
Txˆ(u(x))
)
= Tf ǫ0(u).
For the right square, we recall that there is a cartesian square
G× f−1{y}
proj
//
p

G
yˆ

X
f
// Y,
giving RfTyˆ =
∑
f(x)=y Txˆ : M(G)→M(X). Using this we get
Rf ǫ0(u) =
∑
y∈Y
RfTyˆu(y) =
∑
y∈Y
∑
x∈f−1{y}
Txˆu(y) =
∑
x∈X
Txˆu(f(x)) = ǫ0Rf (u).
This proves that ǫ is a morphism of Mackey functors. We again leave the reader to check the triangular
diagrams
dA
dηA
//
●●
●●
●●
●●
●
●●
dωdA
ǫdA

ωM
ηωM
//
■■
■■
■■
■■
■
■■
■■
■■
■■
■
ωdωM
ωǫM

dA ωM
showing that we have an adjunction. We saw earlier that η : A→ ωdA is an isomorphism, so we have
MackeyG(dA
′, dA) ≃ SemigroupsA(A
′, ωdA) ≃ SemigroupsG(A
′, A),
showing that d is full and faithful. 
4. Mackey functors for the group of order two
By way of example, we will study the case where G = {1, χ} with χ2 = 1. The simplest (and most
standard) approach would be to use Proposition 3.5. Although we will mention this in passing, we will
mostly focus on a different construction which generalises more easily to the nonadditive context of Tambara
functors.
When G acts on a set X , we will usually write x for χ.x.
Definition 4.1. A Mackey pair consists of semigroups A and B, together with an action of G on A by
semigroup maps, and semigroup maps A
trace
−−−→ B
res
−−→ A satisfying
trace(0) = 0
trace(a0 + a1) = trace(a0) + trace(a1)
trace(a) = trace(a)
res(b) = res(b)
res(trace(a)) = a+ a.
We write MP for the category of Mackey pairs.
Construction 4.2. Given a G-Mackey functor M , put A = M(G/1) = M(G) and B = M(G/G) =
M(1) (so both of these are semigroups). Next, as G is commutative we see that χ : G→ G is a G-map, with
χ = χ−1, so Tχ = Rχ : A→ A. We use this map to define an action of G on A by semigroup maps.
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The projection ǫ : G→ 1 gives maps
res = ǫ∗ : B → A
trace = Tǫ : A→ B.
We will prove that this gives an equivalence between Mackey functors and Mackey pairs. The first thing
to check is that we at least have a functor.
Proposition 4.3. The above construction gives a faithful functor F : MackeyG → MP.
Proof. We first need to check that the construction gives a Mackey pair. We have already seen that
A and B have natural semigroup structures such that res and trace are semigroup homomorphisms. By
applying M to the identity ǫχ = ǫ we see that res(b) = res(b), so the image of res lies in the subsemigroup
AG = {a ∈ A | a = a}. Similarly, we can apply T to the identity ǫ = ǫχ to see that trace(a) = trace(a).
Next, it is straightforward to check that the diagram
G∐G
s

1∐χ
// G ∐G
s // G
ǫ

G
ǫ
// 1
is a pullback. By the Mackey property, it follows that
RǫTǫ = TsT1∐χRs : M(G)→M(G),
or in other words that res(trace(a)) = a + a for all a ∈ A. There is thus an evident way to make F into a
functor MackeyG → MP.
To check that F is faithful, suppose we have morphisms φ, ψ : M → M ′ with M(φ) = M(ψ), or equiv-
alently φ1 = ψ1 and φG = ψG. Let X be an arbitrary finite G-set. Let n be the number of free orbits, and
let m be the number of fixed points, so X is isomorphic to the disjoint union of n copies of G and m copies
of 1. This gives commutative diagrams
M(X)
φX

≃ // An ×Bm
φnG×φ
m
1

M(X)
ψX

≃ // An ×Bm
ψnG×ψ
m
1

M ′(X)
≃
// (A′)n × (B′)m M ′(X)
≃
// (A′)n × (B′)m.
As φG = ψG and φ1 = ψ1 we deduce that φX = ψX , as required. 
It is now not hard to describe the structure of the semigroups AG(G/H,G/K) for H,K ∈ {1, G} and
then use Proposition A.13 to see that F is an equivalence. However, we will construct the inverse functor in
a more explicit way.
Construction 4.4. Let P = (A,B) be a Mackey pair. For any finite G-set X , we put
EP (X) = {(u, v) ∈ MapG(X,A)×Map(X
G, B) | u(x) = res(v(x)) for all x ∈ XG},
so we have a cartesian square
EP (X)

// Map(XG, B)
res∗

MapG(X,A) ρ
// Map(XG, AG).
Now suppose we have aG-equivariant map f : X → Y . We define Rf = f∗ : EP (Y )→ EP (X) byRf (m,n) =
(m ◦ f, n ◦ fG) (where fG : XG → Y G is just the restriction of f).
After some further discussion and examples we will define maps Tf : EP (X) → EP (Y ) which will
make EP into a Mackey functor. First, however, we mention an approach that does not work. The
constructions X 7→ MapG(X,A) and X 7→ Map(X
G, AG) and X 7→ Map(XG, B) define Mackey functors as
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in Examples 3.1 and 3.2. However, the restriction map ρ : MapG(X,A)→ Map(X
G, AG) is not a morphism
of Mackey functors, so we do not have a pullback square in MackeyG as one might naively expect.
Example 4.5. Suppose that G acts freely on X , so X is a disjoint union of n copies of G say. Then
XG = ∅, so Map(XG, AG) and Map(XG, B) are singletons, so EP (X) = MapG(X,A) ≃ A
n. More precisely,
the defining pullback square for EP (X) has the form
EP (X)
≃

// 1
res∗

MapG(X,A) ρ
// 1.
In particular, for the case X = G we have EP (G) = A.
Example 4.6. Now suppose instead that G acts trivially on X and |X | = k. Then X = XG and
MapG(X,A) = Map(X,A
G) = Map(XG, AG). It follows that EP (X) = Map(X,B) = Bk. More precisely,
the defining pullback square for EP (X) has the form
EP (X)

≃ // Map(X,B)
res∗

Map(X,AG) =
// Map(X,AG).
In particular, for the case X = 1 we have EP (1) = B.
Construction 4.7. Suppose we have a G-equivariant map f : X → Y . Note that f−1(Y G) will contain
XG, and possibly some free orbits as well. If we choose a point in each such free orbit, we get a decomposition
f−1(Y G) = XG ∐X1 ∐X1 say.
We define Tf : EP (X)→ EP (Y ) by Tf(u, v) = (m,n), where
m(y) =
∑
x∈f−1{y}
u(x)
n(y) =
∑
x0∈XG∩f−1{y}
v(x0) +
∑
x1∈X1∩f−1{y}
trace(u(x1)).
To see that this does indeed define an element of EP (Y ), observe that when x1 ∈ X1 we have u(x1) = u(x1),
so when y ∈ Y G we have
res(n(y)) =
∑
x0∈XG∩f−1{y}
res(v(x0)) +
∑
x1∈X1∩f−1{y}
res(trace(u(x1)))
=
∑
x0∈XG∩f−1{y}
u(x0) +
∑
x1∈X1∩f−1{y}
(u(x1) + u(x1))
=
∑
x0∈XG∩f−1{y}
u(x0) +
∑
x1∈X1∩f−1{y}
u(x1) +
∑
x1∈X1∩f−1{y}
u(x1)
= m(y).
Using the identity trace(u(x1)) = trace(u(x1)) = trace(u(x1)) we also see that the construction is indepen-
dent of the choice of X1.
Proposition 4.8. The above definitions make EP into a Mackey functor.
Proof. Suppose we have maps X
f
−→ Y
g
−→ Z. It is clear that Rgf = RfRg. We must check that we
also have Tgf = TgTf . Consider a pair (u, v) ∈ EP (X), so Tf (u, v) = (m,n) and Tg(m,n) = (p, q) say. For
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the first component, we have
m(y) =
∑
x∈f−1{y}
u(x)
p(z) =
∑
y∈g−1{z}
m(y) =
∑
y∈g−1{z}
∑
x∈f−1{y}
u(x)
=
∑
x∈(gf)−1{z}
u(x),
which is the same as the first component in Tgf (u, v). The second component requires more work. Fix a
point z ∈ ZG. Put Y0 = Y G ∩ g−1{z} and choose Y2 ⊆ Y such that g−1{z} = Y0 ∐ Y2 ∐ Y2. Then put
Z0 = X
G∩f−1(Y0), and choose X1 ⊆ X such that f−1(Y0) = X0∐X1∐X1. Put X2 = f−1(Y2) and observe
that X2 = f
−1(Y2) and so
(gf)−1{z} = X0 ∐X1 ∐X2 ∐X1 ∐X2.
X0
f
((❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
X1 ∐X1
f
// Y0
g
''P
PP
PP
PP
PP
PP
PP
PP
X2 ∐X2
f
// Y2 ∐ Y 2 g
// {z}
Now, for y0 ∈ Y0 we have
n(y0) =
∑
x0∈X0∩f−1{y0}
v(x0) +
∑
x1∈X1∩f−1{y0}
trace(u(x1)).
It follows that
q(z) =
∑
y0∈Y0
n(y0) +
∑
y2∈Y2
trace(m(y2))
=
∑
x0∈X0
v(x0) +
∑
x1∈X1
trace(u(x1)) +
∑
x2∈X2
trace(u(x2)),
which is the same as the second component in Tgf (u, v)(z), as required.
Now suppose we have a cartesian square
W
f
//
g

X
h

Y
k
// Z
We claim that TgRf = RkTh : EP (X)→ EP (Y ). To see this, consider a pair (u, v) ∈ EP (X), so Th(u, v) =
(p, q) say, and RkTh(u, v) = (p ◦ k, q ◦ kG). The cartesian property means that f induces a bijection
g−1{y} → h−1{k(y)} for all y ∈ Y . This means that
p(k(y)) =
∑
x∈h−1{k(y)}
u(x) =
∑
w∈g−1{y}
u(f(w)),
so p ◦ k is also the first component in TgRf (u, v). Next, consider a point y ∈ Y G. Put W0 = WG ∩ g−1{y}
and choose W1 ⊆ W such that g
−1{y} = W0 ∐W1 ∐W1. Put Xi = f(Wi); the cartesian property means
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that f induces bijections Wi → Xi, and that h−1{k(y)} = X0 ∐X1 ∐X1. We thus have
q(k(y)) =
∑
x0∈X0
v(x0) +
∑
x1∈X1
trace(u(x1))
=
∑
w0∈W0
v(f(w0)) +
∑
w1∈W1
trace(u(f(w1))),
so q ◦ k is also the second component in TgRf (u, v). This proves that TgRf = RkTh, so we have a Mackey
functor as claimed. 
Theorem 4.9. The functor F : MackeyG → MP is an equivalence, with inverse given by E.
Proof. There is an evident way to define E on morphisms, giving a functor E : MP→ MackeyG. It is
clear from Examples 4.5 and 4.6 that FEP = (EP (G), EP (1)) = (A,B) = P , so FE = 1.
In the opposite direction, suppose we start with a Mackey functorM and put A =M(G) and B =M(1),
so FM = (A,B). Consider an arbitrary finite G-set X . For x ∈ X we have a map xˆ : G → X given by
xˆ(1) = x and xˆ(χ) = x. This gives a map Rxˆ : M(X)→ M(G) = A, and by combining these we get a map
α : M(X) → Map(X,A). It is straightforward to check that this actually lands in MapG(X,A). On the
other hand, for x ∈ XG we have a map x˘ : 1 → X sending 0 to x, and thus Rx˘ : M(X) → M(1) = B. By
combining these we get a map β : M(X)→ Map(XG, B). Using xˆ = x˘ǫ we see that the square
M(X)
α

β
// Map(XG, B)

MapG(X,A) // Map(X
G, AG)
commutes, so we have a natural map from M(X) to the pullback EP (X) = EFM(X). This is a morphism
of Mackey functors, which is an isomorphism for X = G or X = 1. As Mackey functors convert disjoint
unions to products, we see that M ≃ EFM as required. 
5. The theory of semirings
We now repeat much of section 2, for semirings rather than semigroups. For us, a semiring will mean
a semigroup with a second commutative, associative and unital binary operation (written as multiplication)
that distributes over addition. In particular, we assume that 0a = 0 for all a (which is the distributivity rule
for the sum of no terms).
Example 5.1. (a) Any commutative ring is of course also a semiring.
(b) N is a semiring under the usual operations. We can also define polynomial semirings N[t] or
N[t1, . . . , tr] in an evident way.
(c) For any semigroup A we have a semigroup semiring N[A]. This is freely generated as a semigroup
by elements [a] for all a ∈ A, with the multiplication rule [a][b] = [a+ b]. The polynomial semiring
N[t1, . . . , tr] can be identified with N[Nr].
(d) Let G be a finite group, and let A(G) denote the set of isomorphism classes of finite G-sets. This
is a semiring under the operations [X ] + [Y ] = [X ∐ Y ] and [X ][Y ] = [X × Y ]. We call this the
Burnside semiring of G.
(e) Let G be a finite group, and let R(G) denote the set of isomorphism classes of complex represen-
tations of G. This is a semiring under the operations [V ] + [W ] = [V ⊕W ] and [V ][W ] = [V ⊗W ].
We call this the representation semiring of G.
(f) Consider a set E consisting of elements ǫn for all n ∈ Z, together with two more elements 0 and α.
We write 1 for ǫ0. We can make this a semiring by the following rules
+ α ǫn 0
α α α α
ǫm α ǫmin(n,m) ǫm
0 α ǫn 0
· α ǫn 0
α α α 0
ǫm α ǫn+m 0
0 0 0 0
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Alternatively, we can regard α as ǫ−∞ and 0 as ǫ∞ and then we have ǫn + ǫm = ǫmin(n,m) for all n
and m, and also ǫnǫm = ǫn+m provided that we interpret ∞ + (−∞) as ∞. The real point about
this example is as follows. Let C∗ be a graded vector space over Q, and put B(C∗) = {n | Cn 6= 0}
and β(C∗) = ǫ
inf(B(C∗)) ∈ E (with the convention inf(∅) = ∞). We then have β(C∗ ⊕ D∗) =
β(C∗) + β(D∗) and β(C∗ ⊗ D∗) = β(C∗)β(D∗). For more general graded abelian groups we still
have β(C∗⊕D∗) = β(C∗)+ β(D∗) and β(C∗⊗D∗) ≤ β(C∗)β(D∗), but the inequality can be strict
if C∗ and D∗ have torsion at different primes.
Any finite set X gives a functor R 7→ RX = Map(X,R) from semirings to sets. Let U(X,Y ) be the set
of natural maps RX → RY .
Remark 5.2. In contrast with the case of semigroups, there are many natural maps RX → RY that are
not semiring homomorphisms, for example the map f : R2 → R2 given by f(x, y) = (y2 + 1, x2 + 1).
Definition 5.3. For any function f : X → Y we define three different operations as follows:
(a) We have a map Tf : R
X → RY given by Tf (r)(y) =
∑
f(x)=y r(x).
(b) We have another map Nf : R
X → RY given by Nf(r)(y) =
∏
f(x)=y r(x).
(c) We have a map Rf = f
∗ : RY → RX given by Rf (r)(x) = r(f(x)), or equivalently f∗(r) = r ◦ f .
Note that Rf and Tf only use the additive semigroup structure, so their properties and interactions are
the same as in Section 2. Similarly, Rf and Nf only use the multiplicative semigroup structure, so their
properties and interactions are the same as in Section 2 up to a slight change of notation. In more detail:
(a) For all X
f
−→ Y
g
−→ Z we have Tgf = TgTf and Ngf = NgNf and Rgf = RfRg.
(b) For any cartesian square
W
f
//
g

X
h

Y
k
// Z
we have TfRg = RkTh and NfRg = RkNh.
(c) As a special case of (b), for any bijection f : X → Y we have Nf = Tf = R
−1
f .
This just leaves the problem of understanding how maps of the form Nf interact with maps of the form Tg,
which comes down to exploring the combinatorics of expanding products of sums as sums of products.
First, however, we will study the set U(X,Y ) of all natural operations. By the Yoneda Lemma, we have
U(X,Y ) = Map(Y,N[tx | x ∈ X ]) = Semirings(N[ty | y ∈ Y ],N[tx | x ∈ X ]).
Now suppose we have a decomposition Y =
∐
a∈A Ya. The inclusions ia : Ya → Y give morphisms Ria : Y →
Ya in U , which induce maps (Ria)∗ : U(X,Y ) → U(X,Ya), which we can combine to give a single natural
map
U(X,Y )→
∏
a∈A
U(X,Ya).
Using the description U(X,Y ) = Map(Y,N[tx | x ∈ X ]) we see that this map is a natural isomorphism. This
means that Y is the categorical product in U of the objects Ya.
Proposition 5.4. The category of semirings is equivalent to the category of product-preserving functors
from U to the category of sets.
Proof. Essentially the same as for Proposition 2.1. 
The description U(X,Y ) = Map(Y,N[tx | x ∈ X ]) gives a canonical semiring structure on the set
U(X,Y ). It is generated by elements tx and ey (corresponding to the natural maps tx(f)(z) = f(x) and
ey(f)(z) = δyz) subject only to the relations eyez = δyzez and
∑
y ey = 1. This semiring structure behaves
well with respect to functions X → X ′, but not with respect to arbitrary morphisms X → X ′ in U . Thus,
we cannot say that Y is a semiring object in U .
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The idea of Tambara theory is to introduce a bicategory U whose 0-cells are finite sets, such that U(X,Y )
is a groupoid with π0U(X,Y ) = U(X,Y ).
Specifically, we take U(X,Y ) to be the category of diagrams of the form
X
p
←− A
q
−→ B
r
−→ Y,
where A and B are finite sets. We call these diagrams bispans. The morphisms are commutative diagrams
X Aoo //
α

B //
β

Y
X A′oo // B′ // Y
in which α and β are bijections. Given a bispan
ω = (X
p
←− A
q
−→ B
r
−→ Y ) ∈ U(X,Y )
as above, we define fω = TrNqRp : R
X → RY , or more explicitly
fω(s)(y) =
∑
b∈r−1{y}
∏
a∈q−1{b}
s(p(a)).
Alternatively, in terms of our generators tx and ey for the semiring U(X,Y ), we have
fω =
∑
y
ey
∑
b∈r−1{y}
∏
a∈q−1{b}
tp(a) =
∑
b∈B
er(b)
∏
a∈q−1{b}
tp(a).
One can check that this construction gives a bijection π0U(X,Y )→ U(X,Y ). Indeed, a typical monomial
in U(X,Y ) has the form ey
∏
x t
n(x)
x for some y ∈ Y and n ∈ NX . Thus a typical element of U(X,Y ) has the
form
g =
∑
(y,n)
m(y, n)ey
∏
x
tn(x)x
for some map m : Y × NX → N of finite support. Now put
A = {(y, n, i, x, j) ∈ Y × NX × N×X × N | i < m(y, n), j < n(x)}
B = {(y, n, i) ∈ Y × NX × N | i < m(y, n)}
p(y, n, i, x, j) = x
q(y, n, i, x, j) = (y, n, i)
r(y, n, i) = y.
This gives a bispan ω = (X
p
←− A
q
−→ B
r
−→ Y ) with fω = g, and it is not hard to check that any other bispan
with this property is isomorphic to ω.
In particular, if we have maps X
f
−→ Y
g
−→ Z, the operation NgTf : RX → RZ must come from a bispan.
We can construct one as follows.
Definition 5.5. For any maps X
g
−→ Y
h
−→ Z we define a bispan
∆(g, h) = (X
p
←− A
q
−→ B
r
−→ Z)
by
B = {(z, s) | z ∈ Z, s : h−1{z} → X, gs = 1h−1{z}}
A = Y ×Z B = {(y, s) | y ∈ Y, s : h
−1{h(y)} → X, gs = 1h−1{h(y)}}
p(y, s) = s(y)
q(y, s) = (h(y), s)
r(z, s) = z.
We call this the distributor for (g, h).
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Proposition 5.6. In the above context, we have NhTg = f∆(g,h) = TrNqRp.
Proof. First note that all the sets X , Y , A and B have compatible maps to Z, and everything happens
independently over the different points of Z. Because of this, we can easily reduce to the special case where
Z is a single point. In that context we just have B = {s : Y → X | gs = 1Y } and A = Y × B. Now
put Xy = g
−1{y} ⊆ X , so the requirement gs = 1Y just means that s(y) ∈ Xy for all y. We thus have
B =
∏
yXy and A = Y ×
∏
yXy. Now consider an element u ∈ R
X . The image NhTg(u) ∈ R is given by∏
y
∑
x∈Xy
u(x). If we expand this out in the obvious way we get
∑
s∈B
∏
y∈Y u(s(y)), and by unwinding
the definitions we see that this is TrNqRp(u), as required. 
For another perspective on the above construction, define m : A → Y by m(y, s) = y. We then have a
diagram D as follows, in which the right hand square is cartesian.
A
q
//
m

p
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
B
r

X g
// Y
h
// Z.
Let D(g, h) denote the category of all diagrams D′ like
A′
q′
//
m′

p′
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
B′
r′

X g
// Y
h
// Z,
where the bottom row is the same as before, and the right hand square is cartesian. A morphism from D′
to D′′ consists of maps A′ → A′′ and B′ → B′′ with the evident commutativity properties. The following
result gives a more abstract characterisation of D.
Proposition 5.7. The object D is terminal in D(g, h).
Proof. Consider another object D′ as above. Let b′ be an element of B′. Put z = r′(b′) ∈ Z and
Y1 = h
−1{z} ⊆ Y and A1 = (q′)−1{b′} ⊆ A. As the square in D′ is assumed to be cartesian, the map
m′ : A′ → Y must restrict to give a bijection m1 : A1 → Y1. We thus have a map s = p′m
−1
1 : Y1 → X .
As D′ commutes we have gp′ = m′ and so gs = 1|Y1 , which means that (z, s) ∈ B. We can thus define
β : B′ → B by β(b′) = (z, s). Next, given a′ ∈ A′ we can put b′ = q′(a′) ∈ B′ and then define z, Y1, A1, m1
and s as before. We then have a′ ∈ A1 so m1(a′) is defined and is an element of Y1. We thus have a point
α(a′) = (m1(a
′), z, s) ∈ A. This construction gives a map α : A′ → A, and it is straightforward to check the
equations
mα = m′ pα = p′ qα = βq′ rβ = r′.
This means that the pair (α, β) gives a morphism D′ → D. Suppose we have another morphism, say (α∗, β∗).
Consider a point b′ ∈ B′, and put (z, s) = β∗(b′) ∈ B. As rβ∗ = r′ we see that z = r′(b′). Now consider a
point y ∈ h−1{z}, so s(y) ∈ X . By the pullback property forD′, there is a unique element a′ ∈ (q′)−1{b′} with
m′(a′) = y. The point α∗(a′) ∈ A has q(α∗(a′)) = β∗(q′(a′)) = β∗(b′) = (z, s) and m(α∗(a′)) = m′(a′) = y
so we must have α∗(a′) = (y, z, s). This means that s(y) = p(y, z, s) = p(α∗(a′)) = p′(a′) = p′m−11 (y). We
now see that s = p′m−11 as before, so β
∗ = β. Given this, it is also clear from the above equations that
α∗ = α. 
It is instructive to recover the distributivity axiom a0(a1 + a2) = a0a1 + a0a2 directly from the above
construction. Let S : U → Sets be a product-preserving functor, so we can identify S(n) = S({0, 1, . . . , n−1})
with S(1)n. The map z : 0→ 1 gives elements 0 = Tz() ∈ S(1) and 1 = Nz() ∈ S(1), and the map s : 2→ 1
gives binary operations a+ b = Ts(a, b) and ab = Ns(a, b). Proposition 5.4 shows abstractly that this gives
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a semiring structure. For a direct check of distributivity, we define maps
3
f
// 2
g
// 1
4
p′
OO
q′
// 2
r′
OO
as follows:
0
1
2
3
0
1
0
1
2
0
1
0
f g
p′
q′
r′
The operation NgTf is (a0, a1, a2) 7→ a0(a1 + a2), whereas the operation Tr′Nq′Rp′ is (a0, a1, a2) 7→ a0a1 +
a0a2. Suppose instead that we define a bispan ω = ∆(f, g) = (3
p
←− A
q
−→ B
r
−→ 1) as in Definition 5.5. From
the definitions we have
B = {(0, s) | s : 2→ 3, fs = 12}.
If we define maps s0, s1 : 2→ 3 by
s0(0) = 0 s0(1) = 1
s1(0) = 0 s1(1) = 2
then B = {(0, s0), (0, s1)}. We then have
A = 2×1 B = {(0, 0, s0), (1, 0, s0), (0, 0, s1), (1, 0, s1)}.
It follows that we have a commutative diagram
3 4
p′
oo
q′
//
α ≃

2
q′
//
β≃

1
3 A
p
oo
q
// B
r
// 1
where
α(0) = (0, 0, s0) α(1) = (1, 0, s0) α(2) = (0, 0, s1) α(3) = (1, 0, s1)
β(0) = (0, s0) β(1) = (0, s1).
This gives Nr′Tq′Rp′ = NrTqRp = NgTf as expected.
We now discuss composition of more general bispans.
Definition 5.8. Consider a pair of bispans
ω0 = (X0
p0
←− A0
q0
−→ B0
r0−→ X1) ∈ U(X0, X1)
ω1 = (X1
p1
←− A1
q1
−→ B1
r1−→ X2) ∈ U(X1, X2).
We define a bispan
ω1 ◦ ω0 = (X0
p
←− A
q
−→ B
r
−→ X2) ∈ U(X0, X2)
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as follows:
A = {(a0, a1, s) | s : q
−1
1 {q1(a1)} → B0, r0s = p1, a0 ∈ q
−1
0 {s(a1)}}
B = {(b1, s) | s : q
−1
1 {b1} → B0, r0s = p1}
p(a0, a1, s) = p0(a0)
q(a0, a1, s) = (q1(a1), s)
r(b1, s) = r1(b1).
(Here it is implicit that a0 ∈ A0, a1 ∈ A1 and b1 ∈ B1.)
Remark 5.9. It is sometimes useful to consider the enlarged diagram
A
q′
//
p′}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
q
$$
p
		
W
p′′}}④④
④④
④④
④④
r′′ !!❈
❈❈
❈❈
❈❈
❈ q′′
// B
r′ !!❇
❇❇
❇❇
❇❇
❇
r

A0
p0
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
q0
// B0
r0
!!❇
❇❇
❇❇
❇❇
❇
A1
p1
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
q1
// B1
r1
!!❇
❇❇
❇❇
❇❇
❇
X0 X1 X2
where
A = {(a0, a1, s) | s : q
−1
1 {q1(a1)} → B0, r0s = p1, a0 ∈ q
−1
0 {s(a1)}}
W = {(a1, s) | s : q
−1
1 {q(a1)} → B0, r0s = p1}
B = {(b1, s) | s : q
−1
1 {b1} → B0, r0s = p1}
p(a0, a1, s) = p0(a0) p
′(a0, a1, s) = a0 p
′′(a1, s) = s(a1)
q(a0, a1, s) = (q1(a1), s) q
′(a0, a1, s) = (a1, s) q
′′(a1, s) = (q1(a1), s)
r(b1, s) = r1(b1) r
′(b1, s) = b1 r
′′(a1, s) = a1
One can check that everything commutes and that the two rhombi are cartesian (but the middle square is
not, in general).
Proposition 5.10. For any semiring R we have fω1◦ω0 = fω1fω0 : R
X0 → RX2 .
Proof. We first claim that in the expanded diagram we have
Nq1Rp1Tr0 = Tr′Nq′′Rp′′ : R
B0 → RB1 .
Indeed, for any map m : B0 → R and and b1 ∈ B1, the left hand side gives∏
a1∈q
−1
1 {b1}
∑
b0∈r
−1
0 {p1(a1)}
m(b0),
whereas the right hand side gives ∑
s : q−11 {b1}→B0
r0s=p1
∏
a1∈q
−1
1 {b1}
m(s(a1)).
To give a map s : q−11 {b1} → B0 with r0s = p1 is the same as to pick out one summand in each of the factors
on the left hand side. This means that the right hand side is just what we get by expanding out the left
hand side, as required. We can now compose on the left with Tr1 and on the right with Nq0Rp0 to get
fω1fω0 = Tr1Nq1Rp1Tr0Nq0Rp0 = Tr1Tr′Nq′′Rp′′Nq0Rp0 : R
X0 → RX2 .
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As the square (q′, p′, p′′, q0) is cartesian, we also have Rp′′Nq0 = Nq′Rp′ . Using this together with the
functoriality of T , N and R we obtain
fω1fω0 = Tr1Tr′Nq′′Nq′Rp′Rp0 = TrNqRp = fω1◦ω0
as claimed. 
Now suppose we have a third bispan ω2 from X2 to X3. It follows from the proposition that the
bispans ω2 ◦ (ω1 ◦ ω0) and (ω2 ◦ ω1) ◦ ω0 give the same natural semiring operation, so they are at least
unnaturally isomorphic. It is reasonable to expect that there should be a natural isomorphism satisfying a
pentagonal coherence identity. In order to prove this, we will introduce a single-step construction of multiple
compositions. In more detail, consider a family of bispans
ωi = (Xi
pi
←− Ai
qi
−→ Bi
ri−→ Xi+1)
for n ≤ i < m. We would like to build a composite bispan from Xn to Xm.
Definition 5.11. First, for n ≤ i ≤ j ≤ m we put Aji =
∏j−1
k=i Ai. In the case i = j this should be
interpreted as the one-point set: Aii = {1}. There are evident projections πi : A
j
i → Ai and π>i : A
j
i → A
j
i+1.
Construction 5.12. Now consider a system of subsets Si ⊆ Ami (for n ≤ i ≤ m) together with maps
si : Si → Bi−1 (for n < i ≤ m). We say that the above data form a term system if
(a) Sm = {1}
(b) When n ≤ i < m, the projection π : Ami → A
m
i+1 has π(Si) ⊆ Si+1. Moreover, the square
Si
πi

π>i
// Si+1
si+1

Ai qi
// Bi
is a pullback.
(c) When n < i < m, the square
Bi−1
ri−1

Si
sioo
πi

Xi Aipi
oo
commutes.
A thread for a term system as above is just an element of the set Sn. We write Bnm for the set of all term
systems, and Anm for the set of pairs consisting of a term system and a choice of thread. In other words,
we have
Anm = {(a, S, s) | (S, s) ∈ Bnm, a ∈ Sn}.
We define maps
Xn
pnm
←−−− Anm
qnm
−−→ Bnm
rnm−−−→ Xm
as follows:
pnm(a, S, s) = pn(πn(a))
qnm(a, S, s) = (S, s)
rnm(S, s) = rm−1(sm(1)).
This gives a bispan ωnm from Xn to Xm.
We now unpack this definition in the simplest cases.
Proposition 5.13. Suppose that n = 0 and m = 1, so our input data consists of a single bispan
ω0 = (X0
p0
←− A0
q0
−→ B0
r0−→ X1).
Then the resulting bispan ω01 is naturally isomorphic to ω0.
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Proof. In this context a term system consists of sets S0 and S1, together with a map s1 : S1 → B0.
Axiom (a) says that S1 = {1}, so s1 just gives a point b0 = s1(1) ∈ B0. Axiom (b) therefore says that
S0 = q
−1
0 {b0} ⊆ A0, and (c) is vacuously satisfied. We can therefore identify B01 with B0. More precisely,
we have a bijection β : B0 → B01 given by
β(b0) = (q
−1
0 {b0}, {1}; 1 7→ b0).
Similarly, there is a bijection α : A0 → A01 given by
α(a0) = (a0; q
−1
0 {q0(a0)}, {1}; 1 7→ q0(a0)).
It is clear from the definitions that the diagram
X0 A0
p0
oo
q0
//
α

B0
r0 //
β

X1
X0 A01p01
oo
q01
// B01 r01
// X1
commutes, so we have the claimed isomorphism of bispans. 
Proposition 5.14. Suppose that n = 0 and m = 2, so our input data consists of bispans
ω0 = (X0
p0
←− A0
q0
−→ B0
r0−→ X1) ∈ U(X0, X1)
ω1 = (X1
p1
←− A1
q1
−→ B1
r1−→ X2) ∈ U(X1, X2).
Then ω02 is naturally isomorphic to ω1 ◦ ω0.
Proof. We write ω1 ◦ ω0 as
X0
p
←− A
q
−→ B
r
−→ X2
as in Definition 5.8.
In the construction of ω02, a term system consists of sets S0 ⊆ A0 × A1 and S1 ⊆ A1 and S2 = {1},
together with maps s1 : S1 → B0 and s2 : S2 → B1. These fit into a diagram
S0
  
❆❆
❆❆
❆❆
❆❆
// S1
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
  
❆❆
❆❆
❆❆
❆❆
// S2 = {1}
zz✈✈
✈✈
✈✈
✈✈
✈
A0
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
// B0
!!
❇❇
❇❇
❇❇
❇❇
A1
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
// B1
$$■
■■
■■
■■
■■
■
X0 X1 X2
in which the middle square is commutative and the other two quadrilaterals are cartesian. The map s2 just
gives a point b1 ∈ B2 and the cartesian property forces S1 = q
−1
1 {b1} ⊆ A1. Now s1 is a map q
−1
1 {b1} → B0,
and the map r0s1 : q
−1
1 {b1} → X1 must be the same as the restriction of p1 to make the middle square
commute. Once s1 has been chosen, the cartesian property forces us to take
S0 = {(a0, a1) ∈ A0 ×A1 | a1 ∈ q
−1
1 {b1}, a0 ∈ q
−1
0 {s1(a1)}},
so there is no additional information in S0. This identifies the set B02 (of all term systems) with the set
B = {(b1, s) | s : q
−1
1 {b1} → B0, r0s = p1}.
Next, a point of A02 consists of a term system together with a thread (a0, a1). Here b1 must be equal to
q1(a1), so we need not record it as a separate piece of data. For (a0, a1) to be a thread we must have
a0 ∈ q
−1
0 {s1(a1)}. This identifies A02 with the set
A = {(a0, a1, s) | s : q
−1
1 {q1(a1)} → B0, r0s = p1, a0 ∈ q
−1
0 {s(a1)}}.
We leave it to the reader to check that these identifications are compatible with the maps p, q and r, so they
give an isomorphism of bispans. 
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Now suppose we have bispans ωn, . . . , ωm−1 as before, and an index k with n < k < m. By the procedure
described above, we can construct a bispan ωnm from Xn to Xm. Alternatively, we can construct ωnk (from
Xn to Xk) and ωkm (from Xk to Xm), and then construct ωkm ◦ ωnk.
Proposition 5.15. The bispan ωkm ◦ ωnk is naturally isomorphic to ωnm.
Proof. Let A′nm and B
′
nm denote the sets occurring in ωkm ◦ ωnk. A point of B
′
nm consists of a term
system β = (Sk, . . . , Sm; sk+1, . . . , sm) together with a map σ : q
−1
km{β} → Bnk such that rnkσ = pkn. Here
q−1km{β} is easily identified with the set Sk, and after this identification pkn becomes the map pkπk : Sk → Xk.
Now for a ∈ Sk we have a point σ(a) ∈ Bnk. This will have the form
σ(a) = (Σn(a), . . . ,Σk(a);σn+1(a), . . . , σk(a))
for some subsets Σi(a) ⊆ Aki and some maps σi(a) : Σi(a) → Bi−1. Here Σk(a) = {1} so we can define
sk : Sk → Bk−1 by sk(a) = σk(a)(1). From the definitions we have rnk(σ(a)) = rk−1(σk(a)(1)) = rk−1(sk(a)),
so the axiom rnkσ = pkn becomes rk−1sk = pkπk : Sk → Xk. Next, for n ≤ i < k we can split Ami as A
k
i ×A
m
k
and put
Si = {(a
′, a′′) ∈ Aki ×A
m
k | a
′′ ∈ Sk and a
′ ∈ Σi(a
′′)}.
When i > n we can also define si : Si → Bi−1 by
si(a
′, a′′) = σi(a
′′)(a′).
We claim that the list α = (Sn, . . . , Sm; sn+1, . . . , sm) is a term system for (ωn, . . . , ωm−1). Indeed, axiom (a)
for α follows from axiom (a) for β. Similarly, axiom (b) for α follows from axiom (b) for β when i ≥ k, and
from axiom (b) for σ(a′′) when i < k. Axiom (c) works the same way except that the case where i = k must
be treated separately. That case says that the diagram
Bk−1
rk−1

Sk
skoo
πk

Xk Akpk
oo
must commute, and we observed above that this follows from our assumption that rnkσ = pkn. We thus
have a point α ∈ Bnm as claimed. This was constructed in a natural way from β, so we can define a map
φ : B′nm → Bnm by φ(β) = α. We leave it to the reader to check that this is a bijection.
Now consider instead the set A′nm. The elements have the form α = (α
′, α′′, σ), where
• α′′ is an element of Akm, so it consists of a term system β = (Sk, . . . , Sm; sk+1, . . . , sm) together
with a thread a′′ ∈ Sk;
• (β, σ) is a point in B′nm, corresponding to a point
φ(β, σ) = (Sn, . . . , Sm; sn+1, . . . , sm) ∈ Bnm;
• α′ is an element of Ank with qnk(α′) = σ(α′′) ∈ Bnk. This means that α′ consists of a term system
(Tn, . . . , Tk; tn+1, . . . , tk) together with a thread a
′ ∈ Tn. The fact that qnk(α
′) = σ(α′′) means
that
Ti = {u ∈ A
k
i | (u, a
′′) ∈ Si}
and ti(u) = si(u, a
′′). In particular, the sets Ti and maps tj are determined by the other data
that we have mentioned already. The thread a′ ∈ Tn can be combined with a
′′ to get a thread
a = (a′, a′′) ∈ Sn for φ(β, σ).
We now see that the construction
(α′, α′′, σ) 7→ (φ(β, σ), (a′, a′′))
gives a natural map ψ : A′nm → Anm. We leave it to the reader to check that this is bijective and that the
diagram
Xn A
′
nm
oo //
ψ

B′nm //
φ

Xm
Xn Anmoo // Bnm // Xm
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commutes, so we have the required isomorphism of bispans. 
Now suppose we have composable bispans ω0, ω1 and ω2. We can use the proposition repeatedly to
construct natural isomorphisms
ω2 ◦ (ω1 ◦ ω0) ≃ ω2 ◦ ω02 ≃ ω03 ≃ ω13 ◦ ω0 ≃ (ω2 ◦ ω1) ◦ ω0.
By combining these, we obtain an associativity isomorphism
α : ω2 ◦ (ω1 ◦ ω0)→ (ω2 ◦ ω1) ◦ ω0.
If we have another bispan ω3 that can be composed with ω2, we get a pentagonal coherence diagram
ω3 ◦ (ω2 ◦ (ω1 ◦ ω0))
α //
1◦α

(ω3 ◦ ω2) ◦ (ω1 ◦ ω0))
α // ((ω3 ◦ ω2) ◦ ω1) ◦ ω0))
ω3 ◦ ((ω2 ◦ ω1) ◦ ω0) α
// (ω3 ◦ (ω2 ◦ ω1)) ◦ ω0
α◦1
OO
By comparing everything with ω04, one can check that this commutes. Similarly, one can check that bispans
of the form
ηX = (X
1
←− X
1
−→ X
1
−→ X)
act as identities for composition up to coherent natural isomorphism.
All this can probably be repackaged to give a quasicategory of bispans, which should be a quasicategorical
Lawvere theory in the sense of Cranch [5]. However, we have not checked the details.
We have previously remarked that the morphism set U(X,Y ) has a canonical semiring structure. It is
natural to expect that this should arise from a symmetric bimonoidal stucture on the category U(X,Y ).
Such a structure can be given as follows: for bispans
ω = (X
u
←− A
v
−→ B
w
−→ Y )
υ = (X
p
←− C
q
−→ D
r
−→ Y )
we put
ω ⊕ υ = (X
(u,p)
←−−− A∐ C
v∐q
−−→ B ∐D
(w,r)
−−−→ Y )
ω ⊗ υ = (X ←− ((A×Y D)∐ (B ×Y C)) −→ B ×Y D −→ Y ).
We will not make serious use of this so we leave further details to the reader.
Definition 5.16. For any map f : X → Y of finite sets, we will write Tf , Nf and Rf for the evident
bispans representing the corresponding semiring operations, namely
Rf = (Y
f
←− X
1
−→ X
1
−→ X) ∈ U(Y,X)
Nf = (X
1
←− X
f
−→ Y
1
−→ Y ) ∈ U(X,Y )
Tf = (X
1
←− X
1
−→ X
f
−→ Y ) ∈ U(X,Y ).
Proposition 5.17. (a) Any bispan ω = (X
p
←− A
q
−→ B
r
−→ Y ) is naturally isomorphic to Tr ◦Nq ◦
Rp.
(b) For all X
f
←− Y
g
−→ Z there are natural isomorphisms Tgf ≃ Tg ◦ Tf and Ngf ≃ Ng ◦Nf and Rgf ≃
Rf ◦Rg. Moreover, T1, N1 and R1 are all equal to the identity bispan ηX = (X
1
←− X
1
−→ X
1
−→ X).
(c) There is also a natural isomorphism from Ng ◦ Tf to the distributor ∆(f, g).
(d) For any cartesian square
W
f
//
g

X
h

Y
k
// Z
there are natural isomorphisms Tg ◦Rf ≃ Rk ◦ Th and Ng ◦Rf ≃ Rk ◦Nh.
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(e) For any bijection f : X → Y there are natural isomorphisms Tf ≃ Nf ≃ Rf−1 .
Proof. In each case we see by considering the induced semiring operations that there is at least an
unnatural isomorphism between the relevant bispans, and we can produce a natural isomorphism by simply
unwinding the definition of bispan composition. 
Proposition 5.18. For any finite set U , there is a product-preserving functor PU : U → U given on
objects by PU (X) = U ×X, and on morphisms by
PU [X
p
←− A
q
−→ B
r
−→ Y ] = [U ×X
1×p
←−− U ×A
1×q
−−→ U ×B
1×r
−−→ U × Y ].
Proof. It is clear that this construction gives well-defined maps U(X,Y ) → U(U × X,U × Y ), and
we just need to check that these are compatible with bispan composition. This follows directly from the
definitions, as U is just carried through the various constructions and does not interact with the other data
in any interesting way. As products in U are given by disjoint unions, it is clear that they are preserved by
PX . 
We now examine two special cases of the associativity isomorphism for bispan composition. These will
turn out to be useful later.
Proposition 5.19. For any maps W
f
−→ X
g
−→ Y
h
−→ Z there is a functorially associated diagram
A˜
α //
i

A
p
//
q

W
f
// X
g

B˜
β
//
j

B r
// Y
h

C˜
k
// Z
such that the square and two rectangles are cartesian, and
∆(f, g) = (W
p
←− A
q
−→ B
r
−→ Y )
∆(f, hg) = (W
pα
←−− A˜
ji
−→ C˜
k
−→ Z)
∆(r, h) = (B
β
←− B˜
j
−→ C˜
k
−→ Z).
This will help us to analyse the operation NhNgTf .
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Proof. We put
A = {(x, s) | x ∈ X, s : g−1{g(x)} →W, fs = 1}
B = {(y, s) | y ∈ X, s : g−1{y} →W, fs = 1}
A˜ = {(x, t) | x ∈ X, t : (hg)−1{hg(x)} →W, ft = 1}
B˜ = {(y, t) | y ∈ Y, t : (hg)−1{h(y)} →W, ft = 1}
C˜ = {(z, t) | z ∈ Z, t : (hg)−1{z} → W, ft = 1}
α(x, t) = (x, t|g−1{g(x)})
β(y, t) = (y, t|g−1{y})
i(x, t) = (g(x), t)
j(y, t) = (h(y), t)
k(z, t) = z
p(x, s) = s(x)
q(x, s) = (g(x), s)
r(y, s) = y.
It is straightforward to check that the diagram commutes, that the three regions are cartesian, and that
∆(f, g) and ∆(f, hg) are as described. The real point is to understand ∆(r, h). By definition, this has the
form
B
β∗
←− B∗
j∗
−→ C∗
k∗
−→ Z,
where
C∗ = {(z, u) | z ∈ Z, u : h−1{z} → B, ru = 1}
B∗ = {(y, u) | y ∈ Y, u : h−1{h(y)} → B, ru = 1}
β∗(y, u) = u(y)
j∗(y, u) = (h(y), u)
k∗(z, u) = z.
Consider a point (z, u) ∈ C∗. For y ∈ h−1{z} we then have u(y) ∈ B with r(u(y)) = y. This means that
u(y) has the form (y, sy), where sy : g
−1{y} → W with fsy = 1. Now for any point x ∈ (hg)−1{z} we have
g(x) ∈ h−1{z} and we can define t(x) = sg(x)(x) ∈ W . This defines a map t : (hg)
−1{z} → W with ft = 1,
so (z, t) ∈ C˜. This construction gives a map λ : C∗ → C˜, and it is not hard to check that this is bijective.
From this we also get a canonical bijection µ : B∗ = Y ×Z C∗ → Y ×Z C˜ = B˜. One can now check that the
diagram
B B∗
β∗
oo
µ ≃

j∗
// C∗
λ≃

k∗ // Z
B B˜
β
oo
j
// C˜
k
// Z
commutes, giving the claimed identification of ∆(r, h). 
33
Proposition 5.20. For any maps W
f
−→ X
g
−→ Y
h
−→ Z there is a functorially associated diagram
W A˜
p˜
oo
i

q˜
// B˜
r˜ //
k

Z
W
f

A∗
p∗
oo
j

X Ap
oo
q
// B r
// Z
such that the bottom left square and the middle rectangle are cartesian, and
∆(g, h) = (X
p
←− A
q
−→ B
r
−→ Z)
∆(gf, h) = (W
p˜
←− A˜
q˜
−→ B˜
r˜
−→ Z)
∆(j, q) = (A∗
i
←− A˜
q˜
−→ B˜
k
−→ B).
This will help us to analyse the operation NhTgTf .
Proof. We put
A = {(y, s) | y ∈ Y, s : h−1{h(y)} → X, gs = 1}
B = {(z, s) | z ∈ Z, s : h−1{z} → X, gs = 1}
A˜ = {(y, t) | y ∈ Y, t : h−1{h(y)} → W, fgt = 1}
B˜ = {(z, t) | z ∈ Z, t : h−1{z} →W, fgt = 1}
A∗ = {(w, y, s) | w ∈W, y ∈ Y, s : h−1{h(y)} → X, gs = 1, f(w) = s(y)}
p(y, s) = s(y)
q(y, s) = (h(y), s)
r(y, s) = y
p˜(y, t) = t(y)
q˜(y, t) = (h(y), t)
r˜(z, t) = z
i(y, t) = (t(y), y, gt)
j(w, y, s) = (y, s)
k(z, t) = (z, gt)
p∗(w, y, s) = w.
It is straightforward to check that the diagram commutes, the bottom left square is cartesian, and that
∆(g, h) and ∆(gf, h) are as described. The real point is to understand ∆(j, q). By definition this has the
form
A∗
i′
←− A′
q′
−→ B′
k′
−→ B,
where
B′ = {(b, u) | b ∈ B, u : q−1{b} → A∗, ju = 1}
A′ = A×B B
′.
Consider a point (b, u) ∈ B′. The point b ∈ B has the form (z, s) for some z ∈ Z and s : h−1{z} → X with
gs = 1. The domain of u consists of the points (y, s) for y ∈ h−1{z}, and the constraint ju = 1 means that
u(y, s) = (t(y), y, s) for some t(y) ∈ W . Moreover, we have u(y, s) ∈ A∗, and by inspecting the definition
of A∗ this gives ft(y) = s(y). We thus have a map t : h−1{z} → W with ft = s and so gft = gs = 1.
The construction (b, u) 7→ (z, t) now gives a map B′ → B˜, which is easily seen to be bijective. From this
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we also get a canonical bijection A′ = A ×B B′ → A ×B B˜ = A˜. We leave it to the reader to check that
these bijections are compatible with the maps in the distributor diagram, giving the claimed description of
∆(j, g). 
Proposition 5.21. Suppose we have a diagram as follows in which both squares are pullbacks:
W˜
i

f˜
// X
j

g˜
// Y
k

W
f
// X
g
// Y.
Then there is a commutative diagram
W˜
i

A˜
p˜
oo
q˜
//
α

B˜
r˜ //
β

Y˜
k

W Ap
oo
q
// B r
// Y
in which the top row is ∆(f˜ , g˜), the bottom row is ∆(f, g), and the middle and right squares are cartesian.
Proof. We define the two rows by the standard distributor construction as in Definition 5.5. Consider a
point b˜ = (y˜, s˜) ∈ B˜. This means that s˜ : g˜−1{y˜} → W˜ with f˜ s˜ = 1. As the square (X˜, Y˜ ,X, Y ) is cartesian,
we see that j restricts to give a bijection jy˜ : g˜
−1{y˜} → g−1{k(y˜)}. We can thus define s : g−1{k(y)} →W by
s = is˜j−1y˜ . This satisfies fs = fis˜j
−1
y˜ = jf˜ s˜j
−1
y˜ = jj
−1
y˜ = 1, so (k(y), s) ∈ B. We can thus define β : B˜ → B
by β(y˜, s˜) = (k(y), s) = (k(y), isj−1y˜ ). Similarly, we define α : A˜ → A by α(x˜, s˜) = (j(x˜), isj
−1
g˜(x˜)). It is easy
to see that this gives a commutative diagram as claimed.
We now show that the right hand square is cartesian. Suppose we have a point y˜ ∈ Y˜ and a point
b = (y, s) ∈ B with r(b) = k(y˜). By the definition of r we have r(b) = y, so the condition is that k(y˜) = y, so
jy˜ gives a bijection g˜
−1{y˜} → g−1{y}. Similarly, i restricts to give a bijection iy˜ : (g˜f˜)−1{y˜} → (gf)−1{y}.
Next, as (y, s) ∈ B we must have fs = 1: g−1{y} → X , which implies that s lands in (gf)−1{y}. We can
thus define s˜ = i−1y˜ sjy˜ : g˜
−1{y˜} → W˜ . We find that f˜ s˜ = 1, so we have an element b˜ = (y˜, s˜) ∈ B˜. This is
easily seen to be the unique element with r˜(b˜) = y˜ and β(b˜) = b, which gives the required pullback property.
A similar argument shows that the middle square is also cartesian. 
6. Tambara functors
Let UG be the bicategory that is the natural G-equivariant analogue of U . Explicitly:
• The 0-cells are finite G-sets.
• The 1-cells from X to Y are diagrams (X ←− A −→ B −→ Y ) of finite G-sets.
• The 2-cells from (X ←− A −→ B −→ Y ) to (X ←− A′ −→ B′ −→ Y ) consist of pairs (α, β), where
α : A→ A′ and β : B → B′ are isomorphisms of finite G-sets making the evident diagram commute.
Composition of 2-cells is the obvious thing, and composition of 1-cells is performed by calculating the
composite in U and giving it the evident G-action. In more detail, suppose we have equivariant bispans
ω0 = (X0
p0
←− A0
q0
−→ B0
r0−→ X1) ∈ U(X0, X1)
ω1 = (X1
p1
←− A1
q1
−→ B1
r1−→ X2) ∈ U(X1, X2).
As before, we define a bispan
ω1 ◦ ω0 = (X0
p
←− A
q
−→ B
r
−→ X2) ∈ U(X0, X2)
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as follows:
A = {(a0, a1, s) | s : q
−1
1 {q1(a1)} → B0, r0s = p1, a0 ∈ q
−1
0 {s(a1)}}
B = {(b1, s) | s : q
−1
1 {b1} → B0, r0s = p1}
p(a0, a1, s) = p0(a0)
q(a0, a1, s) = (q1(a1), s)
r(b1, s) = r1(b1).
Note that in the definition of A, the map s is not required to have any kind of equivariance. We let G act
on A by the rule
g.(a0, a1, s) = (ga0, ga1, gsg
−1),
where gs denotes the composite
q−11 {q1(ga1)}
g−1
−−→ q−11 {q1(a1)}
s
−→ B0
g
−→ B0.
We also let G act on B by a similar rule, and it is easy to check that the maps p, q and r respect these
actions, so ω1 ◦ ω0 is an equivariant bispan.
If f : X → Y is a map of finite G-sets, then the bispans Tf , Nf and Rf all have natural G-actions,
so they can be regarded as 1-cells in UG. As the isomorphisms in Proposition 5.17 are natural, they are
automatically equivariant. For ease of reference elsewhere, we record this formally:
Proposition 6.1. (a) Any G-equivariant bispan ω = (X
p
←− A
q
−→ B
r
−→ Y ) is naturally isomorphic
to Tr ◦Nq ◦Rp.
(b) For all finite G-sets X, Y and Z, and all G-maps X
f
←− Y
g
−→ Z, there are natural equivariant
isomorphisms Tgf ≃ Tg ◦ Tf and Ngf ≃ Ng ◦ Nf and Rgf ≃ Rf ◦ Rg. Moreover, T1, N1 and R1
are all equal to the identity bispan ηX = (X
1
←− X
1
−→ X
1
−→ X).
(c) There is also a natural equivariant isomorphism from Ng ◦ Tf to the distributor ∆(f, g).
(d) For any cartesian square
W
f
//
g

X
h

Y
k
// Z
(of finite G-sets and equivariant maps) there are natural equivariant isomorphisms Tg◦Rf ≃ Rk◦Th
and Ng ◦Rf = Rk ◦Nh.
(e) For any equivariant bijection f : X → Y there are natural equivariant isomorphisms Tf ≃ Nf ≃
Rf−1 .
Now let UG be the category whose objects are finite G-sets, and whose morphisms from X to Y are
isomorphism classes of 1-cells in UG(X,Y ). One checks that X ∐ Y is a categorical product of X and Y in
UG.
The key definition, taken from [22], is as follows.
Definition 6.2. A Tambara functor for G is a product-preserving functor from UG to the category of
sets. We write TambaraG for the category of Tambara functors.
Example 6.3. Let R be a semiring with an action of G, and put cR(X) = MapG(X,R) as before. For
any bispan ω = (X
p
←− A
q
−→ B
r
−→ Y ) we define fω : cR(X)→ cR(Y ) by
fω(s)(y) =
∑
r(b)=y
∏
q(a)=b
s(p(a)).
This makes cR into a Tambara functor. Using the same unit and counit maps as in Proposition 3.16, we
see that c : SemiringsG → TambaraG is right adjoint to the functor ω : TambaraG → SemiringsG given by
ω(S) = S(G).
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Example 6.4. Let A(X) denote the set of isomorphism classes of finite G-sets overX , as in Example 3.3.
We claim that this is the same as UG(∅, X). Indeed, in any bispan (∅
i
←− P
j
−→ Q
k
−→ X) the set P admits
a map to ∅, which is only possible if P = ∅, in which case there is only one possibility for j, so everything
is determined by (Q
k
−→ X). The claim is clear from this. This means that A can be regarded as a functor,
represented by ∅. One can check that the T , N and R operations can be described as follows.
(a) For f : X → Y and [Q
k
−→ X ] ∈ A(X) we have
Tf [Q
k
−→ X ] = [Q
fk
−→ Y ].
Next, if we put
S = {(y, s) | y ∈ Y, s : f−1{y} → Q, ks = 1}
and define m : S → Y by m(y, s) = y, then
Nf [Q
k
−→ X ] = [S
m
−→ Y ].
(b) For e : W → X we have
Re[Q
k
−→ X ] = [e∗Q
k
−→W ],
where e∗Q = {(w, q) ∈W ×Q | e(w) = k(q)} and k is the obvious projection.
In slightly different notation, if we write Qx for the fibre k
−1{x} and so on, we get
Tf [Q
k
−→ X ]y =
∐
f(x)=y
Qx
Nf [Q
k
−→ X ]y =
∏
f(x)=y
Qx
Re[Q
k
−→ X ]w = Qe(w).
This is clearly analogous to Definition 5.3. We also observe that Re comes from an evident functor
e∗ : { finite G-sets over X} → { finite G-sets over W},
and that Te and Ne come from the left and right adjoints to this functor.
Example 6.5. Let R(X) denote the category of G-equivariant complex vector bundles over X , and let
R(X) denote the set of isomorphism classes in R(X). (As X is just a finite G-set, the study of these vector
bundles involves no topology or analysis, just combinatorics and representation theory.) For any G-map
f : X → Y we have functors Tf , Nf : R(X)→R(Y ) and Rf : R(Y )→R(X) given by
Tf (V )y =
⊕
f(x)=y
Vx
Nf (V )y =
⊗
f(x)=y
Vx
Rf (W )x =Wf(x).
One can check that this gives a Tambara functor.
We now want to make some remarks about comparison between different groups, so we will write RG(X)
rather than R(X). It is useful to note that RG(G/H) is equivalent to the category RH of representations
of H . Indeed, if V is an equivariant vector bundle over G/H then the fibre VH at the identity coset has an
action of H . On the other hand, if W is a representation of H then the set G ×H W is the total space of
an equivariant vector bundle over G/H . These constructions are easily seen to be inverse to each other. We
deduce that RG(G/H) can be identified with the representation semiring RH .
If K ≤ H ≤ G then we have an obvious map f : G/K → G/H , which gives maps
Tf : RK → RH
Nf : RK → RH
Rf : RH → RK .
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These are usually called induction, tensor induction and restriction, respectively.
Example 6.6. In Section 13 we will show (following [22, Section 6]) that we can adjoin additive inverses
to any semiring-valued Tambara functor, giving a ring-valued Tambara functor. We call this process additive
completion.
Example 6.7. Let E be a G-equivariant spectrum in the sense of stable homotopy theory. We remarked
previously that the assignment πG0 (E)(X) = [Σ
∞
G (X+), E]
G gives a Mackey functor. We will show in Section 8
that when E has a strictly commutative product structure, then πG0 (E) is actually a Tambara functor.
(This was also proved in [3], but we will explain an alternative approach that avoids many homotopical
technicalities.) In this context we always have additive inverses, so πG0 (E)(X) is a ring rather than just
a semiring. For the sphere spectrum it works out that πG0 (S) is the additive completion of the Burnside
semiring Tambara functor as in Example 6.4. Similarly, for the complex K-theory spectrum KU it can
be shown that πG0 (KU) is the additive completion of the representation semiring Tambara functor as in
Example 6.5. Moreover, for any commutative ring A with an action of G one can define an equivariant
Eilenberg-MacLane spectrum A with a strictly commutative product such that πG0 (HA)(X) = MapG(X,A)
as in Example 6.3. However, we will prove any of these identifications in the present memoir.
We now prove a small lemma which will be useful later, and which is a good exercise in handling the
definitions.
Lemma 6.8. Consider a map g : X → Y of finite G-sets, and note that this gives an equivariant splitting
Y = g(X) ∐ g(X)c and thus S(Y ) = S(g(X))× S(g(X)c) for any Tambara functor S. With respect to this
decomposition we have Ng(0) = (0, 1).
Proof. Let f be the map ∅ → X . Recall that S(∅) consists of a single element which we can call a, and
by definition the element 0 ∈ S(X) is Tf (a), so Ng(0) = NgTf (a). The distributor ∆(f, g) is easily identified
as the diagram (∅
1
←− ∅
q
−→ f(X)c
r
−→ Y ), where r is just the inclusion. This gives Ng(0) = TrNqR1(a) =
TrNq(a) = Tr(1), and Tr is just the inclusion of the summand S(f(X)
c) in S(Y ) so the claim follows. 
Proposition 6.9. The category UG is generated by the morphisms Tf , Nf and Rf , subject only to the
following relations:
(a) For any maps X
f
←− Y
g
−→ Z we have Tgf = TgTf and Ngf = NgNf and Rgf = RfRg. Moreover,
T1, N1 and R1 are all equal to the identity.
(b) If ∆(f, g) = (X
p
←− A
q
−→ B
r
−→ Z) then NgTf = TrNqRp.
(c) For any cartesian square
W
f
//
g

X
h

Y
k
// Z
we have TgRf = RkTh and NgRf = RkNh.
Proof. Let U ′G be the category with the indicated generators and relations. In more detail, the objects
are the finite G-sets, and the morphisms are the composable strings of T ’s, N ’s and R’s, modulo the
smallest equivalence relation necessary to ensure that the given relations are satisfied and composition
remains associative and unital. Proposition 6.1 tells us that the stated relations do in fact hold in UG, so we
have a functor π : U ′G → UG that is the identity on objects. Every morphism in UG(X,Y ) can be written as
TrNqRp for some p, q and r, so π is full. The real issue is to prove that π is faithful.
We first claim that every morphism in U ′G can be expressed as TrNqRp for some p, q and r. It will
clearly suffice to show that the class of morphisms of this form is closed under composition. The argument
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can be presented schematically as follows:
(TNR)(TNR) = TN(RT )NR
(c)
= TN(TR)NR
= TNT (RN)R
(c)
= TNT (NR)R
= T (NT )NRR
(b)
= T (TNR)NRR
= TTN(RN)RR
(c)
= TTN(NR)RR
= (TT )(NN)(RRR)
(a)
= TNR.
On the first line, we have a subword of the form RkTh, and relation (c) allows us to rewrite this in the form
TgRf for some other maps f and g. The other lines can be interpreted in a similar way.
Now suppose we have two morphisms ξ, ξ′ ∈ U ′G(X,Y ) with π(ξ) = π(ξ
′). By the previous paragraph,
we can choose bispans
ω = (X
p
←− A
q
−→ B
r
−→ Y )
ω′ = (X
p′
←− A′
q′
−→ B′
r′
−→ Y )
such that ξ = TrNqRp and ξ
′ = Tr′Nq′Rp′ . Now π(ξ) = [ω] and π(ξ
′) = [ω′] so the assumption π(ξ) = π(ξ′)
means that ω and ω′ are isomorphic. Thus, there are equivariant bijections α : A→ A′ and β : B → B′ such
that the diagram
X Aoo //
α

B //
β

Y
X A′oo // B′ // Y
commutes. We can now apply (c) to the cartesian squares
A
α //
α

A′
1

B
β
//
β

B′
1

A′
1
// A′ B′
1
// B′
to see that Tα = Nα = R
−1
α and Tβ = Nβ = R
−1
β . It follows easily from this that TrNqRp = Tr′Nq′Rp′ in
U ′G, so ξ = ξ
′ as required. 
Proposition 6.10. For any finite set G-set U , there is a functor PU : UG → UG given on objects by
PU (X) = U ×X, and on morphisms by
PU [X
p
←− A
q
−→ B
r
−→ Y ] = [U ×X
1×p
←−− U ×A
1×q
−−→ U ×B
1×r
−−→ U × Y ].
Proof. Let G act in the obvious way on all ingredients in Proposition 5.18. 
Proposition 6.11. Let S be a Tambara functor. Then each set S(X) has a canonical structure as a
semiring. Moreover, for every map f : X → Y :
(a) The map Rf : S(Y ) → S(X) is a semiring homomorphism (which we use to regard S(X) as an
S(Y )-module).
(b) The map Tf : S(X) → S(Y ) is a homomorphism of S(Y )-modules (and in particular, respects
addition).
(c) The map Nf : S(X)→ S(Y ) sends 1 to 1 and respects multiplication.
Proof. We can identify U with the (non-full) subcategory of UG where G acts trivially on everything,
and this subcategory is closed under products. We thus have a product-preserving functor
U
inc
−−→ UG
PX−−→ UG
S
−→ Sets.
39
As in Proposition 5.4, the image of 1 under this functor is a semiring; but that image is just S(X). By
unwinding the definitions a little, we see that addition and multiplication are given by a+ b = Ts(a, b), and
ab = Ns(a, b), where s : X ∐ X → X is given by the identity on both copies of X . Similarly, the identity
elements are 0 = Tz() and 1 = Nz(), where z : ∅ → X is the inclusion.
Now suppose we have a map f : X → Y . This gives a commutative diagram
∅
z //
1

X
f

X ∐X
soo
f∐f

∅ z
// Y Y ∐ Ys
oo
in which both squares are cartesian. By applying T to the diagram we see that Tf preserves addition (and
zero). By applying N to the diagram we see that Nf preserves multiplication (and one). Using the cartesian
property together with part (d) of Proposition 6.1 we see that Rf is a semiring homomorphism. All that is
left is to check that Tf is a morphism of S(Y )-modules, or more explicitly that Tf(uRf (v)) = Tf(u)v for all
u ∈ S(X) and v ∈ S(Y ). Consider the maps
X ∐ Y
f∐1
// Y ∐ Y
s // Y
X ∐X
1∐f
OO
s
// X.
f
OO
The operation (u, v) 7→ Tf(u)v is NsTf∐1, whereas the operation (u, v) 7→ Tf(uRf (v)) is TfNsR1∐f . It will
thus suffice to check that the bispan
ω′ = (X ∐ Y
1∐f
←−− X ∐X
s
−→ X
f
−→ Y )
is isomorphic to the distributor
∆(f ∐ 1, s) = (X ∐ Y
p
←− A
q
−→ B
r
−→ Y )
constructed in Definition 5.5. To analyse this, we write yL for the copy of y in the left factor of Y ∐ Y , and
yR for the copy in the right factor, so s
−1{y} = {yL, yR}. This means that B is the set of pairs (y, t), where
y ∈ Y and t : {yL, yR} → X ∐ Y with (f ∐ 1) ◦ t = 1. This means that t(yR) = yR and t(yL) = xL for some
x ∈ X with f(x) = y. We see that everything is determined by x, so B can be identified with X . Next, A is
the set of triples (w, y, t), where (y, t) is as before and w ∈ {yL, yR}. The triples with w = yL form one copy
of X , and the triples with w = yR form another copy of X , so we can identify A with X ∐X . This means
that ω is isomorphic to some bispan of the form
(X ∐ Y ←− X ∐X −→ X −→ Y );
we leave it to the reader to check that the maps are 1∐ f , s and f . 
7. The group of order two
We now analyse how the theory works out for a group G = {1, χ} of order two, building on the corre-
sponding result for Mackey functors in Theorem 4.9.
Definition 7.1. A Tambara pair consists of rings A and B, together with a right action of G on A by
semiring maps, a semiring map res: B → AG, and functions trace, norm: A→ B satisfying
trace(0) = 0 norm(1) = 1
trace(a0 + a1) = trace(a0) + trace(a1) norm(a0a1) = norm(a0) norm(a1)
trace(a) = trace(a) norm(a) = norm(a)
res(trace(a)) = a+ a res(norm(a)) = a a
norm(0) = 0 norm(a0 + a1) = norm(a0) + norm(a1) + trace(a0a1)
trace(a res(b)) = trace(a)b.
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We write TP for the category of Tambara pairs.
Remark 7.2. Note that a Tambara pair can be regarded as a Mackey pair using addition and the trace
map, and it can also be regarded as a Mackey pair in a different way using multiplication and the norm map.
These structures encode all but the last three axioms for a Tambara pair.
Construction 7.3. Given a G-Tambara functor S, put A = S(G/1) = S(G) and B = S(G/G) = S(1)
(so both of these are semirings). Next, as G is commutative we see that χ : G→ G is a G-map, with χ = χ−1,
so Tχ = Nχ = Rχ : A→ A. We use this map to define an action of G on A by semiring maps.
The projection ǫ : G→ 1 gives maps
res = ǫ∗ : B → A
trace = Tǫ : A→ B
norm = Nǫ : A→ B.
We will prove that this gives an equivalence between Tambara functors and Tambara pairs. The first
thing to check is that we at least have a functor.
Proposition 7.4. The above construction gives a faithful functor F : TambaraG → TP.
Proof. We first need to check that the construction gives a Tambara pair. In view of Remark 7.2 and
Theorem 4.9, we need only consider the last three axioms. The identities norm(0) = 0 and trace(a res(b)) =
trace(a)b follows immediately from Lemma 6.8 and Proposition 6.1. Finally, we need to understand norm(a0+
a1) = NǫTs(a0, a1). By Proposition 5.6, the composite NǫTs can be written as TrNqRp for certain maps
G ∐G
p
←− E
q
−→ F
r
−→ 1.
As the target set is just a single point, the definitions can be simplified as follows:
F = {t : G→ G ∐G | st = 1}
E = G× F
p(g, t) = t(g)
q(t, g) = t
r(t) = 0.
We can name the elements of G ∐ G in an obvious way as {1L, χL, 1R, χR}. The elements of F are
{t0, t1, t2, t3}, where
t0(1) = 1L t1(1) = 1R t2(1) = 1L t3(1) = 1R
t0(χ) = χL t1(χ) = χR t2(χ) = χR t3(χ) = χL.
Note that t0 and t1 are equivariant, or in other words, fixed under the standard action of G by conjugation.
On the other hand, we have t2 = t3 and t3 = t2. We now put E0 = {t0} ≃ 1 and E1 = {t1} ≃ 1 and
E2 = {t2, t3} ≃ G and Fi = G × Ei, so we have equivariant decompositions E = E0 ∐ E1 ∐ E2 and
F = F0 ∐ F1 ∐ F2. It follows that NǫTs can be written as a sum of three terms, one for each bispan
ωi = (G ∐G
pi
←− Ei
qi
−→ Fi
ri−→ 1).
Now E0 can be identified with G, and p0 with the inclusion of the left factor in G∐G, and q0 with ǫ. It follows
that ω0 gives the operation (a0, a1) 7→ norm(a0). Similarly, ω1 gives the operation (a0, a1) 7→ norm(a1). For
the last term, we define an equivariant bijection m : E2 → G by m(t2) = 1 and m(t3) = χ. One can check
that p2 : E2 → G∐G is also an equivariant bijection, and that the composite mq2p
−1
2 : G∐G→ G is (1, χ),
so the associated operation Nmq2p−12
: S(G) × S(G) → S(G) is (a0, a1) 7→ a0a1. As m and p2 are bijective
we have Nm = Tm and Np−12
= Rp2 , and it is also clear that ǫm = r2 : E2 → 1. Putting this together we see
that Tr2Nq2Rp2(a0, a1) = trace(a0a1) as required.
It now follows that the pair F (S) = (A,B) (with structure maps as above) is a Tambara pair. Now
suppose we have another Tambara functor S′, with F (S′) = (A′, B′) say, and a morphism φ : S → S′ of
Tambara functors. This has components φG : A = S(G) → S
′(G) = A′ and φ1 : B = S(1) → S
′(1) = B′,
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and it is tautological that these commute with the all the Tambara pair structure maps. There is thus an
evident way to make F into a functor TambaraG → TP. This is faithful by the same argument as for Mackey
functors. 
Construction 7.5. Let P = (A,B) be a Tambara pair. For any finite G-set X , we put
EP (X) = {(u, v) ∈ MapG(X,A)×Map(X
G, B) | u(x) = res(v(x)) for all x ∈ XG},
as before. Now suppose we have a G-equivariant map f : X → Y . Note that f−1(Y G) will contain XG,
and possibly some free orbits as well. If we choose a point in each such free orbit, we get a decomposition
f−1(Y G) = XG ∐X1 ∐X1 say.
(a) We define Rf : EP (Y )→ EP (X) by Rf (m,n) = (m ◦ f, n ◦ fG) (where fG : XG → Y G is just the
restriction of f).
(b) We define Tf : EP (X)→ EP (Y ) by Tf(u, v) = (m,n), where
m(y) =
∑
x∈f−1{y}
u(x)
n(y) =
∑
x0∈XG∩f−1{y}
v(x0) +
∑
x1∈X1∩f−1{y}
trace(u(x1)).
(c) We define Nf : EP (X)→ EP (Y ) by Nf (u, v) = (p, q), where
p(y) =
∏
x∈f−1{y}
u(x)
q(y) =
 ∏
x0∈XG∩f−1{y}
v(x0)
 ∑
x1∈X1∩f−1{y}
norm(u(x1))
 .
By reducing to the Mackey functor case, we see that these operators are well-defined.
Proposition 7.6. The above construction makes EP into a Tambara functor.
Proof. By applying Proposition 4.8 to the underlying additive and multiplicative Mackey pairs, we see
that all composites of the operators T , N and R work correctly except possibly for composites of the form
NT . Suppose we have maps X
f
−→ Y
g
−→ Z of finite G-sets, and we define
∆(f, g) = (X
p
←−M
q
−→ N
r
−→ Z)
by the usual distribution rule:
N = {(z, s) | z ∈ Z, s : g−1{z} → X, fs = 1}
M = {(y, s) | y ∈ Y, s : g−1{g(y)} → X, fs = 1}
p(y, s) = s(y)
q(y, s) = (g(y), s)
r(z, s) = z.
We say that the chain (X
f
−→ Y
g
−→ Z) is distributable if NgTf = TrNqRp : EP (X)→ EP (Z). We must show
that this holds for all f and g.
Consider a pair (u, v) ∈ EP (X), so NgTf(u, v) = (d, e) and TrNqRp(u, v) = (d∗, e∗) say. Here d : Z → A
is given by
d(z) =
∏
y∈g−1{z}
∑
x∈f−1{y}
u(x),
and it is clear from the nonequivariant theory that this is the same as d∗(z).
Now suppose that Z is a free G-set, so ZG = ∅, so the set Map(ZG, B) in which e and e∗ live has only
one element, so e = e∗. It follows that in this case we have NgTf = TrNqRp.
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For a more general finite G-set Z, we note that everything happens independently over the different
orbits in Z, so we can reduce to the cases Z = G and Z = 1. If Z = G then it is free, and this case has
already been covered. We may thus assume that Z = 1, so the definitions simplify to
N = {s : Y → X, fs = 1}
M = Y ×N
p(y, s) = s(y)
q(y, s) = s
r(s) = 0.
We now argue by induction on the number of orbits in Y . If Y is empty then the claim is easy. For the
induction step, we may assume that X
f
−→ Y
g
−→ 1 is distributable, and we must show that the same holds
for slightly larger chains. The first case to consider is a chain X1
f1
−→ Y1
g1
−→ Z, where Y1 = Y ∐ 1, and
X1 = X ∐X ′ for some X ′, and f1 = f ∐ f ′ for the unique map f ′ : X ′ → 1. In this case the distributor is
X ∐X ′
p1
←− ((Y ×N ×X ′) ∐ (N ×X ′))
q1
−→ (N ×X ′)
r1−→ 1,
where
p1(y, s, x
′) = s(y) ∈ X ⊆ X ∐X ′
p1(s, x
′) = x′ ∈ X ′ ⊆ X ∐X ′
q1(y, s, x
′) = (s, x′)
q1(s, x
′) = (s, x′).
Consider an element (u1, v1) ∈ EP (X1) = EP (X)×EP (X ′), with components (u, v) ∈ EP (X) and (u′, v′) ∈
EP (X ′). By our inductive hypothesis we have
NgTf (u, v) = TrNqRp(u, v) = e ∈ EP (1) ≃ B
say. Now split X ′ as X ′0 ∐ (G×X
′
1), with G acting trivially on X
′
0 and X
′
1. From the definitions, we have
Ng1Tf1(u1, v1) =
 ∑
x′∈X′0
v′(x′) +
∑
x′∈X′1
trace(u′(x′))
 e.
We need to compare this with the element e∗1 = Tr1Nq1Rp1(u1, v1). To do this, we split N equivariantly as
N0 ∐ (G×N1) with G acting trivially on N0 and N1. This gives a splitting
N ×X ′ = N0 ×X
′
0 ∐G× ((N1 ×X
′
0)∐ (N0 ×X
′
1)∐ (G×N1 ×X
′
1)).
Each orbit in N ×X ′ contributes a term to e∗. These terms can be described as follows.
(a) Consider an element (s, x′) ∈ N0 × X ′0. As s ∈ N0 = N
G, we see that it is an equivariant map
Y → X , so it gives an operator Rs : EP (X)→ EP (Y ). The element
NgRs(u, v) ∈ EP (1) ⊆ A×B
will have the form (
∏
y u(s(y)), ws) for some ws ∈ B with res(ws) =
∏
y u(s(y)). By unwinding the
definitions, we see that the term in e∗ corresponding to (s, x′) is ws v
′(x′).
(b) Each element (s, x′) ∈ N1×X ′0 contributes a term trace
((∏
y∈Y u(s(y))
)
u′(x′)
)
to e∗. As x′ ∈ X ′0
we have u′(x′) = res(v′(x′)), and using the rule trace(a res(b)) = trace(a)b we can rewrite this term
as trace
(∏
y∈Y u(s(y))
)
v′(x′).
(c) Each element (s, x′) ∈ N0 ×X ′1 contributes a term trace
((∏
y∈Y u(s(y))
)
u′(x′)
)
to e∗. As in (a)
we have
∏
y u(s(y)) = res(ws), so this term can be rewritten as ws trace(u
′(x′)).
(d) Each element (s, x′) ∈ N1×X
′
1 contributes two orbits in N×X
′, and so contributes two terms in e∗,
namely trace
((∏
y∈Y u(s(y))
)
u′(x′)
)
and trace
((∏
y∈Y u(s(y))
)
u′(x′)
)
. Here u′(x′) + u′(x′) =
res(trace(u′(x′))) so the sum of these two terms is trace
(∏
y∈Y u(s(y))
)
trace(u′(x′)).
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We also have
e = TrNqRp(u, v) =
∑
s∈N0
ws +
∑
s∈N1
trace
∏
y∈Y
u(s(y))
 ,
and it follows that
e∗ =
 ∑
x′∈X′0
v′(x′) +
∑
x′∈X′1
trace(u′(x′))
 e = Ng1Tf1(u1, v1)
as required.
The other case that we need to consider is a chain X1
f1
−→ Y1
g1
−→ 1, where Y1 = Y ∐ G, and X1 =
X ∐ (G×X ′) for some X ′, and f1 = f ∐ π, where π : G×X ′ → G is the projection. In this case we have
EP (X1) = EP (X)×Map(X
′, A) ⊆ MapG(X,A)×Map((X
′)G, B)×Map(X ′, A),
and
Ng1Tf1(u, v, u
′) = norm
( ∑
x′∈X′
u′(x′)
)
e
(where e = NgTf(u, v) = TrNqRp(u, v) as before). We need to compare this with the element e
∗ =
Tr∗Nq∗Rp∗(u, v) defined using the distributor
∆(f∗, g∗) = (X1
p∗
←− Y1 ×N
∗ q
∗
−→ N∗
r∗
−→ 1).
Here N∗ = {s1 : Y1 → X1 | f1s1 = 1}. Given s ∈ N and x′, x′′ ∈ X ′ we define
s1 : Y1 = Y ∐ {1, χ} → X1 = X ∐ (G×X
′)
by
s1(y) = s(y) ∈ X for y ∈ Y
s1(1) = (1, x
′) ∈ {1} ×X ′
s1(χ) = (χ, x
′′) ∈ {χ} ×X ′
This construction identifies N∗ with N ×X ′ ×X ′. The resulting G-action is
χ(s, x′, x′′) = (χsχ, x′′, x′).
To classify the orbits, we first decompose N as N0 ∐ (G×N1) as before, and we choose a total order on X ′.
(a) For each s ∈ N0 and x′ ∈ X ′ we have a fixed point (s, x′, x′). If we put ws = NgRs(u, v) ∈ B as
before, then the corresponding term in e∗ is norm(u(x′))ws.
(b) For each s ∈ N1 and x′, x′′ ∈ X ′ we have a free orbit containing (s, x′, x′′). The corresponding term
in e∗ is trace(u′(x′)u′(x′′)
∏
y u(s(y))).
(c) For each s ∈ N0 and x′, x′′ ∈ X ′ with x′ < x′′ we have a free orbit containing (s, x′, x′′). The
corresponding term in e∗ is trace(u′(x′)u′(x′′)
∏
y u(s(y))) = trace(u
′(x′)u′(x′′))ws.
Recall that norm(a0 + a1) = norm(a0) + norm(a1) + trace(a0a1). It follows inductively from this that
norm(
n−1∑
i=0
ai) =
∑
i
norm(ai) +
∑
i<j
trace(aiaj)
We can use this to combine the terms of types (a) and (c); together they contribute norm(z)
∑
s∈N0
ws,
where z =
∑
x′∈X′ u
′(x′). Similarly, the sum of all terms of type (b) is
trace
z z ∑
s∈N1
∏
y∈Y
u(s(y))
 .
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We can use the relation z z = res(norm(z)) to rewrite this, and then combine with the (a) and (c) terms to
get
e∗ = norm(z)
∑
s∈N0
ws +
∑
s∈N1
trace
∏
y∈Y
u(s(y))
 = norm(z)e = Ng1Tf1(u, v, u′)
as required. 
Theorem 7.7. The functor F : TambaraG → TP is an equivalence, with inverse given by E.
Proof. There is an evident way to define E on morphisms, giving a functor E : TP→ TambaraG. As
in the Mackey functor case, there is a natural isomorphism FE(A,B) ≃ (A,B) of Tambara pairs. Similarly,
for any Tambara functor S there is a canonical system of bijections αS,X : S(X) → EFS(X) for all finite
G-sets X , and these are evidently natural with respect to morphisms S → S′ of Tambara functors. We
still need to check, however, that for fixed S and varying X , the maps αS,X give a morphism of Tambara
functors. In other words, for any morphism f : X → Y of finite G-sets, we need to show that the diagrams
S(X)
α

Tf
// S(Y )
α

S(X)
α

Nf
// S(Y )
α

S(X)
α

S(Y )
α

Rf
oo
EFS(X)
Tf
// EFS(Y ) EFS(X)
Nf
// EFS(Y ) EFS(X) EFS(Y )
Rf
oo
commute. This is left as an exercise for the reader. 
Example 7.8. We will describe a Tambara pair T that does not arise from any of the standard construc-
tions of Tambara functors that we have discussed previously. (It will be used as an interesting counterexample
in Section 14.)
Let S denote the Tambara pair given by A = B = Z with k = k and trace(k) = 2k and norm(k) = k2
and res(k) = k. This corresponds to the Tambara functor X 7→ MapG(X,Z) (with G acting trivially on Z).
Next, let T denote the Tambara pair given as follows:
A = Z[α]/α2 = Z⊕ Zα
B = Z[β, γ]/(β2, βγ, γ2, 2γ) = Z⊕ Zβ ⊕ (Z/2)γ
i+ jα = i + jα
res(i+ jβ + kγ) = i + 2jα
trace(i+ jα) = 2i+ jβ
norm(i+ jα) = i2 + ijβ + j2γ.
Note here that j2γ = jγ because 2γ = 0 and j2 − j is always even. Using this it is straightforward, if
somewhat lengthy, to check all the axioms for a Tambara pair. There is an evident inclusion η : S → T and
an augmentation ǫ : T → S given by ǫ(i+ jα) = i and ǫ(i+ jβ + kγ) = i; these are morphisms of Tambara
pairs.
8. Tambara functors in stable homotopy theory
We next outline a construction showing that equivariant E∞ ring spectra give rise to Tambara functors.
Some examples were discussed in Example 6.7. Our construction is simpler than that of Brun [3] and covers
the existing applications, although it is easy to imagine more advanced applications where something closer
to Brun’s approach might be needed.
A Euclidean space is a finite-dimensional vector space over R equipped with an inner product. An
isometry between Euclidean spaces is a linear map that preserves inner products (and so is injective, but not
necessarily surjective). We write L(V,W ) for the space of isometries from V to W ; this gives us a category
L. We also have a quotient category L0, where the morphism set L0(V,W ) is the set of path-components in
L(V,W ). Note that
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(a) If dim(V ) < dim(W ) then L(V,W ) admits a transitive action of the connected group SO(W ), so
|L0(V,W )| = 1.
(b) If dim(V ) = dim(W ) = n then V ≃W ≃ Rn so L(V,W ) ≃ O(n) and |L0(V,W )| = 2.
(c) If dim(V ) > dim(W ) then L0(V,W ) = L(V,W ) = ∅.
This implies that the category L0 is filtered, and that the subcategory consisting of the objects Rn and the
standard inclusions between them is cofinal.
Next, there is a vector bundle over L(V,W ) whose fibre at a map α : V → W is the cokernel of α, or
equivalently the orthogonal complementW⊖α(V ). We write cok for this bundle, and Θ(V,W ) = L(V,W )cok
for the associated Thom space. There are canonical isomorphisms cok(βα) ≃ cok(β) ⊕ cok(α), and using
these we can define composition maps
Θ(V,W ) ∧Θ(U, V )→ Θ(U,W ),
giving a category Θ enriched in based spaces. There are also evident pairings
Θ(V,W ) ∧Θ(V ′,W ′)→ Θ(V ⊕ V ′,W ⊕W ′),
using which we see that the direct sum gives a symmetric monoidal structure on Θ.
A spectrum is a functor E from Θ to the category Spaces∗ of compactly generated, weak Hausdorff based
spaces with the property that the maps
E : Θ(V,W )→ Spaces∗(E(V ), E(W ))
are continuous and preserve basepoints. (It would be more standard to call E an orthogonal prespectrum,
but we will just use the word spectrum for brevity.) A ring spectrum is a spectrum equipped with maps
η : S0 → E(0) and
µ : E(V ) ∧ E(W )→ E(V ⊕W )
that are commutative, associative, unital and compatible with the action of Θ. (Again, it would be more
standard to say strictly commutative orthogonal ring prespectrum.)
Consider a spectrum E. For any Euclidean space V we have a one-point compactification SV (which
is homeomorphic to a sphere). We write Π(V ;E) = Spaces∗(S
V , E(V )), and we let π(V ;E) be the set of
path-components in Π(V ;E). This can be described as πd(E(V )), where d = dim(V ), so it will have a
natural structure as an abelian group provided that d ≥ 2.
We claim that the construction V 7→ Π(V ;E) gives a functor L → Spaces∗. To see this, consider an
isometry α : V → W , and a based map f : SV → E(V ). Any point w ∈ W can be written uniquely as
α(v) + u with v ∈ V and u ∈ cokα = W ⊖ α(V ). This gives a pair (α, u) ∈ Θ(V,W ) and thus a map
(α, θ)∗ : X(V )→ X(W ). We define a map α∗(f) : SW → E(W ) by
α∗(f)(α(v) + u) = (α, θ)∗(f(v)).
We leave it the reader to check that this has the right continuity and functoriality properties. We now have
a map
L(V,W )×Π(V ;E)→ Π(W ;E),
and we can pass to path components to get a map
L0(V,W )× π(V ;E)→ π(W ;E),
giving a functor L0 → Sets. We define π0(E) to be the colimit of this functor. By the cofinality statement
that we mentioned before, π0(E) is also the colimit of the smaller diagram
πR0(E(R
0))→ πR1(E(R
1))→ πR2(E(R
2))→ πR3(E(R
3))→ · · ·
However, our original description is better for analysing naturality questions.
It is known that our definition of π0 is only the first glimpse of an elaborate homotopy theory of spectra
involving spectrification functors, several different Quillen model structures and so on [14]. The associated
homotopy category is equivalent to the stable category of spectra as originally introduced by Boardman.
However, none of this is required for our purposes here; we can just work directly with π0.
Now let G be a finite group. A G-Euclidean space is a Euclidean space with isometric action of G. A
G-spectrum is just a spectrum with an action of G.
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Let E be a G-spectrum, and let V be a G-Euclidean space. Note that Θ(V, V ) is just L(V, V ) with an
added basepoint. The composite
G→ L(V, V )
inc
−−→ Θ(V, V )
E
−→ Spaces∗(E(V ), E(V ))
gives an action of G on E(V ). On the other hand, G is assumed to act on E, so it acts on E(U) for every
Euclidean space U , and this gives another action on E(V ). These actions commute, and so give an action
of G × G on E(V ). Using the diagonal embedding G → G × G we get a third action of G on E(V ). It
is this third action that we will use unless otherwise specified. In other words, we let G act on E(V ) by
combining the actions on all ingredients. This in turn gives an action of G on the space Π(V ;E), and we
write ΠG(V ;E) for the subspace of G-fixed points. Equivalently, ΠG(V ;E) is the space of G-equivariant
(continuous, based) maps from SV to E(V ). We then define πG(V ;E) = π0(Π
G(V ;E)). As before, this
gives a functor from the category GL0 to sets, where GL0(V,W ) is the set of path-components in the space
GL(V,W ) of equivariant isometries from V to W . We write πG0 (E) for the colimit of this functor.
Next, let S1, . . . , Sr be a list containing precisely one representative of every isomorphism class of ir-
reducible R[G]-modules. We can give Si a G-invariant inner product (which will be unique up to a multi-
plicative constant) and thus regard it as a G-euclidean space. For an arbitrary G-Euclidean space V we put
Qi(V ) = HomG(Si, V ). Standard representation theory shows that V ≃
⊕
iQi(V )⊗Si and that the evident
map
HomG(V,W )→
∏
i
Hom(Qi(V ), Qi(W ))
is an isomorphism. One can check that the spaces Qi(V ) can be given inner products in a natural way, and
that
GL(V,W ) ≃
∏
i
L(Qi(V ), Qi(W )).
Thus, the category GL is equivalent to the product of r copies of L, and similarly for GL0. In particular,
if dim(Qi(W )) > dim(Qi(V )) for all i (which will certainly hold if W contains a copy of V ⊕ R[G]) then
|GL0(V,W )| = 1. It follows that πG0 (E) is also the colimit of the sequence
πG(R[G]0;E)→ πG(R[G]1;E)→ πG(R[G]2;E)→ πG(R[G]3;E)→ · · ·
Now suppose we have a finite G-set X . We write GL[X ] for the category of G-equivariant Euclidean
vector bundles over X . Thus, for V ∈ GL[X ] we have a Euclidean vector space Vx for each x ∈ X ,
together with isometric isomorphisms g : Vx → Vgx that compose in the obvious way. We now define
Π(V ;E) =
∏
xΠ(Vx;E), and note that this also has a natural G-action. We write Π
G(V ;E) for the subspace
of fixed points, and πG(V ;E) for the set of path-components in ΠG(V ;E). We then write πG0 (E)(X) for the
colimit of the sets πG(V ;E) over the category GL[X ]0.
Theorem 8.1. For any G-spectrum E, the construction X 7→ πG0 (E)(X) gives a Mackey functor in a
natural way. Moreover, if E is a ring spectrum (in the strict sense that we mentioned previously) then this
construction gives a Tambara functor.
The rest of this section will form the proof.
Construction 8.2. Consider a morphism f : X → Y of finite G-sets and a G-spectrum E. We will
define a map
Rf : π
G
0 (E)(Y )→ π
G
0 (E)(X).
Consider a G-Euclidean bundle W over Y , and a point s ∈ ΠG(W ;E), or in other words a system of based
maps sy : S
Wy → E(Wy) that are compatible with the G-action. For each x ∈ X we let tx denote the map
S(f
∗W )x = SWf(x)
sf(x)
−−−→ E(Wf(x)) = E((f
∗W )x).
This defines a point t ∈ ΠG(f∗W ;E), which depends naturally and continuously on all the ingredients, so
we can define a map
Rf : Π
G(W ;E)→ ΠG(f∗W ;E)
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by s 7→ t. This in turn gives a map Rf : πG(W ;E)→ πG(f∗W ;E). Next, by considering bundles with total
space R[G]N × Y for large N we can see that the functor f∗ : GL[Y ]0 → GL[X ]0 is cofinal. Thus, after
passing to the colimit over W we get a map
Rf : π
G
0 (E)(Y )→ π
G
0 (E)(X).
It is formal to check that this is contravariantly functorial.
Construction 8.3. Consider again a morphism f : X → Y of finite G-sets, and a ring G-spectrum E.
We will define a map
Nf : π
G
0 (E)(X)→ π
G
0 (E)(Y ).
Consider a G-Euclidean bundle V over X , and put (f∗V )y =
⊕
f(x)=y Vx. Now suppose we have a point
t ∈ ΠG(V ;E), or in other words a system of based maps tx : SVx → E(Vx) that are compatible with the
G-action. For each y ∈ Y we let sy denote the composite
S(f∗V )y =
∧
x∈f−1{y}
SVx
∧
x tx−−−→
∧
x∈f−1{y}
E(Vx)
µ
−→ E
 ⊕
x∈f−1{y}
Vx
 = E((f∗V )y).
This defines a point s ∈ ΠG(f∗V ;E), which depends naturally and continuously on all the ingredients, so
we can define a map
Nf : Π
G(V ;E)→ ΠG(f∗V ;E)
by t 7→ s. This in turn gives a map Nf : πG(V ;E)→ πG(f∗V ;E).
We can now pass to the colimit over V to get a map Nf : π
G
0 (E)(X) → π
G
0 (E)(Y ). (In this case, the
variances are the right way around so we get an induced map of colimits without needing to assume that
f∗ is cofinal. It will in fact be cofinal if f is surjective, but not otherwise.) It is formal to check that this
construction is covariantly functorial.
Proposition 8.4. Suppose we have a cartesian square of finite G-sets as shown:
X ′
g

f ′
// Y ′
h

X
f
// Y
Then RhNf = Nf ′Rg : π
G
0 (E)(X)→ π
G
0 (E)(Y
′).
Proof. Let V be a G-Euclidean bundle over X . As the square is cartesian, we see that g induces a
bijection (f ′)−1{y′} → f−1{h(y′)} for all y′ ∈ Y ′. Using this we see that the bundle W = h∗f∗V over Y ′
can also be identified with (f ′)∗g
∗V . We claim that the following diagram commutes:
ΠG(g∗V ;E)
Nf′
// ΠG(W ;E)
ΠG(V ;E)
Rg
OO
Nf
// ΠG(f∗V ;E).
Rh
OO
This is proved by simply working through the definitions; details are left to the reader. We can now pass to
homotopy and take colimits to recover the original claim. 
We now need to deal with transfers. The key ideas for our approach are due to Steiner [21], but we
interpret them in a slightly different context.
Definition 8.5. We write L× for the category of Euclidean spaces and isometric isomorphisms, so
L×(V,W ) = L(V,W ) if dim(V ) = dim(W ), and L×(V,W ) = ∅ otherwise.
Definition 8.6. Let V be a Euclidean space. A shrinking of V is a family of maps α(t) : V → V (for
0 ≤ t ≤ 1) such that
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(a) The combined map [0, 1]× V → V (given by (t, v) 7→ α(t)(v)) is continuous.
(b) Each map α(t) : V → V is an open embedding, with
‖α(t)(v) − α(t)(v′)‖ ≤ ‖v − v′‖
for all v, v′ ∈ V .
(c) The map α(0) : V → V is the identity.
We call (b) the shrinking condition.
Given shrinkings α and β, the maps β(t) ◦ α(t) form another shrinking. The space S(V ) of shrinkings
is thus a topological monoid in a natural way. There is also an evident equivariant analogue GS(V ).
Remark 8.7. The shrinking condition can often be checked differentially, as follows. Suppose we have a
continuously differentiable map φ : V → V , so for each v ∈ V we have a derivative φ′(v) ∈ Hom(V, V ). The
operator norm of a linear map λ ∈ Hom(V, V ) is the number
‖λ‖op = sup{‖λ(w)‖ | w ∈ W, ‖w‖ ≤ 1},
or equivalently, the largest eigenvalue of the self-adjoint operator λ†λ. Standard arguments show that
‖φ(v)− φ(w)‖ ≤ ‖v − w‖ for all v and w iff ‖φ′(v)‖op ≤ 1 for all v.
Example 8.8. We can define θ ∈ S(V ) by θ(t)(v) = v/(1+ t‖v‖). This has the property that θ(1)(V ) is
the open unit ball centred at the origin. More generally, given a ∈ V and r > 0 we can define θ′ ∈ S(V ) by
θ′(t)(v) = tv + (1− t)
(
a+
v
1 + ‖v‖/r
)
,
and then θ′(1)(V ) is the open ball of radius r centred at a. In both cases one can check the shrinking
condition by a differential calculation as in Remark 8.7; details are given in [21].
Remark 8.9. Given any shrinking α, we can define shrinkings Huα for 0 ≤ u ≤ 1 by (Huα)(t) =
α(1 − u+ ut). This construction gives a contraction of the space S(V ).
Definition 8.10. Given an open embedding f : V → W , we write f ! for the map SW → SV obtained
by the Pontrjagin-Thom construction, so f !(f(v)) = v and f !(w) = ∞ if w 6∈ f(V ). Given a shrinking
α ∈ S(V ) we write α! for α(0)! (which is homotopic to α(1)! = 1! = 1). This gives a morphism S(V )op →
Spaces∗(S
V , SV ) of topological monoids.
Definition 8.11. Consider again a morphism f : X → Y of finite G-sets, equipped with a G-Euclidean
bundle W over Y . A T -lifting of f is a system of shrinkings αx ∈ S(Wf(x)) such that for each y ∈ Y , the
resulting map
α[y] = (αx(0))x∈f−1{y} :
∐
x∈f−1{y}
Wy →Wy
is injective (and thus an open embedding).
Lemma 8.12. Let L be the space of T -liftings of f , and let L′ be the space of G-equivariant injective
maps f ′ : X →
∐
yWy such that f
′(x) ∈ Wf(x) for all x. Then L is homotopy equivalent to L
′. Moreover, if
W contains a subbundle isomorphic to C[G]× Y , then L and L′ are connected.
Proof. First, we can define π : L → L′ by π(α)(x) = αx(0)(0). In the opposite direction, suppose we
have a point f ′ ∈ L′. We define r : Y → (0,∞] by
r(y) =
1
2
inf{‖f ′(x)− f ′(x′)‖ | x, x′ ∈ f−1{y}, x 6= x′},
then we define
αx(t)(v) = tv + (1− t)
(
f ′(x) +
v
1 + ‖v‖/r(f(x))
)
.
This gives a T -lifting α ∈ L. It depends continuously on f ′, so we can define a map σ : L′ → L by σ(f ′) = α.
By construction we have αx(0)(0) = f
′(x), so πσ = 1: L′ → L′. We claim that σπ : L → L is homotopic
to the identity. The proof is essentially the same as that of the main theorem in [21], using the formulae
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displayed in Figure 1 of that paper. The resulting homotopy involves no arbitrary choices, so it is not hard
to check that it respects equivariance.
We next claim that L′ (and therefore L) is path connected, provided that W contains a subbundle
isomorphic to C[G] × Y . It is clear that everything works independently over the different orbits in Y , so
we can reduce to the case Y = G/H . Next, we recall that the category of G-sets over G/H is equivalent
to the category of H-sets, by the functor sending (U
p
−→ G/H) to p−1{H/H}. Similarly, the category of
G-equivariant vector bundles over G/H is equivalent to the category of representations of H . Under this
equivalence, the constant bundle C[G] × G/H becomes a sum of |G/H | copies of C[H ], which certainly
contains C[H ]. Using these observations we can reduce further to the case where Y is a single point, and W
is a representation of G containing C[G].
Now choose a list H1, . . . , Hr of subgroups of G containing precisely one subgroup in each conjugacy
class. For each orbit in X we can choose a representative, whose stabiliser will be conjugate to one of the
groups Hi. After changing the representative we can assume thet the stabiliser is actually equal to Hi. Using
this we obtain a splitting X =
∐
iG/Hi ×Ai, where G acts trivially on Ai. This in turn gives
MapG(X,W ) =
∏
i
Map(Ai,W
Hi).
Now put
Ui = {w ∈W | stabG(w) = Hi} =W
Hi \
⋃
K>Hi
WK .
We find that
L′ = InjG(X,W ) =
∏
i
Inj(Ai, Ui).
The assumption W ≥ C[G] implies that WHi is a vector space of real dimension at least two, and that Ui
is obtained from WHi by removing finitely many subspaces of real codimension at least two. Similarly, we
find that Map(Ai,W
Hi) has dimension at least two, and Inj(Ai, Ui) is obtained by removing finitely many
subspaces of real codimension at least two. This implies that Inj(Ai, Ui) is path connected, and thus that L
′
is path connected. 
Construction 8.13. Consider a morphism f : X → Y of finite G-sets, and an equivariant vector bundle
W over Y . Let α be a T -lifting of f . We can apply the Pontrjagin-Thom construction to α[y] to get a map
α![y] : S
Wy →
∨
x∈f−1{y}
SWy .
Now suppose we have a point t ∈ ΠG(f∗W ;E), or in other words a system of based maps tx : SWf(x) →
E(Wf(x)) that are compatible with the G-action. For each y ∈ Y we let sy denote the composite
SWy
α![y]
−−→
∨
x∈f−1{y}
SWy
t[y]
−−→ E(Wy),
where t[y] is given by tx on the wedge summand indexed by x. This defines a point s ∈ Π
G(W ;E), which
depends naturally and continuously on all the ingredients, so we can define a map
Tf,α : Π
G(f∗W ;E)→ ΠG(W ;E)
by t 7→ s. Note also that if we embed W in a larger bundle W ′ =W ⊕A then the maps
α′x(t) = αx(t)× 1: W
′
f(x) =Wf(x) ×Af(x) →Wf(x) ×Af(x) =W
′
f(x)
also form a T -lifting of f , and the diagram
ΠG(f∗W ;E)
Tf,α
//

ΠG(W ;E)

ΠG(f∗W ′;E)
Tf,α′
// ΠG(W ′;E)
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commutes.
Next, we can apply π0 to the above map Tf,α to get a map Tf,α : π
G(f∗W ;E) → πG(W ;E). Provided
that W contains C[G] × Y , the space of possible lifts α will be path-connected, so Tf,α : π
G(f∗W ;E) →
πG(W ;E) will be independent of α, so we can denote it by Tf . Now note that the category of bundles W
containing C[G]× Y is cofinal in GL[Y ], and the functor f∗ from this subcategory to GL[X ] is also cofinal.
We can thus pass to the colimit to get a map Tf : π
G
0 (E)(X)→ π
G
0 (E)(Y ).
Proposition 8.14. For any maps X
f
−→ Y
g
−→ Z we have
Tgf = TgTf : π
G
0 (E)(X)→ π
G
0 (E)(Z).
Proof. Let U be a G-euclidean bundle over Z, giving a bundle g∗(U) over Y and a bundle (gf)∗(U)
over X . Choose T -liftings α and β for f and g with respect to these bundles. Next, for x ∈ X and t ∈ [0, 1]
let γx(t) denote the composite
Ugf(x)
αx(t)
−−−→ Ugf(x)
βf(x)(t)
−−−−−→ Ugf(x).
These maps give a T -lifting for gf , and by inspection of the definitions we have
Tgf,γ = Tg,βTf,α : Π
G((gf)∗(U);E)→ ΠG(U ;E).
The claim follows by taking π0 and passing to colimits. 
Proposition 8.15. Suppose we have a cartesian square of finite G-sets as shown:
X ′
g

f ′
// Y ′
h

X
f
// Y
Then RhTf = Tf ′Rg : π
G
0 (E)(X)→ π
G
0 (E)(Y
′).
Proof. Let W be a G-euclidean bundle over Y , and put W ′ = h∗W . Suppose we have a T -lifting α for
f with respect to W . For x′ ∈ X ′ we put
α′x′(t) = αg(x′)(t) : ((f
′)∗W ′)x′ =Whf ′(x′) =Wfg(x′) → ((f
′)∗W ′)x′ .
By inspection of the definitions we find that these maps give a T -lifting of f ′, and that the diagram
ΠG((f ′)∗W ′;E)
Tf′,α′
// ΠG(W ′;E)
ΠG(f∗W ;E)
Rg
OO
Tf,α
// ΠG(W ;E)
Rh
OO
commutes. The claim follows by taking π0 and passing to colimits. 
Proposition 8.16. Suppose we have maps X
f
−→ Y
g
−→ Z of finite G-sets, with distributor
∆(f, g) = (X
p
←− A
q
−→ B
r
−→ Y ).
Then NgTf = TrNqRp : π
G
0 (E)(X)→ π
G
0 (E)(Z).
Proof. Consider aG-euclidean bundleW over Y . Note that for (y, s) ∈ A we have fp(y, s) = fs(y) = y,
so for (z, s) ∈ B we have
(q∗p
∗f∗W )(z,s) =
⊕
y∈g−1{z}
(p∗f∗W )(y,s) =
⊕
y∈g−1{z}
Wy = (r
∗g∗W )(z,s),
so we can identify q∗p
∗f∗W with r∗g∗W .
Now choose a T -lifting for f , consisting of maps αx(t) : Wf(x) → Wf(x). Consider a point (z, s) ∈ B. For
each y ∈ g−1{z} we have a point s(y) ∈ X with fs(y) = y, and thus a shrunk isometry αs(y)(t) : Wy →Wy.
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We can take the product over all y ∈ g−1{z} to get a map β(z,s)(t) : (r
∗g∗W )y → (r∗g∗W )y. These maps
form a T -lifting of r. We now have maps
ΠG(f∗W ;E)
Tf,α
−−−→ ΠG(W ;E)
Nf
−−→ ΠG(g∗W ;E)
and
ΠG(f∗W ;E)
Rp
−−→ ΠG(p∗f∗W ;E)
Nq
−−→ ΠG(q∗p
∗f∗W ;E) = ΠG(r∗g∗W ;E)
Tr,β
−−−→ ΠG(g∗W ;E).
We claim that the two composites are the same. To see this, consider an element t ∈ ΠG(f∗W ;E), consisting
of maps tx : S
Wf(x) → E(Wf(x)) for all x ∈ X . The point t
′ = Tf,α(t) ∈ ΠG(W ;E) consists of maps
t′y : S
Wy → E(Wy), where t′y is the composite
SWy
α![y]
−−→
∨
x∈f−1{y}
SWy
t[y]
−−→ E(Wy).
Now the point t′′ = Nf t
′ ∈ ΠG(g∗W ;E) consists of maps
t′′z :
∧
y∈g−1{z}
SWy = S(g∗W )z → E((g∗W )z).
The map t′′z is obtained by smashing together the maps t
′
y for all y ∈ g
−1{z}, then composing with the map
∧
y∈g−1{z}
E(Wy)→ E
 ⊕
y∈g−1{z}
Wy

given by the ring structure of the spectrum E. The smash product of the maps t′y factors through the space
Q =
∧
y∈g−1{z}
∨
x∈f−1{y}
SWy .
As the smash product distributes over the wedge product, this can be rewritten as
Q =
∨
s
∧
y∈g−1{z}
SWy =
∨
s
∧
y∈g−1{z}
SWfs(y) ,
where s runs over the set of maps f−1{y} → X with fs = 1. Using the fact that the Pontrjagin-Thom
construction sends direct sums to smash products, we see that the map S(r∗W )z =
∧
y∈g−1{z} S
Wy → Q
occurring in t′′z is just β
!
[z]. It is now straightforward to check that
NgTf,α = Tr,βNqRp : Π
G(f∗W ;E)→ ΠG(f∗W ;E).
We now apply π0 and pass to the colimit over W . The functor f
∗ : GL[Y ] → GL[X ] is cofinal, so
lim
−→W
πG(f∗W ;E) = πG0 (E)(X). The functor f∗ : GL[Y ] → GL[Z] need not be cofinal, but we still
have a comparison map lim
−→W
πG(f∗W ;E) → πG0 (E)(Z). We deduce that NgTf = TrNqRp : π
G
0 (E)(X) →
πG0 (E)(Z) as claimed. 
9. Tensor products of Tambara functors
Our main result is as follows:
Proposition 9.1. Let M and N be Tambara functors. Then there is a unique way to make the Mackey
functor M ⊠ N into a Tambara functor such that Nf (m ⊗ n) = Nf (m) ⊗Nf (n) for all f : X → Y and all
(m,n) ∈M(X)×N(X). Moreover, with this structure, M ⊠N is the coproduct of M and N in the category
of Tambara functors.
According to [17, Remark 1.9], this result also appears in an unpublished manuscript of Tambara.
The rest of this section constitutes the proof; the threads are gathered together in Corollary 9.7 and
Lemma 9.8.
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Definition 9.2. LetM and N be Tambara functors, and let X
g
−→ Y
h
−→ Z be equivariant maps of finite
G-sets. We define
NTh,g : M(X)×N(X)→ (M ⊠N)(Z)
as follows. We first construct the distributor
∆(g, h) = (X
p
←− A
q
−→ B
r
−→ Z)
as in Definition 5.5, and then put
NTh,g(m,n) = Tr(NqRp(m)⊗NqRp(n)).
Lemma 9.3. Suppose we have maps W
f
−→ X
g
−→ Y
h
−→ Z and elements m′ ∈ M(W ) and n ∈ N(X).
Then
NTh,g(Tf (m
′), n) = NTh,gf(m
′, Rf (n)).
Proof. We will use the diagram
W A˜
p˜
oo
i

q˜
// B˜
r˜ //
k

Z
W
f

A∗
p∗
oo
j

X Ap
oo
q
// B r
// Z
constructed in Proposition 5.20. As ∆(g, h) = (X
p
←− A
q
−→ B
r
−→ Z) and the middle square is cartesian we
have
NTh,g(Tf (m
′), n) = Tr(NqRpTf (m
′)⊗NqRp(n)) = Tr(NqTjRp∗(m
′)⊗NqRp(n)).
As ∆(j, q) = (A∗
i
←− A˜
q˜
−→ B˜
k
−→ B), this can be rewritten as
NTh,g(Tf(m
′), n) = Tr(TkNq˜RiRp∗(m
′)⊗NqRp(n)) = Tr(TkNq˜Rp˜(m
′)⊗NqRp(n)).
Using Frobenius reciprocity with respect to k this becomes
NTh,g(Tf (m
′), n) = Trk(Nq˜Rp˜(m
′)⊗RkNqRp(n)).
On the outside we have rk = r˜. For the second factor inside, we note that the middle rectangle is cartesian,
so RkNq = Nq˜Rji. Moreover, we have pji = f p˜, so RjiRp = Rp˜Rf . Putting this together we get
NTh,g(Tf (m
′), n) = Tr˜(Nq˜Rp˜(m
′)⊗Nq˜Rp˜Rf (n)).
As
∆(gf, h) = (W
p˜
←− A˜
q˜
−→ B˜
r˜
−→ Z)
= (W
p∗i
←−− A˜
q˜
−→ B˜
rk
−→ Z),
this is the same as NTh,gf (m
′, Rf (n)). 
Corollary 9.4. For any h : Y → Z there is a unique map Nh : (M ⊠N)(Y )→ (M ⊠N)(Z) such that
NhTg(m⊗ n) = NTh,g(m,n) for all g : X → Y and all (m,n) ∈M(X)×N(X).
Proof. Lemma 9.3 gives an identity
NTh,g(Tf (m
′), n) = NTh,gf(m
′, Rf (n)).
There is a similar identity
NTh,g(m,Tf (n
′)) = NTh,gf(Rf (m), n
′)
which can be proved in the same way or deduced using the twist map. The claim follows directly from these
together with Proposition 3.14. 
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Lemma 9.5. For any maps X
g
−→ Y
h
−→ Z we have
NhNg = Nhg : (M ⊠N)(X)→ (M ⊠N)(Z).
Proof. Consider another map f : W → X and elements (m,n) ∈M(W )×N(W ). We must show that
NhNgTf (m⊗ n) = NhgTf (m⊗ n). We use the diagram
A˜
α //
i

A
p
//
q

W
f
// X
g

B˜
β
//
j

B r
// Y
h

C˜
k
// Z
constructed in Proposition 5.19. As ∆(f, g) = (W
p
←− A
q
−→ B
r
−→ Y ), we have NgTf (m⊗n) = Tr(NqRp(m)⊗
NqRp(n)). As ∆(r, h) = (B
β
←− B˜
j
−→ C˜
k
−→ Z), we get
NhNgTf(m⊗ n) = Tk(NjRβNqRp(m)⊗NjRβNqRp(n)).
As the top left square is cartesian, we have RβNq = NiRα, so we get
NhNgTf (m⊗ n) = Tk(NjiRpα(m)⊗NjiRpα(n)).
As ∆(f, hg) = (W
pα
←−− A˜
ji
−→ C˜
k
−→ Z), this is the same as NhgTf(m⊗ n), as required. 
Lemma 9.6. For any pullback square
X˜
g˜
//
j

Y˜
k

X g
// Y
we have RkNg = Ng˜Rj : (M ⊠N)(X)→ (M ⊠N)(Y˜ ).
Proof. Consider a map f : W → X and an element u = Tf (m⊗ n) ∈ (M ⊠N)(X). We let W˜ be the
pullback of W , so we have a diagram
W˜
i

f˜
// X
j

g˜
// Y
k

W
f
// X g
// Y.
in which both squares (and thus the full rectangle) are cartesian. As in Proposition 5.21 there is a commu-
tative diagram
W˜
i

A˜
p˜
oo
q˜
//
α

B˜
r˜ //
β

Y˜
k

W Ap
oo
q
// B r
// Y
in which the middle and right squares are cartesian, the top row is ∆(f˜ , g˜), and the bottom row is ∆(f, g).
We now have
Ng(u) = Tr(NqRp(m)⊗NqRp(n))
RkNg(u) = Tr˜Rβ(NqRp(m)⊗NqRp(n)) = Tr˜(RβNqRp(m)⊗RβNqRp(n)).
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As the middle square is cartesian we have RβNq = Nq˜Rα. As pα = ip˜ we have RαRp = Rp˜Ri. Putting this
together, we get
RkNg(u) = Tr˜(Nq˜Rp˜Ri(m)⊗Nq˜Rp˜Ri(n)).
On the other hand, we have
Rj(u) = Tf˜Ri(m⊗ n) = Tf˜(Ri(m)⊗Ri(n))
Ng˜Rj(u) = Tr˜(Nq˜Rp˜Ri(m)⊗Nq˜Rp˜Ri(n)),
which is the same as RkNg(u). 
Corollary 9.7. Our definition of Nh makes the Mackey functor M ⊠N into a Tambara functor.
Proof. It will suffice to check that the relations in Proposition 6.9 are satisfied. Many of these involve
only T and R so they are automatically satisfied, because M ⊠ N is a Mackey functor. Of the remaining
relations, part (a) is covered by Lemma 9.5 (together with the easy fact that N1 = 1). Part (b) is visibly
built in to our definition of Nh. Part (c) is Lemma 9.6. 
Lemma 9.8. There is a morphism i : M → M ⊠ N of Tambara functors given by i(m) = m⊗ 1 for all
m ∈M(X) (where 1 denotes the multiplicative identity element for the semiring structure on N(X) discussed
in Proposition 6.11). Similarly, there is a morphism j : N → M ⊠N given by j(n) = 1 ⊗ n. Moreover, the
diagram M
i
−→M ⊠N
j
←− N is a coproduct.
Proof. Consider mapsW
f
−→ X
g
−→ Y and an elementm ∈M(X). As Rf : N(X)→ N(W ) is a semiring
map we have
Rf i(m) = Rf (m⊗ 1) = Rf (m)⊗Rf (1) = Rf (m)⊗ 1 = iRf (m).
Similarly, the map Ng : N(X)→ N(Y ) preserves 1 so we have
Ngi(m) = Ng(m⊗ 1) = Ng(m)⊗Ng(1) = Ng(m)⊗ 1 = iNg(m).
We can also use Frobenius reciprocity (Lemma 3.13) to get
Tgi(m) = Tg(m⊗ 1) = Tg(m⊗Rg(1)) = Tg(m)⊗ 1 = iTg(m).
This proves that i is a morphism of Tambara functors, and by symmetry the same is true of j.
Now suppose we have a Tambara functor S and morphisms M
d
−→ S
e
←− N . We claim that for each X
there is a unique map r : (M ⊠N)(X)→ S(X) satisfying
r(Tq(m⊗ n)) = Tq(d(m)e(n))
for all q : U → X and (m,n) ∈M(U)×N(U). In view of Proposition 3.14, it will suffice to show that
(a) For all U ′
r
−→ U
q
−→ X and (m′, n) ∈M(U ′)×N(U) we have Tqr(d(m′)e(Rr(n))) = Tq(d(Tr(m′))e(n)).
(b) For all U ′
r
−→ U
q
−→ X and (m,n′) ∈M(U)×N(U ′) we have Tqr(d(Rr(m))e(n′)) = Tq(d(m)e(Tr(n′))).
Part (a) can be rewritten as Tqr(d(m
′)Rr(e(n))) = Tq(Tr(d(m
′))e(n)) and in this form it is a special case of
Proposition 6.11(b). Part (b) is similar, so we have maps r : (M ⊠N)(X)→ S(X) as claimed. It is clear by
construction that rTf = Tfr for any f : W → X . We claim that rNf = Nfr also holds. To see this, consider
an element z = Tq(m⊗ n) ∈ (M ⊠N)(W ), and write the distributor ∆(q, f) as (U
p∗
←− A
q∗
−→ B
r∗
−→ X). We
then have
Nf (z) = Tr∗(Nq∗Rp∗(m)⊗Nq∗Rp∗(n))
rNf (z) = Tr∗(d(Nq∗Rp∗(m)) e(Nq∗Rp∗(n)))
= Tr∗(Nq∗Rp∗(d(m)) Nq∗Rp∗(e(n)))
= Tr∗Nq∗Rp∗(d(m) e(n))
= NfTq(d(m) e(n)) = Nfr(z),
as claimed.
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Now consider instead a map g : V → W ; we claim that rRg = Rgr : (M ⊠N)(W )→ S(V ). To see this,
we construct a pullback square as follows.
U˜
g˜
//
q˜

U
q

V g
// W
For z = Tq(m⊗ n) as before, we then have
Rg(z) = RgTq(m⊗ n) = Tq˜Rg˜(m⊗ n) = Tq˜(Rg˜(m)⊗Rg˜(n))
rRg(z) = Tq˜(d(Rg˜(m)) e(Rg˜(n))) = Tq˜(Rg˜(d(m)) Rg˜(e(n)))
= Tq˜Rg˜(d(m) e(n)) = RgTq(d(m) e(n)) = Rgr(z)
as required. This proves that r is a morphism of Tambara functors. It is easily seen to be the unique one
with ri = d and rj = e, so the diagram M
i
−→M ⊠N
j
←− N is a coproduct, as claimed. 
10. Limits and colimits
In this section we will analyse limits and colimits in the categories MackeyG and TambaraG. We could
do this by quoting general results about coloured Lawvere theories, but it is not hard to argue more directly.
Proposition 10.1. Let S : J → TambaraG be a diagram of Tambara functors, and put S∗(X) =
lim
←−j∈J
S(j)(X). Then there is a canonical way to make S∗ into a Tambara functor, and it becomes the limit
of the diagram in TambaraG. Moreover, the same applies for diagrams of Mackey functors.
Proof. It is standard that S∗ is the limit of the diagram in the category of all functors from UG to
sets. Moreover, as limits commute with products, we see that the map S∗(X ∐ Y ) → S∗(X) × S∗(Y ) is a
bijection for all X and Y in UG, so S∗ is a Tambara functor. The rest is clear. 
Filtered colimits are equally easy:
Proposition 10.2. Let S : J → TambaraG be a diagram of Tambara functors, where J is a filtered
category. Put S∗(X) = lim
−→j∈J
S(j)(X). Then there is a canonical way to make S∗ into a Tambara functor,
and it becomes the colimit of the diagram in TambaraG. Moreover, the same applies for diagrams of Mackey
functors.
Proof. It is standard that S∗ is the colimit of the diagram in the category of all functors from UG to
sets. Moreover, as filtered colimits in the category of sets commute with finite products, we see that the
map S∗(X ∐ Y ) → S∗(X) × S∗(Y ) is a bijection for all X and Y in UG, so S∗ is a Tambara functor. The
rest is clear. 
Corollary 10.3. The categories MackeyG and TambaraG have all set-indexed coproducts.
Proof. Finite coproducts exist in both categories: in MackeyG they are the same as finite products,
and in TambaraG they are tensor products (by Proposition 9.1). Infinite coproducts can be expressed as
filtered colimits of finite coproducts. 
We can now generalise Definition 2.2:
Definition 10.4.
A congruence on an algebraic structure P is a substructure of P ×P that is also an equivalence relation. In
more detail:
(a) A congruence on a semigroupM1 is a subsemigroup ofM1×M1 that is also an equivalence relation.
(b) A congruence on a semiring S1 is a subsemiring of S1 × S1 that is also an equivalence relation.
(c) A congruence on a Mackey functor M is a sub-Mackey functor E ≤ M ×M such that the subset
E(X) ⊆M(X)×M(X) is an equivalence relation on M(X) for all X .
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(d) A congruence on a Tambara functor S is a sub-Tambara functor E ≤ S × S such that the subset
E(X) ⊆ S(X)× S(X) is an equivalence relation on S(X) for all X .
Proposition 10.5.
(a) For any morphism φ : S → S′ of Tambara functors there is a congruence eqker(φ) on S given by
eqker(φ)(X) = {(a, b) ∈ S(X)× S(X) | φ(a) = φ(b) ∈ S′(X)}.
(b) For any congruence E on S there is a unique way to make the quotient sets (S/E)(X) = S(X)/E(X)
into a Tambara functor such that the projection π : S → S/E is a Tambara morphism.
(c) If E ≤ eqker(φ) then there is a unique Tambara morphism φ : S/E → S′ with φ = φπ, but if
E 6≤ eqker(φ) then there is no such morphism.
Moreover, the corresponding statements also hold for Mackey functors.
Proof. Most of this is clear but we offer a few pointers.
(a) If ω is a bispan from X to Y and (a, b) ∈ eqker(φ)(X) then
φ(fω(a)) = fω(φ(a)) = fω(φ(b)) = φ(fω(b))
so fω(a, b) ∈ eqker(φ)(Y ). Moreover, it is clear from the diagram
S(X ∐ Y )
φ
//
(Ri,Rj) ≃

S′(X ∐ Y )
(Ri,Rj)≃

S(X)× S(Y )
φ×φ
// S′(X)× S′(Y )
that eqker(φ)(X ∐ Y ) = eqker(φ)(X) × eqker(φ)(Y ). This proves that eqker(φ) is a sub-Tambara
functor of S × S. It is clear that it is also an equivalence relation.
(b) Consider a bispan ω from X to Y . Any element a ∈ (S/E)(X) can be written as π(a0) for some
a0 ∈ S(X). If a = π(a0) = π(a1) then (a0, a1) ∈ E(X) but E is a sub-Tambara functor of S × S
so (fω(a0), fω(a1)) ∈ E(Y ) so π(fω(a0)) = π(fω(a1)). We thus have a well-defined operation
fω : (S/E)(X)→ (S/E)(Y ) given by π(a0) 7→ π(fω(a0)). Moreover, for any finite G-sets X and Y
we have S(X ∐ Y ) = S(X) × S(Y ) and E(X ∐ Y ) = E(X) × E(Y ); it follows directly from this
that (S/E)(X ∐ Y ) = (S/E)(X)× (S/E)(Y ). The rest is now clear.
(c) Left to the reader.

Proposition 10.6. The category of Tambara functors has coequalisers, as does the category of Mackey
functors.
Proof. Consider a pair of Tambara morphisms φ, ψ : S′ → S. Let E be the collection of all congruences
E ≤ S×S such that for all finite G-sets X and all elements a′ ∈ S′(X) we have (φ(x), ψ(x)) ∈ E(X). (Note
that any congruence is determined by the subsets E(G/H) ⊆ S(G/H) × S(G/H) for all H ≤ G, so E is a
set rather than a proper class.) Now put
E1(X) = {(a, b) ∈ S(X)× S(X) | (a, b) ∈ E(X) for all E ∈ E}.
One can check that this is itself a congruence with (φ(a′), ψ(a′)) ∈ E1(X) for all a′ ∈ S′(X), so E1 is the
smallest element of E . Using Proposition 10.5 we see that the projection π : S → S/E1 is a coequaliser for
φ and ψ. The proof for Mackey functors is the same. 
Corollary 10.7. The category of Tambara functors has colimits for all set-indexed diagrams, as does
the category of Mackey functors.
Proof. For any diagram S : J → TambaraG, there is a well-known way to construct the colimit as the
coequaliser of a pair of maps ∐
u : i→j S(i)
..
00
∐
k S(k).
The proof for Mackey functors is the same. 
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Proposition 10.8. Let φ, ψ : S′ → S be morphisms of Tambara functors, with coequaliser π : S → Q.
Suppose that there is a Tambara morphism σ : S → S′ with φσ = ψσ = 1 (or in other words, that we have a
reflexive coequaliser diagram). Then for each finite G-set X, the map π : S(X)→ Q(X) is a coequaliser (in
the category of sets) for the maps φ, ψ : S′(X)→ S(X).
Proof. For each finite G-set X we put
F (X) = img((φ, ψ) : S′(X)→ S(X)× S(X))
E(X) = the smallest equivalence relation on S(X) containing F (X) .
We claim that E is actually a sub-Tambara functor of S × S. Assuming this, we see that it is actually a
congruence on S, and thus that it is the smallest congruence containing F , so Q = S/E. It is clear by
construction that S(X)/E(X) is the coequaliser of the maps φ, ψ : S′(X) → S(X), so the proposition will
follow.
To see that E is a sub-Tambara functor, we first consider a bispan ω from X to Y . Put
E∗(X) = {(a, b) ∈ S(X)× S(X) | (fω(a), fω(b)) ∈ E(Y )}.
As E(Y ) is an equivalence relation, it follows easily that E∗(X) is an equivalence relation. Moreover, as F is
a sub-Tambara functor we have (fω× fω)(F (X)) ⊆ F (Y ) ⊆ E(Y ), so F (X) ⊆ E∗(X). Using the minimality
property of E(X) we deduce that E(X) ⊆ E∗(X), which means that (fω × fω)(E(X)) ⊆ E(Y ). This proves
that E is a subfunctor of S × S.
Now let X and Y be any two finite G-sets. By applying the above to the bispans Ri ∈ UG(X ∐ Y,X)
and Rj ∈ UG(X ∐ Y, Y ) we see that E(X ∐ Y ) ⊆ E(X) × E(Y ). We would like to prove that in fact
E(X ∐ Y ) = E(X)× E(Y ). To see this, consider an element a ∈ S(X) and put
E[a](Y ) = {(b0, b1) ∈ S(Y )× S(Y ) | ((a, b0), (a, b1)) ∈ E(X ∐ Y )}.
Note that for any a′ ∈ S′(Y ) we have a point (σ(a), a′) ∈ S′(X ∐ Y ) with φ(σ(a), a′) = (a, φ(a′)) and
ψ(σ(a), a′) = (a, ψ(a′)) so
((a, φ(a′)), (a, ψ(a′))) ∈ F (X ∐ Y ).
This shows that F (Y ) ⊆ E[a](Y ), and E[a](Y ) is easily seen to be an equivalence relation, so E(Y ) ⊆
E[a](Y ). In other words, whenever a ∈ S(X) and (b0, b1) ∈ E(Y ) we have ((a, b0), (a, b1)) ∈ E(X ∐ Y ).
By a similar argument, whenever (a0, a1) ∈ E(X) and b ∈ S(Y ) we have ((a0, b), (a1, b)) ∈ E(X ∐ Y ). As
E(X ∐ Y ) is a transitive relation, we deduce that for all (a0, a1) ∈ E(X) and all (b0, b1) ∈ E(Y ) we have
((a0, b0), (a1, b1)) ∈ E(X ∐ Y ). Thus, we have E(X) × E(Y ) ⊆ E(X ∐ Y ) as required. This completes
the proof that E is a sub-Tambara functor of S × S, and the proposition follows from this as we explained
earlier. 
Congruences in an additively complete Tambara functor biject with Tambara ideals, which have been
studied in detail by Nakaoka [18]. We recall the main definition:
Definition 10.9. Let S be an additively complete Tambara functor. An ideal in S is a collection of
ideals I(X) ≤ S(X) such that for every f : X → Y we have
Rf (I(Y )) ⊆ I(X)
Tf (I(X)) ⊆ I(Y )
Nf (I(X)) ⊆ I(Y ) +Nf (0).
Recall here that Nf(0) is (0, 1) with respect to the splitting
S(Y ) = S(f(X))× S(Y \ f(X)),
as was proved in Lemma 6.8.
Proposition 10.10. Let S be an additively complete Tambara functor. Then for any congruence E on
S we can define a Tambara ideal IE by
IE(X) = {a ∈ S(X) | (a, 0) ∈ E(X)}.
Moreover, the construction E 7→ IE gives a bijection between congruences and ideals.
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This is more or less clear from the results of [18], but we will spell it out.
Proof. Let π denote the usual quotient morphism from S to S/E. As S(X) has additive inverses, the
same is true of the quotient (S/E)(X), so (S/E)(X) is also a ring rather than just a semiring. Moreover,
IE(X) is the kernel of the map π : S(X) → (S/E)(X). As Rf and Tf are additive homomorphisms that
commute with π, it is clear that Rf (IE(Y )) ⊆ IE(X) and Tf (IE(X)) ⊆ IE(Y ). Now suppose we have an
element a ∈ IE(X). Then (a, 0) ∈ E(X) but E is a sub-Tambara functor of S×S so (Nf (a), Nf (0)) ∈ E(Y ).
Also E(Y ) is an equivalence relation, so it contains (−Nf (0),−Nf(0)), and it is closed under addition, so
(Nf (a) − Nf(0), 0) ∈ E(Y ). This means that Nf(a) − Nf (0) ∈ IE(Y ), so Nf(IE(X)) ⊆ IE(Y ) +Nf (0) as
required.
Now let J be an arbitrary Tambara ideal, and put
FJ (X) = {(a, b) ∈ S(X) | a− b ∈ J(X)}.
It is clear that this is a Mackey functor congruence; we claim that it is also closed under norm maps. Suppose
we have (a, b) ∈ FJ (X), so a = b+ c for some c ∈ J(X). The pair (b, c) gives an element of the semiring
S(X × {0, 1}) ≃ S(X ∐X) ≃ S(X)× S(X).
The distributor for
X × {0, 1}
proj
−−→ X
f
−→ Y
is easily identified with the diagram
X × {0, 1}
(p0,p1)
←−−−− A0 ∐ A1
(q0,q1)
−−−−→ B
r
−→ Y,
where
A0 = {(x,C) | x ∈ X, C ⊆ f
−1{f(x)}, x 6∈ C}
A1 = {(x,C) | x ∈ X, C ⊆ f
−1{f(x)}, x ∈ C}
B = {(y, C) | y ∈ Y, C ⊆ f−1{y}}
pi(x,C) = (x, i)
qi(x,C) = (f(x), C)
r(y, C) = y.
It follows that if we put
b′ = Rp0(b) ∈ S(A0) b
′′ = Nq0(b
′) ∈ S(B)
c′ = Rp1(c) ∈ J(A1) c
′′ = Nq1(c
′) ∈ J(B) +Nq1(0)
then
Nf (a) = Nf (b+ c) = NfTproj(b, c) = Tr(b
′′ c′′).
Now split B as B0 ∐B1, where
B0 = {(y, ∅) | y ∈ Y } ≃ Y }
B1 = {(y, C) ∈ B | C 6= ∅} = q1(A1),
and put ri = r|Bi . We write b
′′ = (b′′0 , b
′′
1) and c
′′ = (c′′0 , c
′′
1) with respect to the splitting S(B) = S(B0) ×
S(B1). As c
′′ ∈ J(B) +Nq1(0) and B1 = q1(A1) we have c
′′
0 ∈ 1 + J(B0) and c
′′
1 ∈ J(B1), so
Nf (a) = Tr0(b
′′
0c
′′
0 ) + Tr1(b
′′
1c
′′
1) ∈ J(Y ) + Tr0(b
′′
0 ).
Now r0 is an isomorphism, and the preimage of B0 in A0 ∐ A1 is {(x, ∅) | x ∈ X} ⊆ A0, and this is
mapped isomorphically by p0 to X . Using this it is not hard to see that Tr0(b
′′
0) = Nf (b). We thus have
Nf (a) ∈ Nf(b) + J(Y ), so Nf (a, b) ∈ FJ (Y ) as required.
It is clear that the constructions E 7→ IE and J 7→ FJ are inverse to each other, so we have a bijection
between congruences and ideals. 
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11. Semigroup semirings
For any set M , we have a free semigroup N[M ] with one basis element (denoted [m]) for each element
m ∈M . If M is itself a semigroup, we can introduce a product on the set N[M ] by the usual rule
(
∑
i
ai[mi])(
∑
j
bj[nj ]) =
∑
i,j
aibj [mi + nj ]
(so [m][n] = [m+ n]). This makes N[M ] into a semiring. Conversely, if S is a semiring, we write US for S
considered as a semigroup under multiplication. It is easy to see that there is an adjunction
Semirings(N[M ], S) ≃ Semigroups(M,US).
Our object in this section is to set up an analogous theory for Mackey functors and Tambara functors,
which reduces to the above in the case where the group of equivariance is trivial. This construction was also
given by Nakaoka [20].
Definition 11.1. We define U : TambaraG → MackeyG as follows. For a Tambara functor S, the
corresponding Mackey functor US is given on objects by US(X) = S(X). For any map f : X → Y , the
operator RUSf : US(Y )→ US(X) is just the same as R
S
f : S(Y )→ S(X), and the operator T
US
f : US(X)→
US(Y ) is the same as NSf : S(X)→ S(Y ). We call US the underlying multiplicative Mackey functor of S.
Our problem is to understand the left adjoint to U .
Definition 11.2. Let M be a Mackey functor. For any finite G-set X , we define a groupoid A[M ](X)
as follows. The objects are triples (U, u,m), where U is a finite G-set and u : U → X is an equivariant map
and m ∈ M(U). The morphisms from (U, u,m) to (U ′, u′,m′) are the equivariant bijections p : U → U ′ for
which u′p = u and Rp(u
′) = u (or equivalently u′ = Tp(u)). We write A[M ](X) for the set of isomorphism
classes in this groupoid. We also write [U, u,m] for the isomorphism class of (U, u,m).
Definition 11.3. Suppose we have an object (U, u,m) ∈ A[M ](X).
(a) For any map g : X → Y , we define Tg(U, u,m) = (U, gu,m) ∈ A[M ](Y ). There is an evident way
to define an action on morphisms so that this becomes a functor Tf : A[M ](X) → A[M ](Y ). It
therefore induces an operation Tf : A[M ](X)→ A[M ](Y ).
(b) We also define Ng(U, u,m) ∈ A[M ](Y ) as follows: we form the distributor ∆(u, g) = (U
p
←− A
q
−→
B
r
−→ Y ), then putNg(U, u,m) = (B, r, TqRp(m)). This again induces an operationNf : A[M ](X)→
A[M ](Y ).
(c) Suppose instead we have a map f : W → X . We form the pullback square
U˜
u˜ //
f˜

W
f

U u
// X
and then put Rf (U, u,m) = (U˜ , u˜, Rf˜ (m)). This gives an operation Rf : A[M ](X)→ A[M ](W ).
Proposition 11.4. The above definitions make A[M ] into a Tambara functor. Moreover, this construc-
tion gives a functor A[−] : MackeyG → TambaraG, which is left adjoint to U .
The rest of this section will constitute the proof.
Lemma 11.5. For any X
g
−→ Y
h
−→ Z we have
Rhg = RgRh : A[M ](Z)→ A[M ](X)
Thg = ThTg : A[M ](X)→ A[M ](Z).
Proof. Straightforward. 
Lemma 11.6. For any X
g
−→ Y
h
−→ Z we have Nhg = NhNg : A[M ](X)→ A[M ](Z).
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Proof. Consider an object (W, f,m) ∈ A[M ](X). We have a chain of maps W
f
−→ X
g
−→ Y
h
−→ Z which
we use to build a diagram
A˜
α //
i

A
p
//
q

W
f
// X
g

B˜
β
//
j

B r
// Y
h

C˜
k
// Z
as in Proposition 5.19. Now ∆(f, g) = (W
p
←− A
q
−→ B
r
−→ Y ), so Ng[W, f,m] = [B, r, TqRp(m)]. To apply Nh
to this, we use the distributor ∆(r, h) = (B
β
←− B˜
j
−→ C˜
k
−→ Z), giving NhNg[W, f,m] = [C˜, k, TjRβTqRp(m)].
As the top left square is cartesian we have RβTq = TiRα, so NhNg[W, f,m] = [C˜, k, TjiRpα(m)]. We also
know that ∆(f, hg) = (W
pα
←−− A˜
ji
−→ C˜
k
−→ Z), so this is the same as Nhg[W, f,m], as required. 
Lemma 11.7. Suppose we have maps X
g
−→ Y
h
−→ Z with distributor ∆(g, h) = (X
p
←− A
q
−→ B
r
−→ Z).
Then NhTg = TrNqRp : A[M ](X)→ A[M ](Z).
Proof. Consider an object (W, f,m) ∈ A[M ](X). We use the diagram
W A˜
p˜
oo
i

q˜
// B˜
r˜ //
k

Z
W
f

A∗
p∗
oo
j

X Ap
oo
q
// B r
// Z
constructed in Proposition 5.20. We have Tg(W, f,m) = (W, gf,m) and ∆(gf, h) = (W
p˜
←− A˜
q˜
−→ B˜
r˜
−→ Z)
so NhTg(W, f,m) = (B˜, r˜, Nq˜Rp˜(m)). On the other hand, as the bottom left square is cartesian, we have
Rp(W, f,m) = (A
∗, j, Rp∗(m)). As ∆(j, q) = (A
∗ i←− A˜
q˜
−→ B˜
k
−→ B), this gives
NqRp(W, f,m) = (B˜, k,Nq˜RiRp∗(m)) = (B˜, k,Nq˜Rp˜(m)).
We now apply Tr, noting that rk = r˜, to get
TrNqRp(W, f,m) = (B˜, r˜, Nq˜Rp˜(m)) = NhTg(W, f,m)
as required. 
Lemma 11.8. Suppose we have a pullback square
X˜
j

g˜
// Y˜
k

X g
// Y.
Then RkTg = Tg˜Rj and RkNg = Ng˜Rj as operators A[M ](X)→ A[M ](Y˜ ).
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Proof. Consider an object z = (W, f,m) ∈ A[M ](X). First note that Tg(z) = (W, gf,m). Let W˜ be
the pullback of W˜ along f , so we have a diagram
W˜
i

f˜
// X˜
i

g˜
// Y˜
j

W
f
// X g
// Y
in which both squares are cartesian. It follows that the outer rectangle is also cartesian, so RkTg(z) =
Rk(W, gf,m) = (W˜ , g˜f˜ , Ri(m)). On the other hand, we have Rj(z) = (W˜ , f˜ , Ri(m))), so Tg˜Rj(z) =
(W˜ , g˜f˜ , Ri(m)), which is the same as RkTg(z), as required.
Now consider the diagram
W˜
i

A˜
p˜
oo
q˜
//
α

B˜
r˜ //
β

Y˜
k

W Ap
oo
q
// B r
// Y
constructed in Proposition 5.21. The bottom row is ∆(f, g), so we haveNg(z) = (B, r, TqRp(m)). As the right
hand square is cartesian, this gives RkNg(z) = (B˜, r˜, RβTqRp(m)). As the middle square is also cartesian
we have RβTq = Tq˜Rα : M(A)→M(B˜). As pα = ip˜ we also have RαRp = Rp˜Ri : M(W )→M(A˜). Putting
this together, we get RkNg(z) = (B˜, r˜, Tq˜Rp˜Ri(m)). On the other hand, we have Rj(z) = (W˜ , f˜ , Ri(m)) and
∆(f˜ , g˜) is the top row of the above diagram so we also have Ng˜Rj(z) = (B˜, r˜, Tq˜Rp˜Ri(m)) as required. 
Corollary 11.9. The above definitions make A[M ] into a Tambara functor.
Proof. It will suffice to check the conditions in Proposition 6.9. Part (a) is covered by Lemmas 11.5
and 11.6. Part (b) is Lemma 11.7, and part (c) is Lemma 11.8. 
Definition 11.10. For any Mackey functor M , we define η : M(X)→ UA[M ](X) by η(m) = [X, 1,m].
For any Tambara functor S, we define ǫ : A[US](X)→ S(X) by ǫ[W, f,m] = Tf(m).
Proposition 11.11. The above definitions give natural maps that satisfy the triangular identities and
so display A[−] : MackeyG → TambaraG as left adjoint to U : TambaraG → MackeyG.
Proof. We first claim that η gives a morphism of Mackey functors. For any map g : X → Y , we must
show that the diagrams
M(X)
η

TMg
// M(Y )
η

M(Y )
η

RMg
// M(X)
η

UA[M ](X)
TUA[M]g
// UA[M ](Y ) UA[M ](Y )
RUA[M]g
// UA[M ](X)
commute. By definition, these are the same as
M(X)
η

TMg
//M(Y )
η

M(Y )
η

RMg
// M(X)
η

A[M ](X)
NA[M]g
// A[M ](Y ) A[M ](Y )
RA[M]g
// A[M ](X)
Consider an element m ∈M(X). The distributor ∆(1, g) is just (X
1
←− X
g
−→ Y
1
−→ Y ), so
Ngη(m) = Ng[X, 1,m] = [Y,NgR1(m)] = η(Ng(m)),
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which proves that the left square commutes. Consider instead an element n ∈M(Y ). As the square
X
1 //
g

X
g

Y
1
// Y
is cartesian, we have
Rgη(n) = Rg[Y, 1, n] = [X, 1, Rg(n)] = ηRg(n)
as required. It is also clear that η is natural with respect to morphisms M →M ′ of Mackey functors.
We next claim that ǫ gives a morphism of Tambara functors. For any map g : X → Y , we must show
that the diagrams
A[US](X)
ǫ

TA[US]g
// A[US](Y )
ǫ

A[US](X)
ǫ

NA[US]g
// A[US](Y )
ǫ

A[US](Y )
ǫ

RA[US]g
// A[US](X)
ǫ

S(X)
TSg
// S(Y ) S(X)
NSg
// S(Y ) S(Y )
RSg
// S(X)
commute. Consider an element a = [W, f,m] ∈ A[US](X). We then have
ǫ(Tg(a)) = ǫ[W, gf,m] = Tgf (m) = Tg(Tf (m)) = Tgǫ(a),
which proves that the first diagram commutes. Now consider the distributor ∆(f, g) = (W
p
←− A
q
−→ B
r
−→ Y ).
We have
ǫ(Ng(a)) = ǫ[B, r,NqRp(m)] = TrNqRp(m) = NgTf (m) = Ngǫ(a),
which proves that the middle diagram commutes.
Now consider instead an element b = [V, e, n] ∈ A[US](Y ). We form a pullback square
W
j
//
f

V
e

X g
// Y
so that Rg(b) = [W, f,Rj(n)]. This gives
ǫRg(b) = TfRj(n) = RgTe(n) = Rgǫ(b),
which proves that the right hand diagram commutes. It is also clear that ǫ is natural with respect to
morphisms S → S′ of Tambara functors.
This just leaves the triangular identities. The first of these says that the composite
US(X)
η
−→ UA[US](X)
Uǫ
−−→ US(X)
is the identity. For any s ∈ US(X) = S(X) we have ǫ(η(s)) = ǫ[X, 1, s] = TUS1 (s) = s as required. The
second one says that the composite
A[M ](X)
A[η]
−−−→ A[UA[M ]](X)
ǫ
−→ A[M ](X)
is also the identity. Consider an element a = [W, f,m] ∈ A[M ](X). We then have A[η](a) = [W, f, η(m)] =
[W, f, [W, 1,m]], so
ǫ(A[η](a)) = T
A[M ]
f [W, 1,m] = [W, f,m] = a,
as required. 
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12. Green semirings
Definition 12.1. A Green semiring is a Mackey functor S equipped with a morphism µ : S ⊠ S → S
that is commutative, associative and unital in the obvious sense.
We will not make much use of Green semirings. Our purpose in this section is simply to explain some
nonobvious ways to understand their relationship with Tambara functors.
Proposition 12.2. Let S be a Mackey functor. To make S into a Green semiring is the same as to give
each set S(X) a semiring structure (extending the usual semigroup structure) in such a way that
(a) For every map f : X → Y of finite G-sets, the resulting map Rf : S(Y )→ S(X) is a homomorphism
of semirings.
(b) Moreover, for any a ∈ S(X) and b ∈ S(Y ) we have Tf (a Rf (b)) = Tf (a) b in S(Y ).
Proof. This follows easily from Proposition 3.14. 
Definition 12.3. We say that an equivariant map f : U → V is green if for all u ∈ U , the image
f(u) ∈ V has the same isotropy group as u. We say that a bispan ω = (X
p
←− A
q
−→ B
r
−→ Y ) is green if the
map q is green.
Here of course it is automatic that the isotropy group of f(u) is at least as large as that of u; the force
of the condition is that it can be no larger.
Proposition 12.4. The composite of any two composable green bispans is again green, and all identity
bispans are green, so the green bispans give a subcategory GG ⊆ UG (containing all the objects but not all the
morphisms). Moreover, this subcategory is closed under products.
Proof. Consider a pair of green bispans
ω0 = (X0
p0
←− A0
q0
−→ B0
r0−→ X1) ∈ U(X0, X1)
ω1 = (X1
p1
←− A1
q1
−→ B1
r1−→ X2) ∈ U(X1, X2).
The composite is the bispan
ω = (X0
p
←− A
q
−→ B
r
−→ X2) ∈ U(X0, X2)
given by
A = {(a0, a1, s) | s : q
−1
1 {q1(a1)} → B0, r0s = p1, a0 ∈ q
−1
0 {s(a1)}}
B = {(b1, s) | s : q
−1
1 {b1} → B0, r0s = p1}
p(a0, a1, s) = p0(a0)
q(a0, a1, s) = (q1(a1), s)
r(b1, s) = r1(b1).
Consider a point a = (a0, a1, s) ∈ A and an element g ∈ G that satisfies g.q(a) = q(a); we must show that
g.a = a. The condition g.q(a) = q(a) means that g.q1(a1) = q1(a1) (so g preserves the fibre F = q
−1
1 {q1(a1)})
and that the map s : F → B0 satisfies g ◦ s = s ◦ g. As ω1 is green and g.q1(a1) = q1(a1) we must have
g.a1 = a1. As s is g-equivariant this gives g.s(a1) = s(a1). As a ∈ A we also have q0(a0) = s(a1), so
g.q0(a0) = q0(a0). As ω0 is green we can conclude that g.a0 = a0. As a0 and a1 are fixed by g and s is
g-equivariant we see that the triple a = (a0, a1, s) has g.a = a, as required. This shows that composites of
green bispans are green, and the corresponding fact for identities is trivial.
Now consider a pair of objects Y, Z ∈ UG. We have inclusions Y
i
−→ Y ∐ Z
j
←− Z, and we have seen that
the resulting diagram Y
Ri←−− Y ∐ Z
Rj
−−→ Z is a product diagram in UG. Using the proof of this we see that
a bispan α ∈ UG(U, Y ∐ Z) is green iff the composites Ri ◦ α and Rj ◦ α are green. The bispans Ri and Rj
themselves are also clearly green. It follows that our diagram is still a product diagram in GG. 
Definition 12.5. A Green functor is a product-preserving functor GG → Sets. Any Green functor has
operators Tf , Nf and Rf just as for Tambara functors, except that Nf is only defined when f is green. We
write GreenG for the category of Green functors, and Green
′
G for the category of Green semirings.
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The rest of this section is devoted to constructing an equivalence GreenG ≃ Green
′
G.
Lemma 12.6. Any projection map π : I × V → V (where G acts trivially on I) is green. Conversely, if
p : U → V is green and V is a G-orbit then p can be written as a composite U
m
−→ I × V
π
−→ V , where I is
again G-fixed and m is an equivariant bijection.
Proof. The first claim is clear. For the second claim, choose a point v1 ∈ V , and let H be the isotropy
group of v1. Put I = p
−1{v1} ⊆ U . For each u ∈ U we claim that the orbit Gu meets I in a single point.
Indeed, as V is an orbit, we must have v1 = g.p(u) for some g, which means that g.u ∈ I. If we also have
g′.u ∈ I then g′g−1.v1 = g′g−1.p(gu) = p(g′u) = v1, so g′g−1 ∈ H . However, the green condition means that
H also stabilises every point in I, so g′g−1.gu = gu, or in other words g′u = gu as required. We can thus
define m1(u) to be the unique point in Gu ∩ I; this gives a map m1 : U → I which is equivariant if we give
I the trivial action. We now put m(u) = (m1(u), p(u)) ∈ I × V (so πm = p). Suppose that m(u) = m(u′).
As m1(u) = m1(u
′) we see that u and u′ lie in the same orbit, say u′ = g.u. As p(u′) = p(u) we see that g
stabilises p(u) and thus (by the green condition) stabilises u, so u′ = u. This shows that m is injective. Now
consider an arbitrary point (u, v) ∈ I × V . As V is an orbit there exists g with g.v1 = v, and it follows that
m(g.u) = (u, v), proving that m is surjective. 
Lemma 12.7. Let S be a Green semiring, and let f : X → Y be a green map. Then there is a unique
function Nf : S(X) → S(Y ) with the following property: for every transitive G-set U and every G-map
j : U → Y and every m ∈ S(X), we have
RjNf(m) =
∏
i : U→X, fi=j
Ri(m) ∈ S(U).
Proof. We can write Y = U1 ∐ · · · ∐ Ur, where the sets Uk are the orbits in Y , and let jk : Uk → Y
be the inclusion. As S is product-preserving we find that the maps Rjk : S(Y ) → S(Uk) give a bijection
λ : S(Y ) →
∏
k S(Uk). Define νk : S(X) → S(Uk) by νk(m) =
∏
iRi(m), where i runs over equivariant
maps Uk → X with fi = jk. These maps combine to give a map ν : S(X) →
∏
k S(Uk), and we put
Nf = λ
−1ν : S(X)→ S(Y ). It is clear that this is the only map that can possibly have the stated property.
Now let U be an arbitrary transitive G-set, and let j : U → Y be a G-map. Then we must have j = jkp
for some k and some surjective G-map p : U → Uk. Let Ik be the set of G-maps i′ : Uk → X with fi′ = jk,
and let I be the set of G-maps i : U → X with fi = j. We have a map p∗ : Ik → I given by p∗(i′) = i′p, and
using the fact that f is green we see that this is bijective. It follows that
RjNf(m) = RpRjkNf (m) = Rp
∏
i′∈Ik
Ri′(m) =
∏
i′∈Ik
Ri′p(m) =
∏
i∈I
Ri(m)
as required. 
Lemma 12.8. For a projection map π : I×Y → Y we have Nπ(m) =
∏
i∈I Rσi(m), where σi : Y → I×Y
is given by σi(y) = (i, y).
Proof. Straightforward. 
Lemma 12.9. The maps Nf as in Lemma 12.7 make S into a Green functor.
Proof. By the evident analog of Proposition 6.9, it will suffice to check the following:
(a) For all finite G-sets X , Y and Z, and all G-maps X
f
←− Y
g
−→ Z, we have Rgf = RfRg : S(Z) →
S(X) and Tgf = TgTf : S(X) → S(Z). Moreover, if f and g are green, we also have Ngf =
NgNf : S(X)→ S(Z).
(b) If we have G-maps X
f
−→ Y
g
−→ Z with distributor ∆(f, g) = (X
p
←− A
q
−→ B
r
−→ Z) (where g is green,
and q is therefore also green) then NgTf = TrNqRp : S(X)→ S(Z).
(c) For any cartesian square
W
f
//
g

X
h

Y
k
// Z
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(of finite G-sets and equivariant maps) we have TfRg = RhTk : S(X) → S(Y ). If f and h are
green, we also have NfRg = RhNk : S(X)→ S(Y ).
In part (a), the equations Rgf = RfRg and Tgf = TgTf hold because S is assumed to be a Mackey functor.
It is also clear that the composite NgNf has the property that defines Ngf .
Now consider a square as in (c). The equation TfRg = RhTk holds because S is assumed to be a Mackey
functor. Suppose that f (and therefore also h) is green, and consider an element m ∈ S(Y ). We need
to show that NfRg(m) = RhNk(m) ∈ S(X), and it will suffice to show that RjNfRg(m) = RjRhNk(m)
for all G-orbits U and all injective G-maps j : U → X . On the left hand side, we have RjNfRg(m) =∏
i∈I RiRg(m) =
∏
i∈I Rgi(m), where I is the set of G-maps i : U → W with fi = j. On the right hand
side, we have
RjRhNk(m) = RhjNk(m) =
∏
i′∈I′
Ri′(m),
where I ′ is the set of maps i′ : U → Y that satisfy ki′ = hj. As the square is cartesian, we see that the map
i 7→ gi gives a bijection I → I ′, so RjNfRg(m) = RjRhNk(m) as claimed.
We now turn to (b). It is clear that everything works independently over the different orbits of Z, so
we may assume that Z itself is a single orbit. Using Lemma 12.6 we can then reduce to the case where
Y = I × Z =
∐
i∈I Z and g : I × Z → Z is just the projection. We can then split the diagram (X
f
−→ I × Y )
as a disjoint union of diagrams (Xi
fi
−→ Z). An element m ∈ S(X) corresponds to a system of elements
mi ∈ S(Xi), and using Lemma 12.8 we find that NgTf (m) =
∏
i Tfi(mi). Next, by inspecting the definitions
we find that the distributor ∆(f, g) has the form (X
p
←− I ×B
π
−→ B
r
−→ Z), where
B = {(z, u) | z ∈ Z, u ∈
∏
i
f−1i {z} ⊆
∏
i
Xi}
p(i, z, u) = ui
r(z, u) = z.
Using this together with Lemma 12.8 again we get
TrNπRp(m) = Tr(
∏
iRpi(mi)),
where pi(z, u) = p(i, z, u) = ui.
It will now be convenient to identify I with {1, . . . , n} say. Put
B′ = {(z, u) | z ∈ Z, u ∈
∏
i<n
f−1i {z} ⊆
∏
i
Xi}
p′i(z, u) = ui ( for i < n)
r′(z, u) = z
and let t : B → B′ be the evident truncation map. We then have a cartesian square as follows:
B
pn
//
t

r
!!
❇❇
❇❇
❇❇
❇❇
Xn
fn

B′
r′
// Z
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Using Frobenius reciprocity twice, and the fact that pi = p
′
it for i < n, and the cartesian property of the
square, we obtain
Tr (
∏
iRpi(mi)) = Tr′Tt
(
Rpn(mn) Rt
∏
i<n
Rp′
i
(mi)
)
= Tr′
(
TtRpn(mn)
∏
i<n
Rp′
i
(mi)
)
= Tr′
(
Rr′Tfn(mn)
∏
i<n
Rp′
i
(mi)
)
= Tfn(mn) Tr′
(∏
i<n
Rp′i(mi)
)
.
By an evident inductive extension of this, we get
Tr
(∏
i
Rpi(mi)
)
=
∏
i
Tfi(mi)
or in other words TrNπRp(m) = NgTf(m) as claimed. 
Lemma 12.10. Let S be a Green functor. Then the underlying Mackey functor has a canonical structure
as a Green semiring.
Proof. We first claim that each set S(X) has a canonical structure as a semiring. Moreover, for every
map f : X → Y :
(a) The map Rf : S(Y ) → S(X) is a semiring homomorphism (which we use to regard S(X) as an
S(Y )-module).
(b) The map Tf : S(X) → S(Y ) is a homomorphism of S(Y )-modules (and in particular, respects
addition).
(c) If f is green then the map Nf : S(X)→ S(Y ) sends 1 to 1 and respects multiplication.
This is proved in the same way as Proposition 6.11; we just need to observe that the bispans used to define
the semiring structure are all green.
In view of Proposition 12.2, this gives the required Green semiring structure. 
Proposition 12.11. The categories GreenG and Green
′
G are equivalent.
Proof. If S is a Green semiring, we write Φ(S) for the same Mackey functor equipped with norm maps
Nf as given by Lemma 12.7. Using Lemma 12.9 we see that this gives a functor Φ: Green
′
G → GreenG.
Similarly, Lemma 12.10 defines a functor Ψ: GreenG → Green
′
G. It is easy to see that these are inverse to
each other. 
13. Additive completion
Given a commutative semigroup A, there is a universal example of a commutative group A+ equipped
with a homomorphism A → A+; we call this the additive completion of A. In this section we explain and
extend Tambara’s proof [22, Theorem 6.1] of the following result:
Theorem 13.1. If M is a Mackey functor then there is another Mackey functor M+ with M+(X) =
M(X)+ for all X. If S is a Tambara functor then there is another Tambara functor S+ with S+(X) = S(X)+
for all X.
The Mackey functor case is straightforward, because Mackey functors can be regarded as additive func-
tors from AG to Semigroups, and additive completion gives an additive functor Semigroups→ Ab. The real
problem is to handle the nonlinearity of the norm operations for a Tambara functor. The rest of this section
will constitute the proof.
We will use the following construction for A+:
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Definition 13.2. Let A be a semigroup. We put
Â = A2 = {(a+, a−) | a+, a− ∈ A},
and regard this as a semigroup using the obvious coordinatewise addition. We then put
EA = {((a+, a−), (b+, b−)) ∈ Â× Â | a+ + b− + x = a− + b+ + x for some x ∈ A}
and check that this is a congruence on Â. It follows that the quotient set Â/EA inherits a semigroup
structure; we write A+ for this semigroup.
Proposition 13.3. Let S be a semiring. Then the rule
(a+, a−).(b+, b−) = (a+b+ + a−b−, a+b− + a−b+)
makes Ŝ into a semiring (with identity element (1, 0)). Moreover, ES is a subsemiring of Ŝ × Ŝ.
Proof. The semiring axioms for Ŝ are straightforward and are left to the reader. (Essentially, we have
defined Ŝ to be the group semiring S[C2].) It is also clear that ES contains the additive and multiplicative
identity elements and is closed under addition. The real issue is to prove that ES is closed under multipli-
cation. Consider elements si = ((ai+, ai−), (bi+, bi−)) ∈ ES for i = 0, 1. This means that there are elements
xi ∈ S such that Pi = Qi, where
Pi = ai+ + bi− + xi
Qi = ai− + bi+ + xi.
We now have s0s1 = ((a+, a−), (b+, b−)), where
a+ = a0+a1+ + a0−a1− a− = a0+a1− + a0−a1+
b+ = b0+b1+ + b0−b1− b− = b0+b1− + b0−b1+.
Put
x = a1+x0 + a0+x1 + x0b1− + x1b0− + 2x0x1 + a1+b0− + a0+b1− + b0−b1−
u0 = a0−a1− + x0x1 + b0+b1− + b1+b0−
u1 = b0+b1− + b1+b0− + b0+b1+ + b0+x1 + b1+x0 + 2x0x1
u2 = b0+b1− + b1+b0− + b0+b1+ + a0+a1− + a1+a0− + a0−b1− + a1−b0−
u3 = b0+b1+ + a0+a1− + a1+a0− + a0+x1 + a1+x0 + 2x0x1.
By direct expansion one can check that
a+ + b− + x = P0P1 + u0
Q0Q1 + u0 = a0−Q1 + a1−Q0 + u1
a0−P1 + a1−P0 + u1 = x0Q1 + x1Q0 + u2
x0P1 + x1P0 + u2 = b0−Q1 + b1−Q0 + u3
b0−P1 + b1−P0 + u3 = a− + b+ + x.
We are also given that Pi = Qi, so it follows that a+ + b− + x = a− + b+ + x, which proves that s0s1 ∈ ES
as required. 
Corollary 13.4. The set S+ = Ŝ/ES has a unique semiring structure for which the quotient map
Ŝ → S+ is a semiring homomorphism.
Proof. This follows formally from the fact that ES is both an equivalence relation and a subsemiring
in Ŝ × Ŝ. 
Proposition 13.5. If S is a Green functor, then Ŝ and S+ also have canonical structures as Green
functors.
68
Proof. We will actually work with Green semiring structures, which are equivalent to Green functor
structures as explained in Section 12. It is clear that Proposition 13.3 gives the required semiring structures
on Ŝ(X) and S+(X) and that the maps Rf are semiring morphisms. The key issue is to check the Frobenius
reciprocity formula Tf (a)b = Tf (aRf (b)) for f : X → Y and a ∈ Ŝ(X) and b ∈ Ŝ(Y ). Here we have
a = (a+, a−) for some a+, a− ∈ S(X) and similarly b = (b+.b−) for some b+, b− ∈ S(Y ). We thus have
Tf(a) b = (Tf (a+), Tf (a−)) . (b+, b−)
= (Tf (a+)b+ + Tf(a−)b− , Tf (a+)b− + Tf(a−)b+)
= (Tf (a+Rf (b+) + a−Rf (b−)) , Tf(a+Rf (b−) + a−Rf (b+)))
= Tf (a Rf (b))
as required. The quotient map Ŝ(X)→ S+(X) is a surjective semiring morphism that commutes with maps
of the form Rf and Tf . The reciprocity formula for S
+ therefore follows from the formula for Ŝ. 
We next want to define norm maps for S+ (assuming that S itself is a Tambara functor). A key problem
is to define Nf (−1) ∈ S+(Y ) for every f : X → Y . If |f−1{y}| = d for all y then it is easy to think that
Nf (−1) should be (−1)d, and if we assume this then it is not hard to determine how Nf should behave
in general. Unfortunately, this approach does not lead to well-defined operations satisfying the Tambara
axioms. To see this, consider the case where |G| = 2 and f is the unique map G → 1 (so d = 2). As in
Section 7 we need to have
0 = Nf(0) = Nf (1 + (−1)) = Nf (1) + Tf (−1) +Nf (−1) = 1− Tf(1) +Nf (−1),
so Nf(−1) = Tf (1)− 1 ∈ S+(1). If S is the Burnside semiring Tambara functor and t = Tf(1) ∈ S(1) then
S(1) = N{1, t} (with t2 = 2t) and S+(1) = Z{1, t} so the element Nf(−1) = t = 1 is definitely different from
(−1)d = 1. Because of this it is hard to give an explicit formula for norm maps on S+. Instead, Tambara
used an indirect approach which we now explain.
Consider a map f : X → Y of finite G-sets, and put
V (f) = {(y, C) | y ∈ Y, C ⊆ f−1{y}}
Vn(f) = {(y, C) ∈ V (f) | |C| = n}.
Given a Green functor S, we will define a “convolution product” (different from the standard product) on
S(V (f)). We start with the nonequivariant case for motivation.
Suppose we have a semiring S1 and we put S(X) = Map(X,S1) for all X . We can define the convolution
product on S(V (f)) by
(a1 ∨ a2)(y, C) =
∑
C=C1∐C2
a1(y, C1) a2(y, C2).
This is easily seen to make S(V (f)) into a commutative semiring, with identity element given by
e(y, C) =
{
1 if C = ∅
0 otherwise.
Moreover, S(V (f)) splits as the product of pieces S(Vn(f)) (which are zero for n sufficiently large) and
S(Vn(f))∨S(Vm(f)) ⊆ S(Vn+m(f)) so in fact we have a graded semiring. We can define χ : S(X)→ S(V (f))
by
χ(a)(y, C) =
∏
x∈C
a(x)
and it is easy to see that χ(0) = e and χ(a + b) = χ(a)χ(b). There is an inclusion j : Y → V (f) given by
j(y) = (y, f−1{y}) and we have
Rjχ(a)(y) = χ(a)(y, f
−1{y}) =
∏
f(x)=y
a(x) = (Nfa)(y).
This shows that χ determines Nf .
We now give the corresponding definitions for Green functors and Tambara functors.
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Definition 13.6. For n,m ≥ 0 we put
V m(f) = {(y, C1, . . . , Cm) | y ∈ Y, Ci ⊆ f
−1{y}, Ci ∩ Cj = ∅ for i 6= j}
V mn (f) = {(y, C1, . . . , Cm) ∈ V
m(f) |
∑
i
|Ci| = n}.
We define maps p1, p2, p12 : V
2(f)→ V (f) by
p1(y, C1, C2) = (y, C1)
p2(y, C1, C2) = (y, C2)
p12(y, C1, C2) = (y, C1 ∪ C2).
Now let S be a Green functor. For a1, a2 ∈ S(V (f)) we define
a1 ∨ a2 = Tp12(Rp1(a1)Rp2(a2)) ∈ S(V (f)).
We also write e = Tk(1), where k : Y → V (f) is given by k(y) = (y, ∅) (so k : Y ≃ V0(f)).
Proposition 13.7. The above product makes S(V (f)) into a commutative graded semiring.
Proof. We will prove associativity and leave the rest to the reader. Just by expanding the definitions,
we have
(a1 ∨ a2) ∨ a3 = Tp12(Rp1(a1 ∨ a2)Rp2(a3))
= Tp12(Rp1Tp12(Rp1 (a1)Rp2(a2)) Rp2(a3)).
Next, we define maps as follows:
qi : V
3 → V qi(y, C1, C2, C3) = (y, Ci)
q12 : V
3 → V q1,2(y, C1, C2, C3) = (y, C1 ∪ C2)
q123 : V
3 → V q123(y, C1, C2, C3) = (y, C1 ∪ C2 ∪ C3)
q1,2 : V
3 → V 2 q1,2(y, C1, C2, C3) = (y, C1, C2)
q12,3 : V
3 → V 2 q1,2(y, C1, C2, C3) = (y, C1 ∪ C2, C3).
These satisfy
p1q1,2 = q1 p2q1,2 = q2 p12q1,2 = q12
p1q12,3 = q12 p2q12,3 = q3 p12q12,3 = q123,
and one can check that the square
V 3
q12,3

q1,2
// V 2
p12

V 2 p1
// V
is cartesian. This means that Rp1Tp12 = Tq12,3Rq1,2 . Using this together with Frobenius reciprocity for q12,3
we get
(a1 ∨ a2) ∨ a3 = Tp12(Tq12,3Rq1,2(Rp1(a1)Rp2(a2)) Rp2(a3))
= Tp12q12,3 (Rq1,2Rp1(a1) Rq1,2Rp2(a2) Rq12,3Rp2(a3))
= Tq123(Rq1(a1) Rq2(a2) Rq3(a3)).
A similar argument gives the same description for a1 ∨ (a2 ∨ a3). Note that we have only used ordinary
products and not norms, so we only need a Green functor, not a Tambara functor. 
Definition 13.8. We put
U(f) = {(x,C) | x ∈ X, x ∈ C ⊆ f−1{f(x)}},
and we define maps X
r
←− U(f)
t
−→ V (f) by r(x,C) = x and t(x,C) = (f(x), C). We also define j : Y → V (f)
by j(y) = (y, f−1{y}). For any Tambara functor S, we then define χ = NtRr : S(X)→ S(V (f)).
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Proposition 13.9. The map χ satisfies χ(0) = e and χ(a1 + a2) = χ(a1) ∨ χ(a2).
Proof. First, we have χ(0) = Nt(0). We observe that img(t)
c = V0(f), and using Lemma 6.8 it follows
that χ(0) = e.
Now suppose we have elements a1, a2 ∈ S(X) and we put bi = Rr(ai) and ci = Nt(bi) = χ(ai). We
must show that χ(a1 + a2) = c1 ∨ c2. The elements bi combine to give an element b ∈ S(U(f) × {1, 2})
and the projection s : U(f) × {1, 2} → U(f) has Ts(b) = b1 + b2. We therefore need to understand the
distributor ∆(s, t). For any point (y, C) ∈ V (f) we have t−1{(y, C)} ≃ C. Moreover, to give a map
m : t−1{(y, C)} → U(f) × {1, 2} with sm = 1 is the same as to give an arbitrary map C → {1, 2}, or
equivalently a splitting of C as a disjoint union of subsets C1 and C2. Using this we can identify ∆(s, t) with
the diagram
U(f)× {1, 2}
u
←− U2(f)
t2−→ V 2(f)
p12
−−→ V (f)
where
U2(f) = {(x,C1, C2) | x ∈ C1 ∐ C2 ⊆ f
−1{f(x)}}
u(x,C1, C2) =
{
(x,C1 ∪ C2, 1) if x ∈ C1
(x,C1 ∪ C2, 2) if x ∈ C2.
t2(x,C1, C2) = (f(x), C1, C2).
We conclude that
χ(a1 + a2) = NtTs(b) = Tp12Nt2Ru(b) = Tp12Nt2R(r×1)◦u(a).
On the other hand, we have
χ(a1) ∨ χ(a2) = Tp12(Rp1(χ(a1))Rp2(χ(a2))).
Here Rp1(χ(a1)) = Rp1NtRr(a1). We have a commutative diagram
U(f)
r

U2,1(f)
u1oo
v1

t2,1
// V 2(f)
p1

X U(f)
r
oo
t
// V (f),
where
U2,1(f) = {(x,C1, C2) ∈ U
2 | x ∈ C1}
v1(x,C1, C2) = (x,C1)
t2,1 = t2|U2,1(f)
u1 = u|U2,1(f).
The right hand square is cartesian, giving
Rp1(χ(a1)) = Rp1NtRr(a1) = Nt2,1Rv1Rr(a1) = Nt2,1Rru1(a2).
After obtaining a similar expression for Rp2(χ(a2) and noting that U
2(f) = U2,1(f) ∐ U2,2(f) we find that
Rp1(χ(a1))Rp2 (χ(a2)) = Nt2R(r×1)◦u(a) so χ(a1) ∨ χ(a2) = χ(a1 + a2) as claimed. 
Proposition 13.10. The map χ also satisfies Rjχ(a) = Nf (a).
Proof. We have a commutative diagram
X
f
//
i

1
}}③③
③③
③③
③③
③
Y
j

X U(f)r
oo
t
// V (f)
where i(x) = (x, f−1{f(x)}). One can check that the square is cartesian, so Rjχ = RjNtRr = NfRiRr =
Nf . 
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Definition 13.11. As before we define k : Y → V (f) by k(y) = (y, ∅), and we put
GS(V (f)) = {a ∈ S(V (f)) | Rk(a) = 1}.
Proposition 13.12. For any Green functor S, the map Rk : S(V (f)) → S(Y ) satisfies Rk(e) = 1 and
Rk(b1 ∨ b2) = Rk(b1)Rk(b2). If S is a Tambara functor then we also have Rk(χ(a)) = 1.
Proof. Define k2 : Y → V 2(f) by k2(y) = (y, ∅, ∅). We then have commutative diagrams as follows, in
which the squares are cartesian:
Y
1 //
1

Y
k

Y
k
// V (f)
Y
k
zz✈✈
✈✈
✈✈
✈✈
✈
k2

1 // Y
k

V (f) V 2(f)pi
oo
p12
// V (f)
∅
}}④④
④④
④④
④④
④

// Y
k

X U(f)
r
oo
t
// V (f)
The first diagram gives Rk(e) = RkTk(1) = 1. The second diagram gives
Rk(b1 ∨ b2) = RkTp12(Rp1(b1)Rp2(b2)) = Rk2 (Rp1(b1)Rp2(b2)) = Rk(b1)Rk(b2).
The third diagram gives
Rkχ(a) = RkNtRr(a) = N∅→YR∅→X(a) = N∅→Y (1) = 1.

Proposition 13.13. The set GS(V (f)) is a submonoid of S(V (f)) (under the convolution product). If
S is additively complete, then GS(V (f)) is an abelian group under convolution.
Proof. From the facts that Rk(e) = 1 and Rk(b1 ∨ b2) = Rk(b1)Rk(b2) it is clear that GS(V (f)) is a
sumonoid. Now suppose that S is additively complete and a ∈ GS(V (f)). Put N = max{|f−1{y}| | y ∈ Y },
so the standard grading on S(V (f)) is zero in degrees larger than N . We can thus write a =
∑N
i=0 ai with
ai in degree i. As Rk(a) = 1 and k gives a bijection Y → V0(f) we see that a0 = e. Put b =
∑N
i=1 ai so
a = e+ b. Using the grading we see that bN+1 = 0, so the element c =
∑n
i=0(−b)
i gives an inverse for a. 
Definition 13.14. Let S be a Tambara functor, and let η : S → S+ be the evident morphism of Green
functors. As ηχ : S(X) → GS+(V (f)) is a homomorphism from a semigroup to a group, the universal
property of S+(X) gives us a homomorphism S+(X)→ GS+(V (f)) making the left square below commute.
S(X)
η

χ
// GS(V (f))
η

inc // S(V (f))
η

Rj
// S(Y )
η

S+(X)
χ+
// GS+(V (f))
inc
// S+(V (f))
Rj
// S+(Y )
The other two squares commute automatically. We also recall that the top composite S(X)→ S(Y ) is Nf ,
and we define Nf : S
+(X)→ S+(Y ) to be the bottom composite.
In order to establish the properties of these norm maps, we need to recall the theory of polynomial maps
between abelian groups [7,8].
Definition 13.15. Let A and B be abelian groups. We will write M for the set of all functions (not
necessarily homomorphisms) from A to B.
(a) We define ǫ : M → B by ǫ(f) = f(0).
(b) For a ∈ A we define δ[a] : M → M by (δ[a]f)(x) = f(a + x) − f(x). It is easy to see that
δ[a]δ[a′] = δ[a′]δ[a] for all a, a′ ∈ A.
(c) Given finite sets J ⊆ I and a map a : I → A we also write δ[J, a] =
∏
j∈J δ[a(j)] : M →M .
(d) We say that f ∈M is polynomial of degee at most n if δ[I, a]f = 0 whenever |I| > n. We say that
f ∈M is polynomial if this condition is satisfied for some n.
Remark 13.16. It is easy to see that f is polynomial of degree at most 0 iff it is constant, and polynomial
of degree at most 1 iff it is a constant plus a homomorphism.
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Remark 13.17. If we put σ(J, a) =
∑
j∈J a(j) we find that
(δ[I, a]f)(x) =
∑
J⊆I
(−1)|I\J|f(σ(J, a) + x).
Remark 13.18. If a(i) = 0 for some i ∈ I, it is clear that δ[I, a]f = 0 for all f .
Lemma 13.19. For any f ∈M and a : I → A we have
f(a+ σ(I, a)) =
∑
J⊆I
(δ[J, a]f)(x).
Proof. By definition we have∑
J⊆I
(δ[J, a]f)(x) =
∑
K⊆J⊆I
(−1)|J\K|f(σ(K, a) + x)
=
∑
K⊆I
f(σ(K, a) + x) ∑
K⊆J⊆I
(−1)|J\K|
 .
It is straightforward to check that the inner sum is 1 when K = I and 0 otherwise, and the claim follows. 
Proposition 13.20. Suppose we have maps A
f
−→ B
g
−→ C where f is polynomial of degree at most n,
and g is polynomial of degree at most m. Then gf is polynomial of degree at most nm.
Proof. Consider a map a : I → A, and an element x ∈ A. Let PI be the set of subsets of I, and for
J ∈ PI put
b(J) = (δ[J, a]f)(x).
Now
(δ[I, a]gf)(x) =
∑
J⊆I
(−1)|I\J|g(f(σ(J, a) + x)),
but Lemma 13.19 gives
f(σ(J, a) + x) =
∑
K⊆J
(δ[K, a]f)(x) =
∑
K∈PJ
b(K).
This in turn gives
g(f(σ(J, a) + x) = g(σ(PJ, b) + 0) =
∑
T⊆PJ
(δ[T, b]g)(0),
so
(δ[I, a]gf)(x) =
∑
J⊆I
(−1)|I\J|
∑
T⊆PJ
(δ[T, b]g)(0) =
∑
T⊆PI
(δ[T, b]g)(0)
∑
⋃
T⊆J⊆I
(−1)|I\J|.
Here it is easy to see that the inner sum is 1 if
⋃
T = I, and 0 otherwise. We conclude that
(δ[I, a]gf)(x) =
∑
T⊆PI,
⋃
T=I
(δ[T, b]g)(0).
For the term (δ[T, b]g)(0) to be nonzero we must have |T | ≤ m. Moreover, by Remark 13.18 we must also
have b(K) 6= 0 for all K ∈ T , which forces |K| ≤ n. Together these imply that |
⋃
T | ≤ nm, but
⋃
T = I so
|I| ≤ nm. It follows that gf is polynomial of degree at most nm, as claimed. 
Proposition 13.21. Let f, g : A→ B be polynomial maps. Let A0 be a subsemigroup of A that generates
A as a group, and suppose that f |A0 = g|A0 . Then f = g.
Proof. The difference h = f − g has h(A0) = 0, and it is clearly polynomial of some degree d say. If
d = 0 then h is constant but h(A0) = 0 so h = 0. Now suppose that d > 0. Any element a ∈ A can be
written as a+ − a− with a+, a− ∈ A0. Put k = δ[a−]h, and note that this is polynomial of degree at most
d − 1. For x ∈ A0 we have a− + x ∈ A0 and k(x) = h(a− + x) − h(x) = 0 − 0 = 0. By induction it follows
that k = 0, so h(x) = h(a− + x) for all x. Now take x = a to get h(a) = h(a+) ∈ h(A0) = 0. We conclude
that h = 0 as required. 
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Lemma 13.22. Let f : X → Y be a map of finite G-sets, and let d be the maximum of the numbers
|f−1{y}| for y ∈ Y . Then the map Nf : S+(X)→ S+(Y ) is polynomial of degree at most d.
Proof. We have Nf = Rjχ
+, where Rj is a homomorphism and so is polynomial of degree at most
one. In view of Proposition 13.20, it will suffice to prove that χ+ is polynomial of degree at most d. For
this proof we will just write uv for the convolution product u ∨ v. We also note that when k > d we have
Vk(f) = ∅ and so S+(V (f))k = 0. It follows that the ideal K =
∑
k>0 S
+(V (f))k satisfies K
d+1 = 0. We
have seen that the image of χ+ is contained in GS+(V (f)) so we can write χ+(a) = 1+χ0(a) for some map
χ0 : S(X)→ K. We can rearrange the relation χ+(a+x) = χ+(a)χ+(x) to get δ[a]χ+ = χ0(a)χ+. It follows
inductively that for any map a : I → S+(X) we have
δ[I, a]χ+ =
(∏
i∈I
χ0(a(i))
)
χ+.
Using Kd+1 = 0 we deduce that δ[I, a]χ+ = 0 when |I| > d, as required. 
Proposition 13.23. The maps Nf : S
+(X) → S+(Y ) make S+ into a Tambara functor. Moreover, if
T is any additively complete Tambara functor and φ : S → T is a morphism of Tambara functors then there
is a unique morphism φ+ : S+ → T of Tambara functors with φ+η = φ.
Proof. Suppose we have maps X
f
−→ Y
g
−→ Z. We must show that Ngf = NgNf : S
+(X)→ S+(Z). By
construction, the following diagrams commute:
S(X)
Nf
//
η

S(Y )
Ng
//
η

S(Z)
η

S(X)
Ngf
//
η

S(Z)
η

S+(X)
Nf
// S+(Y )
Ng
// S+(Z) S+(X)
Ngf
// S+(Z).
We also know that Ngf = NgNf on S(X), and it follows that Ngf = NgNf on the image of η : S(X) →
S+(X). Moreover, both Ngf and NgNf are algebraic, so it follows from Proposition 13.21 that Ngf = NgNf
on S+(X). All the other Tambara functor axioms can be verified in the same way.
Now suppose we have an additively complete Tambara functor T and a morphism φ : S → T of Tambara
functors. It is clear that there is a unique morphism φ+ : S+ → T of Mackey functors with φ+η = φ, and we
just need to check that this is compatible with norm maps. In more detail, given f : X → Y we must show
that for any f : X → Y we have Nfφ
+ = φ+Nf : S
+(X)→ T (Y ). Here both Nfφ
+ and φ+Nf are algebraic,
so it will suffice to check that they agree on η(S(X)), but that is clear by naturality. 
14. Modules over Tambara functors
In this section we study two different possible definitions for modules over a Tambara functor.
Definition 14.1. Let S be a Tambara functor. As in the Section 12 we see that there are canonical
maps A
η
−→ S
µ
←− S ⊠ S making S into a Green ring. By a naive S-module we mean a Mackey functor M
equipped with a map ν : S ⊠M →M making the obvious diagram commute:
S ⊠ S ⊠M
µ⊠1
//
1⊠ν

S ⊠M
ν

M
η⊠1
oo
1
{{✈✈
✈✈
✈✈
✈✈
✈
S ⊠M
ν
// M
We write NModS for the category of naive S-modules.
Remark 14.2. In view of Proposition 3.14, to give a naive S-module structure on M is the same as to
make each M(X) into an S(X)-module in such a way that
(a) For all f : X → Y and b ∈ S(Y ) and n ∈M(Y ) we have Rf (bn) = Rf (b) Rf (n).
(b) For all f : X → Y and b ∈ S(Y ) and m ∈M(X) we have bTf(m) = Tf (Rf (b) m).
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In particular, if S is additively complete, then multiplication by −1 ∈ S(X) provides additive inverses in
M(X), so M(X) is also additively complete. Given this, one can check that NModS is an abelian category.
As the category NModS depends only on the underlying Green ring, it is natural to ask whether there
is a more refined category that somehow takes account of the norm maps. We can define such a category
following an idea of Waldhausen in the context of stable homotopy theory, which takes a foundational result
in the Andre´-Quillen homology theory for commutative rings and turns it into a definition. This will of
course mean that our definition is a good basis for an Andre´-Quillen homology theory for Tambara functors.
One can thus expect it to be useful when studying topological Andre´-Quillen homology for equivariant ring
spectra, which is important for a number of applications.
Definition 14.3. Let S be a Tambara functor. We write AugAlgS for the category of augmented S-
algebras, or in other words Tambara functors T equipped with morphisms S
η
−→ T
ǫ
−→ S such that ǫη = 1.
This category has finite products, given by
(T ×S T
′)(X) = {(a, a′) ∈ T (X)× T ′(X) | ǫ(a) = ǫ(a′) ∈ S(X)},
so it is meaningful to talk about semigroup objects in AugAlgS . (As always, our semigroups are assumed to
be commutative.) We call these S-modules, and we write ModS for the category of such objects.
Remark 14.4. In any category C with finite products, one can check that the category Semigroups(C)
of semigroup objects in C is semiadditive, with finite products (and therefore finite coproducts) given by
products in the underlying category C. Thus, ModS is always a semiadditive category.
Definition 14.5. For T ∈ModS , we put
(ΛT )(X) = {a ∈ T (X) | ǫ(a) = 0 ∈ S(X)}.
It is clear this is a sub-Mackey functor of T and that the product map T ⊠T → T restricts to give a product
S ⊠ ΛT → ΛT making ΛT a naive S-module. We thus have a functor Λ: ModS → NModS .
Proposition 14.6. Let S be an additively complete Tambara functor.
(a) Any T ∈ModS has a natural splitting T = S ⊕ ΛT as Mackey functors.
(b) With respect to the splitting in (a), the semigroup structure map σ : T (X)×S(X) T (X)→ T (X) is
given by σ(a, u, v) = (a, u+ v).
(c) The map χ(a, u) = (a,−u) is a morphism of augmented S-algebras, so T is actually a group object
(not just a semigroup object) in AugAlgS.
(d) For any morphism φ : T → T ′ in ModS , the Mackey functors S ⊕ ker(Λφ), S ⊕ img(Λφ) and
S ⊕ cok(Λφ) have unique structures as S-modules such that the evident Mackey morphisms
S ⊕ ker(Λφ)→ T → S ⊕ img(Λφ)→ T ′ → S ⊕ cok(Λφ)
are S-module morphisms.
(e) ModS is an abelian category.
Proof. (a) Any a ∈ T (X) can be written as η(ǫ(a)) + (a − η(ǫ(a))) with a − η(ǫ(a)) ∈ ΛT (X).
The claim is clear from this.
(b) Because σ is supposed to give a semigroup structure, there must be a morphism ζ : S → T in
AugAlgS (to provide the zero) such that the diagram
T
(ζ,1)
//
1
##●
●●
●●
●●
●●
● T ×S T
σ

T
(1,ζ)
oo
1
{{✇✇
✇✇
✇✇
✇✇
✇✇
T
commutes. Now η is the only morphism from S to T in AugAlgS , so we must have ζ = η. Given this,
and using the splitting from (a), commutativity of the diagram means that σ(a, 0, v) = (a, v) and
σ(a, u, 0) = (a, u). In particular, we have σ(a, 0, 0) = (a, 0) and σ(0, u, 0) = (0, u) and σ(0, 0, v) =
(0, v). Moreover, σ arises from a morphism T×ST → T of Mackey functors, so it preserves addition.
Claim (b) clearly follows.
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(c) We are given that σ is a Tambara morphism, and it follows that we can define a Tambara morphism
θ : T ×S T → T ×S T by θ(s, t) = (σ(s, t), t). Now (b) tells us that θ(a, u, v) = (a, u + v, v), so the
component
θX : (T ×S T )(X)→ (T ×S T )(X)
is bijective for all X , with inverse (a, u, v) 7→ (a, u− v, v). It is standard that if all components of a
natural transformation are isomorphisms, then their inverses form a natural transformation inverse
to the original one. Thus θ is invertible, with θ−1(a, u, v) = (a, u− v, v). The map χ is θ−1 ◦ (η, 1),
so it is a morphism of Tambara functors. It is clearly also compatible with augmentation and
satisfies σ ◦ (1, χ) = ηǫ, so it provides inverses for the semigroup structure on T .
(d) It is clear that S⊕ img(Λφ) is the image of the Tambara morphism φ and so has a unique Tambara
structure compatible with the evident morphisms
T −→ S ⊕ img(Λφ) −→ T ′.
It is also clear that this is compatible with the augmentations. Moreover, we see from (b) that
this is also compatible with the relevant semigroup structures. Next, S⊕ ker(Λφ) can be expressed
as the equaliser of φ and the composite T
ǫ
−→ S
η′
−→ T ′, both of which are Tambara morphisms.
All claims about S ⊕ ker(Λφ) follow from this description. Next, we claim that the functor J =
img(Λφ) ≤ ΛT ′ ≤ T ′ is a Tambara ideal, as in Definition 10.9. Indeed, it is clear that J is a
sub-Mackey functor, and that J(X) is an ideal in T (X) for all X . Now suppose we have a map
f : X → Y of finite G-sets and an element b ∈ img(Λφ)(X), so b = φ(a) for some a ∈ T (X) with
ǫ(a) = 0. As φ is natural we have NT
′
f (b) = φ(N
T
f (a)) and N
T ′
f (0) = φ(N
T
f (0)), so
NT
′
f (b) = φ(N
T
f (a)−N
T
f (0)) +N
T ′
f (0).
Because ǫ(a) = 0 we also have
ǫ(NTf (a)−N
T
f (0)) = N
S
f (ǫ(a))−N
S
f (ǫ(0)) = 0,
so NTf (a)−N
T
f (0) ∈ Λ(T )(X), so N
T ′
f (b) ∈ J(Y )+N
T ′
f (0) as required. It follows that the quotient
T ′/ img(Λφ) = S ⊕ cok(Λφ) has a natural structure as a Tambara functor. Using (a) and (b) we
again see that everything is compatible with augmentations and semigroup structures.
(e) This is clear from (a) to (d).

Although the structure of genuine modules is more subtle than that of naive modules, it turns out that
every naive module can be given a canonical genuine module structure. However, not every genuine module
arises from this construction. We can state this more precisely as follows:
Proposition 14.7. There is a functor Π: NModS → ModS and a natural isomorphism ΛΠ(M) ≃ M
in NModS. There is also a natural morphism φ : ΠΛ(T )→ T of Mackey functors for all T ∈ ModS, which
is an isomorphism if S is additively complete. However, φ need not be a morphism of Tambara functors.
The rest of this section will constitute the proof.
We first explain how the theorem generalises a straightforward and well-known fact. Let S be a com-
mutative semiring, and let M be an S-module. We can then define a semiring structure on the group
ΠM = S ⊕M by (s,m).(s′,m′) = (ss′, sm′ + s′m). We have ring homomorphisms S
η
−→ ΠM
ǫ
−→ S given
by η(s) = (s, 0) and ǫ(s,m) = s, so ΠM is an augmented S-algebra. The copy of M inside ΠM is an ideal
satisfying M2 = 0. The categorical product of augmented S-algebras has the property that
(S ⊕ I)×S (S ⊕ J) = S ⊕ I ⊕ J.
Using this, we find that the map (s,m,m′) 7→ (s,m + m′) can be regarded as an augmented algebra
homomorphism ΠM ×S ΠM → ΠM , making ΠM a commutative semigroup object in AugAlgS . We thus
have a functor Π: NModS → ModS , and it is clear that ΛΠM =M . In the opposite direction, suppose we
have an object T ∈ ModS . We can then define φ : ΠΛT = S × ΛT → T by φ(s,m) = s +m. This clearly
preserves addition. Moreover, T is assumed to be a semigroup object, with addition given by a semiring
homomorphism σ : T ×S T → T say. Given m0,m1 ∈ ΛT we have elements n0 = (m0, 0) and n1 = (0,m1)
76
in T ×S T with n0n1 = 0. It is formal that σ(ni) = mi and σ preserves products so m0m1 = 0. Using this
we see that φ also preserves multiplication. If S (and therefore T ) is additively complete, we have an inverse
given by φ−1(t) = (ǫ(t), t− ǫ(t)).
To see what can go wrong when S is not additively complete, consider the sets
T = N[x]/x2 = {n+mx | n,m ∈ N}
T ′ = {n+mx ∈ T | n = m = 0 or n > 0}
T ′′ = T/((n+mx) ∼ n whenever n > 0).
We can regard T as an N-algebra with augmentation ǫ(n +mx) = n. In fact, it is a semigroup object in
AugAlgN with addition map σ : T ×N T → T given by σ(n +mx, n + kx) = n + (m + k)x. One can check
that T ′ is a subobject of T and T ′′ is a quotient object. We have ΛT ′ = 0 so the map ΠΛT ′ → T ′ is not
surjective. On the other hand, we have ΛT ′′ = Nx and ΠΛT ′′ = T so the map ΠΛT ′′ → T ′′ is not injective.
We now start to define a functor Π in the Tambara context.
Definition 14.8. Fix a Tambara functor S. For any naive S-module M we put ΠM = S ⊕M , which
is a Mackey functor in an obvious way. We define maps S
η
−→ ΠM
ǫ
−→ S by η(a) = (a, 0) and ǫ(a,m) = a.
We also define σ : ΠM ×S ΠM → ΠM by σ(a,m,m′) = (a,m+m′).
Now consider a map f : X → Y of finite G-sets. We put
F (f) = {(x, x′) ∈ X2 | x 6= x′, f(x) = f(x′)},
and we let π, π′ : F (f)→ X be the obvious projections. We then define Nf : (ΠM)(X)→ (ΠM)(Y ) by
Nf(a,m) = (Nf (a), Tf((NπRπ′(a)).m))
To see that this definition is reasonable, consider the case where G is the trivial group, so we have
a semiring S1 and an S1-module M1 such that S(X) = Map(X,S1) and M(X) = Map(X,M1) for all
X . From these data we can construct the augmented S1-algebra ΠM1 and then the Tambara functor
T (X) = Map(X,ΠM1). Alternatively, we can define a Mackey functor ΠM and construct norm maps as in
Definition 14.8. There is an obvious way to identify T with ΠM as Mackey functors, and Definition 14.8
is designed to ensure that this identification is compatible with norm maps. To see this, consider a map
f : X → Y and maps a : X → S1 andm : X →M1, and put (b, n) = NTf (s,m) ∈ T (Y ). It will be notationally
convenient to think of S1 and M1 as subsets of ΠM1 so (a,m) can be written as a +m. By definition we
have
b(y) + n(y) =
∏
f(x)=y
(a(x) +m(x)).
Recall that the product in ΠM1 of any two elements of M1 is zero. Thus, in expanding out the above
product, we need only consider the monomial
∏
f(x)=y a(x) (which is N
S
f (a)(y)) and the monomials that
involve a single factor m(x). This observation gives
n(y) =
∑
f(x)=y
m(x)
∏
f(x′)=y, x′ 6=x
a(x′)
=
∑
f(x)=y
m(x)
∏
x′ | (x,x′)∈F (f)
(Rπ′a)(x, x
′) = (Tf (m NπRπ′(a)))(y)
as required.
Proposition 14.9. The above definition makes ΠM into an object of ModS.
The proof will be divided into several lemmas.
Lemma 14.10. For any maps X
f
−→ Y
g
−→ Z we have Ngf = NgNf : (ΠM)(X)→ (ΠM)(Y ).
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Proof. For any map u : A → B we will write πu and π′u for the two projections F (u) → A that were
previously called π and π′. We also note that F (f) ⊆ F (gf) ⊆ X2, and we introduce the sets
P = {(y, x′) ∈ Y ×X | y 6= f(x′), g(y) = gf(x′)}
Q = {(x, y′) ∈ X × Y | f(x) 6= y′, gf(x) = g(y′)}
F ∗(gf) = F (gf) \ F (f)
= {(x, x′) ∈ X ×X | f(x) 6= f(x′), gf(x) = gf(x′)}.
We let θ and θ′ denote the two projections F ∗(gf)→ X , so we have a commutative diagram
F ∗(gf)
1×f
//
f×1

θ
**
θ′

Q //
f×1

X
f

P
1×f
//

F (g) πg
//
π′g

Y
X
f
// Y
in which the three squares are cartesian.
Consider an element (a,m) ∈ (ΠM)(X). Put
u = NπfRπ′f (a) ∈ S(X)
v = NπgRπ′gNf (a) ∈ S(Y ),
so
Nf (a,m) = (Nf (a), Tf (mu))
NgNf (a,m) = (Ngf (a), Tg(Tf (mu) v)) .
Recall that Tf (mu)v = Tf(muRf (v)). Here Rf (v) = RfNπgRπ′gNf (a), and using the cartesian properties of
our diagram we see that this is the same as NθRθ′(a). We now have
uRf (v) = NπfRπ′f (a) NθRθ′(a).
Using the splitting F (gf) = F (f) ∐ F ∗(gf) we see that this is the same as NπgfRπ′gf (a). Putting this
together, we obtain
NgNf(a,m) =
(
Ngf (a), Tgf (m NπgfRπ′gf (a))
)
,
which is by definition Ngf (a,m). 
Lemma 14.11. For any cartesian square
W
f
//
g

X
h

Y
k
// Z
we have RkNh = NgRf : (ΠM)(Y )→ (ΠM)(X).
Proof. By definition we have
RkNh(a,m) = (RkNh(a), RkTh(mNπhRπ′h(a)))
= (NgRf (a), TgRf (mNπhRπ′h(a)))
= (NgRf (a), Tg(Rf (m)RfNπhRπ′h(a)))
NgRf (a,m) = (NgRf (a), Tg(Rf (m)NπgRπ′gRf (a))).
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It will therefore suffice to prove that
RfNπhRπ′h(a) = NπgRπ′gRf (a).
Next, consider a point (w,w′) ∈ F (g), so w 6= w′ but g(w) = g(w′). Using the cartesian property of the
given square, we see that f(w) 6= f(w′) but hf(w) = hf(w′), so (f(w), f(w′)) ∈ F (h). We can thus define
f2 : F (g)→ F (h) by f2(w,w′) = (f(w), f(w′)), and this gives a commutative diagram as follows:
W
f

F (g)
π′g
oo
πg
//
f2

W
f

X F (h)
π′h
oo
πh
// X
It is straightforward to check that the squares are in fact cartesian. Using the cartesian property of the right
square and the commutativity of the left square we get
RfNπhRπ′h = NπgRf2Rπ′h = NπgRπ′gRf
as required. 
Lemma 14.12. Suppose we have maps X
f
−→ Y
g
−→ Z with distributor
∆(f, g) = (X
p
←− A
q
−→ B
r
−→ Z).
Then NgTf = TrNqRp : (ΠM)(X)→ (ΠM)(Z).
Proof. Consider a point (a,m) ∈ (ΠM)(X) and put b = NgTf (a) = TrNqRp(a) ∈ S(Z). We have
NgTf (a,m) = (b, n) and TrNqRp(a,m) = (b, n
′) for certain elements n, n′ ∈M(Z) and we need to show that
n = n′. Note that
TrNqRp(a,m) = TrNq(Rp(a), Rp(m)) = Tr(NqRp(a), Tq(Rp(m)NπqRπ′qRp(a)))
= (b, Trq(Rp(m)NπqRpπ′q (a))),
so n′ = Trq(Rp(m)NπqRpπ′q (a)). On the other hand, one can see from the definitions that rq = gfp : A→ Z.
Using this together with Frobenius reciprocity for p we get
n′ = TgfTp(Rp(m)NπqRpπ′q (a)) = Tgf (mTpNπqRpπ′q (a)).
We write c′ = TpNπqRpπ′q (a) ∈ S(X) so that n
′ = Tgf (mc
′).
Next, using the definitions and Frobenius reciprocity for f we have
NgTf (a,m) = Ng(Tf (a), Tf (m)) = (b, Tg(Tf (m)NπgRπ′gTf(a)))
= (b, Tgf (mRfNπgRπ′gTf(a))).
Thus, if we put c = RfNπgRπ′gTf(a) ∈ S(X) we have n = Tgf (mc). It will thus suffice to prove that c = c
′.
We now define a cartesian square
P
ψ

φ
// X
f

F (g)
π′g
// Y
by
P = {(y, x′) ∈ Y ×X | y 6= f(x′), g(y) = gf(x′)}
φ(y, x′) = x′
ψ(y, x′) = (y, f(x′)).
This gives Rπ′gTf = TψRφ so c = RfNπgTψRφ(a).
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We next want to construct the distributor ∆(ψ, πg). To describe this, we put Gy = g
−1{g(y)} \ {y}.
The distributor involves the fibres π−1g {y} ⊆ F (g), but π
′
g gives a natural bijection π
−1
g {y} → Gy and it will
be convenient to use Gy instead. We can now identify ∆(ψ, πg) with the diagram
P
p∗
←− A∗
q∗
−→ B∗
r∗
−→ Y,
where
B∗ = {(y, s) | y ∈ Y, s : Gy → X, fs = 1}
A∗ = {(y, y′, s) | y ∈ Y, s : Gy → X, fs = 1, y
′ ∈ Gy}
p∗(y, y′, s) = (y, s(y′))
q∗(y, y′, s) = (y, s)
r∗(y, s) = y.
This gives
c = RfTr∗Nq∗Rφp∗(a).
We now construct another diagram
F (q)
pπ′q
}}④④
④④
④④
④④
σ

πq
// A
ρ

p
// X
f

X A∗
φp∗
oo
q∗
// B∗
r∗
// Y
Recall that
A = {(y, t) | y ∈ Y, t : g−1{g(y)} → X, ft = 1}
and p(y, t) = t(y). We define ρ(y, t) = (y, t|Gy ); this gives a map ρ : A → B
∗ making the right square
commute. Next, recall that
B = {(z, t) | z ∈ Z, t : g−1{z} → X, ft = 1}
and q(y, t) = (g(y), t). Using this we get
F (q) = {(y, y′, t) | (y, y′) ∈ F (g), t : g−1{g(y)} = g−1{g(y′)} → X, ft = 1},
so we can define σ : F (q)→ A∗ by σ(y, y′, t) = (y, y′, t|Gy ). This makes the middle square and the left hand
triangle commute. One can check that the two squares are cartesian, and it follows that
RfTr∗Nq∗Rφp∗ = TpRρNq∗Rφp∗ = TpNπqRσRφp∗ = TpNπqRpπ′q .
This implies that c = c′, as required. 
Proof of Proposition 14.9. We first show that ΠS is a Tambara functor. It will suffice to check the
conditions in Proposition 6.9. The nonobvious part of condition (a) is covered by Lemma 14.10. Condition (b)
is Lemma 14.12, and the nonobvious part of (c) is Lemma 14.11.
Next, it is clear by inspection that the maps S
η
−→ ΠM
ǫ
−→ S and ΠM ×S ΠM
σ
−→ ΠM preserve norm
maps as well as being Mackey morphisms, so they make ΠM into a semigroup object in AugAlgS , or in
other words, an object of ModS . 
Proof of Proposition 14.7. We now have a functor Π: NModS → ModS , and it is clear that ΛΠ =
1. We can define φ : ΠΛT → T by φ(a,m) = a + m, and it is clear that this is a morphism of Mackey
functors. In fact, the same argument that we used in the semiring case shows that φ preserves multiplication,
so it is a morphism of Green functors. In the additively complete case we again have an inverse map
φ−1(t) = (ǫ(t), t−ǫ(t)). Example 14.13 will exhibit a case where φ does not preserve more general norms. 
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Example 14.13. We will work in the category TP of Tambara pairs as described in Section 7. We
proved there that TP is equivalent to the category of Tambara functors for the group of order 2.
Let S and T be the Tambara pairs described in Example 7.8. Put T2 = T ×S T , which consists of the
semirings
A2 = A×Z A = Z{1, α0, α1}
B2 = B ×Z B = Z{1, β0, β1} ⊕ (Z/2){γ0, γ1}.
We define σ : S2 → S by
σ(i + j0α0 + j1α1) = i+ (j0 + j1)α
σ(i + j0β0 + j1β1 + k0γ0 + k1γ1) = i+ (j0 + j1)β + (k0 + k1)γ.
One can check that this is a morphism of Tambara pairs. For example, we will show that σ commutes with
the norm map. Note that T2 is defined as a sub-Tambara-pair of T × T , which gives the rule
norm(i + j0α0 + j1α1) = i
2 + ij0β0 + ij1β1 + j
2
0γ0 + j
2
1γ1,
so
σ(norm(i+ j0α0 + j1α1)) = i
2 + (ij0 + ij1)β + (j
2
0 + j
2
1)γ.
On the other hand, we have
norm(σ(i + j0α0 + j1α1)) = norm(i+ (j0 + j1)α) = i
2 + (ij0 + ij1)β + (j
2
0 + j
2
1 + 2j0j1)γ.
These are the same because 2γ = 0. It is clear that σ is commutative, associative and unital, so we have
given T the structure of a commutative group object in AugAlgS , so T ∈ ModS . We can use φ to identify
ΠΛT with T as Mackey pairs. However, we claim that this does not respect norm maps. Indeed, in T we
have norm(α) = γ by definition. Let ǫ be the map G → 1, so the value of norm(α) in ΠΛT is found by
calculating Nǫ(0, α) as in Definition 14.8. This gives
Nǫ(0, α) = (Nǫ(0), Tǫ(αNπǫRπ′ǫ(0))) = (Nǫ(0), Tǫ(αNπǫ(0))).
Here the maps ǫ : G→ 1 and πǫ : F (ǫ)→ G are both surjective, so Lemma 6.8 tells us us that Nǫ(0) = 0 and
Nπǫ(0) = 0. It follows that norm(α) = 0 in ΠΛT , so φ is not a Tambara morphism.
15. Coefficient systems
In this section we introduce the category CSysG of coefficient systems, and the related category MCSysG
of multiplicative coefficient systems. These will be linked by adjunctions to MackeyG and TambaraG. Later
we will define Q-linear analogues denoted by QCSysG and so on, and show that our adjunctions restrict to
give equivalences QMackeyG ≃ QCSysG and QTambaraG ≃ QMCSysG.
Definition 15.1. Let Orb×G denote the category of transitive G-sets and equivariant isomorphisms
between them. A coefficient system will mean a functor from Orb×G to the category of semigroups. We write
CSysG for the category of coefficient systems.
Remark 15.2. As all morphisms in Orb×G are invertible, covariant functors can be converted to con-
travariant functors and vice-versa. We prefer to use covariant functors here to maximise compatibility
with our later discussion of rational Tambara functors. Given a coefficient system N and an isomorphism
f : U → V of transitive G-sets, we will write f∗ for the resulting map N(U)→ N(V ).
Definition 15.3. For any subgroup H ≤ G and any g ∈ G we define ρ(g) : G/H → G/gHg−1 by
ρ(g)(xH) = xHg−1 = xg−1 gHg−1.
Now let N and N ′ be coefficient systems. For any map u : N(G/H) → N ′(G/H) we write g.u for the
composite
N(G/gHg−1)
ρ(g−1)∗
−−−−−→ N(G/H)
u
−→ N ′(G/H)
ρ(g)∗
−−−→ N ′(G/gHg−1).
This defines a map
g : Map(N(G/H), N ′(G/H))→ Map(N(G/gHg−1), N ′(G/gHg−1)).
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We give the set
∏
K≤GMap(N(G/K), N
′(G/K)) the unique G-action such that the diagrams∏
K≤GMap(N(G/H), N
′(G/H))
πH

g
//
∏
K≤GMap(N(G/H), N
′(G/H))
π
gHg−1

Map(N(G/H), N ′(G/H)) g
// Map(N(G/gHg−1), N ′(G/gHg−1))
commute.
Proposition 15.4. Let N and N ′ be coefficient systems. Then there is a natural isomorphism
CSysG(N,N
′) =
 ∏
K≤G
Map(N(G/K), N ′(G/K))
G
Proof. Consider a morphism u : N → N ′ of coefficient systems. For each subgroup H ≤ G we have a
component uH ∈Map(N(G/H), N
′(G/H)). Together these give an element θ(u) ∈
∏
H Map(N(G/H), N
′(G/H)).
This determines u, because every orbit is isomorphic to G/H for some H . Every morphism G/H →
G/K has the form ρ(g) for some g with gHg−1 = K. Naturality with respect to such a morphism is
equivalent to the identity ugHg−1 = g.uH , and this holds for all g and H iff θ(u) is a G-fixed point in∏
H Map(N(G/H), N
′(G/H)). The claim is clear from this. 
At the expense of some arbitrary choices, we can cut this description down further, as follows.
Definition 15.5. A subgroup system for G is a list (H1, . . . , Hr) of subgroups such that
(a) Each subgroup of G is conjugate to Hi for precisely one value of i.
(b) We have |Hi| ≤ |Hj | whenever i ≤ j.
It is clear that we must have H1 = 1 and Hr = G. We let Ni denote the normaliser in G of Hi, and put
Wi = Ni/Hi.
Given a subgroup system as above, we note that any transitive G-set is isomorphic to G/Hi for a unique
value of i, and that the automorphism group of G/Hi is Wi. It follows that if we regard Wi as a groupoid
with one object, then Orb×G is equivalent to the coproduct
∐
iWi. Using this we get an equivalence
CSysG ≃
r∏
i=1
ModN[Wi] .
We will exhibit an adjunction between functors q : MackeyG → CSysG and r : CSysG → MackeyG, and
show that this restricts to an equivalence between the corresponding rational categories.
Definition 15.6. Given M ∈ MackeyG and U ∈ Orb
×
G we let (qM)(U) be the quotient of M(U) by
the sum of all subsemigroups TuM(U
′), where u : U ′ → U is a map of transitive G-sets that is not an
isomorphism. This is clearly functorial for isomorphisms U0 → U1, and for arbitrary morphisms M0 → M1
of Mackey functors. It therefore gives a functor q : MackeyG → CSysG.
Remark 15.7. In slightly different language, (qM)(G/H) is M(G/H) modulo transfers from M(G/K)
for proper subgroups K < H .
Definition 15.8. We define a functor Φ: (AG)op → CSysG as follows. On objects, we define Φ(X)(T ) =
N{MapG(T,X)} (so Φ(X)(G/H) = Z{X
H}). We write [u] for the basis element corresponding to a G-map
u : T → X .
A morphism X → Y in AG is represented by a diagram X
p
←− A
q
−→ Y of finite G-sets. The corresponding
map
α : N{MapG(T, Y )} → N{MapG(T,X)}
sends [T
v
−→ Y ] to the sum of the elements [T
a
−→ A
p
−→ X ] for all G-maps T
a
−→ A such that qa = v.
Alternatively, the functor MapG(T,−) (from finite G-sets to finite sets) preserves finite limits and so
induces a functor AG → A1. However, there is an evident isomorphism AG ≃ (AG)
op, and A1 is canonically
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equivalent to the category of finitely generated free abelian semigroups, so we get a functor (AG)op →
Semigroups, which we denote by φT . We then have Φ(X)(T ) = φT (X).
Definition 15.9. We now define r : CSysG → MackeyG by
r(N)(X) = CSysG(Φ(X), N) =
 ∏
H≤G
Map(XH , N(G/H))
G .
Remark 15.10. One checks that Φ(G)(G) = N[G] but Φ(G)(T ) = 0 if T 6≃ G. It follows that r(N)(G) =
N(G).
We can rewrite the definition in a useful way when X is an orbit.
Proposition 15.11. There is a natural isomorphism
r(N)(G/H) =
 ∏
K≤H
N(G/K)
H .
If K1, . . . ,Kr is a subgroup system for H, this can be written as
r(N)(G/H) =
r∏
i=1
N(G/Ki)
WHKi .
Proof. From the definitions, we have
r(N)(G/H) =
 ∏
K≤G
Map((G/H)K , N(G/K))
G .
Suppose we have n ∈ r(N)(G/H). For each K ≤ H , the basepoint H ∈ G/H is fixed by K, so we have an
element nK(H) ∈ N(G/K). We can thus define a map
φ : r(N)(G/H)→
∏
K≤H
N(G/K)
by φ(n)K = nK(H). As n is G-invariant, it follows that φ(n) is H-invariant.
Now suppose instead we have an element m ∈
[∏
K≤H N(G/K)
]H
. Consider a subgroup L ≤ G, and
an element xH ∈ (G/H)L. This means that LxH = xH and so x−1Lx ≤ H . We thus have an element
mx−1Lx ∈ N(G/x
−1Lx) and a map ρ(x) : G/x−1Lx → G/L giving an element ρ(x)∗(mx−1Lx) ∈ N(G/L).
Using the fact that m is H-invariant, we see that this element does not depend on the choice of element
x representing the coset xH . We can thus define ψ(m) ∈
∏
LMap((G/H)
L, N(G/L)) by ψ(m)L(xH) =
ρ(x)∗(mx−1Lx). One can check that this is invariant under the action of G, so we have defined a map
ψ :
 ∏
K≤H
N(G/K)
H → r(N)(G/H).
We leave it to the reader to show that this is inverse to φ. 
Remark 15.12. As yet another way to formulate the definition, we introduce the category (Orb×G ↓ X).
The objects are diagrams (U
x
−→ X), where U is a G-orbit and x is a G-map. The morphisms from (U
x
−→ X)
to (U ′
x′
−→ X) are the G-isomorphisms p : U → U ′ with x′p = x. Any coefficient system N gives a functor
(U
x
−→ X) 7→ N(U) from this category to Semigroups, and rN(X) is easily seen to be the inverse limit of
this functor. We will use this interpretation without further comment when convenient.
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One can check that in this picture the operations associated to a map f : X → Y are
(Rfn)(U
x
−→ X) = n(U
fx
−−→ Y )
(Tfm)(U
y
−→ Y ) =
∑
x∈MapG(U,X), fx=y
m(U
x
−→ X).
Proposition 15.13. There is a natural map η : M → rqM of Mackey functors given by
(ηm)(U
x
−→ X) = πRx(u) ∈ (qM)(U)
(where π is the quotient map M(U)→ qM(U)).
The proof will be given after some preliminaries.
Definition 15.14. For any equivariant map f : X → Y , we put
Sec(f) = {s ∈MapG(Y,X) | fs = 1Y } = {equivariant sections of f}.
If Y is a single G-orbit, we also put
Sec′(f) = { orbits U ⊆ X | f : U → Y is an isomorphism .}
Lemma 15.15. (a) Let f : U → V be a G-map between transitive G-sets. Then f is automatically
surjective (and so |U | ≥ |V |). Moreover, f is an isomorphism iff it is injective iff it is a split
epimorphism iff |U | = |V |.
(b) More generally, let f : X → V be a map of finite G-sets where V is transitive. We then have
Sec′(f) = { orbits U ⊆ X | |U | = |V |}.
Moreover, there is a bijection Sec(f) ≃ Sec′(f) given by s 7→ s(V ) and U 7→ (f |U )−1.
(c) Suppose we have maps V
y
−→ Y
f
←− X of finite G-sets, where V is transitive. Form a pullback square
U
x′ //
e

X
f

V y
// Y,
and let U1, . . . , Un be the G-orbits in V . Let ei : Ui → V and x′i : Ui → X be the restrictions of e
and x′. We may assume that the Ui are numbered so that e1, . . . , ep are isomorphisms (for some
p, possibly p = 0) and ep+1, . . . , en are not isomorphisms. For i ≤ p put xi = x′ie
−1
i : V → X.
Then the maps x1, . . . , xp are all different, and this is a complete list of all G-maps x : V → X with
fx = y.
Proof. (a) It is clear that f(U) is a nonempty G-invariant subset of the transitive G-set V , so
f(U) = V . If f is a split epimorphism of G-sets then the splitting map g : V → U must also be
surjective by the same logic, and it follows easily that g is an inverse for f . The rest is clear.
(b) If s ∈ Sec(f) is a section then s(V ) ⊆ X is an orbit and f : s(V ) → V is a split epimorphism of
G-sets, hence an isomorphism by (a). Everything else is clear from this.
(c) The G-maps x : V → X lifting y biject naturally with the sections of the map e : U → V . Given
this, claim (c) follows from (b).

Proof of Proposition 15.13. Given maps W
g
−→ X
f
−→ Y of finite G-sets, we must show that the
diagram
M(W )
η

M(X)
Rg
oo
η

Tf
// M(Y )
η

rqM(W ) rqM(X)
Rg
oo
Tf
// rqM(Y )
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commutes. For the left square, we have
(Rgηm)(U
w
−→W ) = (ηm)(U
gw
−−→ X) = πRgw(m) = πRw(Rgm)
= (ηRgm)(U
w
−→W )
as required.
For the right hand side, we have (ηTfm)(U
y
−→ Y ) = πRyTf(m). If we form a pullback as in Lemma 15.15
we find that
πRyTf = πTeRv =
n∑
i=1
πTeiRvi .
If i > p then ei : Vi → U is not an isomorphism so πTei = 0. If i ≤ p then ei is an isomorphism so Tei = Re−1i
so πTeiRvi = πRvie−1i
= πRxi . It follows that
(ηTfm)(U
y
−→ Y ) = πRyTf (m) =
p∑
i=1
πRxi(m) =
p∑
i=1
(ηm)(U
xi−→ X) = (Tfηm)(U
y
−→ Y )
as required. This proves that η : M → rqM is a morphism of Mackey functors. Naturality in M is clear. 
Proposition 15.16. There is a natural map ǫ : qrN → N of coefficient systems given by ǫπ(n) = n(U
1
−→
U) ∈ N(U) (for all transitive G-sets U and elements n ∈ (rN)(U)).
Proof. Suppose we have an element n ∈ (rN)(U), so we have n(U ′
t
−→ U) ∈ N(U ′) for all transitive
U ′ and all G-maps t : U ′ → U . In particular, we can put ǫ′n = n(U
1
−→ U) ∈ N(U). This defines a map
ǫ′ : (rN)(U)→ N(U). Suppose that n = Tf(p) for some map f : V → U (where V is transitive and f is not
invertible) and p ∈ (rN)(V ). Then the element ǫ′n = (Tfp)(U
1
−→ U) is by definition a sum of terms indexed
the equivariant sections of f , but there are no sections, so ǫ′n = 0. It follows that ǫ′ : rN(U) → N(U)
induces a map ǫ : qrN(U)→ N(U). This is easily seen to be natural for isomorphisms U0 → U1 of transitive
G-sets, so we have a morphism ǫ : qrN → N of coefficient systems. Naturality in N is also clear. 
Proposition 15.17. The maps η and ǫ are the unit and counit of an adjunction between q and r.
Proof. The map η gives rise to a natural map
λ : CSysG(qM,N)→ MackeyG(M, rN)
by λ(α) = (M
η
−→ rqM
r(α)
−−−→ rN). Suppose we have a map x : U → X of finite G-sets with U transitive, and
an element m ∈ M(X). We then have λ(α)(m) ∈ (rN)(X) and thus λ(α)(m)(U
x
−→ X) ∈ N(U). On the
other hand, we have Rx(m) ∈ M(U) and so π(Rx(m)) ∈ qM(U) and α(π(Rx(m))) ∈ N(U). By inspecting
the definitions, we obtain the formula
λ(α)(m)(U
x
−→ X) = α(π(Rx(m))).
Similarly, the map ǫ gives rise to a natural map
ρ : MackeyG(M, rN)→ CSysG(qM,N)
by ρ(β) = (qM
q(β)
−−−→ qrN
ǫ
−→ N). For any transitive G-set U and m ∈M(U) we have β(m) ∈ (rN)(U) and
so β(m)(U
1
−→ U) ∈ N(U). By inspecting the definitions, we obtain the formula
ρ(β)(π(m)) = β(m)(U
1
−→ U).
We need to show that λ and ρ are inverse to each other. If we start with α : qM → N we have
ρ(λ(α))(π(m)) = λ(α)(m)(U
1
−→ U) = α(π(R1(m))) = α(π(m)),
so ρ(λ(α)) = α. If instead we start with β : M → rN we have
λ(ρ(β))(m)(U
x
−→ X) = ρ(β)(π(Rx(m))) = β(Rx(m))(U
1
−→ U).
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Now, β is assumed to be a morphismM → rN of Mackey functors so βRx = Rxβ. The map Rx : (rN)(X)→
(rN)(U) is defined by
(Rxn)(T
t
−→ U) = n(T
xt
−→ X).
In particular, we have (Rxn)(U
1
−→ U) = n(U
x
−→ X). Putting this together, we get
λ(ρ(β))(m)(U
x
−→ X) = Rx(β(m))(U
1
−→ U) = β(m)(U
x
−→ X).
This holds for all X , U , x and m, so λ(ρ(β)) = β as required. 
Proposition 15.18. There is a natural map σ : N → qrN (for N ∈ CSysG) such that ǫσ = 1.
Proof. Consider an object T ∈ Orb×G and an element u ∈ N(T ). Given an orbit U and a G-map
p : U → T we define σ0(u)(U, p) = p−1∗ (u) if p is an isomorphism, and σ0(u)(U, p) = 0 otherwise. This gives
a system of maps σ0(u) : MapG(U, T )→ N(U) that are natural for isomorphisms of U , or in other words an
element σ0(u) ∈ (rN)(T ). We let σ(u) denote the image of σ0(u) in (qrN)(T ). This defines a natural map
σ : N → qrN , and it is clear from the definitions that ǫσ = 1. 
Recall that MackeyG is a symmetric monoidal category under the box product operation ⊠, with the
Burnside semiring Mackey functor A acting as the unit. There is also a simpler symmetric monoidal structure
on CSysG given by (N ⊗ N
′)(U) = N(U) ⊗ N ′(U). For this, the unit is the constant functor cN given by
cN(U) = N for all U .
Proposition 15.19. There are natural isomorphisms qA→ cN and q(M⊠M ′)→ q(M)⊗q(N ′) making
q a symmetric monoidal functor.
Proof. Let T be a transitive G-set. Recall that A(T ) is the set of isomorphism classes of finite G-sets
equipped with a map to U . We define α′ : A(T )→ N by
α′[W
t
−→ T ] = | Sec(t)| = | Sec′(t)|.
It is easy to see that this is a homomorphism. It has α′[T
1
−→ T ] = 1, so it is surjective.
Recall also that for f : U → T and [W
u
−→ U ] ∈ A(U) we have Tf [W
u
−→ U ] = [W
fu
−−→ T ], and note that
if u has no sections then fu has no sections. From this it is easy to see that α′ induces an isomorphism
qA(T )→ N = cN(T ). This is clearly natural and so gives an isomorphism qA→ cN.
Now suppose we have two Mackey functorsM andM ′. Given a map u : X → U and elementsm ∈M(X)
and m′ ∈M ′(X) we define
β′(u,m,m′) =
∑
s∈Sec(u)
π(Rs(m)) ⊗ π(Rs(m
′)) ∈ (qM)(U)⊗ (qM ′)(U) = (qM ⊗ qM ′)(U).
Now suppose we have a map p : W → X andm ∈M(X) and n′ ∈M ′(W ). We claim that β′(up,Rp(m), n′) =
β′(u,m, Tp(n
′)). Indeed, we have
β′(up,Rp(m), n
′) =
∑
t∈Sec(up)
πRpt(m)⊗ πRt(n
′) =
∑
s∈Sec(u)
πRs(m)⊗

∑
t : T →W
pt = s
πRt(n
′)

β′(u,m, Tp(n
′)) =
∑
s∈Sec(u)
πRs(m)⊗ πRsTp(n
′).
For s ∈ Sec(u) we can form a pullback square
T˜
s˜ //
p˜

W
p

T s
// X.
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We then have πRsTp = πTp˜Rs˜. We can write this as a sum over the orbits V ⊆ T˜ . If the map p˜|V : V → T
is not an isomorphism, then the corresponding contribution is killed by π. Lemma 15.15(c) tells us that
the remaining orbits biject with G-maps t : T → W satisfying pt = s. The identity β′(up,Rp(m), n′) =
β′(u,m, Tp(n
′)) now follows easily. By a similar argument, for any n ∈ M(W ) and m′ ∈ M ′(X) we have
β′(up, n,Rp(m
′)) = β′(u, Tp(n),m
′). It now follows that there is a unique map β′′ : (M ⊠M ′)(U)→ (qM ⊗
qM ′)(U) satisfying β′′(Tu(m ⊗m′)) = β′(u,m,m′) for all (u,m,m′) as above. It is clear by construction
that β′′Tp = 0 for all non-split maps V
p
−→ U of orbits, so there is an induced map β : q(M ⊠M ′)(U) →
(qM ⊗ qM ′)(U).
In the opposite direction, suppose we have m ∈ M(U) and m′ ∈ M ′(U), giving π(m ⊗ m′) ∈ q(M ⊠
M ′)(U). If m has the form Tp(n) for some non-split map V
p
−→ U of orbits, then we have π(m ⊗ m′) =
πTp(n ⊗ Rp(m′)) = 0. Using this and its symmetrical counterpart, we see that there is a well-defined map
γ : qM(U) ⊗ qM ′(U) → q(M ⊠M ′)(U) such that γ(π(m) ⊗ π(m′)) = π(m ⊗m′). We leave the reader to
check that this is inverse to β. 
Definition 15.20. A multiplicative coefficient system is a covariant functor OrbG → Rings, where OrbG
is the category of transitive G-sets and equivariant maps. We write MCSysG for the category of such objects.
Given R ∈ MCSysG and a morphism f : U → T in Orb
×
G we write Nf for the induced map R(U) → R(T ).
If f is an isomorphism we may use the alternative notation f∗ for Nf . By this rule, we can regard R as a
covariant functor Orb×G → Ab, or in other words, a coefficient system.
Proposition 15.21. If S is a G-Tambara functor, then qS is naturally a multiplicative coefficient system.
The proof will be given after the following lemma.
Lemma 15.22. Let X
g
−→ T
f
−→ U be maps of finite G-sets, where T and U are orbits. Let S be a Tambara
functor, and let π : S(U)→ qS(U) be the quotient map. Then
πNfTg =
∑
k∈Sec(g)
πNfRk : S(X)→ qS(U).
Proof. Let X
p
←− A
q
−→ B
r
−→ U be the distributor ∆(g, f), so πNfTg = πTrNqRp : S(X) → qS(U).
Now write B as a disjoint union of orbits, say B =
∐
iBi, and let ri be the restriction of r to Bi. If ri is not
an isomorphism then πTri = 0 by the definition of q. If ri is an isomorphism then the map mi = (U
r−1i−−→
Bi → B) is an equivariant section of r, with Tri = Rmi . Using this we see that πTr =
∑
m∈Sec(r) πRm, and
so πTrNqRp =
∑
m∈Sec(r) πRmNqRp.
Now consider a section k ∈ Sec(g). Recall that
B = {(u, s) | u ∈ U, s : f−1{u} → X, gs = 1}.
For any u ∈ B we put k′(u) = (u, k|f−1{u}) ∈ B, so rk
′(u) = u. It is not hard to check that the construction
k 7→ k′ gives a bijection Sec(g)→ Sec(r),so πTrNqRp =
∑
k∈Sec(g) πRk′NqRp.
Next, define k′′ : T → A by k′′(t) = (f(t), k|f−1{f(t)}). We then have a commutative diagram as follows,
in which the square is cartesian:
T
k
~~⑦⑦
⑦⑦
⑦⑦
⑦
k′′

f
// U
k′

X Ap
oo
q
// B.
This gives
Rk′NqRp = NfRk′′Rp = NfRpk′′ = NfRk
as required. 
Proof of Proposition 15.21. First, for any non-isomorphic map p : V → U of G-orbits, the Frobe-
nius reciprocity formula Tp(a)b = Tp(aRp(b)) shows that the image of Tp is an ideal in S(U). It follows easily
that qS has a unique semiring structure for which the projection π : S(U)→ qS(U) is a homomorphism.
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Next, consider a map f : T → U of G-orbits. We first apply Lemma 15.22 to the fold map T ∐ T → T ,
noting that this has only the two obvious sections; the conclusion is that πNf (a0+a1) = πNf (a0)+πNf (a1)
for all a0, a1 ∈ S(T ), so πNf : S(T )→ qS(U) is an additive homomorphism. Now apply the lemma instead
to a map g : X → T , where X is an orbit and g is not an isomorphism. We recall from Lemma 15.15 that
Sec(g) = ∅, so πNfTg = 0. It follows that there is a unique additive homomorphism Nf : qS(T ) → qS(U)
such that the square
S(X)
π

Nf
// S(Y )
π

qS(X)
Nf
// qS(Y )
commutes. As Nf : S(X) → S(Y ) preserves products, the same is true of the induced map qS(X) →
qS(Y ). 
Proposition 15.23. If R is a multiplicative coefficient system, then rR is naturally a Tambara functor.
Proof. Consider a map f : X → Y ; we need to define Nf : (rR)(X) → (rR)(Y ), and check that it is
compatible with all other structure. Consider m ∈ (rR)(X), so we have an element m(T
x
−→ X) ∈ R(T )
for each transitive G-set T and each G-map x : T → X . Consider instead a map y : T → Y , and form the
pullback square
T˜
u //
v

X
f

T y
// Y
Each orbit U ⊆ T˜ comes equipped with maps T
v
←− U
u
−→ X so we have m(U
u
−→ X) ∈ R(U) and Nvm(U
u
−→
X) ∈ R(T ). Let p ∈ R(T ) be the product of all these terms, as U runs over the orbits in T˜ . This is
completely natural, so we can define (Nfm)(T
y
−→ Y ) = p and this defines a map Nf : (rR)(X) → (rR)(Y )
as required. It is clear that this depends functorially on f .
We next check the Mackey property. Consider a pullback square
X
j
//
f

X ′
f ′

Y
k
// Y ′,
and an element m ∈ (rR)(X ′). We must show that
(NfRj(m))(T
y
−→ Y ) = (RkNf ′(m))(T
y
−→ Y )
for all G-orbits T and all G-maps T
y
−→ Y . We define T˜ as before, giving a diagram
T˜
u //
v

X
j
//
f

X ′
f ′

T y
// Y
k
// Y ′
in which both squares are cartesian. This gives
(NfRj(m))(T
y
−→ Y ) =
∏
U∈orb(T˜ )
NU→T (Rjm)(U
u
−→ X) =
∏
U∈orb(T˜ )
NU→Tm(U
ju
−→ X ′).
On the other hand, we have
(RkNf ′(m))(T
y
−→ Y ) = (Nf ′m)(T
ky
−→ Y ′).
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As both squares are cartesian we see that the full rectangle is also cartesian and so can be used to compute
Nf ′ , giving the same answer as before.
Finally, consider a pair of maps X
f
−→ Y
g
−→ Z with distributor
∆(f, g) = (X
p
←− A
q
−→ B
r
−→ Z).
Consider an element m ∈ (rR)(X), a G-orbit T and a G-map T
z
−→ Z. We must show that
(NgTfm)(T
z
−→ Z) = (TrNqRpm)(T
z
−→ Z).
For the left hand side, we form the pullback square
T˜
u //
v

Y
g

T z
// Z.
For each orbit U ⊆ T˜ we let LU denote the the set of G-maps s : U → X with fs = u|U . We then put
L =
∏
U LU , which can be identified with the set of G-maps t : T˜ → X with ft = U . From the definitions
we have
(NgTfm)(T
z
−→ Z) =
∏
U
Nv|U ((Tfm)(U
u
−→ Y )) =
∏
U
Nv|U
(∑
s∈LU
m(U
s
−→ X)
)
.
We can next use the splitting L =
∏
U LU to expand out the product, and recall that Nv|U : R(U)→ R(T )
is a ring map, to get
(NgTfm)(T
z
−→ Z) =
∑
t∈L
∏
U
Nv|U (m(U
t|U
−−→ X)).
Now consider instead the right hand side. Put m′ = Rpm and m
′′ = Nqm
′ so TrNqRpm = Trm
′′. By
definition, (Trm
′′)(T
z
−→ Z) can be written as a sum over G-maps T → B lifting z. For any t ∈ L we can
define t′ : T → B by
t′(a) =
(
z(a), g−1{z(a)}
u−1
−−→ v−1{a}
t
−→ X
)
.
One can check that rt′ = z, and that any G-map with rt′ = z arises in this way. We therefore have
(Trm
′′)(T
z
−→ Z) =
∑
t∈L
m′′(T
t′
−→ B) =
∑
t∈L
(Nqm
′)(T
t′
−→ B).
Next, we have a cartesian square
T˜
t′′ //
v

A
q

T
t′
// B
where
t′′(a) =
(
u(a), g−1{g(u(a))} = g−1{z(v(a))}
u−1
−−→ v−1{v(a)}
t
−→ X
)
.
This gives
(Nqm
′)(T
t′
−→ B) =
∏
U
Nv|U (m
′(U
t′′
−→ A)).
Moreover, we have m′ = Rpm so m
′(U
t′′
−→ A) = m(U
pt′′
−−→ X). It is clear from the definitions that pt′′ = t.
After unwinding all this we get
(TrNqRpm)(T
z
−→ Z) =
∑
t∈L
∏
U
Nv|U (m(U
t
−→ X)),
which is the same as (NgTfm)(T
z
−→ Z), as required. 
89
Remark 15.24. The Tambara structure on rR makes (rR)(X) into a semiring, with multiplication on
(rR)(X) given by Ns, where s : X ∐X → X is the fold map. It is not hard to check that the rule is just the
obvious one:
(mm′)(T
x
−→ X) = m(T
x
−→ X) m′(T
x
−→ X) ∈ R(T ).
Proposition 15.25. The functor q : TambaraG → MCSysG is left adjoint to r : MCSysG → TambaraG.
Proof. First, consider a Tambara functor S, and a map f : X → Y of finite G-sets. We claim that the
square
S(X)
Nf
//
η

S(Y )
η

(rqS)(X)
Nf
// (rqS)(Y )
commutes. To see this, consider an element m ∈ S(X), a G-orbit T and a G-map y : T → Y . We must show
that
(ηNfm)(T
y
−→ Y ) = (Nfηm)(T
y
−→ Y ) ∈ (qS)(T ).
The left hand side is by definition π(RyNfm). We form the pullback square
T˜
u //
v

X
f

T y
// Y
so the Mackey property gives RyNf = NvRu. We split T˜ as a disjoint union of orbits U and note that
NvRu(m) =
∏
U
Nv|URv|Um.
The normmaps for qS satisfy πN = Nπ by construction, so the left hand side of our equation is
∏
U Nv|Uπ(Rv|Um).
The right hand side is
(Nfηm)(T
y
−→ Y ) =
∏
U
Nv|U ((ηm)(U
u|U
−−→ X) =
∏
U
Nv|Uπ(Rv|Um),
which is the same as the left hand side. We have seen previously that η is a morphism of Mackey functors,
so it commutes with the T and R operators as well as the norms, so it is a Tambara morphism.
Now consider a multiplicative coefficient system R, and a map f : T → U of G-orbits. We claim that
the square
(qrR)(T )
ǫ

Nf
// (qrR)(U)
ǫ

R(T )
Nf
// R(U)
commutes. To see this, consider an element m ∈ (rR)(T ). We then have ǫNf(π(m)) = (Nf (π(m)))(U
1
−→ U).
This is by definition a product of factors indexed by the orbits in the pullback of U
1
−→ U along f : T → U .
Of course this pullback is just T , so there is only one orbit, and the corresponding factor is Nfm as required.
This means that ǫ is a morphism of multiplicative coefficient systems.
We previously proved triangular identities for η and ǫ. We can now reinterpret these as identities in
TambaraG and MCSysG rather than MackeyG and CSysG, and they show that we still have an adjunction
in this richer context. 
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Recall that in Section 3 we defined a functor ω : MackeyG → SemigroupsG by ω(M) = M(G), and
studied its left and right adjoints d, c : SemigroupsG → MackeyG. In Example 6.3 we remarked that we
can define ω : TambaraG → SemiringsG and its right adjoint c : TambaraG → SemiringsG in the same way.
However, in this context it is much harder to understand the left adjoint to ω. This will be the subject
of Section 19, where (following Brun [4]) we build a connection with Witt rings in the sense of Dress and
Siebeneicher [8]. For the moment we just discuss a parallel adjunction in terms of coefficient systems, which
is easier.
Definition 15.26. We define ω′ : MCSys→ SemiringsG by ω
′(R) = R(G).
Remark 15.27. Recall that for any Tambara functor S we have (qS)(G) = S(G). On the other hand,
using Remark 15.10 we see that (rR)(G) = R(G) for any multiplicative coefficient system R. This means
that the diagram
TambaraG
ω

q
// MCSysG
ω′

r // TambaraG
ω

SemiringsG SemiringsG SemiringsG
commutes up to natural isomorphism.
Definition 15.28. Consider an object A ∈ SemiringsG. For any G-orbit T , let L
′A(T ) be the commu-
tative semiring generated by symbols it(a) (for t ∈ T and a ∈ A) modulo relations
it(0) = 0 it(1) = 1
it(a+ b) = it(a) + it(b) it(ab) = it(a)it(b)
igt(a) = it(g
−1a).
Next, for any morphism u : T → U of orbits, there is an induced semiring map Nu : L′A(T )→ L′A(U) given
by Nuit(a) = iu(t)(a). This makes L
′A into a multiplicative coefficient system.
Remark 15.29. It is straightforward to check the universal property
Semirings(L′A(T ), B) = MapG(T, Semirings(A,B)) = SemiringsG(A,Map(T,B))
for all semirings B. Note that neither L′A(T ) nor B has a G-action here, so the G-actions on Semirings(A,B)
and Map(T,B) are purely determined by the G-actions on A and T .
We can give an alternative description of L′ as follows.
Definition 15.30. Let A be a semiring with an action of G. We let A[G] denote the quotient of A by
the smallest semiring congruence containing (a, ga) for all a ∈ A and g ∈ G. We call this the coinvariant
semiring for A.
Remark 15.31. A[G] is in general a proper quotient of the coinvariant semigroup AG as in Definition 2.7.
For example, if G is the group of order two acting by conjugation on C, then CG = R but C[G] = 0.
Remark 15.32. It is now not hard to see that (L′A)(G/K) = A[K]. It follows from Proposition 15.11
that
(rL′A)(G/H) =
 ∏
K≤H
A[K]
H .
Proposition 15.33. The functor L′ : SemiringsG → MCSysG is left adjoint to ω
′ : MCSysG → SemiringsG.
Proof. For any A ∈ SemiringsG we can define
η : A→ ω′L′A = L′A(G)
by η(a) = i1(a). This is a semiring map and satisfies
g η(a) = Nρ(g)(i1(a)) = iρ(g)(1)(a) = ig−1(a) = i1(ga) = η(ga),
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so it is G-equivariant.
Now consider a multiplicative coefficient system R. Let T be a G-orbit. For any t ∈ T we have a
G-map tˆ : G → T given by tˆ(g) = gt. We let ǫ : L′(R(G))(T ) → R(T ) be the unique ring map such that
ǫ(it(a)) = Ntˆ(a) for all a ∈ R(G). This defines a natural map ǫ : L
′ω′ → 1.
We leave it to the reader to check the triangle identities, giving an adjunction as claimed. 
16. Filtrations
Definition 16.1. (a) We say that a G-set X is k-free if all stabiliser groups of points in X have
order at most k.
(b) For any G-orbit U , the coorder of U is |G|/|U | (which is the order of the stabiliser group of any
point in U).
(c) We say that a coefficient system N is k-pure if N(U) = 0 whenever coord(U) 6= k.
(d) We say that a Mackey functor M is k-pure if the coefficient system qM is k-pure.
(e) For any coefficient system N , we define subsystems FkN by
FkN(U) =
{
N(U) if coord(U) ≤ k
0 otherwise.
(f) For any Mackey functorM and any G-set X , we let FkM(X) denote the set of elements m ∈M(X)
that can be written in the form m = Tpn for some k-free G-set W , some G-map p : W → X , and
some element n ∈M(W ).
Lemma 16.2. If Y is k-free and there exists a G-map f : X → Y then X is also k-free.
Proof. This is clear because stabG(x) ≤ stabG(f(x)). 
Proposition 16.3. FkM is a sub-Mackey functor of M , which satisfies FkM(X) =M(X) whenever X
is k-free. Moreover, we have qFkM = FkqM .
Proof. It is clear from the definitions that (FkM)(X0∐X1) = (FkM)(X0)×(FkM)(X1). It is also clear
by construction that for any map f : X → Y , we have TfFkM(X) ⊆ FkM(Y ). Now consider an element
m ∈ FkM(Y ). By definition there exists a map p : W → Y and an element n ∈M(W ) with m = Tpn. Now
form a pullback square
V
f˜
//
q

W
p

X
f
// Y.
As V admits a map to W , it must be k-free. We also have Rpm = TqRf˜n, so Rfm ∈ FkM(X). This shows
that FkM is indeed a sub-Mackey functor. If X is k-free then we can write every element m ∈ M(X) as
T1m, showing that FkM(X) =M(X).
Now let U be a G-orbit. If coord(U) ≤ k then it is clear that FkM(U) = M(U), and more generally
FkM(V ) =M(V ) for all G-orbits that admit a map to U . Thus, all ingredients in the definition of qFkM(U)
are the same as the corresponding ingredients for qM(U), so qFkM(U) = qM(U). Suppose instead that
coord(U) > k. Every element m ∈ FkM(U) can be written as Tpn for some k-free G-set Y and some
n ∈M(Y ). Note thatM(Y ) = FkM(Y ), and that no orbit in Y can map isomorphically to U . It follows that
m becomes zero in qFkM(U), but m was arbitrary so qFkM(U) = 0. This shows that qFkM = FkqM . 
Proposition 16.4. Let M be a k-pure Mackey functor.
(a) Then for orbits T with coord(T ) < k we have M(T ) = qM(T ) = 0.
(b) For orbits T with coord(T ) = k we have qM(T ) =M(T ).
(c) For (k − 1)-free G-sets X we have M(X) = 0.
(d) For k-free G-sets X, the map η : M(X)→ rqM(X) is an isomorphism.
(e) If qM(T ) = 0 whenever coord(T ) = k, then M = 0.
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Proof. First, k-purity of M means by definition that qM(T ) = 0 whenever coord(T ) 6= k.
Next, recall that qM(T ) is the quotient of M(T ) by the sum of the images of transfers from orbits
with strictly larger coorder. Thus, if M(U) = 0 such orbits (which is vacuously true if T = G), then
qM(T ) =M(T ). In particular, if qM(T ) = 0, then M(T ) = 0. Claims (a) and (b) follow easily by induction
on the coorder. The same argument also proves (e).
Claim (c) follows from (a) by decomposing X into orbits. Similarly, it will be enough to prove (d) when
X = G/H with |H | = k. Then Proposition 15.11 gives
rqM(X) =
 ∏
K≤H
qM(G/K)
H .
If K is a proper subgroup of H then qM(G/K) = 0, but in the case K = H we have qM(G/H) =M(G/H).
Thus, the above product is justM(G/H), andH acts trivially on this, so rqM(G/H) =M(G/H) as required.
(We leave the reader to check that the isomorphism M(G/H) → rqM(G/H) implicit in this argument is
just the same as η.) 
Proposition 16.5. Let M be a k-pure, additively complete Mackey functor. Then FjM = 0 for j < k,
and FjM =M for j ≥ k.
Proof. First suppose that j < k. We then have M(Y ) = 0 for all j-free sets Y , and it follows imme-
diately that FjM = 0. Next, as q has a right adjoint, it preserves colimits, so q(M/FkM) = q(M)/q(FkM).
Now q(FkM) = Fkq(M) by Proposition 16.3, and purity implies that Fkq(M) = q(M), so we have
q(M/FkM) = 0. Proposition 16.4 therefore tells us that M/FkM = 0. As M is additively complete,
pathologies like Remark 2.9 cannot occur, and we deduce that FkM =M as claimed. If k ≤ j ≤ |G| then it
is clear that FkM ≤ FjM , and so FjM =M as well. 
Lemma 16.6. Let M be a semigroup, and let N be a subsemigroup that is additively complete. Then the
set
EN = {(m0,m1) ∈M
2 | m1 = m0 + n for some n ∈ N}
is the smallest congruence on M containing 0×N , so M/N =M/EN . It follows that M/N = 0 iff M = N ,
and that M/N is additively complete iff M is additively complete.
Proof. Straightforward. 
Proposition 16.7. Let M be a Mackey functor such that the coefficient system qM is additively com-
plete. Then M is also additively complete, as are the subobjects FkM and the quotient objects FkM/Fk−1M .
Proof. Consider an orbit G/H . We may assume by induction that all the semigroups M(G/K)
with |K| < |H | are additively complete. Thus, if we let N denote the sum of the images of the maps
Tp : M(G/K) → M(G/H), then N is additively complete. By assumption the quotient qM(G/H) =
M(G/H)/N is additively complete, and it follows from the Lemma that M(G/H) is additively complete.
Any finite G-set X can be written as a disjoint union of orbits, so M(X) is additively complete as claimed.
Next, recall that qFkM = FkqM . From this it is clear that qFkM is also additively complete, so FkM is
additively complete. It is clear that any quotient of additively complete Mackey functors is again additively
complete. In particular, this applies to FkM/Fk−1M . 
17. Rational Mackey functors and Tambara functors
Definition 17.1. We say that a semigroup A is rational if every element has an additive inverse, and the
map n.1A : A→ A is an isomorphism for all positive integers n. (This means that A has a unique structure
as a vector space over Q extending the given addition law.) We say that a Mackey functor M is rational if
M(X) is rational for allX , and similarly for Green functors, Tambara functors and (multiplicative) coefficient
systems. We write QMackeyG for the category of rational Mackey functors, and similarly for QGreenG,
QTambaraG, QCSysG and QMCSysG.
Theorem 17.2. The functors q and r restrict to give an equivalence QMackeyG ≃ QCSysG, and also
an equivalence QTambaraG ≃ QMCSysG.
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The proof will follow after some preparatory results.
Definition 17.3. Let k be a divisor of |G|. We put
Ck = {A ⊆ G | A = Hx for some x ∈ G and H ≤ G with |H | = k}.
After noting that gHx = (gHg−1)gx, we see that Ck has a natural G-action by multiplication on the left.
Lemma 17.4. All orbits in Ck have coorder k. Moreover, for every orbit U of coorder k we have
|MapG(U,Ck)| = |G|/k = |U |.
Proof. It is clear that stabG(Hx) = H . Thus, for K ≤ G with |K| = k we have
|MapG(G/K,Ck)| = |(Ck)
K | = |{Kx | x ∈ G}| = |G|/k.

Proposition 17.5. Let N be a rational coefficient system. Then the map ǫ : qrN → N is an isomor-
phism.
Proof. It is clear that N is a direct sum of pure coefficient systems, so we may assume that N itself is
k-pure for some k dividing |G|. Given this, Proposition 15.11 can be rewritten as
rN(G/H) =
 ∏
K≤H,|K|=k
N(G/K)
H .
If |H | < k then the product has no terms, so rN(G/H) = 0, so certainly qrN(G/H) = 0 = N(G/H). If
|H | = k then the product is just N(G/H) with H acting trivially, so rN(G/H) = N(G/H). Moreover, the
previous case shows that there is nothing to kill to form qrN(G/H), so qrN(G/H) = N(G/H) as well. We
now see that the map ǫ : qrN(U)→ N(U) is an isomorphism whenever coord(U) ≤ k.
Now suppose instead that coord(U) > k. We then have N(U) = 0, so we must show that qrN(U) = 0.
Let p : Ck × U → U be the projection. Consider an element m ∈ rN(U), given by a natural system of
elements m(V
u
−→ U) ∈ N(V ) for all G-orbits V (wlog with coord(V ) = k) and all G-maps u : V → U . From
the definitions we have
(Rpm)(V
(c,u)
−−−→ Ck × U) = m(V
u
−→ U)
(TpRpm)(V
u
−→ U) =
∑
c∈MapG(U,Ck)
(Rpm)(V
(c,u)
−−−→ Ck × U)
= |MapG(U,Ck)|m(V
u
−→ U)
= (|G|/k)m(V
u
−→ U),
so TpRpm = (|G|/k)m. Now let π : rN(U)→ qrN(U) be the projection as usual. Note that Ck is k-free so
the same is true of Ck × U , but coord(U) > k; it follows that πTp = 0. We therefore have (|G|/k)π(m) =
0 ∈ qrN(U), but N is rational so π(m) = 0 as required. 
Corollary 17.6. Let M be a rational Mackey functor. Then the map η : M → rqM is surjective.
Proof. The triangular identity for the (q, r) adjunction says that the composite
qM
qηM
−−−→ qrqM
ǫqM
−−→ qM
is the identity. Using the proposition we see that ǫqM is an isomorphism, so qηM is also an isomorphism. Next,
we note that q has a right adjoint, so it preserves colimits, so q(cok(ηM )) = cok(qηM ) = 0. Proposition 16.4(e)
now tells us that cok(ηM ) = 0. As everything is rational and therefore additively complete, we can deduce
that ηM is surjective. 
Proposition 17.7. Let k be a divisor of |G|, and let M be a k-pure rational Mackey functor. Then the
map η : M → rqM is an isomorphism.
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Proof. As in Remark 15.12, we can think of rqM(X) as the inverse limit of the functor (Orb×G ↓ X)→
Semigroups given by (U
x
−→ X) 7→ qM(U). As qM is k-pure we have qM(U) = 0 unless U has coorder k,
and in that case Proposition 16.4 tells us that qM(U) = M(U). We can thus let P be the full subcategory
of (Orb×G ↓ X) containing the diagrams (U
x
−→ X) where U has coorder k, and we find that rqM(X) is the
limit of the functor P → Semigroups given by (U
x
−→ X) 7→ M(U). For any element m of this inverse limit,
we define ψ(m) ∈M(X) by
ψ(m) =
∑
U∈orb(Ck)
∑
x∈MapG(U,X)
Tx(m(U
x
−→ X)).
We claim that this defines a morphism ψ : rqM → M of Mackey functors. To see this, consider a map
f : X → Y of finite G-sets, and the resulting diagram
rqM(X)
Tf
//
ψ

rqM(Y )
Rf
//
ψ

rqM(X)
ψ

M(X)
Tf
// M(Y )
Rf
// M(X).
For the left square, we recall that transfers in rqM are defined by
(Tfm)(U
y
−→ Y ) =
∑
x∈MapG(U,X),fx=y
m(U
x
−→ X),
so
ψTfm =
∑
U
∑
y∈MapG(U,Y )
Ty((Tfm)(U
y
−→ Y )) =
∑
U
∑
y∈MapG(U,Y )
∑
x∈MapG(U,X),fx=y
Ty(m(U
x
−→ X))
=
∑
U
∑
x∈MapG(U,X)
Tfx(m(U
x
−→ X)) = Tf
∑
U
∑
x∈MapG(U,X)
Tx(m(U
x
−→ X))

= Tfψ(m).
For the right square, consider an element n ∈ rqM(Y ). We then have
Rfψ(n) =
∑
U
∑
y∈MapG(U,Y )
(RfTyn)(U
y
−→ Y )
To analyse this, we form a pullback square
U˜
i //
j

U
y

X
f
// Y.
This gives RfTy = TiRj , and this can be written as a sum over orbits V ⊆ U˜ . As V admits a map to U ,
it must have coorder at most k. If the coorder is strictly less than k then M(V ) = 0 and so V does not
contribute to TiRjn. The orbits of coorder k map isomorphically to U and so biject with G-maps x : U → X
satisfying fx = y. We deduce that
Rfψ(n) =
∑
U
∑
y∈MapG(U,Y )
∑
x∈MapG(U,X),fx=y
Tx(m(U
y
−→ Y ))
=
∑
U
∑
x∈MapG(U,X)
Tx(m(U
fx
−−→)) = ψRf (m).
Next, we claim that ψη(m) = (|G|/k)m for all G-sets X and elements m ∈M(X). Indeed, Proposition 16.5
tells us that M = FkM , so every element of M(X) has the form Tpn for some k-free set W and some G-map
p : W → X . Using this we can reduce to the case where X is a k-free orbit. If the coorder of X is strictly
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less than k, then M(X) = 0 and there is nothing to prove. We therefore assume that coord(X) = k. We
now have η(m)(U
x
−→ X) = π(Rxm) ∈ qM(U), and the π makes no difference if coord(U) = k. We therefore
have
ψη(m) =
∑
U∈orb(Ck)
∑
x∈MapG(U,X)
TxRxm.
Here both U and X are orbits of coorder k, so any G-map x : U → X is an isomorphism, so TxRx is the
identity. We also see that the inversion map x 7→ x−1 gives a bijection MapG(U,X)→ MapG(X,U), so∑
U∈orb(Ck)
|MapG(U,X)| =
∣∣∣∣∣∣
∐
U∈orb(Ck)
MapG(X,U)
∣∣∣∣∣∣ = |MapG(X,Ck)| = |G|/k.
This gives ψη(m) = (|G|/k)m as claimed. As M is rational, we conclude that ψη is an isomorphism, so η is
injective and ψ is surjective. We saw in Corollary 17.6 that η is also surjective, so it is an isomorphism. 
Proof of Theorem 17.2. We need to show that the unit map η : M → rqM and the counit map
ǫ : qrN → N are isomorphisms when N and M are rational. (This will prove both the Mackey functor
statement and the Tambara functor statement.)
The counit is covered by Proposition 17.5. For the unit, it will be enough to prove by induction that
the maps η : FkM → rqFkM are isomorphisms for all k. Put QkM = FkM/Fk−1M , and consider the
commutative diagram
Fk−1M // //
η

FkM // //
η

QkM
η

rqFk−1M // // rqFkM // // rqQkM.
The top row is short exact by definition. Proposition 16.3 tells us that qFj = Fjq, and q preserves colimits so
qQkM = (qFkM)/(qFk−1M) = (FkqM)/(Fk−1qM). It follows that QkM is k-pure, and that the sequence
qFk−1M → qFkM → qQkM is a split short exact sequence of coefficient systems. As any additive functor
preserves split short exact sequences, we see that the bottom row of the above diagram is again short exact.
The right hand vertical map is an isomorphism by Proposition 17.7, and the left hand map can be assumed
to be an isomorphism by induction, so the middle map is an isomorphism by the Five Lemma. 
Example 17.8. Consider the rational Burnside ring Tambara functor
Q⊗A(X) = Q⊗AG(1, X) ≃ Q⊗ UG(∅, X).
We saw in Proposition 15.19 that qA = cN. In the same way, we can check that q(Q ⊗ A) = cQ, where cQ
denotes the constant functor cQ : Orb×G → Rings with value Q. It follows that Q⊗A ≃ rcQ, and so
Q⊗A(X) =
 ∏
H≤G
Map(XH ,Q)
G .
We next want to discuss the rational representation ring. For this, we first need to investigate naturality
properties of the construction sending G/H to the centre of H .
Construction 17.9. For any G-orbit T we have a translation category Trans(G, T ) and a functor
FT : Trans(G, T )→ Groups
given by
FT (x) = stabG(x) = {g ∈ G | gx = x}.
We write ZT for the inverse limit of FT . One checks that ZG/H is the centre of H . In particular, if H is
abelian then ZG/H = H .
Now suppose we have a map q : U → T and thus q∗ : Trans(G,U) → Trans(G, T ). There is a natural
monomorphism FU → FT ◦ q∗, and by general nonsense this gives maps
ZU −→ lim
←−
(FT ◦ q∗)←− ZT .
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We claim that if T (and thus U) has abelian isotropy then the first of these maps is injective and the second
is an isomorphism, so we have a natural inclusion ZU → ZT . Indeed, if q is just the projection G/H → G/K
(with H ≤ K), then the above maps are easily identified with the maps
ZH −→ ZKH ←− ZK,
and the claim about the abelian case follows immediately.
One can now check that this construction gives a functor
{G− orbits with abelian isotropy} → { abelian groups }.
Example 17.10. Let R be the representation semiring Tambara functor, as in Example 6.5. Recall that
R(G/H) is just the semiring of isomorphism classes of complex representations of H . Consider the transfer
maps Q ⊗ R(G/C) → Q ⊗ R(G/H) for cyclic subgroups C ≤ H . Artin’s induction theorem says that the
sum of the images of these maps is all of Q ⊗ R(G/H). It follows that the corresponding multiplicative
coefficient system has q(Q⊗R)(T ) = 0 unless T has cyclic isotropy groups. If C is cyclic of order n one can
check that q(Q⊗R)(G/C) is isomorphic to the cyclotomic field Q(e2πi/n).
We can make this more functorial as follows. First, put C∗ = Hom(C, S1), which is again cyclic of order
n. One can check that Q[C∗] has a unique maximal ideal mC such that the natural map from C
∗ to the
field K(C) = Q[C∗]/m is injective. Next, suppose we have an injective homomorphism i : C → D of abelian
groups, with |D|/|C| = m say. Given a character α ∈ C∗ we can choose β ∈ D∗ with i∗(β) = α, and it is
not hard to see that βm is independent of the choice of β, so we can define i•(α) = β
m. This is an injective
homomorphism of cyclic groups, and it follows that it induces a homomorphism i• : K(C) → K(D). One
can check that for any G-orbit T with cyclic isotropy, there is a natural isomorphism q(Q⊗R)(T ) ≃ K(ZT ).
Example 17.11. Put R(T ) = Map(T,Q) when T is a free orbit, and R(T ) = 0 if T is not free. For any
map f : U → T , either T is free (in which case f is an isomorphism and we put Rf = (f−1)∗ : Map(U,Q)→
Map(T,Q)) or T is not free (in which case Rf = 0). This gives a functor Orb
×
G → AlgQ, and the associated
Tambara functor is just S(X) = Map(X,Q).
Proposition 17.12. The restricted functor ω : QTambaraG → Q SemiringsG is right adjoint to the
functor rL′ (where L′ is as in Definition 15.28).
Proof. This is clear from Propositions 15.25 and 15.33. 
18. Change of groups
In this section we will investigate various functors relating the categories UG, TambaraG and MCSysG
for different groups G.
Let H be a subgroup of G. There is then an evident forgetful functor res : UG → UH . We can also define
a functor from finite H-sets to finite G-sets by ind(Y ) = G×H Y . If T is a set of coset representatives then
the underlying set of ind(Y ) is just T × Y . Using this, we see that ind preserves all the constructions used
to define composition in UH , so we get a functor ind : UH → UG.
Proposition 18.1. The functor res: UG → UH is left adjoint to ind: UH → UG. Moreover, both these
functors preserve categorical products.
Proof. First, consider a G-set W equipped with a map f : W → ind(Y ) = G×H Y . Note that ind(Y )
contains H ×H Y = Y , and put W0 = f−1(W ), which is an H-set. There is a unique G-map G×HW0 →W
extending the identity on W0, and one checks that this is an isomorphism. It follows that the category of
G-sets over ind(Y ) is equivalent to the category of H-sets over Y .
Any morphism in UH(res(X), Y ) is represented by a diagram
P0 = (X
f0
←− A0
g0
−→ B0
h0−→ Y )
of finite H-sets. Let f be the unique G-equivariant extension of f0 over ind(A0), so we have a diagram
P = (X
f
←− ind(A0)
ind(g0)
−−−−→ ind(B0)
ind(h0)
−−−−−→ ind(Y )),
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representing a morphism in UG(X, ind(Y )). Using our first paragraph, we see that this procedure gives a
bijection UH(res(X), Y ) = UG(X, ind(Y )).
Products in UG and UH are given by disjoint union, and it is clear that both ind and res preserve disjoint
unions. 
Definition 18.2. We define coind: TambaraH → TambaraG and res: TambaraG → TambaraH by
coind(S) = S ◦ res and res(S′) = S′ ◦ ind.
Proposition 18.3. The functor coind: TambaraH → TambaraG is right adjoint to res : TambaraG →
TambaraH .
Proof. This follows formally from Proposition 18.1, using the (co)unit maps and triangular identities.

19. Witt vectors
We now discuss the relationship between Tambara functors and the generalised Witt rings of Dress and
Siebeneicher [8]. Similar results have been obtained by Brun [4], Elliott [9] and Nakaoka [20].
Proposition 19.1. The functor ω : TambaraG → SemiringsG (given by ω(S) = S(G)) has a left adjoint
L : SemiringsG → TambaraG.
Proof. Put P (X) = UG(G,X), so P is a Tambara functor and the Yoneda lemma gives TambaraG(P, S) ≃
S(G). For any A ∈ SemiringsG, we let L0A denote the coproduct of copies of P indexed by A, so
TambaraG(L0A,S) = Map(A,S(G)). Similarly, we let L1A denote the coproduct of copies of P indexed
by the set
Q = 1∐ 1∐ (A×A) ∐ (A×A) ∐ (G×A),
so
TambaraG(L1A,S) = Map(Q,S(G))
= S(G)× S(G)×Map(A×A,S(G))×Map(A×A,S(G))×Map(G×A,S(G)).
Given a map f ∈Map(A,S(G)) we define φ∗(f) ∈Map(Q,S(G)) by
φ∗(f) = (f(0), f(1), (a, b) 7→ f(a+ b), (a, b) 7→ f(ab), (g, a) 7→ f(ga))).
We also define ψ∗(f) ∈Map(Q,S(G)) by
ψ∗(f) = (0, 1, (a, b) 7→ f(a) + f(b), (a, b) 7→ f(a)f(b), (g, a) 7→ g f(a)).
It is clear that the equaliser of the maps
φ∗, ψ∗ : Map(A,S(G))→ Map(Q,S(G))
is SemiringsG(A,S(G)) = SemiringsG(A,ω(S)). Moreover, the Yoneda lemma implies that φ
∗ and ψ∗ arise
from morphisms φ, ψ : L1A→ L0A in TambaraG. If we let LA denote the coequaliser of these maps (which
exists by Proposition 10.6), we obtain an isomorphism TambaraG(LA, S) ≃ SemiringsG(A,ω(S)), which is
natural in S. It is now standard that there is a canonical way to define L on morphisms, giving a functor
SemiringsG → TambaraG that is left adjoint to ω. 
Definition 19.2. For any semiring A, we define a semiring WGA as follows: we give A the trivial
G-action, then apply the functor L : SemiringsG → TambaraG, then evaluate on the singleton G-set to get
WGA = (LA)(1). We call this the semiring of G-Witt vectors for A.
When A is additively complete, we will show that WG(A) is the same as the ring defined by Dress
and Siebeneicher [8]. In particular, if G is cyclic of prime-power order, we recover the usual p-typical Witt
vectors.
One could think about generalising the definition to cover the case where A has nontrivial G-action.
Some results in this context have been stated by Brun, but they appear to contain some inaccuracies. We
will therefore ignore this possible generalisation: for the rest of this section we take A to be a semiring
equipped with the trivial G-action.
98
We suspect that the proper context for our results is really a theory of global Tambara functors, similar
to Webb’s theory of global Mackey functors [23]. However, we will leave that for future work.
We now formulate our comparison with the theory of Dress and Siebeneicher in more detail.
Definition 19.3. We write Sub(G) for the set of subgroups of G, and sub(G) for the quotient set of
conjugacy classes of subgroups. We define a map
γ : Map(sub(G), A)→ Map(sub(G), A)
(called the ghost map) by
γ(a)([H ]) =
∑
[K]
|(G/H)K |a([K])|H|/|K|.
(Note here that if (G/H)K is nonempty then K is conjugate to a subgroup of H so |H |/|K| is a positive
integer.)
Theorem 19.4. Let A be an additively complete semiring. Then WGA is also additively complete.
Moreover, there is a natural bijection τ : Map(sub(G), A) → WGA and a natural ring map φ : WGA →
Map(sub(G), A) such that φτ = γ.
This is essentially equivalent to the main result of Brun in [4], but with our richer theory of Tambara
functors in hand, we can give a somewhat different perspective on the proof.
Proof. Combine Propositions 19.18 and 19.21 below. 
Dress and Siebeneicher proved that thare is a unique natural ring structure on Map(sub(G), A) such
that γ is a ring homomorphism. We can use τ to transport the ring structure on WGA to Map(sub(G), A),
and by the uniqueness clause, this must give the ring structure discussed by Dress and Siebeneicher. They
define WGA to be Map(sub(G), A) with this structure, so τ gives an isomorphism from their WGA to our
WGA.
We now start work on the proof of Theorem 19.4.
First, it turns out that the functor L can be recovered from the functors WH for subgroups H of G, as
explained in Corollary 19.6 below.
Lemma 19.5. The following diagram commutes up to natural isomorphism:
SemiringsG
res

L // TambaraG
res

SemiringsH L
// TambaraH
Proof. It will suffice to show that the followings diagram of right adjoints is commutative:
SemiringsG TambaraG
ωoo
SemiringsH
coind
OO
TambaraHω
oo
coind
OO
Here coind: SemiringsH → SemiringsG is given by coind(A) = MapH(G,A).
If S ∈ TambaraH , then ω coind(S) = coind(S)(G) = S(res(G)), whereas coindω(S) = MapH(G,S(H)).
Given g ∈ G we define ig : H → G by ig(h) = hg. This is an H-map and so gives i∗g : S(G) → S(H).
Putting these maps together for all g, we get a map ξ : S(G) → MapH(G,S(H)). If we choose a set T
of coset representatives, we can identify ξ with the standard map S(
∐
t∈T H) →
∏
t∈T S(H), which is an
isomorphism, as required. 
Corollary 19.6. For any semiring A and any H ≤ G we have (LA)(G/H) =WH(A).
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Proof. We will write LG and LH for the functors L defined using G and H respectively. The lemma
gives
(LGA)(G/H) = (LGA)(ind(1)) = (resLGA)(1) = (LHA)(1) =WH(A).

Remark 19.7. One can check directly that for the trivial group 1 we have W1A = A. Thus, for general
G we have ωLA = (LA)(G/1) =W1A = A. More precisely, after chasing through the definitions we see that
the unit map A→ ωLA = (LA)(G) for the (L, ω) adjunction is an isomorphism.
Proposition 19.8. There are natural maps ν : A→ LA(U) for all orbits U , with the following properties:
(a) ν : A→ LA(G) = ωLA is the unit map for the (L, ω) adjunction.
(b) For any map f : U → V of orbits, we have Nf (νU (a)) = νV (a).
(c) ν(1) = 1, and ν(ab) = ν(a)ν(b).
(d) ν(0) = 0.
(However, ν does not respect addition.)
Proof. We define νG : A → LA(G) to be the unit so that (a) holds. Given any orbit U we choose a
point u ∈ U . This gives a G-map uˆ : G → U by uˆ(g) = gu, and this gives a map Nuˆ : LA(G) → LA(U). If
we use a different point v ∈ U then v = xu. We then have uˆ = vˆ ◦ ρ(x) (where ρ(x)(g) = gx−1), but the
action of G on LA(G) ≃ A via ρ is trivial by assumption, so Nuˆ = Nvˆ. We can thus put νU = Tuˆ ◦ νG (for
any choice of u). All the claimed properties are clear. 
Proposition 19.9. The multiplicative coefficient system L′A is just the constant functor OrbG →
Semirings with value A.
Proof. Recall from Definition 15.28 that L′A(U) is generated by symbols iu(a) (for u ∈ U and a ∈ A)
modulo relations
it(0) = 0 it(1) = 1
it(a+ b) = it(a) + it(b) it(ab) = it(a)it(b)
igt(a) = it(g
−1a).
As G acts transitively on U and trivially on A, the last equation tells us that all the maps iu are the same, so
we can just call them i; and the map i : A→ L′A(U) is an isomorphism. The norm maps satisfy Nf iu = ifu
by definition, and this means that we can identify Nf with 1A. 
Corollary 19.10. There is a natural isomorphism
rL′A(X) = Map(π0(Orb
×
G ↓ X), A).
Proof. See Remark 15.12. 
Proposition 19.11. Let A be a semiring with trivial G-action. Then for all orbits U , the composite
ν = (A
ν
−→ LA(U)
π
−→ qLA(U)) is an isomorphism. Moreover, for any map f : U → V of orbits, we
have NfνU = νV . These maps therefore assemble to give an isomorphism ν : L
′A → qLA of multiplicative
coefficient systems.
Proof. As q is left adjoint to r and L is left adjoint to ω, we see that qL is left adjoint to ωr, which is
the same as ω′ by Remark 15.27. As ω′ is right adjoint to L′, we have qL = L′. By unwinding the definitions
we see that this map is the same as ν. 
Corollary 19.12. If A is additively complete, then so is LA. Moreover, the filtration layers FkLA and
their quotients are also additively complete.
Proof. It is clear from the Proposition that qLA is additively complete, and the rest follows from
Proposition 16.7. 
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Definition 19.13. We define a Tambara morphism φ : LA→ rL′A by
φ = (LA
η
−→ rqLA
r(ν−1)
−−−−→ rL′A).
Equivalently, φ corresponds to ν−1 with respect to the (q, r) adjunction. By evaluating at G/G and using
Proposition 15.11 to analyse rL′ we get a map
φ : WGA = LA(G/G)→ rL
′A(G/G) = Map(sub(G), A).
Remark 19.14. If A is a Q-algebra, we see from Proposition 17.12 and Remark 15.32 that φ : LA→ rL′A
is an isomorphism.
Lemma 19.15. For any diagram (U
x
−→ X) in (Orb×G ↓ X), the function TxνU : A → LA(X) depends
only on the isomorphism class of (U
x
−→ X) in (Orb×G ↓ X).
Proof. If (V
y
−→ X) is isomorphic to (U
x
−→ X) then there is an isomorphism f : U → V with yf = x.
This gives TxνU = TyTfνU . However, as f is an isomorphism we have Tf = R
−1
f = Nf , and we have seen
that NfνU = νV , so TxνU = TyνV as required. 
Definition 19.16. We define maps τ : rL′A(X)→ LA(X) as follows. Choose a list of diagrams (Ui
xi−→
X) (for 1 ≤ i ≤ m say) containing precisely one representative of each isomorphism class in (Orb×G ↓ X) and
put
τ(a) =
m∑
i=1
TxiνUi(a).
It follows from Lemma 19.15 that this does not depend on the choice of representatives.
Remark 19.17. The map τ does not respect addition or multiplication, so it does not give a morphism
of Mackey functors or Tambara functors. One can check that it is compatible with Rf and Tf when f is
injective, but not otherwise.
Proposition 19.18. The composite
Map(sub(G), A) = rL′A(1)
τ
−→ LA(1) =WG(A)
φ
−→ rL′A(1) = Map(sub(G), A)
is the ghost map γ.
Proof. First, we have already seen how to identify LA(G) and rL′A(G) with A, and we leave the
reader to check that under these identifications the maps τ : rL′A(G) → LA(G) and φ : LA(G)→ rL′A(G)
are just the identity.
Now consider a subgroup H ≤ G, and let p and q denote the obvious maps G
p
−→ G/H
q
−→ 1. Consider
an element a ∈ LA(G) = A. As φ is a Tambara morphism we have
φ(Tqν(a)) = φ(TqNp(a)) = TqNp(φ(a)) = TqNp(a).
The last expression involves the operators Tq and Np on rL
′A, which are determined by Remark 15.12 and
Proposition 15.23. First, for any morphism G/K
t
−→ G/H , the element (Npa)(G/K
t
−→ G/H) is by definition
a product indexed by the orbits U ⊆ G ×G/H (G/K). Each such orbit admits a projection map to G and
so must be isomorphic to G. It follows that the term corresponding to each orbit is just a. By counting
the number of points in G ×G/H (G/K) we also see that the number of orbits is |H |/|K|. We conclude
that (Npa)(G/K
t
−→ G/H) = a|H|/|K|. Moreover, (TqNpa)(G/K → 1) is by definition the sum of the above
elements for all G-maps t : G/K → G/H . We now have
φ(Tqν(a))(G/K → 1) = |(G/H)
K |a|H|/|K|.
Next, we note that there is a bijection sub(G) → π0(Orb
×
G) given by H 7→ G/H . We choose a list of
subgroups H1, . . . , Hm containing precisely one representative of each conjugacy class, and we make some
slight notational changes corresponding to the above bijection, giving
φ(τ(a))(Hj) =
∑
i
|(G/Hi)
Hj |a(Hi)
|Hi|/|Hj |.
This is the same as the ghost map, as claimed. 
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Corollary 19.19. Suppose that A is additively complete and torsion-free. Then the maps τ : rL′A(X)→
LA(X) are injective for all X.
Proof. All the relevant functors convert disjoint unions to products, so we can reduce to the case
X = G/H . Here LA(G/H) = WHA and similarly rL
′A(G/H) = Map(sub(H), A). One can check that
these identifications are compatible with τ , so we can reduce further to the case X = G/G = 1 which
appears in the Proposition. There we have φτ = γ, so it will suffice to check that γ is injective. Choose a
subgroup system H1, . . . , Hr (as in Definition 15.5). Suppose we have elements a, b ∈ Map(sub(G), A) with
γ(a) = γ(b). Fix k ≤ |G|, and assume inductively that ai = bi for all i > k. After cancelling the terms
corresponding to Hi for i > k, we get∑
i≤k
|(G/Hi)
Hj |a(Hi)
|Hi|/|Hj | =
∑
i≤k
|(G/Hi)
Hj |b(Hi)
|Hi|/|Hj |
for all j. Take j = k, and note that the definition of a subgroup system implies that (G/Hi)
Hk = ∅ for i < k.
Thus, we only have the term for i = k, giving |(G/Hk)Hk |a(Hk) = |(G/Hk)Hk |b(Hk). As |(G/Hk)Hk | > 0
and A is torsion-free we deduce that a(Hk) = b(Hk). The claim now follows by decreasing induction on
k. 
Proposition 19.20. Suppose that A is additively complete. Then the maps τ : rL′A(X)→ LA(X) are
surjective for all X.
Proof. Firstly, all semigroups that we consider will be additively complete by Corollary 19.12, so we
can use standard methods with kernels and cokernels and so on.
We filter LA by sub-Mackey functors FkLA as in Section 16, and put QkLA = FkLA/Fk−1LA. Next,
let Ok(X) be the category of orbits of coorder k over X , so (Orb
×
G ↓ X) =
∐
kOk(X). Put Pk(X) =
Map(π0(Ok(X)), A), so rL′A(X) =
∏
k Pk(X). Let τk be the restriction of τ to Pk(X). It will be enough to
prove that FkLA(X) = Fk−1LA(X) + img(τk), or equivalently that the composite
σk = (Pk(X)
τk−→ FkLA(X) −→ QkLA(X))
is surjective. Now choose a system of representatives (Ui
xi−→ X) for the isomorphism classes in Ok(X). It
is straightforward to check that for any Mackey functor M we have FkM(Ui) = M(Ui) and QkM(Ui) =
qM(Ui). Moreover, we have FkM(X) = Fk−1M(X)+
∑
i TxiM(Ui), so the maps Txi induce an epimorphism
σ′k :
∏
i qM(Ui)→ QkM(X). In the case M = LA we have qM(Ui) = A. After recalling that the composite
ν = πν respects addition, we find that σk = σ
′
k, so σk is surjective as required. 
Proposition 19.21. If A is additively complete, then τ : rL′A(X)→ LA(X) is bijective for all X.
Proof. This is clear from Corollary 19.19 and Proposition 19.20 if A is torsion-free.
Now suppose we have a coequaliser diagram
A2
α
++
β
33 A1
γ
// A0
in the category of rings. Suppose also that this is a reflexive coequaliser, which means that there is a ring
map σ : A1 → A2 with ασ = βσ = 1. Suppose that the result holds for A1 and A2; we claim that it also
holds for A0. To see this, consider the diagram
rL′A2(X)
..
00
τ

rL′A1(X) //
τ

rL′A0(X)
τ

LA2(X)
--
11 LA1(X) // LA0(X).
As L has a right adjoint, it preserves reflexive coequalisers, and Proposition 10.8 tells us that reflexive
coequalisers can be computed separately for each X , so the bottom row above is a reflexive coequaliser in
the category of sets. From the explicit description in Corollary 19.10 we see that the top row is also a
reflexive coequaliser. The first two vertical maps are bijective by assumption, and it follows that the same
is true of the third.
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Now let A0 be any ring. Let A1 be a polynomial algebra over Z with one generator for each element of
A0; then A1 is torsion-free, and there is an evident surjective homomorphism γ : A1 → A0. Put
A2 = {(a, a
′) ∈ A1 ×A1 | γ(a) = γ(a
′)}.
This is clearly also torsion-free. Let α, β : A2 → A1 be the two projections, and define σ : A1 → A2 by
σ(a) = (a, a). This gives a reflexive coequaliser diagram, and we deduce that τ : rL′A(X) → LA(X) is
bijective as claimed. 
We next discuss how our approach relates to that of Elliott [10] (but we will gloss over certain issues
related to additive completion). For any semigroup M we have a semiring N[M ] (and a ring Z[M ]) to which
we can apply the above discussion to define a semiring WG(N[M ]) and a ring WG(Z[M ]). Elliott mostly
considers this case, and deduces results for more general rings by noting that they can be expressed as
quotients of polynomial rings. With hindsight we can see that he is really working with Tambara functors,
and most of the numerous maps that he constructs have natural interpretations in that theory. One key
point is as follows: we can construct a “coconstant” Mackey functor dM as in Definition 3.17, and then
do the Tambara analogue of the semigroup-semiring construction to get a Tambara functor A[dM ] as in
Section 11. We then have
TambaraG(A[dM ], S) = MackeyG(dM,US) = SemigroupsG(M,US(G)) = SemiringsG(N[M ], S(G))
= TambaraG(LN[M ], S),
so LN[M ] ≃ A[dM ]. In this case we can define maps
ν′U : N[M ]→ LN[M ](U) = A[dM ](U)
(for G-orbits U) as follows. First, recall that dM(U) = Map(U,M)G, and as G acts trivially on M , this
is easily identified with M . Next, every element of A[M ](U) is represented by a pair (X
t
−→ U,m), where
m ∈ dM(X). Thus, for any m ∈ M the pair (U
1
−→ U,m) represents an element λ(m) ∈ A[dM ](U). From
the definitions we see that λ(m0 +m1) = λ(m0)λ(m1). We can thus define a semiring map ν
′
U : N[M ] →
A[dM ](U) by ν′U (
∑
i ni[mi]) =
∑
i niλ(mi).
These maps ν′U have similar properties to the maps νU considered earlier, and we can use them in the
same way to define maps τ ′ : rL′N[M ](X)→ LN[M ](X) analogous to τ . In more detail, we choose a list of
diagrams (Ui
xi−→ X) (for 1 ≤ i ≤ m say) containing precisely one representative of each isomorphism class
in (Orb×G ↓ X) and put
τ ′(a) =
m∑
i=1
Txiν
′
Ui(a).
This map τ ′ is easier to use than τ because it is additive, and it is also a bijection. This can be proved
along the same lines used for τ , or one can just exhibit an inverse as follows.
Definition 19.22. For any orbit U and any element [W
u
−→ U,m] ∈ A[dM ](U) (so m ∈ dM(W )) we
define
β0[W
u
−→ U,M ] =
∑
w∈Sec(u)
Rw(m) ∈ N[dM(U)] = N[M ].
For any G-set X and any element a ∈ A[dM ](X) we define
β′(a) ∈ rL′N[M ](X) = Map(π0(Orb
×
G ↓ X),N[M ])
by β′(a)(U
x
−→ X) = β0(Rx(a)).
It is not hard to check directly that β′ is inverse to τ ′. We also have a map γ′ = φτ ′ analogous to the
ghost map γ. To describe this, we first define maps a 7→ a〈k〉 on N[M ] (for k ∈ N) by(∑
i
ni[mi]
)〈k〉
=
∑
i
ni[kmi].
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This is similar to the usual power map a 7→ ak, because ak = a〈k〉 whenever a = [m] for some m, and also
ap = a〈p〉 (mod p) whenever p is prime. One can check that
γ′(a)([H ]) =
∑
[K]
|(G/H)K |a([K])〈|H|/|K|〉.
A key part of Elliott’s argument is to show that φ and φ′ have the same image.
A. Semiadditive categories
In this appendix we set up a theory of semiadditive categories. This is largely the same as the more
familiar theory of additive categories. However, there is one technical point that creates a need for a detailed
account. Given a small semiadditive category A, we write Mod(A) for the category of product-preserving
functors M : A → Sets. We will show that every such M can also be regarded as an additive functor
A → Semigroups. Now suppose that A has a biadditive tensor product making it a symmetric monoidal
category. We would like to use the well-known construction of Day [6] to obtain from this a biadditive
tensor product on Mod(A). However, there are various subtleties about whether we require additivity at
various stages in the construction, and whether we use Sets or Semigroups as the ambient category. For
our applications to Tambara functors, the key point is that we can work with apparently non-additive
constructions and still get a biadditive functor ⊠ : Mod(A)×Mod(A)→ Mod(A). This will be explained in
more detail below.
A.1. Basics.
Definition A.1. Let A be a category. We say that A is semiadditive if
(a) It has finite products (and in particular, a terminal object, denoted by 0).
(b) The terminal object is also initial (so for each a and b we have unique maps a −→ 0 −→ b, whose
composite we call the zero map).
(c) Let a1
p1
←− a
p2
−→ a2 be a product diagram, and let a1
i1−→ a
i2←− a2 be the unique maps such that
p1i1 = 1 p2i1 = 0 p1i2 = 0 p2i2 = 1.
Then the diagram a1
i1−→ a
i2←− a2 is a coproduct diagram.
Remark A.2. By an evident inductive extension of (c), any product of finitely many factors is also a
coproduct. (The case of no factors is (b), and the case of one factor is trivial.) In more detail, given objects
a1, . . . , an there is an object a =
⊕
t at and morphisms
at
it−→ a
pu
−→ au
such that ptit = 1, and puit = 0 for all u 6= t, and the maps it give a coproduct diagram, and the maps
pu give a product diagram. For any object x and system of maps fu : x → au, we write [f1, . . . , fn] for
the unique map x → a such that pu ◦ [f1, . . . , fn] = fu for all u. Dually, given maps gt : at → y, we write
〈g1, . . . , gn〉 the unique map a→ y with 〈g1, . . . , gn〉 ◦ jt = gt for all t. Note that in the case n = 2 we have
i1 = [1, 0] : a1 → a1 ⊕ a2 i2 = [0, 1] : a2 → a1 ⊕ a2
p1 = 〈1, 0〉 : a1 ⊕ a2 → a1 p2 = 〈0, 1〉 : a1 ⊕ a2 → a2.
We now resolve an apparent asymmetry in the definition.
Lemma A.3. Let A be a semiadditive category. Let a1
i1−→ a
i2←− a2 be a coproduct diagram, and let
a1
p1
←− a
p2
−→ a2 be the unique maps such that
p1i1 = 1 p2i1 = 0 p1i2 = 0 p2i2 = 1.
Then the diagram a1
p1
←− a
p2
−→ a2 is a product diagram.
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Proof. By axiom (a), there exists a product diagram a1
p′1←− a′
p′2−→ a2. From this we can build a
coproduct diagram a1
i′1−→ a′
i′2←− a2 as in axiom (c). By the standard uniqueness property of coproducts,
there is a unique map f : a→ a′ with i′tf = it for t = 1, 2, and this map f is an isomorphism. It follows easily
that the diagram a1
p′1f←−− a
p′2f−−→ a2 is a product diagram, so it will suffice to prove that p′1f = p1 : a→ a1 and
p′2f = p2. Note that p
′
1fi1 = p
′
1i
′
1 = 1 = p1i1 and p
′
1fi2 = p
′
1i
′
2 = 0 = p1i2. As a1
i1−→ a
i2←− a2 is a coproduct
diagram, it follows that p′1f = p1, and a symmetrical argument shows that p
′
2f = p2, as required. 
Definition A.4. A preadditive category is a category B with a given semigroup structure on each
morphism set B(b0, b1), with the property that each composition map
B(b1, b2)× B(b0, b1)→ B(b0, b2)
is bilinear. Now let F : B → C be a functor between preadditive categories. We say that F is a preadditive
functor if each map
F : B(b0, b1)→ C(Fb0, F b1)
is a semigroup homomorphism.
Proposition A.5. Let A be a semiadditive category. Then A has a canonical structure as a preadditive
category.
Proof. Given maps g1, g2 : b→ c we define
g1 + g2 = (b
[1,1]
−−−→ b⊕ b
〈g1,g2〉
−−−−→ c).
In the case g2 = 0 we observe that g1p1 : b⊕ b→ c has the defining property of 〈g1, 0〉; it follows easily that
g1 + 0 = g1. Next, put σ = [p2, p1] : b ⊕ b → b ⊕ b. One can check that this is the same as 〈i2, i1〉, and that
σ ◦ [1, 1] = [1, 1] and 〈g1, g2〉 ◦ σ = 〈g2, g1〉. Using this we see that g2 + g1 = g1 + g2. Finally, if g3 is a third
morphism from b to c then it is not hard to check that g1 + (g2 + g3) and (g1 + g2) + g3 are both equal to
the composite
b
[1,1,1]
−−−−→ b⊕ b⊕ b
〈g1,g2,g3〉
−−−−−−→ c.
It follows that A(b, c) is a semigroup.
Now consider a map h : c→ d. It is clear from the definitions that h ◦ 〈g1, g2〉 = 〈hg1, hg2〉 and thus that
h ◦ (g1 + g2) = (hg1) + (hg2). Consider instead a map f : a→ b. This of course induces a map
f ⊕ f = [fp1, fp2] : a⊕ a→ b⊕ b.
By considering the diagram
a
[1,1]
//
f

a⊕ a
〈g1f,g2f〉
//
f⊕f

c
b
[1,1]
// b⊕ b
〈g1,g2〉
// c
we see that (g1 + g2)f = (g1f) + (g2f). This proves that composition is bilinear. 
Proposition A.6. Let A be a semiadditive category. Then in the context of axiom (c) or Lemma A.3
we always have
i1p1 + i2p2 = 1: a→ a.
Proof. Suppose that the maps it and pt are as in axiom (c) or Lemma A.3. We then have
p1 ◦ (i1p1 + i2p2) = p1i1p1 + p1i2p2 = 1 ◦ p1 + 0 ◦ p2 = p1 = p1 ◦ 1,
and similarly p2 ◦ (i1p1 + i2p2) = p2 ◦ 1. As a1
p1
←− a
p2
−→ a2 is a product diagram, this means that
i1p1 + i2p2 = 1. 
Proposition A.7. Let A be a preadditive category.
(a) An object a ∈ A is initial iff it is terminal iff the semigroup A(a, a) is trivial.
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(b) Suppose we have a diagram
a1
i1
** x
p1
kk
p2
33 a2
i2
tt
with
p1i1 = 1 p2i1 = 0 p1i2 = 0 p2i2 = 1 i1p1 + i2p2 = 1.
Then the diagram a1
i1−→ x
i2←− a2 is a coproduct, and the diagram a1
p1
←− x
p2
−→ a2 is a product.
Proof. (a) If a is either initial or terminal then A(a, a) is a singleton and so is trivial as a
semigroup. Conversely, if A(a, a) is trivial then in particular the identity morphism is the same as
the zero element. Now for any f : x → a we have f = 1a ◦ f = 0 ◦ f , and because composition is
biadditive this is the zero element of A(x, a). This proves that a is terminal, and a dual argument
shows that it is also initial.
(b) Suppose we have maps a1
f1
−→ u
f2
←− a2. We put f = f1p1 + f2p2 : x→ u. This has
fi1 = f1p1i1 + f2p2i1 = f1 ◦ 1 + f2 ◦ 0 = f1,
and similarly fi2 = f2. Let f
∗ : x→ u be any map with f∗it = ft for t = 0, 1. We then have
f∗ = f∗ ◦ 1x = f
∗ ◦ (i1p1 + i2p2) = f
∗i1p1 + f
∗i2p2 = f1p1 + f2p2 = f.
This proves that the diagram a1
i1−→ x
i2←− a2 is a coproduct. Dually, given maps a1
g1
←− v
g2
−→ a2 we
find that the map g = i1g1 + i2g2 : v → x is the unique one satisfying ptg = gt for t = 0, 1 so the
diagram a1
p1
←− x
p2
−→ a2 is a product.

Corollary A.8. Let A be a preadditive category. Suppose that there is an object satisfying part (a) of
the Proposition, and that for all objects a1 and a2 there is a diagram as in part (b) of the Proposition. Then
A is semiadditive.
Proof. Follows directly from the Proposition. 
Proposition A.9. Let F : A → B be a functor between semiadditive categories. Then the following are
equivalent:
(a) F sends finite coproduct diagrams to finite coproduct diagrams.
(b) F sends finite product diagrams to finite product diagrams.
(c) F is a preadditive functor.
(We say that F is semiadditive if these conditions hold.)
Proof. We first claim that any of the three conditions implies that F sends the zero object to the
zero object (and thus sends zero morphisms to zero morphisms). In case (a) this holds because 0 is the
coproduct of the empty family, and in case (b) because 0 is the product of the empty family. In case (c) we
note that 1 = 0 as endomorphisms of 0. Any functor preserves identity maps, and F preserves zero maps by
hypothesis, so 1 = 0 as endomorphisms of F0. This means that the unique maps 0→ F0→ 0 are inverse to
each other, so F0 ≃ 0 as claimed.
Now suppose that (a) holds. Consider a product diagram a1
p1
←− a
p2
−→ a2. Let a1
i1−→ a
i2←− a2 be the
unique maps such that
p1i1 = 1 p2i1 = 0 p1i2 = 0 p2i2 = 1,
so the diagram a1
i1−→ a
i2←− a2 is a coproduct diagram by axiom (c) in Definition A.1. By assumption, the
diagram Fa1
Fi1−−→ Fa
Fi2←−− Fa2 is a coproduct diagram in B. We can apply Lemma A.3 to this diagram to
see that Fa1
Fp1
←−− Fa
Fp2
−−→ Fa2 is a product diagram. This shows that (a) implies (b), and a dual argument
shows that (b) implies (a). If these conditions hold, then F respects all the structure used to define addition,
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so we see that (c) also holds. Conversely, suppose that (c) holds. Any binary product or coproduct diagram
in A gives rise to a diagram
a1
i1
** x
p1
kk
p2
33 a2
i2
tt
with
p1i1 = 1 p2i1 = 0 p1i2 = 0 p2i2 = 1 i1p1 + i2p2 = 1
as in Proposition A.7. Applying F gives a diagram in B with the same properties, which is therefore both a
product and a coproduct. This shows that (c) implies (a) and (b). 
A.2. Modules.
Definition A.10. Let A be a small semiadditive category. An A-module is a product-preserving functor
M : A → Sets. We write M(A) for the category of A-modules. If f : a→ b is a morphism in A and M is an
A-module, we write f∗ for the induced map M(a)→M(b).
We next show that if M is a A-module, then the sets M(a) have canonical structures as semigroups.
The cleanest way to formulate this is as follows.
Definition A.11. LetA be a small preadditive category. We writeM′(A) for the category of preadditive
functors from M : A → Semigroups.
Proposition A.12. The forgetful functor U : Semigroups→ Sets induces an isomorphism of categories
U∗ : M′(A)→M(A).
Proof. First, recall that products of semigroups are just constructed by giving the product set a suitable
semigroup structure, which means that U presevres products, so U∗ gives a functor from M′(A) to M(A)
as indicated.
Now suppose we have M ∈ M(A). Consider an object a ∈ A. As M preserves products we see that
M(0) is a singleton. We also have a unique map 0: 0→ a, giving a map 0∗ : M(0)→M(a); we again write
0 for the unique element in the image of this map.
Now construct a biproduct diagram
a
i1
--
a⊕ a
p1
jj
p2
44 a
i2
qq
as before. Put s = p1 + p2 = 〈1, 1〉 : a⊕ a → a. By hypothesis, the map ((p1)∗, (p2)∗) : M(a⊕ a) → M(a)2
is a bijection. Given m1,m2 ∈ M(a) we let m ∈ M(a ⊕ a) be the unique element with (pt)∗(m) = mt for
t = 1, 2, then we define m1+m2 = s∗(m) ∈M(a). By an argument similar to that for Proposition A.5, this
gives an semigroup structure on M(a). Now let f : a→ b be a morphism in A. By considering the diagram
M(a)×M(a)
f∗×f∗

M(a⊕ a)
≃
((p1)∗,(p2)∗)
oo
s∗ //
(f⊕f)∗

M(a)
f∗

M(b)×M(b) M(b⊕ b)
≃
((p1)∗,(p2)∗)
oo
s∗
// M(b)
we see that f∗(m1+m2) = f∗(m1)+ f∗(m2), so f∗ is a homomorphism. (As we are dealing with semigroups
rather than groups we need to check separately that f∗(0) = 0, but this is easy.) We can thus use these
structures to regard M as a functor A → Semigroups, which preserves products and so is semiadditive. In
other words, we have an object in M′(A), which we call FM .
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Now suppose we have a natural transformation α : M → N between product-preserving functors A →
Sets. By considering the diagram
M(a)×M(a)
αa×αa

M(a⊕ a)
≃
((p1)∗,(p2)∗)
oo
s∗ //
αa⊕a

M(a)
αa

N(a)×N(a) N(a⊕ a)
≃
((p1)∗,(p2)∗)
oo
s∗
// N(a)
we see that αa(m1 +m2) = αa(m1) + αa(m2). We also have αa(0) = 0, so αa is a homomorphism. Using
this, we see that our construction actually gives a functor F : M(A) →M′(A). It is clear by construction
that the composite U∗ ◦ F : M(A)→M(A) is equal (not just isomorphic) to the identity.
In the opposite direction, suppose we have an object M ′ ∈ M′(A). Consider an object a ∈ A and
elements m1,m2 ∈ M ′(a). As M ′(a ⊕ a) has a specified semigroup structure, it is meaningful to define
m = (i1)∗(m1) + (i2)∗(m2) ∈ M ′(a ⊕ a). As M ′ is a functor with values in Semigroups we see that
(pt)∗ : M
′(a⊕ a)→M ′(a) is a homomorphism, and using this it follows that (pt)∗(m) = mt, so we have the
same element m as discussed previously. Similarly, the map s∗ : M
′(a⊕a)→M ′(a) is a homomorphism, and
si1 = si2 = 1. It follows that s∗(m) = m1 +m2. This means that the originally given semigroup structure
on M ′(a) is the same as the one constructed by the functor F , so M ′ = FU∗(M
′). Thus, the functors F and
U∗ are mutually inverse. 
Proposition A.13. Let A be a small semiadditive category, and let A0 be full subcategory such that
every object in A can be expressed as a coproduct of some finite family of objects in A0. Then the restriction
functor res: M′(A)→M′(A0) is an equivalence of categories.
Proof. We first claim that res is faithful. Consider a pair of morphisms α, β : M → N in M′(A) with
res(α) = res(β), and an object a ∈ A; we must show that αa = βa : M(a) → N(a). By hypothesis we can
find objects a1, . . . , an ∈ A0 and morphisms at
it−→ a
pu
−→ au as in Remark A.2, so puiu = 1 and puit = 0 for
u 6= t and
∑
t itpt = 1. We have seen that N preserves products, and the maps pt give a product diagram, so
it will suffice to show that N(pt) ◦αa = N(pt) ◦ βa for all t. By naturality we have N(pt) ◦αa = αat ◦M(pt)
and similarly for β. However, as at ∈ A0 and res(α) = res(β) we have αat = βat , and the claim follows.
We next claim that res is full. To see this, consider a morphism α0 : res(M) → res(N). Fix an object
a ∈ A. We claim that there is a unique map αa : M(a)→ N(a) such that for all a′ ∈ A0 and f : a→ a′, the
diagram
M(a)
αa //
M(f)

N(a)
N(f)

M(a′)
(α0)a′
// N(a′)
commutes. To see this, we choose objects at ∈ A0 and morphisms it and pt as before. As the maps N(pt) give
a product diagram, we see that there is a unique map αa : M(a)→ N(a) with N(pt) ◦ αa = (α0)at ◦M(pt)
for all t. Now consider an arbitrary object a′ ∈ A0 and a morphism f : a→ a
′. Recall that 1a =
∑
t itpt, so
f =
∑
t(fit)pt. Now fit : at → a
′ is a morphism in A0, so (α0)a′M(fit) = N(fit)(α0)at . Using this we get
(α0)a′M(f) =
∑
t
(α0)a′ ◦M(fit) ◦M(pt) =
∑
t
N(fit) ◦ (α0)at ◦M(pt)
=
∑
t
N(fit) ◦N(pt) ◦ αa =
∑
t
N(fitpt) ◦ αa = N(f) ◦ αa,
so αa has the claimed property. Uniqueness is clear, and naturality follows from uniqueness. We thus have
a morphism α : M → N with res(α) = α0 as required.
Now consider an object M0 ∈ M′(A0). For any a ∈ A we have a preadditive functor Ka : A0 →
Semigroups given by Ka(a
′) = A(a, a′). This gives an object Ka ∈M′(A0), and we define
M(a) =M′(A0)(Ka, N0),
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and note that this has a semigroup structure under pointwise addition. NowKa is a preadditive contravariant
functor of a, so M is a preadditive covariant functor, or in other words M ∈ M′(A). It follows from the
Yoneda Lemma that res(M) ≃M0, so res is also essentially surjective. 
A.3. Tensor products. Let A be a small semiadditive category, and suppose that A has a symmetric
monoidal structure given by a functor ⊗ : A × A → A with a unit object 1 ∈ A. For typographical
convenience, we will also use the symbol µ for the functor ⊗ : A×A → A. We will assume that this functor
is biadditive, which means that for f1, f2 : a→ b and g1, g2 : c→ d we have
(f1 + f2)⊗ (g1 + g2) = f1 ⊗ g1 + f1 ⊗ g2 + f2 ⊗ g1 + f2 ⊗ g2 : a⊗ c→ b⊗ d,
and also f ⊗ 0 = 0 and 0⊗ g = 0.
Definition A.14. Let M and N be A-modules. We define M ∗N : A ×A → Sets by (M ∗N)(a, b) =
M(a)×N(b). We then putM⊠N = lim
−→µ
(M ∗N) (the left Kan extension ofM ∗N along µ), soM⊠N : A →
Sets.
We can make this more explicit by recalling the standard construction of Kan extensions as colimits
over comma categories. Write Q = M ⊠ N for brevity. Consider a morphism f : u ⊗ v → a in A together
with elements m ∈ M(u) and n ∈ N(v). These data give an element θ(f,m, n) ∈ Q(a), and all elements of
Q(a) arise in this way. Now suppose we have maps r : u′ → u and s : v′ → v, and elements m′ ∈M(u′) and
n′ ∈ N(v′), such that r∗(m′) = m and s∗(n′) = n. In this context we have
θ(f,m, n) = θ(f, r∗(m
′), s∗(n
′)) = θ(f ◦ (r ⊗ s),m′, n′) ∈ Q(a).
Moreover, all identities between elements of Q(a) are consequences of identities of this type. For any map
g : a→ b, the induced map g∗ : Q(a)→ Q(b) is just g∗(θ(f,m, n)) = θ(gf,m, n).
Proposition A.15. The functor M ⊠N : A → Sets preserves products (and so is an A-module).
Proof. Consider a finite family of objects (at)t∈T . Put a =
⊕
t at and let at
it−→ a
pt
−→ at be the usual
maps. Let φ : Q(a)→
∏
tQ(at) be the map whose t’th component is (pt)∗ : Q(a)→ Q(at). The claim is that
φ is a bijection.
Suppose we have maps ft : ut ⊗ vt → at and elements mt ∈ M(ut) and nt ∈ N(vt) giving elements
qt = θ(ft,mt, nt) ∈ Q(at). Put u =
⊕
t ut and v =
⊕
t vt. By the product property of a, there is a unique
map f : u⊗ v → a such that the diagram
u⊗ v
f
//
pt⊗pt

a
pt

ut ⊗ vt
ft
// at
commutes for all t. As the functor M preserves products, there is a unique element m ∈ M(u) with
(pt)∗(m) = mt ∈ M(ut) for all t. Similarly, there is a unique element n ∈ N(v) with (pt)∗(n) = nt ∈ N(vt)
for all t. Now put q = θ(f,m, n) ∈ Q(a). We have
(pt)∗(q) = θ(ptf,m, n) = θ(ft ◦ (pt ⊗ pt),m, n) = θ(ft, (pt)∗(m), (pt)∗(n)) = θ(ft,mt, nt) = qt,
so φ(q) = (qt)t∈T . This proves that φ is surjective.
The element q here depends on the maps ft and the elements mt and nt, so we can define
ψ0((ft)t∈T , (mt)t∈T , (nt)t∈T ) = q.
We next claim that this map ψ0 is compatible with the defining relations for Q, so it induces a map
ψ :
∏
tQ(at)→ Q(a) with ψ((qt)t∈T ) = q. To see this, suppose we have maps rt : u
′
t → ut and st : v
′
t → vt,
together with elements m′t ∈ M(u
′
t) and n
′
t ∈ N(v
′
t) satisfying (rt)∗(m
′
t) = mt and (st)∗(n
′
t) = nt. This
means that qt = θ(ft ◦ (rt ⊗ st),m′t, n
′
t). Put
q′ = ψ0((ft ◦ (rt ⊗ st))t∈T , (m
′
t)t∈T , (n
′
t)t∈T );
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we need to show that q′ = q. For this, we put u′ =
⊕
t u
′
t and v
′ =
⊕
t v
′
t, and let m
′ and n′ be the evident
elements of M(u′) and N(v′). By definition, we have q′ = θ(g,m′, n′), where g : u′ ⊗ v′ → a is the unique
map such that pt ◦ g = ft ◦ (rt ⊗ st) ◦ (pt ⊗ pt) for all t. By inspecting the diagram
u′ ⊗ v′
r⊗s
//
pt⊗pt

u⊗ v
f
//
pt⊗pt

a
pt

u′t ⊗ v
′
t rt⊗st
// ut ⊗ vt
ft
// at
we see that g = f ◦ (r ⊗ s), so q′ = θ(f ◦ (r ⊗ s),m′, n′). By the defining relations for Q(a), this is the
same as θ(f, r∗(m
′), s∗(n
′)). It is straightforward to check that r∗(m
′) = m and s∗(n
′) = n, so q′ = q as
claimed. It follows easily that there is a well-defined map ψ :
∏
tQ(at)→ Q(a) as described previously, and
that φψ = 1: Q(a)→ Q(a).
In the opposite direction, consider an arbitrary element q ∈ Q(a), where a =
⊕
t at as before. We can
represent q as θ(f,m, n) for some morphism f : u ⊗ v → a and elements m ∈ M(u) and n ∈ N(v). This
means that φ(q) = (θ(πtf,m, n))t∈T . Put u
′ =
⊕
t∈T u and v
′ =
⊕
t∈T v. Let m
′ ∈ M(u′) be the unique
element such that (pt)∗(u
′) = u for all t, and similarly for n′ ∈ N(v′). By the product property of a, there
is a unique map g : u′ ⊗ v′ → a such that the following diagram commutes for all t:
u′ ⊗ v′
g
//
pt⊗pt

a
pt

u⊗ v
f
// a pt
// at.
From the definitions, we see that ψφ(q) = θ(g,m′, n′). Now let d : u → u′ be the diagonal map, so ptd =
1: u → u for all t. Similarly, let e : v → v′ be the diagonal map. One can then check that m′ = d∗(m) and
n′ = e∗(n), and also that g ◦ (d⊗ e) = f . From the defining relations fr Q we therefore have
ψφ(q) = θ(g, d∗(m), e∗(n)) = θ(g ◦ (d⊗ e),m, n) = θ(f,m, n) = q.
Thus, ψ is the required inverse for φ. 
Construction A.16. Let N be an A-module, and u an object of A. We write TuN for the composite
functor
A
u⊗(−)
−−−−→ A
N
−→ Sets .
As both u ⊗ (−) and N preserve products, the same is true of TuN , so TuN is again an A-module. It is
formal to check that the assignment u 7→ TuN gives an additive (and therefore product-preserving) functor
A → Mod(A). Now let M be another A-module. We define Hom(M,N) : A → Sets by
Hom(M,N)(u) = Mod(A)(M,TuN).
It is again easy to see that this preserves products, so it is itself an A-module.
Proposition A.17. For all A-modules L, M and N there are natural isomorphisms
Mod(A)(L,Hom(M,N)) ≃Mod(A)(L ⊠M,N).
Proof. A morphism α : L→ Hom(M,N) consists of maps αu : L(u)→ Mod(A)(M,TuN) for all u that
are natural in u. Thus, for each r ∈ L(u) we have αu(r) : M → TuN , consisting of maps
αu(r)v : M(v)→ TuN(v) = N(u⊗ v)
that are natural in v. Recall that we have functors L ∗M,µ∗N : A × A → Sets given by (L ∗M)(u, v) =
L(u)×N(v) and (µ∗N)(u, v) = N(u⊗ v). We define α# : L ∗M → µ∗N by
α#u,v(r, s) = αu(r)v(s).
It is straightforward to check that this construction is bijective. On the other hand, by the definition of Kan
extensions, we see that natural maps L ∗M → µ∗N biject with morphisms L⊠M → N . 
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Proposition A.18. The functor ⊠ gives a symmetric monoidal structure on Mod(A). The unit object
is the functor I(a) = A(1, a), where 1 is the unit object in A.
Proof. First, let τ : a ⊗ b → b ⊗ a be the symmetry isomorphism for A. For modules M,N we then
have an obvious isomorphism (M ∗N) ◦ τ ≃ N ∗M , and using standard properties of Kan extensions this
gives an isomorphism M ⊠N ≃ N ⊠M .
Next, the Yoneda lemma gives
Hom(I,N)(u) = Mod(A)(I, TuN) = TuN(1) = N(u⊗ 1) = N(u)
for all u, so Hom(I,N) = N . Now takeM = I in Proposition A.17 to get Mod(A)(L,N) ≃ Mod(A)(L⊠I,N).
This is natural in L and N and so gives L⊠ I ≃ L.
Now suppose we have three modules L, M and N . We would like to give a natural isomorphism
(L⊠M)⊠N ≃ L⊠ (M ⊠N). For any module P , we let T (P ) denote the set of natural maps
L(u)×M(v)×N(w)→ P (u⊗ v ⊗ w)
(of functors A3 → Sets). It will suffice to show that the functor T is represented by both (L⊠M)⊠N and
L⊠ (M ⊠N). Proposition A.17 gives
Mod(A)((L ⊠M)⊠N,P ) ≃Mod(A)(L ⊠M,Hom(N,P )) ≃ [A2, Sets](L ∗M,µ∗Hom(N,P )).
This is the set of maps L(u) ×M(v) → Hom(N,P )(u ⊗ v) that are natural in u and v. After filling in the
definition of Hom this becomes the set of maps L(u) ×M(v) × N(w) → P (u ⊗ v ⊗ w) that are natural in
all variables, or in other words T (P ), as required. A similar argument covers the case of L ⊠ (M ⊠N). We
leave further quaestions of naturality and coherence to the reader. 
Proposition A.19. Let Ha : A → Sets be the functor represented by a. Then Ha preserves products,
so it can be regarded as an A-module. Moreover, there are natural isomorphisms Ha ⊠ Hb ≃ Ha⊗b and
Hom(Ha,M) ≃ TaM for all M .
Proof. It is tautological that Ha preserves products. There are natural identifications
Hom(Ha,M)(b) = Mod(A)(Ha, TbM) = (TbM)(a) =M(a⊗ b) = (TaM)(b),
which gives Hom(Ha,M) = TaM . This in turn gives natural isomorphisms
Mod(A)(Ha ⊗Hb,M) = Mod(A)(Ha,Hom(Hb,M)) = Mod(A)(Ha, TbM)
= (TbM)(a) =M(a⊗ b) = Mod(A)(Ha⊗b,M).
By the Yoneda Lemma, this gives Ha ⊗Hb ≃ Ha⊗b. 
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