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Abstract
We derive rigorously, for both R2 and [−L,L]×2, the cubic nonlinear Schro¨dinger equation
in a suitable scaling limit from the two-dimensional many-body Bose systems with short-scale
repulsive pair interactions. We first prove convergence of the solution of the BBGKY hierarchy,
corresponding to the many-body systems, to a solution of the infinite Gross-Pitaevskii hierarchy,
corresponding to the cubic NLS; and then we prove uniqueness for the infinite hierarchy, which
requires number-theoretical techniques in the periodic case.
1 Introduction
Bose-Einstein condensation is an usual state of matter near absolute zero, where the particles
(bosons) are so supercooled that they all fall into the ground state and exhibit quantum mechanical
behavior macroscopically–as described by the cubic nonlinear Schro¨dinger (or, Gross-Pitaevskii)
equation [14, 25]. Experimental physicists have used Bose-Einstein condensates to make atom
lasers and to convert light to matter and back, suggesting potential applications that include
more accurate measurements via interferometry as well as quantum information processing. The
fragility of this state of matter makes it all the more important to develop the rigorous theory.
We consider an N -boson system described on the Hilbert space L2s(Λ
N ), the subspace of
L2(ΛN ) consisting of permutation symmetric functions, by the Hamiltonian
HN =
N∑
j=1
−∆xj +
1
N
N∑
i<j
N2βV (Nβ(xi − xj)) . (1.1)
The goal of this paper is to investigate this system when Λ = [−L,L]×2, that is the particles are
confined in a finite square (L is fixed), and in this case we impose periodic boundary conditions
at the boundary of the square. A easier problem is to consider the situations Λ = R2, that is
the particles can move on the full two-dimensional space and for completeness we will consider
this case as well. In (1.1), we assume the interaction potential V to be positive, and sufficiently
regular, and we will consider 0 < β < 1.
We are interested in the dynamics governed by the N -particle Schro¨dinger equation
i∂tψN,t = HNψN,t (1.2)
with an asymptotically factorized initial data ψN,0 = ψN ∈ L
2
s(Λ
N ). Here asymptotic factoriza-
tion means factorization of the marginal densities associated with the N -particle wave function
ψN in the limit N →∞.
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Recall that, for k = 1, . . . , N , the k-particle density matrix associated with an N -particle wave
function ψN is defined as the non-negative trace class operator γ
(k)
N,t on L
2(Λk) with kernel given
by
γ
(k)
N (xk;x
′
k) =
∫
dxN−k ψN (xk,xN−k)ψN (x
′
k,xN−k)
where we use the notation xk = (x1, . . . , xk),x
′
k = (x
′
1, . . . , x
′
k) ∈ Λ
k, xN−k = (xk+1, . . . , xN ) ∈
ΛN−k. In other words, γ
(k)
N is defined by taking the partial trace of the orthogonal projection
γN = |ψN 〉〈ψN | over the last N − k particles. Our main result is the following theorem.
Theorem 1.1. Suppose that Λ = R2 or Λ = [−L,L]×2, for some L > 0. Assume moreover that
V ∈ W 2,∞(Λ), V ≥ 0 and that 0 < β < 3/4. Consider a family {ψN}N∈N such that
• {ψN}N∈N has bounded energy per particle:
sup
N∈N
1
N
〈ψN , HNψN 〉 <∞ , (1.3)
• {ψN}N∈N exhibits asymptotic factorization: there exists ϕ ∈ L
2(Λ) such that
Tr
∣∣∣γ(1)N − |ϕ〉〈ϕ|∣∣∣→ 0 as N →∞ . (1.4)
Here γ
(1)
N is the one-particle density associated with ψN .
Denote by ψN,t = e
−iHN tψN the solution to the N -particle Schro¨dinger equation (1.2) with initial
data ψN and let γ
(k)
N,t be the k-particle marginal associated with ψN,t. Then we have, for every
t ∈ R and k ≥ 1,
Tr
∣∣∣γ(k)N,t − |ϕt〉〈ϕt|⊗k∣∣∣→ 0 as N →∞ (1.5)
where ϕt is the solution to the cubic nonlinear Schro¨dinger equation
i∂tϕt = −∆ϕt + b0|ϕt|
2ϕt (1.6)
with b0 =
∫
Λ
dxV (x) and ϕt=0 = ϕ.
Remark. The condition 0 < β < 3/4, which is only used in the proof of Proposition 3.1 can
be relaxed to 0 < β < 1; this follows from the observation that, for k = 2, (3.1) holds for all
0 < β < 1 (this is clear from the proof of Proposition 3.1). The inequality (3.1) for k > 2, on
the other hand, is only needed to obtain the a-priori bounds (5.1) which, however, can also be
proven using a modification of the energy estimate (3.1) with appropriate space-cutoffs (in the
same spirit as in [12, Proposition 7.1, Theorem 7.3]); to keep our discussion as simple as possible,
we will only discuss the case 0 < β < 3/4.
The main idea in the proof of this theorem is to study the time-evolution of the marginal
densities {γ
(k)
N,t}
N
k=1 in the limit N →∞. Starting from the Schro¨dinger equation (1.2) it is simple
to verify that the marginal densities satisfy a hierarchy of N coupled equations, commonly known
as the BBGKY hierarchy
i∂tγ
(k)
N,t =
k∑
j=1
[
−∆j , γ
(k)
N,t
]
+
1
N
k∑
i<j
[
N2βV (Nβ(xi − xj)), γ
(k)
N,t
]
+
N − k
N
k∑
j=1
Trk+1
[
N2βV (Nβ(xj − xk+1)), γ
(k+1)
N,t
] (1.7)
where Trk+1 denotes the partial trace over the (k + 1)-th particle. If we fix k ≥ 1, and we let
N →∞, we obtain, formally, the infinite hierarchy of equations
i∂tγ
(k)
∞,t =
k∑
j=1
[
−∆j, γ
(k)
∞,t
]
+ b0
k∑
j=1
Trk+1
[
δ(xj − xk+1), γ
(k+1)
∞,t
]
. (1.8)
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Here we used the fact that, at least formally, in the limit N → ∞ (for fixed k ≥ 1) the second
term on the r.h.s. of (1.7) vanishes (because of the prefactor 1/N), and, in the third term on the
r.h.s. of (1.7), (N − k)/N → 1 and N2βV (Nβ(xi − xj)) → b0δ(xi − xj) (with b0 =
∫
Λ V (x)dx).
The infinite hierarchy (1.8) can be written in integral form as
γ
(k)
∞,t = U
(k)(t)γ
(k)
∞,0 − ib0
k∑
j=1
∫ t
0
dsU (k)(t− s)Bj,k+1γ
(k+1)
∞,s (1.9)
where we defined
U (k)(t)γ(k) = eit
P
k
j=1 ∆jγ(k)e−it
P
k
j=1 ∆j (1.10)
and Bj,k+1 denotes the collision operator
Bj,k+1γ
(k+1) = Trk+1
[
δ(xj − xk+1), γ
(k+1)
]
. (1.11)
In terms of kernels, Bj,k+1 (which maps (k + 1)-particle operators into k-particle operators) acts
as follows:(
Bj,k+1γ
(k+1)
)
(xk;x
′
k) =
∫
dxk+1
(
δ(xj − xk+1)− δ(x
′
j − xk+1)
)
γ(k+1)(xk, xk+1;x
′
k, xk+1) .
(1.12)
It is simple to check that the factorized densities γ
(k)
∞,t = |ϕt〉〈ϕt|
⊗k, for k ≥ 1, are a solution
to the infinite hierarchy (1.9) if ϕt solves the nonlinear Schro¨dinger equation (1.6). Therefore,
to prove Theorem 1.1, we need to identify the limit of ΓN,t = {γ
(k)
N,t}
N
k=1 as the unique solution
to (1.9); if we can prove, namely, that every limit point of ΓN,t (with respect to an appropriate
weak topology) solves (1.9) and that the solution to (1.9) is unique, the claim (1.5) follows by a
compactness argument.
This strategy was introduced in this context by Spohn, who applied it in [29] to obtain a
rigorous derivation of the nonlinear Hartree equation
i∂tϕt = −∆ϕt + (V ∗ |ϕt|
2)ϕt
for the time evolution of an initially factorized N -particle wave function ψN = ϕ
⊗N with respect
to the mean-field Hamiltonian
HmfN =
N∑
j=1
−∆j +
1
N
N∑
i<j
V (xi − xj)
with bounded potential V ∈ L∞(Rd). In [13], Erdo¨s and Yau extended the result of Spohn
to mean-field models with Coulomb interaction V (x) = ±1/|x| (partial results for the Coulomb
potential have also been obtained in [3]). In [9], this strategy was applied to the study of systems
of gravitating particles with relativistic dispersions (modeling boson stars).
More recently, models with N -dependent potentials VN approaching a delta-function as N →
∞ have been studied. Consider the time evolution ψN,t = e
−iHN,βtψN of a factorized initial data
ψN = ϕ
⊗N ∈ L2(R3N ) (only asymptotic factorization in the sense of (1.4) is actually needed)
with respect to the Hamiltonian
HN,β =
N∑
j=1
−∆j +
1
N
N∑
i<j
N3βV (Nβ(xi − xj))
for 0 < β ≤ 1. It follows from [8, 10, 11, 12] that, if γ
(k)
N,t denotes the k-particle marginal associated
with ψN,t, one has, for every t ∈ R and k ∈ N,
γ
(k)
N,t → |ϕt〉〈ϕt|
⊗k
3
as N →∞, where ϕt solves the nonlinear Schro¨dinger equation
i∂tϕt = −∆ϕt + σ|ϕt|
2ϕt (1.13)
with coupling constant σ =
∫
V (x)dx if 0 < β < 1, and σ = 8πa0 if β = 1. Here a0 denotes the
scattering length of the potential V ; the emergence of the scattering length in the case β = 1 is
a consequence of the singular correlation structure developed by the solution to the N -particle
Schro¨dinger equation. In [1, 2], one-dimensional models with Hamiltonian
HN,β =
∑
j=1
−∆j +
1
N
∑
i<j
NβV (Nβ(xi − xj)) (1.14)
acting on L2s(R
N ) have been considered; for such models it was shown that the time evolu-
tion of factorized initial data can be described in terms of the one-dimensional cubic nonlinear
Schro¨dinger equation with coupling constant in front of the nonlinearity given by
∫
V (x)dx; in
this case, the correlations developed by the solution of the N -particle Schro¨dinger equation do
not play an important role.
Also in the-two dimensional problem discussed in the present paper, the correlations among
the particles do not affect the macroscopic dynamics of the system (this explains why the coupling
constant in front of the nonlinearity in (1.6) is just the integral of the potential). On the contrary,
the correlation structure would be very important in the study of two-dimensional systems in
the Gross-Pitaevskii scaling limit (where the scattering length of the interaction potential is
exponentially small in the number of particles). In [23], Lieb, Seiringer, and Yngvason proved
that, in this limit, the ground state energy per particle can be obtained by the minimization
of the so called Gross-Pitaevskii energy functional. In [22], it was then shown by Lieb and
Seiringer that the ground state vector, in the Gross-Pitaevskii limit, exhibits complete Bose
Einstein condensation. In order to prove these two results, it was very important to identify the
short scale correlation structure in the ground state wave function (the energy of factorized wave
functions, with absolutely no correlations, is too large by a factor of N). Unfortunately, we are
not yet able to study the dynamics of Bose-Einstein condensates in the two-dimensional Gross-
Pitaevskii scaling limit; nevertheless, since the infinite hierarchy which is expected to describe the
time-evolution of the limiting densities {γ
(k)
∞,t}k≥1 is still given by (2.9) (with a different coupling
constant), our proof of the uniqueness of the solution of the infinite hierarchy (see Theorem 7.1
and Theorem 7.4) can also be applied to the Gross-Pitaevskii scaling limit (but, of course, in
order to use Theorems 7.1 and 7.4 to prove a statement similar to (1.5) in the Gross-Pitaevkii
scaling, one would need to show strong bounds like (5.1) on the limiting densities {γ
(k)
∞,t}k≥1).
As mentioned above, the main novelty of the present paper is that we can handle systems
defined on a square with periodic boundary conditions. The major difficulty in extending the
derivation of the cubic nonlinear Schro¨dinger equations (1.13) to systems defined on a periodic
domain is proving the uniqueness of the infinite hierarchy. The proof of the uniqueness given in [10]
is based on a diagrammatic expansion of the solution of the infinite hierarchy in terms of Feynman
graphs; the value of every Feynman graph was then expressed in terms of a Fourier integral, and
the main part of the analysis was devoted to the control of these integrals. For systems defined
on a periodic domain, these integrals would be replaced by sums, and the analysis would be more
involved; it is not yet clear if, in the case of systems defined on finite volumes, this approach can
be used to prove the uniqueness of the infinite hierarchy.
Here we follow a different approach, first proposed in [21] by Klainerman and Machedon for
three-dimensional systems on R3. This approach still employs the expansion introduced in [10],
but it then makes use of a space-time estimate for the free Schro¨dinger evolution of the densities,
a simpler approach than the analysis of the contributions to the expansion in [10]. Moreover this
approach is more suitable for certain multilinear periodic estimates first introduced by Bourgain
in [5] for the study of well-posedness for the periodic Schro¨dinger equations.
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With their argument Klainerman and Machedon obtain uniqueness of the infinite hierarchy in
a class of densities satisfying certain space-time estimates. Unfortunately, in the three-dimensional
setting, it is not clear if limit points Γ∞,t = {γ
(k)
∞,t}k≥1 of the sequence of marginal densities ΓN,t =
{γ
(k)
N,t}
N
k=1 satisfy these space-time estimates; for this reason, the method of Klainerman and
Machedon cannot be used, in three dimensions, for deriving the nonlinear Schro¨dinger equation
(1.13). In two dimensions, however, we are able to prove (see Theorem 5.2) that the limiting
densities do indeed satisfy the space-time estimates needed as input for the analysis of Klainerman
and Machedon.
Thus, to conclude the proof of (1.5), we only have to extend their analysis to two-dimensional
systems. This is not so difficult in the case Λ = R2 (see Section 7.1), but it requires more care
in the case Λ = [−L,L]×2 (see Section 7.2). In fact, as mentioned above, for systems defined on
a square, we need to use techniques from analytic number theory as in the work of Bourgain [5];
a similar approach was used also in [7]. The necessary number theory techniques come from [4];
see also [19, § 23.1] and [20].
We should immediately remark that if we consider irrational tori, or other general non-square
boxes, the argument we present here is not enough to obtain uniqueness. This is because the
number of lattice points on a sphere is precisely approximated by the Gauss lemma, but the
number of lattice points on ellipsoids has no such precise approximation (see [4] and [19]). We
also remark that if one considers a three-dimensional box Λ = [−L,L]×3, then the fundamental
estimates we prove in Section 7.2 seem not to be available since too much regularity is lost. Such
a loss of regularity is in line with a conjecture made by Bourgain in [5] about certain periodic
Strichartz-type estimates.
Finally we note that with our arguments we could prove Theorem 1.1 also in the one-
dimensional case when Λ = R, a result already obtained by [3], and when Λ = [−L,L].
2 Proof of Theorem 1.1
The strategy for the proof of Theorem 1.1 is the same as the one used in [11]. For completeness,
we repeat here the main steps.
We start by introducing an appropriate topology on density matrices. Let Kk ≡ K(L
2(Λk))
be the space of compact operators on L2(Λk), equipped with the operator norm topology, and let
L1k ≡ L
1(L2(Λk)) be the space of trace class operators on L2(Λk) equipped with the trace norm.
It is well known that L1k = K
∗
k. Since Kk is separable, there exists a sequence {J
(k)
i }i≥1 ∈ Kk,
with ‖J
(k)
i ‖ ≤ 1 for all i ≥ 1, dense in the unit ball of Kk. On L
1
k ≡ L
1(L2(Λk)), we define the
metric ηk by
ηk(γ
(k), γ¯(k)) :=
∞∑
i=1
2−i
∣∣∣Tr J (k)i (γ(k) − γ¯(k))∣∣∣ . (2.1)
The topology induced by the metric ηk and the weak* topology are equivalent on the unit ball
of L1k (see [28], Theorem 3.16) and hence on any ball of finite radius as well. In other words, a
uniformly bounded sequence γ
(k)
N ∈ L
1
k converges to γ
(k) ∈ L1k with respect to the weak* topology,
if and only if ηk(γ
(k)
N , γ
(k))→ 0 as N →∞.
For fixed T > 0, let C([0, T ],L1k) be the space of functions of t ∈ [0, T ] with values in L
1
k which
are continuous with respect to the metric ηk. On C([0, T ],L
1
k) we define the metric
η̂k(γ
(k)(·), γ¯(k)(·)) := sup
t∈[0,T ]
ηk(γ
(k)(t), γ¯(k)(t)) . (2.2)
Finally, we denote by τprod the topology on the space
⊕
k≥1 C([0, T ],L
1
k) given by the product of
the topologies generated by the metrics η̂k on C([0, T ],L
1
k).
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Proof of Theorem 1.1. The proof is divided in five steps.
Step 1. Approximation of the initial wave function. Since the a-priori bounds that we are
going to use are based on energy estimates, we need the expectation of HkN at time t = 0 to be of
the order Nk, for all k ≥ 1. To this end, we approximate the initial N -particle wave functions,
by cutting off its high energy part. Let
ψ˜N =
χ(κHN/N)ψN
‖χ(κHN/N)ψN‖
. (2.3)
Then, for all κ > 0 small enough, there exists a constant C > 0 (of course, depending on κ) such
that
〈ψ˜N , H
k
N ψ˜N 〉 ≤ C
kNk (2.4)
for all N ∈ N, and k ≥ 1. Moreover, using the assumption (1.3), it is simple to check that
‖ψN,t − ψ˜N,t‖ = ‖ψN − ψ˜N‖ ≤ Cκ (2.5)
uniformly in N . Finally, one can prove that, for every fixed κ > 0 small enough,
γ˜
(k)
N → |ϕ〉〈ϕ|
⊗k as N →∞ (2.6)
in the trace norm-topology. The proof of (2.4), (2.5), and (2.6) can be found in [12, Proposition
9.1]. Next, in Steps 2-4, we will prove the statement of Theorem 1.1 for the initial data ψ˜N with
an arbitrary but fixed κ > 0. Then, using (2.5), we will show in Step 5 how to obtain a proof of
(1.5) letting κ→ 0.
Step 2. Compactness. We fix T > 0 and work in the time-interval t ∈ [0, T ] (negative times
can be handled similarly). In Theorem 4.1 we prove that, for any fixed κ > 0, the sequence Γ˜N,t =
{γ˜
(k)
N,t}
N
k=1 ∈
⊕
k≥1 C([0, T ],L
1
k) is compact with respect to the product topology τprod generated
by the metrics η̂k. Moreover, we prove that for an arbitrary limit point Γ∞,t = {γ
(k)
∞,t}k≥1 of the
sequence Γ˜N,t, γ
(k)
∞,t is symmetric w.r.t. permutations, γ
(k)
∞,t ≥ 0, and Tr γ
(k)
∞,t ≤ 1 for every k ≥ 1.
In Theorem 5.2 we also prove that an arbitrary limit point Γ∞,t = {γ
(k)
∞,t}k≥1 satisfies the
a-priori estimates ∥∥∥S(k,α)Bj,k+1γ(k+1)∞,t ∥∥∥
L2(Λk×Λk)
≤ Ck (2.7)
for all k ≥ 1, j = 1, . . . , k, and for all t ∈ [0, T ]. Here we used the notation
S(k,α) =
k∏
j=1
(1 −∆xj )
α/2(1 −∆x′
j
)α/2 (2.8)
and the collision operatorBj,k+1 is defined in (1.12). Note that, with a slight abuse of notation, we
identify, in (2.7), the operator S(k,α)Bj,k+1γ
(k+1)
∞,t with its kernel
(
S(k,α)Bj,k+1γ
(k+1)
∞,t
)
(xk;x
′
k).
Step 3. Convergence. In Theorem 6.1, we show that an arbitrary limit point Γ∞,t =
{γ
(k)
∞,t}k≥1 ∈
⊕
k≥1 C([0, T ],L
1
k) of the sequence Γ˜N,t is a solution to the infinite hierarchy of
equations
γ
(k)
∞,t = U
(k)(t)γ
(k)
∞,0 − ib0
k∑
j=1
∫ t
0
dsU (k)(t− s)Bj,k+1γ
(k+1)
∞,s (2.9)
with initial data γ
(k)
∞,0 = |ϕ〉〈ϕ|
⊗k. Here the free evolution U (k)(t) is defined in (1.10) and the
map Bj,k+1 in (1.12).
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Note that the infinite hierarchy (2.9) has a factorized solution. In fact, it is simple to check
that the family {γ
(k)
t }k≥1 with γ
(k)
t = |ϕt〉〈ϕt|
⊗k for all k ≥ 1 is a solution to (2.9) (with the
correct initial data) provided that ϕt solves the nonlinear Schro¨dinger equation
i∂ϕt = −∆ϕt + b0|ϕt|
2ϕt .
Step 4. Uniqueness. In Theorem 7.1 (for the case Λ = R2) and in Theorem 7.4 (for the case
Λ = [−L,L]×2), we prove that the solution to the infinite hierarchy (2.9) is unique in the space
of densities satisfying the a-priori estimates (2.7). More precisely, we prove that, given a family
Γ = {γ(k)}k≥1 ∈
⊕
k≥1 L
1
k, there exists at most one solution Γt = {γ
(k)
t }k≥1 ∈
⊕
k≥1 C([0, T ],L
1
k)
of (2.9) such that ∥∥∥S(k,α)Bj,k+1γ(k+1)∞,t ∥∥∥
L2(Λk×Λk)
≤ Ck
for all k ≥ 1 and t ∈ [0, T ].
Step 5. Conclusion of the proof. Combining the results of Step 2–Step 4, we immediately
obtain that, for every fixed κ > 0, η̂(γ˜
(k)
N,t, |ϕt〉〈ϕt|
⊗k) → 0 as N → ∞ for every fixed k ≥ 1. In
particular this implies that, for every fixed κ > 0, t ∈ [0, T ] and k ≥ 1,
γ˜
(k)
N,t → |ϕt〉〈ϕt|
⊗k (2.10)
with respect to the weak* topology of L1k. To prove that also γ
(k)
N,t, that is the k-particle
marginal density associated with the original initial wave functions ψN , converges to the pro-
jection |ϕt〉〈ϕt|
⊗k as N → ∞, we observe that, for any fixed ε > 0 and for every compact
operator J (k) ∈ Kk, we can find, by (2.5), a sufficiently small κ > 0 such that∣∣∣Tr J (k) (γ(k)N,t − γ˜(k)N,t)∣∣∣ ≤ ‖J (k)‖ ‖ψN − ψ˜N‖ ≤ Cκ ≤ ε/2 ,
uniformly in N ∈ N. For this fixed value of κ > 0 we obtain, from (2.10), that∣∣∣Tr J (k) (γ˜(k)N,t − |ϕt〉〈ϕt|⊗k)∣∣∣ ≤ ε/2
for all N large enough. This proves that, for arbitrary ε > 0 and J (k) ∈ Kk there exists N0 > 0
such that ∣∣∣Tr J (k) (γ(k)N,t − |ϕt〉〈ϕt|⊗k)∣∣∣ ≤ ε
for all N > N0. This proves that, for every fixed t ∈ [0, T ], and k ≥ 1, γ
(k)
N,t → |ϕt〉〈ϕt|
⊗k as
N → ∞, with respect to the weak* topology of L1k. Since, however, the limiting density is an
orthogonal projection, the convergence in the weak* topology is equivalent to the convergence in
the trace norm topology. This concludes the proof of Theorem 1.1.
3 Energy Estimates and A-Priori Bounds on Γ˜N,t = {γ˜
(k)
N,t}
N
k=1
Proposition 3.1. Suppose that the Hamiltonian HN is defined as in (1.1), with 0 < β < 3/4.
Then there exists a constant C > 0, and, for every k ≥ 0, there exists N0 = N0(k) such that
〈ψ, (HN +N)
kψ〉 ≥ CkNk〈ψ, (1−∆x1) . . . (1−∆xk)ψ〉 (3.1)
for all N ≥ N0, and all ψ ∈ L
2
s(Λ
N).
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Proof. We proceed by a two-step induction over k ≥ 0. For k = 0 the statement is trivial and
for k = 1 it follows from the positivity of the potential. Suppose the claim holds for all k ≤ n.
We prove it holds for k = n+ 2. In fact, from the induction assumption, and using the notation
Si = (1−∆xi)
1/2, we find
〈ψ, (HN +N)
n+2ψ〉 ≥ CnNn〈ψ, (HN +N)S
2
1 . . . S
2
n(HN +N)ψ〉 . (3.2)
Now, writing HN +N = h1 + h2, with
h1 =
N∑
j=k+1
S2j and h2 =
k∑
j=1
S2j +
N∑
i<j
N2β−1V (Nβ(xi − xj))
it follows that
〈ψ,(HN +N)
n+2ψ〉
≥ CnNn〈ψ, h1S
2
1 . . . S
2
nh1ψ〉
+ CnNn
(
〈ψ, h1S
2
1 . . . S
2
nh2ψ〉+ 〈ψ, h2S
2
1 . . . S
2
nh1ψ〉
)
≥ CnNn(N − n)(N − n− 1)〈ψ, S21 . . . S
2
n+2ψ〉+ C
nNn(N − n)〈ψ, S41S
2
2 . . . S
2
n+1ψ〉
+ CnNn
(N − n)
N
N2β
N∑
i<j
(
〈ψ, S21 . . . S
2
n+1V (N
β(xi − xj))ψ〉+ complex conjugate
)
(3.3)
Because of the permutation symmetry of ψ, we obtain
〈ψ,(HN +N)
n+2ψ〉
≥ Cn+2Nn+2〈ψ, S21 . . . S
2
n+2ψ〉+ C
n+1Nn+1〈ψ, S41S
2
2 . . . S
2
n+1ψ〉
+ CnNn−1N2β(N − n)2(N − n− 1)
(
〈ψ, S21 . . . S
2
n+1V (N
β(xn+2 − xn+3))ψ〉+ c.c.
)
+ CnNn−1N2β(N − n)2(n+ 1)
(
〈ψ, S21 . . . S
2
n+1V (N
β(x1 − xn+2))ψ〉+ c.c.
)
+ CnNn−1N2β(N − n)(n+ 1)n
(
〈ψ, S21 . . . S
2
n+1V (N
β(x1 − x2))ψ〉 + c.c.
)
(3.4)
The last three terms are the errors we need to control. First of all, we remark that the first
error term is positive, and thus can be neglected (because we assumed V ≥ 0). In fact, since
V (Nβ(xn+2 − xn+3)) commutes with all derivatives S1, . . . , Sn, we have
〈ψ, S21 . . . S
2
n+1V (N
β(xn+2 − xn+3))ψ〉 =
∫
dx V (Nβ(xn+2 − xn+3)|(S1 . . . Sn+1ψ)(x)|
2 ≥ 0 .
As for the second error term on the r.h.s. of (3.4), we bound it from below by
CnNn−1N2β(N − n)2(n+ 1)
(
〈ψ, S21 . . . S
2
n+1V (N
β(x1 − xn+2))ψ〉+ c.c.
)
≥ − C(n)Nn+1N2β
∣∣〈ψ, Sn+1 . . . S2S1 [S1, V (Nβ(x1 − xn+2)]S2 . . . Sn+1ψ〉∣∣
≥ − C(n)Nn+1N3β
∣∣〈ψ, Sn+1 . . . S2S1 (∇V )(Nβ(x1 − xn+2)S2 . . . Sn+1ψ〉∣∣
≥ − C(n)Nn+1N3β
(
〈ψ, Sn+1 . . . S2S1
∣∣(∇V )(Nβ(x1 − xn+2))∣∣S1S2 . . . Sn+1ψ〉
+〈ψ, Sn+1 . . . S2
∣∣(∇V )(Nβ(x1 − xn+2))∣∣S2 . . . Sn+1ψ〉)
(3.5)
for a constant C(n) independent of N . Using that
〈ψ, V (x)ψ〉 ≤ C‖V ‖p 〈ψ, (1−∆)ψ〉
for every p > 1 (see Lemma A.1) we find
CnNn−1N2β(N − n)2(n+ 1)
(
〈ψ, S21 . . . S
2
n+1V (N
β(x1 − xn+2))ψ〉+ c.c.
)
≥ − C(n)Nn+1N3βN−2β+ε〈ψ, S21 . . . S
2
n+2ψ〉 = −C(n)N
n+1+β+ε〈ψ, S21 . . . S
2
n+2ψ〉
(3.6)
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for arbitrary ε > 0. The last term on the r.h.s. of (3.4), on the other hand, can be controlled by
CnNn−1N2β(N − n)(n+ 1)n
(
〈ψ, S21 . . . S
2
n+1V (N
β(x1 − x2))ψ〉+ c.c.
)
≥ − C(n)NnN2β
∣∣〈ψ, Sn+1 . . . S2S1 [S1S2, V (Nβ(x1 − xn+2))]S2 . . . Sn+1ψ〉∣∣
≥ − C(n)NnN3β
∣∣〈ψ, Sn+1 . . . S2S21 (∇V )(Nβ(x1 − x2))S3 . . . Sn+1ψ〉∣∣
− C(n)NnN3β
∣∣〈ψ, Sn+1 . . . S2S1 (∇V )(Nβ(x1 − x2))S2 . . . Sn+1ψ〉∣∣
(3.7)
The second term is bounded by
−C(n)NnN3β
∣∣〈ψ, Sn+1 . . . S2S1 (∇V )(Nβ(x1 − x2))S2 . . . Sn+1ψ〉∣∣
≥ − C(n)NnN3β
(
α 〈ψ, Sn+1 . . . S1
∣∣(∇V )(Nβ(x1 − x2))∣∣ S1 . . . Sn+1ψ〉
+α−1〈ψ, Sn+1 . . . S2
∣∣(∇V )(Nβ(x1 − x2))∣∣ S2 . . . Sn+1ψ〉)
≥ − C(n)NnN3β
(
α〈ψ, S21 . . . S
2
n+1ψ〉+ α
−1N−2β+ε〈ψ, S21 . . . S
2
n+1ψ〉
)
≥ − C(n)NnN2β+ε〈ψ, S21 . . . S
2
n+1ψ〉
(3.8)
where, in the last inequality we optimized the choice of α, by putting α = N−β. The first term
on the r.h.s. of (3.7), on the other hand, is controlled by
−C(n)NnN3β
∣∣〈ψ, Sn+1 . . . S2S21 (∇V )(Nβ(x1 − x2))S3 . . . Sn+1ψ〉∣∣
≥ − C(n)NnN3β
(
α 〈ψ, Sn+1 . . . S2S
2
1
∣∣(∇V )(Nβ(x1 − x2))∣∣S21S2 . . . Sn+1ψ〉
+α−1〈ψ, Sn+1 . . . S3
∣∣(∇V )(Nβ(x1 − x2))∣∣S3 . . . Sn+1ψ〉)
≥ − C(n)NnN3β
(
α〈ψ, S41S
2
2 . . . S
2
n+1ψ〉+ α
−1N−2β〈ψ, S21 . . . S
2
n+1ψ〉
)
≥ − C(n)Nn+4β−2+ε〈ψ, S41S
2
2 . . . S
2
n+1ψ〉 − C(n)N
n+2−ε〈ψ, S21 . . . S
2
n+1ψ〉
(3.9)
where we chose α = N−2+β+ε, for some ε > 0. Inserting (3.8) and (3.9) on the r.h.s. of (3.7), we
find
CnNn−1N2β(N − n)(n+ 1)n
(
〈ψ, S21 . . . S
2
n+1V (N
β(x1 − x2))ψ〉+ c.c.
)
≥ − C(n)NnN2β+ε〈ψ, S21 . . . S
2
n+1ψ〉
− C(n)Nn+4β−2+ε〈ψ, S41S
2
2 . . . S
2
n+1ψ〉 − C(n)N
n+2−ε〈ψ, S21 . . . S
2
n+1ψ〉
(3.10)
Inserting (3.6) and (3.10) on the r.h.s. of (3.4), we see that, for β < 3/4 (choosing ε > 0 small
enough) all error terms can be controlled by the two positive contributions, and the proposition
follows.
From these energy estimates, we immediately obtain strong a-priori bounds on the marginal
densities γ˜
(k)
N,t.
Corollary 3.2. Let ψ˜N,t = e
−iHN tψ˜N be the solution of the N -particle Schro¨dinger equation with
initial wave function ψ˜N , as defined in (2.3) (for a fixed κ > 0), and let γ˜
(k)
N,t denote its k-particle
marginal. Then there exists a constant C > 0 (depending on κ) and, for every k ≥ 1, an integer
N0(k) such that
Tr (1−∆1) . . . (1 −∆k) γ˜
(k)
N,t ≤ C
k (3.11)
for all N > N0(k).
Proof. We have
Tr (1−∆1) . . . (1−∆k)γ˜
(k)
N,t = 〈ψ˜N,t, S
2
1 . . . S
2
k ψ˜N,t〉
≤
1
CkNk
〈ψ˜N,t, H
k
N ψ˜N,t〉 =
1
CkNk
〈ψ˜N , H
k
N ψ˜N 〉 ≤ C
k
(3.12)
where in the first inequality we used Proposition 3.1, and in the last inequality we used (2.4).
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4 Compactness of the sequence Γ˜N,t = {γ˜
(k)
N,t}
N
k=1
Theorem 4.1. Suppose that ψ˜N is defined as in (2.3), let ψ˜N,t = e
−iHN tψ˜N and denote by γ˜
(k)
N,t
the k-particle marginal density associated with ψ˜N,t. Then the sequence of marginal densities
Γ˜N,t = {γ˜
(k)
N,t}
N
k=1 ∈
⊕
k≥1 C([0, T ],L
1
k) is compact with respect to the product topology τprod
generated by the metrics η̂k (defined in Section 2). For any limit point Γ∞,t = {γ
(k)
∞,t}k≥1, γ
(k)
∞,t
is symmetric w.r.t. permutations, γ
(k)
∞,t ≥ 0, and
Tr γ
(k)
∞,t ≤ 1 (4.1)
for every k ≥ 1.
Proof. By a Cantor diagonal argument it is enough to prove the compactness of γ˜
(k)
N,t for fixed
k ≥ 1 with respect to the metric η̂k. To this end, we show the equicontinuity of γ
(k)
N,t with respect
to the metric ηk. It is enough to prove (see Lemma 6.2 in [11]) that, for every observable J
(k)
from a dense subset of Kk and for every ε > 0, there exists a δ = δ(J
(k), ε) > 0 such that
sup
N≥1
∣∣∣Tr J (k) (γ˜(k)N,t − γ˜(k)N,s) ∣∣∣ ≤ ε (4.2)
for all t, s ∈ [0, T ] with |t − s| ≤ δ. We are going to prove (4.2) for all J (k) ∈ Kk such that
|||J (k)||| <∞, where we defined the norm
|||J (k)||| := sup
p
′
k
∫
dpk
k∏
j=1
(1 + p2j)
1/2(1 + (p′j)
2)1/2
(∣∣∣Ĵ (k)(pk;p′k)∣∣∣+ ∣∣∣Ĵ (k)(p′k;pk)∣∣∣) . (4.3)
Here Ĵ (k)(pk;p
′
k) denotes the kernel of the compact operator J
(k) in momentum space. It is
simple to check that the subset of Kk consisting of all J
(k) with |||J (k)||| <∞ is dense.
Fix now ε > 0 and J (k) ∈ Kk with |||J
(k)||| <∞. Then, rewriting the BBGKY hierarchy (1.7)
in integral form and multiplying it with J (k) we obtain that, for any r ≤ t,
∣∣∣Tr J (k) (γ˜(k)N,t − γ˜(k)N,r) ∣∣∣ ≤
k∑
j=1
∫ t
r
ds
∣∣∣Tr J (k)[−∆j, γ˜(k)N,s]∣∣∣
+N2β−1
k∑
i<j
∫ t
r
ds
∣∣∣Tr J (k)[V (Nβ(xi − xj)), γ˜(k)N,s]∣∣∣
+N2β
(
1−
k
N
) k∑
j=1
∫ t
r
ds
∣∣∣Tr J (k) [V (Nβ(xj − xk+1)), γ˜(k+1)N,s ] ∣∣∣.
(4.4)
It is simple to prove that∣∣∣Tr J (k)[−∆j , γ˜(k)N,s]∣∣∣ ≤ 2|||J (k)|||Tr γ˜(k)N,s ≤ 2|||J (k)||| .
To bound the last term on the r.h.s. of (4.4), we observe that, using the notation Sj = (1−∆j)
1/2,
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we have
N2β
∣∣∣Tr J (k) [V (Nβ(xj − xk+1)), γ˜(k+1)N,s ] ∣∣∣
= N2β
∣∣∣Tr J (k)V (Nβ(xj − xk+1))γ˜(k+1)N,s − Tr J (k)γ˜(k+1)N,s V (Nβ(xj − xk+1))∣∣∣
≤ N2β
∣∣∣Tr S−1j S−1k+1J (k)SjSk+1S−1j S−1k+1V (Nβ(xj − xk+1))S−1k+1S−1j SjSk+1γ˜(k+1)N,s SjSk+1
− Tr SjSk+1J
(k)S−1j S
−1
k+1Sk+1Sj γ˜
(k+1)
N,s SjSk+1S
−1
k+1S
−1
j V (N
β(xj − xk+1))S
−1
j S
−1
k+1
∣∣∣
≤ N2β
(∥∥∥SjSk+1J (k)S−1j S−1k+1∥∥∥+ ∥∥∥S−1j S−1k+1J (k)SjSk+1∥∥∥)
×
∥∥S−1k+1S−1j V (Nβ(xj − xk+1))S−1j S−1k+1∥∥ sup
s∈R
Tr S2jS
2
k+1γ
(k+1)
N,s
≤ C|||J (k)|||,
(4.5)
where, in the last inequality we used (2.7) and the fact that, by Lemma A.1,∥∥S−11 S−22 V (x1 − x2)S−12 S−11 ∥∥ ≤ C ‖V ‖1 .
The second term on the r.h.s. of (4.4) can be handled similarly. This implies (4.2). The proof of
the fact that γ
(k)
∞,t is symmetric w.r.t. permutations, that it is non-negative and with Tr γ
(k)
∞,t ≤ 1
can be found in [11, Theorem 6.1].
5 A-Priori Estimate on the Limit Points Γ∞,t = {γ
(k)
∞,t}k≥1
Since the a-priori estimates (3.11) on γ˜
(k)
N,t hold uniformly in N , we can extract estimates on the
limit points {γ
(k)
∞,t}k≥1.
Proposition 5.1. Suppose that Γ∞,t = {γ
(k)
∞,t}k≥1 ∈
⊕
k≥1 C([0, T ],L
1
k) is a limit point of the
sequence Γ˜N,t = {γ˜
(k)
N,t}
N
k=1 with respect to the product topology τprod. Then there exists C > 0
(depending on κ) such that
Tr(1−∆1) . . . (1−∆k)γ
(k)
∞,t ≤ C
k (5.1)
for all k ≥ 1.
Proof. The bound (5.1) follows from the a-priori bound (2.7) by taking the limit N → ∞. The
details of the proof can be found in [10].
In order to apply the technique of Klainerman and Machedon (see [21]) to prove the uniqueness
of the infinite hierarchy, we need different a-priori bounds on the limiting density. These are
provided by the following proposition.
Theorem 5.2. Suppose that Γ∞,t = {γ
(k)
∞,t}k≥1 ∈
⊕
k≥1 C([0, T ],L
1
k) is a limit point of the
sequence Γ˜N,t = {γ˜
(k)
N,t}
N
k=1 with respect to the product topology τprod. Then, for every α < 1, there
exists C > 0 (depending on κ) such that∥∥∥S(k,α)Bj,kγ(k+1)∞,t ∥∥∥
L2(Λk×Λk)
≤ Ck (5.2)
for all k ≥ 1 and all t ∈ [0, T ]. Here S(k,α) =
∏k
j=1(1−∆xj )
α/2(1−∆x′
j
)α/2.
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Proof. By (5.1), it is enough to prove that∥∥∥S(k,α)Bj,k+1γ(k+1)∞,t ∥∥∥
L2(Λk×Λk)
≤ C Tr (1−∆1) . . . (1−∆k+1) γ
(k+1)
∞,t . (5.3)
We only consider k = 1 and j = 1 (the argument for k ≥ 2 is similar). Moreover, we focus on
Λ = R2; the case Λ = [−L,L]×2 can be handled similarly (sums are going to replace integrals
over momenta). Switching to Fourier space we have
̂
B1,2γ
(2)
∞,t(p ; p
′) =
∫
dx1 dx
′
1 e
ix1·p e−ix
′
1·p
′
∫
dx2dx
′
2 δ(x1 − x2)δ(x2 − x
′
2)γ
(2)
∞,t(x1, x2;x
′
1, x
′
2)
=
∫
dq dκ
∫
dx1dx2dx
′
1dx
′
2 e
ix1·p e−ix
′
1·p
′
eiq(x2−x1) eiκ(x2−x
′
2) γ
(2)
∞,t(x1, x2;x
′
1, x
′
2)
=
∫
dq dκ γ̂
(2)
∞,t(p− q, q + κ; p
′, κ)
(5.4)
Thus
̂
(
S(1,α)B1,2γ
(2)
∞,t
)
(p; p′) = (1 + p2)α/2 (1 + (p′)2)α/2
∫
dqdκ γ̂
(2)
∞,t(p− q, q + κ; p
′, κ) (5.5)
and∥∥∥S(1,α)B1,2γ(2)∞,t∥∥∥2
L2(Λ×Λ)
=
∫
dp dp′ dq1dq2dκ1dκ2 (1 + p
2)α(1 + (p′)2)α
× γ̂
(2)
∞,t(p− q1, q1 + κ1; p
′, κ1) γ̂
(2)
∞,t(p− q2, q2 + κ2; p
′, κ2)
(5.6)
Using the decomposition
γ̂
(2)
∞,t(p1, p2; p
′
1, p
′
2) =
∑
j
λj ψj(p1, p2)ψj(p
′
1, p
′
2) (5.7)
for an orthonormal family {ψj}, we arrive at (notice that λj ≥ 0 for all j, and
∑
j λj ≤ 1, because
γ(k+1) is a non-negative trace-class operator with trace lesser or equal to one by Theorem 4.1):∥∥∥S(1,α)B1,2γ(2)∞,t∥∥∥2
L2(Λ×Λ)
=
∑
i,j
λiλj
∫
dp dp′ dq1dq2dκ1dκ2 (1 + p
2)α (1 + (p′)2)α
× ψj(p− q1, q1 + κ1)ψj(p
′, κ1) ψi(p− q2, q2 + κ2)ψi(p
′, κ2)
(5.8)
Next we use that
(1 + p2)α/2 ≤ C
(
(1 + (p− q1)
2)α/2 + (1 + (q1 + κ1)
2)α/2 + (1 + κ21)
α/2
)
and that, analogously,
(1 + p2)α/2 ≤ C
(
(1 + (p− q2)
2)α/2 + (1 + (q2 + κ2)
2)α/2 + (1 + κ22)
α/2
)
to estimate
(1 + p2)α ≤ C
(
(1 + (p− q1)
2)α/2 + (1 + (q1 + κ1)
2)α/2 + (1 + κ21)
α/2
)
×
(
(1 + (p− q2)
2)α/2 + (1 + (q2 + κ2)
2)α/2 + (1 + κ22)
α/2
)
.
(5.9)
When we insert this bound in (5.8), we obtain 9 different contributions. We show, for example,
how to control the first contribution (where we replace the factor (1 + p2)α on the r.h.s. of (5.8)
12
by (1 + (p− q1)
2)α/2(1 + (p − q2)
2)α/2). To this end we use a weighted Schwarz inequality, and
we get∫
dp dp′ dq1dq2dκ1dκ2 (1 + (p− q1)
2)α/2(1 + (p− q2)
2)α/2(1 + (p′)2)α
× ψj(p− q1, q1 + κ1)ψj(p
′, κ1) ψi(p− q2, q2 + κ2)ψi(p
′, κ2)
≤
∫
dp dp′ dq1dq2dκ1dκ2 (1 + (p
′)2)α
×
(
(1 + (p− q1)
2)(1 + (q1 + κ1)
2)(1 + κ22)
(1 + (p− q2)2)1−α(1 + (q2 + κ2)2)(1 + κ21)
|ψj(p− q1, q1 + κ1)|
2
|ψi(p
′, κ2)|
2
+
(1 + (p− q2)
2)(1 + (q2 + κ2)
2)(1 + κ21)
(1 + (p− q1)2)1−α(1 + (q1 + κ1)2)(1 + κ22)
|ψi(p− q2, q2 + κ2)|
2
|ψj(p
′, κ1)|
2
)
(5.10)
We consider the first term in the parenthesis; the second one can be handled similarly. Performing
the integration over q2 we find∫
dp dp′ dq1dq2dκ1dκ2 (1 + (p
′)2)α
×
(1 + (p− q1)
2)(1 + (q1 + κ1)
2)(1 + κ22)
(1 + (p− q2)2)1−α(1 + (q2 + κ2)2)(1 + κ21)
|ψj(p− q1, q1 + κ1)|
2 |ψi(p
′, κ2)|
2
≤
∫
dp dp′ dq1dκ1dκ2 (1 + (p
′)2)α
×
(1 + (p− q1)
2)(1 + (q1 + κ1)
2)(1 + κ22)
(1 + (p+ κ2)2)(1−α)/2(1 + κ21)
|ψj(p− q1, q1 + κ1)|
2
|ψi(p
′, κ2)|
2
(5.11)
where we used that∫
dq2
1
(1 + (p− q2)2)1−α(1 + (q2 + κ2)2)
≤
C
(1 + (p+ κ2)2)(1−α)/2
for all α < 1. From (5.11), we obtain (shifting the integration variables appropriately)∫
dp dp′ dq1dq2dκ1dκ2 (1 + (p
′)2)α
×
(1 + (p− q1)
2)(1 + (q1 + κ1)
2)(1 + κ22)
(1 + (p− q2)2)1−α(1 + (q2 + κ2)2)(1 + κ21)
|ψj(p− q1, q1 + κ1)|
2 |ψi(p
′, κ2)|
2
≤
∫
dp dp′ dq1dκ1dκ2
×
(1 + p2)(1 + q21)(1 + κ
2
2)(1 + (p
′)2)α
(1 + (p+ q1 + κ2 − κ1)2)(1−α)/2(1 + κ21)
|ψj(p, q1)|
2
|ψi(p
′, κ2)|
2
≤ Cα
(∫
dp1dp2(1 + p
2
1)(1 + p
2
2) |ψj(p1, p2)|
2
)(∫
dp1dp2(1 + p
2
1)(1 + p
2
2) |ψi(p1, p2)|
2
)
where we put
Cα = sup
P∈R2
∫
dκ1
1
(1 + κ21)(1 + (P − κ1)
2)(1−α)/2
<∞
for all α < 1. The second term in the parenthesis on the r.h.s. of (5.10) can be bounded similarly.
Also the other eight contributions arising from (5.9) can be controlled in a similar way. Therefore,
13
from (5.8), and recalling (5.7) we obtain that
‖S(1,α)B1,2γ
(2)
∞,t‖
2
L2(Λ×Λ) ≤ C
∑
i,j
λiλj
(∫
dp1dp2(1 + p
2
1)(1 + p
2
2) |ψj(p1, p2)|
2
)
×
(∫
dp1dp2(1 + p
2
1)(1 + p
2
2) |ψi(p1, p2)|
2
)
≤ C
(∫
dp1dp2(1 + p
2
1)(1 + p
2
2) γ(p1, p2; p1, p2)
)2
= C
(
Tr (1 −∆1)(1 −∆2)γ
(2)
)2
.
6 Convergence to the infinite hierarchy
Theorem 6.1. Suppose that ψ˜N is defined as in (2.3), let ψ˜N,t = e
−iHN tψ˜N and denote by
γ˜
(k)
N,t the k-particle marginal density associated with ψ˜N,t. Suppose that Γ∞,t = {γ
(k)
∞,t}k≥1 ∈⊕
k≥1 C([0, T ],L
1
k) is a limit point of Γ˜N,t = {γ˜
(k)
N,t}
N
k=1 with respect to the product topology τprod
defined in Section 2. Then Γ∞,t is a solution to the infinite hierarchy
γ
(k)
∞,t = U
(k)(t)γ
(k)
∞,0 − ib0
k∑
j=1
∫ t
0
dsU (k)(t− s)Trk+1
[
δ(xj − xk+1), γ
(k+1)
∞,s
]
(6.1)
with initial data γ
(k)
∞,0 = |ϕ〉〈ϕ|
⊗k. Here U (k)(t) denotes the free evolution of k particles defined
in (1.10).
Proof. Fix k ≥ 1. Passing to an appropriate subsequence, we can assume that, for every J (k) ∈ Kk,
sup
t∈[0,T ]
Tr J (k)
(
γ˜
(k)
N,t − γ
(k)
∞,t
)
→ 0 as N →∞ . (6.2)
We will prove (6.1) by testing the limit point against a certain class of observables, dense in Kk.
More precisely, it is enough to show that, for an arbitrary J (k) ∈ Kk with |||J
(k)||| <∞,
Tr J (k)γ
(k)
∞,0 = Tr J
(k)|ϕ〉〈ϕ|⊗k (6.3)
and
Tr J (k)γ
(k)
∞,t = Tr J
(k)U (k)(t)γ
(k)
∞,0 − ib0
k∑
j=1
∫ t
0
dsTrJ (k)U (k)(t− s)
[
δ(xj − xk+1), γ
(k+1)
∞,s
]
.
(6.4)
Fix now J (k) ∈ Kk such that |||J
(k)||| < ∞ (recall the definition of the norm |||.||| from (4.3)).
Eq. (6.3) follows immediately from (6.2). To prove (6.4), we use the BBGKY hierarchy (1.7),
rewritten in integral form as
Tr J (k) γ˜
(k)
N,t = Tr J
(k) U (k)(t)γ˜
(k)
N,0 −
i
N
k∑
i<j
∫ t
0
dsTr J (k) U (k)(t− s)[N2βV (Nβ(xi − xj)), γ˜
(k)
N,s]
− i
(
1−
k
N
) k∑
j=1
∫ t
0
dsTrJ (k)U (k)(t− s)[N2βV (Nβ(xj − xk+1)), γ˜
(k+1)
N,s ] .
(6.5)
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Since, by (6.2), the term on the l.h.s. of (6.5) and the first term on the r.h.s. of (6.5) converge
to the term on the l.h.s. of (6.4) and, respectively, to the first term on the r.h.s. of (6.4) (using
the assumption that |||J (k)||| < ∞), and since the second term on the r.h.s. of (6.5) vanishes as
N → ∞ (by a simple computation similar to (4.5)), it is enough to prove that the last term on
the r.h.s. of (6.5) converges, as N →∞, to the last term on the r.h.s. of (6.4). The contribution
proportional to k/N in the last term on the r.h.s. of (6.5) can be shown to vanish as N → ∞
(again, with an argument similar to (4.5)). Moreover, the two terms arising from the commutator
can be handled similarly. Therefore, we have to prove that, for fixed T , k and J (k),
sup
s≤t≤T
∣∣∣TrJ (k)U (k)(t− s)(N2βV (Nβ(xj − xk+1))γ˜(k+1)N,s − b0δ(xj − xk+1)γ(k+1)∞,s )∣∣∣→ 0 (6.6)
as N →∞. To this end, we choose a probability measure h ∈ L1(Λ) with h ≥ 0 and
∫
h = 1, and
for arbitrary α > 0 we define hα(x) = α
−2h(x/α). Then we observe that∣∣∣TrJ (k)U (k)(t− s)(N2βV (Nβ(xj − xk+1))γ˜(k+1)N,s − b0δ(xj − xk+1)γ(k+1)∞,s ) ∣∣∣
≤
∣∣∣Tr J (k)s−t (N2βV (Nβ(xj − xk+1))− b0δ(xj − xk+1)) γ˜(k+1)N,s ∣∣∣
+ b0
∣∣∣Tr J (k)s−t (δ(xj − xk+1)− hα(xj − xk+1)) γ˜(k+1)N,s ∣∣∣
+ b0
∣∣∣Tr J (k)s−t hα(xj − xk+1)(γ˜(k+1)N,s − γ(k+1)∞,s ) ∣∣∣
+ b0
∣∣∣Tr J (k)s−t (hα(xj − xk+1)− δ(xj − xk+1)) γ(k+1)∞,s ∣∣∣
(6.7)
where we introduced the notation J
(k)
t = U
(k)(t)J (k). The first term on the r.h.s. of the last
equation converges to zero as N → ∞, by Lemma A.2 and by the a-priori bounds (3.11). The
second and fourth term on the r.h.s. of the last equation converge to zero, as α → 0, uniformly
in N (again by Lemma A.2, once combined with (3.11) and once with (5.1)). The third term on
the r.h.s. of the last equation converges to zero as N → ∞, for every fixed α. Thus, taking first
the limit N → ∞, and then letting α→ 0, we obtain (6.6). To prove that the third term on the
r.h.s. of (6.7) converges to zero as N →∞, for every fixed α > 0, note that, for arbitrary ε > 0,∣∣∣TrJ (k)s−t hα(xj − xk+1)(γ˜(k+1)N,s − γ(k+1)∞,s ) ∣∣∣
≤
∣∣∣Tr J (k)s−t hα(xj − xk+1) 11 + εSk+1
(
γ˜
(k+1)
N,s − γ
(k+1)
∞,s
) ∣∣∣
+
∣∣∣TrJ (k)s−t hα(xj − xk+1) εSk+11 + εSk+1
(
γ˜
(k+1)
N,s − γ
(k+1)
∞,s
) ∣∣∣
(6.8)
The first term converges to zero, as N →∞ by (6.2), for every fixed ε > 0 (because the operator
J
(k)
s−thα(xj − xk+1)(1 + εSk+1)
−1 is compact for every ε > 0). The second term on the r.h.s. of
(6.8) converges to zero as ε→ 0, uniformly in N (making use of (3.11) and (5.1)).
7 Uniqueness of the solution to the infinite hierarchy
7.1 The case Λ = R2
In this subsection we assume that Λ = R2.
Theorem 7.1. Fix α > 1/2, T > 0 and Γ = {γ(k)}k≥1 ∈
⊕
L1k. There exists at most one
solution Γt = {γ
(k)
t }k≥1 ∈
⊕
k≥1 C([0, T ],L
1
k) to the infinite hierarchy
γ
(k)
t = U
(k)(t)γ(k) − ib0
k∑
j=1
∫ t
0
dsU (k)(t− s)Bj,k+1γ
(k+1)
s (7.1)
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with Γt=0 = Γ and such that ∥∥∥S(k,α)Bj,k+1γ(k+1)s ∥∥∥
L2(R2k×R2k)
≤ Ck
for all k ≥ 1. Here the map Bj,k+1, for j = 1, . . . , k has been defined in (1.12), the free evolution
U (k)(t) in (1.10), and S(k,α) =
∏k
j=1(1−∆xj )
α/2(1−∆x′
j
)α/2.
A solution to (7.1) can be expanded in a Duhamel type series
γ
(k)
t = U
(k)(t)γ
(k)
0 +
n−1∑
m=1
η
(k)
m,t + ξ
(k)
n,t (7.2)
where
η
(k)
m,t =
k∑
j1=1
· · ·
k+m−1∑
jm=1
∫ t
0
ds1 . . .
∫ sm−1
0
dsm U
(k)(t− s1)Bj1,k+1U
(k+1)(s1 − s2) . . .
· · · ×Bjm,k+mU
(k+m)(sm)γ
(k+m)
(7.3)
and
ξ
(k)
n,t =
k∑
j1=1
· · ·
k+n−1∑
jn=1
∫ t
0
ds1 . . .
∫ sn−1
0
dsn U
(k)(t− s1)Bj1,k+1U
(k+1)(s1 − s2) . . . Bjm,k+mγ
(k+n)
sn .
(7.4)
To prove the uniqueness of the solution it is enough to show that the error term ξ
(k)
n,t (all other
terms η
(k)
m,t only depend on the initial data) converges to zero, as the order n of the expansion tends
to infinity, for small but fixed time t > 0 (uniqueness for all times follows then by repeating the
argument). To this end, we follow the technique developed, in the three dimensional setting, by
Klainerman and Machedon; see [21]. This method relies on two ingredients; the first ingredient
is an expansion of the error term (7.4) in a sum of less than Cn contributions, obtained by
an appropriate recombination of the terms associated with different indices j1, . . . , jn in (7.4)
(originally, the sums over j1, . . . , jn involve factorially many summands). This reorganization of
the terms in (7.4) was first introduced in [10], and can be interpreted as an expansion in Feynman
diagrams. The second ingredient, which was the main novelty of [21], is a space-time estimate,
which is then applied recursively to show that all the terms in the expansion are bounded. The
expansion used by Klainerman andMachedon (see Section 3 of [21], or the diagrammatic expansion
developed in [10], Section 9) can be used with no changes also in the two-dimensional setting we
are considering here. Therefore, to complete the proof of Theorem 7.1, we only have to show
the following proposition, which replaces, in the argument of Klainerman and Machedon, the
space-time estimate given by [21, Theorem 1.3].
Proposition 7.2. Let S(k,α) =
∏k
j=1(1−∆xj)
α/2(1−∆x′
j
)α/2 and let U (k)(t) be the free evolution
of k-particle defined in (1.10). Then, for every α > 1/2 and for every j = 1, . . . , k, we have∥∥∥S(k,α)Bj,k+1U (k+1)(t)γ(k+1)∥∥∥
L2(R×R2k×R2k)
≤ C
∥∥∥S(k+1,α)γ(k+1)∥∥∥
L2(R2k×R2k)
. (7.5)
Remark. Note that in [21], the operator S(k,α) is replaced by R(k) =
∏k
j=1 |∇xj | |∇x′j |, but
this difference does not affect the rest of the argument. In the two-dimensional setting, the proof
of the uniqueness is clearly simpler than in the three dimensional setting because the singularity
of the delta-function is less critical.
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Proof. We can apply the same ideas used by Klainerman and Machedon. We set j = 1, and note
that, in Fourier space,(
̂S(k,α)B1,k+1U (k+1)(.)γ(k+1)
)
(τ ;pk;p
′
k)
=
k∏
j=1
(1 + p2j)
α/2(1 + (p′j)
2)α/2
∫
dqdq′ δ(τ + |pk|
2 + |p1 − q + q
′|2 − |p′k|
2 − |q′|2)
× γ(k+1)(p1 − q + q
′, p2, . . . , pk, q; p
′
1, . . . , p
′
k, q
′)
(7.6)
Therefore∥∥∥S(k,α)Bj,k+1U (k+1)(t)γ(k+1)∥∥∥
L2(R×R2k×R2k)
=
∫
dτdpkdp
′
k
∣∣∣ ∫ dqdq′ δ(τ + |pk|2 + |p1 − q + q′|2 − |p′k|2 − |q′|2)
×
k∏
j=1
(1 + p2j)
α/2(1 + (p′j)
2)α/2γ(k+1)(p1 − q + q
′, p2, . . . , pk, q; p
′
1, . . . , p
′
k, q
′)
∣∣∣2
(7.7)
With a weighted Schwarz inequality, we obtain∥∥∥S(k,α)Bj,k+1U (k+1)(t)γ(k+1)∥∥∥
L2(R×R2k×R2k)
≤
∫
dτdpkdp
′
k
(∫
dqdq′
(1 + p21)
α δ(τ + |pk|
2 + |p1 − q + q
′|2 − |p′k|
2 − |q′|2)
(1 + (p1 − q + q′)2)α(1 + q2)α(1 + (q′)2)α
)
×
(∫
dqdq′ δ(τ + |pk|
2 + |p1 − q + q
′|2 − |p′k|
2 − |q′|2)
× (1 + (p1 − q + q
′)2)α(1 + q2)α(1 + (q′)2)α
k∏
j=2
(1 + p2j)
α
k∏
j=1
(1 + (p′j)
2)α
× |γ(k+1)(p1 − q + q
′, p2, . . . , pk, q; p
′
1, . . . , p
′
k, q
′)|2
)
≤
∥∥∥S(k+1,α)γ(k+1)∥∥∥
L2(R2k×R2k)
× sup
τ,pk,p′k
∫
dqdq′
(1 + p21)
α δ(τ + |pk|
2 + |p1 − q + q
′|2 − |p′k|
2 − |q′|2)
(1 + (p1 − q + q′)2)α(1 + q2)α(1 + (q′)2)α
(7.8)
and the proposition follows from Lemma 7.3.
Lemma 7.3. For all α > 1/2, we have
I = sup
τ,p
∫
R2×R2
dqdq′
(1 + p2)α δ
(
τ + |p+ q − q′|2 + |q|2 − |q′|2
)
(1 + (p+ q − q′)2)α(1 + q2)α(1 + (q′)2)α
<∞ . (7.9)
Proof. From
(1 + p2)α ≤ (1 + (p+ q − q′)2)α + (1 + q2)α + (1 + (q′)2)α
and using the invariance of the integral with respect to the shift q → p+ q − q′, we obtain
I ≤ 2 sup
τ,p
∫
R2×R2
dqdq′ δ
(
τ + |p+ q − q′|2 + |q|2 − |q′|2
) 1
(1 + q2)α(1 + (q′)2)α
+ sup
τ,p
∫
R2×R2
dqdq′ δ
(
τ − |p+ q − q′|2 + |q|2 + |q′|2
) 1
(1 + q2)α(1 + (q′)2)α
= I1 + I2
(7.10)
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To bound the first term on the r.h.s., we fix q and rotate q′ = (q′1, q
′
2) so that q
′ ·(p+q) = q′1|p+q|.
Then
τ + (p+ q − q′)2 + q2 − (q′)2 = τ + (p+ q)2 + q2 − 2|p+ q|q′1
and
I1 = sup
p,τ
∫
dq
|p+ q|(1 + q2)α
∫ ∞
−∞
dq′2
1(
1 + (q′2)
2 +
(
τ+(p+q)2+q2
2|p+q|
)2)α
≤ sup
p
∫
dq
|p+ q|(1 + q2)α
∫ ∞
−∞
dq′2
(1 + (q′2)
2)α
≤ C
(7.11)
because
sup
p∈R2
∫
dq
|p− q|(1 + q2)α
<∞ and
∫ ∞
−∞
dx
(1 + x2)α
<∞
for all α > 1/2. The second term on the r.h.s. of (7.10) can be bounded similarly.
7.2 The case Λ = [−L,L]×2
Theorem 7.4. Fix α > 1/2, T > 0, and consider initial data Γ = {γ(k)}k≥1 ∈
⊕
L1k. Then there
exists at most one solution Γt = {γ
(k)
t }k≥1 ∈
⊕
k≥1 C([0, T ],L
1
k) of the infinite (Gross-Pitaevskii)
hierarchy on the domain Λ = [−L,L]×2:
γ
(k)
t = U
(k)(t)γ(k) − ib0
k∑
j=1
∫ t
0
dsU (k)(t− s)Bj,k+1γ
(k+1)
s (7.12)
with Γt=0 = Γ and such that ∥∥∥S(k,α)Bj,k+1γ(k+1)s ∥∥∥
L2(Λk×Λk)
≤ Ck
for all k ≥ 1. Here the map Bj,k+1, for j = 1, . . . , k, is the collision operator defined in (1.12),
the free evolution U (k)(t) in (1.10), and S(k,α) =
∏k
j=1(1−∆xj )
α/2(1−∆x′
j
)α/2.
The proof follows the general outline of Klainerman and Machedon’s in [21]. The main novelty
is the use of some number-theoretic estimates, like the Gauss lemma [4, 19, 20], that were first
used in a PDE context in [5] (see also [7]). After a Duhamel expansion argument as in the previous
subsection, we need to show the following:
Proposition 7.5. Let Γt = {γ
(k)
t } = {U
(k)(t)γ(k)} satisfy the homogeneous infinite hierarchy.
Then for every α > 1/2 and for every j = 1, . . . , k, we have
‖S(k,α)Bj,k+1U
(k+1)(t)γ(k+1)‖L2(R×Λk×Λk) ≤ C‖S
(k+1,α)γ(k+1)‖L2(Λ(k+1)×Λ(k+1)). (7.13)
Proof. Without loss of generality we set j = 1 (which will be suppressed in the sequel), and
Λ = [−1, 1]×2. We also assume that α = 1, but one can easily see that the argument also works
as long as α > 1/2. We use the same initial approach as Klainerman and Machedon and observe
that, by Plancherel’s theorem, equation (7.13) is equivalent to:
‖Ik[S
(k+1)γ
(k+1)
t ]‖L2τ(R)ℓ2(Z2k×Z2k) ≤ C‖
̂
S(k+1)γ
(k+1)
0 ‖ℓ2(Z2(k+1)×Z2(k+1)), (7.14)
where
Ik[f ](τ,nk,n
′
k) =
∑
n′
k+1
∑
nk+1
δ(. . . )
〈n1〉fˆ(n1 − nk+1 − n
′
k+1, . . . ,n
′
k+1)
〈n1 − nk+1 − n′k+1〉〈nk+1〉〈n
′
k+1〉
, (7.15)
18
and
δ(. . . ) := δ(τ + |n1 − nk+1 − n
′
k+1|
2 + |nk+1|
2 − |n1|
2 − |n′k+1|
2), (7.16)
and 〈n〉 := (1 + |n|2)1/2.
Then by Cauchy-Schwarz,
|Ik[f ]|
2 ≤
∑
n′
k+1
∑
nk+1
δ(. . . )|fˆ(n1 − nk+1 − n
′
k+1, . . . ,n
′
k+1)|
2
×
∑
n′
k+1
∑
nk+1
δ(. . . )
〈n1〉
2
〈n1 − nk+1 − n′k+1〉
2〈nk+1〉2〈n′k+1〉
2
(7.17)
If the second factor on the right-hand side of (7.17) is bounded, then:
‖Ik[f ]‖
2
L2τ(R)ℓ
2(Z2k×Z2k) ≤ C
2
∫ ∑
n′
k+1
∑
nk+1
δ(. . . )|fˆ(n1 − nk+1 − n
′
k+1, . . . ,n
′
k+1)|
2dτ
≤ C2‖fˆ‖2ℓ2 .
(7.18)
Hence (7.14) and the proposition follow from Lemma 7.6.
Lemma 7.6. For all τ ∈ R and p ∈ Z2,
∑
n,m∈Z2
δ(τ + |p− n−m|2 + |n|2 − |m|2)〈p〉2
〈p− n−m〉2〈n〉2〈m〉2
≤ C <∞ . (7.19)
Proof. Since (7.19) is not symmetric with respect to n andm, we consider the two cases, |n| ≪ |m|
and |n| & |m|.
7.2.1 Case I: |n| ≪ |m|
We decompose the sum in (7.19) as follows:∑
n,m∈Z2
|n|≪|m|
δ(∗ ∗ ∗) =
∑
i>j≥0
∑
|n|∼2j
∑
|m|∼2i
δ(∗ ∗ ∗) =
∑
i>j≥0
∑
|n|∼2j
#Sl, (7.20)
where Sl is defined to be, for fixed n:
Sl = Sn,i,τ,p := {|m| ∼ 2
i : |p− n−m|2 + |n|2 − |m|2 = −τ}. (7.21)
In order to compute #Sl, we fixm0 ∈ Sl and count the number of ℓ ∈ Z
2 such thatm0+ℓ ∈ Sl.
By definition, two equations must be satisfied for m0 and m0 + ℓ to be in Sl:
− τ = |p− n−m0|
2 + |n|2 − |m0|
2, (7.22)
and
−τ = |p− n− (m0 + ℓ)|
2 + |n|2 − |m0 + ℓ|
2
= |p− n−m0|
2 + |ℓ|2 − 2ℓ · (p− n−m0) + |n|
2
− |m0|
2 − |ℓ|2 − 2ℓ ·m0
= |p− n−m0|
2 − 2ℓ · (p− n) + |n|2 − |m0|
2.
(7.23)
Subtracting the first equation from the second gives the following linear equation for ℓ:
ℓ · (p− n) = 0. (7.24)
19
The continuous counterpart of this equation is, for x = (x, y):
x · (p− n) = 0. (7.25)
And |m0|, |m0 + ℓ| ∼ 2
i imply that |ℓ| . 2i. Thus #Sl is the number of lattice points on T (the
line defined by (7.25)) inside D (the disc of radius 2i centered at the origin). (See Figure 1.)
#Sl = #{ℓ}+ 1 . 2
i. (7.26)
2
D
T
y
x
i
Figure 1: The graph of T , a level set of the linear equation (7.25).
Case IA: If |n| ≪ |m| ≪ |p|, then |p−n−m| ∼ |p|, and we can cancel 〈p〉2 with 〈p−n−m〉2
and control the left-hand side of (7.19) by a convergent series as follows:
∑
n,m∈Z2
|n|≪|m|≪|p|
δ(∗ ∗ ∗)〈p〉2
〈p− n−m〉2〈n〉2〈m〉2
.
∑
i>j
∑
|n|∼2j
∑
|m|∼2i
δ(∗ ∗ ∗)
〈n〉2〈m〉2
.
∞∑
j=0
∑
|n|∼2j
1
〈n〉2
∞∑
i=j+1
#Sl
22i
.
∞∑
j=0
∑
|n|∼2j
1
〈n〉2
∞∑
i=j+1
2i
22i
.
∞∑
j=0
∑
|n|∼2j
1
〈n〉2
1
2j
.
∞∑
j=0
22j
1
22j
1
2j
= 2.
(7.27)
Case IB: If |p| . |n| ≪ |m|, then we cancel 〈p〉2 with 〈n〉2 and estimate, for some small,
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positive ε:
∑
|p|.|n|≪|m|
δ(∗ ∗ ∗)〈p〉2
〈p− n−m〉2〈n〉2〈m〉2
.
∑
n
∑
m
δ(∗ ∗ ∗)
〈p− n−m〉2〈m〉2
.
∑
n
∑
m
δ(∗ ∗ ∗)
〈m〉2〈m〉2
.
∑
n
∑
m
δ(∗ ∗ ∗)
〈m〉2+ε〈m〉2−ε
.
∑
n
1
〈n〉2+ε
∑
m
δ(∗ ∗ ∗)
〈m〉2−ε
<∞.
(7.28)
We borrowed an ε power of m in order to make the first (two-dimensional) sum converge, since
2 + ε > 2. The second sum is really one-dimensional due to the restriction, hence converges
because 2− ε > 1.
Subcase IC1: If |n| ≪ |p| . |m| and |p−m| ≫ |n|, then for some ε > 0:
∑
|n|≪|p|.|m|
|p−m|≫|n|
δ(∗ ∗ ∗)〈p〉2
〈p− n−m〉2〈n〉2〈m〉2
.
∑
n
∑
m
δ(∗ ∗ ∗)
〈p−m〉2〈n〉2
.
∑
n
∑
m
δ(∗ ∗ ∗)
〈p−m〉2−ε〈n〉2+ε
.
∑
n
1
〈n〉2+ε
∑
m
δ(∗ ∗ ∗)
〈p−m〉2−ε
<∞.
(7.29)
Again the first sum in the last step is two-dimensional; and the second is one-dimensional due to
the restriction. (To see this, one just needs to follow the argument presented above, replacing m
by p−m.)
Subcase IC2: If |n| ≪ |p| . |m| and |p −m| ≪ |n|, then we use the fact that 〈n〉−2+ε ≪
〈p−m〉−2+ε and proceed like the previous case:
∑
|n|≪|p|.|m|
|p−m|≪|n|
δ(∗ ∗ ∗)〈p〉2
〈p− n−m〉2〈n〉2〈m〉2
.
∑
n
∑
m
δ(∗ ∗ ∗)
〈n〉2〈n〉2
.
∑
n
∑
m
δ(∗ ∗ ∗)
〈n〉2−ε〈n〉2+ε
.
∑
n
∑
m
δ(∗ ∗ ∗)
〈p−m〉2−ε〈n〉2+ε
.
∑
n
1
〈n〉2+ε
∑
m
δ(∗ ∗ ∗)
〈p−m〉2−ε
<∞.
(7.30)
Subcase IC3: If |n| ≪ |p| . |m| and |p − m| ∼ |n|, then we use the change of variables
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z := m+ n in the third step below:
∑
|n|≪|p|.|m|
|p−m|∼|n|
δ(∗ ∗ ∗)〈p〉2
〈p− n−m〉2〈n〉2〈m〉2
.
∑
n
∑
m
δ(∗ ∗ ∗)
〈p−m− n〉2〈n〉2
.
∑
m
∑
n
δ(|p− n−m|2 + |n|2 − |m|2 + τ)
〈p−m− n〉2〈n〉2
.
∑
z
∞∑
j=0
∑
|n|∼2j
δ(|p− z|2 + |n|2 − |z − n|2 + τ)
〈p− z〉2〈n〉2
.
∑
z
∞∑
j=0
∑
|n|∼2j
δ(|p− z|2 + |n|2 − |z − n|2 + τ)
〈p− z〉2+ε〈n〉2−ε
.
∑
z
1
〈p− z〉2+ε
∞∑
j=0
2j
2(2−ε)j
.
∑
z
1
〈p− z〉2+ε
<∞.
(7.31)
For the fourth step, we used |p− z| = |p− n−m| . |p−m|+ |n| . 2|n| in order to take an 〈n〉ε
and combine it with 〈p− z〉2. And for the penultimate step, we counted the number of n’s in the
support of this delta function (similar to the result for #Sl in (7.26)): approximately 2
j .
7.2.2 Case II: |n| & |m|
We decompose the sums from 7.19 in the following way:∑
n,m∈Z2
|n|&|m|
δ(∗ ∗ ∗) =
∑
j≥i≥0
∑
|m|∼2i
∑
|n|∼2j
δ(∗ ∗ ∗) =
∑
j≥i≥0
∑
|m|∼2i
#Sc,
where
Sc = Sm,j,τ,p := {|n| ∼ 2
j : |p− n−m|2 + |n|2 − |m|2 = −τ}. (7.32)
In order to compute #Sc, we fix an n0 ∈ Sc and count the ℓ ∈ Z
2 such that n0 + ℓ ∈ Sc also.
Because n0 + ℓ ∈ Sc this equation must be satisfied:
−τ = |p− (n0 + ℓ)−m|
2 + |n0 + ℓ|
2 − |m|2
= |p− n0 −m|
2 − 2ℓ · (p− 2n0 −m) + 2|ℓ|
2 + |n0|
2 − |m|2.
(7.33)
Then we subtract from this the equation that n0 must satisfy:
−τ = |p− n0 −m|
2 + |n0|
2 − |m|2.
We arrive at the following equation for ℓ:
|ℓ|2 + ℓ · (−p+ 2n0 +m) = 0. (7.34)
Considering x ∈ R2 instead of ℓ ∈ Z2, we examine f defined by:
f(x) = |x|2 + x · (−p+ 2n0 +m). (7.35)
For fixed p, n0,m, the graph of f is a paraboloid, whose level sets contain the solutions of (7.34),
i.e., the lattice points. We are interested in the level set of f at height 0, which is either empty or
a circle T satisfying the following equation (here we write x = (x, y) ∈ R2 and p−2n0−m = (a, b)
and complete the square): (
x−
a
2
)2
+
(
y −
b
2
)2
=
a2 + b2
4
. (7.36)
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An example of T is depicted in Figure 2, along with a disc D := D(0, 2j) centered at the origin
representing the allowed range of |ℓ|, which comes from the facts that |n0| ∼ 2
j ∼ |n0 + ℓ|.
The goal is to count the number of lattice points ℓ on T and inside D. In examining different
combinations of the parameters involved (p, n0,m), there are two difficulties, which are handled
as in [7]. When |p| is small, T is contained in D, and we must count all of the lattice points on
T . This requires a number-theoretic estimate depending on the radius of T , from [4]. But this
estimate would blow up for |p| large (e.g., case IIA), so there we must use the fact that the arc of
T contained in D is relatively short and hence has only a few lattice points on it.
x
y
(a/2, b/2)
2
T
D
R
j
Figure 2: For R large enough, the arc T ∩D contains only 2 lattice points (Case IIA).
Case IIA: If |n| ≫ |m| and |p| & 23j , then there are at most two lattice points on the arc
γ := T ∩D. The proof follows from Lemma 4.4 in [7] and requires γ to satisfy:
|γ| . R1/3. (7.37)
To see that |p| & 23j is sufficient to obtain this bound, we use a small-angle approximation for
the left-hand side of (7.37) (the arclength is comparable to the diameter of D) to get:
|γ| ∼ 2j . |p|1/3
. |p−m− 2n0|
1/3
∼ R1/3.
(7.38)
Then we can compute:
∑
n,m∈Z2
|n|≫|m|
|p|&23j
δ(∗ ∗ ∗)〈p〉2
〈p− n−m〉2〈n〉2〈m〉2
.
∑
i<j
∑
|m|∼2i
#Sc
〈n〉2〈m〉2
.
∞∑
j=0
j−1∑
i=0
∑
|m|∼2i
3
22j22i
.
∞∑
j=0
j
22j
<∞.
(7.39)
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xy
(a/2,b/2)
D
R
T 2
j
Figure 3: For R small compared to 2j , T ∩D is the whole circle (Case IIB).
Case IIB: If |n| ≫ |m| and |p| < 23j, then because p is small, the arc γ is at least a large
arc (perhaps the whole circle, as depicted in Figure 3). So we bound the number of lattice points
above by the number of lattice points on the whole circle T , using the Gauss lemma (see also [4]):
#{ℓ} ≤ Rε =
(
|p−m− 2n0|
2
)ε/2
.
(
(23j)2
)ε/2
∼ 23jε.
(7.40)
Subcase IIB1: If |p| ≫ |n|, then we use |p− n−m| ∼ |p| for the first step and (7.40) for the
second: ∑
n,m∈Z2
23j&|p|≫|n|≫|m|
δ(∗ ∗ ∗)〈p〉2
〈p− n−m〉2〈n〉2〈m〉2
.
∑
i<j
∑
|m|∼2i
#Sc
〈n〉2〈m〉2
.
∑
i<j
∑
|m|∼2i
23jε
22j22i
.
∞∑
j=0
j−1∑
i=0
23jε
22j
.
∞∑
j=0
j23jε
22j
.
(7.41)
Subcase IIB2: If |p| . |n|, and if |p− n−m| & |m|, then we can do a change of variables,
z := p− n−m, and we obtain the bound:
∑
|n|≫|m|
|p|.|n|
|p−n−m|&|m|
δ(∗ ∗ ∗)〈p〉2
〈p− n−m〉2〈n〉2〈m〉2
.
∑
n
∑
m
δ(∗ ∗ ∗)
〈p−m− n〉2〈m〉2
.
∑
z
∑
|m|.|z|
δ(|z|2 + |p−m− z|2 − |m|2 + τ)
〈z〉2〈m〉2
.
∑
i<k
∑
|m|∼2i
#S˜c
〈z〉2〈m〉2
,
(7.42)
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where
S˜c = S˜m,k,τ,p := {|z| ∼ 2
k : |z|2 + |p−m− z|2 − |m|2 = −τ}. (7.43)
By using the same arguments as above we deduce that if |p| > 23k then we would obtain a bound
as in (7.39). On the other hand, in this case, |p| ≤ 23k, so we obtain
#S˜c . 2
ε3k
which gives us an estimate similar to the one in (7.39).
Subcase IIB3: If |p| . |n|, and if |p− n −m| ≪ |m|, then we can do a change of variables
z := n+m, and proceed:
∑
|n|≫|m|
|p|.|n|
|p−n−m|≪|m|
δ(∗ ∗ ∗)〈p〉2
〈p− n−m〉2〈n〉2〈m〉2
.
∑
n
∑
m
δ(∗ ∗ ∗)
〈p−m− n〉2〈m〉2
.
∑
z
∑
m
δ(|p− z|2 + |z −m|2 − |m|2 + τ)
〈p− z〉2〈m〉2
.
∑
z
∑
m
δ(|p− z|2 + |z −m|2 − |m|2 + τ)
〈p− z〉2+ε〈m〉2−ε
.
∑
z
1
〈p− z〉2+ε
∑
m
δ(...)
〈m〉2−ε
<∞.
(7.44)
In the last step, the sum in m is one-dimensional due to the restraint, and 〈p − z〉−ε > 〈m〉−ε
allowed the borrowing to make the two-dimensional sum in z converge.
Case IIC: |n| ∼ |m|
Subcase IIC1: If |n| ∼ |m| ≪ 23j . |p|, then we use the fact that |p − n −m| ∼ |p| and
cancel 〈p〉2 with 〈p− n−m〉2 to estimate like IIA:
∑
n,m∈Z2
|n|∼|m|
δ(∗ ∗ ∗)〈p〉2
〈p− n−m〉2〈n〉2〈m〉2
.
∑
i∼j
∑
|m|∼2i
#Sc
〈n〉2〈m〉2
.
∑
i∼j
∑
|m|∼2i
3
22i22i
.
∞∑
i=0
2−2i <∞.
(7.45)
Subcase IIC2: If |n| ∼ |m| ≪ |p| < 23j , then we use |p − n − m| ∼ |p| for the initial
cancellation and use the full-circle bound on the number of lattice points, (7.40), like IIB:
∑
n,m∈Z2
|n|∼|m|
δ(∗ ∗ ∗)〈p〉2
〈p− n−m〉2〈n〉2〈m〉2
.
∑
i∼j
∑
|m|∼2i
#Sc
〈n〉2〈m〉2
.
∑
i∼j
∑
|m|∼2i
23jε
22j22i
.
∞∑
j=0
23jε
22j
.
(7.46)
Subcase IIC3: If |p| . |n| ∼ |m|, then we cancel 〈p〉2 with 〈n〉2 and then use the change of
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variables z := n+m in order to bound it:∑
n,m∈Z2
|n|∼|m|
δ(∗ ∗ ∗)〈p〉2
〈p− n−m〉2〈n〉2〈m〉2
.
∑
i∼j
∑
|m|∼2i
∑
|n|∼2i
δ(τ + |p− n−m|2 + |n|2 − |m|2)
〈p− n−m〉2〈m〉2
.
∑
i∼j
∑
|m|∼2i
∑
|z|.2i
δ(τ + |p− z|2 + |z −m|2 − |m|2)
〈p− z〉2+ǫ〈m〉2−ε
.
∞∑
i=0
∑
|m|∼2i
#S˜l
〈m〉2−ε
.
∞∑
i=0
1
2i
.
(7.47)
Here we used the definition, which, we already noticed, defines a line segment:
S˜l = Sz,i,τ,p := {|m| ∼ 2
i : |p− z|2 + |z −m|2 − |m|2 = −τ},
This concludes the proof of (7.19), which is the case k = 1; the proof for k > 1 is similar.
A Sobolev and Poincare´ type inequalities
The following lemma is a simple application of Sobolev inequalities.
Lemma A.1. For every 1 < p ≤ ∞ there exists a constant Cp such that
|〈ψ, V (x)ψ〉| =
∣∣∣∣
∫
Λ
dxV (x)|ψ(x)|2
∣∣∣∣ ≤ Cp‖V ‖p〈ψ, (1−∆)ψ〉
for every ψ ∈ L2(Λ). Moreover
|〈ψ, V (x1 − x2)ψ〉| ≤ C‖V ‖1〈ψ, (1−∆1)(1−∆2)ψ〉
for all ψ ∈ L2s(Λ× Λ, dx1dx2).
To compare the potential N2βV (Nβx) with the limiting δ-function, we use the following
Poincare´ type inequality.
Lemma A.2. Suppose that h ∈ L1(Λ) is a probability measure such that
∫
Λ
dx (1+x2)1/2 h(x) <
∞; let hα(x) = α
−2h(x/α). Then, for every 0 ≤ κ < 1, there exists C > 0 such that∣∣∣Tr J (k) (hα(xj − xk+1)− δ(xj − xk+1)) γ(k+1)∣∣∣ ≤ Cακ |||J (k)|||Tr ∣∣∣SjSk+1γ(k+1)Sk+1Sj∣∣∣
for all non-negative γ(k+1) ∈ L1k+1.
Proof. We prove the lemma in the case k = 1. For k > 1 the proof is analogous. We decompose
γ(2) =
∑
j λj |ϕj〉〈ϕj | for ϕj ∈ L
2(Λ2), and for eigenvalues λj ≥ 0. Then we have
Tr J (1) (hα(x1 − x2)− δ(x1 − x2)) γ
(2) =
∑
j
λj〈ϕj , J
(1)(hα(x1 − x2)− δ(x1 − x2))ϕj〉
=
∑
j
λj〈ψj , (hα(x1 − x2)− δ(x1 − x2))ϕj〉
(A.1)
where we defined ψj = (J
(1) ⊗ 1)ϕj . Next, switching to Fourier space, we observe that
〈ψj ,(hα(x1 − x2)− δ(x1 − x2))ϕj〉
=
∫
dp1dp2dq1dq2dx ψ̂j(p1, p2)ϕ̂j(q1, q2)V (x)
(
eiαx·(p1−q1) − 1
)
δ(p1 + p2 − q1 − q2)
(A.2)
26
and thus, taking absolute value, we have, for arbitrary 0 < κ < 1,∣∣∣〈ψj ,(hα(x1 − x2)− δ(x1 − x2))ϕj〉∣∣∣
≤ ακ
(∫
dxV (x)|x|κ
)∫
dp1dp2dq1dq2 |p1 − q1|
κ|ψ̂j(p1, p2)||ϕ̂j(q1, q2)|δ(p1 + p2 − q1 − q2)
(A.3)
Estimating |p1 − q1|
κ ≤ |p1|
κ + |q1|
κ we have to control two terms. We show how to control the
term containing |p1|
κ (the term with |q1|
κ can be bounded similarly):∫
dp1dp2dq1dq2 |p1|
κ|ψ̂j(p1, p2)||ϕ̂j(q1, q2)|δ(p1 + p2 − q1 − q2)
≤
∫
dp1dp2dq1dq2 δ(p1 + p2 − q1 − q2)
×
(1 + p21)
1/2(1 + p22)
1/2
(1 + q22)
1/2(1 + q21)
1/2
|ψ̂j(p1, p2)|
(1 + q22)
1/2(1 + q21)
1/2
(1 + p21)
(1−κ)/2(1 + p22)
1/2
|ϕ̂j(q1, q2)|
≤ δ
∫
dp1dp2dq1dq2
(1 + p21)(1 + p
2
2)
(1 + q22)(1 + q
2
1)
|ψ̂j(p1, p2)|
2δ(p1 + p2 − q1 − q2)
+ δ−1
∫
dp1dp2dq1dq2
(1 + q22)(1 + q
2
1)
(1 + p21)
(1−κ)(1 + p22)
|ϕ̂j(q1, q2)|
2δ(p1 + p2 − q1 − q2)
≤ δ 〈ψj , S
2
1S
2
2ψj〉 sup
p∈Λ
∫
dq
1
(1 + (p− q)2)(1 + q2)
+ δ−1 〈ϕj , S
2
1S
2
2ϕj〉 sup
q∈Λ
∫
dp
1
(1 + (q − p)2)(1−κ)(1 + p2)
(A.4)
for arbitrary δ > 0. Since
sup
q∈Λ
∫
dp
1
(1 + (q − p)2)(1−κ)(1 + p2)
<∞
for all 0 ≤ κ < 1, from (A.1) and (A.3) we obtain that∣∣∣Tr J (1)(hα(x1 − x2)−δ(x1 − x2))γ(2)∣∣∣
≤ Cακ
(
δTr J (1)S21S
2
2J
(1)γ(2) + δ−1TrS21S
2
2γ
(2)
)
≤ Cακ
(
δTrS−11 J
(1)S21J
(1)S−11 S1S2γ
(2)S2S1 + δ
−1TrS21S
2
2γ
(2)
)
≤ Cακ
(
δ ‖S−11 J
(1)S1‖ ‖S1J
(1)S−11 ‖+ δ
−1
)
TrS21S
2
2γ
(2)
≤ Cακ|||J (1)|||TrS21S
2
2γ
(2)
(A.5)
where, in the last inequality we chose δ = |||J (1)|||−1.
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