In this paper, downscaling models are developed using Partial Least Squares (PLS) Regression for obtaining projections of mean monthly precipitation to lake-basin scale in an arid region in India. The effectiveness of this approach is demonstrated through application to downscale the predictand for the Pichola lake region in Rajasthan state in India, which is considered to be a climatically sensitive region. The predictor variables are extracted from (1) the National Centers for Environmental Prediction (NCEP) reanalysis dataset for the period 1948-2000, and (2) the simulations from the third-generation Canadian Coupled Global Climate Model (CGCM3) for emission scenarios A1B, A2, B1 and COMMIT for the period 2001-2100. The selection of important predictor variables becomes a crucial issue for developing downscaling models since reanalysis data are based on wide range of meteorological measurements and observations. In this paper, we use PLS regression for quality prediction and its use for the variable selection based on the variable importance. The results of downscaling models using PLS regression show that precipitation is projected to increase in future for A2 and A1B scenarios, whereas it is least for B1 and COMMIT scenarios using predictors.
Introduction
A general circulation model is a numerical mathematical model that gives the analysis of atmosphere in all three spatial dimensions based on conservation laws of momentum, energy and water vapor. These models are the most reliable tool for estimating the changes in the climate. These are also known as global climate models, generally abbreviated as GCMs. These are mathematical representations of atmospheric and oceanic properties and processes that help describe the earth's climate system [1, 2] . However, in most climate change impact studies, such as hydrological impacts of climate change, impact models are usually required to simulate sub-grid scale phenomenon and therefore require input data at similar sub-grid scale. The methods used to convert GCM outputs into local meteorological variables required for reliable hydrological modeling are usually referred to as "downscaling" techniques: [3, 4] . Hydrologic variables, such as precipitation, etc., are significant parameters for climate change impact studies. A proper assessment of probable future precipitation and their variability are to be made for various hydro-climatology scenarios.
A number of papers have previously reviewed downscaling concepts and recently, downscaling has found wide application in hydro-climatology for scenario construction and simulation/prediction of 1) low-frequency rainfall events [5] 2)streamflow [6] 3) precipitation [7] 4) streamflow [8] .
In this paper, we present a downscaling methodology based on partial least square (PLS) regression technique to study climate change impact over Pichola lake basin in an arid region. The objective of this study is to obtain 1) predictor selection based on Variable Importance in the Projection (VIP) score 2) downscale mean monthly precipitation using PLS-regression approach from simulations of CGCM3 for latest IPCC scenarios. The scenarios which are studied in this paper are relevant to Intergovernmental Panel on Climate Change's (IPCC's) fourth assessment report (AR4) which was released in 2007.
Study Region
The area of the this study is the Pichola lake catchment in Rajasthan state in India that is situated from 72.5°E to 77.5°E and 22.5°N to 27.5°N. The Pichola lake basin, located in Udaipur district, Rajasthan is one of the major sources for water supply for this arid region. During the past several decades, the streamflow regime in the catchment has changed considerably, which resulted in water scarcity, low agriculture yield and degradation of the ecosystem in the study area. Regions with arid and semi-arid climates could be sensitive even to insignificant changes in climatic characteristics. Understanding the relationships among the hydrologic regime, climate factors, and anthropogenic effects are important for the sustainable management of water resources in the entire catchment hence this study area was chosen because of aforementioned reasons. It receives an average annual precipitation of 608 mm based on data available from 1975-2000. It has a tropical monsoon climate where most of the precipitation is confined to a few months of the monsoon season. The location map of the study region is shown in Figure 1. 
Data Extraction
The monthly mean atmospheric variables were derived from the National Center for Environmental Prediction (NCEP/NCAR) (hereafter called NCEP) reanalysis data set [9] for a period of January 1948 to December 2000. The data have a horizontal resolution of 2.5° latitude X longitude and seventeen constant pressure levels in vertical. The atmospheric variables are extracted for nine grid points whose latitude ranges from 22.5 to 27.5 °N, and longitude ranges from 72.5 to 77.5°E at a spatial resolution of 2.5°. The meteorological data, i.e., precipitation are used at monthly time scale from records available for Pichola Lake which is located in Udaipur at 24° 34'N latitude and 73°40'E longitude. The data is available for the period January 1975 to December 2000 [10] . The Canadian Center for Climate Modeling and Analysis (CCCma) provides GCM data for a number of surface and atmospheric variables for the CGCM3 T47 version which has a horizontal resolution of roughly 3.75° latitude by 3.75° longitude and a vertical resolution of 31 levels. CGCM3 is the third version of the CCCMA Coupled Global Climate Model which makes use of a significantly updated atmospheric component AGCM3 and uses the same ocean component as in CGCM2. The data comprise of present-day (20C3M) and future simulations forced by four emission scenarios, namely A1B, A2, B1 and COMMIT. Data was obtained for CGCM3 climate of the 20th Century (20CM3) experiments used in this study.
The nine grid points surrounding the study region are selected as the spatial domain of the predictors to adequately cover the various circulation domains of the predictors considered in this study. The GCM data is regridded to a common 2.5° using inverse square interpolation technique. The utility of this interpolation algorithm was examined in previous downscaling studies [7, 8] . The development of downscaling models for e predictand variable precipitation begins with selection of potential predictors followed by application of PLS regression on downscaling model. The developed model is then used to obtain projections of precipitation from simulations of CGCM3.
Introduction to Partial Least Square
Regression and Selection of Predictors
Partial Least Square Regression
Partial least squares (PLS) regression is used to describe the relationship between multiple response variables and predictors through the latent variables. PLS regression can analyze data with strongly collinear, noisy, and numerous X-variables, and also simultaneously model several response variables, Y. In general, the PLS approach is particularly useful when one or a set of dependent variables (or time series) need to be predicted by a large set of predictor variables (or time series) that are strongly cross-correlated. This is often the case in empirical downscaling of climate variables [11] . For details of PLS regression, one can refer to Manne [12] and Wold [13] .
Selections of Predictors
The selection of appropriate predictors is one of the most important steps in a downscaling exercise for downscaling predictands. The predictors are chosen by the following criteria: 1) predictors are skillfully predicted by GCMs 2) they should represent important physical processes in the context of the enhanced greenhouse effect 3) they should not be strongly correlated to each other [14] . We have used 9 large-scale atmospheric variables, viz, air temperature (at 925,500 and 200mb pressure levels), geopotential height (at 200 and 500mb pressure levels), zonal (u) and meridional (v) wind velocities (at 925 and 200mb pressure levels), as the predictors for downscaling GCM output to mean monthly precipitation over a catchment. The VIP (Variable Importance in the Projection) scores obtained by the PLS regression, has been paid an increasing attention as an importance measure of each explanatory variable or predictor [15] . The variable selection procedure under PLS is proposed with an application to downscaling technique for identifying influencing variables on understand the impact of climate change. The VIP scores which are obtained by PLS regression, can be used to select most influential variables or predictors, X [15] . The VIP score can be estimated for j-th X-variable by
where R d is defined as the mean of the squares of the correlation coefficients (R) between the variables and the component. 
Usually the predictor variable whose VIP score is greater than 0.8 and above is considered as an important variable [16] . It can be seen form 
Downscaling of GCM Models
There are several different methods, which can be used to derive the relationship between local and large-scale climates. PLS regression is used to downscale mean monthly precipitation in this study. The data of potential predictors is first standardized. Standardization is widely used prior to statistical downscaling to reduce bias (if any) in the mean and the variance of GCM predictors with respect to that of NCEP-reanalysis data [17] . Standardization is done for a baseline period of 1948 to 2000 because it is of sufficient duration to establish a reliable climatology, yet not too long, nor too contemporary to include a strong global change signal [8, 17] .
To develop downscaling models, the feature vectors (i.e., predictors) which are prepared from NCEP record, are partitioned into a training set and a validation set. Feature vectors in the training set are used for calibrating the model, and those in the validation set are used for validation. The 26-year mean monthly observed precipitation data series were broken up into a calibration period and a validation period. The models were calibrated on the calibration period 1975 to 1989 and validation involved period 1990 to 2000. The various error criteria are used as an index to assess the performance of the model. Based on the latest IPCC scenario, models for mean monthly precipitation were evaluated based on the accuracy of the predictions for validation data set. The following criteria of PLS regression models were chosen in this study.
1) The Q² CUM index measures the global contribution of the h first components to the predictive quality of the model. The Q² CUM (h) index writes:
where PRESS j PRESS being associated with a j-component PLS model and RRS j-1 RRS being associated with a (j-1) component PLS model. It must be as close as possible to 1.
2) The R²X CUM index is the sum of the coefficients of determination between the explanatory variables and the h first components. It is therefore a measure of the explanatory power of the h first components for the explanatory variables of the model. *100
3) The R²Y CUM index is the sum of the coefficients of determination between the dependent variables and the h first components. It is therefore a measure of the explanatory power of the h first components for the dependent variables of the model. A comparison of proposed downscaling method with the commonly used principal component regression was performed. The leading principal components, which together explain about 98% of predictor's variability, were retained to be used in empirical model (PCRM2) development. The same error criteria were used to assess the performance of model.
Results and Discussions
Seven predictor variables namely air temperature at 925 mb, 500 mb and 200 mb; zonal wind (925 mb); meridoinal wind (925 mb); zeo-potential height 500 mb and 200 mb at 9 NCEP grid points with a dimensionality of 63, are used as the standardized data of potential predictors. These feature vectors are provided as input to the PLS regression and PCR downscaling models. PLS regression is performed on this dataset. Results of the PLS regression model (viz. PLSRM1) and Principal Component based regression model (viz. PLSRM2) are tabulated in Table 2 .
Model quality indexes Q² CUM index, R²X CUM and R²Y CUM index have been shown in Table 1 Table 2 that PLS regression is performed better than principal component regression. A comparison of mean monthly observed precipitation with precipitation simulated using PLS regression models PLSRM1 has been shown from Figure 3 for validation period.
Once the downscaling models have been calibrated and validated, the next step is to use these models to downscale the control scenario simulated by the GCM. The GCM simulations are run through the calibrated and validated PLS regression model (viz. PLSRM1) to obtain future simulations of predictand. The predictand (viz. precipitation) patterns are analyzed with box plots for 20 year time slices. The middle line of the box gives the median whereas the upper and lower edges give the 75 Hence, it is clear that the projected increase of precipitation is high for A1B and A2 scenarios whereas it is least for B1 scenario. This is because the scenario A1B and A2 have the highest concentration of atmospheric carbon dioxide (CO 2 ) equal to 720 ppm and 850 ppm, while the same for B1 and COMMIT scenarios are 550 ppm and ≈ 370 ppm respectively. Rise in concentration of atmospheric CO 2 in the atmosphere causes the earth's average temperature to increase, which in turn causes increase in evaporation especially at lower latitudes. The evaporated water would eventually precipitate [17] . In the COMMIT scenario, where the emissions are held the same as in the year 2000, no significant trend in the pattern of projected future precipitation could be discerned. The overall results show that the projections obtained for precipitation are indeed robust.
Conclusions
This paper investigates the suitability of partial least square regression approach to downscale mean monthly precipitation from GCM output to local scale. The effectiveness of this model is demonstrated through the application of lake catchments in arid region in India. The predictands are downscaled from simulations of CGCM3 for four IPCC scenarios namely SRES A1B, A2, B1 and COMMIT.
The selection of relevant predictors used for empirical model development plays a crucial role. PLS regression has been applied for selection of important variables which have a VIP score greater than 0.8. PLS regression seems to be a useful tool for downscaling. PLS regression seems to be a useful alternative to the commonly used PCR method for empirical downscaling. The results of downscaling models using PLS regression show that precipitation is projected to increase in future for A2 and A1B scenarios, whereas it is least for B1 and COMMIT scenarios using predictors.
