Quantum phenomena have the potential to speed up the solution of hard optimization problems. For example quantum annealing, based on the quantum tunneling effect, has recently been shown to scale exponentially better with system size as compared with classical simulated annealing. However, current realizations of quantum annealers with superconducting qubits face two major challenges. First, the connectivity between the qubits is limited, excluding many optimization problems from a direct implementation. Second, decoherence degrades the success probability of the optimization. We address both of these shortcomings and propose an architecture in which the qubits are robustly encoded in continuous variable degrees of freedom. Remarkably, by leveraging the phenomenon of flux quantization, all-to-all connectivity is obtained without overhead. Furthermore, we demonstrate the robustness of this architecture by simulating the optimal solution of a small instance of the NP-hard and fully connected number partitioning problem in the presence of dissipation.
Optimization problems are ubiquitous in nature and throughout human activities such as computational biology, combinatorial chemistry or corporate planing. Consider for example the following task: Given a set of assets with fixed values, is it possible to share them fairly between two parties? This decision problem is an instance of what is known as the Number Partitioning Problem (NPP), which is nondeterministic polynomial-time hard (NP-hard) [1, 2] . This means that any known exact algorithm will take a time exponential in the number of assets to solve at least some instances of this problem. It turns out that this problem, like many others [3] , is isomorphic to finding the ground state configuration of an anti-ferromagnetic long range Ising model with free energy E(s 1 , s 2 , . . . , s N ) = i j J i j s i s j , J i j > 0, s i ∈ {−1, 1}.
Finding a ground state means finding a configuration of spins {s 1 , s 2 , . . . , s N }, which minimizes this energy. To map the NPP onto an Ising problem for example, we set J i j ∝ n i n j , where n i denotes the value of the i-th asset. The Ising spin s i labels which of the two sets in a given partition of the set of assets A = F ∪F, the asset i is in. If s i = +1 then the asset is in F, while if s i = −1 the asset is in the complementF = A\F. A fair partition exists if and only if the corresponding ground state energy is zero since then: i∈F n i = i∈F n i . If no fair partition exists, minimizing the energy will yield the least unfair partition.
It is noteworthy that for the NPP approximate solutions obtained via classical heuristics, such as simulated annealing [4] , can be very poor [5] . In general, the optimization landscapes of hard problems are typically highly non-convex and heuristic approaches tend to get trapped in local minima. In 1998, Kadowaki and Nishimori [6] , introduced the idea that the phenomenon of quantum tunneling could help to escape from local potential minima. This insight and subsequent works [7] [8] [9] have led to high interest in quantum annealing both in academia and in the private sector [10] [11] [12] [13] [14] . While a genuine quantum speedup over the best known classical heuristic algorithms remains to be demonstrated, there are strong indications that this could be achieved in the near future. In particular, for problem instances with high and narrow barriers, the D-wave quantum annealer [15] has been shown to succeed exponentially faster than thermally activated simulated annealing.
TWO MAIN CHALLENGES
Many hard optimization problems map onto Ising models with dense connectivity graphs. The D-wave architecture however has limited connectivity [15] . This is due to the fact that the interconnections between qubits are realized by physical coupler devices. Because the number of connections grows quadratically with the number of qubits, such an approach quickly represents an intractable design challenge. To circumvent this connectivity problem, the standard approach is to use a minor embedding (ME) scheme [16, 17] to map a fully connected graph onto the sparse physical graph. However, this comes at the cost of a substantial overhead in the number of physical qubits. More recently another mapping was proposed, where instead of the N bits of the Ising model, the N(N − 1)/2 binary pairings are encoded in a twodimensional lattice of qubits with four-qubit nearest neighbor interactions [18] . Implementations of this idea with superconducting circuits have been proposed in Refs. [19] and [20] . Also in this case there remains a substantial overhead as compared to a direct implementation. In contrast, here we propose a superconducting continuous variable Ising machine (CVIM) with full connectivity and zero overhead, paving the way to experimentally demonstrate quantum supremacy [21] .
Ideally, quantum annealing relies on the coherent evolution of the ground state of an isolated quantum system, the Hamiltonian of which is varied in time adiabatically [22] . Typically, the Ising spin s i is encoded in the two states of a qubit and the Hamiltonian is of the form (we set = 1)
The value of the control parameter ε(t) is initially chosen such that |ε(t = 0)| max |J i j | and the system is prepared in the ground state of H A (0). ε is then gradually reduced to zero such that H A (T ) = H Ising = i j J i j σ z i σ z j . If the adiabatic condition is satisfied [22] , the system at time T is in the ground state of the quantum Ising model. Real world quantum annealers however are open quantum systems. It was recognized early on that one of the potential strengths of quantum annealing is its relative robustness to certain types of errors affecting the underlying qubits [23] [24] [25] [26] [27] . More precisely, if decoherence takes place only in the instantaneous energy eigenbasis of (1), then it does not decrease the success probability of the optimization as compared with the coherent limit [23] . In general however, decoherence takes place in different channels depending on the physical hardware. Dephasing errors in the Ising basis for example, described by the random action of σ z j operators, are deleterious to the success of the optimization, because the error operators do not commute with the transverse part of the Hamiltonian (1) and hence lead to transitions out of the ground state in the initial stages of the annealing process [13] . In contrast, here we show that quantum annealing with our continuous variable system is remarkably robust to decoherence. A key result of the present work is that if the annealing rate is below the problem specific adiabatic threshold but large compared with the dissipation rate, then a single run of the continuous variable optimizer will succeed with probability > 0.5 for ramp rates smaller than but arbitrarily close to the threshold value.
CONTINUOUS VARIABLE ISING MACHINE
The binary Ising spin variable s i is encoded into the quantized phase of a Kerr parametric oscillator [28] [29] [30] [31] [32] [33] (KPO) above threshold, which can take on two values: 0, corresponding to s i = +1 or π, corresponding to s i = −1. The dynamics of such a system is described by the Hamiltonian
Here a and a † are bosonic annihilation and creation operators, K > 0 is the strength of the Kerr nonlinearity and ε is the strength of a two-photon drive. If ∆ < 0, then at ε = 0 the vacuum is the ground state of the system. As the drive strength is increased, the system undergoes a bifurcation at the threshold value ε th = |∆| into a superposition of coherent states (|α + |−α )/ √ 2 with α √ ε/K, also called a cat state. In Ref. [31, 32] , a system of N KPOs, coupled via a term of the form nm J nm a † n a m was considered. It was shown, using perturbation theory, that as the two photon drive strength of each KPO is varied from ε = 0 to ε |∆|, the multi-mode vacuum |0 1 , 0 2 , . . . , 0 N is adiabatically connected to a multimode cat state of the form
where s 1 , . . . , s N ∈ {−1, 1} are such that the Ising energy − n,m J nm s n s m is minimized. Such a system thus presents the opportunity to encode an Ising optimization problem in the show the evolution of the 2D energy landscape with increasing twophoton drive strength ε. Shown is the antiferromagnetic case (J < 0), where the anti-symmetric mode a − b is softer, and thus has a lower bifurcation threshold, than the symmetric mode a + b. Consequently, the system evolves from the vacuum |0, 0 at ε = 0 to the two-mode cat state |φ + = (|α, −α + |−α, α )/ √ 2 at large ε, as shown in panel (d). Photon loss events predominantly take place above threshold and induce transitions between the cat states |φ + and |φ − = (|α, −α − |−α, α )/ √ 2, as indicated by the red arrows in panel (d).
adiabatic dynamics of a continuous variable quantum system. To build some intuition we consider first the simple case of two identical coupled KPOs and denote their operators with a and b. The mutual coupling then has the form J(a
PHYSICAL IMPLEMENTATION
We next turn to the physical implementation of such a machine with superconducting circuits. Prototypes of similar bifurcation based coherent Ising machines have been built with optical systems [34] [35] [36] . Up until now however, no physical realization has been proposed that implements a dense connectivity graph in a scalable fashion. As compared with optical systems, superconducting Josephson circuits offer the crucial advantage of stronger nonlinearities that have recently reached the quantum regime, where the nonlinear frequency shifts are larger than the resonance linewidths [37] [38] [39] .
A single KPO can be engineered with superconducting circuits by modulating the flux through a split Josephson junction (Fig. 2) at close to twice its natural resonance frequency [30, 33] . The Kerr nonlinearity is provided by the Josephson potential expanded to fourth order in a regime where the Josephson energy exceeds the charging energy.
While several superconducting KPOs can be coupled inductively, this typically yields only a short range interaction between nearest neighbors. Long range coupling between all pairs of N oscillators can however be obtained if the oscillators are connected in series and shunted by an inductive element as shown in Fig. 2 . Indeed, flux quantization imposes a constraint on the sum of all phase drops across the KPOs ({ϕ n } n=1,...,N ) and across the shunt (ϕ 0 ) such that ϕ 0 = N n=1 ϕ n . The inductive energy of the shunt
then immediately yields an interaction term between all KPOs. After including the capacitive energies and proceeding with standard circuit quantization [40] , ϕ n → √ Z n /2(a n + a † n ), where Z n denotes the mode impedance, we obtain [30] the effective Hamiltonian in a frame rotating with half the ac flux modulation frequencies Ω n = 2(ω n − ∆)
n a n a n .
Here
is the natural frequency of the n-th KPO expressed in terms of the charging and Josephson energies [40] of the Josephson junctions E C /ω n and δΦ ac n is the strength of the ac flux modulation at frequency Ω n . We have assumed |∆| ω n and applied the rotating wave approximation to suppress fast rotating terms. In the regime E
C , the strength of the Kerr nonlinearity of oscillator n is K n E (n) C /2 and finally, the interaction strength between oscillators n and m is J nm √ Z n Z m /(2L eff ). In order to achieve all-to-all coupling, the N KPOs must be made resonant with each other. This can be achieved by tuning the N dc flux biases Φ dc n such that ω 1 ω 2 · · · ω N . Note that if the shunt is a conventional inductor, the coupling strengths so far are all positive, implying that only ferromagnetic instances of the Ising model can be accessed. While some non-trivial optimization problems can be mapped onto ferromagnetic Ising models with inhomogeneous longitudinal fields [13] , others such as the NPP require anti-ferromagnetic couplings. Moreover, anti-ferromagnetic couplings can give rise to frustration that is intimately related to spin glass physics [10, 41] . Antiferromagnetic coupling can be achieved by substituting the shunt inductor with a large area Josephson junction and by biasing the loop created by the N KPOs and the shunt with half a flux quantum (see Methods). Under the condition that NE (0)
J denotes the Josephson energy of the shunt junction, the latter effectively acts as a negative inductor and the coupling matrix elements become [30]
We remark that a π-junction [42] [43] [44] shunt, provides an alternative to realize anti-ferromagnetic couplings. Tunability of the matrix elements is enabled by connecting a tunable capacitor in parallel with the split junction of each KPO. While tunable high-Q capacitors in the microwave regime are not yet part of the standard toolbox of cQED, their development is an active area of research [45, 46] . Even without this tunability, a proof-of principle experiment is within reach of current technology.
ROBUSTNESS TO DISSIPATION
The dominant decoherence source in this system is energy dissipation that occurs due to internal losses in the device or via the capacitively coupled readout lines (see Fig. 2 
and [30]).
We describe this dissipation by including photon losses with rate κ using a standard Lindblad master equatioṅ
n a n and H N is given by Eq. (3). This way of writing the master equation emphasizes the two different aspects of photon loss: The first term on the right hand side represents a non-unitary but deterministic evolution of the state, while the second term on the right hand side represents the stochastic, i.e. non-deterministic "jump" action of an annihilation operator on the state [47] .
A key property of the continuous variable Ising encoding is its robustness to photon loss. This robustness can be illustrated with the simple case of two coupled identical KPOs (see Fig. 1 If the drive strength is varied adiabatically, then under the action of H NH , the wavefunction of the system splits deterministically into an equal superposition between the two maxima of the potential to remain in the instantaneous steady state [48] . Note that this evolution preserves the purity of the state. In the original basis then, the two-mode vacuum evolves into a twomode cat state with even photon number parity (see Fig. 3 (a)):
Far above threshold, the amplitude can be found from the solution of the semi-classical equations of motion (see Methods)
Let us now turn to the jump part of the dissipative process (see Eq. (4)). Below threshold, the average photon numbern is low (see Fig. 3 ). Therefore, the probability of a photon loss event below threshold is strongly suppressed and consequently the impact of dissipation on the annealing process is reduced. Above threshold, the FIG. 4 . Comparison of performance between the continuous variable Ising machine (CVIM) ((a) and (b)) and a standard discrete qubit based quantum annealer (QA) ((c) and (d)). Panels (a) and (c) show the success probability of the number partitioning problem with set S = {4, 5, 6, 7} as a function of the ramp rate dε/dt and the photon loss rate κ in (a) or dephasing rate γ in (c). Panels (b) and (d) show the corresponding mean number of jump events (photon loss for (b) and dephasing events for (d)). While the success probability of the QA drops sharply already after a single (on average) dephasing event (see region within white contour in panel (d)), the CVIM still succeeds with probabilities > 0.5 even when more than one photon has been lost (see region within the white contour in panel (b)). Also, the adiabatic ramp rate threshold for the CVIM is substantially higher than for the QA. Finally, the success probability for the CVIM is typically above that for a random guess ∼ 1/8 = 0.125, in the entire region shown above the adiabatic threshold, while the success probability of the QA quickly drops below the random guess value delimited by thin solid black contour lines in (a) and (c). The parameter values for the CVIM simulations (a) and (b) are: ∆ = −1.5 MHz, K = 0.6 MHz, ε MAX = 2 MHz and ε(t) = ε MAX (t/T ) for T in the range (0, 200) µs. The parameters for the QA simulations (c) and (d) are: ε(t) = ε MAX (1 − t/T ) with ε MAX = 6 MHz and T in the range (0, 600) µs. The dashed black curves in (a) and (c) indicate the points where κT = 1 respectively γT = 1. Each point in all figures corresponds to an average over 40 trajectories.
jumps lead to the random switching of the photon number parity (Fig. 3 (b) ). In the ensemble averaged picture this results in dephasing of the pure states into mixtures of two-mode coherent states i.e., (|α,
Crucially though, photon loss above threshold, does not corrupt the Ising spin correlations, i.e. for J > 0 (J < 0), the two oscillators still oscillate in-phase (with opposite phase) (Figs. 1 (d)  and 3 ). This robustness of the annealing process to dissipation, is to be contrasted with a conventional discrete qubit based implementation of a quantum annealer, where initially the state of the annealer is a fragile coherent superposition of all possible spin configurations and the impact of qubit dephasing in the Ising basis before the avoided crossing strongly reduces the population of the ground state [13, 30] .
APPLICATION TO NUMBER PARTITIONING
To demonstrate the capabilities of our proposed device, we have simulated an instance of the NPP with N = 4 oscillators using a Monte Carlo quantum trajectory algorithm [49] . The NPP is defined by the set A = {4, 5, 6, 7}, for which a fair partition is F = {4, 7} andF = {5, 6}. To encode the corresponding Ising problem into our circuit we set the coupling matrix elements as J i j = −J 0 A i A j and J ii = 0. Here J 0 > 0 is a scale factor that leaves the Ising problem invariant and which is convenient to satisfy the physical constraints on the coupling strengths. We choose J 0 = 1/max|J i j | = 1/42. The two Ising spin configurations that satisfy this NPP are {s 1 = s 4 = 1, s 2 = s 3 = −1}, and the configuration with all spins flipped. Fig. 4 (a) shows the success probability as a function of (dε/dt) −1 = T/ε MAX and the photon loss rate κ. Fig. 4 (b) shows the corresponding average number of jump events. Each point in both figures represents an average over 40 trajectories. A particular run of the optimizer is deemed successful if the phase correlations between each pair of oscillators, as measured by sign cos arg[ a † i a j ] , is equal to s i s j , at the final drive strength value ε MAX . For comparison, Fig. 4 (c) shows the success probability, obtained for the same NPP, when simulating a standard quantum annealer consisting of four qubits that are subject to dephasing with rate γ in the basis that diagonalizes the Ising terms. Clearly, the optimization in the CVIM is more robust. Success probabilities above 0.5 are obtained even when the average number of photons lost during the annealing is larger than one (Fig. 4 (b) ). In contrast, the optimization with the spin-based quantum annealer fails already after a single dephasing event (Fig. 4 (d) ). This can be understood by observing that in the initial state of the annealer, where the spins are polarized along σ In conclusion, we have proposed and investigated both analytically and numerically the implementation of a quantum Ising optimization machine with superconducting circuits, which solves two of the major challenges in the field. First, we show that flux quantization enables the realization of allto-all connectivity among the Ising spins, without overhead, i.e., N oscillators are sufficient to encode N Ising spins with full connectivity. Second, we show that with this continuous variable encoding of the Ising minimization problem, quantum annealing succeeds with high probability in a dissipative regime with high error rate where conventional discrete qubit based quantum annealing breaks down. Our results open up new perspectives for quantum optimization.
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METHODS

Two coupled KPOs
The Hamiltonian of two coupled KPOs in the basis of the symmetric/anti-symmetric modes d and c reads
Given that the frequency of the symmetric/anti-symmetric modes are ∆ ± J, the terms on the second line rotate with frequency 2J and if K 4|J| they can be neglected in rotating wave approximation.
Semi-classical equations of motion
The semi-classical equations of motion are obtained by replacing the quantum operators a and b by complex functions in the Heisenberg-Langevin equations of motion. They read
A linear stability analysis of the solutions of these equations is provided in Ref.
[30].
Anti-ferromagnetic coupling
The potential energy of the system with a large area Josephson junction shunt and a half-flux quantum flux bias Φ e = Φ 0 /2 is We start by describing an individual split Josephson junction with ac flux bias. We then discuss the condition for achieving anti-ferromagnetic all-to-all coupling between N Kerr parametric oscillators (KPOs) connected in series and derive the Hamiltonian of the quantum Ising machine described in the main text.
A. AC modulated split Josephson junction as a parametric oscillator
Consider a small loop of superconductor interrupted twice by a normal tunnel junction forming two identical Josephson junctions. The ring is assumed to be small enough so that its inductance is dominated by the Josephson inductances. The Lagrangian is then
Here, for convenience, we have chosen units such that the flux quantum Φ 0 = h/(2e) = 2π. The parameters C J and E J denote the capacitance and Josephson energy of each Josephson junction. The variables ϕ 1 and ϕ 2 are not independent.
2 If a flux Φ is threaded though the loop, then flux quantization requires that ϕ 1 + ϕ 2 = Φ. It is convenient to change variables as
Then χ 1 + χ 2 = 0 and χ 1 − χ 2 = ϕ 1 − ϕ 2 ≡ 2θ and the Lagrangian becomes
with C = 2C J . Here we have used that d( χ 1 + χ 2 )/dt = 0 and we have neglected a time dependent term 1 4 C JΦ 2 , which is independent of the coordinates and does not affect the Euler Lagrange equations. Note that this lumped element circuit describes a parametric oscillator and is essentially equivalent to the one used to describe the Josephson parametric amplifier 1, 2 . A tunable capacitor, required to achieve tunable couplings (see Methods in the main text), can be added in parallel with the Josephson capacitance as illustrated in Fig. 1 The Hamiltonian function is obtained as usual by introducing the momentum conjugate to the variable θ as q ≡ 1 2e
Then a Legendre transformation yields
where we have defined the single electron charging energy E C = e 2 /(2C).
Ac flux modulation
Next, we consider a monochromatic flux modulation of the form
with δΦ(t) = δΦ 
If |δΦ ac | 1, then we can keep in the sums only terms with J 0 , J 1 , yielding
It is convenient to separate the Hamiltonian into an explicitly time independent and an explicitly time dependent part as H 0 = H 1 + H 2 (t), where
and
Expansion of the Josephson nonlinearity
We are ultimately interested in the transmon regime 3 where E J E C . In this case we can expand the cos θ term around the local minimum of the classical potential θ = 0, and keep only the leading nonlinearity. Furthermore, since we focus on the case of weak ac modulation, where δΦ ac Φ 0 (in physical units), we can neglect the nonlinear part of the time dependent term and approximate J 0 (x) 1 and J 1 (x) x/2. Therefore, dropping c-number terms which do not contribute to the dynamics, we have
Canonical quantization
The quantum model is introduced by replacing the generalized coordinates θ and q by canonically conjugate operators θ and q with commutator 3 [θ, q] = i. It is then convenient to work in the basis which diagonalizes the quadratic part of H 1 . This is achieved by introducing the bosonic creation and annihilation operators a † and a, with commutator [a, a † ] = 1, defined as
Here we have defined the mode impedance
Thus the Hamiltonian becomes
Here we have defined the oscillator harmonic frequency
Next, we use the rotation wave approximation (RWA) twice. The first time, to eliminate the counter-rotating terms in the quartic terms in H 1 . Normal ordering yields
Hence the non-rotating terms are 6a †2 a 2 and 12a † a. The latter leads to a small renormalization of the oscillator frequency by an amount ∆ω = −E C . Henceforth, we shall absorb this term in an implicit redefinition of the oscillator frequency. The second application of the RWA is with respect to the drive. Here we specifically consider a drive frequency close to twice the oscillator frequency Ω 2ω. Then if we furthermore choose the drive phase φ = −π/2, the only resonant terms in H 2 are the ones proportional to a . Putting it all together, we obtain the Hamiltonian of the KPO
B. Shunted chain of parametric oscillators
Next, we consider a chain of KPOs shunted by a large area Josephson junction and revert to the notation used in the main text denoting with ϕ n the phase drop across oscillator n ∈ {1, . . . , N}. The phase drop across the shunt junction is denoted with ϕ 0 . The total Lagrangian of the shunted chain of KPOs depicted in Fig. 1 of the main text is
where
J denotes the Josephson energy of the shunt and L n are the Lagrangians of the individual KPOs (3) with θ → ϕ n . Here we have neglected the capacitive energy of the large area shunt junction, assuming that its capacitance is sufficiently large such that E 
Here Φ e denotes the flux bias through the loop formed by the chain and the shunt.
C. Minima of the potential energy with half flux quantum flux bias
When deriving the quantum Hamiltonian of the circuit, it is important to expand around a classical minimum of the potential. In terms of the N independent variables ϕ 1 , . . . , ϕ N , the potential energy is
The location of the minima depends on the flux bias Φ e . When Φ e = 0, then the point ϕ 1 = ϕ 2 = · · · = ϕ N = 0 is a local minimum. Of special interest for implementing anti-ferromagnetic coupling is the case Φ e = π, corresponding to half a flux quantum. In this case the potential energy is
where we have defined E (n)
The minima of the potential satisfy
This implies that ϕ n − ϕ m = 2πk or ϕ n + ϕ m = (2k + 1)π with k ∈ Z. Let us focus on the case where |ϕ n | π, which is shown to be consistent a posteriori. In this case we can only have the branch of solutions satisfying ϕ n − ϕ m = 2πk. Then
If now we further require that NE (0)
J , then only one solution of the transcendental equation (28) exists namely ϕ n = 0. Physically, this condition means that the potential of the shunt junction is much softer than the potential of the chain junctions. Therefore, in the ground state it is preferable to minimize the energy stored in the stiff chain junctions while allowing a larger deviation of ϕ 0 across the soft shunt junction away from its equilibrium value π.
D. Expansion of the Josephson potential of the shunt: All-to-all coupling
Having established the condition for a local minimum of the potential at ϕ 1 = ϕ 2 = · · · = ϕ N = 0 when Φ e = π, we next expand the potential energy around this point up to the leading non-linearity. This procedure is very similar to the one discussed in I A 2 and we only point out the differences here. With the flux bias Φ e = π, the shunt contributes a term to the Hamiltonian
Since NE (0)
J < E J , we neglect the nonlinear contribution and expanding the cosine to leading order. Suppressing an unimportant c-number term we then have
The full Hamiltonian is thus (see Eqs. (13) and (14))
Canonical quantization
Quantization is similar to the case of single parametric oscillator in Section. I A 3. The only difference is that the mode impedances and frequencies also depend on E (0) J as follows
Finally, choosing the drive frequencies Ω n ≈ 2ω n , setting φ n = −π/2 and applying the RWA, the Hamiltonian of N coupled KPOs with all-to-all anti-ferromagnetic coupling is
ε n e iΩ n t
with
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II. READOUT AND DISSIPATION
To read out the phase of each KPO at the end of the annealing procedure, one can capacitively couple each oscillator to a transmission line as shown in Fig. 1 of the main text. The phase shift of photons reflected back from the system can then be measureed using a standard homodyne detection scheme.
A. Homodyne measurement via capacitively coupled transmission lines
In RWA, the full Hamiltonian of the system, including the quantized modes b n (ω) of the semi-infinite transmission lines, is then H SB = H + H TL with H given in Eq. (34) and
From this model, we can derive in the usual white noise approximation κ n (ω) = κ n , the quantum Langevin equation of motion for the oscillator modes. They reaḋ a n (t) = −i [a n (t),
Here the output field is defined as
with t 1 > t. Performing the above commutator we finḋ a n (t) = −iω n a n (t) − i m n J nm a m (t) + 2iK n a † n a n a n − 2iε n e
Furthermore, the standard input-output relation holds
Clearly an exact solution of Eqs. (41) and (42) is complicated by the presence of the Kerr nonlinearity and the longrange coupling. For any finite number of oscillators N, the solution below threshold can be obtained by inversion of a linear system of equations 4 . Of particular interest here is the regime far above threshold, where we can use the semi-classical approximation and replace a n with α n = ±|α n |e iφ n , the steady state amplitude of oscillator n. In contrast to the readout of a qubit dispersively coupled to a resonator, we do not need to drive the transmission line since the oscillators are pumped via the ac flux modulation. At zero temperature, the input is thus the vacuum noise b
By mixing this signal, at a beam splitter, with a strong coherent local oscillator with fixed reference phase and carrying a photon flux
where r and t denote the reflection and transmission amplitudes of the beam splitter. Thus we can detect the phase of the oscillator amplitude in the modulation of the output photon number
T , for r t. Maximal contrast is obtained by tuning the phase of the local oscillator to φ n . Then
The coupling via the transmission lines opens up a decoherence channel via photon loss. In the main text we use a master equation (Eq. (11)) to describe such losses, which is equivalent to the quantum Langevin equation (41) with a zero temperature bath. (48) is not bounded from below need not alarm us if we keep in mind how it was derived by truncating the expansion of the Josephson potential and if we also keep in mind that photon losses, once included, will naturally tend to move the state towards lower photon numbers. This means however that we must now think of the instantaneous "ground state" in the rotating frame, where the Hamiltonian is time independent, as the state with highest energy instead of the more usual lowest energy state in a stationary system. For lack of a better word, we shall call this state the roof state.
The two-photon sector is spanned by the three states |2, 0 , |1, 1 and |0, 2 . In this basis the two-photon block of the Hamiltonian at zero drive is in the rotating frame
The three eigenstates and corresponding eigenvalues are:
As long as the Kerr-nonlinearity and the coupling are sufficiently weak such that ω± J > 2K and
then the single-photon states have higher energy than the two-photon states.
In the opposite limit of large two-photon drive strength, ε K 2 |∆ ± J|, we can treat the terms ∼ J, ∆ perturbatively. To leading order, the eigenstates and eigenenergies are given by the two mode cat states listed in the following table:
Eigenvector Eigenvalue
Here the amplitude is α √ ε/K and the cat-state normalization factors are N ± = √ 2 √ 1 ± e −4|α| 2 . Note that the states |φ + and |ψ + have even total photon number parity, i.e. they are eigenstates of the parity operator Π 2 = exp −iπ a † a + b † b , with eigenvalue +1. The states |ψ − and |φ − have odd parity. For J > 0 (J < 0), the state |ψ + (|φ + ) is the highest energy state (i.e. the roof state). Furthermore, since two-photon drive conserves the total photon number parity, it is clear that the vacuum state at ε = 0 is adiabatically connected with an even photon number parity state at large ε: For J > 0 with |ψ + and for J < 0 with |φ + . Similarly, the two excited states with one photon when ε = 0 are adiabatically connected with the odd photon number parity states |ψ − and |φ − . Schematically: Fig. 2 shows the numerically computed highest part of the intantaneous eigenspectrum of (49) . The parameter values used are given in the caption. Note that for ε > 0, this spectrum does not reflect the energy of the system. Indeed, for ε 0, the system is driven and there are no stationary energy eigenstates. Nevertheless, this figure is useful because the adiabatic evolution proceeds along the curves in this spectrum. Interestingly, we find generically, that there are points of crossing (diabolical points . The parameters used are: ∆/ = −1.5 MHz, K/ = 0.7, T ∈ (0.1, 400) µs and ε MAX / = 2 MHz.
Diabatic transitions
In order to transfer the population from the vacuum at ε = 0 to the ground state at ε K 2 |∆ ± J|, the drive strength must be increased sufficiently slowly such as to guarantee the adiabatic condition. Here we present numerical results on the breakdown of adiabaticity for two anti-ferromagnetically coupled KPOs. We focus on the case of antiferromagnetic coupling J < 0. Fig. 3 shows, with the same parameters as Fig. 2 , the populations of the highest seven energy instantaneous eigenstates at the end of the ramp, i.e. at ε(T ) = ε MAX . The populations are shown as a function of increasing normalized linear ramp rate 1/T , for a system initially in the highest energy state. Clearly, above a certain ramp rate, diabatic transitions from the ground state to other states with the same total photon number parity take place. This can be inferred by comparing Fig. 3 with the spectrum values in Fig. 2 at ε = ε MAX . This selection rule reflects the conservation of total photon number parity. 0.8
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Populations of the seven highest eigenstates as a function of the normalized ramp rate. The states are labeled as |n , with n = 0 denoting the highest eigenvalue. Comparing with Fig. 2 , we see that population is transferred out of the highest state into states with the same even total photon number parity. The parameters used in the simulation are: ∆/ = −1.5 MHz, K/ = 0.7, T ∈ (0.1, 400) µs and ε MAX / = 2 MHz.
Moving beyond the coherent limit, we next discuss the dissipative case semi-classically. One difference that is apparent from the above discussion, is that single photon loss breaks photon number parity conservation. Hence dissipative transitions between states with different total photon number parity become possible.
B. Semiclassical analysis
Here we present the key elements of the semi-classical analysis used in the manuscript to convey the intuition about the dissipative optimization process in the quantum Ising machine.
Our starting point are the semi-classical mean-field equations for two coupled oscillators, in a frame rotating with half the drive frequency Ω/2. Formally they can be obtained by replacing the operators in the Heisenberg-Langevin equation with complex functions as a → α(t) and b → β(t) and averaging out the noise terms. They are (see Methods in the main text)
Steady states
In the steady state we have
The three solutions of interest are (i): α = β = 0, which corresponds to the vacuum state, (ii):
s , which corresponds to symmetric mode where both oscillators oscillate in phase and (iii):
s , which corresponds to the anti-symmetric mode where both oscillators oscillate out-of-phase by π. As explained in III A, we require that After some algebra the condition that the real parts of these eigenvalues are smaller than zero leads to the inequality
2 . This in turn implies that the solution is stable if and only if
It is easy to see that solution (iii) must satisfy the same stability criterion (66) since the amplitudes only appear squared in the transformation matrix (56). We numerically characterize the presence of entanglement during the annealing by computing the logarithmic negativity E N (ρ 12 ) = max(0, − log 2 (2ν s )),
where ν s is the smallest symplectic eigenvalues of the partially transposed Wigner covariance matrix V of the twomode Gaussian state 6 : V i j = (R i j +R ji )/2 where R i j = R i R j − R i R j and R = (q 1 , p 1 , q 2 , p 2 ) where q i = (a i +a † i )/ √ 2 and p i = −i(a i − a † i )/ √ 2. The logarithmic negativity is an entanglement monotone. If E N = 0 the state is separable.
E N > 0 indicates the presence of bipartite entanglement. Fig. 5 shows the logarithmic negativity of the state of the two coupled oscillators during the annealing for different values of the dissipation rate when starting in the two-mode vacuum. Interestingly we find that while dissipation tends to suppress entanglement, transient entanglement is present even with a finite dissipation rate.
D. Robustness to photon dephasing
In the main text we show that the continuous variable Ising machine (CVIM) displays robustness to photon loss. Here we show that it also provides protection against photon dephasing. Photon dephasing is typically not the dominant decoherence channel 7, 8 , but can arise for example as a consequence of cross-Kerr terms coupling different oscillators, which have been neglected in I D. Photon dephasing adds additional terms to the Lindblad term in the master equation, which now readsρ
Here H is given by (34) in the rotating frame of the drive. In the following we generalize the arguments of Refs. 9, 10 . The master equation (68) can be written equivalently aṡ ρ = −i H NH ρ − ρH † NH + κ N n=1 a n ρa n + κ φ N n=1 a † n a n ρa † n a n ,
with the non-hermitian Hamiltonian
a † n a n − i κ φ 2 n a † n a n a † n a n (70)
a † n a n − i κ φ 2 n a † n a † n a n a n
Hence, we see that photon dephasing results in a renormalization of the single photon loss rate: κ → κ + κ φ and in an imaginary shift of the self-Kerr term:
2 . This will only modify the steady state value of the amplitudes but not the form of the steady state which is still a multi-mode cat state. In addition, the jump part induces random and independent rotations of the amplitudes. The transition rate from a configuration {s 1 , s 2 , . . . , s n , . . . , s N } to a configuration {s 1 , s 2 , . . . , −s n , . . . , s N } is determined by the transition rate from a coherent state |α to the state |−α . The latter is estimated as follows. After a jump event the state is n |α α|n 2 |α = n |α √n (n + 1) n |α n .
Heren = |α| 2 and in the last step we have assumedn 1. In this limit, the probability that this state is |−α is
2 .
Furthermore, the probability that in a small time interval ∆t a jump happens is p jump = κ φ ∆t α|n 2 |α κ φ ∆tn 2 .
Therefore, the rate at which transitions between |α and |−α occur due to dephasing is
Hence at large amplitudes (i.e. far above threshold), the adverse effect of photon dephasing on quantum optimization with coupled KPOs is exponentially suppressed in the mean photon number of the coherent states encoding the Ising spins.
