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Abstract
In this paper, we show that for several interesting systems beyond uniform hyper-
bolicity, any generic continuous function has a unique maximizing measure with zero
entropy. In some cases, we also know that the maximizing measure has full support.
These interesting systems including singular hyperbolic attractors, C∞ surface diffeo-
morphisms and diffeomorphisms away from homoclinic tangencies.
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1 Introduction
In this work, we will study the ergodic optimization problem for some vector fields and
diffeomorphisms beyond uniform hyperbolicity. We can show that for singular hyperbolic
attractors,C∞ surface diffeomorphisms andC 1 generic diffeomorphisms away from homo-
clinic tangencies, a generic continuous function has a unique maximizing measure and the
maximizing measure has zero entropy. In some cases, we can also give the information of
the support of maximizingmeasure: the support is generally large.
This kind of results has been shown by Bousch [Bou] and Brémont [Br] for maps with
some expansive property and specification property, which are satisfied by uniformly hyper-
bolic maps. We will givemore details about the results of Bousch and Brémont later.
1.1 The abstract version
Let (φt )t∈R be a continuous flow on a compact metric space K . Let us denote C 0(K ) the
set of continuous functions on K , denote M inv (φt ) the set of invariantmeasures of the flow
(φt )t∈R anddenoteMer g (φt ) the set of ergodicmeasures of the flow (φt )t∈R. Givenϕ ∈C 0(K ),
a probability measure µ is amaximizing measure of ϕ if it is invariant under (φt )t∈R and
β(ϕ) := sup
ν∈Minv (φt )
∫
ϕdν=
∫
ϕdµ.
*D.Ywas partially supported by NSFC 11822109, 11671288, 11790274. J.Z was partially supported by starting
grant from Beihang University.
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Let us denote byMmax(ϕ) the set ofmaximizingmeasures ofϕ. By definition, one can check
that Mmax(ϕ) is compact and convex, and if µ belongs to Mmax(ϕ), so do its ergodic com-
ponents. Similar definitions can be made for diffeomorphisms in a parallel way. Hence they
are omitted.
1.2 Singular hyperbolic attractors
The dynamics of vector fields differ from the one of diffeomorphisms and the presence
of singularities is one of the reasons. As a prototype model, Lorenz attractor [Lo] has been
substantially studied, see for instance [Gu , GuWi, Wi]. The singularities and periodic orbits
in Lorenz attractor are hyperbolic. To make the hyperbolic structures of singularities and
periodic orbits compatible, [MPP] introduced the notion of “singular hyperbolicity”.
LetM be a compact Riemannianmanifoldwithout boundary and letX 1(M) be the space
of C 1 vector fields endowed withC 1 topology. A compact invariant set Λ of aC 1-vector field
X is singular hyperbolic, if there exist a (Dφt )t∈R-invariant splitting TΛM = E ss ⊕E cu , where
(φt )t∈R is the flow generated by the vector field X , and two numbers C > 1 and λ > 0 such
that
• Contraction along E ss : ‖Dφt |E ss(x)‖ ≤C ·e−λt for x ∈Λ and t ≥ 0;
• Domination: ‖Dφt |E ss (x)‖ ·‖Dφ−t |Ecu(φt (x))‖ ≤C ·e
−λt for x ∈Λ and t ≥ 0;
• Sectional expanding along E cu : for any x ∈Λ and any 2-dimensional linear subspace
P ⊂ E cu(x), one has
det(Dφt |P )≥C
−1
·eλt for t ≥ 0.
A compact invariant setΛ of a flow (φt )t∈R is an attractor, if
• there exists a neighborhoodU ofΛ such thatφt (U )⊂ IntU for t ≥ 1 and∩t≥0φt (U )=Λ;
• Λ is a transitive set, i.e. Λ admits a dense orbit.
The Lorenz attractor has been shown to be singular hyperbolic, see for instance [MPP]. It has
been shown in [MSV, Corollary 1] that for C 1-generic Lorenz attractor on 3-manifolds, for
generic continuous function, the ergodic maximizing measure is unique with zero entropy
and has full support on the Lorenz attractor. In fact, one can show that such result holds in
any dimension and themaximizingmeasure has zero entropy.
Recall that a property is said to beC 1 generic for vector fields if there is a denseGδ set1 in
X
1(M) such that any vector field in this denseGδ set has the property.
Theorem A. Let M be a d-dimensional manifold for d ≥ 3. Let X be a C 1 vector field on M
andΛ be a singular hyperbolic attractor of X . Then there is a residual subsetRΛ ⊂C 0(Λ) such
that any ϕ ∈ RΛ has a unique maximizing measure and the maximizing measure has zero
entropy.
Moreover, if X is contained in some dense Gδ subset in X
1(M), then the support of the
maximizing measure of ϕ ∈RΛ isΛ.
1A denseGδ set is also said to be residual.
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1.3 C∞ surface diffeomorphisms
Surfaces are lowest dimensional manifolds on which diffeomorphisms have complexity.
There are many works on surface diffeomorphisms. See [ABCD, Buz, Bur, CP, GG, F, HHTU,
Sa] for a partial list. We also obtain some result on surface diffeomorphisms.
TheoremB. Assume that f is a C∞ diffeomorphism on a surface M. Then there exists a resid-
ual subset R of C 0(M) such that for each ϕ ∈R, the maximizing measure of ϕ is unique and
has zero entropy.
Since the dynamics of surface diffeomorphismsmay be decomposed into several pieces,
we do not have the information on the support of ergodic maximizingmeasures.
1.4 Diffeomorphisms away from homoclinic tangencies
A diffeomorphism f is said to have a homoclinic tangency if f has a hyperbolic periodic
orbit γ such thatW s(γ) andW u(γ) intersect at some point non-transversely. Palis [Pa] con-
jectured that homoclinic tangencies is one of the obstructions to hyperbolicity, hence it is
important to understand the dynamics far away from homoclinic tangencies, and many in-
teresting results are obtained. One can see the introduction of [CSY] to know the results in
this direction.
Recall that a compact f -invariant set Λ is isolated if there exists an open neighborhood
U of Λ such that ∩n∈Z f n(U ) = Λ. We obtain the following ergodic optimization results for
diffeomorphisms away from homoclinic tangencies.
Theorem C. There exists a dense Gδ subset G of Diff
1(M) such that if f ∈ G is away from
homoclinic tangencies, then one has the following properties.
• There exists a residual subset of R of C 0(M) such that for each ϕ ∈R, the maximizing
measure of ϕ is unique and has zero entropy.
• If Λ is an isolated transitive set, then there exists a residual subset of RΛ of C 0(Λ) such
that for each ϕ ∈ RΛ, the maximizing measure of ϕ is unique and has zero entropy.
Moreover, the support of the maximizing measure isΛ.
In the direction of Theorem C, we would like to formulate the following conjecture.
Conjecture 1. Let X be a C 1-generic vector field on M and Λ be a homoclinic class which is
away from homoclinic tangencies, and Λ contains singularities.
Then there exists a residual subset of R of C 0(Λ) such that for each ϕ ∈ R, the ergodic
maximizing measure of ϕ|Λ is unique, has zero entropy, and hasΛ as its support.
The main difficulty of Conjeture 1 comes from the upper semi continuity of the metric
entropy. One can see some recent progress in [SYY].
1.5 A uniformmechanism
For studying non-hyperbolic systems as in Theorems A, B and C, we find some uniform
mechanisms behind. We list several important properties for dynamical systems.
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• A flow (φt )t∈R on K is said to have the property P if each invariant measure of (φt )t∈R
is approximated by periodic orbits.
• A flow (φt )t∈R on K is said to have the property Pe if each ergodicmeasure of (φt )t∈R is
approximated by periodic orbits.
• A flow (φt )t∈R on K is said to have the property P +e if each ergodic measure of (φt )t∈R
with positivemetric entropy is approximated by periodic measures.
• A flow (φt )t∈R on K is said to have the propertyS if themetric entropy of (φt )t∈R varies
upper semi-continuously, that is, if a sequence {µn} of invariant measures of (φt )t∈R
converges to µ, then hµ(φt )≥ limsupn→∞hµn (φt ).
• A flow (φt )t∈R on K is said to have the property Fs if there is a dense Gδ set MR ⊂
Mer g (φt ) such that the support of any invariantmeasure µ ∈MR is K .
It is clear by definition that the propertyP is stronger thatP +e .
Given a dynamical system, a generic continuous function has a unique maximal mea-
sure. This was proved by Bousch [Bou, Section 8] for uniformly hyperbolic systems and
by Brémont [Br] for general dynamical systems2. Under the conditions P and S , by ap-
plying the arguments of Brémont, one knows that for generic continuous functions, the
unique maximizing measure has zero entropy. Under Bowen’s specification property [B2],
one knows that the maximizingmeasure has full support. Now we can generalize the results
by weakening the propertyP to P +e .
TheoremD. Let (φt )t∈R be a continuous flow on a compact metric space K . Thenwe have the
following properties.
1. There exists a residual subset R1 of C 0(K ) such that for each ϕ ∈R1, the set Mmax(ϕ)
consists of a unique measure.
2. If (φt )t∈R has the properties P +e and S , then there exists a residual subset R2 of C
0(K )
such that for each ϕ ∈R2, the setMmax(ϕ) consists of a uniquemeasure which has zero
entropy.
3. If (φt )t∈R has the property Fs , then there exists a residual subset R3 of C 0(K ) such that
for each ϕ∈R3, the setMmax(ϕ) consists of a unique measure which has full support.
Remark 1. We remark that the first item has been obtained in [J1].
One has the following Theorem D’ which is a homeomorphism version of Theorem D.
The proof will be the same, hence omitted.
Theorem D’. Let h be a homeomorphism on a compact metric space K . Then we have the
following properties.
1. There exists a residual subset R1 of C 0(K ) such that for each ϕ ∈R1, the set Mmax(ϕ)
consists of a unique measure.
2Brémont [Br] gave a deep argument, but without precious statements that we will need.
4
2. If h has the properties P +e and S , then there exists a residual subset R2 of C
0(K ) such
that for each ϕ ∈ R2, the set Mmax(ϕ) consists of a unique measure which has zero
entropy.
3. If h has the property Fs , then there exists a residual subset R3 of C 0(K ) such that for
each ϕ ∈R3, the setMmax(ϕ) consists of a uniquemeasure which has full support.
Uniformly hyperbolic systems have the propertyP and the propertyFs by Sigmund [Si]
and the property S by Bowen [B1]. For uniformly hyperbolic diffeomorphisms, Theorem D
has been obtained, see for instance [Bou, Br].
2 The abstract version
In this section, we collect the basic notions and results used in this paper.
2.1 Some properties of maximizingmeasures
Recall that for any two probability measures µ and ν on a compact metric space, the
distance between µ and ν can be defined as the following:
d(µ,ν)=
∞∑
n=1
∣∣∫ϕndµ−∫ϕndν∣∣
2n · ‖ϕn‖C0
,
where {ϕn}n∈N is a dense subset of C 0(K ). This gives the weak*-topology of the space of
probability measures.
We would like to give a list of simple properties of maximizingmeasures.
Proposition 2.1. Assume (φt )t∈R is a flow on K and ϕ is a continuous function on K . Then
1. If µ ∈Mmax(ϕ), and there is λ ∈ (0,1) such that µ=λ ·µ1+ (1−λ) ·µ2 for some invariant
measures µ1 and µ2, then µi ∈Mmax(ϕ) for i = 1,2.
2. If µ ∈Mmax(ϕ), then any ergodic component of µ is contained in Mmax(ϕ).
3. Given two continuous functions ϕ1 and ϕ2, if µ ∈Mmax(ϕ1)∩Mmax (ϕ2), then for any
a,b ∈R+, one has that µ ∈Mmax(aϕ1+bϕ2).
4. The map h ∈C 0(K ) 7→Mmax(h) is upper semi-continuous.
The proofs are almost direct. We give a quick proof of Item 4 of Proposition 2.1
Proof of Item 4 of Proposition 2.1 . Assume that there exist a sequence of continuous func-
tions hn converging to h in C 0-topology and a sequence of measures µn ∈ Mmax(hn) con-
verging to a measure µ in weak∗-topology. Then for any invariant measure ν ∈ Minv (φt ),
one has the following∫
hdµ−
∫
hdν
=
(∫
hdµ−
∫
hdµn
)
+
(∫
hdµn−
∫
hn dµn
)
+
(∫
hn dµn −
∫
hn dν
)
+
(∫
hn dν−
∫
hdν
)
≥
(∫
hdµ−
∫
hdµn
)
+
(∫
hdµn−
∫
hn dµn
)
+
(∫
hn dν−
∫
hdν
)
.
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By taking the limit on the right hand of the inequality, one gets that
∫
hdµ ≥
∫
hdν. By the
arbitrariness of ν, one has µ ∈Mmax(h), ending the proof of Item 4 of Proposition 2.1.
A direct corollary of Item 4 of Proposition 2.1 is the following corollary.
Corollary 2.2. Let K be a compact metric space and (φt )t∈R be a continuous flow on K . Then
there is a dense Gδ set F˜ in C
0(K ) such that the map h ∈C 0(K ) 7→Mmax(h) is continuous at
any h ∈ F˜ .
2.2 The results by Brémont, Morris and Jenkinson
Lemma 2.3 (Lemma 2.1 in [Mo]). Let K be a compact metric space and (φt )t∈R be a contin-
uous flow on K . Consider two different probability measures µ ∈Minv (φt ) and ν ∈Mer g (φt ).
Assume that there exists c ∈ (0,2) such that
∣∣∫ϕdµ−∫ϕdν∣∣≤ c · ‖ϕ‖C0 for any ϕ ∈C 0(K ),
where ‖ ·‖C0 is the C
0-norm on the space C 0(K ), i.e. ‖ϕ‖C0 =maxx∈K |ϕ(x)|.
Then there exist λ ∈ (0,1) and a probability measure µ̂ ∈Minv (φt ) such that
µ=λ ·ν+ (1−λ)µ̂.
The following result is obtained in [Br] (see [JM, PS] for similar results in other context),
which shows that if an invariant measure almost optimizes a continuous function, then one
can perturb the continuous function and themeasure such that the perturbedmeasuremax-
imizes the perturbed function, to be precise:
Lemma 2.4 ([Br]). Let K be a compact metric space and (φt )t∈R be a continuous flow on K .
Consider ϕ∈C 0(K ) and µ ∈Minv (φt ). If one has
sup
ν∈Minv (φt )
∫
ϕdν=
∫
ϕdµ+ε ·δ
for some small numbers ε,δ≥ 0, then there exist ϕ̂∈C 0(K ) and µ̂ ∈Mmax(ϕ̂) such that
• ‖ϕ− ϕ̂‖C0 ≤ ε;
• |
∫
f dµ−
∫
f d µ̂| ≤ δ · ‖ f ‖C0 for any f ∈C
0(K ).
One can find the following lemma in [J2, Theorem 1].
Lemma 2.5. Let K be a compact metric space and (φt )t∈R be a continuous flow on K . For any
µ ∈Mer g (φt ), there exists ϕ ∈C 0(K ) such that Mmax(ϕ)= {µ}.
Remark 2. In fact, [J2] proves the result for discrete systems, and one can extend such result
to continuous systems by observing that each ergodic measure of a flow is ergodic for the time
t0-map of the flow (see [PuSh]) for some t0 > 0 and an invariant measure of a flow is also
invariant for the time t0-map of the flow.
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2.3 The dual properties betweenmeasures and functions
In this section, we give the proofs of our main results, and some ideas can be found in
[Mo].
Lemma 2.6. Let (φt )t∈R be a continuous flow on a compact metric space K . Let U be a dense
subset of Mer g (φt ). Then the set
G :=
{
h ∈C 0(K ) :Mmax(h) is unique and is contained in U
}
is dense in C 0(K ).
Proof. For any h ∈C 0(K ), as U is dense in Mer g (φt ), for any ε > 0, there exists ν ∈U , such
that
∫
hdν≥ supµ∈Mer g
∫
hdµ−ε= supµ∈Minv
∫
hdµ−ε. By Lemma2.4, there existhε ∈C 0(K )
and an invariantmeasure µε ∈Mmax(hε) such that
• ‖hε−h‖C0 ≤ ε;
• |
∫
ϕdν−
∫
ϕdµε| ≤ ‖ϕ‖C0 for anyϕ ∈C
0(K ).
By Lemma 2.3, there exist an invariant measure µ̂ε and λ ∈ (0,1) such that
µε =λ ·ν+ (1−λ) · µ̂ε .
Thus ν is in the ergodic component of µε. By Item 2 of Proposition 2.1, one has that ν ∈
Mmax(hε). By Lemma 2.5, there exists a continuous function h′ such that Mmax(h′) = {ν}.
Consider the function hε+ε ·
h′
‖h′‖C0
which is 2ε-close to h.
Claim. hε+ε ·
h′
‖h′‖C0
∈G .
Proof of the Claim. By Item 3 of Proposition 2.1 one has ν ∈Mmax(hε+ε ·
h′
‖h′‖C0
). Assume by
contradiction that there is another different invariant measure µ ∈Mmax(hε+ε ·
h′
‖h′‖C0
). By
the fact thatMmax(h′)= {ν}, one has that∫
ε ·
h′
‖h′‖C0
dµ=
ε
‖h′‖C0
∫
h′dµ<
ε
‖h′‖C0
∫
h′dν.
So we get a contradiction. By the fact ν ∈U , one gets that hε+ε ·
h′
‖h′‖C0
∈G by definition.
One can conclude by the arbitrariness of ε.
Lemma2.7. Let K be a compact metric space and (φt )t∈R be a continuous flow on K . LetU be
an open and dense subset of Mer g (φt ). Then the set
F :=
{
h ∈C 0(K ) :Mer g (φt )∩Mmax(h)⊂U
}
is open and dense in C 0(K ).
Proof. Let Uer g = U ∩Mer g (φt ). Since U is open and dense in Mer g (φt ), the set Uer g is
dense in Mer g (φt ). By Lemma 2.6, the set
Ger g :=
{
h ∈C 0(K ) :Mmax(h) is unique and is contained in Uer g
}
is dense inC 0(K ).
AsMer g (φt ) is compact andU is open, by Item4of Proposition 2.1, for anyh ∈F , there is
δh > 0 such that for anyh′ ∈ B(h,δh), one hasMer g (φt )∩Mmax(h′)⊂U . ThusF is open.
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2.4 The proof of TheoremD
Now, we give the proof of TheoremD.Note that for a periodic orbit γ, we use δγ to denote
the ergodic measure supported on γ.
Proof of TheoremD. We prove the theorem by items.
The proof of Item 1. It suffices to prove that for a generic function ϕ ∈C 0(K ), one has that
#
(
Mmax(ϕ)∩Mer g (φt )
)
= 1. We define a map
M : C 0(K ) → CMinv (φt )
ϕ 7→ Mmax(ϕ)∩Mer g (φt ),
where CMinv (φt ) denotes the space of all compact subsets of Minv (φt ) endowed with Haus-
dorff distance. By Corollary 2.2, there is a residual setR1 inC 0(K ) such thatM is continuous
at any point in R1.
Now, we prove that any map ϕ ∈R1 has a unique maximizing measure. Assume, on the
contrary, that there is ϕ0 ∈R1 such that ϕ0 has at least two maximizing measures. Thus, by
Lemma 2.6, there is a sequence of {ϕn} such that limn→∞ϕn =ϕ0 and each ϕn has a unique
maximizingmeasure. Since themapM is continuous atϕ0, one has that limn→∞Mmax(ϕn)=
Mmax(ϕ0). But #Mmax(ϕ0)≥ 2, hence {Mmax (ϕn)} will not converge. This gives a contradic-
tion.
The proof of Item 2. We consider the map
H : Mer g (φt ) → R
+
∪ {0}
µ 7→ hµ(φt ).
By the property S , the map H is upper-semi continuous. Thus, there is a residual set C in
Mer g (φt ) such that any point in C is a continuous point of H . Thus, one can assume that
there exists a sequence of open and dense subsets Un in Mer g (φt ) such that C = ∩n∈NUn .
Let
Fn :=
{
h ∈C 0(K ) :Mer g (φt )∩Mmax(h) is contained in Un
}
.
By Lemma 2.7, one has thatFn is open and dense inC 0(K ). Now we define
R2 =R1∩ (
⋂
n∈N
Fn).
We have already proved that anyϕ ∈R2 has a uniquemaximizingmeasure which is ergodic.
Denote by {µ}=Mmax(ϕ).
Claim. µ is contained in ∩n∈NUn .
Proof. For proving µ ∈ ∩n∈NUn , it suffices to prove that µ ∈ Un for any n ∈ N. Since {µ} =
Mmax(ϕ) and ϕ ∈Fn , by the definition of Fn , one has that µ ∈Un .
Now we show that µ has zero metric entropy. Otherwise, by the property P +e , µ is accu-
mulated by periodic ergodicmeasures {δγn } for some periodic orbits {γn}. Since any element
in ∩n∈NUn is the continuous point of the map ν 7→ hν(φt ), one has that
hµ(φt )= lim
n→∞
hδγn (φt )= 0.
Thus one gets a contradiction.
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The proof of Item 3. We consider the map
T : Mer g (φt ) → CK
µ 7→ supp(µ),
whereCK denotes the space of compact subsets of K endowedwith Hausdorff topology. The
mapT is lower semi-continuous. Hence there is a residual setRT inMer g (φt ) such that any
point in RT is a continuous point of T . Thus, one can assume that there exists a sequence
of open and dense subsetsU ′n in Mer g (φt ) such thatT =∩n∈NU
′
n . Let
F
′
n :=
{
h ∈C 0(K ) :Mmax(h) is contained in U
′
n
}
.
By Lemma 2.7, one has thatF ′n is open and dense inC
0(K ). Now we define
R3 =R1∩ (
⋂
n∈N
F
′
n)
We have already proved that anyϕ ∈R1 has a uniquemaximizingmeasure which is ergodic.
Denote by {µ}=Mmax(ϕ).
Claim. µ is contained in ∩n∈NU ′n .
Proof. For proving µ ∈ ∩n∈NU ′n , we only need to prove that µ ∈ U
′
n for any n ∈ N. Since
{µ}=Mmax(ϕ) and ϕ∈F
′
n , by the definition of F
′
n , one has that µ ∈U
′
n .
Now we show that µ has full support. Since generic measures in Mer g (φt ) have full sup-
port, there is a sequence of invariantmeasures {µn}⊂Mer g (φt ) such thatµ= limn→∞µn and
each µn has full support. Since µ ∈T , one has that
supp(µ)= lim
n→∞
supp(µn)=K .
3 Genericmeasures of generic systems
We will prove the following theorem in this section.
Theorem3.1. There is a denseGδ setG inX 1(M) such that for any X ∈G , ifΛ is a non-trivial
isolated transitive set, then
1. periodic measures are dense in Minv (Λ), in particular, Mer g (Λ)=Minv (Λ);
2. there is a dense Gδ set RΛ in Minv (Λ) such that supp(µ)=Λ for any µ ∈RΛ.
Theorem 3.1 is the (non-trivial) flow version of Item (a) and Item (b) of Theorem 3.5 in
[ABC]. However, here we have to consider the singular measures in Λ which can also be
accumulated by periodic measures by using the C 1 connecting lemma by [WX] and [BC].
Moreover, in the proof of [ABC, Theorem 3.5], they can prove that any ergodic measure can
be accumulated by a sequence of periodic measures such that its support is also accumu-
lated [ABC, Theorem 4.1]. In our case, the ergodic measure supported on a singularity can
never be accumulated by the support.
Recall that given a vector field X , a point σ is said to be a singularity of X if X (σ) = 0
and we denote by Sing(X ) the set of singularities of X . The Dirac measure supported on a
singularityσ is denoted by δσ.
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3.1 Connecting lemma and its consequence
Recall that for a vector field X , a transitive compact invariant setΛ is said to benon-trivial
if it is not reduced to a singularity or a periodic orbit.
Proposition 3.2. Let Λ be a non-trivial transitive set of a C 1 vector field X and σ ∈ Λ be a
hyperbolic singularity. Then for any ε> 0, there are a vector field Y and a periodic orbit γ of Y
such that
• Y is εC 1-close to X ,
• the periodic measure δγ is ε close to the singular measure δσ.
Remark 3. In general, we will not have that the support of δγ is close to the support of δσ.
A direct corollary of Proposition 3.2 is the following.
Corollary 3.3. There is a dense Gδ set G ⊂X
1(M) such that for any X ∈ G , if a singularity σ
of X ∈ G is contained in a non-trivial transitive set of X , then there is a sequence of periodic
orbits γn such that
δσ = lim
n→∞
δγn .
The proof of Proposition 3.2 is based on theC 1 connecting lemma original from Hayashi
[H]. We use the following version fromWen-Xia [WX].
Lemma 3.4. Let X be a C 1 vector field. Given any point z which is neither a singularity nor a
periodic point, for any neighborhoodU of X , there is L > 0 such that for any neighborhoodUz
of z, there is a neighborhood Vz ⊂Uz of z with the following properties.
For any points x and y, if
• x, y ∉φ[0,L](Uz);
• the forward orbit of x enters Vz and the backward orbit of y enters Vz ;
then there exist a vector field Y ∈U and a time T > 0 such that
• φYT (x)= y,
• Y (p)= X (p) for any p ∈M \φ[0,L](Uz).
Lemma 3.5. Let Λ be a non-trivial transitive set of a vector field X . Let σ ∈Λ be a hyperbolic
singularity. Then for any ε> 0, there are a vector field Y and a periodic orbit γ of Y such that
• Y is εC 1-close to X ,
• σY has a homoclinic orbit.
Proof. We choose a point p ∈Λ such that ω(p)=α(p)=Λ by the fact thatΛ is transitive. We
then choose two points ps ∈W s(σ)∩Λ\ {σ} and pu ∈W s(σ)∩Λ\ {σ}.
Given ε> 0, for ps and pu , by Lemma 3.4, we choose a constant L > 0 large enough. Then
we choose very small neighborhoodUp s andUpu such that
• p,σ ∉φ[0,L](Up s ),
• p,σ ∉φ[−L,0](Upu ),
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• φ[0,L](Up s )∩φ[−L,0](Upu )=;.
Now we can have smaller neighborhoods Vp s and Vpu as in Lemma 3.4. Since the forward
and backward orbits of p will enter Vp s and Vpu respectively, by applying the connecting
lemma (Lemma 3.4), one gets that p is a homoclinic point of σ for some Y that is εC 1-close
to X .
Proof of Proposition 3.2. By Lemma 3.5, for any ε > 0, there is a vector field Y such that Y
is ε/2-close to X in C 1-topology and σ has a homoclinic orbit associated to Y . For the ho-
moclinic orbit, by a simple and standard perturbation, one gets that there is a sequence of
vector fields {Yn} such that each Yn has a periodic orbit γn such that
• limn→∞Yn = Y ,
• the Hausdorff limit of {γn} is the homoclinic orbit.
Since the unique ergodic measure supported on the homoclinic orbit is δσ, one has that
limn→∞δγn = δσ.
3.2 The properties of homoclinic classes
Given an open set U and a hyperbolic periodic orbit γ of X , one can define the local
homoclinic class
HU (γ)=Closure
{
x ∈W s(γ)⋔W u(γ) : Orb(x)⊂U
}
.
Recall that two hyperbolic periodic orbits are homoclinically related, if the stable manifold
of one periodic orbit has non-empty transverse intersection with unstable manifold of the
other periodic orbit, and vice versa.
For a local homoclinic class HU (γ), one has the following property:
Lemma3.6. For a homoclinic class HU (γ), there is a sequence of periodic orbits {γn}⊂U such
that
• Each γn is homoclinically related with γ.
• limn→∞γn =HU (γ).
• limn→∞δγn = δγ.
Proof. By the definition of a local homoclinic class, there is a compact invariant set Γ such
that
• Γ is the union of γ and finitely many transverse homoclinic orbits of γ inU .
• Γ is very close to HU (γ) in the Hausdorff distance.
We know that Γ is a chain transitive hyperbolic set and the unique invariant measure on
Γ is δγ. By applying the Shadowing lemma, there is a sequence of periodic orbits γn such
that limn→∞γn = Γ and each γn is homoclinically related with γ. Since the unique invariant
measure on Γ is δγ, one has that limn→∞δγn = δγ. One can conclude by increasing Γ.
By a well-known result in [BC], one has
Proposition 3.7. There is a dense Gδ set G in X 1(M) such that for any X ∈ G , if Λ is a non-
trivial isolated transitive set, thenΛ is a local homoclinic class H(γ).
11
3.3 Ergodic closing lemma and its consequence
R. Mañé [Ma] proved the celebrated ergodic closing lemma. One has the following ver-
sion for vector fields proved by L. Wen [Wen].
Lemma 3.8. Assume that µ is an ergodic non-singular measure of a vector field X . Then for
any ε> 0, there are a vector field Y and a periodic orbit γ of Y such that
• Y is ε close to X ;
• the periodic measure δγ is ε close to µ;
• The support of µ is ε-close to γ in the Hausdorff distance.
An invariant measure µ is non-singular if µ(Sing(X )) = 0. As a corollary of Lemma 3.8,
one has the following result.
Corollary 3.9. There is a dense Gδ subset G ⊂ X 1(M) such that for any vector field X ∈ G ,
any non-singular ergodic measureµ is accumulated by a sequence of periodic measures in the
weak*-topology.
Given finitely many invariant measures µ1, · · · ,µk and non-negative numbers λ1, · · · ,λk
satisfying
∑k
i=1λi = 1, the invariant measure
∑k
i=1λi ·µk is said to be a finite convex combi-
nation of {µi }ki=1.
3.4 The proof of Theorem 3.1
We have the following version of [ABC, Theorem 3.10]
Theorem 3.10. There is a denseGδ subsetG ⊂X 1(M) such that for any vector field X ∈G , for
any isolated transitive set Λ of X , any finite convex combination of periodic measures can be
accumulated by a sequence of periodic measures.
We do not give the proof of Theorem 3.10 because it only concerns the regular part of the
dynamics and has nothing to do with singularities.
Now we can give the proof of Theorem 3.1.
Proof of Theorem 3.1. We take the denseGδ subsetG satisfying the properties in Corollary 3.3,
Corollary 3.9 and Theorem 3.10
Now we assume that X ∈G andΛ is a non-trivial isolated transitive set.
The periodic accumulation. By the ergodic decomposition theorem, as observed by [ABC,
Page 19], any invariant measure µ can be accumulated by finite convex combinations of
ergodic measures. One has the following properties.
• Since Λ is a non-trivial isolated transitive set, any singularity in Λ accumulated by re-
current regular points. Thus, by Corollary 3.3, any singularmeasure is accumulated by
periodic measures.
• By Corollary 3.9, any non-singular ergodic measure can be accumulated by periodic
measures, and such periodic measures are supported on Λ due to the isolation prop-
erty ofΛ.
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Thus, any invariant measure µ can be accumulated by finite convex combinations of peri-
odic measures. By Theorem 3.10, any finite convex combination of periodic measures can
be accumulated by periodicmeasures.
Combining with the results above, one knows that any invariant measure on Λ can be
accumulated by periodicmeasures.
Full support. Now we show that generic measures have full support. We use CM to denote
the space of compact subsets ofM endowed with Hausdorff topology. Since the map
T : Minv (φt ) → CM
µ 7→ supp(µ)
is lower semi-continuous, hence generic measures are continuous points of T . Let µ be
such kind of generic point. By the first item, one has that
µ= lim
n→∞
δγn .
By Lemma 3.6, there is a sequence of periodic orbits γ′n such that
• γn is homoclinically related with γ
′
n .
• limn→∞γ
′
n =Λ. In other words, limn→∞ supp(δγ′n )=Λ.
• The distance between δγn and δγ′n is less than 1/n.
Thus, we have that
supp(µ)= lim
n→∞
supp(δγ′n )=Λ.
4 The proof of themain theorems
4.1 Singular hyperbolic attractors
For proving Theorem A, we have to verify the propertiesP +e and S .
Theorem 4.1. Any singular hyperbolic attractor Λ has the properties S and P +e .
Proof. It has been proved in [PYY] that any singular hyperbolic attractor is entropy expan-
sive. Then a classical work of Bowen [B1] implies such system has the propertyS .
Now we consider an ergodic measure µ, which is supported on a singular hyperbolic at-
tractor and has positive entropy. Since the entropy of µ is positive, we know that µ cannot
be supported on singularities. Thus, µ is a regular hyperbolic measure. By applying a shad-
owing lemma of Liao [L85], as stated in [GY], it has been shown in [SGW, Page 214] that µ is
accumulated by periodicmeasures. One can also see [WYZ] for some details.
Now Theorem A follows from TheoremD, Theorem 4.1 and Theorem 3.1 directly.
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4.2 C∞ surface diffeomorphisms
We are going to prove Theorem B. We have the following result from Yomdin [Y] and
Newhouse [N].
Theorem 4.2. Any C∞ diffeomorphism has the property S .
The following result is also well known. We give a sketch.
Theorem 4.3. Any C∞ surface diffeomorphism has the property P +e .
Proof. Assume that f is a surface diffeomorphism and µ is an ergodic measure with positive
entropy. As in Katok [K], by applying Ruelle’s inequality [R], one knows that µ is hyperbolic.
Then it was proved in [K] that µ is accumulated by periodic orbits. See also [G].
Theorem B follows from TheoremD’, Theorem 4.2 and Theorem 4.3 directly.
4.3 Diffeomorphisms away from homoclinic tangencies
Proof of TheoremC. It has been proved in [LVY] that diffeomorphisms away fromhomoclinic
tangencies have the property S . See also [CSY] and [DFPV] for a generic version. Then it
follows that for C 1 generic diffeomorphisms, any ergodic measure can be accumulated by
periodic measures by using Mañé’s ergodic closing lemma [Ma]. This verifies property Pe .
Now, the first item of Theorem C follows from TheoremD’.
Given a non-trivial isolated transitive set Λ, by Theorem 3.5 in [ABC], one has that
• Mer g (Λ)=Minv (Λ);
• generic measure µ on Λ has full support, in formula: supp(µ)=Λ.
Thus, the proof of second item is complete by TheoremD’.
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