ABSTRACT
Introduction
The conventional approaches to system modeling that are based on mathematical tools (i.e. differential equations) perform poorly in dealing with complex and uncertain systems. The basic reason is that, most of the time; it is very difficult to find a global function or analytical structure for a nonlinear system. In contrast, fuzzy logic provides an inference morphology that enables approximate human reasoning capability to be applied in a fuzzy inference system. Therefore, a fuzzy inference system employing fuzzy logical rules can model the quantitative aspects of human knowledge and reasoning processes without employing precise quantitative analysis.
In recent past, artificial neural network has also played an important role in solving many engineering problems. Neural network has advantages such as learning, adaption, fault tolerance, parallelism, and generalization. Fuzzy systems utilizing the learning capability of neural networks can successfully construct the input output mapping for many applications. The benefits of combining fuzzy logic and neural network have been explored extensively in the literature [1] [2] [3] .
The term neuro-fuzzy system (also neuro-fuzzy methods or models) refers to combinations of techniques from neural networks and fuzzy system [4] [5] [6] [7] [8] . This never means that a neural network and a fuzzy system are used in some kind of combination, but a fuzzy system is created from data by some kind of (heuristic) learning method, motivated by learning procedures used in neural networks. The neuro-fuzzy methods are usually applied, if a fuzzy system is required to solve a problem of function approximations or special case of it, like, classification or control [9] [10] [11] [12] and the otherwise manual design process should be supported and replaced by an automatic learning process.
Here, the attention has been focused on the function approximation and classification capabilities of the subsethood based fuzzy neural model (subsethood based FNN). This model can handle simultaneous admission of fuzzy or numeric inputs along with the integration of a fuzzy mutual subsethood measure for activity propagation. A product aggregation operator computes the strength of firing of a rule as a fuzzy inner product and works in conjunction with volume defuzzification to generate numeric outputs. A gradient descent framework allows the model to fine tune rules with the help of numeric data.
The organization of the paper is as follows: Section 2 presents the architectural and operational detail of the model. Sections 3 and 4 demonstrate the gradient descent learning procedure and the applications of the model to the task of function approximation respectively. Finally, the Section 5 concludes the paper.
Architectural and Operational Detail
To develop a fuzzy neural model, following issues are important to be discussed: 1) Signal transmission at input node.
2) Signal transmission method (similarity measures) from input nodes to rule nodes.
3) Method for activity aggregation at rule nodes. 4) Signal computation at output layer. 5) Learning technique and its mathematical formulation used in model.
The proposed architecture of subsethood based Fuzzy neural network is shown in Figure 1 . Here x 1 to x m and x m + 1 to x n are numeric and linguistic inputs respectively. Each hidden node represents a rule, and input-hidden node connection represents fuzzy rule antecedents. Each hidden-output node connection represents a fuzzy rule consequent. Fuzzy set corresponding to linguistic levels of fuzzy if-then rules are defined on input and output UODs and are represented by symmetric Gaussian membership functions specified by a center and spread. The center and spread of fuzzy weights w ij from input nodes i to rule nodes j are shown as c ij and σ ij of a Gaussian fuzzy set and denoted by w ij = (c ij , σ ij ). As this model can handle simultaneous admission of numeric as well as fuzzy inputs, Numeric inputs are first fuzzified so that all outputs transmitted from the input layer of the network are fuzzy. Now, since the antecedent weights are also fuzzy, this requires the design of a method to transmit a fuzzy signal along a fuzzy weight. In this model signal transmission along the fuzzy weight is handled by calculating the mutual subsethood. A product aggregation operator computes the strength of firing at rule node. At output layer the signal computation is done with volume defuzzification to generate numeric outputs (y 1 to y p ). A gradient descent learning technique allows the model to fine tune rules with the help of numeric data.
Signal Transmission at Input Nodes
Since input features x 1 , ... , x n can be either numeric and linguistic, there are two kinds of nodes in the input layer. Linguistic nodes accept a linguistic input represented by fuzzy sets with a Gaussian membership function and modeled by a center c i and spread σ i . These linguistic inputs can be drawn from pre-specified fuzzy sets as shown in Figure 2 , where three Gaussian fuzzy sets have been defined on the universe of discourse (UODs) [-1, 1]. Thus, a linguistic input feature x i is represented by the pair (c i , σ i ). No transformation of inputs takes place at linguistic nodes in the input layer. They merely transmit the fuzzy input forward along antecedent weights. Numeric nodes accept numeric inputs and fuzzify them into Gaussian fuzzy sets. The numeric input is fuzzified by treating it as the centre of a Gaussian membership function with a heuristically chosen spread. An example of this fuzzification process is shown in Figure  3 , where a numeric feature value of 0.3 has been fuzzified into a Gaussian membership function centered at 0.3 with spread 0.35. The Gaussian shape is chosen to match the Gaussian shape of weight fuzzy sets since this facilitates subsethood calculations detailed in Section 2.2. Therefore, the signal from a numeric node of the input layer is represented by the pair (c i , σ i ). Antecedent connections uniformly receive signals of the form (c i , σ i ). Signals (S(x i ) = (c i , σ i )) are transmitted to hidden rule nodes through fuzzy weights also of the form (c ij , σ ij ), where single subscript notation has been adopted for the input sets and the double subscript for the weight sets. represented by Gaussian membership function, there is a need to quantify the net value of the signal transmitted along the weight by the extent of overlap between the two fuzzy sets. This is measured by their mutual subsethood [13] .
Consider two fuzzy sets A and B with centers c 1 , c 2 and spreads σ 1 , σ 2 respectively. These sets are expressed by their membership functions as:
The cardinality C(A) of fuzzy set A is defined by
Then the mutual subsethood ( , ) A B  of fuzzy sets A and B measures the extent to which fuzzy set A equals fuzzy set B can be evaluated as:
Further detail on the mutual subsethood measure can be found in [13] . Depending upon the relative values of centers and spreads of fuzzy sets A and B, the following four different cases of nature of overlap arise:
Case 1: having any values of σ 1 and σ 2 .
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As shown in Figure 5 , in the subsethood based FNN model, a fuzzy input signal is transmitted along a fuzzy weight that represents an antecedent connection. The transmitted signal is quantified ij  , which denotes the mutual subsethood between the fuzzy signal S(x i ) and fuzzy weight ( , ) ij ij c  and can be computed using (4). The expression for cardinality can be evaluated for each of the four cases in terms of standard error function erf(x) represented as (8).
The case wise expressions for are given in Appendix (1).
Activity Aggregation at Rule Nodes (Product Operator)
The net activation z j of the rule node j is a product of all mutual subsethoods known as the fuzzy inner product can be evaluated as
The inner product in (9) exhibits some properties: it is bounded between 0 and 1; monotonic increasing; continuous and symmetric. The signal function for the rule node is linear.
Numeric activation values are transmitted unchanged to consequent connections.
Output Layer Signal Computation (Volume Defuzzification)
The signal of each output node is determined using standard volume based centroid defuzzification [13] . The activation of the output node is y k , and V jk 's denote consequent set volumes, then the general expression of defuzzification is
The volume V jk is simply the area of consequent fuzzy sets which are represented by Gaussian membership function. From (11), the output can be evaluated as
The signal of output node k is .
Supervised Learning (Gradient Descent
Algorithm)
The subsethood based linguistic network is trained by supervised learning. This involves repeated presentation of a set of input patterns drawn from the training set. The output of the network is compared with the desired value to obtain the error, and network weights are changed on the basis of an error minimization criterion. Once the network is trained to the desired level of error, it is tested by presenting a new set of input patterns drawn from the testing set.
Update Equations for Free Parameters
Learning is incorporated into the subsethood-linguistic model using the gradient descent method. A squared error criterion is used as a training performance parameter.
The squared error at iteration t is computed in the standard way
where is the desired value at output node k, and the error evaluated over all p outputs for a specific pattern k. Both the centers and spreads
c c  and jk  of antecedents and consequent connections are modified on the basis of update equations given as follows:
where  is the learning rate,  is the momentum parameter, and
Partial Derivative Evaluation
The expressions of partial derivatives required in these update equations are derived as follows: For the error derivative with respect to consequent centers
and the error derivative with respect to the consequent spreads
The error derivatives with respect to antecedent centers and spreads involve subsethood derivatives in the chain and are somewhat more involved to evaluate. Specifically, the error derivative chains with respect to antecedent centers and spreads are given as following, 
and and the error derivative chains with respect to input feature spread is evaluated as 1, (7) with respect to c ij , σ ij and σ i as in (23), (24) and (25). where
In these equations, the calculation of 
Function Approximation
Function approximation involves de the input-output relations using numeric input-output data. Conventional methods like linear regression are useful in cases where the relation being learnt, is linear or quasi-linear. For nonlinear function approximation multilayer neural networks are well suited to solve the problem but with the drawback of their black box nature and heuristic decisions regarding network structure and tunable parameters. Interpretability of learnt knowledge in conventional neural networks is a severe problem. On the other hand, function approximation by fuzzy systems employs the concept of dividing the input space into sub regions, and for each sub region a fuzzy rule is defined thus making the system interpretable.
The performance of the fuzzy system ally the sub regions are generated. The practical imitation arises with fuzzy systems when the input variables are increased and the number of fuzzy rules explodes leading to the problem known as the curse of dimensionality. It is now well known that both fuzzy system and neural network are universal function approximators and can approximate functions to any arbitrary degree of accuracy [13, 14] . Fuzzy neural system also has capability of approximating any continuous function or modeling a system [15-17].
There are two broad applications of function appr sethood based linguistic network proposed in th e proposed model can be oximation-prediction and interpretation. In this paper, the work has been done on applications of function approximation related to prediction. In prediction, it is expected that, in future, new observations will be encountered for which only the input values are known, and the goal is to predict a likely output value for each case. The function estimate obtained from the training data through the learning algorithm is used for this purpose.
The sub e present paper has been tested on two different approximation problem: sine-cosine function approximation and Narazaki-Ralescu function [18] .
Sine-Cosine Function
The learning capabilities of th demonstrated by approximating the sine-cosine function given by The number of free par N employs is straightforward to calculate: one spread for each numeric input; a center and a spread for each antecedent and consequent connection of a rule. For this function model employs a 2-r-1 network architecture, where r is the number of rule nodes. Therefore, since each rule has two antecedents and one consequent, an r-rule FNN system will have 6r + 2 free parameters.
Model was trained for different number of rules-, 15, 20, 30 and 50. Simulations were performed with different learning schedules given in Table 1 to study the effect of learning parameters on the performance of model. The root mean square error, evaluated for both training an d testing patterns, is given as In order to visualize the surface obtained from the test set after training the function f(x, y) = sin(x) co 250 epochs the three dimensional plots of the functio ge Function s(y) for n is nerated. Figure 7 illustrates surface plots of the function and the error surface for different values of rule counts with learning schedule as LS = 0.01. It can be observed that a model of mere 5 rules seems to be coarsely approximating the given function. The error is more where the slope of the function changes in that region. Thus, increasing the number of rules generates better approximated surface as can be observed as shown in Figure 7 . As per the observation shown in Table 2 , we can conclude that for learning schedule LS = 0.2 or higher and with small rule count the subsethood model is unable to train, resulting in oscillations in error trajectories shown as Figure 8 . This may occur due to the improper selection of learning parameters (learning rate (η) and momentum (α)) and number of rules. But with same learning parameters and higher rule counts like 30 and 50 rules model produces good approximation.
The observations for fuzzy neuro model drawn in the above experiments can be summarized as the following:
1) As the number of rules increases the approximation performance of model improves to a certain limit.
2) For higher learning rates and momentum with lower rule counts the model is unable to learn. In contrast if the learning rate and momentum are kept to small values a smooth decaying trajectory is obtained even for small rule counts.
3) In general, Model works fairly well even for simple learning schemes by keeping the learning rate and momentum fixed to small values. 4) Most of the learning is achieved in a small number of epochs.
Narazaki and Ralescu
The function is expressed as follows, Figure 9 . proximating single input-output function is 1-r-1, where r is the n mploys training and test sets generated are and the plot of the function is shown in The system architecture used for ap umber of rule nodes. The tunable parameters that model e for this application is calculated to be as, one spread for one input, and a center and a spread for each antecedent and consequent connection of rule. As each rule has one antecedent and one consequent, r rule architecture will have 4r + 1 free parameters. The model is trained using 21 training patterns. These patterns were generated at intervals of 0.05 in range [0, 1]. Thus, the training patterns are of the form:
(0, (0)), (0.05, (0.05)), , (1, (1)) y y y 
The evaluation was done using 101 test data taken at intervals of 0.01. The 
Experiments were conducted for different rule counts, using a learning rate of 0.01 and momentum of 0.01 throughout the learning procedure. Table 3 summa th rizes e performance of model in terms of indices J1 and J2 for rule counts 3 to 6. It is evident from the performance measures that for 5 or 6 rules the approximation accuracy is much better than that for 3 or 4 rules. In general up to a certain limit, as the number of rules grows, the performance of model improves. Table 4 compares the test accuracy performance index J2 for different models along with the number of rules and tunable parameters used to achieve it. With five rules our model obtained J1 = 0.9467 and J2 = 0.7403 as better than all other schemes. From the above results, it can be infer that subsethood-based FNN shows the ability to approximate function with good accuracy in comparison with other models. 
If , the expression for cardinality
In this case, there will be two crossover points h 1 and h 2 , as calculated in (5) JILSA
Expressions for

