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EXAMPLES OF NON-FINITELY GENERATED COX RINGS.
JOSE´ LUIS GONZA´LEZ AND KALLE KARU
ABSTRACT. We bring examples of toric varieties blown up at a point in the torus that do
not have finitely generated Cox rings. These examples are generalizations of [6] where
toric surfaces of Picard number 1were studied. In this article we consider toric varieties of
higher Picard number and higher dimension. In particular, we bring examples of weighted
projective 3-spaces blown up at a point that do not have finitely generated Cox rings.
1. INTRODUCTION
We work over an algebraically closed field k of characteristic 0.
Our aim in this article is to bring examples of varieties X that do not have finitely gen-
erated Cox rings. Our varieties X are toric varieties X∆ blown up at a point t0 in the torus.
In [6] we constructed examples of such toric surfaces X∆ of Picard number 1. In this arti-
cle we generalize this construction to toric varieties of higher Picard number and higher
dimension.
Let us recall the definition by Hu and Keel [9] of the Cox ring of a normal projective
variety X:
Cox(X) =
⊕
[D]∈Cl(X)
H0(X,OX(D)).
Giving a ring structure to this space involves some choices, but finite generation of the re-
sulting k-algebra does not depend on the choices. A normal projective Q-factorial variety
X is called a Mori Dream Space (MDS) if Cox(X) is a finitely generated k-algebra.
The construction in [6] was based on the examples of blowups at a point of weighted
projective planes by Goto, Nishida and Watanabe [7] and the geometric description of
these examples by Castravet and Tevelev [3]. A basic fact about Cox rings is that on aMDS
X every nef divisor is semiample (i.e. there exists a positive multiple of the divisor that has
no base locus and defines a morphism X → Pn). To prove that X is not a MDS, it suffices
to find a nef divisor D that is not semiample. The examples in [6] have Picard number 2
and there is essentially a unique choice for D. The class of D necessarily has to lie on the
boundary of the (2-dimensional) nef cone. One of the boundary rays is generated by the
class H of the pullback of an ample divisor on X∆, which is clearly semiample. It follows
that D must lie on the other boundary ray. In the case where X is a surface, this other
The second author was supported by a NSERC Discovery grant.
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boundary ray is determined if we can find a curve C of negative self-intersection on X,
different from the exceptional curve.
In general, the existence of a nef divisorD on X that is not semiample is only a sufficient
condition for X being a non-MDS. When X∆ is a weighted projective plane P(a, b, c), then
Cutkosky [4] has shown that X is a MDS if and only if the divisorD as above is semiample.
There are two essential differences in the proof of non-finite generation when going to
higher Picard number or higher dimension. In the case of surfaces Xwith Picard number
p > 2we still look for a curve C ⊂ X of negative self-intersection. This curve now defines
a (p − 1)-dimensional face of the nef cone and there is no obvious choice for the non-
semiample divisor D. We show that a general divisor on this face is not semiample.
In dimension greater than 2 we will encounter normal projective varieties X that are
not Q-factorial. For such varieties the Cox ring and MDS are defined in the same way
as above. (This generalizes slightly the definition of Hu and Keel [9] who required a
MDS to be Q-factorial.) In this greater generality, if X has a free class group and a finitely
generated Cox ring, then its cones of effective, moving, semiample and nef divisors are
polyhedral [1, Theorem 4.2, Theorem 7.3, Remark 7.6]. Moreover, the cones of nef Cartier
divisors and semiample Cartier divisors coincide [1, Corollary 7.4]. In our examples we
find nef Cartier divisors D that are not semiample and hence X is not a MDS.
Acknowledgment. We thank Ju¨rgen Hausen for explaining us various details in the
definition of Cox rings.
2. STATEMENT OF THE MAIN RESULTS.
We use the terminology of toric varieties from [5]. Let X∆ be the toric variety defined
by a rational convex polytope ∆ and let X be the blowup of X∆ at a general point, which
we can assume to be the identity point t0 = (1, 1, . . . , 1) in the torus. We are interested in
the Cox ring of X.
2.1. The case of surfaces. Let ∆ be a convex plane 4-gon with rational vertices (0, 0),
(0, 1), PL = (xL, yL), PR = (xR, yR), where xL < 0 and xR > 0 (see Figure 1). The polygon
can equivalently be defined by the slopes of its sides, s1, s2, s3, s4. We will assume that
the slope s2 of the side connecting (0, 0) and PR satisfies 0 ≤ s2 < 1. When xR ≤ 1, this
can always be achieved without changing the isomorphism class of X∆ by applying an
integral shear transformation (x, y) 7→ (x, y+ ax) for some a ∈ Z to the polytope.
Choose m > 0 such that m∆ is integral. We study lattice points in m∆. Let us denote
by column c inm∆ the set of lattice points with first coordinate x = c.
Theorem 2.1. Let ∆ be a rational plane 4-gon as above. Assume that 0 ≤ s2 < 1 and letm > 0
be sufficiently large and divisible so thatm∆ is integral. The variety X = Blt0 X∆ is not a MDS if
the following two conditions are satisfied:
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FIGURE 1. Polygon ∆.
(1) Let w = xR − xL be the width of ∆. Thenw < 1.
(2) Let the column mxL + 1 in m∆ consist of n points (mxL + 1, b + i), i = 0, . . . , n − 1.
Then
(a) columns mxR,mxR − 1, . . . ,mxR − n + 1 in m∆ have 1, 2, . . . , n lattice points,
respectively;
(b) myL is not equal to b+ i, i = 1, . . . , n− 1.
If the widthw = 1 or ∆ degenerates to a triangle with slopes s1 = s2, then X is not a MDS if in
addition to (1’) w ≤ 1 and (2) the following holds:
(3) Let s = yR−yL
w
be the slope of the line joining the left and right vertices. ThenmyL 6= b−ns.
Example 2.2. Consider ∆ with (xL, yL) = (−3/4, 1/2) and (xR, yR) = (1/4, 3/4).
4∆ (1,3)(−3,2)
(−2,−3) (3,−1)
(−2,3)
(1,1)
FIGURE 2. Polygon 4∆ and the corresponding (outer) normal fan.
In this case w = 1 and n = 1. When n = 1 condition (2) of the theorem is vacuously true
and condition (3) states that the single lattice point in column mxL + 1 does not lie on the line
joining the left and right vertices. (These conditions still hold after applying an integral shear
transformation as above, hence the assumption 0 ≤ s2 < 1 is not necessary in the n = 1 case.)
This gives an example of a surface X of Picard number 3 that is not a MDS. Notice that if we move
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the vertex (xR, yR) to (1/4, 1) or (1/4, 7/6), but not (1/4, 1/2), the theorem applies and we again
get an example of a non-MDS.
When ∆ degenerates to a triangle then Theorem 2.1 reduces to the case considered in
[6]. In the case of a triangle, He [8] has generalized condition (2a) to a weaker one. We
expect that such a generalization also exists in the case of 4-gons.
By a result of Okawa [10], if Y → X is a surjective morphism of (not necessarily Q-
factorial) normal projective varieties, and X is not a MDS, then Y is also not a MDS. Thus,
if X = Blt0 X∆ is not a MDS, we can replace X∆ with any toric blowup X∆^ to produce
non-MDS of higher Picard number. Our methods do not give examples of surfaces other
than the ones obtained from a plane 4-gon. The proof below shows that finite generation
of the Cox ring of X only depends on the singularities at the two torus fixed points cor-
responding to PL, PR and the curve of negative self-intersection C ⊂ X passing through
these points. If X∆ has toric divisors that do not pass through the two torus fixed points,
then these can be contracted.
2.2. Higher dimensional varieties. We first generalize Theorem 2.1 to dimension 3 and
then discuss generalizations to dimension 4 and higher.
Let now ∆ be a rational convex 3-dimensional polytope with vertices (0, 0, 0), (0, 1, 0),
(0, 0, 1), PL = (xL, yL, zL), PR = (xR, yR, zR), where xL < 0 and xR > 0. We allow ∆ to
degenerate to a tetrahedron, where the points (0, 0, 0), PL, PR are collinear.
z
x
y
∆
1
1
(xL, yL, zL)
0
(xR, yR, zR)
FIGURE 3. Polytope ∆.
We assume that 0 ≤ yR
xR
, zR
xR
< 1. When xR ≤ 1, this can be achieved by applying an
integral shear transformation to the polytope.
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Letm∆ be integral. A slice c ofm∆ consists of all lattice points inm∆ with first coordi-
nate x = c. Such a slice forms a right triangle with n lattice points on each side. We say
that the slice has size n.
Theorem 2.3. Let ∆ be a 3-dimensional polytope as above. Assume that 0 ≤ yR
xR
, zR
xR
< 1 and let
m > 0 be sufficiently large and divisible so thatm∆ is integral. The variety X = Blt0 X∆ is not a
MDS if the following three conditions are satisfied:
(1) Let w = xR − xL be the width of ∆. Thenw ≤ 1.
(2) Let the slice mxL + 1 in m∆ have size n with points (mxL + 1, b + i, c + j), i, j ≥ 0,
i+ j < n. Then
(a) the slicesmxR,mxR − 1, . . . ,mxR − n+ 1 inm∆ have size 1, 2, . . . , n, respectively;
(b) (myL,mzL) is not equal to (b+ i, c+ j) for any i, j ≥ 1, i+ j < n.
(3) Let sy =
yR−yL
w
, sz =
zR−zL
w
be the two slopes of the line joining left and right vertices. Then
(a) (myL,mzL) 6= (b− nsy, c− nsz);
(b) (i) ifmyL = b− nsy and c < mzL < c+ n, then sy 6= 0;
(ii) ifmzL = c− nsz and b < myL < b+ n, then sz 6= 0;
(iii) ifmyL+mzL = b−nsy+c−nsz and b < myL, c < mzL, then sy+sz 6= −1.
The case n = 1 of the theorem simplifies considerably as follows.
Corollary 2.4. Let ∆ be a 3-dimensional polytope as above and let m > 0 be sufficiently large
and divisible so thatm∆ is integral. The variety X = Blt0 X∆ is not a MDS if the following three
conditions are satisfied:
(1) w = xR − xL ≤ 1.
(2) The slicemxL + 1 inm∆ consists of a single lattice point P.
(3) The point P does not lie on the line joining the left and right vertices ofm∆.
Theorem 2.3 in particular applies to the case where ∆ is a tetrahedron. The statement
also simplifies in this case.
Corollary 2.5. Let ∆ be a 3-dimensional tetrahedron as above, where the points (0, 0, 0), PL, PR
are collinear. Let m > 0 be sufficiently large and divisible so that m∆ is integral. The variety
X = Blt0 X∆ is not a MDS if the following three conditions are satisfied:
(1) w = xR − xL ≤ 1.
(2) Let the slicemxL + 1 inm∆ have size n. Then the slicemxR − n + 1 inm∆ has size n.
(3) Let sy =
yR−yL
w
, sz =
zR−zL
w
be the two slopes of the line joining left and right vertices. Then
n(sy, sz) /∈ Z
2.
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We will study the tetrahedron case further to find examples where X∆ is a weighted
projective space P(a, b, c, d). Let (xL, xR, y0, z0) be such that
(xL, yL, zL) = xL(1, y0, z0),
(xR, yR, zR) = xR(1, y0, z0).
Then the 4-tuple of rational numbers (xL, xR, y0, z0) determines the tetrahedron ∆. The
normal fan to ∆ has rays generated by
(2.1) (y0 + z0 −
1
xL
,−1,−1), (y0 + z0 −
1
xR
,−1,−1), (−y0, 1, 0), (−z0, 0, 1).
The slicemxL + 1 inm∆ can be identified with lattice points in the triangle with vertices
(y0, z0), (y0 −
1
xL
, z0), (y0, z0 −
1
xL
). It has size
n = 1+ ⌊y0 + z0 −
1
xL
⌋− ⌈y0⌉ − ⌈z0⌉.
Similarly, the slicemxR − n + 1 inm∆ can be identified with lattice points in the triangle
with vertices (n− 1)(y0, z0), (n− 1)(y0 −
1
xR
, z0), (n− 1)(y0, z0 −
1
xR
). It has size
1− ⌈(n − 1)(y0 + z0 −
1
xR
)⌉+ ⌊(n− 1)y0⌋+ ⌊(n− 1)z0⌋.
We can now state Corollary 2.5 in terms of (xL, xR, y0, z0).
Corollary 2.6. Let ∆ be a tetrahedron given by the 4-tuple of rational numbers (xL, xR, y0, z0),
with xL < 0 and xR > 0. The variety X = Blt0 X∆ is not a MDS if the following three conditions
are satisfied:
(1) w = xR − xL ≤ 1.
(2) Let
n = 1+ ⌊y0 + z0 −
1
xL
⌋− ⌈y0⌉ − ⌈z0⌉.
Then also
n = 1− ⌈(n− 1)(y0 + z0 −
1
xR
)⌉+ ⌊(n − 1)y0⌋ + ⌊(n− 1)z0⌋.
(3) n(y0, z0) /∈ Z
2.
Note that the statements of Corollaries 2.4, 2.5 and 2.6 do not depend on the assump-
tion 0 ≤ yR
xR
, zR
xR
< 1. The three conditions are the same after applying an integral shear
transformation as above.
Example 2.7. Let xL = −3/5, xR = 6/17, y0 = 1/3, z0 = 1/2. The three conditions of Corol-
lary 2.6 are satisfied with w = 81/85 and n = 1. The normal fan has rays generated by
(5,−2,−2), (−2,−1,−1), (−1, 3, 0), (−1, 0, 2).
These vectors generate the lattice Z3, and X∆ is the weighted projective space P(17, 20, 18, 27).
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Example 2.8. Let xL = −2/3, xR = 1/3, y0 = 1/2, z0 = 1/2. The three conditions are again
satisfied withw = 1 and n = 1. The normal fan has rays generated by
(5,−2,−2), (2,−3,−3), (−1, 2, 0), (−1, 0, 2).
These vectors generate a sublattice of index 2 in Z3, and X∆ is the quotient of P(2, 6, 11, 11) by a
2-element subgroup of the torus.
Example 2.9. Let xL = −5/18, xR = 5/7, y0 = 2/5, z0 = 1. Here w = 125/126 < 1 and n = 4.
However,
1− ⌈(n− 1)(y0 + z0 −
1
xR
)⌉+ ⌊(n− 1)y0⌋ + ⌊(n − 1)z0⌋ = 5,
and hence Corollary 2.6 does not apply to the blowup of X∆ = P(7, 18, 5, 25).
Remark 2.10. Given a polytope ∆, one can project it to the xy-plane or the xz-plane to get a
plane 4-gon. The slice c inm∆ has size no bigger than the corresponding column c in the
projection. This implies that if the projection of ∆ satisfies the conditions of Theorem 2.1
with n = 1, then ∆ satisfies the conditions in Corollary 2.4. Thus, one can construct 3-
dimensional polytopes by lifting 2-dimensional polygons. However, Examples 2.7 and
2.8 are genuinely new: they can not be reduced to 2-dimensional cases by projection. This
can be seen as follows. The projection of the tetrahedron to the xy-plane is a triangle
determined by (xL, xR, y0). The three conditions of Theorem 2.1 in the case n = 1 are:
(1) w = xR − xL ≤ 1.
(2) 1 = 1+ ⌊y0 −
1
xL
⌋− ⌈y0⌉.
(3) y0 /∈ Z.
In Examples 2.7 and 2.8 the second condition is not satisfied. Similarly, projecting to the
xz-plane, the condition 1 = 1+ ⌊z0 −
1
xL
⌋− ⌈z0⌉ is not satisfied.
In [6] we gave an algorithm for checking if the blowup of a weighted projective plane
satisfies the assumptions of Theorem 2.1. We will state a similar result in dimension 3.
Consider the weighted projective space P(a, b, c1, c2). We say that (e, f, g1, g2) ∈ Z
4
>0 is
a relation in degree d if
ea+ fb = g1c1 = g2c2 = d.
We require for a relation (e, f, g1, g2) that
gcd(e, f, g1) = gcd(e, f, g2) = gcd(g1, g2) = 1.
(If x, y, z1, z2 are variables of degree a, b, c1, c2 respectively, then x
eyf, zg11 , z
g2
2 are three
monomials of degree d. They correspond to the three lattice points in ∆.)
Theorem 2.11. Let P(a, b, c1, c2) be a weighted projective space with a relation (e, f, g1, g2) in
degree d. Then Blt0 P(a, b, c1, c2) is not a MDS if the following three conditions are satisfied:
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(1) Let
w =
d3
abc1c2
.
Then w ≤ 1.
(2) Consider integers δ1, δ2 ≤ 0 such that the vector
1
g1g2
(b, a) +
(δ1
g1
+
δ2
g2
)
(e,−f)
has non-negative integer entries. The set of such (δ1, δ2) forms a slice of size n. Then the
integers γ1, γ2 ≥ 0 such that
n − 1
g1g2
(b, a) +
(γ1
g1
+
γ2
g2
)
(e,−f)
has non-negative integer entries must also form a slice of size n.
(3) With n as above,
n
g1g2
(b, a) /∈ Z2.
To check if some P(a, b, c1, c2) satisfies the assumptions of the theorem, we first deter-
mine g1, g2. The conditions g1c1 = g2c2 and gcd(g1, g2) = 1 imply that g1 = c2/ gcd(c1, c2),
g2 = c1/ gcd(c1, c2). After that we check that w ≤ 1, find e, f, and compute the two slices.
Table 1 lists examples with a, b, c1, c2 < 50 that were found using a computer. We
have omitted some isomorphic weighted projective spaces from this table. For exam-
ple, P(a, b, c1, c2) ∼= P(da, db, dc1, dc2) for any d > 0. Similarly, if a prime p divides all
numbers a, b, c1, c2 except one, we can divide the three numbers by p to get isomorphic
weighted projective spaces. The table lists only spaces P(a, b, c1, c2)where every triple in
{a, b, c1, c2} has no common divisor greater than 1.
Corollaries 2.4, 2.5 and 2.6 have obvious generalizations to higher dimension. Similarly,
Theorem 2.11 can be generalized to dimension r. We need to consider weighted projective
spaces P(a, b, c1, c2, . . . , cr−1) with a relation (e, f, g1, g2, . . . , gr−1). Wherever there is a
term with c1 and c2 (or g1, g2) in Theorem 2.11, we need to add terms with c3, . . . , cr−1
(or g3, . . . , gr−1). Table 2 lists weighted projective 4-spaces with a, b, ci < 65. Again, only
normalized numbers are listed.
3. PROOF OF THEOREM 2.1
We use standard notation from birational geometry. Let N1(X) (resp. N1(X)) be the
group of numerical equivalence classes of Cartier divisors (resp. 1-cycles). Let NE(X) ⊂
N1(X)R be the closed Kleiman-Mori cone of curves, and Nef(X) ⊂ N
1(X)R the dual cone
of nef divisors.
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P(a, b, c1, c2) (e, f, g1, g2) n
P(47, 13, 12, 30) (1, 1, 5, 2) 1
P(19, 41, 15, 20) (1, 1, 4, 3) 3
P(43, 17, 15, 20) (1, 1, 4, 3) 1
P(26, 49, 15, 25) (1, 1, 5, 3) 3
P(11, 32, 18, 27) (2, 1, 3, 2) 2
P(13, 28, 18, 27) (2, 1, 3, 2) 2
P(17, 20, 18, 27) (2, 1, 3, 2) 1
P(47, 7, 18, 27) (1, 1, 3, 2) 1
P(23, 44, 18, 45) (2, 1, 5, 2) 2
P(29, 32, 18, 45) (2, 1, 5, 2) 1
P(23, 20, 22, 33) (2, 1, 3, 2) 1
P(25, 16, 22, 33) (2, 1, 3, 2) 1
P(29, 20, 26, 39) (2, 1, 3, 2) 1
P(a, b, c1, c2) (e, f, g1, g2) n
P(31, 16, 26, 39) (2, 1, 3, 2) 1
P(29, 50, 27, 36) (2, 1, 4, 3) 2
P(31, 46, 27, 36) (2, 1, 4, 3) 1
P(35, 38, 27, 36) (2, 1, 4, 3) 1
P(43, 49, 27, 45) (2, 1, 5, 3) 1
P(44, 47, 27, 45) (2, 1, 5, 3) 1
P(17, 33, 28, 42) (3, 1, 3, 2) 1
P(19, 27, 28, 42) (3, 1, 3, 2) 1
P(37, 16, 30, 45) (2, 1, 3, 2) 1
P(23, 27, 32, 48) (3, 1, 3, 2) 1
P(43, 46, 33, 44) (2, 1, 4, 3) 1
P(47, 38, 33, 44) (2, 1, 4, 3) 1
P(49, 34, 33, 44) (2, 1, 4, 3) 1
TABLE 1. Weighted projective spaces P(a, b, c1, c2), a, b, c1, c2 < 50, with
relation (e, f, g1, g2), that satisfy the conditions of Theorem 2.11.
P(a, b, c1, c2, c3) (e, f, g1, g2, g3) n
P(47, 13, 12, 30, 60) (1, 1, 5, 2, 1) 1
P(19, 11, 13, 52, 52) (1, 3, 4, 1, 1) 3
P(21, 10, 13, 52, 52) (2, 1, 4, 1, 1) 1
P(19, 41, 15, 20, 60) (1, 1, 4, 3, 1) 3
P(43, 17, 15, 20, 60) (1, 1, 4, 3, 1) 1
P(22, 7, 17, 51, 51) (2, 1, 3, 1, 1) 1
P(11, 32, 18, 27, 54) (2, 1, 3, 2, 1) 2
P(13, 28, 18, 27, 54) (2, 1, 3, 2, 1) 2
P(a, b, c1, c2, c3) (e, f, g1, g2, g3) n
P(17, 20, 18, 27, 54) (2, 1, 3, 2, 1) 1
P(47, 7, 18, 27, 54) (1, 1, 3, 2, 1) 1
P(25, 7, 19, 57, 57) (2, 1, 3, 1, 1) 1
P(53, 7, 20, 30, 60) (1, 1, 3, 2, 1) 1
P(15, 7, 26, 52, 52) (3, 1, 2, 1, 1) 1
P(9, 13, 29, 58, 58) (5, 1, 2, 1, 1) 1
P(17, 7, 29, 58, 58) (3, 1, 2, 1, 1) 1
P(19, 7, 32, 64, 64) (3, 1, 2, 1, 1) 1
TABLE 2. Weighted projective spaces P(a, b, c1, c2, c3), a, b, c1, c2, c3 < 65,
with relation (e, f, g1, g2, g3) that satisfy the conditions of Theorem 2.11 in
dimension 4.
We prove Theorem 2.1 by contradiction. We assume that X is a MDS and produce a
nef divisor D that is not semiample. Note that X being a MDS implies that its nef cone is
polyhedral, generated by a finite number of semiample divisor classes.
Let ∆ be a plane 4-gon as in the theorem. The toric variety X∆ is Q-factorial and has
Picard number 2. The blowup X has Picard number 3. (We will deal with the case where
∆ is a triangle or w = 1 later.) The 4-gon contains two lattice points, (0, 0) and (0, 1).
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Consider the irreducible curve in the torus T defined by the vanishing of the binomial
χ(0,0) − χ(0,1) = 1− y,
and let C ⊂ X∆ be its closure. Considering C as a Q-Cartier divisor in X∆, it has class
corresponding to the polygon ∆. This implies that its self-intersection number is
C
2
= 2Area(∆) = w.
If nowC is the strict transform ofC inX, thenC has divisor class pi∗C−E, where pi : X→ X∆
is the blowup map and E is the exceptional divisor. Hence C2 = w − 1 < 0. This implies
that C defines an extremal ray in the cone NE(X) and C⊥ defines a 2-dimensional face in
the 3-dimensional nef cone of X. We will show that a general divisor D ∈ C⊥ ∩Nef(X) is
not semiample.
Let us start by describing the face of the nef cone defined by C⊥. A nef divisor in X
has the form H − aE, where a ≥ 0 and H is the pullback of a nef divisor in X∆. We
may assume that a 6= 0, and even more specifically that a = 1. Indeed, if a = 0 and
(H−aE) ·C = 0, then also H = 0 because C is ample on X∆. The divisor H corresponds to
a convex polygon with sides parallel to the sides of ∆. (The polygon may be degenerate
if some side has length 0). Let us define the width of H as the width of the corresponding
polygon.
Lemma 3.1. A nef divisor H− E lies in C⊥ if and only if the width of H is equal to 1.
Proof. Let∆ ′ be the polygon corresponding toH and letm > 0 be such thatm∆ ′ is integral.
Denote by QL and QR the left and right vertices of m∆
′ (which are necessarily distinct).
Consider the divisor in T defined by the vanishing of
χQL − χQR .
LetD be its closure in X∆ and letD = pi
∗D−mE in X. Then D has classm(H− E).
Let us compute the intersection number D · C. The two curves intersect only in the
torus T . We may multiply the equation χQL − χQR with χ−QL to put it in the form 1 − xiyj.
Here i/m is the width of the polygon ∆ ′. Now the intersection
V(1− xiyj) ∩ V(1− y)
has i points with multiplicity 1. This implies that
D · C = D · C+mE · E = i−m,
which is zero if and only if i = m. 
Let now D be a general nef Q-divisor on X in the class H − E, where H is defined by a
polygon ∆ ′ of width 1. Since D is a general divisor on the 2-dimensional face of Nef(X),
we may assume that ∆ ′ is a 4-gon. We wish to show that D is not semiample. More
EXAMPLES OF NON-FINITELY GENERATED COX RINGS. 11
precisely, we show that for any m sufficiently large and divisible, all global sections of
OX(mD) vanish at the T -fixed point corresponding to the left vertex PL.
Let m > 0 be an integer such that m∆ ′ is integral. Let QL, QR be the left and right
vertices of ∆ ′. Global sections of OX(mD) have the form
f =
∑
q∈m∆ ′
aqχ
q aq ∈ k, f vanishes to order at leastm at t0.
Such a global section f vanishes at the T -fixed point corresponding to PL if and only if
amQL = 0. The condition that f vanishes to order at least m at t0 can be expressed by
saying that all partial derivatives of f up to orderm−1 vanish at the point t0 = (1, 1). Now
the vanishing of the coefficient amQL is equivalent to the existence of a partial derivative
D of order at mostm− 1 such that for q ∈ m∆ ′
D(χq)|t0 =
{
0 if q 6= mQL,
c 6= 0 if q = mQL.
As in [6], it is enough to find such a derivative D after an integral translation of m∆ ′
(which corresponds to multiplication of f with a monomial). We translate m∆ ′ so that
its right vertexmQR has coordinates (m − 2, 0). Then its left vertexmQL has coordinates
(−2, β) for some β ∈ Z. We choose D of the form
D = ∂m−n−1x D˜,
where D˜ has order at most n. Note that ∂m−n−1x vanishes when applied to monomials
χq = xiyj, 0 ≤ i < m − n − 1. After applying ∂m−n−1x to the monomials χ
q, q ∈ m∆ ′, the
results with nonzero coefficients can be divided into three sets:
S1 = {x
−A−1yβ},
S2 = {x
−AyB+j}j=0,...,n−1,
S3 = {x
iyj}i,j≥0,i+j<n.
Here β is as above, A = m − n and B ∈ Z. We used here conditions 0 ≤ s2 < 1 and
(2a) of Theorem 2.1 to describe the set S3. It is shown in Lemma 4.1 below that up to a
nonzero constant factor there is a unique partial derivative D˜ of degree n that vanishes
on monomials in S2 and S3 when evaluated at t0. When applied to the monomial in S1, its
value at t0 is
(β− B− 1)(β− B − 2) · · · (β− B− n + 1)(β− B −
nB
A
).
Weneed to check when this expression is nonzero. The condition β 6= B+j, j = 1, . . . , n−1
is precisely condition (2b) in Theorem 2.1. (Notice that condition (2) of Theorem 2.1 only
depends on the configuration of lattice points near the vertices mPl,mPR. The condition
does not change if we replacem∆withm∆ ′ or its translation.) We claim that the condition
β − B − nB
A
6= 0 can always be satisfied by choosing the divisor D general. Indeed, first
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notice that replacing m by any of its positive multiples preserves the hypothesis of the
theorem. We can vary D in the 2-dimensional face of the nef cone by moving the left
vertex of ∆ ′ up or down. Form fixed, this deformation changes both β and B by the same
amount and leaves A fixed. We can then choose m sufficiently divisible and a new D in
the 2-dimensional face of the nef cone such thatm∆ ′ is integral and β − B− nB
A
6= 0. This
finishes the proof of the first half of Theorem 2.1.
Consider now the second half of Theorem 2.1, where w = 1 or ∆ is a triangle. If w = 1,
then the curve C as above has C2 = 0. This implies that C lies on the boundary of the
cone NE(X), but may not define an extremal ray. If C spans an extremal ray of NE(X) we
obtain the desired conclusion proceeding as before. Hence we assume that C⊥ ∩Nef(X)
is a 1-dimensional face of the nef cone. Since C itself is nef, this 1-dimensional face must
be generated by C, hence D = C. This means that in the proof above we need to use
∆ ′ = ∆ and we can not deform it. That gives us the extra condition β − B − nB
A
6= 0. This
condition with A = m− n, β = myL −myR and B = b−myR is precisely condition (3) in
Theorem 2.1.
In the case of a triangle, X has Picard number two. For any w ≤ 1, C spans an extremal
ray of NE(X) andD = 1
w
pi∗C− E spans an extremal ray of Nef(X). Thus, we use ∆ ′ = 1
w
∆
and Condition (3) of the theorem again gives non-vanishing of β− B − nB
A
.
4. NON-VANISHING DERIVATIVES.
In this section we prove the claim about the existence of the derivative D˜ made in the
last section and then generalize this result to dimension 3.
Lemma 4.1. Let A,B, β, n ∈ Z, A > 0, n > 0. Consider three sets of monomials
S1 = {x
−A−1yβ},
S2 = {x
−AyB+j}j=0,...,n−1,
S3 = {x
iyj}i,j≥0,i+j<n.
There exists a nonzero partial derivative D˜ of degree n such that D˜ applied to monomials in S2
and S3 vanishes at t0 = (1, 1). This derivative is unique up to a constant factor. The derivative D˜
applied to the monomial in S1 and evaluated at t0 is
(β− B− 1)(β− B − 2) · · · (β− B− n + 1)(β− B −
nB
A
).
Proof. It was noted by Castravet [2] that the existence of such a partial derivative D˜ is
equivalent to the existence of a plane curve of degree n that passes through the lattice
points (a, b) for xayb ∈ S2 ∪ S3. Indeed, we may replace partial derivatives ∂x, ∂y with
logarithmic partial derivatives x∂x, y∂y. Now if p(X, Y) is a polynomial, then
p(x∂x, y∂y)(x
ayb)|t0 = p(a, b).
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Instead of the derivative D˜ we will construct such a polynomial p(X, Y).
We use the notation
[X]i = X(X− 1) · · · (X− i+ 1).
The general degree n polynomial that vanishes at (a, b) for all xayb ∈ S3 has the form
p(X, Y) =
n∑
i=0
ci[X]n−i[Y]i
for ci ∈ k. We need that p(a, b) also vanishes when x
ayb ∈ S2. This means that, up to a
constant factor
p(−A, Y) = [Y − B]n.
Note that [−A]n−i[Y]i for i = 0, . . . , n form a basis for the space of all polynomials in Y of
degree at mostn. It follows that we can solve for ci uniquely from this equation. However,
we can find p(−A− 1, Y)without solving for ci.
Let us evaluate p(X, Y) at X = −A − 1.
p(−A− 1, Y) =
∑
i
ci[−A]n−i
A+ n − i
A
[Y]i =
A+ n
A
p(−A, Y) −
1
A
∑
i
ici[−A]n−i[Y]i.
Similarly we find
p(−A, Y − 1) =
∑
i
ci[−A]n−i[Y]i
Y − i
Y
= p(−A, Y) −
1
Y
∑
i
ici[−A]n−i[Y]i.
We can eliminate the sums in the two expressions to get
Ap(−A− 1, Y) = (A+ n − Y)p(−A, Y) + Yp(−A, Y − 1)
= (A+ n − Y)[Y − B]n + Y[Y − B− 1]n
= [Y − B − 1]n−1(YA−AB− nB).
Dividing both sides by A and substituting Y = β gives the result. 
Let us now generalize the previous lemma to dimension 3. Consider three sets of lattice
points
T1 = {(−A− 1, β, γ)},
T2 = {(−A,B+ i, C+ j)}i,j≥0,i+j<n,
T3 = {(l, i, j)}l,i,j≥0,l+i+j<n,
for some A,B, C, β, γ, n ∈ Z, A > 0, n > 0. We want to find a degree n polynomial
p(X, Y, Z) that vanishes on T2 and T3, but not on T1.
The general polynomial that vanishes on T3 has the form
(4.1) p(X, Y, Z) =
∑
i,j≥0;i+j≤n
cij[X]n−i−j[Y]i[Z]j.
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As before we find
p(−A−1, Y, Z) =
A+ n
A
p(−A, Y, Z)−
1
A
∑
i,j
icij[−A]n−i−j[Y]i[Z]j−
1
A
∑
i,j
jcij[−A]n−i−j[Y]i[Z]j,
p(−A, Y − 1, Z) = p(−A, Y, Z) −
1
Y
∑
i,j
icij[−A]n−i−j[Y]i[Z]j,
p(−A, Y, Z− 1) = p(−A, Y, Z) −
1
Z
∑
i,j
jcij[−A]n−i−j[Y]i[Z]j.
Eliminating the sums from the three equations we get
Ap(−A− 1, Y, Z) = (A+ n − Y − Z)p(−A, Y, Z) + Yp(−A, Y − 1, Z) + Zp(−A, Y, Z− 1).
The polynomial p(X, Y, Z) must vanish at points (−A, Y, Z) ∈ T2. There is an (n + 1)-
dimensional space of degree n polynomials in Y, Z that vanish at these points. A basis for
this space is given by [Y − B]d[Z − C]n−d, d = 0, . . . , n. Let p = pd be a polynomial as in
(4.1) with the coefficients cij chosen such that
pd(−A, Y, Z) = [Y − B]d[Z− C]n−d.
When d = n, we get the polynomial from the 2-dimensional case pn(−A, Y, Z) = [Y − B]n,
which at X = −A− 1 is
pn(−A− 1, Y, Z) = [Y − B − 1]n−1(Y − B−
nB
A
).
Similarly, the polynomial p0 satisfies
p0(−A− 1, Y, Z) = [Z− C− 1]n−1(Z− C−
nC
A
).
For 0 < d < nwe can express
Apd(−A− 1, Y, Z) = (A+ n − Y − Z)pd(−A, Y, Z) + Ypd(−A, Y − 1, Z) + Zpd(−A, Y, Z− 1)
= (A+ n− Y − Z)[Y − B]d[Z− C]n−d + Y[Y − B− 1]d[Z− C]n−d + Z[Y − B]d[Z− C − 1]n−d
= [Y − B− 1]d−1[Z− C − 1]n−d−1
(
(A+ n − Y − Z)(Y − B)(Z− C)
+Y(Y − B − d)(Z− C) + Z(Y − B)(Z− C− (n− d))
)
.
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Let us change variables to Y¯ = Y − B, Z¯ = Z − C. The polynomials pd(−A − 1, Y, Z) can
then be simplified to
p0(−A− 1, Y, Z) = [Z¯− 1]n−1(Z¯−
nC
A
),
pn(−A− 1, Y, Z) = [Y¯ − 1]n−1(Y¯ −
nB
A
),
pd(−A− 1, Y, Z) = [Y¯ − 1]d−1[Z¯− 1]n−d−1
(
Y¯Z¯−
dB
A
Z¯−
(n− d)C
A
Y¯
)
= [Y¯ − 1]d−1[Z¯− 1]n−d−1
(
d
n
Z¯(Y¯ −
nB
A
) +
n − d
n
Y¯(Z¯−
nC
A
)
)
, 0 < d < n.
Let β¯ = β − B, γ¯ = γ − C, where (−A − 1, β, γ) is the point in T1. We need to determine
when pd(−A− 1, β, γ) does not vanish for some d.
Lemma 4.2. There exists 0 ≤ d ≤ n such that pd(−A − 1, β, γ) does not vanish if and only if
the following conditions hold:
(1) (β¯, γ¯) 6= (i, j) for any i, j ≥ 1, i+ j < n.
(2) (β¯, γ¯) 6= (nB
A
, nC
A
).
(3) (a) If β¯ = 0 and 0 < γ¯ < n, then B 6= 0.
(b) If γ¯ = 0 and 0 < β¯ < n, then C 6= 0.
(c) If β¯+ γ¯ = n and 0 < β¯, γ¯ < n, then B + C 6= A.
Proof. Let us call [Y¯ − 1]d−1[Z¯− 1]n−d−1 the first part of pd and the remainder the last part.
Similarly for p0 and pn.
Consider cases:
• 0 < β¯, γ¯, β¯+ γ¯ < n. Then the first part of every pd vanishes at (β¯, γ¯).
• (β¯, γ¯) = (nB
A
, nC
A
). Then the last part of every pd vanishes at (β¯, γ¯).
• β¯ = 0 and 0 < γ¯ < n. If every pd vanishes at (β¯, γ¯), then in particular pn van-
ishes, which implies B = 0. Conversely, if B = 0, then every pd vanishes. Similar
argument applies to the case γ¯ = 0 and 0 < β¯ < n.
• β¯ + γ¯ = n and 0 < β¯, γ¯ < n. Let β¯ = d > 0, γ¯ = n − d > 0. Then pd is the only
polynomial whose first part does not vanish at (β¯, γ¯). The last part of pd vanishes
if and only if B + C = A.
• All other (β¯, γ¯). There exist two different d such that the first part of pd does not
vanish at (β¯, γ¯). If both last parts vanish at (β¯, γ¯) then (β¯, γ¯) = (nB
A
, nC
A
).

5. PROOFS IN DIMENSION 3.
We start with the proof of Theorem 2.3.
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Let ∆ be the polytope in Theorem 2.3. The variety X∆ is not Q-factorial and has Picard
number 1. (To see the Picard number, consider deformations of the polytope by moving
facets in the normal direction. We may keep one vertex, say the origin, fixed and move
the remaining two facets. There is a one parameter family of such deformations, given
by moving the vertex (0, 1, 0) along the y-axis.) Let H be the class of the Q-Cartier divisor
corresponding to the polytope ∆. Then H generates Pic(X∆)R. The space Pic(X)R = N
1(X)
is generated by (the pullback of) H and the class E of the exceptional divisor.
We construct a curve C ⊂ X that is analogous to a curve of negative self-intersection on
a surface. The polytope ∆ contains 3 lattice points (0, 0, 0), (0, 1, 0) and (0, 0, 1). Consider
two surfaces in the torus T defined by the vanishing of
χ(0,0,0) − χ(0,1,0) = 1− y,
χ(0,0,0) − χ(0,0,1) = 1− z,
and let S¯1, S¯2 be their closures in X∆. Then S¯1 and S¯2 are both Q-Cartier divisors in the
class H. Let C¯ be their intersection.
Lemma 5.1. C¯ is an irreducible curve.
Proof. We consider the intersection of C¯with T -orbits of X∆. For any T -orbit of dimension
1 or 2, the restriction of at least one Si to the orbit is defined by a monomial equation,
hence that Si does not intersect the T -orbit. This implies that C¯ does not contain any
component in X∆rT and hence is irreducible. 
Let S1, S2, C be the strict transforms of S¯1, S¯2, C¯ in X. Then S1 and S2 both have class
H− E and C = S1 ∩ S2.
Lemma 5.2. The class of C generates an extremal ray in NE(X). The dual face of Nef(X) is
generated by the class 1
w
H− E.
Proof. We can compute the intersection number
S¯3i = H
3 = 6Vol(∆) = w.
Hence S3i = w− 1 ≤ 0. Now
Si · C = S
3
i ≤ 0.
Any other irreducible curve C ′ in X does not lie on either S1 or S2, hence Si · C
′ ≥ 0.
It follows that the class of C lies on the boundary of NE(X), and since this cone is 2-
dimensional, C generates an extremal ray.
The class 1
w
H− E is orthogonal to C:
(
1
w
H− E) · C = (
1
w
H− E)(H− E)(H− E) =
1
w
H3 − 1 = 0,
hence it generates a boundary ray of Nef(X). 
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It now remains to show that a divisor in the class 1
w
H − E is not semiample. Let m be
as in the theorem, with m∆ integral, and let M = mw ∈ Z. Notice that any positive
integer multiple of m also satisfies the hypotheses of the theorem. Consider the divisor
classM( 1
w
H− E) = mH −ME. We show that any
f(x, y, z) =
∑
q∈m∆∩Z3
cqχ
q
that vanishes to order at leastM at t0 = (1, 1, 1)must have cmPL = 0. This implies that the
T -fixed point corresponding to PL is a base point forM(
1
w
H− E). This argument run with
m replaced by any of its positive integer multiples, allows us to deduce that 1
w
H−E is not
semiample.
As in the 2-dimensional case, we need to produce a partial derivative D of orderM− 1
such that, when applied to any monomial χq for q ∈ m∆ ∩ Z3, it vanishes at t0 if and
only if q 6= mPL. To find such D, we first translate m∆ so that mPR becomes equal to
(M − 2, 0, 0). ThenmPL moves to (−2, β, γ), where β = myL −myR, γ = mzL −mzR. We
look for D of the form
D = ∂M−n−1x D˜,
where D˜ has order n. When applying ∂M−n−1x to monomials χ
q for q ∈ m∆ ∩ Z3, the
resulting nonzero terms apχ
p correspond to lattice points p that can be divided into three
sets:
T1 = {(−A− 1, β, γ)},
T2 = {(−A,B+ i, C+ j)}i,j≥0,i+j<n,
T3 = {(l, i, j)}l,i,j≥0,l+i+j<n,
whereA = M−n, B = b−myR,C = c−mzR. Here we used the assumptions 0 ≤
yR
xR
, zR
xR
< 1
and (2a) of Theorem 2.3 to describe the set T3.
Finding a derivative D˜ as above is equivalent to finding a degreen polynomial p(X, Y, Z)
that vanishes on T2 and T3, but not on T1. The necessary and sufficient conditions for the
existence of such polynomial are given in Lemma 4.2. We need to check that the assump-
tions of Theorem 2.3 imply the assumptions of the lemma.
In the notation of Lemma 4.2,
β¯ = β− B = myL − b,
γ¯ = γ− C = mzL − c.
Now condition (1) in the lemma is the same as (2b) in the theorem. For the remaining
conditions one can compute that the equality β¯ = nB
A
is equivalent tomyL = b− nsy and
γ¯ = nC
A
is equivalent to mzL = c − nsz. This implies that (3a), (3b) in the theorem are the
same conditions as (2), (3) in the lemma, finishing the proof of Theorem 2.3.
18 JOSE´ LUIS GONZA´LEZ AND KALLE KARU
Corollary 2.4 follows directly from Theorem 2.3. Corollary 2.5 is also obtained from this
theorem as follows. Given a tetrahedron as in Corollary 2.5, we apply a shear transforma-
tion to arrange 0 ≤ yR
xR
, zR
xR
< 1. For a tetrahedron these inequalities imply that myL ≤ b
andmzL ≤ c. Hence conditions (2b) and (3b) of Theorem 2.3 hold trivially. The other con-
ditions of the theorem follow from the three conditions of Corollary 2.5. In condition (2)
of Corollary 2.5 we only required that the slicemxR−n+1 has size n instead of requiring
that slicesmxR,mxR− 1, . . . ,mxR −n+ 1 have size 1, 2, . . . , n. The stronger condition can
fail if the slice mxR − 1 has size 1 instead of the required 2. However, then by reflecting
the tetrahedron across the yz-plane, we are in the case n = 1, which automatically gives
a non-MDS. Corollary 2.6 is a direct translation of Corollary 2.5 in terms of (xL, xR, y0, z0).
Let us now prove Theorem 2.11. The proof is similar to the proof in dimension 2 [6].
Let P(a, b, c1, c2) = Proj k[x, y, z1, z2], where the variables x, y, z1, z2 have degree a, b, c1,
c2, respectively. The relation (e, f, g1, g2) gives three monomials x
eyf, zg11 and z
g2
2 of degree
d = ae+ bf = cigi.
Consider the degree map deg : R4 → R that maps (u, v,w1, w2) 7→ au + bv + c1w1 +
c2w2. The tetrahedron ∆ is then deg
−1
(d) ∩ R4≥0 in the space deg
−1(d) ∼= R3 with lattice
deg−1(d) ∩ Z4 ∼= Z3. We identify points in ∆ with points in deg−1(d) as follows:
(0, 0, 0)7→ (e, f, 0, 0), PR 7→ (d
a
, 0, 0, 0),
(0, 1, 0)7→(0, 0, g1, 0), PL 7→ (0, d
b
, 0, 0).
(0, 0, 1)7→(0, 0, 0, g2),
The gcd conditions on the relation (e, f, g1, g2) imply that this identification is compatible
with the isomorphism of lattices.
A homogeneous polynomial of degree d defines a divisor D on P(a, b, c1, c2) with self-
intersection number
D3 =
d3
abc1c2
.
This identifies condition (1) in Theorem 2.11 and Corollary 2.5.
To count lattice points in slices of m∆, consider the linear function h(u, v,w1, w2) de-
fined by dot product with
d
c1c2
(f,−e, 0, 0).
We claim that the function h takes value c on slice c. This can be proved by checking that
h vanishes on slice 0 and when evaluated at the vertices PL and PR, it gives the correct
width w.
Consider now lattice pointsQ in slicemxL + 1 inm∆. We replace these lattice pointsQ
with Q −mPL. The new points are of the form (u, v,w1, w2) ∈ Z
4, u,w1, w2 ≥ 0, v ≤ 0,
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satisfying the equations
h(u, v,w1, w2) = 1 ⇔ d
c1c2
(fu− ev) = 1
deg(u, v,w1, w2) = 0 ⇔ au+ bv+ c1w1 + c2w2 = 0.
There is a rational point
1
g1g2
(b,−a, 0, 0)
satisfying these equations. To get integral points we subtract from this a rational linear
combination of (e, f,−g1, 0) and (e, f, 0,−g2):
(u, v,w1, w2) =
1
g1g2
(b,−a, 0, 0) +
δ1
g1
(e, f,−g1, 0) +
δ2
g2
(e, f, 0,−g2), δ1, δ2 ≤ 0.
Replacing v with −v, the slice mxL + 1 in m∆ can be identified with pairs of integers
δ1, δ2 ≤ 0 such that
(u,−v) =
1
g1g2
(b, a) + (
δ1
g1
+
δ2
g2
)(e,−f)
has non-negative integer components.
By a similar argument, the slice mxR − n + 1 in m∆ can be identified with pairs of
integers γ1, γ2 ≥ 0 such that
n− 1
g1g2
(b, a) + (
γ1
g1
+
γ2
g2
)(e,−f)
has non-negative integer components.
Finally, the condition n(sy, sz) ∈ Z
2 in Corollary 2.5 is equivalent to the slice mxR − n
in m∆ having a lattice point on the edge joining mPL and mPR. Similarly to the slice
mxR − n+ 1 this happens if and only if
n
g1g2
(b, a)
has integer components.
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