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0. Introduction
0.1. Motivation: the universal moduli problems. The motivation of this
paper is to lay a GIT ground and to apply it to the so-called universal
moduli problems such as the following ones.
1. The universal moduli space FMg,n → Mg of Fulton-MacPherson con-
figuration spaces of stable curves. That is, given a stable curve [C] in
Mg, the fiber in the universal moduli space will be C[n]/Aut(C), the
Fulton-MacPherson configuration space for the curve C modulo the
automorphism group of C. (See also [26])
2. The compactified universal Picard P dg → Mg of degree d line bundles
([5]).
3. The universal moduli space Pg,m(e, r, F, α) → Mg,n of p-semistable
parabolic sheaves of degree e, rank r, type F , and weight α ([12]).
4. The universal moduli space Mg(O, P ) → Mg of p-semistable coherent
sheaves of pure dimension 1 with a fixed Hilbert polynomial P such
that the fiber over a stable curve [C] is functorially identified with
Simpson’s moduli space MC(OC , P ) of p-semistable coherent sheaves
over C of the Hilbert polynomial P modulo the automorphism group
of C.
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The construction of the universal moduli space Mg(O, P ), as de-
scribed above, bears a straightforward generalization to the universal
moduli over the moduli spaces of higher dimensional varieties (e.g., sur-
faces of general type, Clabi-Yau 3-folds, etc, see [12]) because Simpson’s
construction [28] works for any projective scheme.
5. The universal Hilbert scheme Hilbng →Mg of 0-dimensional subschemes
of length n on the Mumford-Deligne stable curves such that the fiber
over a stable curve [C] is canonically the Hilbert scheme of 0-dimensional
subschemes of length n on C modulo the automorphism group of C.
Moreover, when P (x) = x+n+1−g there exists a canonical dominating
morphism
ψ : Hilbng →Mg(O, P ).
0.2. Relative GIT. All these universal moduli problems correspond to the
following GIT setup which we shall call Relative GIT.
We have a projective map
π : Y −→ X
and an epimorphism of two reductive algebraic groups
ρ : G′ −→ G.
We assume that π : Y −→ X is equivariant with respect to the homomor-
phism ρ : G′ −→ G.
Question RGIT. Given a linearization L on X and the GIT quotient
Xss(L)//G, find a linearization M on Y and the GIT quotient Y ss(M)//G′
so that Y ss(M)//G′ factors naturally to Xss(L)//G.
Using the relation between GIT and moment maps, we solved in this
paper the Question RGIT. In the case when Xss = Xs (which is the case for
Mg), the question has a particularly nice solution: the stable locusX
ss = Xs
downstairs essentially determines the stable locus Y ss(M) = Y s(M) upstair.
These results are contained in §§3 and 4.
The solution to Question RGIT leads to a unified and easy approach to all
those universal moduli problems where the base moduli spaces have satisfac-
tory GIT constructions (e.g., Mg). In particular, with the aid of Simpson’s
approaches to the moduli of coherent sheaves over projective schemes ([28]),
our construction of the universal moduli space
Mg(O, P ) −→Mg
is much shorter than the approaches for the similar moduli problems in [5]
and [25]. See §§8 and 9.
0.3. Kolla´r’s Approaches (as opposed to the traditional GIT [2]). The solu-
tion of Question RGIT resembles Kolla´r’s approaches to algebraic quotient
spaces (cf. Conjecture 1.1 of [22]). Now, one should ask how to do all of the
above via Kolla´r’s approaches ([22] and [19]). Theorem 2.14 of [22] sheds
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lights on this question. But the insistence on the e´taleness of the the equi-
variant map is too restrictive for universal moduli. There are something
more on the relative quotients that one can do with Kolla´r’s approaches and
in many cases Kolla´r’s approaches are easier to apply than GIT. In light of
the fact that many moduli spaces of higher dimensional varieties have no
satisfactory GIT constructions, some alternatives are necessary in order to
build universal moduli spaces effectively (for example, over the moduli space
of surfaces of general type [21]). This quest even includes the case of Mg,n
which so far has no (satisfactory) GIT construction. We will return to these
topics in an upcoming paper [12].
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I. Relative GIT
1. Equivariant theory of moment maps
1.1. A moment map for a symplectic action of a compact Lie group K on
a symplectic manifold (M,ω) with a symplectic form ω is a smooth map
Φ :M → k∗
where k∗ is the linear dual of the Lie algebra k of K, satisfying the following
two properties:
1. Φ is equivariant with respect to the given action of K on M and the
co-adjoint action of K on k∗;
2. for any a ∈ k, dΦ(ξ) · a = ω(ξ, ξa) for all vector fields ξ on M , where
ξa is the vector field generated by a.
The equation in (ii) determines the moment map by an additive constant
in the set z∗ of the central elements of k∗ (i.e., z∗ = the set of invariants of
the K-coadjoint action = the linear dual of the Lie algebra z of the center
group of K).
When a moment map exists, we call the the symplectic action a Hamil-
tonian action and the symplectic form ω a (K-) Hamiltonian symplectic
form.
Fix a maximal torus Tk of K. We shall use T to denote the complexifi-
cation of Tk. Let ~
∗
+ is a positive Weyl chamber in the linear dual ~
∗ of the
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Lie algebra ~ of the fixed maximal torus Tk of K. Since ~
∗
+ parametrizes
the orbit space of the coadjoint action of K on k∗, we obtain, by quotienting
the K-adjoint action, the so-called reduced moment map
Φred :M → ~
∗
+.
1.2. Although a Hamiltonian symplectic form ω only determines the mo-
ment map up to an additive central element in k∗. However, as pointed out
by Atiyah [3], there is always a canonical choice, Φω, the one such that∫
M
Φωω
1
2
dimM = 0.
Such a moment map will be called the canonical moment map associated to
ω. All other moment maps defined by ω have the form Φω˜ = Φω − µ where
ω˜ = (ω, µ) and µ ∈ z (consult 2.4 in the sequel).
Remark 1.3. For any invariant closed subset Z in M (possibly singular),
one can simply define the moment map for the action of K on Z to be the
restriction of the total moment map, for which we shall still use the same
notation Φ if no confusion should emerge.
1.4. Given any value p of a moment map Φ, the orbit space Φ−1(Op)/K,
which is called the symplectic reduction at p, carries a natural induced
symplectic structure away from singularities ([24]). Here Op is the coadjoint
orbit through p.
1.5. Now we shall consider equivariant maps and the relations between their
induced moment maps.
Let Y and X be smooth projective complex algebraic varieties acted on
by complex reductive algbraic group G′ and G respectively. Consider an
algebraic surjection
π : Y −→ X
that is equivariant with respect to a group epimorphism (surjective homo-
morphism)
ρ : G′ −→ G,
that is,
π(g′ · y) = ρ(g′) · π(y) for all y ∈ Y and g′ ∈ G′.
One can choose a maximal subgroup K of G and a maximal subgroup
K ′ of G′ so that ρ restricts to a group homomorphism (still denoted by ρ)
ρ : K ′ −→ K and ρ : G′ −→ G is the complexification of ρ : K ′ −→ K.
1.6. Symplectic (Ka¨hler) forms and line bundles on Y will be denoted by
letters η andM , while symplectic (Ka¨hler) forms and line bundles on X will
be denoted by ω and L.
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1.7. Let ω be a symplectic (Ka¨hler) form on X. Then η0 = π
∗ω is a closed
two form on Y . We’d like to define a moment map for this degenerated two
form η0. The trick is to use nearby moment maps and then take the limit.
Let η(t), t ∈ (0, ǫ] be a continuous path of symplectic (Ka¨hler) forms on Y
such that η0 = limt→0 η(t). Here ǫ is a small positive number. (This can
be done because η0 = π
∗ω lies on the boundary of the Ka¨hler cone for Y .)
Define
Φη0(y) = lim
t→0
Φη(t)(y)
where Φη(t) are the canonical moment maps for η(t).
Proposition 1.8. Keep the notations of 1.7. Then we have
1. Φη0 is a K ′-equivariant differentiable map;
2. Φη0 satisfies the differential equation
dΦη0(ξ) · a = η0(ξ, ξ
Y
a )
for every vector field ξ ∈ TY and a ∈ k′, where ξYa is the vector field
on Y generated by the element a;
3. Φη0 is constant on every fiber of π.
Proof. The equivariancy of the map Φη0 is obvious. Now since X × [0, ǫ]
is compact, we have that Φη(t) converges uniformly as t → 0. Thus Φη0 =
limt→0 Φ
η(t) is differentiable. This proves (i). Next, given any fixed vector
field ξ ∈ TY and fixed a ∈ k′, we have
dΦη(t)(ξ) · a = η(t)(ξ, ξa)
for all t ∈ (0, ǫ]. Passing to the limit as t→ 0, we obtain
dΦη0(ξ) · a = η0(ξ, ξa).
This proves (ii). To show (iii), picking any ξ ∈ Tπ−1(x) ⊂ TY for any
x ∈ X. Recall that η0 = π
∗ω. Now we must have
dΦη0(ξ) · a = η0(ξ, ξa) = π
∗ω(ξ, ξa) = ω(dπ(ξ), dπ(ξa)) = 0
since dπ(ξ) = 0. Because a is an arbitrary element in k′, we obtain dΦη0(ξ) =
0. This implies that Φη0 is constant along every fiber of π. The proposition
is thus proved.
Remark 1.9. The map Φη0 may be considered as a moment map defined by
the (pre-symplectic) form η0. As the limit of some (true) moment maps, it
enjoys a number of properties of the usual momentum mapping such as the
convexity. In general, however, a moment map defined by a pre-symplectic
form may have much more complicated image that needs not to be convex
(see [15]).
1.10. Choose a K-equivariant metric on k and a K ′-equivariant metric on
k′ respectively so that dρ preserves the metrics. Then these two metrics lead
two natural isomorphisms k ∼= k∗ and k′ ∼= k′
∗, making the following diagram
commutes
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k′
∗ ∼=−→ k′
↑(dρ)∗ ↓dρ
k∗
∼=−→ k
where dρ is the differential of the map ρ and (dρ)∗ is the codifferential of
the map ρ, i.e., the linear dual of the differential dρ.
Theorem 1.11. The map Φη0 descends to the moment map Φω for the
action of K on X with respect to the symplectic form ω. In particular, we
have the following commutative diagram
Y
Φη0
−→ k′
∗ ∼=−→ k′
↓π
Ψη0
ր ↑(dρ)∗ ↓dρ
X
Φω
−→ k∗
∼=−→ k
Proof. By Proposition 1.8 (3), the map Φη0 desends to a well-defined differ-
entiable map Ψη0 from X to k′∗ such that Φη0 = Ψη0 ◦ π. Define Φω to be
the composition:
Φω : X
Ψη0
−→ k′
∗ ∼=−→ k′
dρ
−→ k
∼=−→ k∗.
Clearly, this is a differentiable map, and we have that Ψη0 = (dρ)∗Φω.
To show that Φω is equivariant with respect to the given K-action on X
and the coadjoint action on k∗, take any element k′ ∈ K ′ and y ∈ Y , we
then have
Φω(ρ(k′) · π(y)) = Φω(π(k′ · y)) = dρ ◦Ψη0(π(k′ · y))
= dρΦη0(k′ · y) = dρAd(k′) · Φη0(y) = Ad(ρ(k′))dρΦη0(y)
= Ad(ρ(k′))dρΨη0(π(y)) = Ad(ρ(k′))Φω(π(y)).
Here we have used the identity dρAd(k′) = Ad(ρ(k′))dρ coming from the
equivariancy of the homomorphism ρ. Using the fact that both π and ρ are
surjective, we obtain
Φω(k · x) = Ad(k)Φω(x), for all k ∈ K and x ∈ X.
To check that it satisfies the differential equation in the definition of a
moment map (1.1 (2)), notice that dπ : TY → TX is surjective everywhere
but on a lower dimensional locus and dπ(ξYa′ ) = ξ
X
dρ(a′) for any a
′ ∈ k′ because
π is ρ-equivariant, where again, ξYa′ is the vector field on Y generated by
a′ ∈ k′, while ξXdρ(a′) is the vector field on X generated by dρ(a
′) ∈ k. Now
for any ξ ∈ TY and a′ ∈ k′, we have
ω(dπξ, ξXdρ(a′)) = ω(dπξ, dπ(ξ
Y
a′ )) = π
∗ω(ξ, ξYa′) = η0(ξ, ξ
Y
a′)
= dΦη0(ξ) · a′ (because of 1.8 (2))
= dΨη0dπ(ξ) · a′ (because Φη0 = Ψη0 ◦ π)
= (dρ)∗dΦωdπ(ξ) · a′ (because Ψη0 = (dρ)∗Φω)
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= dΦω(dπξ) · dρ(a′) (because of 1.10).
By the surjectivity of dρ, this means that the differential equation
dΦω(ξX) · a = ω(ξX , ξXa )
holds for vector fields ξX ∈ TX almost everywhere. Thus by continuity, it
holds for all ξX in TX everywhere. That is, Φω is a moment map for the
action of K on X with respect to the symplectic form ω. Since Φη(t) are the
canonical moment maps for η(t), it is easy to check that Φω, as the limit of
Φη(t), is the canonical moment map for ω.
1.12. Finally, we remark that when G′ = G, the above implies there is a
deformation of moment maps
Φη(t) : Y → k∗
from Φη(ǫ) : Y → k∗ to Φω : X → k∗, where Φω(X) = Φη0(Y ). When
dimG′ > dimG, the dimension of Φω(X) is less than those of Φη(t)(Y )(t ∈
(0, ǫ]). In this case, we say that Φω is a degeneration of Φη(t)(t ∈ (0, ǫ]).
2. G-Effective ample cone
Much of what follows is taken from [6] and [11].
2.1. In this section we assume that X is a smooth projective complex alge-
braic variety1 over C acted on by a reductive group G with a fixed maximal
compact form K.
Theorem 2.2. (cf. Theorem 2.3.6, [6].) Let X be a smooth projective vari-
ety acted on by a reductive complex algebraic group G. Let ω and ω′ be two
K-equivariant Ka¨hler forms. Suppose that ω is cohomological equivalent to
ω′. Then Φω = Φω
′
.
Proof. The proof is the same as that for Theorem 2.3.6, [6].
2.3. LetX is a smooth projective variety. We set KG(X) to be the collection
of all K-equivariant Ka¨hler forms that are compatible with the algebraic G-
action modulo cohomological equivalence. Theorem 2.2 says that there is a
well-defined canonical moment map Φ[ω] for each element [ω] of KG(X). For
notational simplicity, we shall omit the use the bracket “[ ]” when it is not
likely to cause confusion.
1We point out that much of results in this section can be extended to Ka¨hler category
(i.e., X being Ka¨hler manifolds only). Since our primary applications will be algebraic
moduli spaces, we are content with working in the category of algebraic varieties.
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2.4. When X is smooth, set MG(X) to be the collection of all pairs con-
sisting of an element in KG(X) and a moment map defined by it. Thus
MG(X) ∼= KG(X) × z∗.
We shall adopt the following conventional scheme: ω˜ denotes an element
in MG(X) with its underlying (Hamiltonian) Ka¨hler form symbolized by
ω ∈ KG(X). Such a symbol ω˜ will be referred as an enriched symplectic
Ka¨hler form. Thus an enriched symplectic (Ka¨hler) form ω˜ in MG(X) has
the form (ω,Φω − µ) or simply (ω, µ), where µ ∈ z∗. We frequently write
Φω − µ by Φω˜.
Remark 2.5. All of the results in §1 are valid without modification if the
symplectic (Ka¨hler) forms (ω and η(t), etc.) are replaced by the enriched
symplectic (Ka¨hler) forms (ω˜ and η˜(t), etc.)
Remark 2.6. If X is (possibly) singular, we can set MG(X) to be the cone
spanned by the images of all linearized ample line bundles in NSG(X)⊗Z R
([6]).
Definition 2.7. Assume that X is smooth. The G-effective ample cone is
a subcone of MG(X) defined as follows:
EG(X) = {(ω, µ) ∈MG(X) | µ ∈ Φω(X)};
Remark 2.8. When X is (possibly) singular, we define EG(X) to be the
subcone of MG(X) that is spanned by the images of G-effective ample line
bundles (that is, spanned by the ones such that Xss(L) 6= ∅, see [6]). When
X is actually smooth, the two definitions are equivalent ([11]).
2.9. EG(X) projects to KG(X) whose fiber at ω ∈ KG(X) is the intersection
of the moment map image Φω(X) with z∗. This fiber Φω(X)∩z∗ = Φωred(X)∩
z∗ is a convex compact polytope. In fact, it is not hard to see that Φω(X)∩z∗
is the image of X under the canonical moment map attached to the induced
action of the center group of K.
Remark 2.10. EG(X) may be an empty subset of MG(X) when G is
semisimple. For example, when X = G/P is a generalized flag variety. How-
ever, EG(X × G/B) is never empty. In particular, EG(X) is never empty
when G is a torus.
2.11. Recall from [11] that for any point x ∈ X, we can define a (generalized
Hilbert-Mumford) numerical function
M•(x) : EG(X)→ R
whose value M ω˜(x) at ω˜ ∈ EG(X) is defined as the signed distance from the
origin to the boundary of Φω˜(G · x): it takes a positive value if 0 is outside
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of Φω˜(G · x); it takes a nonpositive value otherwise. Using this numerical
function we have the following criteria for (Ka¨hler) semistabilities,
1. Xss(ω˜) = the set of the semistable points with respect to ω˜
= {x ∈ X|M ω˜(x) ≤ 0};
2. Xs(ω˜) = the set of the stable points with respect to ω˜
= {x ∈ X|M ω˜(x) < 0};
3. Xus(ω˜) = the set of the unstable (or non-semistable) points with re-
spect to ω˜
= {x ∈ X|M ω˜(x) > 0};
4. (iv) Xsss(ω˜) = the set of the strictly semistable points with respect to
ω˜
= Xss(ω˜) \Xs(ω˜).
Remark 2.12. When a group is needed to be specified, we will writeXssG (ω˜),
XsG(ω˜), etc. This applies especially when there is a redutive subgroup H of
G. In this case, the restriction mapMG(X)→MH(X) (theH-moment map
is obtained from the G-moment map by the orthogonal projection k∗ → h∗
where h is the Lie algebra of a suitable compact form of H) induces a lin-
earization in MH(X) for each linearization ω˜ in MG(X). To specify this
effect, we will write XssH (ω˜) (X
s
H(ω˜), etc) for the set of semistable (stable,
etc) points for the action of H.
By the works of Kempf-Ness (for the algebro-geometric cases [16]) and
Kirwan (for the Ka¨hler generalizations [17]), there is a Hausdorff quotient
topology on Xss(ω˜)//G such that it contains the orbit space Xs(ω˜)/G as
a dense open subset. It is a Ka¨hler space and has a Ka¨hler form induced
from ω away from the singularities. Moreover, it is homeomorphic to the
symplectic reduction (Φω˜)−1(0)/K.
Theorem 2.13. (Kempf-Ness-Kirwan) Let ω˜ = (ω, µ) be an enriched Ka¨hler
form in EG(X). Then (Φω˜)−1(0) ⊂ Xss(ω˜) and the inclusion induces a
homeomorphism
(Φω˜)−1(0)/K
∼=−→Xss(ω˜)//G.
In case that ω˜ is integral (i.e., coming from a linearized ample line bundle),
then Xss(ω˜)//G carries a projective structure.
Remark 2.14. The G-effective ample cone takes care of symplectic reduc-
tions at central values of k∗ and identifies them with Ka¨hler quotients of
X by the complex reductive group G. To include symplectic reductions
at non-central values, one has to consider the so-called enlarged moment
cone (see [11]) and use the so-called shifting trick to identify them with the
Ka¨hler quotients on X×G/P by the diagonal action of G. The relative GIT
for the morphisms X × G/B → X × G/P has been studied and linked to
degenerated quotients of X ×G/B in [11]. So, in this paper, we stick with
just the G-effective ample cone.
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2.15. The union of the zero sets of M•(x) : EG(X) → R for all x with
isotropy subgroups of positive dimensions equals the union W of all walls
in EG(X) (see [6] and [11]). A connected component of EG(X) \ W is a
chamber. Linearizations in the same chamber define the same notion of
stabilities.
We shall need the following results in the sequel.
2.16. Given any element ω˜ ∈ EG(X), hence a unique moment map Φω˜ = Φ.
We have a stratification, the momentum Morse stratification with respect
to Φ, X = ∪β∈BSβ induced by the norm square ||Φ||
2 of the moment map
([17]). The strata Sβ and their indexes β can be described as follows:
Sβ = {x ∈ X| β is the unique closest point to 0 of Φred(G · x)}.
Theorem 2.17. ([6], [11]) There are only finitely many momentum Morse
stratifications.
Definition 2.18. ([11]) For any momentum Morse stratification of X, we
choose precisely one stratum from it. Then the intersection of all the chosen
strata is called a thin momentum Morse stratum provided that it is not
empty. There are only finitely many such strata. The thin momentum
Morse strata form a stratification of X.
Proposition 2.19. ([11]) Two points in the same thin momentum Morse
stratum give rise to the same numerical function M•(x) : EG(X)→ R.
Proof. The proof is short. So we repeat it here (see [11]). Let x and y be
two points of a thin momentum Morse stratum. Then by definition, for any
ω˜ ∈ EG(X), x, y belong to the same momentum Morse stratum Sω˜
β(ω˜)
for
some index β(ω˜). That is, M ω˜(x) = M ω˜(y) = ||β(ω˜)|| for all ω˜ ∈ EG(X).
Hence
M•(x) =M•(y) : EG(X)→ R.
Corollary 2.20. There are only finitely many numerical functions
M•(x) : EG(X)→ R.
(And the points in the same thin momentum Morse stratum give rise to the
same numerical function M•(x).)
Remark 2.21. To close this section we make the following useful remark.
We view the integral points in KG(X) (EG(X)) as being induced from the
Hodge metrics of (linearized) ample line bundles. We shall think of these
integral points and (linearized) ample line bundles interchangably. By de-
fault, the Ka¨hler quotiens and maps associated to these integral points will
be projective as in the traditional GIT cases.
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3. A relative GIT: first cases
3.1. In the rest of the paper, unless specified otherwise, we shall assume
that π : Y → X is a projective morphism between two (possibly singular)
quasi-projective algebaric varieties that is equivariant with respect to an
epimorphism ρ : G′ → G between two reductive complex algebraic groups
having fixed maximal compact subgroups K ′ and K, respectively.
3.2. Let G0 be the kernel of ρ. Then we have
{1} → G0 → G
′ → G→ {1}.
That is, up to a finite central extension, we may think of G′ = G0 × G.
Because GIT problems for a finite group is trivial (i.e., the orbit space is
the natural solution to the quotient problems for a finite group action), to
simplify the exposition, one may well assume that G ∼= G′/G0 is a subgroup
of G′ and G′ = G0G.
Due to the above comments, the relative GIT problem for this case can
be divided into two steps:
1. The fiberwise GIT problem: G0 acts only on the fibers of π : Y → X;
(One may look at this from a slightly different point of view: Y/X is
projective over the base scheme X. G0/X is the trivial group scheme
over X. G0/X acts on Y/X. This viewpoint is helpful for some uni-
versal moduli problems.)
2. The G-equivariancy GIT problem: treat π : Y → X as a G-equivariant
map alone. Here we identify the quotient group G′/G0 with the group
G by the isomorphism induced by the epimorphism ρ and G acts on
Y via this identification.
After those have been done, we can then put the two together and relate
some properly chosen Y -quotient by G′ to a given X-quotients by G.
Proposition 3.3. Let M be a G0 linearized relatively ample line bundle
with respect to the morphism π : Y → X. Let Yx denote the fiber of π
over a point x ∈ X and Mx the restriction of M to Yx. Then we have
Y ssx (Mx) = Yx ∩ Y
ss
G0
(M). In particular Y ssG0(M) = ∪x∈XY
ss
x (Mx).
Proof. It follows from Proposition 1.19 of [2]. See also [28].
Consequently, since the categorical quotient is universal, one sees that the
morphism π : Y ssG0(M)→ X descends to a map
π˜ : Y ssG0(M)//G0 → X
with fibers Y ssx (Mx)//G0.
Proposition 3.4. If M is a G′-linearized relatively ample line bundle with
respect to the morphism π : Y → X, then the G′-action on Y descends to a
G′/G0 = G-action on Y
ss
G0
(M)//G0 making the map π˜ : Y
ss
G0
(M)//G0 → X
G-equivariant.
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Proof. First we need to show that Y ssG0(M) is G
′/G0 = G-invariant (recall
that the quotient group G′/G0 is identified with the group G by the isomor-
phism induced by the epimorphism ρ). Take a point y ∈ Y ssG0(M) and an
element g ∈ G. Let s ∈ Γ(Y,M⊗n)G0 be an G0-invariant section such that
Ys := {y
′ ∈ Y |s(y′) 6= 0} is affine and contains y (see Defintion 1.7 in §4 of
[2]). Set
gs(y′) = gs(g−1y′)
for all y′ ∈ Y . We claim that gs ∈ Γ(Y,M⊗n)G0 . To see this, pick any
element g0 ∈ G0. We have
g0(gs)(y′) = g0(
gs)(g−10 y
′) = g0gs(g
−1g−10 y
′) =
ggˆ0s(gˆ
−1
0 g
−1y′) = g(gˆ0)s(g−1y′) = gs(g−1y′) = (gs)(y′) where gˆ0 is an ele-
ment in G0 such that g0g = ggˆ0 (note that G0 is a normal subgroup). This
implies that g0(gs) =g s, i.e., gs ∈ Γ(Y,M⊗n)G0 . Clearly Ygs = gYs is affine
and contains gy. That is, gy ∈ Y ssG0(M).
Since Y ssG0(M) ⊂ Y factors to X in a G0-equivariant way (G0 acts triv-
ially on X), by the universality of categorical quotient, we see that there is
a naturally induced morphism π˜ : Y ssG0(M)//G0 → X. Next it is straightfor-
ward to verify that the G-action on Y ssG0(M) passes naturally to the quotient
and the G-equivariancy of π : Y ssG0(M) → X implies the G-equivariancy of
π˜ : Y ssG0(M)//G0 → X.
3.5. Now let us consider the G-equivariancy GIT problems. That is, we
are going to treat morphism π : Y → X as a G-equivariant map only. Our
finest results in this section lie in the case when Xss(L) = Xs(L). This is
what we shall sometimes refer as “good cases” .
3.6. We begin with assuming that π : Y → X is a projective morphism
between two smooth projective varieties. Let ω˜ = (ω, µ) be an enriched
K-equivariant Ka¨hler form on X and η˜0 = π
∗ω˜ = (π∗ω, µ) be an enriched
closed K-equivariant two form on Y . Let η˜ : (0, ǫ]→ EG(Y ) be a continuous
path in EG(Y ) such that η˜0 = limt→0 η˜(t). As in 1.7, define
Φη˜0(y) = lim
t→0
Φη˜(t)(y).
Then we have
Theorem 3.7. Let Y → X be a G-equivariant projective morphism between
two smooth projective varieties. Then there exists δ > 0 such that
1. If x = π(y) is stable in X w.r.t ω˜, then y is stable in Y w.r.t. η˜(t), t ∈
(0, δ];
2. If x = π(y) is non-semistable in X w.r.t ω˜ then y is non-semistable in
Y w.r.t. η˜(t), t ∈ (0, δ];
3. Y s(η˜(t)) ⊃ π−1(Xs(ω˜)) and Y ss(η˜(t)) ⊂ π−1(Xss(ω˜)) for t ∈ (0, δ].
Proof. Let Y =
⋃
i=1,··· ,d Si be the thin momentum Morse stratification of
Y (see Definition 2.18). By Corollary 2.20, it suffices to consider some fixed
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representing elements in Si, i = 1, · · · , d. For any 1 ≤ i ≤ d, if π(Si) ⊂
Xsss(ω˜), set δi = 1.
Otherwise, pick up some representing elements yi ∈ Si, 1 ≤ i ≤ d.
If xi = π(yi) is stable in X, then 0 ∈ int(Φ
ω˜(G · xi)). By the remarks
in 1.12, a small deformation of Φω˜(G · xi) should still contains the origin in
its interior. That is, there exists δi > 0 such that 0 ∈ int(Φ
η˜(t)(G · y)) for
t ≤ δi. Thus yi is stable in Y w.r.t. η˜(t) for t ≤ δi.
If xi = π(yi) is non-semistable in X, then 0 is outside of Φ
ω˜(G · xi). By
the similar deformation argument as above, the same is true for its small
deformations. This is,, there exists δi > 0 such that 0 /∈ int(Φ
η˜(t)(G · y)) for
t ≤ δi. In other words, y is non-semistable in Y w.r.t η˜(t) for t ≤ δi.
Now choose δ = min{δ1, · · · , δd, ǫ}, the above implies both (1) and (2).
(3) follows from (2).
Remark 3.8. When x = π(y) is strictly semistable, i.e., the orgin is con-
tained on the boundary of Φω˜(G · x), the stability of y depends on the di-
rection of deformation. So in general, all three possible situations (stable,
strictly semistable, non-semistable) may happen.
3.9. In keeping with the theme of the traditional GIT, consider the case
that ω˜ is an integral form induced from an ample linearized line bundle L
on X. The pullback π∗L is only a nef linearized line bundle on Y inducing
the 2-form η˜0 = π
∗ω˜. To get an ample linearized line bundle on Y , we
need to choose an arbitrary relatively ample linearized line bundle M on Y
and take a sufficiently large tensor power of π∗L. That is, π∗Ln ⊗M is
ample for n ≫ 0 ([1]). Set fractional linearizations Mn =
1
n(π
∗Ln ⊗M).
Clearly, limn→∞Mn = π
∗L. The purpose of this scheme is two fold: to
get (fractional multiples of) ample linearized line bundles Mn on Y ; and to
make π∗L and Mn =
1
n(π
∗Ln ⊗M) sufficiently close for sufficiently large n.
We need the following easy lemma
Lemma 3.10. Let G act on X whose acton is linearized by L and i : Z →֒
X be a G-invariant closed embedding linearized by i∗L. Then Zss(i∗L) =
Z ∩Xss(L) and Zs(i∗L) = Z ∩Xs(L).
Proof. This follows from Proposition 1.19 of [2].
Theorem 3.11. Let π : Y → X be a G-quivariant projective morphism be-
tween two (possibly singular) quasi-projective varieties. Given any linearized
ample line bundle on L on X, choose a relatively ample linearized line bundle
M on Y . Then there exists n0 such that when n ≥ n0, we have
1. Y ss(π∗Ln ⊗M) ⊂ π−1(Xss(L));
2. Y s(π∗Ln ⊗M) ⊃ π−1(Xs(L))
If in addition, Xss(L) = Xs(L), then
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3. Y ss(π∗Ln ⊗M) = Y s(π∗Ln ⊗M) = π−1(Xs(L)) = π−1(Xss(L)). In
particular, π∗Ln⊗M lie in the same chamber of EG(Y ) for all n ≥ n0.
Proof. Given a linearized ample line bundle L on X, and a relatively lin-
earized ample line bundle M for π : Y → X, by [1], there exists m0 such
that when m ≥ m0, L
m and π∗L⊗m ⊗M are very ample. Consider some
equivariant projective embeddings induced from Lm and π∗L⊗m ⊗M (for
some m ≥ m0)
Y →֒ X × PN
′
→֒ PN × PN
′
↓π ↓proj
X →֒ PN
We may think Lm as the pull back of a very ample line bundle OPN (1).
By 3.9, there exists d0 > 0 such that when d ≥ d0, Theorem 3.7 can be
applied to the G-equivariant projection PN × PN
′
→ PN with respect to
the linearizations OPN (1) on P
N and 1d (OPN (d) ⊗ OPN′ (1)) on P
N × PN
′
,
respectively . Now restricting everything to π : Y → X (see Lemma 3.10),
we see that π : Y → X shares all the properties as in Theorem 3.7. This
proves (1) and (2).
All of (3) follows immediately from (1) and (2).
Remark 3.12. In the case that M is ample and X and Y are projective,
Theorem 3.11 is largely due to Z. Reichstein ([27]) whose proof is completely
different. But we only need to assume thatM is relatively ample and X and
Y are quasi-projective. We emphasize the practical convenience that can
result from the relative ampleness of the line bundle M , because in con-
structing moduli spaces, relative projective embeddings of relative Hilbert
schemes have been constructed very explicitly by Grothendieck (hence are
ready to use), whereas absolute projective embeddings will not be offhand.
Theorem 3.13. Keep the assumption as in Theorem 3.11. Then the inclu-
sion Y ss(π∗Ln ⊗M) ⊂ π−1(Xss(L)) induces a projective morphism
πˆ : Y ss(π∗Ln ⊗M)//G −→ Xss(L)//G
such that
1. πˆ−1([G · x]) ∼= π−1(x)/Gx for any x ∈ X
s(L);
2. if π is a fibration, Xss(L) = Xs(L), and G acts freely on Xs(L), then
πˆ is also a fibration with the same fibers.
Proof. The morphism π restricts to give a morphism Y ss(π∗Ln ⊗ M) →
Xss(L). This in turn induces an obvious morphism
Y ss(π∗Ln ⊗M) −→ Xss(L) −→ Xss(L)//G.
Now by the universality of the categorical quotient, we get our desired in-
duced morphism
πˆ : Y ss(π∗Ln ⊗M)//G −→ Xss(L)//G.
RELATIVE GIT AND UNIVERSAL MODULI SPACES 15
To show (1), let [G ·y1] and [G ·y2] be arbitrary two points in Y
ss(π∗Ln⊗
M)//G that are mapped down to [G · x] ∈ Xs(L)//G. Then we must have
that π(y1), π(y2) ∈ X
s(L). By Theorem 3.11 (2), y1, y2 ∈ Y
s(π∗Ln ⊗M).
Thus π(G · y1) = π(G · y2) = G · x. Hence by applying some elements of G,
we may assume that y1, y2 ∈ π
−1(x). But, in this case, [G · y1] = [G · y2] if
and only if y2 = g · y1 for some g ∈ G. This implies that x = g · x. That is,
g ∈ Gx. Hence we obtain that πˆ
−1([G · x]) ∼= π−1(x)/Gx.
(2) follows from (1) immediately.
4. A relative GIT: general cases
Now we begin to investigate the relation between G′-stability on Y and
the G-stability on X.
Definition 4.1. A linearized pair (L,M) for the morphism π : Y → X
consists of a G-linearized ample line bundle L over X and a G′-linearized
π-ample line bundle M over Y .
Out of a linearized pair (L,M), we can have two Zariski open subsets
Y ssG0(M) and π
−1(Xss(L)). Proposition 3.4 says that Y ssG0(M) is G-invariant
and hence G′-invariant. Obviously π−1(Xss(L)) is G0-invariant, hence also
G′-invariant.
Lemma 4.2. Let (L,M) be a linearized pair for the morphism π : Y → X.
Then
1. Y ssG0(π
∗Ln ⊗M) = Y ssG0(M);
2. Y sG0(π
∗Ln ⊗M) = Y sG0(M);
Proof. Notice that G0 preserves the fibers of the morphism π. Thus we are
in the position to apply Proposition 3.3. Given any point x ∈ X. Since the
restricted line bundle π∗Ln|Yx is trivial, we obtain (Yx)
ss
G0
((π∗Ln⊗M)|Yx) =
(Yx)
ss
G0
(M). Now Proposition 3.3 implies that Y ssG0(π
∗Ln ⊗M) = Y ssG0(M).
(2) follows from (1) because of the fact: a point is stable if and only if its
isotropy is finite and its orbit is closed in the semistable locus.
Again by 4.6.13 (ii) of [1], there exists an positive integer n0 such that
π∗Ln ⊗M is ample when n ≥ n0.
Lemma 4.3. Assume that n ≥ n0. Then
1. Y ss(π∗Ln ⊗M) = Y ssG0(π
∗Ln ⊗M) ∩ Y ssG (π
∗Ln ⊗M).
2. Y s(π∗Ln ⊗M) = Y sG0(π
∗Ln ⊗M) ∩ Y sG(π
∗Ln ⊗M).
Proof. By general nonsense, we have
Y ss(π∗Ln ⊗M) ⊂ Y ssG0(π
∗Ln ⊗M) ∩ Y ssG (π
∗Ln ⊗M).
To show the other way inclusion, notice that G′ = G0G and any 1-PS of G
′
can be written as λλ0 where λ is a 1-PS of G and λ0 is is a 1-PS of G0. Take
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a point y ∈ Y ssG0(π
∗Ln ⊗M)∩ Y ssG (π
∗Ln ⊗M). Now by Corollary 2.15 in §3
of [2],
µπ
∗Ln⊗M (y, λλ0) ≤ µ
M⊗π∗Ln(y, λ) + µπ
∗Ln⊗M (y, λ0) ≤ 0 + 0 = 0.
That is, Y ss(π∗Ln ⊗M) ⊃ Y ssG0(π
∗Ln ⊗M) ∩ Y ssG (π
∗Ln ⊗M). This shows
(1).
To show (2), again by general nonsense,
Y s(π∗Ln ⊗M) ⊂ Y sG0(π
∗Ln ⊗M) ∩ Y sG(π
∗Ln ⊗M).
Similar to the semistable case, the other way inclusion follows from the fact
that G′ = GG0 and Corollary 2.15 in §3 of [2].
Now we are in the position to state our main theorem on the comparisons
of G′-semistabilities on Y and G-semistabilities on X.
Theorem 4.4. Let (L,M) be a linearized pair for the morphism π : Y → X.
Then for sufficiently large n
1. Y ss(π∗Ln ⊗M) ⊂ Y ssG0(M) ∩ π
−1(Xss(L)).
2. Y s(π∗Ln ⊗M) ⊃ Y sG0(M) ∩ π
−1(Xs(L))
Assume in addition that Xss(L) = Xs(L), then
3. Y ss(π∗Ln ⊗M) = Y ssG0(M) ∩ π
−1(Xs(L)).
4. Y s(π∗Ln ⊗M) = Y sG0(M) ∩ π
−1(Xs(L)).
Proof. From Lemma 4.3 (1),
Y ss(π∗Ln ⊗M) = Y ssG0(π
∗Ln ⊗M) ∩ Y ssG (π
∗Ln ⊗M).
Then by Lemma 4.2 (1) and Theorem 3.11 (1) (see also Theorem 3.7 (3)),
we have
Y ss(π∗Ln ⊗M) ⊂ Y ssG0(M) ∩ π
−1(Xss(L)).
This shows (1), as desired.
(2) also follows in a similar way from the combination of Lemma 4.3 (2),
Lemma 4.2 (2), and Theorem 3.11 (2).
Now assume that Xss(L) = Xs(L). Then, similar to the above, (3) and
(4) follow directly from the combination of Lemma 4.2, Lemma 4.3, and
Theorem 3.11.
Remark 4.5. When π : Y → {point} is the total contraction and ρ is the
homomorphism G → {1}, we have L = O{point}. In this case, the relative
π-ampleness is equivalent to the absolute ampleness and the effect of the
a linearized pair (L,M) is equivalent to that of the linearized ample line
bundle M . Thus we recover the traditional (i.e., the absolute) GIT.
4.6. The structure of the quotient of Y ss(π∗Ln⊗M) by the large group G′
may be divided in two ways: mod out by the group G0 first and then by
the group G; or the other way around. In the end, we would have to prove
that the quotient is independent of the order of the two procedures. But we
shall take a unified approach as follows.
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Theorem 4.7. Keep the assumption as in Theorem 4.4. Then the cate-
gorical quotient Y ss(π∗Ln ⊗M)//G′ exists and there is a naturally induced
morphism
πˆ : Y ss(π∗Ln ⊗M)//G′ → Xs(L)//G.
Moreover, given an orbit G ·x in Xs(L), the fiber πˆ−1([G ·x]) can be identi-
fibed with the quotient ((Yx)
ss
G0
(M |Yx)//G0)Gx = (Yx)
ss
G0
(M |Yx)//G0Gx where
Gx is the (finite) isotropy subgroup at the point x.
Proof. The idea of proof is similar to that of Theorem 3.13. We shall present
the detail as follows.
By [2], the categorical quotient Y ss(π∗Ln ⊗ M)//G′ exists as a quasi-
projective variety. By Theorem 4.4 (1), the morphism π restricts to a mor-
phism (still denoted by π)
π : Y ss(π∗Ln ⊗M)→ Xss(L).
Thus we get an obvious induced morphism
π : Y ss(π∗Ln ⊗M)→ Xss(L)→ Xss(L)//G.
Since a categorical quotient is a universal quotient ([2]), the above morphism
passes to the quotient to give us the desired morphism
πˆ : Y ss(π∗Ln ⊗M)//G′ → Xs(L)//G.
To prove the rest of the statement, let [G′ ·y1] and [G
′ ·y2] be arbitrary two
points in Y ss(π∗Ln⊗M)//G′ that are mapped down to [G · x] ∈ Xs(L)//G.
Then we must have that π(y1), π(y2) ∈ X
s(L). Hence G·π(y1) = G·π(y2) =
G · x. Thus we may well assume that y1, y2 ∈ π
−1(x) by applying some ele-
ments ofG to y1 and y2 if necessary. But, in this case, [G
′ ·y1] = [G
′ ·y2] if and
only if Gx[G0 ·y1] = Gx[G0 ·y2] where Gx acts naturally on (Yx)
ss
G0
(Mx)//G0
and [G0 ·y1], [G0 ·y2] are regarded as points in (Yx)
ss
G0
(Mx)//G0. This implies
that πˆ−1([G · x]) ∼= (Yx)
ss
G0
(Mx)//G0Gx.
We shall need the following technical theorem in our later study of uni-
versal moduli problems.
Theorem 4.8. Let π : Y → X be a projective morphism between two alge-
braic varieties and equivariant with respect to G-actions on both X and Y .
Assume that with respect to some G-equivariant projective embedding, X is
1. contained in the stable locus; and
2. is closed in the semistable locus.
Then there exists in addition a G-equivariant relative projective embedding
for π : Y → X and an induced G-linearization such that Y is
1. contained in the stable locus; and
2. is closed in the semistable locus. Moreover
3. Y/G factors naturally to X/G with the fiber over [G · x] ∈ X/G iso-
morphic to π−1(x)/Gx for x ∈ X.
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Proof. It follows from Theorem 3.13 by restricting everything to π : Y →
X.
A more general technical theorem which we shall quote in studying moduli
problems later is as follows:
Theorem 4.9. Let π : Y → X be a projective morphism between two alge-
braic varieties and equivariant with respect to a homomorphism ρ : G′ → G
where G′ acts Y and G acts on X. Assume that with respect to some G-
equivariant projective embedding, X is
1. contained in the stable locus; and
2. is closed in the semistable locus.
Then there exists in addition a ρ-equivariant relative projective embedding
for π : Y → X and an induced G′-linearization such that Y is
1. contained and closed in the G0-semistable locus;
2. contained and closed in the G-stable locus;
3. contained and closed in the G′-semistable locus;
4. Y//G′ factors naturally to X/G with the fiber over [G · x] ∈ X/G iso-
morphic to π−1(x)//G0Gx for x ∈ X.
Proof. It follows from Theorem 4.7 by restricting everything to π : Y →
X.
Remark 4.10. In studying moduli problems, the above two theorems will
allow us to avoid actually writing down a relative projective embedding (for
a universal curve or a relative Quot scheme) which is sometimes technical
and time consuming.
4.11. To close this section, let’s look at an interesting special case. Assume
that G acts on two projective varieties X and X0 repectively and G0 acts
on X0 only (acts on X trivially). Set Y = X0×X acted on by G
′ = G0×G
where G0 operates on the first factor only, while G acts diagonally. Thus the
projection onto the first factor π : Y → X is equivariant with respect to the
projection onto the second factor G′ → G. (This example has been worked
out by R. Pandharipande in the case that X0 = P(V ) and X = P(W ).) We
begin with considering the diagonal action of G on Y = X0 ×X. The GIT
problem for G0 on Y is the same as the GIT problem for G0 on X0.
We have the following inclusion
PicG(X)⊗ PicG(X0) ⊂ Pic
G(X0 ×X).
We shall concentrate on the linearizations coming from PicG(X)⊗PicG(X0).
Take L ∈ PicG(X) and L0 ∈ Pic
G(X0). By Theorem 3.11, we have that there
exists m0 such that when m ≥ m0,
1. Y ssG (L0 ⊗ L
⊗m) ⊂ π−1(Xss(L)).
2. Y sG(L0 ⊗ L
⊗m) ⊃ π−1(Xs(L)).
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In case that Xss(L)) = Xs(L), we have
Y ssG (L0 ⊗ L
⊗m) = Y sG(L0 ⊗ L
⊗m) = π−1(Xs(L)) = X0 ×X
s(L).
Clearly, this implies that when L0 ∈ Pic
G′(X0)
Y ss(L0 ⊗ L
⊗m) = (X0)
ss
G0(L0)×X
s(L).
So we get the induced morphism
πˆ : Y ss(L0 ⊗ L
⊗m)//G′ → Xs(L)//G
with the fiber isomorphic to (X0)
ss
G0
(L0)//G0Gx at the point [G·x] ∈ X
s(L)//G.
This induced morphism πˆ needs not to be a trivial fibration.
5. Generalized Kempf-Ness’s theorem
5.1. Again, we treat π : Y → X as a G-equivariant morphism alone. Place
ourselves in the situation of 3.6. According to Theorem 3.7, in the case
that Xsss(ω˜) = ∅, ω˜ determines uniquely a semistable locus upstairs. This
motivates:
Definition 5.2. Let η˜0 be a polarization on the boundary of E
G(Y ) which
is the pullback of ω˜ by the morphism π. Assume that Xsss(ω˜) = ∅. Then
we set Y ss(η˜0) = Y
s(η˜0) = π
−1(Xss(ω˜)).
Lemma 5.3. If y ∈ (Φη˜0)−1(0), then G · y ∩ (Φη˜0)−1(0) = K · y.
Proof. First observe that y ∈ (Φη˜0)−1(0) implies Φω˜(π(y)) = 0. That is,
π(y) ∈ (Φω˜)−1(0).
We shall adopt the proof of Lemma 7.2 of [17]. Suppose that g ∈ G is
such that g · y ∈ (Φη˜0)−1(0). We want to show that there exists an element
k ∈ K such that g · y = k · y. Since Φη0 is K-equivariant and G = Kexp(ik),
we may assume that g = exp(ia), a ∈ k. or Lemma 7.2 of Set
h(t) = Φη˜0(exp(iat) · y) · a.
Then
h(t) = Φω˜ ◦ π(exp(iat) · y) · a.
h(t) vanishes at t = 0 and t = 1 because both y and exp(ia) · y belong to
(Φη˜0)−1(0). Thus there must be a point t ∈ (0, 1) such that
0 = h′(t) = dΦω˜ ◦ dπ(i(ξYa )z) · a = ω(dπ(i(ξ
Y
a )z), (ξ
X
a )π(z))
= ω(i(ξXa )π(z), (ξ
X
a )π(z)) =< (ξ
X
a )π(z), (ξ
X
a )π(z) >
where z = exp(iat) · y. Hence (ξXa )π(z) = 0. Or, a ∈ Lie(Gπ(z)). But
π(z) = exp(iat) · π(y) ∈ G(Φω˜)−1(0).
So a = 0 because Gπ(z) must be a finite group. This completes the proof.
Now we have the following theorem which extends the Kempf-Ness theo-
rem to the degenerated polarizations.
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Theorem 5.4. (Generalized Kempf-Ness’s Theorem) Assume that Xss(ω˜) =
Xs(ω˜). Then
1. Y ss(η˜0) = G(Φ
η˜0)−1(0);
2. the topological quotient Y ss(η˜0)/G is Hausdorff;
3. the inclusion (Φη˜0)−1(0) →֒ Y ss(η˜0) induces a homeomorphism between
(Φη˜0)−1(0)/K and Y ss(η˜0)/G.
4. Y ss(η˜0)/G = (Φ
η˜0)−1(0)/K inherits from η0 a closed 2-form (which
may be degenerated somewhere) away from singularities.
Proof. (1). By definition,
Y ss(η˜0) = π
−1(Xs(ω˜) = π−1(G(Φω˜)−1(0) = Gπ−1(Φω˜)−1(0)
= G(Φω˜ ◦ π)−1(0) = G(Φη˜0)−1(0).
(2). This follows from the fact that Y ss(η˜0) = Y
ss(η˜(t)) for sufficiently
small positive numbers t.
(3). (1) implies that the induced map (Φη0)−1(0)/K → Y ss(η˜0)/G is
surjective. Lemma 5.3 implies that it is injective. Now as a continuous
bijection between Hausdorff spaces, it must be a homeomorphism.
(4) The proof is the same as the one for non-degenerated 2-forms ([24]).
Remark 5.5. In fact by Theorem 3.7, the quotient Y ss(η˜0)/G admits a
complex structure and many other non-degenerated 2-forms induced from
η˜(t), t ∈ (0, δ] such that the 2-form induced from η˜0 is the limit of the above.
Remark 5.6. When Xsss(ω˜) 6= ∅, there is a difficulty in defining that
Y ss(η˜0) := {y ∈ Y |0 ∈ Φ
η˜0(G · y)} = {y ∈ Y |0 ∈ Φω˜(G · π(y))} = π−1(Xss(ω˜)).
The problem is as follows. Let x ∈ Xsss(ω˜) be a point such that G · x is
closed in Xss(ω˜). Then Gx is reductive and acts on the fiber π
−1(x) ⊂
Y ss(η˜0). Since dimGx > 0, π
−1(x)/Gx is non-Hausdorff. Thus one would
like to exclude some points in π−1(x) from Y ss(η˜0), presumly by using a
non-degenerate closed 2-form on π−1(x). That is, one would like to pick up
some semistability on π−1(x) for the action of Gx. The form η0 is helpless
in this regard since the fiber π−1(x) is exactly where η0 vanishes. Hence
among many choices of the semistabilities on π−1(x) for the action of Gx,
we do not know, a priori, which to choose. Notice that the same ambuguity
does not happen when Xsss(ω˜) = ∅. In this case, the isotropy subgroup Gx
for every x ∈ Xss(ω˜) is a finite group. π−1(x)/Gx is always a good quotient.
One of ways to solve (actually to pass) the problem of Xsss(ω˜) 6= ∅ is as
follows. Assume that dimEG(X) > 1 and it has at least one top chamber.
Choose a linearization ω˜′ in a top chamber that contains ω˜ in its closure.
We then have Xss(ω˜′) = Xs(ω˜′) ⊂ Xss(ω˜). Now π−1(Xss(ω˜′)) has a good
complete quotient and one has natural maps
π−1(Xss(ω˜′))//G→ Xss(ω˜′)//G→ Xss(ω˜)//G.
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This helps to reduce the case when Xsss(ω˜) 6= ∅ to the nicer case when
Xsss(ω˜) = ∅.
Remark 5.7. In general, the semistable set Y ss(π∗Ln ⊗M)(n ≫ 0) may
be recovered as follows: Let Xssc (L) be the set of closed orbits in X
ss(L).
Then
1. Y ssc (π
∗Ln ⊗M) = {y ∈ Y |y ∈ π−1(Xssc (L)) ∩ (Yπ(y))
ss
c (Mπ(y))}.
2. Y ss(π∗Ln ⊗M) = {y ∈ Y |G · y ∩ Y ssc (π
∗Ln ⊗M) 6= ∅}.
3. Y s(π∗Ln ⊗M) = {y ∈ Y |y ∈ Y ssc (π
∗Ln ⊗M), Gy is finite}.
Remark 5.8. There are nef linearized line bundles that are not the pull-
backs for any algebraic contraction maps. In this case, we do not know
yet how to make sense of RGIT in the algebraic category. One possible
alternative is to allow the contractions to be just complex analytic and
work in the complex analytic category. The price paid is then the loss of
algebraicity and the possible validity over positive characteristics.
6. Configuration spaces and Grassmannians
In this section, we shall present an application of our various RGIT the-
orems to some elementary finitely dimensional settings (as opposed to the
later applications to the moduli problems).
6.1. Consider the Grassmannian of n-subspaces in Cm, Gr(n,Cm), acted
on by the maximal torus T = (C∗)m−1. Since Pic Gr(n,Cm) ∼= Z and is
generated by an ample line bundle, the stabilities of linearized actions are
determined by the characters of T = (C∗)m−1. In fact, let Φ : Gr(n,Cm)→
Rm be the standard moment map induced by the Plu¨ker embedding. Then
the moment map image is the so called hypersimplex ∆mn
∆mn = {(α1, · · ·αm)|0 ≤ αi ≤ 1,
∑
j
αj = n}.
Thus we have that the T -effective ample cone ET (Gr(n,Cm)) can be identi-
fied with the cone over Φ(Gr(n,Cm)) = ∆mn .
6.2. On the other hand, consider the diagonal action of G = SL(n) on
X = (Pn−1)m
SL(n)× (Pn−1)m → (Pn−1)m.
We have PicG(X) ∼= Pic(X) ∼= Zm. A nef line bundle
L ∼= OPn−1(k1)⊗ · · · ⊗ OPn−1(km), ki ≥ 0
is G-effective (i.e., Xss(L) 6= ∅) if and only if nki ≤
∑
j kj for any i =
1, · · · ,m. If we set αi = nki/
∑
j kj , we can express this condition by the
inequalities 0 ≤ αi ≤ 1,
∑
αi = n. This shows that the G-effective ample
cone EG(X) is equivalent to the cone over the polytope
∆mn = {(α1, · · · , αm) ∈ R
m : 0 ≤ αi ≤ 1,
∑
αi = n}.
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6.3. Hence we obtain the identification ET (Gr(n,Cm)) = EG((Pn−1)m).
Applying the 1-1 correspondence between the T -orbits on Gr(n,Cm) and
the G-orbits on (Pn−1)m ([8]), we can further obtain the identification bew-
teen the T -GIT quotients on the Grassmannian Gr(n,Cm) and the G-GIT
quotients on (Pn−1)m.
6.4. Notice that the underlying line bundle of any element in ET (Gr(n,Cm))
is ample. Thus the boundary of ET (Gr(n,Cm)) consists of degenerating
characters but with ample underlying line bundles. However, on the con-
trast, notice that the group SL(n) has no characters and the boundary of
EG(X) consists of only nef line bundles. This shows an interesting phenom-
enon that the two sorts of degenerations can sometimes be harmoniously
linked.
6.5. In the following, we shall use the above identifications freely in the rest
of paper. One will see that one point of view sometimes has advantage over
the other (and vice versa). We will use the above to exhibit our theorems
in §§3 and 4. To simplify exhibition, we only consider the case when n = 2,
i.e., the action of T = (C∗)m−1 on Gr(2,Cm) and the action of G = SL(2)
on (P1)m, leaving out some possible generalizations for n > 2 to a future
paper.
6.6. From 6.3, we have
ET (Gr(2,Cm)) = EG((P1)m) = ∆m2 .
The walls of ∆m2 are of the form
WJ = {(α1, · · · , αm) ∈ ∆
m
2 |
∑
i∈J
αi = 1}
where J ⊂ {1, · · · ,m} is any proper subset. The faces of ∆m2 but vertices can
be obtained by setting some of the coordinates to be 0 or one coordinate to
be 1. (If two coordinates are 1, we will get a vertex.) Thus they are divided
into two types: the ones that are obtained by setting k coordinates to be 0
are again hypersimplexes ∆m−k2 ; the ones that are obtained by setting k− 1
coordinates to be 0 but one coordinate to be 1 become simplexes ∆m−k1 .
In particular, there are in general two different types of facets (faces of
codimension 1): ∆m−12 and ∆
m−1
1 . Precisely, they are
∆m−12 [i] = {(α1, · · · , αm) ∈ ∆
m
2 |αi = 0,
∑
j 6=i
αj = 2}, for all 1 ≤ i ≤ m.
∆m−11 [i] = {(α1, · · · , αm) ∈ ∆
m
2 |αi = 1,
∑
j 6=i
αj = 1}, for all 1 ≤ i ≤ m.
6.7. Given an element α = (α1, · · · , αm) ∈ ∆
m
2 , we use M
m
α to denote the
corresponding (GIT or symplectic) quotient of either (P1)m by G = SL(2)
or Gr(2,Cm) by T = (C∗)m−1.
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Remark 6.8. We point out that the (GIT or symplectic) quotients of these
two actions admit some other interesting interpretations. First of all, they
appear as the arithmetic quotients of complex balls (Deligne-Mostow). Sec-
ondly, they are also the moduli spaces of spatial polygons modulo orientation-
preserving Euclidean motions ([18], [14]). Moreover, it is easy to see that the
real points of these quotients are the trivial double covers (disjoint unions)
of the moduli spaces of linkages in Euclidean palne modulo orientation-
preserving Euclidean motions ([13] and [10]). Thus, as the sets of the real
points of the symplectic quotientsMmα , the topological changes of the mod-
uli spaces of linkages with prescribed side lengths in the Euclidean plane
when crossing walls are governed by the changes of Mmα (cf. [10]). This is
to say that two moduli spaces of linkages (without zero side lengths) in the
Euclidean plane are related by a sequence of real blowup and blowdowns.
6.9. There are m many forgetful morphisms from (P1)m to (P1)m−1. Use
fi to denote the forgetful map obtained by forgetting the ith factor from
(P1)m. These are G-equivariant trivial fibrations with fiber P1. In terms of
G-effective cones, fi corresponds to the inclusion of the facet
∆m−12 [i] ⊂ ∆
m
2
where ∆m−12 [i]
∼= ∆m−12 is obtained by setting the ith coordinate to be zero.
Noting that Mm(α1,··· ,αi−1,0,αi+1,··· ,αm) =M
m−1
(α1,··· ,αi−1,αi+1,··· ,αm)
, we have
Theorem 6.10. (cf. Theorem 2.1, [10]) Let α = (α1, · · · , αi−1, αi+1, · · · , αm) ∈
∆m−12 do not lie on any wall and set
α˜ǫ = (α1−
ǫ
m− 1
, · · · , αi−1−
ǫ
m− 1
, ǫ, αi+1−
ǫ
m− 1
, · · · , αm−
ǫ
m− 1
) ∈ ∆m2
where ǫ is a sufficiently small positive number. Then Mm
α˜ǫ
=Mm−1α × P
1.
Proof. Applying Theorem 3.13 (2) to the forgetful map fi : (P
1)m → (P1)m−1,
one sees immediately thatMm
α˜ǫ
is a fibration overMm−1α with fibers P
1. The
triviality follows from the fact that fi is equivariantly trivial and SL(2) acts
freely on any stable locus.
Remark 6.11. Using the remark in 6.8 about the real loci of the quotients
Mmα , Theorem 6.10 gives an alternative justification for Corollary 15 of [13].
Remark 6.12. In terms of Grassmannians, the forgetting map fi corre-
sponds to the (rational) projection from Gr(2,Cm) to Gr(2,Cm−1) by pro-
jecting a 2-plane in Cm to the ith coordinate (m − 1)-hyperplane (the hy-
perplane is obtained by setting the ith coordinate to be zero).
6.13. To study the inclusion
∆m−11 [i] ⊂ ∆
m
2
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where ∆m−11 [i] is obtained by setting the ith coordinate to be 1, we switch
our point of view from configuation spaces of points on P1 to Grassmannians.
There are m many rational facet maps fi from Gr(2,C
m) to Gr(1,Cm−1) =
Pm−2 by taking the intersection of a 2-plane in Cm with the ith coordinate
(m−1)-hyperplane (the hyperplane is obtained by setting the ith coordinate
to be zero). These are truly rational maps but are equivariant with respect to
the projection ρ from the maximal torus T = (C∗)m−1 = (C∗)m/(diagonal)
to the quotient group T/T1 where the 1-PS T1 = {(0, · · · , λ, · · · , 0)|λ ∈ C
∗}
(modulo the diagonal group) acts trivially on Gr(1,Cm−1) = Pm−2. Any
element of ∆m−11 [i] is of the form α = (α1, · · · , αi−1, 1, αi+1, · · · , αm). Since
T/T1 = (C
∗)m−2 acts on Gr(1,Cm−1) = Pm−2 with a dense open orbit, we
see that Mmα is a point for such an element α.
Theorem 6.14. (cf. Theorem 2.1, [10]) Let α = (α1, · · · , αi−1, 1, αi+1, · · · , αm)
be any element in the interior of ∆m−11 [i] and set
α˜1−ǫ = (α1+
ǫ
m− 1
, · · · , αi−1+
ǫ
m− 1
, 1−ǫ, αi+1+
ǫ
m− 1
, · · · , αm+1+
ǫ
m− 1
)
where ǫ is a sufficiently small positive number. Then Mα˜1−ǫ is isomorphic
to Pm−3.
Proof. By Bialynicki-Birula’s decomposition theorem [4], the fibers of the
map fi have the structures of T1-modules where T1 acts with positive weights.
Since T acts quasi-freely (no finite isotropy subgroups except for the identity
group), all of these weights are 1. The theorem now follows from Theorem
4.7 and the fact that Mmα is a point.
Remark 6.15. In terms of configurations of points on P1, the facet map fi
correspond to the projection onto the ith factor (1 ≤ i ≤ m). The reason
that we hesitated working over (P1)m is that the ith factor (P1) has no stable
points with respect to the action of SL(2) although a quotient trivially exists.
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II. Universal Moduli
7. Quest for universal moduli spaces
7.1. Recall that one has the following coarse moduli spaces in the case of
curves.
1. Mg, parameterizing nonsingular curves of genus g ≥ 2 and its com-
pactification Mg, parameterizing Mumford-Deligne stable curves.
2. Mg,m, 2g − 2 +m > 0, parameterizing nonsingular m-pointed curves
of genus g ≥ 2, and its compactification Mg,m, parameterizing stable
m-pointed curves.
It is well known that Mg and Mg,m are projective.
Precisely, the Mumford-Deligne stable curves (resp. m-pointed curves)
are defined as follows:
Definition 7.2. Let S be a base scheme. A stable (resp. semistable) curve
of genus g ≥ 2 over S is a proper flat morphism f : C → S such that for all
s ∈ S the geometric fiber Cs of f over s, satisfies:
1. Cs is reduced, connected scheme of dimension 1 with h
1(Cs,OCs) = g;
2. every singular point of Cs is an ordinary double point;
3. if C1 is an irreducible rational component of Cs then C1 meets the rest
of Cs in at least 3 points (resp. 2 points).
Definition 7.3. Am-pointed curve stable (resp. semistable) curve of genus
g ≥ 2 over S is a proper flat morphism f : C → S together with m-distinct
sections si : S → C such that for all s ∈ S the geometric fiber Cs of f over
s, satisfies:
1. Cs is reduced, connected scheme of dimension 1 with h
1(Cs,OCs) = g;
2. every singular point of Cs is an ordinary double point;
3. all si(s) are smooth points of Cs and si(s) 6= sj(s) for i 6= j
4. if C1 is an irreducible rational component of C then the number of
points where C1 meets the rest of Cs plus the number of points si(s)
on C1 is at least 3 (resp. 2).
Rather than going through some abstract definitions of universal moduli
spaces, let us go over (briefly) the concrete universal moduli problems listed
in 0.1 of the introduction.
7.4. 1. The universal moduli space FMg,n →Mg of Fulton-MacPherson
configuration spaces of stable curves. (see also [26])
2. The compactified universal Picard P dg → Mg of degree d line bundles
([5]).
3. The universal moduli space Pg,m(e, r, F, α) → Mg,n of p-semistable
parabolic sheaves of degree e, rank r, type F , and weight α ([12]).
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4. The universal moduli space Mg(O, P ) → Mg of p-semistable coherent
sheaves with a fixed Hilbert polynomial P To be more precise, for each
[C] ∈ Mg, one has a natural projective variety, MC(OC , P ), param-
eterizing (Simpson’s) p-semistable coherent sheaves of a fixed Hilbert
polynomial P . Our aim is to construct the universal moduli space
Mg(O, P ) → Mg parametrizing the set of equivalence classes of pairs
(C,E) where [C] ∈ Mg and [E] ∈MC(OC , P ) such that the fiber over
the stable curve C is MC(OC , P )/Aut(C).
5. The universal Hilbert scheme Hilbng →Mg of 0-dimensional schemes of
length n on the Mumford-Deligne stable curves. There exists a natural
dominating morphism
ψ : Hilbng −→Mg(O, P )
when P (x) = x+ n+ 1− g.
Remark 7.5. The last two cases in the above list are what we shall consid-
ered seriously in the sequel. The construction of the universal moduli space
Mg(O, P )→Mg will be done by using our RGIT.
Remark 7.6. The moduli problem in 7.4 (3) can be specified as follows.
For each [(C, p1, · · · , pm)] ∈ Mg,m, one has a natural projective variety,
PC(e, r, F, α), parameterizing α-semistable vector bundles of degree e and
rank r with quasi-parabolic structures of type F at points pi. Let Pg,m(e, r, F, α)
be the set of equivalence classes of pairs ((C, p1, · · · , pm), E) where [(C, p1, · · · , pm)] ∈
Mg,m and [E ] ∈ PC(e, r, F, α). Now it is natural to ask for a compactifica-
tion Pg,m(e, r, F, α) of Pg,m(e, r, F, α) with the following desired properties
(cf. [25]):
1. Pg,m(e, r, F, α) is a projective variety parameterizing equivalence classes
of algebro-geometric objects.
2. Pg,m(e, r, F, α) contains Pg,m(e, r, F, α) as an open dense subset.
3. There is a natural morphism η : Pg,m(e, r, F, α) →Mg,m such that the
following natural diagram commutes:
Pg,m(e, r, F, α) −−−→ Pg,m(e, r, F, α)y yη
Mg,m −−−→ Mg,m
4. For each [(C, p1, · · · , pm)] ∈Mg,m, there is an isomorphism
η−1([(C, p1, · · · , pm)]) ∼= PC(e, r, F, α)/Aut(C, p1, · · · , pm).
Because of the lack of satisfactory GIT construction of Mg,m, we postpone
treating this problem in a later publication [12].
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8. The universal moduli space Mg(O, P )→Mg
8.1. Simpson’s construction of the moduli space of p-semistable coherent
sheaves. Let X be a projective scheme over C with a very ample invertible
sheaf OX(1). For any coherent sheaf E over X, let p(E , n) be the Hilbert
polynomial of E with p(E , n) = dimH0(X, E(n)) for n ≫ 0. Let d = d(E)
be the dimension of the support of E which is also the degree of the Hilbert
polynomial of E . The leading coefficient is r/d! where r = r(E) is an integer
which is called the rank of E . A coherent sheaf E is of pure dimension
d = d(E) if for any non-zero subsheaf F ⊂ E , we have that d(E) = d(F).
Definition 8.2. A coherent sheaf E is p-semistable (resp. p-stable) if it is
of pure dimension, and if for any subsheaf F ⊂ E , there exists N such that
for n ≥ N
p(F , n)
r(F)
≤
p(E , n)
r(E)
.
As usual, a p-semistable sheaf E admits a filtration by subsheaves
0 = E0,⊂ E1 ⊂ · · · ⊂ Ek = E
such that the quotient sheaves E1/Ei−1 are p-stable. This filtration is not
unique, but gr(E) = ⊕E1/Ei−1 is. Two p-semistable sheaves E and E
′ are
s-equivalent if gr(E) = gr(E ′).
Simpson also extends the above definition to the following relative version.
8.3. Let S be a base scheme of finite type over C and X → S a projective
scheme over S. Fix a (Hilbert) polynomial P of degree d. A p-semistable
(resp. stable) sheaf E on X/S with Hilbert polynomial P is a coherent
sheaf E on X, flat over S, such that for each closed point s → S, Es is a
p-semistable (resp. stable) sheaf of pure dimension d and Hilbert polynomial
P on the fiber Xs.
8.4. Hilbert schemes and Grassmannians. As above, let X → S be a pro-
jective scheme over S with a relatively very ample invertible sheaf OX(1).
Fix a (Hilbert) polynomial P (n). Suppose that W is a coherent sheaf on X
flat over S. The Hilbert scheme Hilb(W, P ) parametrizing quotients
W → F → 0
with Hilbert polynomial P . The fiber of Hilb(W, P ) over a closed point
s ∈ S is Hilb(Ws, P ).
Grothendieck gives some very explicit relative projective embeddings of
Hilb(W, P ) over S. There is an M > 0 such that for any m ≥ M we get a
closed embedding
ψm : Hilb(W, P )→ Grass(H
0(X/S,W(m)), P (m)).
There is a canonical invertible sheaf Lm on the relative Grassmannian by
the embedding ψm. Over any point in the Grassmannian represented by the
quotient W → F , the restriction of the invertible sheaf Lm is canonically
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identified with the ∧P (m)H0(X/S,F(m)). These invertible sheaves are the
ones we shall use in place of the relatively ample line bundles M in our
various theorems in RGIT (§§3 and 4).
8.5. The construction of the moduli spaces of p-semistable coherent sheaves.
Fix a large number N . Let W = OX(−N) and V = C
P (N). Let Q1 ⊂
Hilb(V ⊗ W, P ) denote the open subset of p-semistable sheaves of pure
dimension d. We can assume that N is chosen large enough so that: every
p-semistable coherent sheaf with Hilbert polynomial P appears as a quotient
corresponding to a point of Q1. Now set Q2 equal to the open subset in
Q1 such that α : V ⊗ OS → H
0(X/S, E(N)) is isomorphism where α is a
morphism such that the sections in the image of α generate E(N). The
group SL(V ) acts on Hilb(V ⊗ W, P ) and the line bundle Lm. The open
subset Q2 is invariant under this action.
Let M♯X(OX , P ) be the functor for the moduli problem of s-equivalence
classes of p-semistable coherent sheaves on X of pure dimension d, Hilbert
polynomial P , and flat over S.
Theorem 8.6. (C. Simpson. [28]) Q2 is contained in the semistable locus
Hilb(V ⊗W, P )ss(Lm) with respect to the action of SL(V ) and the linearized
line bundle Lm (m ≥ M). And the categorical quotient MX(OX , P ) =
Q2/SL(V ) is a projective scheme over S which coarsely represents the moduli
functor M♯X(OX , P ).
We also need to recall Gieseker’s construction of Mg.
8.7. Gieseker’s construction of Mg. Fix g ≥ 2, e = n(2g − 2) (n ≥ 10),
I = e − g, and a polynomial in x, p(x) = ex − g + 1. Set the following
Hilbert scheme of subschemes in PI
Hilb
p(x)
I := {subschemes in P
I with Hilbert polynomial p(x)}.
The group of projective linear transformations PGL(I + 1) acts on Hilb
p(x)
I
naturally. For the reason of lifting to a linear action, we take G = SL(I+1).
Now consider the locus Hg of n-canonical stable curves in Hilb
p(x)
I , that is,
Hg = {[iωn(C)] ∈ Hilb
p(x)
I }
where C is a DM-stable curve, iωn : C → P
I is the embedding induced
by the nth power of the canonical line bundle ω over C, and [iωn(C)] is
the corresponding Hilbert point of the n-canonical curve iωn(C). Hg is a
G-invariant, irreducible, nonsingular subscheme of Hilb
p(x)
I .
By [9], there can be chosen a SL(I+1)-linearization on the Hilbert scheme
Hilb
p(x)
I such that
1. Hg is contained in the stable locus;
2. Hg is closed in the semistable locus; and
3. the GIT quotient Hg/SL(I + 1) is the moduli space Mg.
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For preciseness, we take e = 10(2g − 2) and I = 10(2g − 2)− g, once and
for all.
8.8. The construction of the universal moduli space Mg(O, P ) → Mg. Let
Ûg be the universal curve over Hg. Consider X = Ûg → Hg = S as a
projective scheme over the base scheme S = Hg. Fix a Hilbert polynomial
P (x) = rx + d + r(1 − g). By Simpson, we get the coarse moduli space
MX(OX , P ) over the base scheme S = Hg of p-semistable coherent sheaves
(of pure dimension 1) with the Hilbert polynomial P (x) = rx + d + r(1 −
g). The moduli space M(OX , P ) (as a projective scheme over S = Hg) is
constructed as the GIT quotient of Q2/S by the group SL(V ) = SL(P (N))
(see 8.5 and Theorem 8.6).
Theorem 8.9. Fix the Hilbert polynomial P (x) = rx + d + r(1 − g). The
projective categorical quotientMg(O, P ) = (Q2/Hg)/(SL(V )×SL(I+1) ex-
ists and factors naturally to Mg such that over each point [C] ∈Mg the fiber
is canonically identified with the moduli space MC(OC , P ) of p-semistable
coherent sheaves (of pure dimension 1) with the Hilbert polynomial P modulo
the automorphism group of C.
Proof. Consider the map π : Q2/Hg → Hg equivariant with respect to the
projection ρ : SL(V )×SL(I+1)→ SL(I+1). For Hg we use a linearization
L as found by Gieseker (see 8.7), while for Q2/Hg we use the linearization
π∗Lk ⊗ Lm (for k ≫ 0 and some sufficiently large m, see 8.4). Now the
theorem follows from Theorem 4.7 or Theorem 4.9.
Remark 8.10. That is, every point of the moduli space Mg(O, P ) rep-
resents an equivalence class of pairs (C, E) up to automorphism group of
C, where C is a Mumford-Deligne stable curve and E is a p-semistable
coherent sheaf of pure dimension 1 over C with the Hilbert polynomial
P (x) = rx + d + r(1 − g). When P (x) = x + n + 1 − g the moduli space
Mg(O, P ) is a compactification of the universal Picard P
n
g . It would be
interesting to compare our moduli spaces Mg(O, P ) with those in [5] and
[25].
9. The universal Hilbert scheme Hilbng
In this last section, we will give a GIT construction of the universal Hilbert
scheme Hilbng overMg of 0-dimensional subschemes of length n on Mumford-
Deligne stable curves and a canonical morphism from Hilbng to the compact-
ified universal Picard Mg(O, P ) where P (x) = x+ n+ 1− g.
9.1. Let Ug → Mg be the (fake) universal curve of genus g ≥ 2 over Mg.
Ug has an obvious GIT construction as the quotient Ûg/SL(I + 1) by our
theorems for G-equivariancy RGIT (see 8.8 for the definition of Ûg). Set
Hilbng → Mg to be the relative Hilbert scheme over Mg of relatively 0-
dimensional subschemes in Ug of length n. Then the fiber of Hilb
n
g over a
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point [C] ∈Mg is the Hilbert scheme Hilb
n
C of 0-dimensional subschemes in
C of length n modulo the automorphism group Aut(C) (we will give a GIT
construction of Hilbng →Mg in the sequel).
Theorem 9.2. Let P (x) = x + n + 1 − g. Then there exists a natural
dominating morphism ψ from Hilbng to Mg(O, P ) such that the following
diagram is commutative
Hilbng
ψ
−−−→ Mg(O, P )y y
Mg
id
−−−→ Mg
Proof. To construct this morphism scheme-theoretically, we first need to
give a GIT construction of Hilbng using our theory on G-equivariancy RGIT.
Recall that Mg is constructed as a GIT quotient of a smooth irreducible
scheme Hg by the linear transformation SL(I + 1) (8.7). Let Ûg be the
universal family over Hg. Set Ĥilb
n
g → Hg to be the relative Hilbert scheme
over Hg of relatively 0-dimensional subschemes in Ûg of length n. The group
SL(I+1) operates on Ĥilbng by moving the subschemes. Theorems 3.11 and
3.13 imply that the GIT quotient Ĥilbng/SL(I + 1) exists and factors natu-
rally to Hg/SL(I + 1) = Mg with the fiber at a point [C] ∈Mg isomorphic
to HilbnC /Aut(C). The quotient Ĥilb
n
g/SL(I + 1) is our universal Hilbert
scheme Hilbng →Mg.
Now given any relatively 0-dimensional subschemes Z in Ûg of length n.
We can get a coherent sheave of rank 1 and pure dimension 1, O
Ûg/Hg
(Z) =
O
Ûg/Hg
(−Z)∗ = (IZ)
∗. This leads to a morphism
ϕ : Ĥilbng −→ Q2/Hg
ϕ : Z −→ O
Ûg/Hg
(Z)
(see 8.5 for the definition of Q2). By passing the the quotient we get
ϕ′ : Ĥilbng → Q2/Hg → (Q2/Hg)/(SL(V )× SL(I + 1)) =Mg(O, P )
where P = x+ n+ 1− g. One checks that ϕ′ is constant on the SL(I + 1)-
orbits. By the universality of categorical quotient, we obtain a canonical
morphism
ψ : Hilbng = Ĥilb
n
g/SL(I + 1) −→Mg(O, P ).
Both Hilbng and Mg(O, P ) are projective and ψ maps surjectively to the
universal Picard over nonsingular curves of genus g. Hnece ψ is dominating.
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Remark 9.3. We do not know if the morphism ψ : Hilbng →Mg(O, P ) (or
its variants) can be useful in the study of limit linear series for stable curves
(cf. [7]). We do not know if there exists a canonical morphism from the
universal FM configuration space over Mg to Mg(O, P ) so that Theorem
9.2 holds. The universal FM configuration space FMg,n → Mg can be
constructed by RGIT as follows. Again let Ûg → Hg be the universal family
of curves of genus g. Let Ûg[n]→ Hg be the relative FM configuration space
over Hg (cf. [26]). Then the action of SL(I+1) lifts to a canonical action on
Ûg[n]. Now applying Theorem 4.8 to Ûg[n] → Hg and taking the quotients
by the group G = SL(I+1), we obtain the universal FM configuration space
FMg,n = Ûg[n]/SL(I + 1)→ Hg/SL(I + 1) =Mg
whose fiber at a stable curve [C] is isomorphic to C[n]/Aut(C).
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Abstract. We expose in detail the principle that the relative geomet-
ric invariant theory of equivariant morphisms is related to the GIT for
linearizations near the boundary of the G-effective ample cone. We then
apply this principle to construct and reconstruct various universal mod-
uli spaces. In particular, we constructed the universal moduli space
over Mg of Simpson’s p-semistable coherent sheaves and a canonical
dominating morphism from the universal Hilbert scheme over Mg to a
compactified universal Picard.
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