Abstract-With the wide application of Internet in almost all fields, it has become the most important way for information publication, providing a large number of channels for spreading public opinion. Public opinions, as the response of Internet users to the information such as social events and government policies, reflect the status of both society and economics, which is highly valuable for the decision-making and public relations of enterprises. At present, the analysis methods for Internet public opinion are mainly based on discriminative approaches, such as Support Vector Machine (SVM) and neural network.
INTRODUCTION
With the wide application of computer technology, Internet has become the main way and the main carrier of the information transmission. It also provides the main channels for the spread of public opinion [1] . Internet public opinion, as the reflection of internet population for the information such as social events and national policies, can be used to judge the social situation and economic status, and is important for the decision-making and the public relations of enterprises. It is the study of the sum total of users all kinds of emotions, wishes, attitudes and integrated opinions possessed by various public affairs what they are concerned about or what is closely related to their own interests through internet Platform [2] . All of these always interact with realistic public opinion on online and offline [3] . Therefore, Internet public opinion and realistic public opinion shares common development, and they include each other and affect each other, and then they can product a resonant effect.
The aim of the analysis of public opinion is to detect users' opinion related to certain subjects from a large amount of internet data. According to specific requirements, many different problems appear. Among them the most representative one is the sentiment tendency of users, for example, agreement, objection, anger [4] . Recently, the research [5] on Internet public opinions is mainly about formative factors: formation and development process of Internet public opinions, politics and social influence, etc. component factors are limited.
From the constituent elements of Internet public opinion, we can explore the mechanism, which is forming in the formation of the Internet public opinion, and further consider components as the Internet public opinion's perspective, and analyze the influence factors of Internet public opinion. All of these can make the influence factors and the factors directly related, and provide support for Internet public opinion regulation and guidance. The key problems urgently in need of solution in Internet public opinion research are how to distinguish and classify the public's concerning topic, how to figure out people's attitude to social events and how to analyze and grasp the volatility of social hotspots, which are possessing important scientific meaning on knowing and guiding Internet public opinion. How to realize internal components of Internet public opinion to make us thoroughly grasp the influence factors of Internet public opinion formation has become a hot issue nowadays for researching of scholars in the field of information.
Diversity, openness and some other characteristics of internet promote information spreading widely. But it also gives rise to the spread of false information in the network, and information security problem is then generated [6] . The spread of information plays an important role on the physical and mental health of users, the stable development of social economy and national security. For a variety of hot issues such as public health events, natural disasters events, social security events, etc., it needs to collect data and information, analyze the further development and form a related public opinion report, to provide the objective basis of decision-making for the government and relevant functional departments. For this background, the research of Internet public opinion is very necessary and significant. How to use the mass information resources in the Internet reasonably [7] , excavate, identify and analyze the Internet public opinion effectively, how to strengthen the analysis of Internet public opinion information, find hot public opinion timely and guide the trend of the public opinion correctly have become a key concern of the public opinion supervision department and decision-makers.
Internet public opinion information is mostly in the form of text. So excavating of public opinion information also belongs to the text mining and classification problem. Text categorization is a method that a large number of text information is divided into one or more predefined categories according to certain classification rules and the content of the text [8] . It belongs to a learning process with the guidance. Text classification mainly includes the representation method of text, the selection and extracting of the feature, the selection and training of classifier, the evaluation of classification results, etc. In order to solve the high dimensional and sparsity of characteristic vector in the text classification, it is very important to have the dimension compression of text data. Feature selection is to select some of features which most have discrimination ability of categories from the original feature according to certain rules. Feature extraction is to construct a transformation from the original feature space to the low dimensional feature space according to certain principles, thus the classification information containing in the original feature space will be transfer to a new low dimensional space as much as possible. Feature selection is to choose and keep the optimal feature based on certain measurement criteria, such as document frequency, information gain, mutual information, statistics, expected cross entropy [9] , etc. In the feature extraction aspect, the methods of principal component analysis, linear discriminant analysis, concept index analysis, etc., are also introduced into the field of text classification successively.
At present, information mining and analysis research of the Internet public opinion mainly includes two aspects [10] [11] : One is how to effectively obtain the Internet public opinion information and obtain valuable public opinion research object. The second is to analyze, processing, classify, monitor and early warning of the Internet public opinion information. Many fields were involved in the research of these two aspects. The core technology includes Web data mining, text classification, sentiment tendency analysis [12] , topic detection [12] and tracking and computer natural language processing technology and forecasting early warning technique based on statistical analysis. The research scope of text semantic orientation analysis [12] includes subjective classification, viewpoint extraction, mining, sentiment polarity judgment, etc. Early works focused on the words of orientation calculation and discourse analysis of the sentiment aspects. After that, we focused on the subjective information analysis and extraction. With the deep study, now we have more hot research area, such as product data mining and migration and emotion digest of the field of sentiment analysis.
In this paper, the application of latent semantic analysis (LSA) [13] uses the singular value decomposition technique to make the high dimension of text vector projected to low dimensional latent semantic analysis space [13] . It also can be seen as a method of feature extraction. In the process of dimension reduction, this method can capture the feature words and the potential semantic information of the text through the observation of whether the feature words occur in the document at the same time, which eliminate the ambiguity between the feature words of original matrix and semantic relationship in the context. Thereby it is more effective to judge the class of the text.
Then around the parsing problem of sentiment factors in the Internet public opinion, how to efficiently and accurately realize the text information mining in the Internet public opinion is the emphasis to solve this paper. This paper, on the basis of theoretical knowledge of Internet public opinion and from the sentiment factors of it, explores the mechanism of action of sentiment factors on the formation of the Internet public opinion and sets up the sentiment factors analysis method of Internet public opinion based on probabilistic latent semantic analysis (PLSA) model [14] . The PLSA model combines the advantages of LSA [14] . It uses the function of learning and memory of the algorithm, which can improve the accuracy of probability calculation under the condition of missing date and provide support for regulation and guidance of Internet public opinion. In the analysis of the influence factors of Internet public opinion, this algorithm mainly includes: (1) establish the metrics system of analytical model of Internet public opinion sentiment factor and build a metrics system of Internet public opinion of sentiment factor with the use of merit of layered structure. (2) Propose a feasible quantization method on the basis of qualitative description of the sentiment factors merit of Internet public opinion. (3) Create the sentiment factor analytical model of Internet public opinion based on PLSA model.
II. SENTIMENT DETECTION USING HYBRID PLSA-SVM
In this section, we will propose a sentiment detection approach based on PLSA [2, 10] . Our proposed approach is composed of two main components. First, model the probabilistic distribution of documents using PLSA. Second, use the Z-vector of PLSA as feature to identify documents and deliver it to support vector machine (SVM) [3, 13, 14] for detection. Because the proposed approach combines the advantages of probabilistic generative model PLSA [2, 10] and discriminative model SVM [3, 13, 14, 15] , we term the proposed approach as PLSA-SVM. The graphical illustration of this approach is shown in Figure 1 . 
A. Text Modeling Using PLSA
Probabilistic Latent Semantic Analysis (PLSA) is a probabilistic generative model developed for statistical text analysis [2, 10] . In text analysis, this model is used to discover the semantic topics hidden in documents using the bag of words document representation. PLSA is appropriate in this paper, because it provides a statistical model for clustering in the situation of multiple topics per document.
Firstly, we introduce a set of mathematical notations before the formal formulation. Suppose that we have a collection of documents with words from a collection of terms which is also termed as vocabulary. The data for a collection of documents is a co-occurrence table of the counts , where the count indicates how often the term occurred in an document .We consider a latent variable model associating an hidden topic variable with each observation which is actually the occurrence of a word in a certain document . Secondly, with the above introduced notations, we introduce the following probabilistic distributions. Let denote the probability of a certain document ; let denote the conditional probability of a specific word conditioned on the hidden topic ; let denote the conditional probability of a hidden topic conditioned on the document . With the above mathematical notations and probabilities, the probabilistic generative model PLSA can be expressed as the following: (1) choose an document according to the probabilistic distribution ; (2) choose a hidden topic variable according to probabilistic distribution ; (3) generate a word according to the probabilistic distribution . Then we have an paired observation . The joint probability of the above model can be expressed as . Through marginalizing out the hidden variable z, it gives the marginal distribution, ∑ ∑
Considering the equation
, we can obtain the condition distribution as follows, ∑ The above formulation actually results in a matrix decomposition under the constraint that both the mixture coefficients and the topic vectors are normalized to being probability distributions. This means that, each document is modeled as a mixture of topics, and the histogram for a certain document is composed from a mixture of the histograms corresponding to each topic. Especially, each document is a combination of the topic vector Z.
To train PLSA model, we determine the probabilities and by maximizing the following log likelihood function: ∑ ∑ Maximizing this log likelihood function is equivalent to minimizing the Kullback-Leibler divergence between the empirical distribution and the parameterized model. This model can be effectively trained using the Expectation Maximization (EM) algorithm, as described in [2, 10] . Training this model involves the determination of the topic parameters that are shared by all documents, and involves the determination of the mixture coefficients that are specific for each document.
B. Hybrid PLSA-SVM for Sentiment Detection
We note that the topic Z-vector is associated with the specific document. This means that the Z-vector capture some information of the document and can be used to represent the document. In this paper, we use the Z-vector as the feature for document,
As illustrated in Figure 1 , the complete procedure of the proposed approach is composed of two main steps. Firstly, the topic-specified distributions are learned from the set of training documents. It is worth noting that, determining and only needs to train the PLSA model using the training set of documents. Each training document is then represented by a so called Z-vector , where Z is again the number of topics of PLSA model. The Z-vector is used as the feature of the document and is delivered to linear SVM [3, 13, 14] for sentiment detection. The resulting approach exploits the abilities of both PLSA and SVM. Therefore, it is termed as hybrid PLSA-SVM. Second, for each test document, it is simply projected to the learned PLSA model so as to obtain the Z-vector for the test document. Then is the Z-vector of the test document is used the feature and is delivered to the learned SVM for the sentiment detection.
Here we summarize the overall procedure of sentiment detection using PLSA-SVM, as illustrated in Figure 1 . After word segmentation, a document is represented by a bag of words. Then, each training sample is a pair of document and its class label, e.g.
. There are three main procedures. First, a set of training sample (e.g. a document) is feed into to PLSA for training. Second, the training set composed of extracted features is delivered to SVM to learn the sentiment detector. Third, for a test document , the approach first computes its feature and then assigns it to a sentiment class using the learned detector.
It is worth noting that, although PLSA can be used to detect the sentiment directly, in some cases where the connection between sentiment class and topic can be explicitly established. However, this is not always true because the learned topic usually contain other sentiment irrelevant semantic components. Therefore, instead, we use a hybrid approach PLSA-SVM for detection, where both the abilities of PLSA and SVM are integrated.
III. EXPERIMENTAL RESULTS
In this section, we will experimentally evaluate the proposed sentiment detection approach based on PLSA and linear support vector machine (PLSA-SVM). The experimental procedures of the proposed sentiment detection approach can be found in Figure 2 . It contains the following main procedures. For all experiments, we use the 5-fold cross validation to get the results. The proposed approach PLSA-SVM will be compared with a state-of-the-art approach which uses the histogram of the words appeared in the documents as the feature of documents. Because the histogram features are delivered to SVM for sentiment detection, we termed this approach as HIST-SVM. 
A. Experimental Dataset
The relevant date of Internet public opinion obtained according to the following steps: first read in the paging file, such as Weibo, blog, BBS, news, and so on. The page code obtained from the Internet should through procedure analysis and processing, forming a particular format datasets. Generally, the date set to be analyzed of the Internet public opinion is a text format. Then grasp the users' sentiment information segmentation for secondary development on the basis of open source word segmentation packages. At the same time, with the help of vast amounts of segmentation API, make the secondary development of Chinese word segmentation, in order to improve the accuracy of the segmentation. Establish the lexicon on the basis of segmentation. Because only some words related to user sentiment, therefore some words can be used to represent the documents and ignore the rest of the words.
The objective of emotion detection for verifying participle, lexicon and PLSA model [2, 10] is: after being processed by participle and lexicon, documents contained and expressed the information related to user's mood, and included fewer irrelevant information. The Experimental process is mainly the results of choosing thesaurus by artificial auxiliary and evaluating the sentiment detection and the results of evaluating the sentiment detection is important for choosing thesaurus. The goal of this text is: extract the internet public opinion related to specific topics in in a large number of internet data. There are many problems according to the specific requirements; one of the most representative problems is the sentiment tendency of the users for events, such as approval, opposition, anger, etc.
In the process of using the sampling method, search according to the keywords, then get the search results, using the systematic sampling method in the search results of each group, start from the first post, after that, extract a post every five samples, finally extract 400 posts in total, divide the 400 posts into three categories according to approval, opposition, anger. Each sample include the author's empirical value, click rate, replies, Issue forms, and attitudes, etc., and their relevant data. Finally make a table for the above data, Table 1 . 
B. Evaluation Criterion
To evaluate the advantages and disadvantages of the above detection approach, we adopt the classification accuracy as the evaluation criterion which is defined as follows:
where TP indicates true positive; TN indicates true negative; FP indicates false positive; FN indicates false negative. They are four performance parameters involved in the confusion matrix which is present in Table 2 . It is worth noting that the four performance parameters are based on a partition threshold value which takes the intermediate value between 1 and 2.
In addition, we can also adopt the Receiver-Operating Characteristics curve (ROC) for evaluation. The ROC curve is based on recall and true positive rate, which are respectively defined as follows:
Taking recall as the horizontal axis and true positive rate as the longitudinal axis, we begin to gradually adjust the threshold value from 1 to 2. Each threshold value can obtain the results of recall and true positive rate respectively, which gives a point in the figure. Subsequently, we have a set of points which form the so called ROC curve. If it is an effective recognition model, then the Area under ROC Curve (AUC) will be greater than 0.5. The better the prediction model is, the higher the AUC is. In general, those between 0.5 ~ 0.7 belong to low prediction accuracies; those between 0.7 and 0.9 belong to medium classification accuracies; those between 0.9 and 1.0 mean that high identification accuracies. For this reason, ROC or AUC is a threshold independent index to evaluate the detection model.
C. Main Results
In the first experiment, we employ the PLSA-SVM method for sentiment detection, and adopt the Internet sentiment collected from Weibo, blog and BBS from 2011 to 2013 as the samples to conduct the experiment. This dataset contains three types of sentiment of Internet users. Then it employs identification accuracy and recall as the evaluation criterion to validate the effectiveness of linear support vector machine and sequential minimal optimization for sentiment detection. During the experiment, it uses sequential minimal optimization to find the parameters of linear support vector machine. Then it utilizes the parameters as well as linear support vector machine to perform the identification. In the experiment, the parameters of linear support vector machine are configured as its default. We conduct the test experiment using the proposed approach over 10 randomly formed training sets and test sets, and present the classification performance in Table  3 . As shown in the experiment results, the identification accuracy and recall of our proposed approach, for different experimental settings, experimental rounds and different evaluation standard, is higher than 82%. And the average identification accuracy and recall are 84.02% and 87.06% respectively. These experimental results, on different round of experiments, consistently outperform the compared state-of-the-art algorithm. The experiment results are visualized in Figure 3 . The reasons counting for the above results are mainly from the following three aspects. First, the linear support vector machine has the ability to map the nonlinear data in the low dimensional space to the high dimensional space by a kernel function, which makes the classification problem easy. Second, in comparison with empirical parameter selection method, the selection method for kernel parameters can adapt to the dataset. Third, the experimental procedure of the proposed algorithm could provide informative features and could maximize the discrimination ability. The experimental results of our proposed approach PLSA-SVM and the compared approach HIST-SVM [12] are respectively shown in Table 4 . These results are got by using grid search approach under different parameter settings. Identification accuracy and recall are two typical and popular measures for the correctness of the identification model. From the results of Table 4 , we can see clearly that, for different experimental rounds, for the evaluation criterion of detection accuracy or detection recall, the performance of the proposed approach for sentiment detection is significantly higher than that of the compared method HIST-SVM [12] , about 4%. The related experimental results are visualized in Figure 4 .
IV. CONCLUSION
This paper, on the basis of theoretical knowledge of Internet public opinion, sets up the sentiment factors analysis method of Internet public opinion based on PLSA algorithm [2, 10] . The PLSA algorithm combines the advantages of LSA [1] . It uses the function of learning and memory of the algorithm, which can improve the accuracy of probability calculation under the condition of missing date and provide support for regulation and guidance of Internet public opinion. In the analysis of the influence factors of Internet public opinion, this algorithm mainly includes: (1) establish the metrics system of analytical model of Internet public opinion sentiment factor and build a metrics system of Internet public opinion of sentiment factor with the use of merit of layered structure. (2) Propose feasible quantization method on the basis of qualitative description of the sentiment factors merit of Internet public opinion. (3) Create the sentiment factor analytical model of Internet public opinion based on PLSA algorithm. Due to the complexity and uncertainty in the process of the Internet public opinion sentiment factors analysis, this article will apply the PLSA algorithm to the sentiment factors analysis of Internet public opinion, and demonstrate the feasibility and effectiveness of the model through specific events.
The experimental results indicate that the proposed method can solve Internet public opinion affection factors problem under the environment of nonlinear, missing data, etc., and effectively improve the accuracy of analysis the Internet public opinion affection factor. The contribution of this paper include: (1) In the existing analysis of Internet public opinion influence factors, the study of sentiment factors in the Internet public opinion analysis is very little. PLSA algorithm gives a specific calculation method of feature extraction in the Internet public opinion affection factor. (2) PLSA based approach completed and improved deficiency in the text representation by using probability calculation on the basis of the LSA method, reducing the computational complexity and improving the ability of high dimension calculation. Internet public opinion sentiment analysis method based on PLSA algorithm showed great advantage in the analysis of the affection factors in the Internet public opinion, which illustrates the PLSA algorithm has certain feasibility for the problem under complex environment and missing data.
