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Abstract
We prove that the Cutting Plane proof system based on Gomory–Chva´tal cuts polynomially simulates the lift-and-project system
with integer coefficients written in unary. The restriction on the coefficients can be omitted when using Krajı´cˇek’s cut-free Gentzen-
style extension of both systems. We also prove that Tseitin tautologies have short proofs in this extension (of any of these systems
and with any coefficients).
c© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
A proof system [1] for a language L is a polynomial-time computable function mapping strings in some finite
alphabet (proof candidates) onto L (whose elements are considered as theorems). In this paper we are interested in a
specific (yet very important) kind of proof systems: proof systems for co-NP-complete languages, i.e., propositional
proof systems. It is well known (and easy to see) that if there existed a propositional proof system having a polynomial-
size proof (i.e., inverse image) for every element of L, then NP would be equal to co -NP.
The most natural (and historically first) propositional proof systems are proof systems for languages of Boolean
tautologies: for example, resolution (for tautologies in disjunctive normal form), Frege systems (for Boolean formulas
either of constant or arbitrary depth). However, proof systems for other co-NP-complete languages are by no means
worse (note that there is a polynomial-time reduction between any two co-NP-complete languages). For example,
recently there was increased interest in proof systems for unsolvable systems of polynomial equations [2,3], linear
inequalities [4–7], and polynomial inequalities [8–13]. It is more natural to regard these systems as “refutation
systems”, because the “theorems” here are exactly the systems of (in)equalities that have no appropriate (e.g., 0/1
or integer) solutions. Most known proof systems use DAG-like deduction: a proof consists of lines; the initial lines
are axioms; in the course of deduction one derives more and more lines using certain derivation rules applied to
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already obtained lines, until the goal (particularly, a contradiction) is derived. A system is called tree-like if we put the
following restriction: if we want to use again a line that has already been used, we must derive it once more.
A proof system A polynomially simulates a proof system B if for every “theorem” x ∈ L the length of the shortest
proof of x in A is bounded by a polynomial in the length of the shortest proof of x in B . If, instead, there is an x ∈ L
that has an exponentially shorter proof in B than in A, we say that this x certifies an exponential separation of B from
A. If, in addition, B polynomially simulates A, then we say that B is exponentially stronger than A. To compare proof
systems for different (even co -NP-complete) languages, one has to fix a particular reduction between the languages,
which can influence the result of comparison more than the systems themselves do. Therefore, it is more convenient
to compare proof systems as proof systems for the intersection of their languages (provided the intersection is co -NP-
complete). In particular, the Cutting Plane and lift-and-project systems that we study are exponentially stronger than
the resolution proof system, if all systems are viewed as proof systems for Boolean tautologies in disjunctive normal
form.
There have been several attempts to combine reasoning about equations or inequalities with “traditional logic”
inference such as Frege systems or Gentzen-style systems [14–16,13]. In this paper we consider the approach of
Krajı´cˇek [15] that allows one to reason about inequalities in a Gentzen-style proof system, or in a resolution proof
system where literals are replaced by inequalities (this approach generalizes earlier ideas of Chva´tal [unpublished,
mentioned in [10]]). Krajı´cˇek considers a Gentzen-style extension of the Cutting Plane proof system. Grigoriev et
al. [13] considered similar extension of the Lova´sz–Schrijver proof system. In this paper we consider Gentzen-style
extensions of weaker systems: the lift-and-project proof system and linear programming. These extensions can be also
considered as DAG-like extensions of tree-like branch-and-cut proofs (concerning lift-and-project proof system and
branch-and-cut proofs see, e.g., [11,12] and references therein).
In the remaining part of this section we explain in more detail the proof systems we study, and give an outline
of our results. The proofs of these results are not hard. The main purpose of the paper is to summarize facts
concerning polynomial simulations between systems based on inequalities and between their extensions, and state the
remaining open questions. The open questions, conclusions implied by our results, and general discussion are given in
Section 5.
1.1. Proof systems based on linear programming
We now describe several propositional proof systems for the language of systems of linear inequalities that have
no 0/1-solutions. To see that this language is co -NP-complete, translate a clause l1 ∨ . . . ∨ lk of a Boolean formula in
conjunctive normal form into the inequality l1 +· · ·+ lk −1  0 (in what follows we will omit “ 0”), where negative
literals li = ¬xi are written as 1 − xi ; the system of linear inequalities obtained has the same 0/1-solutions as the
original set of clauses (where 1 corresponds to True, and 0 corresponds to False). In what follows we describe proof
systems that allow one to derive a contradiction (i.e., the inequality −1) if and only if the original set of inequalities
has no 0/1-solutions.
We state the initial inequalities as axioms, and add also the axioms
x
,
1 − x (1)
for every variable x . The main derivation rule is
f1, . . . , fk∑k
i=1 λi fi
(where λi are positive rational constants). (2)
(Here and in what follows f , fi and g denote affine functions with rational coefficients.)
We call the above pre-proof system1 LP (=Linear Programming). To design a (complete) proof system, one needs
to express the fact that the variables take values in {0, 1}. There are several ways to do this, and several corresponding
systems.
1 It is not yet a proof system for our language, because it is not complete: it has no refutations for some systems of inequalities that have no
0/1-solutions.
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The lift-and-project proof system (L&P) combines LP with the additional rule
f, g
( f x + g(1 − x)) mod (x2 − x) (provided the result is linear). (3)
The Cutting Plane proof system (CP) combines LP with the Gomory–Chva´tal cut rule:
f − λ
f − λ (provided the coefficients of f are integers). (4)
The completeness of L&P is proved in [17]. The completeness2 of CP is proved in [4].
Usually, the size of the proof is measured as the number of bits needed to write it. In particular, all coefficients
are written in binary. We also consider restrictions of our systems LP1, CP1, L&P1, etc. where the coefficients are
integers3 written in unary.
Remark 1. Note that polynomial-size CP1 proofs correspond to polynomial-size CP proofs with coefficients bounded
by a polynomial in the length of input (and vice versa). The latter system was considered, e.g., in [18,13]. The same
applies to other systems with coefficients written in unary.
Pudla´k [19] proved an exponential lower bound on the size of CP proofs. Dash [11,12] proved an exponential lower
bound on the size of L&P proofs. Grigoriev et al. [13] proved that CP1 proofs (see Remark 1) can be polynomially
simulated in a generalization of L&P1.
In Section 3 we prove that L&P1 can be polynomially simulated in CP1. We do not know whether our result can be
strengthened by removing the restriction on the coefficients. However, we do not need this restriction when proving a
similar statement for a Gentzen-style extension of these systems described below.
1.2. Krajı´cˇek’s Gentzen-style extensions
Following Krajı´cˇek’s [15] definition of R(CP), we define an extension R(S) of any proof systemS as follows. The
lines of the new system are sets of lines fi of S. We denote these sets by disjunctions4: e.g., f1 ∨ . . . ∨ ft . The
derivation rules are (we denote by Γ an arbitrary disjunction of lines ofS)
f1
∨
Γ , . . . , fk
∨
Γ
h
∨
Γ
(provided f1,..., fkh is a valid derivation step ofS), (5)
Γ
Γ
∨ f , (6)
f ∨ f ∨ Γ
f ∨ Γ . (7)
Note that one can omit −1 from −1 ∨ . . . because the contradiction −1 is easily transformable into any other
inequality. If the lines ofS are inequalities in 0/1-variables, we add also the axiom
x − 1∨ −x (for a variable x) (8)
(otherwise one needs another notion of the negation). Note that while LP is not a complete refutation system for
systems of inequalities in 0/1-variables, R(LP) is complete.
Krajı´cˇek [15] proved an exponential lower bound on the size of R(CP1) proofs when every disjunction contains
a sublinear number of inequalities (more exactly, it is sufficient that disjunctions contain O(nε) inequalities for a
2 If one omits the axioms (1), then the result extends to systems having no integer (and not just 0/1) solutions.
3 Except for λ in (4).
4 To understand why this extension is called Gentzen-style, transform a disjunction into a sequent → f1, . . . , ft .
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formula containing n variables and ε small enough). Dash [11,12] proved an exponential lower bound for branch-and-
bound (a restricted case of tree-like R(·)) L&P proofs.
In Section 2 we discuss the relations between R(LP), R(L&P) and R(CP). In Section 4 we prove that Tseitin
tautologies have short proofs in R(LP), the weakest of these systems.
2. R(LP), R(L&P), and R(CP)
2.1. R(L&P) versus R(LP)
Trivially, R(LP) proofs form a subset of R(L&P) proofs. It is not hard to see that also R(LP) polynomially simulates
R(L&P), i.e., these systems are polynomially equivalent.
Proposition 1. R(LP) polynomially simulates R(L&P).
Proof. The only difference between these two systems is the rule (3) of the basic system, and the simulation of this
rule (inside (5)) in R(LP) is quite simple5:
f ∨ Γ x − 1 ∨ −x
f x + g(1 − x) mod (x2 − x)∨ −x ∨ Γ g ∨ Γ
f x + g(1 − x) mod (x2 − x)∨ f x + g(1 − x) mod (x2 − x)∨ Γ
f x + g(1 − x) mod (x2 − x)∨ Γ
.
The justification of the first step is as follows. We sum f with x − 1 multiplied by a certain coefficient (if the
coefficient is negative, we use the axiom 1 − x instead of x − 1 ∨ −x ; then we reach the goal already after the first
step). Namely, let f = ax + b + F , g = cx + d + F (we can write so because ( f x + g(1 − x)) mod (x2 − x) is
linear). To get f x + g(1 − x) mod (x2 − x) = (a + b − d)x + d + F from f and x − 1 (resp., 1 − x), we just add
(b − d)(x − 1) to f . The justification of the second step is similar. 
2.2. R(CP) versus R(LP)
Again, R(LP) proofs form a subset of R(CP) proofs. We do not know whether R(CP) can be polynomially simulated
in R(LP). However, proofs with integer coefficients written in unary can be polynomially simulated as follows.
Lemma 1. Define Im(Y ) ≡ Y − m ∨ m − 1 − Y . If Y contains only integer coefficients, then there is a derivation
of Im(Y ) in R(LP1) of size polynomial in the absolute value of m, the absolute values of the coefficients of Y , and the
number n of variables appearing in Y .
Proof. The proof goes by induction on the number of monomials. The base follows directly either from the axiom
(8) or from the axioms (1). We now suppose that there is a polynomial-size derivation of Il(Z) for every l, and prove
Ik(Z + ax), where x is a variable and a is a constant. Let a > 0 (the proof for the case a < 0 is similar). Then
Z − k ∨ k − 1 − Z x − x ∨ x − 1
Z + ax − k ∨ k − 1 − (Z + ax) ∨ x − 1 Z − (k − a) ∨ (k − a) − 1 − Z
Z + ax − k ∨ k − 1 − (Z + ax) ∨ (k − a) − 1 − Z 1 − x
Z + ax − k ∨ k − 1 − (Z + ax) .
Note that the subscripts k that we use in the whole induction fall into the interval [m + min{0,1}n Y .. m +
max{0,1}n Y] (except for the trivial cases). 
Remark 2. Note that in Lemma 1 we make essential use of DAG-likeness. For a tree-like proof, we would not be able
to bound the number of lines in our proof using the bounds [m +min{0,1}n Y .. m +max{0,1}n Y] on k, because some
lines would appear exponentially many times.
5 Here and in what follows, we do not mention rules (6) and (7) explicitly when using them.
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Now the simulation of (4) (inside rule (5)) follows from Lemma 1:
f − λ∨ Γ − f + 
λ∨ f − λ

λ − λ∨ Γ ∨ f − λ
Γ
∨ f − λ
since 
λ − λ < 0. This implies the following proposition.
Proposition 2. If line P has a polynomial-size R(CP1) derivation from set of lines {Qi }i∈I , then P ∨ Γ has a
polynomial-size R(LP1) derivation from {Qi ∨ Γ }i∈I .
3. Polynomial simulation of L&P1 in CP1
Theorem 1. Every L&P proof whose lines contain only integer numbers can be transformed into a correct CP proof
of size bounded by a polynomial in the size of the original proof and the absolute values of the coefficients.
Corollary 1. CP1 polynomially simulates L&P1.
Proof of Theorem 1. We show how to replace an application of (3) by a CP derivation. Since ( f x + g(1 − x)) mod
(x2 − x) in (3) is linear, we can represent f and g as
A + c, (9)
A + kx, (10)
respectively, where k and c are integers. Hence, ( f x + g(1 − x)) mod (x2 − x) =
A + cx (11)
is what we have to derive.
We prove by induction on c that we can derive it in CP in max{2c, 1} steps.
First of all, if c  k or c  0, then (11) is a nonnegative linear combination of either (9) or (10) with axioms.
Therefore, we can assume that 0 < c < k; in particular, c  1, k  2. The induction base is thus c  0.
We now prove the induction step. First we make a linear combination(
1 − 1
k
)
(A + c) + 1
k
(A + kx) (12)
and round it to
A + x + (c − 1). (13)
If c = 1, we are done (we just modify the linear combination (12) by adding (k − 1)x).
Otherwise, we can apply the induction hypothesis to (13) represented as (A + x) + (c − 1) and (10) represented
as (A + x) + (k − 1)x . Then in max{2(c − 1), 1}  2(c − 1) steps we can derive (A + x) + (c − 1)x , which is the
desired inequality.
It is clear that the coefficients in the proof obtained are bounded by a polynomial in the original coefficients. 
4. Short proofs of Tseitin tautologies
This section resembles [13, Section 6] (several sentences follow [13] almost literally), where short proofs of Tseitin
tautologies for a different proof system are presented. The difference is that [13] does not use Gentzen-style extension,
but generalizes L&P to higher (yet constant) degree instead. To transform this proof into an R(LP) proof, we need two
lemmas. Then the proof goes along the same lines as in [13] with evident changes needed to get rid of high degree in
favor of the case distinction arguments provided by R(LP) (in fact, the proof in R(LP) is more natural, and the proof
in [13] is easier to understand after reading the R(LP) proof below).
We recall the construction of Tseitin tautologies. Let G = (V , E) be a graph with an odd number n of
vertices. Attach to each edge e ∈ E a 0/1-variable xe. The negation TG of Tseitin tautologies with respect to G
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(see, e.g., [20–22]) is a family of formulas meaning that for each vertex v of G the sum ∑ev xe ranging over the
edges incident to v is odd. Clearly, TG is contradictory.
In recent applications to the proof theory [21,22] the construction of G has usually been based on an expander. In
particularly, G is d-regular, i.e., each vertex has degree d , where d is a constant. Then TG is given by the inequalities∑
e∈Sv\S ′v
xe +
∑
e∈S ′v
(1 − xe) − 1 (14)
for each vertex v and each subset S′v of even cardinality of the set Sv of edges incident to v. There are 2d−1 inequalities
for each vertex of G.
We first prove two lemmas.
Lemma 2. Write YT , ≡ ∑i∈T xi − . Let c  1 be an integer. Then there is a CP derivation of YU,c+1 from{YU ′,c | U ′ ⊆ U, |U ′| = |U | − 1} of size and coefficients bounded by a polynomial in c and |U |. Hence, there is a CP
derivation of YU,c+k from {YU ′,c | U ′ ⊆ U, |U ′| = |U | − k} of size and coefficients bounded by a polynomial in c, k,
and |U |.
Proof. Sum all the inequalities YU ′,c obtaining (|U | − 1)∑i∈U xi − c|U |. Then divide the inequality obtained by|U | − 1 and round it. 
Lemma 3. For every constant d  1, odd constant t, d-regular graph G with an odd number of vertices, and every
vertex v there is a polynomial-size derivation of∑
ev
xe − (t + 2)∨ t −∑
ev
xe (15)
from (14) in R(LP) of size and (integer) coefficients bounded by a polynomial in d and t.
Proof. Let 0  t  d−12 = 
 d2  (the opposite case d  t  d+12 =  d2  is symmetrical, and the cases t  d − 1 and
t  −1 are trivial). We write yv ≡ ∑ev xe. By Lemma 1 we have yv − (t + 1) ∨ t − yv . For every S′v ⊆ Sv of
cardinality t + 1, let y ′v ≡
∑
e∈Sv\S ′v xe, sum the first inequality yv − (t + 1) with (14), divide it by two, and round
using Lemma 1 obtaining y ′v − 1
∨
t − yv . Applying Lemma 2 (using Proposition 2) to the first inequality (for all
sets S′v ⊆ S of cardinality t + 1), we obtain the desired line. 
Theorem 2. For every constant d  1 and every d-regular graph G with an odd number of vertices, there is a
polynomial-size refutation of (14) in R(LP1).
Proof. Write Yi = yv1 + · · · + yvi , where v1, . . . , vi are pairwise distinct vertices of G and yv =
∑
ev xe. For every
c ∈ [0 .. i(d − 1)/2], we will prove inductively Ic(Yi/2) for odd i = n, n − 2, n − 4, . . . and Ic((Yi − 1)/2) for even
i = n − 1, n − 3, . . .. Then I0((Y0 − 1)/2) gives a contradiction. The induction base (i = n) follows from Lemma 1,
since Yn = 2∑e∈E xe and therefore Yn/2 is an integer linear combination of variables.
To proceed from step i + 1 to step i of the refutation, write Y = Yi+1 and y = ∑evi+1 xe. We assume for
definiteness that i is odd (the case of an even i is treated in a similar way). We need to prove that Ic((Y − y)/2) for
all c ∈ [0 .. i(d − 1)/2].
For every odd t , we can do the following. Let c′ = c + (t − 1)/2 ∈ [c .. c + (d − 1)/2] ⊆ [0 .. (i + 1)(d − 1)/2].
We have Ic′ ((Y − 1)/2) by the induction hypothesis, and it can be rewritten as
Y − y
2
− c + y − t
2
∨
(c − 1) − Y − y
2
− y − t
2
. (16)
Note that using y = t we could easily transform (16) into the desired line. To make this substitution, we use Lemma 1
to obtain
y − t ∨ t − 1 − y, y − (t + 1)∨ t − y (17)
which yields
Ic
(
Y − y
2
) ∨
y − (t + 1)∨ t − 1 − y. (18)
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Then for t = 1 we also use the original inequality y − 1 which yields
Ic
(
Y − y
2
) ∨
y − 2. (19)
It remains to obtain a contradiction with (15). Starting with (19), for s = 1, 3, . . . we will take a sum first with (15):
Ic
(
Y−y
2
) ∨
y − (s + 1) y − (s + 2)∨ s − y
Ic
(
Y−y
2
) ∨
y − (s + 2)
and then with (18):
Ic
(
Y−y
2
) ∨
y − (s + 2) Ic
(
Y−y
2
) ∨
y − (s + 3)∨ (s + 1) − y
Ic
(
Y−y
2
) ∨
y − (s + 3)
until for s = d − 2 or s = d − 1 (whichever is odd) we arrive at
Ic
(
Y − y
2
) ∨
y − (d + 1).
Adding d − y (which is a sum of axioms) we obtain Ic
(
Y−y
2
)
. 
5. Discussion
We first define one more proof system. The simplest of Lova´sz–Schrijver systems [9,8,10], denoted as LS, is the
system LP augmented with the rules
f
f x mod (x2 − x)
f
f (1 − x) mod (x2 − x) (where f is linear); (20)
now the rule (2) can be applied to quadratic inequalities too.
(1) Showing an exponential lower bound for LS (see, e.g., [10]) remains an open question.
(2) Does R(CP) polynomially simulate LS? A positive answer would solve the previous open question for the case of
unary coefficients.
(3) Does L&P polynomially simulate LS? Dash [11,12] has partial results in this direction. Again, a positive answer
would give an exponential lower bound for LS.
(4) Show an exponential lower bound for Tseitin tautologies in CP or L&P. Such a result would show that R(LP)
is exponentially stronger than CP or, respectively, L&P. Dash’s polynomial simulation of branch-and-cut L&P
proofs (which can be regarded as a tree-like version of R(L&P)) in L&P [11,12] is a step in the opposite direction.
(5) The representation of the coefficients (essentially, the upper bound on the coefficients, cf. Remark 1) is an
important issue. We do not know of an example showing that a system with coefficients written in binary is
exponentially stronger than the same system with coefficients written in unary (on the other hand, the paper leaves
unsolved several questions concerning generalizations of our results to systems with coefficients written in binary).
Note that if the coefficients are written in binary, it is not important6 whether the coefficients are integer or rational.
There can, however, be a difference if coefficients are written in unary.
6 That is, polynomial-size proofs remain polynomial-size ones.
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