ABSTRACT
INTRODUCTION
This article is concerned with measuring the quality of various materials used in perception, cognition, and evolutionary learning processes. The multimedia materials may include temporal signals such as sound, speech, music, biomedical, and telemetry signals as well as spatial signals such as still images, and spatio-temporal signals such as animation and video. A comprehensive review of the scope of multimedia storage and transmission is presented by Kinsner (2002) . Most of such original materials are altered (compressed or enhanced) either to fit the available storage or bandwidth during their transmission or to enhance perception of the materials. Since the signals may also be contaminated by noise during different stages of their processing and transmission, various denoising techniques must be used to minimize the noise without affecting the signal itself (Kinsner, 2002) . Different classes of coloured and fractal noise are described by Kinsner (1996) . The multimedia compression is often lossy in that the signals are altered with respect not only to their redundancy, but also to their cognitive relevancy. Since the signals are presented to humans, cognitive processes must be considered in the development of suitable quality metrics. This article describes a very fundamental class of metrics based on entropy, and identifies its usefulness and limitations in the area of cognitive informatics (CI) (Wang, 2002) .
Issues in Compression and Coding
A simple source compression consists of taking an input stream of symbols S and mapping the stream into an output stream of codes G, so that G should be smaller than S. The effectiveness of the mapping depends on the selection of an appropriate model of the source. This two-step process is illustrated in Figure 1 .
Modelling of the source is intended to extract information from the source in order to guide the coder in the selection of proper codes. The models may either be given a priori (static) or may be constructed on-the-fly (dynamic, in adaptive compression) throughout the compression process. In data compression, the modeller may either consider the discrete probability mass function (pmf) of the source, or look for a structure (e.g., the pattern of edges and textures) in the source itself. In perceptual signal compression, the modeller may consider the perceptual framework (e.g., edges and textures in images) and the corresponding masking in either the human visual system (HVS) (Pennebaker & Mitchell, 1993) or the human psycho-acoustic system, PAS (Jayant, 1992) . It is in this modelling that CI ought to be used extensively.
A simple data source coder minimizes the bit rate of the data by redundancy minimization based on Shannon first-order or higher-order entropies. Redundancy is a probabilistic measure (entropy) of the spread of probabilities of the occurrence of individual symbols in the source with respect to the equal (uniform) symbol probabilities. If the probabilities of the source symbols are all equal, the source entropy becomes maximum, and there is no redundancy in the source alphabet implying that a random (patternless) source cannot be compressed without a loss of information. The objective of the lossless compression techniques is to remove as much redundancy from the source as possible. This approach cannot produce large source compression. The quality of an actual code is determined by the difference between the code entropy and the source entropy; if both are equal, then the code is called Held, 1987; Kinsner, 1991) are close to perfect in that sense. Clearly, no statistical code will be able to have entropy smaller than the source entropy.
On the other hand, a perceptual source coder minimizes the bit rate of the input signal, while preserving its perceptual quality, as guided by two main factors: (1) information attributes derived from the structure in the given source (e.g., probabilities related to frequency of occurrence or densities as well as edges and textures related to the singularities in the signal), and (2) features derived from the perceptual framework (e.g., masking in the HVS and PAS). This corresponds to the removal of both redundancy and irrelevancy as shown by the Schouten diagram in Figure 2 . This orthogonal principle of both redundancy reduction and irrelevancy removal is usually difficult as it does not correspond to the maximization of signalto-noise ratio (SNR) (i.e., the minimization of the mean-squared error, MSE), and is central to the second-generation of codecs. For example, an edge of an object in an image may not carry much energy but may be critical in its shape recognition. Another example is a stop consonant in speech, which may be insignificant energetically and broadband spectrally, but may be critical in speech recognition.
The major questions in data compression include (1) how to model the source data (e.g., through statistical or dictionary models, transforms, prediction), (2) how to measure the redundancy (e.g., through low or high-order entropies which deal with precise knowledge), and (3) how to encode the source data (through fixed or variable-length codes). On the other hand, the major questions in signal compression include (1) how to model a linear time-invariant (LTI) signal or a scale-invariant (SI) signal as described in the second section (i.e., how to find transforms, patterns, prediction, scalar and vector quantization, and analysis/synthesis), (2) how to measure irrelevancy, and (3) how to encode the source signal (e.g., through fixed or variable-length codes) (Sayood, 2000) . Measuring irrelevancy can be done through feature maps, perceptual entropy (Jayant, Johnson, & Safranek, 1993) , and relative multifractal dimension measures (Dansereau & Kinsner, 2001; Dansereau, Kinsner, & Cevher, 2002) , as well as through other models of uncertainty.
Figure 2. Reduction of redundancy and irrelevancy
These include (1) possibilistic to deal with vague and imprecise but coherent knowledge (Dubois & Prade,1988) , (2) Dempster-Shafer belief theory to deal with inaccurate and uncertain information, (3) rough sets to establish the granularity of the information available, (4) fuzzy sets to deal with membership functions, and (5) fuzzy perceptual measures.
Another major question relates to how the source and channel are treated. Figure  3 shows a combined encoding and decoding scheme. A source coder is often followed by a channel coder which adds redundancy for error protection and a modem which maximizes the bit rate that can be supported in a given channel or storage medium without causing an unacceptable level of bit error probability. This is of particular importance in wireless communications in which the channel may change appreciably not only during a single transaction but over a session. Ideally, the entire process of source coding, channel coding, and modulation should be considered jointly to achieve the most resilient bit stream for transmission as is often the case in modern source-channel joint coding. There may also be a considerable advantage to the joint coding by including joint text, image, video, and sound coding. This article addresses the source coding only.
Another problem is due to the characteristics of packet switched networks. Specifying the characteristics of traffic in multimedia environments is more difficult than in circuit switched systems in which a fixed bandwidth channel is held for the duration of a call, and only the incidence of calls and their durations are required. Packet switched systems carrying multimedia have variable-bit rates with bandwidth on demand. This calls for knowledge not only of the statistics of the sources, but also of the rules for assembling the packets in order to control the traffic. Such metrics must be based on multi-scale singularity measures because the signals have long-term dependence.
Taxonomy of Compression Methods
Multimedia compression can be classified into lossless and lossy approaches based on the distinctive features of the materials as described in the next section. The lossless approach includes five methods: (1) the runlength encoding, (2) statistical encoding, (3) dictionary encoding, (4) adaptive encoding, and (5) transform-based encoding. The lossy Figure 3 . Joint source-channel-multimedia coding approach includes transform-based encoding and quantization encoding. A comprehensive taxonomy of the techniques, together with extensive reference material is provided by Kinsner (1991 Kinsner ( , 1998 Kinsner ( , 2002 and Sayood (2000) .
Models of Data, Signals, and Complexity

Models of Data and Signals
The objective of source coding (compression) is a compact digital representation of the source information. Often, the receiver of data is the computer, while the receiver of signals is a human. The previous definition of compression requires distinction between data and signals. Digital data are defined as a collection (a bag) of arbitrary finite-state representations of source information with no concept of temporal or spatial separation between the elements of the bag and no concept of the origin or destination of the bag. (Notice that in the bag theory, elements of a bag may be equal, while elements of a set must be different.) Examples of data could include either an intercepted encrypted stream of bits (without a known beginning or end), or a financial file, or a computer program. As a consequence, if nothing is known about the nature of the source or destination, compression can only be done losslessly (i.e., without any loss of information) as measured through redundancy (entropy difference), with the data modelled either statistically, or through a dictionary, or a transform such as prediction. The coder could then use either fixed or variable-length codes.
A signal, on the other hand, is a function of independent variables such as time, distance, temperature, and pressure. The value of the function is called its amplitude and the variation of the amplitude forms its waveform. The waveform can be either (1) unchanging (DC), (2) periodic such as alternating (AC) or oscillating, (3) aperiodic, (4) chaotic, or (5) random (stochastic). The signals can be either (1) analog (continuous with infinite resolution), (2) discrete (sampled in time or space, but still with an infinite resolution), (3) digital (discrete and quantized to a specific resolution), or (4) boxcar (continuous, piecewise constant with step displacements, as formed after a digitalto-analog converter). We are mostly concerned with the digital signals in this article.
The signals can be classified as linear time invariant (LTI) (additive invariance), or scale invariant (SI) (multiplicative invariance). The LTI system theory is based on the idea that periodic waveforms shifted by multiples of the period are the same (e.g., Mitra, 1998; Oppenheim & Schafer, 1975 , 1989 Oppenheim & Willsky, 1983) . This also applies to stationary and cyclostationary signals in the sense that their statistics do not change (i.e., either the wide-sense stationarity (WSS) in which the first two moments must not change, or the strict-sense stationarity (SSS) where none of the moments could change). Fourier (spectral) and wavelet (spectral and scale) transforms may be applied to such signals in order to extract appropriate features.
On the other hand, scale-invariant (fractal) signals are fundamentally different from the LTI signals (Wornell, 1996) Figure 4 shows the two LTI and SI classes of systems and signals.
Many dynamical systems produce signals that are chaotic (deterministic, yet unpredictable in a long term (e.g., Kantz & Schreiber, 1997; Kinsner, 1996; Peitgen, Jürgens, & Saupe, 1992; Schroeder, 1991; Sprott, 2003) . Since such a signal has more attributes than the self-affine signal, more information can be extracted from it if one can show that the measured signal is chaotic indeed.
We must also remember that the common assumption that both the LTI and SI signals originate from (and are processed by) systems that do not change in time and space can rarely be assured because both artifacts (such as electronic and mechanical systems) and living organisms age and change with the environment.
An added complication in processing such signals is that the human receiver does not employ a mean-squared-error criterion to judge the quality of the reconstructed signal (Jayant, 1992) . Instead, humans use a perceptual distortion criterion to measure source entropy. This leads to two approaches to source compression: lossless and lossy, with the latter involving characteristic (relevant) features related to the HVS and PAS. The relevancy is measured through feature maps and perceptual entropy (Jayant et al., 1993) . The signal is modelled through either transforms, patterns, or analysis/synthesis processes. As it was with data, the coder may use either fixed or variablelength codes.
The EMO and Other World Views
We have seen that simple redundant patterns can be removed from messages quite easily through many contextual (non-probabilistic) techniques such as the run-length encoding (Sayood, 2000) . More complicated patterns based on the spread of probabilities in the pmf of the source can lead to lossless techniques such as the Huffman and Shannon-Fano (Held, 1987) . A transform-based technique such as the JPEG produces higher compression ratios based on concentration of energy in few coefficients in the transform (discrete cosine) domain (Pennebaker et al., 1993) . The consideration of the psycho-acoustic model in audio has resulted in MP3 (MPEG-1 Layer 3) compression (ISO/IEC 11172-3, 1993) . On the other hand, perceptual and cognitive signal processing requires techniques based on features related to perception and cognition that go beyond the simple morphological or probabilistic patterns. To enhance perception and cognition, information and knowledge must be considered. Wang (2002) postulated an E-M-I model of the CI world view where E, M, and I denote energy, matter, and information, respectively. The E and M components are located in the physical world, while the I component is placed in an abstract world as shown in Figure 5 . A similar IME world view was discussed by Stonier (1990, Ch. 3) with the major difference that the information (I) was considered by Stonier to be an integral part of the physical world. Still another approach to a CI world view is to develop an ontology for the structure in the knowledge base of an expert system (e.g., as described by Chan, 2002) .
We propose another CI world view in which organization (complexity, or pattern, or order, O) is an integral part of the physical world that also includes the E and M components as shown in Figure 6 . The argument for treating order as the integral part of the physical world is as follows. Order can be found in both M and E when the system is far from its thermodynamic equilibrium. In Newtonian physics, space, and time were given once and for all, with perfect reversibility, and time was common to all observers. In relativity, space and time were no longer fixed, but "the distinction between the past, present, and future was an illusion" according to Einstein. On the other hand, irreversibility, or Eddington's thermodynamic arrow of time (e.g., Hawkins, 1996; Mackey, 1992) is fundamental in Boltzmann's thermodynamic evolution of an isolated (Hamiltonian) system, from order to disorder, toward its equilibrium at which entropy is maximum. Nonequilibrium is the source of order; it brings "order out of chaos" (Prigogine & Stengers, 1984, p. 287) . Irreversibility is the source of order; it brings "order out of chaos" (Prigogine et al., 1984, p. 292) . Far-from-equilibrium selforganization in open systems leads to their increased complexity. This also leads to the existential time arrow (duration) as introduced by Henri Bergson (1859 -1941 (Bergson, 1960) which could also play an important role in CI. This complexity can be described in a number of distinct ways: by information, entropy, dimensionality spectra (Rényi), and singularity spectra (Hölder and Mandelbrot). Cognitive processes are also being linked to dynamical systems (e.g., Mainzer, 2004; Thelen & Smith,
Figure 5. Wang's I-M-E world view with matter (M), energy (E), and information (I).
2002). In this view, information and the other measures are just descriptors of the fundamental natural entity complexity. Figure 6 also illustrates the incompleteness of any view on reality. There are two objective worlds: the physical world and the abstract world. The third is the perceptual world as formed by the intersection of the physical and abstract worlds. Within this world, order has always been seen by human observers, though time and matter were comprehended just centuries ago, while energy was comprehended even later and only then the relationship between E and M was established. Today, much is known about the relation between all three elements (e.g., Alligood, Sauer, & Yorke, 1996; Kadanoff, 1993; Mainzer, 2004; Prigogine et al., 1984; Turcotte, 1997; Vicsek, 1992) . The diagram also illustrates that a part of the physical world is not known yet (e.g., the dark matter and dark energy in the Universe) and that a part of the abstract world transcends the physical world.
Objective and Subjective Metrics
There are three basic classes of performance evaluation of compression algorithms and their implementations: (1) efficiency metrics (e.g., compression ratio, percentage, bit rates), (2) complexity metrics (processing cost, memory size, and chip size), and (3) delay metrics (to evaluate delays due to the processor used and networking). There are also three classes of metrics that relate to the quality of reconstruction: (1) difference distortion metrics (signal to noise ratio, SNR, and their variations), (2) perceptual quality metrics (mean opinion score (MOS) and segmented SNR), and (3) recognizability metrics (relative and absolute).
The first three classes are always required to evaluate the process of compressing the source and its transmission over a network. The other three classes relate to the evaluation of the fidelity of the reconstructed signal with respect to the human observer. Of course, lossless compression assures the quality of the reconstruction to less than one bit per pixel. On the other hand, lossy compression requires perceptual quality metrics to establish how accurate the reconstructed sound, image, or video is to a human user. The recognizability metrics are concerned with the preservation of the intended message in the reconstructed signal without any
Figure 6. The EMO world view that includes complexity with energy (E), matter (M), and order (O)
reference to the source, thus being an absolute subjective measure. In speech, this metric is called intelligibility. The confusion matrix is another recognizability metric. However, the test is non-binary in that, in addition to the correct utterance, other confusing utterances are also scored. These metrics are summarized by Kinsner (2002) .
Since many of these objective metrics are based on energy (e.g., MSE and peak SNR) and energy itself does not carry information, they do not agree with the subjective quality metrics. For example, whispering or shouting of a speech utterance differs much in its energy, although the message itself is unaltered significantly. Formants of the utterance and their transitions in time carry much more information than their energy. Fricatives also convey more information than would be implied by their energy.
Much effort is being directed toward perceptual coding of digital audio (Painter & Spanias, 1998) and digital image and video (e.g., Farrell & Van Den Branden Lambrecht, 2002; Tekalp, 1998) with corresponding developments in multidimensional quality metrics. Our focus has been on multifractal complexity measures to determine both the local and global complexities of the signal, using the Rényi fractal dimension spectrum, Mandelbrot singularity spectrum (Kinsner, 1994) , and the generalized Kullback-Leibler distance (e.g., Kinsner & Dansereau, 2006; Dansereau, et al., 2002; Cover & Thomas, 1991) .
SYMBOLS, ALPHABETS, MESSAGES, PROBABILITY, AND INFORMATION
Since the non-energy-based metrics are related to the concepts of information and entropy, the next three sections describe them critically in order to delineate their advantages and limitations from the perspective of CI. Information, regardless of its definition, will be considered in this article as a measure of complexity.
Symbols and Alphabets
A symbol σ j is defined as a unique entity in a set. There is no limitation on the form that the symbol can take. For example, in a specific natural language, it could be a letter or a punctuation mark (e.g., a, A, α, ℵ, a Braille symbol, or a sign in the American Sign Language). In a specific number system, it could be a digit (e.g., unary {1}, binary {0, 1}, octal {0, 1, ..., 7}, hexadecimal {0, 1, ..., F}, Mayan nearlyvigesimal {•, -} corresponding to {1, 5}, or Babylonian base-60 with two symbols corresponding to {1, 10}). Other universal symbols (morphs) have been designed to form either an arbitrary font, iconic languages (e.g., Chinese), music notation, or chemical expressions. A symbol may also be a pixel (either binary, gray scale, or colour). Another example of a symbol is the phoneme defined as the elementary indecomposable sound in speech.
A set of such unique symbols forms an alphabet. We shall consider several distinct alphabets relevant to compression. A source alphabet, Σ, is a set of symbols that the source uses to generate a message. It is denoted by:
where N is the cardinality (size) of Σ, and is denoted by
It should be clear from the context of this article that this notation does not represent an absolute value. It should also be noticed that each symbol is independent from any other symbol in Σ. This independence of symbols could lead to a message whose symbols are arranged in either a random or correlated pattern depending on the probability mass function discussed in the next section.
For transmission and storage, each symbol σ j must be encoded with other symbols from a coding alphabet, Γ c , denoted by:
where the cardinality b = | Γ c | gives the base of the number system from which the digits γ cj are drawn. This is also the base of the logarithm used in all the subsequent calculations. For example, the binary coding alphabet is Γ c = {0, 1} with b = 2. The encoded symbols γ j corresponding to the source symbol σ j form the code alphabet, Γ, denoted by
Its cardinality usually matches the cardinality of the source alphabet. There are also other alphabets and dictionaries used in the formation of compact messages, but are outside the scope of this article.
Strings and Messages
A string s j is a collection of symbols σ j (a bag, in the bag theory) that is larger than any individual symbol but smaller than a message M. For example, a string "the" in English could be coded as a unit and not as three separate symbols, thus resulting in a more compact representation of the string.
A bag of all the symbols and strings forms a message M denoted by
where M = | M | is the size of the message, and the symbol ≡ denotes equivalence. Notice that this vectorial notation (•) allows σ i = σ j for i ≠ j, while the set notation {•} would preclude equality of its elements.
Probability
A Priori Definition
The definition of probability used in this article is in the context of the formation of a message as defined by Ralph Hartley (1888 -1970 (Hartley, 1928) and Claude Shannon (1916 -2001 (Shannon, 1948) . Let us consider a process of successive selection of symbols σ j (according to some probability p(σ j ) ≡ p j for that symbol) from a given source alphabet Σ of size N to form a message M containing M symbols. In this scheme of generating the message, the probabilities p j for all the symbols must be given in advance. This collection of known symbol probabilities forms the a priori probability mass function (pmf), P, denoted by
Since the pmf is a bag, the vectorial notation (•) is used again. Notice that the name pmf implies a discrete distribution, and distinguishes it from a continuous probability density function (pdf). Also notice that the selection of a symbol can be called an event. Finally, notice that the symbols can be substituted with strings of symbols, s j .
We must distinguish between two fundamentally different probability distributions in the pmf: uniform and nonuniform. The uniform distribution is selected if nothing is known about the symbols in the message to be formed. As we shall see, this will lead to the longest possible (worst-case) message. If the symbols in a message form associations and patterns, the distribution is nonuniform, thus leading to shorter messages. If the symbols are independent, then the two distributions are also called the independent-identically-distributed (iid) pmf and independent-nouniformly-distributed (ind) pmf. We shall see that the iid pmf produces messages whose elements are uncorrelated (memoryless) and have the maximum entropy, while the ind pmf produces messages whose elements are still uncorrelated but shorter and with a lower entropy.
A Posteriori Definition
If the message M has been formed, transmitted and received, the pmf can be estimated directly from M. If the symbol σ j occurs n j times in the message of size M =|M|, then the relative frequency of occurrence of this symbol is defined as
where the symbol ∆ above the equality sign denotes the relation by definition. With this definition, the following conditions are satisfied
where N is the size of the alphabet. If the message is ergodic, then the frequency of occurrence f(σ j ) becomes the a posteriori probability p(σ j ) for a symbol σ j
and their complete collection forms the a posteriori pmf.
Conditional and Joint Probabilities
The previous symbol selection process assumes no dependence of one symbol on any other symbol in the message. This is true when there is no pattern in the message (random message). However, patterns may imply dependence between either individual symbols or even groups of symbols. This can be measured by a conditional probability that symbol σj occurs, given that symbol σ i has occurred. This can be expressed as
where p(σ i σ j ) is called the joint probability of a diagram σ i σ j (i.e., the probability that both σ i and σ j occur). The scaling by p(σ i ) assures that the conditional probability of the sample space equals 1 again.
This concept of diagrams can be expanded to k-grams if the dependence (memory) exists between k symbols. When the symbols are independent, then the joint probability is the product of probabilities of the individual symbols
In this case, the message is called memoryless, or the 0th-order Markovian.
Shannon's Self-Information
For such a memoryless source, the Shannon self-information I j of the jth event is defined as
where p j ≡ p(σ j ) for brevity, and b is the size of the coding alphabet Γ c required to code each symbol. Since each symbol probability is confined to the unit interval p j = (0,1), the selfinformation is always non-negative I j = (∞,0). For a binary coding alphabet Γ c = {0,1}, b = 2 and u ≡ bit (binary digit), while for natural base b = e, u ≡ nat (natural digit), and for b = 10, u ≡ Hartley. For simplicity, we shall assume the binary coding alphabet. This gives a clear basis for the interpretation of Shannon selfinformation: it is the number of bits required to represent a symbol. If the probability of a symbol is 1, it requires no bit, as it is tautology. When the probability of a symbol drops, the number of bits required increases. This statement could also be rephrased "information that is surprising (improbable, news) is more informative." For example, the probabilities of the frequent letters E and T in English are p(E) = 0.13 and p(T) = 0.09, respectively, while the less frequent letter Q has probability of p(Q) = 0.0025. Consequently, the letters require I(E) = -log2(0.13) = 2.94 bits, I(T) = 3.47 bits, and I(Q) = 8.64 bits. Of course, the number of bits used in any simple practical code would have to be integers 3, 4, and 9, respectively. In general, the number of information units γ j required to encode a symbol σ j , whose probability is p j , can be computed from
where x is the ceiling function that produces the closest integer greater or equal to x. This encoded symbol with λ j information units is called a codeword.
This strategy has been employed in many codes. For example, the Shannon-Fano codes for E, T, and Q are 000, 001, and 111111110, while the slightly better Huffman codes for the letters are 000, 0010, 1111110, respectively (Kinsner, 1991) . Another example is the Morse code used in telegraphy in which the letter E requires a single short sound DIT, and the letter T has a single long sound DAH, while the less frequent Q requires four sounds DAH DAH DIT DAH. Such variable-length codes always reduce the number of bits in a message with respect to a code that uses the same number of bits per symbol, regardless of their frequency of use in a specific class of messages.
What is the computational application of this definition of Shannon's information? As we have seen, it leads to more compact messages through efficient coding of symbols and it allows us to calculate the total number of bits in any message to be generated. It should be clear, however, that this definition of information is divorced from all subjective factors such as meaning (context), common-sense understanding, and perception or cognition. It just means more bits for a lower-probability symbol. This is the main source of difficulties in connecting this definition with subjective performance metrics.
Conditional Self-Information
Following the reasons behind the definitions of conditional and joint probabilities for messages with inter-symbol dependence (memory), we define the conditional self-information as ( ) ( )
and the joint self-information as ( )
As before, for M independent events, the joint self-information is
This definition of conditional self-information shortens the number of bits per symbol for diagrams and, when expanded further, for k-grams.
ENTROPIES OF ALPHABETS AND MESSAGES
There are many definitions of entropy as summarized at the end of the next section. We shall first define it based on Shannon's selfinformation, followed by a review of other definitions of entropy and distortion entropies in the sixth section.
Shannon's Source Entropy and Redundancy
While self-information describes the length of a single symbol in terms of information units, thus providing the length of the entire message containing M symbols, entropy gives the average information, regardless of the message size. It is then defined as the average (expected) value of self-information
where N is the size of the source alphabet Σ = {σ 1 , σ 2 , ..., σ N } and p(σ j ) ≡ p( j ) ≡ p j is the probability of the jth symbol taken from the corresponding pmf P = (p1, p2, ..., p N ). The expression is related to the Boltzmann entropy (but with the opposite sign) and Boltzmann-Gibbs entropy (with the same sign), as described in the Entropies of Distortion section. This entropy function H(P) is non-negative and concave in P (Cover et al., 1991) . This is also called the 1 st -order entropy denoted by H (1) because the expression uses a single value of the probability in both the self-information and the weight. The parentheses are used in the subscript to differentiate this notation from the H q notation in the Rényi entropy, as discussed later. We often use another subscript to emphasize the order of the Markov chain model of the message itself. For example, the 1 st -order entropy for a memoryless message with a nonuniform pdf is denoted by H (1,0) , while the 1 st -order entropy for memoryless message with a uniform pmf is denoted by H (1,-1) . This special case can be expressed as
It is very important because it defines redundancy H R H R (A)=H max (A) -H(A)
( 20) where A represents any alphabet (either source or code), H max (A) represents the maximum possible entropy for an iid distribution, and H(A) is the actual entropy for the given alphabet A. If H R (A) is removed from the message, no loss of information occurs. This defines a lossless compression.
Shannon's Code Entropy
If each individual symbol has a codeword that has an integer number of bits, λ j , then the source entropy H(Σ) may be different from the code entropy H(Γ). The code entropy is defined as the weighted sum of the self-information of the individual codewords
Notice that since I j ≤ λ j then
H(Σ)≤H(Г) (22)
When the equality in 22 is reached, then the code is called perfect in the information theoretic sense. For example, the arithmetic code (which does not require an integer number of bits per symbol) is closer to the perfect code than the Huffman code (Sayood, 2000) .
Higher-Order Message Entropy
For independent symbols, the message M is of the 0th order and its entropy equals the source entropy, H(M) = H(S). If encoded, then the following relation must hold H(M) ≤ H(G). However, if the message is of the 1 st order (i.e., is has memory of one symbol), then the message entropy must be of the 2 nd order as denoted by
where the p(i,j) and p(j | i) are the joint and conditional probabilities, respectively. This can be generalized to any higher order entropy H (k+1,k) for messages of higher-order k (Sayood, 2000) .
ENTROPIES OF DISTORTION
In lossless compression, the original message M and reconstructed messages M* are the same and the measures discussed so far are sufficient for their comparison. In lossy compression, the reconstructed message may be different from M, thus leading to distortion and a different reconstruction alphabet Σ*. The distortion can be measured through distortion entropies such as conditional, mutual, and relative (Cover et al., 1991; Kinsner, 1998) . In order to avoid cumbersome notation, we shall denote the original message as X ≡ M, and the reconstructed message as Y ≡ M*, with the corresponding source and reconstruction alphabets denoted by X = {x 1 , x 2 , ..., x N } and Y = {y 1 , y 2 , ..., y L }, and their cardinalities of N and L, respectively. Notice that N and L do not have to be equal. We also assume that H(X) = H(X) and H(Y) = H(Y).
Joint Entropy, H(X,Y)
The joint entropy H(X,Y) of two discrete random variables X and Y is fundamental to the definition of the conditional and other entropies. It is defined as
where N and L are the cardinalities of X and Y, respectively, and p(x,y) is the joint pmf. This joint entropy can be illustrated by a Venn diagram shown in Figure 7 . It can be seen from the diagram in Figure 7 that (for proof, see Cover et al., 1991, p. 28) 
H(X,Y)≤H(X)+H(Y)
and
Conditional Entropy, H(Y|X) and H(X|Y)
The conditional entropy H(Y|X) that the reconstruction message Y has occurred, given that the source message X has occurred, is defined as the average conditional self-information I(y | x)
Similarly,
This conditional entropy is illustrated in Figure 7 . It can be seen that (Cover et al., 1991, p. 27 )
Figure 7. Venn diagram illustration of joint entropy, H(X,Y), conditional entropy, H(X|Y) and H(Y|X), and mutual entropy, H(X;Y)
and, in general,
It can also be shown that (Sayood, 1996, Example 7.4 .2)
Mutual Entropy, H(X;Y)
The mutual entropy H(X;Y) of the source message X and the reconstruction message Y is defined as the average mutual self-information denoted by I(x ; y)
where
It can be seen from Figure 7 that, since the mutual entropy is common to both the source and reconstruction, it could be used to make the reconstruction look like the source when H(X;Y) reaches its maximum value. When H(X;Y) = 0, the source and reconstruction are totally different. This feature has made mutual entropy a prominent player in many areas of signals processing. It can also be shown that
H(Y;X) =H(X) + H(Y)-H(Y|X) (33c)
Relative Entropy, H(X || Y)
In this article, the most important distortion-related entropy is the relative entropy denoted by H(X || Y). If we assume that both the source X and reconstruction Y alphabets have the same cardinality N, then the relative entropy can be written as
This value is non-negative if the pmfs of the two alphabets are not equal, and zero if and only if P(X) = P(Y). The relative entropy is also called the Kullback-Leibler divergence (distance), as it measures the dissimilarity between two alphabets of the same cardinality. This property is suitable for perceptual quality metrics (Dansereau et al., 2001 (Dansereau et al., , 2006 .
Rényi Entropy Spectrum, Hq
Shannon's 1 st -order and higher-order entropies provide a measure of the average information for either the source or the reconstruction or both and are of great importance in data and signal transmission, storage, and signal processing. In 1955 , Alfréd Rényi (1921 -1970 ; Erdös Number 1) introduced a generalized entropy, H q , that could discern the spread of probabilities in the pmf. For a source message M with its source alphabet Σ of cardinality N and its corresponding pmf, P, the Rényi entropy spectrum is given by
where q is the moment order. For q = 0, the Ré-nyi entropy becomes the maximum (capacity) entropy H (1,-1) , also known as the morphological entropy (Kinsner, 1996 (Kinsner, , 2005 )
For q = 1, it can be shown that it is the Shannon entropy H (1, 0) , also known as the information entropy (Kinsner, 1996) 
For q = 2, it becomes the correlation entropy (Kinsner, 1994 )
For q = ±∞, it becomes the Chebyshev entropy (Kinsner, 1996) with the extreme values of the probability defining the following two extreme values
Since p min ≤ p max , then |log b (p max )| ≤ |log b (p min )|, and the entropy spectrum has the upper and lower bounds. It can be shown that H q is a monotonically nonincreasing function of q, and it becomes constant only for an iid pmf. Since the spread of this "inverted S" curve in Figure  8 depends on the spread of probabilities in the pmf, the curve can be used as a measure of the differences (distortion) in the source pmf, X, and the corresponding reconstructed pmf, Y as shown in Figure 8 . Based on these measures, a suitable cost function can then be established for rate distortion minimization.
This entropy spectrum can also be used as a detector of stationarity of a signal (i.e., while a stationary signal produces a constant curve over time or space, a nonstationary signal produces a varying spectrum trajectory). The major advantages of this approach over the direct study of the pmfs include: (i) the pmfs can be of different cardinalities, (ii) this entropy spectrum Hq can be used in multiscale analysis to establish the fractal dimension spectrum D q (Kinsner, 1996 (Kinsner, , 2005 , and (iii) D q can then be used to extract the Mandelbrot singularity spectrum (Kinsner, 1996 (Kinsner, , 2005 . We have applied both H q and D q in the study of multifractals in dielectric discharges, transient signal analysis, fingerprint compression, speech segmentation into phonemes, image and video compression, biomedical (ecg and emg) segmentation and classification, DNA sequencing, and cryptography.
OTHER ENTROPIES
The Shannon and Rényi entropies relate to the Boltzmann-Gibbs entropy concept in which a probability function, W, determines the direction toward disorder: since a closed Figure 8 . Rényi entropy spectrum for a source X and its reconstruction Y messages system tends to a thermodynamical disorder, the entropy increases with increasing W. Since self-information was defined in the same direction, a random message carries more selfinformation than a legible message. Clearly, self-information should not be the opposite to the conventional perceptual and cognitive information. Several alternative approaches to defining entropy and information will be summarized. We shall start from the Kolmogorov and Kolmogorov-Sinai entropies that provide a fundamental alternative to the Shannon entropy as they do not involve probabilities, with the latter describing dynamic rather than static systems. It is followed by Prigogine's entropy for open self-organizing systems. For completeness, Boltzmann, Gibbs, Schrödinger, and Stonier entropies will also be highlighted. There are still other entropies (e.g., fuzzy entropy) that are not treated in this article. In 1965 , Andrei N. Kolmogorov (1903 introduced an alternative algorithmic (descriptive) complexity measure K U (X) of a message X as the shortest length of a binary program P that can be interpreted and halted on a universal computer U (such as the Turing machine), and that describes the message completely, without any reference to the pmf. The entropy is given by
Kolmogorov Entropy (Complexity)
Since the expected value of this Kolmogorov complexity measure of a random message is close to Shannon's entropy, this concept can be considered more fundamental than the entropy concept itself (Cover et al., 1991, Ch. 7).
Kolmogorov-Sinai Entropy
In dynamical systems, the KolmogorovSinai (KS) entropy HKS is a measure of information loss per iteration in maps for which the iteration count n is an integer, n ∈ Z (or per unit of time in flows for which time t is continuous, t ∈ R) in m-dimensional (mD) phase space (Kinsner, 2003a) . Thus, the KS entropy can be used to characterize chaos in an mD phase space (Atmanspacher & Scheingraber, 1987) . For example, while nonchaotic systems have H KS = 0, chaotic systems have H KS > 0, and uncorrelated noise has H KS = ∞ (Kinsner, 2003c) . There are several schemes to compute the KS entropy (Kinsner, 2003b) . If a dynamical system has several positive Lyapunov exponents, the following Ruelle inequality holds for most dynamical systems (Grassberger & Procaccia, 1983; Ruelle, 1978) 
where J is the index of the smallest positive Lyapunov exponent. Pesin (1977) has shown that the inequality also holds for flows. Thus, Lyapunov exponents provide a good estimate of the KS entropy without any reference to the source statistics because the Lyapunov exponents can be calculated directly from the trajectories of the corresponding strange attractor. This is important because accurate estimates of the entropy from the process statistics would require a very large number of data points in a time series (Williams, 1997, Ch. 26) .
The significance of the KS entropy is that it extends the static probabilistic Shannon entropy measure to dynamical systems, which are deterministic and dynamic in that they provide a continuous supply of new information during their evolution in chaos. We propose that this single KS entropy could also be generalized to H qKS with moments order q ∈ R, similarly to the generalization of the single Shannon entropy, as discussed in a previous section.
Prigogine Entropy
For years, Ilya Prigogine (1917 Prigogine ( -2003 had been developing ideas related to dynamical systems and complexity, with emphasis on far-from-equilibrium self-organization. He described three forms of thermodynamics: (i) thermostatics (i.e., systems in equilibrium at which nothing special can happen because any perturbation is ignored by the system due to the Gibbs' minimum free energy principle), (ii) linear thermodynamics (near-equilibrium, also governed by the minimum principle), and (iii) far-from-equilibrium thermodynamics (Prigogine, 1996; Prigogine et al., 1984) . The latter form is the most interesting as it includes both inflows and outflows of energy, matter, and entropy (organization) between the open system and its environment. This exchange can be written as
where S P denotes Prigogine's entropy, which consists of the internal (Clausius) entropy S C and the exchange entropy S E . Since for irreversible systems, dS C > 0, the Prigogine entropy dS P depends on the new component which can now be either (1) dS E > 0 (nothing special), or (2) dS E = 0 (an isolated system at equilibrium), or (3) dS E < 0 (negentropy, or provision of order). If |dS C | < |dS E | then dS P < 0. This negentropy indicates self-organization, which can occur in the far-from-equilibrium state because the system does not have to conform to any minimum principle. This entropy appears to be critical in future studies of measures for CI.
Clausius Entropy
In 1820, Sadi Carnot (1796-1832) formulated the first law of thermodynamics (that energy cannot be created or destroyed) in the context of the maximum efficiency that a steam engine could achieve. In 1865, Rudolf Clausius (1822-88) proposed the following definition of entropy function S C
where dS C denotes the exact differential (i.e., whose integral is independent of the configuration path selected), while δQ is an inexact differential of thermal energy Q (as its integral depends on the path selected), T is the absolute temperature in K, and the subscript R denotes that the expression is valid for reversible processes only, close to thermal equilibrium at a macroscopic scale. He also expanded this expression to irreversible systems for which the entropy increases, dS C > 0, and by introducing this physical evolution, he defined the second law of thermodynamics (that heat rise from a colder to a hotter body is impossible), and coined the word entropy from the Greek word (τροπη) for "transformation" or "evolution." Clausius also made the following famous categorical statements: (1) "The energy of the universe is constant," and (2) "The entropy of the universe tends to a maximum." These statements apply to an abstract closed universe only.
Boltzmann Entropy
In 1898, following Carnot and Clausius, Ludwig Boltzmann (1844-1906) expanded this fundamental concept of thermodynamic entropy S T as given by
where k is the Boltzmann constant (1.3807×10 -23 J/K or 3.2983×10 -24 cal/K), b = e, and W is the thermodynamic function such that when the disorder of the system increases, W increases with it, thus increasing S T . He defined entropy in terms of a macrostate determined by a large number of microstates. For example, let us consider that the macrostate is determined by a set of 16 non-overlapping coins distributed in a 2D space, and that the microstate is formed by each coin either face up or down. The number of the most unlikely scenarios of the organized macrostate (in which all the coins are either face up or face down) is W(p min ) = 1. The most likely scenario of the disorganized macrostate is that half of the coins is up and the other half is down (or vice versa) which is W(p max ) = C(16,8) = 12,870. Thus, ST(p min ) < S T (p max ). Since W is represented by the natural numbers, starting from 1, ST is non-negative. Since any ordered closed system tends to a disordered state at its equilibrium S T *, the disordered state is more probable than an ordered state, thus leading to the second law of thermodynamics. Observe that if W is reformulated in terms of a probabil-ity function, and the sequence of macrostates is substituted by time t, then -∞ < S T (t 0 ) ≤ S T (t) ≤ 0 for all times t 0 < t, regardless of the initial system preparation, where t 0 is the initial time. In either case, the entropy difference between t and t 0 is positive. Work is required to organize a system. The present research interest is in open systems that are far from this equilibrium. Notice that although Boltzmann did not deal with information explicitly, the concept of "degree of disorder" is related to it.
Boltzmann-Gibbs Entropy
In 1902, J. Willard Gibbs (1839-1903) formalized Boltzmann's entropy within a measure space (consisting of a phase space X, a σ algebra and a measure µ (Mackey, 1992)), and formulated the thermodynamic entropy in terms of densities f on an ensemble to deal with the very large numbers of particles in a volume. An ensemble is a set of small subsystems that are configured identically, each with a finite number of particles. The entropy can be written as
which is the expected value of the density (for a continuous case). Notice that the sign is the opposite of the original Boltzmann's S T . Again, Gibbs did not deal with information explicitly. He also formulated the concept of free energy, which is the difference between the total energy and the unavailable energy (lost in the processes). This leads to the concept of quality of energy sources, and may also be useful in CI.
Schrödinger Negentropy
In 1944, Erwin Schrödinger (1887 Schrödinger ( -1961 introduced the concept of negative entropy (negentropy) to stress organization of living systems (Schrödinger, 1944) . He started from Boltzmann's formulation
where D S is similar to W in (44). Since living organisms have the tendency to maintain a low level of entropy by "feeding upon negative entropy" (i.e., taking orderliness from their environment), he expressed it as
Again, Schrödinger did not deal with information directly. Later, the expression was also pursued by Brillouin (1964) who considered W to be a measure of uncertainty.
Stonier Entropy
The Schrödinger entropy was further developed by many others, including Tom Stonier (1927-99) (Stonier, 1990) . He considered
in 46 as a measure of an ordered system, and defined information as
where S is the Schrödinger entropy, k is Boltzmann's constant, and c is an information constant of a system at zero entropy. This formulation of information is totally different from Shannon and Rényi in that an ordered (legible) message M1 has now more information than a more random string M 2.
SUMMARY AND DISCUSSION
The main objective of this article was to provide a review of self-information and entropy as they might be used in measuring the quality of reconstruction in data and signal compression for multimedia. Another objective was to introduce alternative definitions of entropy that do not require the source or reconstruction statistics. Still another objective was to describe an entropy capable of measuring dynamic information content, as can be found in chaotic dynamical systems. This article is an extension of the data and signal compression techniques and metrics described by Kinsner (2002) .
We have defined data as bags of symbols (or strings) whose origin and destination are not known. Any transformation of the data must be lossless in the sense that no information is lost. On the other hand, signals are bags of symbols (or strings) with known origin and destination. Such data or signals can form finite messages. In cognitive informatics, we are concerned with the transformation of signals to enhance their characteristic features for perception, cognition, and learning. The transformations can be lossy as long as the distortion between the reconstruction and the source does not impede the key objective of the maximal transfer of information through the signals used. We have also distinguished between two fundamentally different classes of signals: linear-time invariant (LTI) and scale-invariant (SI). Many new metrics can be found for the SI signals that are not available for the LTI signals.
This article has reviewed a number of different forms of Shannon self-information and entropy. The self-information of a symbol is defined as a function of its probability and is measured in information units such as bits. Entropy is defined as the average (expected) self-information, which can be interpreted as the average number of information units per symbol, regardless of the size of the message. Since the Shannon self-information and entropy have both the same root, their interpretation relates to the Boltzmann entropy. Consequently, Shannon self-information had to be divorced from any cognitive meaning.
The single kth-order Shannon entropy of messages with different memories (according to Markov-chain models) is useful in developing perfect codes in the information-theoretic sense, but does not deal with the spread of probabilities in the source or destination alphabet. To solve the problem, we discussed the Rényi generalized entropy spectrum, Hq, which provides a bounded representation of the signal. This functional (or vectorial) representation could be used to determine the distortion between a source, Hq(X) and its reconstruction Hq(Y), no longer in terms of scalars, but in terms of vectors. The difference between Hq(X) and Hq(Y) could then be used to establish a cost function in order to achieve an optimal perceptual quality of the reconstruction. This single-scale Rényi entropy spectrum, however, has a serious limitation when dealing with self-similar or self-affine signals, which are scale-invariant. For such signals, the analysis must be done at different scales to discover any power-law relationship that might be present in the signal, and if present, a spectrum of fractal dimensions could be computed (Kinsner, 1996) . The significance of this Rényi fractal dimension spectrum is that it can characterize strange attractors that are often multifractal. Furthermore, since images or temporal signals can be considered as strange attractors of iterative function systems (Barnsley, 1988) ; the Rényi fractal dimension spectrum can be used to characterize such signals. We have demonstrated elsewhere that this approach can lead to even better perceptual metrics (Dansereau et al., 2001; Kinsner & Dansereau, 2006) .
Other definitions of entropies have also been presented in this article. For example, the Kolmogorov entropy generalizes Shannon's entropy, as it does not refer the pmf at all. The Kolmogorov-Sinai entropy also extends Shannon's entropy, as it can deal with systems that create new information during their evolution. Such metrics could be applicable to learning processes in CI.
Although there are many definitions of entropy, the core idea that makes entropy so important in the probabilistic and algorithmic information theories is that it describes disorder and order of a message. This order is critical to CI.
Many contemporary quality metrics still have a major difficulty with measuring perceptual quality because they are based on the error energy between the source and the reconstruction, while the human visual system and the psychoacoustic system involve not only energy, but many other factors such as singularities. On the other hand, entropybased measures are more suitable for quality metrics, as they describe disorder of the source and reconstruction. A suitable cost could then be designed to maximize the perceptual quality of the reconstruction, at the lowest possible bit rate. Since it is most unlikely that a single cost function could apply to all the multimedia materials, it should use adaptation and learning to match both the properties of the material and the specific needs of a user. Thus, the question posed in this article has an affirmative answer: although the entropy-based measures are useful in characterizing data and signals, and in establishing the perceptual quality of their reconstructions objectively, they should be used only in conjunction with other complementary concepts such as various multi-scale singularity measures that could be developed from the entropy-based measures described in this article.
In fact, such measures are described by Kinsner (2005) and Kinsner and Dansereau (2006) . The fundamental reason for multi-scale entropy-based measures being more suitable for quality metrics than various energy-based measures is that the former describe the complexity of the source and reconstruction. The complexity is related not only to the structure and context of the message, but also to the singularity distribution in the message over multiple scales. This property is essential in perceptual, cognitive, and conscious processes. Thus, such entropy-based multi-scale metrics differ fundamentally from any other measures in the classical information theory. This is described in more detail by the unified approach to fractal dimensions (Kinsner, 2005) , and is illustrated by the explicit examples of perceptual quality metrics through a relative multi-scale entropy-based measures as described by Kinsner and Dansereau (2006) .
However, since measuring of the content (meaning) and value (utility) of a message to a single user and to multiple users requires not only the static multi-scale entropy-based measures, as described here, but also measures of their relative dynamics, this problem will be covered in our future work.
