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I. INTRODUCTION 
The purpose of the work described in this thesis is to develop practi­
cal methods for the computation of true or estimated variances and covari-
ances of estimated variance components. The estimation of variance com­
ponents is a useful procedure for assessing the actual or potential con­
tribution of each of several possible sources of variability among re­
sponses in an experimental or sampling situation. The variance component 
estimates serve as a mieasure of the importance of the sources of variabil­
ity but a,re subject to sampling error. The variances and covariances of 
the variance component estimates are thus necessary for judging the reli­
ability of the variance component estimates. They are also of interest in 
the study of alternative methods of estimation. 
The work here follows the finite population approach of previous work 
by Kempthorne, Wilk, Zyskind, Throckmorton, White and Dayhoff at Iowa State 
University, and by Tukey, Hooka and others elsewhere. The method of esti­
mation assumed is that of equating the mean squares in the analysis of 
variance to their expectations and solving the resulting linear equations 
for the variance components. Dayhoff (196^ ) has shown that variance compo­
nent estimates obtained in this way can be formulated as linear functions 
of quantities called generalized polykays of degree two, and the variances 
and covariances of the estimates as linear functions of generalized poly­
kays of degree four. The generalized polykays of degree four are linear 
functions of averages of fourth power products of the sample or population 
responses, called generalized symmetric means. These can be directly com­
puted. 
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The implementation of Dayhoff's methods to obtain niimerical estimates 
involves two serious problems. First, the algebra required to obtain the 
formulas in a particular case, while straightforward in principle, is very 
burdensome in execution. _Pne must work with thousands of terms in the 
linear expansions, with the additional complication that the same genera­
lized symmetric mean may occur in several different guises, so that col­
lecting like terms is difficult and errors likely. Because of the heavy 
burden of algebra,it is expedient to perform this task on high speed digi­
tal computers. Accordingly, algorithms are described in this thesis which, 
when presented with an arbitrary balanced complete structure, generate the 
necessary formulas. These algorithms are quite general with respect to 
number of factors. However, storage and time requirements are such that 
five factors is perhaps a practical limit with present day digital com­
puters. 
The second problem arises in the numerical computation of the genera­
lized symmetric means of degree four. Consider a three factor structure 
with each factor at 10 levels. One of the generalized symmetric means is 
' j 
^ ^i.ik^i'.i 'k'^i' '.j ' 'k' '^i' ",i " 'k' ' ' 
10^ 9%^ 7^  
This quantity will require something in the neighborhood of I50 hours to 
compute on a high speed computer, with a cost of perhaps ^ 20,000; an amount 
which is certainly excessive for a problem involving only a thousand obser­
vations. A better approach is clearly desirable. 
A simple illustration of the approach taken here is given by the 
familiar identity below 
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The left-hand quantity is a simple symmetric mean of degree two, and 
aside from the divisor requires n(n-l)/2 multiplications and additions, 
while the expression on the right requires n + 1 multiplications and 
2n + 1 additionso Similar identities may be obtained for generalized sym­
metric means of any degree and in particular for degree four; The use of 
such quantities decreases the number of arithmetic operations substan­
tially. 
A general method of obtaining all needed identities in a straight­
forward manner has been developed and implemented in a computer program. 
Further programs interpret and evaluate the terms, called unrestricted 
sums, of these identities, which are finally substituted into the formulas 
for the variances and covariances. 
The next chapter gives a brief review of previous work which ha,s a. 
bearing on the present research. Chapter III develops some of the con­
cepts required for an 'onderstanding of variance components and their re­
lation to population and sample structures. Chapter IV presents the 
necessary material dealing with generalized symmetric means and polykays. 
Chapter V presents some algebraic results relevant to the relationships 
ajnong generalized symmetric means, polykays and unrestricted sums. The 
algorithms are described in Chapters VI and VTI. 
II. LITERATURE EEVIEW 
The first uses of variance component s ^ applied to the theory of errors 
of astronomical observations, date back more than 100 years (see Scheffe' , 
1956) but the general use now made of these techniques seems to originate 
from suggestions by Sir Ronald Fisher (1918, 1925)* 
Papers by Crump (19^ 6)^  Eisenhart (19^ 7) ^ Crump (195I) and Sheffe' 
(1956) discuss some of the general problems and results of the use of 
variance components models. 
The finite population approach to the problem appears to have followed 
two semi-independent branches which were united (as predicted by Zyskind 
(1958)) by Dayhoff (1964). The first of these branches was given its 
greatest impetus by Tukey (1950,1956a) who introduced the quantities called 
polykays. The polykays share with their namesakes the k-statistics (Fisher, 
1928) the important property of inheritance on the average (that is, the 
property that the average of a sample function is the analogous population 
function) and various combinatorial properties which may be exploited in 
obtaining formulas for averages of sums and products of quantities random­
ly associated. This method of attack seems to be an adaptation to finite 
populations of a combinatorial approach to the study of moment statistics 
in infinite-populations which has been the subject of numerous papers in 
journals of mathematical statistics over the past 50 or 60 years. Refer­
ence to some of these papers may be found in Dressel (19^ 0), and in Pierce 
(*19^0). 
The polykays are certain linear functions of symmetric means of•quan­
tities having a single index of classification, while the symmetric means 
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are ,the means of the elementary symmetric functions. As an example of 
these two.types.of quantities consider a sample of n observations, 
Xg,..., x^  . There are two symmetric means of degree two for these n 
quantities, namely 
1 n „ 
< 2 ^  = n i£l^ l 
and 
< 
and also two polykays defined by 
kg = (2) = < 2 > - < 11 > , 
and 
k^ =^ (11) = < 11 > . 
General definitions of the symmetric means and polykays are given in 
Chapter IV. 
Extension to more complicated structures is made by Tukey by consid­
ering the complex structure as being composed of sums of quantities from 
singly classified structures randomly associated. Utilizing this approach 
formulas for variances of variance components are obtained. Hooke (l^ b^a), 
extends the results of Tukey to two-way crossed structures for which he ob­
tains generalized symmetric means, and generalizations of the polykays to 
their analogues for two-way crossed populations which he calls bipolyka,ys. 
Hooke is then able to obtain formulas for variances of variance component 
estimates for two-way structures. Hooke (195^ ) also uses a method for 
the numerical computation of the bipolykays, and his procedures may be 
considered as a special case of the procedures developed in this thesis. 
The second branch of study of the finite population problem developed 
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largely from the attempt to separate the processes of statistical and non-
statistical inference in the specification of models for analysis of vari­
ance in experimental, situations. Using design random variables which give 
an explicit mathematical statement of the randomization procedure of an 
experimental design, Kempthorne (1952) introduced derived linear models 
involving no assumptions for the analysis of variance save that the random­
ization be carried out as specified by the design. 
Study of these models for a variety of design situations led Wilk 
(1955) to the use of quantities called cap sigmas^  linear functions of 
the components of variance, in terms of which the expectations of mean 
squares in the analysis of variance of samples from finite populations 
take on a particularly simple form (in fact, that of the expected mean 
squares in the analysis of variance of samples from infinite populations, 
expressed in terms of the usual variance components.) Development of the 
expected mean squares for a variety of designs, study of the effects of 
non-additivity and other matters making-use of the cap sigmas are re­
ported in Wilk and Kempthorne (1956), (1957) and Zyskind (1963). 
Detailed examination of the structure of populations and samples, 
and the relationship of this structure to variance components, cap sigmas 
and expected mean squares is made by Zyskind (1958,1962). In particular, 
his introduction of the concept of admissibility of sets of responses, 
the inclusion of the cap sigma for the "null set" together with défini- . 
tions of completeness and balance in population or samples serve to pro­
vide a basis for further mathematical development. 
Throckmorton (1961) aided this development by the introduction of 
structural diagrams for complete structures, which, whatever their the­
7 
oretical importance^  are of considerable practical importance as aids in 
the specification of models for particular pop'ulation and sample situations, 
since a complex, description of combinations of crossed and nested factors 
can be easily described in a simple diagram. Throckmorton studied the ef­
fect of random assignment of experimental treatment levels to experimental 
units, the effect of this assignment upon sample structure, and the re­
sulting form of the expected mean squares. 
White (1963) provides a more formal approach to the study of response 
structures and is able to define the concepts introduced by Wilk, Zyskind, 
and Throckmorton in a general way in terms of sets of responses and parti­
tions of the population or samples. He also introduces a formal sampling 
procedure called symmetric uniform probability sampling, which appears to 
be equivalent- to the procedures of randomizations which would be followed 
by most experimenters wishing to provide random assignment of treatments 
to experimental units subject to restrictions of population and sample 
structure. Utilizing these formal definitions White (1963) proves a 
"fundamental, second moment theorem" which expresses the expectation of the 
product of two sample observations as a linear function of cap sigmas. He 
further proves that the standard cap sigma expansion of the. square of a 
sample mean (i.e. partial mean) from a balanced complete population re­
sponse structure applies whenever the sample is a symmetric ^ jniform proba­
bility sample which consitutes a balanced response structure. The ap­
proach of White differs from, earlier workers in that the assumption of the 
sampling procedure he defines together with the formal set theoretic ap­
proach replaces the use of design random variables in the derivation of 
the results. 
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A summarization of much of the work described above may be found in 
Kempthorne^ et al. (1961). 
As was noted above^  by showing the equivalence of cap sigmas and 
polykays of degree two, Dayhoff effected a reconciliation of the symmetric 
function and the cap sigma approach to the study of variance components. 
It should be noted, however, that this reconciliation is only partial, 
since Dayhoff's results are based upon pure random sampling, whereas the 
cap sigma result apply to more general types of sampling. 
A great deal has been written on the subject of estimation of vari­
ance components from, infinite populations. While it is hoped that the 
present work may make possible investigation of the robustness of the in­
finite model assumptions, the approach here is enough different that a 
recounting of the various results from infinite model theory does not 
seem pertinent. A good review of this literature may be found in Basson 
(1965). 
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III. RESPONSE STRUCTURES AND VARIANCE COMPOIŒKTS 
A brief review of the treatment of response structures given by White 
(1963) will serve to define some of the concepts needed for an explanation 
of the relationship of the present work to the computation of variances 
and covariances of variance components. 
The basic notion of a response structure is that of a finite number 
of responses classified in various ways. The responses themselves may be 
thought of as the outcomes of some experimental procedures, and may con­
stitute a conceptual or actual population of such outcomes; or they may 
be a sample of observed results. The classifications are inputs to the ex­
perimental situation. They may consist of the levels of one or more 
treatments, or to various spatial, temporal or other arrangements of the 
experimental material. In the ease of sample structures, population 
classifications may be modified in the sample by the sampling procedure. 
A purpose of the study of such structures is to devise means of asses­
sing the contribution of the various classifications to the variation among 
the values of the responses. The population variance components are mea­
sures of these contributions, and may be estimated by functions of the 
sample responses. The utility of possible schemes for estimating the vari­
ance components may be judged in some degree by studying the variances and 
covariances of the estimates. It is hoped that the present work will aid 
in this assessment by providing practical means of obtaining numerical 
values for these variances and covariances. 
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A.• Notation for this Chapter 
This chapter will deal with several, different types of quantities, 
which are apt to be confused. With the hope of aiding clarity the follow­
ing list of special notation is given. The terms listed will be defined 
in the chapter. 
J a set of responses , 
A, B, A(B), . ... factors or interactions 
levels of factors 
sets of factors 
the empty set of responses 
the set consisting of no factors 
but the trivial factor having the 
entire set of responses as its sole 
level. 
combinations of factors 
partial means 
components 
the overall mean 
components of variance 
cap sigraas 
The usual symbols will be used for the relationships among sets. Thus 
if A and B are two sets of factors and a and b are combinations of 
the factors in A and B, respectively, the expression A £ B will mean 
that every factor in A is also a factor in the set B . On the otherhand 
the combinations will be defined to be sets of responses so that b £ a 
Ay A(B)j • . • 
0 
A 
Qj y • • • 
V ' ' " 
Pa(b)' • ' • 
Fo = Po = 
°A^  °A(B)' ° • " 
h' ° ' • 
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will mean every response in the combination b is a response in the com­
bination a . It will turn out that A _c B and b £ a are consistent 
statements. Similarly A H B will be the set of factors common to the 
sets A and B , while a H b will be the set of responses common to the 
combinations a and b . In like manner^  A U B and a U b are the . 
unions of sets of factors and responses, respectively. The symbol ô 
meaning membership in a set will also have the usual, meaning with A s B 
meaning A is a factor belonging to the set B of factors and y e b 
meaning y is a response belonging to the combination b (b is a set of 
responses). Nothing said here is meant to imply that the relations c , 
n, U, e are to be given meanings different from their ordinary ones ; it 
is hoped that pointing out the two different types of sets, set of factors 
and set of responses, with which they will be used,may prevent confusion. 
B. Response Structures 
Consider a set, Y, of a finite number of responses. A factor (of 
classification) is defined to be a collection of disjoint, non-empty, sub­
sets which exhausts Y . The subsets themselves will be called the levels 
of the factor. 
Let A = {A^ \^ A^ )^ , . . . , A^ ^^ 3 be a set of r factors.' A com­
bination a of A is the set of responses formed by the intersection of 
a single level of each of the factors in the set A , e.g., 
a = n A^ )^ n . . . n a?^  ^
1^ 2^ r^ 
where a(^  ^ denotes a level of the kth factor. 
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A combination of a set of factors is said to be .an occurring combina­
tion if it is not empty. 
Let X be the set of factors consisting ..of the totality of the fac­
tors of Y which are of interest in a given investigation. Then if every 
combination of X contains a unique response, the set of responses, Y, and 
the set of factors, X, together, are said to form; a response structure. 
If A is any set of factors of a response structure and if every 
occurring combination of A contains the same number of responses, A is 
called a balanced set of factors. If this is true of all.sets of factors 
of a response structure, the response structure will be said to be balanced. 
It may occur that for two factors A and B of à response structure, 
each level, B. , of the factor B is a subset of some level, A. , of the 
1 J 
factor A . In this case the factor A will be said to nest the factor 
B, and B will be said to be nested in A. Trivially, every factor nests 
itself. 
Consider a factor A with a level A^  and a factor B, nested in A, 
with the level B. c A. . Take a combination of some set of factors in-
J — 1 
eluding both A and B . If this combination is contained in B. , then 
J 
necessarily, it is contained in A^  . Hence, for i ^  i', a combination 
c _c A. , n B. must be the empty_set. Accordingly, we define a combination 
^ 3 
of a set of factors to be a possible combination, if and only if, for each 
level of every nested factor represented in the combination, the levels of 
all nesting factors which contain the levels of the nested factor are also 
represented. 
A combination of a set of factors which is not a possible combination 
cannot occur. However, not every possible combination need occur. A re­
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sponse structure in which every possible combination occurs is called a 
complete response structure. If a complete response structure is also a 
balanced response structure, it is called a balanced complete response 
structure (BCRS). 
An admissible set of factors of a response structure is a set which 
contains every factor which nests any factor in the set. 
Let T be an admissible set of factors of a balanced complete re­
sponse structure. The subset W of % consisting of all those factors 
of T which nest no other factors of T is called the rightmost bracket 
of T •. If T = W U V we will often write T = VfW") • 
The sum or mean of the responses of a possible combination will be 
called an admissible partial sum or mean. 
1. The augmented lattice of factors 
' I. 
Throckmorton (1961) shows that, considering the nesting relationship 
as a partial ordering, a balanced complete response structure forms a 
lattice. It will be shown here that including interaction factors in the 
set of elements partially ordered by nesting also results in a lattice. 
The following, definitions are given for reference (cf. Jacobson, I951). 
Definition 3.1 A partially ordered set is a set S of elements, 
and an ordering relationship < , satisfying the following two postulates: 
a. If A, B e S and A < B, B < A . then A = B. 
b. If A, B, C e S and A < B, B < C then A < C. 
Definition 3-2 Let be a partially ordered set and T be a 
subset of  ^. Then an element A 0 S is an upper bound of T if B < A 
for each B s T . 
Definition 3»3 If A is an upper bound of T and if A < C for 
ih 
every upper bound C of T , then A is a least upper bound of T . 
A similar definition, may be made for the greatest lower bound. 
Definition A lattice is a partially ordered set in which every 
pair of elements has a least upper bound and a greatest lower bound. 
It may be verified that the set of factors of a.response structure and 
the nesting relationship satisfy this definitioh. 
A partially ordered set can be diagrammed conveniently by placing ele­
ments which cover other elements immediately above them in the diagram and 
connecting the elements and those elements which cover them with line seg­
ments. An example is the response structure having the factors A, B, 0 
and D with A and B crossed, C nested in A , and D nested in both 
A and B . The diagram for this structure is 
A 
C 
It is convenient to use the bracket notation of Zyskind (1958) to in­
dicate nested factors so that instead of A, B, C, and D , the factors of 
the above structure will be denoted by A, B, A(C) and AB(D). (Those 
factors which nest no others in the set are enclosed in brackets if there 
are some nesting factors present.) 
Upper and lower bounds may be added to these structures by considering 
a factor |a which has a single level, the entire set Y , and a factor e 
which has each response as a level. With these conventions the structure 
will be 
15 
A(C)  
B 
e 
Throckmorton shows that such a. structure is a lattice. We will now 
show that by including the "interactions" of factors as factors we obtain 
a new lattice, in terms of which the relationships between cap sigmas and 
variance components have a simple form. Using the augmented lattice,im­
plicit definitions will be made of components and cap sigmas which result 
in simple algebraic expressions easily programmed for the digital computer. 
Although the quantities defined implicitly may seem to have little mean­
ing for that reason, the present definitions will be shown to be equiva.-
lent to the definitions of White (1963) and hence in accord with those of 
Wilk (1955).s Zyskind (1958)and Throckmorton (1961). Thus whatever log­
ical appeal may reside in the earlier definitions can be retained, along 
with the computational advantages of the present approach. 
Let A and B be two factors of the original lattice of a balanced 
complete response structure, and suppose that neither nests the other. 
Let the levels of A be denoted A^ , i = 1,2,..., a. and those of B by 
B.5 J = 1,2,..., b . Consider the collection C of sets C..= A. D B. . 
J ij 1 J 
G.. is a possible combination of [A,b3, so C. . ^  0 . Clearly 
C.. n C.,. = C.. n C . . ,  = C.. n C.,., = 0, the empty set, when i ^  i' , ij 1 J ij ig ij I'j' ^ ^ ^ ' 
i6 
j / j' . Also 
iWl jWl^ ij " 1=1 jWi^ i ^  = iW]^ i ^  (jWl^ j) = ^  " 
so that since the levels of C are disjoint, non-empty, and exhaust Y , 
C is a factor. 
More generally, let T = V(W) be an admissible set of factors of a 
BCRS. Let W consist of the factors o.. , and V , 
the factors o.. , Then a combination t of T is a 
set of responses, t = H D ... H H H D ... fl 
\ ^2 \ ^1 2^ J w 
with; if t occurs, every nested level present having those levels which 
contain it present. 
Let t' be some other possible combination of T . Then there are 
some factor levels and such that t c and t ' c 
-L/ m — "L — m 
with t / m (because, otherwise' t' would equal t). But 0 
( kl 
since W ' is a factor. Hence t and t' are disjoint. 
Let Z denote the union of all occurring combinations of T . If 
y s Z , it follows that y e Y, since elements of Z are responses, so 
that Z c Y . If y e Y, then y is the unique element in some combina­
tion of the set of all factors and hence, in particular, yet for some 
combination t of T . Hence y G Z and therefore Z = Y . Thus the 
collection of occurring com'binations of T is a factor with each occur­
ring combination a level. This factor will be called the interaction of 
the factors of W . 
The original factors of a balanced complete response structure to-
17 
• gether with the factor |_l and the interaction factors form a structure 
having the same combinations as the original structure, and hence a 
balanced complete response structure. It will now be shown that this 
structure is a lattice. 
We first note that the interaction factor T = V(W) is nested in 
every factor of the set T, for if A e T and if is some level of T 
then is a combination of T and hence a subset of some level of A . 
Let T and U be any generalized factors of a balanced complete 
response structure. To show that this structure is a lattice it is neces­
sary to show that T and U have a least upper bound and a greatest 
lower bound. Clearly if T nests U, T and U themselves are the re­
quired bounds. Suppose T and U are such that neither nests the other. 
Then V = T U U is an admissible set of factors. Thus the combinations 
of V form a factor, Y* say, which is nested in T and in U , and 
hence is a lower bo'ond for T and U • To show that V* is the greatest 
lower bound, let A be a factor nested in T and in U . Then if A^  
is a level of A there exist levels T^  of T and of U such that 
A. c T". ' and A. c U, . Hence A. c T. f! U, , which is a level of V* . 
1— J X— k X— J k ' 
Therefore A is nested in V* so that V* is the greatest lower bound 
of T and U . 
T and U are factors of the augmented response structure and may 
be interactions of admissible sets of the factors of the original struc­
ture. Suppose T and . U are the generalized factors of the sets T 
and U, respectively, of factors of the original lattice. Let S = T ^  U. 
S may or may not be empty. If S is empty, the factor jj. is the 
least upper bound of T and U, for let A be any factor which nests T 
18 
and U . Then if T. and U. are levels of T and U respectively, 1 J 
there exists some levels and of A with T^  £ A^  ^ and £ A^ . 
Now T^  n Uj is a possible combination and hence must occur. But if A^  
and A^  are different levels of A , A^  fl A^  = 0 . Hence A has a 
single level, so that A = j-l . 
Suppose S is not empty and let ¥ e S , and suppose some factor V 
nests ¥ . Then since ¥ e T D U , and since T and U are admissible, 
it follows that V e T and V e U and hence V e T fl U = ^  . Thus S_ 
is an admissible set of factors, and hence determines some factor S with 
levels the combinations of S . 
Let T^  and be levels of T and U respectively. Then T^  
is an occurring combination of T and U. is an occurring combination 
J 
of U . Let A e ^  . Then A s T and A e U . It follows that there 
exists some level of A, say A^  which contains T^  , since T\ is a r. 
combination of T and A G T . Similarly some level of A contains Uj, 
and since T^  H is not empty, while A^  H A^ , is empty unless 
k' = k, it is necessary that U. £ A, = But this must be true for every 
J  ^
factor of S and hence there exists a level of S which contains T. 
— 1 
and U. , namely the intersection of the levels which contain T. fl U. , 3 • 1 J ' 
of all the factors of S . Therefore S nests T and nests U , and 
so is an upper bound. 
To show that S is a least upper bound, consider any factor B which 
nests both T and U . Since T and U are admissible sets it follows 
that B s T and B e U . But S is the factor formed by the interaction 
of all factors in S_ so that B nests S . Therefore S is the least 
upper bound of T and U . 
19 
Thus the augmented set of factors forms a lattice with the. nesting 
partial ordering. 
The example diagrammed•above for the response structure having factors 
A, B, A(C) and AB(D), |J. and e, .has the interactions AB, A(BC), AB(CD) 
= e . The augmented lattice is therefore 
M 
.AB 
AB(D) A(BC 
AB(CD) 
Co Partial Means, Components, Variance Components 
and Cap Sigmas 
The augmented lattice provides a convenient, though perhaps arti:-
fical, way to define components, variance components and cap sigmas. More 
natural definitions may be found in many of the references, for example, 
Kempthorne, et al. (1961). 
1. Components and partial means 
Consider a particular level of each factor of the original response 
structure, or what is the same thing, the levels of all factors determin­
ing a given response. Corresponding to each factor of the augmented re­
sponse structure is a set of a,dmissible partial means, namely the arith­
20 
metic means of the levels of the factors. Thus^ , for each set of fixed 
levels of all factors, there is a lattice of partial means which is iso­
morphic to the lattice of the augmented response structure. As an ex­
ample, for the structure with factors A, B, A(C), AB(D) 'described above, 
let i, j, i(k), ij(&) denote levels of A, B, A{C), and AB(D), respec­
tively, and let y^ ^^  ^ denote the mean of the levels determined by the 
symbols v(u). Thus if A has a levels; B, b levels ; etc. we have 
_ 1 b d 
i^(k) " bd d=l ^ l^ ij(k^ ) , 
]_ a c d 
~ acd i=l k=l t=L^ ij(k/&) 
and so forth. The convention is that missing subscripts are averaged over. 
The partial mean lattice for fixed levels i, j, k, t is 
yo 
i(k) 
where y^  denotes the overall mean. 
Corresponding to each admissible partial mean y^ ^^  ^ a component 
is defined implicitly by 
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v^(v) v(-w) c r(s) .^ r(s) ' (3*1) 
where the sxunmation is over all • r(s) such that v(w) c r(s) , correspond­
ing to factors which nest that corresponding to v(w). Since every factor 
nests itself the matrix of coefficients in 3-1, as v(w) varies over the 
lattice of partial means for a fixed combination of all factors can be set 
down as a triangular matrix with unit diagonal elements and hence is non-
singular. Using the preceding example the equations given by 3-1 are 
H = Pi + Po 
= Plj + Pi + Pj + Po 
K^k) = Pi(k) + Pi + Po 
i^(jk) = Pl(jk) + Pi(k) ^  Pij + Pi + Pj + Po 
i^d(i) = Pij(t) + Pij + Pi + Pj + Po 
i^j(kt) = Plj(k4 + Pij(t) + Pi(3k) + Pi(k) Pij + Pi + Pj + Po 
Inverting; we obtain the p's explicitly; 
Po -
Pi = ^ i - ^ o 
Pj = '•j - 5'o 
Pij = ^ ij - 31 - fj + y. 
Pi(k) l^(k) ' ^i 
Pi(jk) ' ^iCdk) - yi(k) - ^ ij + ^ i 
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Pij(4) - yij(t) -
~ ^ ij(k-t) ~ " ^ i(dk) ^  ^ ij 
The terminology here differs slightly from that of White (1963) in 
that he defines as the component the set } of the compo;- • 
nents defined here, for a given admissible set . V(W) . The present usage 
is that of Zyskind (19$8). 
The definition of the quantities given by White (1963) is as 
follows. -
P|(») = (3-2) 
where v(w) denotes a possible combination of the admissible set V(W) 
= V U W , with W the rightmost-bracket, q(Z) = the number of factors in 
Z , = 0 , and the summation is over the class of subsets of W . 
The notation  ^ denotes the partial mean of the combination of V(W) 
- Z which contains v(w) . 
White's definition and the present definition will be shown to be 
equivalent. 
For a fixed set of levels of every factor in a BCRS, CCT. ider the 
equations 3'.1 and 3»2 to be in some fixed order with the (j, equation first 
and the remaining equations in an order which satisfies the nesting partial 
ordering. Let A be the coefficient matrix of 3.1 so that the equations 
3.1 are 
y = ( 3 . 3 )  
with jr a vector of all the admissible partial means for the given levels 
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and B a like vector of components. Then X.. = 1 if the ith factor in 
the augmented lattice is nested in the jth and X. . = 0, otherwise. In 3-J 
particular, = 0 if i < j, and = 1 if i = j . Thus A is a, 
lower triangular matrix. Furthermore the first column of A is a vector 
of I's since p. nests all factors, and so is the last row, since e is 
nested in all factors. The corresponding equations 3*2 will be written 
&* = rz, . (3.4) 
To show that the White's definition and the present one are equiva!-
-1 • lent we must show that P = A . Consider the equations 3*4 to be ar­
ranged in the same order as those of 3° 3- Let T^ \^t^ ^^  ,.. . denote 
the elements.of the augmented lattice, taken in this order, and let 
t(^ )'t(^ ),o..,t(^ ), denote the corresponding admissible set^  of factors of 
the original BCES. That is T ' is the interaction of the factors in 
the set T^ ^^  . Further, write V^ (W^ ), where is the rightmost 
bracket of T^  . We note that for an admissible set V(W) and Z £ W , 
the set V(W) - Z is admissible, since deleting factors of the rightmost-
bracket cannot result in removing factors which nest other factors. 
It is shown by Zykind (1958), and again by White (1963), that the 
coefficients of the partial means in any component, except that for |a , 
sum to zero. Thus the rows ofP, except for the first (which is (1,0,0, 
...,0)) sum to zero. 
The following lemma, will be useful. 
Lemma 3-1 Let A be the admissible set of original factors which 
define a generalized factor A, and similarly for B and B. If A c B , 
then A nests B, and conversely. 
Proof: Let ,•••,B^ ^^  denote the factors in the set A and 
9 
2i|-
let denote those in the set B. Let 
B. denote a level of B . Then B. = , fl B^ ^^  c ^  H B^ ^^  -. But A. J J k=l - k=l 1 
= , is a level of A. Thus B is nested in A. It is easily seen k=l \ 
that the converse is also true. If A nests B , let X e A ; then X 
nests A. But then X nests B and since B is admissible, X e B , and 
thus A c B. 
We have P*.(w.) " jSl'^ ij^ v.(w.) ; for each equation 3-4 
and comparing this with 3.2, the values of Y- • are seen to be: 
 ^J 
if T^ "^ )c T^ ^^  and T^ ^^ - T^ l^ c W. , 
i^j " — 
and equals 0 otherwise. 
Consider the product matrix C = P A with elements 
'^ ij ~ k=l^ ik^ kj 
Since P and A are lower triangular, so is C, so that c.. = 0, i < j . 
 ^J 
If a particular term 0, we must have T^ ^^  c_ T^ ^^ , so that, by 
the lemma, = 1. Furthermore, the triangularity of A and P require 
that 
i 
i^j ~ k=j^ ik^ kj 
For i = j we have c.. = c.. = y..X.. =1. Let i exceed j . Suppose ij 11 11 11 
that =0. If  ^0; we have also / 0. Hence / 0 
implies / 0, so that T^ )^ is nested in T^ ^^  which is in turn 
nested in T^ j) . But then nests T^ ^^  so that 0 which 
IJ 
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contradicts the hypothesis that A.. . = 0 • Hence^  c. . = 0 unless X. . ^  0. 
 ^J i J 1J 
Consider now i > j and  ^0 or A.. . = 1 . If a term v., À, . is not ij ' 'xk kj 
zero we must have  ^0 and = 1 . If is a set for which 
 ^0 we have the following three conditions on ' (Here we 
omit the underline on the sets V^ (¥^ )^  though these are to be considered 
as sets of factors.) 
is an admissible set of the BCRS. (3.1.1) 
V. £ V^ (W^ ) c V^ (¥. ) (equivalently, V. (W. ) - VjW^ ) c ¥. ) (3.1-2) 
Vj(¥j) Ç V^ XW^ ) (3.1.3) 
Changing notation slightly we may write 
=10 - , 
where the summation is over all k such that sets ]^^ (^ ]^ ) satisfy 3.1.1, 
3-1.2, and 3-1-3 • 
Let VjW^ ) = U Vj(Wj) U 2^  , where ç V^ (W.) - V. U V^ (W^ .) . 
Let A e V, (¥, ) . Thus A e V. U y.(W.) cV.(W. ) , or A e ZL c V.(W.) k k' 1 J J — 1 1 k; — i' • 
so that V^ (^ ) £ V^ (W^ ) • Suppose A is nested in some factor B . Then 
A 0 'V^ (W^ ) £ V^ (W^ ) implies B G , since •V^ (W^ ) is admissible. But 
V. c V (W ) by definition, so V, (W, ) is admissible. V.(W.) c V, (W ) 1 — k k/ ' k k' J j' — kr k' 
by definition. Hence 3.1-1, 3-1-2, and 3-1-3 are satisfied for V^ (^ ) • 
Suppose V^ (^ ) satisfies 3-1-1, 3-1-2, and 3-1-3- We wish to show 
that V. (W, ) = V. U V.(w.) U Z for some ZeV.(W.) - V. U V.(W.) . Let k k '  1  3  3  —  "  1 1 '  1  J  J  
A e V, (W, ) o We must show that A e V. U V.(W.) U Z for some Z c V.(W.) k^  k' 1 G J 1 1 
- V. U V,(W.) . Now V, (W.) = V. U V.(W.) U [V.(W.) - V. U V.(W.)] , and 1 J 3 1 1 1 J 3 1 1 1 J j' ' 
if A ; then A e V^ (W^ ) because 3-1-2 requires V^ (W^ ) £ V^ (W^ ). 
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Thus either A e V. U V.(W.) or A e Z where Z c V. (W. ) - V. U V.(W.) . 
1 CR J - — 1 I' 1 J J 
Therefore those sets satisfying 3.1.1, 3.1.2, and 3.1.3 , i.e. the sets 
\(\) for which  ^0, are all sets \(\) = U Vj(Wj) U , 
with Z^  c V^ (W^ ) - 7^  U Vj(Wj) . Hence summing over all sets 
is the same as summing over all sets Z^  . 
Let V^ (W^ ) be defined as above and let ; so 
that 
_ Z (_!)%(%.) 
'ij (k) 
Let S : V.(W.) - V. U V.(W.) . Then = 8 - &, . Hence as Z, varies 
— 1 1/ 1 J j' k - k He 
over the subsets of S , varies over the subsets of S . If the order 
— k — 
of S is s > 0 , then 
= ° • 
If S = 0 then i = J and c.. = 1 as above. Thus C = I so that P 
= A , and the definition of components in terms of the augmented lattice . 
is equivalent to that of White (and Zyskin.d). 
2. Degrees of freedom 
Let T = V(W) be an admissible set of factors of a BCRS, with W 
the rightmost bracket. Let V = ... , } and W = 
..o . • Let t = v(w) be a possible combination of T, 
say 
Let u denote the union of all combinations t over the levels of some 
one factor, say of the rightmost bracket. That is 
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U = T , 
s 
(s) 
where is the nuoiber of levels of W ' 
"i k s s 
:= (.R n T 
1=1 3L "=1 \ 
= - ™ - W' ' 
say, where vw - w'^  denotes some combination of V(W) - which con­
tains v! w). Let f / \ and f s denote the sums of the elements 
' viw) vw - w 
s in v(w) and, vw - w^ , respectively. Then ,Z /Y / \ = Y s, and if 
' tg=l v(w; vw - w ' 
N 
y^ ^^ j and y^  ^_ denote the corresponding partial means ; 
= n y So 
s vw - w 
Consider the component and the sum. 
n n n 
s s .s 
Z , . (3.5) 
-t^ =l®v(w) tg=l pfq)'^ v(w),p(q)^ p(q) pfq)'^ v(w),p(q) yp(q) 
Suppose for some y^ ^^ y '^v(w);p(q) ^  ° e £ , the right­
most-bracket of P(Q) , then 
28 
H 
TS=IYP(Q) = "S^ VW-WS ' 
Since p(q.) ^   ^must have P(Q) c_ V(W) SO that certainly 
PÇQ") - c v(w) . Furthermore 7^  0 implies V(W) - P(Q) 
ç ¥ ; but [Y(W) - P(Q)] U = V(W) - [P(Q) - , since 
c Q n W , and hence vM - [P(Q) - ç W . It follows that 
Y / \ / . = - Y / ^ S . Thus if there is a non-zero term 
V(w),p(q) v^(w),pq--w 
NG 
V^(W),P(Q) ?G^ P(Q) " '^ V(W)P(Q)^ S^ VW-W^  " 
with, s Q ji in the s'ijm 3°5, there is another term 
y  f  s  s S y  s  =  - Y / \ / ^ n y  s  
v(w);,pq-w pq-w Mw)p(q.) s-'pq-w 
in the s'um. Similarly,, if some 'Yv(w)p(q) ^  with  ^  ^ there will 
be a term with coefficient Y/ \ ,  ^ - y r \ / y with pq_ + w® denot-
'v(.w)pq+w Tv(wjp(qJ 
ing the combination of P(Q) U which is contained in p(q) • Hence 
the s'oiri of any component (except p for which the rightmost bracket 
is empty) over all levels of any factor of the rightmost bracket,is iden­
tically zero. This is shown by Zyskin'd (1958) and by White (1963). A con­
sequence is that the maxim.um n'umber of linearly independent components, of 
any particular t:^ e is given by the product of the number of levels of the 
non-rightmost bracket factors times the product of the number of levels of 
the rightmost bracket factors each diminished by one. The maximum number 
of independent components is called the number of degrees of freedom for 
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the type of component. We may indicate this by 
D(V(W)) = Xn. (n,-l) i=r 1 J 
where n. denote the number of levels of 
X 
the number of 
levels of ¥ ( j )  
It is interesting to note that if R(T) denotes the product of the 
number of levels of factors of the admissible set T ^  and B(T) the de­
grees of freedom of components defined by combinations of T j then 
indicates the sum of the degrees of freedom of those admissible sets 
U £ T , or, equivalently, the sum of the degrees of freedom of those 
factors of the augmented lattice which nest T . 
3' Variance components 
The components of variance of each factor and interaction of a bal­
anced complete response structure is defined to be., the sum of squares of 
each component type, summed over all levels of the factors represented, and 
divided by the degree of freedom for the type. Thus, each factor of the 
augmented lattice, and hence each admi.ssible set has a component of vari­
ance. A component of variance will be denoted by , where the sub­
script V(W) indicates the factor (or interaction). Thus 
D(T) = R(T) - y 2 D(U) 
where 
U c T 
°V(W) ~ D(V(W) ) vfw)^ v(w) 
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where the summation is over all possible combinations -v(w) of V(W) . 
k. Cap sigmas 
As with the definition of components, the agumented lattice provides 
a useful means of defining the cap sigmas, which are certain linear func­
tions of the components of variance. The definition of White (1963) will 
be given first. Let T denote a factor (or interaction). Then define 
2^  , the cap sigmas for T, by 
is, such that PCQ") - T lies in the right-most bracket of P(Q) , QFP(OL-Tl, 
is, as defined above, the number of factors in the set • P(Q)-T, and 
R[P(Q)-T] is the product of the numbers of levels of the factors in the 
set P(Q)-T. A simpler expression results when the cap sigmas are expres­
sed implicitly. Consider the following example, with the factors A, B, 
A(C), AB(D) as before. The formula, 3-6 gives: 
P Ç T Ç gal 
Here the summation is over all such that P £ T _c P(Q), that 
-2 1 ^  1 1  ^
AB ' C ^ (BC) " D AB(D) CD AB(CD) 
A^(C) °A(C) " B °A(BC) 
A^(BC) " °A(BC) " D °AB(CD) 
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A^B(D) °A(BD) " c °AB(CD) 
A^B(CD) °AB(CD) 
where, for convenience, the number of levels of a factors is denoted by 
the symbol for that factor. It may be verified that the inverse relation­
ship is 
A^(C) "*• ^  ^A(BC) ÂBD ^ AB(C) 
-
cr? = S. + 1 Z:_ + 1 ZL/_\ + &= Z. ~ Z 
ABCD AB(CD) 
Ï B A^B C A^(C) BC ^ A(BC) ^  BD ^ AB(D) BCD ^ AB(CD) 
11 1 1 
°B " ^  I ^AB AC \{BC) A^B(D) ACT ^ AB(CD) 
°AB " ^AB C A^(BC) D ^ AB(R)),, ^  CD ^ AB(CD) 
°A(C) A^(C) B ^ A(BC) BD ^ AB(CD) 
°A(BC) ^  ^ A(BC) D ^ AB(CD) 
°AB(D) " ^AB(D) C A^B(CD) 
IB(CD) " ^AB(CD) 
This second relationship may be stated generally as 
or (3.7) 
R(U-T) A? = 2 1 U < T 
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where U < T means "U nested in T . " 
The expressions 3.6 and 3-7 may be given in matrix notation. Assuming 
the equations to be in the same order as in 3-3 and 3-^  ^let D be the 
matrix of coefficients of 3-6 so that 
S - D O ^  ( 3 . 8 )  
Then 
4R(W)= P%Q)&%(W),P(Q)*P(Q) " 
The coefficients d are 
V(W),P(Q) 
VW),P(Q) = P.VM.PM 
= 0 ; otherwise . 
Compare this with 
Yp(Q),V(W) = , if V(Wl Ç iigl , and gol - VM c Q 
= 0 otherwise . 
Evidently 
, , . , . = P^(Q);V(W) 
'V(w),P(Q) . v(,o] • 
Let. R denote a diagonal matrix having the diagonal elements 
V^(W),7(W) " 
Then 
D = RF" R"^  , (3.9) 
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since 
R[F(Q) - v(W)] = R[F(Q)]/R[V(W)] . 
Similarly^  let F be the matrix of coefficients of 3 - 7 ,  giving 
= F Z* ; 
So that °p(4) ° c P^(Q),T(W)Vw) ' 
= 0 ; otherwise . 
— "1 
It follows that F = R A'R so that 
DF = RP'Pf^ RA'R"^  = RP'A'R"^  = R(A')~^ A'R"^  = I 
Thus  ^ ; and 3-6 and 3»7 are equivalent. In view of this we have 
the relationships 
£=R(A-1)'R-V (3.10) 
and 
of = RA'R"^  Z (3.11) 
5- Estimates of variance components 
The primary justification for the use of cap sigmas is that they pro­
vide simple formulas for the expectations of quadratic functions of the ob­
servations in samples from balanced complete population structures. Wilk 
(1953)^  Wilk and Kempthorne (1957)^  Zyskind (19^ 3) treat some specific 
designs. Throckmorton (1961) gives formulas for the case of balanced com­
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plete sample structures and for the special incomplete structures result­
ing from experimental designs called Latin cubes. White (1963) gives 
general results which apply to all sample structures obtained by "symmetric 
uniform probability sampling" from balanced complete population structures. 
For the case of pure random sampling from balanced complete population 
structures the results are particularly simpie^  because in this case, ex­
cept for the number of levels of the factors, the sample structure and the 
population structure is the same. Throckmorton (1961) shows that the 
sample cap sigmas are inherited on the average, so that the sample cap 
sigmas are unbiased estimates of the population cap sigmas. 
Consider a BCRS population and the corresponding BCRS (pure random) 
sample. Let T, 0^ , etc. denote population quantities and T*, 
denote the corresponding sample quantities. Zyskind (1958) shows 
that the analysis of variance of a balanced complete structure prescribes a 
unique breakdown of the total sum of squares into a sum of squares for each 
component type (i.e. each admissible set of factors). If T* is some ad­
missible set of factors the line in the analysis of variance for T* will 
be 
Source df . Sum of squares Mean square 
T* D(T*) Zp^*/b(T*) 
where the summation is over all levels of all factors. The sample analogue 
of the population variance component is 
s » Z P^ Dd*) 
levels of T* 
Letting X denote the set of all factors we may write the sample mean 
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square associated with the source T* as where 
MB],* = R(X* - T*)8T* , (3.12) 
where R(Z) again denotes the product of the numbers of levels of the 
factors in any set Z . Let S* denote the vector of quantities , 
2* the vector of sample cap sigmas^  and let cr^  and Z be the corres­
ponding population vectors. Throckmorton (1961) has proved that 2 
= E(^ *) where the expectation is taken over all pure random samples. Let 
n equals R(X*), denote the total number of observations in the sample. 
Because the sample is balanced; with regard to the population structure, 
E(X*-I*) . =• 5^ 
Let R* and R denote the diagonal matrices with non-zero elements 
= R(I*) , 
2%^ % = R(T) . 
Let M* denote the vector of sample m.ean squares. Writing 3-12 in matrix 
form; we have 
M* NR*~-^ 'S* (3.13) 
Since S* is a vector whose elements are variance components defined for 
the sample structure^  and since for pure random sampling the admissible 
sets of factors are the same for population and sample, we may write 
equation 3*11; for the sample structure,, a.s 
S* = R*A'R*"^ Z* (3.14) 
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This gives 
M* = iiA'E*~^ £* ; (3.15) 
and 
E(M*) = nA'R*"^ S , (3-16) 
because the cap sigmas a,re inherited on the average. Using 3*10 we have 
E(M*) = NA'R*"^ RA''^ R"^ -OF , (3-17) 
for expected mean squares. Then 
OF = I RA'R"^ R*A'"^ E(M*) ; (3.18) 
and the unbiased estimates of the variance components are 
= - rA'R"^*A'~^M* . (3.19) 
~ n 
From 3*15 we have 
^ = ra'R"^ Z* (3.20) 
with variance covariance matrix 
v(^) = rA'R"-^V(Z*)RA'R~-^ . (3.21) 
Thus the variances and covariances of these unbiased estimates of the 
% 
variance components may be obtained by obtaining the variances and covari-
a,nces of the sample cap sigmas. Dayhoff (196^ ) shows that the cap sigmas 
are generalized polykays of degree 2 so that their variances and covari­
ances are linear functions of polykays of degree four. These developments 
will be discussed in the next chapter. 
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Some discussion is appropriate of the approach of the present chapter, 
especially since the definitions in terms of the augmented lattice lead to 
no new conclusions^  and require the proof that the definitions are equiva­
lent to those used by other workers. There seem to be three or four 
reasons for this line of development. First of all, the augmented lattice 
of factors seems to be intrinsically interesting^  and perhaps aids in the 
understanding of the relationship among the various quantities discussed. 
Possibly this may lead to some new results in fut'ore work. Secondly, the 
lattice concept tends to define very precisely the various quantities 
used. That is^  as soon as one claims to be dealing with a balanced com­
plete response structure one knows that there are various quantities cor­
responding to the elements of a lattice. Thus the question of which quan­
tities exist is immediately settled. Though no formal appeal is made to 
this existence argumentj it is implicit in some of the proofs given above. 
Finally, the above developments lead to means of quantifying logical, con­
cepts, of use, for example, in computer programridng algorithms. Thus, 
the matrix A , which might be thought of as the "incidence matrix" or 
"truth table" of the lattice provides a means of representing the nesting 
relationships among factors and their interactions in a simple n'umerical 
way. 
Before turning to the study of polykays, we make one further remark. 
In view of Lemma 3.1 the lattice of the augmented factor set is isomorphic 
to the lattice of admissible subsets of factors. If the qualification 
"admissible" were not required one could work with the algebra of subsets 
of the set of all factors. However, the complement of an admissible set 
is not necessarily admissible so that one must work with a lattice rather 
3& 
than an algebra. It may be noted that in the case of completely crossed 
structure, every subset of the set of factors is admissible and hence one 
has an algebra of subsets in this important case. 
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IV. GENERALIZED SYMMETRIC MEMS AND GEHEEALIZED POLYKAYS 
Following Dayhoff (19^ 4), the generalized symmetric means and 
generalized polykays will first be defined for an n-way crossed balanced 
complete response structure and these definitions extended to arbitrary 
balanced complete structure by means of the device of taking expectations 
over random cross labeling. These developments are outlined below. 
A. Generalized Symmetric Means 
Consider a balanced complete response structure cross classified 
according to a finite set of factors [A, B, C, ...}• A particular re­
sponse from this structure may be specified by a symbol with subscripts 
giving the level of each of the factors, say y\j^  . A generalized 
symmetric mean of degree m is a mean of products of y's over all possi­
ble levels of the subscripts obeying certain restrictions with regard to 
equality or inequality of the subscripts for each factor for the elements 
u 
of the product. Thus, let ^^ p^  = m . A generalized symmetric mean of 
degree m may be written 6.8 the sum 
K YL'J K - - - K 
VL^L*" VUU"" 
divided by the number of terms in this sum. Here the symbols i^ , ... 
are dummy subscripts serving to indicate whether any two elements of the 
product have the same or differing levels of the factors A, B, ... . Let 
N., N_... be the number of levels of A, B, C, ... and suppose that 
therê are r distinct symbols • i^ , s distinct symbols t distinct 
symbols and so forth. Then the appropriate divisor is 
4O 
...(N^ - r + L)Ng(Ng- L)...(N^ - S +1)N^ (N^ - 1)...(N^ - t + L) ... . 
Various notations have been used for the symmetric means and polykajrs^  
none of which is completely satisfactory. For our purposes a slight modi­
fication of the notation used by Dayhoff will be used. Consider a synimet:-" 
ric mean of degree m for f factors. The general term of the summation 
may be written as 
M 
r=l^ i®lr' ig2r ''' i^ fr 
For a fixed set of y's, the value of the mean will be determined by the 
relationships of equality and inequality among the 8j^ ,, k = 1,2,..., m 
for each j = 1,2,...f . Thus the function of the y's can be denoted by 
8(y), where 0 is the matrix of dimensions f x m . The jth row 
of the matrix will indicate the relationship of equality - inequality of 
the levels of the jth factor for successive elements of the product of m 
y's. 
The actual symbols used for the 8^  ^ are of little importance, since 
it is the equality and inequality of symbols which determined their mean­
ing in the summation. The integers 0,1, .•• , s where s < m is the 
number of differing symbols will be used ordinarily. With this convention 
the symbols can be considered as the number of primes on subscripts of a 
given y . For example 
 ^ ° n(n-l)(n-2) • 
.The various rows of 0 will often be considered separately and will be 
1 2 F denoted by Greek letters as a, p, ... or a , a , ... a etc. Then to 
4L' - -
shorten notation we may write 0 = < o/p/ ... > or 8 = < Qp/op/... , 
etc. 
Definition 4.1 A symbolic multiplication, 8, for such symbols is 
defined as follows 
1. < A > 8 < P > = < A/P > 
2. a is associative 
3- 8 is distributive over ordinary addition 
4. If a and b are real numbers 
a < a > 8 b < p > = a b ( < a > 8 < p > )  
Since we cannot interchange factors without altering the meaning of 
the symbols, 8 cannot be commutative. The operations 8 allows, in a 
trivial way, generalized symmetric means to be written as functions of 
simple symmetric means, i.e. as 8-products of symmetric means for single 
factors. The first two properties are necessary for this use. The second 
two properties allow the use of this multiplication in the definition of 
generalized polykays; but first it is necessary to define the simple poly-
kays. 
When only a single factor is of concern the symbol < a > standing 
for the restrictions of equality and inequality existing among the values 
of the subscript for the various elements of the products in a generalized 
symmetric mean of degree m can be considered as a partition of m since 
there is no hindrance to listing the subscript symbols in such a way that 
all identical symbols are adjacent. Thus "-we may write 
< Pg; P3 > = M(M-l)(N-2) 
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e.g. < 211 > = I 
It is clear that, for a single factor, permuting the order of the partition 
has no effect on the value of the symmetric mean which is represented. 
However, in defining the generalized polykays it will "be necessary to dif­
ferentiate among the various ways of writing the same partition, and in 
that case we will speak of ordered partitions. The ordered partitions will 
be more formally treated in the next chapter. 
Bo Generalized Polykays 
The following definitions will be necessary in defining the polykays. 
Definition U.2 A partition p is equivalent to a partition a , 
if the two are identical'except perhaps' for the order of parts, or for the 
order of elements within a part. 
Definition 4.3 A partition p is a subpartition of a partition 
a if a can be made equivalent to p by further partitioning some part 
of a . 
Definition 4.4 Let (a) denote the polykays of degree m cor­
responding to the partition a of m^  while < a > denotes the correspond­
ing symmetric mean. Then 
< a> = (a) -h 
where the summation is over all ordered subpartitions of a . Since 
the partition 11...1 cannot be subdivided it follows that < 11...1 > 
= (ll...l) . It can be shown that the matrix of coefficients- obtained 
from Definition 4.4 is triangular with ones on the diagonal (Hooke, 1956a). 
^3 
For reference purposes the Tables 1, 2, and 3 for simple symmetric 
means of degree four are included. These list the symmetric means in some 
of the notations which are found in the literature^  and the formulas re­
lating the symmetric means of degree 4 to the polykays of degree U. 
The generalized polykays of degree m may now be defined by means of 
the symbolic multiplication.. Let (a^ /oP/. . ./a'^ ) be a generalized poly-
kay for an n-way crossed balanced complete structure where the a are 
ordered partitions of m . 
Definition ^ >5 (oF/oF/.. ./oP') = (a^ ) ® (oF) ® ... 8 (oP) 
The generalized polykays may now be obtained as linear functions of 
the generalized symmetric means^  by substituting the linear functions of 
symmetric means for the simple polykays and performing the symbolic multi­
plication. For example, 
(0001/1200) = (< 0001 > - < 0012 > - < 0102 > - < 1002 > + 2 < 0123 >) 
® (< 1200 > - < 0123 >) = < 0001/1200 > - < 0001/0123 > - < 0012/1200 > 
+ < 0012/0123 > < 0102/1200 > + < 0102/0123 > - < 1002/1200 > 
+ < 1002/0123 > + 2 < 0123/1200 > - 2 < 0123/0123 > .' Collecting coeffi­
cients of unique terms we obtain 
(0001/1200) = < 0001/1200 > - < 0001/0123 > < 0012/1200 > 
+ 3 < 0012/0123 > 2 < 0012/0102 > + 2 < 0123/0012 > - 2 < 0123/0123 > 
A(A-l)B(B-l)(B-2) " A(A-1)B(B-1)(B-2)(B-3) " A(A-l)(A-2)B(B-1)(B-2) 
4 A «Y.; «  ^« LY^ -1 F„( • T .:Y.S A «Y^  1.4 Y^  F < -S •; < 
2 A(A-l) (A-2)B(B-1) (B-2) (B-3) " ^  A(A-l) (A-2)B^ B-1) (B-2) 
^^ I^^ YI ^^ I^J^ I 'I'^ I' 'I' '^ I' ' '•]' ' ' 
 ^A(A-l)(A-2)(A-3)B(B-l)(B-2) " ^  A(A-l) (A-2) (A-3)B(B-1) (B-2) (B-3) ' 
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Table 1. Symmetric means in various notations 
Mean Primary Secondary Current 
FIE:!)' I^ I'-I 
d 
n(n-l)^  ^i '^ i 
1 ^ 2 2 
n(n-l) i^^ i ' 
: .2?^ , 2 
1" 1 ' " X 
n(n-l)(n-2)^ i^^ i'^ i" 
1 à 
n(n-l)(n-2)^  ^ i^ i'^ i^ i'' 
n(n-l) (n-2)^ i^^ i '^ i ' '^ i 
n ( n-1) ( n-2 ) ^ 3/"! ' ^ i^ i ' ' 
n(n-l)(n-2)^ ' ^ i'Vx ' '^ i 
n(n-l)(n-2)^ i^ ' ^i ' '^ i 
n(n-l) (n-2) (n-3)^ ^^ i^ i '^ i "^ i " ' 
< 4 > < pqrs < 0000 > 
< 31 > < pq.r^ s > < 0001 > 
< PG8,R > < 0010 > 
< PRS^ Q > < 0100 > 
< grs,p > < 1000 > 
< 22 > < pq,rs > < 0011 > 
< pr,g8 > < 0101 > 
< ps,qr > < 0110 > 
< 211 > < pq,r,8 > < 0012 > 
< pr,q,8 > < 0102 > 
< PS^ G^ R > . < 0120 > 
< QR^ P,S > < 1002 > 
< QS;P;R > < 1020 > 
< RS;P,Q > < 1200 > 
< 1111 > < P,Q,RJS > < 0123 > 
^5 
Table 2. Formulas for symmetric means of degree 4 a,s linear functions 
of polykays of degree 4 
< 0000 > = (0000) + (OOOl) 4- (0010) + (OlOO) 
+ (1000) + (0011) + (OlOl) + (0110) 
+ (0012) + (0102) + (0120) + (1002) 
+ (1020) + (1200) + • (0123) 
< 0001 > = (OOOl) + (0012) + (0102) + (1002) 
+ (0123) 
< 0010 > = (OOlO) + (0012) + (0120) + (1020) 
+ (0123) 
< 0100 > = (OlOO) + (0102) + (0120) + (1200) 
+ (0123) 
< 1000 > = (1000) + (1002) + (1020) + (1200) 
+ (0123) 
< 0011 > = (0011) + (0012) + (1200) + (0123) 
< 0101 > = (OlOl) + (0102) + (1020) + (0123) 
< 0110 > 
— 
(OllO) + (0120) + (1002) + (0123) 
< 0012 > = (0012) + (0123) 
< 0102 > = (0102) + (0123) 
< 0120 > • = (0120) + (0123) 
< 1002 > (1002) + (0123) 
< 1020 > (1020) + (0123) 
< 1200 > = (1200) + (0153) 
< 012.3 > = (0123) 
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Table 3* Formulas for polykays of degree 4 
(0000) = < 0000 > - < 0001 > - < 0010 > — < 0100 > — < 1000 > 
- < 0011 > - < 0101 > - < 0110 > + 2< 0012: > + 2< 0102 > 
+ 2< 0120 > + 2< 1002 > + 2< 1020 > + 2< 1200 > - 6< 0123 > 
(OOOl) = < 0001 > - < 0012 > - < 0102 > - < 1002 > + 2<.0123 > 
(OOlO) = < 0010 > _ < 0012 > - < 1020 > - < 1020 > + 2< 0123 > 
(OlOO) = < 0100 > - < 0102 > - < 0120 > - < 1200 > + 2< 0123 > 
(1000) = < 1000 > - < 1002 > - < 1020 > - < 1200 > + 2< 0123 > 
(0011) = < 0011 > - < 0012 > - < 1200 > + < 0123 > 
(0101) = < 0101 > - < 0102 > - < 1020 > + < 0123 > 
(OllO) = < 0110 > - < 0120 > - < 1002 > + < 0123 > 
(0012) = < 0012 > - < 0123 > 
(0102) = < 0102 > - < 0123 > 
(0120) = < 0120 > - < 0123 > 
(1002) = < 1002 > - < 0123 > 
(1020) = < 1020 > - < 0123 > 
(1200) = < 1200 > - < 0123 > 
(0123) = < 0123 > 
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where A denotes the niuriber of levels of the first factor and B denotes 
the number of levels of the second factor. It will be noted that the defi­
nitions do not.lead to unique symbols for the generalized symmetric means. 
That is, two differing symbols may specify the same polykay or generalized 
symmetric mean, as (OOOI/IOOO) = (lOOO/OOOl), for example. 
Let us next consider a population structure in which some factors are 
nested in others. It should be clear that, for any fixed degree, the 
number of possible different generalized symmetric means is somewhat less 
than the number for a completely crossed structure having the same number 
of factors. This is so because if one considers the levels of a subscript 
belonging to a nested factor, it is not possible for these levels to be 
the same if the levels of any nesting factors differ. For example. 
IIR^ IJ^ I'D j 
A(A-1)B 
is a generalized symmetric mean of degree 2 for a two factor crossed struc­
ture. It cannot be a gneralized symmetric mean for the structure in which 
the factor with levels i nests that with levels j , since ii for each 
product implies that the levels of the j factor are different, but the 
generalized summetric mean written requires levels of the j factor to be 
the same. On the other hand, all the sets of subscript restrictions which 
will produce generalized symmetric means for arbitrary balanced complete 
strucutres will produce generalized symmetric means for the crossed struc­
ture as well. However, in general, the number of terms in the sum will be 
different. This is true because in a crossed strùcutre, for any fixed 
level of a subscript having B levels there are only B-1 unequal levels 
I^ 8 
no matter what the relation of other subscripts^  while for a nested factor, 
as long as the levels of a nesting subscript are unequal, there will be B 
levels unequal to a given level of the nested factor. As an example con­
sider the generalized symmetric means 
A(A-ÏB(B-1) A(A-1)B^  
for crossed and nested structures respectively. 
1. Random cross labeling 
Definition 4.$ of generalized polykays applies to completely crossed 
structures. In order to extend it to arbitrary balanced complete struc­
tures we consider the operation of random cross labeling (Dayhoff, 1964). 
This is easily illustrated with a simple example. Let i = 1,2,,.., 
A, j = 1,2,..., B, be a two factor structure with the factor having levels 
indexed by j nested in the factor with levels indexed by i. The nesting 
relation implies that the levels of j occurring within different levels 
of i are different. For example the element y^  ^ o^es not have the same 
level of j as the elem.ent y^  ^. Thus, within a level of the first 
factor, the numbering of the j levels is completely arbitrary. Thus we 
may consider making this assignment at random, and then of taking the ex­
pectation of quantities resulting over the population of all such assign­
ments . This expectation is called expectation over random cross labeling 
and is denoted by the operator notation . The result of any particular 
cross labeling is, formally, the specification of an artificial crossed 
structure, so that the various functions, generalized symmetric means, 
generalized polykays, etc. can be defined in terms of this artificial 
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crossed structureo The various functions are defined for a particular 
structure.involving nesting as the result of taking the expectation over 
random cross labeling of the analogous functions for the crossed structure, 
and thus the concepts of generalized polykays are extended to arbitrary-
balanced complete structures. 
An alternative definition of the generalized symmetric means for 
arbitrary balanced complete structures is possible. 
Definition k . 6  (Dayhoff, 196^ ) Let 0* = denote a general­
ized symmetric mean for a completely crossed structure. For any balanced 
complete structure having the same number of factors, there exists a gen­
eralized symmetric mean 8 which is defined as that generalized symmetric 
mean obtained when the following additional conditions are required of 
8* . 
• a. If the jth factor is nested in no other factor 8., = 8* , JK JK 
k — 1,2,#. m . 
b. If the jth factor is nested in the j'th factor then Qf,-. / 8^ \, , 
J -K J -K 
implies 8^  ^^  0^ ,^ and this condition must be met for each j', 
j'', etc. nesting the jth factor, independently. 
A modification of the matrix notation for generalized symmetric means 
makes the above definition easy to apply. Consider again the means 0* 
and 8 for the completely crossed and arbitrary balanced complete struc­
tures, respectively. One may classify the factors by the depth of nest­
ing, class 1 being those factors which are not nested by other factors, 
class 2 including all those factors which are nested in one other factor, 
etc. The modification is made by adding subscripts to the factors pro­
ceeding from lower to higher classes. Class 1 factors receive no subr-
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scripts. Let the jth factor belong to class i and suppose that the jth 
factor is nested in the ... ; j th factors. The p-tuples 8. . , 
-L  ^ P J 
r = 1, 2 , . . . ,  p may be grouped into equal sets, according to the value of 
0. , , r = 1,2,...,p , and any subscripts which may have been applied at 
JR-^  
an earlier stage. Let these sets be numbered 1, 2,...,s . Then the values 
of are given subscripts 1, 2,.,..,s to correspond to the set to 
which the 8. -, , r = 1, 2,...,p belong. This process is continued until 
all 8j^  have been treated j =1, 2,..c,f . At this point the 
may, if desired, be relabeled giving each unique 0. a'^ unique symbol. 
This process, though its description is complicated, is very simply carried 
out in practice. Consider a four factor structure with factors A, B, C, D 
with A and C crossed, B nested in AC combinations and D nested in 
A . Consider the fourth degree generalized symmetric mean 
0* = 
0 0 1 1 
0 1 0 2 
0 0 1 0 
.0 0 0 0. 
Z/ 
' ,ik ' l^i M " kl 
N^ (N^ -L)NG(NG-L)(NG-2)N^ (N^ -L)NJ3 
According to the rules given above, factors 0^  ^, and 0^  ^ would be un­
changed. 8^  ^ would next be considered and would be given the subscripts 
1, 1, 2, 2. Finally, would be considered, and now the values of pairs 
®^lk •' would be divided into equal sets. We have (0,0), (0,0), (l,l) 
and (l,0), so that the subscripts are 1, 1, 2, 3» The final result is 
TO 0 1 1 
0 = 
0I 1^  °2 3^ 
1 
0, 
I 0 
'2 °2 
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Relabeling we have 
0  0  1 1  
0 12 3 
0  1 0  0  
_0 0 1 1 
which is the generalized symmetric mean 
i^jk^ i^j 'k '^ i^ M "k-t'^ i M " 'k-t' 
Note that the number of levels of a nested subscript which are unequal to 
some fixed level, when that fixed level is contained in a different combi­
nation of the nesting subscripts, is the entire range of the nested sub­
script. 
In order that the procedure described above may be used it is neces­
sary that this method of defining the generalized symmetric means be shown 
to be equivalent to taking the expectation over .random cross labeling of 
the crossed structure mean. 
Theorem h-.l Let 0*(X) be a generalized symmetric mean from a 
crossed structure and let 0(X) be the resulting generalized symmetric 
mean of the above definition. Then E9*(X) = 9(X) . 
The proof is given by Dayhoff (196^ ). With these definitions an ex­
plicit definition for the generalized polykays for an arbitrary balanced 
complete structure can be m.ade. 
Definition 4.Y (Dayhoff, 1964) Let X be a balanced complete 
structure. Let h(X*) be a generalized polykay for the crossed structure 
with the expansion in terms of generalized symmetric means 
52 
h(X*) = Z e g (X*) -
Define h(X) = E h(X*) if E h(X*) / 0; and denote it by the notation for 
the leading generalized symmetric mean in the expansion 2 c.E.g(X*). In 
i  ^
case E h(X*) = 0, there exists no polykay in the arbitrary structure 
corresponding to h(X*). 
C. Variances and Covariances of Variance Components 
In order to make use of the generalized polykays in obtaining expres­
sions for the variances and covariances of the variance component esti­
mates, several theorems proved by Dayhoff (1964) are used. In Chapter III 
the variances and covariances are expressed as linear functions of the 
variances and covariances of the sample cap sigmas. Theorem 4.2, below, 
states the equivalence of cap sigmas and generalized polykays of degree 
two and thus the variances and covariances of the variance component esti­
mates are linear functions of the variances and covariances of generalized 
polykays of degree two. The variances and covariances of generalized poly­
kays of degree two may be obtained using Theorem 4.3 which expresses the 
products of generalized polykays for crossed structures as symbolic pro­
ducts of the products of simple polykays, together with the formulas for 
simple polykays of degree two, and Theorem 4-4 which is the property of 
inheritance on the average for generalized polykays.' A further theorem 
allows the results for crossed structures to be extended to sample struc­
tures. This is necessary to avoid obtaining multiplication formulas for 
nested structures, which, because nested structures may take many forms, 
is likely to be awkward. 
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Theorem 4.2 (Dayhoff, 1964) Let L(R) denote an admissible set 
of a balanced complete response structure having n factors. Then 
(^K) " ' 
where Yj_ is the ordered partition 00 if the ith factor is an element 
of L(R) and is the ordered partition 01, otherwise. 
Theorem 4.3 Let (y) = (Yi/Vg/° (ô) = (6^ /.. /ô^ ) be 
generalized polykays for a crossed balanced complete structure. Then the 
product (Y)(Ô) is given by 
(y)(ô) = (yi)(Yi) a a ... a • (Dayhoff,1964) 
Procedures for obtaining the products of polykays are given by Wishart 
(1952) and by Dwyer and Tracy (1964). For the pacticular case of polykays 
of degree two onljr' four form-olas are required. These are given below 
assuming r responses in the sample or population. 
(00)2 ^ (0011) + p (0000) + ^ [(0101) + (0110)] (4.3.1) 
(00)(01) = (0012) - G^ Y^Ï) [(0101) + (0110)] + G [(0001) + (0010)] (4.3.2) 
(01)(00) = (1200) - [(0101) + (0110)] +  g  C (oioo) + (1000)] ( 4 . 3 - 3 )  
(01)2 ^ (0123) + p [(0102 ) + (0120) + (1002) + (1020)] 
-t- [(0101) + (0110)] ( 4.3. 4 )  
Theorem 4 . 4  (Dayhoff, 1 9 ^ 4 )  Let F(X) denote a generalized poly-
kay from a given balanced complete population structure and let F(x) de-
note the corresponding generalized polykay from a balanced complete struc­
ture obtained by pure random sampling from the given structure. Then , 
5^ 
E F(x) = F(X) 
Theorem ^ .5 (Dayhoff, 1904) Let h(x*) denote a generalized poly-
kay from an artificial crossed structure obtained by random cross labeling 
of a balanced complete structure which is a pure random sample from a bal­
anced complete population structure. Then 
E E h(x*) = E E h(x*) 
I I 
Using the above theorems the variances and covariances of variance 
component estimates may be set down as linear functions of polykays of de­
gree four. In Chapter III it is shown that the variance-covariance matrix 
of the variance component estimates is a linear transformation of the vari­
ance-covariance matrix of the sample cap sigmas. Because of Dayhoff's 
theorem showing the equivalance of cap sigmas and generalized polykays of 
degree two, the variance and covariances of the variance component esti­
mates are therefore linear functions of the variances and covariances of 
generalized polykays of degree two. 
Theorem 4.$ makes it possible to express these variances and 
covariances in terms of variances and covariances of polykays from crossed 
population structure, and Theorem 4.3, together with the multiplication 
formulas 4.3.1, 4.3.2, 4.3-3, and 4.3-4 allow the computation of the vari­
ances and covariances of the second degree generalized polykays as linear 
functions of fo'urth degree generalized polykays. 
Consider a two-factor nested structure with the second factor nested 
in the first factor. Let the factors be denoted by A and A(B) in the 
population and by a and a(b) in the , sample, and let the n'umber of 
levels of A and a, A(B) and a(b) be designated by A and B, a 
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and b; for the population and sample^  respectively. The variance compo­
nent is estimated by the mean square 
 ^ _ 
a(b) ~ ^ a(b) ~ a(b-l) ~ ^ ft(b) ~ a(b) 
in the notation of Chapter III. Thus ~ this case. 
The sample cap sigma, ^ a(b)^  for the nested structure can be expressed 
as a sum of crossed structure cap sigmas^  as 
^A(B) = :1B + z; 
where the primes indicate the crossed structure quantities. The above re­
lationship between nested and crossed structure cap sigmas are a conse­
quence of the similar well known relationships between sums of squares of 
the nested and crossed structures. Then 
The derivation of the formula;, in terms of fourth degree polykays; for 
cov(Z^ j^2^ ) will serve to illustrate the method. Polykays for the sample 
will be denoted by the subscript s, as (a) ; for example and those for 
the population by the subscript P; as . 
According to Theorem H-,2 
S^B - (00/00); , 
and 
1% = (OI/OO)G 
Then 
 ^cov[(00/00)g, (01/00)^ ] 
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= E[(OO/OO) (^oi/oo)^] - E(OO/OO)^E(OI/OO)^ 
= E[(OO/OO)^(oi/oo)^] - (00/00)^(01/00)^ 
since E(a) ' = (a)'' , by Theorem 4.4. According to Theorem 4.3 
s p 
(00/00)'(01/00)' = (00)'(01)' a (00)'(00)' O O Bo « to 
and 
(00/00)^(01/00)^ = (00)^(01)^ a (00)^(00)^ 
Using formula.s 4.3.2 and 4.3-1 we write 
(00/00)^ (01/00)^  
{(0012)' - [(0101); + (oiio)g] + I [(0001); + (ooiop] 
{(0011); + i (0000); + [(0101); + (0110);]} 
and 
(00/00)^ (01/00)^  
[(0012)^ - [(0101)^ + (0110)^] + I [(0001)^ + (0010)^]] 
® {(OOll)p + g (0000)^ + ~ [(0101)' + (0110)^]} 
Performing the indicated symbolic multiplication and collecting terms 
gives 
E{(00/00);(01/00);} 
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= E{(0012/001l)g + y (0012/0000)^  + — (0012/0101 
- a,(a-l)(b-l) (0101/0011)^  ' IT&Jb (OOll/OOOO)-^  
- a(a-l)(b-l) (0011/0011);} = (0012/0011)^  + ^  (0012/0000)^  
+ & (0012/0101)' - (OlOl/OOll)' - (OOll/OOOO); 
- a,(a-l)(b-l) (0011/0011)' , 
and 
(00/00)^(01/00)^ 
= (0012/0011)' + I (0012/0000)' + (0012/0101);! 
P -D p. -D--L P 
- A(A-1)(B-1) (OMVOOll)' - ( 0011/0000); -
- A(A-1)(B-1) (0011/0011); 
So that 
COV(£.^,S;) 
= E(00/00)^(01/00); - (00/00)'(0100)' 
= (i - i)(0012/o000);4ç!j - 5?j)(0012/0101); - (,(,_J^ b_l) 
- I(A-1)(B-1))(01°1/°°11); - (ililiTb - ÂlÂ]B'(°°ll/°°~)p 
(a(a-l)b " A(A-1)b'(0011/0000); - (a(a,-l)(b-l) 
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It will be noted that the coefficients of a generalized polykay in a 
variance or covariance will always be of the form E(a/b,C;'-') 
-K(A^ Bj•••) where a/b^ C; ... are the numbers of levels of the sample 
factors and the numbers of levels of factors in the population. 
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Vo THEORETICAL BASIS FOR ALGORITHMS 
A.. The Lattice of Ordered Partitions 
In the previous chapter the definition of generalized polykays and 
of generalized symmetric means were presented as given by Hodke (1956a) 
and Dayhoff (196^ )^  making use of ordered partitions. Some algebraic pro­
perties of the ordered partitions will now be examined. 
In the definition of generalized symmetric means the ordered parti­
tions used serve to indicate equality and inequality of the subscripts in 
summation. The particular symbols used to indicate this relationship is 
of no interest. Accordingly the following definition is given to ordered 
partitions. 
Definition 5-1 An ordered partition of weight m is a set of 
m(m-l)/2 consistent statements of equality or inequality for m posi­
tions . 
Any list of symbols^  if it can be determined which pairs are equal 
and which unequal, is a realization of an ordered partition, and will 
itself be called an ordered partition. Ordinarily an ordered partition 
will be specified by a list of m symbols. However, it should be kept in 
mind that the ordered partition is the relationships of equality and in­
equality among the symbols and not the symbols themselves. 
Definition $.2 Let a = o^ og and p = ^ 1^ 2 two 
ordered partitions of weight m . a will be said to be equal to p if 
and only if a. = a. implies and is implied by p. = p. , for each pair 1 J 1 J 
i, j . 
6O 
Definition 5*3 An ordered partition a is said to be an ordered 
subpartition of an ordered partition p of the same weight if and only if, 
a. = a.; implies p. = p. for all i, j . (Equivalently, if p. / p. 
1 J 1 J 1 J 
implies for all i and j ). Often we will say a is a sub­
partition of p, the adjective "ordered" being understood from the context. 
If a is a subpartition of p we will write a < P or p > a . In case 
neither o; < p nor p < a we write a||P and say a and p are not 
comparable. 
Theorem $.1 The set of ordered partitions of weight m , with 
the subpartition partial ordering, is a lattice. 
Proofs The proof will be given in three parts: : a. is a partially 
ordered set. b. Every pair of elements has a greatest lower bound, c. 
Every pair of elements has a least upper bound. 
a., Ii^  is a partially ordered set. Let a e L^  and p e L^  and 
suppose that a < p and p < a. Then for each i, j we have CL = Oj 
implies p. = p. and p. = p. implies a. = a. . Hence a = p, so that 
1 J 1 J 1 J 
L satisfies the first condition of Definition 3.1. 
m 
Let a, p, Y e L^  and suppose a < p < Y . Then œ = implies 
p. = p. which implies v- = Y- • Thus a. = a. implies y. = y., so that 
OL < y, and the second condition of 3*1 is satisfied. Thus L is a 
— DL 
partially ordered set. 
b. The greatest lower bound, cl/\Ç>, of any two elements a, p of L^  
is the ordered partition formed by the ordered pairs i = 1,2,...,m. 
Let a and p be two ordered partitions of weight m and let y be 
the ordered partition of ordered pairs. Then y = Y2Y2 Y^  is that or­
dered partition satisfying if and only if (œ,p^ ) = (a^ p^^ ) . 
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Clearly a. / a. implies y. / y. , and p. ^  Ç>. implies y. ^  y• , so 
Ij IJ IJ I J 
that y < CK , Y < P* let ô be any ordered partition such that à < a 
and ô < p. Then ô. = ô. implies a. = a. and p. = p. , so that 
1 J 1 J 1 J 
(œ ;P^ ) = (cKj^ Pj). Hence y\ = y^  . Thus à < y , so that y is the 
greatest lower bound of a and p. 
c. The least upper bound, X, of two ordered partitions a and p 
of may be constructed according to the following rules. 
1) = 0. If 0% = , or if PL = p^  , set = 0 . 
2) Let be the set of all integers i = 1,2,..., m such that 
X. = 0. If i e R and a. = a. or p. = p. set X. = 0 
1 o 1 J J J 
and add j to the set R^  . Continue until, for every j ^  R^  , 
there is no i e R such that a. = CX. or p. = p. . If all 
o 1 J 1 J 
integers 1, 2., ..., m are in R^  then X is the one part 
ordered partition 00...0. 
3) If Rq 7^  [l,2,...,m} let i be the first integer not in R^  and 
set = 1. Construct in turn sets R^ , Rg, • • • , setting 
= k if i s R^ , considering for the set R^  those integers 
not in R^  U R^  ^ U...U R^ , until all , i = 1,2,..., m are 
determined. 
Let X be so constructed for a and p elements of L^  . If 
= a. or if p. = p. then X. = X. by construction, so that X is an 
J 3- J ^ J 
upper bound for a and for p . Let i and j be integers such that 
X^  = Àj . Then there is some set R^  of integers i = ' ^s ~ ^  
such that there exists a set of pairs of equal elements of a and p, say 
e, = e, , e' = e' , where each equal pair, 
^ K ' K* 
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= 
, is the pair or the pair If Ô is 
u+1 U u+1 u u+1 
any partition such that ô > a and ô > p , then .6^  = , ô^ = , 
K = ô . Thus ô = 6 = ô = Ô. . Hence X. = X. implies ô. !-l s^ 1 k. k j X 3 
= ô, 
s-x s 1 -s 
so that À < ô . Therefore X is the least upper bound of a and p, 
and L is a lattice. 
m 
The least upper bound of two ordered partitions a and p will be 
denoted by ccvp, and the greatest lower bound by aAp • 
An example of the lattice is given for m = the case of in­
terest for variances of variance components, in Figure $.1. 
0000 
Figure 5*1' The lattice of ordered partitions of weight 4 
An ordered partition of weight m can be considered as a partition of 
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the integer m simply by ignoring the ordering. If a is an ordered 
partition the partition determined by a will be denoted by a . The 
number of parts of the partition a will be associated with the ordered 
partition a, so that the number of parts of a, denoted by 0(a), is de­
fined to be the number of parts of the partition a • This number is 
equal to the number of unequal sets of equal positions in the ordered 
partition a. It is clear that if a > p are ordered partitions, then 
0(a) < 0(p), and if, in addition, a ^ p, then 0(a) < 0(p). Thus if two 
ordered partitions have the same number of parts they are either the same 
ordered partition or are not comparable. 
According to Definition 4.4 a. symmetric mean of weight four corre­
sponding to a given ordered partition is equal to the sum of those poly-
kays which correspond to ordered partitions in the sublattice for which 
the given partition is the least upper bound. For example 
= < 0011 > = (OOll) + (0012) + (1200) + (0123) . , 
the terms on the right hand side may be verified as belonging to the sub-
lattice whose lub is 0011, by inspection of the figure. 
Let G and/ P denote, respectively, the vector of symmetric means 
of degree m and the vector of polykays of degree m, arranged in some 
convenient order which doès not violate the partial ordering of the lattice 
L . That is, if the elements of the lattice L are a , i=l,2,...,n, 
m ' m ' ' ' 
then implies i > j . Let H be the matrix of coefficients of 
Definition 4.4, so that H has elements 
h. . = 1 , if oP < , 
-
6k 
= 0 ; otherwise. 
Then Definition 4.4 may be written in matrix form as 
G = H P (5.1)  
The theorem which follows gives an expression for H ^  . The proof de­
pends upon a lemma. 
Lèmma $.1: Let T = H - I. Then T^  = 0, k > m. 
A 
Proof; Since H is upper triangular with unity diagonal elements, 
T is strictly triangular. The ordered partitions of weight m may be 
classified according to the number of parts, 0(a^ ). Thus 0(a^ ) = 1, 
...,0(a^ ) = m, where oP is the lower bound of L^ . Let T be parti­
tioned into m^ blocks according to 0(a^). 
If 0(q:^ ) = {Z)(oP), then either = oP or |jc^ . Thus T has 
diagonal blocks which are all zero, and all blocks below the diagonal . 
are, of course, zero because of the order of the elements of G and P. 
Thus T has the form 
T = 
° ^12 ^13 • ' ' ^ IN 
0 0 T22 • • • Tgn 
0 0 0 T 3n 
T 
n-1 n 
0  0  0  . . .  0  
Let T^ . denote, the i, j block of T^ , where T^  is partitoned as T. 
^0 
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K It will,be shown by induction that = 0, j = 1,2,..., i + k - 1, 
k=l,2,...i = 1,2,...,n. This is true for k = 1, since T.. =0. 
11 
T* T* T*+"L Suppose T.. = 0, j = 1,2,..., i + r - 1. T = T T so that T.. 
IJ . IJ 
n « 
= . Let j be less than or equal to i + r = i + (r+l) - 1. 
r r+l By the induction hypothesis = 0 for 't, < i + r - 1. Hence 
n 
= ; 9 Tf.T, . . But j <i + r, and T„ . = 0, -t > j, so that = 0 
-c=i+r i-t ' — ij 
j = 1,2,..., i + (r+l) - 1. Hence, by induction T^ . = 0 j = 1,2,..., 
J 
i + k - 1, k = l,2,...,m, as claimed. In particular = 0, j = 1, 
2,...,m, so that T™ = 0 . 
Theorem ^ .2 Let H and T be defined as above and let T° = I. 
Then 
-1 M-1, ^ 4 I 
H = .Z (-IJ^ T^  J=O 
Proof ; 
i i m-lr \Jrpd\ 
H( .2 (-l)^ T^ ) = (T + I)(.Z  ^/ j=cr /  ^ '^ j=o 
= .z! (-l)j"^ T^ + ™'Z^ (-l)jT^ = T°+ .Z [(-1)^ "^ + (-l)j] T^ + T^ = T°= I. 
,1=1 ' j=cr / j=l ' 
Corollary 5-2.1 Let H be the matrix of 5*1^  i.e. 
h. . = 1, if 
IJ -
= 0, otherwise, 
and let denote the elements of H Then h =0 implies h^  ^= 0-
ij 
Proof: According to Theorem 5-2 
_1 m-1 , , 
H = .Z (-1) T , T = H - I . k=o  ^
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. . m-l 
Thus h^  = , 2 (-1) [T ]. . . K=O^ ' IJ 
Now '" \-ij " 
But tj^ j = hj^ j > 0, i / j . Hence if any / 0 we must have some 
}^ r\; • • • '^L. , such that t. „ t. « ... t, . = h. » h. . ... h, .= 1 
1 2 k-1 itj_ \-l^  \h \-l^  
i h 
so that h., = 1, h. , = l,...,h, .= 1 ; but then a > a > ... 
^ 1 ^1^2 K-1^ 
> a  ^ , and thus and hence h.. =1. Therefore h.. = 0 
- - - IJ IJ - ( 
implies [T^ ].. = 0 for all k, and hence that h^  ^= 0. Q.E.D. 
IJ 
B. Unrestricted Sums 
Let a be an ordered partition of weight m . Let (n)^  denote the 
falling factorial n(n-l)...(n-r+l). Consider a response structure with 
a single factor at n > m levels, and let the set of responses be 
iY^ }y2'  ' ' denoting the number of parts of a the 
sjrmmetric mean < a > has terms. Let |a| be the elementary-
symmetric function. < o: > which is the numerator of < a > . 
Definition $.4 The unrestricted sum, [a], determined by the or­
dered partition |al is the sum of those products of m-tuples of the set 
[y^ ,...,y^ } such that each set of subscripts corresponding to equal posi­
tions of a, remain equal as the sets of subscripts vary independently 
over their full range. 
The sum [a] is thus a sum with the same subscript pattern as the 
sum (a| except that the inequality restrictions are removed. An example 
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may be instructive. Let a be the ordered partition 0102. Then 
0(a) = 0(0102) = 3 
(n)0(Q,) = (ajg = n(n-l)(n-2) 
ZFY.Y..Y. Y.,, 
< a > = < 0102 > = n(n_i)(n_2) 
|Q:I = 10102) = S^ y^ y^ .y^ y^ ,, 
CA] = [0102] . .^1^ IJSIYI/I/I/IJ 
As usual the ordered partition notation is redundant when applied to 
a single factor; here, for example, we have 
[0012] = [0102] = [0120] = [1002] = [l020] = [l200] = (Zy^ )(Zy)^  . 
The relation of the quantities [a] and the quantities fa) is some­
what similar to the relation between symmetric means and polykays, as is 
shown by the following theorem. 
12 r Theorem 5.3 let a ,a ,...,a be the elements of the lattice of 
ordered partitions of weight m arranged in some order such that if 
0^  < ot then j > i . Let H be the matrix of 5*1 5 that is, the matrix 
with elements 
Then 
h. . = 1 , if < a^  
10 
0 , otherwise 
[a^ ] = h la^ l = i: lo^ l 
A^>A 
Proof: Consider the set of all n^  ordered m-tuples (y. ,y.,...,y. ) 
1^ 2^ m 
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Let p stand for the list of symbols i^ ig ... i^  and let denote 
m jn 
the product y. ^  so that corresponding to each of the n m-tuples 
there is a product Then the sum [o; ] is the sum of all those products 
such that if two positions of the ordered partition o:^  are equal, say 
0^  = 0^  , then the corresponding positions of p are equal. Thus is 
a term of [a^ ] if and only if the ordered partition p satisfies 
P > . We may write 
= P|,L "P • 
Consider now an ordered partition oP < , and the function |a^ l . 
la^ l is the sum of just those products, , such that, viewed as an or­
dered partition, p = oP . Thus 
" j&L^ jiP^  ""P = Q,.J|,I P=Q:j = P^P^ *P = • 
Since the h. . of the theorem are the elements of the matrix of 
coefficients of the definition of polykays, the following corollaries are 
immediate. Let [aj and denote the vectors 
( Ic?"!, loPl , la^ l ) ' and ([oP], [a^ ],.. •, [a^ ]) ' , 
respectively. 
Corollary 5° 3-1 - H' |a| 
Corollary 5.3-2 |aj = (H '[a] 
Tables 4 and 5 following show these relationships for the particular 
case of fourth degree functions. 
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Table 4. Fourth degree unrestricted sums as linear functions of fourth 
degree symmetric functions 
[oooo] = (00001 
[oool] = joooil + looooj 
[oolo] = looiol + liooool 
[OlOO] = loiool + |oooo| 
[lOOO] = {10001 + looool 
[OOll] = jOOlll + (ooool 
[OlOl] = |010l| + looool 
Coiio] = loiiol + jooooT 
[0012] = I0012I + jooill + 100101 + (oooil + joooo 
[0102] = |0102| + joioil + 101001 + fOOOll + joooo 
[0120] = I0120I + joiiol + loiooj + [ooiol + joooo 
[1002] = I10021 + loiiol + |iooo| + |oooil + joooo 
[1020] = I1020 i + |oioi 1 + |iooo| + |0010[ + joooo 
[1200] = I12001 + jooill + |iooo| + loiool + joooo 
[0123] - I01231 + I00121 + 101021 + 101201 + |l002 
+ 1003.1 ! + foioil + loiio 1 + |0001 1 + |ooio 
+ loooof 
+ |1020| + |l200| 
+ 101001 + |iooo| 
70 
Table 5- Fourth degree symmetric functions as linear functions of 
fourth degree unrestricted s'lims 
looool = [oooo] 
loooil = [oool] - [oooo] 
jooiol = [oolo] - [oooo] 
10100] = [oloo] - [oooo] 
|iooo| = [looo] - [oooo] 
looill = [ooll] - [oooo] 
10101] = [OlOl] - [oooo] 
loiiol = [oiio] - [oooo] 
|0012| = [0012] - [0011] - [0010] - [0001] + 2[oooo] 
(0I02I = [0102] - [0101] - [0100] - [0001] + 2[oooo] 
|0120| = [0120] - [0110] - [0100] - [0010] + 2[oooo] 
|l002| = [1002] - [0110] - [1000] - [0001] + 2[oooo] 
I1020I = [1020] - [0101] - [1000] - [0010] + 2[oooo] 
(1200I = [1200] - [0011] - [1000] - [0100] + 2[oooo] 
I0123I = [0123] - [0012] - [0102] - [0120] - [1002] - [1020] - [1200] 
+ [0011] + [0101] +. [0110] +2[0001] +2[0010] +2[0100] +2[l000] 
-6I0123] 
71 
1. Unrestricted sims for crossed structures 
In view of the similarity between the expressions < a > re­
lating symmetric means and polykays ^ and [a] relating unrestrict­
ed sums to elementary symmetric functions for an unrestricted population, 
it seems natural to attempt to express the generalized unrestricted sums 
and generalized symmetric sums (numerators of generalized symmetric 
means) in terms of the same symbolic multiplication used in generalizing 
the symmetric means and polykays for structured populations. 
Let L = L X L X ... X L be an f-fold Cartesian product of the 
. m m  m  
set of ordered partitions of weight m . The elements of. L are 
1 2 f 
all the ordered f-tuples a ,a, a of the elements of . These 
will be denoted by a = ja j...ja , for example. A partial ordering may 
be defined in L using the partial ordering of , i.e. the subparti­
tion partial ordering. The elements of L will be called f-fold ordered 
partitions. 
12 "P 1 2 F 
Definition 5-5 Let a, = a /a /.. ./or and p = p /p /.-./p be 
any two f-fold ordered partitions. Then a will be called a subpartition 
i i 
of P; written a < p, if and only if a <p , i = 1,2,...,f . 
Lemma 5.2 L=L xL x ... x L , with the subpartition partial 
mm m 
ordering is a partially ordered set. 
Proof: Let a and p be ele.ments of L such that a < P and 
p < a . Then < p^  and p^  < so that = p^ , i = 1,2,...,f . 
Hence a = p, and the antisymmetric property holds for L. Now let a, p 
and Y be elements of L such that (% < p and p < y • Then < p^  
< Y so that transitivity also holds in L. Thus L is a partially or­
dered set. 
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Lemma 5*3 L = L x L x...x L is a lattice. 
m m ,  m  
Proof: Let a and p be elements of L and define y = ccAp by 
a^ A oPA p^ /. ../a^ A . Thus and for each 1 
= 1,2,. . .,f, so that y < CK and y < P, and hence y is a lower bound 
of Q: and of p . Let Ô be any lower bound of a and p. Then 
0^  < a^ , 0^  < p^  so that 6^  < a^ A p^ , i = l,2,...,f . Hence ô < y , 
so that Y = aAp is the greatest lower bound of a and p . Replacing 
A by Vand < by > in the above shows that the dual statement: 
"aVp = q:^ P^/qPv p^ /.../a^ V p^  is the least upper bound of a and p" 
also holds. Therefore L is a lattice. 
Consider a balanced complete structure having f crossed factors 
with ranges n^ ,n2,... ,n^ , respectively. The set of 
responses may be designated by y. . . , where the subscript i. 
^2 2 *'' 
designates the level of the factor Consider the set of all 
^^ 1^ 2' ' '^ f)™ m-tuples. The m sets of f subscripts may be written as 
a matrix, say 8» > with elements 0. . designating the level of the 
X X 111 1J 
ith factor represented in the jth element of the m;-tuple. Finally, let 
jr. denote the product of the my's making up the m-tuple with the sub-
script matrix 0 . 
1 2 
The numerator for a generalized symmetric mean, <a>=<a/a/..-
F *  [ 1 2  F  I  /a > , is the sum, |a fa j.--fa |, of all products itg such that the 
relationships of equality and inequality of the elements of the ith row 
of 0 are the same as those in a . This leads to the formal definition 
of the generalized symmetric function [a| = . 
Definition $. 6 |Q:| = «Z jc 
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Consider now the unrestricted sum [a] = [a^ /.../a^ ] . The sum must 
consist of all those products of m-tuples ir such that equal parts of y 
any remain equal in the ith row of 0 but with the separate parts 
of each row corresponding to different parts of the corresponding 
free to vary over their full range, giving the definition; 
Definition 5.7 [a] = • 
An immediate consequence is the lemma: 
Lemma 4 [(%] = 
Since the summation |a^ /.../a^ l is independent for each factor the 
number of terms in the summation is the product of the number of levels 
attained by the separate factors. Thus 
< (^ja I... jd > = — \ c^/c^/. •-/cf \ 
iil^ -^i^ jZSCa^ ) 
The symbolic multiplication may now be applied to [a] = [c?"/oP/. ../o:^ ]. 
Theorem $.4 Let [a] = [oP/oF/. . ./ci:^ ] be an unrestricted sum for 
an f-factor crossed balanced complete structure. Then 
[a] = Co?" ] a [oP ] a . .. ® [a^  ] 
Proof: According to Theorem 5*3 [o:^ ] = _ lo^ l . Thus 
Qp>Qp' 
[a^  ] a [oF ] a ... ® [.a ]  = ( E  | a ^ | ) s ( ?  . . 0 ( S  
= S 2 S 0 @ . . . 8  lof^ ' 
a'^ xx a^ >a 
7^ 
a >a 
2. Unrestricted sums for arbitrary balanced complete structures 
In the previous chapter the definitions of generalized symmetric 
means and generalized polykays were given for crossed balanced complete 
structures and extended to arbitrary balanced complete structures by means 
of the device of random cross labeling. Thus far in this chapter the un­
restricted sums have been defined for crossed structures and related to 
the numerators of the generalized symmetric means. In the remainder of 
the chapter the relationship of unrestricted sums to the numerators of the 
generalized symmetric means for arbitrary balanced complete response 
structures will be developed. In addition some related results concerning 
the generalized polykays and generalized symmetric means will be given. 
The generalized symmetric means for an arbitrary balanced complete 
structure have been defined in the fourth chapter as the expectations of 
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the generalized symmetric means of an artificial crossed structure pro­
duced by randomly cross labeling the levels of each nested factor within 
the combinations of levels of factors which nest it, over all possible, 
cross labelings. According to Theorem 4.1, this is equivalent to relabel­
ing the symbol for a crossed structure generalized symmetric mean by put­
ting differing subscripts on the ordered partition symbols of a nested 
factor for each differing set of symbols, including subscripts, for the 
nesting factors, and considering the generalized symmetric mean for the 
nested structure to be that determined by the ordered partitions formed 
by subscripted symbols (cf. Definition k.6). The next two lemmas consti­
tute a restatement of this process in accordance with the concepts of 
this chapter. 
12 r 
Lemma 5*5  let p ,p ,...,p be ordered partitions of weight m, 
denoting p by the m symbols 2^^ 2"Y = ^ ±^ 2 ' '' ^ m 
1 2 
note the ordered partition formed by the ordered r-tuples, y. = (p.,p.,... 
J Jo 
pj) . Then y = p^ A . . . A . 
Proof: The lemma is a consequence of associativity of A, the great­
est lower bound, and is proved here by induction for the special case 
of the lattice of ordered partitions. 
1 T The lemma is trivially true for r = 1, for then p = p = y.• 
Suppose the result to hold for r = l,2,,..,k; and let 0^ ^^ = p^ A p^  
...A P^ , while y(^  ^ denotes the ordered partition formed by the k-
tuples y(^ )= (p^ ,p^ ,. .. ,p^ ) • Thus Q^ ^^ A p^ ^^  . By the in-
J J J J 
duction hypothesis y^ ^^ , so that y^ ^^ A P^ ^^  • By defi­
nition y^ ^^ A is the ordered partition formed by the ordered pairs 
( y =  ( ( P ^ , . . . p b ,  =  ( p l , p 2 , . . . , .  H e n c e  
0 0  J J J  J c i  J  J  
76 
Q,(k+l) _ (^k+l) the desired result follows hy induction. 
Lemma $.6 Let < a > = < /oF/. .. ja > be a generalized sym­
metric mean of degree m for a balanced complete structure, and let 
< P >* = < .../p^ >* be a generalized symmetric mean for an artifi­
cial crossed structure obtained by random cross labeling the given struc­
ture, such that < p >* = <(%>. Then if the ith factor in the given • 
structure is nested in the jg, . . . , j^ th factors, 
p^ A^ p^  ^A...A p^  ^ . 
Proof: According to definition 4 .6 ,  is the ordered partition 
formed by the subscripted symbols of p^ , subscripted by a different sym­
bol for each different set of symbols among the corresponding positions 
1^ 2^ r^ i i / i 1^ r^-. 
of p , p , . . .  ,  P . Suppose . Then (p^ , P^ , ... , \ ) 
= (pj ,  pj^,  . . .  ,  p^^),  so that  (p^A P^^A-- .Ap^^)j^ = (p^A p^A.. .  Ap^^)^ 
i 1^ 4 by the previous lemma. Similarly suppose (p AP A - - - AP 
= (P"" P^^A • Then (pj, p^\ ... , p^f) = (pi, p^^, ... , p^^) 
i i i i 1^ r^ 
and hence . Thus a =  P A P  A ' - - A p  
As an example, consider a nested two-factor structure with the second 
factor nested in the first. According to the lemma if 
< Q^ /oP > = E< P^ /P^  >* , 
then 
< CK^ /oP > = < PVP^ AP^  > 
Thus 
.  Zyf.yf.y*,.y*,,  
<0012/0001> -
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is a gsm for a randomly cross-labeled structure^  so that 
E< 0012/0001 >* = < 0012/0012 A 0001 > 
 ^4^ 41 -5 ty^ 'i 411 
= < 0012/0012 > = J 3 J 
ni(ni-l)(ni-2)n2 
In a three-factor hierarchal structure we would have 
E < pl/p2/p3 >* = < > . 
The quantities (a] = \(^ /c^ /. . ./of \ have been defined to be the 
numerators of the quantities < a^ /.-./oF > for crossed balanced complete 
structures, and shown to satisfy |al = lo?"! 8 . .. ® Icc^ l for these 
structures. 
Two natural extensions are available for these quantities, for ar­
bitrary balanced complete structures : (l) As expectations over random 
cross labelings of their crossed structure analogues. (2) As numerators 
of the generalized symmetric means for the arbitrary structures. While 
it may seem that these conditions are equivalent , this is not in fact 
true. Since we wish ultimately to compute the generalized symmetric 
means the latter choice is made for the definition. 
1 ' 2 f 
. Definition $.8 Let < a > = < a /a /...Ja > be a generalized 
symmetric mean for an arbitrary balanced complete structure, and let 
denote the number of terms summed to form < a > • Then we define the 
generalized symmetric function |A1 = \<^ja j-. • ja \ by |Q:| = < a > . 
In order for the definition above to be useful the number of terms 
must be determined. An example may be instructive. Consider a three 
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factor structure with the factors having the nimbers of levels n^  ^
n^ , respectively, and let < a > = < a^ /a^ /a^  > = < pi00/000l/0l23 > 
= ^  ^ ^^ iJk^ i'jk'^ ijk"^ iÔ'k'" ' three factors are crossed, the 
2^  symbol may be written out more fully as 
ng 
i=l i^ i^ j=l k=L k% k k'^ /k,k' k'^ ^^ k,k',k'' 
so that the number of terms in the sum will be 
"a" )''°3>0(a3) = '>i('>i-l)'>2('>2-l)n3(n3-l)(n3-a)(n3-3) . 
Suppose that the first two factors are crossed and the third factor is 
nested in the first. Then the summation may be written as 
iil i^ /i kil k'Ei k'^ k^ k'^ Vk,k" 
giving = n^ (n^ -l)n2(n2-l)n2(n2-l)(n^ -S) . The reason for the change ' 
is that the level of the first factor in the second position . is different 
from that in the other three positions so that the levels of the third 
factor, since it is nested in the first, are necessarily different in 
position two from the levels of the third factor in the other positions 
and hence k' may extend over its full range. In the structure having 
the first two factors crossed and the third factor nested in combinations 
of the first two factors, the sum will be 
n^  n^  n„ n« n^  
iEi i^ /i j=i kil.k'=l k'^ k^ k'^ '=l 
so that = n^ n^^ -l)n2(n2-l)n2(n^ -l) 
12 f* In general let < a > = < o: /o /. ../(% > be a generalized symmetric 
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mean for a balanced complete structure with n^  levels for the ith factor 
f (within each combination of nesting factors). Then N = .it-s. , where, 
a, 1=1 1 
if the ith factor is nested in no other factor s. = (n.)x/ i\ • In case 
the ith factor is nested in the jL-, jg-, ••• , j -th factors (j / i), 
Jl ^2 Jr '  
let y = a A a A...Aa be a p part ordered partition, say, with 
Y = c^ , Cg, ... , Cpj Zc^  = m . (Recall that y is the partition of m 
formed by the ordered partition y). Let k=l,2; ... , p denote 
the ordered partitions of weight c^ , c^ , ... , c^  formed by the posi­
tions of corresponding to the p sets of equal positions of y • 
Then 
''i - • <5-3) 
Consider the last example above: < a > = < 0100/000l/0l23 > • Here 
®1 ~ Y = 0100A 0001 = 0102, and so 
Y ~ 2,1,1, p = 3, 0^2) = 02 = 01, - 2, 
°(2) =1 = 0'  = "3'  °(3)  " 3 •  ^(0(3))» 1,  
("3)0(0^3)) ' "3 • =3 = "3 ("3-1) • "3 • "3 • 
3. Admissible ordered partitions 
In the third chapter those sets of factors of a balanced complete 
response structure, which, if they contained a given factor, contained 
every factor which nested the given factor, were said to be admissible 
sets of factors. Similarly, partial sums and means which were sums and 
means of possible combinations of levels of factors were said to be ad­
missible partial sums and means. In this chapter it is convenient to 
speak of admissible f-fold ordered partitions for a given structure. 
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Definition 5-9 Let a = a^ /oP/.-./a^  be an f-fold ordered parti­
tion of weight m . a will be said to be admissible for the balanced 
complete response structure Y, if and only if, for every factor A ' 
JL X i 
of Y the ordered partition a for that factor satisfies ql < or for 
every factor of Y which nests A^ ^^  . 
A consequence of this definition, and the notation used herein, is 
1 2 f that an f-fold ordered partition a = a /a /...Ja is admissible if each 
i i 2^ 
a satisfies a < a. Aa A-.-Ao: for the set of factors jg, 
••• ; which nest the factor i. 
The use here of the term "admissible" is consistent with its use in 
the previous chapter, for those functions < a >, la) , [a], (a), deter­
mined by admissible ordered partitions will be those which are linear 
functions of products of possible combinations of factor levels. 
Lemma 5*7 Let Y be a balanced complete response structure with 
f factors, and let a be an f-fold ordered partition of weight m. Then 
< a > is a generalized symmetric mean for Y, if, and only if, a is an 
admissible f-fold ordered partition for Y. If this is so then < a > 
= E < a >* . 
Proof; Suppose < a > is a generalized symmetric mean for the 
structure Y. Then there is a generalized symmetric mean < p >* for a 
ra n d o m l y  c r o s s  l a b e l e d  s t r u c t u r e  Y *  s u c h  t h a t  < a >  =  E < p > * .  
Suppose that the ith factor is nested in the jth factor. If the jth fac­
tor is nested in factors numbered j^ , jg, ... , j^ , and no others, then 
i i 1^ r^ 
or = p A p A. ..A p , by Lemma $.0. Since the nesting relationship is 
transitive those factors which nest the jth factor also nest the ith. 
Thus let the ith factor be nested in those numbered: J, j^ , jg, ... , j^ . 
8i 
r^+l' •' 8^ • Tben a = p^ A^ ...A < p^ A p^ A^ ...A p^ r 
= ccj . Hence a is admissible for Y . 
Now suppose a is an admissible f-fold ordered partition for Y • 
Then < a is a generalized symmetric mean for Y* . Let < y > 
= E < Q: >* . If the ith factor is nested in the jg; ... , j^ th, then 
i i 1^ r^ i k Y = a /\ a A ...AO: . But a <a , k=l,2,...,r, since cc is admis­
sible, so that . Hence <a>=<Y> = E<a>* is a general-
ized' symmetric mean for Y • 
Since the symmetric functions |a| are defined as the numerators of 
the generalized symmetric means < a >, it follows that the functions (al 
for a balanced complete response structure are just those for which a is 
an admissible f-fold ordered partition. The next theorem and its corol­
lary indicate the relationship of the generalized polykays to the admis­
sible f-fold ordered partitions. 
Lemma $.8 Let la^ /oP] denote a gss for a two-way crossed struc­
ture. There is a set {y. .} of numbers such that [a^ o^ l  ^0, but 
= 0 for every fct satisfying either and < c? 
Ï* i si 
or a < a, and a < a . 
I i il Proof: A term of \a /or |can be written y. . y y. , 
Sm. = m and hence a population with q distinct y..'s , and all others 1 
y^ j's equal to zero will yield a non-zero value for IcK^ /oP) . However, 
12» . G I / S a fa, I with a /a as specified in the statement 
of the lemma will require at least q+1 non-zero y\j's . 
Theorem 5.5 Let be a generalized polykay of degree m 
which is formed by random cross labeling the two-factor nested structure 
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in which the first factor nests the second. Then 
E(a^ /Q:^ ")* = (cc^ /oP) , if 
= 0 , otherwise. 
Proof ; 
E(AVCE^)* = E[(A^) A = E[ZH^^< (F> A (O^)}* (5-5-1) 
-6 -V  ^^ 
Consider a term of 5.5.I, say 
E{< > a (a^ ")3* 
= S{ < a > a £h^ <^ a^ > ] 
I s 
= Zh^  ^E< a fct> = Zh^ <^ a^ /a^ A a > 
s I ' 3 ' 
= 2h^ "%< tc^ a^ A a >* 
s I . ' 
= E{ < a> a Sh^ ®< a >}* 
I s 
= E{ < cf > a Zh^® (5.5-2) 
Now a^ ' <a^ a implies a <a >  ^< ot and < oF , a < a® 
implies 0^ < a /\ a so that 5-5*2 may be written 
E{ < > a {c?)f = E( < a> a 
= E{ < > a E{ < c/ > a çh^ (^a^ )^6j^ f 
= E{ < A^> a h .(O^)}* = h . E{ < a> a (A^)}* (5-5 3) 
/& ^ 
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Since h . = 1 , if and h . = 0, otherwise we have 
rj - rj 
e{ < > a (o^ )}* = 0 , if Q!^ "  ^ (5-5-^ ) 
Substituting in 5-53 in 5-5-1 gives 
E(aVo:^ )* = < (f > a (Q^ )3* 
How h^  ^^  0 implies h. =1 by Lemma $.12, and h. = 1, h . = 1 / r ir ir r J 
i r i ii* ii* implies or < a <_a ^  i.e. h^^. = 1 . Thus h h^j = h h^j , or 
iï* h h . = 0 , and hence 
rj 
^{a/a^)* = E{lh^ h^. .< .</ > a (a^ )}* 
t ' t r iJ 
= h. . E[(ai^  ^a^ >) a (2i^ ®< aS)}* ij ^  r 8 
= h. . 2 Zh^ h^^ E^ < a fa >* ij r s Z 
= h. . Z Zh^ h^^ <^ a /a ^  a > ij r s ' . 
Now if a < the leading term is .h^ h^^ <^ a^ /cc^ Aor > = < a /cr > . 
Now, according to definition ^ .7, E(a^ /a^ ) = (o^ /o:^ ) if E(a^ /a^ ) is 
JL t 
not identically zero, and if <0^ /c^  > is the leading term of the gsm 
expansion. Using the special population of Lemma 5.8 it can be verified 
that (^a^ /ct!^ ) is not indentically zero if a^ < . On the otherhand, 
if  ^ , then h_ ^  = 0 and hence £(0:^ /0^ ) =0 Q.E.D. 
Corollary 5'5*1 Let Y be a balanced complete f-factor structure, 
and let 0 be an f-fold ordered partition which is not admissible for Y. 
Let (9)* denote a generalized polykay for a crossed structure obtained 
by randomly cross labeling Y. Then E(0)*= 0 . 
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Proof: S inadmissible fol" Y implies that there is some factor 
of Y which nests a factor A^ ^^  of Y, but that 0^  ^  9^  . Since 
the order of factors is arbitrary, let A^  ^ nest A^ ^^  and 9^  ^  0^  
The levels of Y are cross labeled independently for each nested factor 
so that 
E(0)* = £(9^ 9^ /. ../0^ )*= 8(8^ /9^ /. ../0^ "^ )* 0 E(0^ "Ve^ )* • 
/(/  ^ <{/ /[/ 
But (^9^  ^ /0^ ) = 0 by Theorem 5-5, so that E^ 0) = 0 . 
Now let us return to consideration of the functions [a] , the un­
restricted sums. For crossed structures these are defined by 
M ' ^ 'p -
In the case of general balanced complete structures we will be in­
terested in only those f-fold ordered partitions which are admissible for 
the structure under consideration. 
Definition $.10 Let a be an admissible f-fold ordered partition 
r -1*^  for a balanced complete structure with f-factors. Let LoiJ denote the 
unrestricted sum for the crossed structure obtained by random cross label­
ing the given structure. The unrestricted sum for the given structure 
will be denoted by [a] and defined by 
[a] = E [cc]* 
This definition does not give a direct method of computing the un­
restricted sums. The following lemma will satisfy this need. 
Lemma 5*9 Let a be an admissible f-fold ordered partition for 
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r "1*^  the balanced complete structure Y. Let LaJ denote an unrestricted sum 
for the crossed structure Y* obtained by randomly cross labeling the 
nested factors of Y. Then [a] = [a] 
Proof: By definition [a] = E [a] . Let Y^ ^^ , Y^ \^ ... , Y^ ^^ , 
be all the different crossed structures which may be obtained by randomly 
cross labeling the nested factors within each combination of nesting fac­
tors. Let denote the unrestricted sum determined by a for the 
structure Y^ ^^ . Then 
[a] = K [a]* = i • 
Consider any two of the crossed structures Y^ ^^ , say Y^ ^^  and Y^  ^^  . 
Y^  ^^  can be obtained from Y^ ^^  by permuting the labels (subscripts) 
of some one or more of the nested factors. Wow let denote the 
product of m elements of Y ' with their subscripts forming the f x m 
matrix p. By Definition 5»7 
and 
Consider any term of CQ:]^ \^ say . Suppose that the permuta-
P 
tion Y^ ^^  —^  Y^  ^^  changes to  ^. Let be the ordered 
P Y 
partition for the ith factor and let the m positions of a' be ; 
©2 , •.. ^  . If the ith factor is nested in no other it follows that 
Î i • î 
Y = P ; since the subscripts p will not be changed by the permutation. 
X i 
Let a be nested in the factors i^ ; ig, ... , i^  . Then a 
=  a^ lA  . .  .  A  since a is admissible. Suppose at = at, . Then 
J J 
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i î i i B. = 6., since 6 > a o But since 6. = 6., is a subscript within a 
J • - J J 
single combination of all nesting factors it follows that yt = azid 
J J 
hence y > a « Therefore [(%] = = ... = = [a] • 
The meaning of the lemma is that the unrestricted sums for admissible 
ordered partitions are the same functions whether or not the structure has 
nested factors^  and hence can be computed in the same way for all balanced 
complete structures. %hich of the unrestricted sutjis will be needed in a 
given case does^  of course, depend upon the structure. In order to make 
use of the unrestricted sums it is necessary to develop formulas for multi-
factor structures analogous to the single factor formula |a | = 
of Corollary 5-3*2. 
Let a = a /a /.../a , i = l, 2, ... , -r denote the elements 
of the lattice L of f-fold ordered partitions, arranged in some order 
which does not violate the partial ordering in L, and with the. "all" 
element, consisting of f single part partitions, first. Then the result 
of Lemma 5°^  may be written as 
v(i)l _ y . L(j) [a ] = nJo: ; (5-^) 
and, since is equiva3.ent to for k = 1, 2, ... , f, 
this may be written 
= Z Z ... Z h. . h. . ... h. . \a^ /a^ /.. Ja'^  
3102 jf Jl^ l J2I2 3f^ f 
where the h.. are the coefficients of Definition ^ .4, i.e. h . = 1 if ij ij 
o^ > 0?, h. . = 0, otherwise. As in the single factor case the system of 
— 
equations 5»^  is lower triangular with ones on the diagonal and hence the 
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inverse relationship is unique. Making use of the symbolic multiplication 
we have 
|a(J)| = la M a a - - - a Ia4 
= (? h ^  ^ [a ^ ]) 0 (? h ^  [a ]) a • • • S (? h ^  ^[a ]) 
1^ 2^ 
= ? E. . ./«'-] • 
1^ ^ 2 If 
This may be verified by direct substitution in 5-^ , giving the follow­
ing theorem. 
Theorem 5.6 Let , j = 1,2, ... , r denote the numerj--
at or s of the mth .degree generalized symmetric means < , j = 1, 
2, ... , r, for an f-factor balanced crossed structure, and let 
denote the corresponding unrestricted sums. Then 
= .£t c .. ] , where c .. = ^  n h ^  the h^  ^ being the 1=J- J1 01 K—X 
-1 
elements of H . 
The above theorem gives formulas for the numerators of generalized 
symmetric means in terms of unrestricted sums for crossed structure. 
These numerators will be called "generalized symmetric sums" (abbreviated 
gss). We next consider the case of arbitrary balanced complete struc­
tures. The theorems and corollaries following give similar formulas for 
all balanced complete structures and provide the basis for the algorithms 
described in subsequent chapters. 
The following notation is useful in proving the next lemma: 
Let a' = . .. 0^  be an ordered partition of weight m and let 
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the indices a = 1, 2^  ... , say, be ordered such that a > b implies 
3i / ID S 3? s 
a a . Let a and a be two ordered partitions such that a > a . 
Let T(r,s) be the set of integers t such that a^ Ao^  = . The 
ordered paritions may be expressed in terms of indicator variables 
0^  such that 
uv 
= 0 otherwise. . 
for each pair u^ v u=l;2...., m. Since the greatest lower bound of two 
ordered partitions ct' and is the ordered partition Q:^ /\ cf formed 
by the pairs 
it follows that if Qp, then 6^  = 6^  5^  for all pairs u,T. 
* •' uv uv uv 
In a two-factor structure the numerators of the mth degree general­
ized symmetric means are sums of products of m y's of the form 
i^ d i^ i ° " ^i 1 ' 
I'^ l 2^ 2 m-^ m 
We apply indicator variables to the subscripts in such products by 
letting 
0^  = 6. . = 1 if i = i 
uv 1 1. U V U V 
= 0 otherwise. 
Consider a two-factor response structure and let cf be associated 
with the first subscript and ot and be associated with the second 
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subscript. Define 
R = 0^ 6^ + (1-6^ )(l-ô\) UV UV UV UV UV 
s = Ô® + (l-ô^ )(l-6^ ) 
UV UV UV  ^ uv' uv/ 
T = 0^ 0^ + (1-Ô® ) 
UV uv UV ^ UV uv' 
Consider a two-factor crossed structure. According to Definition 
5..6 
where 
V/P^  ~ 
and the summation is over all such terms in which i^  ... i^  forms 
r 2 
the ordered partition oc and p ~ ^ 1 ' "' ^ m the ordered parti­
tion . Thus we m.ay write 
1^=1 ^ 2=1 m=l J 1=1 ^ 2=1 Jm=l 
Yi 1 Yi i ' • • ^i i 
"1^ 1 2^ 2 m'^ m 
where C =1 if i_...i is the ordered partition and ...j 
rs 1 m 1 m 
is the ordered partition û!^ . Now i^ ...i^  forms the ordered partition 
if and only if 0^  = 6'^  for every pair u,v = l,2....^ m . Consider 
UV UV ^ 
V = CC + V = 1 " " c 
= 6^  . Similarly S = 1 if and only if =6® . The proper coef-
UV UV UV UV 
ficient is therefore 
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s ^ ^ 1 ° * • • • Jjj^ ) • uv^ uv 
where the product is over all pairs u,v . Thus the crossed struc­
ture generalized symmetric sum | CK^ /o:^  | is the quantity 
ii^  yi- • • of-11^1 • • • 4-1 ufAAv^ ij^ a/igj^  • • • 
Ï* S f IT / S I Next consider ordered partitions a > a , and the expression \a /a \ 
for a two-factor structure in which the first factor nests the second. 
¥e may write 
I " if=l' • • i^ =l j&' • • j =l^ rs^ l^'^ 2'"V^ l""^ m^  
'm •" ^ 1 m^ 
but in this case a different coefficient is required. With respect 
to the first factor the requirement for C to be 1 is the same, i.e. 
3? i Ô • = Ô' , but the nesting relationship modifies the restrictions for the 
uv uv 
second factor by relaxing the restrictions imposed by among the dif­
ferent parts of the ordered partition oF but maintaining the restric­
tions imposed by within parts of . Thus a term y. . y. . 
1^^ 1 ^ 2fc)2 
. .. y. . is included in the sum fa^ /a^ J ' if and only if 0^ " = for 1 J 1 / < uv uv 
m  ^ R 4 S 
all u,v pairs, and either 6 = 0, or 5 =1 and 5 = ô . The 
 ^ uv uv uv uv 
coefficient 
°ra = ufAvt^ uv + 
satisfies this requirement. Thus 
n n . n n n n 
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i i • • • i 1^ 1 2^ 2 m'^ m 
13? / SI Z* S a /a \ , OL > a be a generalized symmetric 
sum for the two factor balanced, structure in which the first factor nests 
the second. Let denote generalized symmetric sums for a two-
factor crossed structure obtained by randomly cross labeling the given 
nested structure. Then 
..r , tl* 
I «'/«I =tiT(r,s)K/« I' 
where l(r,s) denotes the set of all t such that o^ A a" = . 
Proof: The left hand side of the above expression may be written 
|c<7o:1 = A . . . J y 
1 rs" I2Ô2 ^^ m^ m 
where C = TC R [s + (l-ô^  )(l-8 )] , while the right ha,nd side is 
rs U;V uv uv uv' uv^  ' 
1 ^ 1  • •  •  
where 
C , = It R T 
rt U; V uv uv 
The lemma will be satisfied if; for every product y. . y. . . . • y. • 
1^^ 1 I2J2 Vm 
C' = z , c , , 
rs teT(r,s) rt 
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i.e., ir R [s + (1-6^ )(l-S )]=2 :rrRT=3tR 2 T. 
UjV uv uv ^ uv' uv' teT(r,nv uv u,v uv uv 
Clearly, whenever it R =0 the coefficients are equal. Consider those 
 ^ U, V uv 
products such that Jt R =1. For these products of y's we must show 
u,v uv 
that 
JT [8 + (1-6^ )(1-S )] = 2 , . 3t T . 
u,V uv  ^ uv'^  uv^  teT(r,s) u,v uv 
Now consider those pairs u,v such that 6^  ^= 1, and those pairs for 
which 0^  =0 and write, 
uv  ^
6^  =1 0^  =0 
uv uv 
= ( IT s ) 
u^,v uv' 
6^ =1 
uv 
Also write 
2 jr T . 
teT(r,s)^ -/^  
= 2 ( Jt T )( :n: Î ) 
tGT(r,8) u/y uv^ u^,v uv^  
6^  =1 0^  =0 
uv uv 
Since for .teT(r,s), a h , we have = 6^ ,^ so that for 
u,V such that 0^  = 1, we have ir T = it S . Hence for products of 
' uv u,v uv u,v uv 
y's such that . . 
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Jt s = 0 
u/v uv 
= 1 
uv 
the coefficient C and Z C , are both zero, and hence equal. So we 
rs  ^ rt 
must show that 
2 , -jr T =1 , 
. teT(r,s) uv 
6^ =0 
uv 
for products such that 
S = X 
U; V UV 
0^ = 1 
uv 
Now Jt S = 1 implies S =1 for all U;v such that 6^  =1 so 
u,v uv uv uv 
0^ =1 
uv 
s î that ; for all such u,v we must have = 6^  ^. Hence we may write 
t£T(r^ s) u^ v^ uv 
= 2 Tt [6^  6^  + (1-6^  )(l-ô^  )] 
tsT(rjs) uv uv  ^ uv^  uv' 
0^  =0 
uv 
tsT(r, s ) ^^ uv^ uv  ^
0^ =0 
uv 
But a > a implies ô > ô , so that 6 = 0 . We have therefore 
— uv — uv uv 
tet(r^ s) u^ v \v teT(r.,s) i^ "^ uv^  
6^ =0 0^ =0 
uv - uv 
9h 
so we must show that 
t^ (r,s) u^ v u^v^   ^
0^ =0 
uv 
3^ s s 3? S 
Now a A ex = a since a > a ; so that seT(r,s). Hence 
*fc 
tsT(r,s) ufv '^ uv^  
6^ =0 
uv 
u^ v u^v^  t^ (r,s)-[s} u^ v u^v^  
But 0^  = 0 implies 6^  = 0 so that it (l-ô^  1= 1 .  
uv uv u, V uv^ 
Thus we must show that 
t 
tSr(r^ s)-{s} u^ v u^v^  - 0 . 
6^ =0 
uv 
Now consider ordered partitions a" such that teT(r., s)-{s} . We must 
^ 3 ^ 3  ï * " f c  ' t ï *  ' f c  have a"' A a = a , but if a > a we will have a A a = a so that 
ordered partitions such that are excluded from T(r,s) 
c  " }  I "  I *  t  ] ?  8  i r t s  
-is] . Clearly if a > a ^ a A a = a = a so that a = a = a 
and hence this case is also excluded. Hence the elements of the set of 
ordered partitions for which teT(r,s)-{s} all satisfy a^ jja^  . But 
then, for every such partition there exist positions u,v such that 
ï* / ï* "fc "fc I* "fc 
a é a but a = a , otherwise such partitions would satisfy a > a . m'y u V — 
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Hence for each partition a^ eT(r^ s) - {s} there are pairs u,v such that 
0^ = 0  but 0^ =  1  . It follows that 
uv uv 
gf =0 
uv 
for each such t . This completes the proof of the lemma.. 
Corollary $.10.1 Let be ordered partitions of weight 
m . Let a = c^ yCg, ... , denote the partition of m into 
parts of weight c^ ,c^ , ... , formed by a . Let n > m be an 
integer. Let Oi^ -\ denote the ordered partition of weight c. formed 
by the c^  symbols of . which correspond in position to.the ith set 
of equal symbols of a . Then 
Ma") 
Proof: Consider a two-factor nested structure with the first factor 
at n^  levels nesting a second factor with n levels within each level 
of the first factor. According to the preceding lemma 
The number of terms in the expression on the left is 
, V 0(cc^ )/ \ 
<-\W) " '"Vcalo ' 
k=l 
while each term on the rhs has 
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Since the terms are imique the corollary follows. 
Theorem 5 - 7  let i=l,2, ... ^  p denote the elements of the 
lattice of ordered partitions of weight m^  arranged in partial order 
such that i < j implies . (oF is the one part ordered partition 
00 ... 0 ; Qp is the m part ordered partition 012 ... m-l). Let 
R(a^ ) denote the set of > (X', and S(Q:^ ) the set of . Let 
[.c^ /c?'\, , denote, respectively, the unrestricted sums and 
generalized symmetric sums of degree m for a two-factor bala.nced complete 
structure in which the first factor nests the second factor. Then if 
0,1 > oJ, 
[a^ /oP] = z s 
ofsR(Q! ) aseR(Qr) n S(a ) 
Proofs By definition [a^ /(3^  ] = By Lemma $.4 
taVoJ]* . z f . kWl* , 
0: GR(oi ) a eR(of^) 
so that 
Now let T(r,t) be the set of integers s such that a^ A . We 
note that T(r,t) is not empty if cf > , for a f\C^  = . Suppose 
seT(r,t) and a^ eR(Q;^ ). Then, since > o?, and ct > o? , it 
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follows that = a^ A > Q!^  so that a^ eR(a'^ ). Also cf > so that 
"t "fc "1 Ï* "fc 
A es(A ), and a GR(or) N S(Q: ). On the other hand let a be any 
element of R(Q:^ ) fl S(a^ ). Then < a s so that there exists ot such 
that 8GT(r,t). But then and since a^ eR(a^ ) we have 
> o^ ' so that a^ eR(a^ ). It follows that 
° c/€R(a^) JœCtfi) n ^ 
- " JeRic?) n sfoFy:  ^
= Z . g .  ^|a7a^ | . 
a eR(A ) A eR((F ) fl S(Q: ) 
in ig if 
Corollary 5*7"1 let a /a /.../o: be an admissible f-fold 
ordered partition for a balanced complete structure. Then 
in ip if 
[a /a. /.../a ] 
" ? S • • •  ^ll , . Î1 , , h. . ll . r • • • tl , . ll . j_ 
1 2 f^ ^ 1^ 1 ^ 11 ^2^ 2 ^ 2 2 f f Jf f 
I t t t I |a /a /..o/a I 
where a  ^ k = 1,2,...,f is the greatest lower bound of those ordered 
ti tg t^  
partitions among a , a a , which correspond to factors which 
nest the kth factor. 
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Proof: By Definition 5-10 
i-i -^p p -p * 
[a /a /.. ./a ] = /a /•••/« ] , 
which by Lemma 5*^  ^is 
s. I 1 P T I # 
!{2 Z ... Z h . h .... h . a ia /.../a - I 3 
, S„ ELL^ S,„L„ S„L„ IIIEi 
I "1 -2 "f "1^ 1 "'2 2 "f^ f 
= Z 
s 
S-, S S * 
E < a /a /.. • /a > 
By Lemma 5* ^ 
> 
Si, 8 8 * 
E < a Va /... a > 
s j Sp J s j „ 
= <a Aa /a A a /.. ./a A a 
"^k ®2 f^ 
where a is the gib of those ordered partitions among a ,a • ,. • • ,0i 
which correspond to factors nesting the first factors. The proof of the 
previous theorem may now be applied to each factor in turn. Let Sp, s_, 
Jl 
...; 8_ be fixed (such that h . = 1, k = 2,3,...,f) so that a is 
 ^ ®k k 
fixed. Consider the s'um 
®1 1^ 
Let s^  be such that h . = 1 and let a A a = a . Then a > a 
^ Vl. 
in ig 
so that h. , = 1. Since a /d /.../a is admissible^  and since 
Jnt, 
\ \ ji il \ 
a > OL  ^ k = 1,2,..., f^  it follows that a > a . Hence a 
j-1 '^1 
= Q: A A > Q: , SO that h, .= 1. On the otherhand let h, . = 1 and 
1^^ 1 1^^ 1 
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s J s 
h. , = 1. Then there is some a such that h . = 1 and a A a 
= a , for, in particular a A a = a . With T(J^ ,t^ ) denoting the 
1^ 1^ 1^ 
set of integers s^  such that a A a = a , we may write 
®1 . _^ 1 
1 1 1 
t_ 
[ K 
"1 
Vl\\ /••• > s^ ET(j^ ,t^ )K^ 0(a . 
By Corollary 5-10.1 
Jl 
Applying this argument to each factor gives 
r [a /a. J...Ja ] 
= ?! ?2'" ?fVlVl\^ 2V2'" 
t. t t f 
< O ^ /O /.../o > 
[ tg t I 
= g 2 ... g h, . h. , h, . h. , ... h, . h. ^  la /a /..-/a • 
Let the kth factor be nested in factors r^ r^^ ,^.. . ,r^  so that a, 
8 8 s 
"^ 1 2^ u^ 
= a A a A... A a . Consider any one of these factors, say, the 
r th. Any factor which nests the r th factor must nest the kth factor 
^^ v ^^ v k^ 
so that a > a . But a > a , so that a = a A a > a , 
t t t 
1^ 2^ :^ u k^ 
and this is true for v = 1,2,..., u. Thus a Ad A..-Aa >a • 
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t t t s j 8 j 
r., rp r r r rp 
On the otherhand A  A  A  A .  . . A Q : '  = ( A  A A  ) A ( Q :  A a, ') 
s 8 8 8 S j j j 
r r r rp r "^ r, rp r 
...A(a Aa ^) = (a Aa A...Aa )A(a A a A . .Aa ) 
Jk , ^ =1 =^2 jk Jk 
= a A {oc A oc A •• A oc ) < cc . It follows that a 
t t t 
= a A a A... A a as claimed in the statement of the corollary. 
Theorem $.8 Let > oP be ordered partitions of weight m. 
Then 
k/o^ l = Ji J^ h^ 'V^ h. JaVa®] , (5.8.1) 
where h.. = 1 if a^  > o^ ,h..=o, otherwise, and h^  ^ are the elements 
of the inverse matrix [h. 
Proof: By the previous theorem' 
[aVa"] = JiHtAs^ tu (5-8.2) 
Substituting 5.8.1 in the rhs of 5.8.2 gives 
P P P P it iu r i i 
A «5L\As\u(LÎL JSL" VX.taVoJ]) 
p p p it p 
i=l nil^ til\r^  u=l^ tu\s^ '^  ) ia./c?'] . tj 
P it P iu 
Let c.. = (.2 h h h, . Z h h h^  ) , and note that since h, . f 0 ij t=l tr tj u=l tu us / ' tj ' 
and h^ '^ ^  0 implies a, > a. > a which, in turn, implies h, = 1; 
'  ^ t — J — u ' . ' tu 
''tj c.j = 
P i+ 
= ô. ,Z h, h = ô. ô . , so that the rhs of 5-8.2 becomes J8 t=l tr J8 ri ' 
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p p . 
.Z .Z Ô. Ô .[a"/a ] = [a^/a^] . Hence $.8.1 is a solution of 5.8.2 as 
1=1 0=1 js ri ' ' 
claimed by the theorem. 
i. ig if. 
Corollary 5-8.1 Let a /a /.../a be an admissible f-fold 
ordered partition for a balanced complete response structure. Then 
I if I |q; ja /.../a | 
p p p r i r i 
~ rj=l rg^ l" • •r^ =l^   ^ " ^%f^f 
r, r r 
[a /a /.../a ] ; (5-8.3) 
where a is the greatest lower bound of all ordered partitions among 
a , a a corresponding to factors nesting the kth factor. 
Proof: According to Corollary 5.7.1 of Theorem 5-7 
t t t p p P 
[a /a /.../a 2 ^^^2. ±^=l" ' 
h. . h. . ... h. . \a^/a^/. • ./a^\ , (5-8.U) 
1^ 1 Jg 2 f^ f 
^1 ^2 ^f 
where a, is ths gib of all those ordered paritions a ,a , ,a , 
corresponding to factors which nest the kth factor. 
Subsituting 5-8-3 in the rhs of 5-8-^ gives 
P P ,P 
• >> • Z « ... . Z _ h. • I il • I ... h. • I h. • a * • ... h., . 
^1 ^2 ^f ^11 ^'2 2 ^f f ^ 11 ^2 2 ^f f 
4.- I.- "11 P P F -P 
VlV." V. 
r. r . r 
[a /a /.../a ]) 
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P P p r rp r p p P P k 
" rJ=1 rg=l• • • r^ =l^ /' ' ^^ ij=l ±^ =1 ' ' " i^ +]_=l" ' ' 1^ =1 
u^ \,t ^  r,,^ " \r . Al%t^  
1^ 2^ the gib of those ordered partitions a ,a , ••• ,a , corresponding to 
factors which nest the uth factor. Now h  ^  ^0 and h ^ 0 
%. V \ % Jk \ \ implies a ^  a ^  cx . But a = a so that a a > a and thus 
and similarly for each k = 1,2,...,f . Thus the rhs of $.8.^  becomes 
P P p r r r t t t 
r^ -i''"r^ -i /•••/o: ] ô, ô, ... &, = [o: /cn /.../a ], 
ri-± rg-i r^ -± t^ r^  ^ 2^ 2 f^^ f 
so that $.8.3 is a solution of ^ .Q.^  as claimed by the theorem. 
4. M example 
Corollary 5*8.1 gives the formulas for computation of the generalized 
symmetric sums, and hence the generalized symmetric means, from the unre­
stricted sums for any balanced complete structure. Consider for example 
a three factor structure in which the third factor is nested in combina­
tions of the first two factors. The gss 
•" ? 4§4 ? n (§-? 5 V '5ir <y"-; •; fv ' '5^ -; ' •iv ' ' ' 
0 0 0 1 
0 0 1 0 
0 1 2 3 
1 ipi 1 j'Zj k k'^ k k'' k'''^ ijkfijk'^ ij'k''^ i'jk' 
is admissible because 0123 < 0001A 0010 = 0012. For a completely crossed 
structure we would have 
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0 0 0 1 
0  0  1 0  
0 12 3 
= 10001^  a looiol a I0123I 
= ([0001] - [0000]) 0 ([0010] - [0000]) 
a (C0123] - [0012] - [0102] - [0120] - C1002] - [1020] - [1200] 
+ [0011] + [0101] + [0110] + 2[0001] + 2[0010] + 2[0100] + 2[1000] 
- 6[0000]). For the nested structure, however, because of Corollary 5.8.1 
to 
each term [a ] in the third set of parentheses will be preceded by a 
do il ig 
coefficient h. , , where a = a A cc = OOOIA 0010 = 0012. Hence each 
t, '33 t 
term [a ] will be eliminated save those for which a is a subpar­
tition of 0012. The result is 
= ([0001] - [0000]) 8 ([0010] - [0000]) ® ([0123] - [0012]) 
'0 0 0 r 
0 0 1 0 
.0 1 2 3. 
"0 0 0 1" •0 0 0 1" "0 0 0 r "0 0 0 r 
0 0 1 0 - 0 0 1 0 0 0 0 0 + 0 0 0 0 
.0 1 2 3_ .0 0 1 2. .0 1 2 3J -0 0 1 2. 
"0 0 0 0" *0 0 0 0" "0 0 0 01 '0 0 0 0" 
0 0 1 0 + 0 0 1 0 + 0 0 0 0 - 0 0 0 0 
.0 1 2 3- _0 0 1 2- .0 1 2 3. -0 0 1. 2-
Letting y. . = £y. , i.e. dots replacing subscripts indicating summation 
iJ. k iJ-K 
over the full range of the dotted subscripts, the above identity may be 
written as 
io4 
= zyij.yi..y.j.- - srfj.y.j. + 
The remaining chapters of the thesis discuss the implementation of 
the formulations developed here in programs for digital computers. 
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VI. FORMJLA GENERATION 
In the previous chapters the relationships between generalized poly-
ka.ys and the unrestricted sums have been developed. The present chapter 
will discuss the implementation of these relationships in algorithms for 
the computation of variances and covariances of variance component esti­
mates on the digitial computer. We will deal with the generation of a 
unique set of generalized polykays for a. given structure and with the 
generation of formulas by symbolic multiplication. Chapter VII will be 
concerned with the efficient numerical computation of the unrestricted 
sums of degree four. 
Before describing the various algorithms utilized we briefly review 
the overall scheme of computation. This may be viewed as a series of 
transformations. The variance-covariance matrix of the variance component 
estimates is a transformation of the variance-covariance matrix of the 
sample cap sigmas. The sample cap sigmas are sample generalized polykays 
of degree two and their variances and covariances are linear functions of 
generalized polykays of degree four, which may be estimated unbiasedly by 
the same linear function of sample generalized polyafcys of degree four. 
The generalized polykays are linear functions of generalized symmetric 
means and the numerators of the generalized symmetric means are linear 
functions of the unrestricted sums. The following steps will thus be 
necessary in order to compute the estimated variance-covariance matrix: 
a. Determine the variance-covariance matrix of the estimated com­
ponents of variance for the particular structure under investigation. 
bo Determine the transformation to the variance-covariance matrix 
io6 
for ca.p sigmas. 
c. Determine the transformation to polykays of degree four. 
d. Determine the transformation to generalized symmetric means. 
e. Determine the transformation to unrestricted sums. 
f. Compute the unrestricted sums. 
While each of the above steps must be included, they may be performed 
in some other order than that stated. Various strategies will be discus­
sed in Chapter VIII. The present chapter will deal with steps a, b, c, 
d and e^  though not in that order, while step f will be treated in 
Chapter VII. Chapter VIII will discuss the advantages and limitations of 
these methods with regard to computer time a,nd storage requirements, and 
some special procedures applicable to specific investigations. 
The work of the previous chapters has usually been general with re­
spect to the number of factors a.nd the degree of the generalized polykays, 
generalized symmetric means and sums, and unrestricted sums. The algorithms 
which will be described remain general with respect to the number of 
factors, but are usually restricted to symmetric polynomial functions of 
degree four, since it is these which are required for the variances and 
covariances of variance component estimates and restriction to this case 
allows a considerable gain in efficiency. 
A. Ma.chine Representation of f-fold Ordered Partitions 
In Chapter V above it is shown that those generalized polykays for 
a balanced complete structure which do not vanish identically are deter­
mined by the set of admissible f-fold ordered partitions for the given 
structure. Furthermore the generalized polykays are linear functions of 
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the generalized symmetric sums^  determined by this same set of ordered 
partitions, and finally the generalized symmetric sums are linear func­
tions of the unrestricted sums also determined by the set of admissible 
ordered partitions. Thus, all of the quantities which must be computed 
are in 1 - 1 correspondence with the set of f-fold ordered partitions, 
and hence a symbolic representation for the admissible f-fold ordered 
partitions serves to specify any one of the various types of symmetric 
functions used in the computations. All of the programs assume the a,vari­
ability of a basic reference list of these quantities, and hence the 
development of such a, list is a necessity. 
There are 15 ordered partitions of weight four and hence, for an f-
f factor crossed structure, 15 f-fold ordered partitions. A natural nota­
tion for the ordered partitions is that obtained by s imply recording the 
number of primes on the subscripts of each factor as they would appear in 
the usual expression for a sum. So, for example, we ha.ve 
0 0 0 1 
0  0  1 0  
0  1 0  2  
^^ ijk^ ljk'^ ij'k^ l'jk" ^^ ijk^ ij.^ i.k^ . j. 
to denote the unrestricted sum corresponding to the restricted s'um. 
The dots in the y-expression represent s'ummation over the full range of 
the subscripts they replace. This matrix notation is called g-notation. 
One might consider using a notation showing the dots explicitly, as 
0  0  0 .  
0  0 . 0  
0 . 0 .  
or since this uses non-numeric symbols. 
and numeric symbols axe desirable, perhaps 
io8 
0 0 0 1 
0 0 1 0 
0 1 0 1 
The 2-2 partitions, such as in [ooll] = = (Ey^ )(Ey?) are a' 
special case, because we ha.ve two pairs of equal subscripts which are rep­
resented some what arbitrarily by [0022]. The latter notation is given the 
name d-notation and is used in some of the algorithms. The '0' and '2' 
have no special significance and merely tie together related subscripts. 
Finally, it is often convenient to use a compressed notation for the 
f-fold ordered partitions, by simply numbering the ordered partitions from 
1 to 15 in some convenient order and representing any f-fold ordered 
partition by a ssnnbol ... X^  where the X^  are integers, 
1 < X. < 15 . 
— 1 — 
The table which follows lists the fourth degree unrestricted sums 
for a single factor together with the g-notation and d-notation for each 
ordered partitions. The order in which they are listed in the table also 
is that used for the compressed notation, so that the three-fold ordered 
partition 000l/0110/0102 is 2/8/10, for example. 
The compressed notation for ordered partitions of weight four has the 
fortunate property that since there are 15 ordered partitions, each can be 
represented by 4 bits with only one 4 bit configuration wasted. Thus 8-
fold ordered partitions can be represented in 32 bit computer words, 9-
fold ordered partitions in 36 bit words, etc. 
1. Redundancy of ordered partition symbols 
In using the ordered partitions symbols in representing the various 
symmetric functions which are of concern, we have in effect, ignored the 
nnb 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
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Unrestricted sums of degree four for one factor 
Sum Partition g-notation d-notation 
*4 
pîy/i 
V 2 2y.y y. 
X o 1 
Zy y: 
3-1 
0000 
0001 
0010 
0100 
1000 
0000 
0001 
0010 
0100 
1000 
Zy.y y^ y 
^ J. o X 
?y.y\ % 1 o  ^
fy yjy^  
%y y.y y. 
1 1 . 1  
2-2  
2-1-1 
T 2 2 
p. ^^1 
0011 
0101 
0110 
0012 
0102 
0120 
1002 
1020 
1200 
0022 
0202 
0220 
0011 
0101 
0110 
1001 
1010 
1100 
y 1-1-1-1 0123 1111 
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commutativity of multiplication. This has lead to considerable simplifi­
cation of the algebra required to obtain the necessary formulas^  often 
allowing us to deal with linear functions in which the coefficients were 
.all zeros or ones. For the actual numerical computations however, commuta­
tivity can hardly be ignored, since the number of quantities which must be 
computed can be drastically reduced by eliminating redundant symbols. For 
example, for a three-factor crossed structure the number of 3-fold ordered 
partitions is 15^  = 3375, while there are actually only 28$ numerically 
unique generalized polykays, generalized symmetric means, etc. 
An interesting though perhaps difficult combinatorial problem is that 
of obtaining an enumerator for the number of unique generalized polykays 
as a function of their degree ahd the number of factors. A partial table 
of these numbers, obtained largely by exhaustive enumeration, is given 
in Table 7 below for completely crossed and completely nested structures. 
For a single factor the number of ordered partitions forming a given 
partition are the usual coefficients to be found in formulas for simple 
polykays. Let a = c^ , Cg, ... , c^  ; Zc^  = m, be a p-part partition of 
m with u^  parts of length , Ug parts of length Vg, and so forth. 
Then the number of ordered partitions which form the partition a is 
seen to be 
C(a) = — 
U Up 
i\') "I'CvgO Ug' 
(cf. Dwyer and Tracy, I96U). 
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Table 7. Number of distinct generalized polykays 
Degree 
Factors Structure 
1 2 3 k 5 
1 crossed 1 2 3 5 7 
hierarchal 1 2 3 5 7 , 
2 crossed 1 1+ 10 33 90 
hierarchal 1 2 6 l4 26 
3 crossed 1 8 37 285 
hierarchal 1 3 10 30 
k crossed 1 16 150 
hierarchal 1 k 15 
5 crossed 1 32 653 
hierarchal 1 5 21 • 
In the above tablej, only the entries for polykays of degree two, which for 
n factors number 2^  in the crossed structure and -n in the hierarchal 
structure,, and for simple polykays (one factor) which are unrestricted 
partitions of the degree ( cf. B.iordan; 19^ 8, p. 122) are known mathe­
matically, 
2. Eliminating redundant ordered partitions 
When only a single factor is of concern the redundant ordered parti­
tions are easily eliminated by choosing a single ordered partition for 
each, partition. For example^  0000, 0001^  0011, 0012, OI23. When more 
f than a s ingle factor is present the set of I5 f-fold ordered partitions 
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can immediately be reduced to 5 x 15^  ^  by specifying that the first 
factor will always be taken to be one of the five ordered partitions 
giving rise to different partitions. 
A possible means of obtaining a unique set of polykays is to generate 
f —1 
systematically each one of the possible 5 x 15 ordered partition 
symbols in turn, and check to see if this matrix can be permuted to form 
a matrix which has already been generated. A second procedure is to de­
fine a transformation of the matrix symbols which results in a unique set, 
generate each symbol in turn, transform it to the unique representation 
and check to see if this form has previously been obtained. Programs 
have been written to operate in both of these ways, but the second pro.^  
cedure seems to be more satisfactory. The transformation used will be 
described following the examination of an example. Consider the gener­
alized symmetric sums 
o
 
o
 
o
 
H
 
1 0  0  0  
0  0  1 1  
, and p = 0  1 0  1  
0  1 0  1  0  1 1 0  
0  1 1 0  0  0  1 1  
in g-notation, which in d-notation will be. 
0  0  0  1  1 0  0  0  
O
J O
J o
 
o
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o
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These can be seen to be equal by exchanging the first and last columns of 
P, next exchanging the new first and second columns and finally relabeling 
the second and third row, exhanging I's and O's . Thus, in g-notation, 
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10 0 0 0 0 0 1 0 0 0 1 0 0 0 1 
0 10 1 1 1 0  0  1 1 0  0  0 0 11 
0  1 1 0  0  1 1 0  10 10 0 10 1 
0 0 11 10 10 0  1 1 0  0  1 1 0  
In general; the value of the gss, gsm, unrestricted sum or generalized 
polykay represented by the matrix symbol is unchanged when columns are 
interchanged and when rows are relabeled, in g-notation. However, in d-
notation, for those ordered partitions which are not two-part partitions, 
relabeling;: is not possible, so that for the rows of the matrix contain­
ing partitions other than two-part partitions all that is needed for 
uniqueness is a standard order for the columns. In this case the only 
symbols are zeros and ones and so the columns may be regarded as binary 
numbers and ordered uniquely according to the value of these binary 
numbers. 
Let 9 be an f x 4 matrix and suppose that the first k rows are 
free of 2-part partitions, and that 9 has been ordered according to the 
binary numbers represented by the first k elements of each column. 
Ass'ume the remaining columns consist entirely of 2-part partitions. Con­
sider a means of ordering these remaining 2-part partitions. In any row 
of the (f-k) submatrix O's and 2's may be interchanged throughout, 
obviously. Also it is possible to interchange two columns of the (f-k) 
submatrix if the first k elements of the columns of 9 are the same. 
Let us examine the possible arrangements of the columns of the first 
k rows after the primary ordering. If each of the first k rows is 
either a 4 partition (i.e. OOOO) or a 1-1-1-1 partition (i.e. 0123 in g-
notation, which becomes 1111 in d-notation) then all columns will be equal. 
llU 
and it will be possible to permute all corumns of the second f-k elements 
to order the matrix. If there are one or more identically oriented 3-1 
partitions of the rows, no other 3-1 and no 2-1-1 partitions the re­
sult will be a 3-1 partition of the columns, and hence it will be possi­
ble to permute the first three columns to order the matrix. Certain com­
binations of 2-1-1 partitions (which are denoted 0011 in d-notation) 
will give a 2-2 partition of the columns ; and in this case interchang­
ing columns 1 and 2 or 3 and 4 will be permissible. Some combinations of 
3-1 and 2-1-1 partitions will give 2-1-1 partitions of the columns in 
this order, or in the orders 1-2-1 or 1-1-2 . Respectively, columns 
1 and 2, 2 and 3, or 3 and ^  may be interchanged for these arrangements. 
Other combinations of 2-1-1 partitions, 3-1 partitions, or both 
will give 1-1-1-1 partitions of the columns, in which case no permuta­
tions may be made. This exhausts the possibilities. It will perhaps be 
noted that only one of the three possible 2-2 partitions of the k 
columns and only one of the four possible 3-1 partitions needed to be 
considered. Since the columns are arranged in order of magnitude, equal 
corumns must be adjacent. In addition, a single column unequal to three 
equal equal columns must, viewed as a. binary number, be of greater mag­
nitude than the equal columns since it can differ from them only by the 
addition of one or m.ore "l"s. 
In determining how the columns arising from the 2-2 partitions of 
rows are to be ordered we return to the g-notation. The g-notation for 
the three distinct 2-2 partitions is 0011, 0101, and 0110. The fact that 
this notation is the same as the d-notation for certain 2-1-1 partitions 
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is of no concern since we are dealing with the two types of partitions 
separately. It will again be noted that the columns with ( f-k) elements 
from 2-2 partitions in g-notation will form binary numbers^  so that we 
may-; within the groups of equal columns of the first k elements, order 
them according to the magnitude of these numbers. However^  unlike the 
case of the 2-1-1 and 3-1 permutations in d-notation, we must be con­
cerned with the possibility of relabeling the partitions after permuting 
them, so that ordering by magnitude al.one is insufficient to provide a 
unique representation. A possible way of removing this ambiguity is to 
insist that the first column of f-k elements be all zero. Let us 
consider the effect of this additional restriction in the various cases 
which arise, based upon the type of partitions obtained with respect to 
the columns of the first k elements. There are seven cases, as describ­
ed above. Implementing the restriction that the first column be zeros 
will be done as follows: Check the first element. If it is zero, pro­
ceed to the next row. If it is one, interchange the ones and zeros in 
that row. 
a. Case (ij All columns equal. In this case we may, without 
changing the Ist- k row of the matrix permute any columns of the remain­
ing f-k rows. If we first relabel so that the first column is zero we 
may then put the rows 2, 3, and 4 in order according to their binary value. 
It is easy to see that this provides a unique representation. Suppose 
that we consider the last row as the units position of a binary niuriber, 
then the 1st position (of the columns of the last f-k elements, i.e. 
the k + 1st row of the matrix) will have weight 2^  ^  A '1' in all 
f -k-1 
rows after the first will produce the number 2 -1 . Hence the first 
il6 
occurring partition will dominate the ordering and be permuted to 0011= 
Similarly, if a different 2-2 partition occurs, its first occurrence 
will be permuted to 0101, and if a third partition occurs it will become 
0110. All duplications will of course match the first occurrences. 
b. Case (2) 3-1 partition of "upper" columns. This is in a 
sense an exceptional case. Consider, for example, the two matrices, with 
k=l, f=2  ^ • ° h^ese are already in "standard" notation, 
since they have 0 as the first element of the second row, and the first 
three columns in order. However if one relabels the second row of the 
[oooi 
second matrix one obtains 0003 
LLOO] , and now, permuting columns one and ll 
three gives the first matrix. It is readily apparent that the other 
possible 2-2 partition of the second row can be transformed to the same 
result, which suggests that all four columns of the lower (f-k) submatrix 
m.ay be permuted, and. this is indeed the case. The single unequal col^ 'Utrm 
must occur with one pair of each 2-2 partition and which pair does not 
matter, and within the chosen pair, it does not ma,tter which element coin­
cides with the imequal column. All that is necessary is that the relation­
ship of the 2-2 partitions to each other be preserved; neither permuting 
columns nor relabeling change these relationships. Thus, Case (2) may be 
treated exactly as is Case,(l), and the result will be a unique represen­
tation of the same form as that of Case (l), for the same reasons. 
c. Case (3) 2-2 partition of upper columns. In this case we are 
permitted to interchange columns 1 and 2 or 3 and k-. If the 2-2 parti­
tions have been relabeled starting with zero, the first two columns will 
already be in order, since the first column will have the value zero. 
Putting the remaining columns in order will give the desired unique repre-. 
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sentation. This may be seen 'by considering the three distinct 2-2 parti­
tions in turn; The partition 0011 will not be altered by permuting the 
3rd and 4th columns^  and will remain unchanged in whatever rows it occurs. 
The next differing partition to occur will 'be forced into the 0101 orien­
tation because the weight given a one in the L^th row exceeds the combined 
weight of I's in all succeeding rows. If the third partition occurs it 
will be represented as 0110. 
d. Case (4) 2-1-1 partition of upper columns. In this case we 
are permitted to interchange columns 1 and 2. However the relabeling 
restriction will prevent any such permutation, and is in itself sufficient 
to provide the unique representation desired. 
e. Case. ($) 1-2-1 partition of upper columns. Ordering columns 
2 and 3 according to their value as binary numbers is sufficient to give 
the unique representation. This can be seen by detailed consideration of 
those 2-2 partitions which "match" the pair of equal upper col'umns and 
those which do not. The former will all be in the orientation 0110, while 
the first occurring of the latter will be permuted to 0011, and if a 
second occurs, it will 'be in the form 0101. 
f. Case (6) 1-1-2 partition of upper columns. Analogous to 
Case ($). 
g. Case (7) 1-1-1-1 partition. No changes are possible, ex­
cept for relabeling. Thus, the relabeling restriction is sufficient to 
give a unique representation. 
h. S'Ufflmary The entire procedure may be s'cimmarized. as follows: 
1) Considering only those rows of the matrix symbol in d-nota-
tion which are not 2-2 partitions, regard the columns as 
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binary numberso Permute the entire matrix to put these num­
bers in order of magnitude. 
2) Consider the remaining rows (the 2-2 partitions) in g-notation. 
• Relabel them by interchanging zeros and ones when necessary, 
so that the first element of each row is zero. 
3) Determine the partition of the columns not containing 2-2 
partitions as they are ordered by l) above. They will form, 
compositions of seven distinct types : 3-1, 2-2, 2-1-1, 
1-2-1, 1-1-2, 1-1-1-1. 
Considering the columns of elements of only those rows which 
are 2-2 partitions as binary numbers put the indicated col­
umns in order, according to the type of partition fo'iind in 
c. above, as follows; 
Partition type Columns to be ordered 
2-2 and 1-1-2 
k and 3-1 2, 3, 4 
.3, 4 
1-2-1 2, 3 
2-1-1 and 1-1-1-1 none 
The procedure is illustrated by the following example. Let 
e(î)  3  
.jk-tm.^ ijk'-t'-m^ i'j 'k' : ij '•'k-tm 
so that 
0  0  1 0  
0 
0 0 1. 1 
0  1 2  0  
.9 
0  1 1 0  
0 0 0 0 
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in g-notation, and 
0 0 1 0 
0 0 2 2 
0 1 1 0 
0 2 2 0 
0 0 0 0 
in d-notation. 
In step l) we consider the col'umns (OOO) % (OlO)' , (llO) S (000)% 
which have the value 0; 2, 6^  0.. respectively. Thus we permute 0 to 
reorder the columns in the order 1, 4^  2, 3; giving in g-notation 
0 0 0 1 
0 .1. 0 1 
0  0  1 2  
0  0  1 1  
0 0 0 0 
Rows 2 .and 4 are 2-2 partitions. Since each of these rows has a zero 
element in the first position., no relabeling is necessaryv 
The partition of the ordered columns is of the form 2-1-1, so that 
further permutation is 'iximecessary. Hence 6* is in the desired standard 
form. 
A computer subroutine, with the name UNKEP, for -unique representation, 
has been written to carry out this procedure. With this program available 
a list of fourth degree polykays is obtained by systematically generating 
the symbolic products of the fifteen ordered partitions (Table 4). As 
mentioned, above onl.y five symbols, one for each of the five unrestricted 
partitions of four, are used for the first factor. Each symbol generated 
is then converted to its unique representation. The list of polykay s'ym-
120 
bols is then scanned,, and if the current polykay is not present., it is 
added to the list. This procedure is repeated for all of the 5 x 15^  ^  
candidate symbols^  and results in a complete list of the polykays of 
fourth degree for an f-factor crossed structure. The number of entries 
in the list is^  of course, determined by this procedure and reserved for 
future use. 
When the structure being considered is not completely crossed, some 
of the symbols generated in the above procedure must be excluded from the 
list, i.e. those which symbolize inadmissible f-fold ordered partitions. 
These symbols are those which indicate that the value of a pair of sub­
scripts for a nested factor are equal when some combination of the nestr 
ing subscripts is unequal. The excluded symbols correspond to those 
polykays of an arbitrary crossed structure which have zero expectation 
under random cross labeling. 
For convenience and efficiency the convention that a nested factor 
will never precede any factor nesting it is adopted. With this restric­
tion the structure may be represented as follows. Each factor is repre­
sented by a series of zeros and ones, the right-most position for a. given 
factor being 0 if the factor is crossed with the first factor, and 1 
if nested in the first factor, and so for the second, third etc. factors. 
We illustrate this notation by the structure given in the diagram below. 
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M 
A 
A(C) 
ABCD(E) 
The structure diagram, indicates that A and B are crossed, C is 
nested in A, D is nested in B, C and D are crossed, and E is nested in C ~ 
and. D combinations » 'The representation for this structure is given in 
the array called LBSUB as follows. 
FACTOR 
A 
B 
C 
D 
E 
LBSUB 
1 
1 0 
10 1 
10 10 
1 1 1 1  
The array LBSUB, which describes the structure, the variable MOST 
which is the number of factors, and the single factor polykay formulas are 
the inputs to the programs which determine the list of generalized poly-
kays and their formulas in terms of generalized symmetric means. 
To determine whether a generated product sho'old be retained or e.x-
cluded several!, auxiliary arrays are used. One of these, HEST, .lists the 
factors which nest each factor; another, MEST, lists the number of fac­
tors which nest a given factor. For the structure above these arrays are 
as follows 
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.FACTOR HEST MTEST 
A 0 
B 0 
c 1 1 
D 2 1 
E 1,2,3,4 4 
Consider now the generation of the symbols which are candidates 
for inclusion in the list of polykayso These may be considered as 
matrices with each row corresponding to a factor. The matrices are formed 
systematically, taking the values for the first row from a list of five 
symbols for the unrestricted partitions of four, and the remaining rows 
from the list of the fifteen ordered partitions of four. As the symbol 
for each factor is added to the matrix the array 'MEST is examined. If 
that factor has no nesters, the row is included and we go on to the next 
factor. If there are nesters for the factor, the KESÎ array is employed. 
Each column of a matrix consisting of the rows corresponding to nesting 
factors determined by their inclusion in KEST for that factor is consid­
ered as a base 4 number and its value computed. This produces four num­
bers, say , Ug , u^  , . Let the g-notation for the row being con­
sidered be v.^  , Vg , v.y Vj^  . These two vectors are compared, and if 
for i, j = 1,2,3,4 it is found that u^  / u^  while v^  = v^  , the row 
is excluded. If for each i, j - 1,2,3,4 it is true that v. /v. when-
 ^ J 
ever u. ^  u. the row is included. In the case that a row.is excluded 
1 ^  J 
no more symbols are generated with this combination of rows so that the 
number of products generated for nested structures may be drastically 
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reduced. According to Definition 5*9 a,nd Lemma $.1 , in. order for a row of 
the matrix to lead to an admissible ordered partition, the ordered parti­
tion formed by the row must be a subpartition of the ordered partitions 
for the nesting factors. The procedure above is based upon this require­
ment . 
The following example will serve to illustrate the procedure. Sup­
pose, with the structure given above, we have reached the stage where the 
first factor has the partition 0001. We take the first possible value 
for the second factor, starting at the beginning of the list with the sym­
bol 0000. Checking HNEST for the second factor we find 0, and therefore 
this row is included in the matrix so we have 
0001 
0000 
thus far. Starting at the top of the list for the third factor we again 
obtain 0000. The entry in RWEST for the third factor is 1 so that the 
KEST array is consulted. Here we find that the first row is a nesting 
factor and no other. Since each col'umn of nesters has but one entry we 
obtain 
(u,| , Ug , Ugj; = (O, 0> 0, l) 
We have 
2^'' ^ 3' ~ (0;, 0,9 Qs O) 
and since Vg - v^ ^^  but u^  ^  u^ , every symbol having this combination of 
first and third rows must be excluded. This is accomplished by immediate­
ly moving the third factor to the next entry in the list of ordered parti­
tions and proceeding from there. This .eliminates the generation of the 
12k 
remaining 22k matrices with the first three rows 0001, 0000, 0000. When­
ever this procedure reaches the final factor without exclusion the sub­
routine UNBEP is called which converts the generated symbol to its unique 
-representation. The list of symbols already produced is then scanned. If 
the current symbol has already been obtained the generation is begun anew 
moving down the list of ordered partitions for the last factor, then the 
next to last, etc. If the current symbol is not found in the list it is 
added ^ the. list counter increased by one, and the generation proceeds. 
Finally the list contains a symbol for each admissible f-fold ordered 
partition and the list counter gives the total number for the particular 
structure. 
B. Generalized Polykay Formulas 
Having obtained a complete list of generalized polykays, we proceed 
to obtain the formulas for each in terms of the generalized symmetric 
means. This is done by symbolic multiplication of the expansions for 
simple polykays for each factor in terms of simple symmetric means. The 
formulas for these expansions are in storage in two arrays, one giving 
the symbols, and the second the coefficients. A third array contains the 
number of terms in each expansion, which varies from 1 to 1$. These 
arrays thus represent the formulas of Table 3 above. 
These formulas,and the symbolic multiplication program described be­
low employ the compressed notation to conserve storage space in the com­
puter: Arrays MB and MD contain the g-notation and d-notation symbols 
for each of the 15 ordered partitions of weight 4 stored in order of the 
compressed notation. Thus if an f-fold ordered partition has the compres­
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sed notation symbol i /ip/i_.../i_ , its g-notation symbol is MB. /MB. / 
A. ^ I Ig 
.../MB. and its d-notation symbol is MD. /MD. /.../MD. 
1^ 2^ 
The symbolic multiplication is performed by a fairly general subrou­
tine given the name SYMPY, which performs symbolic multiplication of two 
linear functions to produce a third linear function. The subroutine is 
entered with a list of symbols and of coefficients for each linear func­
tion, the number of terms in each linear function and a switching argument 
which indicates whether the multiplication is to be considered as commuta­
tive. It produces lists of symbols and lists of coefficients for the new 
linear function and the number of terms in this function, with each unique 
symbol represented only once. 
The symbolic multiplication which generates the polykays formulas is, 
of course, not commutative. The list obtained by the subroutine SYMFY 
will, however, contain redundant symbols, since the generated symbols will 
not, in general, be in the unique representation of the ordering rule 
described in the previous section, and the subroutine collects coeffi­
cients only for identical symbols. A second subroutine is used to collect 
coefficients for the list .after it has been transformed to the unique 
representation. This subroutine, called CUT', obtains the unique represen­
tation of terms using the subroutine IMREP described above. 
The generation of formulas proceeds through the list of polykays gen­
erating a formula for each polykay. The formulas for the simple polykays 
are in the doubly subscripted arrays LISTG (symbols array) and LISTC 
(coefficient array). The number of terms in each formula is in the array 
WTPG. For example, the entry in LISTG (2,4) is the position in the master 
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table MB (or MD) of the fourth simple symmetric mean in the formula for 
the second simple polykay. This is, of course, 12, since (0001) is the 
second polykay, and the fourth symmetric mean in its expansion is < 1002 >, 
which is the 12th symmetric mean. LISTC (2,4) contains the entry +1, 
since that is the coefficient of < 1002 > in the formula for (OOOl). 
The entry NTPG (2) is 5 since there are in all 5 terms in the expansion 
of (0001). 
To illustrate the procedure, suppose we obtain a symbol ... 
from the polykay list. We enter the subroutine SYMPY with the arguments 
LISTG(X^ ,I), LISTC(X^ ,I), NTPG(X^ ), LISTGCXg,!), lISTCCXg,!), NTPG(X2) . 
This produces a double list of symbolic products, their coefficients, and 
the rnomber of terms in the new list, say n. The new list will be of the 
form ,X^ pXpp, ... ,X^ X^p^  . We enter the CUT routine which puts 
the terms X^ X^p^  in unique representation, collects coefficients and 
gives the reduced number of terms. We.call SYMPY again with the newly 
produced lists as the first argument set and IISTGCX^ ,!), LISTCCX^ ,!), 
NTPG(Xg) as the second argument set, and produce a new list. This pro­
cedure is repeated until all factors have been multiplied and results in 
the formula for the polykay (X^ X^ X^ ...) if the structure is crossed. If 
there are nested factors in the structure it is necessary to collapse the 
formula. 
The collapsing is accomplished working through the symbolic terms in 
the formula one-by-one. For each term we first check the list of valid 
polykays for the structure. If the term appears in this list (which we 
are now using as a list of admissible gsm's) we proceed. If we find a 
gsm in our formula which is not listed, we know that it should be trans­
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formed into some listed gsm. According to Lemma 5»^  ^the ith row of the 
nested structure gsm will be the ordered partition o^ A oP^ A CK^ A^ « - - A oP^ , 
if factors ... ,nest the ith factor, and according to Lemma 
5.3 a^ A^ ...A is the ordered partition formed by the m r+1-
tuples u^  = ', k = 1,2,... m . As before this ordered 
partition is obtained by considering the in g-notation as base 4 
numbers and checking for equality and inequality of these numbers. Having 
transformed every term in the formula in this way we call CUT again to 
collect coefficients of unique terms and then write or punch the final ex­
pansion for future reference. This concludes the program for generating 
the polykay formulas. Since these formulas depend only upon the structure 
and not upon the data for a given problem, the program has been designed 
to be run independently of the programs for the computation of values from 
a given population or sample. In addition to the formulas for the gener­
alized polykays as linear functions of gsm, the program output includes 
the complete list of admissible f-fold ordered partitons and the number of 
gsm, in each generalized poljfeay expansion. 
C. Formijlas for Generalized Symmetric Means 
1. Symbolic multiplication for generalized symmetric sums 
For crossed structures the generation of formulas for the generalized 
symmetric sums as linear functions of the unrestricted sums is entirely 
analogous to the generation of the polykay formulas discussed above, ex­
cept, of course, the symbolic multiplication is performed upon the single 
symmetric sum expansions exhibited in Table ^  instead of upon the polykay 
expansions of Table 3(cf. Theorem $.6). The same master list of f-fold 
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ordered partitions is required as in the preceding section, and the same 
procedure for collecting coefficients of unique terms is appropriate. 
For the case of nested structures the procedure is slightly differ­
ent. In generating the gsm's in the expansion of the generalized poly-
kays by symbolic multiplication each symbolic product gsm was examined 
to determine if it was admissible for the structure under consideration. 
Those which were found to be inadmissible were transformed to admissible 
gsm's by determination,for each factor, of the gib of the ordered parti­
tions of nesting factors. A simpler procedure is available for the ease 
of the generalized symmetric sums expansions because of Corollary 5-8.1. 
We have the formula $.8.3: 
= Z Z ... Z h 
r, r„ r „ 
where a , k = 1,2,...,f , is the gib of the nesters of the kth factor 
4 
a . The rhs of the above expression may be written 1 2 among a , a , 
as the symbolic product 
1 2 depends upon the ordered partitions a ,a , 
in i, f 
,a and not upon the 
1 2 
ordered partitions a fCX , 
r f 
. . . yOC the terms for which h =0 can 
be eliminated before performing the symbolic multiplication. 
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To illustrate we compute 000l/00l2 = ,y^ ,^ , for a two-
factor nested structure. In Table k we find 
0001 = [oool] - [OOOO] ^  and 
0012 = [0012] - [oOOl] - [OOlO] - [OOll] + 2[0000] 
Considering the second factor to be nested in the first we have 
9g 1^ 
a - a = 0001 . Scanning the expansion of 0012^  we note that only 
2^ rg Qg rg 
a = 0012, and a = 0001 satisfy a > a so that 
0001/0012 = ([oool] - Coooo]) a ([0012] - [0001]) . 
The computer program eliminates the terms which will lead to inadmissible 
f-fold ordered partition, performs the symbolic multiplication using the 
subroutine SYMPY, and then collects coefficients after transforming to the 
unique representation. This gives formulas for the generalized symmetric 
sums in terms of the unrestricted sums. 
2. Divisors for generalized symmetric means 
The number of terms in each generalized symmetric sum must be deter­
mined in order to form the generalized symmetric means, which are the 
terms in the formulas for generalized polykays. If a is an ordered 
partition for a factor which is not nested, and which has n^  levels, then 
the multiplier for the number of terms contributed by this factor is 
r r 
(nj^ )0(c|,^ k) = n^ (n^ -l) ... (n^ - 0(a ) + l), where 0(a ) is the number 
V 
of parts. Since 0(Q: ) - 1 is the maximum integer in the g-notation 
X 
symbol for a the multiplier for factors which are not nested is readi­
ly obtained. 
In the case of nested factors the appropriate multiplier is 
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0(0*^ 0 
uîl 
where a is the gib of ordered partitions for nesting factors and 
r 
denotes the ordered partition formed by those elements of a which cor-
respond to the uth set of equal elements of a . The arrays REST giving 
the nesters of each factor, and RNEST giving the number of each factor 
k^ 
are employed in determining the gib ordered partition a , as described 
in the previous section. Determination of the number facili-
r. 
tated by permuting the g-notation symbol for a in order of increasing 
pàgnitude of the integers in the g-notation symbol for Once the 
numbers ) 8,re obtained, the numbers (^ )0(Q;^ k ^  may be obtained 
.exactly as for non-nested factors and multiplied together to giirs the mul­
tiplicative contribution to the divisor for this factor. 
In the present set of programs the actual numerical values of the 
divisors are computed, as indicated above. However, if formulas for the 
divisors were desired instead of their numerical values, a reasonable 
machine representation would seem to be the list of integers i^ , i^ , ig... 
i^  i-i ip 
to represent the divisor n (n-l) •^ (n-2) ... . For non-nested factors 
we would have i = 1, s = 0, 1, ... ,p{0L - 1, while for a nested 
factor i^  = the number of the = 1,2, ,0(a ^ ), which are ' 
greater than s, for s = 0,1,2,... 
Thus far this chapter has indicated the means by which a master list 
of unique f-fold ordered partitions may be obtained, which will serve as 
a list of generalized polykays, generalized symmetric means, generalized 
symmetric sums, and unrestricted sums. The generation of formulas for 
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generalized polykays as linear functions of generalized symmetric means^  
and of generalized symmetric sums as linear functions of unrestricted sums 
has also been discussed. The determination of the divisors which are 
necessary to convert generalized symmetric sums to generalized symmetric 
means has been discussed immediately above. The next chapter will discuss 
the actual computation of the unrestricted sums„ Once these are obtained 
it is a simple matter to obtain the values for the generalized polykays. 
When the values for the generalized polykays are available these may be 
used to evaluate the estimated variances and covariances of the variance 
component estimates. We now turn to the description of the algorithms 
for obtaining the estimated variance-covariance matrix for a given sample 
and structure » 
D. Evaluation of Variances and Covariances 
of Variance Component Estimates 
In Chapter III the expression 3'2l 
V(^ ) = R A'R"^ V(£*)R A'R"^  
is- given for the variance-covariance matrix of estimated variance compo:-
nents in terms of the variance-covariance matrix of the sample cap sig-
maso It will be recalled that the matrix A = [A_j] is given by 
X. . = 1 if T^ )^ nests T^ ^^  ij 
•= 0, otherwise 
where T^ ^^  i = 1,2, , r are the generalized factors of a balanced 
complete response structure. Equivalently we have 
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X . .  =  1  if ij — 
= 0, otherwise 
where T , i = 1,2, ...,r , are the admissible sets in the response 
structure. The matrix R, it will be recalled, is a diagonal matrix 
having the diagonal elements 
r . ^  =  
Ci") 
where R(T ) is the product of the numbers of levels of the factors in 
the admissible set . 
In section A of this chapter the array LBSUB is described. This array 
represents the nesting relationships among the factors of a balanced ,com­
plete response structure with the convention that a nested factor follows 
all factors which nest it. The array LBSUB(l,J) satisfies 
LBSUB(I,J) = 1, if the Jth factor is 
nested in the Ith factor. 
= 0, otherwise. 
The array LBSUB is the submatrix of A for the original factors of the 
response structure. An array MODL is produced by taking logical sums 
of the rows of LBSUB. The array MODL contains the complete set of ad­
missible factors in the same notation as in LBSUB. The full matrix A 
can then be obtained by taking logical products of the columns of the 
array MODL. 
The diagonal matrix --R , is also easily constructed, using the array 
MODL. The diagonal element R(I,I) is the products of the number of 
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population levels of those factors for which MODL(l) has an entry 1. 
We now consider the variance covariance matrix of the sample cap 
sigmas, V(^ *). The elements of V(Z^ ) are of the form Z(c^ - , 
where the c^  are functions of the number of levels in the sample of cer­
tain factors, the are the same functions of the population levels of 
the same factors and the are generalized polykays of degree four. 
We first obtain the transformation of crossed cap sigmas to the cap 
sigmas of the given structure. These are the usual pooling formulas for 
sums of squares, e.g. 
A^(B) = + Zg • 
Let r be the number of non-empty admissible sets for the f-factor struc­
ture. It may be verified that the proper transformation is given by 
 ^ c c 2" = KZ where 2 denotes the vector of cap sigmas for a crossed struc-
f* ture, with K an r x 2 - 1 matrix (we ignore the factor |a, throughout) 
having the-elements k.. = 1, if . c c V.(W. ) 
= 0, otherwise 
where V^ (W^ ) are the admissible sets for the given structure, with W^  
the right-most bracket and, are the sets for the crossed structure, 
1.e. all non-empty subsets. The elements k.. = K(I,J) a,re obtained by 
considering the differences MODL(l) - J(base 2) for J=I, I + l, 1+2, 
f -
... ,2 - 1. If this difference is non-negative and if K(L,J) = 0 , L = 1, 
2, ... , I - 1, then K(l,J) = 1; otherwise K(l,J) = 0. 
Since  ^ we have V(2 ) = , and therefore 
V(ô-^ ) = R A'R'^ K V(2^ )K'R~^ A R . • 
13^ 
We consider obtaining the variance-covarianee matrix for crossed cap 
sigmas in terms of generalized polykays of degree two. Since we are deal­
ing with a crossed structure, with, say, f-factors, the admissible sets 
may be represented in the computer by the binary notation for the numbers 
f 1, 2, 3, ••• ,2 - 1. For example, for a three-factor structure we have 
CBA Polykay 
1 001 (oo/oi/oi) 
2 010 (oi/oo/oi) 
A^B 3 Oil (oi/oo/oo) 
Z 
c 
4 100 (oi/oi/oo) 
A^C 5 101 (oo/oi/oo) 
6 110 (oo/oo/oi) 
A^BC 7 111 (oo/oo/oo) 
the polykay col'omn being given by Dayhoff's theorem of equivalence of 
polykays and cap sigmas (Theorem h.2). It should be clear from the example 
that the binary representation of crossed cap sigmas is easily interpreted 
as second degree polykay notation. Any particular product term (a 
will have one of the forms (00)(00), (00)(0l), (0l)(00), or (Ol)(Ol), and 
these products are given by the formulas U.3-1 to 4^3-^' To obtain the 
expansions for a given covariance term we first determine which of these 
products is needed for each factor, compute the coefficients for the 
proper formiol.a using the actual numbers of levels in the sample and in the 
population, and then use the subroutine S'ïMFX" (modified to carry two sets 
of coefficients, population and sample) to perform the symbolic multipli­
cation. This gives an expression for each covariance as a linear function 
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of polykays of degree 4- for a crossed f-factor structure. However, be­
cause of Theorem 5"5 and its corollary we may ignore the inadmissible 
generalized polykays and replace the admissible ones with their values 
for the balanced complete response structure under investigation. 
This completes the computation of the estimated variances and covari-
ances of variance component estimates, except for the step in which 
numerical values of the unrestricted sums are computed, which is described 
in the next chapter. 
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VII. COMPUTATION OF uERESTRICTED SUMS 
In order to evaluate the formulas developed by the algorithms des­
cribed in the previous chapter it is necessary to. compute the unrestricted 
sums. The algorithm, for this computation is described in some detail in 
this chapter; although it is realized that this material will have little 
general interest. However, the development of the algorithm presented 
rather serious difficulties, and the detailed presentation given here may 
be of aid to others with similar programming problems. 
Because of Lemma 5"-9 ; the unrestricted sums are the same functions 
for all balanced complete response structures with the same n'umber of 
factors. However, only those which are determined by admissible ordered 
partitions for the structure under consideration are needed in a given 
situation. These are symbolized by the master list of unique admissible 
f-fold ordered partition, the construction of which is described in the 
previous chapter. 
The d-nptation matrix symbols for the f-fold ordered partitions in 
this list serve as the formulas from which the unrestricted sums are com­
puted. That is, a set of integers such as 001l/0202/1111 must determine 
for the computer algorithm the operations necessary to compute an unre­
stricted sum, in this case 
The unrestricted sum.s are computed as s'ums of products of partial sums 
to various powers. The basic quantities dealt with are sums of the obser­
vations over one or more subscripts, the partial sums, and integral powers 
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of these s'ums up to the fourth power o (The partial sums aad powers of 
partial sums will often be called "operands"). In preparation for the 
computation of the unrestricted sums^  all the partial sums ; and their 
second, third and fourth powers are formed in the doubly subscripted 
array Y(ljJ), wfth the first subscript spacing through the array and the 
second subscript indicating the power. A companion array, XBASE, is 
formed which gives the relative location in the Y(I,J) array of the first 
element of each set of partial sums. Table 8 below shows the Y(I,J) 
array as it would appear for a three-factor structure with subscripts 
i=l,2,...,I; j=l,2,...,J: and k=l,2,...,K. The XBASE array for this case 
appears as follows; 
XBASE Array 
Position Entry 
1 1 
2 IJK+1 
3 IJE+IJ+], 
K IJE+IJ+IK+1 
5 UK+XJ+IK+X+L 
6 IJK+IJ+IE+-I+JK+1 
7 IJK+IJ-HLK-HL+JK+J+L. 
8 XJK+IJ+XK+I+-JK+J+E;+I 
The subroutine PEEP;, which computes both the Y and XBASE arrays 
will not be described in detail, since its logic, while too complicated 
for brief explanation., has little to do with the general problem of in­
terest here. (HemmBr.le, 19^ 3 ) 
Having obtained the Y(l,J) array, containing the numerical quanti­
ties from which the unrestricted sums will be computed, and the array 
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Table 8. Y Array 
I \J 
'111 
y-
111 
y. Ill '111 
UK 
IJK+1 
IJK 
y. 11. 
y IJK 
y 11. 
y: 
y 
IJK 
3 
11. 
'UK 
'11. 
IJK+IJ 
IJK+IJ+1 
IJ. 
y 1.1 
'IJ. 
a.i 
y: I J. 
'1.1 
y I J. 
y 1.1 
IJK+IJ+IK 
IJK+IJ+IK+l 
I.K 
yi 
y I.K 
'1.. 
y I.K 
y 
1.. 
y I.K 
y 1.. 
IJK+IJ+IK+I 
IJK+IJ+IK+I+l 
I.. 
.11 
'I.. 
.11 y 
I.. 
3 
11 
y 
y 
I.. 
h 
11 
IJK+IJ+IK+I+JK 
IJK+IJ+IK+I+JK+1 
. JK .JK 
.1. 
y 
.JK 
y 
.JK 
y 
IJK+IJ+IK+I+JK+J 
IJK+IJ+IK+I+JK+J+1 
IJK+IJ+IK+I+JK+J+K 
IJK+IJ+IK+I+JK+J+K+1 
.J. 
y 
. ol 
.K 
y 
y 
. .K 
.J. 
y 
y 
y 
.1 
oK 
y 
y 
. .1 
4 
y..K 
k y.... 
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XBASE which serves as a reference to locate the various partial sums^  the 
unrestricted sums are computed in the order which they occur in the master-
list of polykays which is constructed by the methods described in Chapter 
VI. 
The computation takes place in two phases. First the symbolic repre­
sentation of the unrestricted sums is examined and certain arrays are 
constructed which provide a list and sequence of operations, identify the 
subscripts of summation and the base addresses and powers of the quanti­
ties which will be multiplied and summed. This program is called DCOMP. 
The second program, COMPD, makes use of these arrays in carrying out the 
multiplications and summation. The following examples of the unrestricted 
sums in d-notation will serve to illustrate the problem of preparing the 
arrays : 
' 0 0 0 l" 
d. = 0 0 0 1 
1 0 1 0 1 
0 0 2 2 
" 0 0 0 l" 
II 0 0 1 0 
. 0 1 0 0. 
'0 0 0 o" 
S = 0 0 0 0 
0 0 0 0 
"o 0 0 o' 
II 0 0 0 1 II 
0 0 0 1 
0 0 2 2 
~ i J k^ Fijkt^ ij 
i j k^ ijk^ ij .^ i.k^ . jk ? j^ ij . ^ i^jk^ i.k^ . jk 
li+o 
It will be noted that the these quantities must be computed by rather dif­
ferent sequences of operations. The program must be general enough to 
deal with such quantities for an arbitrary number of factors. Furthermore 
the unrestricted sums shown are merely a small sampling of those which the 
program must compute. For 3 factors there are 285 different ones, while 
for 4 factors they will number about 3000. While it is relatively simple 
to write a program to compute a single such sum, obtaining a general pro­
gram to compute any such fourth degree quantity when presented with the 
matrix symbols specifying them proved to be a difficult task. However, a 
procedure has been obtained which seems to be satisfactory. 
If one examines the 4 examples, and any others of fourth degree which 
may be written down, it will be noted that the operations required for 
their computation may be classified into 3 distinct sets, which may be 
repeated, and may be performed over varying numbers of subscripts. These 
operations are: 
1) Summation over one or more subscripts. This is the only opera­
tion needed for d^  . 
2) Sum of two factor products. This must be done three times for 
\ • 
3) Sum of three factor products. This is required for the right­
most summation for dg . 
That no more operations than these is required is due to the fact 
that the maximum number of differing factors in â product is four, for 
fourth degree unrestricted sums and that at least one factor can be moved 
left of a summation sign. 
As a next step toward solution of the problem it will be noted that 
lul 
the operations can (indeed must) be performed in a sequence of stages. 
For example J to compute d^  we first compute s^ ^^ - B^ ijk'ù^ ij I 
tljk= ..t ' then z J • To compute dg , »e compute 
first s.j= ana then dg - • 
The scheme for computation makes use of these two concepts as follows; 
The operations to be performed are divided into stages. A table of opera­
tions, lOP, gives the operation to be performed at each stage. A second 
table, 188, gives a list of subscripts for each stage. Further tables 
give the base addresses (lARGB)^ and the powers (lARGP)^  for the quantities 
to be multiplied and summed at each stage. A final table, EEXT, links the 
stages together, i.e. specifies which subsequent stages provide the quanti­
ties for the current stage. Before describing the methods by which the 
matrices specifying the unrestricted sums are analyzed to set up the tables, 
the actual tables for several such quantities will be shown. For concrete-
ness let us suppose that we have a three factor population with each factor 
at four levels. The array IBASE formed by the routine PREP will then have 
the entries shown below: 
IBA8E 
Relative base address 
Partial sum. in Y array 
RI.K 
3  ^ 97 
.k 
y 125 
lk2 
Consider as an illustrative example: 
0 0 0 0 
0  0  1 0  
0 0 0 1. 
1 S^ i.k j^ ij.^ ijk 
For this quantity the pertinent arrays will be 
Stage lOP 188 lARGB lARGP EEXr 
1 2 1,3 81 1 2 
2 2 2 65 1 3 
3 0 — 1 2 — 
The arrays above may be interpreted as follows: 
The first stage is a sum of products of- two factors over the first and 
third subscripts. The first factor has relative base address 8l and power 
1. The second factor is the result of the operation in stage 2. Stage 2 
is a sum of products over the second subscript. The first factor has rela­
tive base address 65 and power 1. The second factor is the result of 
Stage 3- Stage 3 is a dummy stage to carry the address and power of the 
final factor. This factor has relative base address 1 and power 2. 
Consider a second example. 
CM CM 0
 
P
 ' 
CM 0
 
CM Q
 
0
 
0
 
H
 
Stage lOP ISS lARGB lARGP NEXT 
1 2 3,2,20 - 2,3 
2 2 1 1 1 4 
3 2 1 1 1 5 
4 - . 1 1 
5 — 65 1 
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These arrays may be interpreted in a fashion similar to the preceding ones. 
The entry "2o" in 188 indicates repetition of the 2nd subcript. Unlike the 
previous illustration the first stage finds both factors in later stages. 
This is indicated by the double entry in the EEXT array. 
Let us now consider the determination of the entries in these arrays 
from the f-fold ordered partition matrix symbols defining the unrestricted 
sums for a given structure, using the d-notation. In a given matrix the 
columns correspond to the individual elements in a product, while the rows 
correspond to the subscripts over which the summation will be made. A 
zero element indicates the presence of a particular subscript in the summa­
tion, while a one indicates its absence The '2' elements indicate that a 
given subscript is repeated. The number and position of the non-zeros 
determine the base address. Sets of equal columns determine the separate 
factors to be multiplied, and the number of columns in each set is the 
power for that part of the product. In every case where a repeated sub­
script occurs (these are the 2-2 partitions), it is efficient to factor 
the summation into two separate parts. For example, consider 
0  0  1 1  
0 2 0 2_ 
The second form is more efficiently computed. In order to make adjustments 
to obtain the extra efficiency, matrices containing 2-2 partitions are 
treated separately. Consider first those matrices containing no 2-2 parti­
tions. For the purpose of factoring the summation to obtain as few opera­
tions as possible it is desirable to order the columns in accordance with 
the number of ones in a column, or, equivalently, according to the column 
sums. One the other hand, to ensure that equal columns are adjacent 
the columns should he ordered in accordance with their value as binary 
numbers. The columns are first put in order according to their values as 
binary numbers^  and these numbers are scanned to determine the number of 
sets of equal columns. Those columns which contain all ones are factored 
out of the summation entirely. (They correspond to the grand total). This 
is accomplished by setting a multiplier to the value of the factored ex­
pression and excluding these columns from consideration in building the 
tables. Upon completing the computation, the result is multiplied by the 
multiplier, which is equal to the factored quantity (or 1.0, if no columns 
have been factored). The number of sets of equal columns remaining is the 
number of stages, including dummy stages. The sets of equal columns are 
now ordered in accordance with the column sums to provide for maximum fac­
toring. This will give the order of the stages. As has been remarked, 
the number of columns in each equal set determine the entries in the lARGP 
array. The entries for the lARGB array are very simply obtained. Consider 
the partial sum yj_ j  ^« This would appear as the column (OlOllO) ' and 
can be considered as the binary representation of the number 22. Inspec­
tion of the Y-array produced by PREP will confirm that the successive 
partial sums are in the order of their binary representation. In fact, 
the entry for any particular stage of operation is IBASE(b+l), where b is 
the binary value of the partial sum subscripts as they appear in the d-nota-
tion matrices. Thus the relative base address of the partial sum y. . 1 » J • •in 
will be found as the 23rd entry of IBASE, i.e. y^  ^   ^ will be found in 
pth column and kth row of the Y array where k = IBASE(23). 
The values of the ISS array are determined by scanning the typical 
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columns of each set of coluoms. A zero entry in the rth position for the 
sth set indicates that the entry r should be added to the ISS array for 
the sth stage, if r has not been previously used. 
The entries in the lOP array and the HEXT array are determined hy the 
number of sets of equal column.s remaining when the columns consisting 
entirely of ones have been factored out, and by the numbers of the sub­
scripts for each stage of operation, which have previously been recorded 
in 188. 
The possiblilities for the number of sets remaining are 0, 1, 2, 3 
and 4. In the first case all col'coms are factored out and the unrestrict­
ed sum is the grand total to the fourth power. In case there is one set, 
the only possible operation is summation and hence the entry in lOP for 
the first stage is 1;, and the EEXT array has the first entry 0» The case 
of two sets is al.so completely determined. This must be a sum of products. 
Hence, the :Çirst stage of lOP receives the entry 2, the second 0, and the 
HEXT array receives the entry 2 in the first position, and 0 for stage 2. 
If the number of sets is 3 there are two possibilities: The unrestricted 
sum may have the form. Z(y^ Zy^ y^ ), or the form. Z(y Z(y Zy^ ) ). In the ÂI' ' U C 3> D 0 
.first case the ISS array will, have no subscripts for stage 3» In the lat­
ter there wllJ- be at least one subscript for stage 3° Therefore when 
there are three colmim sets the entry in stage 3 of 183 is checked. If it 
is zero the arrays are. set as shown below: 
lOP MEXT 
- - 2 2 
2 3 
0 0 
lk6 
When a subscript is found in the third, stage the settings are: 
lOP KEXT • 
2 2 
2 3 
1 0 
For the case of 4 sets of columns, each column is different. This may-
happen in two ways, corresponding to the forms. • 2(y^ 2y^ y^ y^ ) in which 
case the proper entries are 
lOP FEXT 
2 2 
3 3 
0 4 
0 0 
and Z(y^ Z(y^ Zy^ y^ )), for which the entries are 
TOP HEXT 
2 2 
2 3 
2 k 
0 0 . 
The formation of these tables for the unrestricted'sums having 2-2 
partitions is very similar to the procedure described above, with the ex­
ception that the columns are grouped in pairs of two according to that 
2-2 partition which occurs most frequently. After this is done each pair 
of columns is treated separately. In addition some special procedures 
are used for proper handling of the repeated independent subscripts. In 
particular the array KUE(l,j) is formed indicating, for "impaired columns, 
by a one in the IJth position, that the Jth subscript of the Ith operand 
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is the second independent repetition of this subscript. Other entries 
are zero. An example is the unrestricted sum 
0 2 2 0. 
in which the coromns. are paired on the j subscript. The KUE array for 
this quantity is 
The operation of the subroutine COMPD^  which makes use of the various 
tables produced by DCOMP and the Y array constructed by PREP to carry 
out the necessary arithmetic operations required to get the numerical 
values of the unrestricted sums will now be discussed. It is apparent 
that this subroutine must perform certain functions which may be broken 
down, as follows : 
1) Provide counters for the running values of the subscripts of 
summation. 
2) Combine the cijxrent value of the subscripts with the information 
in lARGB and lARGP to determine the position in the Y array 
having the current value of each operand as it is needed for an 
operation. 
3) Follow the sequence of operations from stage to stage as required. 
KUE 
0 0 0 0 
0 0 0 0 
0  1 0  1  
0 1 1 0 
l48 
4 )  Keep track of the current value of the sums and parts of sums as 
they are formed. 
Furthermore the above functions are hot independent but must be prop­
erly coordinated to produce the desired correct result. This is done by 
means of certain cross referencing operations. 
The running subscripts are controlled and used with the aid of the 
arrays JRUN", LRUW, ISUB and JSTG. The first two of these have as many 
positions as there are independent running subscripts for the running sub­
scripts in the order of their first occurrence in the array ISS preceding 
from the first to the last stage. IRUN contains the current value of each 
subscript. It is this value which is incremented, and the sequence of in­
crements is from last subscript to first subscript. The array LRIM con­
tains the previous value of each subscript, and after the increment in a 
subscript is applied to the operands its value in LEUN is reset to its 
value in IRUN. Thus at any particular time the difference between IRUN 
and LRUN is the quantity to be applied in correcting the address of an 
operand. This quantity may be 0, +1 or -n+1 depending whether the sub­
script has been unchanged, increased by one or has reached its limits, say 
n, and been reset to 1. The array ISUB is a cross reference array. Its 
positions correspond to the positions of IRUW and LRTM, and its entries 
are the orders of occurrence in the structure of the subscripts in the 
corresponding positions of IR,'[M and LRUN. Thus if the structure, has the 
subscripts i, j and k, in that order, and k is the subscript running in 
IRIM(1), then the entry in ISUB(l) will be 3- The array JSTG gives the 
earliest stage of occurrence of the summation on each of the subscripts. 
Let us now consider the effect upon the address of an operand of the 
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increments IRTM(l) - LRlIN(l). Each operand is a power of some partial Sinn. 
Three cases occur. If the partial sum does not have the Ith running sub­
script, its address must remain unchanged. If the Ith running subscript 
is the last subscript of the partial sum, the address must be increased 
by (IRIIM(I) - LRUW(l)). If the Ith running subscript is present, and not 
last,the address must be increased by (lElIN'(l) - LRUtT(l)) times the product 
of the limits of the subscripts to the right of the Ith running subscripts 
in the partial sum. In order that the correct increments be easily ob­
tained the array INCA(l,J) is constructed. Its IJth position will be 0, 
1, or the product of the limits to the right, whichever is required for 
the combination of subscript in rRUÎT(l) and the Jth operand. 
The powers of the partial sum in the operands do not depend on the 
running subscripts. The required powers are in the lARGP array at the 
stage in which the operand occurs. Note that stages and operands do not 
always coincide exactly because in some cases both quantities to be com­
bined in a stage are results of previous stages. 
Three arrays are used to maintain and cross reference the current Y 
array subscripts for the Kth operand. These are IB(K), IP(K) and IBP(L). 
The first of these, IB, is initialized with the relative base address 
found in the array lARGB at the stage where the operand occurs, and is in­
cremented as required by the increment in running subscripts. Thus IB(K) 
is the running first subscript of the Y array for the Kth operand, and 
whenever the Ith running subscript is incremented the IB array is brought 
up to date by the operation 
new IB(K) = old IB(K) + (iRUE(l) - LRUW(l)) • IErCA(l,K) 
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The IP array has the value of the power^  and hence the second Y array sub­
script, for the Kth operand in its Kth position. The array IBP, cross ref­
erences the operands and stages. If the Kth operand occurs in the Ith 
stage then IBP(K) = I. 
When the tables IB and IP are set for the current values of the run­
ning subscripts the stages of operation can be followed to perform the 
necessary arithmetic operations. In general the sequence must be from 
last stage to first stage since the results from higher numbered stages 
are used in lower numbered stages. However, it is sometimes necessary to 
follow two parallel paths. For example, in computing the unrestricted sum 
0 0 0 1 
0 0 2 2J 
which will cause the generation of the arrays 
Stage lOP 188 KEXT 
1 2 1 2,3 
2 1 2 0 
3 2 2 4 
4 0 2 0 
it is necessary to compute the sums 2yf. and Zy..y . corresponding to j j 
stage 2 and stages 4 and 3, respectively, before the first stage operation 
can be performed. In order to facilitate the progression through the 
stages the array INEXT is prepared which shows the stage which utilizes 
the results of each stage. For the above example this array would appear 
as shown below. 
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Stage 
1 
2 
3  
li-
KBXT 
2^ 3 
0 
0 
IKEXT 
1 
1 
0 
3  
In the cases which require parallel paths through the stages an indi­
cator IPSW is set to 1. A second indicator IPATH indicates the current 
path at any given time. 
When the Y array subscripts have been determined for all operands the 
computation begins at the last stage. The computation proceeds to earlier 
stages according to the INEXT array until all operations are performed 
which are required at a single setting for the last running subscripts, 
following two paths if this is indicated by IPSW. The subscripts are then 
incremented, the Y array subscripts recomputed and the operations re­
peated with the results accumulated. This continues until the running 
subscripts for the lowest numbered stage reached have attained their lim­
its. Whenever a subscript limit is attained the stage of the next preced­
ing subscript is compared with the current stage. If the next preceding 
subscript is for a summation at a lower numbered stage, the stage indica­
tor is decremented, the lower stage operation performed, the higher stage 
cumulations reset to zero, the preceding subscript incremented, the sub­
sequent subscripts reset to 1, the Y array subscripts recomputed for each 
operand and the process begun again at the last stage. Finally all run­
ning subscripts will be at their limits, and at this point the final accu­
mulated value is returned to DCOMP. Here it is multiplied by the multi­
plier for the factored columns, or by 1.0, if there.were no. factored 
152 
columns, and the resulting value is stored in the unrestricted sum array. 
The master list counter now is incremented and the entire process re­
peated for the next symbol in the list, until the list counter reaches 
its limit. At this point all unrestricted sums have been computed and 
are available for evaluation of the formulas for the generalized sym­
metric sums obtained as described in Chapter VI. 
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VIII. APPLICATION OF THE ALGORITHMS 
The algorithms described in Chapters VI and VII have been programmed 
for the IBM 70?^  computer and tested on this machine. With the exception 
of several brief subprograms used in packing and unpacking applications 
the programs are written- in the FORTRAN programming language, and thus 
should be easily adaptable to other computer systems. 
A. Present Plan of.Computation 
The present programs are divided into two sets which may be run 
separately. The first set of programs obtains the list of admissible f-
fold ordered partitions of weight four for a given balanced complete re­
sponse structure, and generates the formulas for the generalized polykays 
in terms of the generalized symmetric means for the given structure. 
The second set of programs performs all the remaining operations re­
quired for the computation of the estimated variance-covariance matrix 
for the variance-component estimates. It is assumed for the second set 
of programs that the list of generalized polykays and their formulas are 
available on some auxiliary storage medium. The computations proceed as 
follows: The array LBSUB describing the structure is read. The data are 
read and the array Y(I,J) of partial sums to the first, second, third and 
fourth power prepared. The list of admissible f-fold ordered partitions 
is read, and each of the unrestricted sums computed and stored. The divi­
sors for the generalized symmetric means are computed and stored. The 
formulas for the generalized symmetric sums are generated and evaluated 
using the unrestricted sums, and the generalized symmetric sums trans­
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formed to generalized symmetric means using the divisors. The formulas 
for the generalized polykays are next read and evaluated. Finally,the 
formulas for the variances and covariances in terms of fourth degree 
generalized polykays are generated and evaluated and the results printed. 
The two sets of programs were designed to be run separately because 
the formulas for the generalized polykays do not depend upon the data for 
a particular problem, nor even upon the numbers of levels of the factors. 
Thus, once formulas have been prepared for a given balanced complete struc­
ture they can be used with any data set having that structure. 
1. Timing considerations 
As indicated in the introduction a major purpose of the research re­
ported here has been the development of economically feasible methods for 
the computations of variance component variances and covariances. The 
procedure followed here requires the arithmetic computation of unrestrict­
ed sums instead of the direct computation of the generalized symmetric 
means. This computation accounts for a large part of the total computa­
tional, time. 
In order to estimate the computation time requirements the number of 
additions and multiplications has been counted for a three factor crossed 
structure with each factor at n levels. Consider as an example the un­
restricted sum [0000/0012/0012] = ?(y? Ç Ey? ) . Since the partial i X. • J k 
3 
sums and powers are precomputed, this quantity will require n + n addi­
tions and n multiplications. However, because of the great generality 
of the program, many logical operations must be performed in order to per­
form a single arithmetic operation. The. ratio is roughly 100 logical 
operations for each addition. An estimate of the time required to compute 
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the above quantity may be given by the formula 
(n^ + n)(A + lOOL) + nM , 
where A is the addition time, M is the multiplication time and L is 
the average time for logical operations (loads, stores, etc.). Using 
double precision arthmetic on the IBM 3^ 0, Model 50, for example, we will 
ha,ve approximately, A = 10~^  sec., M = x 10 ^  sec., L = 4 x 10 ^  sec. 
(IBM Corporation, 1^ 6k-) so that the time will be 
(n^ + n)(4l X 10 + .4 n x lo"^  
3 Thus, for a 10 structure this unrestricted sum will require about. 0.4 
seconds. 
Considering all unrestricted sums, it is found that a two-factor 
3 2 o 2 
structure will require n + 2$n + 28n additions and n + 12n + l6n + l4 
<5 Ij. 
multiplications, and a three-factor structure will require 2n + 22n 
+ 229n^  + 237n^  + l^ Yn additions and 2n^  + 22n^  + l^ n^^  + l62n^  + I37n 
+ 6o multiplications. It should be noted that the leading term of each 
of these expressions results from a single unrestricted sums; respectively, 
the sums [ooll/oioi] and [ooll/0101/0110]. The sums having two part 
partitions will continue to dominate for higher numbers of factors and 
hence can be used to estimate the computation time for structures for which 
the total number of operations cannot be obtained readily. The result of 
these considerations give the following approximate times; 
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Number of Number of Order of IBM 360/5O 
factors sums computations Time (n=10) 
2 33 0.01 sec. 
3 285 n^  5 min. 
4 3,000 n^  3 hrs. 
5 40,000 n^  375 hrs. 
The above estimates seem to indicate that 4 factors are perhaps a 
practical limit. However, it should be noted that these figures refer to 
crossed structures. If one or more factors are: nested fewer sums will be 
needed, and among the inadmissible ones will be those which dominate the 
computations for the crossed structure. For example, for a hierarchal 5 
5 factor structure the number of operations will be proportional to n 
g 
rather than n 
The times given above refer to computation of unrestricted sums. A 
second significant use of computer time occurs in the generation of formu­
las by symbolic multiplication. The significant symbolic multiplications 
occur in the generation of the generalized polykays formulas and in the 
generation of the generalized symmetric sum formulas. The times for each 
of these computations will be about the same. Approximate times for the 
IBM 360 Model 50 are as follows : 
Number of factors IBM 3^ 0/50 time 
2 0.4 sec. 
3 2 sec. 
4 15 sec. 
5 35 min. 
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It should be noted that these times are for generating the formulas. 
Since the formulas contain many terms, writing them or punching them on 
cards will require a significant amount of time, and unless overlapped 
with computations this time could be limiting. For example five or ten 
minutes might be spent in writing out the. formulas for the generalized 
polykays for a three-factor crossed structure. It should also be noted 
that an important part of the time spent is used in the subroutine UNREP 
which converts the symbols for ordered partitions to a standard form. 
Finally, since nested structures have fewer admissible ordered partitions 
the time spent in generating formulas will be less for these structures. 
2. Storage requirements 
During the course of the calculations several large arrays are neces­
sary. In particular, the Y(l,J) array which contains the partial sums a,nd 
first, second, third, and fourth powers of these requires 1) 
locations for an f-factor structure having the numbers of levels n^ , ng, 
o.. n^ , and twice this number if the array is stored in double precision. 
The lists of admissible ordered partitions is used in almost all stages of 
the programs and must be of whatever length is necessary to contain all ad­
missible f-fold ordered partitions. For crossed structures this number is 
33 for 2 factors, 285 for 3 factors, approximately 3000 for ^  factors and 
perhaps 40,000 for 5 factors. Since the number of admissible ordered 
partitions is equal to the number of generalized polykays, generalized 
symmetric means, generalized symmetric sums, and unrestricted sums, the 
same number of locations are needed for these arrays. Of course, not all 
of these arrays are necessary for every program, so that the same storage 
locations.may be used for several. The programs which perform the symbolic 
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multiplication for the polykay formulas and the generalized•symmetric sum 
formulas require a large array for the results of this multiplication. The 
maximum number of locations required to hold the results of symbolic multi­
plication "before collecting coefficients for an f-factor structure is 
,30Nf where denotes the number of admissible k-fold ordered parti­
tions. This includes a symbol array of 15N„ , locations and a coefficient 
array with the same number of locations. The large array storage require­
ments for the various steps in the calculation are given in Table 9- In 
the Table 9 denotes the number of admissible f-fold ordered parti­
tions. A superscript a denotes those array for which double precision may 
be desirable. It should be noted that the storage requirements for each 
step in the calculation apply to that step only. They are not cumulative. 
B. Alternative Procedures for Special Applications 
The present organization of the algorithms^  though somewhat experi­
mental, is directed toward providing a general purpose system for obtain­
ing the estimated variances and covariances of estimated variance compo­
nents for data for which components of variance are to be estimated and for 
which an estimate of the variances of these estimates is desired. A user 
would specify the structure and provide the data and receive a printout of 
the desired estimated variance-covariance matrix. Thus the programs would 
be used in somewhat the same way a general analysis of variance program is 
used. While the present arrangement is fairly convenient for this type of 
use it is not likely to be best for all uses, and other arrangements are 
certainly possible. 
Table 9 -  Storage requirements 
Computation Large arrays needed Locations: f-factor 
q 
10 structure 
Generalized polykay formulas List of admissible partitions & 285 
Largest symbolic multiplication 30 990 
Unrestricted sums List of admissible partitions & 285 
Data and partial sums and powers 
' ^iEi^^i+l) 5324^ 
Unrestricted sums f^ 28f 
Generalized symmetric means List, of admissible partitions Wf 285 
Unrestricted sums & 285^ 
Generalized symmetric means & 28^ 
Largest symbolic multiplication 30 990 
Generalized polykays List of admissible partitions f^ 285 
Generalized symmetric.means 
-f 285P 
Largest formula 570 
Generalized polykays Nf r
o 
Variance and covariances of List of admissible partitions ïïf 285 
variance component estimates Generalized polykays 28^" 
I^ndicates arrays for which double precision may be desirable. 
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Another possible use of the algorithms developed here is in a Monte 
Carlo type study. In such a study a single set of data might he used, and 
samples drawn, or generated repeatedly, all having the same structure and 
the same numbers of levels of factors. In this case the coefficients in 
the formulas for the generalized polykays in terms of the unrestricted 
sums, or for that matter, in the formulas for the variance and covariance 
matrix elements in terms of the unrestricted sums,would always be the same. 
Thus one alternative use of the programs might be the generation of these 
formulas. Once the formulas were obtained the computation of the variances 
and covariances would essentially be reduced to computation of the ur '3-
stricted sums. 
In the discussion of the timing of the calculation of the unrestricted 
sums it was noted that the generality of the program made necessary a very 
high ratio of logical operations to arithmetic operations. Thus, for a 
given set of unrestricted sums the computation time co'old be reduced con­
siderably by specializing the program. The specialization woijld ulti­
mately consist- of separately coding the computation of each specific type 
of sum, which would, of course be awkward even for three factors. How­
ever, since a very few of the sums account for most of the computation, 
a possible compromise which would significantly reduced the number of 
computations would be to provide special coding for the particularly 
troublesome ones. Special coding of all the "bad" sums (certain combina­
tions of two part partitions) for the three factor crossed structures 
(there are 6 types of sums which account for all the rP and n^  terms in the 
number of additions and multiplications) would reduce the computation time 
for unrestricted sums by approximately half for a 10 structure. 
l6i 
It seems possible that some of the procedures developed here might be 
useful in moment-like computations other than the computation of variances 
and covariances of variance components. The transformation from restrict­
ed to unrestricted sums is available for other than fourth degree quanti­
ties, and for third degree quantities the results are particularly simple 
(much of the difficulty in fourth degree computations is associated with 
the 2-2 partitions). An advantage of the unrestricted sums is the ease 
with which they can be multiplied. While special formulas are necessary 
for multiplication of polykays and generalized symmetric means, and the 
results are, in general, linear functions of several polykays or genera­
lized symmetric mean, products of unrestricted sums are single unrestrict­
ed sums which can easily be written down at sight, and ar general formula 
is not difficult to obtain. Thus it would seem that some uses other than 
those described here might be found for these quantities. 
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• IX. SUMMARY 
The work reported in this thesis was directed toward the development 
of procedures for the computation of estimated variances and covariances 
of variance component estimates. These efforts may be divided into three 
related but somewhat separate problems. 
The primary problem was the developmejit of algebraic identities for 
expression of the generalized symmetric means in terms of quantities 
which it is practical to compute. This was accomplished using the lattice 
of ordered partitions and resulted in relationships between the numerators 
of generalized symmetric means and the unrestricted sums which are analo­
gous to the relationships between generalized polykays and generalized 
symmetric means. .Although this seems natural in retrospect, it was un­
suspected at the oubset. The mathematical derivation of these relation­
ships is given in Chapter V. 
A second problem was the specification of a notâtional and opera­
tional system which would allow the manipulation of the various quanti­
ties and the relationships among them in programs for the digital com­
puter. This was clearly desirable because the handling of structures of 
even modest size by hand would require- formulations involving thousands 
or tens of thousands of terms. These developments make use of adapta­
tions of the algebra of response structures presented in Chapter III, and 
of the formulations of Chapter V. The algorithms themselves are outlined 
in Chapter VI. 
The third problem was the development of an algorithm for the actual 
computation of the unrestricted sums. Though the solution arrived at here 
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has limited general application, it was essential to the computational 
approach attempted, and as troublesome as any part of the research. The 
unrestricted sums of degree four for an arbitrary number of factors are 
of such a variety that the determination of a reasonably simple sequence 
of arithmetic and logical operations to compute all of them without 
giving up the efficiency gained by factoring presented ah enigma. How­
ever, when looked at from the proper point of view the complexity was 
greatly reduced. This algorithm is described in Chapter VII. 
In Chapter VIII an assessment of the potential usefulness of the al­
gorithms is attempted. While the number of factors which may be treated 
is still somewhat small, the limit seems large enough for application to 
most practical problems, and perhaps more importantly, to the study of 
the reliability of approximations and the robustness of simplifying model 
assumptions which may lead to easier computations. The present approach 
is an exact finite population development and can be regarded as a dis­
tribution-free approach to infinite populations. 
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