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Geometric structure and properties of LTI systems
in the controller canonical form
Christina Kazantzidou, Lorenzo Ntogramatzidis, Antonis I.G. Vardulakis and Emanuele Garone
Abstract— In this paper we analyse the geometric properties
of systems in the controller canonical form. We show that
using a technique based on the calculation of null-spaces of the
Rosenbrock system matrix pencil facilitates the computation
of the fundamental geometric subspaces for such systems. It
is also shown how this geometric analysis can be exploited to
derive necessary and sufficient conditions for the solution of
the global monotonic tracking control problem solely in terms
of the problem data.
I. INTRODUCTION
In the last forty years, geometric control has played
a central role in the understanding of several structural
properties of both linear and nonlinear systems, and also
in the solution of fundamental control and estimation prob-
lems. The interested reader is referred to the comprehensive
monographs [16],[1],[12],[2], which provide surveys of the
extensive literature in this area.
The fundamental subspaces that underpin the classic geo-
metric theory of linear time-invariant (LTI) systems are the
so-called controlled and conditioned invariant subspaces. The
most important types of controlled invariant subspaces are
the so-called output-nulling, reachability and stabilisability
subspaces. Conditioned invariant subspaces are the dual of
controlled invariant subspaces. Similarly, input-containing
subspaces are the dual of output-nulling subspaces, while
unobservability and detectability subspaces are the dual of
reachability and stabilisability subspaces, respectively.
The traditional algorithms employed to compute the
largest output-nulling, reachability, input-containing and un-
observability subspaces are based on monotonic sequences
of subspaces that converge in a finite number of steps
(typically not greater than the system order) to the desired
subspace. Under some unnecessary assumptions, an alterna-
tive approach was taken in the pioneering paper [7], where
an algorithm was proposed that employs the Rosenbrock
system matrix pencil. Taking inspiration from this result,
a framework was established in [9] for the computation of
basis matrices for the aforementioned subspaces of an LTI
system which avoided the restrictive assumptions of [7]. In
particular, it was shown in [9] that computational methods
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based on the Rosenbrock system matrix pencil can be used
under the same general conditions as the subspace recursion
methods of [1], and the special coordinate basis methods of
[2]. In the same paper, a parametric form was also presented
for all the friends that assign any desired inner and outer
closed-loop spectrum, and the consequent degrees of freedom
were exploited to address objectives such as minimum gain
or improved robustness of the closed-loop eigenstructure.
This procedure was later extended in [8] to accommodate
the case of repeated eigenstructure assignment.
In the papers [13]-[15],[3], it was shown that if an LTI
system is in the classical controller canonical form, expres-
sions for the basis matrices of the fundamental subspaces
can be found that have a particularly appealing structure.
The first purpose of this paper is to extend the results in
[13]-[15],[3] to the case of a possibly defective invariant
zero structure for single-input single-output (SISO) systems,
by exploiting the approach developed in [7]-[9]. The second
aim is to use this geometric analysis to solve the monotonic
tracking of a constant setpoint reference. More specifically,
we derive necessary and sufficient conditions expressed in
terms of the system parameters that guarantee that starting
from any initial condition it is possible to track a constant
step reference in a monotonic fashion. The reason behind our
interest for this problem specifically for LTI systems in the
controller canonical form lies in the fact that this represents
a first step towards the development of design methods
in conjunction with feedback linearisation to achieve a
monotonic, non-overshooting and/or non-undershooting
response for nonlinear systems, in the way it was envisaged
in [5]. Indeed, roughly speaking, the preliminary step in
an approach that makes use of the feedback linearisation
is to convert the system to the so-called Brunovsky normal
form, which is related to the controller canonical form in
the linear case.
Notation. The origin of a vector space is denoted by {0}.
The image and the kernel of a matrix A are represented by
im A and kerA, respectively. Given a linear map A :X →Y
and a subspace S of Y , the symbol A−1S represents
the inverse image of S with respect to the linear map A,
i.e., A−1S = {x ∈X |Ax ∈S }. The symbol ⊕ stands for
the direct sum of subspaces. The symbol i represents the
imaginary unit, i.e., i=
√−1, while the symbol α represents
the complex conjugate of α ∈ C. Finally, the binomial
coefficient of n and k is denoted by
(n
k
)
and is defined as(n
k
)
= n!k!(n−k)! =
n(n−1)···(n−k+1)
k! .
II. PRELIMINARIES
In what follows, whether the underlying system evolves
in continuous or discrete time is irrelevant and, accordingly,
the time index set of any signal is denoted by T, on the
understanding that this represents either R+ in the continuous
time or N in the discrete time. The symbol Cg denotes either
the open left-half complex plane C− in the continuous time
or the open unit disc C◦ in the discrete time. Consider a
SISO and LTI system Σ governed by
Dx(t) = Ax(t)+Bu(t),
y(t) =C x(t)+Du(t),
(1)
where, for all t∈T, x(t)∈X =Rn is the state, u(t)∈U =R
is the control input, y(t)∈Y =R is the output, and A,B,C,D
are appropriate dimensional constant real-valued matrices.
The operator D denotes either the time derivative in the
continuous time, i.e., Dx(t) = x˙(t), or the unit time shift
in the discrete time, i.e., Dx(t) = x(t + 1). We assume that
the system Σ is in the so-called controller canonical form,
i.e., the matrices A,B,C and D are in the following form:
A =

0 1 0 ... 0
0 0 1 ... 0
...
...
...
. . .
...
0 0 0 ... 1
−α0 −α1 −α2 ... −αn−1
, B =

0
0
...
0
1

C = [ γ0 γ1 γ2 . . . γn−1 ], D = δ .
The parameters α0, . . . ,αn−1 in A are the coefficients of the
characteristic polynomial of the system. When the system
is strictly proper (i.e., when D = 0), the transfer function
GΣ(λ ) =C(λ In−A)−1B+D of Σ can be written as the ratio
GΣ(λ ) = n(λ )/d(λ ), where
n(λ ) = γ0+ γ1λ + . . .+ γn−1λ n−1
d(λ ) = α0+α1λ + . . .+αn−1λ n−1+λ n
(2)
where n(λ ),d(λ ) are coprime polynomials. The roots of the
numerator are the zeros of the system. Since a system in the
controller canonical form is always completely reachable,
the zeros of the transfer function coincide with the invariant
zeros and with the transmission zeros, and (2) shows that the
number and value of the system zeros are only dependent
upon the entries of matrix C.
An essential tool used in this paper is the so-called
Rosenbrock system matrix pencil PΣ(λ ), which is defined as
PΣ(λ )
def
=
[
A−λ In B
C D
]
. We recall that the invariant zeros of the
realisation (A,B,C,D) are the values of λ for which PΣ(λ )
loses rank with respect to its normal rank. Thus, when D= 0,
we find detPΣ(λ ) = n(λ ). This observation confirms that the
values of λ for which the Rosenbrock system matrix pencil
loses rank are the roots of the polynomial n(λ ). If D 6= 0,
then detPΣ(λ ) = n(λ )+δd(λ ) so that the invariant zeros are
the n roots of the polynomial n(λ )+δd(λ ).
III. GEOMETRIC BACKGROUND
We now introduce some concepts from classical geomet-
ric control theory that will be used in the sequel. More
details can be found e.g. in [12]. First, consider a system
described by (1), that we identify with the quadruple Σ =
(A,B,C,D). We recall that the reachable subspace is R0 =
im[ B AB . . . An−1B ], and coincides with the smallest A-
invariant subspace ofX containing the image of B, i.e.R0 =
〈A, imB〉. An output-nulling subspace V of Σ is a subspace
of X for which there holds
[
A
C
]
V ⊆ (V ⊕{0})+ im
[
B
D
]
or,
equivalently, for which there exists a real-valued matrix F
such that (A+BF)V ⊆V ⊆ ker(C+DF). Any real matrix F
satisfying these inclusions is referred to as a friend of V . We
denote by F(V ) the set of friends of V . We denote by V ?
the largest output-nulling subspace of Σ, which represents
the set of all initial states x0 of Σ for which a control
input exists such that the corresponding output function is
identically zero. Such input function can always be imple-
mented as a static state feedback of the form u(t) = F x(t)
where F ∈ F(V ?). The so-called output-nulling reachability
subspace on V ?, herein denoted with R?, is the smallest
(A+BF)-invariant subspace of X containing the subspace
V ?∩B ker D, where F∈F(V ?), i.e., R? = 〈A+ BF,V ? ∩
B kerD〉 where F ∈ F(V ?). Let F ∈ F(V ?). The closed-loop
spectrum can be partitioned in two parts: i) σ(A+BF |V ?),
which is the spectrum of A+BF restricted to V ?; and ii)
σ(A+BF |X /V ?), which is the spectrum of the mapping
induced by A + BF on the quotient space X /V ?. The
eigenstructure of A+BF restricted to V ? can be further split
into two disjoint sets: the eigenstructure of σ(A+BF |R?) is
completely assignable with a suitable choice of F in F(V ?).
The eigenstructure in σ (A+BF |V ?/R?) – which coincides
with the invariant zero structure of Σ, see e.g. [12, Theorem
7.19] – is fixed for all the choices of F in F(V ?). We denote
by V ?g the largest stabilisability output-nulling subspace of
Σ, i.e., the subspace of all initial states x0 ∈X such that
there exists a control that stabilises the system and maintains
the output function at zero. It is easy to see that V ?g is the
largest subspace for which a feedback F exists such that
(A+BF)V ⊆ V ⊆ ker(C+DF) and σ(A+BF |V ) ⊂ Cg.
Clearly, R? ⊆ V ?g ⊆ V ?. Moreover, V ? = V ?g if and only if
all the invariant zeros are in Cg.
Input-containing subspaces can be defined as the dual of
output-nulling subspaces. Indeed, by defining the dual Σ> =
(A>,C>,B>,D>) of Σ, an input-containing subspaceS for Σ
can be defined as the orthogonal complement of an output-
nulling subspace for Σ>. This is equivalent to saying that
an input-containing subspace S is a subspace of X which
satisfies [ A B ] ((S ⊕U )∩ker [ C D ])⊆S .
The largest output-nulling reachability subspace R? on
V ? is computed by: R? = V ? ∩S ?. The subspace R?
represents the set of initial states which are reachable from
the origin and the corresponding output is identically zero.
The dual subspace Q? = V ?+S ? of R? is the so-called
unobservability subspace. Recall that if
[
B
D
]
is full column-
rank and [ C D ] is full row-rank, an LTI system Σ is left-
invertible if and only if R? = {0} and right-invertible if and
only if Q? =X .
The following two lemmas provide the way to compute
basis matrices for R?,V ? for the distinct case (see [9]) and
for the non-defective case (see [8]), respectively.
Lemma 1: Let r def= dimR? and let λ1, . . . ,λr be distinct
complex numbers all different from the invariant zeros of
the system and such that, if λi ∈ C \R, there exists a j ∈
{1, . . . ,r} \ {i} such that λ j = λ i. Let λ1, . . . ,λr be ordered
in such a way that the first 2s values are complex while the
remaining are real and for all odd k< 2s we have λk+1 = λ k.
For each k ∈ {1, . . . ,r}, let
[
V ′k
W ′k
]
be a basis for kerPΣ(λk), so
that
[
A−λkIn B
C D
][
V ′k
W ′k
]
= 0. Let
[
Vk
Wk
]
=

[
V ′k
W ′k
]
+
[
V ′k+1
W ′k+1
]
if k < 2s is odd,
i
([
V ′k
W ′k
]
−
[
V ′k+1
W ′k+1
])
if k ≤ 2s is even,[
V ′k
W ′k
]
if k > 2s.
Then for each k ∈ {1, . . . ,r}, the columns of Vk are real and
linearly independent and R? = im [ V1 V2 . . . Vr ].
Remark 1: The same result of Lemma 1 holds for the
computation of V ? when we consider λ1, . . . ,λr,z1, . . . ,z`
distinct complex numbers, where z1, . . . ,z` are the invariant
zeros of the system. When our objective is to determine a
basis matrix for V ?g , we can still use the result of Lemma 1
by just considering the minimum-phase invariant zeros.
We now consider the defective case. Let Λ be the Jordan
structure that we wish to associate with the mapping A+
BF |R?, where Λ = blkdiag{J(λ1), . . . ,J(λν)}, and L =
{λ1, . . . ,λν} ⊂ C be self-conjugate; we denote by µi the
multiplicity of λi, so that µ1 + . . . + µν = dimR?, and
µi = µ j whenever λi = λ j. In Λ, each J(λi) is a Jordan
matrix for λi of order µi, and may be composed of up
to gi mini-blocks J(λi) = blkdiag{J1(λi), . . . ,Jgi(λi)}, where
1 ≤ gi. Let pi,k denote the order of each Jordan mini-block
Jk(λi) for each i ∈ {1, . . . ,ν} and k ∈ {1, . . . ,gi}, so that
pi,k = p j,k whenever λi = λ j and µi = pi,1 + . . .+ pi,gi for
each i ∈ {1, . . . ,ν}. We denote P def= {pi,k}i∈{1,...,ν}, k∈{1,...,gi}
the partial multiplicities of the eigenvalues λ1, . . . ,λν in Λ.
Thus, L and P univocally identify Λ up to the order of
the Jordan blocks. The possible mini-block orders pi,k of
the Jordan structure of A+BF |R? are constrained by the
conditions of the Rosenbrock theorem, [11]. If L and P
satisfy such conditions, we say that the pair (L ,P) defines
an assignable Jordan structure for A+BF |R?.
Lemma 2: Let (L ,P) comprise an admissible Jordan
structure for A+BF |R?. For all odd i ∈ {1, . . . ,2s} and for
i∈ {2s+1, . . . ,ν} and j ∈ {1, . . . ,gi}, construct vector chains
of length pi, j as:
[ vi, j,1
wi, j,1
]
is a basis matrix for kerPΣ(λi) and[ vi, j,k
wi, j,k
]
=
[
A−λiIn B
C D
]† [ vi, j,k−1
wi, j,k−1
]
, k = 2, . . . , pi, j. For these col-
umn vectors, construct matrices
[ Vi, j
Wi, j
]
=
[ vi, j,1 ... vi, j,pi, j
wi, j,1 ... wi, j,pi, j
]
,[
Vi
Wi
]
=
[
Vi,1 ... Vi,gi
Wi,1 ... Wi,gi
]
. Then R? =Re{[ V1 . . . Vν ]}.
Remark 2: For V ? the same result holds, but (L ,P)
must also contain the invariant zero structure.
We now consider the dual of Lemma 1.
Lemma 3: Let q def= dimQ? and let λ1, . . . ,λq be distinct
complex numbers such that, if λi ∈ C\R, there exists a j ∈
{1, . . . , p}\{i} such that λ j = λ i. Let λ1, . . . ,λq be ordered
in such a way that the first 2s values are complex while the
remaining are real and for all odd k< 2s we have λk+1 = λ k.
For each k ∈ {1, . . . ,q}, let [Q′k P′k ] be in the left null-space
of PΣ(λk), so that
[
Q′k P
′
k
][A−λkIn B
C D
]
= 0. Let
[Qk Pk ] =

[
Q′k P
′
k
]
+
[
Q′k+1 P
′
k+1
]
if k < 2s is odd,
i
([
Q′k P
′
k
]− [Q′k+1 P′k+1 ]) if k ≤ 2s is even,[
Q′k P
′
k
]
if k > 2s.
Then for each k ∈ {1, . . . ,q}, the rows of Qk are real and
linearly independent and Q? = ker
[
Q1...
Qq
]
.
IV. MAIN RESULT
From the definition of output-nulling subspace, it is easily
established that when D 6= 0, the subspace V ? is always the
entire state space, i.e., V ? =X . When D= 0, the dimension
and the structure of V ? is entirely dependent upon the entries
of C. For example, when C is the zero matrix, then clearly
V ? =X . When C has non-zero entries, the dimension of
V ? equals argmin{i |γi 6= 0}. In other words, we can express
C in the form C = [ γ0 γ1 . . . γ` 0 . . . 0 ], with
γ` 6= 0, and we now show that there holds dimV ? = `. The
following result also provides a structure for a basis matrix
for V ? as a function of the invariant zeros of the system, see
[13]-[15],[3].
Theorem 1: Consider a system Σ in the controller
canonical form (1). If D 6= 0, R? = {0} and V ? =X . If
D = 0, and if the invariant zeros z1, . . . ,z` are distinct and
real, there holds
V ? = im
 1 1 ... 1z1 z2 ... z`... ... ... ...
zn−11 z
n−1
2 ... z
n−1
`
. (3)
Remark 3: Theorem 1 says that the geometric multi-
plicity of an invariant zero z is always equal to 1 since
dim(kerPΣ(z)) = 1, regardless of the algebraic multiplicity
of the zero. Consequently, if the invariant zero z has an
algebraic multiplicity equal to h, the corresponding Jordan
form associated with the zero comprises a single Jordan mini-
block of order h.
Remark 4: If ` = 0, then C = [ γ0 0 0 . . . 0 ] and
obviously in this case V ? = {0}.
Remark 5: When D = 0, the largest size of V ? is n− 1,
i.e., when C = [ γ0 γ1 γ2 . . . γn−1 ] with γn−1 6= 0.
Theorem 1 provides an explicit way of building a basis
matrix for the output-nulling subspace V ?, under the as-
sumption that the zeros are real and distinct. Our aim now
is to relax these assumptions. We first consider the case of
possibly complex conjugate pairs of zeros, and we show that
a basis V ? can be written using an expression that is similar
to the one given in (3), but where now we need to consider
the real and imaginary parts of the invariant zeros.
Theorem 2: Consider a system Σ in the controller canon-
ical form (1) with D = 0 that has ` distinct and complex
invariant zeros z1, . . . ,z2s,z2s+1, . . . ,z`, ordered in such a way
that for all odd i we have zi+1 = zi. Then a basis matrix for
V ? is given by V ?= im [ v1 v2 | . . . | v2s−1 v2s | v2s+1 . . . v` ],
where for all odd i< 2s we have
[vi vi+1 ] =

Re(1) Im(1)
Re(zi) Im(zi)...
...
Re(zn−1i ) Im(z
n−1
i )

and for all i≥ 2s+1 we have vi = [ 1 zi . . . zn−1i ]>.
Proof: Since the invariant zeros are distinct, we apply
Theorem 1 and find s pairs of complex vectors [ v′i v′i+1 ] = 1 1zi zi... ...
zn−1i z
n−1
i
, for all odd i. In view of Lemma 1, we construct
s pairs of real vectors
[ v′i+ v
′
i+1 i(v
′
i− v′i+1) ] = [ 2Re(v′i) −2Im(v′i) ] (4)
and define [vi vi+1 ] as the image of each pair in (4) for all
odd i to complete the proof.
The assumption that the zeros are distinct can be easily
removed as shown in the following result, whose proof is
omitted.
Theorem 3: Consider a system Σ in the controller canon-
ical form (1) with D = 0 that has real invariant zeros
z1, . . . ,zν with multiplicities m1, . . . ,mν respectively, such
that m1+ . . .+mν = ` and let
[
vi
wi
]
be a basis for kerPΣ(zi).
Then dimV ? = ` and V ? = im [V1 V2 . . . Vν ], where
Vi =

1 0 ... 0
zi 1 ... 0...
...
. . .
...
z
mi−1
i (mi−1)z
mi−2
i ... 1...
...
...
...
zn−1i (n−1)zn−2i ... ( n−1mi−1)z
n−mi
i

=
[
vi v
(1)
i . . .
1
(mi−1)!v
(mi−1)
i
]
,
and v( j)i =
d j
dλ j vi
∣∣∣
λ=zi
.
We now turn our attention to the subspaces Q? and S ?.
Again, consider C = [ γ0 γ1 . . . γ` 0 . . . 0 ] with γ` 6= 0.
Theorem 4: Consider a system Σ in the controller canoni-
cal form (1). There holdsQ?=X . If D 6= 0, thenS ?= {0}.
If D = 0, then S ? = im
[
0
In−`
]
.
Proof: First, notice that Q? = X ; in fact, as already
proved, the system is left-invertible; since the system is
SISO, and therefore square, it is also right-invertible, which
implies Q? = V ?+S ? =X . By denoting with z1, . . . ,z`
the invariant zeros of the system, let us consider a vector
ξ = [ ξ0 ξ1 . . . ξ` . . . ξn−1 χ ] in the left null-space of
PΣ(λ ). Imposing ξPΣ(λ ) = 0, it follows that
ξn−1 =−δχ,...
ξ0 =−(γ1+ γ2λ + . . .+ γ`−1λ `−2+ γ`λ `−1)χ
−δ (α1+α2λ + . . .+αn−1λ n−2+λ n−1)χ,
0 =−λξ0−α0ξn−1+ γ0χ.
Eliminating ξ0 from the last two equations, we obtain(
n(λ )+δ d(λ )
)
χ = 0. If χ = 0, then we must have ξ = 0.
Thus, when λ is an invariant zero, we have non-trivial
vectors in the left null-space of PΣ(λ ). In such case,
we find ξ j = −
(
δλ n− j−1+∑n−1k= j+1(γk +δαk)λ
k− j−1
)
χ,
j = 0, . . . ,n − 1. Computing ξ for zi, i = 1, . . . , `, we
obtain the row vectors ξi = [ ξi,0 ξi,1 . . . ξi,n−1 ],
where ξi, j = −
(
δ zn− j−1i +∑
n−1
k= j+1(γk +δαk)z
k− j−1
i
)
χ,
j = 0, . . . ,n−1, so that
[Q P ] =
 ξ1 1... ...
ξ` 1

whose rows are linearly independent and it follows that
S ? = kerQ= {0}. If D= 0, it follows that ξ` = . . .= ξn−2 =
ξn−1 = 0 and ξ j = −∑`k= j+1 γkλ k− j−1χ, j = 0, . . . , `− 1.
Thus, computing ξ for each invariant zero zi, i = 1, . . . , `,
we obtain the row vectors
ξi =
[−∑`i=1 zi−1i γi . . . −(ziγ`+ γ`−1) −γ` 0 . . . 0 1 ]
or, by letting ζi =
[ −∑`i=1 zi−1i γi . . . − (ziγ`+ γ`−1) − γ` ],
we have ξi = [ ζi 0 . . . 0 | 1 ] , i = 1, . . . , `, so that
[Q P ] =
 ζ1 0 . . . 0 1... ... ... ... ...
ζ` 0 . . . 0 1

whose rows are linearly independent and it follows that
S ? = kerQ = im
[
0
In−`
]
.
V. NUMERICAL EXAMPLE
Example 5.1: Consider the canonical controllable form
A =
 0 1 0 00 0 1 0
0 0 0 1
−1 −2 −3 −4
, B =
00
0
1
.
Case 1. Distinct and real invariant zeros. Consider the
system Σ1 = (A,B,C1), where C1 = [ 2 3 1 0 ]. The system
has two invariant zeros z1 = −1, z2 = −2. Let
[
v1
w1
]
,
[
v2
w2
]
be basis vectors for kerPΣ1(z1) and kerPΣ1(z2) respectively,
and let V1 = [v1 v2 ], W1 = [w1 w2 ], so that
[
V1
W1
]
=
[
v1 v2
w1 w2
]
=

1 1
z1 z2
z21 z
2
2
z31 z
3
2
d(z1) d(z2)
=

1 1
−1 −2
1 4
−1 −8
−1 −7

and a basis matrix for V ? is im V1.
Case 2. Complex invariant zeros. Consider the system Σ2 =
(A,B,C2), where C2 = [ 2 −2 1 0 ]. The system has two
complex invariant zeros z = 1+ i, z = 1− i. Let
[
v′1
w′1
]
,
[
v′2
w′2
]
be basis vectors for kerPΣ2(z) and kerPΣ2(z) respectively, so
that [
v′1 v
′
2
w′1 w
′
2
]
=

1 1
z z¯
z2 z¯2
z3 z¯3
d(z) d(z¯)
=

1 1
1+i 1−i
2i −2i
−2+2i −2−2i
−9+16i −9−16i
,
[
V2
W2
]
=
[
v′1+ v
′
2 i(v
′
1− v′2)
w′1+w
′
2 i(w
′
1−w′2)
]
=

2 0
2 −2
0 −4
−4 −4
−18 −32
,
then a basis matrix for V ? is im V2.
Case 3. Repeated invariant zeros. Consider the system Σ3 =
(A,B,C3), where C3 = [ 1 3 3 1 ]. The system has one
invariant zero z = −1 with multiplicity 3. Let
[
v1
w1
]
be a
basis vector for kerPΣ3(z) and
[
v2
w2
]
,
[
v3
w3
]
constructed as in
Theorem 3. Let V3 = [ v1 v2 v3 ], W3 = [ w1 w2 w3 ], so
that
[
V3
W3
]
=

1 0 0
z 1 0
z2 2z 1
z3 3z2 3z
d(z) ddλ d(λ )|λ=z 12! d2dλ2 d(λ )
∣∣∣
λ=z
=

1 0 0
−1 1 0
1 −2 1
−1 3 −3
2 4 −3
.
Then a basis matrix for V ? is im V3.
Remark 6: Notice that, in the case of multiple invariant
zeros, the coefficients of the powers of z in the basis for V ?
are the elements of Pascal’s triangle, see e.g. [6].
VI. MONOTONIC TRACKING CONTROL
We are now concerned with the problem of the design of
a state-feedback control law for (1) such that for all initial
conditions the output y tracks a step reference r ∈ Y with
zero steady-state error and is monotonic in all components.1
Since the system in the controller canonical form is always
right-invertible, the only standing assumption for the tracking
control (see e.g. [4]) is that Σ has no invariant zeros at 0 in
the continuous time case, or at 1 in the discrete case.
Given the step reference r ∈Y to track, choose a feedback
gain matrix F such that A+ BF is asymptotically stable:
this is always possible since the pair (A,B) is completely
reachable. Let us then choose two vectors xss ∈X and uss ∈
U that, for the given r ∈ Y , satisfy{
0 = Axss+Buss
r = C xss+Duss
or
{
xss = Axss+Buss
r = C xss+Duss
(5)
in the continuous and in the discrete case, respectively. Such
pair of vectors xss ∈X and uss ∈U exist since PΣ(λ ) has full
row-rank for all but finitely many λ ∈ C, see [12, Theorem
8.13], and, as already recalled, the values λ ∈ C for which
PΣ(λ ) loses rank are invariant zeros of Σ; in the continuous
(resp. discrete) time case, the absence of invariant zeros at
0 (resp. at 1) guarantees that the matrix PΣ(0) (resp. PΣ(1))
1If y asymptotically tracks the constant reference r and is monotonic,
then it is also both non-overshooting and non-undershooting. The converse
is obviously not true in general. On the other hand, it is possible to show
that obtaining a monotonic response from any initial condition is equivalent
to obtaining a non-overshooting response from any initial condition, and it is
also equivalent to a non-undershooting response from any initial conditions.
is of full row-rank. As such, (5) is always solvable in
[ xss
uss
]
.
Now, applying the state-feedback control law
u(t) = F
(
x(t)− xss
)
+uss (6)
to (1) and using the change of variable ξ def= x−xss gives the
closed-loop autonomous system
Σaut :
{
D ξ (t) = (A+BF)ξ (t), ξ (0) = x0− xss,
y(t) = (C+DF)ξ (t)+ r.
Since A+BF is asymptotically stable, x converges to xss,
ξ converges to 0 and y converges to r as t goes to infinity.
We shall refer to ξ as the error state coordinates. We are
concerned with the problem of finding a gain matrix F such
that the closed-loop system obtained using (6) in (1) achieves
a monotonic response at any desired rate of convergence,
from all initial conditions. We described this property as
global monotonicity. In the particular case where we can
achieve y(t) = r(t) for any initial condition, not only do we
achieve global monotonicity, but also perfect tracking from
any initial condition.
The following result gives necessary and sufficient condi-
tions for the solvability of this problem, see [10].
Theorem 5: Let h def= dimV ?g . Consider a continuous or
discrete-time LTI system (A,B,C,D) with m inputs and p
outputs. The problem of achieving monotonic tracking for
any reference signal r ∈Y from any initial condition x0 ∈X
is solvable if and only if Σ is right-invertible, it has no
invariant zeros at 0 and
dim(V ?g +R
?
ν1 + . . .+R
?
νs)≥ (n− p)+ s (7)
holds true for 1≤ ν1 < .. . < νs ≤ p and s∈ {0, . . . , p}, where
R?j represents the output-nulling reachability subspace of
the quadruple (A,B,C( j),D( j)), in which C( j) and D( j) are
respectively obtained by C and D by removing the j-th row.
In the case of a system in the controller canonical form,
we have the following result, which provides an explicit way
of expressing the solvability conditions for the problem of
achieving monotonic tracking from any initial condition.
Theorem 6: Let Σ be written in the controller canonical
form. Then, the monotonic tracking problem admits solution
for any initial condition x0 ∈X if and only if
1) γ0 6= 0;
2) if D = 0, then γn−1 6= 0 and all the roots of n(λ ) are
in Cg;
3) if D 6= 0:
• if all the roots of n(λ )+ δ d(λ ) are in Cg, then
the problem admits solution and perfect tracking
can be achieved for any initial condition;
• if all the roots of n(λ ) + δ d(λ ) but one are in
Cg, then the problem of monotonic tracking admits
solution, but not the problem of perfect tracking;
• if more than one root of n(λ )+δ d(λ ) is in C\Cg,
then the problem does not admit solution.
Proof: We first observe that the condition (7) in Theorem
5 reduces to dimV ?g ≥ n− 1 for a SISO system in the
controller canonical form. Indeed, such condition written
for s = 0 reduces to dimV ?g ≥ n− 1, and for s = 1, sub-
space R?j reduces to the reachable subspace 〈A, imB〉 =
im[ B AB . . . An−1B ] =X , since the system is completely
reachable. Thus, dim(V ?g + 〈A, imB〉) ≥ n is satisfied since
dim(V ?g + 〈A, imB〉) = dim(V ?g +X ) = n. For a system in
the controller canonical form, γ0 6= 0 is equivalent to the
absence of zeros at the origin. If D= 0, then C 6= 0 (otherwise
we would have γ0 = 0), and the condition dimV ?g ≥ n− p =
n−1 is equivalent to the conditions i) dimV ? = n−1 and ii)
all the zeros are in Cg, so that V ? =V ?g . In view of Theorem
1, we have dimV ? = n−1 if and only if γn−1 6= 0. If D 6= 0,
then V ?=X . If all of the n roots of n(λ )+δ d(λ ) are in Cg,
then V ?g =V
?=X , so that for any initial condition the error
ε = y−r is zero, i.e., perfect tracking can be achieved for any
initial condition. If only one of the n roots of n(λ )+δ d(λ )
is not in Cg, then V ?g is (n−1)-dimensional. Since as already
proved condition (7) is automatically satisfied, the problem
admits solution in this case. If more than one of the n roots
of n(λ )+ δ d(λ ) lie outside Cg, then dimV ? < n− 1, and
the problem cannot be solved.
CONCLUDING REMARKS
In this paper we employed the framework of [7], [9] and
[8] based on the Rosenbrock matrix system pencil for the
computation of fundamental subspaces when a linear, time-
invariant, SISO system is in the controller canonical form.
We showed that this method enables us to obtain particularly
elegant and useful expressions for the basis matrices for the
subspaces V ? and S ?. This geometric analysis has been
then exploited to derive necessary and sufficient conditions
for the solvability of the problem of monotonic tracking of
a step reference starting from an arbitrary initial condition.
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