Abstract-We present two sequences of ensembles of nonsystematic irregular repeat-accumulate (IRA) codes which asymptotically (as their block length tends to infinity) achieve capacity on the binary erasure channel (BEC) with bounded complexity per information bit. This is in contrast to all previous constructions of capacity-achieving sequences of ensembles whose complexity grows at least like the log of the inverse of the gap (in rate) to capacity. The new bounded complexity result is achieved by puncturing bits, and allowing in this way a sufficient number of state nodes in the Tanner graph representing the codes. We derive an information-theoretic lower bound on the decoding complexity of randomly punctured codes on graphs. The bound holds for every memoryless binary-input output-symmetric (MBIOS) channel and is refined for the binary erasure channel. 
I. INTRODUCTION

D
URING the last decade, there have been many exciting developments in the construction of low-complexity error-correction codes which closely approach the capacity of many standard communication channels with feasible complexity. These codes are understood to be codes defined on graphs, together with the associated iterative decoding algorithms. By now, there is a large collection of these codes that approach the channel capacity quite closely with moderate complexity.
The first capacity-achieving sequences of ensembles of low-density parity-check (LDPC) codes for the binary erasure channel (BEC) were found by Luby et al. [7] , [8] and Shokrollahi [17] . Following these pioneering works, Oswald and Shokrollahi presented in [9] a systematic study of capacity-achieving degree distributions (d.d.) for sequences of ensembles of LDPC codes whose transmission takes place over the BEC. Capacity-achieving ensembles of irregular repeat-accumulate (IRA) codes for the BEC were introduced and analyzed in [15] , [16] , and also capacity-achieving ensembles for erasure channels with memory were designed and analyzed in [10] , [11] .
In [5] , [6] , Khandekar and McEliece discussed the decoding complexity of capacity-approaching ensembles of irregular LDPC and IRA codes for the BEC and more general channels. They conjectured that if the achievable rate under message-passing iterative (MPI) decoding is a fraction of the channel capacity with vanishing bit error (or erasure) probability, then for a wide class of channels, the decoding complexity scales like . This conjecture is based on the assumption that the number of edges (per information bit) in the associated bipartite graph scales like , and the required number of iterations under MPI decoding scales like . There is one exception for capacity-achieving and low-complexity ensembles of codes on the BEC, where the decoding complexity under the MPI algorithm behaves like (see [7] , [15] - [17] ). This is true since the absolute reliability provided by the BEC allows every edge in the graph to be used only once during MPI decoding.
In [15] , Sason and Urbanke considered the question of how sparse can parity-check matrices of binary linear codes be, as a function of their gap (in rate) to capacity (where this gap depends on the channel and the decoding algorithm). If the code is represented by a standard Tanner graph without state nodes, the decoding complexity per iteration under MPI decoding is strongly linked to the density of the corresponding parity-check matrix (i.e., the number of edges in the graph per information bit). In particular, they considered an arbitrary sequence of binary linear codes which achieves a fraction of the capacity of a memoryless binary-input output-symmetric (MBIOS) channel with vanishing bit error probability. By information-theoretic tools, they proved that for every such sequence of codes and every sequence of parity-check matrices which represent these codes, the asymptotic density of the parity-check matrices grows at least like , where and are constants which were given explicitly as a function of the channel statistics (see [15, Theorem 2.1] ). It is important to mention that this bound is valid under maximum-likelihood (ML) decoding, and hence, it also holds for every suboptimal decoding algorithm. The tightness of the lower bound for MPI decoding on the BEC was demonstrated in [15, Theorem 2.3] by analyzing the capacity-achieving sequence of check-regular 0018 LDPC-code ensembles introduced by Shokrollahi [17] . Based on the discussion in [15] , it follows that for every iterative decoder which is based on the standard Tanner graph, there exists a fundamental tradeoff between performance and complexity, and the complexity (per information bit) becomes unbounded when the gap between the achievable rate and the channel capacity vanishes. Therefore, it was suggested in [15] to study if better performance versus complexity tradeoffs can be achieved by allowing more complicated graphical models (e.g., graphs which also involve state nodes).
In this paper, we present sequences of capacity-achieving ensembles for the BEC with bounded encoding and decoding complexity per information bit. Our framework therefore yields practical encoding and decoding algorithms that require linear time, where the constant factor which is implied by the linear time is independent of (and is in fact quite small). The new ensembles are nonsystematic IRA codes with properly chosen d.d. (for background on IRA codes, see [4] and Section II). The new bounded complexity results under MPI decoding improve on the results in [16] , and demonstrate the superiority of properly designed nonsystematic IRA codes over systematic IRA codes (since with probability , the complexity of any sequence of ensembles of systematic IRA codes grows at least like , and hence, it becomes unbounded under MPI decoding when the gap between the achievable rate and the capacity vanishes (see [16, Theorem 1] )). The new bounded complexity result is achieved by allowing a sufficient number of state nodes in the Tanner graph representing the codes. Hence, it answers in the affirmative a fundamental question which was posed in [15] regarding the impact of state nodes in the graph on the performance versus complexity tradeoff under MPI decoding. We suggest a particular sequence of capacity-achieving ensembles of nonsystematic IRA codes where the degree of the parity-check nodes is , so the complexity per information bit under MPI decoding is equal to when the gap (in rate) to capacity vanishes ( designates the bit erasure probability of the BEC). We note that our method of truncating the check d.d. is similar to the bi-regular check d.d. introduced in [19] for nonsystematic IRA codes.
Simulations results which are presented in this paper to validate the claims of our theorems, compare our new ensembles with another previously known ensemble. This is meant to give the reader some sense of their relative performance. We note that for fixed complexity, the new codes eventually (for large enough) outperform any code proposed to date. On the other hand, the convergence speed to the ultimate performance limit is expected to be quite slow, so that for moderate lengths, the new codes are not expected to be record breaking. It is important to note that we do not claim optimality of our ensembles, but the main point here is showing for the first time the existence of IRA codes in which their encoding and decoding complexity per information bit remain bounded as the code threshold approaches the channel capacity. We also derive in this paper an information-theoretic lower bound on the decoding complexity of randomly punctured codes on graphs. The bound holds for every MBIOS channel with a refinement for the particular case of a BEC.
The structure of the paper is as follows: Section II provides preliminary material on ensembles of IRA codes, Section III presents our main results which are proved in Section IV. Analytical and numerical results for the considered d.d's and their asymptotic behavior are discussed in Section V. Practical considerations and simulation results for our ensembles of IRA codes are presented in Section VI. We conclude our discussion in Section VII. Three appendices also present important mathematical details which are related to Sections IV and V.
II. IRA CODES
We consider here ensembles of nonsystematic IRA codes. We assume that all information bits are punctured. The Tanner graph of these codes is shown in Fig. 1 . These codes can be viewed as serially concatenated codes where the encoding process is done as follows: the outer code is a mixture of repetition codes of varying order, the bits at the output of the outer code are interleaved, and then paritioned into disjoint sets (whose size is not fixed in general). The parity of each set of bits is computed, and then these bits are accumulated (so the inner code is a differential encoder). We define these ensembles by a uniform choice of the interleaver separating the component codes.
Using standard notation, an ensemble of IRA codes is characterized by its block length and its d.d. pair and Here, (or , respectively) designates the probability that a randomly chosen edge, among the edges that connect the information nodes and the parity-check nodes, is connected to an information bit node (or to a parity-check node) of degree . As shown in Fig. 1 , every parity-check node is also connected to two code bits; this is a consequence of the differential encoder which is the inner code of these serially concatenated and interleaved codes. Let be a power series where the coefficient denotes the fraction of parity-check nodes that are connected to information nodes. Then it is easy to show that or equivalently which then yields that the polynomials and are related by the equation (1) We assume that the permutation in Fig. 1 is chosen uniformly at random from the set of all permutations. The transmission of a randomly selected code from this ensemble takes place over a BEC with erasure probability . The asymptotic performance of the MPI decoder (as the block length tends to infinity) can be analyzed by tracking the average fraction of erasure messages which are passed in the graph of Fig. 1 during the th iteration. This technique was introduced in [13] and is known as density evolution (DE). In the asymptotic case, where the block length tends to infinity, the messages which are passed through the edges of the Tanner graph are statistically independent, so the cycle-free condition does indeed hold for IRA codes.
A single iteration first includes the update of the messages in the Tanner graph from the code nodes to the parity-check nodes, then the update of the messages from the parity-check nodes to the information nodes, and vice versa. Using the same notation as in [4] , let be the probability of erasure for a message from information nodes to parity-check nodes, be the probability of erasure from parity-check nodes to code nodes, be the probability of erasure from code nodes to parity-check nodes, and finally, let be the probability of erasure for messages from parity-check nodes to information nodes (see Fig. 1 ). From the Tanner graph of IRA codes in Fig. 1 , an outgoing message from a parity-check node to a code node is not an erasure if and only if all the incoming messages at the same iteration from the information nodes to the parity-check nodes are not erasures, and also the incoming message through the other edge which connects a code node to the same parity-check node is not an erasure either. Since a fraction of the parity-check nodes are of degree (excluding the two edges which connect every paritycheck node to two code nodes), then the average probability that at the th iteration, all the incoming messages through the edges from the information nodes to an arbitrary parity-check node in the graph are not erasures is equal to Following the cycle-free concept which is valid for the asymptotic case where the block length tends to infinity, we obtain that It is also clear from Fig. 1 that the outgoing message from a parity-check node to an information node is not an erasure if and only if the incoming messages through the other edges which connect this parity-check node to information nodes in the graph are not erasures, and also the incoming messages through the two edges which connect this parity-check node to code nodes are not erasures either. The number of bits involved in short cycles become negligible as gets large. Density evolution (DE) assumes all messages are statistically independent in the asymptotic case, and the concentration theorem justifies this assumption. Hence, for an arbitrary edge which is connected to a parity-check node, the average probability that all the incoming messages through the other edges connecting the parity-check node are not erasures is equal to The probability of no erasures among the two incoming messages which are passed at the th iteration from two consecutive code nodes to the parity-check node which is connected to them is equal to , so we obtain that For variable nodes in the Tanner graph, the outgoing message will be an erasure if and only if all the incoming messages through the other edges connecting this node are erasures and also the information we get about this node from the BEC is an erasure as well. The update rule of the messages at the information nodes in Fig. 1 therefore implies that , and this follows since we assume here that all the information nodes are punctured (hence, there is no information about the values of the information bits which comes directly from the BEC). Since all the code bits in the Tanner graph of Fig. 1 are transmitted over the BEC, then the update rule of the messages at the code bits implies that . We now assume that we are at a fixed point of the MPI decoding algorithm, and solve for . From the last four equalities, we obtain the following equations:
The only difference between (2)-(5) and the parallel equations in [4] is the absence of a factor in the RHS of (5). This modification stems from the fact that all information bits are punctured in the ensemble considered. Solving this set of equations for a fixed point of iterative decoding provides the equation (6) If (6) has no solution in the interval , then according to the DE analysis of MPI decoding, the bit erasure probability must converge to zero. Therefore, the condition that (7) implies that MPI decoding obtains a vanishing bit erasure probability as the block length tends to infinity.
The design rate of the ensemble of nonsystematic IRA codes can be computed by matching edges in the Tanner graph shown in Fig. 1 . In particular, the number of edges in the permutation must be equal to both the number of information bits times the average information bit degree and the number of code bits times the average parity-check degree. 1 This implies that the design rate of nonsystematic IRA ensembles is equal to (8) Furthermore, we will see later that for any pair of d.d. which satisfies (6) for all (see Lemma 1 in Section IV).
In order to find a capacity-achieving ensemble of IRA codes, we generally start by finding a d.d. pair with nonnegative power series expansions which satisfies (6) for all . Next, we slightly modify or so that (7) is satisfied and the new design rate in (8) is equal to for an arbitrarily small . Since the capacity of the BEC is , this gives an ensemble which has vanishing bit erasure probability under MPI decoding at rates which are arbitrarily close to capacity.
III. MAIN RESULTS
Definition 1: (Capacity-Approaching Codes)
Let be a sequence of binary linear codes of rate , and assume that for every , the codewords of the code are transmitted with equal probability over a channel whose capacity is . This sequence is said to achieve a fraction of the channel capacity with vanishing bit error probability if , and there exists a decoding algorithm under which the average bit error probability of the code tends to zero in the limit where tends to infinity. 2 Definition 2: (Encoding and Decoding Complexity) Let be an ensemble of IRA codes with a d.d. pair and . Suppose the transmission takes place over a BEC, and the ensemble achieves a fraction of the channel capacity with vanishing bit erasure probability. The encoding and the decoding complexity are measured in operations per information bit, and under MPI decoding, they are defined as the number of edges per information bit in the Tanner graph. We denote the asymptotic encoding and decoding complexity by and , respectively (note that as the block length of the codes tends to infinity, the complexity of a typical code from this ensemble concentrates around the average complexity). (9) 1 We remind the reader that the two edges connecting two code nodes with a parity-check node are not taken into account in counting the parity-check degree. 2 We refer to vanishing bit erasure probability for the particular case of a BEC.
which implies that each information bit is repeated times. Assume that the transmission takes place over a BEC with erasure probability , and let the d.d. of the parity-check nodes 3 be (10) Let be the coefficient of in the power series expansion of and, for an arbitrary , define to be the smallest positive integer 4 such that
The -truncated d.d. of the parity-check nodes is given by (12) For and , the polynomial has only nonnegative coefficients, and the d.d. pair achieves a fraction of the channel capacity with vanishing bit erasure probability under MPI decoding. Moreover, the complexity (per information bit) of encoding and decoding satisfies (13) In the limit where tends to zero, the capacity is achieved with a bounded complexity of .
Theorem 2: (Capacity-Achieving Check-Regular Ensembles for the BEC with Bounded Complexity) Consider the ensemble of check-regular nonsystematic IRA codes , where the d.d. of the parity-check nodes is given by (14) Assume that the transmission takes place over a BEC with erasure probability , and let the d.d. of the information bit nodes be 5 (15) Let be the coefficient of in the power series expansion of and, for an arbitrary , define to be the smallest positive integer 6 such that (16) 3 The d.d. of the parity-check nodes refers only to the connection of the paritycheck nodes with the information nodes. Every parity-check node is also connected to two code bits (see Fig. 1 ), but this is not included in (x). 4 The existence of M(") for " 2 (0; 1) follows from the fact that = O(n ) and = 1 implies that can be made arbitrarily close to 1 by increasing M. It can be shown that M(") = O . 5 For real numbers, one can simplify the expression of (x) in (15) . However, since we consider later (1) as a function of a complex argument, we prefer to leave it in the form of (15) . 6 The existence of M(") for " 2 achieves a fraction of the channel capacity with vanishing bit erasure probability under MPI decoding. Moreover, the complexity (per information bit) of encoding and decoding is bounded and satisfies (17) In the limit as tends to zero, the capacity is achieved with a bounded complexity of . The following two conjectures extend Theorems 1 and 2 to a wider range of parameters. Both of these conjectures can be proved by showing that the power series expansions of and are nonnegative for this wider range. Currently, we can show that the power series expansions of and are nonnegative over this wider range only for small to moderate values of (using numerical methods) and very large values of (using asymptotic expansions). We note that if these conjectures hold, then Theorem 1 is extended to the range (as ), and Theorem 2 is extended to the entire range . 
We note that the form of (18) is implied by the analysis in Appendix A.
Conjecture 2:
The result of Theorem 2 is also valid for .
In continuation to Theorem 2 and Conjecture 2, it is worth noting that Appendix C suggests a conceptual proof which in general could enable one to verify the nonnegativity of the d.d. coefficients for , where can be made arbitrarily small. This proof requires though to verify the positivity of a fixed number of the d.d. coefficients, where this number grows considerably as tends to zero. We chose to verify it for all and . We note that a direct numerical calculation of for small to moderate values of , and the asymptotic behavior of (which is derived in Appendix B) strongly supports Conjecture 2.
Theorem 3: (An Information-Theoretic Bound on the Complexity of Punctured Codes over the BEC) Let be a sequence of binary linear block codes, and let be a sequence of codes which is constructed by randomly puncturing information bits from the codes in . 7 Let designate 7 Since we do not require that the sequence of original codes fC g be represented in a systematic form, then by saying "information bits," we just refer to any set of bits in the code C whose size is equal to the dimension of the code and whose corresponding columns in the parity-check matrix are linearly independent. If the sequence of the original codes fC g is systematic (e.g., turbo
or IRA codes before puncturing), then it is natural to define the information bits as the systematic bits of the code.
the puncturing rate of the information bits, and suppose that the communication of the punctured codes takes place over a BEC with erasure probability , and that the sequence achieves a fraction of the channel capacity with vanishing bit erasure probability. Then with probability with respect to (w.r.t.) the random puncturing patterns, and for an arbitrary representation of the sequence of codes by Tanner graphs, the asymptotic decoding complexity under MPI decoding satisfies (19) where (20) and designates the minimum number of edges which connect a parity-check node with the nodes of the parity bits. 8 Hence, a necessary condition for a sequence of randomly punctured codes to achieve the capacity of the BEC with bounded complexity is that the puncturing rate of the information bits satisfies the condition .
Theorem 4 suggests an extension of Theorem 3, though as will be clarified later, the lower bound in Theorem 3 is at least twice as large as the lower bound in Theorem 4 when applied to the BEC.
Theorem 4: (An Information-Theoretic Bound on the Complexity of Punctured Codes: General Case)
Let be a sequence of binary linear block codes, and let be a sequence of codes which is constructed by randomly puncturing information bits from the codes in . Let designate the puncturing rate of the information bits, and suppose that the communication takes place over an MBIOS channel whose capacity is equal to bits per channel use. Assume that the sequence of punctured codes achieves a fraction of the channel capacity with vanishing bit error probability. Then with probability w.r.t. the random puncturing patterns, and for an arbitrary representation of the sequence of codes by Tanner graphs, the asymptotic decoding complexity per iteration under MPI decoding satisfies (21) where (22) and designates the conditional probability density function (pdf) of the channel, given the input is . Hence, a necessary condition for a sequence of randomly punctured codes to achieve the capacity of an MBIOS channel with bounded complexity per iteration under MPI decoding is that the puncturing rate of the information bits satisfies .
Remark 1 (Deterministic Puncturing):
It is worth noting that Theorems 3 and 4 both depend on the assumption that the set of information bits to be punctured is chosen randomly. It is an interesting open problem to derive information-theoretic bounds that apply to every puncturing pattern (including the best carefully designed puncturing pattern for a particular code). We also note that for any deterministic puncturing pattern which causes each parity check to involve at least one punctured bit, the bounding technique which is used in the proofs of Theorems 3 and 4 becomes trivial and does not provide a meaningful lower bound on the complexity in terms of the gap (in rate) to capacity.
IV. PROOF OF THE MAIN THEOREMS
In this section, we prove our main theorems. The first two theorems are similar and both prove that under MPI decoding, specific sequences of ensembles of nonsystematic IRA codes achieve the capacity of the BEC with bounded complexity (per information bit). The last two theorems provide an informationtheoretic lower bound on the decoding complexity of randomly punctured codes on graphs. The bound holds for every MBIOS channel and is refined for a BEC.
The approach used in the first two theorems was pioneered in [7] and can be broken into roughly three steps. The first step is to find a (possibly parameterized) d.d. pair which satisfies the DE equation (6) . The second step involves constructing an infinite set of parameterized (e.g., truncated or perturbed) d.d. pairs which satisfy inequality (7) . The third step is to verify that all of coefficients of the d.d. pair are nonnegative and sum to one for the parameter values of interest. Finally, if the design rate of the ensemble approaches for some limit point of the parameter set, then the ensemble achieves the channel capacity with vanishing bit erasure probability. The following lemma simplifies the proof of Theorems 1 and 2. Its proof is based on the analysis of capacity-achieving sequences for the BEC in [17] , and the extension to erasure channels with memory in [10] , [11] . , and satisfy the DE equation (6) for all also have a design rate (8) of (i.e., it achieves the capacity of a BEC whose erasure probability is ).
Proof: We start with (6) and proceed by substituting , applying to both sides, and moving things around to get (23)
Integrating both sides from to gives
Since is positive, monotonic increasing and , , we can use the identity (24) to show that Taking the derivative of both sides of (1) shows that and then it follows easily that where the fact that and is implied by (1). Dividing both sides by the integral of and using (8) shows that the design rate . 1 1 It follows from (1) and (28) that (29) and (30) The important part of this result is that there is no need to truncate the power series of to force . This appears to be an important element of ensembles with bounded complexity. Now, consider the bit-regular case, where every information bit is repeated times (i.e., ). From (27), it can be verified with some algebra that
A. Proof of Theorem
Substituting this into (29) gives the result in (10) .
Finally, we show that the power series expansion of (10) defines a proper probability distribution. First, we note that by hypothesis, and that Appendix A establishes the nonnegativity of the d.d. coefficients under this same condition. Since , these coefficients must sum to one if the power series expansion converges at . This follows from the asymptotic expansion, given later in (63), which implies that . Therefore, the function defines a proper d.d.
2) Truncating the D.D.:
Starting with the d.d. pair implied by (29) (which yields that (6) holds), we apply Lemma 1 to show that the design rate is . The next step is to slightly modify the check d.d. so that the inequality (7) is satisfied instead. In particular, one can modify the from (29) so that the resulting ensemble of bit-regular nonsystematic IRA codes is equal to a fraction of the BEC capacity. Let us define to be the smallest positive integer such that the condition in (11) is satisfied. Such an exists for any because . We define the -truncation of to be the new check degree polynomial in (12), which is also equal to (32) and satisfies . Based on (11) and (32), and since the power series expansion of is nonnegative for small enough values of (see Appendix A), then for these values of Applying (8) This shows that the design rate of the new ensemble of codes is equal at least to a fraction of the capacity of the BEC. Now, we need to show that the new ensemble satisfies the inequality (7), which is required for successful decoding, given by (34) where can be computed from via (1) . Since the truncation of only moves edges from high degree checks (i.e., terms with ) to degree-checks (i.e., the term), it follows that (35) We will also show the following.
Lemma 2: (36)
Proof: We rely on (1), (10) , and (32) to show that for an arbitrary (37) and (38) It is easy to verify that the coefficients in the power series expansions of and in (37) and (38), respectively, are all nonnegative and each of them sums to one. By comparing the two, it follows easily that since , then
Let then (since by definition, ), and for every integer . It therefore follows that for which proves the inequality in (36).
The validity of the condition in (34) follows immediately from the two inequalities in (35) Inserting (39) into (15) shows that the expression of in (15) is the inverse function to (39) for , so (15) gives us a closed-form expression of in the interval . As we noted already, for real numbers, one can simplify the expression of in (15), but since we consider it later as a function of a complex argument, then we prefer to leave it in the form of (15) .
In the following, we show how (15) was derived. Note that since we already verified the correctness of (15) . Fortunately, the final sum can be expressed in closed form and leads to the expression of in (15) . Plots of the function as a function of are depicted in Fig. 2 .
Finally, we show that the power series expansion of (15) defines a proper probability distribution. Three different representations of the d.d. coefficients are presented in Section V-B1 and derived in Appendix B. They are also used in Appendix C to prove the nonnegativity of the d.d. for . Since , these coefficients must also sum to one if the power series expansion converges at . The fact that follows from a later discussion (in Section V-B2) and establishes the power series convergence at . Therefore, the function gives a well-defined d.d.
2) Truncating the D.D.:
Now, we must truncate in such a way that inequality (7), which is a necessary condition for successful iterative decoding, is satisfied. We do this by treating all information bits with degree greater than some threshold as pilot bits. In practice, this means that the encoder uses a fixed value for each of these bits (usually zero) and the decoder has prior knowledge of these fixed values. This truncation works well because a large number of edges in the decoding graph are initialized by each pilot bit. Since bits chosen to be pilots no longer carry information, the cost of this approach is a reduction in code rate. The rate after truncation is given by where is the block length, is the number of information bits before truncation, and is the number of information bits after truncation. Applying Lemma 1 to the d.d. pair shows (15), as a function of the erasure probability p of the BEC.
that the design rate is given by . Therefore, the rate can be rewritten as where is the fraction of information bits that are used as pilot bits.
For an arbitrary , we define to be the smallest positive integer which satisfies (16) . Next, we choose all information bit nodes with degree greater than to be pilot bits. This implies that the fraction of information bit nodes used as pilot bits is given by where the fraction of information bit nodes with degree is given by (42) Based on (8) and (14), we have This is because all information bits with degree greater than are known at the receiver and therefore have zero erasure probability. Since the d.d. pair satisfies the equality in (6) and for , then it follows that the inequality required for successful decoding (7) is satisfied.
As explained in Section I, the encoding and decoding complexity on the BEC are both equal to the number of edges, per information bit, in the Tanner graph. The degree of the paritycheck nodes is fixed to (three edges attached to information bits and two edges attached to code bits), and this implies that the complexity is given by Therefore, the complexity is bounded and equals as the gap to capacity vanishes.
C. Proof of Theorem 3
Proof: Under MPI decoding, the decoding complexity of the sequence of codes is equal to the number of edges in the Tanner graph of the original codes normalized per information bit (since for the BEC, one can modify the MPI decoder so that every edge in the Tanner graph is only used once).
This normalized number of edges is directly linked to the average degree of the parity-check nodes in the Tanner graphs of the sequence of codes (up to a scaling factor which depends on the rate of the code). We will first derive an information-theoretic bound on the average degree of the parity-check nodes for the sequence , say , which will be valid for every decoding algorithm. From this bound, we will directly obtain a bound on the decoding complexity of punctured codes on graphs, when we assume that an MPI decoding algorithm is used.
Let be a codeword of a binary linear block code , and assume that a subset of the information bits of the code are punctured (see footnote 6 in Section III). Let us replace the punctured bits of by question marks, and let us call the new vector . The bits of (those which were not replaced by question marks) are the coordinates of the codewords of the punctured code . Let us assume that is transmitted over a BEC whose erasure probability is equal to . The question marks in the received vector remain in all the places where they existed in (due to puncturing of a subset of the information bits of ), and in addition, the other bits of which are transmitted over the BEC are received as question marks with probability or remain in their original values with probability (due to the erasures of the BEC). Since by our assumption, the sequence of punctured codes achieves a fraction of the channel capacity with vanishing bit erasure probability, then there exists a decoding algorithm (e.g., ML decoding) so that the average bit erasure probability of the code goes to zero as we let tend to infinity, and . Here, and designate the rates (in bits per channel use) of the punctured code and the original code , respectively. The rate of the punctured code is greater than the rate of the original code , i.e., . Let designate the bit erasure probability of the digit at the end of the decoding process of the punctured code . Without loss of generality, one can assume that the first bits of the vector refer to the information bits of the code , and the other last bits of are the parity bits of and . Let be the average bit erasure probability of the code (whose codewords are transmitted with equal probability), based on the observation of the random vector at the output of the BEC. By knowing the linear block code , we get that where equality is valid since the information bits of the linear block code determine the parity bits of its codewords, equality is based on the chain rule for the entropy, inequality follows since conditioning reduces the entropy, inequality follows from Fano's inequality and since the code is binary, and inequality is based on Jensen's inequality and the concavity of the binary entropy function for Based on our assumption that there exists a decoding algorithm so that the bit erasure probability of the sequence of codes vanishes (as ), it follows that
For the sake of notational simplicity, we will replace , , and by , , and , respectively. In the following derivation, let and designate the random vectors which indicate the positions of the known and punctured/erased digits in the received vector , respectively (note that knowing one of these two random vectors implies the knowledge of the other vector). The random vector denotes the subvector of with the known digits of the received vector (i.e., those digits which are not punctured by the encoder and not erased by the BEC). Note that there is a one-to-one correspondence between the received vector and the pair of vectors . We designate by and the subvectors of the original codeword of the code , such that they correspond to digits of in the punctured/erased and known positions of the received vector, respectively (so that ). Finally, let denote the matrix of those columns of (a parity-check matrix representing the block code ) whose variables are indexed by , and denotes the number of elements of a vector . Then, we get and by normalizing both sides of the equality w.r.t. the block length , then
Note that the rank of a parity-check matrix of the block code is upper-bounded by the number of nonzero rows of which is equal to the number of parity-check nodes which involve punctured or erased bits (the sum is therefore upper-bounded by the average number of parity-check sets which involve punctured or erased bits). Now, we will bound the two sums in the right-hand side (RHS) of (45): let and be the number of information bits and parity bits in the original code . Then is the block length of the code , and the block length of the code (i.e., the block length after puncturing a fraction of the information bits in ) is equal to . The rate of the punctured code is therefore equal to Its asymptotic value (as ) is by assumption at least , i.e.,
We obtain from the last inequality that where was introduced in (20), so the asymptotic rate of the sequence of codes satisfies
The number of elements of a vector indicates the number of bits in the codewords of which are punctured by the encoder or erased by the BEC. Its average value is therefore equal to so since , we obtain from (46) and the last equality that
If a parity-check node of the Tanner graph of the code is connected to information nodes by edges, then based on the assumption that the information bits of the codes in are randomly punctured at rate , the probability that a paritycheck node involves at least one punctured or erased information bit is equal to . This expression is valid with probability (w.r.t. the randomly chosen puncturing pattern) when the block length tends to infinity (or in the limit where ). We note that is introduced in (20), and it stands for the effective erasure probability of information bits in the code when we take into account the effects of the random puncturing of the information bits at the encoder, and the random erasures which are introduced by the BEC. The average number of the parity-check nodes which therefore involve at least one punctured or erased information bit is equal to where designates the fraction of parity-check nodes in the Tanner graph of which are connected to information nodes by edges. Therefore, From Jensen's inequality, we obtain that where is the average number of edges which connect a parity-check node with information nodes in the Tanner graph of the code . By definition, it follows immediately that , and therefore we get (48) From (45)- (48), we obtain that where . The limit of the normalized conditional entropy in (44) is equal to zero, so its lower bound in the last inequality cannot be positive. This yields the inequality 
which is valid with probability w.r.t. the puncturing patterns. The proof until now is valid under any decoding algorithm (even the optimal maximum a posteriori probability (MAP) decoding algorithm), and in the continuation, we link our result to MPI decoding.
From the information-theoretic bound in (50), it follows that with probability w.r.t. the puncturing patterns, the asymptotic decoding complexity of the sequence of punctured codes satisfies under MPI decoding where is the asymptotic rate of the sequence . The scaling by is due to the fact that the complexity is (by definition) normalized per information bit, and the average degree of the check nodes is normalized per parity-check node). As mentioned earlier, the last equality is true since the MPI decoder can be modified for a BEC so that every edge in the Tanner graph is only used once; therefore, the number of operations which are performed for MPI decoding of the punctured code is equal to the number of edges in the Tanner graph of the original code . Since , then we obtain from (50) that under MPI decoding, the asymptotic decoding complexity satisfies (19) with probability w.r.t. the puncturing patterns.
If , then it follows from (20) that also . Therefore, the RHS of (19) remains bounded when the gap (in rate) to capacity vanishes (i.e., in the limit where ). We conclude that with probability w.r.t. the puncturing patterns of the information bits, a necessary condition that the sequence of punctured codes achieves the capacity of the BEC with bounded complexity under MPI decoding is that the puncturing rate of the information bits satisfies the condition . Otherwise, the complexity grows like .
Discussion: Note that a fortiori the same statement in Theorem 3 holds if we require that the block erasure probability tends asymptotically to zero. At the beginning of our work, we considered the natural generalization of the lower bound on complexity derived in [16, Theorem 1] . This generalization relies on the DE equation (6) for ensembles of nonsystematic IRA ensembles whose information bits are punctured uniformly at random. However, it results in a slightly looser bound than the bound in Theorem 3, so we omit its derivation. It is also important to note that the lower bound on complexity which was originally derived from the DE equation (6) is not as general as the statement in Theorem 3, because the latter statement is valid for every sequence of codes (and not just for IRA ensembles). The lower bound on decoding complexity of capacity-achieving codes on the BEC is especially interesting due to two constructions of capacity-achieving IRA ensembles on the BEC with bounded complexity that were introduced in the first two theorems of our paper. We note that for ensembles of IRA codes where the inner code is a differential encoder, together with the choice of puncturing systematic bits of the IRA codes and the natural selection of the information bits as the systematic bits, then (since every parity-check node is connected to exactly two parity bits). For punctured IRA codes, the lower bound in (19) is also a lower bound on the encoding complexity (since the encoding complexity of IRA codes is equal to the number of edges in the Tanner graph per information bit, so under MPI decoding, the encoding and the decoding complexity of IRA codes on the BEC are the same).
The lower bound on the asymptotic degree of the parity-check nodes in (50) is valid under ML decoding (and hence, it is also valid under any suboptimal decoding algorithm, such as MPI decoding). Finally, the link between the degree of the paritycheck nodes in the Tanner graph and the decoding complexity is valid under MPI decoding.
D. Proof of Theorem 4
Proof: The proof relies on the proofs of [2, Theorem 1] and [15, Theorem 1] , and it suggests a generalization to the case where a fraction of the information bits are punctured before the code is transmitted over an MBIOS channel.
Under MPI decoding, the decoding complexity per iteration of the sequence of codes is equal to the number of edges in the Tanner graph of the original codes normalized per information bit. Similarly to the proof for the BEC, we will first derive an information-theoretic bound on the average degree of the parity-check nodes for the sequence , say , which will be valid for every decoding algorithm. From this bound, we will directly obtain a bound on the decoding complexity per iteration of punctured codes on graphs, when we assume that an MPI decoding algorithm is performed.
It suffices to prove the first bound (which refers to the limit of the average degree of the parity-check nodes for the sequence ) w.r.t. MAP decoding. This is because the MAP algorithm minimizes the bit error probability and therefore achieves at least the same fraction of capacity as any suboptimal decoding algorithm. According to our assumption about random puncturing of the information bits at rate , it follows that the equivalent MBIOS channel for the information bits is given by (51) which is physically degraded w.r.t. the original communication channel whose conditional pdf (given that is the input to the channel) is . On the other hand, since we assume that only information bits are punctured, then the original MBIOS channel over which the communication takes place is also the equivalent channel for the parity bits.
By assumption, the sequence of punctured codes achieves a fraction of the channel capacity. Let and designate the number of information bits and parity bits in the code (before puncturing), then the rate of the punctured code is given by According to the assumption in the theorem, we have , which implies that
The asymptotic rate of the original sequence of codes (before puncturing) therefore satisfies
Similarly to the information-theoretic proof for the BEC, it follows exactly via the same chain of inequalities that (54) where and designate a codeword of the original code , and the received vector at the output of the channel (after puncturing information bits from and transmitting the punctured codeword over the communication channel), respectively. The parameter designates the block length of the original code . Let be an arbitrary conditional pdf at the output of an MBIOS channel, given that is the input to this channel, and let us define the operator Then, it follows directly that , and where is introduced in (22). For the MBIOS channel in (51) so, we obtain the equality (55)
Similarly to the proof of [2, Theorem 1], we define a binary random vector so that for , if and designate the th components of and , respectively, then
In particular, in case that corresponds to an erasure, then is equal to zero or one with probability . Hence, the channel is equivalent to a BSC with crossover probability which is equal to . Based on [2, eqs. (4), (5), (11) , and (12)], we obtain that (56) where is the syndrome (we designate by a parity-check matrix of the code ). From [2, eq. (14)], we obtain an upper bound on the normalized entropy of the syndrome for the case of random puncturing (57) where as compared to [2, eq. (14)], we further loosen the upper bound on the entropy of the syndrome by assuming that all the bits of face (because of puncturing) the channel in (51). In fact, this is true only for the information bits of the codewords of (since parity bits are not punctured), but since the channel with the conditional pdf is physically degraded w.r.t. to the original MBIOS channel, and the inequality follows directly from (55), then the upper bound in (57) holds.
Let
designate the number of digits of the codewords in (i.e., after puncturing information bits at a puncturing rate ), then , and
so, from (52), we get
Based on (54), the LHS of (56) vanishes as we let tend to infinity. In the limit where , the combination of (52) we obtain from the last two inequalities We note that the last inequality extends the inequality in [15, eq. (32) ] to the case where we allow random puncturing of the information bits at an arbitrary puncturing rate (if there is no puncturing, then and from (55), so [15, eq. (32)] follows directly as a particular case). From the last inequality and (55), we obtain that with probability w.r.t. the puncturing patterns, the following information-theoretic bound on the asymptotic degree of the parity-check nodes is satisfied:
The proof until now is valid under an arbitrary decoding algorithm (i.e., under MAP decoding, and hence, under any other decoding algorithm). In order to proceed, we refer to MPI decoding, where the asymptotic decoding complexity per iteration of the punctured codes is equal to times where is the asymptotic rate of the sequence of punctured codes
. By assumption , we obtain from (60) the lower bound on the decoding complexity per iteration of punctured codes which is given in (21). This lower bound drives us to the interesting conclusion that if the puncturing rate of the information bits is strictly less than , then the decoding complexity per iteration must grow at least like . On the other hand, if
, then the numerator and denominator of the RHS in (21) are both in the order of , and therefore the lower bound on the decoding complexity per iteration stays bounded as the gap (in rate) to capacity vanishes.
Discussion: Like Theorem 3, the lower bound on the decoding complexity in Theorem 4 also clearly holds if we require vanishing block error probability. For a BEC with erasure probability , the parameter in (22) is equal to , and the capacity is equal to . From (20), this implies that for the BEC, . It therefore follows that the lower bound in Theorem 3 is at least twice larger than the lower bound for the BEC which we get from the general bound in Theorem 4. The derivation of Theorems 3 and 4 are also different, hence, because of these two reasons, we derive the stronger version of the bound for the BEC in addition to the general bound for MBIOS channels. The comparison between the two bounds for punctured codes on graphs is consistent with the parallel comparison in [15, Theorem 1] for nonpunctured codes. The bounds in Theorems 3 and 4 refer both to random puncturing, so these two theorems are valid with probability w.r.t. the puncturing patterns, if we let the block length of the codes go to infinity. Since these bounds become trivial for some deterministic puncturing patterns, it remains an interesting open problem to derive information-theoretic bounds that can be applied to every puncturing pattern.
V. ANALYTICAL PROPERTIES AND EFFICIENT COMPUTATION OF THE D.D.
In this section, we tackle the problem of computing the d.d. coefficients for both the bit-regular and check-regular ensembles. While doing this, we also lay some of the groundwork required to prove that these coefficients are nonnegative. Asymptotic expressions for the coefficients can also be computed rather easily in the process. We start with the bit-regular ensemble because the analysis is somewhat simpler.
A. The Bit-Regular Ensemble 1) A Recursion for the D.D. Coefficients
: We present here an efficient way for the calculation of the d.d. coefficients , referring to the ensemble of bit-regular IRA codes in Theorem 1. To this end, we derive a very simple recursion for coefficients of the power series expansions of and . We start with (28) and rearrange things to get Next, we substitute the power series expansions for and to get Matching the coefficients of on both sides gives (61) Using (27), we can write which implies that (62) Since , this gives where the last equality follows from (9) and (26), and is calculated from (61) and (62).
2) Asymptotic Behavior of : In this subsection, we consider the asymptotic behavior of the coefficients in the power series expansion of (10) . The resulting expression provides important information about the decay rate of the coefficients. It also shows that always becomes positive for large enough and therefore lends support to Conjecture 1. We approach the problem by first writing as a power series in and then analyzing the asymptotic behavior of each term. This approach is motivated and justified by the results of [3] .
We start by rewriting (10) in terms of , and then expanding the result into a power series in to get Now, we can convert this into an asymptotic estimate of by using the fact (from [3] ) that where is the coefficient of in the power series expansion of . We note that the terms and are actually polynomials in and do not contribute to the asymptotic behavior. Combining the remaining terms with the equality shows that (63) 
where for an integer , the calculation of the sequence relies on the following recursive equation: (70) with the initial value . We define as zero for or (where ). Based on (69) and (70), it follows that and so on. Equations (69) and (70) provide a simple way to calculate the sequence without the need to calculate numerically complicated improper integrals or to obtain the power series expansion of a complicated function; this algorithm involves only the four elementary operations, and hence it can be implemented very easily.
An alternative way to express (69) and (70) is (71) where is a sequence of polynomials of degree which can be calculated with the recursive equation (72) and the initial polynomial .
2) Asymptotic Behavior of :
We show in Appendix B that for a fixed value of , the asymptotic behavior of the d.d. is given by (73) where (74) and is given in (67). Unless is close to one, it can be verified that the asymptotic expression for the coefficients also provides a tight approximation for these coefficients already for moderate values of . For example, if , then the asymptotic expression in (73) is tight for ( is equal to while the asymptotic expression in (73) is equal to ). If , the asymptotic expression for the coefficients in (73) is tight only for (the approximation for is equal to , and its exact value is ). In general, by increasing the value of (which is less than unity), the asymptotic expression in (73) becomes a good approximation for the coefficients starting from a higher value of (see Fig. 3 ).
3) Some Properties of the Power Series Expansion of in (15):
The values of at the endpoints of the interval can be calculated from the recursive (72) (the coefficient of the . We note that if for every , all the coefficients of the polynomial were positive, then based on (71), this could suggest a promising direction to prove the positivity of over the whole interval . Unfortunately, this is only true for . The positivity of over the interval is proved in Appendix C, based on their relation to the polynomials . As we already noted, our numerical results strongly support the conjecture that this is true also for . As we will see, the behavior of the functions , in the limit where and , depends on the order that the limits are taken. When the value of is fixed, it follows from (71) and (75) that in the limit where , then for (76) Therefore, for a fixed value of , is linearly proportional to when . On the other hand, if the value of is fixed and we let tend to infinity, then we obtain from (73) that is inversely proportional to . Observe from Fig. 3 that the sequence of functions is monotonically decreasing for all values of , and that the tail of this sequence becomes more significant as the value of grows. This phenomenon can be explained by (73) since the asymptotic behavior of the sequence is linearly proportional to ; this makes the tail of this sequence more significant as the value of is closer to . It seems from the plots in Fig. 3 that the asymptotic expression (73) forms an upper bound on the sequence . From these plots, it follows that by increasing the value of , then the approximate and exact values of start to match well for higher values of . We note that the partial sum is equal to and for and respectively; therefore, if the value of the erasure probability of the BEC is increased, then the tail of the sequence indeed becomes more significant (since the sum of all the 's is ). More specifically, we use the fact that and rely on (73) in order to show that for a large enough value of , the sum is approximately equal to ; this matches very well with the numerical values computed for with and .
VI. PRACTICAL CONSIDERATIONS AND SIMULATION RESULTS
In this section, we present simulation results for both the bitregular (Theorem 1) and check-regular (Theorem 2) ensembles. While these results are provided mainly to validate the claims of the theorems, we do compare them with another previously known ensemble. This is meant to give the reader some sense of their relative performance. Note that for fixed complexity, the new codes eventually (for large enough) outperform any code proposed to date. On the other hand, the convergence speed to the ultimate performance limit is expected to be quite slow, so that for moderate lengths, the new codes are not expected to be record breaking.
A. Construction and Performance of Bit-Regular IRA Codes
The bit-regular plot in Fig. 4 compares systematic IRA codes [4] with and (i.e., rate ) with bit-regular nonsystematic codes formed by our construction in Theorem 1 with . This comparison with nonsystematic IRA codes was chosen for two reasons. First, both codes have good performance in the error floor region because neither have degree-information bits. Second, LDPC codes of such high rate have a large fraction of degree-bits and the resulting comparison seemed rather unfair. We remind the reader that the bit-regular ensembles of IRA codes in Theorem 1 are limited to high rates (for , the rate should be at least ). The fixed point at of the DE equation for the ensemble in Theorem 1 prevents the decoder from getting started without the help of some kind of "doping." We overcome this problem by using a small number of systematic bits (100-200) in the construction. Of course, these bits are included in the final rate of . Codes of block length and were chosen from these ensembles and simulated on the BEC. The parity-check d.d. of each bit-regular code was also truncated to maximum degree . All codes were constructed randomly from their d.d.'s while avoiding cycles in the subgraph induced by excluding the code bits (i.e., w.r.t. the top half of Fig. 1) .
It is clear that the bit-regular ensemble performs quite well when the block length is large. As the block length is reduced, the fraction of bits required for "doping" (i.e., to get decoding started) increases and the performance is definitely degraded. In fact, the regular systematic IRA codes even outperform the bit-regular construction for a block length of .
B. Construction and Performance of Check-Regular IRA Codes
The performance of the check-regular construction in Theorem 2 was also evaluated by simulation. A fixed rate of was chosen and nonsystematic IRA codes were generated with varying block length and maximum information-bit degree. For comparison, LDPC codes from the check-regular capacity-achieving ensemble [17] were constructed in the same manner. This ensemble was chosen for comparison because it has been shown to be essentially optimal for LDPC codes in terms of the tradeoff between performance and complexity [9] , [17] . The IRA code ensembles were formed by treating all information bits degree greater than as pilot bits. The LDPC code ensembles were formed by choosing the check degree to be and then truncating the bit d.d. so that . This approach leads to maximum bit degrees of respectively. Actual codes of length , and were chosen from these ensembles, and simulated over the BEC. The results of the simulation are shown in Fig. 5 . To simplify the presentation, only the best performing curve (in regards to truncation length ) is shown for each block length.
The code construction starts by quantizing the d.d. to integer values according to the block length. Next, it matches bit edges with check edges in a completely random fashion. Since this approach usually leads both multiple edges and -cycles, a postprocessor is used. One iteration of post-processing randomly swaps all edges involved in a multiple-edge or -cycle events. We note that this algorithm only considers -cycles in the subgraph induced by excluding the code bits (i.e., the top half of the graph in Fig. 1 ). This iteration is repeated until there are no more multiple edges or -cycles. For the IRA codes, a single "dummy" bit is used to collect all of the edges originally destined for bits of degree greater than . Since this bit is known to be zero, its column is removed to complete the construction. After this removal, the remaining IRA code is no longer check regular because this "dummy" bit is allowed to have multiple edges. In fact, it is exactly the check nodes which are reduced to degree that allow decoding to get started. Finally, both the check-regular IRA and LDPC codes use an extended Hamming code to protect the information bits. This helps to minimize the effect of small weaknesses in the graph and improves the word-erasure rate (WER) quite a bit for a very low cost. The rate loss associated with this is not considered in the stated rate of one-half.
C. Stability Conditions
While the condition (7) is both necessary and sufficient for successful decoding, we can still gain some insight by studying (7) at its endpoints and . The condition that the fixed point at be stable is commonly known as the stability condition. Our capacity-achieving d.d. pairs actually satisfy (7) for , but focusing on the points and gives rise to just two stability conditions. For decoding to finish, the fixed point at must be stable. While, to get decoding started, it helps if the fixed point at is unstable. The stability condition at can be found by requiring that the derivative of the LHS of (7) is less than unity at . Writing this in terms of (where and ) gives (77) We note that the bit-regular IRA ensemble in Theorem 1 satisfies , and since it has no degree-information bits, then it meets the stability condition in (77) with equality. This is similar to the case with other capacity-achieving ensembles of codes on graphs whose transmission takes place over the BEC (see, e.g., [16] , [17] ).
The stability condition at can be found by requiring that small deviations from grow larger. Essentially, this means that the derivative of the LHS of (7) should be greater than at . Writing this in terms of (assuming ) gives (78) Since capacity-achieving codes must also satisfy this stability condition with equality, we see that the RHS of (78) must go to zero for capacity-achieving ensembles without degreeparity-check nodes. It is worth noting that the check-regular ensemble in Theorem 2 (which has no degree-parity-check nodes) has and therefore meets the stability condition with equality. Furthermore, one can see intuitively how degree-parity checks help to keep the decoding chain reaction from ending.
In reality, the fixed point at is usually made unstable by either allowing degree-parity checks or adding system-atic bits (which has a similar effect). Therefore, the derivative condition is not strictly required. Still, it can play an important role. Consider what happens if you truncate the bit d.d. of the check-regular ensemble and then add systematic bits to get decoding started. The fixed point at remains stable because the truncated bit d.d. has
. In fact, the decoding curve in the neighborhood of has a shape that requires a large number of systematic bits get decoding started reliably. This is the main reason that we introduced the "pilot bit" truncation in Theorem 2.
VII. CONCLUSION
In this work, we present two sequences of ensembles of nonsystematic IRA codes which asymptotically (as their block length tends to infinity) achieve capacity on the BEC with bounded complexity (throughout this paper, the complexity is normalized per information bit). These are the first capacity-achieving ensembles with bounded complexity on the BEC to be reported in the literature. All previously reported capacity-achieving sequences have a complexity which grows at least like the log of the inverse of the gap (in rate) to capacity. This includes capacity-achieving ensembles of LDPC codes [7] , [8] , [17] , systematic IRA codes [4] , [6] , [16] , and Raptor codes [18] . The ensembles of nonsystematic IRA codes which are considered in our paper fall in the framework of multiedge type LDPC codes [14] .
We show that under MPI decoding, this new bounded complexity result is only possible because we allow a sufficient number of state nodes in the Tanner graph representing a code ensemble. The state nodes in the Tanner graph of the examined IRA ensembles are introduced by puncturing all the information bits. We also derive an information-theoretic lower bound on the decoding complexity of randomly punctured codes on graphs. The bound refers to MPI decoding, and it is valid for an arbitrary MBIOS channel with a special refinement for the BEC. Since this bound holds with probability w.r.t. a randomly chosen puncturing pattern, it remains an interesting open problem to derive information-theoretic bounds that can be applied to every puncturing pattern. Under MPI decoding and the random puncturing assumption, it follows from the information-theoretic bound that a necessary condition to achieve the capacity of the BEC with bounded complexity or to achieve the capacity of a general MBIOS channel with bounded complexity per iteration is that the puncturing rate of the information bits goes to one. This is consistent with the fact that the capacity-achieving IRA code ensembles introduced in this paper are nonsystematic, where all the information bits of these codes are punctured.
In Section VI, we use simulation results to compare the performance of our ensembles to the check-regular LDPC ensemble introduced by Shokrollahi [17] and to systematic repeat-accumulate (RA) codes. For the cases tested, the performance of our check-regular IRA codes is slightly worse than that of the check-regular LDPC codes. It is clear from these results that the fact that these capacity-achieving ensembles have bounded complexity does not imply that their performance, for small to moderate block lengths, is superior to other reported capacity-achieving ensembles. Note that for fixed complexity, the new codes eventually (for large enough) outperform any code proposed to date. On the other hand, the convergence speed to the ultimate performance limit happens to be quite slow, so for small to moderate block lengths, the new codes are not record breaking. Further research into the construction of codes with bounded complexity is likely to produce codes with better performance for small to moderate block lengths. In this respect, we refer to a recent work [12] , where Pfister and Sason present new ensembles of accumulate-repeat-accumulate codes achieving the BEC capacity with bounded complexity; these codes are systematic and suggest better performance for short-to-moderate block lengths.
The central point in this paper is that by allowing state nodes in the Tanner graph, one may obtain a significantly better tradeoff between performance and complexity as the gap to capacity vanishes. Hence, it answers in the affirmative a fundamental question which was posed in [15] regarding the impact of state nodes (or in general, more complicated graphical models than bipartite graphs) on the performance versus complexity tradeoff under MPI decoding. Even the more complex graphical models, employed by systematic IRA codes, provides no asymptotic advantage over codes which are presented by bipartite graphs under MPI decoding (see [ (10) Based on the relation (1) between the functions and , we see that has a nonnegative power series expansion if and only if has the same property. We find it more convenient to prove that has a nonnegative power series expansion. Starting with (28), we can rewrite as
One can verify from (62) that the power series coefficients of are positive. Therefore, the sum also has a nonnegative power series expansion. Based on this, it follows that the has a nonnegative power series expansion if the function has the same property. This means that the power series expansion of has nonnegative coefficients as long as (A1) where is the coefficient of in the power series expansion of . Since has a nonnegative power series expansion starting from , it follows that has a nonnegative power series expansion starting from . Therefore, the condition in inequality (A1) is automatically satisfied for . For , the requirement in (A1) leads (after some algebra) to the inequality in (18) . Examining this condition for and in the limit as , we find that the value of should not exceed and , respectively. While we believe that the power series expansion of is indeed positive for all satisfying (18), we were unable to prove this analytically. Even if this is true, it follows that has a nonnegative power series expansion only for rather small values of .
For the particular case of , however, we show that the condition is indeed sufficient to ensure that (A1) is satisfied for all .
Proof: In the case where , we find that
Expanding (A2) in a power series gives and matching terms shows that for Doing the same thing for (A3) shows that, for
The maximal value of such that the condition (A1) is satisfied for is given by
Since the RHS of this inequality is strictly increasing for , the maximal value of which satisfies (A1) is found by substituting . This gives the condition and completes the proof that the power series expansion of is nonnegative for and .
APPENDIX B PROOF OF PROPERTIES OF THE D.D. COEFFICIENTS
The main part of this appendix proves the three different representation for the d.d.
which follows from the power series expansion of in (15) . We also consider in this appendix some properties of the polynomials which are related to the third representation of the d.d.
, and which are also useful for the proof in Appendix C. Finally, we consider the asymptotic behavior of the d.d.
. We start this appendix by proving the first expression for the d.d.
in (64) where the contour is the closed path which is shown in Fig. 6 and which is composed of three parts: the first part of integration is parallel to the branch cut at an angle of 60 , and it starts from the point on the real axis and goes to infinity along this line, so it can be parameterized as where and is an arbitrarily small positive number (the straight line is parallel but slightly above the branch cut whose angle is 60 with the real axis). We later let tend to infinity. The second path of integration is along the part of the circle of radius , where we integrate counter-clockwise, starting from and ending at . The third part of integration is a straight line which is parallel to the branch cut whose angle with the real axis is 60 , but is slightly below this branch cut; it starts at the point , and ends at the point on the real axis (so the points on are the complex conjugates of the points on , and the directions of the integrations over and are opposite). Overall, forms a closed path of integration which does not contain the three branch cuts of the function in (15) , and it is analytic over the domain which is bounded by the contour . We will first show that the above integral over vanishes as the radius of the circle tends to infinity, so in the limit where , we obtain that the integral over is equal to the sum of the two integrals over and . In order to see that, we will show that the modulus of in (15) is bounded over the circle (when is large), so it will yield that for , the integral vanishes as . To this end, we rely on the equality so as .
By substituting , then and from (15) From the last equality, it follows that (B2) Now we will evaluate the integral over the straight line (and similarly over ). Let then after a little bit of algebra, one can verify that (B3) so from the parameterization of and (B3), we obtain that
where is introduced in (67), and the function is introduced in (68).
Since the points on are the complex conjugates of the points on , and the integrations over and are in opposite directions, then it follows from (B4) that (B5) By combining (B1)-(B5) and (67) (we note that in (67) is real for ), we obtain for which coincides with the representation of in (66)-(68).
The proof of the third expression for the sequence in (69)-(75) is based on the previous expression which was proved above, and it enables to calculate the d.d.
in an efficient way.
Proof: From (66), we obtain the set of equations at the bottom of this page, where the last transition is based on (67). Therefore, by multiplying both sides of the last equality by and differentiating with respect to , we obtain the equality where the last transition is based on (66). The function introduced in (67) is monotonic decreasing in , and so by combining the last equality with the previous one, it follows easily that where transition is based on (B7), and the last two transitions involve a little bit of algebra. We rewrite the recursive equation as (B8) (at the bottom of the page) for , and the initial value is . Based on the recursive equation (B8) and the value of , it can be shown that and so on, which suggests the possible substitution for a certain sequence of polynomials . Combining the last substitution with (B8) gives rather easily the recursive (72), and it therefore justifies the existence of such polynomials in (71) which can be calculated recursively from (72) with the initial polynomial (the initial polynomial is determined from the value of ). In general, it is easy to verify from (72) that for , is a polynomial of degree . Equation (75) follows easily from (72), as if we substitute or in (72), then the coefficient of vanishes, so we obtain that for an integer where . The closed-form solutions for and are given in (75).
We will prove now a property of the polynomials which will be useful for the proof of the positivity of the power series expansion of (see Appendix C).
(B8) Fig. 7 . Plots of for the polynomials P (1) which are introduced in (72). In the limit where n ! 1, these curves converge uniformly on [0; 1] to the function f (x) = 2 ln(1 + 2x).
Lemma 3: If for some
, the polynomial has a zero in the interval , then the polynomial has also a zero in the same interval.
Proof: Since from (75), and are both positive, then if has a zero in , then it follows that the minimal value of over this interval is obtained at an interior point . So, and . Since for and , from (72), . From (75), and are both positive, but , so the continuity of the polynomial yields that this polynomial has at least one zero inside the interval .
As a direct consequence of Lemma 3 and the equality in (71), we obtain that if for a certain positive integer , the value of is positive in the interval , then for should be also positive in this interval. The above observation points toward one viable way of proving the positivity of the sequence : show that is strictly positive for all for sufficiently large. The following heuristic argument shows that this should indeed be the case. Unfortunately though, it seems nontrivial to make this argument precise, and therefore we will use in Appendix C a different route to actually prove the positivity of the coefficients.
Our heuristic argument goes as follows. Consider Fig. 7  which shows for increasing values of . This figure suggests that converges uniformly over the whole range to a smooth limit. In order to find this limiting function, let us assume that approximately where Then we obtain that By substituting these asymptotic expressions in (72), we obtain the equation
Let us assume that (this assumption will be verified later). Then in the limit where , (B9) yields the following differential equation:
From (B10), it follows directly that and . It can be easily verified that the solution of the differential equation (B10) is which, in spite of the approximation suggested above, coincides with the limiting function of when (see Fig. 7 ). We note that the assumption that converges to can be justified from (75) as follows: for sufficiently large so the limit of is equal to as tends to infinity. In a neighborhood of , we obtain from the solution for the asymptotic function that
We note that after after some straightforward (though tedious) calculations, it can be shown from (72) that and hence it follows from (75) that However, the approximation in (B11) gives that which is indeed a very good approximation to the equality that we get from an accurate analysis (especially for large values of ). We also note that if we fix the value of (for a large enough value of ), and we let tend to unity (i.e., ), then it follows from (72) and (B11) that which coincides with (76).
The asymptotic behavior of the d.d. :
We will discuss now the asymptotic behavior of the d.d.
which is given in Section V-B2. We refer the reader to [3] which relates an asymptotic expansion of a function around a dominant singularity with the corresponding asymptotic expansion for the Taylor coefficients of the function. The problem in our case is that in order to get good approximations of the power series expansion of in (15) around the dominant singularity (which is at ), the function can be extended analytically beyond the radius of for as far as possible except for a cone around (see the solid lines in Fig. 6 which are the branch cuts of ). The further one can expand the function around the dominant singularity, the more it is determined by this singularity, and the Taylor series expansion around this singularity will be very accurate for determining the behavior of starting from moderate values of . For the function in (15), if we increase the value of and make it closer to , then unfortunately, the two other singularities of at , where is given in (67), move toward very quickly (e.g., if
, then the other two singularities are located at ). This is the reason why by increasing the value of , the asymptotic expansion kicks in for larger values of (see Fig. 3 ).
The proof of the asymptotic behavior of the d.d. goes as follows. If , then the function in (15) is approximately equal to (since if , then and ). The coefficient of in the latter function is which is equal to . Therefore, the contribution of the dominant singularity of to the asymptotic behavior of (i.e., the coefficient of in the Taylor series expansion of ) is given by (B12)
This already gives the first term of the asymptotic behavior of in (73); based on our explanation above, it is a tight approximation of the asymptotic behavior of for rather small values of . As was mentioned earlier, for larger values of , the other two singularities at where is introduced in (67) are very close to the dominant singularity at . In order to determine the asymptotic behavior of for these larger values of , we therefore need to take into account the asymptotic expansion of the function around these two singularities. After some algebra, one can verify that the behavior of the function around its singularity at is like and the behavior of around its second singularity at is like the complex conjugate of (since and form a pair of complex conjugates). The influence of these two singularities on the asymptotic behavior of is therefore equal to , where designates the coefficient of in the power series expansion of . Calculation shows that for where and are introduced in (74), and for large values of , the last expression behaves like (B13)
The sum of the two terms in (B12) and (B13) finally gives the asymptotic behavior of in (73).
APPENDIX C PROOF OF THE POSITIVITY OF THE POWER SERIES EXPANSION OF IN (15)
The function in (15) is analytic except for three branch cuts shown in Fig. 8 . The first branch cut starts at one and continues toward infinity. The remaining two branches are symmetric around the real axis. They are located along the line where and . By the Cauchy theorem we have where the contour can be taken, e.g., along a circle of radius , , enclosing the origin. Such a circle is shown as dashed line in Fig. 8 . Also shown is a modified contour of integration in which the circle is expanded so that in the limit the integral wraps around the three branch cuts (we note that the path of integration in Fig. 8 is clearly different from that one in Fig. 6 Although we will not make use of this in the sequel, we note that in this representation, the function smoothly interpolates for nonintegral values of .
We start by bounding the absolute value of the first term in the RHS of (C3). From (C4), it follows immediately that is positive and monotonic increasing in for , and that it is upper-bounded by (which is the limit of as ). We therefore get from the nonnegativity of in (67) that (C5)
We note that (C5) decreases by at most a factor when we increase to . We use this result later in (C12). Regarding the second integral in the RHS of (C3), we note that for (C6) where (C7) Now, we rely on the inequality (which is verified graphically in Fig. 9) (C8) designates the complete gamma function [the integral in the LHS of (C10) can be calculated by the substitution which transforms it to , and then the latter integral is, by definition, equal to where designates the beta function; this function is related to the complete gamma function by the equality ]. Since , and , then we obtain from (C10) that which confirms the equality in (C9).
We note that (C9) (which forms a lower bound on the second term in the RHS of (C3)) decreases by at most a factor uniformly over when we increase to (it can be shown by using the recursive equation for the complete gamma function).
From (C3), (C5), and (C9) and since in (67) is a monotonic decreasing and nonnegative function over the interval , it now follows that if for a specific and for all (C11)
then for all and . In the following, we consider the positivity of the sequence for . From the above bounds, it follows that we can prove the positivity of this sequence in some band by checking the positivity of only a finite number of terms in this sequence (we note that this number grows dramatically for values of which are very close to ). Assume we pick . By explicitly evaluating (C11), we see that we need . From condition (C12), we get , so a valid choice for the fulfillment of both conditions is . Based on (C11) and (C12), we conclude that for all and . For and all , we will verify the positivity of the coefficients by alternatively showing that for , the polynomials in ( where for convenience we choose (this will be readily clarified). Based on (69) where it follows that (C14) Therefore, from the recursive (70) for and from (C14), it follows that all coefficients are rational and can be calculated from the coefficients which are defined recursively in (70) and are rational as well. Using an infinite precision package, those coefficients can be computed exactly. By explicit computation, we verify that all the coefficients are strictly positive for and , and therefore it follows from (C13) that is positive (and strictly increasing) in the interval . For , one can verify from the conditions in (C11) and (C12) that and are positive for and . Combining these results, we conclude that is positive in the interval . This therefore concludes the proof that is positive for all and . Though not proving the positivity of over the whole interval , we note that the uniform convergence of the plots which are depicted in Fig. 7 (see Appendix B) and (71) strongly supports our conjecture about the positivity of over this interval.
