ABSTRACT With the rapid increase of users and resources on the Internet, the scale of the recommender system becomes larger and larger. There are three major challenges facing in recommender system: sparsity, scalability, and cold start. In this paper, we mainly focus on the scalability issue and propose a recommender system based on the memory-efficient recurrent neural network. First, we allocate an item table for items and use a pair of embedding vectors to represent each item. Thus, we can use a few vectors to represent numerous items and decrease the memory used for the storage of embedding vectors. Second, we present a similarity-based initialization method for the item table to get a better representation of items. Third, we further design the loss function and the adjustment method to adjust the placement of items in the item table to speed up the training procedure of the model and get a better performance. The experimental results demonstrate the effectiveness of our approach. It can clearly improve the performance of recommendation, such as hit rate and normalized discounted cumulative gain, when compared to the state-of-the-art recommender algorithm. In addition, our approach can also handle the cold start problem and supply new users with the same quality of service as the old users.
I. INTRODUCTION
In the era of information overload, there is a huge amount of information which makes it harder to search for something useful from all the noise on the Internet. Then recommender system (RS) comes out and plays an important role in our life gradually. RSs analyze user's profile and learn what the user wants to give recommendations. Now the RSs have been widely used by many online services, including e-commerce, online music websites, and online video websites.
The implementation of a recommender system can be different, Robin [1] distinguishes between six different classes of recommendation approaches.
In a content-based system, the system learns to recommend items that are similar to the ones that user liked in the past. The similarity of items is calculated based on the features of items, such as grand, color, category, price, and detailed description in the e-commercial recommendation. The content-based recommendation is able to recommend users with unique tastes and provide several explanations for the results. But it requires content that can be encoded as meaningful features and user must be able to be represented as a learnable function of content features.
Besides the content-based system, there is another recommendation method relies on the similarity between users and items which is collaborative filtering (CF) [2] . CF considering the relationship between users, items and their historical interactions instead of explicit profiles. Thus, the major benefit of CF is that it is domain free [3] . The similarity in the taste of two users is calculated based on the similarity in the rating history of the users. Hence, CF needs enough but not too many users and interactions in the system to calculate the similarity. If there are few users and items in the system, it would be hard to find a match, and we called this as the cold start problem. And it is because the computation complexity of nearest neighbor grows with both the number of users and items that the CF performs worse in large scale.
With the rapid increase of data, the large-scale dataset would increase the runtime and memory usage of recommender algorithms. Higher requirements are placed on the processing efficiency and latency of RSs.
In the production environment, the offline computations are necessary for a large-scale recommender system to update the parameters and must be periodically executed which has strict time and resource constraints [4] . Wang et al. [5] summarized the three major challenges facing in large scale recommendation in Taobao: scalability, cold start, and sparsity. Most of the existing recommendation approaches are designed for smaller scale data sets while there are millions and billions of user and items in a mature e-commercial website. New users and items would constantly join the e-commercial website, for these users and items, it is difficult for the trained model to find a match and give recommendations. Usually, the parameter of the trained model is fixed. With the increase of user interactions, the model can not fit the new data and the precision of the trained model would be decreased. Thus, the RS has to be retrained regularly which would cost lots of computation resources and time. In the meanwhile, users usually interact with only a small number of items, which makes it difficult to train an accurate recommending model.
In order to handle these challenges, there are several types of solutions. The first one is increasing the computational performance by adding more machines to the cluster. This approach requires to rephrase existing algorithms to be suitable on a parallel processing platform. There are several studies of large-scale recommendation [6] - [8] based on the cluster, such as Apache Spark, Hadoop, and cloud. Most of these methods pay their attention to train a bigger model, and solve the problems derived from the large-scale cluster, such as data compression, data transformation, data synchronization, and model parallelism.
The second one is improving the existing algorithms for large-scale recommendation to decrease the computational complexity and time complexity [4] , [9] - [11] . In neighborhood-based recommender algorithms, the key points are the calculation of similarity and the choice of neighbors. Some studies decrease the computational complexity in a large-scale recommendation by dividing the user cluster [9] , reducing the rank of user-item matrix, using multi-channel feature vectors [12] , and so forth. Some studies dense the data to overcome the sparsity and cold start by building item graph, constructing new data, and so on.
The third one is building the recommender system based on the neural network which performs well on large-scale data [5] . Traditional recommendation algorithms, includes the content-based recommendation, collaborative filtering, and matrix factorization, are unable to handle the sparsity and cold start problems in large-scale recommendation. There are lots of studies on RSs that are based on different types of neural networks, such as restricted Boltzmann machines (RBMs), convolutional neural networks (CNNs), autoencoders, recurrent neural networks (RNNs), and so forth. The neural network can easily handle the large-scale data mining by avoiding the computation of item similarities and user similarities, which are affected by the scale of data set. In fact, the more data there is, the better the neural network performs.
Recently, most of the neural network based recommender systems use the embedding vector of the item as the input data [5] , [26] . Traditional item embedding is derived from word embedding. In word embedding, we map words into independent vectors. However, in a recommender system, there would have billions of users and items, which would cost lots of memory to store the items' embedding vectors and lots of time to train the model.
In this paper, we describe a recommender system based on LightRNN which is proposed by Li et al. [13] . They proposed to allocate a word table and use two shared embedding vectors to represent the word in language processing. By using the shared embedding, it can significantly decrease the scale of network parameters. Thus, we build our system based on their network to handle the large-scale recommendation. We place all the items into the item table, each row of the table is associated with an embedding vector, and each column is associated with another embedding vector. Hence, each item in the table can be represented by a pair of vectors. The embedding vectors for |V | items can be represented by 2 √ |V | vectors, which are memory efficient for a large scale recommender system with numerous items. Due to the difference between language processing and recommendation, we propose some methods to improve the network. We propose an initialization method for the table, which is based on the similarities between users and items, to get a better representation of the item. Furthermore, in order to speed up the training procedure and improve the performance of the recommender system, we improve the loss function of the network and the adjustment method of the 3) The experimental results demonstrate that our approach can improve the hit performance of recommendation, such as hit rate and normalized discounted cumulative gain, when compared to the state-of-the-art recommender algorithm. Additionally, our approach can also handle the cold start problem, supply new users with the same quality of service as the experienced users. Our approach also makes it possible to explore the users' potential interests by recommending items from the full item set instead of a sampled subset. The rest of the paper is organized as follows. Section II reviews the related work. Section III describes the basic framework of the recommender system and gives the initialization method in detail. In section IV, we evaluate our recommender system on several datasets. The experimental results show that our system achieves comparable performance to existing models. Finally, we conclude our paper in Section V.
II. RELATED WORK
Content-based recommendation and collaborate filtering are based on the similarities between items and users. Shiraki et al. [14] developed a Multi-Mode Recommender System which can adapt to various contextual conditions and evaluate relationships between contexts and user interests. However, their approach needs to label the user profiles and user-mode with categories, which are not suitable for large-scale recommendation due to the sparsity.
The main idea of CF is to find the preference, behavior pattern or other information about the user from his past behavior, and then use this information to predict and recommend items that the user might like. There are mainly two types of CF, user-based recommendation [15] and item-based recommendation [16] - [18] . These methods generate the recommendations by analyzing the similarity between users or items. They think that similar users would like the same items in high probability and the similar items would suit the same user's preference and needs.
The CF task with implicit feedback is usually viewed as an item recommendation problem. Compared with rating prediction, addressing the item recommendation problem is more practical but challenging [19] .
One of the challenges is to model the missing data. Vassiliou et al. [20] proposed a hybrid recommender system of neural networks and collaborative filtering. By using the neural network, they recognized the implicit patterns between user profiles and items of interest, and fulfilled the rating matrix of users and items. Then they used the rating matrix and active user ratings as the input data of collaborative filtering to get the recommendations.
He et al. [21] summarized two critical issues on this challenge. The first one is that, due to the large space of implicit feedback, most of the researchers use the uniform weight to model the missing data which is invalid in real-world settings. The second one is that most approaches are designed in an offline setting and failed to keep up with the dynamic feature of online data. In that paper, He proposed dedicated models to weight missing data based on the item popularity.
These methods need to predict the full User-Item matrix with sparse original data, however, in the large-scale recommendation which has very sparse data, the performance is unacceptable. Wang et al. [5] summarized the three major challenges facing RS in Taobao: scalability, sparsity, and cold start.
There are several studies based on different sides trying to solve the scalability issue. The first one is building a bigger model based on cluster and compress the scale of data. Saravanan [6] proposed the improved MapReduce based data preprocessing and content-based recommendation algorithm using Hadoop framework. In the large-scale recommendation, the standard approach of sequentially examining each item and looking at all interacting users does not scale. Thus, Schelter et al. [4] proposed a MapReduce algorithm for the pairwise item comparison. And they phrased the algorithm as a parallel algorithm to speed up the runtime of computation. However, these methods need to increase the computational and memory capabilities which would bring additional costs.
The second one is improving algorithms by decreasing the scale of data and simplifying the computational process [4] , [9] - [11] . In order to reduce the calculation complexity and increase the memory efficiency of the algorithm, Jahrer and Legenstein [10] proposed to learn the similarities between items by gradient descent and use the linear latent factor model to approximate the similarity matrix. Based on clustering techniques, Sarwar et al. [9] proposed to scale up the neighborhood formation process. They divided the users of a collaborative filtering system by using a clustering algorithm and used the partitions as user neighborhoods. For each user, his/her neighborhood is selected by looking into the partition where he/she belongs. This approach handles the scalability challenge, but also magnifies the impact of sparsity. Due to the sparsity of interactions between users and items, for users in the same partition, only a few items in the item set would be covered and the recommendations are limited in these items.
As for the sparsity, Wang et al. [5] designed a two-stage recommending framework to address the challenge. In the first stage, matching, they generated a candidate set of similar items from the user's historical interactions. Then in the second stage, ranking, they trained a deep neural network and ranked the candidate items for each user. They constructed an item graph from users' historical reactions and applied the graph embedding methods to learn the embedding of each item. Next, they used the item embeddings to compute the pairwise similarities between all items. However, it is because they construct the item graph and generate sequences based on the graph and random walk, that they require extra memory to store the information and cost more training time than traditional methods.
On the cold start problem, Zhang et al. [8] proposed a new scheme of cold-start recommendation based on a cloud computing setting. The basic idea is to build a low-rank subspace to model active users and items from the rating matrix. Liu and Wu [11] devised a factorization model with a new scoring function which can incorporate various features to handle context-aware recommendation and cold-start problems. They also used a buffer update scheme to allow the proposed model to process data incrementally.
As for the other challenges in large-scale recommendation, Chan et al. [22] presented an approach to continuously re-select hyper-parameter settings of the algorithm. Traditional literature assumes that hyper-parameter optimization for collaborative filtering algorithms needs to be done once only at the initialization stage, and when new data comes in, recommender system re-train models with the same hyper-parameter settings. Their hypothesis is that the dynamics of real-world environments changes and a model which is appropriate in the past may become less effective as time goes by.
III. PROPOSED RECOMMENDER SYSTEM
In this section, we introduce the recommender system that we proposed.
A. BASIC ARCHITECTURE OF THE RECOMMENDER SYSTEM
The basic idea of the system is placing items into an item table and using two shared embedding vectors to represent the item. As shown in Fig.1 , we place all the items into an item table. Each item in the table can be represented by a row index and a column index which are associated with embedding vectors x r and x c separately. Then an item in the i-th row and the j-th column can be represented by (x i, , x ,j ). For example, there is an item in the first row and the second column of the item table, we can mark the item by its row index and column index as I 1,2 and the representation of I 1,2 is (x 1, , x ,2 ). Then we use the RNN model to construct our recommender system as shown in Fig.2 . Since this work focus on the hit improvement, we only use the identity of an item as the input feature and generate a recommender list. So we transform the item identity to row index and column index which are represented by one-hot vectors firstly. Then we transform the indexes to embedding vectors.
There is an embedding layer above the input layer, it is a fully connected layer that used to map the one-hot encoding of row and column indexes into the embedding vectors. Then we feed the embedding vector x c t (or x r t ) that describes the column (or row) index of item I t into the network. The final output layer is a softmax layer. The hidden layers are the standard long short term memory layer, the output of the network is the predicted row (or column) indexŷ r (orŷ c ), and the training is performed by minimizing the loss function we described in Part III-C. We formulate our recommender system as follows. Let n denotes the dimension of embedding vector x t and m denotes the dimension of hidden state vector h t−1 . The input of the network is x c t−1 and x r t−1 which are the embedding vectors of item at time step (t −1). The column and row vectors are from embedding matrix X c , X r respectively. Then we can compute VOLUME 6, 2018 the hidden state vector and output as follows. 
In the above equations, W , U , V , and b are parameters of affine transformations, the f and g are nonlinear activation functions. The probability p(w t ) of item w t at position (r(w t ), c(w t )) is determined by its row probability p r (w t ) and column probability p c (w t ).
Where r(w) is the row index of item w, c(w) is the column index of item w, S r is the set of row indexes, and S c is the set of column indexes.
B. INITIALIZE THE ITEM TABLE
In this part, we introduce the phases of item table initialization. First of all, we determine the size of the item table. Then we calculate the item similarities based on the data set. Next, we divide the items into clusters based on the item similarity which the number of clusters equal to the row size of the item table. Then, we sort the clusters and items in each cluster to fix the place of items in the item table. Algorithm 1 shows the basic procedure of item table initialization.
Algorithm 1 Basic Procedure
Calculating the item similarity based on the user-item matrix; Clustering the items; Sorting the clusters by their similarities; Sorting the items in each cluster;
Now, we introduce the initialize procedure in details.
First of all, we set the size of the item table. We assume that there are N items in the data set, then the size of item table is calculated as follows.
In the above equations, C s and R s are the size of column and row of the item table, separately. T s is the size of the item table. Usually, the calculated size of item table T s is larger than N , thus, we pad some NULL items into the item set to fulfill the item table. The elements in the item table are the index of items, and the index for NULL is '0'. Then we can initialize the item table by following steps.
Step 1: Calculating the item similarity. Firstly, we build the item-user matrix M ∈ R I ×U with I items and U users from the data set. In the matrix M , the value of m ij is {0, 1}, '1' or '0' denotes whether the user j has rated the item i or not.
Secondly, we calculate the similarity between items following the method we use in item-based collaborate filtering. The similarity between items is the cosine similarity and calculated by the following equation.
Step 2: Clustering the items. We divide items into different clusters which correspond to the rows in the item table. The most similar items are in the same row or cluster.
Firstly, we choose the seeds for clusters like what we usually do in k-means++. Each cluster has one seed and the number of clusters equals the number of rows in the item table. The Algorithm 2 gives the procedure of seeds choosing. In our algorithm, we use the similarity between items to represent the distance between them and choose the furthest item from the existing seeds as the new seed item.
Algorithm 2 Choose the Seeds of Clusters
Choose one item randomly from the data set as the first 
Sim(I
In (9), n k denotes the number of items in the cluster Clt k , except I i . Sim(I i , Clt k ) can be viewed as the contribution of I i to cluster Clt k , larger the value of Sim(I i , Clt k ), higher the inter-cluster aggregation we get once the item I i join the cluster. For a cluster, the inter-cluster aggregation can be calculated as follow.
In (10), K is the number of items in the cluster Clt k . In item clustering, our optimization goal is to get the maximum inter-cluster aggregation as shown in (11) .
For item I i , we calculate the Sim(I i , Clt k ) with different Clt k firstly, then we choose the cluster Clt Max which has the maximum boost of inter-cluster aggregation as the target cluster, and add the item I i to the cluster. If the cluster Clt Max is full, we select and remove the item I Min from the cluster which has the minimum contribution to the inter-cluster aggregation. Then we choose the combination of the item and cluster that has the maximum contribution to the Aggre_all and add these items into corresponding clusters. Following the Algorithm 3, we can get the divided clusters which have a high inter-cluster aggregation. Additionally, we mark the index of cluster Clt j as j. Step 3: After we get the clusters, we sort the clusters by their similarities.
Algorithm 3 Split the Items Into Clusters
According to the previous definitions of similarities, we can get the similarity between clusters.
Sim(Clt
In (12), K i and K j are the size of Clt i and Clt j separately. Then we sort the clusters by the similarities between them.
Firstly, we calculate the similarities between different clusters. Secondly, we choose the pair of clusters which are least similar as the end clusters and mark them as head cluster Clt h and tail cluster Clt t . Then, from the end clusters, we choose the most similar cluster as the neighbor cluster. Finally, we get a sequence of clusters which has the least similarity between end clusters and highest similarity between neighbor clusters. The index of sorted clusters can be viewed as the row index of the item table, and the items in the same cluster correspond to the items in the same row of the item Step 4: After we sort the clusters by their similarities, we sort the items in the first cluster Clt h . Similar to Step 3, we sort items by the item similarities. We choose the pair of items which are least similar as the end items and mark them as I h , I t . Then, from the end items, we choose the most similar item as their neighbor item. Then we get a sequence of items which has the least similarity between end items and highest similarity between neighbor items. The index of sorted items in the head cluster can be viewed as the column index of items in the first row of the item table.
Step 5: Sorting the items in each cluster row by row. The items in the same column of the item table share the same embedding vector, thus, items in the same column have a higher inter-column aggregation than others. It is because the items in the same column are not in the same cluster, in order to get higher inter-column aggregation, that we sort the items row by row based on the greedy algorithm.
In
Step 4, we have sorted the items in the first cluster. Then we sort the items row by row based on the sorted cluster. Firstly, we mark the sorted cluster and its unsorted neighbor cluster as Clt cur and Clt ne , separately. Secondly, we view the items and their similarities in the two clusters as a graph. Items in Clt cur are the source nodes, items in Clt ne are the end nodes. We connect the source nodes with end nodes, and the weight of the connections are the inverse of the similarity between corresponding nodes. For example, the weight of connection between source node I i and end node I j is 1/Sim(I i , I j ). Then, after we build the graph, our goal can be transformed from getting a higher inter-column aggregation to get the minimum cost with maximum flows (MCMF) in the graph, and we solve the problem by the casual algorithm. Then, we sort the items in Clt ne according to the optimal connections between items. Finally, we can sort all the items by repeating the sort stage.
Algorithm 5 Sort the Items by Rows for current cluster index cur in S do
get the current sorted cluster Clt cur ; get the neighbor cluster Clt cur+1 as Clt ne ; get the similarities between items in Clt cur and Clt ne ; # build the graph; set the items in Clt cur as the source nodes; set items in Clt ne as the end nodes; set the similarities between items as the weight between nodes; use MCMF to find the optimal connections between items; sort the items in Clt ne following the connections;
C. LOSS FUNCTION
In training procedure of RNN, in order to improve the performance of the system in the test procedure, some researchers choose the input of the network randomly from the original input and the output of last time step. We achieve this goal by improving the loss function of the network. Since this system is based on the RNN, we can get the sequential output by continuously inputting sequential data into the network. For example, feeding the input x t into the network at time step t, we can get the output y t . At the next time step (t + 1), we feed y t into the network and get y t+1 . Repeat feeding the output of last time step into the network, we can get sequential outputs {y t+2 , . . . , y t+c }.
Due to the cumulative error, the sequential outputs without real input data would deviate from the target outputs gradually. Thus, for the sequential outputs, it is necessary to reduce the error of long sequences with recurrent inputs. For input x t , we aim to maximize the following term. α i log p(y t+i+1 |y t+i ) + log p(y t |x t )
Equation (13) represents the prediction loss of the sequence outputs after y t , c is the output window size, α i is the coefficient of prediction loss in different time step. For a given sequence of items with length T , the objective can be rewritten as
Then we can use back-propagation and gradient descent to update the parameters and train the model.
D. THE TRAINING AND TEST PROCEDURE
In this system, we have an item table filled with the index of items which can be represented by shared embedding vectors. In order to get the best performance of the recommender system, it is obvious that we need to optimize the item table and the network at the same time. The training process of the model is as follows.
1) Initialize the item table and network.
2) For a given item table, train the embedding vectors with a fixed output window size until convergence. Then increase the output window size and keep on training the network to converge till meeting the upbound of output window size. Exit training process if it meets a stopping criterion, otherwise go to the next step. 3) Fix the embedding vectors got in the previous step, then refine the allocation of the item table to minimize the loss function over rows or columns based on the output loss. Then go back to step 2. As for the adjustment of the item table in step 3, Li et al. [13] proposed to use the MCMF to minimize the loss function which is called global MCMF in this paper. They adjust the place of all the items at once, thus the computational complexity of the global MCMF is O(V 4 ) with V items in the table, and it would cost lots of time to re-train the network due to the change of row and column for items. Thus, we improve the adjustment method for the large-scale recommendation. In the training procedure, we can get the output loss for each item in rows and columns. Then we only adjust the row (or column) index of items while keeping their column (or row) index at a time. For example, if the loss of rows is larger, we adjust the row index of items columns by columns following the method we used in the last step of the item table initialization. We view the items in a column as the source nodes, the corresponding row indexes as the end nodes, and the weights between source nodes and end nodes are the row loss of items. Then, we can build the graph and use MCMF to get the better row index for each item, and we call this method as local MCMF. The computational complexity of the local MCMF can be reduced to O(V 2 √ V ). Fig.3 gives an example of the training and test sequence of our system. In the training stage, we feed the user's rated items into the network sequentially and view the following items as the targets to calculate the loss function. In the test procedure, we input the known records into the network and get the latest states of the user. Then based on the state, we can generate the recommended items.
IV. EXPERIMENT A. BASIC INFORMATION OF DATASETS
We evaluate our model on the public data set, MovieLens. MovieLens has been widely used to evaluate the performance of the recommender system. We use two different versions of MovieLens datasets, one is the latest and the other is the 1M version. Both versions of the data set have at least 20 ratings for each user. The characteristics of the two data sets are summarized in Table 2 .
B. EVALUATION SCHEME
It is because we want to investigate the hit performance of the recommender system, that we transform the ratings into implicit data, where each item is marked as 0 or 1 to indicate whether the user has rated the item or not. We ignore the feature information or genres about user and item, only use the rating records to train our model. We use indexes to represent different users and items and this would help to protect the user's private information. We evaluate the performance of recommendation on the full item set instead of a subset generated by the leave-one-out evaluation.
Like most of the recommender systems, we generate the Top-N items and recommend them to the target user. In our experiment, we do not use precision as the performance measurement, because a zero entry may cause that the user is not interested in the item, or that the user is not aware of its existence. So in this situation, precision is not a suitable performance measurement.
Then we use the Hit Rate (HR) and Normalized Discounted Cumulative Gain (NDCG) to evaluate the hit improvement of our system. The HR is used to reflect the proportion of users for which at least one item from the user's test profile is recommended. And the definition of HR is as follow. Besides considering whether the test item is present on the Top-N list, the NDCG can reflect the quality of hit by assigning higher scores to hits at top ranks. We can calculate the NDCG as follows.
NDCG is the normalization of DCG by dividing the maximum possible DCG through position, also called Ideal DCG (IDCG). The NDCG values for all queries can be averaged to obtain a measure of the average performance.
C. BASELINES
We compare the performance of our recommender system with three classic methods and a state-of-art method as follows:
• Item-based kNN [16] and user-based kNN. We use the basic implementation of the approach. Item-based kNN is the standard item-based collaborative filtering method. We use this method as the baseline.
• SVD++ [23] . SVD++ was proposed by Koren et al. [23] . It is a typical matrix factorization method and has a good performance on score prediction.
• Amazon Item2Item [18] . This method was proposed by Amazon in 2003. It performs well on their website.
• NCF method [24] . Neural CF was proposed by He et al. [24] . In the paper, they compared the performance of NCF with ItemPop, BPR, and eALS, and the NCF method performs better. It is a highly competitive baseline for item recommendation. So we did not reproduce another recommendation methods.
D. EXPERIMENT
In this part, we test the performance of our system. First of all, we build the RS based on RNN as we described in Section III-A. After fixing the hyper-parameters of the network, we compare the memory cost of our method with some typical recommendation methods on the MovieLens-1M. In fact, although these methods are based on different network, the weights of the network costs much less memory than the processed inputs. Thus, we only summarize the memory cost for the storage of inputs and embedding vectors. For example, in the RSs based on item-kNN and user-kNN, we summarize the memory cost for the storage of item-item and user-user similarity matrices. In the neural network based RSs, we record the memory cost for the storage of embedding vectors with the same embedding size. Fig.4 shows the memory cost of different methods. We can clearly see that our method cost much less memory than other methods. In order to evaluate the performance of the initialization method, we visualize items in a graph. We reduce the dimension of the similarity vectors of items by using t-SNE [25] and visualize these items in a figure. Then, we choose a row index randomly and paint corresponding items which are from different item tables with different colors and shapes in Fig.5 . In the figure, triangle nodes painted in green are items in the original item table, circle nodes painted in orange are items in the initialized item table, hexagon nodes painted in red are items in the item table that we get after training. From the figure, we can see that the original items are distributed randomly in the graph while initialized items are more concentrated and more similar to the trained items. We also give some test results in Fig.6 to show that the initialized item table converge faster than the random item table to achieve a better performance. As we mentioned above, the whole training procedure of the network can be divided into several rounds by the refining of the source table. Fig.7 and Fig.8 show how the NDCG and HR get improved with the refinement of the item table.
As we can see, after two rounds of item table refinement, our method performs better than the baseline item-based kNN. This means that it would not take a long time to train our model and get the acceptable results.
Then, we test the performance of our system under different initialization schemes. Fig.10 show the performance of Top-N recommendation list on the MovieLens-1M dataset where the size of the recommender list ranges from 1 to 10. Fig.9 shows the performance of hit rate by using different methods. Usually, the HR and NDCG performance of SVD++ and I2I are tested on the leave-one-out method, which is unreasonable in real life that we can not know if the user likes this item before the user rates. In our experiment, all the methods are tested on the full item set. We can see that the performance of our method is better than others. For baseline methods, the hit rate of our method at Top-10 outperforms NCF with about 6% improvement. Fig.10 shows the quality of ranking on the MovieLens-1M dataset with different methods. We also test our method on the MovieLens-latest dataset. Fig.12 shows the performance of NDCG and HR with the size of the recommender list ranges from 1 to 10. From the figure, we can know that our system has similar performance on different datasets.
As Wang et al. used in [28] , we select P earliest records of each user to form the training set and use all the rest of the data set as the test set. In order to simulate the sparsity of data, we set P from 1 to 20 in our experiments. Fig.13 shows the results of our recommender system under different sparsity settings. In the very sparse setting, there are few data for network training, thus, item-based kNN performs better than our method. This is because that we do not have enough data to learn the relationship between items. As we can see from the figure, with the increase of training records, our method is significantly better than item-based kNN by a margin of 20%. And with the increase in the number of training P, the performance of our method is going stable. Due to the sharing of embedding vectors, the training times of each item is larger than the actual number of items, which makes it possible to handle the sparse data.
We also test our approach on the cold start problem. In this part, we do not compare the performance of our approach and CF, MF, etc. Because those methods could not handle the new user cold start problem. We estimate our trained method on the new user with a different number of historical items. With the increase of test records, the performance is steady which means the new user of our system would get the same good service as experienced users. Table 3 gives the experiment results.
V. CONCLUSION AND FUTURE WORK
In this work, we have proposed a memory efficient approach to the scalability of a recommender system. We construct an item table to decrease the memory cost in a recommender system and improve the performance of recommendation by sharing the embedding vectors and predicting on full item set. In order to get a better representation of items, we present a similarity-based method to initialize the item table. We also improve the loss function of the network, and the adjustment method which is used to adjust the placement of items to speed up the training procedure. For high sparsity data, our system can learn the preference of users quickly by sharing the embedding vectors. Additionally, new users can also get the same quality of service as the experienced users by our system.
In the future, we will study more on extending our method to a distributed network [27] and training personalized recommender system with small data.
