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No consensus regarding the universal validity of any particular interpretation of the 
measurement problem has been reached so far. The problem manifests strongly in various 
Wigner’s-friend-type experiments where different observers experience different realities 
measuring the same quantum system. Only classical information obeys the second law of 
thermodynamics and can be perceived solely at the holographic screen of the closed orien-
table two-dimensional manifold implied by Verlinde’s and Landauer’s mass-information 
equivalence equations, where ħ serves as an auxiliary variable. I conjecture that biological 
cell, as a dissipative structure, is the smallest agent capable of processing quantum infor-
mation through its holographic screen and that this mechanism have been extended by natu-
ral evolution to endo- and exosemiosis in multicellular organisms, and further to language 
of Homo sapiens. Any external stimuli must be measured and classified by the cell in the 
context of classical information to provide it with an evolutionary gain. Quantum infor-
mation contained in a pure quantum state cannot be classified, while incoherent mixtures of 
non-orthogonal quantum states are only partially classifiable. The concept of an unobserva-
ble velocity normal to the holographic screen is also introduced. 
 
“It is also possible that we learned that the principal problem is no longer the fight with 
the adversities of nature but the difficulty of understanding ourselves if we want to sur-
vive.” [EW67]. 
 
I. Introduction 
It is my conviction that life explains a measurement 
problem of quantum theory (QT). This conjecture was 
probably firstly hinted by Howard Pattee in [HP71] and I 
still work on to support it, refining various, mostly heuris-
tic arguments, connecting dots, gathering facts, but also 
stumbling and making mistakes [SL18]. Anyway, both 
life and science evolve. 
Fortunately, since the time the first version of this pa-
per has been published, observer-independence of QT has 
been eventually experimentally disproven [PEA19]. QT 
deals with quantum information, while the one that we are 
constructed to experience is classical. “We form for our-
selves images or symbols of the external objects; the 
manner in which we form them is such that the logically 
necessary consequences of the images in thought are 
invariably the images of materially necessary conse-
quences of the corresponding objects. (...) Experience 
shows that the demand can be satisfied and that such 
correspondences do in fact exist” [HH94]1. The fact that 
individual perceptions of quantum reality usually corre-
spond to each other does not imply that any observer-
independent or consistent objective reality exists up to 
each and every single measured quanta. Relativity or 
inconsistency of perceptions of moving observers is the 
conclusion of relativity theory so consistent objective 
reality of QT, if existed, would apply solely to cover still 
(unmoving) observers. But do they ever exist? Recent 
work on entropic gravity [EV10] suggests that both inertia 
and gravity are emergent phenomena, while the standard 
concepts of position, velocity, acceleration, mass and 
force are far from obvious. This invalidates some objec-
tively existing space-time which would be consistently 
and objectively real for all observers. Time and space 
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1 Heinrich Rudolf Hertz, the discoverer of the electromag-
netic waves, 1894. 
have been already deprived of the last trace of objective 
reality [AE15] by the very creator of the relativity theory. 
I do not think that QT is incomplete, imperfect or re-
quires some peculiar interpretation conflicting with an 
experience. On the contrary, this tricky linear algebra of 
complex vectors is perfect and complete. Only the manner 
in which a single living cell perceives the world, that 
humans have received in the course of natural evolution, 
known otherwise as the measurement problem, form 
barriers to QT understanding and acceptance. After all, 
imaginary unit in the Schrödinger equation is hard to 
imagine. 
Section II of this paper briefly summarizes differences 
between quantum and classical information to show that 
concepts of time, distinguishability, entropy and memory 
are inherent to the latter. Section III deals with concepts 
of classical and quantum probability. Section IV is a re-
view of the entropy formulas. Section V concerns holo-
graphic screens, storage devices for classical information, 
through which entropy gradients generate entropic forces 
normal to the screens [EV10]. Mass-information equiva-
lences demand that the screens must be closed manifolds 
and that classical information may be measured solely at 
their surfaces. The concept of a holographic screen is 
extended to biological cells in Section VI, where an ex-
ample of visual perception is considered to introduce an 
unobservable velocity, as complementary to velocity that 
parametrises the  factor. Finally Section VII deals with 
other agents either theoretically capable of performing 
observations (artificial) or maintaining biological evolu-
tion (viruses). 
II. Information 
Information can be either quantum or classical. Bit is 
the smallest unit, the atom of classical information and 
qubit is the smallest unit of the quantum one. The relative 
phase factor of the qubit is lost upon qubit measurement 
and the qubit reduces to one bit of classical information. 
Classical information is finite and distinguishable. A 
recording medium is necessary to make a measurement 
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and any record can be encoded in a finite bit string. Clas-
sical information (as opposed to quantum one [WZ82], 
[PB00]) can be cloned and deleted (along with a corre-
sponding minimum energy dissipation and entropy in-
crease given by Landauer’s principle). Therefore a meas-
urement (or an initialisation [SK99]) of a quantum state 
which reduces quantum to classical information requires, 
in order for the latter to be stored and processed, an intro-
duction of memory (classical information storage, record-
ing medium), which by the Bekenstein bound must be 
finite. Classical information must also relate to spatially 
and/or temporary distinguishable phenomena above the 
limits of Planck length (ℓP) and Planck time (tP), as well 
as above the uncertainty principle threshold, violation of 
which would imply a violation of the second law of ther-
modynamics [HW12]. Finally, classical information is 
interpreted bit by bit by those who are able, which include 
living biological cells, their multicellular conglomerates, 
eusocial and antisocial groups of such cells and conglom-
erates, as well as Turing machines. Temporal distribution 
of classical information must be taken into account w/r/t 
the information decay of the recording medium it is stored 
within, as well as storage capacity that this medium pro-
vides. Therefore lack of any classical information about a 
past event equalises this event to an event that has never 
happened. 
Quantum information is infinite and indistinguishable 
(with the exception of orthogonal quantum states). If two 
quantum particles of the same kind are indistinguishable 
their trajectories
2
 between two distinct moments of time 
they were measured are undefined, which leads to Bose-
Einstein (symmetric) or Fermi-Dirac (antisymmetric) 
particle statistics, of which the latter accounts for the great 
variety of chemical properties of atoms in the universe 
[RF85]. Particles’ indistinguishability is also a foundation 
of classical statistical thermodynamics based on Maxwell-
Boltzmann statistic, on which the concepts of ideal gas 
and Boltzmann entropy are based. Indistinguishable 
TPPF152 organic molecules (430 atoms, ~6 nm diameter) 
are the largest complex particles for which quantum inter-
ference has been observed so far [GEA11] and quantum 
interference is present only for indistinguishable parti-
cle(s)
3
. It is the effect of this indistinguishability. Distin-
guishability is in the eyes of an observer, whose interpre-
tation department [FL85] assigns a distinguishable label 
to classify the information that he/she/it perceives. Quan-
tum measurements repeated w/r/t the same basis provide 
zero information [CM11], while by mere definition an 
information must be gained from a measurement. 
Relational Quantum Mechanics (RQM) introduced by 
Carlo Rovelli [CR97] provides a framework to reconcile 
quantum and classical information. It postulates (1) a 
maximum amount of classical information (N bits) that 
can be extracted from a system (all systems are in RQM 
assumed quantum by nature) and (2) that it is always 
possible to extract new bit of classical information about a 
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the concepts of time and memory to store information about 
some previous object’s position to be a priori defined. 
3 In optical quantum computation for example, either a sin-
gle photon interferes with itself (Mach-Zehnder interference) or 
two indistinguishable photons interfere with each other (Hong-
Ou-Mandel interference). 
system by means of an additional question, if only it is at 
least partially independent on (non-parallel to) the ques-
tions that have been used to extract this N bits. After ask-
ing this additional question, new information is available, 
but the total amount of classical information about the 
system does not exceed N bits. Postulate (2) expresses the 
experimental result about the world coded in quantum 
mechanics. Accordingly every contingent statement about 
nature is in the RQM proposed to be reinterpreted as a 
relational assertion and Planck’s constant is just the trans-
formation coefficient between physical units and classical 
information units (bits). RQM, however, does not treat an 
observer as any special system and maybe that is the 
reason it fails to investigate the extent to which the no-
ticed consistency between different observers’ descrip-
tions of the objective reality could be taken as the missing 
input for reconstructing the full formalism of the quantum 
mechanics. Indeed, if classical information is distinguish-
able, observers capable of performing measurements and 
reacting to these results (at least to record and discuss 
them later) should also be distinguishable. 
III. Probability 
Probability is commonly defined as the measure of the 
likelihood that an event will occur. It is therefore a circu-
lar definition, requiring an interpretation. Two competing 
ones exist. The ontic (also called objective or scientific or 
physical) interpretation assumes some objective physical 
element of reality: a coin, a dice, a roulette, a football 
team in a given match, etc. to which probability is associ-
ated and either calculated as a relative frequency of occur-
rence of the event in a long run of previous trials (fre-
quentism) or modelled as a tendency of this element of 
reality to produce this event occurrence (propensity). The 
epistemic (also called subjective or evidential) interpreta-
tion regards probability as a measure of the degree of 
belief of an individual assessing the uncertainty of the 
future event occurrence on the basis of previous experi-
ences. 
The ontic interpretation involves calculations and log-
ical inferring and thus may be employed by humans and 
human designed algorithms. The epistemic one in princi-
ple requires only the memory to store the prior experienc-
es on which the subjective degree of belief is based or 
estimated. I avoid the word inferred in this context, as 
there are various theories of reasoning to arrive at this 
degree of belief. Bayesian probability, Dempster-Shafer 
theory, Lotfi Zadeh possibility theory are just a few ex-
amples. In any case this degree of belief must be based on 
some classical information recorded earlier and a way it is 
inferred is a secondary issue. Therefore epistemic proba-
bility is employed not only by humans, but also by other 
living organisms provided with memory tuned to gain and 
retain fitness-relevant information [NP08]. It may be thus 
regarded as an equivalent of a survival instinct. Turing 
machines do not have the survival instinct, not to mention 
beliefs. 
Monty Hall problem perfectly illustrates the difference 
between ontic (memory independent) and epistemic 
(memory dependent) interpretation of probability
4
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player is faced with a choice of one of three doors, where-
in a reward is behind one of them. He chooses between 
two sets: a winning set containing one element associated 
with the reward and a losing set containing the remaining 
two elements so his chance of winning clearly amounts ⅓. 
A host knowing what's behind the doors, opens one door 
from the losing set and offers the player a possibility to 
switch his choice. By switching, the player increases his 
chance of winning to ⅔, since the cardinality of the losing 
set has now been reduced by the host action to one ele-
ment retaining the set ⅔ probability, but the player has no 
guarantee whatsoever that he initially picked the door 
belonging to the winning set. But if both the player and 
the host suddenly forgot which door the player picked 
before the host opened another door, the player would 
have only ½ chance of winning. Erasure of classical in-
formation during the course of this experiment changes 
the odds. This information must obviously be erased on 
both sides of the holographic screen (the player and the 
host sides) discussed in Sections V and VI. 
A measurement of a pure quantum state is associated 
with certain (ontic or epistemic
5
) probability calculated 
using the Born rule as a square of a probability amplitude. 
It can be easily set in practice by rotating polarisers or 
Stern-Gerlach apparatuses, using quantum gates on qubit 
registers etc. It is mathematically elegant but brings about 
the measurement problem that in turn demands an inter-
pretation and no consensus in this matter has been 
reached so far [SKZ13]. In any case the concept of proba-
bility is just a quarterdeck over the concept of the quan-
tum measurement itself. 
IV. Entropy 
Entropy is a function of probability. Otherwise (i.e. 
for impossible events, for certain events and for pure 
quantum states) it amounts zero. In statistical mechanics 
classical entropy is related to the notion of multiplicity 
(Wahrscheinlichkeit) W, closely related to probability, the 
number of different ways a number of indistinguishable 
particles can be distributed in a thermodynamic system, a 
certain volume of space composed of adjoining compart-
ments. It is provided by Boltzmann entropy formula 
  lnB BS k W  (4.1) 
or its Gibbs generalisation to non-equilibrium systems 
with multiplicities not having equal probabilities 
(pi  1/W) 
 1lnG B i
i i
S k p
p
 
  
 
  (4.2) 
that shows that W represents the inverse of probability for 
a system in thermodynamic equilibrium. 
Any given physical system corresponds to many dif-
ferent thermodynamic systems [EJ65] and thus Gibbs 
entropy formula is a measure of information, or of uncer-
tainty. Although making it dimensionless in order to 
transfer the burden of carrying the units of energy to the 
temperature [ABN08] would still be problematic due to 
the equipartition theorem relating the average energy of a 
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particle not only to the temperature of a system but also to 
the particle’s degrees of freedom. 
In classical information theory, Shannon entropy 
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1
logH i
i i
S p
p
 
  
 
  (4.3) 
quantifies the information gained, on average, while 
measuring random variable, where the outcomes are given 
by probabilities pi. In the case of a binary random variable 
Shannon entropy simplifies to 
  2 2
1 1
log 1 log
1
HS p p
p p
   
     
   
 (4.4) 
SH is equal to the average number of questions needed to 
ask in order to acquire the missing information about the 
measured random variable [ABN08]: increasing the num-
ber of possible outcomes will require more questions to 
be asked; deviation from uniformity of their distribution 
will decrease the average number of questions. SH in-
creases therefore in only one direction, towards uniformi-
ty. It is said to measure our ignorance about the properties 
of a system that exists objectively strong, i.e. it is inde-
pendent of the act of measurement or of man’s presence 
in the world [KJD85]. Such a system would definitely 
belong to a consistent objective reality that man strives 
for to define. If it only existed. 
Finally, quantum von Neumann entropy formula 
   2 2
1
tr log logQ i
i i
S   

 
    
 
  (4.5) 
defines the entropy of a quantum system containing a 
statistical ensemble of quantum states described by densi-
ty matrix  (directly or in terms of its eigenvalues i). In 
case  describes measurements of a single qubit, von 
Neumann entropy simplifies to 
 
1 2 2 2
1 2
1 1
log logQS  
 
   
    
   
 (4.6) 
 
Fig. 1: Three entropies. SH(p) (4.4), SG(p) = -pln(p)-(1-p)ln(1-p), 
SQ[p|00| + (1-p)(|0+|1)(0|+1|)/2)] (4.6) in base 2 
Hatched area represents non-orthogonality between SH and SQ 
These formulas are illustrated in Fig. 1 for SG describ-
ing a thermodynamic system containing two particles in 
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two compartments (W = 2) in Planck units (kB = 1) and SQ 
for a density matrix describing two non-orthogonal states. 
Volume integration over the Maxwell-Boltzmann par-
ticle statistic introduces the natural base of the logarithm 
in Boltzmann and Gibbs entropy formulas and indistin-
guishability of particles is further assumed, as it would 
otherwise lead to the Gibbs paradox. On the other hand 
bases of the logarithms in Shannon and von Neumann 
formulas may be freely chosen in dependence of the con-
sidered unit of information. Base 2 is typically used if SH 
and SQ are to be measured in bits. 
Therefore Boltzmann and Gibbs entropies are scalable 
only w/r/t multiplicity W, Shannon and von Neumann 
entropies are scalable w/r/t the number of outcomes/states 
and also the base b, and von Neumann entropy is further 
scalable w/r/t the orthogonality of the states of . Von 
Neumann entropy vanishes if  describes just one, pure 
quantum state (a certain or impossible event in the word-
ing of Shannon entropy where SH = 0), increases if  de-
scribes a probabilistic mixture of non-orthogonal pure 
states to reach the limit of SQ = SH if all states of  are 
orthogonal, in which case the density matrix is devoid of 
the interference entries between the states it describes. In 
other words, outcomes of the binary random variable in 
SH are informationally distinguishable, similarly as the 
states of SQ if only they are orthogonal; otherwise they are 
ether partially distinguishable or indistinguishable if just 
one pure state is considered. Shannon entropy becomes 
therefore von Neumann entropy of orthogonal (distin-
guishable) quantum states that may be thus quantified as 
existing objectively strong [KJD85]. But this is just this 
partial distinguishability that sometimes becomes incon-
sistent. 
V. Holographic screens 
The work of [EV10] concludes that all forces are en-
tropic in nature and space is just a statistical concept serv-
ing solely to classify particles passing through holograph-
ic screens with regard to their energy, while the amount of 
information differentiates inertial and non-inertial frames. 
It also explains why gravity allows an action at a distance 
even when there is no mediating force field. Within this 
approach classical information causes inertia. A mass-
information equivalence equation is further introduced in 
[EV10] 
 
1 2
1
2
BNk Tm
c
  (5.1) 
according to which mass m1 approaching the holographic 
screen should merge with (be absorbed by) the micro-
scopic degrees of freedom on the screen and hence it will 
be made up out of the same N bits as those that live on the 
screen. The surface of the screen and thus the number of 
the bits that it carries does not increase in this process. 
The screen forms a storage device for classical infor-
mation [EV10]. 
On the other hand, the Landauer limit provides anoth-
er mass-information equivalence 
  2 2 ln 2
BNk Tm
c
  (5.2) 
for a minimum possible mass m2 that should be dissipated 
or expelled from the screen to erase N bits of information 
that live on the screen and the use of an environment is 
essential for the process of erasure [KJ05]
6
. This is con-
tradicting since 
  2 1 12ln 2 1.3863m m m   (5.3) 
and assuming that N is the same in both equations (5.1) 
and (5.2) this would lead to different entropy gradients 
∆S/∆x on the screen generating unequal forces in clear 
violation of the third Newton's laws of motion.  
To resolve the contradiction of (5.3) such a storage 
device should therefore be capable to losslessly compress 
each bit of classical information m1 that it absorbs at least 
by the factor 1/2/ln(2) so that the mass m2 required to 
erase this bit would be equal to the mass m1 that this bit 
was created from. As any compression algorithm must be 
based on some statistical model of the compressed data, 
the screen must be thus a closed orientable two-
dimensional manifold
7
 satisfying the holographic princi-
ple according to which maximum amount of classical 
information enclosed by this manifold will not exceed the 
area that the manifold provides. 
Turing machine could not be used as a lossless com-
pressing storage device. Not only due to the Bekenstein 
bound, which excludes unbounded memory of a Turing 
machine with finite physical dimensions that would be 
constrained by the manifold. Mainly due to the rather 
unreasonable requirement of implementing the manifold 
with some lossless, possibly sophisticated, data compres-
sion algorithm generating statistical models for the un-
known input data in real time. And any such data model 
would have to record each binary property A such that 
   | 0 | 1P X A P X A   , where X  is the random vari-
able that governs the system’s observed behaviour in the 
future, regardless of how much these distributions overlap 
[GEA12]. 
However, it has been shown [GEA12] that quantum 
systems are able to save memory by partially discarding 
some binary property and yet retain enough information 
to recover statistical differences between probabilities of 
events conditioned by this binary property. And this re-
sults directly from the features and structure of the QT 
and density matrix formalism. The only requirement is 
that not all the states processed by the quantum system are 
mutually orthogonal, aka distinguishable, aka unable to 
interfere with each other. This looks like a reasonable 
assumption, since quantum interference is observable in 
the classical world, while (5.3) allows certain order for 
the information approaching the screen. As the states |0 
and (|0 + |1)/√2, for example, are non-orthogonal they 
contain some redundancy since both have a component in 
the |0 direction [NC00]. This increases their indistin-
guishability level as compared to orthogonal ones, as 
shown in Fig. 1. This is however the same non-
orthogonality of quantum states that is present in no-
cloning theorem, no-deleting theorem, Bell's theorem, 
Hardy's paradox, the mystery of the quantum cakes, etc. 
Much of the essence of quantum theory already makes 
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ing, has non-Euclidean geometry. 
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itself known in the case of just two non-orthogonal states 
[CF98]. This is also the merit of RQM. 
Processing of data by the holographic screen is called 
quantum measurement (if only any distinguishable label 
is assigned to it) and takes place in a quantum scale (the 
reduced Compton wavelength is a natural representation 
of mass on the quantum scale). Processing includes meas-
urements of elementary particles, of which photons are of 
particular importance (as discussed in Section VI), as well 
as other chemical compounds including linear and cyclic 
organic compounds carrying various form of information 
such as genetic one. Perhaps Bekenstein's argument does 
not hold for holographic screens because the screen is not 
in general in thermodynamic equilibrium [EV10]: the 
particles passing through the screen (or rather the infor-
mation they carry), though undistinguishable, are neither 
spherical nor uniformly distributed over their volume (cf. 
TPPF152 molecule mentioned in Section II). In the con-
text of the holographic screens, Compton wavelength 
should thus be written as  = h/m(x)/c with mass ex-
pressed as a function of a direction x normal to the screen.  
Nothing collapses and nothing is corrupted during the 
measurement at the holographic screen but can be merely 
recorded. The holographic screen defines Heisenberg’s 
cut in the von Neumann’s chain and quantum theory, as 
applied to observation, is thus in blatant contradiction 
with experience [JN55]. It must be. Nor causality nor 
influence nor collapse are good words in the context of 
quantum measurements [BG10]. 
According to principles of the General Theory of Rel-
ativity [GW15] the laws of nature are merely statements 
about space-time coincidences (Relativity Principle), 
inertia and weight are identical in nature (Equivalence 
Principle) and should be derived from an interaction of 
bodies (Mach's Principle). This is congruent with the 
finding of [EV10] that the acceleration caused by the 
relativistic or non-relativistic gradient of entropy is nor-
mal to the holographic screen, which thus correspond to 
the equipotential surface. 
In conclusion, classical information lives solely at the 
holographic screen of the manifold where ħ serves as an 
auxiliary variable. But perhaps it is not needed only for 
dimensional reasons [EV10]? 
VI. Biological cells as holographic screens 
Cells are considered to emerge on Earth at least 3.5 
billion years ago
8
. A cell consists of cytoplasm containing 
various biomolecules such as proteins and nucleic acids, 
which is enclosed within a lipid bilayer membrane with 
embedded proteins. Theoretical minimum diameter of a 
spherical cell compatible with a system of genome ex-
pression and a biochemistry of contemporary character 
has been estimated to 200 nm, including its membrane 
[NRC99]. Cells are alive, wherein life is commonly de-
fined as characteristic distinguishing physical entities that 
feature signalling and self-preservation (i.e. survival in-
stinct), from those that do not, either because such fea-
tures have ceased or because these features have never 
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however that the chemistry leading to life may have begun 
shortly after the Big Bang, 13.8 billion years ago. It is obviously 
tempting to assume that life somehow started with the Big Bang. 
existed for a given entity, which is thus classified as inan-
imate. 
Cell signalling understood as an ability of a cell to 
perceive and respond to its microenvironment is the basis 
of a normal cell self-preservation. Therefore, while inter-
acting with the environment, a single biological cell must 
process classical information through its selectively per-
meable membrane. Any external stimuli acting on a cell 
membrane must be measured and classified by the cell in 
the context of classical information to provide the cell 
with an evolutionary gain. This classification is inherently 
imperfect and burdened with an error but precisely these 
errors condition the survival of the cell and are the engine 
of the evolution. The better the organism perceives and 
responds to its environment, the better it is adapted to 
survive and reproduce. Quantum information contained in 
a pure quantum state cannot be classified, while incoher-
ent mixtures of non-orthogonal quantum states are only 
partially classifiable, as shown in Fig. 1.  
Cell membrane works therefore as a holographic 
screen, discussed in the preceding section. Biological 
cells are thus both classical and quantum from the infor-
mation theoretic perspective. Interestingly cells that not 
adhere to other cells or surfaces do not proliferate 
[RSEA17]. It is just like uniform distribution of classical 
information on the cell’s membrane preventing it from 
spatially locating itself in an environment would inhibit 
the cell’s evolution. 
Any biological system in thermodynamic equilibrium, 
which converts inanimate food into a highly organized 
structure and obeys various other constraints would vio-
late the second law of thermodynamics [EJ65]. Therefore 
a cell is from a thermodynamic perspective a dissipative 
structure, a thermodynamically open system operating in 
nonlinear manner far from thermodynamic equilibrium, 
having a dynamical régime that is in some sense in a 
reproducible steady state, which was reached by natural 
evolution. This dissipative structure requires that a portion 
of the energy flowing through it be used to maintain this 
far from equilibrium, stable, steady state, while the entro-
py of the universe increases at a more rapid rate than 
would occur if the dissipative structure did not exist. It 
seems that the degree of organization within either sys-
tem, equilibrium or dissipative, is timeless. Essentially, 
time is dependent on a system’s distance from equilibri-
um. Hence, time is made when a system moves away 
from equilibrium and time is lost when a system moves 
towards equilibrium. A dissipative structure existing in a 
stable steady state may be seen as storing time [RM08]. 
The mechanism of biosemiotic communication that 
emerged in a single cell has been transferred in the pro-
cess of evolution to multicellular organisms. Probably not 
only to bypass the limits defined by cell surface area to 
cell volume ratio [RM08]
9
, but also to enhance classical 
information processing capabilities. Semiosis, the pro-
cesses of production, communication and interpretation of 
signs - coding and de-coding - takes place within and 
between organisms [LB08] and is called endosemiosis 
inside an organism and exosemiosis between organisms 
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largest single-celled organisms is larger than Trichoplax ad-
haerens, one of the smallest multicellular organisms (diameter 
ca. 1 mm). 
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of the same or different species. Eusocial groups of organ-
isms (ants, bees, termites, football teams, etc.) use ex-
osemiosis to achieve an evolutionary gain and certainly 
human communication involving processing of classical 
information in a form of abstract definitions is a form of 
exosemiosis. This extends to numerous areas of human 
relations, sociology, democracy, politics. The impact of 
made up pieces of classical information allegedly describ-
ing consistent objective reality (known as fake news) is 
currently widespread. 
Any form of semiosis must be based on the ability to 
retrieve and process classical information stored in some 
memory, regardless of the actual implementation of this 
mechanism, which is still not fully understood even in the 
case of single cells though clearly the more information a 
cell wants to store and process, the more energy has to be 
spent on it [ER11]. It has been demonstrated in [GR14] 
for example that the process of remembering may not 
require, as it is commonly believed, the conventional 
neural networks; pathways of animals’ brains and neurons 
are just one possible, undeniably sophisticated, solution, 
but they may not be a necessary requirement for learning. 
Memory has evolved to enhance the reproductive fitness 
[NP08] and is in turn related with the concept of asym-
metrical, unidirectional flow of time. The ability to meas-
ure and react to the environment is a feature that all living 
systems share [ER11] and no two single living cells are 
indistinguishable as the fitness-relevant information they 
store in their memories must be different. They would not 
interfere with each other in a double slit experiment even 
though mass of many cells still is smaller than the reduced 
Compton wavelength bound of ħ/ℓP/c. 
Let us consider, as an example, the processing of 
quantum information through the holographic screen in 
the case of a visual perception of a Homo sapiens. Human 
eyes contain three types of cone cells responding to light 
of different wavelengths in overlapping ranges, which has 
turned to be evolutionary sufficient
10
 to provide binocular 
color vision within a bandwidth of about 400 to about 
700 nm. As photons in this bandwidth are easily blocked 
by matter, we are able to perceive obstacles. 
When a photon of visual light capable of being ab-
sorbed by some electron in cone cell of the eye [RH16] is 
emitted by another electron it travels according to Feyn-
man rules of quantum electrodynamics [RF85] along all 
possible paths, as shown in Fig. 2b. In an inertial frame of 
reference of a photon (if we assume that one exists) there 
would not be a particular moment of emission that would 
be distinct from another moment of absorption. The rate 
of time approaches zero for a moving object as it ap-
proaches the speed of light, which is well known as a 
relativistic time dilation, and photons always move with 
the speed of light. It is like an emitting electron adjoined 
an absorbing electron, as shown in Fig. 2a. Photoisomeri-
zation of the photon leads to signal transduction cascades 
                                                          
10 It is not sufficient for mantis shrimps having eyes capable 
of independent trinocular vision, provided with 12 to 16 types of 
photoreceptors cells and sensitive to polarised light in a wave-
length range from far-red to UVB. They surely need it to detect 
short bursts of light emitted in result of the a wave produced by 
their claws, in a phenomenon called sonoluminescence, which 
still begs for an explanation and yet it is already exploited by 
nature. 
and may be perceived by the brain as 1 bit of classical 
information
11
 irrespectively on the photon incoming di-
rection. Many photons will provide more information 
enabling the subject to classify the perceived information 
as an object. 
It is worth noting that spatial neighbourhood of light 
cones, that would correspond to the points of the per-
ceived object, may not be necessary for visual perception. 
An interesting gedankenexperiment has been hinted in 
[CB15] involving a person whose nerve fibers behind the 
retina are disconnected and again reconnected at different, 
randomly chosen, nerve extensions connecting to the 
brain. I suppose that the person’s brain would indeed 
post-process the signals to search for ordered structures as 
a prerequisite for making sense out of them, nullifying the 
effect of the random reconnection of nerves and leading 
to ordinary classical perception. 
 
Fig. 2: Feynman rules of QED: (a) inertial frame of reference of 
a photon; (b) frame of reference of an observer. 
As the bits of classical information on the holographic 
screen of visual perception change their states the object 
will be perceived to move with certain velocity V. Obvi-
ously it does not imply that these bits flickering on the 
screen at the frequency bounded by the Planck time have 
something to do with a velocity of some objectively real 
object. The stars made to whirl around a person in the 
centre of a planetarium would not pull away the person 
arms from the body. But does it invalidate Mach's princi-
ple? Acceleration is generated by an entropy gradient 
[EV10], not by the change of velocity with respect to 
time. V is thus just the classical velocity, a velocity that 
we are capable to perceive, a velocity that provides classi-
cal information; the velocity that parametrises  factor of 
relativity 
 
2
2
1
1
I
c
VV
c
  

 (6.1) 
The denominator in  factor suggests some unobserv-
able velocity, say VI, as complementary to V according to 
                                                          
11 A holographic screen model becomes somehow imprecise 
at this point as surely more than 1 bit of information would be 
required to represent a colour. Yet, without losing generality, for 
simplicity let us consider that our subject perceives the world 
monochromatically with a narrow distribution of frequency 
close to the Dirac delta function. A resemblance to Hercules or 
LCD graphics arises. 
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The unobservable velocity VI is normal to the holo-
graphic screen as shown in Fig. 3a. There is just one such 
normal velocity VI for each ℓP
2
 on the holographic screen, 
while the number of tangential velocities V is infinite.  
Momentum of a particle, for example, is then given by 
 
0 0
I
V
p m V cm
V
   (6.3) 
and vanishes for zero tangential velocities and would 
approach infinity were the tangential velocity V of a parti-
cle with invariant mass m0 approached c. In such a case 
however, the particle may provide at most one bit of in-
formation on the screen due to the Lorentz contraction. 
 
Fig. 3: Visual perception of movement: (a) holographic screen; 
(b) object perceived to move away from the screen with ob-
served velocity V; (c) contraction a moving object. 
Fig. 3b illustrates a concept of perception of a moving, 
distinguishable object, while Fig. 3c is an exemplary 
proposition of observing distinguishable object distant to 
the screen or undergoing Lorentz contraction. Moving 
away of the screen it will appear to contract due to the 
screen curvature, moving in parallel it will appear shorter 
due to the Lorentz contraction. In both cases its temporal 
resolution will decrease due to time dilation. V
2
 in (6.2) 
equalises tangential velocity directions.  
It will certainly require a further research to work out 
the topological properties of the universe on both sides of 
the holographic screen if space is emergent and its coor-
dinates are introduced just as a way of singling out part of 
the available microstates [EV10]. In fact space-time 
emerges if VI  c (V  0) VI, as such, is space independ-
ent. The role of h as a scaling factor
12
 at the holographic 
screen seems crucial, as Planck scale is almost the only 
element certain to be common to general relativity and 
quantum theory. I conjecture that macroscopic variables, 
and perhaps also certain physical constants, we use may 
turn out be somehow scalable
13
 away of the screen and 
that the relation (6.2) between V and VI provides a hint to 
this scalability. 
Classical information obeys the second law of ther-
modynamics both inside and outside of the holographic 
screen of the cell, even though the Information Age cre-
ates an illusion that it does not. As discussed in Section V, 
inside the manifold classical information must be com-
pressed. Therefore quantum information entropy SQ (4.5) 
inside the cell increases faster than classical entropy SG 
(4.2) outside it. Memorized recollections must therefore 
decay faster than their sources.  
VII. Other forms of holographic screen 
agents 
Are there any other agents capable of performing ob-
servations through the holographic screens? 
Universal Turing machines (and all that we call artifi-
cial intelligence) are similarly as biological cells capable 
of pattern recognition, which recognition may or not be 
correct (however the measure of correctness is defined by 
a programmer). But all these machines may simply and 
unexpectedly halt not only due to the fact that they obey 
the second law of thermodynamics but also upon receiv-
ing pathological input that will cause them to hang. Quan-
tum algorithms processing quantum information, on the 
other hand, are not bounded by the halting problem pre-
sent in any Turing-complete model of computation (cf. 
Appendix 1). In this context Turing machines are mere 
tools, improved versions of simple machines. Living 
organisms are immune to the halting problem. 
Viruses are capable of maintaining biological evolu-
tion, thus bearing dissipative structure properties. They 
also feature biological phenomena called host tropism, 
tissue tropism, or cell tropism, which refer to the way in 
which they preferentially target specific hosts, tissues or 
cell types. But in this targeting virus does not process any 
classical information but simply binds to specific cell 
surface receptors to enter a cell and deliver its genome. In 
this sense, it is an organic, chemical compound capable of 
damaging a biological living cell similarly as gamma 
radiation or carbon monoxide. Viral evolution takes place 
                                                          
12 Compton wavelength relates mass and thus also energy to 
h at the holographic screen. 
13 The value of  is also under scrutiny if this conjecture is 
true. Perhaps the non-Euclidean geometry of a closed screen has 
something to do with the circumference of a rotating disk that 
would for an inertial observer appear longer than  multiplied by 
disk diameter, as if it the disk was drawn on a saddle surface. 
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only in the infected host cells, so viruses are just complex, 
indistinguishable organic molecules. 
VIII. Discussion 
Various Wigner’s-friend-type experiments illustrate 
that no single consistent objective reality exists. Starting 
from the original Wigner concept [EW67] through 
Deutsch enhancement [DD84], Brukner version [CB15] 
involving two friends sharing and entangled state to 
Frauchiger and Renner proposition of an extended Wig-
ner’s Friend gedanken experiment [FR18] it gradually 
became clear that any observer independent framework of 
QT is wrong. Finally the gedanken experiment proposed 
in [CB15] has been experimentally realized to confirm the 
impossibility of existence of observer independent facts 
violating the associated Bell-type inequality by 5 standard 
deviations [PEA19]. 
This is true that these inconsistencies appear in exper-
iments meticulously designed to expose them in meas-
urements of isolated quantum states ([EW67], [DD84], 
[FR18]) or cluster states ([FR18], [CB15], [PEA19]) that 
cannot occur as ground states of any naturally occurring 
physical system [MN05]. Quantum computation requires 
isolated or cluster states, while our everyday perceptions 
are not, in general (with the exception of perceptions 
provided by human made quantum devices, such as la-
sers), measurements of isolated quantum states. Even the 
double slit experiment requires an experimental setup to 
manifest bizarre properties of QT. But again, consistency 
problems arise in non-orthogonal quantum settings and 
thus relate to von Neumann entropy SQ (4.5). QT de-
scribes consistent objective reality only if the observer 
independent facts [CB15], lie in an orthogonal basis; i.e. 
are perpendicular or parallel with respect to each other. 
This is the only way they can be consistent (independent-
ly discussed). Apart of the realms of mathematics and 
philosophy non-orthogonal consistent objective reality 
decays and Gödel's incompleteness theorems demonstrate 
consistency problems of axiomatic systems based on 
classical information. QT consistently describes the use of 
itself in terms of quantum information but also consistent-
ly undermines the notion of observer-independent reality 
built by any observer from bits of classical information on 
a holographic screen; the consciousness boundary defined 
by the quantum neural network of human brain. 
IX. Conclusions 
As Howard Pattee put it in [HP71] the “physical 
meaning of a recording process in single molecules
14
 
cannot be analysed without encountering the measure-
ment problem in quantum mechanics”. On the other hand, 
quoting Feynman “What I cannot create, I do not under-
stand”. We’re far from creating a single biological cell in 
an abiogenetic process. 
                                                          
14 Although in this refers to molecules, in his paper, H. Pat-
tee is ”looking for a clear physical reason why living matter is 
so manifestly different from lifeless matter in spite of the evi-
dence that both living and lifeless matter obey the same set of 
physical laws”. By molecules he meant biological cells. 
X. Acknowledgements 
I truly thank my wife for her support. 
 
[ABN08] Arieh Ben-Naim, “Farewell To Entropy, A: Statis-
tical Thermodynamics Based On Information”. 
World Scientific Publishing Company, 2008. 
[AE15] Albert Einstein, "Erklärung der Perihelbewegung 
des Merkur aus der allgemeinen Relativitätstheo-
rie". Sitzungsberichte der Königlich Preußischen 
Akademie der Wissenschaften, (Berlin), 831-839; 
831, 1915. 
[BG10] Bram Gaasbeek, “Demystifying the Delayed 
Choice Experiments”. arXiv:1007.3977v1 [quant-
ph] 22 Jul 2010. 
[CB15] Časlav Brukner, “On the quantum measurement 
problem”. arXiv:1507.05255v1 [quant-ph] July 19, 
2015. 
[CF98] Christopher A. Fuchs, “Just two nonorthogonal 
quantum states”. arXiv:quant-ph/9810032v1 12 
Oct 1998. 
[CM11] Christopher Monroe, “Demolishing quantum 
nondemolition”. American Institute of Physics, 
January 2011. 
[CR97] Carlo Rovelli, “Relational Quantum Mechanics”. 
arXiv:quant-ph/9609002v2 24 Feb 1997. 
[DD84] David Deutsch, “Quantum theory as a universal 
physical theory” theory, Int. J. Th. Phys. 24, I 
(1985). 
[EJ65] Edwin Thompson Jaynes, “Gibbs vs Boltzmann 
Entropies”. American Journal of Physics 33, 391 
(1965). 
[ER11] Elisabeth Rieper, “Quantum Coherence in Biolog-
ical Systems”. A thesis submitted for the degree of 
PhilosophiæDoctor (PhD), Centre for Quantum 
Technologies, National University of Singapore, 
2011. 
[EV10] Erik Verlinde, “On the Origin of Gravity and the 
Laws of Newton”. Journal of High Energy Phys-
ics, doi:10.1007/JHEP04(2011)029, 
arXiv:1001.0785v1 [hep-th] 6 Jan 2010. 
[EW67] Eugene Paul Wigner, “Remarks on the Mind-Body 
Question”, Symmetries and Reflections, Indiana 
University Press, Bloomington, Indiana, 1967, 
pp.171-184. 
[FL85]  Richard Feynman, Ralph Leighton “’Surely You're 
Joking, Mr. Feynman!’: Adventures of a Curious 
Character as told to Ralph Leighton”. W.W. Nor-
ton (USA), 1985 (Always Trying to Escape). 
[FR18] Daniela Frauchiger Renato Renner, “Quantum 
theory cannot consistently describe the use of it-
self, Nature Communications volume 9, Article 
number: 3711, 2018. 
[GR14] Monica Gagliano, Michael Renton, Martial 
Depczynski, Stefano Mancuso, “Experience teach-
es plants to learn faster and forget slower in envi-
ronments where it matters”. Oecologia 175.1 
(2014): 63-72. 
[GEA11] Stefan Gerlich, Sandra Eibenberger, Mathias 
Tomandl, Stefan Nimmrichter, Klaus Hornberger, 
Paul J. Fagan, Jens Tüxen, Marcel Mayor, Markus 
Arndt “Quantum interference of large organic 
molecules”. Nature communications, 
DOI:10.1038/ncomms1263, 5 Apr 2011. 
[GEA12] Mile Gu, Karoline Wiesner, Elisabeth Rieper, 
Vlatko Vedral, “Occam's Quantum Razor: How 
Quantum Mechanics can reduce the complexity of 
classical models”. arXiv:1102.1994v5 [quant-ph] 
2 Apr 2012. 
9 
 
[GW15] Galina Weinstein, “Einstein's Uniformly Rotating 
Disk and the Hole Argument”. 
arXiv:1504.03989v2 [physics.hist-ph], 15 Apr 
2015. 
[HH94] Heinrich Rudolf Hertz, “The Principles of Me-
chanics Presented in a New Form”. Macmillan and 
Co., Ltd. 1894 [Reprint 1956, New York: Dover], 
(1894) 
[HP71] Howard H. Pattee, “Can Life Explain Quantum 
Mechanics?”. In T. Bastin(ed.) Quantum Theory 
and Beyond, New York: Cambridge University 
Press, pp.307-319. (1971). 
[HW12] Esther Hänggi, Stephanie Wehner, “A violation of 
the uncertainty principle implies a violation of the 
second law of thermodynamics”. 
arXiv:1205.6894v1 [quant-ph] 31 May 2012 
[JN55] John von Neumann, “Mathematical Foundations 
of Quantum Mechanics”. Princeton University 
Press (1955). 
[KJ05] Kurt Jacobs. “Deriving Landauer's erasure princi-
ple from statistical mechanics”. arXiv:quant-
ph/0512105, 13 Dec 2005. 
[KJD85] K. G. & J. S. Denbigh, “Entropy in Relation to 
Incomplete Knowledge”, Cambridge University 
Press, 1985. 
[LB08] Luis Emilio Bruni, “Cellular Semiotics And Signal 
Transduction”. In: Barbieri M. (eds) Introduction 
to Biosemiotics. Springer, Dordrecht, 2008. 
[MN05] Michael A. Nielsen, “Cluster-state quantum com-
putation”. Reports on Mathematical Physics 57, 
147–161 (2006). 
[NC00] Michael A. Nielsen, Isaac L. Chuang, “Quantum 
Computation and Quantum Information, 10th An-
niversary Edition”. Cambridge University Press, 
ISBN 978-1-107-00217-3. 
[NP08] James Nairne, Josefa N. S. Pandeirada, “Adaptive 
Memory: Remembering With a Stone-Age Brain”. 
Current Directions in Psychological Science 17(4): 
239-243, DOI10.1111/j.1467-8721.2008.00582.x, 
August 2008. 
[NRC99] National Research Council, “Size Limits of Very 
Small Microorganisms: Proceedings of a Work-
shop”. Washington, DC: The National Academies 
Press. doi: 10.17226/9638. 1999. 
[PB00] Arun Kumar Pati, Samuel L. Braunstein, “Impos-
sibility of deleting an unknown quantum state”. 
arXiv:quant-ph/9911090v2 31 Jul 2000. 
[PEA19] Massimiliano Proietti, Alexander Pickston, Fran-
cesco Graffitti, Peter Barrow, Dmytro Kundys, 
Cyril Branciard, Martin Ringbauer, Alessandro 
Fedrizzi, “Experimental rejection of observer-
independence in the quantum world”. 
arXiv:1902.05080v1, 13 Feb 2019. 
[RF82] Richard Feynman, “Simulating physics with com-
puters”. International Journal of Theoretical Phys-
ics 21 (1982), 467-488. 
[RF85]  Richard Feynman, “QED: The Strange Theory of 
Light and Matter”. Princeton University Press. 
ISBN 978-0-691-12575-6. (1985). 
[RH16]  Rebecca Holmes, “Seeing single photons”. 2016 
Phys. World 29 (12) 28. 
[RM08] Robert Melamede, “Dissipative Structures and the 
Origins of Life”. In: Minai A.A., Bar-Yam Y. 
(eds) Unifying Themes in Complex Systems IV. 
Springer, Berlin, Heidelberg 2008 
(http://necsi.edu/events/iccs/2002/Mo09_Melamed
e.pdf). 
[RSEA17] Reza Sahebi, Maryam Aghaei, Sina Halvaei, 
Akram Alizadeh, “The Role of Microgravity in 
Cancer: A Dual-edge Sword”. Multidisciplinary 
Cancer Investigation, July 2017, Volume 1, Issue 
3, DOI: 10.21859/mci-01036. 
[SK99] Subhash Kak, ”The Initialization Problem in 
Quantum Computing. arXiv: 9805002 [quant-ph/] 
25 Jun 2002. 
[SKZ13] Maximilian Schlosshauer, Johannes Kofler, Anton 
Zeilinger, “A Snapshot of Foundational Attitudes 
Toward Quantum Mechanics”. arXiv:1301.1069v1 
[quant-ph] 6 Jan 2013. 
[SL18] Szymon Łukaszyk, “Making Mistakes Saves the 
Single World of the Extended Wigner's Friend 
Experiment”. arXiv:1801.08537 [quant-ph], 25 Jan 
2018. 
[TK03] Tien D Kieu, “Computing the noncomputable”. 
arXiv:quant-ph/0203034v4 8 Oct 2003. 
[WZ82] William Wootters, Wojciech Żurek, “A Single 
Quantum Cannot be Cloned”. Nature 299: 802-
803, 1982. 
XI. Appendix 1 
A version of the proof of the undecidability of the 
halting problem assumes the existence of a computable 
halt determining algorithm hda(alg, data) which accepts 
two arguments: alg (finite bit string encoding the algo-
rithm to be tested) and data (finite bit string encoding the 
algorithm data that might possibly hang it) 
 
 
 
halts 1
,
does not halt 0
alg data
hda alg data
alg data

 

 
and returns 1 if and only if alg halts on data or 0 other-
wise. Another algorithm test(data) may be then construct-
ed which accepts one argument and calls the halt deter-
mining algorithm hda as a subroutine 
 
 
 
( , ) 1 loop infinitely
( , ) 0 halt
hda data data
test data
hda data data
 
 
 
. 
But now invoking test with its own code test 
 
 
 
( , ) 1 loop infinitely
( , ) 0 halt
hda test test
test test
hda test test
 
 
 
 
leads to a contradiction as hda would resolve either that 
test halts (1 in the first condition), while it should appar-
ently loop infinitely, or that it loops infinitely (0 in the 
second condition), while it should apparently halt. The 
contradiction dismisses the assumption of the existence of 
a computable halt determining algorithm hda universal 
for all (alg, data) tuples. 
The proof, however, does not hold for quantum algo-
rithms processing quantum information (qubits). Assume 
first the existence of a computable quantum halt determin-
ing algorithm qhda(qalg, |data) that would be able to 
determine whether any quantum algorithm qalg (human 
designed quantum algorithms are certainly apt to be en-
coded classically as a finite bit strings) will halt on any 
finite quantum register |data or not  
 
 
 
halts 1
,
does not halt 0
data
data
data
qalg
qhda qalg
qalg



 
 

 
Impossibility of realising this assumption is clear at 
once, as all quantum algorithms halt while being meas-
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ured so qhda will always return 1. Apart of that, con-
structing the quantum algorithm 
 
 
 
( , ) 1 loop infinitely
( , ) 0 halt
data data
data
data data
qhda
qtest
qhda
 

 
  
 
 
 
accepting |data as input is also impossible. Not only due 
to no-cloning theorem [WZ82], violation of which would 
be required to produce a copy of any |data (one might 
argue here that it is not just any |data required to finalize 
the proof but only the quantum register encoding qtest bit 
string), but mainly due to difficulty in demonstrating the 
infinite-loop condition of qtest algorithm. Again, zero 
entropy quantum algorithms by definition loop infinitely 
until measured and it is the user who eventually decides to 
terminate this loop by an act of measurement. And quan-
tum computers are usually kept in a freezing state. 
This demonstrates that computability should not be 
determined solely by mathematics itself but also by phys-
ical principles of quantum mechanics [TK03] and that it is 
impossible to represent quantum information processing 
with a classical universal device [RF82]. The no-cloning 
theorem [WZ82] that proves impossibility of creation of 
an identical copy of an arbitrary unknown quantum state 
(say a qubit) is a manifestation of this statement. While a 
qubit is initialised with a blank state it can be represented 
by one complex probability amplitude. But transformed 
(e.g. by the Hadamard gate) to the superposed state, it 
requires for its representation two normalised complex 
amplitudes, that is three real numbers. Copying three 
numbers on a classical computer using any copy and paste 
operation is trivial (up to a finite precision) but the polar-
ised state of the qubit requires just two real numbers (with 
r0 = 1or r1 = 1), while the value of the third can be arbi-
trary. Yet a physical realisation of a qubit is somehow 
capable of storing the whole qubit information support 
including the unobservable phase factor within its struc-
ture despite this qubit surjective isometry properties. 
Unfortunately Bloch sphere qubit visualisation does not 
illustrate the phase factor in qubit polarised states. 
