We have formulated a general approach for transforming an analytical equation of state ͑EOS͒ into the crossover form and developed a generalized cubic ͑GC͒ EOS for pure fluids, which incorporates nonanalytic scaling laws in the critical region and in the limit →0 is transformed into the ideal gas equation EOS. Using the GC EOS as a reference equation, we have developed a generalized version of the corresponding states ͑GCS͒ model, which contains the critical point parameters and accentric factor as input as well as the Ginzburg number Gi. For nonionic fluids we propose a simple correlation between the Ginzburg number Gi and Z c , , and molecular weight M w . In the second step, we develop on the basis of the GCS model and the density functional theory a GCS-density functional theory ͑DFT͒ crossover model for the vapor-liquid interface and surface tension. We use the GCS-DFT model for the prediction of the PVT, vapor-liquid equilibrium ͑VLE͒ and surface properties of more than 30 pure fluids. In a wide range of thermodynamic states, including the nearest vicinity of the critical point, the GCS reproduces the PVT and VLE surface and the surface tension of one-component fluids ͑polar and nonpolar͒ with high accuracy. In the critical region, the GCS-DFT predictions for the surface tension are in excellent agreement with experimental data and theoretical renormalization-group model developed earlier. Using the principle of the critical-point universality we extended the GCS-DFT model to fluid mixtures and developed a field-variable based GCS-FV model. We provide extensive comparisons of the GCS-FV model with experimental data and with the GCS-XV model formulated in terms of the conventional density variablecomposition. Far from the critical point both models, GCS-FV and GCS-XV, give practically similar results, but in the critical region, the GCS-FV model yields a better representation of the VLE surface of binary mixtures than the GCS-XV model. We also show that by considering the Ginzburg number Gi as an independent CS parameter the GCS model is capable of reproducing the phase behavior of finite neutral nuclear matter.
I. INTRODUCTION
In recent years, there has been a substantial interest in supercritical fluids ͑SCFs͒ from both the academic and industrial communities.
1 One important issue is to replace or reduce the use of organic solvents [2] [3] [4] with sub-and supercritical liquids such as water [5] [6] [7] [8] and carbon dioxide. [9] [10] [11] [12] [13] To make the potential for SCF technology more effective, it is imperative to have a consistent thermodynamic model of SCF solution behavior, capable of giving a good representation not only for vapor-liquid equilibrium ͑VLE͒ and PVT properties, but also of their many derivatives and interface. For nonideal systems, like those containing supercritical fluids, this is a challenging task by itself. The classical solution of this problem was first given by van der Waals ͑vdW͒, 14 who proposed a simple cubic equation of state ͑EOS͒ based on the ideal gas equation as a zeroth approximation, and including the effects of intermolecular interaction to a first approximation. The vdW EOS is the simplest equation, which predicts the existence of the critical point and yields a qualitative prediction of vapor-liquid equilibrium in real fluids. It also allows an explicit formulation of the corresponding states ͑CS͒ principle. However, the van der Waals EOS and CS model are qualitatively correct only for systems with two-parameter spherically symmetric intermolecular potentials. 15 The quantitative difference between theory and experiment in real molecular fluids is rather substantial, especially in the critical region. The first well-known attempts to improve the vdW EOS were made by Redlich and Kwong, 16 Soave, 17 and Peng and Robinson. 18 These equations of state, and their different empirical and semiempirical modifications ͑for a review see Ref. 19͒ yield a much better representation of the thermodynamic properties of fluids and fluid mixtures than the original vdW EOS. However, all these models thermodynamically are not self-consistent. Namely, they cannot describe different thermodynamic properties such as VLE, PVT, densities, specific heats, enthalpies, and excess properties in the gas and liquid phases simultaneously with the same set of the system-dependent parameters. Besides, all these analytical equations of state fail to reproduce the nonanalytical, singular behavior of fluids in the critical region, which are caused by long-scale fluctuations in density.
The thermodynamic properties of pure fluids in the critia͒
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The Helmholtz free-energy in the latter model, also known as CREOS-97, 66 was represented in a universal parametric form, which does not depend on the detail of the intermolecular interactions and is equally valid for any pure fluid and binary mixture in the critical region, including aqueous ionic solutions. Recently, the parametric crossover models, named by CREOS-01 and CREOS-02, have been applied to the description of the thermodynamic properties of supercooled liquid H 2 O, D 2 O, and H 2 OϩD 2 O mixtures, 72, 73 respectively. However, CREOS-97 ͑as are CREOS-01 and CREOS-02͒ is an asymptotic crossover model, 21 which fails to reproduce the ideal gas equation in the limit of low densities.
A more general, phenomenological procedure for incorporating of the long-range density fluctuations into any classical equation was proposed by Kiselev. 74 This procedure is based on the renormalization-group theory and can be applied to any analytical EOS, which predicts a critical point and in the limit of low densities is transformed into the ideal gas equation. An advantage of Kiselev's approach is that the crossover expression for the Helmholtz free energy in this approach can be written in the closed analytical form, which allows an analytical formulation of all derivatives. Kiselev's approach has been successfully applied for the cubic, 74, 75 SAFT, [76] [77] [78] [79] [80] SAFT-BACK, 81 and high accuracy semiempirical EOS for square-well fluids. 82 In all cases, this method produces a thermodynamically self-consistent and accurate crossover EOS near to and far from the critical point of pure fluids 74, 75, 83 and fluid mixtures. 78, 83 However, the crossover EOS in this approach contains four more adjustable parameters than an original classical EOS, and similar to the EOSCFϩRG model, 48, 49 they have been applied so far only in the density-variable formulation for mixtures.
In this paper we continue a study initiated in our previous works for the cubic 74, 83 and SAFT 76 -79 EOS. Using the crossover sine model, 78 we develop a generalized cubic ͑GC͒ EOS, which unlike the cubic crossover EOS developed before, can be analytically extended into the metastable region and reproduces analytically connected van der Waals loops. Second, we developed on the basis of the GC EOS and the density functional theory ͑DFT͒ a GCS-DFT model for bulk properties and surface tension. We use this model for the prediction of the volumetric, VLE properties and surface tension of more than 30 ͑polar and nonpolar͒ pure fluids in a wide range of the parameters of state, including the nearest vicinity of the critical point. Combining the GCS model with the principle of critical-point universality we have also developed an isomorphic GCS for fluid mixtures, the GCS-FV model.
We proceed as follows: In Sec. II we describe a general procedure for transforming any analytical equation into the crossover form. In Sec. III we develop a crossover cubic EOS for pure fluids. In Sec. IV we developed the GCS model and applied this model for more than 30 pure fluids. We consider a generalized CS-DFT model for surface tension in Sec. V. In Sec. VI we consider an extension of the GCS model to fluid mixtures, and our results are summarized and discussed in Sec. VII.
II. THEORETICAL BACKGROUND
The critical point in pure fluids is the simplest example of a second-order phase transition, and the vdW EOS in the critical region corresponds to the Landau, or mean-field, theory of the second-order phase transitions. In the Landau theory, 15 the critical part ⌬F(T,) of the thermodynamic potential of the system undergoing the second-order phase transition is represented in the powers of the order parameter , ⌬F͑T where ϭϪ‫ץ‬F(T,h)/‫ץ‬h is an equilibrium value of the order parameter. 15 After integration, the equilibrium thermodynamic potential of the system near the second-order phase transition in the Landau theory can be written in the form
where the background contribution F bg (T,) is an analytic function of T and . The Landau theory is valid only in the temperature region GiӶ͉͉Ӷ1 where the long-scale fluctuations in the order parameter are small. 15, 84 Here Giϰ(u 0 c /a 0 2 0 3 ) 2 is the Ginzburg number, c is a critical volume, and 0 is an effective average radius of the interaction between molecules. The intensity of the fluctuations diverges at the critical point and, as a consequence, at temperatures ͉͉ӶGi the singular part of the thermodynamic potential of a system becomes a nonanalytic function of the temperature and the order parameter ,
where ⌿ 0 (z) is a universal scaled function of the scaling argument zϭ/͉͉ ␤ . The crossover behavior of the thermodynamic potential of the system from the analytic Landau expansion ͑2.3͒ into the scaled equation ͑2.4͒ in the asymptotic critical region, also named the asymptotic crossover problem, 21 has been addressed with different theoretical methods by many authors [85] [86] [87] [88] [89] [90] [91] [92] [93] [94] [95] [96] [97] [98] ͑for a review see Refs. 21 and 51͒. According to a general solution of the renormalization-group equations, [85] [86] [87] [88] [89] [90] close to the critical point the fluctuations renormalize the dimensionless temperature and order parameter in the singular part of the thermodynamic potential ͑2.3͒, such that they become nonanalytic functions of and ,
and Eq. ͑2.3͒ takes a form
where ␣ϭ0.11, ␤ϭ0.325, ␥ϭ2Ϫ2␤Ϫ␣ϭ1.24, and ⌬ 1 ϭ0.51 are universal nonclassical critical exponents, 20, 51 and ⌼(,) denotes a crossover function. In Eq. ͑2.6͒ K͑͒ is a fluctuation induced kernel term, [85] [86] [87] [88] [89] [90] which is responsible for the asymptotic singular behavior of the heat capacity in the zero external field hϭ0, or ϭ0 at Ͼ0,
where A 0 Ϯ is the asymptotic amplitude, a 1 Ϯ is the first Wegner-correction term, 99 and B 0 Ϯ () is a background contribution above ͑ϩ͒ and below ͑Ϫ͒ critical temperature. With this in mind, the kernel term can be written in the form 74 
K͑, ͒ϭ
where the coefficients a 20 and a 21 correspond to the asymptotic and first Wegner-correction terms in Eq. ͑2.7͒, respectively. At GiӶ͉͉Ӷ1 the crossover function ⌼Х1, and Eq. ͑2.7͒ becomes identical to the Landau expansion ͑2.3͒, while asymptotically close to the critical point, at ͉͉ӶGi, the crossover function ⌼ modifies each term in Eq. ͑2.6͒ in such a way that the singular part ⌬F(, ) is transformed into the scaled equation ͑2.4͒. Mathematically, Eq. ͑2.1͒ corresponds to the asymptotic terms in the Taylor expansion of the thermodynamic potential of the system near the critical point ϭϭ0 in the powers of and . 15 In principle, as more terms are taken into account in Eq. ͑2.1͒, and consequently in expansion ͑2.6͒, a higher accuracy and wider range of temperatures and densities can be achieved with this crossover model. In pure fluids, except for the above-mentioned cubic term, additional asymmetric terms ϰ 2 h and ϰ, 5 and the higher order symmetric terms ϰ 4 and ϰ 2 2 , should be added into the expansion ͑2.7͒. As a consequence, the corresponding crossover model becomes more effective and accurate. [100] [101] [102] [103] [104] [105] The effectiveness of the crossover model is determined by the choice of the crossover function ⌼. Unfortunately, the RG equations for the crossover function ⌼ in real threedimensional space can be solved rigorously only numerically. Therefore, in practice for the crossover function ⌼ different approximants 94, 105 and phenomenological expressions 70, [100] [101] [102] are usually used. Incorporation of the empirically corrected crossover function into the six-term Landau expansion, for example, has enabled this model to represent the thermodynamic properties of pure fluids 59, 62, 63 in a much wider range of the temperatures and densities than the two-and six-term Landau model of Chen et al. 103, 104 based on the spherical-model crossover function phenomenologically repaired for the scalar order parameter by Nicoll and co-workers. 88 -90 CREOS-97, 66 -71,102 on the other hand, represents the thermodynamic surface of pure fluids even in a bigger temperature range ͑up to Tϭ2T c ) than the six-term Landau model, 59, 62, 63 but with the crossover function obtained by Kiselev 100 as a simple Pade-approximant of the numerical solution of the RG equations. [91] [92] [93] However, even with a well-determined crossover function ⌼, the extended Taylor expansion ͑2.6͒ diverges at →0, and, therefore, in principle none of these crossover models can be used for developing a ''global'' EOS.
In order to develop a ''global'' crossover EOS, which reproduces the ideal gas equation in the limit of low densities, one needs to start from a full analytical expression for the thermodynamic potential where the renormalized parameters and are given by Eq.
͑2.5͒. In order to complete the transformation of the analytical thermodynamic potential F(T,) into the crossover form ͑2.11͒, one also needs to specify the crossover function ⌼͑,͒. The explicit expression ⌼͑,͒ in Kiselev's approach 74 is discussed in the following.
III. CROSSOVER EQUATION OF STATE
In developing a generalized crossover EOS within the above-described theoretical approach, an important role belongs to the definition of the order parameter that determines which particular type of the thermodynamic potential should be used in Eq. ͑2.11͒. As was recently shown by Fisher et al. 106, 107 neither the dimensionless density ⌬ϭ/ c Ϫ1 nor the molar volume ⌬ϭ/ c Ϫ1, but actually their linear combination should be used as the order parameter in onecomponent fluids. From the theoretical point of view, the choice of the order parameter determines which derivative
c is responsible for the divergence of the isochoric heat capacity at the critical point. In practice it appears that the VLE surface of a one-component fluid is more symmetric in ⌬ variable, rather than in ⌬.
108
Therefore, traditionally in all above-discussed asymptotic crossover models ⌬ was used as the order parameter, and, as a consequence, in this case
For the GCS model this question becomes irrelevant because we set in this model the coefficients a 20 and a 21 in Eq. ͑2.8͒ equal to zero, and, therefore, both derivatives remain finite in the critical point. Therefore, following Kiselev, 74 we chose in the GCS model the dimensionless molar volume ⌬ as the order parameter. Although ⌬ is less symmetric in the critical region, it is better behaved over a broad range of state variables than the conventional density-based order parameter and at →0 it naturally provides a physically obvious condition ⌼ϭ1 in the dilute gas regime.
With ⌬ as the order parameter, the thermodynamic potential F(T,) in Eq. ͑2.9͒ should be replaced by the classical expression for the dimensionless Helmholtz free energy Ā ϭA(T,)/RT written in the form
where the critical part of the Helmholtz free energy
and the background contribution is given by
In Eqs. ͑3.1͒-͑3.3͒, ⌬TϭT/T 0c Ϫ1 and ⌬ϭ/ 0c Ϫ1 are dimensionless distances from the classical critical temperature T 0c and molar volume 0c , respectively, P 0 (T) ϭ P(T, 0c ) 0c /RT is the dimensionless pressure and Ā 0 res (T)ϭĀ res (T, 0c ) is the dimensionless residual part of the Helmholtz energy along the critical isochore ϭ 0c . Ā id (T) is the dimensionless temperature-dependent ideal-gas Helmholtz free energy.
In the next step, we need to replace the classical values of ⌬T and ⌬ in the critical part ⌬Ā (⌬T,⌬) with the renormalized values and . In the case where the classical critical parameters T 0c and 0c determined from Eq. ͑A3͒ coincide with the real critical parameters T c and c , the renormalization ⌬T→ and ⌬→ is given by Eq. ͑2.5͒. For some cubic EOS 109,110 the condition T 0c ϭT c can in principle be satisfied. However, in order to provide a better description of the vapor pressures and saturated liquid densities at low temperatures, for all cubic EOS the classical critical molar volume 0c is usually chosen to be bigger than the real critical molar volume c ͑or 0c Ͻ c ). 111, 112 In this work, a difference between real and classical critical volumes was effectively taken into account by incorporating into Eq. ͑2.5͒ the renormalized order parameter additional term
where ϭT/T c Ϫ1 is a dimensionless deviation of the temperature from the real critical temperature
is a dimensionless deviation of the molar volume form the real critical molar volume c , and
is a dimensionless shift of the critical volume. The exponent (2Ϫ␣)/2⌬ 1 for the crossover function ⌼ in the second term in Eq. ͑3.4͒ has been obtained from the condition
In this case, the corrections to the asymptotic singular behavior of the isochoric heat capac-
Ϸ⌬ c 4 2 , which appear in Eq. ͑2.7͒ from this term at ϭ0, are a higher order of magnitude comparing the asymptotic, ϰ Ϫ␣ , and the first Wegner correction, ϰ ⌬ 1 Ϫ␣ , terms. Asymptotically close to the critical point, the crossover function ⌼→0, the term ϰ⌬ c ⌼ (2Ϫ␣)/2⌬ 1 becomes negligibly small in comparison with the main term ϰ⌼ (␥Ϫ2␤)/4⌬ 1 , and Eq. ͑3.4͒ is transformed into the original Eq. ͑2.5͒. Far away from the critical point ⌼ϭ1 and the renoramalized order parameter ϭϩ(1ϩ)⌬ c ϭ/ 0c
Ϫ1 coincides with the classical order parameter ⌬.
Since the RG equations cannot be solved analytically, no rigorous theoretical expression for the crossover function can be obtained by this method. Therefore, in practice different approximants are used for ⌼. The simplest one is a phenomenological crossover function obtained by Kiselev et al., 74, 76, 83 
where qϭ(r/Gi) 1/2 is a renormalized distance to the critical point and r(,) is a parametric variable. The crossover function ⌼ given by Eq. ͑3.5͒ coincides with the corresponding crossover function in the CR LG model obtained in the first order of expansion by Belyakov et al. 64 In our previous works, 74 ,76 the renormalized distance q was found from a solution of the crossover linear model ͑LM͒. In this study, following our recent works [77] [78] [79] we find q from a solution of the crossover sine model ͑SM͒
where m 0 , 1 , d 1 , and Gi are the system-dependent parameters, while the universal parameters p 2 and b 2 can be set equal to the LM parameter b LM 2 ϭ1.359. 78 The term ϰd 1 in Eq. ͑3.6͒ corresponds to the rectilinear diameter of the coexistence curve, which appears from the cubic term in the Landau expansion ͑2.1͒, as discussed earlier. At ͉͉Ͻ0.5, the linear-model crossover equation for the parametric variable q employed earlier by Kiselev et al. 66, 70, 100, 102 is recaptured from Eq. ͑3.6͒ when parameter p 2 →0, while at p 2 Ͼ0 Eq. ͑3.6͒ asymptotically close to the critical point (qӶ1) is transformed into the trigonometric model originally developed by Fisher and co-workers. 113 The RG theory equations ͑2.5͒ and ͑2.6͒ are, rigorously speaking, valid only in the region where the shortwavelength components of the order parameter can be excluded from consideration and the system can be statistically described with the effective Hamiltonian written in terms of the long-wavelength components only. 15, 84 At the triple point of a liquid, the long-wavelength fluctuations are negligibly small, the RG theory is not applicable anymore, and the properties of the system should be described by the partition function with the microscopic Hamiltonian. As a consequence, the thermodynamic potential of liquid near the triple point is an analytical function of temperature and density. However, as was pointed out by Landau and Lifshitz, 15 because of the strong interaction between molecules a general calculation of the thermodynamic quantities in liquids, or even their temperature dependence, is impossible. The perturbation theory developed by Barker and Henderson 114 brings some relief in this grim prophecy of Landau and Lifshitz, but this analytical theory is not valid in the critical region. Therefore, we do not believe that any theoretical crossover expression for the thermodynamic potential of dense fluids can be obtained analytically. In this work, in order to provide a physically obvious condition ⌼ϭ1 at the triple point of liquids, we added into the right-hand side of Eq. ͑3.6͒ an empirical term ϰ 1 exp(Ϫ10), where the coefficient 1 is supposed to be positive and small (0р 1 Ӷ1). This term is relevant only in dense liquids at Ͼ2 c ͑or ϽϪ0.5) where exp(Ϫ10)ӷ1. In the asymptotic critical and low-density regions this term is negligibly small and practically disappears at →0 ͑or →ϱ).
Finally, the crossover expression for the Helmholtz free energy can be written in the form
with the kernel term given by Eq. ͑2.8͒. Asymptotically close to the critical point ͑at qӶ1, or ͉͉ӶGi at ϭ c and ͉͉ ӶGi ␤ at TϭT c ), the crossover function ⌼ϰr ⌬ 1 , and the critical part ⌬Ā in Eq. ͑3.1͒ obeys the scaling low ͑2.4͒. In the intermediate region ͑at qϳ1, or ͉͉ϳGiϽ1 and ͉͉ ϳGi ␤ Ͻ1) ⌬Ā corresponds to the RG-theory expression ͑2.6͒, while far away from the critical point at qӷ1 (͉͉ӷGi at ϭ c , or ͉͉ӷGi ␤ at TϭT c ) the crossover function ⌼→1 and Eq. ͑3.7͒ is transformed into the classical Helmholtz free energy ͑3.1͒. The GC EOS can be obtained by differentiation of Eq. ͑3.7͒ with respect to volume
IV. GENERALIZED CS MODEL FOR PURE FLUIDS
In developing the GCS model for a reference EOS we have chosen here a simple cubic Patel-Teja ͑PT͒ EOS. 109, 110 The explicit form of the PT EROS and corresponding expressions for functions Ā res (⌬T,⌬), Ā 0 res (T), and P 0 (T) for the PT EOS are given in Appendix A. The PT EOS is a good choice for developing a GCS model because by setting b ϭcϭ0 in the attractive term, it is transformed into the vdW EOS. With b 0 and cϭ0 it corresponds to the RedlichKwong-Soave ͑RKS͒ EOS, 16, 17 and choosing bϭc 0 the PT is transformed into the Peng-Robinson ͑PR͒ EOS. 18 Written in the dimensionless form, the PT EOS corresponds to the four-parameter corresponding states model
where P r ϭ P/ P 0c and is the Pitzer's accentric factor. However, as we mentioned earlier, the CS models based on simple cubic equations of state give only a qualitative description of the thermodynamic surface of pure fluids, quantitatively their prediction is very bad. This is issue not only for the PT EOS, but also all other classical cubic EOS. 19 To provide an accurate representation, purpose, a complex EOS in combination with extended corresponding states principle is usually used. 115 In order to overcome this shortcoming of the cubic EOS, we develop here a generalized CS model, which requires the same number of the input parameters as the classical CS model ͑4.1͒, but reproduces the PVT surface of one-component fluids with the much higher accuracy than the classical cubic EOS.
With this in mind, we will use for the function ␣ a (T r ) in Eq. ͑A2͒ the CS expression proposed by Jechura In the PT EOS, Z 0c is usually considered as an adjustable parameter, but in principle, it can be expressed as a function of and the real compressibility Z c . 109 We found that for the GCS model a good approximation for Z 0c is
where the pre-factor ͑1/3͒ before the hyperbolic tangent ensures for the PT EOS a requirement that at all and Z c the classical compressibility Z 0c р1/3. Since even in the crossover formulation a simple cubic EOS is unable to reproduce C V data within an experimental accuracy, 74 we set in the GCS model the coefficients a 20 ϭa 21 ϵ0, the coefficient m 0 ϭ0.852 was considered to be a system-independent parameter, 82 
͑4.6͒
After this redefinition, the generalized corresponding state principle can be written in the form
where f CR for the PT EOS is determined by Eq. ͑3.8͒ with ␣ r , Z 0c , m 0 , d 1 , and 1 given by Eqs. ͑4.2͒-͑4.8͒, and the Ginzburg number is an additional CS parameter. Similar to the classical CS principle, the accentric factor in Eq. ͑4.7͒ determines the steepness of the vapor-pressure curve, 111 while the Ginzburg number Gi is responsible for the flatness of the vapor-liquid coexistence curve in the -plane. 79 By definition, the Ginzburg number depends on the coefficients a 0 and u 0 in the Landau expansion ͑2.1͒, critical volume c , and the effective average radius of the interaction between molecules. In the critical region any EOS can be represented in the form of the Landau expansion ͑2.1͒, therefore, the coefficients a 0 and u 0 , in principle, can be expressed as functions of and Z c . Since in many nonionic fluids the critical volume c directly related to the molecular weight M w , 111 we assume that in these fluids the Ginzburg number can be also expressed as a function of , Z c , and M w . Therefore, in order to make the GCS model more predictive, in the next step we represent the inverse Ginzburg number in the form Using Eq. ͑4.8͒, the GCS model for one-component nonionic fluids formally can be written in the classical form
where, however, unlike the classical CS model ͑4.1͒, the real critical parameters T c , c , Z c , and the crossover function f CR , instead of the classical function f PT , are used. In order to apply the GCS model to real fluids, similar to the classical CS model ͑4.1͒, one needs to know only the real critical parameters T c , c , Z c , and the accentric factor .
The numerical values of all coefficients in Eqs. ͑4.4͒-͑4.8͒ have been found from an analysis of the PVT and VLE data for methane, ethane, carbon dioxide, water, and refrigerants R32, R125, and R134A. The predictions of the GCS model for methane, ethane, carbon dioxide, and water in comparison with experimental data are shown in Figs. 1 and 2. In general, very good agreement between the GCS model and experimental data for all four fluids is observed. We would especially like to emphasize the excellent agreement between experimental liquid-and vapor-density data and predictions of the GCS model in the critical region at T c уTу0.9T c . Only at low temperatures Tр0.6T c for methane and water does the GCS model predict systematically higher ͑up to 3% for CH 4 and up to 7% for H 2 O) values of liquid densities than the experimental data. But outside from this region, at Tу0.6T c , the GCS model reproduces the saturated pressure and liquid density data for all fluids with an average absolute deviation ͑AAD͒ of about 1% and the vapor density with AAD of about 2-3%. In the one phase region at р2 c the GCS model reproduces the PVT data with an AAD less than 2% and the liquid densities at у2 c with an AAD of about 1-2%.
We should note that some simple EOS involving exponential attractive term, like a revised Dieterici-CarnahanStarling ͑DCS͒ EOS developed recently by Sadus 117 for example, are also capable of representing the liquid-vapor densities in some monatomic fluids and methane with similar accuracy. But the DCS EOS exhibits fast deterioration of the quality of description of the saturated densities with increasing the carbon atoms in n-alkanes and is practically inapplicable for water and other polar and associated fluids. Be-
Since experimental data for methane, ethane, carbon dioxide, and water have been partially used for the optimization of the GCS model, it is not unexpected that the GCS model yields a good description of the thermodynamic surface in these fluids. From a practical point of view it is more interesting to test the GCS model against the PVT and VLE data for other fluids, which have not been used in the model optimization. In this work, we applied the GCS model for the prediction of the PVT and VLE properties of more than 30 pure fluids listed in Table I . In Fig. 3 we show the experimental saturated pressures and densities data for higher n-alkanes, up to n-eicosane (C 20 H 42 ), in comparison with predictions of the GCS model. The dashed curves in Fig. 3 represent the values calculated with the CR SAFT EOS developed earlier for methane, ethane, n-hexane, n-decane, and n-eicosane by Kiselev and Ely. 76 For all n-alkanes, including n-eicosane, excellent agreement between the GCS model predictions and experimental data is observed. One can see from specially optimized to the experimental data for these substances. 76 It is usually pointed out that a corresponding-states principle based only on the accentric factor is not applicable for polar and associating fluids. 111 Therefore, it is interesting to test the GCS model against experimental data for these fluids. One of the fluids, H 2 O, was already considered earlier ͑see Fig. 2͒ . A comparison of the predictions of the GCS model with the saturated pressure and density data for the hydro-fluorocarbons R12, R134A, R22, R32, R143A, and R125 is shown in Fig. 4 , and in Figs. 5 and 6 for n-alcohols. In the entire temperature region T tr рTрT c , the GCS model reproduces the saturated pressures for all fluids shown in Figs. 3-5 with an AAD less than 1%. The GCS model also gives very good description of the saturated densities in and beyond the critical region. Some discrepancy between predicted and experimental values for liquid densities is observed only at low temperatures in R32 and methanol, where the GCS model predicts systematically lower ͑up to 5%͒ values of the liquid densities than the experimental data ͑see Figs. 4 and 6͒. The dot-dashed curves in Fig. 6 correspond to the predictions of the simple CS model based on the crossover SAFT EOS. 79 As one can see, in the strong polar and associating fluids such as R32 and methanol the CR SAFT EOS [77] [78] [79] gives at low temperatures a better representation of the saturated liquid densities than the GCS model based on the simple cubic EOS. The AAD achieved with the GCS model for all data presented in Figs. 1-6 are summarized in Table II .
As it was pointed out earlier, although the six-term Landau model 59, 62, 63 and parametric crossover model 66 -71,102 have a theoretical foundation in the renormalization-group theory and have been confirmed in the second order of expansion, at TϽT c they cannot be analytically extended deep into the metastable region. That restricts their application to the interface modeling and the surface tension calculations. As one can see from Figs. 1 and 2, the sine-model based GCS EOS, unlike the parametric crossover model 66 -71,102 and cubic crossover EOS based on the LM equation for ⌼, 83 can be extended into the metastable region and at temperatures TϽT c represents analytically connected van der Waals loops. This, together with the high accuracy of the representation of the PVT and VLE surface near to and far from the critical point, makes the GCS model extremely efficient for the direct interface and surface tension calculations.
V. INTERFACE AND SURFACE TENSION
In the density-functional theory, the surface tension on the planar liquid-vapor interface is defined as 118 where Â ()ϭA(T,) is a Helmholtz free-energy density of the bulk fluid. Optimization of the functional ͑5.2͒ at condition Nϭconst by Langrange's method leads to the EulerLagrange equation
where 
͑5.4͒
and the surface tension is given by
͑5.5͒
In the Landau theory of inhomogeneous fluids, 15 the excess part of the free-energy density ⌬Â is given by Eq. ͑2.1͒
where the order parameter ϭ/ c Ϫ1 and the ordering field where Х0.63 is a critical exponent of the correlation length.
In the CGS-DFT model developed in this work, we used Eq. ͑3.7͒ for the calculation of the excess free energy-density ⌬Â ()ϭRT⌬Ā (T,) with the parameters and as given by Eq. ͑3.4͒. The temperature dependence appears in the CGS-DFT model through the excess free-energy density ⌬Â () and the parameter c 0 . In our previous study 121 showed that for water, a good estimate for this parameter is c 0 Хk B T c 1/3 . Following that study, for ordinary and heavy water we use here
while for all other fluids we adopt the temperatureindependent parameter c 0 in the form
where k B is Boltzmann constant and the parameter 0 Ͻ1 was introduced to take into account a difference of the prefactor (1Ϫ 0 ) in real fluids from unity. Similar to the accentric factor , 111 the coefficient 0 can be extracted from the surface tension measured at Tϭ0.7T c , or close values.
Because of the hydrogen bounding and strong oriental interaction between molecules, water is always a challenging object for modeling. In Fig. 7 we show a comparison of the prediction of the GCS-DFT model for water with experimental data 123 and with the values calculated with the asymptotic crossover model developed earlier by Belyakov et al. 124 The latter one is a phenomenological generalization of the renormalization-group model, exact to the first order in the expansion. This model contains the Ginzburg number as a parameter, and in the critical region ͑at ͉͉ӶGi), reproduces the scaling-law behavior ͑5.7͒ while at GiӶ͉͉Ӷ1 it corresponds to the MF Eq. ͑5.6͒. As one can see, in the critical region both models practically coincide and they both are in excellent agreement with experimental data. However, at low temperatures the asymptotic crossover model by Belyakov et al. 124 gives systematically higher values of the surface tension than experimental ones, while the GCS-DFT model follows experimental data with a high accuracy down to the temperature TӍ300 K. Only at low temperatures, T р300 K, do systematic deviations of the GCS-DFT predictions from experimental data appear. These deviations are small ͑less than 3% at TӍ273.16 K) and we should contend that in general the GCS-DFT model yields an excellent representation of the surface tension in water.
In the case when no experimental data for surface tension are available, or the experimental information is scarce, for the estimation of the parameter 0 in nonionic and nonassociating fluids one can use a simple corresponding-state expression
which appears to be a good approximation for n-alkanes ͑up to C 20 H 42 ) and CO 2 . In cryogenic liquids such as nitrogen and oxygen, Eq. ͑5.10͒ usually overestimates values for the parameter 0 . Therefore, in order to provide a more reliable estimate for the surface tension in cryogenic liquids, a prefactor ͑1/3͒ should be applied to the parameter 0 calculated with Eq. ͑5.10͒. A comparison of the GCS-DFT model with surface-tension experimental data for several n-alkanes is shown in Fig. 8 . The solid curves in Fig. 8 correspond to the values calculated with the parameter 0 extracted from the experimental data, while the dashed curves represent the pa- rameter 0 calculated with Eq. ͑5.10͒. As one can see, in both cases very good agreement between the GCS-DFT model and experimental data for all n-alkanes including n-eicosane (C 20 H 42 ) is observed.
In Fig. 9 we show the predictions of the GCS-DFT model for the Sugden parameter
͑where g is the acceleration due to the gravity͒ together with experimental data for CH 4 , CO 2 , N 2 , O 2 , and Ar obtained by Gielen et al. 125 Since the Sugden parameter involves simultaneous calculation of the surface tension and vaporliquid densities, it is a good test for the physical selfconsistency of the model in the critical region. Again, as one can see from Fig. 9 , in the entire temperature region TрT c down to dimensionless temperatures of (Ϫ)Ӎ10
Ϫ3 good agreement between experimental data and predicted values of the Sugden parameters is observed. The predictions of the asymptotic crossover model by Belyakov et al. 124 for the Sugden parameters are not shown in Fig. 9 because in the entire temperature range they practically coincide with the GCS-DFT curves.
VI. EXTENSION OF THE GCS MODEL TO MIXTURES
In order to apply the GCS model to fluid mixtures, one needs to formulate the mixing rules for the system-dependent parameters of the model. For all classical EOS, these mixing rules are usually formulated in terms of composition x, that is physically correct far away from the critical point and can be justified by direct statistical mechanics calculations. 15 In the original PT EOS, 109 ,110 the coefficients b and c are simple linear functions of composition
where the index i denotes the component of the mixture, and for the parameter a the conventional van der Waals mixing rules are used. The critical parameters T c (x), c (x), and P c (x) for binary mixtures are determined from the criticalpoint conditions
͑6.2͒
where ϭ 2 Ϫ 1 ϭ(‫ץ‬A/‫ץ‬x) T, is the chemical potential of a mixture. Using general thermodynamic relations ͑see Appendix B͒, the conditions ͑6.2͒ can be represented in the form
͑6.3͒
which determine T c (x), c (x), and the chemical potential c (x) of a mixture. Comparing these conditions with the corresponding conditions for one-component fluids ͓see Eq. ͑A3͔͒ one can conclude that in the critical region the equation of state of binary mixtures at fixed chemical potential has the same analytic form as, or is isomorphic to, the EOS of one-component fluids. 56 In a more general formulation, the principle of critical-point universality [53] [54] [55] means that with adding into the system a density variable x i the thermodynamic potential of mixtures
at fixed field variable i ϭ i /RT, related to composition x i ϭϪ(‫ץ‬Ã ‫ץ/‬ i ) T,,m j i , has the same analytical form as the thermodynamic potential of a one-component fluid A (T,) . Therefore, in order to reproduce the nonanalytical singular behavior of binary mixtures in the critical region one should consider the thermodynamic potential Ã (T,, ), rather than the Helmholtz free energy Ā (T,,x). It means, that for the physically self-consistent representation of the thermodynamic surface of fluid mixtures close to and far away from the critical region, not only a crossover EOS for pure components, but also the field-variable ͑FV͒ mixing rules should be used. In this work, we developed for binary mixtures the GCS-FV model formulated in terms of the field variable x ϭexp( )/͓1ϩexp( )͔, which related to the composition through the thermodynamic relation
͑6.5͒
For the thermodynamic potential Ã we use in the GCS-FV model the GCS model for pure fluids as determined by Eqs. ͑3.7͒, and ͑4.2͒-͑4.8͒, but with the molecular weight and accentric factor expressed as linear functions of the field variable x , FIG. 9. The Sugden parameter data ͑Ref. 125͒ for methane, carbon dioxide, nitrogen, oxygen, and argon ͑symbols͒ with predictions of the GCS-DFT model ͑curves͒. For nitrogen, oxygen, and argon a pre-factor ͑1/3͒ in Eq. ͑5.10͒ for the parameter 0 was applied.
Since in the nonreacting systems the zero level of the entropy S 0 ϭϪdA id /dT͉ T→0 can be chosen arbitrary, the temperature dependent ideal gas part of the Helmholtz free energy for binary mixtures Ā id (T)ϭĀ 1 id (T)(1Ϫx)ϩĀ 2 id (T)x is usually considered without a linear term ϰT. In this work, we consider the ideal gas part Ã id (T,x ) for the GCS-FV model in the form
where (x )ϭT/T c (x )Ϫ1 is a dimensionless deviation of the temperature from the critical temperature T c (x ) at fixed field variable x and the coefficient ã 0 is determined from the socalled critical line condition ͑CLC͒
where ⌬Ã bg ϭÃ bg Ϫln(1Ϫx). The CLC, first introduced by Moldover and Gallagher 126 and later modified by Rainwater 127 for the Leung-Griffiths model and by Kiselev et al. 66, 70 for the CREOS-97, implies that a zero level of the entropy of a binary mixture can be chosen so that the field variable x ϭx not only in the pure component limits (xϭ0 and xϭ1), but also along the whole critical locus T c (x ) ϭT c (x) and c (x )ϭ c (x). With the CLC given by Eq. ͑6.8͒, a general thermodynamic relation ͑6.5͒ can be written in the form
that provides in the GCS-FV model a relationship between x and x at given T and .
In this work, we applied the GCS-FV model to the prediction of the VLE surface in methaneϩethane mixture. In the GCS-FV model for methaneϩethane mixtures we adopted the same critical locus as obtained earlier by Kiselev in the CREOS-97, 66 while for the parameter ã 1 we use a simple linear function
where the coefficients ␣ 1 ϭ0.53 and ␣ 2 ϭϪ3.65 have been found from a fit of the model to the few low-pressure VLE data points at Tϭ230 K obtained by Wei et al. 128 Comparisons of the GCS-XV model with experimental VLE data for methaneϩethane mixtures are shown in Figs. 10 and 11 . The dot-dashed lines in Figs. 10 and 11 represent the values calculated with the CREOS-97 66 and the long-dashed curves correspond to the GCS-XV model with the mixing rules formulated in terms of composition. In the GCS-XV model, the coefficients b(x) and c(x) were calculated with Eq. ͑6.1͒, while for the coefficient a(T) we used the modified van der Waals mixing rules in the form
where a temperature-dependent function ␣ a (T) is calculated with Eq. ͑4.2͒, the accentric factor
and the pseudocritical parameters T 0c (x) and 0c (x), and the critical compressibility Z 0c (x) are determined by Eq. ͑A2͒ with the coefficients ⍀ a , ⍀ b , and ⍀ c given in the Appendix ͓see Eqs. ͑A6͒ and ͑A9͔͒. The coefficient k 12 ϭϪ1.63 ϫ10 Ϫ2 for this mixture was found from a fit of the GCS-XV model to the PVT-data obtained by Haynes et al. 129 and by Bespalov et al. 130 As one can see from Figs. 10 and 11, in the critical region the GCS-FV model practically coincides with the CREOS-97, while far away from the critical region it is close to the GCS-XV model. The GCS-XV yields very good representation of the VLE surface at low pressures and compositions, but on moderate compositions, the GCS-XV predicts in the critical region the systematically higher pressures than experimental data and values calculated with the CREOS-97. 66 In this work, we also applied the GCS-FV model for the prediction of the VLE surface in the carbon dioxideϩethane mixture, which contains a critical azeotrope, and, therefore, is interesting for testing of the GCS-XV model. For the carbon dioxideϩethane mixture we used the critical locus obtained by Kiselev and Kulikov, 68 while the coefficients ␣ 1 ϭ2 and ␣ 2 ϭϪ2.7 have been found from an optimization of the model to the few VLE-data points obtained at T ϭ263.15 K by Brown et al. 131 A comparison of the predictions of the GCS-FV model with experimental data in carbon dioxideϩethane mixtures is shown in Fig. 12 . Again, a very good agreement of the GCS-FV model with all experimental data in the entire temperature range from critical locus down Tϭ223.15 K is observed. At low temperatures ͑at T р270 K) the GCS-FV model even gives a better representation of the VLE surface in carbon dioxideϩethane mixtures than the parametric crossover model. 68 In the critical region at Tу283 K both models practically coincide.
The compositions of the vapor and liquid phases in binary mixtures usually do not coincide, while the field variable x has the same value in both phases. Therefore, the VLE surface in binary mixtures by definition belongs to the isomorphic path x ϭconst. This means that for calculation of the surface tension in a binary mixture one can use Eq. ͑5.5͒, but with the excess free energy-density calculated at x ϭconst with the corresponding GCS-FV model. We are not aware of any experimental surface-tension data for methaneϩethane and carbon dioxideϩethane mixtures, therefore, in Fig. 13 we show the predicted values of the surface tension against experimental data for carbon dioxide-n-butane mixtures. 132 In the GCS-FV model data for carbon dioxide-n-butane mixtures, we adopted the same critical locus as employed earlier by Kiselev and Rainwater, 67 while parameters ␣ 1 ϭ1 and ␣ 2 ϭϪ4 were determined from an optimization to a few bubble-curve data points at Tϭ319.3 K. 132 As one can see, at this isotherm excellent agreement between experimental data and GCS-FVϩDFT predictions is observed. At lower temperatures, the GCS-FV model predicts the systematically lower values of the surface tension than experimental data, but in general an agreement between theory and experiment is fairly good. The dashed curve in Fig. 13 represents the values with two-scale-factor-universality ͑TSFU͒ model by Sahimi and Taylor. 133 Since both models, GCS-FV ϩDFT and TSFU, are based on the principle of the criticalpoint universality it is interesting to compare the predictions of the TSFU model for the surface tension in carbon dioxide-n-butane mixtures with our calculations. As one can see from Fig. 13 , in the critical region both models give very similar predictions.
VII. CONCLUSION
In this paper, we describe a general approach for developing a ''global'' crossover EOS, which in the critical region reproduces theoretically well-established scaling laws, and in the limit of low densities is transformed into the ideal gas equation. Using a simple cubic EOS as a reference EOS for one-component fluids, we developed a generalized corresponding state model for pure fluids and fluid mixtures, which in addition to the accentric factor contains also the Ginzburg Gi as a parameter. In general, the Ginzburg number is independent CS parameters, but for nonionic and nonpolymeric fluids we expressed Gi as a simple function of the classical CS parameters, and Z c , and the molecular weight M w , thus formally reducing the number of the input parameters in the GCS model to two. Unlike all other ''global'' crossover models developed before, the GCS model was formulated in the closed analytical form and at temperatures T ϽT c can be extended into the metastable region for representing analytically connected van der Waals loops. This allowed us to develop on the basis of the GCS model and the density functional theory a generalized CS-DFT model for the volumetric properties, VLE-surface, and surface tension. The GCS-DFT model requires only the critical parameters T c , P c , c , and the accentric factor as input, but represents the PT and VLE data, as well as the surface tension of one-component fluids ͑polar and nonpolar͒ in a wide range, including the nearest vicinity of the critical point, with a high accuracy. In the critical region, the GCS-DFT model reproduces all theoretical scaling laws for the liquid-vapor densities, surface tension, and the Sugden parameter.
In spite of the obvious advantage of the GCS model over all other ''global'' EOS developed earlier, it also has a shortcoming in describing the saturated liquid densities for strong polar and associating fluids at low temperatures. We found that for these fluids the crossover SAFT EOS developed in our previous papers 76 -79 yields better results than the GCS model. However, we need to note that the problem appears in the range of temperatures and densities where the crossover function ⌼Х1 and, therefore, is not specific to the GCS model only, but is rather a ''genetic'' defect of all cubic EOS in general. At low temperatures, the crossover SAFT EOS in agreement with experimental data yields an almost linear temperature-dependence for the saturated liquid densities, while the CR LCS, similar to all classical cubic EOS, gives a parabolic-like dependence. Therefore, in order to improve the representation of the low-temperature liquid-densities data for strong polar and associating fluids, the reference cubic EOS in the GCS model should be replaced on the SAFT EOS, as the most promising one.
In this work, we also extended the GCS model to binary mixtures. Using the principle of the critical point universality we developed the GCS-FV model with all system parameters expressed as functions of the field variable x . We compare this model with experimental data for methaneϩethane and carbon dioxideϩethane mixtures and with the GCS-XV model formulated in terms of composition x. The GCS-FV model developed in this work reproduces the VLE surface of binary in the critical region with the same accuracy as the CREOS-97, 66 and far away from the critical point the GCS-FV model reproduces the VLE data with the same accuracy as the GCS-XV model, while the GCS-XV model fails to reproduce the critical locus of mixture with experimental accuracy and predicts in the critical region systematically higher values of pressure than experimental ones.
We should point out that the goal of this work was not to develop a new, more accurate EOS for some particular mixtures, and the methaneϩethane and carbon dioxideϩethane mixtures have been chosen only as examples. The major objective of this work was to develop a generalized but still simple CS model, which is able to predict the thermodynamic surface and interface in pure fluids and fluid mixtures with high accuracy. Therefore, for the coefficient ã 1 (x ) we used the simplest linear relation ͑6.10͒ with the parameters determined from the low-temperature low-pressure VLE data for each mixture. In this case, the GCS-FV gives in the one phase region at у1.65 c systematically lower values of pressure than experimental data, and we anticipate that this simple linear relation for the mixing coefficient ã 1 (x ) can also cause some problems in the extension of the GCS-FV model to multicomponent and more complex mixtures with volatile and nonvolatile components. As an example we considered here the surface tension in CO 2 ϩn-butane mixture ͑see Fig. 13͒ . At low temperatures and compositions the GCSϩDFT model does predict systematically lower values of the surface tension than experimental ones. This can be partially explained because the critical locus by Kiselev and Rainwater 67 does not correspond exactly to the experimental critical locus by Hsu et al., 132 and because Eq. ͑6.10͒ for this system should be replaced with other more accurate correlation. The isomorphic corresponding-states expression formulated in terms of the excess compressibility factor ⌬Z c (x ) 66,70 is a good candidate for this replacement, among other options.
The GCS-DFT model is based on the renormalizationgroup and density functional theories and, therefore, except for the reference EOS, does not contain any restriction on its application to other systems with the scalar order parameter. This generality of the GCS model allows us also to apply this model for the analysis of the phase behavior of much more complex systems than simple fluids and their binary mixtures. Recently Elliott and co-workers 134 presented experimental ISiS data for the excited nuclei, which have been interpreted by the authors as the liquid-vapor equilibrium of finite neutral nuclear matter. Comparisons of experimental data obtained by Elliott et al. 134 with the predictions of the GSM model are shown in Fig. 14 . The shaded area in Fig. 14 marks the region, which corresponds to ''normal'' fluids with у0. As one can see, with ϭϪ0.25 and Z c ϭ0.3 extracted from the experimental data, 134 and with the Ginzburg number Giϭ0.1, which was considered in this case as an independent CS parameter, the predictions of the GCS model are in excellent agreement with experimental data. We consider this result as additional conformation of the conclusion made by Elliott and co-workers 134 that experimental data in the excited nuclei can be really treated as liquid-vapor equilibrium of finite neutral nuclear matter, but with enormously small, negative accentric factor .
Currently there is a growing interest in modeling of the thermodynamic surface, interface properties, and wetting transitions in such systems as polymers and polymer solutions, surfactants, and micro emulsions. We do believe that successful solution of this problem is possible only after comprehensive understanding of the physical nature of these phenomena and developing an adequate model for their describing. We are not aware of any other theoretical model, with the same degree of simplicity, physical self-consistency, and accuracy of representation of the thermodynamic and surface properties of fluid systems close in and far beyond the critical region as the GCS-DFT model. Therefore, we consider this work as an important step in this direction.
Research toward the application of the GCS model to the bulk properties and interface, as well as adsorption and wetting transitions in more complex fluid systems is now in progress and the results will be presented in future publications.
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where ␣ a (T)ϭ␣ a (T r ) is a function of the dimensionless temperature T r ϭT/T 0c with an asymptotic value ␣ a (1)ϭ1, the coefficients ⍀ a , ⍀ b , and ⍀ c are functions of the critical compressibility Z 0c , and the classical critical parameters T 0c , P 0c , and 0c that can be found from the condition
ϭ0, P 0c 0c RT 0c ϭZ 0c р 1 3 . ͑A3͒
In the dimensionless form, the PT EOS is given by and ⍀ b is the smallest positive root of the cubic equation
Along the critical isochore, r ϭ1, the pressure 
ϭ0, ͑B4͒
or the same ‫ץ(‬ P/‫)ץ‬ T c , c ϭ0. Similarly, one can show that the second equality in Eq. ͑B1͒ is equivalent to the condition ‫ץ(‬ 2 P/‫ץ‬ 2 ) T c , c ϭ0.
