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1
$(U(t))_{t\in \mathbb{R}}$ :
$U(t)= \int_{-\infty}^{t}c(t-s)dW(s) , t\in \mathbb{R}.$
$(W(t))_{t\in \mathbb{R}}$ 1 $(Y(t))_{t\in \mathbb{R}}$ :




$(Y(t))$ drive ( )
$\{\mathcal{F}_{t}\}$ $(W(t))$ $(U(t))$ $(\{\mathcal{G}_{t}\}-$
) $\{\mathcal{F}_{t}\}$ - (1.1) $\{\mathcal{F}_{t}\}$








1818 2012 158-162 158
[10] [10]












$(X_{j})_{j\in \mathbb{Z}}$ $(\Omega, \mathcal{F}, P)$ $\mathbb{C}^{q}$- $0$
rank $q$ (full rank) $H$ $X_{j},$ $j\in \mathbb{Z}$ , $L^{2}(\Omega, \mathcal{F}, P)$
$I\subset \mathbb{Z}$ $H_{I}$ $X_{j},$ $j\in I$ , $H$




$P_{[-n,-1]}X_{0}$ $X_{0}$ : $X_{0}=t(X_{0}^{1}, \ldots, X_{0}^{q})$
$P_{[-n,-1]}X_{0}:=t(P_{[-n,-1]}X_{0}^{1}, \ldots, P_{[-n,-1]}X_{0}^{q})$ .
$\Phi_{n,i}$ $q\cross q$





$h$ Hardy $H_{q\cross q}^{2}$ $h(O)$ $\tilde{h}(0)$
$q=1$ :




$MA$ $C_{n}$ $MA$ $\tilde{C}_{n}$ :
$h(z)= \sum_{n=0}^{\infty}z^{n}C_{n}, \tilde{h}(z)=\sum_{n=0}^{\infty}z^{n}\tilde{C}_{n} (|z|<1)$ .
$AR$ $A_{n}$ $AR$ $A_{n}$ :
$-h^{-1}(z)= \sum_{n=0}^{\infty}z^{n}A_{n}, -\tilde{h}^{-1}(z)=\sum_{n=0}^{\infty}z^{n}\tilde{A}_{n} (|z|<1)$ .















2.1 $q=1$ pure minimality [6]







$d\in(0,1/2)$ $Q$ $q\cross q$- $e^{i\lambda}$
$\det Q(\lambda)\neq 0 (\lambda\in[0,2\pi))$
$(X_{j})_{j\in \mathbb{Z}}$ ARFIMA (autoregressive,
fractionally integrated, moving average) $H$ $:=d+ \frac{1}{2}$
Hurst
$q\cross q$ $\Phi_{i}$ :
$P_{(-\infty,-1]}X_{0}= \sum_{j=1}^{\infty}\Phi_{j}X_{-j}.$
: $\Phi_{j}=C_{0}A_{j}$ . $\Phi_{j}$ 2.1
ARFIMA Baxter
$3.10<d<1/2$ $M\in(0, \infty)$ :
$\sum_{j=1}^{n}|\Phi_{n,j}-\Phi_{j}|\leq M\sum_{k=n+1}^{\infty}|\Phi_{k}| (\forall n\in N)$ .
Baxter $q=1$ (ARFIMA ) [6]
3.1 $q>1$
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