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ABSTRACT 
Cyber system is a fairly important component of the energy systems. The network 
imperfections can significantly reduce the control performance if not be properly treated 
together with the physical system during the control designs. In the proposed research, the 
advanced controls of cyber-physical energy systems are explored in depth. The focus of 
our research is on two typical energy systems including the large-scale smart grid (e.g. 
wide-area power system) and the smart microgrid (e.g. shipboard power system and 
inverter-interfaced AC/DC microgrid). In order to proactively reduce the computation and 
communication burden of the wide-area power systems (WAPSs), an event/self-triggered 
control method is developed. Besides, a reinforcement learning method is designed to 
counteract the unavoidable network imperfections of WAPSs such as communication delay 
and packet dropout with unknown system dynamics. For smart microgrids, various 
advanced control techniques, e.g., output constrained control, consensus-based control, 
neuro network and game theory etc., have been successfully applied to improve their 
physical performance. The proposed control algorithms have been tested through extensive 
simulations including the real-time simulation, the power-hardware-in-the-loop simulation 
and on the hardware testbed. Based on the existing work, further research of microgrids 
will be conducted to develop the improved control algorithms with cyber uncertainties. 
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 INTRODUCTION 
1.1 Cyber-Physical Energy Systems 
Both cyber and physical systems are fairly important components of the energy systems. 
The network imperfections can significantly reduce the control performance if not be 
properly treated together with the physical system uncertainties during the control designs. 
In the proposed research, the advanced controls of cyber-physical energy systems are 
explored in depth. The focus of our research is on two typical energy systems including the 
large-scale smart grids (e.g. wide-area power systems) and the smart microgrids (e.g. 
shipboard power system and inverter-interfaced AC/DC microgrids). Based on the 
different characteristics, various advanced control algorithms are developed to improve the 
overall control performance as well as to address the specific problems of the energy 
systems.  
Traditional damping controllers of wide-area power systems (WAPSs) are not able to solve 
the inter-area oscillation problem effectively due to lack of global vision. It decreases the 
power transfer capability and even the stability of WAPSs. The installation of a large 
number of phasor measurement units (PMUs) brings about system-wide synchronized real-
time measurements, which makes the advanced closed-loop control of WAPSs possible. In 
this research, various advanced control algorithms are developed specifically for wide-area 
damping control using the globally synchronized PMU data. In order to proactively reduce 
the communication burden, the event-triggered and self-triggered control algorithms are 
designed for WAPS. Then, considering unavoidable network imperfections, a 
reinforcement learning based control algorithm is developed to passively counteract the 
cyber as well as physical uncertainties. 
Considering the complexity and expenses of the large-scale power systems, it is quite 
challenging to evaluate the proposed control solution on the physical systems. Therefore, 
the pulsed power loads problem of the shipboard power system (SPS) is studied in the next 
research. The non-cooperative control problem of onboard pulsed power load is formulated 
as a two-player zero-sum game. One player is the optimal controller which is designed to 
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optimize a predefined cost function. The other player is the disturbance that represents the 
overall damping effect of the system, including that of unmodeled system dynamics. 
Neurodynamics programming based control design is developed to solve the nonlinear 
optimal control problem under disturbance. The neural network based control algorithm 
can achieve the near-optimal control without acknowledge of system dynamics. In addition, 
the control design can relax the requirements for initially admissible control conditions and 
predetermined control references. The effectiveness of the proposed algorithm is 
demonstrated through both software simulation as well as multiple-converter based power 
hardware-in-the-loop experimentation. 
However, the previous research is focused on the secondary control, which produces the 
system references based on the consideration of stability and economy. The problem of 
how primary control can track the reference generated by secondary control is ignored. 
Therefore, the primary control and the secondary control problems of the microgrids are 
explored. Starting from the simplest microgrid application, i.e. DC microgrids, a 
decentralized control solution is proposed. Based on the proposed output constrained 
control algorithm, the terminal bus voltage can always stay within the user-defined time-
varying bounds. Next, several different distributed control solutions are proposed for AC 
microgrid. Conventional localized controllers of microgrid unavoidably introduce large 
transient line currents, which may trigger false protection even under normal operating 
conditions. The proposed primary controller cannot only realize a promising voltage and 
frequency regulation, but also suppress line current surge during the transient time. And 
the secondary controller can realize the fair load sharing in a distributed way.  
1.2 Thesis Outline 
The contents are organized as follows: In chapter 2, several wide-area damping control 
algorithms are developed for WAPS using PMU data. In chapter 3, the pulsed power load 
problem of SPS is solved using the neuro-network based zero-sum game theory under 
unknown system dynamics. In chapter 4, a performance guaranteed control method is 
developed for DC microgrids to realize the output constraint control performance. In 
chapter 5, the control problems of inverter-interfaced AC microgrids are studied to better 
improve the overall system performance. Finally, remarks are concluded in chapter 6. 
 4 
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 WIDE-AREA POWER SYSTEM CONTROL 
2.1 Problem Description 
With the expansion of power grid, Wide-Area Power Systems (WAPSs) are established by 
interconnecting the regional power systems of different areas [1]. Typical examples of 
WAPSs include the Western Electricity Coordinating Council (WECC) system in the US 
[2], [3] and the South and Central China Grids [4]. The main advantages of the WAPSs 
include the establishment of mutual backup, the enhancement of redundancy, and increased 
capability and efficiency of generation allocation [3, 5]. However, the WAPSs are difficult 
to manage due to complexity and uncertainty. 
In the past years, considerable investment has been used to develop the Wide-Area 
Measurement Systems (WAMS). A massive number of Phasor Measurement Units (PMUs) 
have been deployed in WAPSs all over the world [5, 6]. The systematic installation of 
synchronized PMUs makes the advanced real-time control of WAPSs possible. However, 
the complexities of physical and cyber systems of WAPS make the hardware investment 
hard to accommodate the application of advanced wide-area control sufficiently [7]. 
Instead of closed-loop control, open-loop monitoring remains to be the major application 
of the PMUs at present [5]. WAMS still has large room and potentials to be exploited.  
As one of the most important problems with WAPSs, the inter-area oscillations degrade 
the power transfer capability and even cause system instability. Insufficient damping effort 
could result in system collapse with severe economic losses, such as the large-scale power 
outage accident of the WECC system on August 10, 1996 [3]. The traditional solution to 
this problem has been to install power system stabilizers (PSSs). Conventional PSSs 
(CPSSs) are designed based on phase compensation theory and introduced as lead-lag 
compensators [8]. Due to the lack of global vision and difficulty with the parameter tuning, 
such CPSSs cannot provide satisfactory damping performance [9]. The deployment of 
WAMS provides control center with the real-time global synchronized measurements that 
can be used to perform advanced damping control. In this section, in order to proactively 
reduce the communication burden, the event-triggered and self-triggered control 
algorithms are designed for WAPS. Then, considering unavoidable network imperfections, 
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a reinforcement learning based control algorithm is developed to passively counteract the 
cyber as well as physical uncertainties. 
2.2 Introduction to Wide-Area Power System 
The interconnected WAPSs have several advantages. First, the reliability of the overall 
system can be improved. If some contingencies occur in one subsystem, it has a better 
chance to survive under supports of another subsystem(s) [2]. Second, the energy 
efficiency of the overall system can be enhanced. Since a subsystem could receive low-
cost power supply from other subsystems, the overall operation cost of the system can be 
reduced [10]. Third, the flexibility of the power grid can be increased. Because subsystems 
can work autonomously similar to micro-grid power systems, the inter-connected tie lines 
can be intentionally disconnected under extreme conditions to avoid the spreading of wide-
area blackouts [3].  
However, WAPSs are difficult to control due to the wide coverage area and complex 
interactions among subsystems. Traditional power systems are controlled based on local 
information and tend to make myopic decisions. The installation of phasor measurement 
units (PMUs) brings the real-time global vision to control centers for wide-area monitoring 
and controlling. Due to the difficulty with closed-loop control of the complex WAPS, the 
development of wide-area control schemes has been lagging the hardware investment. So 
far the major application of PMUs is still on the open-loop wide-area monitoring and 
diagnosis. It is necessary to study the challenging closed-loop control problems of the 
WAPS and to unlock the potentials of the installed PMUs. 
2.3 Linearized Modeling of Wide-Area Power Systems 
Effective modeling of WAPS is challenging due to its complexity. To simplify wide-area 
control design, a subsystem (regional power system) can be modeled as an aggregated 
generator based on the coherent theory [11]. Multiple such subsystems are then connected 
together to form a WAPS. Extensive phasor measurement units (PMUs) are deployed for 
grid-wide synchronized measurement, which is used for wide-area monitoring and control. 
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The WAPS model used in the control design is modified based on the small-signal model 
proposed by Chakraborty et al. [3, 5]. This WAPS model integrates the dynamics of 
synchronous generators (SGs), static loads, and transmission lines. An SG ith with statistic 
governor and exacter can be presented as 
           ?̇?𝑖(𝑡) = 𝜔𝑖(𝑡) − 𝜔𝑠                                                             (1.1) 
?̇?𝑖(𝑡) =
1
𝑀𝑖
[𝑃𝑀𝑖 − 𝑇𝑑𝑖(𝜔𝑖(𝑡) − 𝜔𝑠) −
𝐸𝑖𝑉𝑖
𝑋𝑑𝑖
′ +𝑋𝑇𝑖
sin(𝛿𝑖 − 𝜃𝑖)]                        (1.2) 
?̇?𝑖(𝑡) =
1
𝜏𝑖
[−
𝑋𝑑𝑖
𝑋𝑑𝑖
′ 𝐸𝑖 −
𝑋𝑑𝑖−𝑋𝑑𝑖
′
𝑋𝑑𝑖
′ −𝑋𝑇𝑖
𝑉𝑖sin(𝛿𝑖 − 𝜃𝑖) + 𝐸𝑓𝑖]                                (1.3) 
where: δi, ωi and Ei are the rotor angle, rotor speed and quadrature-axis electrical magnetic 
flew of the generator, respectively; Xdi and, Xdi
' are salient and transient reactance of 
generator along the direct-axis; XTi is the impedance of generator transformer. Mi , Tdi, and 
τi are the constant of generator inertia, generator damping and excitation time; the control 
variables are the field voltage Efi; PMi is the mechanical power input of turbine; ωs is the 
synchronous rotor speed. At bus i, the voltage is denoted as Vi∠ θi where Vi is the voltage 
and θi is the angle. 
By using Kirchhoff Current Law (KCL) at the load bus and the generation bus respectively 
    𝑌𝑉 = 𝑌𝐸𝐸 + 𝐿𝐼𝐿                                                         (1.4) 
where IL=col(ILi) is the column of load currents (col means column), E=col(Ei) and 
V=col(Vi). Y is the admittance matrix; YE=diag(Xdi
’+XTi)
-1 is the diagonal matrix of internal 
admittances of SGs and transformers; L is the vector of load connection,  the element is 1 
if the load is connected, otherwise 0. Furthermore, V can be represented as  
    𝑉 = 𝑌−1(𝑌𝐸𝐸 + 𝐿𝐼𝐿)                                                       (1.5) 
Actually, each component in (1.5) can be represented by a real part and imaginary part as 
       {
𝑉 = 𝑉𝑅 + 𝑗𝑉𝐼
𝐸 = 𝐸𝑅 + 𝑗𝐸𝐼
𝐼𝐿 = 𝐼𝐿𝑅 + 𝑗𝐼𝐿𝐼
                                                             (1.6) 
If linearize (1.6), one can have 
{
 
 
∆𝑉𝑅𝑖 = ∆𝑉𝑖 cos(𝜃𝑖0) − ∆𝜃𝑖𝑉𝑖0 sin(𝜃𝑖0)
∆𝑉𝐼𝑖 = ∆𝑉𝑖 sin(𝜃𝑖0) + ∆𝜃𝑖𝑉𝑖0 cos(𝜃𝑖0)
∆𝐸𝑅𝑖 = ∆𝐸𝑖 cos(𝛿𝑖0) − ∆𝛿𝑖𝐸𝑖0 sin(𝛿𝑖0)
∆𝐸𝐼𝑖 = ∆𝐸𝑖 sin(𝛿𝑖0) + ∆𝛿𝑖𝐸𝑖0 cos(𝛿𝑖0)
                                         (1.7) 
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Substituting (1.6) and (1.7) back into (1.5), the linearized terminal bus voltage ∆V and its 
phase angle ∆θ can be represented as 
{
∆𝑉𝑖 = 𝐹1𝑖∆𝐸 + 𝐹2𝑖∆𝛿 + 𝐼1𝑖
∆𝜃𝑖 = 𝐹3𝑖∆𝐸 + 𝐹4𝑖∆𝛿 + 𝐼2𝑖
                                                   (1.8) 
where Fi is the matrix associated with initial values (Ei0, δi0, Vi0 and 𝜃i0) and its accurate 
expression can be found in [7], while Li is a linear function of the load current deviation 
ΔIL. 
Then, linearize (1.1)-(1.3) and substitute (1.8), one can have 
    ∆?̇?𝑖(𝑡) = ∆𝜔𝑖(𝑡)                                                              (1.9) 
∆?̇?𝑖(𝑡) =
1
𝑀𝑖
[
∆𝑃𝑀𝑖(𝑡) − 𝑇𝑑𝑖∆𝜔𝑖(𝑡) − 𝐶1𝑖∆𝐸𝑖(𝑡) + (𝐶2𝑖𝐹1𝑖 + 𝐶4𝑖𝐹3𝑖)∆𝐸(𝑡)
−𝐶3𝑖∆𝛿𝑖(𝑡) + (𝐶2𝑖𝐹2𝑖 + 𝐶4𝑖𝐹4𝑖)∆𝛿(𝑡) + 𝐶2𝑖𝐿1 + 𝐶4𝑖𝐿2
]           (1.10) 
∆?̇?𝑖(𝑡) =
1
𝜏𝑖
[
𝑎𝑖∆𝐸𝑖(𝑡) − (𝑏𝑖𝐹1𝑖 + 𝑐𝑖𝐹3𝑖)∆𝐸(𝑡) − 𝑐𝑖∆𝛿𝑖(𝑡)
+(𝑏𝑖𝐹2𝑖 + 𝑐𝑖𝐹4𝑖)∆𝛿(𝑡) + ∆𝐸𝑓𝑖(𝑡) + 𝑏𝑖𝐿1 + 𝑐𝑖𝐿2
]                (1.11) 
where 
{
 
 
𝐶1𝑖 = (𝑉𝑖0 𝑋𝑑𝑖
′⁄ ) sin(𝛿𝑖0 − 𝜃𝑖0)
𝐶2𝑖 = (𝐸𝑖0 𝑋𝑑𝑖
′⁄ ) sin(𝛿𝑖0 − 𝜃𝑖0)
𝐶3𝑖 = (𝐸𝑖0𝑉𝑖0 𝑋𝑑𝑖
′⁄ ) cos(𝛿𝑖0 − 𝜃𝑖0)
𝐶4𝑖 = −𝐶3𝑖
, {
𝑎𝑖 = −(𝑋𝑑𝑖 𝑋𝑑𝑖
′⁄ )
𝑏𝑖 = [(𝑋𝑑𝑖 − 𝑋𝑑𝑖
′ ) (𝑋𝑑𝑖
′ − 𝑋𝑇𝑖)⁄ ] cos(𝛿𝑖0 − 𝜃𝑖0)
𝑐𝑖 = 𝑉𝑖0[(𝑋𝑑𝑖 − 𝑋𝑑𝑖
′ ) (𝑋𝑑𝑖
′ − 𝑋𝑇𝑖)⁄ ] sin(𝛿𝑖0 − 𝜃𝑖0)
 
Finally, the whole system of (1.9)-(1.11) can be represented by a state space function (eq. 
1.1-1.3 in the paper) as  
            ∆?̇?(𝑡) = 𝐴∆𝑥(𝑡) + 𝐵∆𝑢(𝑡) + 𝐷(𝑡)                                      (1.12) 
where D is unknown disturbances due to the load current (L1 and L2). 
Since an SG’s internal states (∆𝛿 and ∆𝐸) are not directly measurable, PMUs are usually 
deployed on generator terminal buses to measure 𝑉, 𝜃, and 𝑓. According to the [7], the 
following relationship exists between the PMUs measurements (∆𝜃, ∆𝑓 and ∆𝑉) and SG’s 
states (∆𝛿, ∆𝜔, and ∆𝐸).  
𝑦(𝑡) = [
Δ𝑉(𝑡)
∆𝜃(𝑡)
∆𝑓(𝑡)
] = [
𝐹1 𝐹2 0
𝐹3 𝐹4 0
0 0 𝜔𝑠𝐺
] [
Δ𝐸(𝑡)
∆𝛿(𝑡)
∆𝜔(𝑡)
] = 𝐶∆𝑥(𝑡)                     (1.13) 
where 𝐶 = [
𝐹1 𝐹2 0
𝐹3 𝐹4 0
0 0 𝜔𝑠𝐺
] is a non-singular square matrix with 𝐹𝑖 and 𝐺 being constant 
blocks calculated based on the equilibrium operating point 𝑥0 and parameters of SGs. The 
detailed expressions of 𝐶 is omitted in this paper due to the limitation in space, interested 
 9 
 
readers can refer to the papers [5, 7]. Because the square matrix 𝐶 is constant and invertible, 
the states ∆𝑥(𝑡) can be estimated by using output multiplying a constant gain as ∆𝑥(𝑡) =
𝐶−1∆𝑦(𝑡). Thus, the state space representation in equation (1.12) can be rewritten using 
outputs ∆𝑦(𝑡) as 
∆?̇?(𝑡) = 𝐴𝑦∆𝑦(𝑡) + 𝐵𝑦∆𝑢(𝑡) + 𝐷𝑦                                        (1.14) 
where 𝐴𝑦 = 𝐶𝐴𝐶
−1 ⊂ ℝ𝑛×𝑛 and 𝐵𝑦 = 𝐶𝐵 ⊂ ℝ
𝑛×𝑚. 
In addition, the linearized dynamics of a non-reheat steam turbine is also considered with 
second-order functions as [12] 
            ∆?̇?𝑀𝑖(𝑡) =
1
𝑇𝐶𝐻𝑖
[∆𝑃𝑀𝑖(𝑡) + ∆𝑃𝑆𝑉𝑖(𝑡)]                                       (1.15) 
∆?̇?𝑆𝑉𝑖(𝑡) =
1
𝑇𝑆𝑉𝑖
[−∆𝑃𝑆𝑉𝑖(𝑡) + ∆𝑃𝐶𝑖(𝑡) − ∆𝜔𝑖(𝑡) 𝑅𝐷𝑖⁄ 𝜔𝑠]                    (1.16) 
where RDi is the speed regulation quantity; PCi is the control input of the governor, namely 
the power change setting; PSVi is the steam valve position; TSVi and TCHi are the re-heater 
main inlet volumes and steam chest time constants, respectively. 
Based on the dynamics in (1.15) and (1.16), a compensator can be designed to counteract 
the delay of the turbine response as shown in figure 2.1.  
(1+sTCHi)(1+sTSVi) Σ 
+
+
∆ωi/RDiωs
∆PMi ∆PCi 
Lead Compensator
 
Figure 2.1 Lead compensator for the turbine 
2.4 Event-Triggered and Self-Triggered Controls 
Currently, the periodic control schemes are widely used in the traditional power systems 
[13-16]. Such periodic control schemes require expensive computation cost and large 
communication bandwidth to support the data exchanges among PMUs, controllers, and 
actuators. To meet the ever-increasing expectations and requirements of the smart grid, 
more and more control functions will be added. If periodic control schemes continue to be 
used, WAPSs might eventually be overloaded due to its limited computation and network 
resources [17]. 
In order to reduce the communication requirements, the aperiodic control techniques, i.e. 
the event-triggered and the self-triggered controls, can be introduced. The flow chart of the 
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two control techniques is illustrated in figure 2.2. The basic idea behind them is to update 
control signals only when certain conditions are triggered. Certain conditions are designed 
to strictly maintain the system stability [18]. During the time period without control 
updating, previously applied control signal in the actuator is kept being used. In this way, 
only necessary communications are incurred between the control center and the actuators. 
Evaluation of Event-
Triggering Condition
Event-
Triggering 
Signal
y(i) update
control update
Evaluation of Self-
Triggering Condition
Self triggering 
Signal
y(i) update
control update
Timer-
Triggered 
Switch
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Communication Network
PMU Wide Area Power System Actuator
y(t)
y(t)
y(i) y(i)
u(i) u(i)
u(i)
y(t)
 
Figure 2.2 Illustration of ZOH event-triggered or self-triggered controls systems 
 
As shown in figure 2.2, both controllers use measurements of PMUs to generate control 
signals for the actuators implementation. For event-triggered control, a previous system 
measurement y(i) is recorded and compared with the real-time measurement y(t) 
continuously. If the deviation between the two signals is larger than a predefined threshold, 
an event will be triggered. Under such conditions, both system output y(i) and control 
signal u(i) will be updated. For self-triggered control, the triggering signal is a timer, whose 
setting is calculated based on the previous system measurement y(i) and the stability 
requirement. The operations after the self-triggering condition being triggered are similar 
to that of event-triggered control.  
The objectives of both control techniques are to maintain the stability of system while 
minimizing computation and communication requirements. The major difference is with 
confidence or assumptions of systems operating conditions. Self-triggered control assumes 
system’s operating condition does not change abruptly and tries to maximize updating 
intervals. In comparison, event-triggered control does not make assumptions about 
operating conditions but takes action whenever necessary. Statically, self-triggered control 
has lower requirements for communication but might not adapt to severe changes in system 
operating conditions in a timely manner. While event-triggered control can provide a 
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timely response but requires continuous monitoring of systems operating conditions. For 
the specific wide-area damping control application that assumes the availability of WAMS, 
the requirement of online monitoring of event-triggered control can be easily 
accommodated. Based on above analysis, one can see that the event-triggered and the self-
triggered control techniques have certain advantages and disadvantages of themselves.  
Because the inaccuracies introduced during modeling, linearization and measurement 
approximation are unavoidable, they should be addressed properly. During the control 
design, the following linearized dynamic model for wide-area control design can be 
represented as  
∆?̇?(𝑡) = [𝐴𝑦 + ∆𝐴(𝑡)] ∆𝑦(𝑡) + [𝐵𝑦 + ∆𝐵(𝑡)] ∆𝑢(𝑡) + 𝐷(𝑡)                     (1.17) 
where D(t) denotes the time-varying disturbances, ∆𝐴(𝑡) and ∆𝐵(𝑡) represent the time-
varying uncertainties in the system. It should be mentioned that the formulation of equation 
(1.17) has been widely used to present parameter uncertainties in many physical systems 
[19]. Besides, uncertainties and disturbances are assumed to be bounded, i.e. ‖∆𝐴(𝑡)‖ ≤
𝑎𝑢 , ‖∆𝐵(𝑡)‖ ≤ 𝑏𝑢  and ‖𝐷(𝑡)‖ ≤ 𝐷𝑀  [18]. The introduction of uncertainties and 
disturbances makes the linearized model applicable to a wider range of operating 
conditions. However, due to uncertainties, the control design becomes more difficult and 
challenging. To overcome this deficiency, novel ZOH event-triggered and self-triggered 
control designs will be developed.  
2.5 WAPS with ZOH Event-Triggered and Self-Triggered Controls 
In this section, novel ZOH event-triggered and self-triggered wide-area control algorithms 
which can maintain WAPS stability under uncertainties and disturbances are presented. 
First, the event-triggering condition under ideal case (i.e. system without uncertainties and 
disturbances) is derived. Then, a more realistic case (i.e. a system with uncertainties and 
disturbances) are considered to design event-triggered control and self-triggered control 
separately.  
The proposed ZOH control law can be formulated as 
∆𝑢(𝑡) = {
𝐾∆𝑦(𝑖)     event or time condition is not triggered
𝐾∆𝑦(𝑡)            event or time condition is triggered
, 0 < 𝑖𝑇𝑠 ≤ 𝑡          (1.18) 
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where Ts is the sampling time, and 𝐾 is the feedback control gain so that the closed-loop 
system matrix (𝐴𝑦 − 𝐵𝑦𝐾) are negative definite. If the event triggering condition or time 
triggering condition is activated, control signals will be adjusted using the most recent 
measurements. Otherwise, previously updated control is used until the condition is 
triggered again. For linear systems with known system dynamics, 𝐾 can be obtained by 
solving the following Lyapunov equation (1.19) as proposed by [20].  
(𝐴𝑦 + 𝐵𝑦𝐾)
𝑇𝑃 + 𝑃(𝐴𝑦 + 𝐵𝑦𝐾) = −𝑄                                       (1.19) 
where 𝑄 and 𝑃 are positive definite matrices.  
Theorem 1 (Event-triggering Condition under Ideal Case): Under the ideal situation, i.e. 
the system dynamics are precisely known, the event-triggering condition can be designed 
as  
‖𝑒(𝑡)‖ < 𝛾𝑖𝑑𝑒𝑎𝑙‖∆𝑦(𝑡)‖                                                    (1.20) 
where 𝑒(𝑡) = ∆𝑦(𝑖) − ∆𝑦(𝑡) is the error between the previously recorded output deviation 
∆𝑦(𝑖)  and the current output deviation ∆𝑦(𝑡) ,  𝛾𝑖𝑑𝑒𝑎𝑙 = 𝜎
𝑞
2[‖𝐾𝑇𝐵𝑦
𝑇𝑃‖]
 is the threshold 
coefficient with 𝑞 = 𝜆𝑚𝑖𝑛(𝑄) being the minimum eigenvalues of Q. 𝜎  is designed 
parameter which satisfy 0 < 𝜎 < 1. Also, Q and P can be obtained by solving Lyapunov 
equation given in (1.19) 
Proof of Theorem 1: For the simplicity, the subscript of time t is omitted in this part. 
Besides, some derivation processes are excluded due to the page limit. Consider the 
Lyapunov function candidate given as 𝐿(∆𝑦) = ∆𝑦𝑇𝑃∆𝑦 where P satisfies the Lyapunov 
equation (1.19). Taking the first derivative, we have 
?̇?(∆𝑦) = ∆?̇?𝑇𝑃∆𝑦 + ∆𝑦𝑇𝑃∆?̇?                                             (1.21) 
According to the system state space representation derived in (1.14) without considering 
disturbances 𝐷𝑦, (1.21) can be represented as  
?̇?(∆𝑦) = [𝐴𝑦∆𝑦 + 𝐵𝑦∆𝑢]
𝑇
𝑃∆𝑦 + ∆𝑦𝑇𝑃[𝐴𝑦∆𝑦 + 𝐵𝑦∆𝑢]                       (1.22) 
Recall the event-triggered control designed in (1.18), (1.22) can be expressed as 
            ?̇?(∆𝑦) = [𝐴𝑦∆𝑦 + 𝐵𝑦𝐾(𝑒 + ∆𝑦)]
𝑇
𝑃∆𝑦 + ∆𝑦𝑇𝑃[𝐴𝑦∆𝑦 + 𝐵𝑦(𝑒 + ∆𝑦)]                               
                       ≤ ∆𝑦𝑇(𝐴𝑦 + 𝐵𝑦𝐾)
𝑇
𝑃∆𝑦 + ∆𝑦𝑇𝑃(𝐴𝑦 + 𝐵𝑦𝐾)∆𝑦 + 𝑒
𝑇𝐾𝑇𝐵𝑦
𝑇𝑃∆𝑦 +
∆𝑦𝑇𝑃𝐵𝑦𝐾𝑒   
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                       ≤ ∆𝑦𝑇 [(𝐴𝑦 + 𝐵𝑦𝐾)
𝑇
𝑃 + 𝑃(𝐴𝑦 + 𝐵𝑦𝐾)]∆𝑦 + 𝑒
𝑇𝐾𝑇𝐵𝑦
𝑇𝑃∆𝑦 +
∆𝑦𝑇𝑃𝐵𝑦𝐾𝑒    
                       ≤ ∆𝑦𝑇𝑄∆𝑦 + 𝑒𝑇𝐾𝑇𝐵𝑦
𝑇𝑃∆𝑦 + ∆𝑦𝑇𝑃𝐵𝑦𝐾𝑒    
           ≤ −𝑞‖∆𝑦‖2 + ‖2𝑃𝑒𝑇𝐵𝑦𝐾‖‖∆𝑦‖‖𝑒‖                                                               
(1.23) 
According to the event-triggering condition derived in (1.20), we have 
?̇?(∆𝑦) ≤ −𝑞‖∆𝑦‖ + 𝛾𝑖𝑑𝑒𝑎𝑙‖2𝑃𝑒
𝑇𝐵𝑦𝐾‖‖∆𝑦‖
2 ≤ −𝑞‖∆𝑦‖2 + 𝜎𝑞‖∆𝑦‖2 ≤ −(1 −
𝜎)‖∆𝑦‖2   (1.24) 
Since 0 < 𝜎 < 1, the derived event-triggering condition can guarantee that the system is 
asymptotically stable. ◊ 
However, in practical, system uncertainties and disturbances always exist. They could 
affect the system performance and complicate the event-triggering condition design 
significantly. Therefore, the bounds of system uncertainties and disturbances (𝑎𝑢, 𝑏𝑢 and 
𝐷𝑀 ) are used to design the event-triggering and self-triggering conditions. For linear 
systems subjecting to disturbances and uncertainties, i.e. those can be represented with 
equation (1.17), the event-triggering condition defined as equation (1.20) has to be updated 
to maintain stability. 
2.5.1 Design of Event-Triggering Condition under Uncertainties and Disturbances 
Theorem 2 (Event-triggering Condition under Realistic Case): Inspired by the stability 
analysis in [21], the ZOH event-triggered control in equation (1.18) for WAPS formulated 
as equation (1.17) can guarantee the system state deviations being uniformly ultimately 
bounded (UUB) under the event-triggering condition of equation (1.25) as  
‖𝑒(𝑡)‖ < 𝛾𝑇‖∆𝑦(𝑡)‖                                                     (1.25) 
where 𝛾𝑇 = 𝜎
(𝑞−Φ)
2[‖𝐾𝑇𝐵𝑦
𝑇𝑃‖+‖𝐾𝑇𝑏𝑢𝑃‖]
 is the proposed threshold coefficient with  Φ  and 𝑞 
defined according to Φ = 2‖𝑃‖(𝑎𝑢 + 𝑏𝑢 ‖𝐾‖)  and 𝑞 = 𝜆𝑚𝑖𝑛(𝑄) , respectively. To 
maintain the stability of control system, the following condition in terms of 
𝑃, 𝑄, 𝐾, 𝑎𝑢, 𝑎𝑛𝑑 𝑏𝑢 should be satisfied: 
Φ < 𝑞                                                                   (1.26) 
The boundedness of ∆𝑦(𝑡) is represented as equation (1.27),  
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‖∆𝑦(𝑡)‖ ≤ √
𝑏𝑒
(1−𝜎)(𝑞−Φ)
                                                   (1.27) 
where 𝑏𝑒 > 0 is defined as 𝑏𝑒 =
2
𝜎(𝑞−Φ)
𝐷𝑀‖𝑃‖. 
Proof of Theorem 2: Selecting the Lyapunov function candidate as 𝐿(∆𝑦) = ∆𝑦𝑇𝑃∆𝑦 
where P satisfies the Lyapunov equation (1.19). According to the system state space 
representation derived in (1.17), taking the first derivative, we have 
                                ?̇?(∆𝑦) = [(𝐴𝑦 + ∆𝐴)∆𝑦 + (𝐵𝑦 + ∆𝐵)∆𝑢 + 𝐷]
𝑇
𝑃∆𝑦    
+∆𝑦𝑇𝑃[(𝐴𝑦 + ∆𝐴)∆𝑦 + (𝐵𝑦 + ∆𝐵)∆𝑢 + 𝐷]                              (1.28) 
Recall the event-triggered control designed in (1.18) in the paper, (1.28) can be expressed 
as  
  ?̇?(∆𝑦) = [(𝐴𝑦 + ∆𝐴)∆𝑦 + (𝐵𝑦 + ∆𝐵)𝐾𝑒 + (𝐵𝑦 + ∆𝐵)𝐾∆𝑦 + 𝐷]
𝑇
𝑃∆𝑦  
             +∆𝑦𝑇𝑃[(𝐴𝑦 + ∆𝐴)∆𝑦 + (𝐵𝑦 + ∆𝐵)𝐾𝑒 + (𝐵𝑦 + ∆𝐵)𝐾∆𝑦 + 𝐷]            
           ≤ ∆𝑦𝑇𝑄∆𝑦 + ∆𝑦𝑇(∆𝐴 + ∆𝐵𝐾)𝑇𝑃∆𝑦 + ∆𝑦𝑇𝑃(∆𝐴 + ∆𝐵𝐾)∆𝑦 + 𝑒𝑇𝐾𝑇(𝐵𝑦 +
∆𝐵)
𝑇
𝑃∆𝑦 
           +∆𝑦𝑇𝑃(𝐵𝑦 + ∆𝐵)𝐾𝑒 + 2𝐷𝑀‖𝑃‖  
           ≤ −𝑞‖∆𝑦‖2 + 2‖𝑃‖(𝑎𝑢 + 𝑏𝑢‖𝐾‖)‖∆𝑦‖
2 + ‖2𝑃𝐵𝑦𝐾‖‖∆𝑦‖‖𝑒‖  
        +‖2𝑃∆𝐵𝐾‖‖∆𝑦‖‖𝑒‖ + 2𝐷𝑀‖𝑃‖                                                                                      (1.29) 
According to the event-triggering condition derived in (1.25) in the paper, we have 
?̇?(∆𝑦) ≤ −𝑞‖∆𝑦‖2 + 2‖𝑃‖(𝑎𝑢 + 𝑏𝑢‖𝐾‖)‖∆𝑦‖
2 + 𝛾𝑇(‖2𝑃𝐵𝑦𝐾‖ + ‖2𝑃∆𝐵𝐾‖)‖∆𝑦‖
2
+ 2𝐷𝑀‖𝑃‖ 
            ≤ −(𝑞 − Φ)‖∆𝑦‖2 + 𝛾𝑇(‖2𝑃𝐵𝑦𝐾‖ + ‖2𝑃∆𝐵𝐾‖)‖∆𝑦‖
2 + 2𝐷𝑀‖𝑃‖  
≤ −(1 − 𝜎)(𝑞 − Φ)‖∆𝑦‖2 + 𝑏𝑒                                                                                  
(1.30) 
Since 0 < 𝜎 < 1 and Φ < q, the derived event-triggering condition can guarantee that the 
uncertain system is UUB with bounds given in (1.27) in the paper. ◊ 
2.5.2 Design of Self-triggering Condition under Uncertainties and Disturbances 
Based on equation (1.17), the relationship between ∆𝑦(𝑡) and∆𝑦(𝑖) can be represented as 
equation (1.31). 
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       𝑒(𝑡) = ∆𝑦(𝑖) − ∆𝑦(𝑡) = −∫ {[𝐴𝑦 + ∆𝐴(𝑠)] ∆𝑦(𝑠) + [𝐵𝑦 + ∆𝐵(𝑠)] ∆𝑢(𝑠) +
𝑖+∆𝑡
𝑖
𝐷(𝑠)} 𝑑𝑠    
≅ {[𝐴𝑦 + ∆𝐴(𝑖)] ∆𝑦(𝑖) + [𝐵𝑦 + ∆𝐵(𝑖)] ∆𝑢(𝑖) + 𝐷(𝑖)}∆𝑡                                       (1.31) 
According to equation (1.31), one can have 
              
{
‖𝑒(𝑡)‖ = ‖{[𝐴𝑦 + ∆𝐴(𝑖)] ∆𝑦(𝑖) + [𝐵𝑦 + ∆𝐵(𝑖)] ∆𝑢(𝑖) + 𝐷(𝑖)}‖‖∆𝑡‖                       
‖∆𝑦(𝑡)‖ = ‖∆𝑦(𝑖)‖ − ‖{[𝐴𝑦 + ∆𝐴(𝑖)] ∆𝑦(𝑖) + [𝐵𝑦 + ∆𝐵(𝑖)] ∆𝑢(𝑖) + 𝐷(𝑖)}‖‖∆𝑡‖
   
Based on the event-triggering condition of equation (1.25), the self-triggering condition 
can be derived as 
∆𝑡 <
𝛾𝑇‖∆𝑦(𝑖)‖
(1−𝛾𝑇)‖[𝐴𝑦+𝑎𝑢] ∆𝑦(𝑖)+[𝐵𝑦+𝑏𝑢] ∆𝑢(𝑖)+𝐷𝑀‖
                                         (1.32) 
Due to the existence of model uncertainties and disturbances, asymptotic stability cannot 
be realized. The control accuracy, i.e. the bound of ∆𝑦(𝑡), is decided by the extent of model 
accuracy and magnitude of disturbance. During control implementation, the designed 
parameters 𝑃 and 𝑄 can be selected based on the estimation of ∆𝐴(𝑡) and ∆𝐵(𝑡) firstly. 
Then, control gain 𝐾  is calculated according to (1.19) together with selected  𝑃 and 𝑄 , 
practical  ∆𝐴(𝑡) and ∆𝐵(𝑡) can be used to check the validity of equation (1.26). If needed, 
𝑃, 𝑄 and 𝐾 can be redesigned. 
Because the difficulty with bound estimation of ∆𝐴(𝑡) and ∆𝐵(𝑡), it is not easy to decide 
the best triggering condition accurately, i.e. the maximum interval between instants of time 
when the two sequential conditions get triggered. In order to maintain the stability over a 
wide range of operating conditions, more stringent triggering condition (smaller triggering 
interval) can be selected. The triggering interval increases with the increase of certainty 
and accuracy of model. The design of event-triggering and self-triggering conditions are 
trade-off between stability confidence and communication requirement. The existence of 
nonzero lower bound of the event-triggering interval can be proven similar as the work of 
[22]. 
2.6 Simulation Studies of Event-Triggered and Self-Triggered Controls 
It is a common sense that the actual model of a large-scale power system is very complex 
and highly nonlinear. Due to the complexity, it is difficult to obtain an accurate model of 
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such system. An accurate model is desirable for simulation study but might be inconvenient 
for controller design. To design a simple yet effective algorithm, model simplification is 
necessary. However, the algorithm based on the simplified model must be tested with more 
accurate and detailed model to estimate its real-world performance.  
In order to evaluate the performance of the linear-based control designs, they are tested 
with both linearized model and detailed nonlinear WAPS models, i.e. the Kundur model 
[11]. As introduced earlier, this model has been extensively used to test new algorithms 
and to analyze practical power systems. The implementation diagram of the proposed 
control algorithm is illustrated in figure 2.3. Wide-area measurements (i.e. voltage phase 
angle 𝜃, rotor speed f and generator terminal voltage V) are measured using PMUs. The 
sampling interval Ts is 0.1s. The central controller, which implements the event-triggered 
or self-triggered algorithm separately, decides when to update the global measurements 
and the control signals. 
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Figure 2.3 Implementation of the proposed controller with the 4 generator model 
2.6.1 Simulation Results with Linearized Model 
The control algorithm is designed based on the linearized model. However, the designed 
controller uses real-world measurements during implementation. Due to the limited 
accuracy of the linearized model, the real-world measurements deviate from the 
controller’s expectation predicted from the linearized model. To counteract the mismatch 
between the predicted and measured data (the inaccuracy of the linearized model), up to 5% 
parameter deviations (ΔA(t) and ΔB(t)) of the linearized system parameter matrixes are 
simulated. In addition, up to 5% disturbance (D(t)) is simulated to investigate the 
effectiveness of the designed algorithm under small and continuous load fluctuations. For 
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initialization, small random noises are also added to system states to further disrupt the 
system.  
The damping performance of the event-triggered control design under such conditions is 
illustrated in Figure 2.4. Among the three plots, Figure 2.4(a) shows the response of bus 
voltage phase angle deviation (∆𝜃), Figure 3(b) shows the response of frequency deviation 
(∆𝑓), and Figure 2.4(c) shows the response of terminal bus voltage deviation (∆𝑉), all in 
per-unit values. Due to the time-varying system uncertainties and load changes, there are 
always small oscillations in the bus voltage phase angel deviations, frequency deviations, 
and terminal bus voltage deviations. Considering the units used in figures are per unit 
values, the oscillations are reasonably small and acceptable.  
 
 
(a) 
 
(b) 
 
(c) 
Figure 2.4 Simulation results of the proposed event-triggered controller with linearized 
model: (a). Phase angle deviation (∆𝜃); (b). Frequency deviations (∆𝑓); (c). Terminal bus 
voltage deviations (∆𝑉) 
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The control signal responses of event-triggered control are illustrated in figure 2.5. Since 
the control responses of the four SGs are similar, only the control signals (∆𝐸𝑓1 and ∆𝑃𝑚1) 
of SG #1 are plotted. It can be seen that the control signals also oscillate around zero due 
to model parameter inaccuracy and continuous load fluctuations. Because of the small size 
of disturbance, the control actions are not triggered continuously. Previous control signals 
are held fixed until control is triggered again. It is the reason that step changes of the control 
signals can be observed. 
 
 
Figure 2.5 Wide-area damping control signals of generator #1 with event-triggered 
controller (adjustments of field voltage and mechanical power input) 
 
Similarly, the damping performance of the self-triggered control design under same 
conditions is presented in Figure 2.6. Among the five plots, Figure 2.6(a) shows the 
response of voltage phase angle deviation (∆𝜃), Figure 2.6(b) shows the response of 
frequency deviation (∆𝑓), and Figure 2.6(c) shows the response of terminal bus voltage 
deviation (∆𝑉), all in per-unit values. The control signal responses of SG #1 are illustrated 
in Figure 2.7. 
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(a) 
 
(b) 
 
(c) 
Figure 2.6 Simulation results of the proposed self-triggered controller with linearized 
model: (a). Phase angle deviation (∆𝜃); (b). Frequency deviations (∆𝑓); (c). Terminal bus 
voltage deviations (∆𝑉) 
 
Figure 2.7 Wide-area damping control signals of generator #1 with self-triggered controller 
(adjustments of field voltage and mechanical power input) 
 
The computational effort comparison among continuously-updated control scheme, the 
event-triggered control scheme and self-triggered control scheme is visualized in figure 2.8, 
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which shows the accumulated numbers of control updates at different instants of time. 
Since the time interval Ts is set up as 0.1 seconds for periodic control, the total numbers of 
control updates of the continuously-updated control increase linearly from 0 to 400 after 
40 seconds. In comparison, the response of event-triggered control increases slowly after 
the control system is stabilized within a small region from figure 2.8, it is clear to see the 
benefit of event-triggered or self-triggered control designs in term of communications 
savings. It should be noted that because the self-triggered controller calculates the next 
triggering time based on a predefined system model, it can usually save more 
communications than an event-triggered controller. But the damping performance of self-
triggered controller may degrade if the system is suffering big time-varying disturbances.  
 
Figure 2.8 The accumulated numbers of control updates of continuously-updated control, 
event-triggered control and self-triggered control 
2.6.2 Simulation Results with Nonlinear Detailed Model 
To evaluate the performance of the proposed event-triggered and self-triggered controllers 
in a real application, the algorithms are tested with the detailed model of WAPS. The 
specific objectives include testing the algorithm under large disturbance and comparing its 
performance against well-tuned CPSSs. The Simulink model that comes with the 
SimPowerSystemTM toolbox for inter-area oscillations is used for simulation studies. The 
implantation diagram of the proposed control algorithms with the detailed WAPS model is 
illustrated in figure 2.9. 
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Figure 2.9 Illustration of the implantation of ZOH event-triggered and self-triggered 
control for WAPSs 
 
The event-triggered or self-triggered centralized controller takes the wide-area 
measurements from PMUs, and then generates the corresponding control signals ∆𝐸𝑓𝑖 and 
∆𝑃𝑚𝑖 aperiodicaly based on certain triggering conditions. It is known that these two control 
signals ∆𝐸𝑓𝑖 and ∆𝑃𝑚𝑖 (physical quantities) have to be realized by the physical components 
(exciters and turbines). Because the electrical controller (exciter) has a fast response speed 
and the inertial delay can be ignored, only a gain 1/𝐾𝐸𝑖  is added before the exciter. 
However, the inertial of mechanical controller (turbine) introduces significant delay to 
∆𝑃𝑚𝑖. Thus, a simple lead compensator is used based on the turbine dynamics to counteract 
the delay. Because the generator internal states (∆𝛿 and ∆𝐸) are not directly measurable, 
the generator terminal bus measurements (∆𝜃 and ∆𝑉) are used to estimate the states. Since 
model inaccuracies and disturbances have been considered during controller design, the 
impact of using terminal voltage on control performance can be minimized.  
For the simulation of the proposed event-triggered or self-triggered controller, other inter-
area damping controllers (e.g. CPSSs) are not used, but the frequency controller (governor) 
and voltage controller (automatic voltage regulator - AVR) are still applied. To better 
evaluate the performance of the proposed control algorithms, the same power system model 
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and the same disturbances are simulated again under the control of CPSSs. During the 
simulation, four well-tuned CPSSs are deployed to four generators respectively. 
In the simulation study, a series of operating condition changes are simulated. Initially, the 
simulation is running stable. At 3 second, a step load increase (from 967 MW to 1167 MW) 
at bus #10 is performed. At 5 second, the load at bus #10 is changed back to its original 
value (967 MW). At 10 second, a 3-phase short-circuit fault is simulated on the 
transmission line connecting buses #9 and #10. After 6-cycles, the fault is cleared by 
opening the two circuit breakers located at the ends of the transmission line, as shown in 
figure 2.3.  
The simulation results of frequency responses (𝑓) under aforementioned circumstances are 
shown in figure 2.10, among which figure 2.10(a) presents the control performance using 
the event-triggered controller, figure 2.10(b) is the damping result using self-triggered 
controller and figure 2.10(c) is the control performance under CPSSs, all in per units. 
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(a) 
 
(b) 
 
(c) 
Figure 2.10 Frequency responses (𝑓) under system disturbances, (a). The event-triggered 
controller; (b). The self-triggered controller; (c) CPSS. 
 
Similarly, the terminal voltages responses (𝑉) are shown in figure 2.11, among which 
figure 2.11(a) presents the control performance using the event-triggered controller, figure 
2.11(b) is the damping result using self-triggered controller and figure 2.11(c) is the control 
performance under CPSSs, all in per units. 
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(a) 
 
(b) 
 
(c) 
Figure 2.11 Terminal voltages responses (𝑉) under system disturbances, (a). The event-
triggered controller; (b). The self-triggered controller; (c) CPSS. 
 
From figure 2.10 and figure 2.11, one can see that measurements from the detailed model 
do not have much impact on the performance of the designed control algorithm based on 
the linearized model. This is because the system parameter uncertainties and disturbances 
have been addressed during modeling. 
Even if the CPSSs shown in figure 2.10(c) and figure 2.11(c) can also stabilize system 
under load change and fault situation, it takes 5 seconds to damp out oscillations caused by 
the line fault. While the proposed event-triggered or self-triggered controller only takes 
less than 3 seconds to realize the system stabilization. It is because that the proposed wide-
area damping controller considers the overall system model and uses the synchronized 
wide-area data from PMUs [23-24].  
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The mechanical control outputs (∆𝑃𝑚1) of the event-triggered and self-triggered controller 
for generator #1 are shown in the figure 2.12. Among two plots, figure 2.12(a) shows the 
mechanical input power adjustments (∆𝑃𝑚1) using to event-triggered control while figure 
2.12(b) is under self-triggered controller. From Figure11, one can see that the both 
controllers do not require continuous communications and control updates. In addition, the 
durations of control activation are decided by the severities of disturbances. The duration 
is smaller under smaller disturbances (load changes) and larger under larger disturbances 
(3-phase short-circuit fault). For protection purpose, ramp rates and bounds are applied to 
the overall control inputs. The control constraints actually introduce more system 
uncertainties. Obviously, the control constraints do not degrade control performance 
significantly. 
            Control hold time
            Control update time
 
(a) 
            Control hold time
            Control update time
 
(b) 
Figure 2.12 Mechanical Control output Adjustments ∆𝑃𝑚1  of generator #1, (a) Event-
triggered control; (b). Self-triggered control 
 
Above simulation results demonstrate the effectiveness of the proposed wide-area damping 
control algorithm. Even though the algorithm is designed based on the linearized model, 
the obtained performance is not compromised. Practical control applications prefer such 
simple yet effective algorithms. 
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2.7 Reinforcement Learning under Network Imperfections 
Reinforcement learning (RL) includes a class of learning methods, which can approach 
optimal control iteratively through online learning without requiring system model. An 
actor involving in RL method usually interacts with system or environment and adjusts its 
behavior or policies to solve the optimization problems. A critic is responsible for 
executing the policy evaluation by assessing the results of applying current control signals 
into the system. Based on the assessment, the policy improvement is performed by the actor 
to yield an improved performance value compared to the previous one [20]. 
As one of the popular RL methods, Q-learning method is applied in this paper to solve the 
wide-area damping control problem of WAPSs. The optimal action-value function of the 
Q-learning method is defined in term of Bellman equation as [20], 
𝑄𝑘
∗(𝑥, 𝑢) = 𝐸𝜋{[𝑟𝑘 + 𝛾𝑉𝑘+1
∗ (𝑥′)]|𝑥𝑘 = 𝑥, 𝑢𝑘 = 𝑢}                           (1.33) 
where 𝑟𝑘 is the stage cost, and 𝑉𝑘+1
∗ (𝑥′) = min
𝑢
𝑄𝑘+1
∗ (𝑥′, 𝑢′) is the next-step value function. 
0 ≤ 𝛾 ≤ 1  is the discount rate and shows the importance of the future reward in the 
decision making process. The action-value function shows the expected return 𝐸𝜋(∙) in 
state 𝑥 and taking an action 𝑢 under an arbitrary policy 𝜋(𝑥, 𝑢), and performing optimal 
policy 𝜋∗(𝑥, 𝑢) thereafter, until the optimal value of Q-function 𝑄𝑘
∗(𝑥, 𝑢) is reached [20]. 
In terms of the Q-function, the Bellman optimality equation has a simple form for a given 
state 𝑥, and selects the smallest value as 
{
𝑉𝑘
∗(𝑥) = min
𝑢
𝑄𝑘
∗(𝑥, 𝑢) 
𝑢𝑘
∗ = argmin
𝑢
𝑄𝑘
∗(𝑥, 𝑢)
                                                     (1.34) 
The block diagram of WAPS under networked control in presence of network 
imperfections is illustrated in figure 2.13. Such a closed-loop system is referred to be a 
Networked Control System (NCS). In such NCS, network imperfections might occur when 
PMUs send the wide-area measurements to the control center, and when control center 
sends the control signals back to actuators for control implementation [25]. Without 
considering the network imperfections, the control system may not even maintain stability 
under severe situations [26].  
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Figure 2.13 Block diagram of NCS under network imperfections 
 
Due to the complexities of cyber uncertainties, it is impossible to consider all scenarios. 
This research considers two types of most common network imperfections, random 
communication delay and package dropout [26]. For a discrete-time WAPS with a 
sampling period of h, assuming that PMUs outputs yk at time step k take a time of τpc,k to 
be transmitted to the central controller. In addition, it takes a time of τca,k to be transmitted 
from the central controller to the actuators. Thus, the total communication delay during 
signal transmission is τk=τpc,k+τca,k. According to the concept of Zero-Order Hold (ZOH) 
controller, the system under control keeps using previous control signal until the new 
control signal is successfully delivered to actuators. If τk<h, the delay is called short-term 
delay. Otherwise, the delay is called long-term delay [27]. Meanwhile, package dropout 
can be treated as an extreme scenario of communication delay. Two cases of delays can be 
classified as package dropouts. The first case is that the delay is larger than a certain 
threshold. The second case is that the newer control signal arrives before the older one. 
This paper only considers reasonable delays and package dropouts that can be effectively 
counteracted through control design. In another word, reasonable successful package 
delivery rate is required. Mathematically, the requirement can be described as, at least one 
among l consecutive packages is successfully delivered. It should be noted that short-term 
delays are normal and unavoidable, while long-term delays and package dropouts create 
major control difficulties.  
The random communication delays and package dropouts in a discrete-time system are 
illustrated in figure 2.14, where the time for control calculation is neglected. In the figure, 
scenarios #1 and #4 are short-term delays, scenario #2 is a long-term delay, and scenarios 
#3 and #5 are package dropouts. 
 28 
 
#2
τca,k
uk-1
P
M
U
s
time
kh (k+1)h (k+2)h (k+3)h (k+4)h
yk yk+1 yk+2 yk+3
uk
* uk+1
* uk+2
*
uk+3
*
uk uk uk+1 uk+2 uk+2 uk+3
#1 #4 #5
uk+3
τpc,k
τca,k+1 τca,k+2
τpc,k+1 τpc,k+2 τpc,k+3 τpc,k+4
τca,k+3
#3
C
o
n
tr
o
ll
er
A
ct
u
at
o
r
 
Figure 2.14 Illustration of various communication delays and package dropouts 
 
In this research, the implementation of the proposed Q-learning method on wide-area 
damping control of WAPSs under network imperfections will be studied. 
2.8 The Proposed RL Wide-Area Control Algorithm under Cyber and Physical 
Uncertainties 
2.8.1 Modeling of WAPS under Network Imperfections 
The linearized system dynamic considered for control design is given in eq. 1.14 where the 
system parameters 𝐴𝑦, 𝐵𝑦 and 𝐷𝑦 can be unknown. The system is continuous, but control 
inputs are updated in discrete-time. In order to analyze the WAPS with network 
imperfections, the system of (1.14) is sampled with a period of h. Without loss of generality, 
consider the kth interval of [hk, h(k+1)]. Initially, the previously applied control signal uk-1 
is carried over. uk-1 is kept being applied until the possible successful delivery of the 
updated control signal uk, which may or may not happen. By defining the overall delay for 
control signal delivery as 𝜏𝑘, there will be control update if 𝜏𝑘<h. For example, control 
signal is uk-1 during [hk, hk+𝜏𝑘] and the control signal is updated to uk during [hk+𝜏𝑘, 
h(k+1)]. For long term delays or package dropouts (𝜏𝑘>h), there will be no update on 
control signals during the kth interval. Therefore, the discrete-time control model under 
network imperfections can be formulated as  
∆𝑦𝑘+1 = Ψ∆𝑦𝑘 + Γ0,𝜏𝑘∆𝑢𝑘 + Γ1,𝜏𝑘∆𝑢𝑘−1 + 𝐷𝑘                            (1.35) 
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where Ψ = 𝑒𝐴𝑦ℎ ⊂ ℝ𝑛×𝑛 , Γ0,𝜏𝑘 = ∫ (𝑒
𝐴𝑦𝑠𝐵𝑦)𝑑𝑠
ℎ−𝜏𝑘
0
⊂ ℝ𝑛×𝑚 , Γ1,𝜏𝑘 =
∫ (𝑒𝐴𝑦𝑠𝐵𝑦)𝑑𝑠
ℎ
ℎ−𝜏𝑘
⊂ ℝ𝑛×𝑚, 𝐷𝑘 = ∫ [𝑒
𝐴𝑦𝑠𝐷𝑦(𝑡)]𝑑𝑠
ℎ
0
⊂ ℝ𝑛×1, ∆𝑢𝑘 = [∆𝑃𝑚,𝑘
𝑇  ∆𝐸𝑓,𝑘
𝑇 ]𝑇 is the 
control adjustment at step k, and ∆𝑢𝑘−1 is the previous value of ∆𝑢𝑘. 
Since random network imperfections are unavoidable, it is impossible to counteract their 
impacts perfectly [25]. Previous studies on NCS suggest that such random network 
imperfections can be effectively handled through statistical analysis [26]. Assuming that 
𝜏𝑘  obeys the normal distribution at time step k
th, i.e. 𝜏𝑘(𝔼𝜏, 𝜎𝜏) , in which 𝔼𝜏  is the 
expectation and 𝜎𝜏 is the standard deviation of 𝜏𝑘. The random control model of (1.35) can 
be transformed into a deterministic control model with Γ0,𝜏𝑘  being replaced by Γ0,𝔼𝜏 =
∫ (𝑒𝐴𝑦𝑠𝐵𝑦)𝑑𝑠
ℎ−𝔼𝜏
0
 and Γ1,𝜏𝑘 being replaced by Γ1,𝔼𝜏 = ∫ (𝑒
𝐴𝑦𝑠𝐵𝑦)𝑑𝑠
ℎ
ℎ−𝔼𝜏
. 
In order to simplify the following Q-learning based control design, the control model is 
transformed into an auxiliary augment form as shown in (1.36) 
 ∆𝑧𝑘+1 = 𝐴𝑑∆𝑧𝑘 + 𝐵𝑑∆𝑢𝑘                                                  (1.36) 
where ∆𝑧𝑘 = [
∆𝑦𝑘
∆𝑢𝑘−1
1
] , 𝐴𝑑 = [
Ψ𝑛×𝑛 Γ1,𝔼𝜏
𝑛×𝑚 𝐷𝑀
𝑛×1
𝟎𝑚×𝑛 𝟎𝑚×𝑚 𝟎𝑚×1
𝟎1×𝑛 𝟎1×𝑚 11×1
] , 𝐵𝑑 = [
Γ0,𝔼𝜏
𝑛×𝑚
𝐼𝑚×𝑚
𝟎1×𝑚
] , 𝟎  being a zero 
matrix, and 𝐼 being an identity matrix.  
According to the optimal control theory [20], the optimal control inputs for system (1.36) 
can be designed as 
∆𝑢𝑘
∗ = −(𝐵𝑑
𝑇𝑃𝐵𝑑 + 𝑅)
−1𝐵𝑑
𝑇𝑃𝐴𝑑∆𝑧𝑘                                        (1.37) 
where 𝑃 ≥ 0 ⊂ ℝ𝑛×𝑛  is the Riccati equation solution [20] and 𝑅 ⊂ ℝ𝑚×𝑚 is the positive-
definite matrix. 
Since the NCS suffers from network imperfections, the effective control signal (∆𝑢𝑘) in 
(1.35) and (1.36) might be different from the current control signal calculated by the central 
controller (∆𝑢𝑘
𝑑). According to the assumption made in Subsection II-B, there is at least 
one successful control signal delivered in every l steps. The assumption can be formulated 
according to (1.38). 
                                           ∆𝑢𝑘 = 𝑝𝑘∆𝑢𝑘
𝑑 + [(1 − 𝑝𝑘)𝑝𝑘−1]∆𝑢𝑘−1
𝑑 +⋯ 
                                                  +[(1 − 𝑝𝑘)(1 − 𝑝𝑘−1)⋯ (1 − 𝑝𝑘−𝑙+2)𝑝𝑘−𝑙+1]∆𝑢𝑘−𝑙+1
𝑑      
        = ∑ [∏ (1 − 𝑝𝑘−𝑗+1)
𝑖−1
𝑗=1 ]
𝑙
𝑖=1 𝑝𝑘−𝑖+1∆𝑢𝑘−𝑖+1
𝑑                            (1.38) 
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 In (1.38), 𝑝𝑘 is an indicator, where 𝑝𝑘 = 1 stands for successful information delivery, and 
𝑝𝑘 = 0 stands for unsuccessful information delivery. ∆𝑢𝑘
𝑑 is the control signal calculated 
in control center at the kth time step considering communication delay. 
Similar to the above problem formulation, statistical analysis is introduced again in control 
design to counteract the effect of network imperfections. If the occurrence probability of 
on-time package delivery 𝑃(𝑝𝑘)|𝔼𝑝,𝜎𝑝  obeys the normal distribution in which 𝔼𝑝  is the 
expectation of 𝑃(𝑝𝑘) and 𝜎𝑝 is the standard deviation, the designed control inputs 𝑢𝑘
𝑑 can 
be modified as [28] 
                          ∆𝑢𝑘
𝑑 =
1
𝔼𝑝
∆𝑢𝑘
∗ − [(1 − 𝔼𝑝)𝔼𝑝]∆𝑢𝑘−1
∗ −⋯− [(1 − 𝔼𝑝)
𝑙−1
𝔼𝑝] ∆𝑢𝑘−𝑙+1
∗               
            =
1
𝔼𝑝
[∆𝑢𝑘
∗ − ∑ (1 − 𝔼𝑝)
𝑖−1𝑙
𝑖=2 𝔼𝑝∆𝑢𝑘−𝑖+1
∗ ]                                           (1.39) 
In (1.39), ∆𝑢𝑘
∗  and its previous values are calculated according to the Q-learning algorithm 
which is introduced in the next subsection. The model-free algorithm does not require 
physical system model, neither the statistical data on network imperfections. However, 
there is no guarantee that the calculated control signal ∆𝑢𝑘
∗  is effectively delivered. To 
further counteract the cyber uncertainties between the control center and the actuators, the 
instantaneous control signals ∆𝑢𝑘
∗ s calculated through Q-learning are weighted together in 
(1.39). The introduction of historic control signals can effectively counteract the previous 
impact of network imperfections on control signal delivery. In this way, the long term 
expectation on control performance can be expected to approach that under ideal conditions.  
2.8.2 Q-Function Setup for Control Design 
The control design in (1.37) requires known system dynamics to solve the Riccati equation 
as well as the optimal control inputs. To relax the requirements, Q-learning method is 
applied to solve the optimal control problem. An infinite-horizon value function [20] can 
be defined with Riccati equation solution P as quadratic in the state, 
    𝑉𝑘+1
∗ (∆𝑧𝑘+1) = ∆𝑧𝑘+1
𝑇 𝑃∆𝑧𝑘+1                                                    (1.40) 
The Bellman equation can be formulated accordingly as 
  𝑄∗(∆𝑧𝑘, ∆𝑢𝑘
∗) = ∆𝑧𝑘
𝑇Υ∆𝑧𝑘 + ∆𝑢𝑘
∗𝑇𝑅∆𝑢𝑘
∗ + 𝑉𝑘+1
∗ (∆𝑧𝑘+1)                (1.41) 
where Υ ⊂ ℝ𝑛×𝑛 and 𝑅 ⊂ ℝ𝑚×𝑚 are positive-definite cost matrixes.  
By substituting (1.36) and (1.40) into the Bellman equation of (1.41), one can get 
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           𝑄∗(∆𝑧𝑘, ∆𝑢𝑘
∗) = ∆𝑧𝑘
𝑇Υ∆𝑧𝑘 + ∆𝑢𝑘
∗𝑇𝑅∆𝑢𝑘
∗ + (𝐴𝑑∆𝑧𝑘 + 𝐵𝑑∆𝑢𝑘
∗)𝑇𝑃(𝐴𝑑∆𝑧𝑘 +
𝐵𝑑∆𝑢𝑘
∗)  
        = [
∆𝑧𝑘
∆𝑢𝑘
∗ ]
𝑇
[
𝐴𝑑
𝑇𝑃𝐴𝑑 + Υ 𝐵𝑑
𝑇𝑃𝐴𝑑
𝐴𝑑
𝑇𝑃𝐵𝑑 𝐵𝑑
𝑇𝑃𝐴𝑑 + 𝑅
] [
∆𝑧𝑘
∆𝑢𝑘
∗ ]                                        (1.42) 
Introduce a kernel matrix 𝐻 ∈ ℝ𝑞×𝑞 as 
𝐻 = [
𝐴𝑑
𝑇𝑃𝐴𝑑 + Υ 𝐴𝑑
𝑇𝑃𝐵𝑑
𝐵𝑑
𝑇𝑃𝐴𝑑 𝐵𝑑
𝑇𝑃𝐵𝑑 + 𝑅
] = [
𝐻𝑧𝑧 𝐻𝑧𝑢
𝐻𝑢𝑧 𝐻𝑢𝑢
]                                        (1.43) 
Then the Bellman equation of (1.42) can be rewritten as  
    𝑄∗(∆𝑧𝑘, ∆𝑢𝑘
∗) = [
∆𝑧𝑘
∆𝑢𝑘
∗ ]
𝑇
𝐻 [
∆𝑧𝑘
∆𝑢𝑘
∗ ]                                                (1.44) 
Recall to (1.37), it yields the policy 
∆𝑢𝑘
∗ = −𝐻𝑢𝑢
−1𝐻𝑢𝑧∆𝑧𝑘                                                       (1.45) 
Therefore, the optimal control gain can be obtained more conveniently by solving the 
kernel matrix 𝐻 in (1.44) instead of using system dynamics 𝐴𝑑 and 𝐵𝑑 in (1.42). The brief 
derivation of numerical computing method to realize the online updating of 𝐻 is given in 
the next subsection. 
2.8.3 Model-Free Online Tuning of Control  
To learn the kernel matrix 𝐻 and approximate the optimal control signals, the Recursive 
Least Square (RLS) method is used in this paper [29]. First, one set of parametric structures 
?̂?(𝑧̅, ℎ𝑖) and ?̂?𝑖(𝑧) are selected to approximate the actual 𝑄
∗  and 𝑢∗  at the ith iteration, 
respectively. It should be noted that i is the iteration step which is different from the time 
step k. 
?̂?𝑖(∆𝑧̅, ℎ𝑖) = ∆𝑍
𝑇𝐻𝑖∆𝑍 = ℎ𝑖
𝑇∆𝑧̅                                             (1.46) 
∆?̂?𝑖(∆𝑧) = −𝐻𝑢𝑢,𝑖
−1 𝐻𝑢𝑧,𝑖∆𝑧                                                   (1.47) 
where ∆𝑍 = [∆𝑧𝑇 ∆𝑢𝑇]𝑇 ∈ ℝ𝑞 ,  ∆𝑧̅ =
(∆𝑍1
2, … , ∆𝑍1∆𝑍𝑞 , ∆𝑍2
2, ∆𝑍2∆𝑍3, … , 𝑍𝑞−1𝑍𝑞 , 𝑍𝑞
2) ∈ ℝ𝑞(𝑞+1)/2  is the Kronecker product 
quadratic polynomial basis vector; ℎ = 𝑣(𝐻) with 𝑣(∙) being a vector function which is 
constructed by stacking the columns of the squared matrix into a one-column vector. 
Therefore, 𝑣(∙) transforms a 𝑞 × 𝑞 matrix 𝐻 into a 𝑞(𝑞 + 1)/2 × 1 vector ℎ, and 𝐻 can 
be solved as 𝐻 = 𝑣−1(ℎ) [23].  
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Then, to find ℎ𝑖+1, the desired target function is written as 
𝑑(𝑧?̅?, ℎ𝑖) = ∆𝑧𝑘
𝑇𝛾∆𝑧𝑘 + ∆?̂?𝑖
𝑇(∆𝑧𝑘)𝑅∆?̂?𝑖(∆𝑧𝑘) + 𝑄𝑖(∆𝑧𝑘+1, ∆?̂?𝑖+1(∆𝑧𝑘+1))         (1.48) 
Due to the approximate error, the Bellman equation in (1.44) does not hold anymore. Then 
it can be defined as ℎ𝑖+1
𝑇 ∆𝑧?̅? = 𝑑(𝑧?̅?, ℎ𝑖) + 𝑒𝑘 , where 𝑒𝑘  is the Bellman equation error. 
Therefore, ℎ𝑖+1 is found over a compact set Ω to minimize the Bellman equation error 𝑒𝑘 
in a least-square sense as 
ℎ𝑖+1 = argmin
ℎ𝑖+1
{∫
Ω
|ℎ𝑖+1
𝑇 ∆𝑧?̅? − 𝑑(𝑧?̅?, ℎ𝑖)|
2
𝑑∆𝑧𝑘}                      (1.49) 
Then it can be solved as 
ℎ𝑖+1 = (∫Ω∆𝑧?̅?∆𝑧?̅?
𝑇𝑑∆𝑧𝑘)
−1
∫
Ω
∆𝑧?̅?𝑑(𝑧?̅?, ℎ𝑖)𝑑∆𝑧𝑘                       (1.50) 
The kernel matrix 𝐻 stops updating when Bellman equation error is less than certain small 
valve 𝜀, e.g. ‖ℎ𝑖+1 − ℎ𝑖‖ < 𝜀. [29-30]. If the Bellman equation error 𝑒𝑘 becomes zero, the 
system optimality is achieved. It should be mentioned that the quantity of the historic 
information (i.e. compact set Ω) required to solve (1.50) is dependent on the system 
dimension, i.e. the number of PMUs used in the NCS. The overall procedure of the 
proposed Q-learning based algorithm for wide-area control is summarized in table 2.1. One 
advantage of the algorithm is that it makes incremental improvements and the convergence 
of learning can be theoretically proved based on the mild assumptions as introduced in the 
paper. This means that it can avoid the abrupt/risky control adjustments while performance 
improvement can be guaranteed even before the optimal solution is found 
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Table 2.1: IMPLEMENTATION OF THE Q-LEARNING BASED CONTROL ALGORITHM 
1) Initialize the system state set ∆𝑧, control action ∆𝑢, value function 𝑄(∆𝑧, ∆𝑢), 
and kernel matrix 𝐻 
2) for 𝑖 = 0 to a given number iterations, 
if ‖ℎ𝑖+1 − ℎ𝑖‖ > 𝜀, do 
2.1) Observe the state ∆𝑧 of the WAPS 
2.2) Calculate the least squares to solve the kernel matrix 𝐻𝑖+1 (1.50) 
2.3) Perform policy update to approximate the optimal control signal ∆?̂?𝑖(∆𝑧) 
(1.47) 
2.4) Implement the control signal and observe the state ∆𝑧′ (1.36) 
2.5) Update the Q-function (1.46) 
3) end 
2.9 Simulation Results of the Q-Learning Based Wide-Area Control Algorithm 
It is a common sense that the practical WAPS model is complicated and highly nonlinear. 
Due to the complexity of the physical system and cyber uncertainties, it is impossible to 
model such a large system precisely. To solve the wide-area damping control problem 
effectively, a model-free control algorithm is proposed based on the Q-learning technique. 
In order to evaluate its real-world performance, the linear model-based control algorithm 
is tested with variable types of simplified linearized and detailed nonlinear WAPS models, 
i.e. IEEE 11-bus and 30-bus models [11].  
To select the next control signal ∆𝑢𝑘 replacing the currently effective control signal ∆𝑢𝑘−1, 
each of the most recent l successive control signals (∆𝑢𝑘
𝑑 , ∆𝑢𝑘−1
𝑑 , ……, ∆𝑢𝑘−𝑙+1
𝑑 ) is 
assigned with a random probability 𝑃|(𝔼𝑝,𝜎𝑝) ⊂ [0,1]  with expectation being 𝔼𝑝  and 
deviation being 𝜎𝑝. If the random probability P is larger than 𝔼𝑝, the corresponding control 
signal will be successfully delivered (p=1), otherwise, the control signal will not be 
delivered in time due to network imperfections (p=0). The search of ∆𝑢𝑘 starts from ∆𝑢𝑘
𝑑 
to ∆𝑢𝑘−𝑙+1
𝑑 . During the searching process, the first control signal with nonzero p will be 
selected as ∆𝑢𝑘. If none of the l control signals is delivered and the situation has already 
happened for l-1 times, one of the l signals will be randomly selected. This is because of 
the assumption that there is at least one successful control signal delivery in every l steps. 
To decide the instant of time when the new control signal ∆𝑢𝑘will be deployed, similar 
statistical analysis is employed. A random number within the range of [0, h] is generated 
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to decide 𝜏𝑘. The random number has an expectation of 𝔼𝜏 and deviation of 𝜎𝜏. Once the 
𝜏𝑘 is determined, the ∆𝑢𝑘 will be deployed at the instant of hk+𝜏𝑘 at the k
th step.  
During simulation, h is set to 0.1s, l is set to 3, 𝔼𝑝 is set to 0.9, 𝜎𝑝 is set to 0.05, 𝔼𝜏 is set 
to 0.75h, and 𝜎𝜏 is set to 0.2h. It should be noted that 𝔼𝑝 is intentionally set to a small value 
(frequent network imperfection) to challenge the proposed control algorithm. 
2.9.1 Simulation with Linearized 11-Bus Model 
The initial large deviations are set up to 15% of the equilibrium operating points. In 
addition, up to 5% disturbances (Dk) are simulated to investigate the effectiveness of the 
designed algorithm under small and continuous system disturbances. The damping 
performance of the proposed algorithm under aforementioned conditions are shown in 
figure 2.15. Among the three plots, figure 2.15(a) shows the responses of bus voltage phase 
angle deviation (∆𝜃), figure 2.15(b) shows the responses of frequency deviation (∆𝑓), and 
figure 2.15(c) shows the responses of terminal bus voltage deviation (∆𝑉), all in per-unit 
values. The distribution of communication delay and package dropout during the 
simulation is shown in the figure 2.16.  It can be seen that the wide-area oscillations get 
damped effectively by the proposed control algorithm under both cyber and physical 
uncertainties. Besides, the robustness of the proposed algorithm against the network 
imperfections is also demonstrated. 
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(a) 
 
(b) 
 
(c) 
Figure 2.15 Simulation results of the proposed Q-learning controller with linearized 11-
bus model: (a). Phase angle deviation (∆𝜃); (b). Frequency deviations (∆𝑓); (c). Terminal 
bus voltage deviations (∆𝑉). 
 
Figure 2.16 Distribution of communication delay and package dropout 
 
The control signal responses are presented in figure 2.17. Because the control signals of 
the four subsystems are quite similar for small signal disturbance, only control inputs (∆𝐸𝑓1 
and ∆𝑃𝑚1) of subsystem #1 are presented. Due to the continuous system disturbances, it 
can be seen that the control adjustments oscillate around zero. As illustrated in the figure 
2.18, the Bellman equation error 𝑒𝑘  converges to a small neighborhood of zero, which 
demonstrates achievement of the system optimality. 
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Figure 2.17 Wide-area damping control signals for generator #1 (adjustments of field 
voltage ∆𝐸𝑓1 and mechanical power input ∆𝑃𝑚1) 
 
Figure 2.18 Bellman equation error 𝑒𝑘.  
2.9.2 Simulation with Linearized 30-Bus Model 
In order to further test evaluate the effectiveness of the proposed control algorithm on 
variable types of WAPS, a similar simulation is conducted on a linearized IEEE 30-bus 
system as shown in figure 2.19 [31]. The parameters of an IEEE 30-bus system can be 
found online at [31]. 
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Figure 2.19 IEEE 30-bus WAPS 
 
The damping performance of the proposed algorithm under aforementioned conditions are 
shown in figure 2.20. Among the three plots, figure 2.20(a) shows the response of bus 
voltage phase angle deviation (∆𝜃 ), figure 2.20(b) shows the response of frequency 
deviation (∆𝑓), and figure 2.20(c) shows the response of terminal bus voltage deviation 
(∆𝑉), all in per-unit values. The Bellman equation error 𝑒𝑘 is shown in the figure 2.21. As 
can be observed, the proposed control algorithm can effectively damp the oscillation for a 
more complicated WAPS under network imperfections. Moreover, the proposed Q-
learning is a novel online time-based learning technique. Compared with conventional 
offline policy or value iteration schemes, the time-based learning techniques are updating 
along with time online instead of iteration offline, which have been demonstrated as an 
effective method to overcome the issue from high computational complexity [32]. 
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(a) 
 
(b) 
 
(c) 
Figure 2.20 Simulation results of the proposed Q-learning controller with linearized 30-
bus model: (a). Phase angle deviation (∆𝜃); (b). Frequency deviations (∆𝑓); (c). Terminal 
bus voltage deviations (∆𝑉). 
 
Figure 2.21 Bellman equation error 𝑒𝑘. 
 
In addition, to better illustrate the influence of the network imperfections and to 
demonstrate the effectiveness of the proposed controller against this problem, the 
comparison results of frequency responses are shown in figure 2.22. The simulation is 
conducted on an IEEE 30-bus system with package dropout (𝔼𝑝 = 0.9) and without 
package dropout (𝔼𝑝 = 1) under the same communication delay (𝔼𝜏 = 0.75ℎ). It can be 
observed that the network imperfections have a tiny influence on damping performance of 
the proposed controller. However, the communication network quality, i.e. package 
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dropout and communication delay, if not properly considered, can result low frequency 
oscillations in WAPS. 
 
Figure 2.22 Frequency responses under different network imperfections with and without 
design considerations.  
2.9.3 Simulation with Nonlinear Detailed 11-Bus Model 
In this section, the detailed nonlinear WAPS model is used to evaluate the performance of 
the proposed control algorithm under the practical application. The simulation studies are 
conducted on the Simulink module that comes with the SimPowerSystemTM toolbox for 
inter-area oscillations [33]. The specific targets are focused on testing the algorithm 
performance under large system disturbances and network imperfections. In addition, the 
control performance is also compared against well-tuned CPSSs. The simulation settings 
of network imperfections are same as that in linear-model-based simulations in Subsection 
V-A. The implementation of the proposed control algorithm with the detailed WAPSs 
model is illustrated in fig 2.23.  
It is known that two control signals ∆𝐸𝑓𝑖 and ∆𝑃𝑚𝑖 (physical quantities) have to be realized 
by the physical components (exciters and turbines). Because the electrical controller 
(exciter) has a fast response speed and the inertial delay can be ignored, only a gain 1/𝐾𝐸𝑖 
is added after the filed voltage adjustment (∆𝐸𝑓𝑖) [11]. However, the inertial of mechanical 
controller (turbine) introduces significant delay to ∆𝑃𝑚𝑖. Thus, a simple lead compensator 
as shown in figure 2.1 is designed based on the turbine dynamics to counteract the delay. 
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Figure 2.23 Implementation of the proposed control algorithm for WAPSs. 
 
Because the generator internal voltages cannot be easily acquired, the generator terminal 
voltage measurements are used instead as an input to the wide-area controller. A series of 
different operating conditions are simulated in the study. Initially, the system is running 
stable. At time 3 second, a 200 MW step load increasing is performed at bus # 10 (from 
967 MW to 1167 MW). At time 5 second, the load at bus #10 returns back to its original 
value (967 MW).  At time 10 second, a three-phase short circuit is performed at the 
transmission line disconnecting bus #9 and bus #10. After 6 cycles, the fault is removed by 
opening the two circuit breakers located at both ends of the transmission line, as presented 
in figure 2.3. The total simulation time is set to 20 seconds. 
In order to fully understand the performance of the proposed model-free control algorithm, 
it is compared with CPSSs which are simulated under the same power system scenarios. In 
the simulation, four well-tuned CPSSs from [11] are deployed at four generators 
respectively. It should be noted that the problem of network imperfections is not considered 
in CPSSs since they are local controllers. 
The simulation results of frequency responses (𝑓) under aforementioned circumstances are 
shown in figure 2.24, among which figure 2.24(a) presents the control performance using 
the proposed Q-learning networked controller and figure 2.24(b) is the damping result 
under CPSSs (without using the proposed controller), all in per units. Similarly, the 
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terminal voltages responses (𝑉) are shown in figure 2.25, among which figure 2.25(a) 
presents the control performance using the proposed model-free networked controller and 
figure 2.25(b) is the damping result under CPSSs (without using the proposed controller), 
all in per units. 
As introduced before, the proposed Q-learning method uses a linear WAPS model to 
approximate the optimal control of a nonlinear system. However, it can be observed from 
the figure 2.24(a) and figure 2.25(a) that the possible measurement deviations from a 
nonlinear model do not degrade the performance of the linear-based control design. It is 
because that the system dynamics with disturbances are able to be learned and updated 
online. Even if the CPSSs shown in figure 2.24 and figure 2.25 can also stabilize system 
under load change and fault situation, it takes 5 seconds to damp out oscillations caused by 
the line fault. While the proposed controller only takes less than 3 seconds to realize the 
system stabilization. It should be noted that the voltage drop in figure 2.25, is not a steady 
state error. It is because CPSSs cannot recover the low order frequency oscillations in a 
timely manner. If given sufficient time, the deviation under CPSSs will disappear. Because 
frequency f and voltage V of the designed control method are adjusted at the same time 
through coordination, the transient performance is much better than that under 
conventional controllers. 
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(a) 
 
(b) 
Figure 2.24 Frequency responses (𝑓) under system disturbances, (a). The proposed Q-
learning networked controller; (b). CPSS.  
 
(a) 
 
(b) 
Figure 2.25 Terminal voltages responses (𝑉) under system disturbances, (a). The proposed 
Q-learning networked controller; (b). CPSS. 
 
The overall control inputs (𝑃𝑚1 and 𝐸𝑓1) to generator #1 are shown in figure 2.26. For 
protection purpose, ramp rates and bounds are applied to the overall control inputs. 
Although the practical control constraints further increases system uncertainties, control 
performance is not degraded. 
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(a) 
 
(b) 
Figure 2.26 Overall control inputs to generator #1, (a). Mechanical input power 𝑃𝑚1; (b). 
Field voltage 𝐸𝑓1. 
2.9.4 Simulation with Nonlinear Detailed 30-Bus Model 
In this subsection, similar simulations are performed on a detailed IEEE 30-bus model as 
presented in figure 2.19. The performance of the proposed wide-area controller is 
compared with the behavior of CPSSs (without using the proposed controller). In order to 
make the paper condensed, only a three-phase self-clean fault is conducted between bus #4 
and bus #6. The total simulation time is 15s and the fault happens at the 2s during the steady 
state. After 3 cycles, the fault is removed by opening the two circuit breakers located at 
both ends of the transmission line. The frequency responses of using the proposed wide-
area controller and the CPSSs are shown in the figure 2.17(a) and figure 2.17(b), 
respectively. As can be observed, the proposed Q-learning controller can achieve the wide-
area oscillation damping within 4s, while CPSSs have to take more than 8s to damp out the 
oscillations. Actually, the tuning process of CPSSs is full of difficulties, and the low-
frequency oscillation is a common phenomenon when system operating condition changes. 
One major reason is that the CPSSs only use the local measurements. Therefore, WAMS 
has created a great opportunity to better manage WAPSs. 
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(a) 
 
(b) 
Figure 2.27 Frequency responses (𝑓) under system disturbances, (a). The proposed Q-
learning networked controller; (b). CPSS. 
 
Above simulation results demonstrate the effectiveness of the proposed wide-area damping 
control algorithm. Usually, RL method requires significant time to obtain the desired 
knowledge, and the learning from scratch is difficult as shown in our previous paper [34]. 
In this work, once the initial knowledge is obtained, the incremental online learning 
afterward will be converged much faster. So the learning speed is not a problem since the 
utility can afford the cost of capable infrastructure. Besides, even though the design is 
linear-based, the obtained performance is not compromised. Practical control applications 
prefer such simple yet effective algorithms. 
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 SHIPBOARD POWER SYSTEM CONTROL 
3.1 Problem Description 
A shipboard power system (SPS) consists of various loads for propulsion, service, 
warfighting and so on. Loads, such as electromagnetic guns, electromagnetic launch 
systems, and electron lasers, consume a large amount of power within a short period of 
time are called pulsed power loads (PPLs) [35]. Due to economic considerations, the 
capacity of an SPS is usually decided to mainly satisfy the needs of non-PPLs that are 
online most of the time, instead of meeting the possible peak demand of all loads [36]. 
Besides capacity limit, it is almost impossible to increase the generation of conventional 
synchronous generators (SGs) instantaneously during the deployment of PPLs. Large 
voltage sag in medium voltage DC (MVDC) SPS and large frequency droop in medium 
voltage AC (MVAC) SPS will occur when a large PPL is directly connected to an SPS. 
Consequently, not only sensitive loads might be tripped offline, but also the system-wide 
instability of SPS might occur [37].  
In order to accommodate the high transient energy demand of PPLs, energy storage system 
(ESS) such as supercapacitor or flywheel is usually installed [38]. Once fully charged, ESS 
is disconnected from the SPS to supply PPLs alone so that the negative strikes during PPLs 
deployment are isolated. Thus, the problem of PPLs accommodation can be converted to 
charging control of ESS. Many issues such as large voltage and frequency disturbances, 
and even system instability possibly result from the improperly designed charging 
controller of ESS [39]. In this paper, the supercapacitor-type of ESS is adopted due to its 
advantages such as simple maintenance, high reliability, and high power density [40]. The 
concept can be extended to other types of ESS, but the controller might need to be 
redesigned if its properties are significantly different.  
So far, there are not many solutions for PPL accommodation. In [41] and [42], authors 
present a limit-based control and a profile-based control algorithm, respectively. Both 
algorithms have been tested through hardware experiments with an MVDC testbed. These 
two algorithms generate charging current references based on the offline analysis. Since 
interactions between generations and charging controls as well as possible changes to 
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operating conditions are not considered, there is still room for performance improvement. 
To realize fast and smooth charging, it is desirable to design closed-loop control algorithms 
to better coordinate the generation and charging controls under dynamic operating 
conditions. 
In [50], a proportional integral (PI) based algorithm and a feedback linearization (FL) based 
algorithm are presented. These algorithms are easy to implement and their effectiveness is 
demonstrated through both software simulations and power hardware-in-the-loop (PHIL) 
simulations with detailed SPS model. However, the performance of PI control is limited, 
whereas the FL is sensitive to parameter accuracy. To further improve the system 
performance, an adaptive critic design (ACD) based control algorithm is developed in [51]. 
Through interactive learnings of two neural networks (NNs) for cost-to-go function and 
optimal control, respectively, the near-optimal control can be realized. However, the ACD 
based algorithm requires a separately determined control references and the known system 
dynamics. Moreover, an initial admissible control policy is needed to maintain the system 
stability during NN learning. Finally, the system disturbance is simply considered as being 
bounded and the optimality of control is not rigorously proved. 
To overcome the problems with existing solutions, both problem formulation and control 
design should be improved. The accurate model of SPS is very complicated, and the 
outermost control designs do not need to use very accurate model if the inner control loop 
is reasonably fast and accurate. But the balance between effectiveness and simplicity of 
SPS model has to be sufficiently considered, and the effectiveness of simplified model 
must be well tested. In addition, there are not many solutions to handle the disturbance in 
the existing control designs [50-51]. In general, using a static bound in control model to 
counteract the impact of disturbance results in a large ultimate bound [51]. Meanwhile, it 
is also very difficult to dynamically approximate the disturbance especially when system 
models are partially unknown. In this paper, the frequency dynamic is augmented with a 
damping term to better approximate the real-world conditions. The damping coefficient is 
treated as a disturbance that fluctuates throughout time. Such formulation can not only 
significantly improve the validness of the model, but can also maintain system simplicity.  
A zero-sum game (ZSG) online-learning optimal NN control design is presented in this 
paper for the uncertain nonlinear system under disturbances. Two players of the game are 
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controller and disturbance, respectively. The controller aims at approximating the bound 
of disturbance based on system output, and then learning the optimal control under the 
disturbance through reinforcement learning. Due to its universal approximation capability 
[18], NNs are used to estimate the unknown system dynamics, approximate the solution of 
Hamilton-Jacobi-Isaac (HJI) equation (i.e. the optimal cost function for two-player ZSG), 
and learn the optimal control. Since the control objective is to optimize a predefined 
performance index, there is no need to separately provide the control references. Because 
ZSG is utilized to dynamically approximate the upper bound of disturbances, the impact of 
disturbances can be well addressed. The optimality of an MVAC SPS is guaranteed by 
using a time-based neuro dynamic programming (NDP) scheme. The usage of NN 
identifier avoids the requirement for knowledge of system model. Lastly, the controller 
does not require initial control being admissible and can be introduced at any initial state. 
3.2 Modelling of SPS 
The simplified SPS model for PPL accommodation consists of two subsystems that stand 
for the dynamics of the aggregated synchronous generator (SG) and the supercapacitor, 
respectively. Details of the model are introduced as follows. 
To model the SG [12], the relationship between system frequency change and supply-
demand mismatch can be formulated as  
1 1( ) ( ) ( )M E D M L C C f reff k P P P k P P I V D f f                                   (3.1) 
In (3.1), f is the system frequency and fref is the reference of f. k1 is the constant decided by 
parameters of the generator. PM is the mechanical power input to the SG, and PE = 
PC+PD+PL is the electrical power output with PC being the charging power of 
supercapacitor, PD being the damping power, and PL being all other loads and losses. 
Meanwhile, PC is represented as PC = VC IC with VC and IC being the voltage and the 
charging current of a supercapacitor, respectively. PD = Df (fref - f) represents the damping 
effect of the SPS where Df is the damping factor. 
Since only one equation (3.1) is used to represent the frequency dynamics of an SPS, the 
system modeling inaccuracy is unavoidable. The impact from unmodeled dynamics can be 
alleviated by assuming a time-varying damping factor Df. In other words, the damping 
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factor Df is introduced to improve the validness of the simplified model. Due to the 
complexity of the SPS and its wide-range of operating conditions, Df keeps changing 
randomly within a certain range. During the control design, it is preferable to treat Df in 
(2.1) as a bounded disturbance. To model the dynamics of a supercapacitor, the i-v 
characteristic of supercapacitor shown in (3.2) is used.  
2C CV k I                                                             (3.2) 
where k2 is the reciprocal capacitance of the supercapacitor. The objective of charging 
control is to charge a specific amount of energy to the supercapacitor as fast as possible. 
Since capacitor voltage VC is an indicator of the stored energy, the control objective can be 
realized by generating charging current IC based on the difference between the current VC 
and its desired value Vregf. During the charging process, another control input PM of SG is 
adjusted cooperatively to maintain the system stability and the desired dynamic 
performance. The objective of fast and smooth charging can be realized through optimal 
control.  
Defining the system state vector as x(t)=[x1, x2]
T=[f(t), VC(t)]
T ⊂𝕽n⨯1 and control inputs 
vector as u(t)=[u1, u2]
T=[PM(t)-PL(t), IC(t)]
T⊂𝕽m⨯1, the mechanical power control input can 
be calculated as PM =u1 +PL. In this paper, the load PL is assumed to be measureable or can 
be indirectly calculated. The severe change or inaccuracy of PL can be considered together 
with other uncertainties as disturbance Df. The control reference vector xref = [fref, 
Vref]
T⊂𝕽n⨯1 is constant, and e(t) = [e1 e2]T = x(t)-xref ⊂𝕽n⨯1 is defined as the tracking error 
of states. Then, the tracking error dynamic of the simplified SPS model defined in (3.1) 
and (3.2) can be generalized as 
 1 1 1 1 1 2 2 1
2 2 2 2
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
ref fx t e t k u t k e t V u t D t e t
x t e t k u t
     

 
                         (3.3) 
It is important to note that the system of (3.3) can be considered as a nonlinear continuous-
time affine system. The tracking error dynamic of (3.3) can be further represented as 
   ( ) ( ) ( ) ( )e t G e t u t D e t                                                    (3.4) 
where    ( ) ( ) ( )fD e t K e t D t  with  
1 1( )( )
0
ne tK e t 
 
  
 
, and  
 1 1 2
2
( )
( )
0
ref n mk k e t VG e t
k

  
  
  
 
is the control coefficient matrix.  
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The model of (3.4) has serval interesting properties from control perspectives such as 
nonlinearity, strong couplings of subsystems, and multiple-inputs-multiple-outputs 
formulation. It is true that accurate MVAC SPS model is usually difficult to acquire due to 
its physical complexity. Even if D(e(t)) can improve the performance, the SPS model is 
still inaccurate and unknown. Therefore, the artificial neural network (NN) [43] and ZSG 
techniques are adopted in this research. 
3.3 Formulation of Two-Player Zero-Sum Game 
Since the system optimality is preferable than stabilizing design, the optimal control design 
is exploited. In (3.4), the control input u(t) and disturbance D(e(t)) in MVAC SPS can be 
considered as two players. Then, the existing ZSG theory [44-45] can be utilized to attain 
the optimal control input u*(t) under the worst disturbance D*(e(t)) of the system [20], [46]. 
According to [44], [45] and [20], the optimal cost function J*(e, u, d) can be defined  as 
   * ( ), ( ), ( ) min max ( ), ( ), ( )
tu d
J e t u t D e t r e t u t D e t dt

                          (3.5) 
where the cost-to-go function ( )r   is defined as  
     2( ), ( ), ( ) ( ) ( ) ( ) ( ) ( ) ( )T T Tr e t u t D e t e t Qe t u t Ru t D e t D e t                  (3.6) 
where R and Q are all positive definite weighting matrixes for the performance index, and 
γ≥γ*>0 with γ* being the smallest γ when the system is stabilized [47]. In this differential 
game, u(t) is the minimizing player and D(e(t)) is the maximizing player. According to 
game theory [44-45], this two-player optimal control problem has a unique solution if the 
Nash condition holds as min max ( (0), , ) max min ( (0), , )
u ud d
J e u D J e u D . 
 
Similar to [44] and [20], the cost function is assumed to be continuously differentiable. 
Using Bellman’s principle of optimality, one can have 
 
 
     
*
( ), ( ), ( ) 0
( )
min max ( ) ( ) ( ) ( ), ( ), ( )
( )
T
u d
H e t u t D e t
J e t
G e t u t D e t r e t u t D e t
e t
   
  
           
            (3.7) 
which is a nonlinear partial-deferential-equation, and is also called as HJI equation. With 
the cost-to-go function ( )r  in (3.6), a closed-loop expression of the optimal controller can 
be determined as 
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   * 1 *
1
( ) ( ) ( ) ( )
2
Tu t R G e t J e t e t      
                                   (3.8) 
   * *2
1
( ) ( ) ( ) ( )
2
T
fD t K e t J e t e t

    
                                      (3.9) 
Several important problems should be clarified to better understand the concept of the ZSG 
based control algorithm. During control process, the controller is trying to manipulate 
disturbance Df. If Df is adjustable, it should not be treated as a disturbance, but a control 
signal instead. Based on system responses, the controller is trying to estimate Df
*, which is 
the time-varying upper bound of Df. Since Df
* is being continuously estimated, the impact 
of the time-varying disturbance can be effectively counteracted. Based on Df
*, optimal 
control u* in term of the predefined cost function of (3.5) can be approximated. It is 
important to note that the approximated Df
* in (3.9) is not specifically used during the 
calculation and implementation of u*. Actually, the term  * ( ) / ( )J e t e t  used in u* 
calculation of (8) can be explained as a function of the Df
*. The optimality of control can 
be found in [47], [48] and in the original work on ZSG [45-46]. 
In order to obtain the optimal strategies in (3.8) and (3.9), system dynamics G(e(t)) and the 
solution of  HJI equation (i.e. the optimal cost function J* ) in (3.7) are required. Obviously, 
the HJI equation is extremely difficult and even impossible to solve due to the nonlinearity. 
Therefore, an approximate solution is necessary to obtain the benefit from optimality. The 
NN has been demonstrated as a desirable technique to approximate the optimal solutions. 
Two NNs are designed during control development in the next section. One is used for 
system dynamics G(e(t)) identification, the other one is for HJI equation solution 
approximation. Using the novel NN design, the unknown parameters and unmolded system 
dynamics are identified together effectively. 
3.4 Simulation Results of Zero-Sum Game based Control Design for PPL 
In order to evaluate the performance of NDP based control algorithm, the multi-converter 
based PHIL simulation and the real-time simulations with simplified and detailed MVAC 
SPS models are carried out using Opal-RT. The detailed models are more complicated than 
the model in (3.4), which are suitable for testing the proposed solution with unknown 
model dynamics. 
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3.4.1 Real-Time Simulation with Simplified SPS Model 
In this simulation, the proposed control algorithm is tested on a unified 94 MW-4 kV 
MVAC SPS model developed by ESRDC [49]. A fifth-order SG model has been used in 
the simulation [12]. The control objective is to charge an ESS with 0.12 per unit (pu) energy 
(53.156 MJ), which means that the voltage of an 18.75 F UC will be charged from 0.6 pu 
to 0.85 pu. At the same time, the frequency has to be maintained at 1 pu constantly. The 
weighting matrixes R and Q for the performance index are selected to be identity matrixes. 
For NNs setup, the inputs to the identifier NN are x(t) with initial condition x(0)=[1, 0.5]T 
and u(t) with u(0)=[0, 0]T. The control parameters are selected to be αI=0.6, αJ=0.8, αs=0.5 
and γ=100, while identification and value function NN weights are both initialized between 
(0, 1). In order to better evaluate the control performance of the system under disturbances, 
a load change is also simulated. The total simulation time is 70 s with a sampling frequency 
of 200 Hz. The UC starts to be charged at 2 s and a load increasing occurs at 22 s. 
Considering the practical requirements of the SPS, the parameters of the charging circuit 
including the maximum charging current (maximum charging power) and the ramp rate of 
mechanical power are given in table 3.1. 
Table 3.1: CONTROL CONSTRAINTS 
Generator PM UC IC 
Ramp-up rate 0.02 pu/s Upper bound 0.04 pu 
Ramp-down rate -0.02 pu/s Lower bound -0.04 pu 
 
The responses of charging current (IC) and voltage (VC) of the UC-type of ESS are shown 
in figure 3.1 and figure 3.2, respectively. The charging process initiates at 2s and lasts about 
20s. The system frequency responses (f) is shown in figure 3.3, which indicates that the 
system states (VC and f) can well track their corresponding references. As can be seen, the 
sudden increasing of load (0.1 pu) at 20 s causes some disturbances on the frequency, but 
it has no impact on the charging circuit. Then, the mechanical power input (PM) and the 
electrical output power (PC+PL) are shown in figure 3.4. It can be noticed that the 
mechanical power adjustments have no severe changes, which is able to provide a smooth 
charging process for the UC and decrease the frequency oscillation of the system. As the 
input mechanical power and the consumed electrical power become balanced, the system is 
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stabilized. Finally, the HJI equation error is shown in figure 3.5. As the HJI equation error 
converges to zero, it demonstrates the fact that the proposed control design indeed achieves 
optimality. 
 
 53 
 
 
Figure 3.1 Charging current IC 
 
Figure 3.2 UC ESS voltage response VC 
 
Figure 3.3 System frequency response f 
 
Figure 3.4 The mechanical power input and the electrical power output 
0 10 20 30 40 50 60 70
0
0.2
0.4
Time (sec)
H
JI
 E
rr
o
r
 
 
HJI error
20 30 40 50
0
0.02
0.04
 
 
 
Figure 3.5 HJI equation error 
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3.4.2 Real-Time Simulation with the Detailed SPS Model 
In order to better evaluate the effectiveness of the proposed controller, more simulations 
have been carried out on a detailed SPS model as shown in figure 3.6. Besides, the control 
performance has been compared with the conventional PI controller as introduced in [50]. 
All of the modules in the simulation are taken from the Simpowersystem toolbox in 
Matlab/Simulink, which can closely emulate the dynamic responses of a real SPS. In this 
system, one part of the electrical power output (PE) is transmitted to the load center for 
normal load consumption (PL) through the transmission line, while the other part (PC) is 
used to charge the UC through an AC/DC inventor and a DC/DC converter. To better 
emulate the self-discharging problem of the UC, a two-branch model is used in the 
simulation [52]. During the simulation, the normal load is set to be 0.5 pu and a similar 
sudden load increase (0.1 pu) is tested at time 22 s to better evaluate the control 
performance under disturbances. The major parameter settings of the system are given in 
table 3.2. 
C1
MV DC Bus
MV AC Bus
Load 
Center
SG
PM
PC
PL
PSG≈ PM
AC/DC Inverter
DC/DC 
Converter
Lline Rline
R1LC R2
C2
 
Figure 3.6 The schematic diagram of the detailed simulation model 
Table 3.2: PARAMETERS FOR CHARGING CIRCUIT 
Parameter Value Description 
Rline 0.15 Ω Line resistance 
Lline 0.45 mH Line inductance 
LC 4.7 mF Converter inductance 
C1, C2 18 F, 0.75F UC 
R1, R2 0.1 mΩ, 0.3 Ω Self-discharging resistance 
H 6.02 sec Inertia coefficient of SG 
 
The responses of the charging current (IC) and the voltage (VC) on the UC are shown in 
figure 3.7 and figure 3.8, respectively. The charging process initiates at 2 s and lasts about 
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25 s. The entire charging curve matches the results of the simplified simulation, but the 
charging time is increased due to the implementation of the mechanical devices and the 
power converters. The system frequency response is presented in figure 3.9. Similar to the 
previous case, both voltage (VC) and frequency (f) can track well to their corresponding 
references even under system disturbances. Furthermore, it can be observed that the entire 
charging process of the proposed ZSM controller is much smoother than the conventional 
PI controller. Similarly, the HJI equation error is shown in figure 3.10. The mechanical 
power input (PM) and the electrical power output (PC+PL) are shown in figure 3.11. As the 
HJI error converged to zero, the system optimality is achieved under the proposed control. 
In addition, to better illustrate the control performance of the proposed controller on a 
three-phase machine, the terminal voltage (Vm) and the output currents (in dq- coordinate 
system) of the SG are shown in figure 3.12, figure 3.13 and figure 3.14, respectively.  
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Figure 3.7 Charging current IC 
 
Figure 3.8 UC ESS voltage response VC 
 
Figure 3.9 System frequency response f 
0 10 20 30 40 50 60
0.4
0.5
0.6
Time (sec)
P
o
w
er
 (
p
u
)
 
 
PL+PC
PL
PM
 
Figure 3.10 The mechanical power input and the electrical power output 
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Figure 3.11 HJI equation error 
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Figure 3.12 The terminal voltage of the SG 
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Figure 3.13 The output current Iq of the SG on q-axis 
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Figure 3.14 The output current Id of the SG on d-axis 
3.4.3 PHIL Simulation on a Power Electronics Emulated SPS 
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The configuration of the emulated SPS is shown in figure 3.15. First, a fifth order VSG is 
emulated using a three-phase inverter together with a programmable DC power supply [12]. 
Then, a buck converter is utilized to charge the UC. A pulse width modulation (PWM) 
rectifier is used as an interface between the VSG and the UC charging system. To limit 
initial charging current [53], the UC is pre-charged to certain voltage (24 V). During pre-
charging, the input side of buck converter is switched to another DC power supply. By 
setting the duty ratio of the buck converter to a fixed value (i.e. 0.5) and slowly increasing 
the input voltage (V&< 5 V/s), the voltage of the UC can be increased smoothly. As can see 
from figure 3.15, an AC load bank is connected to the AC bus to emulate PL and a DC 
load bank is used to discharge the UC during repeated experimentation. 
 
Three-phase inverter  
C1
DC Bus
AC Bus
AC load 
bank
PL
Three-phase 
PWM Rectifier
Buck 
converter
Lvsg
R1LC R2
C2
UC
PSG≈ PM PC
DC 
power 
supply
VSG
Lrec
UC charging 
system
Cdc DC load 
bank
Precharge DC 
power supply  
Figure 3.15 The configuration of the power electronics emulated SPS system 
 
 
Figure 3.16 Testbed for PHIL simulation 
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vma (400 V/div)
f (0.1Hz/div)
ima (5A/div)
IC (20A/div)ICref (20A/div)
Iq (6.5A/div)
VC (5V/div)
Id (6.5A/div)
 
Figure 3.17 Simulation results 
 
Figure 3.16 shows the corresponding experiment prototype of which the power circuit 
parameters are listed in table 3.3. The control board is equipped with both DSP (OMAP-
L138) and FPGA (CYCLONE IV). The sampling and control implementation frequency 
is 12 kHz. Driver and protection boards are used to drive the semiconductors (i.e. Insulated 
Gate Bipolar Translators, IGBTs) and to protect the system once a fault is detected (i.e. 
overcurrent, etc.). 
Table 3.3: PARAMETERS FOR THE POWER ELECTRONICS EMULATED SPS SYSTEM 
Parameter Value Description 
Lvsg 10mH 
Output Inductance of the three-phase 
inverter 
Lrec 5mH Output inductance of the PWM rectifier 
LC 10mH Inductance of the buck converter 
C1 165F Capacitance of the UC 
 
Table 3.4: EQUIVALENT ELECTRICAL AND MECHANICAL PARAMETERS OF VSG 
Parameter Value Description 
Psg/Qsg 1.5kW/1.5kVar Rated active/reactive power 
Vm 103V Amplitude of the terminal voltage 
Td0
' 4.3s 
Time constant of the generator 
damping 
xd 1.71 d-axis synchronous reactance 
xd
' 0.169 d-axis transient reactance 
xq 1.67 q-axis synchronous reactance 
H 3.01s Inertial 
p 1 Number of pole pairs 
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The simulation results of the normal charging process are shown in figure 3.17. VSG is 
emulated by using the equivalent electrical and mechanical parameters listed in table 3.4. 
At t1, the VSG is started. The initializing of the VSG lasts for about 15s. At t2, The UC 
charging system is interacted with the VSG by operating the rectifier at the diode rectifier 
mode. At t3, the PWM rectifier mode is turned on with the DC bus voltage stabilized at 
110V. At t4, the charging of the UC is started. The initial and desired UC voltage values 
are 24V and 30V, respectively. The responses of charging current (IC) and voltage (VC) of 
the UC are shown in figure 3.17. The charging process lasts about 350s. In order to better 
illustrate the control performance of the proposed controller on a three-phase machine, the 
phase A terminal voltage (vma), the phase A output current (ima) and the output currents in 
the dq-coordinate system of the VSG are shown in figure 3.17. The charging process 
introduces no overshoot on the VSG output currents and little impact on the amplitude of 
the VSG terminal voltages. Moreover, during this process, the system frequency response 
(f) shows little deviation. It directly reflects the significant advantage of the smooth 
charging process. 
As can be seen from all of the above results, the effectiveness of the proposed controller 
has been demonstrated through extensive simulations. 
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 DC MICROGRID CONTROL 
4.1 Problem Description 
DC microgrids have been widely used in many critical DC power applications such as 
shipboard power systems and aircrafts [54-55]. They are generally comprised of multiple 
distributed generators (DGs), distributed energy storage, and critical loads, etc. [56]. A DC 
microgrid greatly benefits from the integration of the emerging DC renewable energies 
(e.g., photovoltaic), DC storage units (e.g., batteries and supercapacitors) and DC loads 
(e.g., data centers) by avoiding additional AC/DC conversion stages [57]. Besides, DC 
microgrids also avoid the control challenges that exist in the AC microgrids, such as 
transformer inrush current, frequency synchronization, and reactive power control [58]. 
One typical structure of the DC microgrids is derived from connecting multiple convertor-
interfaced DG sources in parallel, and then supplying DC power to multiple loads through 
a common DC bus [59]. Once the output voltage of the common bus is well maintained, 
the load sharing can be realized through adjusting the output current of each DG [60]. 
In order to achieve the safe as well as the efficient operation of a DC microgrid, two control 
objectives are usually considered. The first objective is to maintain the common bus 
voltage tracking a predefined reference under various loading conditions. The voltage 
tracking performance plays an important role for the loads. Conventional voltage 
regulation methods are mainly focused on the tracking performance during steady state and 
neglect the transient stability [61-62]. The outer disturbance such as a sudden load change 
may cause a large overshoot or drop on the transient voltage, which is harmful for the 
critical sensitive loads and may even result in unexpected false action of the protection 
system [63].  The second control objective is to realize fair load sharing according to the 
static capacities of DGs or the system operating cost [57]. The proper load sharing is 
important for DGs to avoid the overloading circumstance. Besides, the improved current 
regulation can also help to reduce the circulating current. Circulating currents, which are 
flowing back and forth among converters, can degrade the energy efficiency, cause 
unbalanced load sharing, and even damage the system components [64]. The circulating 
currents can be suppressed by regulating the output currents of DGs to the predefined 
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references. It is a great challenge to achieve theses control objectives well at the same time. 
Therefore, the designed controllers must be fast and accurate enough to provide the desired 
system performance under both transient and steady-state stages. 
In [65], a centralized control system is proposed to coordinate the parallel operation of 
multiple converters in a DC microgrid. The model predictive control method is used for 
voltage regulation and load power sharing. The major problem of centralized control 
solutions is lack of flexibility and fault-tolerance capability. If the system topology changes, 
the entire control system has to be redesigned. Besides, the centralized control solutions 
are susceptible to the single-point-failures. Similar problem also exists in the master-slave 
control methods where the voltage regulation deteriorates in the case of any failure in the 
master control unit [66]. From this perspective, a hierarchical control structure as proposed 
in [67] is more reasonable where a centralized secondary/tertiary control and a 
decentralized droop-based primary control are used. However, the droop control has some 
significant drawbacks, for example the performance of voltage regulation degrades with 
the increase in load and the load sharing property becomes inaccurate with the inclusion of 
unbalanced system parameters [60]. Thus, an additional secondary controller is usually 
needed to make the adaptive adjustment on droop control as introduced in [68] and [69]. 
But it indirectly increases complexity of the control system. Other types of advanced non-
droop control methods have also been studied in the past years. In [59], a robust controller 
is designed to maintain the stability of DC microgrid under the disturbance of a fault. The 
controller is designed based on a simplified small signal model with known constant power 
loads (CPLs). The assumption of measureable CPLs can be found in many fundamental 
studies of various DC power networks applications including automotive [70] and marine 
systems [55] etc. Different control techniques, e.g., synergetic control, feedback 
linearization, backstepping and linear quadratic Gaussian, are also applied and compared 
in the DC microgrids with CPLs [71, 72]. However, the assumption of known CPLs has a 
strong limitation and cannot cover all situations in the practical applications. If the load 
demand deviates from the set point, the neglecting of load change will affect both static 
and dynamic control performance.  
Moreover, all of above existing methods has no controllability on the transient responses 
so that large disturbances can be seen during the normal operating change of system [64-
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72], which leads to a big challenge for the protection system [63].In this paper, a novel 
decentralized control algorithm is designed for the DC microgrids. The proposed control 
scheme integrates the function of both secondary and primary control to realize the voltage 
regulation and proper load sharing at the same time. The output-constrained control 
problem of a DC microgrid is formulated to ensure that the tracking error of voltage is 
always within the predefined time-varying bounds. Besides, a fair load sharing can be 
realized according to the static capacities of DGs. During the control design, the original 
output constrained system is first transformed to an unconstrained one by using an error 
transformation technique. A voltage controller is then designed based on the transformed 
system using a backstepping method. According to the standard Lyapunov synthesis, if the 
convergence of the error tracking control of the transformed system can be guaranteed, the 
transient response of the original system will always be under bounded. Once the common 
bus voltage is maintained, the load sharing can be realized by adjusting the output currents 
of DGs. Considering the difficulty of measuring the dynamic load, the load current is 
estimated based on the measured output voltage responses. As the output currents reaching 
the corresponding references, the proper load sharing can be achieved and the circulating 
currents can be minimized.  
4.2 Modeling of DC Microgrid 
In this study, the converter-interfaced microgrid model with LC output filter is used [73]. 
The topology of a DC microgrid with n DGs is shown in figure 4.1. Several different DGs 
are connected to a common DC bus through power converters and supply electric power 
to various loads. Due to the fast dynamic responses of converters, the overall system 
dynamic can be reflected on the LC filters and expressed as 
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                                        (4.1) 
where vo is the DC bus voltage of the system and iload is the current of the loads in total. ij 
is the current of output filter and vi is the control input of converter #j. Lj and Cj are the 
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inductance, and capacitance of the LC output filter #j. Rj is the parasitic resistance of the 
inductors. 
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Figure 4.1 The topology of a typical DC microgrid. 
 
One major control objective of this study is to ensure the output bus voltage vo track a 
desired output trajectory vref during steady operating. More strictly, in order to maintain the 
designed voltage quality for varying loads during the transient time, the output voltage is 
required to stay within user-defined constraints, i.e., 
                               o oov v v                                                              (4.2) 
where 
o
v  and ov  are the lower and upper bounds of the output voltage vo, which can be 
arbitrarily selected depending on applications. Furthermore, it is worthwhile to mention 
that both bounds 
o
v  and ov  can be set as either constants or time varying functions to 
satisfy certain system requirements. 
Moreover, the load current iload is also expected to be properly shared among n of DGs 
according to the predefined load sharing strategy, e.g., based on different DGs’ capacities. 
The total generated current is finally equal to the total demand (i.e.,
1
n
j loadj
i i

 ) so that the 
circulating currents can be suppressed. In practical consideration, the following assumption 
is made in this paper. 
Assumption 1: The load current iload is unknown but is bounded as |iload| ≤ I, where I is a 
known positive constant.  
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4.3 System Transformation 
Because the conventional Lyapunov function based control methodologies cannot 
guarantee a bounded tracking error during the transient period [74], the constrained state-
space model in (4.1) has to be transformed into an unconstrained one using a developed 
error transformation technique. It will be illustrated in next section that if the transformed 
system is stable, then the stability of the original system under the constraints satisfaction 
can be guaranteed. 
First, for the transformation, define the tracking error as 
  v o refe v v                                                             (4.3) 
where the output voltage reference vref is a known constant. Since the derivative of a 
constant is zero ( 0refv & ), the time derivative of the tracking error in (4.3) can be presented 
as 
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jj
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j jj j
i
e v i
C C
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
 
                                           (4.4) 
 
Then, the output bounds 
o
v  and ov  can be transformed into the tracking error bounds ve  
and ve  as 
v vv
e e e                                                              (4.5) 
where refv oe v v   and v o refe v v  . Next, the constrained tracking error ev is transformed 
into a new variable ξ using a user-defined transfer function,  
( , , )v vvT e e e                                                           (5.6) 
This transfer function T(•) is designed to be smooth, strictly increasing with respect to ev, 
and satisfy (4.7), which can be visualized in figure 4.2. 
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 66 
 
0
veve ( , , )v vvT e e e 
 
Figure 4.2 The demonstration of function ( , , )v vvT e e e  . 
 
In this paper, the transformation function is chosen as following for simplicity. 
( , , ) atanh( )v vvT e e e                                                          (4.8) 
where 
2 ( ) ( )
( ) ( )
ve e t e t
e t e t

 


. As can be seen, the transformation function in (4.8) satisfies all 
the requirements in (4.7). Moreover, by defining T-1(•) as the inverse function of T(•) with 
respect to ev, one can have 
1( , , )v vve T e e
                                                            (4.9) 
which has a unique solution when ev is bounded according to (4.5). Therefore, as long as ξ 
exists, the output voltage tracking error ev constraint in (4.5) is held. Notice that the 
transformation function (8) is differentiable on ( , )v vve e e . If ξ exists, the time derivative 
of (5.6) can be expressed as 
vae b                                                                   (4.10) 
where  
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                                (4.11)  
Recalling (4.10) and (4.4), the transformed system dynamics are given as 
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 67 
 
Therefore, the original output constrained problem has been transformed into a typically 
unconstrained one, whose stability will be demonstrated in the following controller designs. 
4.4 Performance Guaranteed Controller Design 
In this section, the backstepping method [75] is utilized to develop the decentralized high-
performance controllers for the DC microgrids. During the controller design, two control 
objectives are considered and achieved together coordinately. Then the system stability is 
proved via the standard Lyapunov synthesis. Since the proposed controller does not require 
to measure the accurate load current, the following reasonable assumption has been taken 
in this paper. 
Assumption 1: the load current and its change rate are unknown but bounded as,  
0
1
load
load
i I
i I
 
 
 
where I0 and I1 are positive constants. 
4.4.1 Decentralized Control Design 
According to the back-stepping principle, two steps are required to develop the controller 
based on the transformed system dynamics in (4.12). 
In the first step, consider the following Lyapunov function candidate 
1 2
1
2
n
jj
C
V 



                                                           (4.13) 
Taking the time derivative of (4.13) and substituting (4.12), it becomes 
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                                                (4.14) 
Now, if we define the reference of demand current for DG #j as ij
* after the corresponding 
load sharing, then the output current tracking error of DG #j can be defined as  
*
Lj j je i i                                                                 (4.15) 
Based on (4.15), the total demand current reference I* ( * *
1
n
jj
I i

 ) can be designed as  
* ˆ
i load
b
I C k i
a a

                                                             (4.16) 
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where 
1
n
jj
C C

 and ki is a positive constant. lˆoadi is the estimation of the load current 
loadi , and its updating law follows the projection function in (4.17) as 
0
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                                             (4.17) 
where 
L  is a positive adaption gain. 
According to (4.17), the current reference ij
* for each DG #j can be redesigned as 
* *
j ji p I                                                                (4.18) 
where pj is a positive constant and satisfies  
1
1
n
jj
p

 . It is worthwhile to mention that the 
current reference setting process does not require the extra measurements of loads. Instead, 
the total demand current reference I* is calculated according to the system dynamic 
responses. Through the proper effort distribution, the overall load can be shared among the 
DGs. Thus, the detrimental influence of circulating currents can get minimized. 
Remark 1: The proposed load sharing method is fully decentralized and does not require 
any communication among different DGs. Then the current reference tracking of ij
* will 
be realized together with the voltage tracking design as follows. It will be demonstrated 
in the next subsections that as long as the output voltage vo reaches the reference vref, the 
current tracking will be achieved, and the overall demand and supply balance 
( *
1
n
j loadj
i i

 ) will be guaranteed. 
Based on (4.14-4.18), it yields that 
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1 1
n
i Lj loadj
V k a e a i  
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                                                    (4.19) 
In the second step, select a new Lyapunov function candidate as 
2
2 1
1
2
load
L
V V i

  %                                                             (4.20) 
Recalling (4.19), the time derivative of V2 can be derived as 
 22 1
1 ˆn
i Lj load load load loadj
L
V k a e a i i i i  

                                     (4.21) 
Based on the Assumption 1 and (4.17), it follows that 
2 0 1
2 1
2n
i Ljj
L
I I
V k a e 

                                                  (4.22) 
Next, consider the following augmented Lyapunov function V3 
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Recalling (4.22), the first derivative of (4.23) can be written as 
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Based on (4.24), the controller for DG #j can be designed as 
* 1
j j j o j j v j Lj jv R i v L i k L e L a
n
                                               (4.25) 
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Figure 4.3 Closed-loop block diagram of the proposed control scheme 
 
It should be noted that the control input in (4.25) is designed based on the global stability 
consideration of Lyapunov function in (4.24). The single item in (4.25) is able to guarantee 
the summation in (4.24) is negative definite. The closed-loop block diagram of the 
proposed DC microgrids control system is shown in the figure 3. For each local control #j, 
it first transforms an output-constrained system into an unconstrained one based on an error 
transformation technique. Then, a decentralized load sharing method is used to generate 
the output current reference based on the output voltage responses. Finally, an output-
constrained controller is utilized to realize the desired load sharing as well as the high-
performance voltage regulation. Because all the information needed by the controller can 
be measured locally, the overall control process can be realized without any 
communications.  
4.4.2 Stability Analysis 
Theorem 1 (Voltage Regulation and Load Sharing Control Design): Under the assumption 
1, using the controller designed in (4.25), the voltage regulation and the load sharing (based 
on pj) can be realized. Besides, the stability of the system can also be guaranteed. 
Proof: First, substituting (4.25) into (4.24), one can have 
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Then, recalling the Lyapunov functions in (13), (20), (23), it yields 
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Then it can be derived that 
3 1 3 2V cV c                                                         (4.28) 
where 1
2
min , 2i v
k
c k
C
 
  
 
 and 20 1 12 0
2 2
L L
I I c
c I
 
  . 
According to the Lyapunov synthesis [74], one can conclude that all of signals in the 
closed-loop system (4.12) are bounded. Furthermore, the proposed control law (4.25) can 
guarantee that [74] 
2
3
1
lim ( )
t
c
V t
c
                                                    (4.29) 
which implies that the transformed voltage error and current error can be made arbitrarily 
small by properly tuning of control gains. Combined with the definition of system 
transformation, the original voltage error is guaranteed to stay within the bounds. Therefore, 
both voltage regulation and load sharing can be achieved. ◊ 
4.5 Case Study of Performance Guaranteed Control in DC Microgrid 
4.5.1 System Definition 
The proposed control scheme is first tested on a 3 kW DC microgrid as shown in Fig.1. 
The simulation is conducted on both average and detail models of DC microgrids contain 
different numbers of DGs with RLC filters and DC loads using Simscape Power System 
toolbox of Matlab/Simulink. The total simulation is 0.25s under a sampling rate of 0.1ms. 
Instead of testing under a constant load, a larger step load change and a smaller step load 
change are simulated at time t=0.05s and t=0.15s, respectively, to evaluate the proposed 
control scheme under large disturbances. The output voltage reference vref is set to be 50 V 
constantly for DG #j. The system parameters and the control parameters are presented in 
table 4.1. 
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Table 4.1: PARAMETERS OF THE TEST SYSTEM 
Item Specification 
Output resistors (R1, R2, R3, R4) 0.21, 0.2, 0.2, 0.19 Ω 
Output inductors (L1, L2, L3, L4) 2.1, 2.0, 2.0, 1.9 mH 
Output capacitors (C1, C2, C3, C4) 25, 25, 25, 25 μF 
DC load 
10 Ω (before 0.05s); 6 Ω (after 0.05s); 8 Ω (after 
0.15s) 
ki 1 
kv 500 
γL 400 
 
The dynamic output error bounds are defined as: 
T
v v
e e A be 

                                                          (4.30) 
where A, b and τ are user-defined constants. T is a transformed time variable, which 
satisfies the following conditions during the load change at time t=0.1s 
, 0 0.05
0.05, 0.05
T t t s
T t t s
  

  
                                                  (4.31) 
Next, two different cases, i.e., evenly load sharing condition and proportional load sharing 
condition, are conducted to evaluate the effectiveness of the proposed controller. 
4.5.2 Case I: Evenly Load Sharing 
In the first case, the even load sharing control condition is performed. Based on Table I, it 
means that four DGs would evenly share the 12.0 A load current before time t=0.05s, 20.0 
A after t=0.15s, and 15.0 A after t=0.15s. Theoretically, under the even load sharing, each 
DG #j should generate an output current ij =3.0 A before time t=0.05s, ij=5.0 A after t=0.15s, 
and 3.75 A after t=0.15s. During the test, taking A=7, b=1 and τ=1/60 so that the voltage 
tracking error is bounded within ±8 V during the transient period. 
In order to better evaluate the performance of the proposed controller, a droop-based PI 
controller proposed in [76] is utilized for comparison. The droop equation is given as  
ref n j j j avrv v d i k i                                                              (2.26) 
where vn is the nominal voltage.
1
/
n
avr jj
i i n

  represents the global average current. dj and 
kj are the positive droop gain which is decided by the load sharing property and satisfy dj-
kj>0.  
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The control circuit diagram is shown in figure 4.4. It should be mention that although the 
control algorithm is claimed to be distributed, the communication between each controller 
is still required. Besides, the PI controllers have been well-tuned using the classic Ziegler-
Nichols method combined with the try and error method [77]. The control parameters of 
PI controllers are given in table 4.2. Since the PI controller has no global situational 
awareness, it is very difficult to tune the appropriate gains of PI controllers to satisfy both 
steady state and transient requirements of microgrids. 
Table 4.2: PARAMETERS OF THE DROOP-BASED PI CONTROLLER 
Item Specification 
Proportional Gain of PI1 0.5 
Integral Gain of PI1 80 
Proportional Gain of PI2 0.5 
Integral Gain of PI2 180 
dj 5 
kj (even load sharing) 1.25 
kj (proportional load sharing) 1.0, 1.0, 1.5, 1.5 
 
PI1PI1
vref +
DG #jDG #j
ij
*
+
PI2PI2
vj
ij
-
vn
-
dj
vo
ij
vo
+
-kj
iavr
+
 
Figure 4.4 Block diagram of a droop-based PI controller 
 
The system responses under droop-PI controller and the proposed output-constraint 
controller are shown in figure 4.5 to figure 4.7. Among which, the output voltage tracking 
error ev is shown in the figure 4.5; the output currents ijs of DGs are given in figure 4.6; 
and figure 4.6 presents the load sharing error
1
n
Ljj
e
 . As can be seen in figure 4.5, the 
severe load change introduces a large disturbance on the output voltage vo. Even if the PI 
controller can achieve the desired control performance under steady-state stages, it has 
limited capability to manage the transient responses and the overshoot deviation is beyond 
10 V. It is mainly because the voltage regulation and load sharing processes under PI 
control are not coordinated.  
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However, the voltage deviation under the proposed controller is much smaller and 
smoother during the transient period. Even under a larger disturbance, the voltage deviation 
ev is still within the predefined bounds ve  and ve  rigorously. Then for a smaller disturbance, 
the voltage deviation ev can always stay within the bounds as well. It is because the exact 
load current iload has been delivered from DGs as shown in Figure 4.6.  Thus, one can see 
that even though both controllers can realize the even load sharing, the output current ijs 
have better transient responses under the proposed controller. Therefore, the proposed 
controller is able to significantly suppress the circulating currents flowing back through the 
converters. It is true that such a big load change is a rare phenomenon in the reality, but it 
can be used to intuitively evaluate the effectiveness of the proposed controller. Moreover, 
the control inputs are presented in figure 4.7. Even though the proposed controller has 
stronger control efforts than that of PI controller, they are within a reasonable range and 
should be able to be applied in the practical equipment. 
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(a) 
  
 
(b) 
Figure 4.5 The responses of output voltage tracking error ev under evenly load sharing 
condition: (a) PI controller; (b) proposed Controller 
 
(a) 
 
(b) 
Figure 4.6 The responses of output current ij under evenly load sharing condition: (a) PI 
controller; (b) proposed Controller 
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(a) 
 
(b) 
Figure 4.7 The responses of control input vj under evenly load sharing condition: (a) PI 
controller; (b) proposed Controller 
 
It has to be mentioned that the constraints placed on the voltage tracking error, i.e., ve  and 
v
e , are  usually determined by the physical constraints or practical requirements of a 
specific application. From the theoretical demonstration perspective, a series of 
experiments have been conducted over the operation point for different setups of ve  and ve  
with the derivation of 0.2. The Main Sensitivity Index (MSI) in terms of the peak value 
.maxve  with respect to ve  and ve  is depicted in table 4.4. The observation can verify the 
robustness of the proposed controller. However, it is also worth mentioning that if ve  and 
v
e  are made too close to 0, the system’s stability might be compromised due to the limits 
on the control bandwidth. 
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Table 4.3: SENSITIVITY STUDY 
ve and ve  (V) .maxve  (V) MSI .max / ( )v v ve e e  
7.9 and -7.9 7.2 45.6% 
8.1 and -8.1 7.6 46.8% 
8.3 and -8.3 7.5 45.3% 
8.5 and -8.5 7.8 46.0% 
4.5.3 Case II: Proportional Load Sharing 
In the second case, the proportional load sharing control is performed. During the test, the 
capacity racial of four DGs are set to be 20%, 25%, 25% and 30%. Therefore, it means that 
the output current references ij
* are 2.4 A, 3.0 A, 3.0 A and 3.6 A, respectively, before time 
t=0.05s; 4.0 A, 5.0 A, 5.0 A and 6.0 A, respectively, after time t=0.05s; and 3.0 A, 3.75 A, 
3.75 A and 4.5 A, respectively, after time t=0.15s. During the test, taking A=7 and b=1 so 
that the voltage tracking error is bounded within ±8 V during the transient period.  
The system responses under droop-PI controller and the proposed output-constraint 
controller are shown in figure 4.8 to figure 4.10. Among which, the output voltage tracking 
error ev is shown in the figure 4.8 and the output currents ijs of DGs are given in figure 4.9. 
Again, the PI controller cannot provide the satisfactory transient performance during the 
load change, and a large voltage deviation can be observed in figure 4.8(a). Besides, it is 
important to notice that the droop-based PI controller has a slight steady-state error of 
output currents ijs under the proportional load sharing condition as shown in figure 4.9(a). 
This unavoidable error is due to the unbalanced system parameters, especially the resistors 
of the output filters, which has been well discussed in [78]. Even if this error can be 
compensated by tuning the droop gain based on the system parameters, it is not easy to be 
implemented and more complex algorithms might have to be used.  
On the contrary, the proposed controller can still maintain the voltage deviation ev within 
the predefined bounds ve  and ve  rigorously under the proportional load sharing condition 
as shown in figure 4.8(b). Besides, output currents ijs can achieve the proportional load 
sharing accurately as presented in figure 4.9(b). Then the control inputs comparison is 
shown in figure 4.10. 
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(a) 
  
 
(b) 
Figure 4.8 The responses of output voltage tracking error ev under proportional load sharing 
condition: (a) PI controller; (b) proposed Controller 
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(a) 
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4.488 A
3.738 A
2.985 A
 
(b) 
Figure 4.9 The responses of output current ij under proportional load sharing condition: (a) PI 
controller; (b) proposed Controller 
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(a) 
 
(b) 
Figure 4.10 The responses of control input vj under proportional load sharing condition: (a) 
PI controller; (b) proposed Controller 
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 AC MICROGRID CONTROL 
5.1 Problem Description 
Inverter interfaced distributed generator (DG) is the basic building block of the rising 
microgrid paradigm [79].  Various types of DG such as photovoltaic, wind turbine and fuel 
cell are interfaced to the microgrid through power electronic converters/ inverters [80]. The 
inverter-interfaced DGs are flexible and have fast response speed. Such advantages make 
DGs easier to operate and control than conventional synchronous generators (SGs) [81]. 
However, controlling microgrids consisted of such DGs are challenging due to the 
negligible inertia, intermittent generations, together with severe load changes. If the 
challenges are not handled properly, the advantages and potentials of the inverter-
interfaced microgrid cannot be fully unlocked. Since microgrid is one of the key 
components for the future smart grid, its performance somehow determines whether the 
successful deployment of smart grid can be achieved. Thus, operation and control of 
microgrids have been a hot research area over the last decade. 
There are significant differences between traditional large- scale power systems and 
inverter-interfaced microgrids [82]. Traditional control solutions, which have been proven 
to be effective for large-scale power systems, cannot be introduced to microgrids without 
modifications [83]. The first and the easiest type of solutions is to increase the “virtual” 
inertia of the inverter-interfaced microgrids so that microgrids can behave similarly to the 
traditional power systems [84]. However, these solutions cannot fully unleash the 
potentials of microgrids in terms of flexibility and response speed. The second category of 
solutions is to model such microgrids as fully decoupled subsystems with impacts of 
neighboring subsystems formulated as measurable disturbances. At primary control level, 
droop and inner cascaded loops of proportional-integral (PI) controls are deployed to track 
the control references regulated by the upper secondary control level. Since microgrids are 
modeled similar to that of unmanned vehicle systems that have no physical connections 
among subsystems, many existing solutions in cooperative control [84-85], optimal control 
[85-87] and game theory [88-89] can be introduced. In the past years, there are many 
successful developments along this route. These works definitely promote researches on 
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microgrid controls and help to bridge the gaps among related societies, especially controls, 
power systems, and power electronics [84-89]. However, there are still many open 
problems that deserve further investigation.  
In general, existing solutions that combine traditional primary control and advanced 
secondary control demonstrate comprised performance associated with several issues in 
modeling, control objective, and control strategy. First, the line dynamics should not be 
neglected during the modeling and control design process [91]. Most of the existing 
distributed control algorithms are based on the microgrid model with fully decoupled 
subsystems [93, 98]. However, the line impedances of microgrids are usually in the same 
range as the parameters of output filters of DGs [84, 91, 93]. Thus, merely ignoring the 
strong physical coupling to trade for achieving the distributed control design may result in 
large transient line current that could make the control ineffective and even trigger false 
protections. Secondly, the conventional control objective is always focused on regulating 
the capacitor voltage on the LCL output filters instead of the bus voltage where the loads 
are connected. Since the bus voltage is not under control directly, a small voltage deviation 
is unavoidable, which is undesired for the loads. Third, the droop-based primary control 
unnecessarily introduces the frequency deviations to the system [98]. For the conventional 
synchronous generator, there is a link between the electrical frequency and the mechanical 
rotating speed. However, such relationship does not exist in the inverter-interfaced DGs. 
In order to better address the aforementioned challenges, several important factors have to 
be reconsidered for control design. Once the line impedances/dynamics are taken into the 
consideration during the control design, a microgrid can no longer be treated as an 
integration of fully decoupled subsystems. To improve the transient line currents 
performance of the interconnected subsystems, the basic communication among each 
control agent is necessary. The establishment of communication network renders the 
primary control not decentralized (communication-free) anymore. In fact, even though the 
conventional droop-based control methods are claimed to be decentralized, the centralized 
or inter-agent communications have been unavoidably used during the reference frame 
transformation as well as system frequency synchronization [91-93]. It has been 
demonstrated that moderate amount of inter-agent communications can greatly improve 
the control performance by introducing certain global situational awareness [100]. With 
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the rapid development of communication technologies, preference should not merely be 
given to the decentralized control designs. On the contrary, an appropriate balance should 
be evaluated between the control performance and the communication requirement. 
In this section, two different methods are introduced to better coordinate the voltage and 
current regulation of inverter-interfaced microgrids. First, a switching mode control 
algorithm is developed, which can switch between the voltage control model and the 
current control mode based on the system requirements. Then, a consensus-based control 
algorithm is designed to indirectly reduce the transient line current while regulating the 
voltage. 
5.2 Modeling of the Microgrid 
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Figure 5.1 Schematic diagram of an inverter-interfaced microgrid. 
 
Without loss of generality, figure 5.1 shows the schematic diagram of a microgrid consisted 
of three DGs with L or LC filters. For each DG, a voltage source inverter (VSI) is connected 
to a DC source that stands for the intermediate or direct output of a distributed renewable 
or traditional energy source. L or LC filter is connected between the inverter and the bus, 
and then connected to the rest of microgrids. The filters are important for current harmonic 
filtering and voltage stabilization [90]. Each DG may or may not have a load directly 
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connected to its output filter/bus. Multiple DGs and loads join together through power lines 
to form an integral inverter-interfaced microgrid.  
Due to the fast response of power converters, the RLC components of output filter and 
power lines are actually dominating system’s transient response. Thus, their dynamics 
should be included into the average control model, which is more suitable for control 
design and implementation than a switch-level model. For convenience, the model used in 
control design is summarized as follows. 
The state equations governing the L-filter dynamics for ith inverter are presented as: 
, , , , , ,
, ,
1 1
( )ad i f i ad i od i n aq i ad i
f i f i
i r i v i v
L L
                                (5.1) 
, , , , , ,
, ,
1 1
( )aq i f i aq i oq i n ad i aq i
f i f i
i r i v i v
L L
                                (5.2) 
where Lf,i is the inductance of L-filter; rf,i is the parasitic resistances of the inductor; ωn is 
the nominal electrical angular velocity; vod,i and voqi, are dq-components of the load bus 
voltage of the ith subsystem (vo,i); vad,i and vaq,i are the dq-components of the output voltage 
of ith DG (va,i).  
Assuming that a power line is connecting buses i and j, its dynamics can be represented as: 
, , , , , ,
,
1
( )ld ij l ij ld ij od i od j n lq ij
l ij
i r i v v i
L
                                       (5.3) 
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l ij
i r i v v i
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                                       (5.4) 
where rl,ij represents the resistance of the power line linking buses i and j; Ll,ij is the lumped 
inductance of the power line; ild,ij and ilq,ij are the dq-components of line current (il,ij). 
In order to roughly predict the load perturbation effects and obtain the representation of 
bus voltage for accurate voltage control [91], the virtual resistance method can be used as: 
, , , ,( )od i n ad i ld i Ld iv r i i i                                                          (5.5) 
, , , ,( )oq i n aq i lq i Lq iv r i i i                                                          (5.6) 
where , ,1
in
ld i ld iji i  and , ,1
in
lq i lq iji i  are the dq-components of the overall line current leaving 
bus i (ildq,i) with ni being the number of buses connected to bus i; iLd,i and iLq,i are the dq-
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components of load current at bus i (iL,i); and rn is a large virtual resistance, whose value 
should be large enough to minimize any impact on system dynamics. 
It worthies mentioning that if LC filters are used after DGs, the dynamic of bus voltage can 
be represented as 
, , , ,
1
( )od i ad i ld i Ld i n oqi
fi
v i i i v
C
                                                   (5.7) 
, , , , ,
1
( )oq i aq i lq i Lq i n od i
fi
v i i i v
C
                                                   (5.8) 
Equations (5.1-5.8) represent the formulation of one subsystem, and a completed microgrid 
model is composed of multiple such subsystem models. Such model can represent a general 
class of microgrids whose loads are directly connected to the DG buses instead of 
intermediate buses. It should be noted that the above linear equations will result in a 
nonlinear control problem if the control objective is to regulate quantities that are 
represented as nonlinear functions of system states, e.g. output voltage (Vo,i) and active 
power. 
5.3 Control Design Formulation 
Currently, there are two popular control modes for microgrids, i.e. V-f control and P-Q 
control [92]. These two control modes target at different concerns or operating conditions. 
For V-f control, the control objective is to maintain the constant rms bus voltages and 
system frequency. For P-Q control, the control objective is to track the P and Q references 
that are calculated based on system-wide efficiency and static stability considerations. To 
counteract the impacts of unavoidable load change and inaccuracy during reference setting, 
adjustments based on predefined droop characteristics are usually deployed. The 
introduction of droop control may cause voltage and frequency deviations that have to 
request periodic correction by upper-level controller [81, 93].  
There are significant differences between inverter-interfaced microgrids and SG-based 
large-scale power systems. For an SG, the physical rotor speed adjusts to charge or 
discharge its mechanical potential energy during supply-demand imbalance. The rotor 
speed reflects an electrical frequency based on the construction of SG. Since f is linked to 
P, it is necessary and reasonable to deploy P-f droop control in traditional power systems. 
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However, there is no such physical P-f coupling in the inverter-interfaced microgrids due 
to the decoupling of DC source and AC generation. Since the frequency of inverter-
interfaced DG can be easily regulated around 60 Hz, using droop control to adjust 
frequency during load change unnecessarily increases frequency oscillations. If each 
subsystem adjusts its frequency reference separately, multiple frequencies will appear in 
the system during transient states. It not only disturbs the convergence of PLL, but also 
causes difficulty for frequency evaluation.  
It is a common sense that energy efficiency (P and Q optimization) becomes secondary 
compared to stability (V and f regulation). In the proposed control design, the primary 
control objective is load bus voltage (V) regulations, and the secondary control objective 
is fair load-sharing (P). f reference is set to be a constant, and Q is not directly regulated. 
For the reference setting of bus voltage, the rms value is fixed and only phase angle is 
adjusted. In this way, the voltage can be well stabilized as the other critical quantity, i.e. f. 
The adjustment of the voltage phase angle considers both fair load-sharing and complexity 
of uncertain operating conditions. This control strategy full considers the priority of control 
objectives while trying to keep flexibility and efficiency. In order to guarantee fast and 
smooth tracking of the control references and avoid a surge of line current, novel control 
algorithm needs to be designed. 
Based on above introduction, one can tell that the solution should have two control levels 
for larger time-scale and real-time coordination of subsystems, respectively. The upper-
level secondary control is in charge of control reference setting while the lower-level 
primary control is responsible for control reference adjustment and tracking. 
5.4 Distributed Control Design with Bounded Transient Line Current 
5.4.1 Secondary Control Design 
The objective of secondary control is to find the phase angles references (δ*) of the bus 
voltages ( oV  ) based on operational constraints in a two-step procedure. First, generation 
references of the DGs (PG
*) are decided based on a consensus-based distributed algorithm 
presented in [94]. Second, the generation references (PG
*) together with desired bus 
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voltages (Vo
*) are used to decide the bus phase angles (δ*). These two steps are separately 
introduced as follows.  
As introduced in [94], the objective of fair load sharing is to find a common utilization 
level, which is decided according to the overall demand and maximum generation. The 
overall demand includes both demands of the loads and the estimated system-wide active 
power loss. The overall maximum generation is decided by the total predicted intermittent 
generations and the physical generation limit of non-intermittent generations. Since 
consensus algorithm can find the global average of distributed signals, it can be used to 
explore the average demand and average maximum generation through distributed 
communications. Once the DGs obtain these two quantities, they can calculate local 
utilization levels, which is same for all of DGs. By synchronizing the utilization level, fair 
load sharing can be realized and the impact of inaccurate generation prediction can be 
minimized.  
After the generation references (PG
*) are obtained, the corresponding voltage phase angles 
references (δ*) have to be determined through power flow to realize the desired load sharing. 
To do that, the DG with the largest capacity is selected as the slack bus with flexible 
generations. Both AC and DC power flow can be realized in a distributed manner such as 
in [95]. Since slight inaccuracy is not as important as response speed, distributed DC power 
flow is a better choice for this purpose. In addition, DC power flow can be achieved within 
predetermined steps (time), which helps improve the reliability and certainty of solutions. 
Thus, it enables more timely control reference updating for large-scale microgrids. 
5.4.2 Primary Control Design 
Once the voltage phase angles are decided, the dq-components of the bus voltage 
references vod,i
* and voq,i
* can be calculated according to (5.9). 
* * *
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* * *
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                                                      (5.9) 
where *,o iV  is the RMS voltage reference at bus i. 
By tracking the control references (vod,i
*, voq,i
*, and f*=60 Hz), the primary control 
objectives (V and f regulation) can be well achieved and secondary control objective (PG
*) 
can also be approached.  
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To better regulate the bus voltages, a feedback linearization based control algorithm is 
designed. The tracking errors of bus voltage can be defined as 
   
*
, , ,
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, , ,
od i od i od i
oq i oq i oq i
e v v
e v v
  

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                                                      (5.10) 
Since vod,i
* and voq,i
* are updated periodically, they can be treated as constants between 
control updating intervals. Based on (5.3-5.6), the dynamics of voltage tracking errors can 
be reformulated as 
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According to the theory of feedback linearization [96], the control signals can be designed 
as 
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where Kod,i and Koq,i are positive design parameters. 
Substituting designed control (5.13) into (5.11), the tracking errors can be represented as 
(5.13),  
, , ,
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                                                      (5.13) 
Since Kod,i and Koq,i are positive design parameters, it is easy to demonstrate that tracking 
errors will converge to zeros asymptotically [97]. 
Above control algorithm is very similar to other feedback linearization based primary 
control algorithms that developed for microgrids control [98]. The only difference is with 
the control formulation (control model and control objectives). It is important to note that 
the algorithm is distributed in the sense that signals for subsystem control computation are 
all locally measurable. 
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Above control algorithm and most other primary control algorithms for microgrids have 
no control over transient line currents. Neither can any upper-level secondary control 
algorithms, which are only able to address steady-state constraints of line currents 
periodically at a larger time-scale. The unexpected transient line current surge makes 
tuning of protection system difficult and may cause huge losses due to false fault 
protections. For a well-designed microgrid, the line currents should always stay within their 
loadability limits during the normal operating conditions [99]. Thus the easiest solution for 
transient line current suppression is to restrict the line currents within reasonable constant 
bounds. 
Based on current values of ild,ij and ilq,ij, their derivatives formulated as (5.3-5.4), and the 
selected time step (Ts), the next-step values of ild,ij and ilq,ij can be estimated. Based on the 
estimated values, the line current constraint 2 2 2 2
, , ,l ij ld ij lq ij iji i i i    is evaluated. Should the 
constraint be violated, the following control signals limitation is proactively activated.  
A straightforward solution is to make the derivative of il,ij
2 negative. In this way, the 
combined range of the control inputs, i.e. vad,i and vaq,i, can be determined. The range is 
used to compare with the control signals calculated for voltage regulation (5.12). However, 
two vectors cannot be directly compared before certain norm function is introduced. Even 
after that, control adjustment based on norm comparison will still be a problem. 
In order to perfectly solve this problem, complicated control algorithm has to be designed 
due to the strong coupling of subsystems. To reduce complexity, a simple heuristic solution 
is presented below. The control objective is not to limit il,ij
2, but to decrease the dq-
components ild,ij
2 and ilq,ij
2 simultaneously, while the line current constraint is not satisfied. 
It should be noted that the method is a sufficient condition rather than a necessary and 
sufficient condition. Deriving a necessary and sufficient condition is similar to find the 
perfect solution mentioned above, which is difficult for design and implementation. As can 
be seen later, the simplified method can generate the decouple bounds for control signals. 
Thus, subsequent control implementation becomes easy. 
Based on (5.1-5.4), in order to lower/maintain 2
,ld iji  and 
2
,lq iji  at the same time, the following 
two conditions need to be satisfied.  
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db , qb  are positive constants, and take 1.7 and 1.5, respectively. 
Thus, the following two bounds on control signals need to be applied simultaneously to 
decrease transient line current. 
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Based on the definitions of the gdql,ij and fdql,ij, one can see that measurements of the local 
and neighboring subsystems are required to calculate the bounds of local control signals. 
This effort is necessary to restrict the transient line current. Once over line current is 
predicted, the bounds ,ad iv  and ,ad iv  of (5.15) are used to clamp the control signals 
calculated according to (5.12). In this way, transient line current can be restricted and this 
process does not have an excessive impact on voltage control performance. 
5.4.3 Control Implementation 
Implementation of the overall control solution is illustrated in figure 5.2. To initialize the 
consensus-based load sharing algorithm, load and maximum generation over the projected 
period are estimated. Finding the synchronized utilization level requires communications 
between subsystem controllers. After the convergence of the utilization level, generation 
references of all subsystems can be calculated. Based on generation references, bus voltage 
settings and power line parameters, distributed DC power flow is introduced to calculate 
the phase angle references of the bus voltages. The distributed operation also requires direct 
interactions of subsystem controllers. The phase angle references are adjusted in real-time 
based on a simple δ-PG droop equation. The adjusted phase angle references together with 
RMS values of bus voltages are used to generate the dq-components of the bus voltage 
references.  
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Figure 5.2 The flowchart diagram of the proposed microgrid control scheme. 
 
During the normal operating conditions, the control objective is to make the bus voltages 
track the corresponding references. Whenever a line current bound violation is predicted, 
control signals are bounded to ensure an immediate decrease in line current. Then, dq-
components of the control signals are converted to abc-components through dq-abc 
transformation. Based on a predefined common reference frame rotating at a constant 
frequency (60 Hz), the common phase angle reference can be found by the integration of 
frequency (ωt). Due to the fast response of inverter-interfaced DGs, the frequency 
reference track can be finished instantly. Therefore, each subsystem controller takes the 
general information of phase angle from the common reference frame to perform the dq-
abc or abc-dq transformation. Finally, PWM signals are generated from the final control 
signals to realize the desired control performance.  
To lower the computational complexity of the control algorithm, the next-step line current 
prediction can be replaced by simply comparing line current against a constant bound 
iji . 
Once line current is larger than the bound, control signals will be bounded according to 
(5.15). It is true that this way of implementation will cause certain inaccuracy. However, 
the inaccuracy can be neglected due to several reasons. First, line current will not increase 
abruptly within a small time step Ts due to the inductance in the system. Second, the 
degrading of control performance is smaller than that due to imprecise model and uncertain 
operating condition. Third, the line current bound is usually set to a value slightly smaller 
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than the physical hard limit. Thus, the simplified method is implemented during the 
simulation evaluation. 
5.5 Simulation Results 
Table 5.1: PARAMETERS OF MICROGRID 
Parameter Value Description 
rf1, rf2, rf3 0.50, 0.51, 0.52 Ω  Filter resistance 
Lf1, Lf2, Lf3 4.21, 4.20, 4.215 mH Filter inductance 
rline12, rline23, rline31 0.151, 0.152, 0.154 Ω Line resistance 
Lline12, Lline23, Lline31 0.42, 0.41, 0.414 mH Line inductance 
Rn 1000 Ω Virtual resistance 
Kp 1/1000 rad/W Droop control gain 
Kod 3.2 Control gain 
Koq 3.2 Control gain 
ωn 377 rad/s Nominal angular velocity 
Ts 2e
-5
 s Time step 
 
In order to evaluate the performance of the proposed control solution, simulations with 
both the mathematical model and detailed model are carried out using Matlab/Simulink. 
Parameters of a 3-DG microgrid model and control gains are provided in table 5.1, which 
is modified based on [91]. The proposed solution is also compared to the conventional PI-
based primary control algorithm [91]. In order to avoid the divergence and make the 
comparison illustrative, the PI-based primary control method is combined with the 
secondary control method proposed in this work. 
5.5.1 Case I: Simulation with Mathematical Microgrid Model 
During the primary control algorithm test, maximum generations are held fixed and a step 
change of constant load is simulated. Implementation details and performance of the 
secondary control algorithms can be found in the referred paper [94]. In this case, the 
secondary control algorithm is only activated once at the instant of time of load change. 
The simulation starts from the steady state and a step load change is simulated at 0.1s. The 
maximum generations of three generator references are 1.30, 1.05, 0.90 per unit (pu) 
respectively, and held constant during the 3-second simulation. Three active power loads 
before and after the load change are 0.70, 0.60, 0.48 pu and 0.58, 0.80, 0.60 pu, respectively. 
The initial generation references are 0.712, 0.575, 0.492 pu, which is obtained based on the 
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estimated maximum generations. Based on DC power flow and the RMS voltage settings 
of 1.0, 1.0, 1.0 pu, the phase angles reference before load change are 0, 0.04, 0.01 rad. 
Under this simulation setting, the generation reference and phase angels reference after 
load change are 0.792, 0.636, 0.548 pu and 0.042, -0.028, 0.035 rad, respectively. After 
transients damped out under previous control, the actual generations with and without 
bound are 0.793, 0.640, 0.541 pu and 0.791, 0.660, 0.530 pu, respectively. The actual phase 
angels of both controllers (with and without bound) succeed in converging to the desired 
phase angle references after the load change (0.042, -0.028, 0.035 rad). 
At first, the line current constraint is not applied. The corresponding responses of load bus 
voltages and power generation are shown in figure 5.3(a) and figure 5.3(b), respectively. 
As can be seen, both bus voltage and power generation are able to track their references 
well before and after the load change. In figure 5.3(c), a large line current surge (at line12) 
can be observed at the beginning of load change. It is because current control only targets 
at voltage references tracking. Thus, in order to suppress the peak transient current, 1.5 pu 
can be selected as the line current bound for algorithm evaluation. 
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(a) 
 
(b) 
 
(c) 
Figure 5.3 Simulation results of control scheme without considering line current constraint: 
(a). Load bus voltages (vo,i ); (b). Power generation (PG,i); (c). Line current (il,i).  
 
To maintain the transient line current iline12 within 1.5 pu, the corresponding control bound 
is applied on vadq,1, which is in charge of the current limitation of this power line. The 
responses of bus voltage, power generation, line current, and control signals are shown in 
the four plots of figure 5.4, respectively. As can be noticed, both bus voltages and power 
generations succeed in tracking their corresponding references. Besides, the surge current 
on the power line gets significantly suppressed within 1.5 pu. As can be seen in the zoomed-
in subplot of figure 5.4(c), the line current of iline12 touches the bound a few (about 20) 
times during the initial few time steps of load change. The period is so short that it cannot 
be noticed in the initial plot. Although the transient bus voltage has a larger drop comparing 
with the previous one, the overall performance is still within the acceptable range, e.g. 
0.95~1.05 pu [96]. By comparing figure 5.4(b) and figure 5.3(b), one can see that 
generations converge in a different way under the line current limitation. It seems that 
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oscillations of generation are smaller due to the suppression of unnecessary current surges. 
The control signal vad,1 is subjected to the corresponding control bound 
,1adv , and the related 
responses (dynamic bound, without bound, and with bound) are plotted in figure 5.4(d). It 
can be seen that the control bounds are triggered only about 20 times, which matches above 
observation with line current (iline12). In addition to simplified microgrid model, the 
proposed control solution is also tested with a detailed microgrid model as shown in next 
subsection. 
 94 
 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 5.4 Simulation results of the proposed control scheme with considering line current 
constraint: (a). Load bus voltages (vo,i ); (b). Power generation (PG,i); (c). Line current (il,i); 
and (d). Control signals. 
5.5.2 Case II: Simulation with Switching-level Microgrid Model 
In this case, more details are considered in the switching-level model, such as PWM 
generator, 2-level inverter and dq-abc transformation. In order to further reduce the total 
harmonic distortion (THD) of the system, LC filters are utilized in the simulation. Since 
the capacitor of the LC filter can be treated as one part of the load, there is no need to 
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modify the control algorithm. For some specific application, the decision on installation 
and size of the capacitor can be made based on actual loading condition and requirement 
on THD. In the simulation, LC filters with 20 μF capacitance are used. The control 
objectives remain to regulate the bus voltage while keeping the transient line current within 
1.5 pu. The rest of system setting is also same as the previous cases. The simulation results 
including system frequency and line current are shown in figure 5.5, and the voltage 
responses are presented in figure 5.6, respectively. As can be seen, the simulation results 
on the detail switching level model match with those on the simplified model. The proposed 
controller is able to achieve the designed targets on voltage and current. In addition, due to 
the usage of LC filter, only a little bit harmonic appears in the detailed simulation. It also 
reflects the main advantages of the proposed control algorithm in terms of simplicity, 
generality, and flexibility.  
 
(a) 
 
(b) 
Figure 5.5 Simulation results on switching-level model: (a). System frequency (f); (b). Line 
current (il,i). 
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(a) 
 
(b) 
Figure 5.6 Bus voltage responses on switching-level model: (a). PI controller; (b). Proposed 
controller. 
5.5.3 Case III: Simulation under System Fault 
In this section, the proposed control algorithm is tested under the extreme system condition, 
i.e., system fault. In order to keep the system stable, as long as the voltage deviation is 
more than ±0.2 pu of the nominal value, the controller will be fixed in the voltage control 
mode. At the same time, the circuit breaker is supposed to be triggered to clear the fault 
line whenever the current is beyond 2.0 pu. The simulation results are presented in figure 
5.7. There are several time-critical nodes that worth mentioning. At time 0.1s, a three-phase 
short circuit occurs between bus #1 and #2. Before time t2, the controller has been switched 
to the current control mode and try to suppress the line current. At time t2, the controller is 
fixed in the voltage control mode once the voltage deviation is beyond 0.2 pu. Circuit 
breakers are triggered at the point when line current reaches 2.0 pu at time t1. After one 
cycle, at time t3, circuit breakers of both ends are opened to clear the fault. As can be 
observed from the results, the proposed controller is able to well maintain the system 
performance even under the fault condition.  
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(a) 
t3
t2
t1
t3
 
(b) 
t2 t3
 
(c) 
Figure 5.7 Simulation results on a switching-level model during system fault: (a). System 
frequency (f); (b). Line current (il,i); (c). Bus voltage (vo,i). 
 
Through the studies, the effectiveness of the proposed controller against model under 
model uncertainty is verified. 
5.6 Consensus-based Primary Control Design 
The primary control design as illustrated in Section 5.4 requires a forced switching of 
control mode during the transient period. This way of control implementation may cause 
unexpected disturbances, which is not preferred for microgrids operation. Therefore, a 
consistent consensus based controller without mode switching is developed in this section. 
Before proceeding, the relationship between line currents and bus voltage is analyzed first. 
The coordinated control design is then developed based on the theoretic basis. 
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5.6.1 Transient line current suppression. 
Most of existing primary control algorithms for microgrids have no consideration of the 
transient line currents. Similar to most upper-level secondary control algorithms, which 
can only address the steady-state constraints in line currents periodically at a large time-
scale [84, 98]. The unexpected transient line current surge raises the challenges to tune the 
protection system and may cause big losses due to the false action of protection devices. 
Therefore, when the primary controller is conducting the major control objectives of 
regulating the V and f, it should also be capable of suppressing the transient line current 
surge as much as possible. To ensure the transient line current limitation is satisfied, the 
Lyapunov stability analysis can be used to relate the line current il,ij with output voltage vo,i. 
Recall the linear dynamic (5.3) and (5.4), they can be rewritten as 
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ldq ij ldq ij ldq ijH i i i , the first derivative 
of the Lyapunov function candidate can be represented as 
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Substituting (5.16) into (5.17), one can have 
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Assuming that the line currents need to be bounded as ||ildq,ij|| ≤ ilB,ij, the line current 
constraint can be transferred into the bound of evdq,ij based on the Lyapunov stability 
analysis as, 
,
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3
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e i
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
                                                            (5.19) 
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Note that the definition of evdq,ij is the potential voltage difference between bus #i and bus 
#j. Therefore, equation (5.19) implies that the transient line currents can be suppressed if 
the terminal voltages (voi and voj) are converging along the same trajectory consistently. In 
this way, the ||evdq,ij|| can be minimized with the transient line currents being suppressed 
significantly at the same time. Based on the above theoretical analysis, a consensus-based 
primary controller is designed in the next subsection. The output voltages are designed to 
converge in a consistent manner to suppress the transient line current. 
5.6.2 Bus voltage regulation 
To better regulate the bus voltages, a two-step feedback linearization based control 
algorithm is designed. According to (5.9), the tracking error of bus voltage can be defined 
as 
*
, , ,
*
, , ,
vod i od i od i
voq i oq i oq i
e v v
e v v
  

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                                                      (5.20) 
Since vod,i
* and voq,i
* are updated periodically, they can be treated as constants between 
control updating intervals. Based on (5.7) and (5.8), the dynamics of voltage tracking errors 
can be reformulated as 
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where  , , ,
1
( )vod i ld i Ld i n oqi
fi
f e i i v
C
    , , ,
,
1
vod i voq i
f i
B B
C
   and  , , , ,
1
( )voq i lq i Lq i n od i
fi
f e i i v
C
    . Then, 
using the feedback linearization technique, the voltage tracking controller can be derived 
as 
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where Kvd and Kvq are positive control gains. ni is the total number of DGs. aij is the 
coefficient of the information exchanged between agent #i and agent #j.  
Based on a rigorous stability analysis, all of the voltage tracking errors will converge to the 
same value (i.e., zero) as long as the coefficients aij satisfy certain constraints [84-85]. The 
consensus items in (5.22) make sure that the output voltage of different DGs (evdq,ij) 
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converge in a consistent way, which is able to greatly decrease the surge of transient line 
currents. Next, targeting tracking of the LC filter current references iadi
* and iaqi
*, the current 
tracking errors can be attained as  
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The corresponding dynamics of the current tracking errors are 
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Then the practical control input can be designed as  
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where Kid and Kiq are positive control gains. 
The above design follows the similar procedure of other general feedback linearization 
based control algorithms that developed for microgrids [98]. The differences are with the 
control formulation (control model and control objectives) as well as the consideration of 
transient line currents. The flowchart shown in figure 5.8 illustrates how measurements 
and control input/output are transmitted and applied by the proposed control scheme.  It is 
important to note that the algorithm is distributed in the sense that signals for subsystem 
control computation are all locally measured. 
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Figure 5.8 The flowchart of the control solution 
5.7 Simulation Results of Consensus-Based Control Algorithm. 
Table 5.2: PARAMETERS OF MICROGRID 
Parameter Value Description 
rf1, rf2, rf3 0.50, 0.51, 0.52 Ω Filter resistance 
Lf1, Lf2, Lf3 4.21, 4.20, 4.215 mH Filter inductance 
Cf1, Cf2, Cf3 20, 20, 20 uf Filter inductance 
rl12, rl23, rl31 0.151, 0.152, 0.154 Ω Line resistance 
Ll12, Ll23, Ll31 0.42, 0.41, 0.414 mH Line inductance 
Kvd , Kvq 250 Control gain 
Kid, Kiq 25 Control gain 
ωn 377 rad/s Nominal angular velocity 
Ts 2e
-5
 s Sampling time 
 
In order to comprehensively evaluate the performance of the proposed control solution, 
simulations are performed on both mathematical model and the detailed switch-level model 
using Matlab/Simulink. The detailed switch-level model is much more complicated than 
the mathematical model represented in (5.1-5.6) which makes it capable of testing the 
proposed solution under uncertain model dynamics. Parameters of a 3-DG microgrid model 
and control gains are provided in table 5.2, which is modified based on [91]. The proposed 
solution is also compared with conventional proportion-integration (PI) based primary 
control algorithm [91] through simulation. 
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5.7.1 Simulation with Mathematical Microgrid Model 
During the primary control algorithm test, maximum generations are held fixed and a step 
change of constant load is simulated. Implementation details of the secondary control 
algorithms can be found in the referenced paper [94]. In this case, the secondary control 
algorithm is only activated once at the instant of time of load change. 
The simulation starts from the steady state and a step load change is simulated at 0.5s. The 
maximum generations of three generator references are 0.9, 0.8, 1.0 per unit (pu), 
respectively and held constant during the 2.5-second simulation. Three active power loads 
before and after the load change are 0.51, 0.51, 0.60 pu and 0.61, 0.51, 0.60 pu, respectively. 
The initial generation references are 0.54, 0.48, 0.60 pu, which is obtained based on the 
estimated maximum generations. Based on DC power flow and the RMS voltage settings 
of 1.0, 1.0, 1.0 pu, the phase angles reference before load change are 0.006, 0.08, 0.0002 
rad. Under this simulation setting, the generation reference and voltage phase angle 
references after load change are 0.58, 0.51, 0.64 pu and 0.001, 0.008, 0.06 rad, respectively.  
Table 5.3: PARAMETERS OF PI CONTROLLER 
 Voltage controller Current controller 
P gain 0.50 1.00 
I gain 10.0 25.0 
 
First, the PI-based controller presented in [91] is applied. The PI gains have been well-
tuned using the classical Ziegler- Nichols method [77], and the PI gains of voltage and 
current controller are shown in table 5.3. Since the PI controller has no global situational 
awareness, it is very difficult to tune the appropriate gains of PI controllers to satisfy both 
local (bus voltage) and system-level (line currents) requirements of microgrids. The 
corresponding responses of load bus voltages vo and power generation PG of DGs are 
presented in figure 5.9(a) and figure 5.9 (b), respectively. As can be observed, both vo and 
PG are able to track their references before and after the load changes. The convergence of 
the reactive power demonstrated that the developed secondary control can also work 
together with the conventional primary control. In figure 5.9 (c), a large line current surge 
(at line12) can be observed at the beginning of load change. The overshoot is during the 
transient stage over 0.65 pu, which might lead certain troubles to the protection system. In 
addition, both power generation and line current take a quite long time to converge due to 
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the interaction of each subsystem. Therefore, the only control objective of voltage 
regulation for the conventional controllers greatly limits their performance. The overall 
control inputs are given in figure 5.9 (d). 
 
(a) 
0.60 pu
0.54 pu
0.48 pu
0.64 pu
0.58 pu
0.51 pu
 
(b) 
 
(c) 
 
(d) 
Figure 5.9 Simulation results of PI-based control scheme: (a). Load bus voltages (vo ); (b). 
Power generation (PG); (c). Line current (il). (d). control inputs (va). 
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Next, the proposed controller is used under the same loading conditions. The responses of 
bus voltage, power generation, line current, and control signals are shown in the four plots 
of figure 5.10, respectively. It can be noticed that both voltages and power generations are 
able to track their corresponding references. In addition, the surge currents on the power 
lines get significantly suppressed. As can be seen in the zoomed-in subplot of figure 5.10(c), 
different consensus weight aij can reduce the transient line current surge to the distinct 
degrees. The overshoot of the transient line current is similar to the PI-based controller if 
aij =0, which means no consensus component is included in the primary control. But it can 
be reduced under 0.5 pu when aij =0.7. A comparison analysis of transient line current and 
bus voltage of using different control parameters are given in table 5.4. From simulation 
results, one can see that the overshoot of bus voltage just increases by 0.3% while the line 
current overshoot can be reduced as much as 20%. Since the improved control over line 
currents means a wider range of operating conditions and less faulty triggering of the 
protection system, the performance improvement is considered to be significant and the 
slight compromise over voltage regulation is worthful.  
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(a) 
0.60 pu
0.54 pu
0.48 pu
0.64 pu
0.58 pu
0.51 pu
 
(b) 
 
(c)  
 
(d) 
Figure 5.10 Simulation results of the proposed control scheme: (a). Load bus voltages (vo); 
(b). Power generation (PG); (c). Line current (il); and (d). Control signals. 
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Table 5.4: THE CONTROL PERFORMANCE COMPARISON RESULTS 
PI controller 
Max. mag. of transient line current Max. mag. of transient bus voltage 
0.68 pu 0.005 pu 
Proposed controller 
Weight aij Max. mag. of transient line 
current 
Max. mag. of transient bus 
voltage 
0.3 0.67 pu 0.008 pu 
0.5 0.56 pu 0.008 pu 
0.7 0.47 pu 0.008 pu 
0.9 0.46 pu 0.008 pu 
0.3 0.67 pu 0.008 pu 
 
By comparing figure 5.9(b) and figure 5.10(b), one can see that the power generations 
converge differently. The consensus-based primary controller not only suppresses the line 
current surge, but also accelerates the converging speed of the power generations. The 
control inputs are shown in the figure 5.10(d). It is true that the control inputs of the 
proposed controller have more severe changes compared with the PI controller. Therefore, 
it is necessary to evaluate whether such control inputs can be realized by the practical 
power inverters. In the next subsection, the proposed control algorithm is tested on a 
detailed switch-level model. 
5.7.2 Simulation with Detailed 6-DG Microgrid Model 
In this case, a larger-scale detailed microgrid model shown in figure 5.11 is used to evaluate 
the performance of the proposed control algorithm. More details are considered in the 
switching level model, such as the PWM, 2-level inverter and dq-abc transformations. This 
system consists of 6 DGs including 5 inverter-interfaced DGs and 1 SG. For the inverter-
interfaced DGs, the proposed secondary/primary control method is used as in the previous 
cases. For the SG, a detailed genset model from Simscape Power Systems toolbox is 
applied including a turbine governor, an automatic voltage regulator, an exciter, and a 
power system stabilizer. Since this work is mainly focused on the inverter-interfaced 
microgrid control, only small percentage of generation from the SG is tested and the 
dynamic coordination problem of two different generation units is neglected. In order to 
better test the effectiveness of the proposed control algorithm, different line parameters 
given in Table 5.5 are used [91]. The rest of system settings are same as the previous cases. 
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Figure 5.11 The topology of a 6-DG microgrid. 
 
Table 5.5: PARAMETERS OF MICROGRID 
Parameter Value 
rl12, rl23, rl31, rl41, rl52, rl63 0.15, 0.16, 0.14, 0.17, 0.10, 0.20 Ω 
Ll12, Ll23, Ll31, Ll41, Ll52, Ll63 0.42, 0.35, 0.30, 0.45, 0.4, 0.41 mH 
 
In order to better evaluate the effectiveness of the proposed control algorithm, a series of 
load changes including sudden and smooth load changes are conducted. At time 0.5 s, load1 
has a step change from 0.75 pu to 0.85 pu. Then, from time 1.5 s to 2.5 s, load2 has a ramp 
up change from 0.52 pu to 0.60 pu. The overall load consumption of each subsystem is 
measured and shown in figure 5.12, and the maximum generation capacity of each local 
DG is assumed to be 1 pu, 0.8 pu, 0.8 pu, 0.6 pu, 0.6 pu and 0.2 pu. Based on the local load 
measurement and the predicted power generation, the utilization level shown in figure 
5.13(a) is updated every 0.2 s incrementally using the distributed secondary control scheme 
as described in Section 5.4.1 [94-95]. Then, the references of phase angle δi* acquired 
through the load flow are shown in the figure 5.13(b), which will be used to generate the 
bus voltage references vod,i
* and voq,i
* on dq-axis. The fully distributed secondary control 
process can significantly increase the flexibility and stability of the system. The simulation 
results of the proposed primary controller are shown in the figure 5.14. As can be seen 
from figure 5.14(a) and figure 5.14(b), both system frequency and bus voltage can track 
the corresponding references well. Finally, the line current between DG1 and DG2 is shown 
in the Fig. figure 5.14(c). Similar to the previous cases, the proposed control algorithm can 
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effectively suppress the transient line current. Throughout the studies, the effectiveness of 
the proposed controller is verified. 
 
Figure 5.12 Load consumption change of each subsystem. 
 
 
(a) 
 
(b) 
Figure 5.13 Evaluation of the secondary control: (a). Utilization level (%) of each DG; (b) 
Phase angle references δi*. 
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(a) 
 
(b) 
 
(c) 
Figure 5.14 Simulation results of the proposed control scheme on 6-DG microgrid: (a). 
System frequency (f); (b). Load bus voltages (vo); (c). Line current (il). 
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 CONCLUSION  
In our research, the advanced control problems of various energy systems including WAPS, 
SPS and DC/AC microgrids are explored. First, in order to proactively reduce the 
communication and computation burden of WAPS, an event-triggered control algorithm 
and a self-triggered control algorithm are proposed. Instead of updating measurements and 
controls periodically as the traditional control scheme, the proposed control schemes only 
require such updates when certain condition is triggered. Then, targeting at wide-area 
damping control of WAPS under both physical and cyber uncertainties, a learning-based 
networked control algorithm is presented. The problems of network imperfections and 
physical uncertainties are properly addressed through the model-free Q-learning based 
control algorithm. Besides, statistical analysis based control law is also designed to 
passively counteract the cyber uncertainties.  
Considering the huge challenge of evaluating the proposed control methods on a real 
WAPS, the next research is more focused on the smaller system such as SPS and microgrids. 
Based on ZSG theory, a NDP based optimal control solution is proposed to solve the PPL 
accommodation problem of SPS with unknown system dynamics.  
Next, a high-performance control scheme is proposed for the DC microgrids. The developed 
control algorithm is decentralized. Through a novel model transformation technique, the 
original output constrained model is transformed into an unconstrained one. By using the 
backstepping method, a voltage regulator is designed which can guarantee the transient 
tracking error always staying within user-defined time-varying bounds. At the meantime, 
the proper load sharing can be achieved as the output voltage converges. 
Finally, in order to solve the control difficulties of inverter-interfaced microgrids such as 
the fast dynamics, uncertainties, and a wide range of operating conditions, two different 
control schemes are proposed. The proposed control solution can not only realize desired 
voltage and frequency regulation and also suppress the transient line current. By properly 
adjusting phase angles of bus voltages, both fair load sharing and variable uncertain 
operating conditions are addressed. The requirement of inter-subsystem communication is 
also not difficult to be realized with nowadays communication techniques. 
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