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性能を評価するために，linear matrix inequality (LMI)に基づいたアルゴリズムが提案さ
れ，制御性能評価として一般的な LQG指標は経済性能評価に拡張された．ここで問題と







































Control”[7] では，その一般形式が Latour, 1996によって示された．さらに，具体的に次
の 4つの形式が示されている．
J = E[ϑ] =
∫
yj
ϑ(yj)f(yj , µ, σ)dyj (2.1)
ここで　 yj は経済性能最適化に関わる重要な変数として選択されたプロセスの出力を表す．
µ, σは出力の平均値と標準偏差である．ϑ(yj)は確率密度 f(yj , µ, σ)を含む経済性能目的関








































































































































yp,min + zαp/2σyp(λ) ≤ y
s
p ≤ yp,max − zαp/2σyp(λ) (3.3)
un,min + zαn/2σun(λ) ≤ u
s
n ≤ un,max − zαn/2σun(λ) (3.4)
σy(λ) = F (σu(λ)) (3.5)
ここで，(3.2)式は，ys,usの定常的な等式関係を示し，ki,j は定常ゲインを示す．
yj,max, yj,min, ui,max, ui,minは，制御量，操作量の上下限値を表している。σy, σuは，あ
る区間取得されたデータに対する標準偏差である．zαn/2 は雑音を正規分布であると仮定










x̃k+1 = Ax̃k +Bũk +Dwk (3.7)
ỹk = Cx̃k (3.8)
ここで，ỹk = yk − ys, ũk = uk − usで設定値からの偏差量を表し，wkは白色雑音である．
このモデルに対して離散時間リカッチ代数方程式を用いて次の状態フィードバック制御則
が表される．



























x̃k+1 = Ac,λx̃k +Dwk, Ac,λ = A−BFλ (3.12)
となる。このとき， Ac,λ が安定行例，wk が白色雑音であることに注意すると，状態ベク























































































Fig. 3.3: Economic performance assessment for MPC
まず経済性能評価の目的関数の意義は，下層の制御量分散と操作量分散のトレードオフ
関係の下である操作量にたいして最大限の制御量を得ることである．よって，(3.18)式を



























uminn + zαn/2σusi,n − u
s
i,n ≤ ∆usi,n
≤ umaxn − zαn/2σusi,n − u
s
i,n (3.20)
yminp + zαn/2σysi,p − y
s
i,p ≤ ∆ysi,p
≤ ymaxp − zαn/2σysi,p − y
s
i,p (3.21)




0 ≤| ∆usn |≤ ∆umax (3.22)
0 ≤| ∆ysn |≤ ∆ymax (3.23)
よって，線形の制約条件に帰着できるので，上式をA∆usi ≤ bi とおく．ここで，Aは，各
試行時での定常ゲインであり，(3.19)式，(3.20)式，(3.21)式 より，次のように示される．
A = [IN ,−IN ,
N∑
n=1
knl . . .−
N∑
n=1
knp . . .]
T (3.24)
また，ラグランジェ乗数　βを用いて，KKT条件のもとで制約条件は次のように示される．
∇Lu(u∗, β∗) = −c+ATβ∗ = 0 (3.25)
b−Au∗ ≥ 0 (3.26)
β∗ ≥ 0 (3.27)
β∗T (b−Au∗) = 0 (3.28)
これによって，各試行ごとに，線形計画問題として最適化を行い感度分析を適用し，この
線形計画問題を解決する．例えば，A∆usi ≤ bi + ∆bi のように右辺が変動した際，経済
性能が改善するかを検討する．∆bi には，制御量分散、操作量分散の変動量が含まれてい
る。ここで，経済性能評価関数max∆Ji = cT∆u2i を ラグランジェ乗数 βを用いて，式変
形を行い，つぎの式を導出する．





Bu = maxβn (3.30)
By = maxβp (3.31)
λi+1 = λi + l(ηi.λi)ηi (3.32)
ηi =

1, Bu > 0 and By = 0
−1, Bu = 0 and By > 0
0, Bu > 0 and By > 0




l1λi, l1 > 1 (if ηi = 1)
l2λi, 0 < l2 < 1 (if ηi = −1)
(3.34)
この時，Bu > 0, By = 0 であれば，操作量分散を小さくする必要があるので，λを大きく






3.6.1 分離プロセスシステム 2入力 2出力
Caiら Fig. 3.4に示した 2入力 2出力の分離システムを例題とし，本論における特徴を
示す．このプロセスでは，操作量は還流量 u1とスチーム流量 u2であり,制御量は蒸留生































− 15 ≤ y1 ≤ 15,−15 ≤ y2 ≤ 15 (3.36)
− 1 ≤ u1 ≤ 1,−5 ≤ u2 ≤ 5 (3.37)
ここで，例題に対する経済性能最適化問題は,以下のようにまとめられる．
1R.K.wood and M.W.Berry モデル [11]
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2,σy1 ,σy2 ,σu1 ,σu2

















ymin1 + 3σy1(λ) ≤ ys1 ≤ ymax1 − 3σy1(λ) (3.40)
ymin2 + 3σy2(λ) ≤ ys2 ≤ ymax2 − 3σy2(λ) (3.41)
umin1 + 3σu1(λ) ≤ us1 ≤ umax1 − 3σu1(λ) (3.42)


































操作量分散の重みパラメータ λとの関係式， (3.44)式，(3.45)式 が 与えられる。
ここで，最適化計算は，MATLAB optimization toolboxの fmincon.mを用いて実行した．
3.6.2 結果：LQG制御系
最適計算の結果，重みパラメータ λは 0.9931となり，この時の経済性能評価値は初期













x̃k+1 = Ax̃k +Bũk +Dwk (3.48)
ỹk = Cx̃k (3.49)
とし， B ⇒ 0.5Bに変動したとする．LQG制御系で求めた重みパラメータ λを初期値
として,MPCで学習アルゴリズムを適応した結果を Fig. 3.7に示す.△は LQG制御則で決
定した重みパラメータでの最適値を示す．さらに,学習アルゴリズムを適用した結果は×





























のである．つまり，現時刻を kとし，入力　 u(k + i − 1)i = 1, 2,….M を考える．この
セットは現在の入力とM −１の将来の入力の組である．入力はM セット先で定常であ
















J = Ê(k + 1)TQÊ(k + 1) + ∆U(k)TR∆U(k) (4.1)
である．ここで，Ê(k+1)は予測された偏差ベクトル，Qは重み正定行列，Rは重み半正
定行列である．これによってMPCの制御則が以下のように解析的に決定される．
∆U(k) = (STQS +R)−1STQÊ0(k + 1),Kc ≜ (STQS +R)−1STQ (4.2)
= KcÊ










u−(k) ≤ u(k + j) ≤ u+(k) j = 0, 1, · · · ,M − 1 (4.4)
∆u−(k) ≤ ∆u(k + j) ≤ ∆u+(k) j = 0, 1, · · · ,M − 1 (4.5)
であり，出力はソフト不等式制約条件として示される．
y−(k + j)− sj ≤ ỹ(k + j) ≤ y+(k + j) + sj j = 0, 1, · · · , P (4.6)
(4.7)
Fig. 4.1: Basic concept for model predictive control
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yj,min + zαj/2σy,j(λ) ≤ y
s
j ≤ yj,max − zαj/2σy,j(λ) (4.11)
ui,min ≤ usi ≤ ui,max (4.12)
である．ここで，(4.10)式は制御変数と操作変数の定常状態の関係を示す．(4.11)式は制
御変数のソフト不等式制約条件であり (4.12)式は操作変数のハード制約条件である．こ






xk+1 = Aexk +Beuk + Eewk (4.13)
を考える．初期状態は
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CTe QCe 0 · · · 0
0
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λR 0 · · · 0
0




. . . 0

























CTe QCe 0 · · · 0
0




. . . 0




λR 0 · · · 0
0




. . . 0
0 · · · · · · λR
 (4.23)
とし，
X = Φxk + ΓuUk +Wk (4.24)
を代入すると



















































































































ymaxCeΦ1xk − 3σw(CeΓ 1ww)
−yminCeΦ1xk − 3σw(CeΓ 1ww)
ymaxCeΦ2xk − 3σw(CeΓ 2ww)
−yminCeΦ2xk − 3σw(CeΓ 2ww)
...
−yminCeΦN−1xk − 3σw(CeΓN−1w w)
ymaxCeΦNxk − 3σw(CeΓNw w)









max J = ys1 − µJperf (4.32)







xk+1 = Axk +Buk +Dξk (4.33)
yk = Cxk (4.34)
xk ∈ Rn は n 次元の状態ベクトルで，uk ∈ Rm は制御入力で, yk ∈ Rm は制御出力であ
る．ξk は l次元の平均零の白色雑音と仮定する．A，B，C，D はそれぞれ n行 n列，n
行m列，m行 n列，n行 l列 の行列とする．また，(A,B)は可安定対，(C,A) は可検出
対とする．(4.33)式，(4.34)式 に対する最適レギュレータは，つぎのように求められる．
uk = F0xk (4.35)




















































LQG制御との比較を明確にするため前章と同様に Fig. 3.4示した 2入力 2出力の分離
システムを例題とする．この時上位層の目的関数は























xk+1 = Aexk +Beuk + Eewk (4.44)
である．さらに，プロセスモデルを離散時間の状態空間として定式化し，得られた状態空
















ymin1 + 3σy1(λ) ≤ ys1 ≤ ymax1 − 3σy1(λ) (4.46)
ymin2 + 3σy2(λ) ≤ ys2 ≤ ymax2 − 3σy2(λ) (4.47)
なお，出力の上下限値は ymax1 = 15, y
min
1 = −15，ymax2 = 15, ymin2 = −15　であり，入力
の上下限値は umax1 = 1u
min
1 = −1，2max2 = 5, umin2 = −5である．ここで，最適化計算は，
MATLAB optimization toolboxの fmincon.mを用いて実行した．提案した最適化手法によ
る結果，最適重みパラメータλ = 0.0177の時操作量の最適値はus1 = 0.0744, u
s
2 = −1.8069




上述したものと同様の Fig. 3.4示した 2入力 2出力の分離システムを例題とする．この
時の上位層の目的関数は
max J = ys1 − µJperf (4.48)
25
である．ここで，Fig. 4.7は µ = 1とした結果で，Jperf = 0.9435で．λ = 0.0094であっ







Fig. 4.4: Comparison between theoretical value and simulation in objective function
Fig. 4.5: Trade-off curve by theoretical value
27
Fig. 4.6: The result of simulation by MPC with constraints
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Fig. 4.7: The result of simulation by MPC with constraints when there is consideration
of the control performance
29
Fig. 4.8: The result of simulation by MPC with constraints when there is consideration








































x̃k+1 = Ax̃k +Bũk + Ewk (A. 1)
ỹk = Cx̃k (A. 2)
ここで, x̃は n次元の状態ベクトル，ũは制御入力，ỹは制御出力，wk は一次元の平均
零の白色雑音であると仮定する．Aは n行 n列，Bは n行m列，Cはm行 n列，Eは n
行 l列の行列とする.このモデルに対して以下の状態フィードバック制御則を考える．









x̃k+1 = Ac,λx̃k + Ewk (A. 5)
ỹk = Cx̃k (A. 6)
ここで，Ac,λ = A−BFλである．.
この閉ループシステムに,線形確立システムの平均と分散を考える.ここで,x̃を xとおく.
線形確率システムがxt+1 = Axt+Dwt とし，システムは安定であるとするとxt+1 = Axt
の時, xt = Atx0 → 0 (t → ∞) である．
この時 wt は平均零の白色過程であるとし E[wt] = 0のとき，E[wtwTs ] = 0 (t ̸= s)，
E[wtw
T
s ] = W (t = s)．
このような行列 Aの条件は,固有値の絶対値が 1より小さいことである.以上の条件の
下で,
x1 = Ax0 +Dw0
x2 = Ax1 +Dw1
= A(Ax0 +Dw0) +Dw1











































白色雑音の定義よりE[xtwTt ] = E[wtx
T
t ] = 0とE[wtw
T






T + EWET となる。このとき，
E[x1x
T




























AkEWET (A T )k (A. 9)





















T = Πλ (A. 12)
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このことは，
















[σ2y,1 . . . σ
2
y,p] = diag[CΠλC
T ] (A. 14)
[σ2u,1 . . . σ
2
u,m] = diag[FΠλF


















k+1P0xk+1 − xTk P0xk] (A. 3)
=E[[Axk +Buk +Dξk]
TP0[Axk +Buk +Dξk]− xTk P0xk] (A. 4)
=E[xTk (A






+ ξTDT (P0Axk + P0Buk + P0D)ξ
+ (xTkA
T + uTkB
T )P0Dξk] (A. 5)
























































となる．P0は正定行列なので第 1項の 2時形式はE[ξTk D
TP0Dξk] > 0である．よって，J
を最小にする uは，第２項を零にするものであるので，
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