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Abstract
We consider a large class of 1 + 1-dimensional continuous interface growth models and we show
that, in both the weakly asymmetric and the intermediate disorder regimes, these models converge
to Hopf–Cole solutions to the KPZ equation.
2010 Mathematics Subject Classification: 60H15 (primary); 35R60, 82C28 (secondary)
CONTENTS
1. Introduction 2
1.1 Intermediate disorder scaling . . . . . . . . . . . . . . . 6
1.2 Weakly asymmetric scaling . . . . . . . . . . . . . . . . 9
1.3 Possible generalizations . . . . . . . . . . . . . . . . . 11
1.4 Standing assumptions and terminology . . . . . . . . . . . 13
2. Methodology 14
3. Construction of the regularity structure 16
3.1 The collection of symbols . . . . . . . . . . . . . . . . . 16
3.2 Structure group . . . . . . . . . . . . . . . . . . . . . 19
3.3 The extended regularity structure Tex . . . . . . . . . . . . 21
3.4 Admissible models . . . . . . . . . . . . . . . . . . . 23
3.5 Definition of Dγ . . . . . . . . . . . . . . . . . . . . . 26
c© The Author(s) 2018. This is an Open Access article, distributed under the terms of the Creative Commons Attribution licence
(http://creativecommons.org/licenses/by/4.0/), which permits unrestricted re-use, distribution, and reproduction in any medium, provided
the original work is properly cited.
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2018.2
Downloaded from https://www.cambridge.org/core. IP address: 137.205.202.82, on 30 Oct 2019 at 14:55:24, subject to the Cambridge Core
M. Hairer and J. Quastel 2
3.6 Canonical lift to Tex . . . . . . . . . . . . . . . . . . . 27
3.7 Multiplication by εk . . . . . . . . . . . . . . . . . . . 29
4. Abstract solution map 31
4.1 Dealing with irregular initial conditions . . . . . . . . . . . 34
4.2 Properties of the spaces Dγ,ηε . . . . . . . . . . . . . . . 37
4.3 Operations in Dγ,ηε . . . . . . . . . . . . . . . . . . . . 40
4.4 Picard iteration and convergence . . . . . . . . . . . . . . 43
5. Renormalization 47
5.1 Renormalization of the average speed . . . . . . . . . . . . 47
5.2 Wick renormalization . . . . . . . . . . . . . . . . . . 48
5.3 Renormalized equations . . . . . . . . . . . . . . . . . 53
6. Convergence of the models 56
6.1 A convergence criterion . . . . . . . . . . . . . . . . . 57
6.2 Proof of Theorem 6.1 . . . . . . . . . . . . . . . . . . 60
6.3 Behaviour of the renormalization constants . . . . . . . . . 70
7. Main convergence results 80
7.1 Weak asymmetry regime . . . . . . . . . . . . . . . . . 80
7.2 Intermediate disorder regime . . . . . . . . . . . . . . . 83
Appendix A. A bound on generalized convolutions 85
A.1 Decomposition . . . . . . . . . . . . . . . . . . . . . 89
A.2 Multiscale clustering . . . . . . . . . . . . . . . . . . . 92
A.3 General form of the bound . . . . . . . . . . . . . . . . 96
A.4 Naive bound . . . . . . . . . . . . . . . . . . . . . . 97
A.5 Improved bound . . . . . . . . . . . . . . . . . . . . . 98
A.6 Putting everything together . . . . . . . . . . . . . . . . 101
Appendix B. Notes on renormalization 102
Appendix C. Symbolic index 109
References 110
1. Introduction
The Kardar–Parisi–Zhang equation is formally given by
∂t h(λ) = ∂2x h(λ) + λ(∂x h(λ))2 + ξ, (1.1)
where ξ denotes space–time white noise and λ ∈ R is a parameter describing the
strength of its ‘asymmetry’. Equation (1.1) should be interpreted either via the
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Hopf–Cole transform [BG97] as
h(λ)HC
def= 1
λ
log Z (λ) (1.2)
where Z (λ) is the continuous [Wal86], strictly positive [Mue91] Itoˆ solution of
the multiplicative stochastic heat equation
d Z (λ) = ∂2x Z (λ) + λZ (λ) dW, Z (λ)(0) = Z0, (1.3)
where Z0 = exp(λh0) with W an L2-cylindrical Wiener process, 〈Wt − Ws, ϕ〉
= ξ(ϕ⊗ 1[s,t]) or equivalently by using the theory exposed in [Hai13, Hai14]. It
has been conjectured (see [BPRS93, BG97, GJ14] for a number of results in this
direction) that the KPZ equation has a ‘universal’ character in the sense that any
one-dimensional model of surface growth should converge to it provided that it
has the following features:
• There is a microscopic smoothing mechanism.
• The system has microscopic fluctuations with short-range correlations.
• The system has some ‘lateral growth’ mechanism in the sense that the growth
speed depends in a nontrivial way on the slope.
• At the microscopic scale, the strengths of the growth and fluctuation
mechanisms are well separated: either the growth mechanism dominates
(intermediate disorder) or the fluctuations dominate (weak asymmetry).
Only some progress has been made towards a rigorous mathematical
understanding of this claim. The only discrete microscopic models for which
convergence to the KPZ equation has been established rigorously in general are
the height function of asymmetric exclusion processes in the weakly asymmetric
limit [BG97], [ACQ11], [DT13], qTASEP [BC14, CT15] and the free energy
of directed random polymers in the intermediate disorder regime [AKQ10],
[MFQR]. In [GJ14] it was shown that a wide class of asymmetric particle
models with product invariant measures converge to energy solutions of the
KPZ equation when started in equilibrium. A slightly stronger version of
these equilibrium energy solutions were shown to be unique in [GP15]. In
the continuous setting [FQ14] consider the KPZ equation with nonlinearity
smoothed out so that a smoothed out Brownian motion is invariant, and show,
again, that in equilibrium it converges to KPZ. In all these cases, including
the last two, the proof goes through the Hopf–Cole transformation, and relies
on the result satisfying a manageable version of (1.3). This is avoided in
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the regularity structures approach [Hai13, Hai14] which, in principle, allows
for many different types of regularization of the quadratic KPZ equation or
stochastic heat equation [HP15]. At the present time it is however restricted to
finite volume.
Substantial progress has also been made recently in the understanding of the
conjectured long time scaling limit of the KPZ equation itself, which is expected
to be the scaling limit for this whole class of microscopic interface growth
models [Spo91, BQS11, ACQ11, BC14]. Note that the type of well-posedness
and approximation results considered here, or in [Hai14], even when they are
global, do not have much to say about large time, which presently can only be
probed through exact calculations.
In this article, we consider continuous growth models of the type
∂t h = ∂2x h + εF(∂x h)+ δη, (1.4)
where F is an even function, which we will often take to be a polynomial,
modelling the growth mechanism, η is a smooth space–time Gaussian process
modelling the microscopic fluctuations, and ε, δ are two parameters. The two
regimes alluded to earlier correspond to ε ≈ 1 and δ 1 (intermediate disorder),
as well as ε  1 and δ ≈ 1 (weak asymmetry). It is important to note that these
two regimes are not equivalent, that is, it is not possible to turn one regime into
the other by a simple change of variables. What is usually done is to formally
expand
F(s) = F(0)+ F ′(0)s + 12 F ′′(0)s2 + · · ·
The first two terms in the expansion can be removed by simple height and spatial
shifts and one argues that the model is then approximated by the quadratic KPZ
equation (1.1) with λ = 12 F ′′(0) [HHZ95, KS91].
Our main result is that for a wide class of nonlinearities F and correlation
functions for η, the appropriate rescaling of (1.4) (as a function of the small
parameter ε or δ depending on the regime considered) converges to the KPZ
equation (1.1) for a suitable value of the parameter λ. While this result is to some
extent expected in view of the above discussion, the precise analysis uncovers
some surprising facts:
• In the weakly asymmetric regime, the value λ obtained for the limiting
equation is not the one that one would guess by formally rescaling the equation
and neglecting all terms with a positive power of the small parameter. In
particular, one generically has λ 6= 0 even if the polynomial F has no quadratic
term.
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2018.2
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• In the intermediate disorder regime, if we consider F with F ′′(0) = 0 but
F (4)(0) 6= 0 (say) then, as expected, the limit obtained under the ‘naive
rescaling’ is given by the additive (linear) stochastic heat equation (1.1) with
λ = 0. However, by considering larger scales, one again recovers the KPZ
equation with a nontrivial λ!
To understand the need for the separation of scales, let us consider the problem
of trying to make sense of (1.4) with ε = δ = 1, when η is space–time white
noise. The natural approach is to replace η by an approximate white noise ξ (γ )
which is smooth on some small scale γ > 0 and attempt to identify a limit of
∂t hγ = ∂2x hγ + F(∂x hγ )+ ξ (γ ).
In the KPZ case, F(u) = u2, the nonlinear term does indeed converge to a
nontrivial field, at the simplest level in the sense of convergence of the space–
time covariance, after renormalization by subtraction of a diverging constant.
On the other hand, if one takes a higher order nonlinearity such as F(v) = v4,
the renormalization by constants cannot help: The space–time covariance of the
nonlinear field simply diverges as γ −2. A possible route might be to renormalize
by subtracting quadratic terms. For example, one could try to take a limit of
∂t hγ = ∂2x hγ + [(∂x hγ )4 − c2,γ (∂x hγ )2 + c1,γ ] + ξ (γ ), (1.5)
with precisely chosen c1,γ and c2,γ . The model is supercritical, and on large scales
one expects such systems to be diffusive, that is, to exhibit Gaussian fluctuations.
On our scales the nonlinear term still diverges, in fact, it is just a divergent
multiple of space–time white noise, as can be seen by considering instead the
critically adjusted model
∂t hγ = ∂2x hγ + γ 1/2[(∂x hγ )4 − c2,γ (∂x hγ )2 + c1,γ ] + ξ (γ ).
Although we know of no proof (but see [MU17, GRZ17] for two very recent
results going in this direction), taking limits order by order in a perturbative
expansion suggests that the limit as γ ↘ 0 should just be the free field ∂t h =
∂2x h + aξ with a new a > 1, suggesting that the solution of (1.5) is essentially
the solution of the free equation multiplied by γ −1/2. The lesson is that the only
nontrivial limits in (1.4) are going to come from fine tuning ε and δ with the
scale of decay of covariance of the forcing noise. This leads ultimately to two
natural choices, the intermediate disorder, and weakly asymmetric limits.
In order to state our results precisely, we need to describe briefly the function
spaces we are working in. We would like our initial conditions to have the typical
regularity of the KPZ equation, which is Cα for α < 12 , where for α ∈ (0, 1) the
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2018.2
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Ho¨lder norm is given by
‖h‖α = ‖h‖L∞ + sup
x 6=y
|h(x)− h(y)|
|x − y|α .
But even without the noise, it is not at all straightforward to control solutions
to (1.4), even for short times, by exploiting the regularization properties of the
associated fixed point map. The only tool we really have at our disposal is
the maximum principle (see, for example, [BA07]) but it is not clear how one
can combine this with the type of analytic estimates essential in the theory of
regularity structures.
So we define Ho¨lder spaces Cγ,αε for α ∈ (0, 1) and γ ∈ (1, 2) of functions
which are Cα at ‘large scales (that is, larger than ε) and Cγ at ‘small scales’, by
setting
‖h‖γ,α;ε = ‖h‖α + sup
x 6=y
|x−y|6ε
|h′(x)− h′(y)|
εα−γ |x − y|γ−1 . (1.6)
This norm makes such a statement quantitative, typically in the context of a
sequence of functions h(ε) ∈ Cγ,αε with uniformly bounded norms. For ε = 0, one
does of course recover the usual α-Ho¨lder norms. The natural way of comparing
an element h¯ ∈ Cα with an element h ∈ Cγ,αε is given by
‖h; h¯‖γ,α;ε = ‖h − h¯‖α + sup
x 6=y
|x−y|6ε
|h′(x)− h′(y)|
εα−γ |x − y|γ−1 + supx
|h′(x)|
εα−1
. (1.7)
Note that we do not impose a supremum bound of order εα−1 on h′ in (1.6)
because such a bound follows automatically from ‖h‖γ,α;ε 6 1.
1.1. Intermediate disorder scaling. Let us first consider the intermediate
disorder regime. In this case,
∂t h = ∂2x h + F(∂x h)+ ε1/2η, (1.8)
where ε will always be a small positive parameter. Setting h˜(x, t) = h(ε−1x,
ε−2t), we obtain for the rescaled process the equation
∂t h˜ = ∂2x h˜ + ε−2 F(ε∂x h˜)+ ξ (ε),
where ξ (ε)(x, t) = ε−3/2η(ε−1x, ε−2t) is a stochastic process that approximates
space–time white noise on scales larger than ε. Expanding F in a Taylor series
around 0, we formally obtain
∂t h˜ = ∂2x h˜ +
a0
ε2
+ a1(∂x h˜)2 +O(ε2(∂x h˜)4)+ ξ (ε), (1.9)
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2018.2
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which strongly suggests that the scaling limit of this equation as ε→ 0 (modulo
a height shift which has the effect of adjusting the value of a0) is given by the
KPZ equation [KPZ86].
It also raises the question of what happens if the quadratic part of F
vanishes. Under the scaling given above, it seems intuitively clear that one
simply converges towards the ‘trivial’ limit given by the additive stochastic heat
equation. On the other hand, one might look at different scalings and consider
h˜(x, t) = εβh(ε−αx, ε−2αt) for some exponents α and β to be determined.
Inserting this into (1.8), we obtain the rescaled equation
∂t h˜ = ∂2x h˜ + εβ−2αF(εα−β∂x h˜)+ ε(1−α+2β)/2ξ (εα).
In order for the noise term to converge to space–time white noise, we should
choose β = (α − 1)/2, so that
∂t h˜ = ∂2x h˜ + ε−(1+3α)/2 F(ε(1+α)/2∂x h˜)+ ξ (εα). (1.10)
If F(x) ∼ x2p around x = 0 for some integer p > 1, this suggests that one
should see a nontrivial limit by choosing α such that 2p(1+α) = 1+3α, that is,
α = (2p−1)/(3−2p) and that the scaling limit should be given by the equation
∂t h˜ = ∂2x h˜ + (∂x h˜)2p + ξ˜ ,
where ξ˜ denotes space–time white noise. This would to some extent contradict
the universality of the KPZ equation. We immediately see a problem with this
argument: when p > 1, the value of α obtained in this way is negative, so that
we do not actually look at large scales at all! We will see that the correct way to
rescale this system in order to obtain a nontrivial large-scale limit is to choose
α = 2p − 1. With this choice, it turns out that even if p 6= 1, the scaling limit
obtained in this way is indeed given by the KPZ equation.
In order to fix notations, let us consider henceforth a smooth compactly
supported function % : R2 → R integrating to 1 and set
%ε(t, x) = ε−3%(ε−2t, ε−1x), ξ (ε) = %ε ∗ ξ, (1.11)
where ‘∗’ denotes space–time convolution and ξ denotes space–time white noise.
To keep things simple, we will assume that % is symmetric in space, %(t, x) =
%(t,−x). (This is used in a few places such as (6.15) or (6.20). Without the
symmetry, one has to make further subtractions, which manifest themselves as
global drifts in the resulting equation which then have to be removed by shifts,
see [HS15]. In order not to complicate things even further, we do not pursue
this here.) Note that, in law, the field ξ (ε) is obtained from ξ (1) as above by a
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2018.2
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suitable parabolic rescaling:
ξ (ε)(t, x) law= ε−3/2ξ (1)(ε−2t, ε−1x).
We furthermore define a constant C0 by
C0 =
∫∫
(P ′ ∗ %)(t, x)2 dt dx, (1.12)
where P denotes the heat kernel on [0, 2pi) with periodic boundary conditions.
This constant can be rewritten using a graphical notation which will save a great
deal of space later. Writing for the kernel %ε ∗ K ′, a black dot for an
integration variable, and a green dot for the value 0, it follows from the definition
of K , the scaling invariance of the heat kernel and the fact that % has compact
support that one has
= C0
ε
+O(1). (1.13)
We now consider (1.10) with α = 2p − 1. Performing the substitution
ε2p−1 7→ ε, this can be rewritten as
∂t hε = ∂2x hε + ε−((3p−1)/(2p−1))F(ε p/(2p−1)∂x hε)+ ξ (ε). (1.14)
As usual, we consider (1.14) on a finite interval with periodic boundary
conditions. We now make use of the fact that, by assumption, F is smooth and
F(u) ∼ u2p near u = 0, so that one can write
F(u) =
2p−1∑
k=0
ap+ku2(p+k) + F˜(u), (1.15)
where F˜ is a smooth function such that |F˜(u)| 6 |u|6p for |u| 6 1. Substituting
this into (1.14), we obtain the equation
∂t hε = ∂2x hε +
2p−1∑
k=0
ap+kε p−1+((2pk)/(2p−1))(∂x hε)2(p+k)
+ ε−((3p−1)/(2p−1)) F˜(ε p/(2p−1)∂x hε)+ ξ (ε). (1.16)
With this notation at hand, we have the following result.
THEOREM 1.1. Let p > 1 be an integer, let F ∈ C6p+1 with F (2p)(0) 6= 0 and
F (k)(0) = 0 for k < 2p, and let hε be the solution to (1.14) with initial condition
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2018.2
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h(ε)0 ∈ Cγ,ηε for γ = 2− 196p and η ∈ ( 12 − 112p2 , 12 ) with ‖h(ε)0 , h0‖γ,η;ε → 0. Then
there exists a constant c ∈ R such that hε− (Cε+ c)t converges in probability to
h(λ)HC with initial condition h0 where
λ = ap C
p−1
0 (2p)!
2p(p − 1)! , Cε =
3p−1∑
k=p
akε−((3p−1−k)/(2p−1))
C k0(2k)!
2kk! . (1.17)
1.2. Weakly asymmetric scaling. Let us now consider the weakly asym-
metric regime
∂t h = ∂2x h +
√
εF(∂x h)+ ξ (1). (1.18)
In this case, provided that f has a nonvanishing second derivative as before, the
natural scaling is given by h˜ε(x, t) = ε1/2h(ε−1x, ε−2t). With such a scaling, we
obtain for h˜ the equation
∂t h˜ε = ∂2x h˜ε + ε−1 F(ε1/2∂x h˜ε)+ ξ (ε). (1.19)
Formally replacing f by its Taylor series as before and neglecting terms of
positive order in ε, we obtain this time
∂t h˜ε = ∂2x h˜ε + ε−1a0 + a1(∂x h˜ε)2 +O
(
ε(∂x h˜ε)4
)+ ξ (ε). (1.20)
Comparing this to (1.9), we see that now the ‘error term’ is much larger, so that
it is less clear whether this still converges to the KPZ equation. It turns out that
it still does, but the ‘error terms’ do not vanish in the limit. Instead, at all orders
they contribute to the limiting asymmetry constant λ of the KPZ equation (1.1).
THEOREM 1.2. Let F : R → R be an even polynomial of degree 2m, let η ∈
( 12 − 14m , 12 ) and γ = 2− 132m , and let h(ε)0 be a sequence of functions in Cγ,ηε such
that there exists h0 ∈ Cη with limε→0 ‖h(ε)0 ; h0‖γ,η;ε = 0 in probability. Let hε be
the solution to
∂t hε = ∂2x hε + ε−1 F(
√
ε∂x hε)+ ξ (ε), (1.21)
where ξ (ε) is as in (1.11). Let C0 be given by (1.12), let µ0 be the centred
Gaussian measure on R with variance C0, and let
λ = 1
2
∫
F ′′(x) µ0(dx), λˆ =
∫
F(x) µ0(dx). (1.22)
Then there exists a constant c such that, for every T > 0, the family of random
functions (t, x) 7→ hε(t, x) − (ε−1λˆ + c)t converges to h(λ)HC in probability in
Cη([0, T ] × S1).
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REMARK 1.3. At this stage, it seems very difficult to obtain uniform moment
bounds on solutions to (1.21) as ε → 0. Therefore, it is unrealistic to expect a
much stronger notion of convergence than convergence in probability.
REMARK 1.4. We would like to emphasize again that a naive guess would be
that, after being appropriately centred, hε converges to h
(λ)
HC with λ = a1. It is
plain from (1.22) that this is not the case. Instead, each of the higher order terms
yields a nontrivial contribution in the limit, although they formally disappear as
ε → 0 in (1.21). Another remark is that the constant λˆ which determines the
average speed of the interface hε is in general different from ε−1C0λ, which is
what one would obtain when replacing the nonlinearity by λ(∂x hε)2. Finally, note
that the additional constant c that needs to be subtracted in order to obtain the
Hopf–Cole solution depends in a very nontrivial (actually trilinear) way on all of
the coefficients of P .
REMARK 1.5. There are also regimes which seem to combine intermediate
disorder and weak asymmetry. For example, if one starts with ∂t h = ∂2x h +
ε1/4λ(∂x h)2+ε1/4a(∂x h)4+ε1/4ξε, then ε1/4h(ε−1x, ε−2t)− C˜εt will converge to
h(λ)HC for an appropriate C˜ε. These regimes are really just versions of intermediate
disorder in that in the formal rescaling the higher order error terms are small as
in (1.9) as opposed to relevant as in (1.20), and they only contribute to the global
shift C˜ε. Such regimes can be handled using the same methods as intermediate
disorder.
REMARK 1.6. A piece of physics lore is that white noise is invariant for the
generalized stochastic Burgers equation
∂t u = ∂2x u + ∂x F(u)+ ∂xξ, (1.23)
for any polynomial F . Here one simply thinks of u = ∂x h and h is then a solution
to the polynomial KPZ, which, as we learn in this article, simply means quadratic
KPZ with a nontrivially renormalized λ. So the invariance of the white noise for
(1.23) would appear to be a statement with little new content beyond the white
noise invariance for the quadratic case. It is worth remarking however that if we
convolve the noise in space only: ξ (ε)(t, x) = ∫ ξ(t, y)%ε(x + y)dy where % is a
nonnegative, symmetric function of total integral 1 and %ε(x)= ε−1%(ε−1x), then
white noise convolved with %ε is always invariant for the approximating equation
∂t uε = ∂2x uε + ∂xC2,ε(F(uε))+ ∂xξ (ε), (1.24)
where C2,ε f denotes convolution with the ε-rescaling of %2 = % ∗ % (and
also the covariance operator of ξ (ε)). This can be shown by adapting [FQ14,
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Theorem 2.1], which makes the following argument about the Burgers flow
∂t uε = ∂xC2,ε(F(u)) rigorous:
∂t
∫
f (u(t))e−(1/2)〈u,C
−1
2,εu〉 =
∫ 〈
δ f
δu
, ∂xC2,ε(F(u))
〉
e−(1/2)〈u,C
−1
2,εu〉
= −
∫
f
〈
δ
δu
(∂xC2,ε(F(u))e−(1/2)〈u,C
−1
2,εu〉)
〉
= 0,
where 〈 f, g〉 = ∫ f g dx and the last term vanishes because of the following:
By Leibniz rule (δ/δu)(∂xC Fe−(1/2)〈u,C
−1u〉) = (δ/δu)(∂xC F)e−(1/2)〈u,C−1u〉 +
∂xC F(δ/δu)(e−(1/2)〈u,C
−1u〉). The first term (δ/δu)∂xC2,ε(F(u))= C2,ε(F ′′(u)∂x u)
= ∂xC2,ε(F ′(u)) integrates to zero because it is an exact derivative. The second
is as well, but this uses the more subtle fact that (δ/δu)e−(1/2)〈u,C
−1
2,εu〉 = C−12,εu
and 〈∂xC2,ε(F(u)),C−12,εu〉 = 〈F ′(u)∂x u, u〉 = 0 because if G ′(u) = uF ′(u) then
∂x G(u) = uF ′(u)∂x u.
1.3. Possible generalizations. Although the class of models (1.4) considered
in this article is quite rich, we have placed a number of rather severe restrictions
on it and it is legitimate to ask whether they are genuinely necessary for our
universality result to hold. We now discuss a number of these restrictions and
possible strategies for relaxing them.
1. Regularity of F . In the weakly asymmetric limits we assume that F is
a polynomial. The formulation of Theorem 1.2 suggests that this is not
an essential assumption since the limiting values of λ and λˆ appearing
in the statement are finite for any function (even distribution) F which
is sufficiently tame at infinity. This is a strong hint that it is probably
sufficient to impose that F satisfies a suitable growth condition and is
locally Lipschitz continuous. The case of sufficiently smooth F has now
been treated in [HX18], but requires substantial changes in the argument,
see also [FG17] for a different approach which should be able to cover the
same situation.
The restriction to even polynomials is natural because of the lack of
a preferred direction, but it is not really important for our proof. Odd
polynomials produce large spatial shifts, which simply add a layer of
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complication to the argument. It is important to note that we are not using
the large-scale convexity of the even polynomial in any way; none of our
arguments use convexity at all.
2. Gaussianity of ξ (ε). At the microscopic level, there is no a priori reason for
the randomness to be described by Gaussian noise. One may ask whether the
arguments in this article still hold if ξ is an arbitrary smooth and stationary
space–time random field with suitable integrability and mixing conditions.
(Think of conditions similar to those considered in [PP12, HPP13].) The
only part of the paper where we use Gaussianity is in Section 6. In principle,
one would expect these results to hold also for suitable non-Gaussian noises
(with the same limit). This was done in [HS15] for the particular case when
F is quadratic, but the technique employed there should also work for the
general case.
3. Smoothing mechanism. One could replace the smoothing mechanism ∂2x in
(1.18) by a more general (pseudo-)differential operator of the type Q(i∂x)
for an even polynomial (or suitable smooth function) Q. Provided that
Q(0) = 0, Q ′′(0) < 0, lim|k|→∞ Q(k) = −∞, and Q(k) < 0 for all k 6= 0,
one would expect essentially the same results to still hold true since the
large-scale behaviour of the fundamental solution for ∂t − Q(i∂x) is still
described by the heat kernel. Unfortunately, the convergence of the rescaled
fundamental solutions does not take place in a topology allowing to easily
reuse the results of [Hai14] in this case, although one would still expect the
general theory to apply, at least for some choices of Q.
4. Symmetry. Our model is symmetric for the reflection x 7→ −x . This
symmetry could be broken by considering uneven nonlinearities F or, in
one of the previously discussed generalizations, by considering asymmetric
processes ξ or uneven functions Q. The expectation is that in this case one
should consider limits of the type h˜ε(x−cεt, t)−Cεt , where the constant cε
is also allowed to diverge. The correct choice of these diverging constants
should however again lead to the Hopf–Cole solution of the KPZ equation.
5. The ‘balanced’ weakly asymmetric case. In the weakly asymmetric case,
it may happen that the constant λ in (1.22) is equal to 0. This situation
is nongeneric as it requires a very fine balance between all ingredients
of the model (since the variance of µ in (1.22) depends on the details of
both the noise and the smoothing mechanism). In this situation, our results
imply that the limiting process is given by the (additive) stochastic heat
equation. One might ask whether, similarly to the intermediate disorder case,
it is then possible to consider the model on larger scales and still obtain
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convergence to KPZ (or some other non-Gaussian process). By analogy
with what happens in the context of lattice gases, we do not expect this
to be the case [QV13].
6. Unbounded space. Our results are on a finite interval with periodic boundary
conditions, and extending them to the real line represents a challenge.
Recently, [HL15] introduced weighted spaces allowing the extension of the
results on convergence of smoothed noise approximations of the quadratic
KPZ equation to the whole line. However, these use in an essential way
the Hopf–Cole transformation, which is not available for the nonquadratic
versions considered in this article.
1.4. Standing assumptions and terminology. Throughout the article, we
will consider stochastic processes h taking values in some Banach space
B. (Typically a space of periodic Ho¨lder continuous functions on R.) Since
we consider equations with polynomially growing coefficients, we allow for
solutions with a finite lifetime τ such that limt→τ ‖h(t)‖B = ∞ on {τ < ∞}.
One way of formalizing this is to consider, for each T > 0, the space C¯T (B) of
continuous B-valued functions h : [0, T ] → B endowed with a ‘point at infinity’
∞ for which we postulate that
d(h,∞) = d(∞, h) =
(
1+ sup
t6T
‖h(t)‖B
)−1
.
For any two elements h, h˜ 6= ∞, we then set
d(h, h˜) = d(h,∞) ∧ d(h˜,∞) ∧ sup
t6T
‖h(t)− h˜(t)‖B.
For fixed T , we can then view a process h with lifetime τ as a random variable
in C¯T (B) with the understanding that it is equal to∞ if τ 6 T . Throughout the
remainder of this article, when we state that a sequence of B-valued processes
hε converges in probability to a limit h, this is a shorthand for the fact that the
corresponding C¯T (B)-valued random variables converge for every choice of final
time T > 0.
Throughout the text, we will make use of the parabolic distance on space–time:
if z = (t, x) then we write |z| = ‖z‖s = |t |1/2+|x |. We always work on a domain
z ∈ [−1, T + 1] × S1 where S1 = [0, L) with periodic boundary conditions, and
we will often write supz to mean the supremum over z in this compact set without
further comment. The time interval here is chosen to be large enough to strictly
contain [0, T ] where are convergence results take place.
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We will also use. throughout to indicate a bound of the left side by a constant
multiple of the right side with a constant independent of the relevant quantities.
When necessary, these will be indicated explicitly.
2. Methodology
In order to prove Theorems 1.1 and 1.2, we make use of the theory of regularity
structures as developed in [Hai14, Hai15a]. Let us rapidly recall the main
features of this theory. The main idea is to replace the usual Cγ spaces of Ho¨lder
continuous functions by analogues Dγ obtained by extending the usual Taylor
polynomials with the addition of a few special universal processes built from the
driving noise.
When trying to follow the methodology developed in [Hai14], there are two
principal obstacles that must be overcome:
(1) In (1.19), the parameter ε appears in two places: In the regularization of the
noise, and multiplying the nonlinearity. If one tries to brutally cast this into
the framework of [Hai14], one might try to deal with arbitrary polynomial
nonlinearities and view the multiplicative ε as simply a parameter of the
equation. This is bound to fail since the KPZ equation with a higher than
quadratic nonlinearity fails to satisfy the assumption of local subcriticality
which is key to the analysis of [Hai14].
(2) Since polynomials of arbitrary degree are allowed in the right hand side
of (1.18), the number of objects that need to be explicitly controlled
in the limit ε → 0 can be very large. In the original article [Hai13],
almost half of the article was devoted to the control of only five such
objects. This was substantially improved in [Hai14], but we heavily
exploited the fact that most of the objects that require control for a solution
theory to Φ43 can be decomposed as products of convolutions of integral
kernels, for which general bounds exist. In our case, we have to deal with
generalized convolutions which cannot be broken into simple convolutions
and products.
The second of these is more of a practical nature, and Appendix A contains a
very general bound which allows one to control such generalized convolutions,
even in the presence of certain renormalization procedures. This bound is then
used in Section 6 to give a relatively short proof of the convergence of the
required objects as ε→ 0. It has also been used in the article [HP15] to control
the necessary objects to provide a Wong–Zakai theorem for a natural class of
SPDEs.
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The first obstacle above is the main new conceptual difficulty. In a sense, the
main point of the regularity structure in [Hai14] is to remove the ε-regularization
of the noise from the problem: The equation with an arbitrary smooth noise
forcing it is simply lifted to the ε-independent abstract space. In this way ε just
takes the role of a parameter in the lifts. However in the present case, the equation
itself is also ε dependent. So what we want to do is, as much as possible, separate
the two ε’s.
To accomplish this, we build an extension of the type of regularity structure
used in [Hai14, Section 8] which contains an additional abstract symbol E
representing the multiplicative parameter ε appearing in the nonlinearity, but not
the ε in the noise. The resulting regularity structure is described in Section 3 and
the corresponding renormalization procedure is described in Section B. To this
regularity structure we lift the equation with an arbitrary smooth forcing noise,
which does not depend on ε.
Only in Section 6, when we prove convergence of the models, do we again
take the special noise depending on ε as in (1.11). For symbols which do not
contain E this choice is unnecessary. But symbols containing E cannot, of course,
converge except for this particular choice of approximating noises (or something
relatively close).
This turns out to be possible as long as the initial condition is sufficiently
smooth. However, the results would then only be valid up to some finite (random)
lifetime. To avoid this, we use the fact that the limit can be identified with
the Hopf–Cole solution of KPZ, which we know independently is global in
time. The difficulty is that one is then forced to start with typical data. This
would be slightly below Ho¨lder 1/2, thus leading to a singularity which ruins
our fixed point argument. What saves us is that because of the regularization
of the noise, the solutions are really smoother on a small scale than this naı¨ve
argument suggests. In order to be able to exploit this, we introduce ε-dependent
versions Dγ,ηε of the Dγ,η spaces, which are generalizations to space–time
modelled distributions of weighted Ho¨lder spaces, which, just like the Cγ,αε
spaces defined in (1.6), measure regularity differently at scales above and below
ε. The parameter η appearing here allows for possible blow-up as t → 0, just as
in [Hai14, Section 6] (see also Section 4.1). So we cannot completely separate
the two ε’s, although we try to do it to the largest extent possible.
As we see here, to a certain degree, the ε is producing a small scale cutoff
in the problem, below which things can be thought of as smooth. This means
that multiplication by ε effectively increases the homogeneity of a function by 1,
and hence our new symbol E acts much like an integration operator. There are
technical differences however. In the definition of admissible models, ΠxIτ is
defined in terms of Πxτ but ΠxEτ is not; in fact, there is much more freedom
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in how it is defined. Also, E does not need to kill polynomials. More strikingly,
E is not really even an operator on the regularity structure T . The reason is that
while we need objects such as E((I ′(Ξ))4) to describe the right hand side of our
equation (where Ξ is the lift of the noise), we do not need (I ′(Ξ))4, and such
an object would not converge, whatever the renormalization.
One unfortunate consequence of these observations is that it makes the
structure group highly nontrivial to construct. However, there is a nice trick. We
construct a larger regularity structure Tex, which does contain objects such as
(I ′(Ξ))4, and on which E acts much more simply as a linear map defined on
a subspace. On this extended regularity structure, the structure group can be
constructed as in [Hai14], using the formalism of Hopf algebras. Of course, in
Tex, things will not converge in the end, even after renormalization. But our real
regularity structure, on which things do converge, is simply a sector of Tex, so
the structure group of Tex is defined on it by restriction.
3. Construction of the regularity structure
Since the weakly asymmetric case is the more difficult one, we will treat
the intermediate disorder scaling essentially as a perturbation of the weakly
asymmetric one. The equation of interest is then
∂t hε = ∂2x hε + Fε(∂x hε)− Cε + ξ (ε), (3.1)
where ξ (ε) denotes a regularized version of space–time white noise and the
polynomial Fε is of the form
Fε(u) =
m∑
j=1
a jε j−1u2 j ,
for some coefficients a j ∈ R and some finite degree m > 1. Following the
methodology of [Hai14], we would like to build a regularity structure that is
sufficiently large to be able to accommodate an abstract reformulation of (3.1)
as a fixed point problem in some space D and which is stable in the limit ε ↘ 0.
3.1. The collection of symbols. Let us first recall how the construction works
for the KPZ equation, where only the term with j = 1 appears in the nonlinearity.
In this case, a regularity structure is built in the following way. We write U for a
collection of symbols, or formal expressions, that will be useful to describe the
solution h as a function of space and time, U ′ for a collection of symbols useful
to describe its spatial distributional derivative h′ = ∂x h, and V for a collection of
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symbols useful to describe the terms Fε
(
∂x hε
)+ξ (ε) on the right hand side of the
KPZ equation. We decree that U and U ′ contain at least symbols representing
the usual Taylor polynomials, that is, all symbols of the form X k for k a two-
dimensional multiindex k = (k1, k2), ki ∈ {0, 1, 2, . . .}, representing time and
space.
Furthermore, we introduce a symbol Ξ ∈ V describing the driving noise.
Finally, we introduce abstract integration maps I and I ′ that represent
integration with respect to the heat kernel and its spatial derivative, respectively.
In view of the structure of the KPZ equation, it is then natural to decree that
τ, τ¯ ∈ U ′ ⇒ τ τ¯ ∈ V,
τ ∈ V ⇒ I(τ ) ∈ U , I ′(τ ) ∈ U ′, (3.2)
and to define U , U ′ and V as the smallest collection of formal expressions such
that Ξ ∈ V , X k ∈ U , X k ∈ U ′, and (3.2) holds. For consistency with [Hai14],
we furthermore decree that I(X k) = I ′(X k) = 0. In other words, we only keep
formal expressions that do not contain I(X k) or I ′(X k) as a subexpression. We
also decree that τ τ¯ = τ¯ τ and we denote by W the union of these collections of
formal expressions:
W def= U ∪ U ′ ∪ V .
We can then associate to any formal expression τ a homogeneity |τ | ∈ R
(despite what the notation may suggest |τ | is not necessarily positive) in the
following way. For any multiindex k = (k0, k1), we set |X k | = |k| = 2k0 + k1.
Here, k0 denotes the degree of the ‘time’ variable, which we choose to count
double in order to reflect the parabolic scaling of the heat equation. For the
symbol representing the driving noise we set
|Ξ | = − 32 − κ, (3.3)
where κ > 0 is a fixed small value, and we extend this recursively to every formal
expression as follows:
|τ τ¯ | = |τ | + |τ¯ |, |I(τ )| = |τ | + 2, |I ′(τ )| = |τ | + 1.
With all of these expressions at hand, a simple power-counting argument (see
[Hai14, Section 8]) yields the following crucial result.
LEMMA 3.1. If κ < 12 then for every γ ∈ R, the set {τ ∈W : |τ | < γ } is finite.
This is a reflection of the fact that the KPZ equation is subcritical with
respect to the scaling imposed by the linearized equation. In the context of (3.1),
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2018.2
Downloaded from https://www.cambridge.org/core. IP address: 137.205.202.82, on 30 Oct 2019 at 14:55:24, subject to the Cambridge Core
M. Hairer and J. Quastel 18
one could think that it suffices to replace the first implication in (3.2) by
τ1, . . . , τ2m ∈ U ′ ⇒ τ1 · · · τ2m ∈ V .
(Here we exploited the fact that 1 = X 0 belongs to U ′, so that this automatically
covers the case of products of less than m terms.) The problem with this
definition is that the conclusion of Lemma 3.1 no longer holds, so that it appears
as though the theory developed in [Hai14] breaks down. This is fortunately not
the case, but we have to be a little bit more sophisticated.
The reason why we can circumvent the problem is of course that the very
singular behaviour of the higher powers of ∂x h is precisely compensated by
the powers of the small parameter ε that multiply them. It is therefore quite
reasonable to expect that we can somehow encode this into the properties of our
regularity structure. The trick is to introduce an additional symbol E besides X ,
Ξ , I and I ′ which symbolizes the operation ‘multiplication by ε’. With this
new symbol at hand, we build U , U ′ and V as before, but we replace the first
implication of (3.2) by the implication
τ1, . . . , τ2k ∈ U ′ ⇒ E k−1τ1 · · · τ2k ∈ V, (3.4)
which we impose for every k ∈ {1, . . . ,m}. The product is made commutative
and associative by identifying the corresponding formal expressions and making
multiplication by 1 the identity, and E kE `τ = E `+kτ . At this stage, it is very
important to note that as a consequence of our definitions, there will be formal
expressions τ such that Eτ ∈ W , but τ /∈ W . For example, τ = I ′(Ξ)4. This
reflects the fact that ε(∂x h)4 − Cε converges weakly to a distributional limit as
ε → 0 for a suitable choice of Cε, while (∂x h)4 − C ′ε diverges no matter what
is C ′ε.
With these notations, we then define T as the linear span of W and we view
the symbols E k−1 as 2k-linear maps on T via
(τ1, . . . , τ2k) 7→ E k−1τ1 · · · τ2k .
We furthermore decree that the homogeneity of an element ofW obtained in this
way is given by
|E k−1τ1 · · · τ2k | = k − 1+
∑
i
|τi |. (3.5)
Elements x ∈ T can be written uniquely as x =∑τ∈W xτ τ , xτ ∈ R and with
this notation, we set
|x |α =
∑
|τ |=α
|xτ |, (3.6)
with the usual convention that |x |α = 0 for those α where the sum is empty.
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3.2. Structure group. We now describe the structure group G associated
to the space T . For this, we first introduce T+, the free commutative algebra
generated byW+ which consists of X0, X1 as well as the formal expressions
{I`(τ ) : τ ∈W \ T¯ , |τ | + 2 > |`|} ∪ {E k` (τ ) : τ ∈ V`,k}, (3.7)
where ` is an arbitrary 2-dimensional multiindex with |`| = 2`0 + `1, k is an
integer with k ∈ {1, . . . ,m − 1}, T¯ is the subset generated by the X k , and V`,k
is the collection of symbols consisting of τ of the form τ1 · · · τ2k+2, τi ∈ U ′
with |`| > ∑ |τi | > |`| − k. Note that for the moment, elements of T+ are
formal objects. They are only used to index matrix elements for the linear
transformations belonging to the structure group of our regularity structure. The
scheme is as follows: Starting from these formal objects, we will define ∆ by
(3.8) and (3.9). The structure group is then defined by (3.10).
REMARK 3.2. In principle, there is no a priori reason to impose that |`|>∑ |τi |
in (3.7), through the definition of V`,k (the analogous constraint does not appear
forI`(τ ) for example). The reason why have imposed this here is twofold. First,
it is natural in view of the canonical lift defined in (3.26) below in the sense that
even if we did not impose E k` (τ ) = 0 for |`| < |τ | at the algebraic level, all of
the models we ever consider in this article involve linear forms fz over T+ such
that fz(E k` (τ )) = 0 in that case. The second, more pragmatic, reason is that this
greatly simplifies the expression (4.6) which would otherwise sport a number of
spurious additional terms.
With this definition at hand, we construct a linear map ∆ : T → T ⊗ T+ in
a recursive way. In order to streamline notations, we shall write τ (1) ⊗ τ (2) as a
shorthand for ∆τ . (This is a slight abuse of notation, following Sweedler, since
in general∆τ is a linear combination of such terms. It is justified by the fact that
expressions containing the τ (i) will always be linear in them.) We then define ∆
via the identities
∆1 = 1⊗ 1, ∆Ξ = Ξ ⊗ 1, ∆X i = X i ⊗ 1+ 1⊗ X i , (3.8)
and then recursively by the following relations:
∆ττ = τ (1)τ (1) ⊗ τ (2)τ (2), (3.9a)
∆I(τ ) = I(τ (1))⊗ τ (2) +
∑
`,k
X `
`! ⊗
X k
k! I`+k(τ ), (3.9b)
∆I ′(τ ) = I ′(τ (1))⊗ τ (2) +
∑
`,k
X `
`! ⊗
X k
k! I`+k+1(τ ), (3.9c)
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∆E k(τ ) = E k(τ (1))⊗ τ (2) +
∑
`,m
X `
`! ⊗
Xm
m! E
k
`+m(τ ). (3.9d)
Here, we write ` + k + 1 as a shorthand for ` + k + (0, 1), where (0, 1) is
the multiindex corresponding to the spatial direction. We also implicitly set
Ik(τ ) = 0 if |τ | 6 |k| − 2 and E k` (τ ) = 0 if |τ | 6 |`| − |k| or |τ | > |`| so
these sums, as well as the corresponding ones in the sequel, are all finite.
Finally, we define a linear map D on all elements of the type X kI(τ ) by
DI(τ ) = I ′(τ ), DX k = k1 X k−(0,1) for every k > (0, 1), D1 = 0, and by
extending it using the Leibnitz rule. It then follows immediately from (3.9b)
and (3.9c) that D commutes with ∆ in the sense that ∆Dτ = (D ⊗ I )∆τ .
REMARK 3.3. As already mentioned before (3.5), one should really view the
E k−1 as 2k-multilinear maps. A more pedantic way of writing the last line in the
above equation would then be
∆E k−1(τ1, . . . , τ2k) = E k−1(τ (1)1 , . . . , τ (1)2k )⊗ τ (2)1 · · · τ (2)2k
+
∑
`,m
X `
`! ⊗
Xm
m! E
k−1
`+m (τ1, . . . , τ2k).
However, there is no ambiguity in the above since we implicitly used the fact that
∆ extends to arbitrary products of elements of T via the multiplicative property.
This abuse of notation is further justified in view of Section 3.3 below.
For any linear functional f : T+ → R, we can now define in a natural way a
map Γf : T → T by
Γf τ = (I ⊗ f )∆τ. (3.10)
Let now G+ denote the set of all such linear functionals f which are
multiplicative in the sense that f (τ τ¯ ) = f (τ ) f (τ¯ ) for any two elements
τ, τ¯ ∈ T+. With this definition at hand, we set
G = {Γf : f ∈ G+}.
It is not difficult to see that these operators are ‘lower triangular’ in the sense that
τ ∈ Tα ⇒ Γ f τ − τ ∈
⊕
β<α
Tβ,
but it is not obvious that the set G does indeed form a group under
composition. In the case where the symbols E k are absent, a proof is given in
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[Hai14, Section 8.1]. In our situation, we note that from a purely algebraic
point of view, the only thing that distinguishes E k from an abstract integration
operator of order k is that it does not annihilate polynomials. This property was
however never used in [Hai14, Section 8.1]. The only reason why this property
was imposed in [Hai14] is the aesthetic consideration that we do not want to
have a proliferation of abstract symbols that all encode smooth functions, as this
would lead to more redundancy in the theory.
REMARK 3.4. While the symbol E should be thought as ‘multiplication by
ε’ and the models we consider will typically implement this by satisfying
the relation (3.26) below, we do not impose that relation in our definition of
admissible models. In particular, no real number ε needs to be specified in
general for the notion of an ‘admissible model’ to make sense. As a matter of
fact, while there are natural limiting models with ‘ε = 0’ for which Πxτ = 0
whenever τ contains at least one factor E , there are also limiting models for
which this is not the case.
REMARK 3.5. We do not impose the identity I(Eτ) = EI(τ ), which would
in principle have been natural given the interpretation of E as essentially
multiplication by ε. The reason for this is that if we had done this, then we would
have run into consistency problems when trying to also impose that E increases
homogeneity by 1.
3.3. The extended regularity structure Tex. Before we proceed, we ‘trim’
the regularity structure (T ,G) to the bare minimum required for the right hand
side of (4.3) to make sense as a map from Dγ into itself for γ ∈ ( 32 + κ, 2 −
(6m − 2)κ). From now on, with T¯ the usual Taylor polynomials as before, we
set
T = T¯ ⊕ 〈W¯〉, W¯ = U¯ ′ ∪ V¯ ∪ {I(τ ) : τ ∈ V¯}, (3.11)
with
U¯ ′ = {τ ∈ U ′ : |τ | < 34},
V¯ =
{
E k−1(τ1 · · · τ2k) : k ∈ {1, . . . ,m}, τi ∈ U¯ ′,
2k∑
j=1
|τ j | 6 0
}
,
where we implicitly used the identification E0(τ ) = τ . Setting furthermore
U ′ex =
{
τ1 · · · τ2m : τi ∈ U¯ ′
}
, (3.12)
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we also define W¯+ to consist of {X0, X1}, as well as those elements in W+ of
the form I`(τ ) and E k` (τ¯ ) for elements τ, τ¯ ∈ W such that I(τ ) ∈ W¯ and
τ¯ ∈ U ′ex. With this definition at hand, we define T+ as the free commutative
algebra generated by W¯+. It will also be very convenient in the sequel to consider
an ‘extended’ regularity structure whose structure space Tex is given by
Tex = T¯ ⊕ 〈Wex〉, Wex = W¯ ∪ U ′ex. (3.13)
In particular, if we extend the definition of∆ to elements in U ′ex by imposing that
it is multiplicative, our definitions guarantee that
∆ : Tex → Tex ⊗ T+, ∆ : T → T ⊗ T+, (3.14)
that is, both T and Tex are stable under the action of G+, so that (Tex,G) is again
a regularity structure and (T ,G) can be viewed as a sector of (Tex,G), that is,
a subspace that is stable under G and diagonal with respect to the direct sum
decomposition of Tex. The key point of (3.14) is that the same space T+ suffices
to define the structure group for Tex, and therefore the structure group for Tex is
the same as the structure group for T .
A key advantage of Tex, and this is why we introduce it, is that for ` 6 m − 1,
the maps E ` can be viewed as genuine linear maps defined on the subspace of
Tex generated by τ1 · · · τ2`+2, τi ∈ U ′. However, although E ` and I are defined
on subspaces of Tex, they are not necessarily defined for all elements of Tex. The
other main advantage of Tex is that all of its elements can be obtained from
the ‘basic’ elements {1, X0, X1, Ξ} by application of the operators I , I ′ and
E ` without ever leaving Tex. In fact, it is the minimal extension of T with that
property.
Since T ⊂ Tex and since the structure groups are the same for both regularity
structures, every model (Π, Γ ) for (Tex,G) defines a model for (T ,G) by
restriction. (See [Hai14] or Section 3.4.) We will use this fact in Section 3.6
by defining a model first recursively on Tex and then on T by restriction. On the
other hand, one should remember if (Π, Γ ) is a model for the structure (T ,G),
it does not automatically extend to a model for (Tex,G). As a matter of fact, we
are precisely interested in the limiting situation in which it does not! Since the
structure group G is identical for both structures however, the family of operators
Γzz′ can be viewed as acting on Tex for any model on T . In particular, the spaces
Dγ also make sense over Tex (see Section 3.5 below for the definition of these
spaces and their variants and see also Remark 3.14), even for models on T . Since
E ` can be thought of as linear operators on Tex, this will give a simple way to
understand the fixed point argument.
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3.4. Admissible models. From now on, we also set T = ⊕α∈A :α62 Tα,
which has the advantage that T is finite-dimensional so we do not need to worry
about topologies. In order to describe our ‘polynomial-like’ objects, we first fix
a kernel K : R2 → R with the following properties:
(1) The kernel K is supported in {|z| 6 1}, K (t, x) = 0 for t 6 0, and K (t,
−x) = K (t, x).
(2) For z with |z| < 1/2, K coincides with the heat kernel and K is smooth
outside of the origin.
(3) For every polynomial Q : R2 → R of parabolic degree 2 or higher, one has∫
R2
K (t, x)Q(t, x) dx dt = 0. (3.15)
in other words, K has essentially all the properties of the heat kernel, except
that it is furthermore compactly supported and satisfies (3.15). The existence of
a kernel K satisfying these properties is very easy to show.
REMARK 3.6. The identity (3.15) is imposed only for convenience. If we did not
impose this, then in order to be able to impose (3.20b) later on we would have
to add symbols of the type I(X k) which would also describe smooth functions.
This would introduce some rather unnatural redundancy into the construction.
Let S ′ be the space of Schwartz distributions on R2 and L(T ,S ′) the space
of linear maps from T to S ′. Furthermore, given a continuous test function
ϕ : R2 → R and a point z = (t, x) ∈ R2, we set
ϕλz (z¯) = λ−3ϕ((λ−2(t¯ − t), λ−1(x¯ − x)),
where we also used the shorthand z¯ = (t¯, x¯). Finally, we write B for the set of
functions ϕ : R2 → R that are smooth, compactly supported in the ball of radius
one, and with their values and both first and second derivatives bounded by 1.
Given a kernel K as above, we then introduce a setM of admissible models
which are analytical objects built upon our regularity structure (T ,G) that will
play a role for our solutions that is similar to that of the usual Taylor polynomials
for smooth functions. A model (not necessarily admissible) for T on R2 consists
of a pair (Π, Γ ) of functions
Π : R2 → L(T ,S ′) Γ : R2 × R2 → G
z 7→ Πz (z, z¯) 7→ Γzz¯ (3.16)
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with the following properties. First, we impose that they satisfy the analytical
bounds ∣∣(Πzτ)(ϕλz )∣∣ . λ|τ |, ∥∥QαΓzz¯τ∥∥ . |z − z¯||τ |−α, (3.17)
uniformly over ϕ ∈ B, λ ∈ (0, 1], τ ∈W , and α with α 6 |τ |, whereQα denotes
the projection onto Tα. Also, the proportionality constants implicit in the notation
. are assumed to be bounded uniformly for z and z¯ taking values in any compact
set. We furthermore assume that one has the algebraic identities
ΠzΓzz¯ = Πz¯, Γzz¯Γz¯ ¯¯z = Γz ¯¯z (3.18)
valid for every z, z¯, ¯¯z in R2.
REMARK 3.7. It is important to note that (3.17) is the crux of the whole theory
of regularity structures, providing a concrete meaning to the abstract notion of
homogeneity. It is to make (3.17) hold that one is forced to make the subtractions
in (3.20c) and (3.20d), which then produces the nontrivial algebraic structure.
In this article, we will always consider admissible models that come with some
additional structure. Our models will actually consist of pairs (Π, f ) where Π
is as in (3.16) and f : R2 → G+ is a continuous function such that, if we define
Γzz¯ = Γ −1fz Γ f z¯ , (3.19)
the properties (3.17) and (3.18) are satisfied. In other words, we assume that
there exists one single linear mapΠ ∈ L(T ,S ′), where S ′ is the dual of smooth
functions, such that Πz = ΠFz for every z, where Fz = Γ fz .
DEFINITION 3.8. A model (Π, f ) as above is admissible on T if Πz1 = 1, for
every multiindex k,
(Πz X kτ)(z¯) = (z¯ − z)k(Πzτ)(z¯), fz(X k) = (−z)k, (3.20a)
and, for every τ ∈W with I(τ ) ∈ T , one has the identities
fz(Ikτ) = −
∫
R2
Dk K (z − z¯)(Πzτ)(dz¯), |k| < |τ | + 2, (3.20b)
(ΠzIτ)(z¯) =
∫
R2
K (z¯ − ¯¯z)(Πzτ)(d ¯¯z)+
∑
k
(z¯ − z)k
k! fz(Ikτ), (3.20c)
(ΠzI ′τ)(z¯) =
∫
R2
DK (z¯ − ¯¯z)(Πzτ)(d ¯¯z)+
∑
k
(z¯ − z)k
k! fz(Ik+1τ), (3.20d)
where D = ∂x and k + 1 means (k0, k1 + 1).
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Note that these definitions in particular also guarantee that (ΠzDτ)(z¯) =
∂z¯(Πzτ)(z¯) for every τ in the domain of definition of D .
REMARK 3.9. Here we setIkτ = 0 if |k| > |τ |+2, so that the sum appearing in
(3.20c) is always finite. It is not clear in principle that all the integrals appearing
in (3.20) converge, but it turns out that the analytical conditions (3.17) combined
with the condition |k| < |τ |+2 guarantee that this is always the case, see [Hai14,
Section 5].
REMARK 3.10. Given an admissible model (Π, f ), we write |Π | for the
smallest choice of proportionality constant in (3.17) with the operators Γzz¯
given by (3.19). This is a slight abuse of notation since we should rather write
|(Π, f )| instead, but we hope that this notation is lighter while remaining
sufficiently unambiguous. Given any two models (Π, f ), (Π¯, f¯ ), we
furthermore write |Π; Π¯ | for the same quantity, but with Πz replaced by
Πz − Π¯z and Γzz¯ replaced by Γzz¯ − Γ¯zz¯ . Note that these bounds are only locally
uniform in general, so these norms also depend on some underlying bounded
domain in which we allow z and z¯ to vary. Since we are only interested in
situations with periodic boundary conditions on a bounded domain and on a
bounded time interval, this is irrelevant for the purpose of this article. Note also
that | · | is not a norm since the space M of admissible models is not linear. It
does however behave like a norm for all practical purposes and we will refer to
it as the ‘norm’ of a model.
REMARK 3.11. Note that since fz ∈ G+, so that it is multiplicative, (3.20a) and
(3.20b) do specify fz on elements of the type Ik(τ ) once we know Πz . There
is therefore quite a lot of rigidity in these definitions, which makes the mere
existence of admissible models a highly nontrivial fact.
REMARK 3.12. Building further on Remark 3.11, it actually turns out that if Π
satisfies the first analytical bound in (3.17) and is such that, for F defined fromΠ
via (3.20b), one has the identities (3.20c) and (3.20d), then the second analytical
bound in (3.17) is automatically satisfied for elements of the type Ik(τ ) as a
consequence of the extension theorem, [Hai14, Theorem 5.14]. However, it is
not automatic for terms of the type E k−1` (τ ). This is because our notion of an
‘admissible model’ does not specify any relation between fz(E k−1` (τ1, . . . , τ2k))
and the distributions Πzτi .
At this point we have that E is an abstract integration operator on the regularity
structure Tex and the results of [Hai14, Sections 8.1 and 8.2] hold for E by
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repeating the proofs there for I . These will be used repeatedly in the sequel.
Recall however that while E is an operator on Tex there are elements of the form
E(τ ) in T for which τ /∈ T .
Finally, we define an analogous setMex of admissible models for Tex on R2. A
model for Tex is a pair (Π, F) of functionsΠ : R2→ L(Tex,S ′) and F : R2→ G
satisfying (3.18) and (3.17) for τ ∈ Wex, and it is admissible if (3.20a)–(3.20d)
hold for τ ∈W .
3.5. Definition of Dγ . Consider the space T as above and fix some γ ∈ R,
as well as an admissible model (Π, F) ∈M . We will always assume that γ is
different from the (countably many) values that appear as homogeneities in T .
We then define spacesDγ of modelled distributions consisting of those functions
H : R2 → T6(γ∨0) def= ⊕α6(γ∨0)Tα such that
‖H‖γ = sup
|z−z¯|61
sup
α<γ
|H(z)− Γzz¯ H(z¯)|α
|z − z¯|γ−α + supz,α
α6γ∨0
|H(z)|α <∞. (3.21)
Recall that, as defined in (3.6), |H(z)|α refers to the (Euclidean) norm of
the part of H(z) in Tα. Here, the arguments z, z¯ are typically constrained to
lie furthermore in some fixed bounded set and we have used the shorthand
Γzz¯
def= F−1z ◦ Fz¯ . Note that the space Dγ depends on the underlying model! It
is however natural to be able to also compare elements H and H¯ belonging to
spaces Dγ based on two different models (Π, f ) and (Π¯, f¯ ). In this case, we
write
‖H ; H¯‖γ = sup
|z−z¯|61
sup
α<γ
|H(z)− Γzz¯ H(z¯)− H¯(z)+ Γ¯zz¯ H¯(z¯)|α
|z − z¯|γ−α
+ sup
z,α
α6γ∨0
|H(z)− H¯(z)|α. (3.22)
This yields a ‘total space’M nDγ containing all triples of the form (Π, f, H)
with H ∈ Dγ based on the model (Π, f ). The distances |·; ·| and (3.22) endow
M nDγ with a metric structure.
It was then shown in [Hai14] that for any γ > 0 there exists a unique locally
Lipschitz continuous mapR :M nDγ → S ′ with the property that∣∣(RH −Πz H(z))(ϕλz )∣∣ . λγ ,
uniformly over ϕ ∈ B, λ ∈ (0, 1] and locally uniformly in z. The interpretation
of the ‘reconstruction operator’R is that H is really just a local description of a
‘Taylor expansion’ for the actual distribution RH . It is straightforward to show
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that in the particular case where Πzτ represents a continuous function for every
τ ∈ T , one has the identity(R f )(z) = (Πz f (z))(z). (3.23)
This identity will be crucial in the sequel.
We will also make use of weighted spaces Dγ,η, which essentially consist of
elements ofDγ that are allowed to blow up at rate η near the line {(t, x) : t = 0}.
For a precise definition, see [Hai14, Definition 6.2]. In our setting, this is the set
of functions H : R2 → T6(γ∨0) such that
‖H‖γ,η def= sup
z,α
α6γ∨0
|H(z)|α
|t |((η−α)∧0)/2 + sup|z−z¯|6√|t |∧|t¯ |
sup
α<γ
|H(z)− Γzz¯ H(z¯)|α
|z − z¯|γ−α(|t | ∧ |t¯ |)(η−γ )/2 ,
(3.24)
where we used t and t¯ for the time coordinates of z and z¯.
REMARK 3.13. Note that we assume H(z) ∈ T6(γ∨0) instead of the more natural
assumption H(z) ∈ T<γ . This will be useful in the case when γ < 0 which we
will encounter later on, and where the components in Tα for α ∈ [γ, 0] still play
an important role. See in particular Remarks 4.1 and 3.19.
REMARK 3.14. While we have defined the spaces Dγ and Dγ,η for admissible
models with respect to T , there is of course an analogous definition for
admissible models with respect to Tex. Many of the statements in the next several
sections will be true for either, and we will indicate if a specific one is being used.
In the limit ε → 0, we will obtain a model (Π, F) on T , not on Tex.
However, although Π does not extend to Tex, the operators Γxy do extend to
it by multiplicativity. As a consequence, the spaces Dγ and Dγ,η make sense for
function with values in Tex, even if we are only given a model on T . If we are
given such a model, it is only when applying the reconstruction operator R that
it is crucial that the function be T -valued.
3.6. Canonical lift to Tex. Given any smooth space–time function ζ and any
real number ε, there is a canonical way of building a family of admissible models,
Lε(ζ ) = (Π (ε), f (ε)) for the extended regularity structure (Tex,G) as follows.
First, we set Π (ε)z Ξ = ζ , independently of z and of ε, and we define it on X k
as in (3.20a). Then, we define Π (ε)z recursively by (3.20c) and (3.20d), together
with the identities
(Π (ε)z τ τ¯ )(z¯) = (Π (ε)z τ)(z¯)(Π (ε)z τ¯ )(z¯) (3.25)
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as well as
(Π (ε)z E k−1(τ ))(z¯) = εk−1(Π (ε)z τ)(z¯)+
∑
`
(z¯ − z)`
`! f
(ε)
z (E
k−1
` (τ )), (3.26a)
f (ε)z (E
k−1
` (τ )) = −εk−1(D(`)(Π (ε)z τ))(z). (3.26b)
None of this makes sense on T , which is one of the key reasons to introduce the
larger regularity structure Tex. Here, the multiindex ` is furthermore constrained
by imposing that |τ | 6 |`| < k−1+|τ |. Note again that in general, this definition
is only guaranteed to make sense if ζ is a smooth function! Note also that when
we use this definition in practice later on, ζ will really be given by some smooth
approximation ξε¯ to our space–time white noise. It is however very important to
note that ε¯ can be completely unrelated to ε, so the modelsLε(ξε¯) or evenL0(ξε¯)
make perfect sense. Finally, note that the definition (3.26) would not even make
sense on our actual regularity structure T , because we could have E k−1(τ ) ∈ T
but τ /∈ T .
PROPOSITION 3.15. If ζ is smooth thenLε(ζ ) ∈Mex for any ε.
Proof. The argument is very similar to that of [Hai14, Proposition 8.27]. The
fact that the algebraic identity (3.18) is satisfied follows immediately from our
construction. The analytical bounds (3.17) forΠz follow in exactly the same way
as in [Hai14, Proposition 8.27] from the stronger bound
|(Πzτ)(z¯)| . |z − z¯||τ |∧0,
which is easily verified by induction. Writing γzz¯ for the element in T ∗+ such
that Γzz¯ = Γγzz¯ (recall (3.10) for these notations), the required bounds on Γzz¯ are
equivalent to γzz¯(τ¯ ) . |z − z¯||τ¯ |. The bounds on γzz¯(τ¯ ) for τ¯ of the form Ik(τ )
follow from the bounds onΠz as in [Hai14, Proposition 8.27], so it only remains
to get a bound on γzz¯(E `k (τ )).
In almost exactly the same way as in the proof of [Hai14, Proposition 8.27],
it is straightforward to set up an inductive structure on T which allows us to
assume that all components of Γzz¯τ do satisfy the required bounds. Proceeding
exactly as in the last part of the proof of [Hai14, Proposition 8.27], one then
obtains the identity
γzz¯(E
`
k (τ )) = f z¯(E `k (τ ))−
∑
m
(z¯ − z)m
m! fz(E
`
k+m(Γzz¯τ)). (3.27)
Fix τ and write gz¯(z) as a shorthand for −ε`(D(k)(Π (ε)z¯ τ))(z), so that
f z¯(E `k (τ )) = gz¯(z¯). It follows from our construction that the map (z, z¯) 7→ gz¯(z)
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2018.2
Downloaded from https://www.cambridge.org/core. IP address: 137.205.202.82, on 30 Oct 2019 at 14:55:24, subject to the Cambridge Core
A class of growth models rescaling to KPZ 29
is smooth. It then follows from (3.26) that
fz(E `k+m(Γzz¯τ)) = D(m)gz¯(z) |z=z¯ −ε`(D(k+m)(Π (ε)z Proj<|k|+|m|−`Γzz¯τ))(z),
(3.28)
where Proj<α denotes the orthogonal projection onto T<α ⊂ Tex. At this stage, we
note that by our induction hypothesis one has ‖Γzz¯τ‖α . |z− z¯||τ |−α. In particular,
we can combine this with (3.28) to conclude that one has∣∣ fz(E `k+m(Γzz¯τ))− D(m)gz¯(z)∣∣ . |z¯ − z||τ |+`−|k+m|. (3.29)
We can also combine (3.28) with (3.27), which yields the identity
γzz¯(E
`
k (τ )) = gz¯(z¯)−
∑
|m|<|τ |+`−|k|
(z¯ − z)m
m! D
(m)gz¯(z), (3.30)
which is bounded by a multiple of |z− z¯||τ |+`−|k| as a consequence of usual Taylor
expansion.
It is however very important to keep in mind that not every admissible model
is obtained in this way, or even as a limit of such models! This will be apparent
in Section B below where we describe the renormalization group.
3.7. Multiplication by εk. For any model that is constructed as the canonical
lift of a smooth function as above to Tex, the symbol E k should be thought of as
representing the operation of ‘multiplication with εk’. This is however not quite
true: (3.26a) suggests that we should introduce the (model dependent) linear
maps Eˆ k acting on the spaces Dγ by
(Eˆ kU )(z) = E kU (z)−
∑
`
X `
`! fz(E
k
` (U (z))), (3.31)
where f is determined by the underlying model on whichDγ is based. One then
has the following fact where we implicitly assume that U takes values in the
domain of the operator E k .
PROPOSITION 3.16. Let γ ∈ R and let δ = inf{γ − α : α ∈ A ∩ (−∞, γ )}.
Then, if U ∈ Dγ , one has Eˆ kU ∈ Dγ¯ for γ¯ = (γ + k) ∧ δ.
Proof. Our aim is to obtain a suitable bound on the components of (Eˆ kU )(z) −
Γzz′(Eˆ kU )(z′). For this, we note that one has from (3.31),
Γzz′(Eˆ kU )(z′) = Γzz′E kU (z′)−
∑
`
(X + z − z′)`
`! fz′(E
k
` (U (z
′))).
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Now from the analogue for E k of the proof of [Hai14, Theorem 8.24]
Γzz′E kU (z′) = E kΓzz′U (z′)+
∑
`,m
X `
`!
(z − z′)m
m! γzz′(E
k
`+m(U (z
′))). (3.32)
At this stage, we make use of the fact that one has the identity [Hai14, p. 127]
γzz′(E
k
` τ) = fz′(E k` τ)−
∑
m
(z′ − z)m
m! fz(E
k
`+mΓzz′τ). (3.33)
Inserting this into the above expression and using the binomial identity yields
Γzz′(Eˆ kU )(z′) = E kΓzz′U (z′)−
∑
`
X `
`! fz(E
k
` (Γzz′U (z
′))),
so that
(Eˆ kU )(z)− Γzz′(Eˆ kU )(z′) = E k(U (z)− Γzz′U (z′))
+
∑
`
X `
`! fz(E
k
` (Γzz′U (z
′)−U (z))). (3.34)
The components in Tα arising from the first term are bounded by |z− z′|γ+k−α as
a trivial consequence of the definition ofDγ and the fact that |E kτ | = |τ | + k, so
that we only need to consider the components arising from the second term. For
this, we only need to note that these components are bounded by some multiple
of |z − z′|δ as an immediate consequence of the definitions of Dγ and δ.
REMARK 3.17. There are two very important facts to note here. First, we do
not assume that γ > 0. Second, the only property of f that we used is that
fz(X k) = (−z)k . In particular, we do not need to assume that our model is the
canonical model associated to a smooth function and parameter ε > 0. Actually,
we do not even need to assume that it is admissible.
It is then immediate from (3.26) that if this model is the canonical model
associated to a smooth function as in Section 3.6, then the reconstruction
operator defined in Section 3.5 satisfies the identity
REˆ k−1(U1 · · ·U2k) = εk−1RU1 · · ·RU2k, (3.35)
so that the operation Eˆ k−1 does indeed represent multiplication by εk−1.
REMARK 3.18. In general, if we have any model on (Tex,G) consisting of
smooth functions and satisfying the identities (3.26), then it is still the case that
REˆ `U = ε`RU . This remains true even in situations where (3.25) fails and/or
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when U ∈ Dγ for some γ < 0, provided that in the latter case one considers
models consisting of continuous functions and one defines RU through the
identity (RU )(x) = (ΠxU (x))(x).
REMARK 3.19. The operators Eˆ k will only ever appear in order to describe the
right hand side of our equation. By analogy with [Hai14], this suggests that we
could in principle restrict ourselves to a regularity structure which only contains
those elements of the type E kτ for which |E kτ | < 0. Since we furthermore
assumed that E k` (τ ) = 0 if |τ | 6 |`| − |k| (see the remark following (3.9d)),
this suggests that we could have spared ourselves the trouble of ever introducing
the symbols E k` (τ ).
The reason why this is not the case is that we will apply the operator Eˆ k
to elements F ∈ Dγ for some γ < 0, but nevertheless containing nonzero
components in spaces Tα for α ∈ [γ, 0], so that Eˆ k F will have nonzero
components for some elements of the type E kτ with |E kτ | > 0 and for which
fz(E k` τ) 6= 0. In order to be able to guarantee that Q60Eˆ k F still belongs to some
space Dγ with γ > 0, we then still need to control γzz¯(E k` (τ )).
4. Abstract solution map
We start this section with a computation on Tex showing that if one starts with
sufficiently regular initial data, one expects a well-posed fixed point problem in
Dγ = Dγ (Tex) for γ > 3/2. There are two key issues which will have to be
addressed in subsections 4.1–4.4: 1. In order to iterate the argument to get global
solutions, we will want to be able to start with less regular initial data; and, 2.
We want the fixed point argument on T itself, instead of Tex where we can think
of E j as abstract integration operators increasing homogeneity by j . For these
reasons we will introduce spaces Dγ,ηε in Section 4.1. From now on, in order to
simplify notations and similarly to [Hai14], we use the shortcut notation
Ψ = I ′(Ξ).
We also write Q60 for the projection onto ⊕α60 Tα in Tex. Fix now some
coefficients aˆ j and define the linear maps on Tex given by
Fˆ(τ ) =
m∑
j=1
aˆ jQ60E j−1
(Q60Ψ 2 jτ),
Fˆ (n)(τ ) =
m∑
j=dn/2e
(2 j + 1− n) · · · (2 j)aˆ jQ60E j−1
(Q60Ψ 2 j−nτ),
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2018.2
Downloaded from https://www.cambridge.org/core. IP address: 137.205.202.82, on 30 Oct 2019 at 14:55:24, subject to the Cambridge Core
M. Hairer and J. Quastel 32
Fˆ (n)(τ ) =
m∑
j=dn/2e
(2 j + 1− n) · · · (2 j)aˆ jE j−10
(Q60Ψ 2 j−nτ).
(Of course we assume n 6 2m.) We will also write Fˆ ′ as a shortcut for Fˆ (1) and
Fˆ ′′ as a shortcut for Fˆ (2).
Since the homogeneity of Ψ is just below −1/2, and, according to (3.5), E j−1
increases the homogeneity by j−1, Fˆ decreases the homogeneity of its argument
by just a bit more than 1, Fˆ ′ decreases it by just a bit more than 12 , Fˆ ′′ decreases
it by a little bit more than 0, and all the other Fˆ (n) increase the homogeneity of
their argument (provided that κ is small enough). From now on, we will write
Fˆ (n)τ instead of Fˆ (n)(τ ) and we will use the shorthand
Fˆ (n) = Fˆ (n)(1).
Note also that Γ Fˆ (n)(τ ) = Fˆ (n)(Γ τ) for n 6 2, so that one actually has ΠxFˆ ∈
C−1−2mκs , ΠxFˆ ′ ∈ C−(1/2)−(2m−1)κs , and so on, for every model (Π, Γ ).
Denote now by P the integration operator given by
P = K + RR, (4.1)
where K is the operator defined from the kernel K as in [Hai14, Section 5],
R is the reconstruction operator, and R is defined in [Hai14, Lemma 7.7]. For
suitable α > 0, the operator P maps Dα to Dα+2 as a consequence of [Hai14,
Theorem 4.7]. We also write 1+ for the indicator function of the set of positive
times {(t, x) : t > 0}. Because of its discontinuity at the origin, multiplication
with 1+ is not a bounded linear operator on Dγ , so, as in [Hai14], one really
does this on Dγ,η defined at the end of Section 3.5. However, the argument is
only formal at this point anyway because of the initial conditions, so we do not
pursue it yet. (Note that 1+ is called R+ in [Hai14].)
With these notations at hand it is natural, just as in [Hai14, Section 9], to
associate to our problem the fixed point equation
H = P1+
(
Ξ +
m∑
j=1
aˆ jQ60Eˆ j−1(Q60(DH)2 j)
)
+ Ph0, (4.2)
where D was defined in Section 3.2.
REMARK 4.1. The reason why we are so explicit about the presence of the
projection operators Q60 (the analogous projections were mostly implicit in
[Hai14]) is that we will end up in a situation where (DH)2 j belongs to a space
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Dγ j ,η j with γ j < 0 for some j . Projecting onto Q<γ j , as is done in [Hai14],
would then have the effect of actually modifying the effect of the reconstruction
operator on Eˆ j−1((DH)2 j), which is not a desirable feature.
In principle, one may want to look for solutions to this problem in Dγ,η for
suitable values of γ and η. The remainder of this section is devoted to the study
of (4.2). Before we delve into the details, we give a heuristic argument showing
why one would expect this equation to have local solutions. First, we note that
(4.2) is of the form
H = I
(
Ξ +
m∑
j=1
aˆ jQ60E j−1
(Q60(DH)2 j))+ (. . .), (4.3)
where (. . .) denotes terms taking values in T¯ . These additional terms arise as
in [Hai14] from the initial condition and from the fact that the operator P
representing convolution with the heat kernel is given by (P f )(z) = I f (z) +
(. . .), where (. . .) denotes again some terms taking values in T¯ .
It follows that if we are able to solve (4.2) inDγ,η for 32 < γ < 2− (6m−2)κ ,
then any solution is necessarily of the form
H = h · 1+ I(Ξ)+ I(Fˆ)+ h′ · X + I(Fˆ ′I ′(Fˆ))+ h′ · I(Fˆ ′), (4.4)
for some continuous real-valued functions h = h(t, x) and h′ = h′(t, x). Note
that h is not necessarily differentiable and that even when it is, h′ is not in
general the derivative of h (see [Hai15b, Section 2] for an introduction and
explanation of this issue). This notation is only used by analogy with the usual
Taylor expansions. To obtain (4.4), write the right hand side of (4.3) first with
H = 0, then with the resulting H from the left hand side substituted into the right
hand side, and so on, until the expression stabilizes and only components in T¯
change from one step to the next. In the simpler context of the KPZ equation, this
is explained in the proof of Proposition 15.12 of [FH14]. The abstract derivative
of H is therefore given by
DH = Ψ + I ′(Fˆ)+ h′ · 1+ I ′(Fˆ ′I ′(Fˆ))+ h′ I ′(Fˆ ′). (4.5)
Regarding the argument of I in the right hand side of (4.3), since we only keep
terms of negative (or vanishing) homogeneities, it is given by
Ξ + Fˆ + Fˆ ′I ′(Fˆ)+ h′ · Fˆ ′ + Fˆ ′I ′(Fˆ ′I ′(Fˆ))+ h′ · Fˆ ′I ′(Fˆ ′)
+ 1
2
Fˆ (2)(I ′(Fˆ)+ h′ · 1)2 −
∑
n>2
fz(Fˆ (n)((I ′(Fˆ)+ h′ · 1)n)) 1. (4.6)
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The reason why no other terms of the form Fˆ (n)(·) appear in this expression is
that E j0 (τ ) = 0 for τ such that |τ | > 0 (see the remark just after (3.9) as well as
the definition (4.2) of our fixed point problem).
As a consequence of [Hai14, Theorem 4.7] and Proposition 3.16, we then note
that if H ∈ Dγ for γ > 32 + κ then, disregarding the effect of initial conditions
and provided that κ is sufficiently small, the Picard iteration (4.3) maps Dγ into
Dγ ′ with
γ ′ = γ + 12 − (2m − 1)κ.
This strongly suggests that it is possible to build local fixed points of the Picard
iteration for κ sufficiently small. It turns out that this heuristic is correct, although
technical problems arise due to the effect of the initial condition. The resolution
of these problems is the subject of the remainder of this section.
4.1. Dealing with irregular initial conditions. There is a problem with the
argument outlined above stemming from the class of initial conditions we would
like to consider. Since the solutions to the KPZ equation are α-Ho¨lder continuous
only for α < 12 , we would like to have a (uniform in the small parameter ε
controlling our smoothing) solution theory for the approximating equations that
can deal with this type of initial data. The problem is that in this case, even for
fixed ε, say ε = 1, and considering the deterministic equation
∂t h = ∂2x h + (∂x h)2m + ζ, h(0, ·) = h0 ∈ Cα,
for some smooth ζ , one expects the supremum norm of ∂x h to develop a
singularity of order t (α−1)/2 at the origin, since this is what happens for solutions
to the heat equation. As a consequence, the term (∂x h)2m leads to a nonintegrable
singularity as soon as α < 1 and m is large enough! ([BA07] gives a nice survey
of what is known about the deterministic problem.)
One could of course circumvent this problem by simply postulating that the
initial data is smooth (or say Lipschitz continuous). However, in order to obtain
approximation results for any fixed time interval, one would like to exploit
the global well-posedness of the limiting equation in order to ‘restart’ our
approximation argument (see Proposition 4.8). Such an argument would then of
course break down since the limiting solutions are only in Cα for α < 12 . On the
other hand, it is reasonable to expect the solutions to the approximate equation
to remain smooth at scales below ε. In order to formalize this, we will introduce
spaces of models/functions/modelled distributions that depend on a parameter
ε ∈ (0, 1], as well as their limiting counterparts for ε = 0, and we will set up
suitable notions of convergence in such a context.
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Recall from Section 3 that U ′ ⊂ W is the set of all formal expressions in W
which are of the form I ′(τ ) for some τ in W . For ε > 0, we then define a class
of ε-modelsMε which consist of all admissible models (Π, f ) that furthermore
satisfy the bounds (recall that the sets V`,k were introduced in Section 3.2)∣∣ fz(E k` (τ ))∣∣ 6 Cε|τ |+k−|`|, τ ∈ V`,k : |`| > |τ | > |`| − k, (4.7a)
|(Πzτ)(ϕλz )| 6 Cλγ¯ ε|τ |−γ¯ , τ ∈ U ′, γ¯ = 1−
1
32m
, (4.7b)
for some constant C , uniformly for z belonging to an arbitrary compact set and
for λ 6 ε. Here, m is as in (4.2) and κ is as in (3.3). The second bound is
assumed to hold uniformly over all test functions ϕ ∈ B as in Section 3.4 such
that furthermore
∫
ϕ(z) dz = 0.
REMARK 4.2. The second bound in (4.7) is nontrivial (that is, not already
implied by the definition of a model) only if |τ | < γ¯ . Note also that the condition
on ϕ guarantees that
(
Πz1
)
(ϕλz ) = 0, so that the bound holds trivially for all of T¯ .
Note that, viewed as sets, one has of course Mε = Mε′ for any ε, ε′ > 0.
However, they do differ at the level of the corresponding natural distance
functions. Indeed, we introduce a natural family of ‘norms’ on Mε by setting
|Π |ε = |Π |+ ‖Π‖ε with
‖Π‖ε = sup
z
(
sup
k,`
sup
τ∈V`,k
ε|`|−k−|τ || fz(E k` (τ ))|
+ sup
τ∈U ′
|τ |<γ¯
sup
λ6ε
ϕ
λ−γ¯ εγ¯+δ−|τ ||(Πzτ)(ϕλz )|
)
, (4.8)
where the supremum over ϕ runs over the same set as above and δ is as in
Proposition 3.16. In particular, the restriction of the canonical lift Lε(ζ ) to T
is inMε for any ε > 0.
REMARK 4.3. We have made an abuse of notation here: Unlike for the class
of models considered in [Hai14], there is here in general no canonical way
of recovering f from Π , so we should really write ‖(Π, f )‖ε instead. This
is because while our definition of an admissible model imposes (3.20) which
determines fz(Ikτ) in terms of Π , there is no analogue of this for fz(E `k τ).
We do have (3.26) for the canonical lift, but this is not preserved by our
renormalization procedure. Furthermore, unlike (3.20), it is not a continuous
relation in the topology on models introduced in [Hai14].
The natural way of comparing two elements ofMε is to set
|Π; Π¯ |ε = |Π; Π¯ |+ ‖Π − Π¯‖ε.
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The point here is that we will be interested in distance bounds that are uniform
in ε as ε→ 0.
We also introduce M0 which is the subspace of M consisting of those
admissible models that furthermore satisfy fz
(
E k` (τ )
) = 0 for every τ and every
k and `. Since both Mε and M0 are subspaces of M , we can in principle
compare them by using the metric |·; ·| on M . It will also be convenient to
set up a way of comparing elements in Mε with elements in M0 in a way that
takes into account the ε-dependence. This is done by setting
|Π; Π¯ |ε,0 = |Π; Π¯ |+ ‖Π‖ε, (4.9)
for every pair of admissible models with (Π, Γ ) ∈Mε and (Π¯, Γ¯ ) ∈M0.
REMARK 4.4. One might wonder if there is a natural way of comparing
elements (Π, Γ ) ∈Mε with elements (Π¯, Γ¯ ) ∈Mε¯ for 0 < ε¯ < ε. For ε¯ > ε/2
say, it is natural to view both models as belonging toMε and to use the distance
|·; ·|ε defined there. For ε¯ < ε/2 on the other hand, it is more natural to set
|Π, Π¯ |ε,ε¯ = |Π; Π¯ | + ‖Π‖ε + ‖Π¯‖ε¯. We will however not make use of these
definitions in the sequel.
We similarly introduce ε-dependent norms on suitable subspaces Dγ,ηε of the
spaces Dγ,η of modelled distributions previously introduced in (3.24). We will
usually consider situations where the space Dγ,ηε is built from an underlying
model belonging toMε, but this is not needed in general. The spaceDγ,ηε consists
of the elements H ∈ Dγ,η such that the norm ‖H‖γ,η;ε given by
‖H‖γ,η;ε = ‖H‖γ,η + sup
z
sup
α>η
|H(z)|α
εη−α
+ sup
|z−z¯|6
√
|t |∧|t¯ |
|z−z¯|6ε
sup
α<γ
|H(z)− Γzz¯ H(z¯)|α
|z − z¯|γ−αεη−γ ,
(4.10)
is finite.
Note that the space Dγ,η0 is nothing but Dγ,η. The norms (4.10) are of course
all equivalent as long as ε > 0, but as ε → 0 they get closer and closer to the
inequivalent norm ‖ · ‖γ,η.
As before, it is natural to compare elements H ∈Dγ,ηε with elements H¯ ∈Dγ,η0
by setting
‖H ; H¯‖γ,η;ε = ‖H ; H¯‖γ,η + sup
z
sup
α>η
|H(z)|α
εη−α
+ sup
|z−z¯|6
√
|t |∧|t¯ |
|z−z¯|6ε
sup
α<γ
|H(z)− Γzz¯ H(z¯)|α
|z − z¯|γ−αεη−γ . (4.11)
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REMARK 4.5. As before, the fact that H¯ does not appear in the second term
of (4.11) is not a typo. Indeed, for general H¯ ∈ Dγ,η0 this supremum would in
general be infinite.
4.2. Properties of the spaces Dγ,ηε . In this section, we collect some useful
properties of the spaces Dγ,ηε introduced earlier. Unless otherwise specified, we
make the following standing assumptions and abuses of notation:
• Whenever we make a claim of the type ‘if H belongs toDγ,ηε , then H¯ belongs
to Dγ¯ ,η¯ε ’, it is understood that the norm of H¯ can be bounded in terms of the
norm of H , uniformly over ε ∈ [0, 1] and over models in Mε with bounded
norm.
• When comparing modelled distributions inDγ,ηε with some inDγ,η0 , we always
assume that we are given respective models (Π, Γ ) ∈Mε and (Π¯, Γ¯ ) ∈M0.
Modelled distributions denoted by H , H1, and so on, are assumed to belong to
spaces Dγ,ηε based on (Π, Γ ), while H¯ , H¯1, and so on, belong to spaces Dγ,η0
based on (Π¯, Γ¯ ).
• Whenever we writeΦ . Ψ for two expressionsΦ and Ψ depending on ε, it is
understood that there exists a constant C independent of ε such that Φ 6 CΨ .
For every fixed value C¯ > 0, the constant C can be chosen the same for all
possible functions/models appearing in Φ and Ψ , as long as their norms are
bounded by C¯ .
• We implicitly assume that the modelled distributions we consider take values
in sectors such that the operations we perform are well defined.
• The space–time domain on which our elements are defined is given by [0,
T ] × S1 for some T ∈ [ε2, 1].
For all practical purposes, the spacesDγ,ηε behave just like the spacesDγ,η. First,
we show that the definition (4.10) is somewhat redundant in the sense that the
second term is bounded by the two other terms. This shows that in many cases,
it suffices to bound the last term in (4.10). Note that this is however not the case
for (4.11), which is why we chose to keep the current notations.
PROPOSITION 4.6. For H ∈ Dγ,ηε , the second term in (4.10) is bounded by a
fixed multiple of the sum of the first and the last term.
Proof. Since the first term yields ‖H(t, x)‖` . t (η−`)/2, the claimed bound is
nontrivial only for z = (t, x) with 0 < |t | 6 ε2. For such a value of z, one can
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always find a sequence {zn}n>0 (with zn = (tn, xn) as usual) such that |zn−zn+1|6√|tn| ∧ |tn+1| and |zn−zn+1|6 εcn for some fixed c ∈ (0, 1), and such that zn = z
for n sufficiently large. It then suffices to rewrite H(z) as
H(z) = H(z0)+
∑
n>0
(
H(zn+1)− Γzn+1zn H(zn)
)+∑
n>0
(
Γzn+1zn − 1
)
H(zn).
The first sum is bounded by a multiple of εη−γ
∑
n>0 |cnε|γ−`, which is the
required bound.
To bound the second sum, we proceed by ‘reverse induction’ on `. Indeed, for
the largest possible value of ` less than γ , one has ‖(Γzn+1zn − 1)H(zn)‖` = 0,
so that the required bound holds trivially there. Assuming now that the required
bound holds for all m > `, we have
‖(Γzn+1zn − 1)H(zn)‖` .∑
m>`
|εcn|m−`‖H(zn)‖m .
∑
m>`
|εcn|m−`εη−m .
Summing again over n, the required bound follows.
One motivation for our definitions are the following two results. To formulate
the first one, we introduce some notation.
PROPOSITION 4.7. Let α ∈ (0, 1) and γ ∈ (1, 2), let h ∈ Cγ,αε , and let Ph be
the canonical lift (via its truncated Taylor series) of the harmonic extension of h
(in other words, the action of the heat kernel on a function, but then interpreted
in the canonical way as a modelled distribution, see [Hai14, (7.13)]). Then, one
has Ph ∈ Dγ,αε and the bound
‖Ph‖γ,α;ε 6 C‖h‖γ,α;ε, (4.12)
holds uniformly over ε ∈ [0, 1] for some C > 1. If furthermore h¯ ∈ Cα and
h ∈ Cγ,αε , then
‖Ph; Ph¯‖γ,α;ε 6 C‖h; h¯‖γ,α;ε.
Proof. Since Cγ,αε ⊂ Cα with embedding constants uniform in ε, we conclude
from [Hai14, Lemma 7.5] that we only need to bound the second term in (4.11)
(with H = Ph). In particular, we only need to consider the case ε > 0.
This in turn is nothing but the statement that the map Ph is of class Cγ /2 in
time and Cγ in space, with norm bounded by εα−γ . This in turn follows from
classical properties of the heat kernel, combined with the fact that the Cγ -norm
of h is bounded by εα−γ by assumption.
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To obtain the bound on ‖Ph; Ph¯‖γ,α;ε, we only need to bound the last two
terms in (4.11) in terms of the last two terms in (1.7). This follows again
immediately from the properties of the heat kernel.
We also have the following result, where U is as in Section 3.1, 〈U〉 denotes
its linear span in T , and γ¯ is as in (4.7), so that in particular γ¯ > 0.
PROPOSITION 4.8. Let α 6 12 − 3κ2 , let γ = 1+ γ¯ , and let Hε ∈ Dγ with values
in 〈U〉, based on some model Π (ε) ∈ Mε. Then, for every t such that [t − ε2,
t + ε2] ⊂ [0, T ], the function h(ε)t = (RHε)(t, ·) belongs to Cγ,αε and one has
‖h(ε)t ‖γ,α;ε 6 C‖Hε‖γ |Π (ε)|ε,
for some constant C independent of ε ∈ (0, 1]. Furthermore, given H ∈ Dγ with
values in 〈U〉, based on some model Π ∈ M0, the function ht = (RH)(t, ·)
belongs to Cα and one has the bound
‖ht; h(ε)t ‖γ,α;ε 6 C‖H ; Hε‖γ (|Π |+ |Π (ε)|ε)+ |Π (ε);Π |ε,0(‖H‖γ + ‖Hε‖γ ).
Proof. Let α0 = |I(Ξ)| = 12 − κ be the homogeneity of the element of lowest
nonzero homogeneity in U . It then follows from [Hai14, Proposition 3.28] that
RHε is a continuous function with RHε ∈ Cα0 (with parabolic space–time
scaling) and, since α < α0, that
‖h(ε)t ‖α . ‖Hε‖γ |Π (ε)|,
so that it only remains to obtain the bound on the last term in (1.6). Setting
h˜(ε)(t, x) = ∂x h(ε)t (x) = (RDHε)(t, x), we will prove the stronger fact that h˜(ε)
is a continuous function such that
sup
z 6=z¯
|z−z¯|6ε
εγ−α|h˜(ε)(z)− h˜(ε)(z¯)|
|z − z¯|γ−1 . ‖Hε‖γ |Π
(ε)|ε, (4.13)
where the supremum runs over z and z¯ in [t−ε2/4, t+ε2/4]×S1 and |z| denotes
the parabolic distance.
As in [Mey92, Theorem 6.5], the left hand side in (4.13) is bounded, up a
factor independent of ε, by the quantity
sup
ϕ
sup
λ<ε
sup
z
λ1−γ εγ−α
∣∣h˜(ε)(ϕλz )∣∣, (4.14)
where the first supremum runs over all space–time test functions ϕ ∈ B
integrating to 0, the supremum over z runs over [t − ε2/2, t + ε2/2] × S1, and
h˜(ε) is interpreted as a distribution.
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In order to obtain the required bound on (4.14) note that, as a consequence of
[Hai14, Lemma 6.7], one has for λ < ε the bound
|(h˜(ε) −Π (ε)z DHε(z))(ϕλz )| . λγ−1‖Hε‖γ |Π (ε)| 6 εα−γλγ−1‖Hε‖γ |Π (ε)|ε,
where we used the fact that γ > α and ε < 1 to obtain the second inequality.
(The reason for requiring the statement of [Hai14, Lemma 6.7] is that we only
assume that a temporal neighbourhood of size ε2 is included in the domain [0, T ]
on which Hε is defined, while the reconstruction theorem [Hai14, Theorem 3.10]
would require a neighbourhood of sizeO(1) in order to get bounds uniform in ε.)
Furthermore, it follows from (4.8), combined with the facts that ϕ integrates to
0 and γ¯ = γ − 1, that
|(Π (ε)z DHε(z))(ϕλz )| . λγ−1εα0−γ−δ‖Hε‖γ |Π (ε)|ε 6 λγ−1εα−γ ‖Hε‖γ |Π (ε)|ε,
where δ = κ/2 as above. Here, the second inequality follows from the fact that
α 6 α0 − δ by assumption. Combining both of these bounds, the bound (4.14),
and therefore also the required bound on ‖h(ε)t ‖γ,α;ε, follow at once. The bound
on ‖ht; h(ε)t ‖γ,α;ε then follows in the same way.
4.3. Operations in Dγ,ηε . We now show how the basic operations required
for our purposes behave in these spaces. First, we have the following bound on
the abstract derivatives of modelled distributions:
PROPOSITION 4.9. Let H ∈ Dγ,ηε for some γ > 1 and η ∈ R. Then, DH ∈
Dγ−1,η−1ε . Furthermore, one has ‖DH ;D H¯‖γ−1,η−1;ε . ‖H ; H¯‖γ,η;ε.
Proof. Immediate from the definitions.
We also have a bound on their products:
PROPOSITION 4.10. Let H1 ∈Dγ1,η1ε (V (1)) and H2 ∈Dγ2,η2ε (V (2)) for two sectors
V (1) and V (2) with respective regularities α1 and α2, such that a product satisfying
the properties [Hai14, Definitions 4.1 & 4.6] is defined on V (1) × V (2). Let
furthermore γ = (γ1 + α2) ∧ (γ2 + α1) and assume that γi > αi . Then, the
function H = H1 H2 belongs toDγ,ηε with η = (η1+α2)∧ (η2+α1)∧ (η1+ η2).
Furthermore, writing H = H1 H2 and H¯ = H¯1 H¯2, one has the bound
‖H ; H¯‖γ,η;ε . ‖H1; H¯1‖γ1,η1;ε + ‖H2; H¯2‖γ2,η2;ε + |Π; Π¯ |. (4.15)
Proof. The proof is identical to that of [Hai14, Proposition 6.12]. The only
difference is that when bounding H(z) − Γzz¯ H(z¯) one replaces ‖z; z¯‖P by
ε +√|t | ∧ |t ′| throughout.
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REMARK 4.11. Note that we did not assume that γ > 0! In particular, unlike in
[Hai14], we do not compose the product with a projection onto T<γ .
Writing Q<α : T → T for the projection onto T<α, we also see that such a
projection leaves the space Dγ,ηε invariant.
PROPOSITION 4.12. Let F ∈ Dγ,ηε with η 6 γ and let α > γ . Then, one has
againQ<αF ∈ Dγ,ηε .
Proof. It is sufficient to show that one actually has Fα
def= QαF ∈ Dγ,ηε for every
α > γ . It follows from the definitions that |Fα(z)| . (|t | + ε2)(η−α)/2. As a
consequence, for β < γ (so in particular also β < α) and for |z− z¯| 6 √|t | ∧ |t¯ |,
one has
|Fα(z)− Γzz¯ Fα(z¯)|β . |z − z¯|α−β |Fα(z¯)| . |z − z¯|α−β(|t | + ε2)(η−α)/2
. |z − z¯|γ−β(|t | + ε2)(η−γ )/2,
thus yielding the required bound.
The following proposition shows how these spaces behave under the action of
the integral operator K defined in (4.1).
PROPOSITION 4.13. Let V be a sector of regularity α and let H ∈ Dγ,ηε (V ) with−2 < η < γ ∧ α. Then, provided that γ /∈ N and η /∈ Z, one has KH ∈ Dγ¯ ,η¯ε
with γ¯ = γ + 2 and η¯ = η + 2. Furthermore, one has the bound
‖KH ;KH¯‖γ¯ ,η¯;ε . ‖H ; H¯‖γ,η;ε + |Π; Π¯ |. (4.16)
Proof. In view of [Hai14, Proposition 6.16] and Proposition 4.6, we only need
to bound the last term in (4.10) with H replaced by KH .
This bound follows immediately from the definitions for the components of
KH that are not proportional to the Taylor monomials, so we only need to
consider the latter, that is, we need to show that
‖KH(z)− Γzz¯KH(z¯)‖` . |z − z¯|γ¯−`εη¯−γ¯ ,
for integer values of ` and for (z, z¯) such that |z − z¯| 6 ε ∧√|t | ∧ |t¯ |.
The proof of this fact follows the proof of [Hai14, Proposition 6.16] mutatis
mutandis, so we do not reproduce it here. The only difference is that all the
expressions ‖x, y‖P appearing there are now replaced by ε.
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REMARK 4.14. All conclusions of Proposition 4.13 still hold if K is replaced
by P .
Note that in all the results so far, we never used the fact that the models
actually belong toMε rather than justM . This is somewhat explicit in the fact
that the bounds (4.15) and (4.16) depend on |Π; Π¯ | rather than on |Π; Π¯ |ε,0.
Furthermore, up to now, while we have seen that the spaces Dγ,ηε do not behave
any ‘worse’ than the spaces Dγ,η, they do not behave any ‘better’ either, so it
may seem unclear at this stage why we introduced them.
The final property of these spaces that we use is their behaviour under the
operation Eˆ k introduced in Section 3.7. At this stage it is absolutely essential to
use the spaces Dγ,ηε and models in Mε since the corresponding property would
simply be false otherwise.
PROPOSITION 4.15. Let H ∈ Dγ,ηε with γ > −k based on a model Π in Mε
and set
γ¯ = δ, η¯ = η + k,
with δ = infα∈A∩[−k,γ )(γ − α). Then, one has Eˆ k H ∈ Dγ¯ ,η¯ε . Furthermore, for
H¯ ∈ Dγ,η based on a model Π¯ inM0, one has the bound
‖Eˆ k H ; Eˆ k H¯‖γ¯ ,η¯;ε . ‖H ; H¯‖γ,η;ε + |Π; Π¯ |ε,0,
with a proportionality constant depending on |Π |ε + |Π¯ |, but not explicitly
on ε.
Proof. Setting g = Eˆ k H , it then follows from (3.34) that
g(z)− Γzz′g(z′) = E k(H(z)− Γzz′H(z′))+ fz(E k0 (Γzz′H(z′)− H(z))) 1.
For the components other than the one multiplying 1, the required bounds follow
at once, provided that γ¯ 6 γ + k and η¯ 6 η + k. Regarding the component
multiplying 1, it follows from the definitions of Dγ,ηε and Mε that the terms
arising from components of Γzz′H(z′)− H(z) proportional to τ are bounded by
ε|τ |+k |z − z′|γ−|τ |(ε +√|t |)η−γ , (4.17)
where t is the time component of z and we only consider pairs z, z′ such that
|z− z′|2 6 |t |/2, say. If |z− z′| 6 ε, then this bound gets worse for larger values
of |τ |. By the definition of δ the largest value that arises is given by at most
|τ | = γ − δ. It follows that the requested bound holds, provided that γ¯ 6 δ and
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η¯ 6 δ + η − γ . For |z − z′| > ε, the bound (4.17) is worse for small values of
τ . Since the smallest possible value of τ contributing to it is |τ | = δ − k, this
expression is bounded by |z − z′|γ+k(ε + √|t |)η−γ . Since furthermore we only
consider pairs z, z′ such that |z−z′| 6 ε+√|t |, this is also bounded by a multiple
of |z − z′|δ(ε +√|t |)η+k−δ as required.
We now turn to the pointwise bound on g. For the components not multiplying
1, it is immediate to see that the required bound holds as soon as η¯ 6 η+ k. The
component multiplying 1 is given by fz(E k0 (H(z))). Again, the worst available
bound is on the component of H(z) multiplying τ with |τ | = γ − δ, for which
we obtain a bound of the type
|〈g(z), 1〉| . | fz(E k0 (τ ))| (ε +
√|t |)(η−|τ |)∧0‖H‖γ,η;ε.
At this stage, we make use of the assumption that the underlying model belongs
toMε, which guarantees that
| fz(E k0 (τ ))| . ε|τ |+k . (4.18)
Since only terms with |τ | + k > 0 contribute (see the remark following (3.9)),
we conclude that
|〈g(z), 1〉| . (ε +√|t |)(η+k)∧0‖H‖γ,η;ε 6 (ε +√|t |)η¯∧0‖H‖γ,η;ε, (4.19)
provided that η¯ < η + k, which is the required bound.
It remains to bound ‖Eˆ k H ; Eˆ k H¯‖γ¯ ,η¯;ε. For this, the bounds on ‖Eˆ k H ; Eˆ k H¯‖γ¯ ,η¯
follow in the same way as above. The bound on the second term in (4.11) also
follows in the same way, noting that it only requires the bounds (4.18) which in
turn are controlled by |Π; Π¯ |ε,0 as a consequence of (4.9) and (4.8).
4.4. Picard iteration and convergence. We now show that the ‘abstract’
fixed point problem associated to our equation is uniformly well behaved in the
spaces Dγ,ηε for suitable values of γ and η. (This is precisely what motivates
our choice of definitions for Dγ,ηε in the first place.) More precisely, we have the
following result.
THEOREM 4.16. Let m > 1, η ∈ ( 12 − 14m , 12 ), ε ∈ [0, ε0], and let κ > 0 be
sufficiently small (depending only on m and η). Let furthermore γ = 2− ν with
ν = 1/(32m), and consider the fixed point equation
H = P1+
(
Ξ +
m∑
j=1
aˆ jQ60Eˆ j−1
(Q60(DH)2 j))+ Ph0, (4.20)
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for some h0 ∈ Cγ,ηε . Then, for ε 6 ε0 with ε0 and the final time T > 0 sufficiently
small and for any model inMε, there exists a unique solution to (4.20) in Dγ,ηε .
Furthermore, the time T can be chosen uniformly over bounded sets of initial
conditions in Cγ,ηε , over bounded sets in Mε, over bounded sets in the space of
parameters aˆ1, . . . , aˆm , and over ε ∈ [0, ε0].
Let h(ε)0 ∈ Cγ,ηε be a sequence of elements such that there exists h0 ∈ Cη with
limε→0 ‖h0; h(ε)0 ‖γ,η;ε = 0, and let Π (ε) ∈ Mε be a sequence of models such
that there exists Π ∈ M0 with limε→0 |Π (ε);Π |ε,0 = 0. Let T > 0 be fixed
and assume that H ∈ Dγ,η0 solves (4.20) with model Π up to some terminal
time T > 0. Then, for ε > 0 small enough, there exists a unique solution
Hε ∈ Dγ,ηε to (4.20) with initial condition h(ε)0 and model Πε up to time T , and
limε→0 ‖H (ε); H‖γ,η;ε = 0.
Proof. We first prove that the fixed point problem (4.20) can be solved locally
with dependencies of the local existence time that are uniform in ε, provided
that both the initial condition and the underlying model are controlled in the
corresponding ε-dependent norms. We consider (4.20) as a fixed point argument
in Dγ,ηε . In other words, we show that if we denote byM the map
M(H) = P1+
(
Ξ +
m∑
j=1
aˆ jQ60Eˆ j−1
(Q60(DH)2 j))+ Ph(ε)0 , (4.21)
then, for sufficiently small values of the final time T and uniformly in the stated
data, M is a contraction mapping the centred ball of large enough radius R in
Dγ,ηε into the ball of radius R/2. Additional details, in particular the proof that
solutions can be continued uniquely until the explosion time in Cηε , can be found
in [Hai14, Section 7].
Regarding the term Ph(ε)0 , it follows from Proposition 4.7, combined with our
assumptions on the initial conditions, that it belongs to Dγ,ηε , uniformly over
ε ∈ [0, 1], and that ‖Ph(ε)0 ; Ph0‖γ,η;ε → 0 as ε→ 0.
Combining Propositions 4.9, 4.10 and 4.15, we conclude that if we set
γ1 = γ − 12 − j − κ(2 j − 1), η1 = 2 j (η − 1),
then the map H 7→ (DH)2 j is continuous from Dγ,ηε into Dγ1,η1ε . Note that γ1 is
negative as soon as j > 2, so that by Proposition 4.12 the map H 7→Q60(DH)2 j
is also continuous fromDγ,ηε intoDγ1,η1ε as soon as j > 2. For j = 1, it turns out
that one actually has Q60(DH)2 = Q<γ1(DH)2 as a consequence of the fact
that γ1 < 12 − 132m and the homogeneities appearing in Tex are arbitrarily close
(from below) to half-integers when κ is small, so that this term also belongs to
Dγ1,η1ε .
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2018.2
Downloaded from https://www.cambridge.org/core. IP address: 137.205.202.82, on 30 Oct 2019 at 14:55:24, subject to the Cambridge Core
A class of growth models rescaling to KPZ 45
Since the homogeneities of elements of W with homogeneity smaller than
2 (say) are all of the form k2 − `κ for k and ` some integers with ` bounded
by some fixed multiple of m, we can apply Proposition 4.15 with δ = 12 − 2ν
provided that we choose κ sufficiently small. As a consequence, we see that
H 7→ Eˆ j−1(Q60(DH)2 j) is continuous from Dγ,ηε into Dδ,η2ε with
η2 = j (2η − 1)+ κ(2 j − 1)+ 12 + δ − γ = j (2η − 1)+ κ(2 j − 1)− 1− ν.
In order to be able to apply Proposition 4.13, we would like to guarantee that
η2 > −2. Provided that κ is sufficiently small, this is the case if j (2η − 1) >
−1+ 2ν for j 6 m which, keeping in mind our choice of ν, is guaranteed by the
condition η > 12 − 14m .
It then follows from Propositions 4.13 and 4.12 that, again provided
that κ is chosen sufficiently small, there exists θ > 0 such that
P1+Q60Eˆ j−1
(Q60(DH)2 j) belongs to Dγ,η+θη , provided that
j (2η − 1)+ κ(2 j − 1)+ 1− ν > η + θ.
This is the case if η(2 j − 1) > j − 1 + 2ν for j = 1, . . . ,m, which in turn is
again guaranteed by the assumption that η > 12 − 14m . Since the heat kernel is
nonanticipative, we actually know a little bit more: as a consequence of [Hai14,
Theorem 7.1, Lemma 7.3], we know that
‖P1+H‖γ,η 6 CT θ‖H‖δ,η2;ε,
where T denotes the length of the time interval over which the norms are taken.
As a consequence of our definitions, we then conclude that there exists a constant
C such that one has the bound
‖P1+H‖γ,η;ε 6 C(T + ε)θ‖H‖δ,η2;ε.
Combining these remarks, we see that for every K > 1 there exist a final time T
and a constant ε0 such that, for all ε ∈ [0, ε0], the mapM defined in (4.21) maps
the ball of radius K in Dγ,ηε into itself and is a contraction there, provided that
the underlying model Π ∈Mε satisfies |Π |ε 6 K and that the initial condition
h(ε)0 satisfies ‖h(ε)0 ‖η,ε 6 K/(2C) for C as in (4.12).
We now turn to the second part of the statement, namely the question of
convergence as ε → 0. We denote by MT the fixed point map given in (4.21),
where we make explicit the dependency on the terminal time T , and we write
M(ε)T for the same map, but with initial condition h(ε)0 ∈ Cηε and with respect to
some model Π (ε) ∈Mε. Collecting all of the previously obtained estimates, we
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see that for H ∈Dγ,η0 and H (ε) ∈Dγ,ηε , as well as corresponding modelsΠ ∈M0
and Π (ε) ∈Mε, the fixed point mapM satisfies the bound
‖M(ε)T (H (ε));MT (H)‖ε . (T + ε)θ‖H (ε); H‖γ,η;ε
+‖Π (ε);Π‖ε + ‖h(ε)0 ; h0‖η;ε,
where the proportionality constant is uniform over T, ε sufficiently small, as
well as underlying models, initial conditions, and modelled distributions H , H (ε)
belonging to a ball of fixed radius in the corresponding ‘norms’. It immediately
follows that for sufficiently small final time T , one has
‖H (ε); H‖γ,η;ε . ‖Π (ε);Π‖ε + ‖h(ε)0 ; h0‖η;ε. (4.22)
It remains to show that if H is a solution to (4.21) up to some specified final
time T , then the corresponding fixed point problem for M(ε)T also has a solution
up to the same time T , provided that ε is small enough, and the two underlying
models and initial conditions are sufficiently close. This is not completely trivial
since it may well happen that T is sufficiently large so that MT is no longer a
contraction.
In view of (4.22), it suffices to obtain a bound on the solution, as well as the
difference between solutions, at positive times in the same spaces Cηε that we
choose our initial condition in, so that we can iterate the bounds (4.22). (See also
the construction of maximal solutions in [Hai14, Proposition 7.11] which shows
that a restarted solution is again a solution of the original fixed point problem.)
This on the other hand immediately follows from Proposition 4.8.
To conclude this section, let us mention a straightforward way in which the
solution map constructed in Theorem 4.16 actually relates to a PDE problem.
Recall that, given any smooth (actually continuous is enough) function ζ , the
construction of Section 3.6 yields a family of maps Lε : C∞ →M lifting ζ to
an admissible model (Π, Γ ) = Lε(ζ ). The following result is then immediate:
PROPOSITION 4.17. Let h0 ∈ Cγ with γ as in Theorem 4.16 and, given ε ∈ R
and ζ ∈ C0, let H ∈ Dγ,ηε be the local solution to (4.20) given by Theorem 4.16
for the restriction to T of the canonical model Lε(ζ ). Then, the function h =
RH is the classical (local) solution to the PDE
∂t h = ∂2x h +
m∑
j=1
ε j−1aˆ j(∂x h)2 j + ζ.
Proof. Applying the reconstruction operator to both sides of (4.20) and
using the facts that the model Lε(ζ ) is admissible, that RP1+ = P ∗ 1+R
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(see [Hai14, Section 4]), and thatRQ60 H = RH , we see that
h = P ∗ 1+
(
ζ +
m∑
j=1
aˆ jR
(Eˆ j−1(Q60(DH)2 j)))+ Ph0,
where 1+ denotes the indicator function of the set {t > 0}. The claim now follows
from the fact that the reconstruction operator obtain for the modelLε(ζ ) satisfies
R(Eˆ j−1(Q60(DH)2 j)) = ε j−1(∂x h)2 j ,
as a consequence of (3.35) which holds on T by restriction.
REMARK 4.18. Note that the parameter ε only enters in the construction of the
model Lε(ζ ). In particular, the solution map built in Theorem 4.16 does not
itself have any knowledge of ε. This is the crucial feature of our construction
that then allows us to send ε to 0 in a ‘transparent’ way.
5. Renormalization
The purpose of this section is to build a family of transformations on the space
M of all admissible models for the regularity structure (T ,G) (as opposed to
(Tex,G) where we would not find any convergent renormalized model). These
transformations will be of the type
Πˆxτ = (Πx ⊗ fx)∆Wick M0τ, fˆx(σ ) = fx(MˆWickσ), (5.1)
where M0 : T → T , MˆWick : T+ → T+, and ∆Wick : T → T ⊗ T+ are linear
maps with additional properties guaranteeing that (Πˆ, fˆ ) is again an admissible
model. Of course, we could also have just defined one single map instead of the
composition∆Wick M0, but it turns out that the effects of the two factors are easier
to analyse separately.
5.1. Renormalization of the average speed. We start by discussing the map
M0 since this is easier to define. At the level of the equation, the effect of M0
will simply be to add a constant term to the right hand side. Denote byB ⊂ T
the set of canonical basis vectors that are of one of the following two types:
τ = E `(Ψ 2`I ′(Em(Ψ 2m+2))I ′(En(Ψ 2n+2))),
τ = E `(Ψ 2`+1I ′(Em(Ψ 2m+1I ′(En(Ψ 2n+2))))), (5.2)
where `,m, n > 0 are positive integers. Note that in both cases one has |τ | =
−2(` + m + n + 2)κ . For any τ ∈ B, we then define Lτ : T → T by setting
Lττ = 1 and Lτ τ¯ = 0 for every canonical basis vector τ¯ 6= τ .
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Finally, given constants Cτ ∈ R, we set
M0 = exp
(
−
∑
τ∈B
Cτ Lτ
)
= 1−
∑
τ∈B
Cτ Lτ . (5.3)
This defines a map (Π, f ) 7→ (Πˆ, fˆ ) on admissible models (Π, f ) ∈ M by
Πˆzτ = Πz M0τ and fˆz = fz , taking reconstruction operator R associated to
(Π, f ) to Rˆ associated to (Πˆ, fˆ ). In this case, since fˆ = f , the spaces Dγ
of modelled distributions are the same for the two models. This transformation
enjoys the following properties:
PROPOSITION 5.1. (1) For every Γ ∈ G and τ ∈ T , M0Γ τ = Γ M0τ ;
(2) M0I ′(τ ) = I ′(τ );
(3) the map (Π, f ) 7→ (Πˆ, fˆ ) is continuous on the space of all models for
(T ,G) and maps the spaceM of admissible models into itself;
(4) for every H ∈ Dγ with γ > 0 such that the coefficient uτ of H is constant
for τ ∈B, one has the identity RˆH = RH −∑τ∈B Cτuτ .
Proof. Note first that∆Lττ = 1⊗1 = (Lτ⊗1)∆τ . Furthermore, for any τ¯ ∈ T ,
one has ∆τ¯ = τ¯ ⊗ 1 +∑ τ¯ (1) ⊗ τ¯ (2) with |τ (1)| < |τ | and by checking the few
cases of τ¯ ∈ T with |τ¯ | > 0 we see that τ¯ (1) /∈B for any τ¯ ∈ T . It immediately
follows that if τ¯ 6= τ , one has (Lτ ⊗ 1)∆τ¯ = 0, thus concluding the proof of
(1). (2) follows from the definition of M0 since I ′(τ ) /∈ B. (3) follows from
1 together with [Hai14, Proposition 2.30]. The last property then follows from
(5.3) and the definition ofR.
5.2. Wick renormalization. We now describe maps MˆWick : T+ → T+, and
∆Wick : T → T ⊗ T+ corresponding to Wick renormalization with respect to the
Gaussian structure generated by solutions to the linearized equation. Here the
extended regularity structure Tex is particularly useful. The way the maps MˆWick
and ∆Wick are constructed is to first build them on Tex and then define them on T
simply by restriction. The key defining properties on the renormalization group,
that (Πˆ, fˆ ) defined through (5.1) is inM and that∆Wickτ = τ⊗1+∑ τˆ (1)⊗τˆ (2),
with |τˆ (1)| > τ , are inherited by descent from Tex, since T is a sector of Tex.
Hence it suffices to construct MˆWick : T+→ T+, and ∆Wick : Tex → Tex ⊗ T+.
We first build an associated map MWick : Tex → Tex depending on a parameter
CW ∈ R by setting
MWick = exp(−CW LWick), (5.4)
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where the generator LWick iterates over every occurrence of the subexpression
Ψ 2 and sends it to 1. More formally,
LWickΞ = LWick1 = 0, LWickΨ j =
(
j
2
)
Ψ j−2, (5.5a)
for every j > 2. This is extended to Tex by imposing the Leibniz rule,
LWick(τI ′(τ¯ )) = LWick(τ )I ′(τ¯ )+ τI ′(LWickτ¯ ), (5.5b)
as well as the commutation relations
LWickI ′(τ ) = I ′(LWickτ), LWickE `(τ ) = E `(LWickτ),
LWick(X `τ) = X `(LWickτ), (5.5c)
for any two formal expressions τ and τ¯ with τ¯ 6= Ξ . Since all elements of Tex can
be obtained in this way, this defines LWick uniquely. In particular, these definitions
imply that
MWickΨ m = Hm(Ψ,CW), (5.6)
where Hm(x, c) denote the generalized Hermite polynomials given by H2(x, c)=
x2 − c, H4(x, c) = x4 − 6cx2 + 3c2, and so on.
Denote now by R0 the set of all linear maps M : Tex → Tex which fix Ξ and
1 and commute with the abstract integration operators I , I ′ and E `. Recall then
from [Hai14, Section 8] that if M ∈ R0, then one can uniquely associate to it
maps ∆M : Tex → Tex ⊗ T+ and Mˆ : T+→ T+ satisfying the properties
MˆIk =M(Ik ⊗ 1)∆M ,
MˆE `k =M(E `k ⊗ 1)∆M ,
(1⊗M)(∆⊗ 1)∆M = (M ⊗ Mˆ)∆,
Mˆ(σ1σ2) = (Mˆσ1)(Mˆσ2), Mˆ X k = X k,
(5.7)
whereM : T+ ⊗ T+→ T+ denotes the product in the Hopf algebra T+.
REMARK 5.2. At first sight, our regularity structure appears not to be exactly
of the type considered in [Hai14, Section 8]. However, it follows from (3.9b)
that E ` is nothing but an abstract integration map of order ` on Tex. It is
then straightforward to verify that the results of that section still apply mutatis
mutandis to the present situation.
We then define the renormalization group R for Tex as follows:
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DEFINITION 5.3. A linear map M ∈ R0 belongs to R if the associated map∆M
is such that ∆Mτ = τ ⊗ 1 +∑ τ (1)M ⊗ τ (2)M , for some elements τ (i)M satisfying
|τ (1)M | > |τ |.
REMARK 5.4. The definition of R given here does not appear to match the
definition given in [Hai14, Definition 8.41], where we also imposed a similar
condition on a second operator ∆ˆM built from M . It turns out however that
Definition 5.3 actually implies that second condition, as we show in Appendix B.
With these definitions at hand, given M ∈ R, we can use it to build a map
(Π, f ) 7→ (ΠM , f M) mapping admissible models to admissible models by
setting
ΠMz = (Πz ⊗ fz)∆M , f Mz = fz ◦ Mˆ,
see [Hai14, Theorem 8.44]. It is furthermore straightforward to verify that if
an admissible model (Π, f ) consists of smooth functions satisfying the identity
(3.26) then, as a consequence of the second identity in (5.7), the renormalized
model (ΠM , f M) is also guaranteed to satisfy this identity. The remainder of
this section is devoted to the proof that the map MWick given in (5.4) does indeed
belong to R. In order to do this, we first make a few general considerations.
Given a linear map M : Tex → Tex in R0, we first show the following result.
PROPOSITION 5.5. Let M ∈ R0 and let ∆M and Mˆ be the unique maps
satisfying (5.7). Let τ be a canonical basis element of Tex, and let ∆Mτ =
τ
(1)
M ⊗ τ (2)M (with summation implicit) be such that |τ (1)M | > |τ |. Then, one has
∆ME `(τ ) = (E ` ⊗ 1)∆Mτ −
∑
|k|>|τ |+`
X k
k! ⊗ E
`
k (τ
(1)
M )τ
(2)
M ,
∆MI ′(τ ) = (I ′ ⊗ 1)∆Mτ −
∑
|k|>|τ |+1
X k
k! ⊗Ik+1(τ
(1)
M )τ
(2)
M ,
and similarly for ∆MI(τ ).
Proof. We use the shorthand D = (1⊗M)(∆⊗1). We only give a proof for I(τ ).
The proofs for I ′(τ ) and E `(τ ) are identical since these operators have exactly
the same algebraic properties. Combining (3.9b) with the first identity in (5.7)
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and the fact that I and M commute by assumption, we obtain the identity
(M ⊗ Mˆ)∆I(τ ) = (IM ⊗ Mˆ)∆τ +
∑
|k+`|<|τ |+1
X k
k! ⊗
X `
`! MˆIk+`+1(τ )
= (I ⊗ 1)D∆Mτ +
∑
|k+`|<|τ |+1
X k
k! ⊗
X `
`! Ik+`+1(τ
(1)
M )τ
(2)
M .
On the other hand, using again (3.9b), we also have the identity
D(I ⊗ 1)∆Mτ = (I ⊗ 1)D∆Mτ +
∑
k,`
X k
k! ⊗
X `
`!M(Ik+`+1 ⊗ 1)∆
Mτ
= (I ⊗ 1)D∆Mτ +
∑
|k+`|<|τ (1)M |+1
X k
k! ⊗
X `
`! Ik+`+1(τ
(1)
M )τ
(2)
M ,
so that, since |τ (1)M | > |τ | by assumption, one has
D(I ⊗ 1)∆Mτ = (M ⊗ Mˆ)∆I(τ )+
∑
|k+`|>|τ |+1
X k
k! ⊗
X `
`! Ik+`+1(τ
(1)
M )τ
(2)
M .
(5.8)
At this stage we note that, if {τk} is any collection of elements of Tex indexed by
the multiindex k, then it follows from the action of ∆ on Xm that one has the
identity
D
(
Xm
m! ⊗ τm
)
=
∑
k+`=m
X k
k! ⊗
X `
`! τm .
Combining this with (5.8), we conclude that
D(I ⊗ 1)∆Mτ = (M ⊗ Mˆ)∆I(τ )+ D
∑
|k|>|τ |+1
X k
k! ⊗Ik+1(τ
(1)
M )τ
(2)
M .
Since furthermore (M⊗ Mˆ)∆I(τ ) = D∆MIτ by the definition (5.7) of∆M and
since the linear map D is invertible (it differs from the identity by a nilpotent
operator), the claim follows at once.
PROPOSITION 5.6. Let M ∈ R0, let k > 0 and let V0, . . . , Vk be sectors of Tex
such that, if τi ∈ Vi , then τ0 · · · τk ∈ Tex and M(τ0 · · · τk) = (Mτ0) · · · (Mτk).
Then, one also has ∆M(τ0 · · · τk) = (∆Mτ0) · · · (∆Mτk).
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Proof. Let τi ∈ Vi as in the statement and set τ = τ0 · · · τk . Since Mˆ is a
multiplicative morphism, it follows from our assumption that
(M ⊗ Mˆ)∆τ =
k∏
i=0
(M ⊗ Mˆ)∆τi . (5.9)
Since∆Mτ = D−1(M⊗ Mˆ)∆τ (with D as above) and since D is a multiplicative
morphism, the claim follows at once by applying D−1 to both sides of (5.9).
We then have
PROPOSITION 5.7. Let MWick be as above, let ∆Wick and MˆWick be the
corresponding maps satisfying (5.7), and let τ ∈ Tex be a canonical basis
vector of the form
τ = Ψ m
k∏
i=1
I ′(τi), (5.10)
where k,m > 0, and the τi are canonical basis vectors with τi 6= Ξ . Then, one
has
∆Wickτ = (MWickΨ m ⊗ 1)
k∏
i=1
∆WickI ′(τi). (5.11)
Proof. We first note the following very important fact. By the construction of
Tex, if I ′(τ ) ∈ Tex with τ 6= Ξ , then τ cannot contain any factor Ξ by the
construction of Tex. Therefore, by construction, LWickτi does not contain any
summand proportional to Ξ either. As a consequence of the ‘Leibnitz rule’
satisfied by the L j , this then shows that, for every p > 0,
(LWick)pτ =
∑
p0+···+pk=p
((LWick)p0Ψ m)
k∏
i=1
I ′((LWick)pi τi),
which in particular implies that
MWickτ = (MWickΨ m) k∏
i=1
I ′(MWickτi). (5.12)
Similarly, one verifies that if one writes ∆τi = τ (1)i ⊗ τ (2)i (with an implicit
summation over such terms), then none of the terms τ (1)i can be equal to Ξ .
Applying the definition of ∆, one also verifies that the linear span of the
vectors Ψ m is stable under the action of the structure group G. Combining these
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observations, we see that Proposition 5.6 applies, so that
∆Wickτ = (∆WickΨ m) k∏
i=1
∆WickI ′(τi).
The fact that ∆WickΨ m = (MWickΨ m ⊗ 1) can easily be verified ‘by hand’ from
(5.7).
As a corollary of these two results, it is now easy to show that MWick ∈ R.
COROLLARY 5.8. One has MWick ∈ R.
Proof. As a consequence of the construction of Tex given in Section 3, we see
that every one of its basis elements can be built from Ξ by making use of the
operations τ 7→ I(τ ), τ 7→ I ′(τ ), τ 7→ E `(τ ), τ 7→ X `τ , as well as (τ1, . . . ,
τk) 7→ Ψ m ∏ki=1 I ′(τi) with τi 6= Ξ . Since ∆WickΞ = Ξ ⊗ 1 and since the
upper triangular structure of ∆Wick is preserved under all of these operations by
Propositions 5.5 and 5.7, the claim follows.
5.3. Renormalized equations. Let now (Π, f ) = Lε(ζ ), where ζ is
a continuous function and the canonical lift Lε is as in Section 3.6. We
furthermore consider the renormalized model (Πˆ, fˆ ) given by (5.1) with M0 and
MWick as in (5.3) and (5.4). In particular, MWick depends on the renormalization
constant CW while M0 depends on a collection of renormalization constants Cτ .
The aim of this section is to show that if H solves the abstract fixed point
problem (4.20) for the model (Πˆ, fˆ ), then h = RˆH , where Rˆ the reconstruction
operator associated to the renormalized model, can be identified with the solution
to a modified PDE. In order to derive this new equation, we combine the explicit
abstract form of the solutions with the product formula given by Proposition 5.7.
The result is the following, where C denotes the space of continuous functions
on R× S1:
PROPOSITION 5.9. Let h0 ∈ C1 and, given ε ∈ R and ζ ∈ C0, let H ∈ Dγ,ηε ⊂
Dγ,η be the local solution to (4.20) given by Theorem 4.16 for the renormalized
model (Πˆ, fˆ ) obtained from Lε(ζ ) in the way described above. Then, there
exists a constant c such that the function h = RˆH is the classical (local) solution
to the PDE
∂t h = ∂2x h +
m∑
j=1
ε j−1aˆ j H2 j(∂x h,CW)+ c + ζ,
with initial condition h0.
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REMARK 5.10. The constant c is a suitable linear combination of the constants
Cτ appearing in the definition (5.3) of M0, with coefficients depending on the
constants aˆ j . In principle, one can derive an explicit expression for it, but this
expression does not seem to be of particular interest. The only important fact is
that if we write
τ1 = ΨI ′(ΨI ′(Ψ 2)), τ2 = I ′(Ψ 2)2,
then the corresponding renormalization constants cτ1 and cτ2 only ever arise
as a multiple of 4cτ1 + cτ2 . This is important since, as we will see in
Theorem 6.5 below, these renormalization constants need to be chosen to diverge
logarithmically as ε → 0 and the particular form of this linear combination
guarantees that these logarithmic divergencies cancel out and are therefore not
visible in the renormalized equations.
Proof. As in the proof of Proposition 4.17, we use the fact that the renormalized
model is admissible to conclude that, when applying Rˆ to both sides of (4.20),
the function h = RˆH satisfies the identity
h = P ∗ 1+
(
ζ +
m∑
j=1
aˆ jRˆ
(Eˆ j−1(Q60(DH)2 j)))+ Ph0. (5.13)
At this stage, the proofs diverge since it is no longer the case that Rˆ preserves
the usual product. The only fact that we can use is that (RˆF)(z) = (Πˆz F(z))(z)
(as a consequence of the assumption that our models are built from a continuous
function ζ ), combined with the definition of the renormalized model Πˆ .
Denoting by RWick the reconstruction operator associated to the model (Πx ⊗
fx)∆Wick, then it follows from (3.23) and (5.1) that one has the identity
RˆU = RWick M0U. (5.14)
Furthermore, as a consequence of the second identity in (5.7) combined with
(3.26), one has the identity
(RWickEˆ `(U ))(z) = ε`(RWickU )(z), (5.15)
provided that the underlying model (Π, f ) is of the formLε(ζ ) for a continuous
ζ . Indeed, by Remark 3.18, it suffices to verify that the Wick renormalized model
satisfies (3.26), but this follows from the fact that this identity is satisfied by the
canonical lift Lε(ζ ), combined with the second identity in (5.5c) as well as the
definition (5.7) of MˆWick. Note though that (5.15) fails in general if we replace
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RWick by Rˆ. Take for example ` = 1 and U = Ψ 4, and set ψ(z) = (K ∗ ζ )(z).
Then, one has
(RˆEˆ(U ))(z) = εH4(ψ(z),CW)− Cτ 6= εH4(ψ(z),CW) = ε(RˆU )(z).
It follows from the fact thatDPF differs from I ′F by a Taylor polynomial at
each point that if H is the solution to (4.20), then one can write
DH(z) = Ψ +U (z),
where the remainder U only contains components proportional to either 1, X , or
I ′(τ ) with τ 6= Ξ . In particular, none of the components belongs to B, so that
one has the identity(RˆDH)(z) = (RWickDH)(z) = (ΠzΨ )(z)+ ((Πz ⊗ fz)∆WickU (z))(z).
On the other hand, for ` > 0, we can apply the reconstruction operator to
Eˆ `((DH)2`+2) and combine (5.14) with (5.15) and the definition of M0 thus
yielding(RˆEˆ `(Q60(DH)2`+2))(z) = (RWickEˆ `(Q60(DH)2`+2))(z)+ c
= ε`(RWick(DH)2`+2)(z)+ c, (5.16)
for some constant c. It thus remains to computeRWick(DH)m for arbitrary m. As
a consequence of Proposition 5.7 and (5.6), we have
∆Wick(DH(z))m =
∑
k+`=m
(
m
k
)
(MWickΨ k ⊗ 1)(∆WickU (z))`
=
∑
k+`=m
(
m
k
)
(Hk(Ψ,CW)⊗ 1)
(
∆WickU (z)
)`
.
At this stage, we use the fact that since our original model originates from
a canonical lift by assumption, it has the property that Πxτ τ¯ = Πxτ Πx τ¯ .
Applying Πz ⊗ fz to both sides of this equality and combining this with the
fact that fz is also multiplicative, we conclude that(RWick(DH(z))m)(z) = ∑
k+`=m
(
m
k
)
Hk
((
ΠzΨ
)
(z),CW
)
× ((Πz ⊗ fz)∆WickU (z))(z)`
= Hm
(
(RWickDH)(z),CW).
Combining this with (5.16) and (5.13), the claim follows.
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6. Convergence of the models
In this section, we now show how the renormalization maps from the previous
section can be used to renormalize the models built from regularizations of
space–time white noise. From now on, we will use a graphical shorthand notation
similar to the one used in [Hai13] for symbols τ ∈W which do not contain the
symbol E : dots represent the symbol Ξ , lines denote the operator I ′, and the
joining of symbols by their roots denotes their product. For example, one has
= I ′(Ξ) = Ψ , = Ψ 2, = ΨI ′(Ψ 2), and so on. We will also assume from
now on that (T ,G) has been truncated in the way specified in the beginning of
Section 3.3.
With the same graphical notations as in (6.1), we also define the
renormalization constants
C (ε)0 = , C (ε)2 = , C (ε)3 = , (6.1)
where a plain arrow represents the kernel K ′. We will see in Section 6.3 below
that the last two constants diverge logarithmically as ε → 0, but this is not
important at the moment. Note also that C (ε)0 is the left hand side of (1.13) and,
for all τ ∈B \ { , } defined in the prelude to (5.2), we set
C (ε)τ = E
(
Π(ε)MWickτ
)
(0), (6.2)
where MWick is the map defined in (5.4) with CW = C (ε)0 and Π(ε) : T → C
denotes the linear map defined recursively by Π(ε)Ξ = ξ (ε) and
Π(ε)E k(τ ) = εkΠ(ε)τ, Π(ε)I ′(τ ) = K ′ ∗Π(ε)τ, Π(ε)τ τ¯ = (Π(ε)τ)(Π(ε)τ¯ ).
Note that the functions Π(ε)τ are stationary, so the choice of the evaluation at 0
in (6.2) is irrelevant.
We then define a map M (ε) acting on the space of admissible models by
M (ε) : (Π, f ) 7→ (Πˆ, fˆ ), (6.3)
with (Πˆ, fˆ ) as in (5.1), where we set
C = 2C (ε)2 , C = 2C (ε)3 ,
as well as Cτ = C (ε)τ for τ ∈ B \ { , }. With these notations at hand, the
following is then the main result of this section.
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THEOREM 6.1. Let ξ (ε) be as in (1.11) and consider the sequence of models on
T given by
Mε = M (ε)Lε(ξ (ε)).
Then, there exists a random model M such that |Mε;M|ε → 0 in probability
as ε → 0. Furthermore, the limiting model M = (Πˆ, fˆ ) is independent of the
choice of mollifier % and it satisfies Πˆzτ = 0 for every symbol τ containing at
least one occurrence of E .
Before we turn to the proof of Theorem 6.1, we give a criterion allowing to
verify whether a sequence of models converges inMε.
6.1. A convergence criterion. The following result is very useful. Here, we
fix a sufficiently regular wavelet basis/multiresolution analysis with compactly
supported elements and we reuse the notation of [Hai14, Section 3.1]. In
particular, Ψ is a finite set of functions in B such that the wavelet basis is
obtained by translations and rescalings of elements in Ψ (we use the notation
Ψ to be consistent with [Hai14]. It should not be confused with the shorthand
for I ′(Ξ) used elsewhere in the paper). Here, we follow the usual convention, so
ψnz denotes a wavelet basis function at level n (scale 2
−n) centred at some point
z in the level n dyadic set Λn . We normalize these basis functions so that their
L2 norm (not the L1 norm as before!) equals 1.
Recall also that our definition of the spaces Mε involves the constant γ¯ =
1− 132m as defined in (4.7b).
PROPOSITION 6.2. Let (Π (ε), f (ε)) be a family of models for the regularity
structure (T ,G) converging to a limiting model (Π, f ) in the sense that
limε→0 |Π (ε);Π | = 0. Assume that, for some δ > 0, one has∣∣ f (ε)z (E k` (τ ))∣∣ 6 Cε|τ |+k−|`|+δ, (6.4)
for τ and k, ` as in (4.7a), and that furthermore for τ ∈ U ′∣∣(Π (ε)z τ)(ψnz )∣∣ 6 C2−(3n/2)−γ¯ nε|τ |−γ¯+δ, (6.5)
for every n > 0, every z ∈ Λn , and every ψ ∈ Ψ . Then, one has
limε→0 |Π (ε);Π |ε,0 = 0.
Proof. We only need to show that, for any test function η ∈ B with ∫ η(z) dz = 0,
one has ∣∣(Π (ε)z τ)(ηλz )∣∣ . λγ¯ ε|τ |−γ¯+δ,
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provided that λ 6 ε, since this will then guarantee that ‖Π (ε)‖ε . εδ. We fix
N > 0 such that 2−N 6 ε 6 21−N and we write
ηλz =
∑
z′∈ΛN
ANz′ ϕ
N
z′ +
∑
n>N
∑
ψ∈Ψ
An,ψz′ ψ
n
z′ . (6.6)
It is then a simple consequence of the scaling properties of these objects that one
has the bounds
|ANz′ | . 23N/2(λ/2−N ), |An,ψz′ | .
{
23n/2(λ/2−n) if 2−n > λ,
23n/2(2−n/λ)3 otherwise.
Note here that the factor 23n/2 comes from the fact that the functions ψnz and
ϕnz appearing in (6.6) are normalized in L
2 rather than in L1. Furthermore, the
factor λ/2−n appearing in the first two bounds is a consequence of the fact that η
integrates to 0 by assumption and the wavelet basis is sufficiently regular (C2 is
enough).
We furthermore obtain from (6.5) and the fact that Π (ε) converges to a limit
(and therefore is bounded inM , uniformly in ε) the bound∣∣(Π (ε)z τ)(ψnz′)∣∣ = ∣∣(Π (ε)z′ Γ (ε)z′z τ)(ψnz′)∣∣ . 2−3n/2 ∑
α
|z − z′||τ |−α2−γ¯ nεα−γ¯−(δ/2)
. 2−3n/2
∑
α
(λ+ 2−n)|τ |−α2−γ¯ nεα−γ¯+δ . 2−3n/22−γ¯ nε|τ |−γ¯+δ,
(6.7)
where α runs over all homogeneities less or equal to |τ | appearing in U ′ and the
last inequality is a consequence of the fact that we only consider λ and n such
that λ+ 2−n . ε. (The term corresponding to 1, for which (6.5) does not hold in
principle, does not contribute since ψnz′ integrates to 0.) The same bound (with
n replaced by N ) can also be obtained for
∣∣(Π (ε)z τ)(ϕNz′ )∣∣. (In that case ϕNz′ does
not integrate to 0, but since 2−N ≈ ε, the contribution arising from 1 is of order
2−3N/2ε|τ | which is in particular bounded by the right hand side of (6.7).)
It remains to note that, for fixed n, the number of nonvanishing values of An,ψz′
(or ANz′ ) is of order 1 if 2
−n > λ and of order (λ/2−n)3 otherwise. Combining all
of these bounds and using the fact that γ¯ ∈ (0, 1), we finally obtain∣∣(Π (ε)z τ)(ηnz )∣∣ . ∑
λ62−n6ε
λ2(1−γ¯ )nε|τ |−γ¯−(δ/2)
+
∑
2−n6λ
2−γ¯ nε|τ |−γ¯−(δ/2) . λγ¯ ε|τ |−γ¯−(δ/2),
as required.
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As a consequence, we obtain the following Kolmogorov-type convergence
criterion.
PROPOSITION 6.3. Let (T ,G) be the regularity structure built in Section 3 and
let Mε = (Πˆ (ε), fˆ (ε)) be as in Theorem 6.1. Assume that there exists δ > 0 such
that, for every test function η ∈ B, every τ ∈ W¯ with |τ | < 0, every x ∈ R2 and
every λ ∈ (0, 1] there exists a random variable (Πˆzτ)(ηλz ) such that
E
∣∣(Πˆ (ε)z τ)(ηλz )∣∣2 . λ2|τ |+δ, E∣∣(Πˆzτ − Πˆ (ε)z τ)(ηλz )∣∣2 . εδλ2|τ |+δ. (6.8a)
Assume furthermore that, for τ with E k(τ ) ∈W+, one has
E
∣∣D`z fˆ (ε)z (E k0 (τ ))∣∣ . ε|τ |+k−|`|+δ, (6.8b)
and that, for τ ∈ U ′, one has the bound
E
∣∣(Πˆ (ε)z τ)(ηλz )∣∣ . λγ¯+δε|τ |−γ¯+δ, (6.8c)
for λ 6 ε and for test functions η that integrate to 0. Then, there exists a random
model (Πˆ, fˆ ) ∈M0 such that |Πˆ (ε); Πˆ |ε → 0 in probability as ε→ 0.
Proof. The proof goes in two steps: first, we show that there is a limiting
model (Πˆ, fˆ ) such that |Πˆ (ε); Πˆ | → 0 in probability, and then we show that
‖Πˆ (ε)‖ε → 0 in probability. If we restrict ourselves to the sector T− ⊂ T
spanned by basis vectors in W with negative (or vanishing) homogeneity, the
first step follows in exactly the same way as in [Hai14, HP15], using [Hai14,
Theorem 10.7]. This by itself does however not yet yield convergence on all of
T . The reason for this is that it contains basis vectors of the form τ¯ = E k(τ )with
|E k(τ )| > 0. These do not satisfy the assumptions of [Hai14, Proposition 3.31]
since one does not have any a priori control over the components of Γzz′ τ¯ .
(Unlike in [Hai14, HP15] where, for vectors of the form τ¯ = I(τ ), such a control
was given by [Hai14, Theorem 5.14].)
Note now that, by the definition (3.11), all of the vectors of the form
τ = E k(τ¯ ) appearing in W¯ have |τ¯ | < 0 (or τ¯ = 1, but this case is trivial).
By simple inspection, we see that those vectors such that furthermore |τ | > 0
are necessarily of the form
τ = E j−1(τ¯ ), τ¯ = Ψ 2 j−nI ′(E k1−1Ψ 2k1) · · ·I ′(E k`−1Ψ 2k`), (6.9)
with n > 2, j ∈ {dn/2e, . . . ,m}, and ki ∈ {1, . . . ,m}. At this stage, we note that
since |I ′(E k−1Ψ 2k)| < 0, |E k−1Ψ 2k | < 0, and |Ψ | < 0, the structure group acts
trivially on τ¯ , so that one has the identity
fˆ (ε)z (E
k
` (τ¯ )) = D` fˆ (ε)z (E k0 (τ¯ )). (6.10)
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Setting g(z) = fˆ (ε)z
(
E k0 (τ¯ )
)
as a shorthand, it then follows from (3.30) that
γˆ
(ε)
zz¯ (E
k
` (τ¯ )) = g(z¯)−
∑
|m|<|τ |+k−|`|
(z¯ − z)m
m! D
(m)g(z). (6.11)
It follows immediately from the Kolmogorov continuity test combined with
(6.10) that the bound (6.8b) implies not only that (6.4) holds, but also that
the required convergence of Πˆ (ε) holds on every element τ of the form (6.9).
Through (6.11), it also yields the missing bound on Γˆ (ε)zz¯ on all of T . From this
point on, the proof that |Πˆ (ε); Πˆ | → 0 in probability as ε → 0 proceeds in
exactly the same fashion as the proof of [Hai14, Theorem 10.7].
Since we have furthermore already shown that (6.4) holds, it only remains to
show that (6.5) holds as well. This however follows immediately from (6.8c),
using the equivalence of moments of random variables belonging to a fixed
Wiener chaos in the same way as in [Hai14, Theorem 10.7], combined with
the fact that wavelet basis functions do indeed integrate to 0.
6.2. Proof of Theorem 6.1.
Proof. As a consequence of Proposition 6.3, we only need to show that the
bounds (6.8) hold. We start with the proof that (6.8a) holds. Actually, as a
consequence of [Hai14, Theorem 5.14], we only require these bounds for
symbols that are not of the form I(τ ) or I ′(τ ). Furthermore, it suffices to show
(6.8a) for z = 0 by translation invariance, and most of this section is devoted to
this proof. We first consider those basis vectors that do not contain the symbol E .
6.2.1. The case τ = . The first nontrivial symbol is given by τ = . In
order to represent the random variable
(
Πˆ
(ε)
0 τ
)
(ϕλ0 ) for some test function ϕ, we
make use of the following graphical notation, which is essentially the same as in
[HP15]. Elements belonging to the kth Wiener chaos are represented by kernels
with k space–time arguments, via the map f 7→ Ik( f ) described in [Nua06,
Ch. 1.1.2]. We will sometimes represent such a kernel by a graph which contains
k distinguished vertices of the type , each of them representing one of the
arguments of the kernel. A special vertex represents the origin 0. All other
vertices represent integration variables.
Each line then represents a kernel, with representing the kernel K ′,
representing the kernel K ′ε = %ε ∗ K ′, and representing a generic
test function ϕλ0 rescaled to scale λ. Whenever we draw a barred arrow
this represents a factor K ′(z¯ − z) − K ′(−z), where z and z¯ are the coordinates
of the starting and end point, respectively.
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With these graphical notations at hand, we have the following expression for
the unrenormalized model Π (ε)0 :
(
Π
(ε)
0
)
(ϕλ0 ) = + .
Here, via the correspondence explained above, the first term represents the
element I2( f ) of the second Wiener chaos associated to the kernel
f (z1, z2) =
∫
ϕλ0 (z)K
′
ε(z − z1)K ′ε(z − z2) dz,
while the second term represents the constant∫∫
ϕλ0 (z)
(
K ′ε(z − z¯)
)2
dz¯ dz.
All variables z, z¯, and so on, appearing in these expressions denote space–time
variables.
At this stage, we realize that for ε sufficiently small, the second term is
identical to C (ε)0
∫
ϕλ0 (z) dz = C (ε)0
(
Π
(ε)
0 1
)
(ϕλ0 ) with C
(ε)
0 given by (6.1). As a
consequence, this term cancels out exactly in the definition of Πˆ (ε)0 and we
have
(
Πˆ
(ε)
0
)
(ϕλ0 ) = . (6.12)
We now argue that we can find random variables
(
Π0
)
(ϕλ0 ) so that the bound
(6.8a) does indeed hold. Note first that as a consequence of [Nua06, Ch. 1.1.2]
and of the fact that symmetrization is a projection in L2, a random variable X
belonging to the kth homogeneous Wiener chaos and represented by a kernel
K X satisfies EX 2 6 k!‖K X‖2L2 . As a consequence of (6.12), one therefore has
the bound
E|(Πˆ (ε)0 )(ϕλ0 )|2 6 2 . (6.13)
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Furthermore, using the explicit form of the heat kernel, one can verify that the
kernel K ′ε satisfies
sup
ε∈(0,1]
‖K ′ε‖2;p <∞,
where ‖ · ‖α;p is given by (A.1) below. (In particular, it also satisfies the same
bound with 2 replaced by 2 + κ/2.) The right hand side of (6.13) is therefore
precisely of the form IGλ (K ) for some collection of kernels K satisfying the
assumptions of Section A uniformly over ε ∈ (0, 1] and for the labelled graph G
given by
G = 2+,0 2+,0
2+,0 2+,0
. (6.14)
(Here, the label (2+, 0) on an edge e means that ae = 2+ κ/2 and re = 0.) It is
straightforward to verify that the assumptions of Theorem A.3 are satisfied, so
that one has the bound E|(Πˆ (ε)0 )(ϕλ0 )|2 . λα where
α = #{vertices not adjacent to root}|s| −
∑
e
ae = 2 · 3− 8− 2κ = 2| | + 2κ,
since the homogeneity of is | | = −1− 2κ . This bound holds uniformly over
ε ∈ (0, 1], so that it is indeed the required first bound in (6.8a).
REMARK 6.4. From now on, whenever we write IGλ without specifying a
collection of kernels K , we really mean ‘IGλ (K ) for a collection of kernels K
satisfying the assumptions of Section A uniformly over ε ∈ (0, 1]’.
We still need to obtain the second bound in (6.8a). This however can be
obtained in exactly the same way as soon as we note that, when considering
the difference between Π0 and Πˆ
(ε)
0 , we obtain a sum of expressions of the type
(6.12), but in each term some of the instances of K ′ε are replaced by K
′ and
exactly one instance is replaced by K ′ε−K ′. We then use the fact that K ′ satisfies
the same bound as K ′ε, while K
′
ε − K ′ satisfies the improved bound
‖K ′ε − K ′‖2+κ/2;p . εκ/2,
as a consequence of [Hai14, Lemma 10.17]. This is the reason for using labels
2 + κ/2 in (6.14) rather than 2, since although supε∈(0,1] ‖K ′ε‖2;p < ∞, one
has ‖K ′ε − K ′‖2;p 6→ 0 as ε → 0. This is the same for all of the symbols, so
we only ever explicitly show how to obtain the first bound in (6.8a) with the
understanding that the second bound then follows in the same way.
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6.2.2. The case τ = . We now turn to τ = . This time, one has Πˆ (ε)0 =
Π
(ε)
0 so that, similarly to before, we have the identity
(
Πˆ
(ε)
0
)
(ϕλ0 ) = + = − . (6.15)
In order to see this, recall that the barred arrow represents a difference
K ′(z¯ − z)− K ′(−z), so that one has the identity
= − .
The first term appearing on the right hand side of this expression vanishes
because the kernel (K ′ ∗ K ′ε) · K ′ is odd under the substitution (t, x) 7→
(t,−x) (recall that we assumed that the mollifier % is even under that
substitution), so that it integrates to 0, thus yielding (6.15).
Since random variables belonging to Wiener chaoses of different order are
orthogonal, we obtain as before the bound
E
∣∣(Πˆ (ε)0 )(ϕλ0 )∣∣2 6 2 +


2
.
Both terms separately can be bounded in the same way as before. This time
however the first term is given by IGλ for the graph
G = 2+,0 2+,0
2+,0 2+,0
2,1 2,1
,
that is, the two vertical edges have re = 1. Again, it is straightforward to verify
that Assumption A.1 is verified, so that the required bounds follow.
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6.2.3. The case τ = . We now turn to τ = which is slightly trickier. One
can verify from its recursive definition that the structure group acts trivially on
, so that one has similarly to before the identity
(
Πˆ
(ε)
0
)
(ϕλ0 ) = + 2 , (6.16)
where the second term comes from the product formula [Nua06]. This time, it
turns out that when trying to ‘naively’ apply Theorem A.7, its conditions fail to
be satisfied for the second term. Denote however by Qε the kernel
Qε(z) = = K (z)
∫
Kε(z − z¯)Kε(−z¯) dz¯.
It then follows by symmetry as above that
∫
Qε(z) dz = 0. As a consequence,
for any ε > 0, the distribution RQε(z) given by (A.5) with Ie,k = 0 is
exactly the same as simple integration against Qε, without any renormalization.
Furthermore, it follows easily from [Hai14, Section 10] that there is a limiting
kernel Q such that supε∈(0,1] ‖Qε‖3,p < ∞ and ‖Qε − Q‖3+κ,p . εκ . Writing
as a graphical notation for the kernel Qε = RQε, we can rewrite (6.16)
as
(
Πˆ
(ε)
0
)
(ϕλ0 ) = + 2
and bound E
∣∣(Πˆ (ε)0 )(ϕλ0 )∣∣2 by a constant multiple of |IGλ | + |I G¯λ | for graphs G
and G¯ given by
G =
2,0
2+,0
2+,0
2+,0
2,0
2+,0
2+,0
2+,0
, G¯ =
3+,-1
2+,0
3+,-1
2+,0
.
Again, Assumption A.1 can easily be checked for both of these graphs so that,
in view of the above comments, Theorem A.7 applies and yields the desired
bounds.
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6.2.4. The case τ = . Again, the structure group acts trivially on and
one has the identity ∆Wick M0 =
( − C (ε)3 1) ⊗ 1. As a consequence, we
obtain the identity
Πˆ
(ε)
0 =
(
K ′ ∗Π (ε)0
)2 − 2C (ε)3 .
When testing against the test function ϕλ0 , it follows from the product formula
and the definition of C (ε)3 that the Wiener chaos decomposition of this expression
is given by
(
Πˆ
(ε)
0
)
(ϕλ0 ) = + 4 .
Note that the term appearing in the Wiener chaos of order 0 is cancelled out
exactly by the renormalization constant C (ε)3 , which is why it does not appear
here. Similarly to before, it is now straightforward to reduce ourselves to the
situation of Theorem A.7 and to verify that Assumption A.1 holds for the two
resulting labelled graphs.
6.2.5. The case τ = . This time the structure group acts nontrivially on
and it follows from (3.20d) combined with the definition of the renormalization
map M (ε) that
Πˆ
(ε)
0 =
((
K ′ ∗ Πˆ (ε)0
)
(·)− (K ′ ∗ Πˆ (ε)0 )(0))(K ′ ∗ ξ (ε))− 2C (ε)2 .
As a consequence, one has the identity
(
Πˆ
(ε)
0
)
(ϕλ0 ) = + + 2 + 2 + 2 − 2C (ε)2 .
At this stage we note again that the last two terms cancel each other out, except
for the fact that one of the arrows in the penultimate term is ‘barred’. Using again
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the notation for the kernel Qε, we can therefore rewrite this as
(
Πˆ
(ε)
0
)
(ϕλ0 ) = + − + 2 + 2 − 2 .
At this stage, we can once again reduce ourselves to the situation of Theorem A.7
just as above.
6.2.6. Symbols containing E We now turn to the proof of (6.8a) for those
symbols τ with |τ | < 0 which contain at least one occurrence of the symbol
E .
We first consider symbols of the type τ = E k(Ψ 2k+2). Note that for k = 0, one
has τ = , which has already been treated, so we assume that k > 1. Thanks
to (5.6), the choice of renormalization constant in the definition of M (ε), and the
definition of the Wick product, one has the identity(
Πˆ
(ε)
0 τ
)
(ϕλ0 ) =
(
Πˆ
(ε)
0 E k(Ψ 2k+2)
)
(ϕλ0 ) = εk
(
(Πˆ
(ε)
0 Ψ )
(2k+2))(ϕλ0 ),
which can also be written as
(
Πˆ
(ε)
0 τ
)
(ϕλ0 ) = εk
· · ·
(2k + 2) times
. (6.17)
At this stage, we introduce the shorthand for the kernel Nε
def= ε(K ′ ∗%ε)∗
(K ′ ∗ %ε)(−·), namely
= ε .
(Since this kernel is symmetric, its orientation is irrelevant so we do not draw
any arrow on it.) With this notation, we then obtain in a similar way to before
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the bound
E
∣∣(Πˆ (ε)0 τ)(ϕλ0 )∣∣2 6 (2k) , (6.18)
where we wrote (2k) as a shorthand for N 2kε on the right. We also note
that the scaling properties of K ′ yield the bound
‖Nε‖δ;p . εδ, (6.19)
for every δ ∈ (0, 1] and every p > 0. Indeed, it suffices to note that [Hai14,
Lemma 10.17] implies that ‖K ′ ∗ %ε‖1+δ;p . εδ−1 which then allows us to
apply [Hai14, Lemma 10.14]. As a consequence, we are again in the setting
of Theorem A.7, with a graph G˜ that is exactly the same as the graph G in (6.14),
except for an additional edge with ae arbitrarily small connecting the left and
right vertices. Since Assumption A.1 is an open condition any graph G˜ obtained
from another graph G by the addition of some new edges with ae = δ or the
increase of the homogeneities of some edges by δ satisfies Assumption A.1 for δ
sufficiently small, provided that the original graph G satisfies it. Combining this
with (6.19), it follows that one has the bound
E
∣∣(Πˆ (ε)0 τ)(ϕλ0 )∣∣2 . εδλ|τ |+δ,
for some sufficiently small choice of δ. In particular, the bounds (6.8a) are
satisfied with Πˆ0τ = 0.
Something similar happens for all other symbols containing at least one
instance of E . Indeed, consider next τ = E k(Ψ 2k+1I ′(E `Ψ 2`+2)) with k,
` > 0, which is the ‘E-decorated’ version of τ = . As a consequence of
(5.6), Proposition 5.7, and the fact that Πˆ (ε) is again an admissible model by
construction (see [Hai14, Section 8]), we conclude that one has the identity(
Πˆ
(ε)
0 τ
)
(z) = εk+`(K ′ ∗ ξ (ε))(z)(2k+1)(K ′ ∗ (K ′ ∗ ξ (ε))(2`+2))(z), (6.20)
where we use the symbol  to denote the Wick product (or rather Wick power
in this case), see [Nua06]. Similarly to above, the kernel Q(m)ε = QεN mε is odd
for every m > 0, so that it can again be identified with RQ(m)ε . Furthermore, it
is of order 3+ δ for any δ > 0 and ‖Q(m)ε ‖3+δ,p . εδ for δ ∈ (0, 1) provided that
m > 0. Combining this with (6.20) we conclude that, for every sufficiently small
exponent δ, δ¯ > 0, one has again a bound of the type
E
∣∣(Πˆ (ε)0 τ)(ϕλ0 )∣∣2 6 |IGλ | + |I G¯λ |,
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but this time the two labelled graphs G and G¯ are given by
G =
δ,0
δ,0
2+δ,0
2+,0
2+,0
2+,0
2+δ,0
2+,0
2+,0
2+,0
, G¯ =
δ,0
δ,0
3+δ,-1
2+,0
3+δ,-1
2+,0
.
Furthermore, again as a consequence of the bound (6.19) and the corresponding
bound for Q(m)ε , it follows that as soon as k + ` > 0, at least one of the factors‖Ke‖ae;p appearing in Theorem A.7 is bounded by εδ, thus yielding the required
bound.
6.2.7. Additional bounds on Πˆ (ε) We now turn to the proof of the bound (6.8c).
This bound is of course nontrivial only for symbols τ with |τ | < γ¯ . The bound
for τ = is very easy to obtain so we do not dwell on it. Regarding τ = , we
can write it as in (6.12) as
(
Πˆ (ε)z
)
(ηλz ) = .
Since the test function η integrates to 0, this is equal to
(
Πˆ (ε)z
)
(ηλz ) = ,
so that we have the bound
E
∣∣(Πˆ (ε)z )(ηλz )∣∣2 = 2 .
At this point, we note that, as a consequence of [Hai14, Lemma 10.7], we have
the bound
|K ′ε|α;p . εα−2,
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for every α ∈ [1, 2]. For such values of α, we can therefore write
E
∣∣(Πˆ (ε)z )(ηλz )∣∣2 . ε4(α−2)|IGλ |, G = 2,1 2,1α,0 α,0
α,0 α,0
.
One can now verify that as long as α > 32 , the conditions of Theorem A.7 are
satisfied, so that one has the bound
E
∣∣(Πˆ (ε)z )(ηλz )∣∣2 . ε4α−8λ8−4α.
In particular, since γ¯ < 1, we can choose α such that 8− 4α = 2γ¯ + κ , so that
the required bound (6.8c) follows for τ = .
We now turn to τ = . Following the exact same procedure, combined with
the steps from Section 6.2.3, we see that in this case one has
E
∣∣(Πˆ (ε)z )(ηλz )∣∣2 . ε2(α−2)(|IGλ | + |I G¯λ |),
where the graphs G and G¯ are given by
G =
2,1 2,1
2,0
α,0
2,0
2,0
2,0
α,0
2,0
2,0
, G¯ =
2,1 2,1
α+1,0
2,0
α+1,0
2,0
.
Again, one can verify that the assumptions of Theorem A.7 hold provided that
we choose α > 32 so that we then obtain the bound
E
∣∣(Πˆ (ε)z )(ηλz )∣∣2 . ε2α−4λ5−2α.
Again, the required bound follows since γ¯ < 1. The case τ = follows in a very
similar way. All other symbols in U ′ of homogeneity below 1 are just ‘decorated’
versions of , , , or and can therefore be treated in exactly the same way as
in Section 6.2.6.
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6.2.8. Bounds on fˆ (ε) It now only remains to show that the bounds (6.8b) also
hold. For this, we recall from (6.9) that the only symbols τ such that |τ | < 0 and
|E j−1(τ )| > 0 for some j > 1 are all of the form
τ = Ψ 2 j−nI ′(E k1−1Ψ 2k1) · · ·I ′(E k`−1Ψ 2k`), (6.21)
with n > 2, j ∈ {dn/2e, . . . ,m}, and ki ∈ {1, . . . ,m}. In order to bound
fˆ (ε)z (E
j−1
0 (τ )), note first that, setting Ψ
(ε)(z) = (K ′ ∗ ξ (ε))(z), it is a
straightforward calculation to show that one has the bounds
E|DkΨ (ε)(z)|2 . ε−1−2|k|, |EDkΨ (ε)(0)DkΨ (ε)(z)| . (|z| + ε)−1−2|k|,
(6.22)
for every multiindex k. Let now {k1, . . . , kr } be a finite collection of such
multiindices and set
Ψ
(ε)
k1,...,kr (z) = Dk1Ψ (ε)(z)  · · ·  DkrΨ (ε)(z).
Combining this with (6.22) and Lemma 6.9 below, it is not difficult to see that
E|K ′ ∗ Ψ (ε)k1,...,kr (z)|2 . ε2−r−2
∑r
i=1 |ki |.
In particular, setting Φ(ε)` (z) =
(
K ′ ∗ (Ψ (ε))`)(z), one has the bound
E|DkΦ(ε)` (z)|2 . ε2−`−2|k|. (6.23)
We now note that, for τ as in (6.21), one has
fˆ (ε)z (E
j−1
0 (τ )) = ε j−1−`+
∑`
i=1 kiΨ (ε)(z)(2 j−n)Φ(ε)2k1(z) · · ·Φ(ε)2k`(z).
Combining (6.23) and (6.22) with the generalized Leibniz rule and the
equivalence of moments for random variables belonging to a Wiener chaos
of finite order, we conclude that
E|Dr fˆ (ε)z (E j−10 (τ ))| . ε(n/2)−1−|r |.
The bound (6.8b) now follows immediately.
6.3. Behaviour of the renormalization constants. The goal of this section
is to provide precise asymptotic results on the behaviour of the renormalization
constants C (ε)τ for τ ∈ B appearing in the construction of our model. We have
the following convergence result.
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THEOREM 6.5. Let C (ε)2 and C
(ε)
3 be as in (6.1) and let C
(ε)
τ be as in (6.2). Then,
there exists a constant c ∈ R depending both on the choice of K and of the
mollifier % such that
lim
ε→0
(
C (ε)3 + 4C (ε)2
) = c. (6.24)
Furthermore, for every τ ∈B\{ , }, there exists a constant cτ ∈ R such that
limε→0 C (ε)τ = cτ , and these constants are independent of the choice of kernel K .
REMARK 6.6. The statement (6.24) is nontrivial since in general both of these
constants diverge logarithmically as ε → 0, see [Hai13]. Note furthermore
that although it is very similar, this theorem does not follow immediately from
[Hai13, Lemma 6.5] because here we consider space–time regularizations of the
noise.
For the remainder of this section, it turns out to be more convenient to work
with the rescaled kernel
Kε,%(z)
def= (% ∗ S (1)ε K )(z),
where the scaling operator S (α)ε is defined by(S (α)ε K )(t, x) = εαK (ε2t, εx).
This is because in the rescaled variables, our kernels will turn out to converge to
nontrivial limits, which is something that would not be easily seen in the original
variables. Similarly to before, K ′ε,% denotes the spatial derivative of Kε,%.
REMARK 6.7. A simple change of variables shows that (6.1) is still valid if we
interpret as an instance of the rescaled kernel K ′ε,% instead of the kernel
%ε ∗K ′ and as an instance of (S (1)ε K )′ = S (2)ε (K ′) instead of K ′. We make
use of these interpretations for the remainder of this section.
Before we turn to the proof of Theorem 6.5, we provide a number of useful
technical results. In order to state our first result, we introduce the family of
norms
‖F‖α,β = sup
|z|61
|z|α|F(z)| + sup
|z|>1
|z|β |F(z)|,
and we denote by Bα,β the Banach space consisting of the functions F : Rd+1→
R such that ‖F‖α,β < ∞. Here, for z = (t, x), we denoted by |z| = |x | + √|t |
its parabolic norm.
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REMARK 6.8. It is straightforward to show that Kε,% and K ′ε,% belong to B1,0
and B2,0, respectively, and that, for every κ > 0, they converge to limits in B1−κ,0
and B2−κ,0, respectively. These limits are given by P% and P ′%, respectively, where
P% = P ∗ % and P is the heat kernel without truncation.
Our first preparatory result shows how convolution acts in these spaces.
LEMMA 6.9. Suppose that for j = 1, 2, F j are functions on Rd+1 with parabolic
scaling such that Fi ∈ Bαi ,βi with αi < d+2, i = 1, 2 and β1+β2 > d+2. Then
there exists C > 0 such that
‖F1 ∗ F2‖α,β 6 C‖F1‖α1,β1‖F2‖α2,β2, (6.25)
with α = 0 ∨ (α1 + α2 − d − 2) and β = (β1 + β2 − d − 2) ∧ β1 ∧ β2.
Proof. The condition αi < d + 2, i = 1, 2 is required or the integral defining
F1 ∗ F2 diverges at small scales. Similarly, we need β1 + β2 > d + 2 for the
integral to converge at large scales. By bilinearity, we can (and will from now
on) assume that ‖F j‖α j ,β j = 1 for j ∈ {1, 2}.
Let first |z| 6 1 and write
(F1 ∗ F2)(z) =
∫
Rd+1
F1(y) F2(z − y) dy. (6.26)
We now break the domain of integration into four regions {Ai}4i=1 and we bound
it separately in each of them. We set
A1 = {y : |y| 6 2|z| & |y| 6 |z − y|},
A2 = {y : |y| 6 2|z| & |y| > |z − y|},
A3 = {y : |y| ∈ (2|z|, 2)},
A4 = {y : |y| > 2}.
For y ∈ A1, since |z| 6 |y| + |z − y|, we have |z − y| > |z|/2, so that
|F1(y)F2(z− y)| 6 |z|−α2 |y|−α1 . Integrating this bound over {|y| 6 2|z|} yields a
bound proportional to |z|d+2−α1−α2 . Exchanging the roles of y and z−y, we obtain
the same bound for the integral over A2. For y ∈ A3, have |z − y| > |y| − |z| >
|y|/2 and |z − y| 6 3, so that |F1(y)F2(z − y)| . |y|−α1−α2 . Integrating this
bound over A3 yields this time a bound proportional to 1+ |z|d+2−α1−α2 . Finally,
on A4, we also have |z − y| > |y|/2, but we additionally have |y| > 2, so that
this time |F1(y)F2(z − y)| . |y|−β1−β2 . Since β1 + β2 > d + 2 by assumption,
this is integrable over |y| > 2, so that we obtain a bound proportional to 1, thus
completing the required bound on
∣∣(F1 ∗ F2)(z)∣∣ for |z| 6 1.
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For |z| > 1, we break the domain of integration for (6.26) into five regions
{Bi}5i=1, namely
B1 = {y : |y| 6 1/2},
B2 = {y : |z − y| 6 1/2},
B3 = {y : |y| 6 2|z| & |y| 6 |z − y|} \ B1,
B4 = {y : |y| 6 2|z| & |y| > |z − y|} \ B2,
B5 = {y : |y| > 2|z|)}.
On B1, we have |z − y| > |z| − |y| > |z|/2 so that, since furthermore |z| > 1,
one has
|F1(y)F2(z − y)| . |z|−β2 |y|−α1 . (6.27)
Integrating this over B1 yields a bound of the order |z|−β2 since we assumed that
α1 < d + 2. In the case of B2, we similarly obtain a bound of the order |z|−β1 .
On B3, we have instead |F1(y)F2(z− y)| . |z|−β2 |y|−β1 , which we integrate over
|y| ∈ (1/2, 2|z|], so that we obtain a bound of the order of |z|−β2(1+ |z|d+2−β1).
In the same way, the integral over B4 yields a bound of the order of |z|−β1(1 +
|z|d+2−β2). Finally, for y ∈ B5, we have |z − y| > |y| − |z| > |y|/2 so that
|F1(y)F2(z − y)| . |y|−β1−β2 , thus yielding a bound of the order |z|d+2−β1−β2 .
Collecting all of these bounds completes the proof.
We also need a slightly stronger conclusion in a special case. In order to
formulate this, we introduce the family of norms
‖F‖α,β;1 = sup
|z|61
|z|α|F(z)| + sup
|z|>1
|z|β(|F(z)| + |z| |∇x F(z)| + |z|2 |∂t F(z)|),
and we denote byBα,β;1 the Banach space consisting of the functions F : Rd+1→
R such that ‖F‖α,β;1 <∞.
LEMMA 6.10. Let F j as in Lemma 6.9, but with β1 > d+2 > β2 > 0, αi < d+2,
and such that additionally
∫
F1(z) dz = 0 and ‖F2‖α1,β1;1 < ∞. Then, one has
the stronger conclusion β = (β1 + β2 − d − 2) ∧ (β2 + 1).
Proof. We only need to consider |z| > 2 say and, as before we want to estimate
the integral
(F1 ∗ F2)(z) =
∫
Rd+1
F1(y) (F2(z − y)− F2(z)) dy. (6.28)
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The reason why this identity holds is of course that we assumed that F1 integrates
to 0. This time, we break the integral into three regions.
First, we consider the case |y| 6 |z|/2. In this case, as a simple consequence
of our bounds on the derivatives of F2, one has
|F2(z − y)− F2(z)| . |y| |z|−β2−1.
On the other hand, one has∫
|y|6|z|
|y| |F1(y)| dy . |z|0∨(d+3−β1).
Combining the two yields a bound of the required form. For the integral over the
region |y| > 2|z|, we use the ‘brutal’ bound
|F2(z − y)− F2(z)| . |z|−β2,
so that this integral is bounded by |z|−β2 ∫|y|>|z| |F1(y)| dy. Since we assumed
that β1 > d + 2, this integral converges and is of order |z|d+2−β1 thus yielding
the required bound. Finally, in the region |z|/2 6 |y| 6 2|z|, we bound |F1(y)|
by |z|−β1 . Since β2 < d + 2, the integral of |F2(z − y)− F2(z)| over that region
can be bounded by |z|d+2−β2 , thus again yielding the correct bound.
REMARK 6.11. Lemmas 6.9 and 6.10 immediately extend to the case of
arbitrary scalings by replacing each instance of d + 2 by the scaling dimension
of the underlying space.
Before we turn to the proof of Theorem 6.5, we define a kernel Qε by
Qε(z) = =
∫
K ′ε,%(z − z¯)K ′ε,%(−z¯) dz¯. (6.29)
(Recall Remark 6.7 regarding these notations.) We then have the following result.
LEMMA 6.12. With Qε as above, there exist kernels R(1)ε , R
(2)
ε and R˜ε such that
2Qε(z) = Kε,%(z)+ Kε,%(−z)+ R(1)ε (z)+
(S (1)ε R(2)ε )(z),
S (2)ε K ′ = K ′ε,% + R˜ε,
and such that the bounds
‖R(1)ε ‖0,2 + ‖R(2)ε ‖0,4 + ‖R˜ε‖2,3 6 C,
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hold for some C independent of ε ∈ (0, 1]. Furthermore, for every κ > 0, these
kernels converge in B0,2−κ , B0,4 and B2,3−κ , respectively, as ε → 0. In the case
of R(1)ε , the limit is 0 and in the case of R˜ε it is independent of the choice of K .
Proof. Since K ′ε,% = % ∗ S(2)ε K ′, the claim for R˜ε follows from the general fact
that, for any kernel Kˆ with ‖Kˆ‖α,β <∞ and α < d + 2, one has
‖Kˆ − % ∗ Kˆ‖α,β+1 . ‖Kˆ‖α,β .
Regarding Rε, an explicit calculation shows that if we denote by P the heat
kernel, one has the identity
2
∫
P ′(z − z¯)P ′(−z¯) dz¯ = P(z)+ P(−z).
(Simply consider the Fourier transforms of both sides.) Since K is compactly
supported and agrees with P in some neighbourhood of the origin, this
immediately implies that there exists a smooth compactly supported function R
such that
2
∫
K ′(z − z¯)K ′(−z¯) dz¯ = K (z)+ K (−z)+ R(z).
Rescaling and convolving with %(2), we conclude that
2Qε(z) =
(
%(2) ∗ S (1)ε K
)
(z)+ (%(2) ∗ S (1)ε K )(−z)+ S (1)ε (%(2)ε ∗ R)(z),
so that we can set
R(2)ε = %(2)ε ∗ R,
R(1)ε (z) =
(
(%(2) − %) ∗ S (1)ε K
)
(z)+ ((%(2) − %) ∗ S (1)ε K )(−z).
The required bounds then follow easily.
LEMMA 6.13. Let C˜ (ε)2 and C˜
(ε)
3 be defined by the identities
C (ε)2 = + C˜ (ε)2 , C (ε)3 = + C˜ (ε)3 . (6.30)
Then both C˜ (ε)2 and C˜
(ε)
3 converge to finite limits as ε → 0, and these limits do
not depend on the choice of the cutoff kernel K .
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/fmp.2018.2
Downloaded from https://www.cambridge.org/core. IP address: 137.205.202.82, on 30 Oct 2019 at 14:55:24, subject to the Cambridge Core
M. Hairer and J. Quastel 76
Proof. Comparing (6.30) to (6.1) and writing for the kernel Dε
def=
S (2)ε K ′ − K ′ε,%, we have
C˜ (ε)2 = + .
At this point, we note that K ′ε,%, S (2)ε K ′, and Dε converge in B0,2−κ , B2+κ,2−κ ,
and B2+κ,3−κ , respectively, and that these limits do not depend on the choice of
cutoff K . The claim for C˜ (ε)2 now follows by repeatedly applying Lemma 6.9.
The constant C˜ (ε)3 can be dealt with in a very similar fashion.
We now have finally all the ingredients required for the proof of Theorem 6.5.
Proof of Theorem 6.5. We first prove that (6.24) holds. Since we also need the
kernel Kε,% in this proof, we use for it the graphical notation As a
consequence of Lemmas 6.13, 6.12, and 6.9, we have the identities
4C (ε)2 = + + + + (. . .),
4C (ε)3 = 2 + 2 + (. . .),
(6.31)
where (. . .) denotes an expression that converges to a finite limit as ε→ 0. This
can easily be shown in a way similar to the proof of Lemma 6.13. For example,
one of the additional terms appearing in the right hand side of C (ε)2 is given by
((R(1)ε · K ′ε,%) ∗ K ′ε,% ∗ Pε)(0)+ ((R(2)ε · K ′ε) ∗ K ′ε ∗ K ′ε ∗ K ′ε(−·))(0). (6.32)
To show that this converges to a finite limit, one uses the fact that, by Remark 6.8
and Lemma 6.12, R(1)ε ·K ′ε,%, K ′ε,% and Pε converge as ε→ 0 in B0,4−κ , B0,2−κ , and
B0,1−κ , respectively, for every κ > 0. It then suffices to take κ sufficiently small
and to apply Lemma 6.9 twice to show that the first term in (6.32) converges to a
finite limit. Regarding the second term of (6.32), both R(2)ε · K ′ε and K ′ε converge
to limits in B2+κ,3 for any κ > 0 so that its convergence can again be reduced to
repeated applications of Lemma 6.9. The other terms appearing in the remainder
terms of (6.31) can be dealt with in an analogous way.
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At this stage, we perform an integration by parts for the integration variable
represented by the top-left vertex in the first term for C (ε)3 . This yields the exact
identity
= −2 ,
where the factor 2 comes from the fact that the derivative of (Kε,%)2 (the two
arrows linking the two top vertices) equals 2Kε,%K ′ε,%. Inserting this into the
above expression for C (ε)3 yields
C (ε)3 = − +
1
2
+ (. . .).
We now note that the first term in this expression is identical to the first term
appearing in the expression for 4C (ε)2 . As a consequence, we have
C (ε)3 + 4C (ε)2 = + + +
1
2
+ (. . .). (6.33)
It is therefore sufficient to show that the four terms appearing on the right hand
side of this expression all converge to finite limits as ε→ 0.
To bound the first two terms, we use the easily shown fact that the kernel
K ′ε,%(z)Kε,%(−z) converges to P ′%(z)P%(−z) (where we set P% = P ∗ %) B0,β
for every β > 0. The fact that these terms converge to finite limits independent
of the choice of K then immediately follows by applying Lemma 6.9 twice. A
virtually identical argument allows to deal with the fourth term. Concerning the
third term appearing in the right hand side of (6.33), we note that, by Remark 6.8
and Lemma 6.9, the kernel Fε
def= (Kε,%K ′ε,%) ∗ K ′ε,% converges to a limit in B0,2−κ
for any κ > 0, and is supported in {(t, x) : t > −C}, for some fixed constant
C > 0. Since the kernel Kε,% also has the same support property and converges
in B0,1−κ , the product Fε(z)Kε,%(−z) converges in B0,3−κ and is supported in
{(t, x) : |t | 6 C}. It is straightforward to conclude that such a function is
absolutely integrable for κ small enough, and the claim then follows.
It remains to show that the constants C (ε)τ have finite limits for all τ ∈B\{ ,
}, whereB was defined in (5.2). Let us first consider elements τ of the form
τ = E `(Ψ 2`I ′(Em(Ψ 2m+2))I ′(En(Ψ 2n+2))),
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with ` + m + n > 0, which is essentially a ‘decorated’ version of . By the
definition (6.2) of C (ε)τ combined with the definitions of M
Wick andΠ(ε), we have
the identity
C (ε)τ = ε`+m+nE((Ψ (ε))(2`)Φ(ε)2m+2Φ(ε)2n+2)(0),
where we used the notations Ψ (ε) = K ′ ∗ ξ (ε) and Φ(ε)` = (K ′ ∗ (Ψ (ε))`) as in
(6.22) and (6.23). Using graphical notations similar to before and the properties
of the Wick product, the expectation appearing in this expression is given by
all possible ways of performing pairwise contractions of all nodes of the type
without ever contracting two nodes belonging to the same ‘group’ in the
following graph:
· · ·
(2m + 2)
· · ·
(2n + 2)
· · ·
(2`)
It is clear that such a pairing can exist only when no such group is larger than the
two others combined, that is, when m 6 `+n, n 6 `+m, and ` 6 m+n+2. If
one of these conditions fails, one has C (ε)τ = 0 and the statement is trivial. If they
are satisfied on the other hand, one obtains with the same graphical notations as
in (6.18) the identity
C (ε)τ = ε`+m+nC`,m,n (a)(b)
(c)
, (6.34)
where the integer values a, b and c are related to `, m and n by a + b = 2`,
a + c = 2m + 2, b+ c = 2n + 2, and the combinatorial factor C`,m,n is given by
C`,m,n = (2m + 2)!(2n + 2)!(2`)!a!b!c! .
The above conditions on `, m, n precisely guarantee that a, b and c are positive.
In order to show that C (ε)τ converges to a limit as ε → 0, we note first that as
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before we can perform a change of variables such that one actually has
C (ε)τ = C`,m,n (a)(b)
(c)
, (6.35)
provided that we now interpret (k) as Pkε and as S (2)ε K ′. As
a consequence of Lemma 6.12, combined with the properties of the scaling
operator and the definition of K , the kernel Pε converges to a limit P0 in
B0,1−κ for every κ > 0. Similarly, the kernel S (2)ε K ′ converges to P ′ (the spatial
derivative of the heat kernel P) in B2,2−κ for every κ > 0. In all cases, these
limits are independent of the choice of kernel K .
Write P˜ (a)ε = Paε S (2)ε K ′ as a shorthand. As a consequence of the above, the
kernels P˜ (a)ε , P˜
(b)
ε , and P
c
ε converge in B2,2+a−κ , B2,2+b−κ and B0,c−κ , respectively.
We now distinguish between two different cases. First, we consider the case
c = 0. In this case we see from (6.35) that
C (ε)τ = C`,m,n
∫
P˜ (a)ε (z) dz
∫
P˜ (b)ε (z) dz.
Since the kernels P˜ (a)ε and P˜
(a)
ε are odd under the substitution x 7→ −x , we have
C (ε)τ = 0 in this case so the claim is trivial. In the case c > 0, we obtain from
(6.35) the identity
C (ε)τ = C`,m,n
(
P˜ (a)ε ∗ P˜ (a)ε (−·) ∗ Pcε
)
(0).
To show that this converges, note first that as a consequence of Lemma 6.9, P˜ (a)ε ∗
P˜ (a)ε (−·) converges in B1,β to some limit P˜ (a,b) for every β < (1 + a + b) ∧
(2+ a)∧ (2+ b). There are now three cases. If a = b = 0, then P˜ (a,b) ∈ B1,1−κ .
In this case one has ` = 0 and c = m + n + 2 > 3, so that Pcε converges in
B0,3−κ . Lemma 6.9 then implies that the convolution converges in B0,0, so that
C (ε)τ converges. If a > b = 0, then P˜ (a,b) ∈ B1,2−κ . In this case, since b = 0 and
b + c = 2n + 2, one has c > 2 so that Pcε converges in B0,2−κ . This does again
allow us to apply Lemma 6.9 to show that C (ε)τ converges in this case. The case
b > a = 0 is of course identical. In the last case when both a and b are strictly
positive, one has P˜ (a,b) ∈ B1,3−κ . Since we assumed c > 0, this again allows us
to apply Lemma 6.9 to cover this last case as well.
We now turn to
τ = E `(Ψ 2`+1I ′(Em(Ψ 2m+1I ′(En(Ψ 2n+2))))),
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the ‘decorated’ version of . In this case, an argument virtually identical to
above shows that one has
C (ε)τ = C`,m,n (a)(b)
(c)
, (6.36)
but this time the constants a, b, c satisfy
a + c = 2`+ 1, a + b = 2m + 1, b + c = 2n + 2. (6.37)
As before one has C (ε)τ = 0 when c = 0 so that we can assume c > 0. As before,
we then have
C (ε)τ = C`,m,n
(
P˜ (a,b)ε ∗ Pcε
)
(0),
this time with P˜ (a,b)ε = P˜ (a)ε ∗ P˜ (b)ε which, as before, converges to a limit P˜ (a,b)
in B1,β for every β < (1 + a + b) ∧ (2 + a) ∧ (2 + b). The case a = b = 0 is
impossible since one has a + b > 1, so assume first a > b = 0. As before, this
implies that c > 2, so that this case is covered by Lemma 6.9 as above. The case
where a, b, c > 0 is also covered in exactly the same way as above. This time
however, the case b > a = 0 is not the same as the case a > b = 0 since the
conditions (6.37) are no longer symmetric under a ↔ b. If c > 2, then this case
is covered in the same way as before.
However, it can happen this time that a = 0 and c = 1, which is not covered
by Lemma 6.9 anymore. Our assumptions then imply that b > 3, so that P˜ (b)ε
is integrable. We furthermore exploit the fact that P˜ (b)ε is odd, so that it actually
integrates to 0 and we are in the setting of Lemma 6.10 with α1 = α2 = 2,
β1 = 5− κ , and β2 = 2− κ . This shows that in this case P˜ (a,b)ε converges to P˜ (a)
not only in B1,β for β < 2, but also for all β < 3. Lemma 6.9 now applies to
show that the convolution with Pε converges in B0,0, thus yielding the required
convergence and concluding the proof.
7. Main convergence results
We are now ready to collect the various results from the previous sections in
order to prove the main convergence results of this article.
7.1. Weak asymmetry regime. We have the following result, which allows
us to identify solutions driven by the model M with the Hopf–Cole solutions to
the KPZ equation.
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PROPOSITION 7.1. Let γ, η be as in Theorem 4.16 and let H ∈ Dγ,η be
the solution to (4.20) given by Theorem 4.16 for the model M given by
Theorem 6.1, and with initial condition h0 ∈ Cη. Then, there exists a constant c
depending only on the choice of cutoff kernel K such that the function h(t, x) =
(RH)(t, x)− λ3ct is almost surely equal to h(λ)HC with λ = aˆ1.
In order to prove this result, we give an alternative construction of the model
M. This will allow us to obtain Proposition 7.1 as an essentially immediate
consequence of [HP15, Theorem 4.7]. To formulate this preliminary result, we
define M˜ (ε) exactly as M (ε), but this time with Cτ = 0 for every τ of the form
(5.2) with `+ m + n > 0. Using the same notations as above, we then have the
following result:
PROPOSITION 7.2. Let ξ (ε) be given by (1.11) and consider the sequence of
models on T given by
M˜ε = M˜ (ε)L0(ξ (ε)),
with L0 defined in Section 3.6. Then, one has M˜ε → M in M0 in probability,
where M is the same (random) model as in Theorem 6.1.
REMARK 7.3. Note that in the statement of Proposition 7.2, we consider the lift
L0 instead of the lift Lε. Since we furthermore set Cτ = 0 for every formal
expression τ containing the symbol E , the model M˜ε yields 0 when applied to
any formal expression that includes a power of E .
Proof. By the combined definitions of L0 and M˜ (ε) (in particular the fact that
Cτ = 0 for every τ of the form (5.2) with `+m+n > 0), the model M˜ε = (Π˜ (ε),
f˜ (ε)) satisfies Π˜ (ε)z τ = 0 for every symbol τ that contains at least one occurrence
of E . Therefore, any limiting model Π˜ must satisfy Π˜zτ = 0 for such symbols,
which is indeed the case for Πˆ .
Regarding the symbols τ not containing E , we see from the definition of
Lε in Section 3.6 that both Lε(ξ (ε)) and L0(ξ (ε)) act in exactly the same way
on these symbols. Furthermore, the map ∆Wick appearing in (5.1) is the same
for the constructions of M (ε) and M˜ (ε), and the maps M0 (also appearing in
(5.1)) coincide on all elements not containing the symbol E . Therefore, we have
Π˜ (ε)z τ = Πˆ (ε)z τ for every τ not containing E . The claim (including that the models
M˜ε converge in M0) immediately follows from the fact that, f˜ (ε) is uniquely
determined from Π˜ (ε) by the condition that our models are admissible and satisfy
f˜ (ε)z (E
k
` (τ )) = 0 for every τ .
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Proof of Proposition 7.1. By Proposition 7.2, h is the limit in probability of hε,
where hε = R(ε)Hε, with Hε the solution to the fixed point problem associated
to the model M˜ε and R(ε) the corresponding reconstruction operator. (Note that
M˜ε is a model inM0 and the convergence takes place there. As a consequence,
we can take an initial condition in Cη even for ε 6= 0.)
However, we know from Proposition 5.9 that hε is the classical strong solution
to the semilinear PDE
∂t hε = ∂2x hε + aˆ1(∂x hε)2 + ξ (ε) − aˆ1C (ε)0 − cε, (7.1)
where the constant cε is given by
cε = 2aˆ31
(
4C (ε)2 + C (ε)3
)
.
(Recall that the constants C (ε)i were defined in (6.1).) This constant converges
to a finite limit of the form aˆ31c0 with c0 ∈ R depending in general both on the
mollifier % and the (arbitrary) choice of kernel K by Theorem 6.5. In particular,
a simple application of the chain rule shows that Zε = exp(aˆ1hε) is the mild
solution to
∂t Zε = ∂2x Zε + aˆ1 Zε ξ (ε) − aˆ1
(
aˆ1C
(ε)
0 + cε
)
Zε. (7.2)
It was recently shown in [HP15, Theorem 4.7] (but see also [Hai13]) that, for
every T > 0, the family Zε converges in probability in Cη([0, T ] × S1) to a limit
Z and that, provided that the renormalization constant cε is suitably chosen (of
the form aˆ31 cˆ0 for some cˆ0 depending only on the choice of mollifier), this limit
is almost surely equal to the solution to the stochastic heat equation (1.3) with
λ = aˆ1. This shows that the limit of (7.2) is given by
Z = exp(aˆ30(cˆ0 − c0)t)Z (aˆ1).
Since we know that Z (aˆ1) remains strictly positive [BG97], this implies in
particular that hε− aˆ30(cˆ0− c0)t converges in probability to h(λ)HC, thus proving the
claim with c = cˆ0 − c0. The fact that c depends only on K and not on the choice
of mollifier % is a simple consequence of the fact that neither the limiting model
M nor the Hopf–Cole solution depend on %. (But the limiting model M does
depend on the choice of K , this is why there is no ‘canonical’ value for c.)
We are now ready to collect all of these results to prove the main convergence
result of this article.
Proof of Theorem 1.2. Writing hˆε = hε−(ε−1λˆ+c)t , we first note that hˆε solves
the equation
∂t hˆε = ∂2x hˆε +
1
ε
F
(√
ε∂x hε
)− ε−1λˆ− c + ξ (ε).
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Define now coefficients aˆk implicitly by imposing the identity between
polynomials
F(x) =
m∑
k=0
aˆk H2k(x,C0),
where Hk(x, c) denotes the kth generalized Hermite polynomial as in (5.6). One
can check that the coefficients aˆk are then given by
aˆk = 1k!
∫
F (k)(x) µ0(dx).
As a consequence of Proposition 5.9, it then follows that, provided that the
constant c is suitably chosen and that we set λˆ = aˆ0, one has hˆε =RH , where H
solves the fixed point problem (4.20) for the renormalized model Mε considered
in Theorem 6.1. The (local in time) convergence of hˆε to a limit h now follows by
combining the convergence ofMε given in Theorem 6.1 with Theorem 4.16. The
identification of the limit as the Hopf–Cole solution (provided that the constant
c is suitably chosen) is given by Proposition 7.1. Since we know that the Hopf–
Cole solutions are global, we immediately obtain convergence over any fixed
time interval from the last statement of Theorem 4.16.
7.2. Intermediate disorder regime. We now prove Theorem 1.1. Let us first
consider the special case where F is a polynomial, so that F˜ = 0. In this case,
we can rewrite the nonlinearity of (1.16) as
2p−1∑
k=0
ap+kεk/(2p−1)ε p+k−1(∂x hε)2(p+k),
which suggests that we should set Fε(x) =∑2p−1k=0 ap+kεk/(2p−1)x2(p+k) and define
coefficients aˆ(ε)k as before by
aˆ(ε)k =
1
k!
∫
F (k)ε (x) µ0(dx).
In this case, one has in particular aˆ(ε)2 → λ, with λ as in (1.17), as well as aˆ(ε)0 =
εCε, with Cε as in (1.17). One also has aˆ
(ε)
k → aˆk for some aˆk proportional to ap
for k 6 p, and aˆ(ε)k → 0 for k ∈ {p, . . . , 3p − 1}. With these notations at hand,
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we consider the fixed point problem
Hε = P1+
(
Ξ +
3p−1∑
j=1
aˆ(ε)j Q60Eˆ j−1
(Q60(DHε)2 j)
+ ε−((3p−1)/(2p−1)) F˜(ε p/(2p−1)RDHε)1)
+ Ph(ε)0 , (7.3)
where R denotes the reconstruction operator. Note now that if Hε solves this
fixed point equation and belongs to Dγ,ηε , then DHε is necessarily of the form
DHε = I ′(Ξ)+U ′,
with U ′ ∈ Dγ,ηε and U ′ taking values in the subspace of T spanned by 1 and
elements with strictly positive homogeneity. In particular, by (4.10) and [Hai14,
Definition 6.2],RU ′ is a continuous function such that∣∣(RU ′)(t, x)∣∣ . (ε2 + |t |)(η−1)/2‖Hε‖γ,η;ε. (7.4)
It is also straightforward to show that(
Π (ε)z I ′(Ξ)
)
(z) = |(K ′ ∗ ξ (ε))(z)| . ε−(1/2)−κ , (7.5)
for any κ > 0, uniformly over compact domains. This shows that, for η > 12 − κ ,
the map
Hε 7→ ε(1/2)+κRDHε,
is locally Lipschitz continuous from Dγ,ηε into C (the space of continuous
functions on the compact domain D endowed with the supremum norm),
uniformly over models (Π, Γ ) ∈ Mε with |Π |ε bounded and furthermore
satisfying (7.5). Combining this with the fact that |F˜(u) − F˜(v)| . |u −
v|(|u|6p−1 + |v|6p−1) for u and v bounded, we conclude that, provided that
κ < 1/(12p2), the map
Hε 7→ F˜ (ε)(Hε) def= ε−((3p−1)/(2p−1)) F˜
(
ε p/(2p−1)RDHε
)
,
is locally Lipschitz continuous from Dγ,ηε into C (the space of continuous
functions on the compact domain D endowed with the supremum norm), with
both norm and Lipschitz constant bounded uniformly over ε ∈ (0, 1], Hε in
bounded balls of Dγ,ηε , and models in Mε with bounded norm satisfying (7.5)
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for a fixed proportionality constant. As a matter of fact, both the norm and the
Lipschitz constant of F˜ (ε) are bounded by εθ for some θ > 0. Since the map
u 7→ P ∗ 1+u, where P denotes the heat kernel, maps C into Dγ,ηε with norm
bounded uniformly in ε and behaving like T θ for some θ > 0, where T is
the local existence time under consideration, we can proceed as in the proof of
Theorem 4.16 to conclude that (7.3) admits local solutions with a local existence
time uniform over initial conditions and models as just discussed.
As in the proof of Theorem 4.16, one shows that as ε → 0, assuming that
‖Π (ε);Π |ε→ 0 for some modelΠ and that the bound (7.5) holds uniformly over
ε ∈ (0, 1], one has ‖Hε; H‖γ,η;ε → 0, where H solves the fixed point problem
Hε = P1+
(
Ξ +
p∑
j=1
aˆ jQ60Eˆ j−1
(Q60(DHε)2 j))+ Ph0. (7.6)
We now conclude exactly as before, noting that if we take for Π (ε) the model
Mε considered in Theorem 6.1 then, as a consequence of Proposition 5.9, RHε
is precisely equal to hε− (Cε+ cε)t , for the same constant Cε as in the statement
and some constant cε converging to a limit c ∈ R.
Acknowledgements
MH gratefully acknowledges financial support from the Leverhulme trust, the
Royal Society, the ERC via the consolidator grant 615897:CRITICAL, and the
Institute for Advanced Study. JQ gratefully acknowledges financial support from
the Natural Sciences and Engineering Research Council of Canada, the I. W.
Killam Foundation, and the Institute for Advanced Study.
Appendix A. A bound on generalized convolutions
In this section we obtain an estimate which allows us to bound the kind
of generalized convolutions of kernels appearing in the construction of quite
general models built from Gaussian (and other) processes.
The basic ingredients are the following: a finite directed multigraph G =
(V,E) with edges e ∈ E labelled by pairs (ae, re) ∈ R+ × Z, and kernels
Ke : Rd \ {0} → R which are compactly supported in the ball of radius 1 around
the origin. By multigraph we mean that we allow (a finite number of) multiple
edges between vertices. However, we will not allow edges from a vertex to
itself (loops). We will always assume that every vertex has either an outgoing
or incoming edge. The exponent ae describes the singularity of the kernel Ke at
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the origin in the sense that we assume that, for every p > 0 and every edge e ∈ E,
the quantity ‖Ke‖ae;p is finite, where
‖K‖α;p def= sup
‖x‖s61|k|s<p
‖x‖α+|k|ss |Dk K (x)| <∞. (A.1)
The constant re will be used to allow for a renormalization of the singularity. The
kernels are otherwise assumed to be smooth. If re < 0, then we will in addition
be given a collection of real numbers {Ie,k}|k|s<|re | used to identify a Schwartz
distribution associated to the singularity (see (A.5)).
We will always consider the situation where G contains a finite number
M > 1 (typically M = 2) of distinguished edges e?,1, . . . , e?,M connecting a
distinguished vertex 0 ∈ V to M distinct vertices v?,1, . . . , v?,M , and all with
label (ae, re) = (0, 0). In other words, the graphs we consider will always be of
the following type:
· · ·
0
v?,1 v?,M
(0, 0) (0,
0)
(In particular, some of the nondistinguished vertices may connect to 0.) Here,
the integer M will denote the moment we are currently controlling and the
distinguished edges will represent test functions. We will use the notation V? ⊂
V for the set consisting of the special vertex 0, plus the vertices v?,i , and we write
V0 = V \ {0}.
Given a directed edge e ∈ E, we write e± for the two vertices so that e =
(e−, e+) is directed from e− to e+. In cases where there is more than one edge
connecting e− to e+ we will always assume that at most one can have nonzero
renormalization re, and in that case re must be positive. Then we may identify
the multigraph with a graph (V, Eˆ) where the multiedges from e− to e+ are
merged into one single edge whose label (aˆe, re) is simply the sum of the labels
on the original multiedges. The rest of the assumptions are most easily stated
in terms of these new labels on the resulting directed graph (V, Eˆ), although
the application will be to the generalized convolution on the original graph. We
will also sometimes make the abuse of notation that identifies e with the set
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{e−, e+} even though our edges are directed. A subset V¯ ⊂ V has outgoing edges
E↑(V¯) = {e ∈ E : e ∩ V¯ = e−}, incoming edges E↓(V¯) = {e ∈ E : e ∩ V¯ = e+},
internal edges E0(V¯) = {e ∈ E : e ∩ V¯ = e}, and incident edges E(V¯) = {e ∈
E : e ∩ V¯ 6= 6#}. We will also use E+(V¯) = {e ∈ E(V¯) : re > 0} to denote the
edges with positive renormalization, E↑+ = E+ ∩ E↑ and E↓+ = E+ ∩ E↓.
ASSUMPTION A.1. The resulting directed graph (V, Eˆ) with labels (aˆe, re)
satisfies: no edge with re 6= 0 connects two elements in V? and 0 ∈ e⇒ re = 0;
no more than one edge with negative renormalization re < 0 may be incident to
the same vertex; and
(1) For all e ∈ Eˆ, one has aˆe + (re ∧ 0) < |s| where |s| =∑i si ;
(2) for every subset V¯ ⊂ V0 of cardinality at least 3,∑
e∈Eˆ0(V¯)
aˆe < (|V¯| − 1)|s|; (A.2)
(3) for every subset V¯ ⊂ V containing 0 of cardinality at least 2,∑
e∈Eˆ0(V¯)
aˆe +
∑
e∈Eˆ↑+(V¯)
(aˆe + re − 1)−
∑
e∈Eˆ↓+(V¯)
re < (|V¯| − 1)|s|; (A.3)
(4) for every nonempty subset V¯ ⊂ V \ V?,∑
e∈Eˆ(V¯)\Eˆ↓+(V¯)
aˆe +
∑
e∈Eˆ↑+(V¯)
re −
∑
e∈Eˆ↓+(V¯)
(re − 1) > |V¯||s|. (A.4)
Next we describe the renormalization procedure. If re < 0, then, in a way
reminiscent of [BP57, Hep69, Zim69], we associate to Ke the distribution,
(RKe)(ϕ) =
∫
Ke(x)
(
ϕ(x)−
∑
|k|s<|re |
x k
k! D
kϕ(0)
)
dx +
∑
|k|s<|re |
Ie,k
k! D
kϕ(0).
(A.5)
Note that Assumption A.1(1) and (A.1) imply that the integral in the definition of
RKe converges, so that this definition actually makes sense. In some situations,
it is natural to choose the constants Ie,k to vanish, but this is not always the case.
For example, this allows us to deal with ‘kernels’ for which K = 0, representing
Dirac’s delta-function. It also allows to deal with the fact that the choice of Ke
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sometimes contains some arbitrariness (in our case this might be an arbitrary
cutoff of the heat kernel), so that setting Ie,k = 0 is itself the consequence of an
arbitrary choice.
Of course, if
∫ |Ke(x)||x |k dx < ∞ for |k|s < |re| and Ie,k = ∫ Ke(x)x k dx ,
then one just has
(
RKe
)
(ϕ) = ∫ Ke(x)ϕ(x) dx . For re > 0, we just define(
RKe
)
(ϕ) = ∫ Ke(x)ϕ(x) dx .
Equation (A.5) defines a distributional ‘kernel’ Kˆe for re < 0 acting on smooth
ϕ on Rd × Rd by
Kˆe(ϕ)
def= 1
2
∫
RKe(ϕz) dz,
where ϕz(z¯)
def= ϕ((z + z¯)/2, (z − z¯)/2). This may appear to be a slightly strange
definition at first sight, but if RKe happens to be represented by a measurable
functionRKe, then this definition is equivalent to
Kˆe(ϕ) =
∫∫
RKe(xe+ − xe−)ϕ(xe+, xe−) dxe− dxe+ .
For re > 0, we similarly define
Kˆe(xe−, xe+) = Ke(xe+ − xe−)−
∑
| j |s<re
x je+
j ! D
j Ke(−xe−). (A.6)
Then it is natural to say that a sequence of such collections of kernels Km → K if
they satisfy (A.1) uniformly in m, and, for each e with re > 0, D j Ke,m → D j Ke
for | j |s < re pointwise on x ∈ Rd \ {0} as m →∞, and for each e with re < 0,
Ke,m → Ke pointwise and Ie,k,m → Ie,k , |k|s < |re|.
REMARK A.2. In principle, one may encounter situations where more
sophisticated renormalization procedures are required. For the purpose of
the present article however, the procedure described here is sufficient.
For a smooth test function ϕ, let ϕλ(x) = λ−|s|ϕ(x/λ). The key quantity of
interest is the generalized convolution
IG(ϕλ, K ) def=
∫
(Rd )V0
∏
e∈E
Kˆe(xe−, xe+)
M∏
i=1
ϕλ(xv?,i ) dx . (A.7)
It is not obvious in general whether the right hand side of (A.7) even makes
sense, but actually it is not so hard to see that our conditions imply that in the
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situation where the kernels K are given by smooth functions, the distributions
RKe, re < 0 also act only on smooth functions. The fact that it does still make
sense in general is part of the following statement, which is the main result of
this section.
THEOREM A.3. Let G = (V,E) be a finite directed multigraph with labels {ae,
re}e∈E and kernels {Ke}e∈E with the resulting graph satisfying Assumption A.1
and its preamble. Then, there exist C, p <∞ depending only on the structure of
the graph (V,E) and the labels re such that
IG(ϕλ, K ) 6 Cλα˜
∏
e∈E
‖Ke‖ae;p, (A.8)
for 0 < λ 6 1, where
α˜ = |s||V \ V?| −
∑
e∈E
ae.
In particular, the generalized convolution in (A.7) is well defined in the sense that
if Km → K , then IG(ϕλ, Km) converges to a limit IG(ϕλ, K ) that is independent
of the approximating sequences Km .
Note in particular, that the bound (A.8) for genuine distributions, that is,
kernels Ke with nonintegrable singularities at 0 and re < 0, follows immediately
once we prove the bound for regularizations of the kernels, but with the norms on
the right hand side independent of the regularization. This has the consequence
that within the proof, we can assume without loss of generality that all the kernels
are smooth on all of Rd . The theorem will be proved in subsections A.1–A.6.
A.1. Decomposition. To simplify notations in what follows, we will start by
enhancing the set of edges in our graph to include any (v,w) ∈ V2 for which
there is not already one, or several, edges in E. To all such new directed edges
we simply assign the kernel Kˆ(v,w) ≡ 1, so that, since every vertex of the original
graph had either an incoming or outgoing edge, (A.7) is unaffected, and the fact
that these new kernels do not have compact support is irrelevant. These new
edges necessarily come with ae = re = 0. We will abuse notation somewhat by
henceforth referring to this enhanced graph as G = (V,E).
Now define a sequence of kernels {K (n)e }n>0 through the following.
LEMMA A.4. If Ke are as above, then there exist {K (n)e }n>0 satisfying:
(1) Ke(x) =∑n>0 K (n)e (x) for all x 6= 0;
(2)
(
RKe
)
(ϕ) =∑n>0 ∫ K (n)e (x) ϕ(x) dx for smooth test functions ϕ;
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(3) K (n)e is supported in the annulus 2
−(n+2) 6 ‖x‖s 6 2−n;
(4) for some C <∞
sup
|k|6p,n>0
2−(ae+|k|s)n|Dk K (n)e (x)| 6 C‖Ke‖ae;p; (A.9)
(5) if re < 0, then
∫
P(x)K (n)e (x) dx = 0 for all n > 0 and all polynomials P
with scaled degree strictly less than |re|.
Note that we do not impose 5. for n = 0 which is why it can be consistent with
2.
Proof. We first treat the case re > 0. Let ψ : R → [0, 1] be a smooth function
supported on [3/8, 1] and such that ∑n∈Z ψ(2n x) = 1 for every x 6= 0, and let
Ψ (n)(x) = ψ(2n‖x‖s), (A.10)
so that Ψ (n) is supported in 2−(n+2) 6 ‖x‖s 6 2−n , satisfies (A.9) with ae replaced
by 0, and sums up to 1. We also use the shorthand Ψ (−)(x) =∑n60 Ψ (n)(x).
Let K (0)e (x) = Ψ (−)(x) Ke(x) and K (n)e (x) = Ψ (n)(x) Ke(x) for n > 0. As
a consequence of (A.1), and the fact that |DkΨ (n)(x)| . ‖x‖−|k|ss , it is then
straightforward to verify that K (n)e does indeed satisfy the claimed properties.
In the case re < 0, the situation is a little less straightforward since then 2. does
not follow from 1. and we also want to impose 5. In order to achieve this, we first
note that it is possible to find smooth functions ηk : Rd → R which are supported
in the annulus {x : ‖x‖s ∈ [1/4, 1/2]} and are such that
∫
x`ηk(x) dx = δk,` for
every ` with |`|s < |re|. We also set
η
(n)
k (x1, . . . , xd) = 2n(|s|+|k|s)ηk(2ns1 x1, . . . , 2nsd xd).
We then set I (0)e,k
def= Ie,k −
∫
x kΨ (−)(x) Ke(x) dx ,
K (0)e (x)
def= Ψ (−)(x) Ke(x)+
∑
|k|s<|re |
η
(0)
k (x)I
(0)
e,k ,
and recursively for n > 0, I (n)e,k
def= I (n−1)e,k −
∫
x kΨ (n)(x) Ke(x) dx ,
K (n)e (x)
def= Ψ (n)(x) Ke(x)+
∑
|k|s<|re |
(
η
(n)
k (x)I
(n)
e,k − η(n−1)k (x)I (n−1)e,k
)
.
With this definition, it is then straightforward to verify that 1. is satisfied due
to the fact that the additional terms form a telescopic sum (with only finitely
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many nonzero terms), 4. is satisfied since Ψ (n) satisfies (A.9) with ae replaced
by 0, and, as a consequence of the definition of the coefficients I (n)e,k one has∫
K (n)e (x)x
k dx = Ie,kδn,0 for |k|s < |re|. which proves 5. Finally, to prove 2. we
have, for each n > 0,
∑n
j=0
∫
K (n)e (x)ϕ(x) dx is given by∫ ∑
j6n
Ψ ( j)(x)Ke(x)
(
ϕ(x)−
∑
|k|s<|re |
x k
∫
η
(n)
k (y)ϕ(y) dy
)
dx
+
∑
|k|s<|re |
Ie,k
∫
η
(n)
k (y)ϕ(y) dy,
which for smooth test functions converges to (A.5) as n→∞.
DEFINITION A.5. For n ∈ N3 define Kˆ (n)e (x, y) as follows: if re 6 0, then Kˆ (n)e =
0 unless n = (k, 0, 0) in which case Kˆ (n)e (x, y) = K (k)e (y − x) with K (k)e given
by Lemma A.4; if re > 0, then
Kˆ (k,p,m)e (x, y) = Ψ (k)(y − x)Ψ (p)(x)Ψ (m)(y)
×
(
Ke(y − x)−
∑
| j |s<re
y j
j ! D
j Ke(−x)
)
, (A.11)
where the functions Ψ (k) are defined in (A.10).
For n : E→ N3, let
Kˆ (n)(x) =
∏
e∈E
Kˆ (ne)e (xe−, xe+) (A.12)
so that if Ke are smooth on all of Rd ,
IG(ϕλ, K ) =
∑
n
∫
(Rd )V0
Kˆ (n)(x)
M∏
i=1
ϕλ(xv?,i ) dx .
For λ ∈ (0, 1], let
Nλ def= {n : E→ N3 : 2−|ne?,i | 6 λ, i = 1, . . . ,M}
where e?,i = (0, v?,i). Let
IGλ (K ) def=
∑
n∈Nλ
∫
(Rd )V0
Kˆ (n)(x) dx . (A.13)
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REMARK A.6. The main reason to add all the extra edges with Ke = 1 is that
n now completely determines the distance (up to a factor 4) between any two
coordinates xv and xw of x ∈ (Rd)V0 .
Theorem A.3 follows from
LEMMA A.7. Under the same assumptions as Theorem A.3, there exist C,
p < ∞ depending only on the structure of the graph (V,E) and the labels re
such that
|IGλ (K )| 6 Cλα
∏
e∈E
‖Ke‖ae;p, λ ∈ (0, 1], (A.14)
where α = |s||V0| −∑e∈E ae.
To see that Lemma A.7 implies Theorem A.3 for smooth kernels, we use
the fact that the rescaled test function can be viewed as just another kernel
Ke∗,i (v∗,i) := ϕλ(v∗,i) with ae = 0 and ‖Ke∗,i‖ae;p = λ−|s|.
To see that it suffices to prove Theorem A.3 for smooth kernels, we argue as
follows. Given a labelled graph G, let p be given by the theorem. Given singular
kernels Ke with ‖Ke‖ae;p <∞, e ∈ E, let Ke,m be smooth kernels with ‖Ke,m −
Ke‖ae;p → 0 as m → ∞ for each e. By the multilinearity it is not hard to see
that the real numbers IG(ϕλ, Km), m = 1, 2, . . . form a Cauchy sequence, and
therefore have a unique limit, which, in addition, satisfies the bound (A.8).
The lemma will be proved in Subsections A.2–A.6. Throughout this section,
the symbol ∼ denotes a bound from above and below, with proportionality
constants that only depend on |V|. Note that all constructions are finite so, for
example, the constants appearing in inductive proofs are allowed to get worse
at each stage, and no effort has been made to optimize the dependence on the
size of the graph G. Note that we can reduce ourselves to the case where all
‖Ke‖α;p = 1 by multilinearity, so we will not follow these norms in the sequel.
A.2. Multiscale clustering. It turns out to be convenient to think of the
integral in (A.13) as over x ∈ (Rd)V, with x0 = 0 and we will use this convention
throughout the proof. Since our kernels are smooth, the set of x ∈ (Rd)V where
any two different ‖xv−xw‖s coincide can be ignored in the integral in (A.13). To
other points x ∈ (Rd)V we will associate a labelled rooted binary tree T whose
leaves are the v ∈ V.
We will use the terminology node instead of vertex to distinguish the nodes of
this tree from the vertices V of the original graph, and denote them by ν, ω, and
so on. A leaf is a node of degree 1. An inner node is one of degree at least 2.
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A rooted tree comes with a partial order, ν > ω means that ω belongs to the
shortest path connecting ν to the root. In genealogical terms, ω is an ancestor of
ν. For any two nodes ν and ω, we write ν ∧ ω for the unique node such that for
any node υ satisfying υ 6 ν and υ 6 ω, one necessarily has υ 6 (ν∧ω), that is,
ν∧ω is the most recent common ancestor of ν andω. We will furthermore impose
that every inner node has exactly two descendants, that only the inner nodes are
labelled, by natural numbers, and that the labelling ` of the inner nodes respects
the partial order in the sense that `ν > `ω whenever ν > ω. Note that the leaves
of the tree will sometimes be denoted v,w since they are also elements of V.
The way the tree is constructed is as follows: first consider the complete
undirected weighted graph with vertices v ∈ V, and edge weight ‖xv − xw‖s
assigned to the edge (v,w), v,w ∈ V. A minimal spanning tree can be
constructed, for example, by Kruskal’s algorithm [Kru56]: choose first the edge
of minimal weight, then successively add the edge with the smallest weight
which is not in the tree already, as long as adding it does not create a loop, in
which case, it is skipped and we attempt to add the next smallest weight. Since
the edge weights can be strictly ordered, there is no ambiguity in this definition.
The binary tree T with leaves v ∈ V simply records the order in which edges
were added to the minimal spanning tree: at the stage when the edge (v,w) is
added to the minimal spanning tree, the branch containing v is joined to the
branch containing w.
Now for each node ν we let
`ν = max
v∧w=ν
b−log2‖xv − xw‖sc.
From the construction, if ν > ω, then `ν > `ω.
Given a set of verticesV, denote by T(V) the set of rooted labelled binary trees
(T, `) as above, with an order preserving labelling `, which have V as their set
of leaves. From the construction, a generic x ∈ (Rd)V corresponds to an element
(T, `) of T(V). The downside of course is that we can only partially read off
the edge lengths ‖xv − xw‖s from (T, `). More precisely, for any two leaves v,
w ∈ V, one has ‖xv − xw‖s ∼ 2−`v∧w , however the constants of proportionality
can be quite poor. In particular, it is not hard to see that
2−`v∧w 6 ‖xv − xw‖s 6 |V|2−`v∧w , (A.15)
and that the upper bound cannot really be improved (for example, place the
points colinearly, with the largest gap at one end). In applications such as
cladograms, this renders such constructions essentially worthless, however, in
our application, it only means that the resulting constant C on the right hand
side of (A.14) will depend badly on the size of the vertex set V. Since in
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any subcritical stochastic PDE there are only finitely many universal objects to
control, the resulting bound suffices for our purposes.
DEFINITION A.8. For c = log |V| + 2, let N (T, `) consist of all functions
n : E→ N3 such that for every edge e = (v,w) with re 6 0, one has ne = (k,
0, 0) with |k − `v∧w| 6 c, and for every edge e = (v,w) with re > 0, one has
ne = (k, p,m) with |k − `v∧w| 6 c, |p − `v∧0| 6 c, and |m − `w∧0| 6 c.
If n : E→ N3 is such that ∫
(Rd )V Kˆ
(n)(x) dx is nonvanishing, then the support
of Kˆ (n) is nonempty. From (A.13), x ∈ RV is in that support only if it belongs
to the support of Kˆ (ne)e (xe−, xe+) for every e ∈ E. Let (T, `) ∈ T(V0) be the tree
associated to x ∈ RV. If re 6 0, then from Definition A.5, we have that ne = (k,
0, 0) and Kˆ (ne)e (xe−, xe+) = K (k)(xe+ − xe−) 6= 0. From 3 of Lemma A.4 we have‖xe+ − xe−‖s ∈ [2−k−2, 2−k], and then from (A.15), we have |k − `e−∧e+ | 6 c.
If re > 0, the kernel Kˆ (ne)e with ne = (k, p,m) is given by (A.11), so that for
x to belong to its support we must have ‖xe+ − xe−‖s ∈ [2−k−2, 2−k], ‖xe+‖s ∈
[2−m−2, 2−m], as well as ‖xe−‖s ∈ [2−p−2, 2−p], which in the same way implies
|k − `e−∧e+ | 6 c, |p − `e−∧0| 6 c, and |m − `e+∧0| 6 c. Hence we have
LEMMA A.9. For every n : E→ N3 such that ∫
(Rd )V0 Kˆ
(n)(x) dx from (A.13) is
nonvanishing, there exists an element (T, `) ∈ T(V) with n ∈ N (T, `).
Denote by Tλ(V), the subset of those labelled trees in T(V) with the property
that 2−`v∧w 6 λ for any two leaves v,w ∈ V? (as defined on page 87). As a
consequence of Lemma A.9, we can turn the sum over Nλ appearing in the
definition of IGλ (K ) into a sum over Tλ(V):
|IGλ (K )| .
∑
(T,`)∈Tλ(V)
∑
n∈N (T,`)
∣∣∣∣∫
(Rd )V
Kˆ (n)(x) dx
∣∣∣∣. (A.16)
In order to bound the right hand side we will use the following construction.
Consider a rooted binary tree T with a fixed distinguished inner node v? (in
particular it has at least one inner node). We will denote by T ◦ the set of inner
nodes of T . Since the tree is binary, every node of the subtree T ◦ ⊂ T has exactly
two children (in T ), so that T ◦, together with its partial order, actually determines
the full tree T . We then consider the set Nλ(T ◦) of all integer labelings
` : T ◦ → N which preserve the partial order of the tree T ◦ as above and are
such that 2−`ν? 6 λ. Finally, given a function η : T ◦→ R, we write
Iλ(η) =
∑
`∈Nλ(T ◦)
∏
ν∈T ◦
2−`νην .
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Setting |η| =∑ν∈T ◦ ην , we then have the following bound
LEMMA A.10. Assume that η satisfies the following two properties:
(1) For every ν ∈ T ◦, one has ∑υ>ν ηυ > 0.
(2) For every ν ∈ T ◦ such that ν 6 ν?, one has∑υ 6>ν ηυ < 0, provided that this
sum contains at least one term.
Then, one has Iλ(η) . λ|η|, uniformly over λ ∈ (0, 1].
REMARK A.11. Since the order on T ◦ is only partial, υ 6> ν is different from
υ < ν. The latter would only consider the nodes between ν and the root, while
the former also includes the subtrees dangling from these nodes. Note also that
the second condition above is empty (and therefore automatically satisfied) in
the special case when ν? also happens to be the root.
REMARK A.12. As will be evident from the proof, the first condition is
necessary for Iλ(η) to even be finite. Regarding the second condition, if it fails,
then for every ν with ν? > ν such that
∑
υ 6>ν ηυ = α > 0, the upper bound for
Iλ(η) is larger by a factor λ−α. If ∑υ 6>ν ηυ = 0, one loses a factor | log λ|.
Proof of Lemma A.10. The proof goes by induction on the size of T ◦. If |T ◦| = 1,
it consists of only the node ν?. Condition 1 implies that ην? > 0 and one has
Iλ(η) =∑2−`6λ 2−`ην? ∼ λην? = λ|η| as required.
If |T ◦| > 1, we distinguish between two different cases. In the first case, T ◦
contains at least one extremal node v which is different from the distinguished
node ν?. (We call leaves of T ◦ ‘extremal nodes’ in order not to confuse them with
the leaves of T .) In this case, one has ην > 0 by the first assumption (since v is
extremal, the only υ with υ > ν is ν itself). Denote now by T¯ ◦ the tree obtained
by erasing the leaf ν and by η¯ : T¯ ◦→ R the function obtained by setting η¯υ = ηυ
for every node υ which is not the parent ν↑ of ν. We also set η¯ν↑ = ην↑+ην , which
ensures that η¯ still satisfies conditions 1 and 2. One then has
Iλ(η) =
∑
`∈Nλ(T ◦)
∏
ω∈T ◦
2−`ωηω =
∑
`∈Nλ(T¯ ◦)
∑
m>`ν↑
2−mην
∏
ω∈T¯ ◦
2−`ωηw
∼
∑
`∈Nλ(T¯ ◦)
2−`ν↑ην
∏
ω∈T¯ ◦
2−`ωηω =
∑
`∈Nλ(T¯ ◦)
∏
ω∈T¯ ◦
2−`ω η¯ω = Iλ(η¯).
By the induction hypothesis the required upper and lower bounds hold.
On the other hand, it may happen that the only extremal node of T ◦ is ν? itself.
In this case, the tree T ◦ has a total order and, if |T ◦| = k > 2, one can label its
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nodes ν1 6 · · · 6 νk = ν?. Denoting the corresponding values of η by η1, . . . , ηk ,
we see that in this case our assumptions are equivalent to the fact that, for each
j ∈ {1, . . . , k}, one has∑i> j ηi > 0 and, if j > 1,∑i< j ηi < 0. In this case, we
define T¯ to be the tree where we remove the root v1 and take v2 as our new root.
Similarly, to above, we define η¯ on T¯ ◦ by setting it equal to η except on ν2 where
we set η¯ν2 = ην2 + ην1 . We then have the bound
Iλ(η) =
∑
`∈Nλ(T ◦)
∏
ω∈T ◦
2−`ωηω =
∑
`∈Nλ(T¯ ◦)
∑
06m6`ν2
2−mην1
∏
ω∈T¯ ◦
2−`ωηω
∼
∑
`∈Nλ(T¯ ◦)
2−`ν2ην1
∏
ω∈T¯ ◦
2−`ωηω =
∑
`∈Nλ(T¯ ◦)
∏
ω∈T¯ ◦
2−`ω η¯ω = Iλ(η¯),
as above. Again, we note that η¯ does again satisfy our assumptions, so the claim
follows from the inductive hypothesis. Since we have exhausted all possibilities,
this concludes the proof.
A.3. General form of the bound. Given a labelled tree (T, `) ∈ T(V),
denote by D(T, `) the subset of (Rd)V such that ‖xv − xw‖s 6 |V|2−`v∧w for
all v,w ∈ V. As usual, we use the convention that x0 = 0.
LEMMA A.13. Suppose (K˜ (n)(x))n is a family of functions such that for each
n ∈ N (T, `),
supp K˜ (n) ⊂ D(T, `) (A.17)
and ∫
(Rd )V
Kˆ (n)(x) dx =
∫
(Rd )V
K˜ (n)(x) dx, (A.18)
then
|Iλ(K )| .
∑
(T,`)∈Tλ(V)
(∏
v∈T ◦
2−`v |s|
)
sup
n∈N (T,`)
sup
x
|K˜ (n)(x)|, (A.19)
where T ◦ denotes the set of interior nodes of T .
Proof. From (A.16), using (A.18) and (A.17),
|Iλ(K )| .
∑
T∈Tλ(V)
∑
n∈N (T,`)
∣∣∣∣∫D(T,`) K˜ (n)(x) dx
∣∣∣∣.
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We claim that the Lebesgue measure of D(T, `) is bounded from above by
some fixed constant multiple of
∏
v∈T ◦ 2
−`v |s|, which then immediately yields
the required bound. To prove this, for each interior vertex ν ∈ T ◦, we choose
two elements v−, v+ ∈ V so that v− ∧ v+ = ν. The collection of edges {(v−,
v+) : ν ∈ T ◦} forms a spanning tree of V and
D(T, `) ⊂ {x : ‖xv− − xv+‖s 6 |V|2−`v ∀v ∈ T ◦}.
The claim follows by integrating over these coordinates one by one, from the
leaves of the tree inwards.
REMARK A.14. One could in principle simply choose K˜ (n) = Kˆ (n) in the lemma.
It turns out that the resulting bound fails to take into account some cancellations
and is not good enough for our purposes. The strategy of proof will then be to
build, for each n ∈ N (T, `), a function K˜ (n) such that supx |K˜ (n)(x)| can be
bounded in a sharp way yielding a bound of the desired homogeneity in λ.
A.4. Naive bound. Define η : T ◦→ R by η(v) = |s| +∑e∈Eˆ ηe(v), where
ηe(v) = −aˆe1e↑(v)+ re(1e+∧0(v)− 1e↑(v))1re>0,e+∧0>e↑
+ (1− re − aˆe)(1e−∧0(v)− 1e↑(v))1re>0,e−∧0>e↑, (A.20)
with 1v(v) = 1 and 1v(w) = 0 for w 6= v, where we wrote e↑ as a shorthand for
e− ∧ e+. We then have the following bound for the functions Kˆ (n):
LEMMA A.15. Assume that the Kˆ (n) are given by Definition A.5 with Ke
satisfying (A.1) and Ψ (n) given by (A.10). Then η defined by (A.20) is such that(∏
v∈T ◦
2−`v |s|
)
sup
x
|Kˆ (n)(x)| .
∏
v∈T ◦
2−`vη(v), (A.21)
uniformly over all n ∈ N (T, `).
Proof. Due to the multiplicative structure of both sides of this inequality, it holds
as soon as, for any fixed edge e, we are able to prove the bound
sup
x
∣∣Kˆ (ne)e (xe−, xe+)∣∣ . ∏
v∈T ◦
2−`vηe(v). (A.22)
Note here that the product on the right hand side actually only involves at most
two terms as a consequence of (A.20). This bound in turn follows trivially from
(A.9) for those edges e for which all re 6 0.
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For the edges with re > 0, and ne = (k, p,m)we will estimate in two different
ways: if m > k, then we use [Hai14, Proposition A.1] to bound the next term in
the Taylor expansion (A.11) (note if there were other multiedges e˜ = (e−, e+) all
have re˜ = 0 and so produce multiplicative factors K (ke˜)e˜ (xe+ − xe−)). This gives
sup
x
∣∣Kˆ (ne)e (x)∣∣ . 2−rem+(aˆe+re)p . 2−re`e+∧0+(aˆe+re)`e−∧0, (A.23)
since n ∈ N (T, `) and therefore the index ne = (k, p,m) satisfies |k − `e↑ | 6 c,
|p − `e−∧0| 6 c, and |m − `e+∧0| 6 c. One checks that (A.22) holds for (A.20)
using that in this case e− ∧ 0 = e↑. On the other hand, if m 6 k, then we simply
bound the terms appearing in (A.11) separately, which yields
sup
x
∣∣Kˆ (ne)e (x)∣∣ . 2aˆek + ∑
| j |s<re
2−m| j |s+(aˆe+| j |s)p. (A.24)
Then it is straightforward to check that (A.22) holds for (A.20). If e− ∧ 0 =
e+∧0 < e↑, (A.24) gives a bound 2aˆek as desired. If e−∧0 > e↑ = e+∧0, we have
2aˆek 6 2aˆe p and p > m so 2aˆek +∑| j |s<re 2−m| j |s+(aˆe+| j |s)p . 2(re−1)(p−m)+aˆe p .
2(re−1)(p−k)+aˆe p, as desired.
The problem with this bound is that it is not the case in general that the
function η satisfies the assumptions of Lemma A.10. This is because of the
possible presence of edges e with aˆe > |s|, which can cause the first assumption
of Lemma A.10 to fail. The purpose of the next subsection is to obtain an
improved bound which deals with such a situation.
A.5. Improved bound. Let A− ⊂ E be the subset of those edges e such that
the following two properties hold.
• One has re < 0.
• The element e↑ def= e− ∧ e+ ∈ T is such that if {u, v} are such that u ∧ v = e↑,
then {u, v} = {e−, e+}.
In graphical terms, edges e ∈ A− are those giving rise to the situation where the
subtree of T below e↑ consists only of the node e↑ and the leaves e− and e+:
e− e+
e↑
. . .
e
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We now build a function K˜ (n) as follows. First, given any edge e = (e−, e+)
and any r > 0, we define an operator Y re acting on sufficiently smooth functions
V : RV→ R by
(Y re V )(x) = V (x)−
∑
|k|s<r
(xe+ − xe−)k
k! (D
k
e+V )(Pe(x)),
where De+ denotes differentiation with respect to the coordinate xe+ and the
function Pe : RV→ RV is given by
(Pe(x))v =
{
xv if v 6= e+,
xe− otherwise.
We then further note that, as an immediate consequence of (A.12), the kernel
Kˆ (n) factors naturally as
Kˆ (n)(x) = Gˆ(n)(x)
∏
e∈A−
Kˆ (ne)e (xe−, xe+), Gˆ
(n)(x) =
∏
e/∈A−
Kˆ (ne)e (xe−, xe+).
With these notations at hand, and writing A− = {e(1), . . . , e(k)} for some k > 0,
we then define the kernel K˜ (n) by
K˜ (n)(x) = (Y re(k)e(k) · · ·Y re(1)e(1) Gˆ(n))(x)∏
e∈A−
Kˆ (ne)e (xe−, xe+). (A.25)
We can easily verify that one does indeed have the identity (A.18) because
Kˆ (n)(x) and K˜ (n)(x) differ by a number of terms that are all of the form
J (x) (xe+ − xe−)k Kˆ (ne)e (xe− − xe+) where e ∈ A−, |k|s < re, and where J is
some smooth function depending on e and k that does not depend on the variable
xe+ . Integrating over xe+ and using the fact that Kˆ
(ne)
e annihilates polynomials of
degree less than re by assumption, we conclude that (A.18) holds as claimed.
Now define η˜(v) = |s| +∑e∈Eˆ η˜e(v) where
η˜e(v) = ηe(v)+ |re|1e∈A−(1e↑(v)− 1e⇑(v)). (A.26)
Where ηe(v) is given in (A.20). Here e⇑ ∈ T ◦ denotes the ancestor of e− ∧ e+,
that is, the element of the formw∧e− withw /∈ e which is furthest from the root.
Note that there is at least one such w as long as e ∈ A−, since either 0 or v?,1 is a
candidate. (If e ∈ A− contains 0, it must be e−, since e+ 6= 0 by the assumption
that e+ = 0 implies re > 0. But then e+ 6= v?,1 since r(0,v?,1) = 0 by assumption.)
LEMMA A.16. The kernels K˜ (n) defined in (A.25) satisfy the bound(∏
v∈T ◦
2−`v |s|
)
sup
x
|K˜ (n)(x)| .
∏
v∈T ◦
2−`v η˜v , (A.27)
uniformly over all n ∈ N (T, `).
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REMARK A.17. Recalling Lemma A.10, and keeping in mind that the
summation over labelled trees with vertex set V can be absorbed into a (V,
E) dependent constant, we see that the proof of Theorem A.7 is complete as
soon as we show that η˜ does indeed satisfy the conditions of Lemma A.10,
applied to the binary tree T ◦, and is such that
|η˜| = |s||V0| −
∑
e∈Eˆ
aˆe. (A.28)
Proof. Write ∂A− for the set of all functions k : A− → Nd such that, for all
e ∈ A−, one has |ke|s > |re| but |ke − f |s < |re| for some f ∈ Nd with | f | = 1.
For such a k, we write Dk for the differential operator on (Rd)A− given by Dk =∏
e∈A− D
ke
xe+
. With these notations at hand, it then follows from the construction
of K˜ (n) and the generalized Taylor’s formula [Hai14, Proposition A.1] that there
are explicitly described positive measuresQk,ex on Rd with
Qk,ex (Rd) . ‖xe+ − xe−‖|ke |ss , (A.29)
such that one has the identity
K˜ (n)(x) =
(∏
e∈A−
Kˆ (ne)e (xe−, xe+)
) ∑
k∈∂A−
∫
(Rd )A−
Dk Gˆ(n)(x |y)
∏
e∈A−
Qk,ex (dye),
(A.30)
where we introduced the notation x |y for the element in (Rd)V0 which is obtained
by setting
(x |y)v =
{
ye if there is e ∈ A− such that v = e−,
xv otherwise.
This definition makes sense thanks to our assumption that there are not multiple
edges e ∈ A− emerging from the same vertex, and because we are using smooth
approximations to the distributional kernels.
Furthermore, it follows similarly to before that if re 6 0 then, for every such
multiindex k, one has the bound
sup
x
∣∣Dke± Kˆ (ne)e (x)∣∣ . 2`e↑ |k|s ∏
v∈T ◦
2−`vηe(v),
uniformly over n ∈ Nc(T, `). If re > 0 on the other hand, one obtains the bound
sup
x
∣∣Dke± Kˆ (ne)e (x)∣∣ . (2`e↑ |k|s + 2`e±∧0|k|s) ∏
v∈T ◦
2−`vηe(v).
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Combining this with the bound (A.29), the definition of η, and the fact that one
has |ke|s > |re| for every edge e ∈ A−, we conclude that the function K˜ (n) satisfies
sup
x
|K˜ (n)(x)| .
(∏
v∈T ◦
2−`vη(v)
)(∏
e∈A−
2(`e⇑−`e↑ )|re |
)
, (A.31)
which is precisely the required bound.
REMARK A.18. By the definition of the set of edges A−, for every e ∈ A− and
every w /∈ e, one always has the property that e± ∧w < e↑, so that the exponent
appearing in the second factor above is always negative. In other words, our
choice of the set A− guarantees that the bound (A.31) is always an improvement
over (A.21).
A.6. Putting everything together. By Remark A.17 the following lemma,
which is the final statement of this section, completes the proof of Theorem A.7.
LEMMA A.19. The function η˜ given in (A.26) satisfies the identity (A.28) and
the assumptions of Lemma A.10 (applied to the tree T ).
Proof. To verify that assumption 1 of Lemma A.10 holds, we choose an arbitrary
element v ∈ T ◦ and we consider the set Lv ⊂ V of all the leaves u ∈ T with
u > v. Note that one always has |Lv| > 2, and we will treat the case |Lv| = 2
separately.
If |Lv| = 2, then there exists an edge e such that Lv = e and v = e↑. In this
case, assumption 1 of Lemma A.10 requires that η˜(v) > 0. We have η˜(v) =
|s| − aˆe + |re|1re<0 which is indeed positive by Assumption A.1(1).
We now turn to the case |Lv| > 2. Since e↑ > e⇑, one always has∑
u>v
(
1e↑(u) − 1e⇑(u)
)
> 0. From the definitions (A.20) of η and (A.26) of
η˜ we have
∑
u>v η˜(u) >
∑
u>v η(u). By checking all cases e− ∈ Lv, e− /∈ Lv,
e+ ∈ Lv, e+ /∈ Lv, 0 ∈ Lv, 0 /∈ Lv separately, we find that ∑e∈Eˆ∑u>v ηe(u) is
given by ∑
e∈Eˆ0
−aˆe + 10∈Lv
(∑
e∈Eˆ↓+
re +
∑
e∈Eˆ↑+
(−aˆe − re + 1)
)
,
with Eˆ = Eˆ(Lv), E0 = E0(Lv), and so on. Note the cancellation which appears
in the special case when all three e−, e+, 0 ∈ Lv. Now points 2 and 3 of
Assumption A.1 with the choice V¯ = Lv imply that ∑u>v η(u) > 0, which
concludes the proof that assumption 1 holds.
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We now turn to the second condition appearing in Lemma A.10. In our case,
we choose for the distinguished node v? the most recent common ancestor
between the elements of V?. The reason for this choice is that this node encodes
the largest scale appearing in the multiscale clustering which is still guaranteed
to be smaller than the scale λ fixed by the test function. We then fix an arbitrary
node v ∈ T ◦ such that v? > v. Denoting by Uv = {u ∈ T ◦ : u 6> v}, the situation
is the following, where Uv contains all the nodes lying in the shaded region:
v?,1 0 v?,2
v?
v
. . .
Note again that similarly to before, one has
∑
u∈Uv η˜(u) 6
∑
u∈Uv η(u), so
that we can restrict ourselves to the verification of the second condition for the
function η. Denoting by V¯ the set of leaves attached to Uv, one has V¯ ⊂ V \ V?.
By checking the three cases directly we have∑
e
∑
u∈Uv
ηe(u) = −
∑
e∈Eˆ\Eˆ↓+
aˆe −
∑
e∈Eˆ↑+
re +
∑
e∈Eˆ↓+
(re − 1)
with the obvious notation that Eˆ = Eˆ(V¯), Eˆ↑+ = Eˆ↑+(V¯), and so on. Furthermore,
the cardinality of Uv is exactly equal to V¯ so we have∑
u∈Uv
η(u) = |s| |V¯| −
∑
e∈Eˆ\Eˆ↓+
aˆe −
∑
e∈Eˆ↑+
re +
∑
e∈Eˆ↓+
(re − 1),
so that the condition
∑
u∈Uv η(u) < 0 is satisfied as a consequence of
Assumption A.1(4).
Finally to see that it satisfies the identity (A.28), note that similar to before,
termwise cancellation gives us
∑
v∈T η˜e(v) = −aˆe. Hence |η˜| =
∑
v∈T ◦(|s| +∑
e∈Eˆ η˜e(v)) = |s||T ◦| −
∑
e∈Eˆ aˆe. Since T
◦ is a binary tree, |T ◦| = # of leaves
−1 = |V0|.
Appendix B. Notes on renormalization
Recall that given a map M : Tex → Tex as in Section 5.2 and the associated
maps Mˆ and ∆M defined by (5.7), the map ∆ˆM : T+ → T+ ⊗ T+ appearing in
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[Hai14, Equation 8.38] is uniquely determined by the relation(AMˆA⊗ Mˆ)∆+ = (1⊗M)(∆+ ⊗ 1)∆ˆM , (B.1)
whereA : T+→ T+ is the antipode of the Hopf algebra T+ defined as in [Hai14,
Theorem 8.16] and ∆+ is its coproduct given in [Hai14, Equation 8.9]. The
motivation for the definition (B.1) is that if (Π, Γ ) is an admissible model and
one defines (ΠM , Γ M) by
ΠMx = (Πx ⊗ fx)∆M , γ Mxy = (γxy ⊗ fy)∆ˆM , (B.2)
(with Γxyτ = (1 ⊗ γxy)∆τ and similarly for Γ Mxy ) then (ΠM , Γ M) does satisfy
all the algebraic identities required for an admissible model.
In [Hai14], the renormalization group associated to a regularity structure
generated by noises, products and abstract integration maps was defined as
the set of maps M preserving the noises and 1, commuting with the abstract
integration maps and multiplication by X k , such that furthermore both ∆M and
∆ˆM are ‘upper triangular’ in the sense that, if we write
∆Mτ = τ (1) ⊗ τ (2), ∆ˆM τ¯ = τ¯ (1) ⊗ τ¯ (2),
with an implicit summation suppressed in the notation, then one has |τ (1)| >
|τ | and |τ¯ (1)| > |τ¯ |. This property was absolutely crucial since this is what
guarantees that if we use ∆M and ∆ˆM to renormalize a model as in (B.2), then
(ΠM , Γ M) also satisfies the analytical properties required to be a model. In this
section, we show that one only ever needs to verify that ∆M is upper triangular,
as this then automatically implies the same for ∆ˆM .
Throughout this section, we consider a general regularity structure generated
by a number of ‘noise symbols’ Ξ , a multiplication operation, as well as a
number of abstract integration operators. In other words, every basis vector of
T is assumed to be generated from the vectors Ξi , X i or 1 by multiplication
and/or abstract integration. The structure considered in this article is of this type
since E k can be considered as an integration operator of order |k|. Our main
result can be summarized as follows.
THEOREM B.1. Let (T ,G) be a regularity structure as above and let
M : T → T be a linear map preserving Ξi , X k , and commuting with the
abstract integration maps and with multiplication by X k . Let ∆M and ∆ˆM be
given by (B.1). If ∆M is upper triangular, then so is ∆ˆM .
In order to prove Theorem B.1, we first derive a number of identities involving
the operators ∆M and ∆ˆM . We first note that a simple calculation using the
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coassociativity of ∆+ and the properties of the antipodeA yields
((1⊗M)(∆+ ⊗ 1))−1 = (1⊗M)(1⊗A⊗ 1)(∆+ ⊗ 1),
so that the first identity can be rewritten somewhat more explicitly as
∆ˆM = (1⊗M)((1⊗A)∆+AMˆA⊗ Mˆ)∆+. (B.3)
Similarly, the second identity is equivalent to
∆M = (1⊗M)((1⊗A)∆M ⊗ Mˆ)∆. (B.4)
Throughout this section, we will make use of the following notation. Given a
map σ : {1, . . . , n} → {1, . . . , k}, we writeMσ for the map
Mσ :
n⊗
j=1
τ j 7→
k⊗
i=1
( ∏
j∈σ−1(i)
τ j
)
.
For a surjection σ , we also use the notation σ = (σ−1(1)) · · · (σ−1(k)), so that
for example
M(2)(1,4)(2,5)(τ1 ⊗ · · · ⊗ τ5) = τ2 ⊗ (τ1τ4)⊗ (τ2τ5).
It will also sometimes be convenient to use for the above example the alternative
notation
M(2)(1,4)(2,5) =M(2) ⊗M(1,4) ⊗M(2,5).
Recall also that the antipode A is automatically an antihomomorphism of
coalgebras [Swe69], so that
∆+A =M(2)(1)(A⊗A)∆+.
With all of these notations at hand, we first claim that on has the following.
LEMMA B.2. The identity
M(1,3)(2)(Mˆ ⊗ ∆ˆMA)∆+ = (1⊗A)∆+Mˆ, (B.5)
holds true.
Proof. In view of (B.2), it is natural to test both sides of (B.5) against fy ⊗ γxy .
Since γxy = f −1x ◦ fy , the right hand side is then equal to ( fy ◦γ −1xy )Mˆ = fx Mˆ =
f Mx . The left hand side on the other hand is equal to
( fy ⊗ γxy ⊗ fy)(Mˆ ⊗ ∆ˆMA)∆+ = ( f My ⊗ (γ Mxy )−1)∆+ = f My ◦ (γ Mxy )−1 = f Mx ,
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as required since fx and fy are arbitrary multiplicative functionals. More directly,
it follows from (B.3) that
M(1,3)(2)(Mˆ ⊗ ∆ˆMA)∆+
=M(1,3,4)(2)(Mˆ ⊗ ((1⊗A)∆+AMˆA⊗ Mˆ)∆+A)∆+
=M(1,2,4)(3)(Mˆ ⊗ (MˆA⊗ (1⊗A)∆+AMˆ)∆+)∆+
=M(1,2,4)(3)((Mˆ ⊗ MˆA)∆+ ⊗ (1⊗A)∆+AMˆ)∆+
=M(2)(1)(1⊗A)∆+AMˆ = (1⊗A)∆+Mˆ,
as required.
LEMMA B.3. One has the identity
((1⊗A)∆⊗ 1)∆M =M(1)(3,4)(2,5)((1⊗∆+)∆M ⊗ (A⊗ 1)∆ˆM)∆.
Proof. It follows from the definitions of ∆M and ∆ˆM that the right hand side is
given by
M(1)(3,4)(2,5)((1⊗∆+)∆M ⊗ (A⊗ 1)∆ˆM)∆
=M(1)(3,4)(2,5,6)((1⊗∆+M)((1⊗A)∆M ⊗ Mˆ)∆
⊗((A⊗A)∆+AMˆA⊗ Mˆ)∆+)∆
=M(1)(3,5)(2,4,6)((1⊗∆+M)((1⊗A)∆M ⊗ Mˆ)∆⊗ (∆+MˆA⊗ Mˆ)∆+)∆
=M(1)(3,5,7)(2,4,6,8)(((1⊗∆+A)∆M ⊗∆+Mˆ)∆⊗ (∆+MˆA⊗ Mˆ)∆+)∆
=M(1)(3,5,7)(2,4,6,8)((1⊗∆+A)∆M ⊗∆+Mˆ ⊗∆+MˆA⊗ Mˆ)(∆⊗∆+)∆
=M(1)(3,5,7)(2,4,6,8)((1⊗∆+A)∆M ⊗ (∆+Mˆ ⊗∆+MˆA)∆+ ⊗ Mˆ)(1⊗∆+)∆
=M(1)(3,5)(2,4,6)((1⊗∆+A)∆M ⊗∆+MˆM(1⊗A)∆+ ⊗ Mˆ)(1⊗∆+)∆
=M(1)(3)(2,4)((1⊗∆+A)∆M ⊗ Mˆ)∆
= (1⊗ 1⊗M)((1⊗ (A⊗A)∆+)∆M ⊗ Mˆ)∆
= (1⊗ 1⊗M)(((1⊗A)∆⊗A)∆M ⊗ Mˆ)∆
= ((1⊗A)∆⊗ 1)(1⊗M)((1⊗A)∆M ⊗ Mˆ)∆ = ((1⊗A)∆⊗ 1)∆M
as required.
LEMMA B.4. One has the identity
Ik(τ )⊗ 1− 1⊗Ik(τ ) =
∑
`
(
1⊗ (−X)
`
`! M
)((
1⊗A)∆+Ik+` ⊗ 1)∆τ.
(B.6)
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Proof. It follows from the recursive definition of ∆+ that∑
`
(
1⊗ (−X)
`
`! M
)((
1⊗A)∆+Ik+` ⊗ 1)∆τ
=
∑
`,m
(
1⊗ (−X)
`
`! M
)((
Ik+`+m ⊗ X
m
m! A
)
∆⊗ 1
)
∆τ
+
∑
`
1⊗ (−X)
`
`! M
(AIk+` ⊗ 1)∆τ.
It now follows from the defining property ofA, followed by the binomial identity
and the comodule property of ∆ and ∆+ (see the statement and proof of [Hai14,
Theorem 8.16]) that∑
`
(−X)`
`! M
(AIk+` ⊗ 1)∆τ
= −
∑
`,m
(−X)`
`! M
(
M
(
Ik+`+m ⊗ X
m
m! A
)
∆⊗ 1
)
∆τ
= −M(M(Ik ⊗A)∆⊗ 1)∆τ
= −M(M(Ik ⊗A)⊗ 1)(1⊗∆+)∆τ
= −M(Ik ⊗M(A⊗ 1)∆+)∆τ = −Ik(τ ).
Here, we used the fact thatM(A⊗ 1)∆+ = 11∗ and (1⊗ 1∗)∆τ = τ . Similarly,
it follows from the binomial identity followed by the comodule property that∑
`,m
(
1⊗ (−X)
`
`! M
)((
Ik+`+m ⊗ X
m
m! A
)
∆⊗ 1
)
∆τ
= (1⊗M)((Ik ⊗A)∆⊗ 1)∆τ
= (Ik ⊗M(A⊗ 1)∆+)∆τ = Ik(τ )⊗ 1,
which concludes the proof of (B.6).
In the sequel, we will write Q>α for the projection onto elements of
homogeneity greater than α − 2 (the number 2 being the gain of homogeneity
given by the integration operatorI ). We will also denote byQ>α the projection
onto elements of homogeneity at least α − 2, so that Q>α +Q<α = I . We now
have all the ingredients required to obtain a recursive characterization of ∆ˆM
from which Theorem B.1 can then easily be derived.
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PROPOSITION B.5. The map ∆ˆM satisfies the identity
∆ˆMIk(τ ) =
(
Ik ⊗ 1
)
∆Mτ −
∑
`
(
X `
`!M
(2,3) ⊗M(1,4)
)
×((1⊗A)∆+M(Ik+` ⊗ 1)∆MQ6|k+`| ⊗ ∆ˆM)∆τ. (B.7)
Proof. We apply the ‘swapping’ operator M(2)(1) : τ ⊗ τ¯ 7→ τ¯ ⊗ τ to (B.6) and
then apply the map (1⊗M)(∆ˆM ⊗ Mˆ) to both sides. This yields the identity
∆ˆMIkτ = 1⊗ MˆIkτ
+
∑
`
(
(−X)`
`! ⊗M
)(
∆ˆMM(2,3) ⊗M(1))
×((Mˆ ⊗A)∆+Ik+` ⊗ 1)∆τ
= 1⊗ MˆIkτ
+
∑
`
(
(−X)`
`! M
(2,4) ⊗M(1,3,5)
)((
Mˆ ⊗ ∆ˆMA)∆+Ik+` ⊗ ∆ˆM)∆τ
= 1⊗ MˆIkτ
+
∑
`
(
(−X)`
`! M
(2,3) ⊗M(1,4)
)((
1⊗A)∆+MˆIk+` ⊗ ∆ˆM)∆τ,
(B.8)
where we made use of Lemma B.2 to obtain the last identity. We furthermore use
the fact that
MˆIk =M(Ik ⊗ 1)∆MQ>|k|,
by (5.7) (we can insert the operator Q>|k| since Ik = IkQ>|k|), which leads to
the identity ((
1⊗A)∆+MˆIk+` ⊗ ∆ˆM)∆τ
= ((1⊗A)∆+M(Ik+` ⊗ 1)∆MQ>|k+`| ⊗ ∆ˆM)∆τ. (B.9)
Noting that
1⊗ MˆIk(τ ) = 1⊗M(Ik ⊗ 1)∆Mτ, (B.10)
we then make use of Lemma B.4 which yields
1⊗M(Ik ⊗ 1)∆Mτ = (Ik ⊗ 1)∆Mτ −
∑
`
(
(−X)`
`! M
(2,3) ⊗M(1,4)
)
×(((1⊗A)∆+Ik+` ⊗ 1)∆⊗ 1)∆Mτ. (B.11)
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(Here we used the fact that the left hand side, and therefore also the right hand
side, of (B.6) is symmetric under the map τ ⊗ τ¯ 7→ τ¯ ⊗ τ .) At this stage we use
the fact that, thanks to Lemma B.3, one has
M(1)(3,4)(2,5)((1⊗ (1⊗A)∆+)∆M ⊗ ∆ˆM)∆ = (∆⊗ 1)∆M .
(just compose both sides with 1⊗A⊗ 1), which then yields the identity
M(2,3)(1,4)((1⊗A)∆+M(Ik ⊗ 1)∆M ⊗ ∆ˆM)∆
=M(2,4,5)(1,3,6)(((1⊗A)∆+Ik ⊗ (1⊗A)∆+)∆M ⊗ ∆ˆM)∆
=M(2,3)(1,4)((1⊗A)∆+Ik ⊗ 1⊗ 1)
×M(1)(3,4)(2,5)((1⊗ (1⊗A)∆+)∆M ⊗ ∆ˆM)∆
=M(2,3)(1,4)(((1⊗A)∆+Ik ⊗ 1)∆⊗ 1)∆M .
Combining this with (B.11), (B.10), (B.9) and (B.8) finally leads to the required
identity.
We can now finally turn to the proof of Theorem B.1.
Proof of Theorem B.1. We proceed by induction. Assume that the statement
holds for all the elements in T+ appearing in the description of ∆τ , then we
claim that the statement also holds for Ik(τ ) as well as for E `k (τ ). Since the
algebraic properties of E `k are the same as those of Ik , we only consider the
latter. For the first term in (B.7), this follows from the upper triangular structure
of ∆M . Regarding the second term, it follows from the induction hypothesis that
the quantity (Q<|k+`| ⊗ ∆ˆM)∆τ,
is necessarily a linear combination of expressions of the form τ (1) ⊗ τ (2) ⊗ τ (3)
with |τ (1)| + |τ (2)| > |τ | and |τ (1)| < |k + `| − 2. In particular, one has |τ (2)| >
|τ | + 2 − |k + `|. It now suffices to note that, with τ (i) as just defined for any
fixed `, the second term in (B.7) always consists of linear combinations of terms
of the form
X `τ (2)σ (1) ⊗ σ (2)τ (3),
with the τ (i) as above and some σ (i) in T+. Since the σ (i) belong to T+, they
have positive homogeneity, so that the homogeneity of the first factor is at least
|τ (2)| + |`| = |τ | + 2− |k + `| + |`| = |Ik(τ )|, thus concluding the proof.
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Appendix C. Symbolic index
In this appendix, we collect some of the most used symbols of the article,
together with their meaning and the page where they were first introduced.
Symbol Meaning Page
|z| = ‖z‖s Parabolic distance 13
|k| = |k|s Parabolic length of a multiindex 19
|τ | Homogeneity of τ ∈ T 17
|τ |α (Euclidean) norm of projection of τ onto Tα 26
B Smooth compactly supported functions ϕ : R2→ R 23
CW Wick renormalization constant 48
∆ Linear map T → T ⊗ T+ used to build structure
group
19
D Abstract spatial derivative 20
Dγ,η, ‖ · ‖γ,η Modelled distributions with blow-up at t = 0 27
Dγ,ηε , ‖ · ‖γ,η;ε Modelled distributions with short range ε 36
E k Abstract symbol of multiplication by εk on Tex 18
E k` (τ ) Formal symbol representing ε
k D(`)Πzτ)(z) 19
Eˆ k Abstract symbol on Dγ 29
F Nonlinearity 4
G Structure group 19
G+ Multiplicative linear functionals on T+ 20
γzz¯ Character defining Γzz¯ 28
‖H‖γ , ‖H ; H¯‖γ (Ho¨lder) norm on Dγ 26
Hk kth Hermite polynomial 49
I,I ′ Abstract integration maps 17
I`(τ ) Formal symbol representing D(`)K ? Πzτ)(z) 19
K Operator on Dγ defined from kernel K 32
Lε(ζ ) Lift of smooth ζ to Tex 27
M Admissible models 23
Mε ε-models 35
Mex Admissible models on Tex 26
MWick Wick renormalization 49
Nε Kernel appearing in the model bounds 67
P Operator defined from the heat kernel 32
|Π |, |Π; Π¯ | Norm on models 25
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Symbol Meaning Page
Q(m)ε Kernel appearing in the model bounds 67
Q60 Projection onto ⊕α60 Tα in Tex 31
R Reconstruction operator 26
RWick Reconstruction operator for Wick renormalized
model
54
R Kernel renormalization 87
S ′ Dual of Schwartz space 24
T Linear span ofW 17
T<γ Elements of T of homogeneity strictly less than γ 27
T¯ Subspace of T generated by powers of X 19
T+ Free commutative algebra generated by X , I`(τ ),
E k` (τ )
19
Tex Extended regularity structure 21
U Symbols used to describe solution h 17
U ′ Symbols used to describe derivative ∂x h 17
U ′ex Symbols used to describe powers of ∂x h 21
V Symbols used to describe right hand side 17
V`,k Symbols that can appear as argument to E k` 19
W Symbols used to describe equation 17
Wex Symbols used for the extended regularity structure 22
W+ Symbols used to describe structure group 19
W¯+ 22
Ξ Abstract symbol for noise 17
X = (X0, X1) Abstract symbol for z = (t, x) 17
ξ Space–time white noise 2
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