Let G be a graph with undirected and directed edges. Its representation is given by assigning a vector space to each vertex, a bilinear form on the corresponding vector spaces to each directed edge, and a linear map to each directed edge. Two representations A and A ′ of G are called isomorphic if there is a system of linear bijections between the vector spaces corresponding to the same vertices that transforms A to A ′ . We prove that if two representations are isomorphic and close to each other, then their isomorphism can be chosen close to the identity.
Introduction
If two square complex matrices are similar and close to each other, then they are similar via a matrix that can be chosen close to the identity matrix. This fundamental fact is known as the local Lipschitz property for similarity (Gohberg and Rodman [3] ); many mathematical constructions are based on it.
For example, the affine tangent space at the point A ∈ C n×n to the orbit of A under similarity is the set {A + XA − AX | X ∈ C n×n } since by the Lipschitz property each matrix that is similar to A and close to A has the following form with a small E: Pierce and Rodman proved analogous local Lipschitz properties for congruence [7] , for simultaneous congruence and simultaneous unitary congruence [8] , for matrix group actions that contain simultaneous similarity and simultaneous equivalence [9] , and joint similarity and congruence-like actions [11] ; see also [10, 12] .
The following theorem is a special case of [11, Corollary 1.3(1) ].
Theorem 1.1. For each sequence A 1 , . . . , A t of n × n complex matrices and each r ∈ {0, 1, . . . , t}, there exist positive real numbers ε and K with the following property. Let B 1 , . . . , B t be a sequence of n × n complex matrices such that i B i − A i < ε and
for some nonsingular S ∈ C n×n . Then the equalities (1.1) also hold for some nonsingular S satisfying
Here · is any matrix norm, although Rodman [11] uses the operator norm A := max |x|=1 |Ax|, in which | · | stands for the Euclidean norm of vectors.
The goal of this paper is to give an independent proof of a more general statement about representations of bidirected graphs (Theorem 2.2) using the Lipschitz property for matrix pairs with respect to similarity and two known facts about systems of linear mappings and bilinear forms.
Representations of bidirected graphs
We consider systems of linear mappings and bilinear forms as representations of bidirected graphs, which are the graphs with undirected, directed, and bidirected edges; for example,
The vertices of bidirected graphs that we consider are natural numbers 1, 2, . . . , t (t 1). Multiple edges and loops are allowed.
Definition 2.1 ([14]
). Let G be a bidirected graph.
• A representation A of G over a field F is given by assigning -a finite dimensional vector space A i over F to each vertex i, • The dimension of a representation A is the vector dim A := (dim A 1 , . . . , dim A t ).
• An isomorphism ϕ : A ∼ − → B of two representations A and B of G of the same dimension is a system ϕ = (ϕ 1 , . . . , ϕ t ) of linear bijections
• A representation A of G over a field F in which all vector spaces A i are of the form F ⊕ · · · ⊕ F is called a matrix representation. (All forms and linear mappings of a matrix representation are given by matrices.)
For example, a representation of (2.1) is a system A:
and bilinear forms on the dual spaces
The forms and mappings in (2.2) can be considered as elements of tensor products
; that is, as tensors of types (0, 2), (1, 1), and (2, 0). Therefore, each representation of a bidirected graph is a system of vector spaces and tensors of order 2.
If all edges of G are directed, then G is a quiver and its representations are quiver representations. If all edges are directed and undirected, then G is a mixed graph; its representations are considered in [5] .
Each representation of a bidirected graph G is isomorphic to a matrix representation; therefore, it is enough to study only matrix representations; they are given by matrices assigned to all edges. The norm A of a matrix representation A is the sum of norms of its matrices. For definiteness, we use the Frobenius norm
of a complex matrix A = [a ij ], although we could use an arbitrary matrix norm.
The main result of the paper is the following theorem, which is the local Lipschitz property for representations of bidirected graphs. Theorem 2.2. Let A be a complex matrix representation of dimension (n 1 , . . . , n t ) of a bidirected graph G. There exist positive real numbers ε and K with the following property: for every complex matrix representation B that is isomorphic to A and satisfies B − A < ε there exists an isomorphism ϕ = (S 1 , . . . , S t ) : B ∼ − → A such that
We show in Section 3 that Theorem 2.2 follows easily from the Lipschitz property for complex matrix pairs with respect to similarity (which is proved in [9] ) and the following known facts:
• the problem of classifying complex matrix pairs with respect to similarity transformations
contains the problem of classifying complex representations of an arbitrary quiver (which is proved in [1, 2] ), and
• the problem of classifying complex representations of a bidirected graph G is reduced to the problem of classifying complex representations of some quiver G (which is proved in [14] ).
Proof of Theorem 2.2
We first prove the Lipschitz property for quiver representations and then extend it to representations of bidirected graphs.
From matrix pairs to quiver representations
Let us prove the following theorem, which is the global Lipschitz property for representations of quivers.
Theorem 3.1. Let A be a complex matrix representation of dimension (n 1 , . . . , n t ) of a quiver Q. There exists a positive real number K such that for every complex matrix representation B that is isomorphic to A there exists an isomorphism ϕ = (S 1 , . . . , S t ) : B ∼ − → A satisfying
Let us consider complex matrix representations
(where C n := C ⊕ · · · ⊕ C with n summands) of the quiver Q:
Define the matrix pair
by the representation A. Proof. Each matrix representation that is isomorphic to A has the form
where S 1 , S 2 , S 3 are nonsingular matrices, which can be considered as the change of basis matrices.
⇐=. Let
for some nonsingular R. The equality R −1 MR = M implies that R = S 1 ⊕ S 2 ⊕ S 3 ⊕ S 4 . We conclude from the second equality in (3.4) that R acts on N(A) by similarity transformations as follows:
Since these transformations preserve the (3, 4)th block I, S 3 = S 4 . We have that B is of the form (3.3), and so B is isomorphic to A. =⇒. Let B be isomorphic to A. Then B is of the form (3.3), and so
Proof of Theorem 3.1. For the sake of clarity, we prove Theorem 3.1 for quiver representations (3.1); its proof for representations of an arbitrary quiver is analogous. By [9, Theorem 3.1], the global Lipschitz property holds for complex matrix pairs with respect to similarity. Applying it to the matrix pair (3.2), we find that there is a positive real number K with the following property: for every complex matrix pair (M ′ , N ′ ) that is similar to (M, N(A)) there exists a nonsingular matrix R satisfying 
From quiver representations to representations of bidirected graphs
Let us recall the method that reduces the problem of classifying systems of linear mappings and forms to the problem of classifying systems of linear mappings. This method was developed by Roiter and Sergeichuk [13, 14] ; it is used in [4, 15] .
For every bidirected graph G, we denote by G the quiver obtained from G by replacing
• each vertex i of G by the vertices i and i * , • each arrow α : i −→ j by the arrows α : i −→ j and α * : j * −→ i * ,
• each edge β : i j (i j) by β : j −→ i * and β
We put i * * := i and α * * := α for all vertices and arrows. The mappings i → i * and α → α * are involutions on the sets of vertices and arrows of the quiver G.
For example,
For every complex matrix representation A of a bidirected graph G, we define the complex matrix representation A of G with the same A α and with
for complex matrix representations of (3.7).
The following lemma is a special case of [13, Theorem] Proof. For clarity, we prove Lemma 3.3 for matrix representations of the bidirected graph G given in (3.7); its proof for matrix representations of an arbitrary bidirected graph is analogous.
Let B be obtained from A in (3.8) by replacing A, B, C with
Take a nonzero polynomial f ∈ C[x] and consider the morphisms of quiver representations
We must choose the polynomial f such that ψ −• f (ψ • ψ) has the form (3.9); that is,
The first equality is equivalent to Rf (P T R) −1 = P −T f (P T R), and so the equalities (3.11) are equivalent to
Such an f exists since for each nonsingular complex matrix M there is a polynomial in M whose square is M; see Kaplansky [6, Theorem 68] . We obtain ψ −• f (ψ • ψ) of the form (3.9); its first two matrices define the 12) which proves Lemma 3.3.
Proof of Theorem 2.2. For clarity, we prove Theorem 2.2 for matrix representations of the bidirected graph G in (3.7). Let A be a complex matrix representation of G. We must prove that there exist positive numbers ε and K with the following property: for every matrix representation B that is isomorphic to A and satisfies B − A < ε there exists an isomorphism ϕ = (Φ 1 , Φ 2 ) : B ∼ − → A such that
Let A ′ be any matrix representation of G that is isomorphic to A. Then A and A ′ are isomorphic representations of G and
By Theorem 3.1, there exists K > 0 (the same for all A ′ ) and an isomorphism (3.10) satisfying
Let us prove that (3.12) is a desired isomorphism; that is, there exists M > 0 (the same for all A ′ that are sufficiently close to A) such that Taking X = R T and Y = P , we get R T P − I δ 2 + 2δ 3δ for a sufficiently small δ.
(iii) Write f (R T P ) = I + D, in which D is a sufficiently small matrix. Since f (R T P ) 2 = R T P , we have R T P = (I + D) 2 = I + 2D + D 2 , and so
Hence, f (R T P ) − I = D R T P − I 3δ. By (3.14), (i), and (iii),
R
−T f (R T P ) − I R −T − I f (R T P ) − I + R −T − I| + f (R T P ) − I 2δ3δ + 2δ + 3δ 6δ + 2δ + 3δ = 11δ.
Therefore, we can take M = 11 in the first inequality of (3.13). Analogously, we can take M = 11 in the second inequality.
