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ABSTRAK 
Model ARIMAX merupakan salah satu metode peramalan yang 
dapat digunakan untuk meramalkan suatu kejadian yang 
melibatkan variabel lain dengan tetap mempertimbangkan 
pengaruh waktu. Variasi kalender hijriyah yaitu variasi akibat 
perubahan komposisi kalendar. Tujuan dari penelitian ini adalah 
menerapkan model ARIMAX variasi kalender hijriyah terhadap 
data mingguan penjualan busana muslim Butik Zoya. Data yang 
digunakan sebanyak 117 pada minggu I Bulan Januari 2015 sampai 
dengan minggu ke-IV Bulan Maret 2017. Selain efek variasi 
kalender hijriyah, data mingguan penjualan busana muslim juga 
dipengaruhi oleh trend. Pada pemodelan ini variabel output yang 
digunakan adalah banyaknya penjualan busana muslim sedangkan 
variabel input adalah variabel 𝑡 sebagai efek trend dan variabel 
dummy efek variasi kalender hijriyah (𝐷𝑖,𝑡). Pemodelan trend 
dilakukan dengan regresi sederhana sedangkan pemodelan dummy 
dilakukan dengan regresi berganda. Penelitian ini menghasilkan 
model ARIMAX variasi kalender hijriyah trend deterministik 
dengan sisaan ARIMA ([1][13],0,1). Peramalan untuk tahun 2017 
saat satu minggu sebelum hari raya Idul Fitri adalah sebesar 1466 
dan peramalan minggu saat terjadinya hari raya idul fitri sebanyak 
1667 serta saat terjadinya Hari Raya Idul Adha sebesar 826 buah. 
Kata Kunci : regresi, arimax, variasi kalender hijriyah, trend 
deterministik. 
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ABSTRACT 
The ARIMAX model is one of the forecasting methods that can be 
used to forecast an event involving other variables while still 
considering the effect of time. Hijriyah calendar variation is a 
variation due to changes in calendar composition. The purpose of 
this research to apply and predict the ARIMAX model of hijriah 
calendar variation to the weekly sales data of Muslim fashion at 
Zoya Boutique. The data is used  117 in the first week of January 
2015 until the fourth week of March 2017. In addition to the 
variation effects of hijriah calendar, weekly sales data of Muslim 
fashion is also influenced by trend. In this modeling, the output 
variable is used the number of Muslim fashion sales while the input 
variable is the t variable as the effect of trend and dummy variables 
due to variations of hijriah calendar. Trend modeling is done by 
simple regression while modeling with dummy is done by multiple 
regression. This research produces ARIMAX model of hijriah 
calendar variation deterministic trend with ARIMA residual ([1] 
[13], 0,1). Forecasting for the year 2017 at one week before Eid Al-
Fitr is 1466 and forecasting the week during Eid Al-Fitr is 1667 
then Adha Eid is 826. 
Keyword: regression, arimax, hijriyah calender variation, 
deterministic trend 
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BAB I 
PENDAHULUAN 
 
 Pada bab ini dijelaskan mengenai latar belakang dari 
permasalahan yang dibahas, rumusan masalah yang muncul akibat 
latar belakang, batasan masalah, tujuan, manfaat, dan sistematika 
penulisan yang diuraikan pada bagian akhir bab ini. 
 
1.1 Latar Belakang 
Time Series merupakan serangkaian pengamatan yang 
dikumpulkan menurut urutan waktu dalam suatu rentang tertentu. 
Beberapa data deret waktu memiliki perubahan pola kenaikan atau 
penurunan seiring dengan adanya perubahan waktu. Untuk 
menyesuaikan hal tersebut, diperlukan model trend yang dapat 
mewakili pengaruh kenaikan atau penurunan setiap waktu. Model 
trend dibagi menjadi dua yaitu model trend deterministik dan model 
trend stokastik. Model trend deterministik adalah model yang 
memiliki struktur trend dan dapat digambarkan dalam suatu model 
parametrik tertentu misalnya linier, kuadratik, kubik, atau yang 
lainnya[1]. 
Analisis Time Series pada dasarnya dilakukan untuk 
menganalisis data yang mempertimbangkan waktu sebagai 
variabel terkait. Metode analisis time series yang sering digunakan 
adalah ARIMA (Autoregressive Integrated Moving Average). 
Model ARIMA adalah model yang digunakan untuk meramalkan 
data deret waktu dengan menggunakan nilai masa lalu dan nilai 
sekarang sebagai variabel terkait. Namun pada kenyataannya, 
terdapat beberapa data deret waktu yang tidak hanya dipengaruhi 
oleh waktu sehingga pada kasus tertentu model ARIMA tidak 
mampu menjelaskan pola data. Untuk memperbaiki hal tersebut, 
dibentuklah model peramalan yang dapat mempertimbangkan 
faktor lain selain waktu sebagai variabel terkait yang disebut model 
ARIMAX (Autoregressive Integrated Moving Average With 
Exogenous Variables)[1][2]. 
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Model ARIMAX merupakan salah satu metode peramalan 
yang dapat digunakan untuk meramalkan suatu kejadian yang 
melibatkan variabel lain dengan tetap mempertimbangkan 
pengaruh waktu. Model tersebut dapat digunakan pada data deret 
waktu tertentu yang memiliki efek variasi kalender, misalnya data 
penjualan pakaian, data penjualan bahan pokok serta data 
penjualan lainnya. Variasi kalender dibagi menjadi dua yaitu 
variasi perdagangan (trading day variation) dan variasi liburan 
(holiday variation). Variasi perdagangan (trading day variation) 
menunjukkan variasi yang disebabkan karena perubahan 
komposisi kalender setiap tahun sehingga bulan-bulan dalam 
kalender memiliki komposisi jumlah hari yang berbeda sedangkan 
variasi liburan (holiday variation) mengacu pada perubahan 
aktifitas ekonomi dari tahun ke tahun di bulan tertentu di mana 
terjadi libur[2]. 
Pada penelitian yang Novita Hakimah pada tahun 2016, 
meneliti efek trading day pada penjualan bulanan di Toko Emas X 
Jawa Timur sebagai deret output, 7 deret input yaitu variabel 
dummy D1,t sebagai selisih banyaknya hari selasa dengan 
banyaknya hari senin pada bulan ke-t, variabel dummy D2,t  sebagai 
selisih banyaknya hari rabu dengan banyaknya hari senin, variabel 
dummy D3,t sebagai selisih banyaknya hari kamis dengan 
banyaknya hari senin pada bulan ke-t, variabel dummy D4,t  sebagai 
selisih banyaknya hari jumat dengan banyaknya hari senin, 
variabel dummy D5,t sebagai selisih banyaknya hari sabtu dengan 
banyaknya hari senin pada bulan ke-t, variabel dummy D6,t  sebagai 
selisih banyaknya hari minggu dengan banyaknya hari senin dan 
variabel dummy Mt  sebagai jumlah hari pada bulan ke-t. Hasil 
penelitian yang didapatkan adalah Pada model tersebut, efek 
variasi perdagangan, trend linier berpengaruh terhadap banyaknya 
penjualan perhiasan emas. Efek musiman yang mempengaruhi 
penjualan perhiasan emas di Toko Emas X Jawa Timur yaitu Hari 
Raya Idul Fitri, musim panen, dan tahun baru [3].  
Pada penelitian Lee dan Suhartono pada tahun 2010, 
meneliti efek Hari Raya Idul Fitri pada penjualan baju muslim laki-
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laki sebagai deret output, tiga deret input yaitu variabel dummy Dt 
sebagai efek bulan terjadinya Hari Raya Idul Fitri, variabel dummy 
Dt-1 sebagai efek satu bulan sebelum terjadinya Hari Raya Idul Fitri, 
dan variabel dummy Dt-2 sebagai efek dua bulan sebelum terjadinya 
Hari Raya Idul Fitri. Hasil penelitian yang didapatkan bahwa 
model ARIMAX dengan variasi kalender memiliki peramalan 
lebih baik dibandingkan metode neural network, dekomposisi, dan 
ARIMA [4]. 
Pakaian adalah bagian terpenting yang tidak dapat 
dipisahkan dari kehidupan manusia. Pada zaman seperti ini, 
pakaian sudah dapat di dapatkan di mana-mana, bukan hanya pasar 
saja tetapi juga di mall, toko online, dan butik busana lainnya. Di 
Negara Indonesia ini, mayoritas penduduknya beragama Islam dan 
Penduduk muslim di Indonesia merupakan penduduk muslim 
terbanyak di dunia, karena itu semakin banyaknya toko-toko 
pakaian yang banyak menjual busana-busana muslim. 
Perencanaan dan pengendalian persediaan stok barang 
merupakan salah satu permasalahan yang sangat penting. Karena 
itu, diperlukan adanya ketepatan dalam hal persediaan stok barang 
yang disebabkan karena jumlah permintaan produk barang yang 
tidak menentu. Diperlukan adanya peramalan dalam penjualan 
busana dikarenakan jika persediaan busana berlebih, maka akan 
mengakibatkan tidak lakunya busana tersebut dikarenakan busana 
memiliki trend yang berbeda-beda seiring bejalannya waktu. 
Sebaliknya, jika terjadi kekurangan jumlah stok barang maka akan 
mengakibatkan kehilangan kesempatan dalam menjual produknya 
seperti saat pembeli memilih tempat lain yang memiliki stok lebih 
banyak. Untuk merencanakan persediaan stok barang kedepannya, 
maka diperlukan adanya suatu metode untuk meramalkan jumlah 
penjualan yang tepat.  
Pada bulan-bulan tertentu, permintaan busana muslim 
mengalami peningkatan yang tajam seperti pada Hari Ramadhan 
dan Hari Raya Idhul Fitri. Pada minggu-minggu tersebut 
permintaan akan busana muslim semakin meningkat dimana Hari 
Ramadhan dan Hari Raya Idul Fitri memiliki penanggalan yang 
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tidak berdasarkan Kalender Masehi, melainkan Kalender Hijriyah. 
Hal ini mengakibatkan terjadinya pergeseran 11 hari setiap 
tahunnya. Pergeseran waktu tersebut mempengaruhi banyaknya 
penjualan yang disebut variasi kalender hijriyah. Dengan 
perbedaan perhitungan hari tersebut maka metode peramalan 
permintaan busana muslim yang digunakan adalah dengan variasi 
kalender hijriyah.  
Berdasarkan penelitian terdahulu dan beberapa alasan yang 
telah diuraikan, dapat disimpulkan bahwa data penjualan diduga 
dipengaruhi trend deterministik, variasi kalender hijriyah akibat 
Hari Raya Idul Fitri. Model trend deterministik digunakan akibat 
peningkatan total penjualan busana muslim di Butik Zoya 
mengalami kenaikan setiap waktu. Model ARIMAX variasi 
kalender trend deterministik akibat Hari Raya Idul Fitri akan 
diterapkan pada data mingguan banyaknya penjualan busana 
muslim di Butik Zoya pada Januari 2016 sampai Maret 2017. 
Model tersebut dianggap mampu meramalkan data penjualan untuk 
periode ke depan dengan mencakup efek trend deterministik dan 
efek variasi kalender hijriyah. 
1.2 Rumusan Masalah 
Pokok permasalahan yang akan dibahas yaitu: 
1. Bagaimana model yang sesuai untuk data penjualan busana 
muslim di Butik Zoya Surabaya dengan pendekatan metode 
ARIMAX berdasarkan variasi kalender hijriyah? 
2. Bagaimana nilai peramalan penjualan busana muslim di Butik 
Zoya dengan pendekatan ARIMAX berdasarkan variasi 
kalender hijriyah untuk 22 periode kedepan? 
 
1.3 Batasan Masalah  
Agar pembahasan tugas akhir ini lebih terfokus dan tidak 
terlalu luas maka penulisan tugas akhir akan dibatasi ruang lingkup 
pembahasannya, yaitu sebagai berikut: 
1. Data yang digunakan adalah data mingguan penjualan busana 
muslim di Butik Zoya sebanyak 117 minggu pada minggu I 
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Bulan Januari 2015 sampai dengan minggu ke-IV Bulan Maret 
2017. 
2. Pengolahan data dilakukan dengan menggunakan metode 
peramalan ARIMAX berdasarkan variasi kalender hijriyah 
dengan menggunakan software Minitab 16.0, SAS 9.3, Eviews 
9, dan Microsoft Excel 2016 sebagai alat bantu menghitung. 
 
1.4 Tujuan 
Adapun tujuan dari penulisan tugas akhir ini adalah: 
1. Untuk menentukan model yang sesuai pada data penjualan 
busana muslim di Butik Zoya Surabaya untuk peramalan 
penjualan busana muslim dengan pendekatan metode ARIMAX 
berdasarkan variasi kalender hijriyah. 
2. Untuk menentukan nilai peramalan 22 minggu kedepan pada 
penjualan busana muslim di Butik Zoya dengan pendekatan 
ARIMAX berdasarkan variasi kalender hijriyah. 
1.5 Manfaat 
Adapun manfaat dari penulisan tugas akhir ini adalah: 
1. Bagi Penulis  
a. Memperluas pengetahuan tentang metode peramalan 
ARIMAX berdasarkan variasi kalender hijriyah. 
b. Memperluas pegetahuan dalam aplikasi minitab 16.0, 
software SAS 9.3, dan Eviews 9. 
c. Mengaplikasikan ilmu yang didapatkan pada masa studi 
yang digunakan dalam kejadian nyata bagi Butik Busana 
Muslim 
2. Bagi Butik Zoya Surabaya 
Adanya peramalan ini memudahkan butik dalam mengetahui 
perkembangan atau kemajuan usaha yang dilihat dari 
perbandingan hasil peramalan banyaknya penjualan busana 
serta  dapat mengoptimalkan dalam merencanakan persediaan 
produk. 
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1.6 Sistematika Penulisan 
Untuk memberikan gambaran mengenai keseluruhan isi tugas 
akhir ini, maka akan dikemukakan sistematika penulisan dalam 
tugas akhir ini sebagai berikut: 
1. BAB I PENDAHULUAN 
Bab ini menjelaskan tentang latar belakang, rumusan masalah, 
batasan masalah, tujuan, manfaat, dan sistematika penulisan 
hasil tugas akhir. 
2. BAB II TINJAUAN PUSTAKA 
Pada bab ini membahas dasar teori yang digunakan penulis 
dalam mengerjakan Tugas Akhir. Pada bab ini berisi analisis 
regresi, model ARIMA, model ARIMAX, dan profil Zoya. 
3. BAB III METODE PENELITIAN 
Bab ini menjelaskan tentang tahapan-tahapan  dalam proses 
menyelesaikan masalah dan mencapai tujuan tugas akhir. 
4. BAB IV PEMBAHASAN 
Bab ini menjelaskan mengenai analisis trend deterministik 
dengan regresi, penentuan variabel dummy, penerapan metode 
ARIMAX, pemodelan gabungan antara model trend 
deterministik dan pemodelan ARIMAX, pengujian diagnosis, 
pemilihan model terbaik, dan yang terakhir adalah peramalan. 
5. BAB V PENUTUP  
Bab ini menjelaskan kesimpulan yang diperoleh dari 
pembahasan dan saran untuk pengembangan penelitian 
selanjutnya. 
7 
 
BAB II 
TINJAUAN PUSTAKA 
 
Pada bab ini akan dijelaskan mengenai pengertian deret 
waktu, analisis regresi dan tahapan trend deterministik serta 
persamaan model dari trend deterministik, model ARIMA dan 
pemodelan ARIMA, pembentukan variabel dummy, model 
ARIMAX dan pemodelan ARIMAX serta persamaan model 
ARIMAX, Pemilihan model terbaik dengan AIC dan akan 
dijelaskan mengenai profil Zoya. 
2.1 Konversi Kalender Masehi ke Kalender Hijriyah 
 Data yang diolah adalah data berdasarkan waktu masehi 
yang dimana untuk mempermudah penentuan variabel dummy 
maka diperlukan konversi ke kalender hijriyah. Kalender hijriyah 
dapat mempermudah untuk melihat hari-hari besar Islam, seperti 
Ramadhan, Isra Miraj, Maulid Nabi, Idul Adha, dan sebagainya.  
2.2 Statistika Deskriptif 
 Statistika Deskriptif dapat memberikan informasi secara 
umum mengenai data yang dimiliki. Statistika deskriptif ini dapat 
menjelaskan atau menarik kesimpulan mengenai mean, median, 
range, data maximum, data minimum, varians, deviasi standar. 
Dengan melihat mean, maka akan didapatkan rata-rata dari data 
tersebut. Median adalah nilai tengah, jadi kita bisa 
membandingkan antara nilai tengah dan nilai maximum minimum. 
Range adalah selisih antara nilai data maximum dan nilai data 
minimum. Varians untuk melihat keragaman data. Apabila semakin 
besar selisih dari nilai pada data maka keragaman akan semakin 
besar pula.  
2.3 Analisis Regresi Linear 
 Regresi linear adalah analisis regresi yang dipergunakan 
untuk mengetahui pengaruh antara satu atau beberapa variabel 
terhadap satu buah variabel. Variabel yang mempengaruhi sering 
disebut variabel bebas atau variabel independen. Variabel yang 
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dipengaruhi sering disebut dengan variabel terikat atau variabel 
dependen. Secara umum regresi linear terdiri dari dua, yaitu regresi 
linear sederhana dan regresi linear berganda. 
2.3.1 Analisis Regresi Linear Sederhana 
 Analisis regresi linier sederhana adalah analisis regresi yang 
hanya melibatkan dua variabel saja, yaitu 1 (satu) variabel 
dependen dan 1 (satu) variabel independen. Model regresi linear 
sederhana adalah sebagai berikut[5]: 
                            𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑖 + 𝜀𝑖  ; 𝑖 = 1,2, … , 𝑛                 (2.1)  
𝜀𝑖   ~ 𝐼𝐼𝐷𝑁 (0, 𝜎𝜀
2) 
dengan: 
 𝑌𝑖  : variabel dependen amatan ke-𝑖 
𝑋𝑖   : variabel independen amatan ke-𝑖 
𝛽0, 𝛽1 : parameter model 
𝜀𝑖  : sisaan ke-𝑖 
Kemudian dilakukan estimasi parameter model regresi 
sederhana dapat menggunakan metode Least Squares. Metode 
Least Squares merupakan suatu metode yang dilakukan dengan 
meminimumkan kuadrat residual. Dari persamaan (2.1) dapat 
dituliskan sebagai berikut[5]: 
                                      𝜀𝑖 = 𝑌𝑖 − 𝛽0 − 𝛽1𝑋𝑖                                      
Dengan mendefinisikan 𝑆 adalah jumlah kuadrat residual, maka 
dapat dituliskan sebagai berikut: 
                    𝑆 = ∑ 𝜀𝑖
2
𝑛
𝑖=1
= ∑ (𝑌𝑖 − 𝛽0 − 𝛽1𝑋𝑖)
2
𝑛
𝑖=1
              (2.2) 
kemudian persamaan tersebut diturunkan terhadap 𝛽0 dan 𝛽1 dan 
disamadengankan nol. Turunan persamaan (2.2) terhadap 𝛽0 
menghasilkan: 
𝜕𝑆
𝜕𝛽0
= −2∑ 𝑌𝑖 − 𝛽0 − 𝛽1𝑋𝑖
𝑛
𝑖=1
= 0 
dengan demikian diperoleh nilai estimasi parameter 𝛽0 dari model 
tersebut adalah: 
𝑏0 =
∑ 𝑌𝑖
𝑛
𝑖=1 − 𝑏1 ∑ 𝑋𝑖
𝑛
𝑖=1  
𝑛
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Turunan persamaan (2.2) terhadap 𝛽1 menghasilkan: 
𝜕𝑆
𝜕𝛽1
= −2∑ 𝑋𝑖(𝑌𝑖 − 𝛽0 − 𝛽1𝑋𝑖)
𝑛
𝑖=1
= 0 
dengan demikian diperoleh nilai estimasi parameter 𝛽1 dari model 
tersebut adalah: 
𝑏1 =
𝑛 ∑ 𝑋𝑖𝑌𝑖
𝑛
𝑖=1 − ∑ 𝑋𝑖
𝑛
𝑖=1 ∑ 𝑌𝑖
𝑛
𝑖=1  
𝑛 ∑ 𝑋𝑖
2𝑛
𝑖=1 − (∑ 𝑋𝑖
𝑛
𝑖=1 )
2  
Apabila parameter telah diketahui, maka didapatkan nilai 
prediksi dari regresi sebagai berikut: 
?̂?𝑖 = 𝑏0 + 𝑏1𝑋𝑖 ; 𝑖 = 1, ,2,… , 𝑛                  (2.3) 
dengan: 
?̂?𝑖  : prediksi variabel dependen amatan ke-i 
𝑋𝑖  : variabel independen amatan ke-i 
𝑏0  : nilai estimasi parameter 𝛽0 
𝑏1  : nilai estimasi parameter 𝛽1 
Proses selanjutnya setelah melakukan pendugaan parameter 
model regresi sederhana adalah pengujian terhadap model regresi 
apakah signifikan atau tidak, yang dapat dilakukan dengan dua cara 
yaitu uji serempak dengan uji 𝐹 dan uji parsial dengan uji 𝑡. 
Sebelum pengujian parameter model, dibuat tabel ANOVA seperti 
pada Tabel 2.1[5]. 
Tabel 2.1 Tabel ANOVA 
Variasi df 
Sum Of 
Square(SS) 
Mean 
Square(MS) 
𝐹ℎ𝑖𝑡𝑢𝑛𝑔 
Regresi 𝑘 𝑆𝑆𝑅 𝑀𝑆𝑅 
𝑀𝑆𝑅
𝑀𝑆𝐸
 
Sisaan 𝑛-𝑘-1 𝑆𝑆𝐸 𝑀𝑆𝐸 
 
Total 𝑛-𝑘 𝑆𝑆𝑇   
dengan: 
𝑆𝑆𝑅 = ∑ (𝑦?̂? − ?̅?)
2
𝑛
𝑖=1
 
𝑆𝑆𝐸 = ∑ (𝑦𝑖 − 𝑦?̂?)
2
𝑛
𝑖=1
 
10 
 
 
𝑆𝑆𝑇 = ∑ (𝑦𝑖 − ?̅?)
2
𝑛
𝑖=1
 
𝑀𝑆𝑅 =
𝑆𝑆𝑅
𝑘
 
𝑀𝑆𝐸 =
𝑆𝑆𝐸
𝑛 − 𝑘 − 1
 
Hipotesis yang digunakan dalam uji serempak adalah sebagai 
berikut: 
Hipotesis: 
𝐻0 ∶  𝛽0 = 𝛽1 = ⋯ = 𝛽𝑘 = 0  
𝐻1 ∶ Setidaknya paling sedikit ada satu 𝛽𝑘 ≠ 0 
Statistik uji: 
                       𝐹ℎ𝑖𝑡𝑢𝑛𝑔 =
𝑀𝑆𝑅
𝑀𝑆𝐸
                                      (2.4) 
Kriteria pengujian: 
Dengan menggunakan taraf signifikansi 5%,, jika 𝐹 > 𝐹5%(df1,df2), 
maka 𝐻0 ditolak artinya minimal ada satu variabel yang 
membengaruhi. Dengan 𝐹5%(df1,df2) adalah tabel distribusi 𝐹 yang 
terdapat pada Lampiran 13. 
Setelah melakukan uji serempak, maka selanjutnya 
dilakukan uji parsial untuk mengetahui apakah parameter model 
signifikan.  
Hipotesis: 
𝐻0: 𝛽𝑘 = 0 (parameter model tidak signifikan) 
𝐻1: 𝛽𝑘 ≠ 0 (parameter model signifikan) 
Statistik uji: 
𝑡hitung =
𝛽𝑘  
SE𝛽𝑘 
                                      (2.5) 
Kriteria pengujian: 
Dengan menggunakan taraf signifikansi 5%, jika |𝑡hitung| >
𝑡𝛼
2
,(𝑛−𝑘−1) maka 𝐻0 ditolak yang artinya parameter model 
signifikan. Dengan 𝑡𝛼
2
,(𝑛−𝑘−1) adalah tabel distribusi t yang 
terdapat pada Lampiran 14. 
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dengan: 
𝑛 ∶ banyaknya data 
𝑘 ∶ banyaknya variabel independen 
2.3.2 Analisis Regresi Berganda 
 Persamaan Regresi Berganda merupakan persamaan regresi 
dengan menggunakan dua atau lebih variabel independen. Model 
persamaan regresi linear berganda adalah sebagai berikut[5]: 
        𝑌𝑖 = 𝛽0 + 𝛽1𝑋1𝑖 + ⋯+ 𝛽𝑝𝑋𝑝𝑖 + 𝜀𝑖 ; 𝑖 = 1,2,… , 𝑛       (2.6) 
𝜀𝑖   ~ 𝐼𝐼𝐷𝑁 (0, 𝜎𝜀
2) 
Apabila terdapat sejumlah n pengamatan dan p variabel 
independen X maka untuk setiap 𝑖 = 1,2,… , 𝑛 mempunyai 
persamaan berikut: 
𝑌1 = 𝛽0 + 𝛽1𝑋11 + ⋯+ 𝛽𝑝𝑋𝑝1 + 𝜀1 
𝑌2 = 𝛽0 + 𝛽1𝑋1𝑛 + ⋯+ 𝛽𝑝𝑋𝑝2 + 𝜀2 
⋮ 
𝑌𝑛 = 𝛽0 + 𝛽1𝑋1𝑛 + ⋯+ 𝛽𝑝𝑋𝑝𝑛 + 𝜀𝑛 
Apabila persamaan (2.6) dinyatakan dengan notasi matriks 
akan menjadi sebagai berikut[5]: 
[
𝑦1
𝑦
2
⋮
𝑦
𝑛
] = [
1
1
⋮
1
𝑥11
𝑥12
⋮
𝑥1𝑛
…
…
⋱
…
𝑥𝑝1
⋮
⋮
𝑥𝑝𝑛
]
[
 
 
 
𝛽0
𝛽
1
⋮
𝛽
𝑝]
 
 
 
+ [
𝜀1
𝜀2
⋮
𝜀𝑛
]                (2.7) 
Persamaan (2.7) dapat ditulis sebagai berikut: 
𝒀 = 𝜷𝑿 + 𝜺                                              (2.8) 
dengan: 
𝒀   : vektor kolom dengan n baris dan 1 kolom 
X  : matriks dengan n baris dan (𝑝 + 1)  kolom 
𝜷   : vektor kolom dengan (𝑝 + 1) baris dan 1 kolom 
𝜺 : vektor kolom dengan n baris dan 1 kolom 
Dari persamaan (2.8) diperoleh nilai estimasi parameter 𝛽 dari 
model tersebut adalah 
?̂? = (𝑿′𝑿)−𝟏(𝑿′𝒀)                                  (2.9) 
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Proses selanjutnya setelah melakukan pendugaan parameter 
model regresi berganda adalah pengujian terhadap model regresi 
apakah signifikan atau tidak, yang dapat dilakukan dengan dua cara 
yaitu uji serempak dengan uji 𝐹 dan uji signifikansi parameter 
dengan uji 𝑡. Sebelum pengujian parameter model, dibuat tabel 
ANOVA seperti pada Tabel 2.1. 
2.3.3 Koefisien Determinasi 
Pada analisis regresi, diperlukan penghitungan 𝑅2. 
Penghitungan nilai 𝑅2 dilakukan untuk mengetahui seberapa jauh 
pengaruh variabel independen (𝑋) terhadap variabel dependen (𝑌). 
Nilai 𝑅2 berkisar antara 0 dan 1 (0 ≤ 𝑅2 ≤ 1). Hasil pendugaan 
semakin baik apabila nilai 𝑅2 mendekati 1. Nilai koefisien 
determinasi pada regresi dapat dihitung dengan persamaan sebagai 
berikut[5]: 
                         𝑅2 =
∑ (𝑦?̂? − ?̅?)
2𝑛
𝑖=1
∑ (𝑦𝑖 − ?̅?)2
𝑛
𝑖=1
=
𝑆𝑆𝑅
𝑆𝑆𝑇
                       (2.10) 
  
2.3.4 Uji Asumsi Klasik 
Uji asumsi klasik adalah persyaratan statistik yang harus 
dipenuhi pada analisis regresi linear yang berbasis Least 
Square.semua uji asumsi klasik harus dilakukan pada analisis 
regresi linear. Pengujian asumsi klasik analisis regresi linear 
diantaranya adalah uji heteroskedastisitas, uji autokorelasi, uji 
multikolinearitas, dan uji normalitas. Tetapi ada pengujian yang 
yang tidak perlu digunakan pada analisis regresi linear sederhana, 
yaitu uji multikolinearitas. Pengujian asumsi sisaan antara lain 
sebagai berikut: 
1. Uji Heteroskedastisitas 
Asumsi sisaan heteroskedastisitas dilakukan untuk 
mengetahui apakah varian residual bersifat homokedastik dan 
dapat dilakukan dengan uji White dengan Hipotesis sebagai 
berikut[6]. 
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Hipotesis:  
𝐻0 ∶ Tidak terdapat unsur heteroskedastisitas  
𝐻1 ∶ Terdapat unsur heteroskedastisitas 
Statistik uji:  
                                                𝜒2 = 𝑛 ∗ 𝑅2                                     (2.11) 
dengan: 
𝑛  ∶ jumlah pengamatan yang digunakan 
𝑅2 ∶ koefisien determinasi  
Kriteria pengujian:  
Dengan menggunakan taraf signifikansi 5%, jika nilai 𝜒2 < 𝜒tabel
2  
maka 𝐻0 diterima yang artinya tidak terdapat unsur 
heteroskedastisitas. Dengan 𝜒tabel
2  adalah tabel Chi Square yang 
terdapat pada Lampiran 15. 
2. Uji Autokorelasi 
Uji Durbin-Watson adalah salah satu cara untuk mendeteksi 
adanya autokorelasi. Pada model regresi, asumsi yang diperlukan 
adalah tidak adanya autokorelasi dalam sisaan. Hipotesis yang 
digunakan adalah sebagai berikut[6]: 
Hipotesis: 
H0 : 𝜌𝑒 = 0 (Tidak ada Autokorelasi pada sisaan) 
H1 : 𝜌𝑒 ≠ 0 (Ada Autokorelasi pada sisaan) 
Statistik Uji: 
                    𝑑 =
∑ (𝑒𝑖−1 − 𝑒𝑖)
2𝑛
𝑖=1
∑ (𝑒𝑖)2
𝑛
𝑖=1
                        (2.12) 
∑ (𝑒𝑖)
2
𝑛
𝑖=1
≠ 0 
dengan: 
𝑒𝑖 ∶ nilai sisaan amatan ke-𝑖 
Kriteria pengujian: 
Jika 𝑑 ≤ (4 − 𝑑𝑢) dengan 𝑑𝑈 adalah batas atas tabel durbin 
watson, maka 𝐻0 ditolak artinya terdapat autokorelasi positif. Jika 
𝑑 > 𝑑𝑈, maka 𝐻0 diterima artinya tidak terdapat autokorelasi 
positif. Dengan tabel durbin watson yang terdapat pada Lampiran 
16. 
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3. Uji Multikolineritas 
 Uji multikolinearitas bertujuan untuk mengetahui apakah 
terdapat kasus multikolinearitas atau terdapat korelasi antara 
variabel independen. Indikator untuk mendeteksi multikolinearitas 
salah satunya adalah dengan melihat nilai Variance Inflation 
Factor (VIF)[6]. 
Hipotesis: 
𝐻0 ∶ terdapat multikolinearitas 
𝐻1 ∶ tidak terdapat multikolinearitas 
Statistik uji: 
                                             𝑉𝐼𝐹 =
1
𝑇𝑜𝑙
                                      (2.13) 
dengan: 
𝑇𝑜𝑙 = 1 − 𝑅𝑖
2  ; Toleransi 
𝑅𝑖
2  ∶ koefisien determinasi pada auxiliary regression 
Auxiliary regression adalah regresi antar variabel independen yang 
satu dengan variabel independen yang lain. 
Kriteria Pengujian 
Jika nilai 𝑉𝐼𝐹 < 10 maka H0 ditolak, yang artinya bahwa variabel 
independen tidak terjadi multikolineritas. 
4. Uji Normalitas 
Uji normalitas bertujuan untuk menguji apakah residual 
memiliki distribusi normal menggunakan uji Kolmogorov-
Smirnov[6].  
Hipotesis: 
𝐻0 ∶ 𝑆(𝑥) = 𝐹0(𝑥) (Data berdistribusi normal) 
𝐻1 ∶ 𝑆(𝑥) ≠ 𝐹0(𝑥) (Data tidak berdistribusi normal) 
Statistik uji: 
                                𝐷 = 𝑠𝑢𝑝𝑥|𝑆(𝑥) − 𝐹0(𝑥)|                       (2.14) 
dengan: 
𝑠𝑢𝑝𝑥 : Nilai supremum untuk semua 𝑥 dari selisih mutlak 𝑆(𝑥)  
  dan 𝐹0(𝑥) 
𝐹0(𝑥) : Fungsi distribusi yang dihipotesiskan berdistribusi  
  normal 
𝑆(𝑥)  : Fungsi distribusi kumulatif dari data sampel 
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Kriteria Pengujian: 
Pengujian signifikansi dilakukan dengan cara membandingkan 
nilai statistik uji 𝐷 dengan 𝐾𝑆𝑡𝑎𝑏𝑒𝑙 Apabila nilai statistik uji  𝐷 <
𝐾𝑆𝑡𝑎𝑏𝑒𝑙 maka 𝐻0 diterima, yang artinya bahwa sisaan berdistribusi 
normal. Dengan 𝐾𝑆𝑡𝑎𝑏𝑒𝑙 adalah tabel Kolmogorov-Smirnov yang 
terdapat pada Lampiran 17. 
2.4 Analisis Time Series 
 Time Series merupakan suatu pengamatan yang tersusun 
berdasarkan urutan waktu[1]. Salah satu tujuan dari analisis deret 
waktu yaitu untuk meramalkan nilai pada masa mendatang 
berdasarkan data pada masa lalu dan faktor lain yang masih 
berhubungan[5]. 
2.4.1 Stasioneritas 
Pemodelan data deret waktu harus memenuhi asumsi 
kestasioneran. Suatu deret waktu dikatakan stasioner apabila 
perilaku proses tidak berubah menurut waktu atau dapat dikatakan 
proses berada dalam kesetimbangan. Kestasioneran berarti bahwa 
tidak terdapat penambahan atau penurunan pada data dari waktu ke 
waktu. Dikatakan stasioner apabila data berfluktuasi dengan ragam 
konstan dan di sekitar rataan yang konstan. 
1. Kestasioneran terhadap Ragam 
Kestasioneran terhadap ragam bisa dilihat melalui plot data 
yang fluktuasi ragamnya tidak terlalu besar atau homogen. 
Pengujian yang sering digunakan untuk menguji kestasioneran data 
terhadap ragam adalah transformasi Box-Cox. Transformasi Box-
Cox adalah sebagai berikut [7]:  
                             𝑇(𝑍𝑡) = 𝑍𝑡
(𝜆) = {
𝑧𝑡
𝜆−1
𝜆
, 𝜆 ≠ 0
ln𝑍𝑡 , 𝜆 = 0
                     (2.15)                        
Dengan 𝜆 disebut sebagai parameter transformasi. Dalam 
transformasi Box-Cox akan diperoleh 𝜆, dimana nantinya akan 
menentukan transformasi yang harus dilakukan. Nilai 𝜆 beserta 
aturan transformasi Box-Cox dapat dilihat pada Tabel 2.1. 
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Tabel 2.2 Nilai Lambda dan Transformasinya 
Nilai Lambda -1 -0.5 0 0.5 1 
Hasil 
Transformasi 
1
𝑍𝑡
 
1
√𝑍𝑡
 
ln 
Zt 
√𝑍𝑡 Zt 
2. Kestasioneran terhadap Rata-Rata 
Kestasioneran terhadap rata-rata dapat diidentifikasi 
menggunakan uji akar unit (unit root test) atau ADF (Augmented 
Dickey Fuller). Uji akar unit merupakan salah satu metode yang 
dapat digunakan pada penentuan stasioneritas terhadap rata-rata 
suatu data menggunakan pengujian autokorelasi. Berikut 
merupakan pengujian autokorelasi pada model ARIMA 
menggunakan akar unit [7]. 
Hipotesis : 
𝐻0 : ?̂? = 1 (deret tidak stasioner), 
𝐻1 : ?̂? < 1 (deret stasioner) 
Statistik Augmented Dickey Fuller: 
𝑇 =
?̂?
𝑆?̂̂?
                                        (2.16) 
dengan: 
?̂? =  
∑ 𝑍𝑡−1𝑍𝑡
𝑛
𝑡=1
∑ 𝑍𝑡−1
2𝑛
𝑡=1
 
𝑆?̂? = √
𝜎𝛼
2
∑ 𝑍𝑡−1
2𝑛
𝑡=1
 
𝜎𝛼
2 = 
∑ (𝑍𝑡 − 𝜑 ̂𝑍𝑡−1)
2𝑛
𝑡=1
(𝑛 − 1)
 
?̂? : nilai duga parameter autoregressive 
𝑆?̂? : standar error ?̂? 
Kriteria Pengujian: 
Pengambilan keputusan dilakukan dengan membandingkan nilai 𝑇 
dan tabel critical values dickey fuller dimana tingkat signifikan 
sebesar 5%. Jika nilai 𝑇 < 𝜏(117,0.05), maka 𝐻0 diterima yang 
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artinya data telah stasioner. Dengan 𝜏(117,0.05) adalah critical 
values dickey fuller yang terdapat pada Lampiran 18. 
2.4.2 Fungsi Autokorelasi (ACF) dan Fungsi Parsial 
Autokorelasi (PACF) 
Salah satu kunci dari analisis deret berkala adalah 
autokorelasi, yaitu korelasi antara deret berkala dengan deret 
berkala itu sendiri dengan selisih waktu (lag) 0, 1, 2 periode atau 
lebih. Koefisien autokorelasi dan dapat didekati dengan persamaan 
[5]. 
𝜌𝑘 =
∑ (𝑍𝑡 − ?̅?)(𝑍𝑡+𝑘 − ?̅?)
𝑛−𝑘
𝑡=1
∑ (𝑍𝑡 − ?̅?)2
𝑛−𝑘
𝑡=1
                  (2.17) 
dengan: 
𝜌𝑘  : koefisien autokorelasi pada lag ke-𝑘 
𝑍𝑡  : nilai variabel Z waktu ke 𝑡 
?̅?𝑡  : rata- rata 𝑍𝑡 
𝑛    : banyaknya data 
Dengan demikian, hubungan koefisien autokorelasi dengan 
lagnya disebut fungsi autokorelasi atau autocorrelation function 
(ACF). Autokorelasi parsial digunakan untuk mengukur tingkat 
keeratan antara 𝑍𝑡 dengan 𝑍𝑡+𝑘, apabila pengaruh dari lag waktu 
1,2,3,...,k-1 dianggap terspisah. Nilai autokorelasi parsial dapat 
dihitung dengan menggunakan persamaan[7]: 
∅̂𝑘𝑘 =
?̂?𝑘 − ∑ ∅̂𝑘−1, ?̂?𝑘−𝑗 
𝑘−1
𝑗=1
1 − ∑ ∅̂𝑘−1, 𝑗?̂?𝑗  
𝑘−1
𝑗=1
                    (2.18) 
dengan: 
∅̂𝑘−1,𝑗 = ∅̂𝑘𝑗 − ∅̂𝑘+1,𝑘+1∅̂𝑘,𝑘+1−𝑗  
𝑗     ∶ 1,2,3,… , 𝑘  
∅̂𝑘𝑘 : koefisien korelasi antara dua pengubah acak 𝑍𝑡  dengan 𝑍𝑡+𝑘 
Dengan demikian, hubungan koefisien autokorelasi parsial dengan 
lagnya disebut fungsi autokorelasi parsial (PACF). 
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2.4.3 Model ARIMA (p,d,q) 
ARIMA merupakan metode peramalan yang dalam 
pembentukan modelnya berdasarkan pengaruh waktu dengan 
menggunakan data masa lalu dan sekarang sebagai peubah yang 
saling terkait. Model ARMA digunakan pada data yang stasioner, 
sedangkan ARIMA merupakan model yang digunakan untuk data 
yang tidak stasioner. Beberapa model umum ARIMA sebagai 
berikut [7]: 
1. Model Autoregresive (AR(p)) 
Data deret waktu mengikuti model Autoregressive dengan 
orde p adalah sebagai berikut [7]: 
 𝜙𝑝(𝐵)𝑍𝑡 = 𝛼𝑡                                  (2.19) 
dengan mensubstitusikan 𝜙𝑝(𝐵) = 1 − 𝜙1𝐵 − ⋯− 𝜙𝑝𝐵
𝑝 pada 
persamaan (2.19) maka diperoleh persamaan sebagai berikut: 
(1 − 𝜙1𝐵 − ⋯− 𝜙𝑝𝐵
𝑝)𝑍𝑡 = 𝛼𝑡 
𝑍𝑡 − 𝜙1𝑍𝑡−1 − ⋯− 𝜙𝑝𝑍𝑡−𝑝 = 𝛼𝑡 
sehingga model AR(p) dapat ditulis dengan persamaan:  
𝑍𝑡 = 𝜙1𝑍𝑡−1 + ⋯+ 𝜙𝑝𝑍𝑡−𝑝 + 𝛼𝑡 
2. Model Moving Average (MA(q)) 
Data deret waktu mengikuti proses  Moving Average dengan 
orde q dapat adalah sebagai berikut [7]: 
                                       𝑍𝑡 = 𝜃𝑞(𝐵)𝛼𝑡                                  (2.20) 
dengan mensubstitusikan 𝜃𝑞(𝐵) = 1 − 𝜃1𝐵 − ⋯− 𝜃𝑞𝐵
𝑞 pada 
persamaan (2.20) maka diperoleh persamaan sebagai berikut: 
𝑍𝑡 = 𝑎𝑡 − 𝜃1𝑎𝑡−1 − ⋯− 𝜃𝑞𝑎𝑡−𝑞 
sehingga model AR(p) dapat ditulis dengan persamaan:  
𝑍𝑡 = 𝛼𝑡 − 𝜃1𝛼𝑡−1 − ⋯− 𝜃𝑞𝛼𝑡−𝑞 
3. Model Autoregressive Moving Average  (ARMA(p,q)) 
Data deret waktu mengikuti proses ARMA(p,q), dengan p 
menyatakan orde dari proses autoregressive (AR), dan q 
menyatakan orde dari proses moving average (MA) adalah sebagai 
berikut [7]: 
                                    𝜙𝑝(𝐵)𝑍𝑡 = 𝜃𝑞(𝐵)𝛼𝑡                        (2.21) 
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dengan mensubstitusikan 𝜙𝑝(𝐵) = 1 − 𝜙1𝐵 − ⋯− 𝜙𝑝𝐵
𝑝 dan 
𝜃𝑞(𝐵) = 1 − 𝜃1𝐵 − ⋯− 𝜃𝑞𝐵
𝑞 pada persamaan (2.21) maka 
diperoleh persamaan sebagai berikut: 
𝑍𝑡 −  𝜙1𝑍𝑡−1 − ⋯− 𝑍𝑡−𝑝 − 𝛼𝑡 = − 𝜃1𝛼𝑡−1 − ⋯− 𝜃𝑞𝛼𝑡−𝑞 
sehingga model ARMA(p,q) dapat ditulis dengan persamaan: 
𝑍𝑡 =  𝜙1𝑍𝑡−1 + ⋯+ 𝜙𝑝𝑍𝑡−𝑝 + 𝛼𝑡 − 𝜃1𝛼𝑡−1 − ⋯− 𝜃𝑞𝛼𝑡−𝑞 
4. Model Autoregressive Integrated Moving Average 
(ARIMA (p,d,q)) 
Data deret waktu 𝑍𝑡 mengikuti model Autoregressive 
Integrated Moving Average (ARIMA) apabila differencing ke 
∇𝑑𝑍𝑡 adalah proses ARMA yang stasioner. Secara umum model 
ARIMA dapat ditulis dengan notasi ARIMA(p,d,q), dimana d 
adalah orde dari proses pembedaan. Model Autoregressive 
Integrated Moving Average (ARIMA(p,d,q)) adalah sebagai 
berikut [7]: 
                                 𝜙𝑝(𝐵)𝑌𝑡 = 𝜃𝑞(𝐵)𝛼𝑡                        (2.22) 
dengan mensubstitusikan 𝑌𝑡 = (1 − 𝐵)
𝑑𝑍𝑡 pada persamaan (2.22) 
maka diperoleh persamaan sebagai berikut: 
𝑍𝑡 =  𝜙1𝑍𝑡−1 + ⋯+ 𝜙𝑝𝑍𝑡−𝑝 + 𝛼𝑡 − 𝜃1𝛼𝑡−1 − ⋯− 𝜃𝑞𝛼𝑡−𝑞 
dengan: 
𝜑 : Parameter Autoregressive dengan orde p 
𝜃 : Parameter Moving Average dengan orde q 
(1 − 𝐵)𝑑 : Operator differencing dengan orde d 
𝛼𝑡 : Sisaan dari model 
5. Model ARIMA Restricted 
Proses pembentukan model ARIMA dapat dipilih lag 
tertentu yang menurut hasil identifikasi keluar dari batas, misalnya 
untuk orde AR([1,4]) dapat ditulis dalam persamaan sebagai 
berikut[8]: 
(1 − 𝜙1𝐵 − 𝜙4𝐵
4)𝑍𝑡 = 𝑎𝑡 
      𝑍𝑡 = 𝜙1𝑍𝑡−1 + 𝜙4𝑍𝑡−4 + 𝑎𝑡                   (2.23) 
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2.4.4 Pemodelan ARIMA 
Pada tahap ini, meliputi tiga tahapan yaitu identifikasi, 
penaksiran dan pengujian parameter, dan pemeriksaan 
diagnosis[7]: 
1.  Identifikasi  
Pada tahap ini, dilakukan uji stasioner terhadap mean dan 
varians, plot time series, plot ACF, dan plot PACF. Sehingga 
ditetapkan model sementara yang telah ditetapkan berdasarkan lag 
yang keluar pada plot ACF dan plot PACF. 
2.  Penaksiran dan Pengujian Parameter 
Pada penaksiran parameter model ARIMA menggunakan 
metode Least Squares (Conditional Least Squares)[7]. Metode 
Least Squares merupakan suatu metode yang dilakukan untuk 
mencari nilai parameter yang meminimumkan jumlah kuadrat 
kesalahan (selisih antara nilai aktual dan peramalan). Sebagai 
contoh untuk model AR(1) berikut[7]: 
𝑍𝑡 − 𝜇 = ∅1(𝑍𝑡−1 − 𝜇) + 𝑎𝑡 
 
dengan: 
𝑍𝑡 : nilai variabel Z waktu ke 𝑡 
Model Least Square untuk AR(1) ditunjukkan dalam persamaan 
berikut[7]: 
 
𝑆(∅, 𝜇) = ∑ 𝑎𝑡
2 = ∑  
𝑛
𝑡=2
 
𝑛
𝑡=2
[(𝑍𝑡 − 𝜇) − ∅ (𝑍𝑡−1 − 𝜇)]
2 
Berdasarkan prinsip dari metode Least Square, ditaksir ∅ dan 𝜇 
dengan cara meminimumkan 𝑆(∅, 𝜇). Hal ini dilakukan dengan 
menurunkan 𝑆(∅, 𝜇) terhadap 𝜇 dan ∅ kemudian disama 
dengankan nol. Turunan 𝑆(∅, 𝜇) terhadap 𝜇 menghasilkan: 
 
𝜕𝑆
𝜕𝜇
=  ∑  
𝑛
𝑡=2
2[(𝑍𝑡 − 𝜇) − ∅ (𝑍𝑡−1 − 𝜇)](−1 + ∅) = 0 
  
Dengan demikian diperoleh nilai estimasi parameter 𝜇 dari 
model AR(1) sebagai berikut[7]: 
 
?̂? =
∑  𝑛𝑡=2 𝑍𝑡 − ∅∑  
𝑛
𝑡=2 𝑍𝑡−1
(𝑛 − 1)(1 − ∅)
                    (2.24) 
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Sedangkan turunan 𝑆(∅, 𝜇) terhadap ∅ menghasilkan: 
𝜕𝑆
𝜕∅
= −2∑  
𝑛
𝑡=2
[(𝑍𝑡 − 𝜇) − ∅ (𝑍𝑡−1 − 𝜇)](𝑍𝑡−1 − 𝜇) = 0 
Didapatkan nilai estimasi sebagai berikut: 
 
∅̂ =
∑  𝑛𝑡=2 [(𝑍𝑡 − 𝜇)(𝑍𝑡−1 − 𝜇)
∑  𝑛𝑡=2 [(𝑍𝑡−1 − 𝜇)
2                   (2.25) 
 
Setelah didapatkan nilai estimasi dari masing-masing parameter 
selanjutnya dilakukan pengujian signifikansi untuk mengetahui 
apakah model layak atau tidak untuk digunakan. Untuk pengujian 
signifikansi parameter dengan uji 𝑡ℎ𝑖𝑡𝑢𝑛𝑔[7]. 
Hipotesis: 
𝐻0 : estimasi parameter = 0  
𝐻1 : estimasi parameter ≠ 0  
Statistik Uji: 
𝑡ℎ𝑖𝑡𝑢𝑛𝑔 =
𝑒𝑠𝑡𝑖𝑚𝑎𝑠𝑖 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟
𝑠𝑡. 𝑑𝑒𝑣𝑖𝑎𝑠𝑖 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟
                 (2.26) 
Kriteria Pengujian: 
Jika |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| > 𝑡𝑎
2
(𝑛−𝑝−1) dengan tingkat signifikansi 5%, maka 
𝐻0 ditolak yang artinya parameter model signifikan. 
3. Pengujian Diagnostik 
Pengujian diagnostik digunakan untuk mengetahui 
kelayakan model dengan memeriksa asumsi model yaitu sisaan 
bersifat white noise, kenormalan sisaan, dan overfitting. Asumsi 
pertama yang harus dipenuhi adalah 𝑎𝑡 atau sisaan bersifat white 
noise, yaitu memiliki rata-rata nol dan ragam yang konstan. 
Untuk menguji kelayakan model dapat diuji dengan Uji L-
jung Box (𝑄), di mana nilai statistik uji 𝑄 mengikuti distribusi 
𝜒𝑘−𝑚
2  [9] 
Hipotesis : 
𝐻0 : 𝜌1 = 𝜌2 = ⋯ = 𝜌𝑘 = 0    (model layak) 
𝐻1 : minimal ada satu 𝜌𝑘 ≠ 0 (model tidak layak) 
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Statistik uji: 
                                    𝑄 = 𝑛(𝑛 + 2)∑
𝜌𝑘
2
𝑛 − 𝑘
𝐾
𝑘=1
                           (2.27) 
dengan: 
𝑛 : Banyak pengamatan 
𝜌𝑘 : Koefisien autokorelasi sisaan pada lag-𝑘 
𝐾  : Lag maksimum 
𝑚 : Banyaknya parameter yang diduga dalam model 
 
Kriteria Pengujian:  
Dengan menggunakan  𝛼 = 0.05, jika 𝑄 < 𝜒(𝛼;𝑘−𝑝−𝑞)
2 , maka 𝐻0 
diterima yang artinya residual white noise. 
Pengujian diagnostik yang harus dipenuhi setelah sisaan 
bersifat white noise adalah kenormalan sisaan yang di uji 
menggunakan Kolmogorov-Smirnov dengan hipotesis sebagai 
berikut: 
Hipotesis: 
𝐻0 ∶ 𝑆(𝑥) =  𝐹0(𝑥) untuk semua 𝑥 (residual berdistribusi normal) 
𝐻1 ∶ 𝑆(𝑥) ≠  𝐹0(𝑥) untuk beberapa 𝑥 (residual  tidak berdistribusi 
normal) 
Statistik Uji: 
𝐷 = 𝑠𝑢𝑝𝑥|𝑆(𝑥) − 𝐹0(𝑥)|                   (2.28) 
dengan: 
𝐷 : Statistik uji untuk metode Kolmogorov-Smirnov 
𝑠𝑢𝑝𝑥 : Nilai supremum untuk semua 𝑥 dari selisih mutlak 𝑆(𝑥)  
  dan 𝐹0(𝑥) 
𝐹0(𝑥)  : Fungsi distribusi yang dihipotesiskan berdistribusi  
   normal 
𝑆(𝑥)  : Fungsi distribusi kumulatif dari data sampel 
Kriteria Pengujian :  
Jika 𝐷 < 𝐾𝑆𝑡𝑎𝑏𝑒𝑙 dengan tingkat signifikansi 5%,  maka 𝐻0 
diterima yang artinya residual model berdistribusi nomal. 
 Salah satu prosedur pemeriksaan diagnostik yang adalah 
overfitting, yakni dengan menambah satu atau lebih parameter 
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dalam model yang dihasilkan pada tahap identifikasi. Model yang 
dihasilkan dari hasil overfitting dijadikan sebagai model alternatif 
yang kemudian dicari model yang terbaik diantara model-model 
yang signifikan. 
Kemudian dilakukan pemilihan model terbaikrameter yang 
digunakan dalam peramalan haruslah optimal untuk mendapatkan 
suatu model terbaik. Metode yang digunakan untuk mengetahui 
kualitas dari model adalah Akaike’s Information Criterion (AIC). 
Nilai AIC terkecil dapat mewakili model tersebut merupakan 
model terbaik. Persamaan untuk menghitung nilai AIC adalah 
sebagai berikut [7]: 
                                   ln 𝐴𝐼𝐶 =
2𝑘
𝑛
+ ln (
𝑅𝑆𝑆
𝑛
)                           (2.29) 
Dengan k adalah banyaknya parameter dalam model, RSS 
adalah jumlah kuadrat residual dan n adalah banyaknya data 
residual. Model terbaik adalah model yang memiliki nilai AIC 
paling kecil.  
2.4.5 Model ARIMAX Variasi Kalender 
 Analisis variasi kalender (calendar variation) terdiri dari 
dua jenis, yaitu variasi perdagangan (trading day variation) dan 
variasi liburan (holiday variation). Efek liburan dapat diterapkan 
pada libur Hari Raya Idul Fitri selalu bergeser 11 hari setiap 
tahunnya karena mengikuti sistem Kalender Hijriyah. Model yang 
terbentuk dengan adanya variasi kalender adalah sebagai 
berikut[10]: 
𝑌𝑡 = 𝛽1𝐷1,𝑡 + ⋯+ 𝛽𝑘𝐷𝑘,𝑡+𝑁𝑡                (2.30) 
𝐷𝑖,𝑡 : variabel dummy ke-I dengan efek hari besar islam 
𝑁𝑡 : sisaan dari proses variasi liburan yang dibentuk dalam model 
deret waktu  ARIMA 
𝛽 : parameter  dari efek variasi liburan 
𝑡 : waktu terjadinya hari libur  
𝐷𝑖,𝑡 bernilai 1 jika minggu ke t termasuk dalam lama efek 
terjadinya hari besar islam dan bernilai 0 jika sudah diluar lama 
efek dari terjadinya hari besar islam yang terjadi saat hari ke t. 
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 Pada tahap selanjutnya dilakukan 2 tahap yaitu pendugaan 
parameter dari regresi terhadap trend deterministik dan evaluasi 
model untuk mendapatkan nilai 𝑅2. 
1. Pendugaan Parameter Dummy efek Variasi Kalender 
Analisis regresi tidak saja digunakan untuk data-data 
kuantitatif, tetapi juga bisa digunakan untuk data kualitatif. Jenis 
data kualitatif tersebut seringkali menunjukkan keberadaan 
klasifikasi (kategori) tertentu, sering juga dikatagorikan variabel 
independen (X) dengan klasifikasi pengukuran nominal dalam 
persamaan regresi. Variabel kualitatif tersebut harus 
dikuantitatifkan atributnya (cirinya) [6]. Salah satu metode untuk 
mengkuantitatifkan atribut yang bersifat kualitatif tersebut dengan 
cara membentuk variabel dummy kedalam model persamaan 
regresi.  
Pendugaan parameter model ARIMAX variasi kalender 
dilakukan dengan regresi linear berganda sama seperti pada subbab 
2.3.2 pada persamaan (2.9). 
2. Pengujian Signifikansi Parameter Dummy efek Variasi 
Kalender 
Setelah didapatkan nilai taksiran dari masing-masing 
parameter, selanjutnya dilakukan pengujian terhadap pemodelan 
dummy apakah signifikan atau tidak dengan dilakukan dengan dua 
cara yaitu uji serempak dengan uji 𝐹 dan uji signifikansi parameter 
dengan uji t. Jika didapatkan parameter yang tidak signifikan maka 
diperlukan pengujian parameter ulang dengan hanya menggunakan 
parameter yang signifikan. 
3. Pengukuran Evaluasi Model 
 Pengukuran evaluasi pemodelan dummy dilakukan sama 
seperti pada subbab 2.3.3 pada persamaan (2.10) yaitu dengan 
melihat nilai koefisien determinasi (𝑅2) dan melakukan uji 𝐹 dari 
tabel ANOVA.  
2.4.6 Model ARIMAX Variasi Kalender Trend Deterministik 
Model ARIMAX variasi kalender trend deterministik adalah 
model ARIMA yang diberi tambahan prediktor sebagai efek dari 
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variasi kalender hijriyah. Variabel yang mewakili efek variasi 
kalender hijriyah adalah variabel dummy yang diperoleh. 
Data dengan variasi kalender trend deterministik dapat 
dimodelkan dengan menggunakan analisis regresi linear berganda. 
Model regresi linier berganda berdasarkan persamaan (2.6) untuk 
data yang memiliki variasi kalender trend deterministik dapat 
dituliskan sebagai berikut[10]: 
                𝑌𝑡 = 𝛾𝑡 + 𝛽1𝐷1,𝑡 + ⋯+ 𝛽𝑘𝐷𝑘,𝑡+𝑁𝑡               (2.31) 
dengan: 
 𝑡  : Waktu dari pengamatan pertama hingga ke-n. Variabel 𝑡    
menunjukkan apabila terdapat trend linier dalam data. 
𝐷𝑘,𝑡 : Variabel dummy untuk efek variasi kalender ke-k, 
𝑁𝑡  : Sisaan model ARIMAX.  
 Model regresi linier berganda untuk data yang memiliki 
variasi kalender trend deterministik seperti pada persamaan (2.31) 
disebut dengan model ARIMAX karena memiliki variabel dummy 
dan 𝑡 sebagai deret input serta variabel 𝑌𝑡 sebagai deret output [10]. 
Pada tahap selanjutnya, dilakukan 2 tahap yaitu pendugaan 
parameter dari regresi terhadap trend deterministik dan dummy dan 
evaluasi model untuk mendapatkan nilai 𝑅2. 
1. Pendugaan Pemodelan Dummy efek Variasi Kalender dan 
Trend Deterministik 
Pendugaan parameter model ARIMAX trend deterministik 
dan variasi kalender sesuai dengan persamaan (2.31).  
Setelah didapatkan nilai taksiran dari masing-masing 
parameter, selanjutnya dilakukan pengujian signifikansi untuk 
mengetahui apakah model layak atau tidak untuk digunakan. Untuk 
uji signifikansi, dilakukan sama dengan cara pada subbab 2.3.2 
persamaan (2.9). 
2. Pengujian Signifikansi Parameter Dummy efek Variasi 
Kalender dan Trend Deterministik 
 Pengujian signifikansi parameter model trend deterministik 
dan variabel dummy efek variasi kalender dilakukan sama seperti 
pada subbab 2.4.5 pada point nomor 2. 
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3. Pengukuran Evaluasi Model 
 Pengukuran evaluasi pemodelan dummy dilakukan sama 
seperti pada subbab 2.4.5 pada point nomor 3. 
2.4.7 Model ARIMAX Variasi Kalender Trend Deterministik 
dengan Sisaan ARIMA 
Model ARIMAX variasi kalender hijriyah trend 
deterministik dengan sisaan ARIMA Restricted adalah model 
serempak regresi trend, regresi dummy dan pemodelan sisaan 
regresi dengan ARIMA. Variabel yang mewakili efek variasi 
kalender hijriyah adalah variabel dummy yang diperoleh dari 
persamaan (2.29). 
Penulisan model ARIMAX variasi kalender trend 
deterministik dengan sisaan model ARIMA dapat dituliskan seperti 
pada persamaan (2.31) dengan 𝑁𝑡 adalah model sisaan ARIMA 
Restricted yang didapatkan dari persamaan (2.23), sehingga dapat 
dituliskan[10]: 
𝑌𝑡 = 𝛾𝑡 + 𝛽1𝐷1,𝑡 + ⋯+ 𝛽𝑘𝐷𝑘,𝑡 + 𝑁𝑡
=  𝜑p1𝑍𝑡−p1 + ⋯+ 𝜑𝑝𝑛𝑍𝑡−𝑝𝑛 + 𝛼𝑡 − 𝜃1𝛼𝑡−1
− ⋯− 𝜃𝑞𝑛𝛼𝑡−𝑞𝑛                                          (2.32) 
𝑌𝑡 : data deret waktu pada bulan ke-t 
𝑁𝑡 : sisaan dari proses variasi kalender hijriyah 
𝜙   : parameter Autoregressive 
𝜃 : parameter Moving Average 
𝑎𝑡 : sisaan atau residual dari model 
𝛾 : parameter dari variabel trend 
t : variabel yang mewakili adanya trend deterministik linier 
dalam data dengan 𝑡 = 1,2,3,… , 𝑛 
𝐷𝑖,𝑡 : variabel yang mewakili adanya dummy 
Kemudian dilanjutkan ke tahap pemodelannya. Ada 
beberapa tahapan dalam pembentukan ARIMAX yaitu [10]:  
1.  Pendugaan dan Uji Signifikansi Parameter 
Pendugaan parameter pemodelan ARIMAX variasi kalender 
hijriyah trend deterministik sisaan ARIMA dapat dilakukan 
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dengan menggunakan metode Least Square seperti pada subbab 
2.3.2 .  
2.  Diagnostik Residual Model 
Pengujian diagnostik residual model dapat diidentifikasi 
dari 𝑎𝑡 sisaan. Model dikatakan layak jika 𝑎𝑡 sisaan bersifat white 
noise dan harus berdistribusi normal, yaitu 𝑎𝑡 sisaan memiliki rata-
rata nol dan ragam yang konstan. Diagnostik residual model 
bersifat white noise dapat dilakukan sama seperti pada persamaan 
(2.24) sedangkan untuk uji kenormalan sisaan menggunakan uji 
Kolmogorov-Smirnov dapat dilakukan sama seperti pada 
persamaan (2.27). Kemudian dilakukan overfitting untk 
mendapatkan model lainnya. 
3. Peramalan Model ARIMAX Variasi Kalender Trend 
Deterministik Sisaan ARIMA 
 Bentuk umum dari model ARIMAX variasi kalender 
hijriyah trend deterministik dengan sisaan model ARIMA 
restricted dapat dituliskan seperti pada persamaan (2.31). Model 
peramalan untuk l periode kedepan dapat dituliskan sebagai 
berikut: 
𝑌𝑡+𝑙 = 𝛾(𝑡 + 𝑙) + 𝛽1𝐷1,𝑡+𝑙 + ⋯+ 𝛽𝑘𝐷𝑘,𝑡+𝑙+𝑁𝑡+𝑙       (2.33) 
dengan: 
𝑁𝑡+𝑙 =  𝜑p1𝑌𝑡−p1 + ⋯+ 𝜑𝑝𝑛𝑌𝑡−𝑝𝑛 + 𝛼𝑡 − 𝜃1𝛼𝑡−1 − ⋯
− 𝜃𝑞𝑛𝛼𝑡−𝑞𝑛                                                        (2.34) 
𝑙 ∶ peramalan periode kedepan 
2.5 Tinjauan Non Statistika 
Zoya merupakan salah satu bisnis dari Shafco Enterprise, 
sebuah holding company yang bergerak dalam bidang Muslim 
fashion. Zoya tercipta pada tahun 2005 sebagai alternatif busana 
muslim yang terjangkau bagi kalangan menengah, juga sebagai 
alternatif bagi busana muslim berkualitas dan up-to-date [11]. 
Zoya memiliki bermacam-macam produk, diantara produk 
fashion, dan kosmetik. Zoya fashion menyediakan kerudung 
sebagai produk unggulannya. Namun, tidak hanya itu, Zoya 
fashion juga menyediakan busana, aksesoris, hingga perlengkapan 
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ibadah bagi para customer. Tersedia dalam beragam warna dan 
model yang anggun dan menarik, produk-produk Zoya Fashion 
merupakan pilihan yang tepat untuk menemani customer dalam 
berbagai situasi. Sedangkan untuk Zoya kosmetik menghadirkan 
produk-produk kecantikan mulai dari perlengkapan make-up 
seperti lipstick, lip balm, bedak, BB cream, eye brow, eye shadow, 
blush on, mascara dan make-up removal, hingga perawatan wajah 
dan tubuh seperti masker, facial wash, dan body mist.  
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BAB III 
METODOLOGI PENELITIAN 
 
 Metode penelitian yang digunakan dalam Tugas Akhir ini 
dibagi menjadi beberapa tahapan-tahapan penelitian dan beberapa 
tahapan pemodelan serta diberikan diagram alir untuk 
mempermudah memahami tahapan-tahapan pengerjaan Tugas 
Akhir. 
 
3.1 Data 
 Data yang digunakan dalam penelitian ini adalah data 
sekunder yang diperoleh dari Butik Zoya Surabaya yang terlampir 
pada Lampiran 1. Data yang diberikan adalah data dari penjualan 
busana muslim selama 117 minggu dari minggu I Januari 2015 
sampai dengan minggu IV Maret 2017 yang akan disimpolkan 
dengan 𝑌𝑡, serta informasi mengenai terjadinya Hari Raya Idul Fitri 
dan Hari Islam lainnya sebagai efek dari variasi kalender hijriyah 
dan informasi mengenai Hari Islam lainnya yang diduga 
berpengaruh terhadap banyaknya penjualan. Informasi mengenai 
terjadinya Hari Raya Idul Fitri dan Hari Islam lainnya periode 
tahun 2015 sampai tahun 2016 terlampir pada Lampiran 2. Efek 
variasi kalender hijriyah yang diduga berpengaruh terhadap 
banyaknya penjualan busana muslim dinyatakan dalam variabel 
dummy yang diuraikan sebagai berikut: 
𝐷𝑖,𝑡 = {
1, 𝑢𝑛𝑡𝑢𝑘 𝑚𝑖𝑛𝑔𝑔𝑢 𝑑𝑒𝑛𝑔𝑎𝑛 𝑒𝑓𝑒𝑘 𝑣𝑎𝑟𝑖𝑎𝑠𝑖 𝑘𝑎𝑙𝑒𝑛𝑑𝑒𝑟      
0, 𝑢𝑛𝑡𝑢𝑘 𝑚𝑖𝑛𝑔𝑔𝑢 𝑙𝑎𝑖𝑛𝑛𝑦𝑎                                                  
  
dengan, 𝐷𝑖,𝑡 merupakan variabel dummy yang mewakili efek dari 
variasi  kalender pada hari ke i. Variabel dummy minggu yang 
berupa proporsi untuk mewakili efek variasi kalender hijriyah, di 
mana minggu yang terdapat efek dari variasi kalender akibat Hari 
Raya Idul Fitri dan hari Islam lainnya memiliki nilai 1 sedangkan 
minggu yang tidak terdapat efek variasi kalender hijriyah bernilai 
0 yang tersaji pada Lampiran 3. 
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3.2 Langkah-Langkah Penelitian 
Adapun langkah-langkah penelitian sebagai berikut: 
1. Pendalaman dasar teori 
Tahap pertama adalah melakukan pendalaman lebih lanjut 
mengenai landasan teori yang akan dilakukan dalam penelitian 
ini. Landasan teori ini dapat berupa pengertian dasar, teori dan 
metode yang digunakan dari buku-buku atau berupa jurnal dari 
penelitian-penelitian terdahulu.  
2. Pengumpulan data 
Dalam tahap ini, dilakukan identifikasi data-data yang 
diperlukan untuk menyelesaikan permasalahan ini. Dalam 
penelitian ini, data yang digunakan merupakan data mingguan 
penjualan busana muslim di Butik Zoya Surabaya sebanyak 117 
data pada minggu I Januari 2015 sampai dengan minggu IV 
Maret 2017 .  
3. Analisis dan pengolahan data 
a. Mengkonversi data masehi kedalam data hijriyah untuk 
mempermudah menentukan variabel dummy. 
b. Identifikasi analisis deskriptif dan pola data dengan 
menggunakan Plot Time Series. 
c. Pengujian trend deterministik. Pengujian model trend 
deterministik dilakukan dengan melakukan regresi linear 
sederhana terhadap  data banyaknya penjualan busana 
muslim sebagai deret output dengan deret t sebagai input. 
i. Jika model trend deterministik berpengaruh maka 
lanjutkan ke point 5. 
ii. Jika model trend deterministik tidak berpengaruh maka 
lanjutkan ke point 4. 
d. Estimasi parameter pada efek variasi kalender hijriyah 
dengan melakukan regresi linear berganda terhadap data 
banyaknya penjualan busana muslim sebagai deret output 
dan variabel dummy sebagai deret input. Jika terdapat 
variabel dummy yang tidak signifikan maka diperlukan 
estimasi ulang dengan dummy yang signifikan 
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e. Memodelkan trend deterministik dan efek variasi kalender 
hijriyah dengan melakukan analisis regresi linier berganda 
terhadap data banyaknya penjualan busana muslim sebagai 
deret output, variabel t dan dummy sebagai deret input. 
f. Pengujian asumsi klasik berupa uji normalitas, uji 
multikolinearitas, uji autokorelasi, dan uji 
heteroskedastisitas dari sisaan yang didapatkan dari langkah 
5. 
i. Jika sisaan telah memenuhi asumsi klasik maka tidak 
diperlukan pemodelan lanjutan 
ii. Jika sisaan tidak memenuhi asumsi klasik maka 
dilanjutkan pada langkah 7. 
g. Pemodelan sisaan dengan menggunakan model ARIMA. 
h. Pemodelan serempak dilakukan dengan menggunakan orde 
dari model ARIMA yang terbaik untuk memodelkan 
variabel banyaknya penjualan busana muslim (in sample) 
sebagai deret output dengan deret input yang berpengaruh 
(variabel t dan variabel dummy dari efek variasi kalender 
hijriyah. 
i. Peramalan model terbaik ARIMAX dengan variasi kalender 
hijriyah trend deterministik dengan sisaan ARIMA. 
4. Tahap evaluasi hasil dan pembuatan kesimpulan 
Jika semua tahap sudah dilakukan, maka tahap selanjutnya yang 
dilakukan adalah membuat kesimpulan dengan hasil yang telah 
didapatkan apakah metode ini menghasilkan hasil yang terbaik 
ataukah ada metode lain yang dapat menghasilkan hasil yang 
lebih baik lagi serta memberikan saran-saran untuk kedepan. 
5. Penulisan Tugas Akhir 
Penulisan Tugas Akhir dilakukan dari awal melakukan studi 
literatur. 
3.3 Diagram Alir Pemodelan 
 Langkah-langkah penelitian pada langkah 3 akan dijelaskan 
pada Gambar 3.1 dan Gambar 3.2. 
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Gambar 3.1. Diagram Alir Pemodelan ARIMAX Variasi 
Kalender Hijriyah dengan Trend Deterministik 
Mulai 
Konversi Data 
Analisis Deskriptif 
Pemodelan trend deterministik 
  Apakah 𝑡 berpengaruh  
Pemodelan t dan variabel dummy efek variasi kalender 
Pengujian Asumsi Klasik 
  
Pemodelan Sisaan 
Pemodelan Gabungan 
Peramalan 
  
Apakah asumsi 
terpenuhi? 
Selesai 
Pemodelan variabel 
dummy efek variasi 
kalender 
Tidak 
Tidak 
Ya 
Ya 
33 
 
 
Ya 
  
Pemilihan model terbaik  
 
Pendugaan dan uji signifikansi parameter model ARIMA  
Overfitting model 
Ya 
Pengujian stasioneritas terhadap rata-rata 
Apakah stasioner 
terhadap rata-rata? 
 
Differencing 
Tidak 
Identifikasi model ARIMA menggunakan ACF dan 
PACF yang sudah stasioner 
Apakah stasioner 
terhadap ragam? 
 
Pengujian stasioneritas terhadap ragam 
Transformasi Box-cox 
Tidak 
Ya 
Mulai 
Uji Diagnostik 
Apakah model sesuai?  
 
Gambar 3.2. Diagram Alir Pemodelan Sisaan 
Tidak 
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BAB IV 
PEMBAHASAN 
  
 Pada bab ini dibahas mengenai analisis trend deterministik 
dengan regresi, penentuan variabel dummy, penerapan metode 
ARIMAX serta penentuan model ARIMAX, pemodelan gabungan 
antara model trend deterministik dan pemodelan ARIMAX, 
pengujian diagnosis, pemilihan model terbaik, dan yang terakhir 
adalah peramalan. 
4.1 Konversi Data 
Konversi Data dilakukan karena penjualan busana muslim 
pada saat minggu-minggu mendekati hari raya idul fitri atau hari 
islam lainnya akan meningkat tajam sedangkan sistem 
penanggalan di Indonesia menggunakan sistem Kalender Masehi 
sehingga terjadi pergeseran Hari Raya Idul Fitri setiap tahunnya. 
Karena itu perlu dilakukan konversi data kalender masehi menjadi 
data kalender hijriyah untuk mempermudah dalam melakukan 
analisis selanjutnya. Data yang dikonversi adalah data mingguan 
kalender masehi sebanyak 117 data mingguan, mulai minggu I 
Bulan Januari 2014 sampai minggu IV di Bulan Maret 2017. Hasil 
data konversi secara lengkap tersaji pada Lampiran 1.   
4.2 Statistika Deskriptif  
Statistika Deskriptif dapat memberikan informasi mengenai 
gambaran secara umum terhadap karakteristik penjualan busana 
muslim di Butik Zoya. Pada analisis statistika deskriptif ini 
menggunakan data penjualan sebanyak 117 minggu, mulai minggu 
pertama Bulan Januari 2015 sampai minggu terakhir di Bulan 
Maret 2017. Karakteristik penjualan dapat dilihat dari hasil 
statistika deskriptif yang tersaji pada pada Tabel 4.1. 
Tabel 4.1  Statistika Deskriptif Data Penjualan Mingguan Busana 
Muslim 
Mean St Dev Median Min Max Range Skewness 
375.9 252 337 83 1629 1546 2.68 
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Tabel 4.1 menunjukkan bahwa nilai rata-rata (mean) 
penjualan busana muslim sebesar 375.9 buah. Persebaran data 
untuk penjualan busana muslim beragam. Keragaman tersebut 
dapat dilihat dari nilai varians yang besar. Semakin besar nilai 
varians maka keragaman data juga semakin besar. Range penjualan 
busana muslim juga dapat di amati dari selisih antara jumlah 
penjualan tertinggi dengan jumlah penjualan terendah. Dari data 
tersebut, dapat dilihat penjualan tertinggi sebesar 1629 dan 
penjualan terendah sebesar 83 buah. Karena itu nilai range 
penjualan busana muslim dengan selisih penjualannya mencapai 
1546 buah. Median atau nilai tengah penjualan busana muslim 
sebesar 337 buah.  
4.3 Identifikasi Plot Data Deret Waktu 
Langkah awal yang dilakukan dalam analisis data deret 
waktu adalah identifikasi plot data deret waktu, berikut adalah plot 
data dari data deret waktu banyaknya penjualan busana muslim. 
 
Gambar 4.1 Plot Data Deret Waktu Banyaknya Penjualan 
Busana Muslim Butik Zoya Periode Januari 2015 – Maret 2017 
Plot data deret waktu dari data banyaknya penjualan busana 
muslim ditunjukkan pada Gambar 4.1. Berdasarkan Gambar 4.1 
dapat diketahui bahwa data banyaknya penjualan memiliki 
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kecenderungan memiliki trend apabila dilihat secara grafis. Pada 
minggu-minggu saat terjadinya Hari Raya Idul Fitri terjadi 
peningkatan banyaknya penjualan busana muslim Butik Zoya 
cabang Surabaya terlihat pada titik pengamatan tertinggi di 
Gambar 4.1. Pada tahun 2014 sampai tahun 2017, pada minggu-
minggu Hari Ramadhan dan Hari Raya Idul Fitri terjadi 
peningkatan banyaknya penjualan yang cukup signifikan.  
 
4.4 Pemodelan Trend Deterministik 
 Berdasarkan Gambar 4.1 terlihat bahwa pada data 
banyaknya penjualan busana muslim memiliki kecenderungan 
trend naik sehingga diperlukan pengujian trend deterministik 
terhadap data. Adapun pengujian trend deterministik yang dapat 
digunakan yaitu trend linier dengan menggunakan model regresi 
linear sederhana seperti pada persamaan (2.1) yang dapat 
dituliskan sebagai berikut: 
 𝑌𝑡 = 𝛾0 + 𝛾1𝑡 + 𝑁𝑡  ; 𝑡 = 1,2,… ,117 
𝑁𝑡   ~ 𝐼𝐼𝐷𝑁 (0, 𝜎𝑁
2)  
 Dengan 𝑁𝑡 adalah sisaan dari analisis regresi sederhana yang 
harus memenuhi syarat asumsi sisaan klasik. Proses pendugaan 
parameter trend linear dengan menggunakan regresi linear 
sederhana pada persamaan diatas dengan Least Square. Sedangkan 
untuk pengujian signifikansi parameter model trend dilakukan 
dengan pengujian secara serempak menggunakan uji 𝐹 dan 
pengujian parsial dengan menggunakan uji 𝑡 yang secara lengkap 
tersaji pada Lampiran 5. Pendugaan parameter model dapat dilihat 
pada Tabel 4.2 dengan perhitungan secara lengkap terlampir pada 
Lampiran 19. 
Tabel 4.2  Hasil Pendugaan Parameter Model Trend Linier  
Variabel  Parameter Koefisien 𝑆𝐸 
Konstan  𝛾0 246.07722 44.98574 
𝑡 𝛾1 2.20062 0.66172 
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Tabel 4.3 Tabel ANOVA Pemodelan Trend Linear 
Variasi df Sum Of Square Mean Square 𝐹ℎ𝑖𝑡𝑢𝑛𝑔 
Regresi 1 646308 646308 11.06 
Sisaan 115 6730375 58438  
Total 116 7366683   
Pengujian serempak berdasarkan Tabel 4.3 dapat dituliskan 
Hipotesis sebagai berikut: 
Hipotesis: 
H0 : 𝛾0 = 𝛾1 = 0 
H1 : setidaknya paling sedikit ada satu 𝛾𝑖≠ 0 
Statistika Uji: 
Dengan menggunakan persamaan (2.4) didapatkan, 
𝐹ℎ𝑖𝑡𝑢𝑛𝑔 =
𝑀𝑆𝑅
𝑀𝑆𝐸
=
646308
58438
   
𝐹0.05(1,115) = 3.92 
Kriteria Pengujian: 
𝐹ℎ𝑖𝑡𝑢𝑛𝑔  > 𝐹𝑡𝑎𝑏𝑒𝑙 pada taraf signifikansi 5% sehingga diperoleh 
keputusan tolak 𝐻0 yang artinya, waktu berpengaruh signifikan 
terhadap penjualan busana muslim. 
 Selanjutnya dilakukan uji parsial untuk parameter 𝛾0 dan 𝛾1.  
Pengujian parsial untuk parameter 𝛾0 dan 𝛾1 adalah sebagai 
berikut: 
1. Uji Signifikansi Parameter 𝜸𝟎 
Pengujian signifikansi parameter 𝛾0 dengan Hipotesis sebagai 
berikut: 
Hipotesis: 
𝐻0 ∶  𝛾0 = 0 (parameter tidak signifikan) 
𝐻1 ∶ 𝛾0 ≠ 0 (parameter signifikan) 
Statistik uji: 
Dengan menggunakan persamaan (2.5) didapatkan, 
𝑡ℎ𝑖𝑡𝑢𝑛𝑔 =
?̂?0
𝑆𝐸?̂?0
=
246.07722
44.98574
= 5.47 
𝑡0.025;115 = 1.98081 
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Kriteria Pengujian: 
Dengan uji 𝑡 dua arah, diperoleh keputusan tolak 𝐻0 karena 
|𝑡ℎ𝑖𝑡𝑢𝑛𝑔|  > 𝑡𝑡𝑎𝑏𝑒𝑙 pada taraf signifikansi 5% yang artinya, 
parameter 𝛾0 signifikan. 
2. Uji Signifikansi Parameter 𝜸𝟏  
Pengujian signifikansi parameter 𝛾1 dengan Hipotesis sebagai 
berikut: 
Hipotesis: 
𝐻0 ∶  𝛾1 = 0 (parameter tidak signifikan) 
𝐻1 ∶  𝛾1 ≠ 0 (parameter signifikan) 
Statistik uji: 
Dengan menggunakan persamaan (2.26) didapatkan, 
𝑡 = 3.33 
𝑡0.05;115 = 1.98081 
Kriteria Pengujian: 
Dengan uji 𝑡 dua arah, diperoleh keputusan tolak 𝐻0 karena 
|𝑡ℎ𝑖𝑡𝑢𝑛𝑔|  > 𝑡𝑡𝑎𝑏𝑒𝑙 pada taraf signifikansi 5% yang artinya 
parameter 𝛾1 signifikan. 
 Karena hasil pengujian parameter secara serempak dan 
parsial adalah signifikan, maka persamaan yang dapat dibentuk 
berdasarkan persamaan (2.3) adalah sebagai berikut: 
?̂?𝑡 = 246.08 + 2.2𝑡  ; 𝑡 = 1,2,… ,117 
 Kemudian dilakukan pengukuran evaluasi model dengan 
melihat R2 model trend linier. Nilai R2 yang diperoleh berdasarkan 
persaamaan (2.10) yang terlampir pada Lampiran 5 sebesar 8.8%. 
Nilai ini dapat diinterpretasikan bahwa waktu berpengaruh 8.8% 
terhadap penjualan busana muslim yang berarti waktu belum 
mampu menjelaskan data sehingga diperlukan faktor lain yang 
dapat lebih menjelaskan data. 
4.5 Pemodelan Efek Variasi Kalender Hijriyah 
 Pemodelan pertama yang dilakukan adalah pemodelan 
banyaknya penjualan sebagai Deret Output (Yt) dengan variabel 
dummy. Langkah pertama adalah menetapkan variabel dummy. 
Langkah kedua adalah pendugaan dan pengujian signifikansi 
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parameter model variasi kalender hijriyah dengan analisis regresi 
linier. 
4.5.1 Penentuan Variabel Dummy 
 Pada kasus banyaknya penjualan busana muslim, 
peningkatan banyaknya penjualan terjadi karena libur Hari Raya 
Idul Fitri. Peningkatan yang signifikan tersebut terjadi akibat 
liburan Hari Raya Idul Fitri. Tetapi peningkatan penjualan busana 
muslim bisa terjadi akibat Hari Islam lainnya selain Hari raya Idul 
Fitri, seperti Hari Raya Idul Adha, Maulid Nabi Muhammad, Isra 
Miraj dan Tahun Baru Islam.  
𝐷𝑖,𝑡 = {
1,𝑚𝑖𝑛𝑔𝑔𝑢 𝑘𝑒 − 𝑡 𝑑𝑒𝑛𝑔𝑎𝑛 𝑘𝑒𝑗𝑎𝑑𝑖𝑎𝑛 ℎ𝑎𝑟𝑖 𝑏𝑒𝑠𝑎𝑟 𝑖𝑠𝑙𝑎𝑚
0,𝑚𝑖𝑛𝑔𝑔𝑢 𝑙𝑎𝑖𝑛𝑛𝑦𝑎                                                                  
 
Dengan i=1,2,3,4,5,6. Dengan dummy yang digunakan pada 
penelitian ini yaitu 𝐷1,𝑡, 𝐷2,𝑡, 𝐷3,𝑡, 𝐷4,𝑡, 𝐷5,𝑡, dan 𝐷6,𝑡. 
𝐷1,𝑡 : Dummy Variasi Kalender Hijriyah pada minggu saat 
terjadinya Hari Raya Idul Fitri 
𝐷2,𝑡 : Dummy Variasi Kalender kedua untuk satu minggu sebelum 
Hari Raya Idul Fitri 
𝐷3,𝑡 : Dummy Variasi Kalender Hijriyah pada minggu saat 
terjadinya Hari Raya Idul Adha 
𝐷4,𝑡 : Dummy Variasi Kalender Hijriyah pada minggu saat 
terjadinya Maulid Nabi Muhammad 
𝐷5,𝑡 : Dummy Variasi Kalender Hijriyah pada minggu saat 
terjadinya Isra Miraj 
𝐷6,𝑡 : Dummy Variasi Kalender Hijriyah pada minggu saat 
terjadinya Tahun Baru Islam. 
4.5.2 Pendugaan dan Pengujian Signifikansi Parameter 
Model Variasi Kalender Hijriyah dengan Analisis 
Regresi Linear 
 Proses pendugaan dan pengujian signifikansi parameter 
model variasi kalender menggunakan enam variabel dummy 
dilakukan dengan menggunakan model regresi linear berganda 
seperti persamaan (2.30) yang dapat dituliskan sebagai berikut: 
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𝑌𝑡 = 𝛽0 + 𝛽1𝐷1,𝑡 + 𝛽2𝐷2,𝑡 + 𝛽3𝐷3,𝑡 + 𝛽4𝐷4,𝑡 + 𝛽5𝐷5,𝑡 + 𝛽6𝐷6,𝑡
+ 𝑁𝑡  ; 𝑡 = 1,2,… ,117        
𝑁𝑡 ~ 𝐼𝐼𝐷𝑁 (0, 𝜎𝑁
2) 
 Proses pendugaan parameter model dengan variabel dummy 
efek variasi kalender hijriyah pada persamaan diatas adalah dengan 
menggunakan metode  Least Square. Sedangkan untuk pengujian 
signifikansi parameter model dilakukan dengan uji serempak 
menggunakan uji 𝐹 dan uji parsial dengan menggunakan uji 𝑡, 
secara lengkap tersaji pada Lampiran 5.  Hasil pendugaan 
parameter model dapat dilihat pada Tabel 4.4. 
Tabel 4.4 Hasil Pendugaan Parameter Model efek Variasi 
Kalender Hijriyah dengan enam Variabel Dummy 
Variabel  Parameter Koefisien 𝑆𝐸 
Konstan  𝛽0 329.59048 14.41287 
𝐷1,𝑡 𝛽1 1200.90952 105.42108 
𝐷2,𝑡 𝛽2 1012.40952 105.42108 
𝐷3,𝑡 𝛽3 328.40952 105.42108 
𝐷4,𝑡 𝛽4 -70.59048 105.42108 
𝐷5,𝑡 𝛽5 138.40952 105.42108 
𝐷6,𝑡 𝛽6 100.40952 105.42108 
Tabel 4.5 Tabel ANOVA Model efek Variasi Kalender Hijriyah 
dengan enam Variabel Dummy 
Variasi df Sum Of Square Mean Square 𝐹ℎ𝑖𝑡𝑢𝑛𝑔 
Regresi 6 4967391 827899 37.96 
Sisaan 110 2399292 21812  
Total 116 7366683   
Pengujian parameter model secara serempak, berdasarkan hasil 
Tabel 4.5, dapat dituliskan Hipotesis sebagai berikut: 
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Hipotesis : 
H0 : 𝛽0 = 𝛽1=…. = 𝛽6 = 0 
H1 : setidaknya paling sedikit ada satu 𝛽𝑖≠ 0 
Statistika Uji: 
Dengan menggunakan persamaan (2.4) didapatkan, 
𝐹ℎ𝑖𝑡𝑢𝑛𝑔 = 37.96 
𝐹0.05;(6,110) = 2.18 
Kriteria Pengujian: 
Diperoleh keputusan tolak 𝐻0 karena 𝐹ℎ𝑖𝑡𝑢𝑛𝑔  > 𝐹𝑡𝑎𝑏𝑒𝑙 pada taraf 
signifikansi 5%, yang artinya ada setidaknya salah satu dummy 
yang berpengaruh signifikan terhadap penjualan busana muslim.  
 Kemudian dilakukan pengujian signifikansi untuk masing-
masing parameter model dari enam variabel dummy sebagai 
berikut: 
Tabel 4.6  Hasil Pengujian Parameter Model efek Variasi 
Kalender Hijriyah dengan enam Variabel Dummy 
Variabel  Parameter 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 Hasil Pengujian 
Konstan  𝛽0 22.87 Signifikan 
𝐷1,𝑡 𝛽1 11.39 Signifikan 
𝐷2,𝑡 𝛽2 9.60 Signifikan 
𝐷3,𝑡 𝛽3 3.12 Signifikan 
𝐷4,𝑡 𝛽4 -0.67 Tidak Signifikan 
𝐷5,𝑡 𝛽5 1.31 Tidak Signifikan 
𝐷6,𝑡 𝛽6 0.95 Tidak Signifikan 
Uji Signifikansi Parameter 𝜷
𝟎
 
Pengujian signifikansi parameter 𝛽
0
 berdasarkan Tabel 4.6, dengan 
Hipotesis sebagai berikut: 
Hipotesis: 
𝐻0 ∶ 𝛽0 = 0 (parameter tidak signifikan) 
𝐻1 ∶ 𝛽0 ≠ 0 (parameter signifikan) 
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Statistik uji: 
Dengan menggunakan persamaan (2.5) didapatkan, 
𝑡ℎ𝑖𝑡𝑢𝑛𝑔 =
𝛽0
𝑆𝐸𝛽0
=
329.59048
14.41287
= 22.87 
𝑡0.05;110 = 1.98177 
Kriteria Pengujian: 
Dengan uji 𝑡 dua arah, diperoleh keputusan tolak 𝐻0 karena 
|𝑡ℎ𝑖𝑡𝑢𝑛𝑔|  > 𝑡𝑡𝑎𝑏𝑒𝑙 pada taraf signifikansi 5% yang artinya, 
parameter 𝛽0 signifikan. 
 Dengan menggunakan cara yang sama seperti diatas, maka 
didapatkan nilai masing masing 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 untuk enam variabel 
dummy yang dapat dilihat pada Tabel 4.6 yaitu untuk 𝑡𝛽1 = 11.39, 
𝑡𝛽2 = 9.60, 𝑡𝛽3 = 3.12, 𝑡𝛽4 = −0.67, 𝑡𝛽5 = 1.31, dan 𝑡𝛽6 = 0.95 
sehingga parameter 𝛽1, 𝛽2, dan 𝛽3 signifikan karena  |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| >
𝑡𝑡𝑎𝑏𝑒𝑙, sehingga  efek variasi kalender pada saat minggu terjadinya 
Hari Raya Idul Fitri, satu minggu sebelum terjadinya Hari Raya 
Idul Fitri dan Hari Raya Idul Adha berpengaruh terhadap 
banyaknya penjualan busana muslim.  
 Karena didapatkan pengujian serempak yang signifikan dan 
pengujian parsial dengan beberapa parameter yang tidak 
signifikan, maka dilakukan pendekatan model baru dengan 
menghilangkan variabel dummy yang tidak signifikan. Berikut 
merupakan model variasi Kalender Hijriyah berdasarkan model 
persamaan (2.30) dengan variabel 𝐷1,𝑡, 𝐷2,𝑡, dan 𝐷3,𝑡: 
𝑌𝑡 = 𝛽0 + 𝛽1𝐷1,𝑡 + 𝛽2𝐷2,𝑡 + 𝛽3𝐷3,𝑡 + 𝑁𝑡  ; 𝑡 = 1,2,… ,117        
𝑁𝑡   ~ 𝐼𝐼𝐷𝑁 (0, 𝜎𝑁
2) 
 Dengan 𝑁𝑡 adalah sisaan model variasi kalender Hari Raya 
Idul Fitri dengan analisis regresi. 
 Proses estimasi yang baru dilakukan sama seperti estimasi 
parameter sebelumnya yaitu dengan pengujian serempak dan 
pengujian parsial parameter yang secara lengkap tersaji pada 
Lampiran 5. Pendugaan parameter dapat dilihat pada Tabel 4.7. 
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Tabel 4.7  Hasil Pendugaan Parameter Model efek Variasi 
Kalender Hijriyah dengan Variabel Dummy Terpilih 
Variabel  Parameter Koefisien 𝑆𝐸 
Konstan  𝛽0 332.62162 14.02358 
𝐷1,𝑡 𝛽1 1197.87838 105.41032 
𝐷2,𝑡 𝛽2 1009.37838 105.41032 
𝐷3,𝑡 𝛽3 325.37838 105.41032 
Tabel 4.8  Tabel ANOVA Pemodelan efek Variasi Kalender 
Hijriyah dengan Variabel Dummy Terpilih 
Variasi df Sum Of Square Mean Square 𝐹ℎ𝑖𝑡𝑢𝑛𝑔  
Regresi 3 4899967 1633322 74.82 
Sisaan 113 2466717 21829  
Total 116 7366683   
Pengujian parameter secara serempak, berdasarkan Tabel 4.8 dapat 
dituliskan Hipotesis sebagai berikut: 
Hipotesis : 
H0 : 𝛽0  = …. = 𝛽3 = 0 
H1 : 𝛽𝑖≠ 0 
Statistik Uji: 
Dengan menggunakan persamaan (2.4) didapatkan, 
𝐹ℎ𝑖𝑡𝑢𝑛𝑔 = 74.82 
𝐹0.05;(3;113) = 2.68 
Kriteria Pengujian: 
Diperoleh keputusan tolak 𝐻0 karena 𝐹ℎ𝑖𝑡𝑢𝑛𝑔  > 𝐹0.05(3,113) pada 
taraf signifikansi 5% yang artinya, ada setidaknya salah satu 
variabel dummy yang berpengaruh signifikan terhadap penjualan 
busana muslim.  
 Pengujian parsial untuk masing-masing parameter model 
tiga variabel dummy, hasilnya secara lengkap terdapat pada 
Lampiran 5. 
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Tabel 4.9  Hasil Pengujian Parameter Model efek Variasi 
Kalender Hijriyah dengan Variabel Dummy Terpilih  
Variabel  Parameter 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 Hasil Pengujian 
Konstan  𝛽0 23.72 Signifikan 
𝐷1,𝑡 𝛽1 11.36 Signifikan 
𝐷2,𝑡 𝛽2 9.58 Signifikan 
𝐷3,𝑡 𝛽3 3.09 Signifikan 
Pengujian signifikansi parameter model secara parsial, berdasarkan 
pada Tabel 4.9 adalah sebagai berikut: 
Uji Signifikansi Parameter 𝜷
𝟎
 
Pengujian signifikansi parameter 𝛽
0
 dengan Hipotesis sebagai 
berikut: 
Hipotesis: 
𝐻0 ∶ 𝛽0 = 0 (parameter tidak signifikan) 
𝐻1 ∶ 𝛽0 ≠ 0 (parameter signifikan) 
Statistik uji: 
Dengan menggunakan persamaan (2.5) didapatkan, 
𝑡ℎ𝑖𝑡𝑢𝑛𝑔 =
𝛽0
𝑆𝐸𝛽0
=
332.62162
14.02358
= 23.72 
𝑡0.05;113 = 1.98118 
Kriteria Pengujian: 
Dengan uji 𝑡 dua arah, diperoleh keputusan tolak 𝐻0 karena 
|𝑡ℎ𝑖𝑡𝑢𝑛𝑔|  > 𝑡𝑡𝑎𝑏𝑒𝑙 pada taraf signifikansi 5% yang artinya, 
parameter 𝛽
0
 signifikan. 
 Dengan menggunakan seperti persamaan (2.26), maka 
didapatkan nilai masing masing 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 untuk tiga variabel dummy 
yang dapat dilihat pada Tabel 4.9 yaitu untuk 𝑡𝛽1 = 11.36, 𝑡𝛽2 =
9.58, 𝑡𝛽3 = 3.09. maka terbukti untuk parameter 𝛽1, 𝛽2, dan 𝛽3 
signifikan karena  |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| > 𝑡(110,0.05), sehingga  efek variasi 
kalender pada saat minggu terjadinya Hari Raya Idul Fitri, satu 
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minggu sebelum terjadinya Hari Raya Idul Fitri dan Hari Raya Idul 
Adha berpengaruh terhadap banyaknya penjualan busana muslim.  
Karena didapatkan pengujian secara serempak dan parsial 
yang signifikan, maka berdasarkan persamaan persamaan (2.30) 
dapat ditulis model prediksi sebagai berikut: 
?̂?𝑡 = 332.62 + 1197.88 𝐷1,𝑡 + 1009.38 𝐷2,𝑡 + 325.38𝐷3,𝑡 
 Sehingga dapat disimpulkan bahwa banyaknya penjualan 
busana muslim sebesar 332 jika tidak terjadi hari Raya Idul Fitri 
dan Hari Raya Idul Adha. Pada persamaan tersebut terlihat bahwa 
penjualan busana muslim memiliki selisih 1197 pada minggu saat 
terjadinya hari Raya Idul Fitri dengan banyaknya penjualan busana 
muslim pada minggu lainnya dan memiliki selisih penjualan 1009 
pada saat satu minggu sebelum hari Raya Idul Fitri dengan rata-
rata penjualan busana muslim pada minggu lainnya serta memiliki 
selisih penjualan sebesar 325 buah antara minggu saat terjadinya 
hari Raya Idul Adha dengan minggu lainnya. 
 Selanjutnya dihitung nilai 𝑅2 berdasarkan persamaan (2.10), 
hasil perhitungan pada Lampiran 5. didapatkan 𝑅2 sebesar 66.52%. 
Sehingga hari besar Islam seperti Hari Raya Idul Fitri dan Idul 
Adha berpengaruh 66.52% terhadap penjulan busana buslim. 
4.6 Pemodelan Efek Variasi Kalender Hijriyah dan Trend 
Linear dengan Analisis Regresi 
 Pemodelan selanjutnya yaitu menggabungkan antara efek 
trend linier dan efek variasi kalender hijriyah dengan variabel 
dummy yang signifikan dengan taraf signifikansi 5%  
menggunakan analisi regresi linear berganda. 
 Proses pendugaan dan pengujian signifikansi parameter 
pemodelan gabungan antara efek variasi kalender hijriyah dan 
trend deterministik dengan menggunakan model regresi linear 
berganda seperti pada persamaan (2.31) yang dapat dituliskan 
sebagai berikut: 
𝑌𝑡 = 𝛽0 + 𝛾1𝑡 + 𝛽1𝐷1,𝑡 + 𝛽2𝐷2,𝑡 + 𝛽3𝐷3,𝑡 + 𝑁𝑡  ; 𝑡
= 1,2,… ,117        
𝑁𝑡   ~ 𝐼𝐼𝐷𝑁 (0, 𝜎𝑁
2) 
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 Proses pendugaan parameter trend linear dengan 
menggunakan regresi linear berganda pada persamaan diatas. 
Sedangkan untuk pengujian signifikansi parameter model trend 
dilakukan dengan uji serempak menggunakan uji 𝐹 dan uji 
signifikansi parameter dengan menggunakan uji 𝑡 yang secara 
lengkap tersaji pada Lampiran 5. Pendugaan parameter dapat 
dilihat pada Tabel 4.10. 
Tabel 4.10 Hasil Pendugaan Parameter Model Trend Linear dan 
 Variabel Dummy efek Variasi Kalender Hijriyah 
Variabel  Parameter Koefisien 𝑆𝐸 
Konstan  𝛽0 191.77579 23.20668 
𝑡 𝛾1 2.38138 0.33855 
𝐷1,𝑡 𝛽1 1211.31924 88.18876 
𝐷2,𝑡 𝛽2 1025.20063 88.20774 
𝐷3,𝑡 𝛽3 316.19611 88.18872 
Tabel 4.11 Tabel ANOVA Pemodelan Trend Linear dan variabel 
Dummy 
Variasi df Sum Of Square Mean Square 𝐹ℎ𝑖𝑡𝑢𝑛𝑔 
Regresi 4 5655788 1413947 92.56 
Sisaan 112 1710895 15276  
Total 116 7366683   
Pengujian parameter secara serempak, berdasarkan Tabel 4.11 
dapat dituliskan Hipotesis sebagai berikut: 
Hipotesis : 
H0 : 𝛾1 = 𝛽0  = …. = 𝛽4 = 0 
H1 : setidaknya paling sedikit ada satu 𝛽𝑖≠ 0 atau 𝛾1≠0 
Statistika Uji: 
Dengan menggunakan persamaan (2.4) didapatkan, 
𝐹ℎ𝑖𝑡𝑢𝑛𝑔 = 92.56 
𝐹0.05;(4;112) = 2.45 
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Kriteria Pengujian: 
Diperoleh keputusan tolak 𝐻0 karena 𝐹ℎ𝑖𝑡𝑢𝑛𝑔  > 𝐹0.05(1,115) pada 
taraf signifikansi 5% yang artinya, saat dilakukan penggabungan 
pemodelan trend linear dengan pemodelan variabel dummy adalah 
penggabungan yang signifikan berpengaruh terhadap penjualan 
busana muslim. 
 Selanjutnya dilakukan uji signifikansi masing-masing 
parameter model gabungan antara trend linear dan variabel dummy 
yang terdapat pada Lampiran 5.  
Tabel 4.12 Hasil Pengujian Parameter Model Trend Linear dan 
Variabel Dummy efek Variasi Kalender Hijriyah 
Variabel  Parameter 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 Hasil Pengujian 
Konstan  𝛽0 8.26 Signifikan 
𝑡 𝛾1 7.03 Signifikan 
𝐷1,𝑡 𝛽1 13.73 Signifikan 
𝐷2,𝑡 𝛽2 11.62 Signifikan 
𝐷3,𝑡 𝛽3 3.59 Signifikan 
Pengujian signifikansi parameter model trend linear dan variabel 
dummy efek variasi kalender hijriyah adalah  sebagai berikut: 
Uji Signifikansi Parameter 𝜷
𝟎
 
Pengujian signifikansi parameter 𝛽
0
 dengan Hipotesis sebagai 
berikut: 
Hipotesis: 
𝐻0 ∶ 𝛽0 = 0 (parameter tidak signifikan) 
𝐻1 ∶ 𝛽0 ≠ 0 (parameter signifikan) 
Statistik uji: 
Dengan menggunakan persamaan (2.5) didapatkan, 
𝑡ℎ𝑖𝑡𝑢𝑛𝑔 =
𝛽0
𝑆𝐸𝛽0
=
191.77579
23.20068
= 8.26 
𝑡0.05;112 = 1.98137 
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Kriteria Pengujian:  
Dengan uji 𝑡 dua arah, diperoleh keputusan tolak 𝐻0 karena 
|𝑡ℎ𝑖𝑡𝑢𝑛𝑔|  > 𝑡𝑡𝑎𝑏𝑒𝑙 pada taraf signifikansi 5% yang artinya, 
parameter 𝛽
0
 signifikan. 
 Dengan menggunakan cara yang sama seperti diatas, 
didapatkan nilai masing masing 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 untuk enam variabel 
dummy yang dapat dilihat pada Tabel 4.12 yaitu untuk  𝑡𝛾 = 7.03, 
𝑡𝛽1 = 13.73, 𝑡𝛽2 = 11.62, dan 𝑡𝛽3 = 3.59  sehingga parameter 𝛽1, 
𝛽
2
, dan 𝛽
3
 signifikan karena diperoleh keputusan tolak 𝐻0 untuk  
|𝑡ℎ𝑖𝑡𝑢𝑛𝑔| > 𝑡𝑡𝑎𝑏𝑒𝑙 
 Karena didapatkan pengujian secara serempak dan parsial 
yang signifikan, maka berdasarkan persamaan (2.31) dapat ditulis 
model prediksi sebagai berikut: 
?̂?𝑡 = 191.77 + 2.4 𝑡 + 1211 𝐷1,𝑡 + 1025.2 𝐷2,𝑡 + 317 𝐷3,𝑡 
Sehingga dapat disimpulkan bahwa jika tidak ada penjualan 
selama satu minggu maka banyaknya busana muslim yang 
seharusnya terjual adalah 191 buah. Pada persamaan tersebut 
terlihat bahwa setiap kenaikan 1 minggu akan meningkatkan 
penjualan busana muslim sebesar 2.4 buah. 
 Penggunaan model dengan trend linier dan variasi dummy 
akibat variasi kalender hijriyah memiliki nilai R2 dengan 
persamaan (2.10) yang terlampir pada Lampiran 5. sebesar 
76.78%. Nilai ini diinterpretasikan bahwa waktu dan hari besar 
Islam berpengaruh 76.78% terhadap penjualan busana muslim 
sehingga menunjukkan bahwa model cukup mampu menjelaskan 
data.  
4.7 Pemeriksaan Asumsi Sisaan 
 Langkah selanjutnya adalah pemeriksaan sisaan sisaan. 
Identifikasi sisaan dilakukan dengan uji asumsi klasik pada data 
sisaan. Uji asumsi ini dilakukan dengan melihat apakah sisaan dari 
analisis regresi bersifat homogen, tidak adanya autokorelasi, 
berdistribusi normal dan tidak adanya multikolineritas. 
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4.7.1 Pengujian Asumsi Sisaan Heteroskedasitas 
 Pengujian asumsi sisaan heteroksekdastisitas dapat dilihat 
dari plot antara nilai sisaan dan nilai ?̂? (versus fits) yang dapat 
dilihat pada Gambar 4.2. 
  
Gambar 4.2 Plot Sisaan dengan ?̂? 
 Pada Gambar 4.2 dapat diketahui sebaran plot sisaan tidak 
membentuk pola sehinga dapat dikatakan bahwa jumlah penjualan 
busana muslim dengan variabel-variabel independen tidak terjadi 
heteroskedositas. Pengujian asumsi sisaan untuk menguji 
heteroskedastisitas dapat dilakukan dengan pengujian lainnya yaitu 
dengan pengujian White. 
Pengujian asumsi heteroskedasitas dapat dituliskan dengan 
Hipotesis sebagai berikut: 
Hipotesis : 
H0 : Sisaan tidak Heteroskedositas 
H1 : Sisaan Heteroskedositas 
Statistik Uji:  
Dengan menggunakan persamaan (2.11) didapatkan, 
𝜒2 = 𝑛 ∗ 𝑅2 
      = 117 ∗ 0.7678 = 89.8326  
𝜒𝑡𝑎𝑏𝑒𝑙
2 = 142.138   
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Kriteria Pengujian:  
Dengan menggunakan taraf signifikansi 5%, karena nilai 𝜒2 <
𝜒2𝑡𝑎𝑏𝑒𝑙 maka diperoleh keputusan terima 𝐻0 yang artinya sisaan 
tidak terdapat unsur heterokedastisitas. 
4.7.2 Pengujian Asumsi Sisaan Autokorelasi 
 Selanjutnya akan dilakukan pengujian asumsi tidak adanya 
Autokorelasi pada sisaan yang dapat dilihat pada Gambar 4.3 dan 
dengan perhitungan uji Durbin-Watson. 
 
Gambar 4.3 Plot Sisaan dengan t 
 Pada Gambar 4.3 dapat diketahui bahwa sebaran plot sisaan 
menyebar secara acak sehingga dapat dikatakan bahwa variabel-
variabel independen dalam model terdapat autokorelasi. Pengujian 
asumsi sisaan autokorelasi menggunakan gambar dapat 
menimbulkan multitafsir, sehingga dapat dilakukan dengan 
pengujian lainnya yaitu uji Durbin Watson. 
Pengujian asumsi autokorelasi dapat dituliskan dengan Hipotesis 
sebagai berikut: 
Hipotesis: 
H0 : 𝜌𝑁 = 0 (Tidak ada Autokorelasi pada sisaan) 
H1 : 𝜌𝑁 ≠ 0 (Ada Autokorelasi pada sisaan) 
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Statistik Uji: 
Dengan menggunakan persamaan (2.12) maka didapatkan, 
𝑑 =
∑ (𝑁𝑡−1 − 𝑁𝑡)
2𝑡
1
∑ (𝑁𝑡)2
𝑡
1
=
2767766.4
1710895.43
= 1.61772 
Daerah kritis: 𝑑𝑈 = 1.7696 ; 𝑑𝐿 = 1.6284 
Kriteria Pengujian: 
Diperoleh keputusan tolak 𝐻0 karena 𝑑 ≤ (4 − 𝑑𝑢) dimana 
1.61772 ≤ 2.2304 pada taraf signifikansi 5% yang artinya 
penjualan busana muslim dengan variabel-variabel independen 
dalam model terdapat autokorelasi. 
4.7.3 Pengujian Asumsi Sisaan Berdistribusi Normal 
 Selanjutnya akan dilakukan uji Normalitas guna untuk 
menguji apakah nilai sisaan pada model regresi berdistribusi 
normal atau tidak. Pada pengujian asumsi sisaan normalitas dapat 
dilakukan dengan menggunakan uji Kolmogrov-Smirnov maupun 
dengan melihat plot Normalitas yang ditunjukkan oleh Gambar 
4.4. 
 
Gambar 4.4. Plot Normalitas Sisaan 
 Berdasarkan plot Normalitas yang terdapat pada Gambar 4.4 
terlihat bahwa mayoritas titik titik merah mengikut garis 
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diagonalnya sehingga dapat disimpulkan bahwa sisaan 
berdistribusi normal. Pengujian Kolmogrov-Smirnov berdasarkan 
Gambar 4.4 dapat dituliskan dengan Hipotesis sebagai berikut: 
Hipotesis: 
𝐻0: 𝑆(𝑥) = 𝐹0(𝑥) (residual berdistribusi normal) 
𝐻1: 𝑆(𝑥) ≠ 𝐹0(𝑥) (residual tidak berdistribusi normal) 
Statistik Uji:  
Dengan menggunakan persamaan (2.14) maka didapatkan, 
𝐷 = sup
𝑥
|𝑆(𝑥) − 𝐹0(𝑥)|      
     = 0.064 
𝐷0,05;117 = 0.1248075  
Kriteria Pengujian: 
Diperoleh keputusan terima 𝐻0 dimana 𝐷 < 𝐾𝑆𝑡𝑎𝑏𝑒𝑙 pada taraf 
signifikansi 5%, yang artinya  bahwa sisaan berdistribusi normal.  
4.7.4 Pengujian Asumsi Sisaan Multikolinieritas 
 Selanjutnya dilakukan pengujian asumsi sisaan 
multikolinieritas. Uji Multikolinieritas dilakukan untuk melihat 
apakah ada keterkaitan antara hubungan yang sempurna antar 
variabel-variabel independen dalam model. Uji Multikolineritas 
dilakukan dengan melihat besarnya nilai VIF. Untuk mencari nilai 
VIF, maka akan dicari nilai toleransi yang didapatkan melalui 
koefisien determinasi pada auxiliary regression. Uji 
Multikolineritas terdapat pada Lampiran 6 dan akan dijelaskan 
pada Tabel 4.13: 
Tabel 4.13 Hasil Pengujian VIF (Variance Inflation) 
Variabel  Parameter Tolerance VIF 
𝑡 𝛾1 0.99943 1.00057 
𝐷1,𝑡 𝛽1 0.99917 1.00083 
𝐷2,𝑡 𝛽2 0.99909 1.00091 
𝐷3,𝑡 𝛽3 0.99918 1.00082 
Pengujian VIF berdasarkan Tabel 4.13 adalah sebagai berikut: 
1. Uji Multikolineritas Parameter 𝜸𝟏 
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Pengujian multikolineritas parameter 𝛾1 dengan Hipotesis sebagai 
berikut: 
Hipotesis : 
H0 : 𝛾1 = 0 (Tidak ada Multikolineritas) 
H1 : 𝛾1 ≠ 0 (Ada Multikolineritas) 
Statistik uji : 
Dengan menggunakan persamaan (2.13) didapatkan, 
𝑉𝐼𝐹 =
1
𝑇𝑜𝑙
=
1
0.99943
= 1.00057                           
Kriteria Pengujian : 
Dengan 𝛼 = 5%, karena nilai VIF<10  maka diperoleh keputusan 
terima 𝐻0, artinya parameter 𝛾1 tidak ada multikolinieritas dengan 
parameter lainnya. 
2. Uji Multikolineritas Parameter 𝜷𝟏 
Pengujian multikolineritas parameter 𝛽1 dengan Hipotesis sebagai 
berikut: 
Hipotesis : 
H0 : 𝛽1 = 0 (Tidak ada Multikolineritas) 
H1 : 𝛽1 ≠ 0  (Ada Multikolineritas) 
Statistik uji : 
Dengan menggunakan persamaan (2.13) didapatkan, 
𝑉𝐼𝐹 = 1.00083 
Kriteria Pengujian: 
Dengan 𝛼 = 5%, karena nilai VIF<10  maka diperoleh keputusan 
terima 𝐻0, artinya parameter 𝛽1 tidak ada multikolinieritas dengan 
parameter lainnya. 
3. Uji Multikolineritas Parameter 𝜷𝟐 
Pengujian multikolineritas parameter 𝛽2 dengan Hipotesis sebagai 
berikut: 
Hipotesis : 
H0 : 𝛽2 = 0 (Tidak ada Multikolineritas) 
H1 : 𝛽2 ≠ 0  (Ada Multikolineritas) 
Statistik uji : 
Dengan menggunakan persamaan (2.13) didapatkan, 
𝑉𝐼𝐹 = 1.00091 
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Kriteria Pengujian : 
Dengan 𝛼 = 5% , karena nilai VIF<10  maka diperoleh keputusan 
terima 𝐻0, artinya parameter 𝛽2 tidak ada multikolinieritas dengan 
parameter lainnya. 
4. Uji Multikolineritas Parameter 𝜷𝟑 
Pengujian multikolineritas parameter 𝛽3 dengan Hipotesis sebagai 
berikut: 
Hipotesis : 
H0 : 𝛽3 = 0 (Tidak ada Multikolineritas) 
H1 : 𝛽3 ≠ 0  (Ada Multikolineritas) 
Statistik uji : 
Dengan menggunakan persamaan (2.13) didapatkan, 
𝑉𝐼𝐹 = 1.00082 
Kriteria Pengujian : 
Dengan 𝛼 = 5% , karena nilai VIF<10 maka diperoleh keputusan 
terima 𝐻0, yang artinya parameter 𝛽3 tidak ada multikolinieritas 
dengan parameter lainnya. 
4.8 Pemodelan Sisaan  
 Berdasarkan uji asumsi sisaan yang telah dilakukan. Sisaan 
dari analisis regresi trend deterministik dan variabel dummy telah 
memenuhi asumsi homogen, bersdistribusi normal dan 
multikolineritas tetapi sisaan tidak memenuhi asumsi independen. 
Oleh karena itu, sisaan perlu dimodelkan dengan menggunakan 
ARIMA. 
4.8.1 Pengujian Stasioneritas 
 Pengujian stasioneritas dibagi menjadi dua yaitu pengujian 
stasioneritas terhadap ragam dan pengujian stasioneritas terhadap 
rata-rata. Pemeriksaan stasioneritas terhadap ragam dilakukan 
dengan melihat plot Box-Cox dimana data dikatakan stasioner 
terhadap ragam jika nilai lambda sama dengan satu. Sedangkan 
pemeriksaan stasioneritas terhadap rata-rata dapat dilakukan 
dengan pengujian Augmented Dickey Fuller. 
 Pada data sisaan dari model regresi trend deterministik dan 
variabel dummy terdapat beberapa nilai pengamatan yang bernilai 
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negatif sehingga perlu ditambahkan nilai konstanta sebesar 306. 
Berikut merupakan plot Box-Cox pada pengujian stasioneritas 
terhadap ragam. 
 
Gambar 4.5  Plot Box-Cox Sisaan 
  
Gambar 4.6  Plot Box-Cox Sisaan Hasil Transformasi N0.5 
 Berdasarkan Plot Box-Cox pada Gambar 4.5 lambda sebesar 
0.5 sehingga dapat dikatakan bahwa data banyaknya penjualan 
mingguan busana muslim Butik Zoya Surabaya belum stasioner 
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terhadap ragam. Karena itu, diperlukan transformasi N0.5 agar data 
banyaknya penjualan mingguan busana muslim stasioner terhadap 
ragam. Sedangkan berdasarkan pada plot Box-Cox hasil 
transformasi pertama pada Gambar 4.6 terlihat bahwa nilai lambda 
sebesar 1 sehingga dapat disimpulkan data telah stasioner terhadap 
ragam. Data yang sudah stasioner terhadap ragam selanjutnya akan 
dilakukan pengujian stasioneritas terhadap rata-rata dengan 
menggunakan uji Augmented Dickey Fuller. Pengujian Augmented 
Dickey Fuller secara lengkap terlampir pada Lampiran 7. dan 
tersaji pada Tabel 4.14. Berikut pengujian Augmented Dickey 
Fuller secara ringkas: 
Tabel 4.14 Hasil Pengujian Augmented Dickey Fuller pada data 
lyang stasioner terhadap ragam  
Variabel Koefisien 𝑇  𝜏𝑡𝑎𝑏𝑒𝑙 
SisaanTf −0.797374 -8.70 -2.888 
Pengujian Augmented Dickey Fuller berdasarkan Tabel 4.14 dapat 
dituliskan Hipotesis sebagai berikut: 
Hipotesis: 
𝐻0 : 𝜑 = 1 (data tidak stasioner)  
𝐻1 : 𝜑 < 1 (data stasioner) 
Statistik Uji: 
Dengan menggunakan persamaan (2.16) didapatkan, 
𝑇 =
?̂̂?
𝑆?̂̂?
=
−0.797374
0.0916152
= −8.70 
𝜏(117,0.05) = −2.888 
Kriteria Pengujian: 
Diperoleh keputusan Tolak 𝐻0 karena  𝑇 < 𝜏𝑡𝑎𝑏𝑒𝑙 yang artinya 
data sudah stasioner terhadap rata-rata sehingga dapat dilanjutkan 
dengan identifikasi model ARIMA dengan melihat Plot ACF dan 
PACF.   
4.8.2 Identifikasi Sisaan dengan Model ARIMA 
 Identifikasi model ARIMA dilakukan terhadap data sisaan 
yang sudah stasioner terhadap ragam dan rata-rata. Identifikasi 
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model dapat ditentukan berdasarkan plot ACF dan PACF. Berikut 
merupakan plot ACF dan PACF yang sudah stasioner. 
  
Gambar 4.7.  Plot ACF Sisaan yang sudah Stasioner 
  
Gambar 4.8  Plot PACF Sisaan yang sudah Stasioner 
 Berdasarkan plot ACF Sisaan yang sudah stasioner terhadap 
ragam maupun rata-rata dengan garis merah merupakan batas 
signifikansi sebesar 
±2
√𝑛−𝑘
  dimana pada sumbu 𝑥 adalah lag dan 
sumbu 𝑦 adalah nilai autokorelasi yang didapat dari persamaan 
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(2.17). Pada Gambar 4.7 terlihat bahwa fungsi autokorelasi hanya 
lag 1 pada plot ACF yang keluar dari batas signifikansi. 
 Berdasarkan plot PACF Sisaan yang sudah stasioner 
terhadap ragam maupun rata-rata pada Gambar 4.8 dengan nilai 
parsial autokorelasi didapatkan dari persamaan (2.18) terlihat 
bahwa fungsi parsial autokorelasi lag 1, 13 pada plot PACF keluar 
dari batas signifikansi sehingga fungsi parsial autokorelasi yang 
dimulai minggu ke-1 dan minggu ke-13 diduga mempengaruhi 
data banyaknya pejualan busana muslim. Oleh karena itu, 
didapatkan model ARIMA sementara yaitu ARIMA ([1,13],0,1) 
dimana model AR dilihat dari plot PACF dan model MA dilihat 
dari plot ACF. 
4.8.3  Pendugaan dan Uji Signifikan Parameter Model  
Tentatif ARIMA Restricted 
Pendugaan parameter model ARIMA restricted  
menggunakan metode conditional least square. Nilai duga 
parameter dan uji signifikansi model ARIMA secara lengkap 
ditampilkan pada Lampiran 7. dan dapat dilihat pada Tabel 4.15. 
Tabel 4.15 Hasil Pendugaan dan Pengujian Signifikansi Parameter 
Model Tentatif ARIMA restricted. 
Model 
Tentatif 
Parameter Koefisien 𝑆𝐸 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 
([1,13],
0,1) 
𝜇 72.6179 0.3934 184.60 
𝜙1 0.97806 0.0252 21.69 
𝜙13 -0.10422 0.0251 38.84 
𝜃1 1 0.0461 -4.16 
Pengujian signifikansi parameter model autoregreesive (AR) dan 
Moving Average (MA) berdasarkan Tabel 4.15 sebagai berikut: 
1. Uji Signifikansi Parameter ∅𝟏 
Pengujian signifikansi parameter model autoregreesive (AR) 
dengan Hipotesis sebagai berikut: 
Hipotesis: 
𝐻0 ∶  ∅1 = 0 (parameter tidak signifikan) 
𝐻1 ∶  ∅1 ≠ 0 (parameter signifikan) 
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Statistik uji: 
Dengan menggunakan persamaan (2.26) didapatkan, 
𝑡ℎ𝑖𝑡𝑢𝑛𝑔 =
∅̂1
𝑆∅̂1
=
0.97806
0.02518
= 38.84  
 𝑡(0.05;113) = 1.98118 
Kriteria Pengujian: 
Dengan taraf signifikansi sebesar 5% , karena nilai  |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| >
𝑡𝑡𝑎𝑏𝑒𝑙 maka diperoleh keputusan tolak 𝐻0 yang artinya parameter  
𝜙1 signifikan. 
2. Uji Signifikansi Parameter ∅𝟏𝟑 
Pengujian signifikansi parameter model autoregreesive (AR) 
dengan Hipotesis sebagai berikut: 
Hipotesis: 
𝐻0 ∶  ∅13 = 0 (parameter tidak signifikan) 
𝐻1 ∶  ∅13 ≠ 0 (parameter signifikan) 
Statistik uji: 
Dengan menggunakan persamaan (2.26) didapatkan, 
𝑡ℎ𝑖𝑡𝑢𝑛𝑔 = −4.16 
 𝑡(0.05;113) = 1.98118 
Kriteria Pengujian: 
Dengan taraf signifikansi sebesar 5% , karena nilai |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| >
𝑡𝑡𝑎𝑏𝑒𝑙 maka diperoleh keputusan tolak 𝐻0yang artinya parameter  
𝜙13 signifikan. 
3. Uji Signifikansi Parameter 𝜽𝟏 
Pengujian signifikansi parameter model moving average (MA) 
dengan Hipotesis sebagai berikut: 
Hipotesis: 
𝐻0 ∶  𝜃1 = 0  (parameter tidak signifikan)  
𝐻1 ∶  𝜃1 ≠ 0  (parameter signifikan) 
Statistik uji: 
Dengan menggunakan persamaan (2.26) maka didapatkan, 
𝑡ℎ𝑖𝑡𝑢𝑛𝑔 =
𝜃1
𝑆𝜃1̂
=
1
0.04610
= 21.69  
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𝑡(0.05;113) = 1.98118 
Kriteria Pengujian: 
Dengan taraf signifikansi sebesar 5% , karena nilai  |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| >
𝑡𝑡𝑎𝑏𝑒𝑙 maka diperoleh keputusan tolak 𝐻0yang artinya parameter  
𝜃1 signifikan. 
4.8.4 Pengujian Diagnostik Residual 
 Pengujian diagnostik residual dibagi menjadi 3 yaitu 
residual bersifat white noise, residual berdistribusi normal, dan 
overfitting. Pengujian diagnostik residual bersifat white noise 
dapat dilakukan dengan uji Ljung Box (Q) sedangkan residual 
berdistribusi normal dapat menggunakan uji kenormalan 
Kolmogorov-Smirnov. Hasil dari Uji Ljung-Box dan uji 
kenormalan terlampir pada Lampiran 11.  Tabel 4.16 merupakan 
hasil pengujian residual bersifat white noise menggunakan Ljung-
Box. 
Tabel 4.16 Hasil Uji Ljung-Box ARIMA ([1,13],0,1) 
Model 
ARIMA 
Lag ke- 𝑄 𝜒0.05 
Hasil 
Pengujian 
ARIMA 
([1,13],0,1) 
 
6 3.94 7.815 white noise 
12 7.76 16.919 white noise 
18 12.87 24.996 white noise 
24 15.30 32.671 white noise 
Pengujian Ljung-Box ARIMA ([1,13],0,1) berdasarkan Tabel 4.16 
dapat dituliskan Hipotesis sebagai berikut: 
Hipotesis : 
H0 : 𝜌1 = 𝜌2 = ⋯ = 𝜌6 (residual white noise) 
H1 : minimal ada satu 𝜌𝑘 ≠ 0 (residual tidak white noise) 
Statistik Uji: 
Dengan menggunakan persamaan (2.27) didapatkan, 
𝑄 = 𝑛(𝑛 + 2)∑
?̂?𝑘
2
𝑛 − 𝑘
6
𝑘=1
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     = 117(117 + 2) (
(0.059)2
117 − 1
+
(−0,111)2
117 − 2
+
(−0.044)2
117 − 3
+
(−0.088)2
117 − 4
+
(−0.082)2
117 − 5
+
(0.010)2
117 − 6
) 
      =  3.94 
𝜒2(0,05;6−2−1) = 7.815  
Kriteria Pengujian: 
Dapat diketahui bahwa semua lag signifikan dengan taraf 
signifikansi 5% karena  𝑄 < 𝜒𝑡𝑎𝑏𝑒𝑙  sehingga dapat disimpulkan 
bahwa residual model ARIMA ([1,13],0,1) bersifat white noise.  
Uji Kolmogorov-Smirnov adalah sebagai berikut:  
 
Gambar 4.9 Plot Normalitas ARIMA ([1,13],0,1) 
Berdasarkan Gambar 4.9 dapat dituliskan Hipotesis sebagai 
berikut: 
Hipotesis: 
𝐻0: 𝑆(𝑥) = 𝐹0(𝑥) (residual berdistribusi normal) 
𝐻1: 𝑆(𝑥) ≠ 𝐹0(𝑥) (residual tidak berdistribusi normal) 
Statistik Uji:  
Dengan menggunakan persamaan (2.28) didapatkan, 
𝐷 = 0.036978 
63 
 
 
𝐷0,05;117 = 0.1248075  
Kriteria Pengujian: 
Diperoleh keputusan terima 𝐻0 dimana 𝐷 < 𝐷𝑡𝑎𝑏𝑒𝑙 pada taraf 
signifikansi 5% yang artinya bahwa residual berdistribusi normal. 
Sedangkan berdasarkan Plot Normalitas Residual pada Gambar 4.9 
terlihat bahwa mayoritas residual berada disekitar garis sehingga 
dapat disimpulkan bahwa residual berdistribusi normal. 
Tahap uji diagnostik residual selanjutnya adalah tahap 
overfitting. Tahap overfitting dilakukan untuk melihat model lain 
yang mungkin sesuai dengan data.  
Tabel 4.17 Hasil Overfitting Model Tentatif ARIMA Restricted 
Model 
Tentatif 
Parameter 
Uji 
Parame
ter 
Uji 
WhiteNo
ise 
Uji 
Normali
tas 
([1,13],
0,1) 
𝜇 Sign. 
White 
Noise 
Normal 
𝜙1 Sign. 
𝜙13 Sign. 
𝜃1 Sign. 
(1,0,1) 
𝜇 Sign. 
White 
Noise 
Normal 𝜙1 Sign. 
𝜃1 Sign. 
(13,0,1) 
𝜇 Sign. Tidak 
White 
Noise 
Normal 𝜙13 Sign. 
𝜃1 Sign. 
([1,13],
0,0) 
𝜇 Sign. 
 White 
Noise 
Normal 𝜙1 Sign. 
𝜙13 Sign. 
(1,0,0) 
𝜇 Sign. White 
Noise 
Normal 
𝜙1 Sign. 
(13,0,0) 
𝜇 Sign. Tidak 
White 
Noise 
Normal 
𝜙13 Sign 
(0,0,1) 
𝜇 Sign. White 
Noise 
Normal 
𝜃1 Sign. 
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Pada Tabel 4.17 terlihat bahwa model tentatif yang semua 
parameternya signifikan dan memenuhi asumsi diagnostik 
residual yaitu residual white noise dan normal adalah model 
ARIMA ([1,13],0,1); ARIMA (1,0,1); ARIMA ([1,13],0,0); 
ARIMA (1,0,0); dan ARIMA (0,0,1) 
4.8.5 Pemilihan Model Terbaik 
Pemilihan model terbaik didasarkan pada nilai AIC dari 
keempat model tentatif yang semua parameternya signifikan 
memenuhi asumsi diagnostik residual. Model yang memiliki nilai 
AIC terkecil merupakan model terbaik.  Dengan menggunakan 
persamaan (2.29), maka didapatkan nilai AIC yang terlampir pada 
Lampiran 10. Nilai AIC keempat model tentatif dapat dilihat pada 
Tabel 4.18 yaitu: 
Tabel 4.18 Nilai AIC Model Tentatif Sisaan 
Model Tentatif Nilai AIC 
ARIMA ([1,13],0,1) 1039.25 
ARIMA (1,0,1) 1057.88 
ARIMA ([1,13],0,0) 1051.061 
ARIMA (1,0,0) 1056.389 
ARIMA (0,0,1) 1056.596 
Berdasarkan nilai AIC model tentatif sisaan pada Tabel 4.18 
dapat disimpulkan bahwa model terbaik untuk sisaan yaitu 
ARIMA ([1,13],0,1). Sedangkan berdasarkan pendugaan 
parameter signifikansi pada Tabel 4.15, diagnostik residual 
disimpulkan bahwa model ARIMA ([1,13],0,1) merupakan model 
yang seluruh parameternya signifikan, memenuhi asumsi sisaan 
white noise dan normalitas serta memiliki nilai AIC yang paling 
kecil sehingga model ARIMA ([1,13],0,1) merupakan model 
terbaik. Berikut merupakan persamaan model untuk sisaan dengan 
model ARIMA ([1,13],0,1). 
𝑁𝑡
∗ = 𝜇 +
(1 − 𝜃1𝐵
1)
(1 − 𝜙1𝐵1 − 𝜙13𝐵13)
𝑎𝑡 
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𝑁𝑡
∗ = 𝜇 +
(1 − 𝜃1𝐵
1)
(1 − 𝜙1𝐵1 − 𝜙13𝐵13)
𝑎𝑡 
(1 − 𝜙1𝐵
1 − 𝜙13𝐵
13)𝑁𝑡
∗ = 𝜇 + (1 − 𝜃1𝐵
1)𝑎𝑡  
𝑁𝑡
∗ − 𝜙1𝑁𝑡−1
∗ − 𝜙13𝑁𝑡−13
∗ = 𝜇 + 𝑎𝑡 − 𝜃1𝑎𝑡−1 
𝑁𝑡
∗ = 𝜙1𝑁𝑡−1
∗ + 𝜙13𝑁𝑡−13
∗ + 𝜇 + 𝑎𝑡 − 𝜃1𝑎𝑡−1 
𝑁𝑡
∗ = 𝜇 + 𝜙1𝑁𝑡−1
∗ + 𝜙13𝑁𝑡−13
∗ + 𝑎𝑡 − 𝜃1𝑎𝑡−1   
𝑁𝑡
∗ = 72.61794 + 0.97806𝑁𝑡−1
∗ − 0.10422𝑁𝑡−13
∗ + 𝑎𝑡 − 𝑎𝑡−1 
Dengan 𝑁𝑡
∗ = (𝑁𝑡)
0.5 merupakan sisaan yang sudah 
stasioner terhadap ragam. Berdasarkan model diatas dapat 
diketahui bahwa sisaan dipengaruhi oleh sisaan saat 1 minggu yang 
lalu dan dipengaruhi oleh sisaan model pada saat 13 minggu yang 
lalu. 
4.9 Pemodelan ARIMAX Variasi Kalender Hijriyah Trend 
Deterministik dengan Sisaan Model ARIMA Restricted 
Pemodelan ARIMAX variasi Kalender Hijriyah trend 
deterministik dengan sisaan model ARIMA Restricted secara 
serempak merupakan penggabungan antara model regresi yang 
mencakup efek variasi kalender hijriyah, trend deterministik, dan 
model sisaan ARIMA ([1,13],0,[1]). 
4.9.1 Pendugaan dan Uji Signifikansi Parameter 
Pendugaan parameter dilakukan dengan menggunakan 
metode Least Square. Nilai pendugaan parameter dan uji 
signifikansi model ARIMAX dengan variasi kalender hijriyah, 
trend deterministik, dan model sisaan ARIMA ([1,13],0,[1]) 
secara serempak selengkapnya terlampir pada Lampiran 9. Berikut 
nilai pendugaan dan pengujian signifikansi parameter pada Tabel 
4.19. 
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Tabel 4.19 Hasil Pendugaan dan Pengujian Signifikansi ARIMAX 
Variasi Kalender Hijriyah Trend Deterministik dengan 
Sisaan ARIMA ([1.13.41],0,[1]) secara serempak 
Variabel Parameter Koefisien 𝑆𝐸 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 
Konstan 𝜇 194.19842 9.05196 21.45 
𝑡 𝛾1 2.4204 0.14914 16.23 
𝐷1,𝑡 𝛽1 1137 80.51465 14.12 
𝐷2,𝑡 𝛽2 946.18564 80.44474 11.75 
𝐷3,𝑡 𝛽3 290.9149 80.72676 3.6 
𝐴𝑅(1) 𝜙1 0.99267 0.02437 40.74 
𝐴R(13) 𝜙13 -0.10513 0.02211 -4.76 
𝑀𝐴(1) 𝜃1 1 0.05116 19.55 
 Pengujian signifikansi parameter model berdasarkan Tabel 
4.19 sebagai berikut: 
1. Uji Signifikansi Parameter 𝝁 
Pengujian signifikansi parameter 𝜇 dengan Hipotesis sebagai 
berikut: 
Hipotesis: 
𝐻0 ∶  𝜇 = 0 (parameter tidak signifikan) 
𝐻1 ∶  𝜇 ≠ 0 (parameter signifikan) 
Statistik uji: 
Dengan menggunakan persamaan (2.26) didapatkan, 
𝑡ℎ𝑖𝑡𝑢𝑛𝑔 =
𝜇
𝑆𝐸𝜇
=
194.19842
9.05196
= 21.45 
 𝑡(0.05;109) = 1.98197 
Kriteria Pengujian: 
Dengan taraf signifikansi sebesar 5% , karena nilai  |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| >
𝑡𝑡𝑎𝑏𝑒𝑙 maka diperoleh keputusan tolak 𝐻0 yang artinya parameter  
𝜇 signifikan. 
2. Uji Signifikansi Parameter 𝜸𝟏 
Pengujian signifikansi parameter 𝛾1 dengan Hipotesis sebagai 
berikut: 
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Hipotesis: 
𝐻0 ∶  𝛾1 = 0 (parameter tidak signifikan) 
𝐻1 ∶  𝛾1 ≠ 0 (parameter signifikan) 
Statistik uji: 
Dengan menggunakan persamaan (2.26) didapatkan, 
𝑡ℎ𝑖𝑡𝑢𝑛𝑔 = 16.23 
 𝑡(0.05;109) = 1.98197 
Kriteria Pengujian: 
Dengan taraf signifikansi sebesar 5% , karena nilai |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| >
𝑡𝑡𝑎𝑏𝑒𝑙 maka diperoleh keputusan tolak 𝐻0, yang artinya parameter  
𝛾1 signifikan. 
3. Uji Signifikansi Parameter 𝜷𝟏 
Pengujian signifikansi parameter 𝛽1 dengan Hipotesis sebagai 
berikut: 
Hipotesis: 
𝐻0 ∶  𝛽1 = 0  (parameter tidak signifikan)  
𝐻1 ∶  𝛽1 ≠ 0  (parameter signifikan) 
Statistik uji: 
Dengan menggunakan persamaan (2.26) maka didapatkan, 
𝑡ℎ𝑖𝑡𝑢𝑛𝑔 =
?̂?1
𝑆𝐸𝛽1̂
=
1137
80.51465
= 14.12 
 𝑡(0.05;109) = 1.98197 
Kriteria Pengujian: 
Dengan taraf signifikansi sebesar 5% , karena nilai  |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| >
𝑡𝑡𝑎𝑏𝑒𝑙 maka diperoleh keputusan tolak 𝐻0yang artinya parameter  
𝛽1  signifikan. 
4. Uji Signifikansi Parameter 𝜷𝟐 
Pengujian signifikansi parameter 𝛽2 dengan Hipotesis sebagai 
berikut: 
Hipotesis: 
𝐻0 ∶  𝛽2 = 0  (parameter tidak signifikan)  
𝐻1 ∶  𝛽1 ≠ 0  (parameter signifikan) 
Statist2k uji: 
Dengan menggunakan persamaan (2.26) maka didapatkan, 
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𝑡ℎ𝑖𝑡𝑢𝑛𝑔 = 11.75 
 𝑡(0.05;109) = 1.98197 
Kriteria Pengujian: 
Dengan taraf signifikansi sebesar 5% , karena nilai  |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| >
𝑡𝑡𝑎𝑏𝑒𝑙 maka diperoleh keputusan tolak 𝐻0yang artinya parameter  
𝛽1  signifikan. 
5. Uji Signifikansi Parameter 𝜷𝟑 
Pengujian signifikansi parameter 𝛽3 dengan Hipotesis sebagai 
berikut: 
Hipotesis: 
𝐻0 ∶  𝛽3 = 0  (parameter tidak signifikan)  
𝐻1 ∶  𝛽3 ≠ 0  (parameter signifikan) 
Statistik uji: 
Dengan menggunakan persamaan (2.26) maka didapatkan, 
𝑡ℎ𝑖𝑡𝑢𝑛𝑔 = 3.6 
 𝑡(0.05;109) = 1.98197 
Kriteria Pengujian: 
Dengan taraf signifikansi sebesar 5% , karena nilai  |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| >
𝑡𝑡𝑎𝑏𝑒𝑙 maka diperoleh keputusan tolak 𝐻0yang artinya parameter  
𝛽3  signifikan. 
6. Uji Signifikansi Parameter𝝓𝟏 
Pengujian signifikansi parameter 𝜙1 dengan Hipotesis sebagai 
berikut: 
Hipotesis: 
𝐻0 ∶  𝜙1 = 0  (parameter tidak signifikan)  
𝐻1 ∶  𝜙1 ≠ 0  (parameter signifikan) 
Statistik uji: 
Dengan menggunakan persamaan (2.26) maka didapatkan, 
𝑡ℎ𝑖𝑡𝑢𝑛𝑔 =
?̂?1
𝑆𝐸𝜙1̂
=
0.99267
0.02437
= 40.74 
 𝑡(0.05;109) = 1.98197 
Kriteria Pengujian: 
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Dengan taraf signifikansi sebesar 5% , karena nilai  |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| >
𝑡𝑡𝑎𝑏𝑒𝑙 maka diperoleh keputusan tolak 𝐻0yang artinya parameter  
𝜙1  signifikan. 
7. Uji Signifikansi Parameter 𝝓𝟏𝟑 
Pengujian signifikansi parameter 𝜙13 dengan Hipotesis sebagai 
berikut: 
Hipotesis: 
𝐻0 ∶  𝜙13 = 0  (parameter tidak signifikan)  
𝐻1 ∶  𝜙13 ≠ 0  (parameter signifikan) 
Statistik uji: 
Dengan menggunakan persamaan (2.26) maka didapatkan, 
𝑡ℎ𝑖𝑡𝑢𝑛𝑔 = −4.76 
 𝑡(0.05;109) = 1.98197 
Kriteria Pengujian: 
Dengan taraf signifikansi sebesar 5% , karena nilai  |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| >
𝑡𝑡𝑎𝑏𝑒𝑙 maka diperoleh keputusan tolak 𝐻0yang artinya parameter  
𝜙13 signifikan. 
8. Uji Signifikansi Parameter 𝜽𝟏 
Pengujian signifikansi parameter 𝜃1 dengan Hipotesis sebagai 
berikut: 
Hipotesis: 
𝐻0 ∶  𝜃1 = 0  (parameter tidak signifikan)  
𝐻1 ∶  𝜃1 ≠ 0  (parameter signifikan) 
Statistik uji: 
Dengan menggunakan persamaan (2.26) maka didapatkan, 
𝑡ℎ𝑖𝑡𝑢𝑛𝑔 =
𝜃1
𝑆𝐸𝜃1̂
=
1
0.05116
= 19.55 
 𝑡(0.05;109) = 1.98197 
Kriteria Pengujian: 
Dengan taraf signifikansi sebesar 5% , karena nilai  |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| >
𝑡𝑡𝑎𝑏𝑒𝑙 maka diperoleh keputusan tolak 𝐻0yang artinya parameter  
𝜃1 signifikan. 
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Berdasarkan hasil pengujian model ARIMAX variasi Kalender 
Hijriyah trend deterministik dengan Sisaan ARIMA 
([1.13.41],0,[1]) secara serempak pada Tabel 4.19, terlihat bahwa 
semua variabel 𝑡, 𝐷1,𝑡, 𝐷2,𝑡, 𝐷3,𝑡, dan konstan signifikan dengan 
taraf dignifikansi 5%. Berikut merupakan model variasi Kalender 
Hijriyah yang didasarkan persamaan (2.31) : 
𝑌𝑡 = 194.19842 + 2.4204𝑡 + 1137𝐷1,𝑡 +  946.18564𝐷2,𝑡
+ 290.9149𝐷3,𝑡 + 0.99267𝑁𝑡−1
− 0.10513𝑁𝑡−13 + 𝑎𝑡 − 𝑎𝑡−1  
  
4.9.2 Pengujian Diagnostik Residual Pemodelan Serempak 
Model dikatakan layak untuk peramalan jika memenuhi 
asumsi residual yaitu residual bersifat white noise dan 
berdistribusi normal. Pengujian diagnostik residual bersifat white 
noise dapat dilakukan dengan menggunakan uji Ljung-Box (Q) 
yang secara lengkap terlampir pada Lampiran 11. Tabel 4.20 
merupakan hasil pengujian sisaan bersifat white noise. 
Tabel 4.20 Hasil Uji Ljung-Box Pemodelan Serempak  
Model 
ARIMAX 
Trend 
Deterministik 
Variasi 
Kalender 
Lag 
ke- 
𝑄 𝜒0.05 Keterangan 
6 3.18 7.815 white noise 
12 5.76 16.919 white noise 
18 12.36 24.996 white noise 
24 14.66 32.671 white noise 
Pengujian Ljung-Box pemodelan serempak berdasarkan Tabel 4.20 
dapat dituliskan Hipotesis sebagai berikut: 
Hipotesis : 
H0 : 𝜌1 = 𝜌2 = ⋯ = 𝜌6 (residual white noise) 
H1 : minimal ada satu 𝜌𝑘 ≠ 0 (residual tidak white noise) 
Statistik Uji: 
Dengan menggunakan persamaan (2.27) didapatkan, 
𝑄 = 3.18 
𝜒2(0,05;6−2−1) = 7.815  
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Kriteria Pengujian: 
Berdasarkan uji Ljung-Box ARIMAX variasi kalender hijriyah 
trend deterministik dengan sisaan ARIMA Restricted  pada Tabel 
4.18. dapat diketahui bahwa semua lag signifikan dengan taraf 
signifikansi 5% karena  𝑄 < 𝜒𝑡𝑎𝑏𝑒𝑙 sehingga dapat disimpulkan 
bahwa sisaan bersifat white noise.  
 Selain residual harus memenuhi asumsi white noise, 
residual juga harus memenuhi asumsi distribusi normal. Pengujian 
residual berdistribusi normal akan di uji dengan Kolmogorov 
Smirnov. 
 
  
Gambar 4.10 Plot Normalitas Pemodelan Serempak 
Berdasarkan Gambar 4.10 dapat dituliskan Hipotesis sebagai 
berikut: 
Hipotesis: 
𝐻0: 𝑆(𝑥) = 𝐹0(𝑥) (residual berdistribusi normal) 
𝐻1: 𝑆(𝑥) ≠ 𝐹0(𝑥) (residual tidak berdistribusi normal) 
Statistik Uji:  
Dengan menggunakan persamaan (2.14) didapatkan, 
𝐷ℎ𝑖𝑡𝑢𝑛𝑔 = 0.0737628 
𝐷0,05;117 = 0.1248075  
72 
 
 
Kriteria Pengujian: 
Diperoleh keputusan terima 𝐻0 dimana 𝐷 < 𝐷𝑡𝑎𝑏𝑒𝑙 pada taraf 
signifikansi 5% yang artinya bahwa residual berdistribusi normal. 
Sedangkan berdasarkan Plot Normalitas Residual pada Gambar 
4.10 terlihat bahwa mayoritas residual berada disekitar garis 
sehingga dapat disimpulkan bahwa residual berdistribusi normal. 
4.10 Peramalan Model ARIMAX Variasi Kalender Hijriyah 
Trend Deterministik dengan Sisaan Model ARIMA 
Restricted 
Proses peramalan menggunakan model ARIMAX variasi 
kalender hijriyah trend deterministik dengan sisaan model ARIMA 
([1,13],0,1) . Model peramalan l periode ke depan dapat dijabarkan 
dengan persamaan sebagai berikut: 
𝑌𝑡+𝑙 = 194.19842 + 2.4204 (𝑡 + 𝑙) + 1137𝐷1,𝑡+𝑙
+  946.18564𝐷2,𝑡+𝑙 + 290.9149𝐷3,𝑡+𝑙
+ 0.99267𝑁𝑡+𝑙−1 − 0.10513𝑁𝑡+𝑙−13 + 𝑎𝑡+𝑙
− 𝑎𝑡+𝑙−1  
  Berdasarkan persamaan diatas terlihat bahwa jika 
tidak ada penjualan selama satu minggu maka banyaknya busana 
muslim yang seharusnya terjual di Butik Zoya Surabaya sebesar 
194 buah. Pada persamaan tersebut terlihat bahwa setiap kenaikan 
1 minggu akan meningkatkan penjualan busana muslim di Butik 
Zoya sebesar 2 sampai 3 buah. Pada persamaan diatas juga terlihat 
bahwa efek kalender hijriyah pada saat minggu terjadinya Hari 
Raya Idul Fitri akan meningkatkan banyaknya penjualan sebesar 
1137 buah dan efek pada satu minggu sebelum terjadinya Hari 
Raya Idul Fitri akan meningkatkan banyaknya penjualan sebesar 
1137 buah serta akan naik sebesar 291 buah pada minggu saat 
terjadinya hari Raya Idul Adha lebih banyak daripada minggu-
minggu lainnya. Pada Tabel 4.21 adalah data ramalan banyaknya 
penjualan busana muslim di Butik Zoya 14 periode kedepan 
menggunakan model ARIMAX variasi kalender hijriyah trend 
deterministik dengan sisaan model ARIMA ([1,13],0,1), dan secara 
lengkap terlampir pada Lampiran 11. 
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Tabel 4.21 Hasil Peramalan 
Minggu ke- Peramalan Lower Upper 
I-Apr 2017 487.9 269.7 706.1 
II-Apr 2017 481.2 262.99 699.4 
III-Apr 2017 489.11 270.9 707.32 
IV-Apr2017 472.01 253.79 690.22 
I-Mei 2017 490.21 271.98 708.43 
II-Mei 2017 510.64 292.42 728.87 
III-Mei 2017 532.26 314.02 750.49 
IV-Mei 2017 537.27 319.03 755.51 
V-Mei 2017 541.67 323.43 759.92 
I-Juni 2017 516.25 298 734.5 
II-Juni 2017 523.88 305.62 742.13 
III-Juni 2017 1466.5 1248.24 1684.76 
IV-Juni 2017 1666.24 1447.97 1884.5 
I-Juli 2017 530.65 311.03 750.28 
II-Juli 2017 533.0410 312.1021 753.9798 
III-Juli 2017 534.8500 312.642 757.0579 
IV-Juli 2017 538.7162 315.2822 762.1502 
V-Juli 2017 540.9130 316.2944 765.5317 
I-Agustus 2017 541.2170 315.4536 766.9804 
II-Agustus 2017 539.5187 312.6489 766.3885 
III-Agustus 2017 537.5783 309.6392 765.5173 
IV-Agustus 2017 826.3754 597.4028 1055.348 
Pada Tabel 4.21 terlihat bahwa banyaknya penjualan busana 
muslim Butik Zoya cenderung stabil. Namun pada minggu 
peramalan ke-13 terdapat kenaikan atau lonjakan yang signifikan, 
hal tersebut diakibatkan karena adanya Hari Raya Idul Fitri yaitu 
sebesar 1666 buah. Pada minggu peramalan ke-12 juga terdapat 
lonjakan yang signifikan akibat mendakati hari Raya Idul Fitri 
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yaitu sebesar 1466 buah. Pada minggu peramalan ke-22 juga 
terdapat lonjakan akibat mendekati hari Raya Idul Adha yaitu 
sebesar 826 buah. Hal tersebut, sama dengan pola banyaknya 
penjualan busana muslim di Butik Zoya, bahwa saat satu minggu 
sebelum Hari Raya Idul Fitri dan saat terjadinya Hari Raya Idul 
Fitri mengalami peningkatan yang signifikan.  
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BAB V 
PENUTUP 
 
 Pada bab ini dijelaskan mengenai kesimpulan hasil 
penelitian yang telah dilakukan berupa hasil peramalan dan model 
peramalan serta dijelaskan mengenai saran untuk pengembangan 
penelitian selanjutnya. 
5.1 Kesimpulan 
 Kesimpulan yang didapatkan dari penelitian ini adalah 
sebagai berikut: 
1. Hasil peramalan pada data mingguan penjualan busana muslim 
butik Zoya pada Januari 2015-Maret 2017 sebanyak 117 
minggu menggunakan model ARIMAX variasi kalender 
hijriyah trend deterministik dengan model sisaan ARIMA 
([1,13],0,1) yang artinya bahwa dimulai minggu ke-1 dan 
minggu ke-13 diduga mempengaruhi penjualan busana muslim. 
2. Model ARIMAX variasi kalender hijriyah trend deterministik 
dengan sisaan ARIMA ([1,13],0,1).adalah sebagai berikut: 
𝑌𝑡+𝑙 = 194.19842 + 2.4204 (𝑡 + 𝑙) + 1137𝐷1,𝑡+𝑙
+  946.18564𝐷2,𝑡+𝑙 + 290.9149𝐷3,𝑡+𝑙
+ 0.99267𝑁𝑡+𝑙−1 − 0.10513𝑁𝑡+𝑙−13 + 𝑎𝑡+𝑙
− 𝑎𝑡+𝑙−1  
Model tersebut memberikan informasi bahwa jika tidak ada 
penjualan selama satu minggu maka banyaknya busana muslim 
yang seharusnya terjual sebesar 194 buah. Pada persamaan 
tersebut terlihat bahwa setiap kenaikan 1 minggu akan 
meningkatkan penjualan busana muslim sebesar 2-3 buah setiap 
minggunya. Pada persamaan diatas juga terlihat bahwa efek 
Hari besar Islam seperti saat minggu terjadinya Hari Raya Idul 
Fitri akan naik sebesar 1137 buah, dan saat satu minggu 
sebelum Hari Raya Idul Fitri akan naik sebesar 946 buah, serta 
saat terjadinya Hari Raya Idul Adha akan naik sebesar 291 
buah. 
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5.2 Saran 
 Beberapa saran yang didapatkan dari penelitian ini adalah 
sebagai berikut: 
1. Pada penelitian selanjutnya sebaiknya menggunakan data input 
seperti data iklan/promosi untuk meningkatkan keakuratan 
peramalan ARIMAX. 
2. Pada penelitian selanjutnya sebaiknya hari-hari yang mendekati 
haji dimasukkan kedalam model sebagai efek variasi kalender. 
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LAMPIRAN 
 
Lampiran 1. Data Mingguan Banyaknya Penjualan Busana 
Muslim Butik Zoya Periode Januari 2014-Maret 2017 
Minggu 
Ke- 
Waktu 
(Masehi) 
Waktu (Hijriyah) 
Penjua
lan 
1 I-Jan 2015 III-Rabbi’ulAwwal 1436 275 
2 II-Jan 2015 IV-Rabbi’ulAwwal 1436 363 
3 III-Jan 2015 I-Rabbi'ulAkhir1436 92 
4 IV-Jan 2015 II-Rabbi'ulAkhir 1436 111 
5 I-Feb 2015 III-Rabbi'ulAkhir 1436 124 
6 II-Feb 2015 IV-Rabbi'ulAkhir 1436 83 
7 III-Feb 2015 I-JumadalAwwal 1436 76 
8 IV-Feb 2015 II-JumadalAwwal 1436 62 
9 I-Mar 2015 III-JumadalAwwal 1436 68 
10 II-Mar 2015 IV-JumadalAwwal 1436 92 
11 III-Mar 2015 V-JumadalAwwal 1436 103 
12 IV-Mar 2015 I-JumadalAkhirah 1436 143 
13 V-Mar 2015 II-JumadalAkhirah 1436 130 
14 I-Apr 2015 III-JumadalAkhirah 1436 94 
15 II-Apr 2015 IV-Jumadal Akhirah 1436 113 
16 III-Apr 2015 I- Rajab 1436 62 
17 IV-Apr2015 II- Rajab 1436 119 
18 I-Mei 2015 III- Rajab 1436 54 
19 II-Mei 2015 IV- Rajab 1436 484 
20 III-Mei 2015 I-Sya'ban 1436 218 
21 IV-Mei 2015 II-Sya'ban 1436 131 
22 I-Juni 2015 III-Sya'ban 1436 379 
23 II-Juni 2015 IV-Sya'ban 1436 483 
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Lampiran 1. Lanjutan 
Minggu 
Ke- 
Waktu 
(Masehi) 
Waktu (Hijriyah) 
Penjua
lan 
24 III-Juni 2015 I-Ramadhan 1436 327 
25 IV-Juni 2015 II-Ramadhan 1436 286 
26 V-Juni 2015 III-Ramadhan 1436 461 
27 I-Juli 2015 IV-Ramadhan 1436 1254 
28 II-Juli 2015 I-Syawwal 1436 1432 
29 III-Juli 2015 II-Syawwal 1436 561 
30 IV-Juli 2015 III-Syawwal 1436 309 
31 I-Agus 2015 IV-Syawwal 1436 346 
32 II-Agus 2015 V-Syawwal 1436 295 
33 III-Agus 2015 I-Dzul Qa'idah 1436 312 
34 IV-Agus 2015 II-Dzul Qa'idah 1436 444 
35 V-Agus 2015 III-Dzul Qa'idah 1436 337 
36 I-Sept 2015 IV-Dzul Qa'idah 1436 323 
37 II-Sept 2015 I-Dzul Hijjah 1436 356 
38 III-Sept 2015 II-Dzul Hijjah 1436 497 
39 IV-Sept 2015 III-Dzul Hijjah 1436 250 
40 I-Okt 2015 IV-Dzul Hijjah 1436 307 
41 II-Okt 2015 I-Muharram 1436 417 
42 III-Okt 2015 II-Muharram 1436 277 
43 IV-Okt 2015 III-Muharram 1436 96 
44 I-Nov 2015 IV-Muharram 1436 290 
45 II-Nov 2015 I-Safar 1436 269 
46 III-Nov 2015 II-Safar 1436 145 
47 IV-Nov 2015 III-Safar 1436 132 
48 V-Nov 2015 IV-Safar 1436 224 
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Lampiran 1. Lanjutan 
Minggu 
Ke- 
Waktu 
(Masehi) 
Waktu (Hijriyah) 
Penjua
lan 
49 I-Des 2015 I-Rabbi’ulAwwal 1437 245 
50 II-Des 2015 II-Rabbi’ulAwwal 1437 348 
51 III-Des 2015 III-Rabbi’ulAwwal 1437 280 
52 IV-Des 2015 IV-Rabbi’ulAwwal 1437 393 
53 I-Jan 2016 V-Rabbi’ulAwwal 1437 258 
54 II-Jan 2016 I-Rabbi'ulAkhir1437 143 
55 III-Jan 2016 II-Rabbi'ulAkhir 1437 98 
56 IV-Jan 2016 III-Rabbi'ulAkhir 1437 246 
57 I-Feb 2016 IV-Rabbi'ulAkhir 1437 360 
58 II-Feb 2016 I-JumadalAwwal 1437 210 
59 III-Feb 2016 II-JumadalAwwal 1437 373 
60 IV-Feb 2016 III-JumadalAwwal 1437 150 
61 I-Mar 2016 IV-JumadalAwwal 1437 401 
62 II-Mar 2016 I-JumadalAkhirah 1437 283 
63 III-Mar 2016 II-JumadalAkhirah 1437 129 
64 IV-Mar 2016 III-JumadalAkhirah 1437 261 
65 V-Mar 2016 IV-Jumadal Akhirah 1437 449 
66 I-Apr 2016 I- Rajab 1437 286 
67 II-Apr 2016 II- Rajab 1437 341 
68 III-Apr 2016 III- Rajab 1437 435 
69 IV-Apr2016 IV- Rajab 1437 154 
70 I-Mei 2016 V- Rajab 1437 452 
71 II-Mei 2016 I-Sya'ban 1437 652 
72 III-Mei 2016 II-Sya'ban 1437 393 
73 IV-Mei 2016 III-Sya'ban 1437 659 
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Lampiran 1. Lanjutan 
Minggu 
Ke- 
Waktu 
(Masehi) 
Waktu (Hijriyah) 
Penjua
lan 
74 V-Mei 2016 IV-Sya'ban 1437 436 
75 I-Juni 2016 I-Ramadhan 1437 350 
76 II-Juni 2016 II-Ramadhan 1437 544 
77 III-Juni 2016 III-Ramadhan 1437 475 
78 IV-Juni 2016 IV-Ramadhan 1437 1430 
79 I-Juli 2016 I-Syawwal 1437 1629 
80 II-Juli 2016 II-Syawwal 1437 556 
81 III-Juli 2016 III-Syawwal 1437 269 
82 IV-Juli 2016 IV-Syawwal 1437 371 
83 I-Agus 2016 I-Dzul Qa'idah 1437 477 
84 II-Agus 2016 II-Dzul Qa'idah 1437 520 
85 III-Agus 2016 III-Dzul Qa'idah 1437 654 
86 IV-Agus 2016 IV-Dzul Qa'idah 1437 315 
87 V-Agus 2016 V-Dzul Qa'idah 1437 341 
88 I-Sept 2016 I-Dzul Hijjah 1437 819 
89 II-Sept 2016 II-Dzul Hijjah 1437 391 
90 III-Sept 2016 III-Dzul Hijjah 1437 443 
91 IV-Sept 2016 IV-Dzul Hijjah 1437 146 
92 I-Okt 2016 I-Muharram 1438 386 
93 II-Okt 2016 II-Muharram 1438 534 
94 III-Okt 2016 III-Muharram 1438 409 
95 IV-Okt 2016 IV-Muharram 1438 292 
96 I-Nov 2016 I-Safar 1438 439 
97 II-Nov 2016 II-Safar 1438 516 
98 III-Nov 2016 III-Safar 1438 444 
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Lampiran 1. Lanjutan 
Minggu 
Ke- 
Waktu 
(Masehi) 
Waktu (Hijriyah) 
Penjua
lan 
99 IV-Nov 2016 IV-Safar 1438 371 
100 V-Nov 2016 I-Rabbi’ulAwwal 1438 349 
101 I-Des 2016 II-Rabbi’ulAwwal 1438 125 
102 II-Des 2016 III-Rabbi’ulAwwal 1438 315 
103 III-Des 2016 IV-Rabbi’ulAwwal 1438 336 
104 IV-Des 2016 I-Rabbi'ulAkhir1438 616 
105 I-Jan 2017 II-Rabbi'ulAkhir 1438 513 
106 II-Jan 2017 III-Rabbi'ulAkhir 1438 537 
107 III-Jan 2017 IV-Rabbi'ulAkhir 1438 401 
108 IV-Jan 2017 I-JumadalAwwal 1438 641 
109 V-Jan 2017 II-JumadalAwwal 1438 309 
110 I-Feb 2017 III-JumadalAwwal 1438 289 
111 II-Feb 2017 IV-JumadalAwwal 1438 279 
112 III-Feb 2017 I-JumadalAkhirah 1438 438 
113 IV-Feb 2017 II-JumadalAkhirah 1438 446 
114 I-Mar 2017 III-JumadalAkhirah 1438 732 
115 II-Mar 2017 IV-Jumadal Akhirah 1438 422 
116 III-Mar 2017 I- Rajab 1438 521 
117 IV-Mar 2017 II- Rajab 1438 424 
 
Keterangan: 
I = Minggu I pada bulan ke-t 
II = Minggu II pada bulan ke-t 
III = Minggu III pada bulan ke-t 
IV = Minggu IV pada bulan ke-t 
  
84 
 
 
Lampiran 2. Informasi Perayaan Hari Raya Idul Fitri dan Hari   
Islam lainnya tahun Januari 2014 sampai tahun Maret 2017 
Tahun Daftar Hari Islam Tanggal 
Minggu 
ke- 
2015 
Isra Miraj 16 Mei 19 
Hari Raya Idhul Fitri 17-18 Juli 27,28 
Hari Raya Idhul Adha 24 September 38 
Tahun Baru Islam 14 Oktober 41 
Maulid Nabi Muhammad 
3 Januari,  
4 Desember 
2, 52 
2016 
Isra Miraj 6 Mei 70 
Hari Raya Idhul Fitri 6-7 Juli 78,79 
Hari Raya Idhul Adha 12 September 88 
Tahun Baru Islam 2 Oktober 90 
Maulid Nabi Muhammad 12 Desember 101 
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Lampiran 3. Variabel Dummy dari Efek Hari Islam 
t 𝑍𝑡 d1 d2 d3 d4 d5 d6 
1 275 0 0 0 0 0 0 
2 363 0 0 0 1 0 0 
3 92 0 0 0 0 0 0 
4 111 0 0 0 0 0 0 
5 124 0 0 0 0 0 0 
6 83 0 0 0 0 0 0 
7 76 0 0 0 0 0 0 
8 62 0 0 0 0 0 0 
9 68 0 0 0 0 0 0 
10 92 0 0 0 0 0 0 
11 103 0 0 0 0 0 0 
12 143 0 0 0 0 0 0 
13 130 0 0 0 0 0 0 
14 94 0 0 0 0 0 0 
15 113 0 0 0 0 0 0 
16 62 0 0 0 0 0 0 
17 119 0 0 0 0 0 0 
18 54 0 0 0 0 0 0 
19 484 0 0 0 0 1 0 
20 218 0 0 0 0 0 0 
21 131 0 0 0 0 0 0 
22 379 0 0 0 0 0 0 
23 483 0 0 0 0 0 0 
24 327 0 0 0 0 0 0 
25 286 0 0 0 0 0 0 
26 461 0 0 0 0 0 0 
86 
 
 
Lampiran 3. Lanjutan 
t 𝑍𝑡 d1 d2 d3 d4 d5 d6 
27 1254 0 1 0 0 0 0 
28 1432 1 0 0 0 0 0 
29 561 0 0 0 0 0 0 
30 309 0 0 0 0 0 0 
31 346 0 0 0 0 0 0 
32 295 0 0 0 0 0 0 
33 312 0 0 0 0 0 0 
34 444 0 0 0 0 0 0 
35 337 0 0 0 0 0 0 
36 323 0 0 0 0 0 0 
37 356 0 0 0 0 0 0 
38 497 0 0 1 0 0 0 
39 250 0 0 0 0 0 0 
40 307 0 0 0 0 0 0 
41 417 0 0 0 0 0 1 
42 277 0 0 0 0 0 0 
43 96 0 0 0 0 0 0 
44 290 0 0 0 0 0 0 
45 269 0 0 0 0 0 0 
46 145 0 0 0 0 0 0 
47 132 0 0 0 0 0 0 
48 224 0 0 0 0 0 0 
49 245 0 0 0 0 0 0 
50 348 0 0 0 0 0 0 
51 280 0 0 0 0 0 0 
52 393 0 0 0 1 0 0 
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Lampiran 3. Lanjutan 
t 𝑍𝑡 d1 d2 d3 d4 d5 d6 
53 258 0 0 0 0 0 0 
54 143 0 0 0 0 0 0 
55 98 0 0 0 0 0 0 
56 246 0 0 0 0 0 0 
57 360 0 0 0 0 0 0 
58 210 0 0 0 0 0 0 
59 373 0 0 0 0 0 0 
60 150 0 0 0 0 0 0 
61 401 0 0 0 0 0 0 
62 283 0 0 0 0 0 0 
63 129 0 0 0 0 0 0 
64 261 0 0 0 0 0 0 
65 449 0 0 0 0 0 0 
66 286 0 0 0 0 0 0 
67 341 0 0 0 0 0 0 
68 435 0 0 0 0 0 0 
69 154 0 0 0 0 0 0 
70 452 0 0 0 0 1 0 
71 652 0 0 0 0 0 0 
72 393 0 0 0 0 0 0 
73 659 0 0 0 0 0 0 
74 436 0 0 0 0 0 0 
75 350 0 0 0 0 0 0 
76 544 0 0 0 0 0 0 
77 475 0 0 0 0 0 0 
78 1430 0 1 0 0 0 0 
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Lampiran 3. Lanjutan 
t 𝑍𝑡 d1 d2 d3 d4 d5 d6 
79 1629 1 0 0 0 0 0 
80 556 0 0 0 0 0 0 
81 269 0 0 0 0 0 0 
82 371 0 0 0 0 0 0 
83 477 0 0 0 0 0 0 
84 520 0 0 0 0 0 0 
85 654 0 0 0 0 0 0 
86 315 0 0 0 0 0 0 
87 341 0 0 0 0 0 0 
88 819 0 0 1 0 0 0 
89 391 0 0 0 0 0 0 
90 443 0 0 0 0 0 1 
91 146 0 0 0 0 0 0 
92 386 0 0 0 0 0 0 
93 534 0 0 0 0 0 0 
94 409 0 0 0 0 0 0 
95 292 0 0 0 0 0 0 
96 439 0 0 0 0 0 0 
97 516 0 0 0 0 0 0 
98 444 0 0 0 0 0 0 
99 371 0 0 0 0 0 0 
100 349 0 0 0 0 0 0 
101 125 0 0 0 1 0 0 
102 315 0 0 0 0 0 0 
103 336 0 0 0 0 0 0 
104 616 0 0 0 0 0 0 
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Lampiran 3. Lanjutan 
t 𝑍𝑡 d1 d2 d3 d4 d5 d6 
105 513 0 0 0 0 0 0 
106 537 0 0 0 0 0 0 
107 401 0 0 0 0 0 0 
108 641 0 0 0 0 0 0 
109 309 0 0 0 0 0 0 
110 289 0 0 0 0 0 0 
111 279 0 0 0 0 0 0 
112 438 0 0 0 0 0 0 
113 446 0 0 0 0 0 0 
114 732 0 0 0 0 0 0 
115 422 0 0 0 0 0 0 
116 521 0 0 0 0 0 0 
117 424 0 0 0 0 0 0 
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Lampiran 4. Syntax Program SAS 9.3 
 
Pemodelan Efek Trend Linear dan Variasi Kalender Hijriyah 
*Memasukkan data; 
proc import out=work.arimax 
datafile='C:\Users\A46CB\Documents\Jan15-
Mar17.txt' 
dbms = tab replace; 
getnames=yes; 
run; 
*Menampilkan Data; 
proc print data=arimax; 
run; 
*regresi trend; 
proc reg data=arimax; 
model Z=t/influence; 
run; 
*regresi variasi kalender; 
proc reg data=arimax; 
model Z=d1 d2 d3 d4 d5 d6; 
run; 
*estimasi ulang regresi variasi kalender; 
proc reg data=arimax; 
model Z=d1 d2 d3; 
run; 
*regresi trend dan efek hari raya; 
proc reg data=arimax; 
model Z=t d1 d2 d3/influence; 
run; 
 
Pemodelan Sisaan Regresi 
*Input Data; 
proc import out=work.arimax 
datafile='C:\Users\A46CB\Documents\Jan15-
Mar17.txt' 
dbms = tab replace; 
getnames=yes; 
run; 
 
91 
 
 
Lampiran 4. Lanjutan 
*Menampilkan Data; 
proc print data=arimax; 
run; 
*Pengujian Stasioneritas Ragam; 
data arimax; 
set arimax; 
y=0; 
run; 
proc print data=arimax; 
run; 
proc transreg maxiter=0 nozeroconstant; 
 model BoxCox(residual)=identity(y); 
 output; 
run; 
data arimax; 
set arimax; 
y=0; 
tz=sisaan**0.75; 
run; 
proc print data=arimax; 
run; 
proc transreg maxiter=0 nozeroconstant; 
 model BoxCox(tz)=identity(y); 
 output; 
run; 
*Uji Stasioneritas terhadap Rata-rata; 
proc arima data=arimax; 
identify var=tz nlag=117 stationarity=(adf); 
run; 
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Lampiran 4. Lanjutan 
Pendugaan Signifikansi Parameter Sisaan ARIMA 
*pendugaan parameter; 
proc arima data=arimax; 
identify var=tz nlag=117; 
estimate p=(1,13)q=(1); 
run; 
estimate p=(1)q=(1); 
run; 
estimate p=(13)q=(1); 
run; 
estimate p=(1,13); 
run; 
estimate p=(1); 
run; 
estimate p=(13); 
run; 
estimate q=(1); 
run; 
*Peramalan; 
forecast out=ramalan lead=14; 
run; 
proc print data=ramalan; 
run; 
*Uji Normalitas; 
proc univariate normaltest; 
var residual; 
qqplot residual/ normal (mu=est sigma=est L=1); 
var residual; 
run; 
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Lampiran 4. Lanjutan 
Pemodelan Efek Trend Linear, Variasi Kalender Hijriyah, dan 
Sisaan ARIMA ([1,13],0,1) 
*Input Data; 
proc import out=work.arimax 
datafile='C:\Users\A46CB\Documents\Jan15-
Mar17.txt' 
dbms = tab replace; 
getnames=yes; 
run; 
*Identifikasi Orde; 
proc arima data=arimax; 
identify var=Z nlag=117 crosscorr=(t d1 d2 d3); 
estimate p=(1,13)q=(1) input=(t d1 d2 d3); 
run; 
*Peramalan; 
forecast out=ramalan lead=22; 
run; 
proc print data=ramalan (obs=139); 
run; 
*Tahap Pengujian Normalitas; 
proc univariate normaltest; 
var residual; 
run; 
qqplot residual/ normal (mu=est sigma=est L=1); 
var residual; 
run;  
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Lampiran 5. Output Pengujian Trend  Deterministik dan Variabel 
Dummy akibat Variasi Kalender Hijriyah 
Hasil Pengujian Trend Deterministik  
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Lampiran 5. Lanjutan 
Hasil Pengujian Variabel Dummy akibat Variasi Kalender 
Hijriyah 
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Lampiran 5. Lanjutan 
Hasil Pengujian Estimasi Ulang pada Dummy yang Signifikan 
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Lampiran 5. Lanjutan 
Pemodelan Variasi Kalender Hijriyah dan Trend 
Deterministik 
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Lampiran 6. Output Pengujian Asumsi Klasik Sisaan Regresi 
Pengujian Sisaan Multikolineritas 
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Lampiran 7. Output Pengujian Stasioneritas Rata-Rata Sisaan 
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Lampiran 8. Output Pendugaan dan Pengujian Signifikansi 
Parameter Model Tentatif ARIMA pada Data Sisaan 
Model ARIMA ([1,13],0,1) 
 
Model ARIMA (1,0,1) 
 
Model ARIMA (13,0,1) 
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Lampiran 8. Lanjutan 
Model ARIMA ([1,13],0,0) 
 
Model ARIMA (1,0,0) 
 
Model ARIMA (13,0,0) 
 
Model ARIMA (0,0,1) 
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Lampiran 9. Output Diagnostik Residual Pemodelan Sisaan 
Pengujian Normalitas 
Model ARIMA ([1,13],0,1) 
 
Model ARIMA (1,0,1) 
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Lampiran 9. Lanjutan 
Model ARIMA (13,0,1) 
 
Model ARIMA ([1,13],0,0) 
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Lampiran 9. Lanjutan 
Model ARIMA (1,0,0) 
 
Model ARIMA (13,0,0) 
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Lampiran 9. Lanjutan 
Model ARIMA (0,0,1) 
 
Pengujian White Noise 
Model ARIMA ([1,13],0,1) 
 
Model ARIMA (1,0,1) 
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Lampiran 9. Lanjutan 
Model ARIMA (13,0,1) 
 
Model ARIMA ([1,13],0,0) 
 
Model ARIMA (1,0,0) 
 
Model ARIMA (13,0,0) 
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Lampiran 9. Lanjutan 
Model ARIMA (0,0,1) 
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Lampiran 10. Output Nilai AIC Model tentative ARIMA 
AIC Model ARIMA ([1,13],0,1) 
 
AIC Model ARIMA (1,0,1) 
 
AIC Model ARIMA (13,0,1) 
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Lampiran 10. Lanjutan 
AIC Model ARIMA ([1,13],0,0) 
 
AIC Model ARIMA (1,0,0) 
 
AIC Model ARIMA (13,0,0) 
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Lampiran 10. Lanjutan 
AIC Model ARIMA (0,0,1) 
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Lampiran 11. Output Pengujian Serempak  
Output Least Square Pemodelan Serempak 
 
Output Pengujian Chi-Square Residual untuk Pengujian White 
Noise 
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Lampiran 11. Lanjutan 
Output Pengujian Normalitas Residual  
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Lampiran 12. Hasil Peramalan 
Output Hasil Peramalan 
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Lampiran 13. Titik Persentase Distribusi F 
Diproduksi oleh: Junaidi (http://junaidichaniago.wordpress.com). 2010 
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Lampiran 13. Lanjutan 
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Lampiran 13. Lanjutan 
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Lampiran 13. Lanjutan 
  
118 
 
 
Lampiran 13. Lanjutan 
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Lampiran 14. Titik Persentase Distribusi 𝑡 
Diproduksi oleh: Junaidi (http://junaidichaniago.wordpress.com). 2010 
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Lampiran 14. Lanjutan 
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Lampiran 14. Lanjutan 
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Lampiran 14. Lanjutan 
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Lampiran 14. Lanjutan 
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Lampiran 15. Tabel Distribusi Chi-Square 
Sumber : www.statext.com 
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Lampiran 16. Tabel Durbin-Watson 
Direproduksi oleh: Junaidi (http://junaidichaniago.wordpress.com) dari: http://www.standford.edu 
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Lampiran 16. Lanjutan 
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Lampiran 16. Lanjutan 
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Lampiran 17. Tabel Kolmogrov-Smirnov 
Sumber: Jurusan Teknik Sipil dan Lingkungan FT UGM 
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Lampiran 18. Tabel Dickey Fuller 
Sumber: web.sgh.waw.pl/ 
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Lampiran 19. Perhitungan nilai parameter dan 𝑭𝒉𝒊𝒕𝒖𝒏𝒈 
 
Mencari Koefisien 
𝑏 =
∑𝑥𝑖𝑦𝑖 −
(∑𝑥𝑖)(∑ 𝑦𝑖)
𝑛
∑ 𝑥𝑖
2 −
(∑𝑥𝑖)
2
𝑛
 
    =
2888630 −
(6903)(43982)
117
540735 −
(6903)2
117
 
    =
293692
407277
 
    = 2.200692 
𝑎 = ?̅? − 𝑏?̅? 
    = 375.9145 − (2.200631)(59) 
    = 246.07721 
Mencari SE 
𝑆 = √
∑𝑦2 − 𝑎 ∑𝑦 − 𝑏 ∑(𝑥 ∗ 𝑦)
𝑛 − 2
 
𝑆 = √
23900156 − (246.07721)(43982) − (2.200631)(2888630)
117 − 2
 
𝑆 = √
23900156 − 10822969.17 − 6356808.726
113
 
   = √58452.86 = 241.7703 
𝑆𝐸(𝑏) =
𝑆
√∑𝑥2 −
(∑𝑥)2
𝑛
 
             =
241.7703
√2 −
4
117
 
             = 0.6618 
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Lampiran 19. Lanjutan 
 
Mencari Sum Square 
𝑆𝑆(𝑅) = ∑(?̂? − ?̅?)2 
             = 646307.8933 
𝑆𝑆(𝑇) = ∑(𝑦𝑖 − ?̅?)
2 
             = 7366683.27   
𝑆𝑆(𝐸) = 𝑆𝑆(𝑇) − 𝑆(𝑅) 
             = 7366683.27 − 646307.8933 
             = 6720375.38  
Mencari Mean Square 
𝑀𝑆 (𝑅) =
𝑆𝑆(𝑅)
𝑑𝑓
 
               =
646307.8933
1
 
               = 646307.8933 
 𝑀𝑆 (𝐸) =
𝑆𝑆(𝐸)
𝑑𝑓
 
                =
6720375.38
115
 
                = 58438.0468 
Nilai 𝑅2 
𝑅2 =
∑(?̂? − ?̅?)2
∑(𝑦𝑖 − ?̅?)2
 
      =
646307.8933
7366683.27
 
      = 0.087733905 
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