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Neste trabalho, no ambiente Banach faremos a mudança de variável no problema de Cauchy
abstrato no sentido da derivada material, para reduzir ao caso estudado por Hiroki Tanabe
e Pavel E. Sobolevskii em [32], olhando ao novo operador como conjugação do operador
original. Finalmente no ambiente Hilbert, concluímos estudando o nosso problema de reação-
difusão em domínios não-cilíndricos com condição de contorno tipo Neumann, o desafio é
provar as condições dadas em [32] para um novo problema equivalente.
Palavras-chave: métodos de semigrupos; equação de reação-difusão; mudança de variável;
conjugação; derivada material; condição de contorno tipo Neumann.

Abstract
In this paper, in the Banach environment, we will change the variable in the abstract Cauchy
problem in the sense of the material derivative, to reduce it to the case studied by Hiroki
Tanabe and Pavel E. Sobolevskii in [32], looking at the new operator as a conjugacy of
the operator original. Finally in the Hilbert environment, we conclude by studying our
reaction-diffusion problem in non-cylindrical domains with Neumann boundary condition,
the challenge is to prove the conditions given in [32] for a new equivalent problem.
Keywords: semigroup methods; reaction-diffusion equation; changing the variable; conju-
gacy; material derivative; boundary condition type Neumann.
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Introdução
Existem três abordagens principais para equações de evolução parabólicas abstratas
lineares, ou seja, os métodos de semigrupo, os métodos variacionais, e os métodos de usar
equações operacionais. Os métodos de semigrupo se originaram no nascimento da noção de
semigrupo analítico.
O semigrupo analítico foi usado pela primeira vez para estudar equações de evolução
parabólicas abstratas autônomas por Mikhail Zakharovich Solomyak [37], e esses resultados
abstratos foram aplicados para resolver equações diferencias parabólicas autônomas concre-
tas, ver Einar Hille, Ralph S. Phillips [19], Kôsaku Yosida [46], Selim G. Krein [24].
Depois, Pavel E. Sobolevskii [35] e Hiroki Tanabe [40] independentemente começaram a
estudar equações de evolução parabólica não autônoma. Com base em semigrupos analíticos,
eles poderiam construir um operador de evolução para o problema de Cauchy da forma{
du(t)/dt +A(t)u(t) = f (t), 0 ≤ s < t ≤ T,
u(0) = u0, u0 ∈ X
(1)
onde X é um espaço de Banach, 0 < T < ∞ é um tempo fixo. Aqui A(t) é um operador





sobre X. A função f é uma função de força externa em (0,T ]. O valor inicial u0 é tomado
em X. Sobolevskii e Tanabe consideraram primeiro o caso em que os domínios dom(A(t))
dos coeficientes de operadores lineares são independentes da variável t.
Pavel E. Sobolevskii [36] e Tosio Kato [20] consideraram o caso em que os domínios
dom(A(t)) são variáveis com t, mas, para algum expoente 0< θ < 1, os domínios dom(A(t)θ )
de suas potências fracionárias A(t)θ são independentes de t. Hiroki Tanabe [42] então
considerou o caso em que os domínios dom(A(t)) variam completamente com t no sentido
de que, para qualquer expoente, dom(A(t)θ ) são possivelmente variantes (veja também Tosio
Kato - Hiroki Tanabe [21]).
xx Introdução
O método de semigrupos é mais construtivo e nos fornece a seguinte solução
u(t) = e−tAu0 +
∫ t
0
e−(t−τ)A f (τ)dτ, 0 ≤ t ≤ T (2)
do problema de Cauchy para uma equação de evolução linear{
du(t)/dt +Au(t) = f (t), 0 ≤ s < t ≤ T,
u(0) = u0, u0 ∈ X
onde X é um espaço de Banach, 0 < T <+∞ é um tempo fixo. Aqui A é um operador setorial
de X com ângulo 0 ≤ ωA < π/2. Ou seja, existem ω ∈ (ωA, π/2) e Mω ≥ 1 tais que
σ(A)⊂ Σω = {λ ∈ C : |argλ |< ω}, ωA < ω < π/2 (3)
e
∥(λ −A)−1∥ ≤ Mω/|λ |, λ /∈ Σω , ωA < ω < π/2. (4)
Além disso, fornecem muita informação sobre as soluções das equações. Para os detalhes,
veja os livros de Friedman [14] e Tanabe [43], [44]. Em particular, pelo Teorema 3.5 e pelo
Teorema 3.10 em Atsushi Yagi [45] podemos obter a regularidade máxima com respeito aos
valores iniciais e às funções de força externa.
Os métodos variacionais se originaram com Lions [27]. Equações abstratas são conside-
radas nos espaços de Hilbert. Considerando Z e X espaços de Hilbert e sendo Z∗ o espaço
de extrapolação de Z⊂ X, para funções de força externa em L2([0,T ] ;Z∗) com valores em
um espaço de Hilbert, soluções únicas H1 são imediatamente construídas juntamente com a
regularidade máxima em L2([0,T ] ;Z∗), Teorema 3.12 em Atsushi Yagi [45]. Para detalhes,
consulte Lions-Magenes [28] e Dautray-Lions [11].
Da Prato-Grisvard [33] (ver também [34]) criou um método para resolver equações
operacionais da forma AU +BU = F dada pela soma de dois operadores lineares A e B.
Acquistapace-Terreni [1] , [2] usou esse método para construir soluções C1 para equações de
evolução parabólicas abstratas em espaços de Banach. Alessandra Lunardi [29] estudou a
regularidade máxima de C1 soluções.
Neste trabalho, no ambiente Banach faremos a mudança de variável no problema de
Cauchy abstrato no sentido da derivada material, para reduzir ao caso estudado por Hiroki
Tanabe e Pavel E. Sobolevskii em [32], olhando ao novo operador como conjugação do
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operador original. Finalmente no ambiente Hilbert, concluímos estudando o nosso problema
de reação-difusão em domínios não-cilíndricos com condição de contorno tipo Neumann, o
desafio é provar as condições dadas em [32] para um novo problema equivalente.
No capítulo 1, apresentamos noções fundamentais de semigrupos seguindo [32], [43],
[45], [17], que servirão como ferramenta ao longo do trabalho. Neste capítulo, acrescentei
a prova em que a conjugação de um gerador infinitesimal de um C0−semigrupo é gerador
infinitesimal do conjugado do mesmo C0−semigrupo. Também a unificação das nocões de
operador setorial, na terminologia de Daniel Henry [17] e a noção de operador setorial na
terminologia de Atsushi Yagi [45].
No capítulo 2, estudamos o método de semigrupos, resultado dado por Hiroki Tanabe e
Pavel E. Sobolevskii em [32] que determina condições na família de geradores infinitesimais
que fazem parte de uns dos coeficientes do problema de valor inicial parabólico, permitindo
assim garantir a existência, a unicidade e analisar o comportamento assintótico da solução.
No capítulo 3, estabelecemos a mudança de variável para o problema de Cauchy abstrato
no sentido da derivada material.{
∂
•
t u(t)+A(t)u(t) = f (t), t ∈ J, t ̸= 0
u(0) = u0, u0 ∈ X0
onde A(t) : dom(A(t)) ⊂ Xt → Xt é um operador linear e f ∈ C(J,X ,Φ), cuja definição
da derivada material pode ser encontrada em Amal Alphonse, Charles M. Elliott & Björn
Stinner [3]. O que fazemos essencialmente é utilizar as noções de compatibilidade para que
o problema esteja bem colocado no sentido de Hadamard, e logo via mudança de variável,
levar a um problema padrão estudado no Capítulo 2 deste trabalho.
Finalmente nos dedicamos a provar a existência, unidade e comportamento assintótico de
nosso problema de reação-difusão em domínios não-cilíndricos com condição de contorno
tipo Neumann
{
du/dt +∇u ·V +udivV −∆u+ γu = f , em ∪t>0 Ωt ×{t},
∂u/∂νt = 0, sobre ∪t>0 ∂Ωt ×{t},
onde νt denota o campo vetorial normal unitário para ∂Ωt e γ > 0. O primeiro passo será
fazer uma mudança de variável adequada, e logo seguir a técnica de Hiroki Tanabe e Pavel
E. Sobolevskii em [32]. Sendo B(t) o novo operador, o desafio é provar que B(t) é setorial,
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para este caso seguiremos a técnica de Daniel Henry [17] e para provar a condição de que
B(t)B(τ)−1 seja Hölder-contínua em t, utilizaremos como ferramenta principal a técnica por
Atsushi Yagi [45] e por último, provamos as condições que vão garantir a convergência a um
estado estacionário da solução.
Capítulo 1
Conceitos Fundamentais
Neste capítulo, apresentamos os principais conceitos e resultados que serão utilizados no
decorrer deste trabalho. As demostrações serão omitidas por se tratar de resultados conhe-
cidos, mas citamos referências onde tais resultados, junto com suas demostrações, podem
ser encontrados (em Amnon Pazy [32] , Haim Brezis [5], manuscritos de Daniel Henry [18],
[17] e em Atsushi Yagi [45]).
1.1 Notações
Nesta seção, apresentaremos algumas notações que serão adotadas ao longo do texto.
1. X significará um espaço de Banach real ou complexo.
2. := vai significar definido, por exemplo R+ := {l ∈ R : l > 0}
3. L(X) é o espaço de operadores lineares contínuos de X a X com a norma usual
∥T∥= sup{∥T x∥/∥x∥ : x ̸= 0 em X} .
4. {S(s)}s≥0 := {S(t) ∈ L(X) : 0 ≤ s <+∞}
5. I ∈ L(X) denotará o operador identidade.
6. Re λ , Im λ , denotará a parte real e a parte imaginária de λ , respectivamente.
7. dom(L), ker(L), im(L), graf(T ), ρ(L), σ(L), denotarão respectivamente, o domínio,
núcleo, imagem, gráfico, conjunto resolvente e espectro de um operador linear L.
2 Conceitos Fundamentais
1.2 Semigrupos lineares
As noções desta seção podem ser encontradas em Amnon Pazy [32] e nos manuscritos de
Daniel Henry [18].
Seja X um espaço de Banach real ou complexo e seja L(X) o espaço de operadores
lineares contínuos de X a X com a norma usual
∥T∥= sup{∥T x∥/∥x∥ : x ̸= 0 em X} .
Definição 1.1. Um semigrupo de operadores lineares sobre X é uma família
{S(s) : s ≥ 0} ⊂ L(X) tal que
S(0) = I , S(s+ t) = S(s)S(t) para todo s, t ≥ 0.
Se os operadores estiverem definidos para −∞ < s, t < +∞, então {S(s) : s ∈ R} é um
grupo.
Definição 1.2. Um semigrupo é uniformemente contínuo
se ∥S(s)− I∥ → 0 quando s → 0+, i.e. S(s)x → x quando s → 0+ uniformemente para
∥x∥ ≤ 1.
Definição 1.3. Um semigrupo é um C0−semigrupo ou fortemente contínuo,
se S(s)x → x quando s → 0+ para cada x ∈X, i.e. é contínuo em s = 0 na topologia forte
de operadores.





















= AeAs = eAsA.
Pela multiplicação de séries, ou pela unicidade para o problema de valor inicial
Ẋ(s) = AX(s) , X(0) = eAt tem solução
X(s) = eA(s+t)
e X(s) = eAseAt
1.2 Semigrupos lineares 3
. Vemos que
eA(s+t) = eAseAt para todo s, t ≥ 0.






≤ |s|∥A∥e|s|∥A∥ → 0 quando s → 0, então
S(s) = eAs, s ≥ 0, é um semigrupo uniformemente contínuo.
Analogamente para
S1(s) = e−As, s ≥ 0.
Alternativamente, s 7→ eAs é um grupo fortemente contínuo de operadores lineares para s em
R (ou mesmo sobre C, se X é um espaço de Banach complexo).
Definição 1.4. Se {S(s) : s ≥ 0} é um C0−semigrupo sobre X, seu gerador infinitesimal é






onde o domínio dom(A) consiste de todos os x ∈ X para os quais esse limite existe (como
um limite na topologia da norma de X).
Teorema 1.1. Um operador linear A é o gerador infinitesimal de um semigrupo uniforme-
mente contínuo se, e somente se, A é um operador linear limitado.
Demonstração. Ver [32], Teorema 1.2, página 2.
Teorema 1.2. Seja {S(s)}s≥0 um C0−semigrupo e seja A seu gerador infinitesimal. Então







S(σ)x dσ = S(s)x. (1.2)
b) Para cada x ∈ X,
∫ s
0






= S(s)x− x. (1.3)
c) Para cada x ∈ dom(A), S(s)x ∈ dom(A) e
d
ds
S(s)x = AS(s)x = S(s)Ax. (1.4)
4 Conceitos Fundamentais







AS(σ)x dσ . (1.5)
Demonstração. Ver [32], Teorema 2.4, página 4.
Corolário 1.1. Se A é o gerador infinitesimal de um C0−semigrupo {S(s)}s≥0, então dom(A),
o domínio de A, é denso em X e A é um operador linear fechado.
Demonstração. Ver [32], Corolário 2.5, página 5.
Um C0−semigrupo é dito ser semigrupo de contrações se ∥S(s)∥ ≤ 1.
Lembremos que se A é um operador linear não necessariamente limitado em X, então o
conjunto resolvente ρ(A) de A é definido por
ρ(A) := {λ ∈ C : (λ I −A)−1 é um operador linear limitado em X}. (1.6)
Denote por
R(λ : A) := (λ I −A)−1. (1.7)
A família {R(λ : A)}λ∈ρ(A) de operadores lineares limitados é chamada resolvente de A.
Teorema 1.3 (Einar Hille & Kôsaku Yosida, 1948). Suponha que A : dom(A) ⊂ X→ X é
um operador linear. Então as seguintes afirmações são equivalentes
(i) A é o gerador infinitesimal de um C0−semigrupo {S(s) : s ≥ 0} tal que
∥S(s)∥ ≤ eωs para todo s ≥ 0. (1.8)
(ii) A é um operador linear fechado, densamente definido
cujo conjunto resolvente inclui (ω,∞) e
∥(λ −A)−1∥ ≤ 1/(λ −ω) para λ > ω. (1.9)
Demonstração. Ver [18], Teorema I.5, página 9.
1.2 Semigrupos lineares 5
Teorema 1.4. Seja A um operador linear, densamente definido e fechado em X satisfazendo
as seguintes condições
(i) Para algum 0 < δ < π/2, ρ(A)⊃ Σδ = {λ : |argλ |< π/2+δ}∪{0}.
(ii) Existe uma constante M > 0 tal que
∥R(λ : A)∥ ≤ M
|λ |
para λ ∈ Σλ , λ ̸= 0. (1.10)
Então, A é o gerador infinitesimal de um C0−semigrupo {S(s)}s≥0 satisfazendo ∥S(s)∥ ≤ c






eλ sR(λ : A) dλ (1.11)
onde Γ é uma curva suave por partes em Σδ percorrendo de ∞e
−iθ para ∞eiθ para π/2 <
θ < π/2+δ . A integral (1.11) converge para s > 0 na topologia uniforme de operadores.
Demonstração. Ver [32], Teorema 7.7, página 30.
Definição 1.5. Seja {S(s)}s≥0 um C0−semigrupo sobre um espaço de Banach X. O semi-
grupo {S(s)}s≥0 é chamado diferenciável se, para cada x ∈ X, s 7−→ S(s)x é diferenciável
para s > 0.
1.2.1 Semigrupo analítico
Definição 1.6. Seja ∆ = {z ∈C : ϕ1 < argz < ϕ2, ϕ1 < 0 < ϕ2} e para z ∈ ∆, seja S(z) um
operador linear limitado.
A família {S(z) : z ∈ ∆} é um semigrupo analítico em ∆ se




S(z)x = x para todo x ∈ X
(iii) z → S(z)x é analítico sobre ∆ para cada x ∈ X
Um semigrupo {S(s)}s≥0 será chamado analítico se é analítico em algum setor ∆ contendo o
eixo real não negativo.
Teorema 1.5. Seja {S(s)}s≥0 um C0−semigrupo uniformemente limitado. Seja A o gerador
infinitesimal de {S(s)}s≥0 e assuma 0 ∈ ρ(A). As seguintes afirmações são equivalentes:
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(a) {S(s)}s≥0 pode ser estendido a um semigrupo analítico em um setor
∆δ = {z ∈ C : |argz| < δ} e ∥S(z)∥ é uniformemente limitado em todo subsector
fechado ∆δ ′, δ
′ < δ , de ∆δ .
(b) Existe uma constante c tal que para todo σ > 0, τ ̸= 0
∥R(σ + iτ : A)∥ ≤ c
|τ|
. (1.12)
(c) Existe δ ∈ (0, π/2) e M > 0 tal que




∥R(λ : A)∥ ≤ M
|λ |
, λ ∈ Σ, λ ̸= 0. (1.14)
(d) S(s) é diferenciável para s > 0 e existe uma constante c tal que
∥AS(s)∥ ≤ c
s
, s > 0. (1.15)
Demonstração. Ver [32], Teorema 5.2, página 61.
O seguinte teorema é uma versão do Teorema 1.2, para semigrupos analíticos.
Teorema 1.6 (Versão para Semigrupos Analíticos). Seja uma família a um parâmetro
{S(s)}s≥0 um C0−semigrupo uniformemente limitado. Seja A o gerador infinitesimal de
{S(s)}s≥0 e assuma 0 ∈ ρ(A). E ademais, S(s) pode ser estendido para um semigrupo analí-
tico em um setor ∆δ = {z ∈ C : |argz| < δ} e ∥S(z)∥ é uniformemente limitado em todo
subsetor fechado ∆δ ′ , δ
′ < δ , de ∆δ . Então,
(c′) Para cada x ∈ X, S(s)x ∈ dom(A) e
d
ds
S(s)x = AS(s)x. (1.16)




AS(σ)x dσ . (1.17)
Demonstração. Ver [32], Teorema 2.4, página 4, e o Teorema 5.2, página 61.
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1.3 Operador monótono maximal
As noções desta seção podem ser encontradas em Haim Brezis [5], páginas 181 e 193. Ao
longo desta seção H denota um espaço de Hilbert.
Definição 1.7. Um operador linear ilimitado A : dom(A)⊂ H→ H é dito ser monótono se
satisfaz
(Av , v)H ≥ 0 , para todo v ∈ dom(A). (1.18)
É chamado monótono maximal, se em adição im(I +A) = H, i.e.,
∀ f ∈ H, ∃u ∈ dom(A) tal que u+Au = f . (1.19)
Proposição 1.1. Seja A um operador monótono maximal. Então
(a) dom(A) é denso em H,
(b) Para todo λ > 0, (I −λA) é bijetora de dom(A) sobre H, (I −λA)−1 é um operador
limitado, e ∥(I +λA)−1∥L(H) ≤ 1.
Demonstração. Ver [5], Proposição 7.1, página 181.
Agora considera-se, A : dom(A)⊂ H→ H um operador linear ilimitado com domA = H.
Identificando H′ com H, poderiamos ver A∗ como um operador linear ilimitado em H.
Definição 1.8. Diz-se que
• A é simétrico se (Au , v)H = (u , Av)H ∀u,v ∈ dom(A).
• A é auto-adjuto se dom(A∗) = dom(A) e A∗ = A.
Proposição 1.2. Seja A um operador monótono maximal e simétrico. Então A é auto-adjunto.
Demonstração. Ver [5], Proposição 7.6, página 193.
8 Conceitos Fundamentais
1.4 Operador setorial, semigrupo analítico real
Denotemos por X = {(Xt ,∥ · ∥Xt )}t∈J uma família de espaços de Banach sobre o mesmo
corpo K (K= R ou K= C), onde J ⊂ R+ é um intervalo contendo 0R.
Sejam X,Y∈X , denotemos por L(X,Y) o espaço de todos os operadores lineares limitados





Lis(X,Y) := {L ∈ L(X,Y) : L é bijetivo} (1.21)
Também, denotemos L(X) := L(X,X), e X′ := L(X,K) o espaço topológico dual de X.
O conjunto de todas as aplicações contínuas não necessariamente lineares F : X → Y é
denotado por C(X,Y).
Portanto, Lis(X,Y)⊂ L(X,Y)⊂ C(X,Y).
Lema 1.1 (Silva, R.P. & Mamani, S.M.Q.). Seja {S(s) : s ≥ 0} um C0−semigrupo sobre
Y, e seja L ∈ Lis(X,Y). Então, {L−1S(s)L : s ≥ 0} é um C0−semigrupo sobre X.
Demonstração. Defina-se SL(s) = L−1S(s)L , para ajudar com a notação
• SL(0) = IX (IX é operador identidade sobre X).
De fato,
SL(0) = L−1S(0)L = L−1IYL = IX.
• SL(s+ t) = SL(s)SL(t) para todo s, t ≥ 0.
De fato,
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• SL(s)x → x quando s → 0+ para cada x ∈X, i.e. é contínua em s = 0 na topologia forte
do operador.
De fato, dado x ∈ X
lim
s→0+


















= 0 pois {S(s) : s ≥ 0} é um C0 − semigrupo sobre Y e Lx ∈Y.
(1.23)
Como x ∈ X foi tomado arbitrariamente, obtém-se
lim
s→0+
∥SL(s)x− x∥= 0 para todo x ∈ X. (1.24)
Lema 1.2 (Silva, R.P. & Mamani, S.M.Q.). Seja A o gerador infinitesimal de um C0−semigrupo




infinitesimal do C0−semigrupo {L−1S(s)L : s ≥ 0} sobre X

















para todo x ∈ dom(AL). (1.26)
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. Daqui, Lx ∈ dom(A). E como A é o gerador













A seguinte definição de operador setorial pode ser encontrado em Daniel Henry [17], definição
1.3.1, página 18.
Definição 1.9. Chamamos um operador linear A em um espaço de Banach X um
operador setorial se é um operador fechado, densamente definido tal que, para algum ω em
(0,π/2) e algum M ≥ 1 e real a, o setor
Σa,ω = {λ ∈ C : ω ≤ |arg(λ −a)| ≤ π , λ ̸= a} (1.30)
está contido no conjunto resolvente de A e
∥∥(λ −A)−1∥∥≤ M
|λ −a|
, para todo λ ∈ Σa,ω . (1.31)
Seja A = {A(t)}t∈J uma família de operadores lineares A(t) : dom(A(t))⊂ Xt → Xt
A família A é setorial em X , se, A(t) é um operador setorial em Xt para todo t ∈ J.
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Observação 1.1. É importante observar na definição acima que as constantes ω , M e a
independem de t.
Um operador setorial é também conhecido como operador de tipo (ω,M), na terminolodia
de Hiroki Tanabe, Equations of Evolution [43], página 32.
Definição 1.10. Seja H um espaço de Hilbert. Um operador linear A : dom(A)⊂ H→ H é
chamado limitado inferiormente se, existe uma constante c ∈ R tal que
⟨Au, u⟩H ≥ c∥u∥2H, para todo u ∈ dom(A). (1.32)
Lema 1.3. Seja A : dom(A) ⊂ H→ H um operador linear, auto-adjunto em um espaço de
Hilbert H. Se A é limitado inferiormente, então A é um operador setorial.
Demonstração. Ver Daniel Henry [17], Exemplo 2, página 19.
A definição de semigrupo analítico segundo Daniel Henry [17], pode ser encontrada na
definição 1.3.3, página 20.
Definição 1.11. Um semigrupo analítico sobre um espaço de Banach X é uma família de
operadores lineares continuos sobre X, {S(s)}s≥0, satisfazendo
(i) S(0) = I, S(s)S(t) = S(s+ t), para s ≥ 0, t ≥ 0
(ii) S(s)x → x quando s → 0+, para cada x ∈ X.
(iii) s → S(s)x é analítico real sobre 0 < s <+∞ para cada x ∈ X.






seu domínio dom(A) consistindo de todos os x ∈ X para os quais este limite em X existe.
Usualmente escrevemos
S(s) = eAs. (1.34)
É bom observar que a noção de semigrupo analítico aqui coincide com a Definição 1.6 apenas
restringindo ao eixo real positivo.












(λ +A)−1eλ s dλ , (1.35)
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onde Γ é um contorno em ρ(−A) com argλ → ±θ quando |λ | → ∞ para algum θ em
(π/2,π).
Além disso, e−As pode continuar analíticamente em um setor {s ̸= 0 : |args|< ε} contendo
o eixo real positivo, e se Re σ(A)> a, i.e. se Re λ > a sempre que λ ∈ σ(A), então para
s > 0 ∥∥∥e−As∥∥∥≤ ce−as , ∥∥∥Ae−As∥∥∥≤ c
s
e−as (1.36)




e−As =−Ae−As para s > 0. (1.37)
Demonstração. Ver Daniel Henry [17], Teorema 1.3.4, página 20.
1.5 Caracterização da Hölder continuidade do operador
A(t)−1
As noções nesta parte podem ser encontradas em Atsushi Yagi [45], na página 17.
1.5.1 Espaços adjuntos
Sejam X e Y espaços de Banach com normas ∥ · ∥X e ∥ · ∥Y, respetivamente. Uma função
de valor complexo ⟨· , ·⟩ definido sobre o espaço produto X×Y é chamado uma forma
sesquilinear sobre X×Y se satisfaz
{ 〈
αF +β F̃ , G
〉
= α⟨F, G⟩+β ⟨F̃ , G⟩, α, β ∈ C, F, F̃ ∈ X, G ∈Y,〈
F , αG+β G̃
〉
= ᾱ⟨F, G⟩+ β̄ ⟨F, G̃⟩, α, β ∈ C, F ∈ X, G, G̃ ∈Y.
Além disso, a forma sesquilinear sobre X×Y é chamado um produto dual se satisfaz
|⟨F, G⟩| ≤ ∥F∥X.∥G∥Y, F ∈ X, G ∈Y, (1.38)
∥F∥X = sup
∥G∥Y≤1
|⟨F, G⟩|, F ∈ X, (1.39)
∥G∥Y = sup
∥F∥X≤1
|⟨F, G⟩|, G ∈Y. (1.40)
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Quando existe um tal produto dual para dois espaços de Banach X e Y, o espaço Y
é chamado um espaço adjunto de X com produto dual ⟨· , ·⟩. Obviamente, esta relação é
simétrica. Isto é, se Y é adjunto para X com ⟨· , ·⟩X×Y, então X é adjunto para Y com
produto dual ⟨G, F⟩Y×X = ⟨F, G⟩X×Y. Esse fato nos permite considerar adjunção como
uma propriedade para pares de espaços de Banach e dizer que {X, Y} forma um par adjunto
com produto dual ⟨· , ·⟩.
Se X é um espaço de Hilbert, então X é claramente adjunta para se mesmo, como seu
produto interno. Neste sentido, {X, X} é um par adjunto.
Seja X um espaço de Banach, e X′ seu espaço dual. Introduzimos a função sobre o espaço
produto X×X′ dado por
⟨F, Φ⟩= Φ(F), F ∈ X, Φ ∈ X′. (1.41)
1.5.2 Extrapolação de espaços de Hilbert
As noções nesta parte podem ser encontradas em Atsushi Yagi [45], na página 22.
Considere dois espaços de Hilbert Z e X com produtos internos ((· , ·)) e (· , ·) e com
normas ∥ · ∥ e | · |, respetivamente. Assumamos que Z⊂ X com imersão densa e contínua.
Suponha que existe um espaço de Banach Z∗ satisfazendo as seguintes condições:
(1) Z⊂ X⊂ Z∗ com imersões densas e contínuas.
(2) {Z, Z∗} forma um par adjunto com o produto dual ⟨· , ·⟩.
(3) o produto dual ⟨· , ·⟩ satisfaz
⟨U, F⟩= (U, F) para todo U ∈ Z, F ∈ X. (1.42)
Então, o espaço Z∗ é chamado um espaço de extrapolação de Z ⊂ X, e os três espaços
Z⊂ X⊂ Z∗ são chamados uma terna de espaços. Pela definição de produto dual ⟨· , ·⟩ deve
satisfazer
|⟨U, Φ⟩| ≤ ∥U∥ · ∥Φ∥∗, U ∈ Z, Φ ∈ Z∗, (1.43)
∥U∥= sup
∥Φ∥∗≤1
|⟨U, Φ⟩|, U ∈ Z, (1.44)
∥Φ∥∗ = sup
∥U∥∗≤1
|⟨U, Φ⟩|, Φ ∈ Z∗, (1.45)
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onde ∥ · ∥∗ denota a norma de Z∗. Em adição, vemos que, para U,V ∈ Z,
⟨U, V ⟩Z∗×Z = ⟨V, U⟩Z×Z∗ = (V, U) = (U,V ) = ⟨U, V ⟩Z×Z∗ , isto é,
⟨U, V ⟩Z×Z∗ = (U, V ) = ⟨U, V ⟩Z∗×Z, U,V ∈ Z. (1.46)
Lema 1.4. O espaço de extrapolação sempre pode ser construido numa forma única.
Demonstração. Ver [45], página 23.
Teorema 1.8. Seja a(U,V ) uma forma sesquilinear contínua e coerciva sobre Z, i.e.
|a(U,V )| ≤ M∥U∥∥V∥, U,V ∈ Z (1.47)
Re a(U,U)≥ δ∥U∥2, U ∈ Z (1.48)
com alguma constate δ > 0. Então, para quaisquer Ψ ∈ Z′ , existe um único elemento V ∈ Z
tal que Ψ(U) = a(U,V ) para U ∈ Z
Demonstração. Ver [45], Teorema 1.23, página 26.
Usando este teorema, podemos mostrar que A é um isomorfismo de Z sobre Z∗
Teorema 1.9. Seja a(U,V ) uma forma sesquilinear contínua e coerciva sobre Z. Então, A
é um isomorfismo de Z sobre Z∗ com δ∥U∥ ≤ ∥AU∥∗ ≤ M∥U∥ e é um operador linear
fechado, densamente definido em Z∗.
Demonstração. Ver [45], Teorema 1.24, página 26.
As noções desta seção podem ser encontradas em Atsushi Yagi, páginas 55, 134, 149.
Antes de iniciar esta seção, lembraremos a Definição 1.9 de operador setorial na terminologia
de Daniel Henry, Geometric Theory of Semilinear Parabolic Equations [17]
Chamamos um operador linear A em um espaço de Banach X um operador setorial se
é um operador fechado, densamente definido tal que, para algum ω em (0,π/2) e algum
M ≥ 1 e real a, o setor
Σa,ω = {λ ∈ C : ω ≤ |arg(λ −a)| ≤ π , λ ̸= a} (1.49)
está contido no conjunto resolvente de A e
∥∥(λ −A)−1∥∥≤ M
|λ −a|
, para todo λ ∈ Σa,ω . (1.50)
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OU EQUIVALENTEMENTE:
Na terminologia de Atsushi Yagi, Abstract Parabolic Evolution Equations and their Applica-
tions [45], página 55. Chamamos um operador linear A em um espaço de Banach X um
operador setorial se é um operador fechado, densamente definido tal que, para algum ω em
(0,π/2)⊂ (0,π) e algum M ≥ 1 e real a, o setor
Σ = {λ ∈ C : |arg(λ −a)|< ω} (1.51)
contém o espectro de A e
∥∥(λ −A)−1∥∥≤ M
|λ −a|
, para todo λ /∈ Σ. (1.52)
Observação 1.2. Na terminologia de Atsushi Yagi, pede-se a existência de um ângulo
ω ∈ (0,π), entretanto ao pedir a existência em um intervalo mais pequeno não afeta. Também
observe que aqui estamos colocando a translação por um número real a. Tudo isto serve pra
unificar as duas definições.
Seja Z⊂X⊂ Z∗ uma terna de espaços. Considere um operador A associado com a forma
sesquilinear contínua e coerciva a(·, ·) definido sobre Z. Seja A =A
∣∣∣
X
a restrição de A em
X. A preocupação é com os domínios dom(A
1
2 ) e dom(A
1
2 ) da raiz quadrada. Em geral,
pode-se mostrar os seguintes resultados.
Teorema 1.10. Seja A um operador setorial associado com uma forma sesquilinear contínua





′ < 1, cumpre-se que dom(Aθ
′
) ⊂ X ⊂ dom(Aθ ) e dom(Aθ
′









|Aθ · |∗ ≤ | · | ≤ cθ ′|Aθ
′
· |, (1.54)
onde as constantes cθ > 0 e cθ ′ > 0 são determinadas apenas por M, δ e θ , θ
′.
Demonstração. Ver [45], Teorema 2.32, página 110.
1.5.3 A(t)−1 é Hölder contínua em t
Consideremos o problema de Cauchy para uma equação de evolução abstrata linear
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{
du(t)/dt +A(t)u(t) = f (t), 0 < t ≤ T,
u(0) = u0.
em X, onde 0 < T < +∞ é o tempo fixado. Aqui, A(t) é um operador setorial de X com
ángulo ωA(t) < π/2, isto é, −A(t) gera um semigrupo analítico e−[A(t)]τ sobre X. A função f
é uma função de força externa em (0,T ]. O valor inicial u0 é tomado em X.
Para lidar como o problema de Cauchy, fazemos as seguintes premissas para uma família
de operadores A(t) como premissas estruturais.
Para 0 ≤ t ≤ T , o espectro de A(t) está contido em um domínio setorial aberto
σ(A(t))⊂ Σω = {λ ∈ C : |argλ |< ω}, 0 ≤ t ≤ T, (1.55)
com alguma constante fixa 0 < ω ≤ π/2, e a resolvente satisfaz a estimativa
∥R(λ : A(t))∥ ≤ M
|λ |
, λ /∈ Σω , 0 ≤ t ≤ T (1.56)
com alguma constante M ≥ 1. O domínio dom(A(t)) é permitido variar com t, mas existe
algum expoente fixo 0 < ν ≤ 1 tal que
dom(A(t))⊂ dom(A(t)ν) para todo 0 ≤ s, t ≤ T. (1.57)
(Quando ν = 1, esta condição significa que o domínio dom(A(t)) é independente de t).
E finalmente apresentaremos a condição que será o foco desta seção, ou seja, A(t)−1 é Hölder





∥ ≤ L|t − s|µ , 0 ≤ s, t ≤ T, (1.58)
com algum expoente fixo 0< µ ≤ 1 e alguma constante L> 0. Os expoentes µ e ν satisfazem
a relação
1 < µ +ν . (1.59)
1.5.4 Caracterização das condições (1.57) e (1.58)
O objetivo desta parte é ver como um pode verificar as condições (1.57) e (1.58) em exemplos
concretos. O caso onde ν = 1 é um dos mais favoráveis. Neste caso, como






podemos calcular diretamente a diferença A(t)−A(s) para verificar (1.58). Por outro lado,





temos que considerar a potência fracionária A(t)ν .
Seja Z ⊂ X ⊂ Z∗ uma terna de espaços de Hilbert. Consideremos uma família de
formas sesquilineares a(t;u,v), os quais estão definidos sobre Z e satisfaz continuidade
e coercividade como alguma constante M > 0 e δ > 0, respectivamente. Em adição,
assumimos a condição Hölder contínua∣∣∣a(t;u,v)−a(s;u,v)∣∣∣≤ c|t − s|µ∥u∥∥v∥, 0 ≤ s, t ≤ T ; u,v ∈ Z (1.61)
com algum expoente fixo 0 < µ ≤ 1 e alguma constante c > 0. Então, A(t) satisfaz (1.57) e
(1.58).
De fato, devido as noções de operadores setoriais asssociados com formas sesquilineares
em [45], pág. 56, os operadores setoriais A(t) 0 ≤ t ≤ T , de Z∗ e operadores igualmente
setoriais A(t), 0 ≤ t ≤ T de X estão definidos. A princípio consideremos a família A(t).
Pelo Teorema 1.9 o domínio dom(A(t)) coincide com Z, ou seja (1.57) é cumprido com
ν = 1.





















Como A(t) é o operador linear associado com a forma sesquilinear a(t;U,V ) i.e.
a(t;U,V ) = ⟨A(t)U , V ⟩ para todo U ∈ Z, V ∈ Z, (1.63)
então
a(t;A(s)−1Φ,U) = ⟨A(t)A(s)−1Φ , U⟩ , a(s;A(s)−1Φ,U) = ⟨A(s)A(s)−1Φ , U⟩
(1.64)













Agora, lembrando a definição (1.45) da norma ∥·∥∗
∥Φ∥∗ = sup
∥U∥∗≤1
|⟨U, Φ⟩|, Φ ∈ Z∗, (1.66)











Como a família de formas sesquilineares a(t;U,V ) é Hölder contínua (1.61), então pela






= N|t − s|µ
∥∥A(t)−1Φ∥∥ . (1.68)
Imediatamente devido à associação de operadores setorias com formas sesquilineares, em
[45], pág. 57, equação (2.8), i.e. para Reλ ≤ 0∥∥(λ −A(t))−1∥∥≤ δ−1 ∥Φ∥∗ . (1.69)
Tome λ = 0. Assim,∥∥∥A(t)[A(t)−1 −A(s)−1]Φ∥∥∥
∗
= N|t − s|µδ−1 ∥Φ∥∗ . (1.70)
Como Φ ∈ Z∗ foi tomado arbitrariamente, obtemos∥∥∥A(t)[A(t)−1 −A(s)−1]Φ∥∥∥
∗
= N|t − s|µδ−1 ∥Φ∥∗ para todo Φ ∈ Z
∗. (1.71)
Portanto, sob a condição (1.61),
A(t) satisfaz (1.58) com ν = 1.
Capítulo 2
Uma Classe de Equações de Evolução
O objetivo desse capítulo é determinar, como em [32], as hipóteses necessárias para provar a
existência, unicidade e comportamento assintótico de uma classe de equações de evolução.
2.1 Um sistema de evolução para o problema de valor ini-
cial parabólico
Agora, estuda-se o Problema de Valor Inicial{
du(t)/dt +A(t)u(t) = f (t), 0 ≤ s < t ≤ T,
u(s) = x, x ∈ X
em que −A(t) é o gerador infinitesimal de um C0−semigrupo uniformemente limitado
denotado por {St(s)}s≥0 sobre o espaço de Banach X, para todo t ∈ [0,T ] e a função
f : [s,T ]→ X sendo Hölder contínua.
Para isso, precisamos das seguintes HIPÓTESES:
(P1) O domínio dom(A(t)) =D de A(t), para todo 0 ≤ t ≤ T é denso em X e independente
de t.
(P2) Para cada t ∈ [0,T ], o resolvente R(λ : A(t)) de A(t) existe para todo λ com Re λ ≤ 0
e existe uma constante M tal que
∥R(λ : A(t))∥ ≤ M
|λ |+1
para Re λ ≤ 0, t ∈ [0,T ] . (2.1)
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(P3) Existem constantes L e α ∈ (0,1] tais que∥∥∥[A(t)−A(s)]A(τ)−1∥∥∥≤ L|t − s|α para todo s, t,τ ∈ [0,T ] . (2.2)
Fixa-se t ∈ [0,T ] e imediatamente prova-se as seguintes três afirmações.
AFIRMAÇÃO 1.- Existe uma constante c tal que para todo σ > 0, τ ̸= 0
∥R(σ + iτ : −A(t))∥ ≤ c
|τ|
para todo t ∈ [0,T ] . (2.3)
De fato,
Dado σ > 0 e dado τ ̸= 0. Então,
∥R(σ + iτ : −A(t))∥ = ∥ [(σ + iτ)I − (−A(t))]−1 ∥
= ∥(−1) [(−σ − iτ)I −A(t)]−1 ∥
= ∥R(−σ − iτ : A(t))∥. (2.4)
Já que Re (−σ − iτ) =−σ < 0, então pela hipótese (P2), existe uma constante M tal que





Assim, existe uma constante M tal que
∥R(σ + iτ : −A(t))∥ ≤ M
|τ|
. (2.5)
AFIRMAÇÃO 2.- Existem δ ∈ (0, π/2) e M > 0 tais que
ρ(−A(t))⊇ Σ := {λ ∈ C : |argλ |< π/2+δ}∪{0} (2.6)
e
∥R(λ : −A(t))∥ ≤ M
|λ |
, para todo λ ∈ Σ, λ ̸= 0. (2.7)
De fato,
Como {St(s)}s≥0 é um C0−semigrupo uniformemente limitado e −A(t) é o gerador infinite-
simal de {St(s)}s≥0 e, pela hipótese (P2), 0 ∈ ρ(−A(t)) e ainda pela AFIRMAÇÃO 1, existe
uma constante c tal que para todo σ > 0, τ ̸= 0
∥R(σ + iτ : −A(t))∥ ≤ c
|τ|
. (2.8)
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Então, pelo Teorema 1.5, itens (b)− (c), existem δ ∈ (0, π/2) e M > 0 tais que ρ(−A(t))⊇
Σ := {λ ∈ C : |argλ |< π/2+δ}∪{0} e
∥R(λ : −A(t))∥ ≤ M
|λ |
, para todo λ ∈ Σ, λ ̸= 0.
AFIRMAÇÃO 3.- Existem um ângulo ϑ ∈ (0, π/2) e M > 0 tal que
ρ(A(t))⊇ Σϑ := {λ ∈ C : |argλ |> ϑ}∪{0} (2.9)
e
∥R(λ : A(t))∥ ≤ M
|λ |
, para todo λ ∈ Σϑ , λ ̸= 0. (2.10)




Figura 2.1 Simetria de espectros
Em todos os casos, observemos que −(π/2+δ )< arg(−λ )< π/2+δ .
Daqui, λ ∈ C com |arg(−λ )|< π/2+δ .
Imediatamente, pela definição de Σ, obtém-se que −λ ∈ Σ. Então pela AFIRMAÇÃO 2,
−λ ∈ ρ(−A(t)). Assim, λ ∈ ρ(A(t)). Portanto, existe ϑ ∈ (0,π/2) tal que
ρ(A(t))⊇ Σϑ := {λ ∈ C : |argλ |> ϑ}∪{0}. (2.11)
Além disso, dado λ ∈ Σϑ com λ ̸= 0, segue que,
∥R(λ : A(t))∥ = ∥ [λ I −A(t)]−1 ∥
= ∥(−1). [−λ I − (−A(t))]−1 ∥
= ∥R(−λ : −A(t))∥. (2.12)
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E agora, como −λ ∈ Σ, −λ ̸= 0, então pela AFIRMAÇÃO 2, existe M > 0 tal que
∥R(−λ : −A(t))∥ ≤ M
|−λ |
. (2.13)
Portanto, existe uma constante M > 0 tal que
∥R(λ : A(t))∥ ≤ M
|λ |
. (2.14)
Observação 2.1. Pela afirmação 3 e pelo Teorema 1.5 concluímos que −A(t) é o gerador
infinitesimal de um semigrupo analítico {St(s)}s≥0 satisfazendo




para s > 0 (2.16)
Mais algumas consequências das HIPÓTESES (P1), (P2), (P3) são coletadas nos seguin-
tes lemas.
Lema 2.1. Sejam (P1), (P2), (P3) satisfeitas. Então, para cada s ∈ (0,T ], e para cada




|t1 − t2|α . (2.17)
Demonstração. Dado τ ∈ [0,T ].
Como a família {Sτ(s)}s≥0 é um C0−semigrupo uniformemente limitado e −A(τ) é o gerador
infinitesimal de {Sτ(s)}s≥0 e pela hipótese (P2), 0 ∈ ρ(−A(τ)) e ainda pela AFIRMAÇÃO 1,
existe uma constante c1 tal que para todo ξ > 0, ζ ̸= 0
∥R(ξ + iζ : A(τ))∥ ≤ c1
|ζ |
. (2.18)
Então, pelo Teorema 1.5, itens (b)− (c), St(s) é diferenciável para todo s > 0 e existe uma




, para todo s > 0. (2.19)
Ou seja, a sequência de funções está bem definida
X
Sτ (s)−−−−→ dom(−A(τ))⊆ X −A(τ)−−−−−→ X (2.20)
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X
Sτ (s)−−−−→ dom(−A(τ))⊆ X −A(τ)−−−−−→ X︸ ︷︷ ︸
−A(τ).Sτ (s)
.
o que significa que im(Sτ(s))⊆ dom(−A(τ)) e dom(−A(τ)Sτ(s)) = X.
E dado t ∈ [0,T ], então, pela HIPÓTESE (P1), im(Sτ(s)) ⊆ dom(−A(τ)) = dom(−A(t)),
para todo s > 0. Daqui, a composta −A(t).Sτ(s) : X→ X está bem definida.
Afirmação.- −A(t)Sτ(s) é fechado.
De fato, dado (x,y) ∈ graf(−A(t)Sτ(s))⊆ X×X, onde
graf(−A(t)Sτ(s)) := {(x, −A(τ).Sτ(s)x) : x ∈ X} (2.21)




Por outro lado, como −A(t) é o gerador infinitesimal de um C0−semigrupo {St(s)}s≥0,
então pelo Corolário 1.1, dom(−A(t)), o domínio de −A(t), é denso em X e −A(t) é um
operador linear fechado.
Já que Sτ(s) ∈ L(X) e xn → x, então Sτ(s)xn → Sτ(s)x.
E agora como existem Sτ(s)xn ∈ dom(−A(τ)) tais que
Sτ(s)xn −→ Sτ(s)x Sτ(s)x ∈ dom(−A(τ)),
−A(τ)Sτ(s)xn −→ y
−A(t) é fechado→ y =−A(τ)Sτ(s)x
Então, (x,y) ∈ graf(−A(t)Sτ(s)).
Retomando a demonstração, pelo Teorema do Gráfico Fechado, página 37 em [5]
−A(t).Sτ(s) : X→ X é um operador linear contínuo.
Agora, dado s ∈ (0,T ] e dado t1, t2,τ ∈ [0,T ],
∥(A(t1)−A(t2)Sτ(s))∥ = (A(t1)−A(t2)) [A(τ)]−1 .A(τ)Sτ(s)∥
≤ ∥(A(t1)−A(t2)) [A(τ)]−1 ∥.∥A(τ)Sτ(s)∥





.|t1 − t2|α . (2.22)
Na segunda desigualdade, utiliza-se a HIPÓTESE (P3), pois t2, t1, τ ∈ [0,T ], e também a
diferenciabilidade de Sτ(s), especificamente a equação (2.19), pois s > 0.
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Lema 2.2. Sejam (P1), (P2), (P3) satisfeitas. Então, para cada s1,s2 ∈ (0,T ], e para cada




|s2 − s1|. (2.23)
Demonstração. Dado x ∈ X, e dado s1,s2 ∈ (0,T ] e t,τ ∈ [0,T ].
Sem perda de generalidade, considere s1 < s2.
Como {Sτ(s)}s≥0 pode ser estendido para um semigrupo analítico em um setor ∆δ = {z ∈
C : |argz|< δ} e ∥Sτ(s)∥ é uniformemente limitado em cada subsetor fechado ∆δ ′ , δ ′ < δ ,
de ∆δ , então pelo Teorema 1.6 itens (c









Afirmação.- ∥A(t). [A(τ)]−1 ∥ ≤ c, para todo t,τ ∈ [0,T ].
De fato, dado t,τ ∈ [0,T ]∥∥A(t). [A(τ)]−1∥∥ = ∥∥∥(A(t)−A(τ)+A(τ)). [A(τ)]−1∥∥∥
≤
∥∥∥(A(t)−A(τ)). [A(τ)]−1 +A(τ). [A(τ)]−1∥∥∥
≤
∥∥∥(A(t)−A(τ)). [A(τ)]−1∥∥∥+∥∥∥A(τ). [A(τ)]−1∥∥∥
≤ L.|t − τ|α +1
≤ c1(T ). (2.26)
Daqui pela afirmação precedente, tem-se∥∥∥A(t)(Sτ(s2)−Sτ(s1))x∥∥∥ = ∥∥∥A(t) [A(τ)]−1 A(τ)(Sτ(s2)−Sτ(s1))x∥∥∥
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Lema 2.3. Sejam (P1), (P2), (P3) satisfeitas. Então, para cada s ∈ (0,T ], e para cada




|τ1 − τ2|α . (2.33)
Além disso, A(t)Sτ(s) é uniformemente contínua na topologia uniforme de operadores para
s ∈ [ε,T ], t,τ ∈ [0,T ], para todo ε > 0.
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Demonstração. Dado s ∈ (0,T ] e dados t,τ1,τ2 ∈ [0,T ].
Como −A(t) é um operador densamente definido em X, pela HIPÓTESE (P1) e sabendo que
−A(t) é fechado e, além disso, pela AFIRMAÇÃO 2,
existem δ ∈ (0,π/2) e M > 0 tal que
ρ(−A(t))⊇ Σ := {λ ∈ C : |argλ |< π/2+δ}∪{0} e
∥R(λ : −A(t))∥ ≤ M
|λ |
, para todo λ ∈ Σ, λ ̸= 0, então pelo Teorema 1.4, −A(t) é o gera-
dor infinitesimal de um C0−semigrupo {St(s)}s≥0 satisfazendo ∥St(s)∥ ≤ c para alguma






eλ sR(λ : −A(t))dλ













e−λ sR(λ : A(t))dλ (2.34)














= π −θ . A integral na equaçaõ (2.34) converge para s > 0 na
topologia uniforme de operadores.






e−λ s. [R(λ : A(τ1))−R(λ : A(τ2))]xdλ






e−λ s.A(t). [R(λ : A(τ1))−R(λ : A(τ2))]xdλ (2.35)
Imediatamente fazemos a seguinte estimativa
[R(λ : A(τ1))−R(λ : A(τ2))] = R(λ : A(τ1))R(λ : A(τ2))−1R(λ : A(τ2))
−R(λ : A(τ1))R(λ : A(τ1))−1R(λ : A(τ2))
= R(λ : A(τ1))
[
R(λ : A(τ2))−1 −R(λ : A(τ1))−1
]
R(λ : A(τ2))
= R(λ : A(τ1)) [A(τ1)−A(τ2)]R(λ : A(τ2)).
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Aplicando norma a ambos os lados, obtém-se
∥A(t) [R(λ : A(τ1))−R(λ : A(τ2))]∥= ∥A(t)R(λ : A(τ1)) [A(τ1)−A(τ2)]R(λ : A(τ2))∥
= ∥A(t)A(τ1)−1A(τ1)R(λ : A(τ1)) [A(τ1)−A(τ2)]A(τ2)−1A(τ2)R(λ : A(τ2))∥
= ∥A(t)A(τ1)−1∥.∥A(τ1)R(λ : A(τ1))∥.∥ [A(τ1)−A(τ2)]A(τ2)−1∥.∥A(τ2)R(λ : A(τ2))∥.
Isto é,
∥A(t) [R(λ : A(τ1))−R(λ : A(τ2))]∥ = ∥A(t)A(τ1)−1∥.∥A(τ1)R(λ : A(τ1))∥.∥ [A(τ1)−A(τ2)]A(τ2)−1∥
.∥A(τ2)R(λ : A(τ2))∥ (2.36)
Para continuar com a demonstração, precisamos da seguinte afirmação.
Afirmação.- ∥A(t)R(λ : A(t))∥ ≤ c, para todo t ∈ [0,T ].
De fato, dado t ∈ [0,T ], segue-se que, (λ I −A(t))R(λ : A(t)) = I. Imediatamente obtém-se
que, A(t)R(λ : A(t)) = λ .R(λ : A(t))− I. Daqui,
∥A(t)R(λ : A(t))∥ = ∥λ .R(λ : A(t))− I∥
≤ |λ |.∥R(λ : A(t))∥+1




Na primeira desigualdade, utilizamos R(λ : A(t)) ∈ L(X), e na segunda desigualdade utiliza-
mos que λ ∈ Σ, λ ̸= 0.
Retomando a demonstração, utilizando a Afirmação no Lema 2.2 e a afirmação acima e
também a HIPÓTESE (P3) e, novamente, a afirmação acima, simultaneamente na equação
(2.36), obtém-se
∥A(t) [R(λ : A(τ1))−R(λ : A(τ2))]∥ ≤ c1(T ).c.L.|τ1 − τ2|α .c
E logo,
∥A(t) [R(λ : A(τ1))−R(λ : A(τ2))]∥ ≤ c2(T ).|τ1 − τ2|α . (2.38)
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e−sr cosϕ .c2(T ).|τ1 − τ2|α .∥x∥dr
∣∣∣∣+ 12π .


















.|τ1 − τ2|α .∥x∥.
E agora, dado ε > 0, finalmente, para provar que a aplicação
A(−)S(−)(−) : [0,T ]× [0,T ]× [ε,T ] −→ L(X)
(t,τ,s) 7−→ A(t)Sτ(s)
é uniformemente contínua , basta provar que é contínua, pois toda aplicação contínua definida
num compacto é uniformemente contínua. Ou seja, fixando (t0,τ0,s0) ∈ [0,T ]× [0,T ]×
[ε,T ],
∀ η > 0, ∃ δ > 0 tal que (t,τ,s) ∈ [0,T ]× [0,T ]× [ε,T ] e
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De fato, dado η > 0
∥A(t)Sτ(s)−A(t0)Sτ0(s0)∥L(X) = ∥A(t)Sτ(s)−A(t0)Sτ(s)+A(t0)Sτ(s)
−A(t0)Sτ(s0)+A(t0)Sτ(s0)−A(t0)Sτ0(s0)∥L(X)










|τ − τ0|α .
Na desigualdade imediatamente acima utiliza-se a equação (2.17) do Lema 2.1, a equação
(2.23) do Lema 2.2 e por último a equação (2.33) deste Lema 2.3, simultaneamente.


























e também sendo δ3 = min{δ1, δ2}, e δ5 = min{δ1, δ4}, tome-se
δ = min{δ3, δ5, δ6}.
Assim, existe δ > 0 tal que ∥A(t)Sτ(s)−A(t0).Sτ0(s0)∥L(X) < η .
Portanto, A(−)S(−)(−) : [0,T ]× [0,T ]× [ε,T ] → L(X) é contínua no ponto (t0,τ0,s0) ∈
[0,T ]× [0,T ]× [ε,T ].
Defina-se, o seguinte operador
R1(t,s) := [A(s)−A(t)]Ss(t − s) (2.39)
Corolário 2.1. O operador R1(t,s) = [A(s)−A(t)]Ss(t − s) é uniformemente contínuo na
topologia uniforme de operadores em 0 ≤ s ≤ t − ε < t ≤ T para todo ε > 0 e
∥R1(t,s)∥ ≤ c.|t − s|α−1 para todo 0 ≤ s < t ≤ T. (2.40)
Demonstração. Dado ε > 0
E dado 0 ≤ s ≤ t − ε < t ≤ T
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Como t − s ∈ [ε,T ] e s, t ∈ [0,T ], então pelo Lema 2.3, A(s)Ss(t − s), A(t)Ss(t − s) são
uniformementes continua na topologia uniforme de operadores. Assim, A(s)Ss(t − s)−
A(t)Ss(t − s) é uniformemente continua na topologia uniforme de operadores.
Agora dado 0 ≤ s < t ≤ T .
Segue-se que,
∥R1(t,s)∥ = ∥ [A(s)−A(t)]Ss(t − s)∥
= ∥ [A(s)−A(t)]A(s)−1.A(s)Ss(t − s)∥
≤ ∥ [A(s)−A(t)]A(s)−1∥.∥A(s)Ss(t − s)∥
≤ L.|s− t|α . c1
t − s
≤ c2.(t − s)α−1. (2.41)
Na segunda desigualdade, utilizamos a HIPÓTESE (P3) e a equação (2.16) respectivamente.
2.2 Existência
O sistema de evolução para o problema de valor inicial parabólico homogêneo{
du(t)/dt +A(t)u(t) = 0, 0 ≤ s < t ≤ T,
u(s) = x
(2.42)
será construido por um método chamado parametrix method devido a Eugenio Elia Levi em
[25]. HIPÓTESES:
• Para cada t ∈ [0,T ], −A(t) é o gerador infinitesimal de um C0−semigrupo uniforme-
mente limitado {St(s)}s≥0 no espaço de Banach X.
• (P1), (P2), (P3).
A princípio suponha-se que existe um único sistema de evolução U(t,s) para o problema de
valor inicial parabólico homogêneo. E suponha-se também que U(t,s) tenha a forma
U(t,s) = Ss(t − s)+
∫ t
s
Sτ(t − τ)R(τ,s)dτ (2.43)
com o operador auxiliar R(t,s) a construir.
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= −A(s)Ss(t − s)+R(t,s)−
∫ t
s
A(τ)Sτ(t − τ)R(τ,s)dτ (2.44)
E daqui, pelas equações (2.43), (2.44), obtém-se,
∂
∂ t



































R1(t,s) := [A(s)−A(t)]Ss(t − s) (2.46)






deve ser satisfeita. Dado R1(t,s) podemos tentar reverter o argumento, isto é, resolver a
equação integral (2.47) para R(t,s) e então define-se U(t,s) por (2.43).
Este será realmente o método de construção de U(t,s) abaixo . Para executar esta construção
rigorosamente, precisamos das HIPÓTESES (P1), (P2), (P3).
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2.2.1 Construção do sistema de evolução
Começamos resolvendo a equação integral (2.47) para R(t,s). Se R1(t,s) satisfaz (2.40)
então a equação integral (2.47) pode ser resolvido por aproximações sucessivas da seguinte










.(t − s)m.α−1 (2.49)
onde Γ(.) é a função Gama clássica.
De fato, para este objetivo, primeiro prova-se por indução a equação (2.49).
m = 1 é verdade, pois pelo Corolário 2.1, ∥R1(t,s)∥ ≤ c.|t − s|α−1. Daqui, ∥R1(t,s)∥ ≤
[c.Γ(α)]1
Γ(1.α)











c.(t − τ)α−1. [c.Γ(α)]
m
Γ(mα)
















.(t − s)(m+1)α−1. (2.50)
A primeira igualdade é justificada, pela equação (2.48). E na segunda desigualdade utiliza-
se a equação (2.40) do Corolário 2.1 e a hipótese de indução. E finalmente na quarta
desigualdade utiliza-se o Lema A.2. Imediatamente, da equação (2.49), existe cT > 0 tais
que ∥Rm(t,s)∥ ≤ cT , onde cT =
[c.Γ(α)]m
Γ(mα)
.T mα−1. Assim, Rm(t,s) é contínua na topologia




.(t − s)mα−1 (2.51)
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onde Γ(·) é a função Gama clássica
Notemos que a integral definida por Rm+1(t,s) é uma integral cuja existência é uma con-
sequência de (2.49). A continuidade de Rm+1(t,s) também segue da continuidade de







converge uniformemente na topologia uniforme de operadores para todo 0 ≤ s ≤ t − ε ≤ T e
para todo ε > 0.

















[cΓ(α).(t − s)α ]m
Γ(mα)
≤ (t − s)−1.c(α).c.Γ(α)(t − s)α .e2.[cΓ(α)(t−s)
α ]1/α
≤ c1(α,T )(t − s)α−1.ec2(α)(t−s)
≤ c1(α,T )(t − s)α−1. (2.53)
Como uma consequência R(t,s) é uniformemente contínua em L(X), para todo 0 ≤ s <

















A continuidade de Rm(t,s), m ≥ 1 , (2.40) e (2.49) implicam que um pode trocar ordem da












Portanto, vemos que R(t,s) é solução da equação integral (2.47). Finalmente, enunciamos o
Teorema principal desta seção
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Teorema 2.1. Seja −A(t) o gerador infinitesimal de um C0−semigrupo uniformemente
limitado {St(s)}s≥0 sobre o espaço de Banach X, para todo t ∈ [0,T ]. Sob as hipóteses (P1),
(P2) e (P3) existe um único sistema de evolução U(t,s) em 0 ≤ s ≤ t ≤ T , satisfazendo:
(E1)′ ∥U(t,s)∥ ≤C para 0 ≤ s ≤ t ≤ T .
(E2)+ Para 0 ≤ s < t ≤ T , U(t,s) : X→ D e t →U(t,s) é fortemente diferenciável em X.




U(t,s)+A(t)U(t,s) = 0 para 0 ≤ s ≤ t ≤ T. (2.56)
∥∥∥∥ ∂∂ tU(t,s)
∥∥∥∥= ∥A(t)U(t,s)∥ ≤ ct − s (2.57)
e ∥∥A(t)U(t,s)A(s)−1∥∥≤ c para 0 ≤ s ≤ t ≤ T. (2.58)





Para reproduzir a demonstração do Teorema, precisaremos estudar alguns lemas da diferenci-
abilidade do sistema de evolução U(t,s) que ajudará neste objetivo.
2.2.2 Diferenciabilidade de U(t,s).
Lema 2.4. Para cada β , 0 < β ≤ α , existe uma constante Cβ tal que
∥R1(t,s)−R1(τ,s)∥ ≤Cβ (t − τ)β (τ − s)α−β−1 para 0 ≤ s < τ < t ≤ T. (2.60)
Demonstração. Temos, pela equação (2.39),
R1(t,s)−R1(τ,s) = (A(s)−A(t))Ss(t − s)− (A(s)−A(τ))Ss(τ − s)
= (A(τ)−A(t)+A(s)−A(τ))Ss(t − s)− (A(s)−A(τ))Ss(τ − s)
= (A(τ)−A(t))Ss(t − s)+(A(s)−A(τ))Ss(t − s)− (A(s)−A(τ))Ss(τ − s)
= (A(τ)−A(t))Ss(t − s)+(A(s)−A(τ)) [Ss(t − s)−Ss(τ − s)] . (2.61)
2.2 Existência 35
Estimaremos, o primeiro somando da equação anterior, utilizando a equação (2.17), do Lema
2.1,




≤ c1|t − τ|α(t − s)−1
≤ c1(t − τ)α(τ − s)−1. (2.62)
Agora utilizaremos a propriedade (P3), junto com a equação (2.23), do Lema 2.2, pois
s, t ∈ [0,T ], e 0 < τ − s, t − s ∈ (0,T ], s ∈ [0,T ] respectivamente,
∥(A(s)−A(τ)) [Ss(t − s)−Ss(τ − s)]∥ =
∥∥(A(s)−A(τ))A(s)−1A(s) [Ss(t − s)−Ss(τ − s)]∥∥
≤
∥∥(A(s)−A(τ))A(s)−1∥∥∥A(s) [Ss(t − s)−Ss(τ − s)]∥
≤ L|s− τ|α c2
(τ − s)(t − s)




|t − s− τ + s| 1
(t − s)
= c3




= c3(τ − s)α−2(t − τ) (2.63)
Novamente utilizaremos a propriedade (P3), junto com a equação (2.16), pois s, t ∈ [0,T ], e
t − s > 0, τ − s > 0 respectivamente,
∥(A(s)−A(τ)) [Ss(t − s)−Ss(τ − s)]∥ =
∥∥(A(s)−A(τ))A(s)−1A(s) [Ss(t − s)−Ss(τ − s)]∥∥
≤
∥∥(A(s)−A(τ))A(s)−1∥∥∥A(s) [Ss(t − s)−Ss(τ − s)]∥









= c6(τ − s)α−1. (2.64)
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Daqui, interpolando (2.63), (2.64) para 0 < α ≤ 1, obtemos
∥(A(s)−A(τ)) [Ss(t − s)−Ss(τ − s)]∥ = ∥(A(s)−A(τ)) [Ss(t − s)−Ss(τ − s)]∥α
.∥(A(s)−A(τ)) [Ss(t − s)−Ss(τ − s)]∥1−α
≤ {c3(τ − s)α−2.(t − τ)}α .{c6(τ − s)α−1}1−α
≤ c7(τ − s)(α−2)α .(t − τ)α .(τ − s)(α−1)(1−α)
= c7(t − τ)α .(τ − s)α
2−2α+α−α2−1+α
= c7(t − τ)α .(τ − s)−1. (2.65)
E assim, utilizando (2.62) e (2.65), obtém -se,
∥R1(t,s)−R1(τ,s)∥ = ∥(A(τ)−A(t))Ss(t − s)+(A(s)−A(τ)) [Ss(t − s)−Ss(τ − s)]∥
≤ ∥(A(τ)−A(t))Ss(t − s)∥+∥(A(s)−A(τ)) [Ss(t − s)−Ss(τ − s)]∥
≤ c1(t − τ)α .(τ − s)−1 + c7(t − τ)α .(τ − s)−1
= c8(t − τ)α .(τ − s)−1. (2.66)
Por outro lado, pela equação (2.40) do Corolário 2.1, pois 0 ≤ s < t ≤ T, 0 ≤ s < τ ≤ T ,
obtém-se
∥R1(t,s)−R1(τ,s)∥ = ∥R1(t,s)∥+∥R1(τ,s)∥
≤ c9|t − s|α−1 + c9|τ − s|α−1
= c10(τ − s)α−1. (2.67)









≤ {c8(t − τ)α(τ − s)−1}
β
α .{c10(τ − s)α−1}1−
β
α
≤ c11(t − τ)β (τ − s)
−β









= c11(t − τ)β .(τ − s)α−β−1 (2.68)
onde c11 = c11(T ).
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Corolário 2.2. Para cada β , 0 < β ≤ α , existe uma constante Cβ tal que
∥R(t,s)−R(τ,s)∥ ≤ cβ (t − τ)β (τ − s)α−β−1 para 0 ≤ s < τ < t ≤ T. (2.69)
































A seguir a primeira integral será estimada, utilizando a equação (2.40) do Corolário 2.1, pois
0 ≤ σ < t ≤ T , e também a equação (2.53),∥∥∥∥∫ t
τ
R1(t,σ)R(σ ,s)dσ










|t −σ |α−1.(σ − s)α−1 dσ








≤ c4(τ − s)α−1.(t − τ)α . (2.70)
Agora faremos a estimativa da outra integral, esta vez utilizaremos a equação (2.60), do
Lema 2.4, pois 0 ≤ σ < τ < t ≤ T e de novo utilizaremos a equação (2.53). A quarta linha
abaixo é justificada pela Lema A.2∥∥∥∥∫ τs (R1(t,σ)−R1(τ,σ))R(σ ,s)dσ





cβ .(t − τ)β .(τ −σ)α−β−1.c6.(σ − s)α−1 dσ




(τ −σ)α−β−1.(σ − s)α−1 dσ
≤ c7.(t − τ)β .(τ − s)(α−β )+(α)−1.
Γ(α −β ).Γ(α)
Γ((α −β )+(α))
≤ c8.(t − τ)β .(τ − s)2α−β−1. (2.71)
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∥∥∥∥∫ τs (R1(t,σ)−R1(τ,σ))R(σ ,s) dσ
∥∥∥∥
≤ cβ (t − τ)β (τ − s)α−β−1 + c5(τ − s)α−β−1(t − τ)β + c9(t − τ)β (τ − s)α−β−1
≤ c10.(t − τ)β .(τ − s)α−β−1
onde c10 = c10(T )
Lema 2.5. Para cada x ∈ X, temos
lim
ε→0
St(ε)x = x uniformemente em 0 ≤ t ≤ T. (2.72)
Demonstração. Dado t ∈ [0,T ]
E dado x ∈ dom(−A(t)) =D. Como −A(t) é o gerador infinitesimal de um C0−semigrupo




































≤ c.cT .∥A(0)x∥ε. (2.75)
Daqui, lim
ε→0
∥St(ε)x− x∥= 0 para todo x ∈D
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Agora, dado x ∈ X. Então, existe xn ∈ dom(−A(t)) =D tal que xn → x em X. Logo,
∥St(ε)x− x∥ = ∥St(ε)x−St(ε)xn +St(ε)xn − xn + xn − x∥
≤ ∥St(ε)∥.∥x− xn∥+∥St(ε)xn − xn∥+∥xn − x∥.
(2.76)
Já que, |St(ε)∥ ≤ c, onde c não depende de t, obtém-se o objetivo, fazendo tender n → ∞.
Apenas para seguir a sequência, enunciaremos novamente o Teorema 2.1
Teorema 2.2. Seja −A(t) é o gerador infinitesimal de um C0−semigrupo uniformemente
limitado {St(s)}s≥0 sobre o espaço de Banach X, para todo t ∈ [0,T ]. Sob as hipóteses (P1),
(P2) e (P3) existe um único sistema de evolução U(t,s) em 0 ≤ s ≤ t ≤ T , satisfazendo:
(E1)′ ∥U(t,s)∥ ≤C para 0 ≤ s ≤ t ≤ T .
(E2)+ Para 0 ≤ s < t ≤ T , U(t,s) : X→ D e t →U(t,s) é fortemente diferenciável em X.




U(t,s)+A(t)U(t,s) = 0 para 0 ≤ s ≤ t ≤ T. (2.77)
∥∥∥∥ ∂∂ tU(t,s)
∥∥∥∥= ∥A(t)U(t,s)∥ ≤ ct − s (2.78)
e ∥∥A(t)U(t,s)A(s)−1∥∥≤ c para 0 ≤ s ≤ t ≤ T. (2.79)





Retornaremos agora a provar que U(t,s), construido acima, tem a propriedade em (E2)+.
Para isto necessitamos de alguns preliminares.





(t −σ)α−1.ϕ(σ ,s) dσ para todos 0 ≤ s < t ≤ T. (2.81)
então existe uma constante c tal que ϕ(t,s)≤ c, para todos 0 ≤ s < t ≤ T .
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(t −σ)(n+1)α−1.ϕ(σ ,s) dσ . (2.82)
























(σ −ξ )α−1ϕ(ξ ,s)dξ
]
dσ









(t −σ)α−1.(σ −ξ )α−1ϕ(ξ ,s)dξ
)
dσ









(t −σ)α−1.(σ −ξ )α−1ϕ(ξ ,s) dσ
)
dξ








(t −σ)α−1.(σ −ξ )α−1 dσ
)
ϕ(ξ ,s) dξ























































































































































































.(t −ξ )(n+2)α−1ϕ(ξ ,s) dξ
















(t −σ)nα−1.ϕ(σ ,s)dσ . (2.84)
Como α, 1 ∈ R+, pela propriedade Arquimediana do corpo R, Lages, pág 59 , existe n ∈ N
tal que N.α > 1. E estimando (t −σ)n.α−1, por T n.α−1 conseguimos
ϕ(t,s)≤ c1(T )+ c2(T ).
∫ t
s
ϕ(σ ,s) dσ . (2.85)
Já que, t 7→ u(t) = c2(T ), t 7→ ϕ(t,s) são funções contínuas, não-negativas sobre [0,T ],




ϕ(σ ,s).c2(T )dσ . (2.86)
então pela Desigualdade de Gronwall A.5,
ϕ(t,s) ≤ c1(T ).e
∫ t
s c2(T )dσ
≤ c1(T ).ec2(T )(t−s) ≤ c1(T ).ec2(T ).T ≤ c3(T ).
(2.87)
Como c1(T ) e c2(T ) não dependem de s, esta estimativa vale para 0 ≤ s < t ≤ T .
2.3 Equação não homogênea
Seja {A(t)}t∈[0,T ] uma família de operadores no espaço de Banach X satisfazendo as HIPÓ-
TESES (P1), (P2), (P3) da seção 2.1 e considere o problema de valor inicial não homogêneo
du(t)
dt
+A(t)u(t) = f (t), 0 ≤ s < t ≤ T,
u(s) = x, x ∈ X
(2.88)
no espaço de Banach X.
Do Teorema 2.1 segue-se que existe um único sistema de evolução U(t,s), 0 ≤ s ≤ t ≤ T ,
associado com a família {A(t)}t∈[0,T ].
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Nesta seção estamos interessados em solução clássica de (2.88), isto é, funções
u : [s,T ] → X os quais são contínuas para s ≤ t ≤ T , continuamente diferenciáveis para
s < t ≤ T, u(t) ∈D para s < t ≤ T, u(s) = x e u′(t)+A(t)u(t) = f (t) se cumpre para
todo s < t ≤ T . Chamaremos uma função u de solução de um problema de valor inicial
(2.88) se aquela é solução clássica deste problema. Para obter soluções clássicas de (2.88)
teremos de impor condições adicionais à função f .
Teorema 2.3. [Hiroki Tanabe [39], 1960] Seja {A(t)}t∈[0,T ] que satisfaçam as hipóteses (P1),
(P2), (P3) da seção 2.1 e seja U(t,s) o sistema de evolução fornecido pelo Teorema 2.2 . Se f
é Hölder contínua sobre [s,T ] então o problema de valor inicial (2.88) tem, para cada x ∈ X,




U(t,σ) f (σ)dσ . (2.89)
Demonstração. Ver [32], Teorema 7.1, pág.168.
2.4 Comportamento assintótico de soluções
Seja {A(t)}t≥0 uma família de operadores no espaço de Banach X satisfazendo para todo
T > 0 as HIPÓTESES (P1), (P2), (P3) da seção 2.1. Se f : [0,∞)→X é Hölder contínua sobre
[0,∞) então o problema de valor inicial
du(t)
dt
+A(t)u(t) = f (t), 0 ≤ s < t ≤ T,
u(s) = x, x ∈ X.
(2.90)
tem uma única solução u sobre [0,∞). O comportamento assintótico desta solução, quando
t → ∞, é o assunto desta presente seção. Com o objetivo de estudar este comportamento
assintótico assumiremos que as HIPÓTESES (P1), (P2), (P3) valem uniformemente sobre [0,∞)
isto é, que se espera para todo T > 0 com constantes M, L e α os quais são independentes de
T .Vamos supor ainda:
(P4) Os operadores A(t)A(s)−1 são uniformemente limitados para 0 ≤ s, t <+∞ e existe
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Teorema 2.4. Suponha que {A(t)}t≥0 satisfaça as hipóteses (P1), (P2), (P3) uniformemente
em [0,+∞). Se {A(t)}t≥0 satisfaz também (P4) e U(t,s) é um sistema de evolução para
{A(t)}t≥0(ver o Teorema 2.2), então existem constantes c ≥ 0 e ϑ > 0 tais que
∥U(t,s)∥ ≤ ce−ϑ(t−s), para 0 ≤ s ≤ t. (2.92)
Demonstração. Notemos primeiro que dos resultados da Seção 1.2.1, também ver as equa-
ções (6.5), (6.6) da Seção 2.6, página 70 em [32] a densidade de D e o fato que HIPÓTESE
(P2) se cumpre para todo t ≥ 0, segue-se que −A(t) é o gerador infinitesimal de um se-
migrupo analítico {St(s)}s≥0, para todo t ≥ 0 e que existem constantes c1 ≥ 0 e δ > 0
(independente de t) tal que:




e−δ s, para s > 0. (2.94)
Definamos
ρ(µ) := sup{∥(A(t)−A(s))A(r)−1∥ : 0 ≤ µ ≤ t,s <+∞, 0 ≤ r <+∞} (2.95)
Das HIPÓTESES (P3) e (P4) segue-se que ρ(µ) é finito para µ ≥ 0 e ρ(µ) → 0 quando
µ →+∞.
Dados µ ≤ s, t <+∞ e dado r ∈ [0,+∞), então







Na segunda desigualdade utiliza-se a equação (2.95) e a HIPÓTESE (P3), pois µ ≤ s, t <+∞,
0 ≤ r <+∞ e pois (P3) satisfaz uniformemente em [0,+∞) respetivamente.





2 , para todo µ ≤ s, t <+∞ , r ∈ [0,+∞)
(2.97)
Agora dados µ ≤ s < t <+∞, tem-se
∥R1(t,s)∥= ∥(A(s)−A(t))Ss(t − s)∥ = ∥(A(s)−A(t))A(s)−1A(s)Ss(t − s)∥


















2 −1.e−δ (t−s). (2.98)
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Acima na primeira igualdade se utilizou a equação (2.39), e na penútima linha é justificado
























,para todo m ∈ {1,2,3, ...} (2.100)
De fato,
m = 1 já foi provado acima












































2 −1.(τ − s)m
α





















































Acima a primeira linha é justificada pela equação (2.48). A terceira linha segue pela equação
(2.99), pois µ ≤ τ < t <+∞, e a hipótese de indução. A penúltima linha é justificado pelo
Lema A.2.
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Na segunda desigualdade, utiliza-se a equação (2.100). E na terceira desigualdade, utiliza-se
a observação A.1.








Dado ϑ ′ > 0, tome ε = ϑ ′,
Então, ∃µ0 > 0 tal que se, µ > µ0 → c5 [ρ(µ)]
1
α < ϑ ′. Escolhamos δ tais que
δ > ϑ ′+ c5 [ρ(µ)]
1
α
⇒ δ − c5(ρ(µ))
1
α > ϑ ′ ⇒ −(δ − c5 [ρ(µ)]
1
α ).(t − s)<−ϑ ′(t − s)
⇒ e−(δ−c5[ρ(µ)]
1
α ).(t−s) ≤ e−ϑ
′(t−s)
Como ϑ ′ foi tomado arbitrário, obtém-se que:
Para todo δ > ϑ ′+ c5 [ρ(µ)]
1
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A seguir, estamos preocupados em estimar o sistema de evolução U(t,s), e como primeiro
passo, lembremos a sua definição que pode ser encontrada na equação (2.43)
∥U(t,s)∥ =
∥∥∥∥Ss(t − s)+∫ ts Sτ(t − τ)R(τ,s) dτ
∥∥∥∥
≤ ∥Ss(t − s)∥+
∫ t
s




























′t+ϑ ′τ−ϑ ′τ+ϑ ′s dτ















Na terceira equação utiliza-se a equação (2.93) e a equação (2.103). Finalmente, fixamos ϑ
tal que ϑ < ϑ ′ < δ , encontramos




2 , se µ0 < µ ≤ s < t. (2.105)
Nós voltamos agora para o problema de valor inicial não homogêneo (2.90), e fazemos a
seguinte suposição adicional:
(F ) A função f : [0,+∞)→ X satisfaz uma condição Hölder uniforme em [0,+∞), isto é,
existem constantes c ≥ 0 e 0 < γ ≤ 1 tal que
∥ f (t)− f (s)∥ ≤ c|t − s|γ para 0 ≤ s, t <+∞ (2.106)
e existe um elemento f (∞) ∈ X para o qual
lim
t→∞
∥ f (t)− f (∞)∥= 0. (2.107)
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Finalmente, enunciamos o teorema principal desta seção
Teorema 2.5. [Hiroki Tanabe [41], 1961] Suponha que {A(t)}t≥0 satisfaça as hipóteses (P1),
(P2), (P3) uniformemente em [0,+∞). Assuma ainda que {A(t)}t≥0 satisfaz (P4) e que f
satisfaz (F). Se u é a solução do problema de valor inicial (2.90) então existe um elemento
u(+∞) ∈ X, independente de x ∈ X, tal que
lim
t→∞
u(t) = u(∞). (2.108)





Para reproduzir a demonstração do teorema, precisaremos de alguns lemas que ajudará
neste objetivo.
Lema 2.7. Suponha que {A(t)}t≥0 satisfaça as hipóteses (P1), (P2), (P3) uniformemente em
[0,+∞). Assuma ainda que {A(t)}t≥0 satisfaz (P4) e que f satisfaz (F).
Então, para cada µ ≤ s < τ ≤ t, obtém-se




2 −1.e−δ (t−s) (2.111)




ρ(µ) := sup{∥(A(t)−A(s)) [A(r)]−1 ∥ : µ ≤ s, t < ∞, 0 ≤ r < ∞}. (2.112)
Demonstração. Dado µ ≤ s < τ ≤ t, como −A(t) é o gerador infinitesimal do semigrupo
analítico St(t − s), tome ξ = t − s, ou seja −A(t) é o gerador infinitesimal do semigrupo










= A(t)St(t − s)x. (2.113)
A segunda igualdade acima justifica-se pelo Teorema 1.6 item (c’). E imediatamente, como
−A(s) é o gerador infinitesimal do semigrupo analítico Ss(t − s), tome ζ = t − s, ou seja
−A(s) é o gerador infinitesimal do semigrupo analítico Ss(ζ ). E dado x ∈X, daqui pela regra
da cadeia,










= −A(s)Ss(t − s)x. (2.114)
A segunda igualdade acima justifica-se também pelo Teorema 1.6 item (c’).
Agora como −A(t) é o gerador infinitesimal de um semigrupo analítico St(t − s), e −A(s) é
o gerador infinitesimal de um semigrupo analítico Ss(t − s), então pelo Teorema 1.4,












onde Γδ := {z ∈ C : z− δ ∈ Γ}, Γ := {z ∈ C : |argz| = ϑ} . Fazendo mudança de
variável de z, por −z, obtém-se





e−z(t−s)R(z : A(t))dz (2.116)





e−z(t−s)R(z : A(s))dz (2.117)
Então,


























































ze−z(t−s) [R(z : A(t))−R(z : A(s))]xdz.
Resumindo a análise acima, obtém-se





ze−z(t−s) [R(z : A(t))−R(z : A(s))]xdz.
(2.118)
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Fazendo a traslação de −Γδ para −Γ. Tome λ = z− δ , ou seja λ = δ = z e além disso
dλ = dz. Continuando com a equação (2.118), obtém-se





(λ +δ )e−(λ+δ )(t−s)







(λ +δ ).e−λ (t−s)
. [R((λ +δ ) : A(t))−R((λ +δ ) : A(s))]xdλ .
(2.119)
Por outro lado,
R(λ +δ : A(t))−R(λ +δ : A(s)) = R(λ +δ : A(t))R(λ +δ : A(s))−1R(λ +δ : A(s))
−R(λ +δ : A(t))R(λ +δ : A(t))−1R(λ +δ : A(s))
= R(λ +δ : A(t))
[
R(λ +δ : A(s))−1 −R(λ +δ : A(t))−1
]
R(λ +δ : A(s))
= R(λ +δ : A(t)) [(λ +δ −A(s))− (λ +δ −A(t))]
A(s)−1A(s)R(λ +δ : A(s))
= R(λ +δ : A(t)) [A(t)−A(s)]A(s)−1A(s)R(λ +δ : A(s)).
Resumindo a análise acima, obtém-se
R(λ +δ : A(t))−R(λ +δ : A(s)) = R(λ +δ : A(t)). [A(t)−A(s)]A(s)−1A(s)R(λ +δ : A(s)).
(2.120)
Estimando a equação (2.120) obtém-se
∥R(λ +δ : A(t))−R(λ +δ : A(s))∥ ≤ ∥R(λ +δ : A(t))∥.∥ [A(t)−A(s)]A(s)−1∥
.∥A(s)R(λ +δ : A(s))∥. (2.121)
Seguidamente estimaremos separadamente o terceiro termo do lado direito da equação
(2.121)
Como (λ + δ −A(s)).R(λ + δ : A(s)) = I, então (λ + δ )R(λ + δ : A(s))−A(s)R(λ + δ :
A(s)) = I. Ou seja, A(s)R(λ +δ : A(s)) = (λ +δ ).R(λ +δ : A(s))− I. Imediatamente pela
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HIPÓTESE (P2), obtém-se
∥A(s)R(λ +δ : A(s))∥ ≤ |λ +δ |.∥R(λ +δ : A(s))∥+1




Continuando com a estimativa na equação (2.121), tem-se

























Na primeira desigualdade, utiliza-se a HIPÓTESE (P2) e a equação (2.122). Na terceira
desigualdade, utiliza-se a definição de ρ(µ) e a HIPÓTESE (P3).
Finalmente, aplicando a norma na equação (2.119), e em seguida substituindo na equação
(2.123), obtém-se



































































































ρ(µ).e−δ (t−s).(t − s)
α
2 .∥x∥.
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A terceira desigualdade acima é justificada pela equação (2.123). E como x ∈ X foi tomado
arbitrariamente conclui-se a prova do Lema 2.7.
Lema 2.8. Suponha que {A(t)}t≥0 satisfaça as hipóteses (P1), (P2), (P3) uniformemente em
[0,+∞). Assuma ainda que {A(t)}t≥0 satisfaz (P4) e que f satisfaz (F).
Então, para cada µ ≤ s < τ ≤ t, obtém-se
∥R1(t,s)−R1(τ,s)∥ ≤ c
√
ρ(µ).(t − τ)β .(τ − s)
α
2 −β−1.e−δ (τ−s) (2.124)




ρ(µ) := sup{∥(A(t)−A(s)). [A(r)]−1 ∥ : µ ≤ s, t < ∞, 0 ≤ r < ∞}. (2.125)
Demonstração. Ver [32], equação (8.22), pág.176 e o Lema 6.4, pág.155.
Lema 2.9. Suponha que {A(t)}t≥0 satisfaça as hipóteses (P1), (P2), (P3) uniformemente em
[0,+∞). Assumir ainda que {A(t)}t≥0 satisfaz (P4) e que f satisfaz (F).
Então, para cada µ ≤ s < τ ≤ t, obtém-se
∥R(t,s)−R(τ,s)∥ ≤ c.
√
ρ(µ).(t − τ)β .(τ − s)
α
2 −β−1.e−ϑ(τ−s) (2.126)




ρ(µ) := sup{∥(A(t)−A(s)). [A(r)]−1 ∥ : µ ≤ s, t < ∞, 0 ≤ r < ∞}. (2.127)













ρ(µ).(t − s)β−1.e−ϑ(t−s). (2.128)












Na primeira desigualdade utiliza-se a equação (2.103), e na segunda desigualdade fixamos
ϑ , tal que ϑ < ϑ ′ < δ .
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Agora, olhando a demonstração do Corolário 2.2, precisamos estimar a seguinte integral∥∥∥∥∫ t
τ
R1(t,σ)R(σ ,s)dσ









































ρ(µ).(t − τ)β .(τ − s)
α
2 −1.e−ϑ(t−s). (2.130)
Acima a segunda linha é justificada pela equação (2.128) e pela equação (2.129). Agora
seguindo o roteiro da demonstração do Corolário 2.2, precisamos estimar também a seguinte
integral∥∥∥∥∫ τs [R1(t,σ)−R1(τ,σ)]R(σ ,s) dσ





















































ρ(µ).(t − τ)β .(τ − s)α−β−1.e−ϑ(τ−s).
Acima na segunda desigualdade se utilizou o Lema 2.8 e a equação (2.129). E na penútima
linha é justificado pelo Lema A.2. Apenas reescrevendo, tem-se∥∥∥∥∫ τs [R1(t,σ)−R1(τ,σ)]R(σ ,s) dσ
∥∥∥∥≤ c8.√ρ(µ).(t − τ)β .(τ − s)α−β−1.e−ϑ(τ−s)
(2.131)









































∥∥∥∥∫ τs [R1(t,σ)−R1(τ,σ)]R(σ ,s) dσ
∥∥∥∥
Do Lema 2.8 e das estimativas (2.130), (2.131), obtém-se o resultado desejado.
Apenas para seguir a sequência, enunciaremos novamente o Teorema 2.5 decomposto em
dois teoremas. Sendo o primeiro encarregado das provas dos items (2.108) e (2.109).
Teorema 2.6. Suponha que {A(t)}t≥0 satisfaça as hipóteses (P1), (P2), (P3) uniformemente
em [0,+∞). Assuma ainda que {A(t)}t≥0 satisfaz (P4) e que f satisfaz (F). Se u é a solução
do problema de valor inicial (2.90) então existe um elemento u(∞) ∈ X, independente de
x ∈ X, tal que
lim
t→+∞
u(t) = u(∞). (2.133)
u(∞) ∈D, A(∞)u(∞) = f (∞). (2.134)
Demonstração. O roteiro para provar este Teorema será seguido de afirmações.
Afirmação 1 Se f (∞) = 0, então u(t)→ 0 quando t →+∞
De fato,
Como {A(t)}t≥0 satisfaz as HIPÓTESES (P1), (P2), (P3) uniformemente em [0,∞), então
pelo Teorema 2.1, existe um único sistema de evolução U(t,s) em 0 ≤ s ≤ t ≤ T satisfazendo:
(E1)′, (E2)+, (E3)+.
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E como f é Hölder contínua em [s,T ], então pelo Teorema 2.3, o problema de valor inicial




U(t,σ). f (σ) dσ . (2.135)




U(t,σ). f (σ) dσ . (2.136)
Agora pelo Teorema 2.4, existem constantes c ≥ 0 e θ > 0 tais que
∥U(t,s)∥ ≤ c.e−θ(t−s) para 0 ≤ s ≤ t (2.137)
Dados x ∈ X e s = 0, daqui, ∥U(t,0)x∥ ≤ ∥U(t,0)∥.∥x∥.
Então, ∥U(t,0)x∥ ≤ ∥U(t,0)∥.∥x∥. Isto é, existem constantes c ≥ 0 e θ > 0 tais que
∥U(t,0)x∥ ≤ c.e−θ .t .∥x∥.
Agora definamos, ∥ f∥∞ := sup
t≥0
∥ f (t)∥.
Já que, f (∞) = 0, então pela hipótese (F ) lim
σ→+∞
f (t) = 0, isto é, ∀ε1 > 0, ∃Tε1 > 0 tal que














∃T > 0 tal que se σ > T , então






E já que, lim
t→+∞

























.(∥ f∥∞ +1)−1. (2.139)
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Dado t > T1 > T > 0, então∥∥∥∥∫ t0 U(t,σ) f (σ) dσ
∥∥∥∥ = ∥∥∥∥∫ T0 U(t,σ) f (σ) dσ +
∫ t
T
U(t,σ) f (σ) dσ
∥∥∥∥
≤
∥∥∥∥∫ T0 U(t,σ) f (σ) dσ
∥∥∥∥+∥∥∥∥∫ tT U(t,σ) f (σ) dσ
∥∥∥∥
(2.140)
Imediatamente, estimaremos cada somando da equação (2.140)
∥∥∥∥∫ T0 U(t,σ) f (σ) dσ


























Acima na terceira desigualdade se utilizou a equação (2.92) do Teorema 2.4. E a quarta linha
é justificada porque σ ≤ T . Imediatamente passamos a estimar o segundo termmo do lado
direito da equação (2.140)
∥∥∥∥∫ tT U(t,σ) f (σ)dσ
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Acima na segunda desigualdade se utilizou o a equação (2.138) , pois σ > T . De (2.141) e
(2.141) em (2.140), temos∥∥∥∥∫ t0 U(t,σ) f (σ) dσ




U(t,σ) f (σ)dσ → 0 quando t →+∞. Portanto, u(t)→ 0 quando t → ∞.
Em seguida mostra-se que as hipótese (P1), (P2), (P3), (P4) implicam que A(∞) é invertí-
vel.
Dado t ∈ [0,+∞)
∥I −A(∞) [A(t)]−1 ∥ = ∥A(t) [A(t)]−1 −A(∞) [A(t)]−1 ∥
≤
∥∥∥A(t) [A(0)]−1 A(0) [A(t)]−1 −A(∞) [A(0)]−1 A(0) [A(t)]−1∥∥∥
=
∥∥∥A(t) [A(0)]−1 −A(∞) [A(0)]−1∥∥∥.∥A(0) [A(t)]−1 ∥
=
∥∥∥[A(t)−A(∞)] [A(0)]−1∥∥∥.∥A(0) [A(t)]−1 ∥
→ 0, quando t →+∞ (2.143)
Já que, lim
t→+∞
∥I −A(∞) [A(t)]−1 ∥= 0, então
∀ε > 0, ∃Tε > 0 tal que se t > Tε →∥I −A(∞) [A(t)]−1 ∥< ε
Tome ε = 1
∃T1 > 0 tal que se, t > T1, então ∥I −A(∞) [A(t)]−1 ∥< 1
Então, I − (I −A(∞) [A(t)]−1), tem inversa contínua se, t > T1. Segue-se que A(∞) [A(t)]−1





















Aqui acima utilizei que se, [A(t)]−1 é invertível e C(t) é invertível, então [A(t)]−1C(t) é
invertível.
Portanto, [A(t)]−1C(t) é a inversa de A(∞), se t > T1.
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Afirmação 2 ∃u(∞) ∈ X independente de x ∈ X , tal que
lim
t→+∞
u(t) = u(∞) (2.145)
u(∞) ∈D, A(∞)u(∞) = f (∞). (2.146)
De fato, seja u(t) a solução do problema de valor inicial (2.90) e definamos
u(∞) := [A(∞)]−1 f (∞)
E definamos também







(t)+A(t)v(t) = f (t)−A(t)u(t)+A(t)v(t)
= f (t)−A(t)(v(t)+u(∞))+A(t)v(t)
= f (t)−A(t)v(t)−A(t)u(∞)+A(t)v(t)
= f (t)−A(t)u(∞) (2.148)
Utilizando a equação (2.147) e a condição inicial da equação (2.90) simultaneamente, obtém-
se
v(0) = u(0)−u(∞) = x−u(∞) (2.149)
E imediatamete definamos,
g(t) := f (t)−A(t)u(∞) (2.150)






Observa-se que g(t) é Hölder contínua em [0,+∞) e também,
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∥g(t)∥ = ∥ f (t)−A(t)u(∞)∥
= ∥ f (t)− f (∞)+ f (∞)−A(t)u(∞)∥
= ∥ f (t)− f (∞)+A(∞).A(∞)−1 f (∞)−A(t).A(∞)−1. f (∞)∥
≤ ∥ f (t)− f (∞)∥+∥ [A(∞)−A(t)]A(∞)−1 f (∞)∥
≤ ∥ f (t)− f (∞)∥+∥ [A(∞)−A(t)] .A(0)−1.A(0).A(∞)−1 f (∞)∥
≤ ∥ f (t)− f (∞)∥+∥ [A(t)−A(∞)] .A(0)−1∥.∥A(0).A(∞)−1 f (∞)∥
→ 0 quando t →+∞ (2.152)
Na última equação é justificada pela equação (2.107) na HIPÓTESE (F ), e a HIPÓTESE (P4).
Portanto, pela primeira parte da prova ∥v(t)∥→ 0 quando t →∞, e daqui u(t)→ u(∞) quando
t → ∞ e a prova de (2.133) e (2.134) está completa.
Finalmente nos dedicaremos a provar (2.110) do Teorema 2.5.
Teorema 2.7. Suponha que {A(t)}t≥0 satisfaça as condições (P1), (P2), (P3) uniformemente
em [0,+∞). Assuma ainda que {A(t)}t≥0 satisfaz (P4) e que f satisfaz (F). Se u é a solução
do problema de valor inicial (2.90) então existe um elemento u(∞) ∈ X, independente de




Demonstração. De fato, para cada t ≥ s > 0 a solução u do problema de valor inicial (2.90)




U(t,s) f (σ) dσ . (2.154)
Pela equação (2.78), tem-se,∥∥∥∥∂U(t,s)∂ t u(s)
∥∥∥∥≤ ∥A(t)U(t,s)∥.∥u(s)∥ ≤ ct − s (2.155)















W (t,σ) f (σ) dσ (2.156)
pode ser feito tão pequeno quanto desejamos, escolhendo s e t > s grandes o suficiente.
Para provar esta afirmação, iremos estimar cada termo no lado direito da equação (2.156)
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separadamente. A fim de estimar o primeiro termo, denotemos
δ (µ) := sup{∥ f (t)− f (s)∥ : µ ≤ s, t < ∞}. (2.157)
Da HIPÓTESE (F ), segue-se que δ (µ)→ 0 quando µ → ∞ e
∥ f (t)− f (s)∥ ≤
√
δ (µ).|t − s|
γ
2 quando µ < s, t < ∞ (2.158)











= St(0) f (t)+
∫ t
s




A(σ)Sσ (t −σ) f (σ)dσ
= f (t)−St(t − s) f (t)−
∫ t
s
A(σ)Sσ (t −σ) f (σ)dσ +St(t − s) f (t).
(2.159)
A primeira linha é justificada pelo Teorema Fundamental do Cálculo para duas variáveis.
Por outro lado, fazendo mudança de variável na integral do meio do lado direito da equação
(2.159). Ou seja, ξ = t −σ , tem-se, dξ = −dσ . E também, se σ = s → ξ = t − s; se
σ = t → ξ = 0
∫ t
s
A(t)St(t −σ) f (t) dσ =
∫ 0
t−s










St(ξ ) f (t) dξ
= St(0) f (t)−St(t − s) f (t)
= g(t)−St(t − s) f (t) (2.160)
A quarta linha é justificada pelo Teorema 1.2, item (d). Agora substituindo a equação (2.160)
em (2.159), obtém-se





Sσ (t −σ) f (σ) dσ =
∫ t
s
A(t)St(t −σ) f (t)dσ −
∫ t
s








[A(t)St(t −σ) f (σ)−A(σ)Sσ (t −σ) f (σ)−A(t)St(t −σ) f (σ)+A(t)St(t −σ) f (t)] dσ
















A(t)St(t −σ) [ f (σ)− f (t)] dσ +St(t − s) f (t).





Sσ (t −σ) f (σ) dσ =
∫ t
s




A(t)St(t −σ) [ f (σ)− f (t)] dσ +St(t − s) f (t).
(2.161)
Agora estimaremos cada um dos três termos do lado direito da equação (2.161) sepa-





[A(t)St(t −σ)−A(σ)Sσ (t −σ)] f (σ)dσ∥ ≤
∫ t
s












2 −1.e−δ (t−σ) dσ .
(2.162)
Na terceira desigualdade, utiliza-se a equação (2.111) do Lema 2.7. Antes de continuar,
utilizaremos duas vezes mudança de variável para calcular a integral em (2.162) e utilizaremos
também a definição da função Gamma.








































2 −1.e−δx dx (2.163)
E agora fazendo outra mudança y = δx tem-se
1
δ
dy = dx. E se, x = 0 → y = 0; e se,




























































Imediatamente, substituindo (2.164) em (2.162) obtém-se∥∥∥∥∫ ts [A(t)St(t −σ)−A(σ)Sσ (t −σ)] f (σ) dσ
∥∥∥∥≤ c2.∥ f∥∞√ρ(µ). (2.165)
Agora estima-se o segundo termo do lado direito da equação (2.161), isto é,
∥∥∥∥∫ ts A(t)St(t −σ) [g(σ)−g(t)] dσ


















2−1.e−δ (t−σ) dσ .
(2.166)
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Na segunda linha, justifica-se pela equação (2.94), pois t −σ > 0, e também pela equação
(2.158), pois µ ≤ σ , t < ∞, 0 < t −σ .














Substituindo a equação (2.167) em (2.166), temos∥∥∥∥∫ ts A(t)St(t −σ) [ f (σ)− f (t)] dσ
∥∥∥∥≤ c4.√δ (µ) (2.168)
E por último, estima-se o tercer termo do lado direito da equação (2.161). Ou seja,
∥St(t − s) f (t)∥ ≤ ∥St(t − s)∥.∥ f (t)∥
≤ c5.e−δ (t−s).∥ f∥∞. (2.169)
A segunda desigualdade acima é justificada pela equação (2.93), pois, t − s > 0. Final-





Sσ (t −σ) f (σ) dσ
∥∥∥∥ ≤ c2.∥ f∥∞.√ρ(µ)+c4√δ (µ)+c5.∥ f∥∞.e−δ (t−s) (2.170)
Agora é o momento de estimar o segundo termo do lado direito da equação (2.156). Note-se





















A(t)St(t − τ) [R(t,s)−R(τ,s)] dτ +St(t − s)R(t − s).
(2.172)
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Estima-se cada um dos termos do lado direito da equação (2.172), isto é,∥∥∥∥∫ ts [A(t)St(t − τ)−A(τ)Sτ(t − τ)]R(τ,s) dτ
































2 −1.(τ − s)
α






































Na segunda linha acima, utiliza-se a equação (2.111) do Lema 2.7 e também a equação
(2.103). E a penúltima linha é justificada pelo Lema A.2. Resumindo o análise acima,
obtém-se∥∥∥∥∫ ts [A(t)St(t − τ)−A(τ)Sτ(t − τ)]R(τ,s) dτ
∥∥∥∥≤ c9√ρ(µ).(t − s)α−1.e−ϑ(t−s). (2.173)
Agora procedemos a estimar o segundo termo do lado direito da equação (2.172), isto é∥∥∥∥∫ ts A(t)St(t − τ) [R(t,s)−R(τ,s)] dτ
































Γ(β ).Γ(α2 −β )






Na segunda linha acima, utiliza-se a equação (2.94) e também a equação (2.126). A penúltima
linha é justificada pelo Lema A.2, pois 0 < β <
α
2
. Resumindo a análise acima, obtém-se
∥∥∥∥∫ ts A(t)St(t − τ) [R(t,s)−R(τ,s)] dτ
∥∥∥∥ ≤ c13√ρ(µ).(t − s)α2 −1.e−ϑ(t−s). (2.174)
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Seguidamente, procedemos a estimar o terceiro termo do lado direito da equação (2.172),
isto é,











Na segunda linha acima, justifica-se com a equação (2.93), pois t − s ≥ 0, e pela equação
(2.103)
Faltando pouco para terminar a prova, estima-se a equação (2.172), com ajuda das estimativas
(2.173), (2.174), (2.175), isto é,∥∥∥∥∂W (t,s)∂ t














Portanto, estimamos a equação (2.171), isto é,
∥∥∥∥∫ ts ∂W (t,σ)∂ t g(σ) dσ

















































Na segunda desigualdade acima justifica-se pela equação (2.176). E na penúltima equação
justifica-se utilizando a equação (2.164) da afirmação 1. Enfim resumindo a equação acima,
tem-se ∥∥∥∥∫ ts ∂W (t,σ)∂ t g(σ) dσ
∥∥∥∥ ≤ c19.∥g∥∞.√ρ(µ). (2.177)
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Finalmente, combinando as equações (2.170) e (2.177) e notando que ρ(µ)→ 0 e δ (µ)→ 0
quando µ → ∞ produz que para qualquer ε > 0 existe um µ tal que se t > s ≥ µ∥∥∥∥ ∂∂ t
∫ t
s
U(t,σ) f (σ) dσ
∥∥∥∥< ε + c.∥ f∥∞e−δ (t−s) (2.178)
o que conclui a prova do Teorema 2.7.

Capítulo 3
Equação de Reação-Difusão em
Domínios não Cilíndricos
O objetivo deste capítulo é determinar, como em [32] as condições necessárias para garantir
a existência, a unicidade e analisar o comportamento assintótico da solução de uma classe
de equações lineares de reação-difusão em domínios dependendo do tempo, que envolve
condição de contorno tipo Neumann. Mais precisamente, vamos a estudar o seguinte
problema
{
du/dt +∇u ·V +udivV −∆u+ γu = f , em ∪t>0 Ωt ×{t},
∂u/∂νt = 0, sobre ∪t>0 ∂Ωt ×{t},
onde γ > 0 e νt denota o campo vetorial normal unitário para ∂Ωt .
Antes de iniciar o estudo de nosso problema, vamos extrapolar a técnica utilizada por Hiroki
Tanabe e Pavel E. Sobolevskii em [32].
3.1 Existência, unicidade e comportamento da solução quando
t → ∞ no sentido da derivada material
Esta seção será dedicada a estudar a existência, a unicidade e comportamento assintótico de
problemas abstratos de Cauchy sobre espaços de evolução da forma{
∂
•
t u(t)+A(t)u(t) = f (t), t > 0,
u(0) = u0 ∈ X0.
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onde ∂ •t denota a derivada material de u.
Introdução
Assuma que o processo físico ocorra em algum domínio espacial Ωt do espaço físico, o qual
se move com o tempo na velocidade v(x, t). Se, u(x, t) é uma quantidade escalar relevante
associado ao processo, e Wt é um subdomínio arbitrário de Ωt , então pelo Teorema de




















f (x, t) dx−
∫
∂Wt
j(x, t) dx, (3.1)
onde f representa a taxa de produção/consumo de u por unidade de volume em Wt , e j é o
campo vetorial do fluido de u através da fronteira ∂Wt . Assumindo o fluido de u um fluido















f (x, t) dx. (3.2)
Desde que Wt ⊂ Ωt é arbitrário, u satisfaz a equação de balanço (3.1) em Ωt , se, e somente







− k∆xu(x, t) = f (x, t), x ∈ Ωt , t > 0. (3.3)
Assumindo alguma regularidade espacial sobre u, (3.3) é equivalente a
∂
•
t u(x, t)+u(x, t)divx v(x, t)− k∆xu(x, t) = f (x, t), x ∈ Ωt , t > 0, (3.4)
onde ∂ •t u(x, t) :=
∂u
∂ t
(x, t)+ divx u(x, t) · v(x, t) denota a derivada material de u, ver Paolo
Cermelli and Eliot Fried and Morton E. Gurtin [7]. Observe que esta derivada tempo toma
em conta o movimento de domínios espaciais e introduz o termo adveção divx u(x, t) · v(x, t)
correspondente ao movimento elementar do volume com o fluido v(x, t), o qual coincide
com a derivada do tempo regular no caso de domíno fixado-tempo isto é, no caso v ≡ 0.
Em adição para (3.4), o comportamento de u sobre a fronteira de Ωt tem sido especificado
bem como sua distribuição inicial u(·,0) sobre Ω0.
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Isso nos leva naturalmente ao estudo de problemas abstratos de Cauchy sobre espaços de
evolução da forma {
∂
•
t u(t)+A(t)u(t) = f (t), t > 0,
u(0) = u0 ∈ X0.
(3.5)
Muitos fenômenos do mundo real têm seu domínio físico mudando com o tempo [23].
Formação de padrões sobre superfícies em evolução, interfaces de transporte de fluidos
ou separação de fases sobre superfícies de disolução (problemas de contorno livre) são
exemplos muito representativos. Em algum desses problemas o movimento de partículas
ou subdomínios ocorre de acordo com um campo de velocidade desconhecido, sendo na
verdade uma das principais incógnitas do problema.
No entanto, neste trabalho, assumimos alguma situação intermediária na qual o movi-
mento é prescrito por um determinado campo vetorial. Como a distribuição inicial u0 mora
em um espaço de estado inicial X0 e, posteriormente, os estados u(t) moram em diferentes
espaços de estados Xt , uma estrutura especial deve ser considerada para dar algum significado
à equação (3.5).
Introduzimos um cenário funcional abstrato derivado de [4],[3], baseado em uma for-
mulação Lagrangiana, onde os espaços em evolução Xt são parametrizados sobre o espaço
inicial X0 (ver Definição 3.1). Com essa ferramenta, consideramos a boa-colocação global de
classes específicas de (3.5) de uma maneira muito intrínseca e unificada, incluindo equações
de evolução padrão que pode ser vista (com espaços não evolutivos) como um caso particular.
Para grandes escalas de tempo, assumindo que Xt → X∞ quando t → ∞ (em um sentido a ser
especificado), também consideramos a convergência de u(t) para a solução de um problema
estacionário adequado.
3.1.1 Cenário geral da derivada material
Denotemos por X = {(Xt ,∥ · ∥Xt )}t∈J uma família de espaços de Banach sobre o mesmo
corpo K (K= R ou K= C), onde J ⊂ R+ é um intervalo contendo 0R. E lembrando noções
da subseção 1.4 do capítulo 1. Ou seja, para X,Y ∈ X
Lis(X,Y) := {L ∈ L(X,Y) : L é bijetivo}
Definição 3.1. Dada uma família Φ = {φt}t∈J ⊂
⋃
s∈J
Lis(X0,Xs), dizemos que o par (X ,Φ)
é compatível se,
i) φt ∈ Lis(X0,Xt), para todo t ∈ J;
ii) φ0 = IX0 , o operador identidade sobre X0;
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onde φ−t representa o inverso de φt .
Chamamos X0 como o espaço referência.
Lema 3.1. Se o par (X ,Φ) é compatível, temos a equivalência de normas
1
c
∥u∥X0 ≤ ∥φtu∥Xt ≤ c∥u∥X0 , para todo t ∈ J. (3.7)
Demonstração. De fato, dado u ∈ X0 e dado t ∈ J. Como (X ,Φ) é compatível, então
• φt ∈ L(X0,Xt),
• φ0 = I, operador identidade em X0,
• existe c > 0 tal que sup
t∈J
{∥φt∥L(X0,Xt), ∥φ−t∥L(Xt ,X0)} ≤ c
Daqui, ∥u∥X0 = ∥φ−t ◦ φtu∥X0 ≤ ∥φ−t∥L(Xt ,X0)∥φtu∥Xt ≤ c∥φtu∥Xt ≤ ∥φt∥L(X0,Xt)∥u∥X0 ≤
c2∥u∥X0
Portanto, existe uma constante positiva c satisfazendo
1
c
∥u∥X0 ≤ ∥φtu∥Xt ≤ c∥u∥X0, para todo, t ∈ J.
Exemplo 3.1. Seja (X, ∥ · ∥X) um espaço de Banach e {∥ · ∥t}t∈J uma família de normas
em X satisfazendo c1∥ · ∥X ≤ ∥ · ∥t ≤ c2∥ · ∥X, para algumas constantes positivas c1, c2
independente de t. Para t ∈ J define Xt :=X munido com a norma ∥ ·∥t e φt := I o operador
identidade sobre X. É claro que o par(X ,Φ) é compatível.
Exemplo 3.2. Seja {Ωt}t∈J ⊂ 2R
n
uma familia de domínios limitados de Rn. Suponha que
os domínios Ωt evoluam de Ω0 prescritos pelo movimento da sua fronteira sobre o intervalo
de tempo J, i.e. um ponto arbitrário x ∈ Ω0 evolui ao longo da curva J ∋ t 7→ ζ (t;x) ∈ Ωt
solução de um sistema autônomo de EDO
d
dt
ζ (t;x) = v(ζ (t;x)), t ∈ J, t ̸= 0
ζ (0;x) = x,
(3.8)
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para algum campo de velocidade suave dado v : Rn → Rn. Além disso, para cada x ∈ Ω0
asuma a existência da única solução ζ (·;x) : J → Rn para (3.8)
Para t ∈ J, temos a aplicação deformação
ψt : Rn → Rn, ψt(x) := ζ (t;x),
o qual é um C∞−difeomorfismo que satisfaz a propriedade de grupo ψ0 = I e ψt+s = ψt ◦ψs
para todo t,s ∈ J. Em particular ψ−t = ψ−1t , a inversa de ψt . A referência domínio Ω0 é
deformado nos domínios
Ωt := ψt(Ω0), t ∈ J,
e as fronteiras também satisfaz em ∂Ωt = ψt(∂Ω0).
Se Dψt denota a matriz Jacobiana de ψt , seja Jt(_) := |detDψt(_)|. Para p∈ [1,∞) , t ∈ J




















e φt : X0 → Xt por φtu := u◦ψ−t .
Segue imediatamente do Teorema da Mudança de Variável que o par (X ,Φ) é compatível e
φt é uma isometria linear de X0 para Xt , para todo t ∈ J.
Afirmação 1.- φt é uma isometria de X0 a Xt , para todo t ∈ J








































|u(x)|p dx = ∥u∥pX0 . (3.9)
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Na primeira igualdade, utiliza-se a definição da norma ∥ · ∥Xt . Na segunda igualdade, usa-se
a definição de φt . E na terceira igualdade, utiliza-se o Teorema da Mudança de Variável. E
na sexta igualdade utiliza-se o Teorema da Função Inversa. Portanto, φt é uma isometria de
X0 a Xt , para todo t ∈ J.
Afirmação 2.- (X ,Φ) é compatível
• φt ∈ Lis(X0,Xt), para todo t ∈ J
De fato, dado t ∈ J, pela afirmação 1, φt ∈ L(X0,Xt). E devido ao fato do o operador
φ−t ser o inverso do operador φt , definido por φ−tu := u◦ψt ,então φt ∈ L(X0,Xt) e
além disso, φt é bijetora.
• φ0 = I, o operador identidade sobre X0.
De fato, dado u ∈ X0
φ0(u) = u◦ψ−0 = u◦ψ0 = u◦ I = u







De fato, pela afirmação 1, ∥φtu∥Xt = ∥u∥X0 . Ou seja, ∥φt∥L(Xt ,X0) = 1, para todo t ∈ J.
Portanto, (X ,Φ) é compatível.
Exemplo 3.3. Seja X um espaço de Banach. Para t ∈ J seja Xt := X e φt := I o operador
identidade sobre X. Então, (X ,Φ) é compatível. Neste caso dizemos que o par (X ,Φ) é
trivialmente compatível.
Apesar de sua simplicidade, o Exemplo 3.3 nos permite incorporar um espaço fixo de
Banach nessa abordagem Lagrangiana e recuperar todas as estruturas bem estabelecidas para
um espaço de Banach "estacionário"desse cenário "evolutivo".
Nesse espírito, agora definimos espaços funcionais apropriados, adequados para lidar com
funções dependentes do tempo nos espaços em evolução, bem como uma noção adequada da
derivada.
3.1 Existência, unicidade e comportamento da solução quando t → ∞ no sentido da derivada
material 73
Definição 3.2. Seja (X ,Φ) um par compatível. Defina-se os espaçõs vetoriais
C(J;X ,Φ) := {u : J →∪s∈JXs : u(t) ∈ Xt , ∀ t ∈ J e φ−(·)u(·) ∈ C(J;X0)}
C1(J;X ,Φ) := {u : J →∪s∈JXs : u(t) ∈ Xt , ∀ t ∈ J e φ−(·)u(·) ∈ C1(J;X0)}
onde






Definição 3.3 (A. Alphonse, C.M. Elliott & B. Stinner [4], 2015). Seja u ∈ C1(J;X ,Φ).
A derivada material de u é definido como
∂
•










Observação 3.1. Para u ∈ C1(J;X ,Φ),
∂
•
t u(t) = 0 ⇐⇒ u(t) = φtx para algum x ∈ X0.
Observação 3.2. Se (X ,Φ) é trivialmente compatível, então




Exemplo 3.4. Suponha que {ψt}t∈J e {φt}t∈J são as famílias dadas no Exemplo 3.2, e
suponha que u : J×Rn → R é uma função suave.













































































Na primeira linha, utilizamos a definição de φt . E na segunda linha utilizamos a definição de
φ−t e, além disso, a notação u(t)(x) := u(t,x). E na terceira linha utilizamos a regra da cadeia.
74 Equação de Reação-Difusão em Domínios não Cilíndricos
E na última linha, utilizamos a definição de ψt e, além disso, a EDO (3.8) respectivamente, o
qual coincide com a derivada material usual de u da mecânica contínua
Processo de evolução sobre o espaço dependente do tempo
Definição 3.4. Denote por ∆ := {(t,s) ∈ J × J : t ≥ s}. Um processo sobre X é uma




i) S(t,s) ∈ C(Xs,Xt), para todo (t,s) ∈ ∆
ii) S(t, t) = I, o operador identidade sobre Xt , para todo t ∈ J
iii) S(t,s) = S(t,τ)◦S(τ,s), para todo t ≥ τ ≥ s ∈ J
Além disso, dizemos que {S(t,s) : (t,s) ∈ ∆} é contínua, se a aplicação
∆×X0 ∋ ((t,s),x) 7→ φ−tS(t,s)φsx ∈ X0 (3.12)
é uma aplicação contínua.
No caso particular, S(t,s) ∈ L(Xs,Xt), para todo (t,s) ∈ ∆ nos referimos a
{S(t,s) : (t,s) ∈ ∆} como um processo linear sobre X .
Um tratamento geral para processos em espaços dependentes do tempo pode ser desen-
volvido, mesmo que os espaços em evolução não sejam relacionados [10]
Neste caso (X ,Φ) é trivialmente compatível, Definição 3.4 é a noção padrão de um
processo [6]
Exemplo 3.5. Sendo S(t,s) : Xs → Xt por S(t,s) := φt ◦φ−s para cada t,s ∈ J pode-se ver
diretamente de
S(t,τ)◦S(τ,s) = φt ◦φ−τ ◦φτ ◦φ−s = S(t,s) (3.13)
que a família {S(t,s) : (t,s) ∈ ∆} é um processo linear sobre X .
Exemplo 3.6. Assuma que X é uma família ordenada (crescendo) no sentido: s < t ⇒
Xs ⊂ Xt [22] e [30]. Dizemos que um processo {S(t,s) : (t,s) ∈ ∆} sobre X é um
processo autônomo se a restrição S(t,s)|X0 = S(t−s,0) para todo (t,s)∈ ∆, isto é, a evolução
depende apenas do tempo decorrido. A família de operadores {T (t) : t ∈ R+} dado por
T (t) := S(t,0), t ≥ 0, satisfaz:
i) T (t) ∈ C(X0,Xt), para todo t ∈ J
ii) T (0) = I, é o operador identidade sobre X0
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iii) T (t + s) = T (t)◦T (s), para todo t,s ∈ J
Além disso, asumimos que {S(t,s) : (t,s) ∈ ∆} é contínua,
então a aplicação J×X0 ∋ (t,x) 7→ φ−tT (t)x ∈ X0 é também contínua.
Rigorosamente falando, o operador S(t,s) toma cada estado xs no espaço de estado inicial
Xs e evolui ao estado S(t,s)xs no espaço de estado final Xt . Esta é a relação entre processos
e equações de evolução em X .
3.1.2 Existência, unicidade e comportamento da solução
quando t → ∞
Considere o problema de Cauchy abstrato sobre X{
∂
•
t u(t)+A(t)u(t) = f (t), t ∈ J, t ̸= 0
u(0) = u0, u0 ∈ X0
(3.14)
onde A(t) : dom(A(t))⊂ Xt → Xt é um operador linear e f ∈ C(J,X ,Φ).
Definição 3.5 (Solução Clássica). Dado u0 ∈ X0. Uma solução clássica do problema de
Cauchy (3.14) é uma função u∈ C(J,X ,Φ)∩C1(J\{0};X ,Φ), satisfazendo que u(0) = u0,
u(t) ∈ dom(A(t)), para todo t ∈ J, t ̸= 0, e a equação (3.14) se cumpre em Xt para cada
t ∈ J, t ̸= 0.
Observação 3.3. Se (X ,Φ) é um par trivialmente compatível, Definição 3.5 é a definição




(t)+A(t)u(t) = f (t), t ∈ J, t ̸= 0
u(0) = u0, u0 ∈ X
(3.15)
A seguinte proposição da nossa correspondência entre equação de evolução sobre espaço
dependente do tempo e equações de evolução sobre um espaço fixo.
Proposição 3.1 (Silva, R.P. & Mamani, S.M.Q.). Se u ∈ C(J;X ,Φ)∩C1(J \{0};X ,Φ) é
uma solução clássica de (3.14), então v(·) := φ−(·)u(·) ∈ C(J;X0)∩C1(J \{0};X0) é uma
solução clássica do problema de Cauchy padrão
dv(t)
dt
+B(t)v(t) = g(t), t ∈ J, t ̸= 0
v(0) = u0, u0 ∈ X0
(3.16)
76 Equação de Reação-Difusão em Domínios não Cilíndricos





) e g(t) := φ−t( f (t)).
Reciprocamente, se v ∈ C(J;X0)∩ C1(J \ {0};X0) é uma solução clássica do problema
de Cauchy (3.16), então u(·) := φ(·)v(·) ∈ C(J;X ,Φ)∩C1(J \ {0};X ,Φ) é uma solução
clássica de (3.14) com A(t) := φt ◦B(t)◦φ−t
∣∣∣
dom(A(t))
e f (t) := φt(g(t)).
Demonstração. (⇒) Como u ∈ C(J;X ,Φ)∩C1(J \ {0};X ,Φ) então, pela definição de
C(J;X ,Φ) e C1(J \{0};X ,Φ), obtém-se imediatamente que
φ−(·)u(·) ∈ C(J;X0)∩C1(J \{0};X0).
• v(t) ∈ dom(B(t)).



















• v(0) = u0.















































































Na primeira igualdade acima, justifica-se pela definição de v(·) e também da definição
do operador B(t). E a quinta igualdade apenas estamos utilizando a definição da
derivada material. E na sexta igualdade é justificado, devido a que u satisfaz (3.14). E
a última igualdade justifica-se imediatamente pela definição de g(t).
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(⇐) Como v ∈ C(J;X0)∩C1(J \{0};X0). Ou seja, φ−(·)φ(·)v(·)∈ C(J;X0)∩C1(J \{0};X0),
então pela definição de C(J;X ,Φ) e C1(J \ {0};X ,Φ), obtém-se imediatamente que
φ(·)v(·) ∈ C(J;X ,Φ)∩C1(J \{0};X ,Φ).
• u(t) ∈ dom(A(t))



















• u(0) = u0













= v(0) = u0.























































= f (t). (3.18)
Na primeira igualdade acima, justifica-se pela definição da derivada material e também
devido à definição do operador A(t). Na segunda igualdade apenas estamos utilizando
a definição de u(t). E a quinta igualdade é justificada devido a que v satisfaz (3.16). A
última igualdade justifica-se imediatamente pela definição de g(t).
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Lema 3.2 (Silva, R.P. & Mamani, S.M.Q.). Seja (X ,Φ) compátivel e A = {A(t)}t∈J uma





) é um operador setorial em X0 para
todo t ∈ J.
Demonstração. HIPÓTESE: A família A = {A(t)}t∈J é setorial em X , i.e. A(t) é um
operador setorial em Xt para todo t ∈ J.
Mais precisamente, para cada t ∈ J, A(t) é um operador linear fechado, densamente definido
tal que, para algum ω em (0,π/2) e algum M ≥ 1 e real a, o setor
Σa,ω = {λ ∈ C : ω ≤ |arg(λ −a)| ≤ π, λ ̸= a}
está contido no conjunto resolvente de A(t) e
∥∥(λ −A(t))−1∥∥≤ M
|λ −a|




é um operador setorial em X0 para todo t ∈ J.
Primeiro começaremos provando a seguinte afirmação:














E já que, φ−t é um homeomorfismo e dom(A(t)) ⊂ Xt , então pelo Teorema 7.1, James R.
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Agora provaremos que a conjugação de um operador setorial é um operador setorial.
De fato, dado t ∈ J.





e ∥∥∥∥(λ −φ−t ◦A(t)◦φt)−1∥∥∥∥≤ M/|λ −a| para todo λ ∈ Σa,ω .
Tome λ ∈ Σa,ω∥∥∥∥(λ − φ−t ◦A(t)◦φt)−1∥∥∥∥ = ∥∥∥∥(λ IX0 − φ−t ◦A(t)◦φt)−1∥∥∥∥
=
∥∥∥∥(φ−t ◦λ IXt ◦φt − φ−t ◦A(t)◦φt)−1∥∥∥∥
=
∥∥∥∥(φ−t ◦ [λ IXt − A(t)]◦φt)−1∥∥∥∥
=
∥∥∥φ−t ◦ (λ IXt − A(t))−1 ◦φt∥∥∥ . (3.21)
Como pela hipótese Σa,ω ⊂ ρ(A(t)) e o par (X ,Φ) é compatível e além disso λ ∈ Σa,ω ,
então pela equação (3.21) (λ −φ−t ◦A(t)◦φt)−1 é um operador linear limitado em X0 e
∥∥∥∥(λ − φ−t ◦A(t)◦φt)−1∥∥∥∥
L(X0)
≤ ∥φ−t∥L(Xt ,X0)




Portanto, φ−t ◦A(t) ◦ φt é um operador linear fechado, densamente definido tal que, para
algum ω em (0,π/2) e algum M1 = c2M ≥ 1 e real a, o setor
Σa,ω = {λ ∈ C : ω ≤ |arg(λ −a)| ≤ π, λ ̸= a}
está no conjunto resolvente de φ−t ◦A(t)◦φt e∥∥∥∥(λ − φ−t ◦A(t)◦φt)−1∥∥∥∥≤ M1|λ −a| , para todo λ ∈ Σa,ω .
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Existência, unicidade
Lembrando que X = {(Xt ,∥.∥Xt )}t∈J é uma família de espaços de Banach real ou complexo.
E lembrando também que a família Φ = {φt}t∈J ⊂
⋃
s∈J
Lis(X0,Xs). Seja o par (X ,Φ)
compatível.
Assumimos que J = [0,T ] para algum T fixo. A seguir, estamos preocupados com a
existência e unicidade da solução do problema de Cauchy abstrato sobre X .{
∂
•
t u(t)+A(t)u(t) = f (t), t ∈ J, t ̸= 0
u(0) = u0, u0 ∈ X0
(3.23)
onde A(t) : dom(A(t))⊂ Xt → Xt é um operador linear e f ∈ C(J,X ,Φ).
Enunciaremos os seguintes condições inspiradas na técnica utilizada por Hiroki Tanabe
[39], e as noções de derivada material dadas por A. Alphonse, C.M. Elliott e B. Stinner [4].
Além disso, com a experiência que tivemos em demonstrar a Proposição 3.1 e o Lema 3.2 ,





A família A = {A(t)}t∈J é setorial em X , i.e. A(t) é um operador setorial
em Xt para todo t ∈ J.
Mais precisamente, para cada t ∈ J, A(t) é um operador linear fechado, densamente definido
tal que, para algum ω em (0,π/2) e algum M ≥ 1 e real a, o setor
Σa,ω = {λ ∈ C : ω ≤ |arg(λ −a)| ≤ π, λ ̸= a} (3.24)











=D de B(t) é independente de t, e, conse-
quentemente, B(t)◦B(τ)−1 sendo um operador limitado, é uma função Hölder contínua de t
na norma de L(X0). Em outras palavras, existem números positivos α ≤ 1 e k tais que
∥∥[B(t)−B(s)]◦B(τ)−1∥∥L(X0) ≤ k|t − s|α (3.26)
é satisfeito para t,s,τ ∈ J.
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elemento arbitrário de X0 e uma função arbitrária f : [0,∞)→∪s∈JXs que satisfaz f (t)∈Xt ,
para todo t ∈ J, e além disso φ−(·) f (·) é Hölder contínua em s, t ∈ J, i.e.
∥φ−t f (t)−φ−s f (s)∥X0 ≤ c|t − s|
ρ , c > 0, 0 < ρ ≤ 1. (3.27)
Então a função u definida por u(t) = φtv(t) é a solução única de (3.23), onde v é solução
de (3.16).
Demonstração. Como o par (X ,Φ) é compatível, então pelo problema de Cauchy abstrato
sobre X , no sentido da derivada material obtém-se
φ−t [∂
•


















φ−tu(t) = φ−t f (t) (3.30)
Agora definamos, v(t) := φ−tu(t), B(t) := φ−tA(t)φt e g(t) := φ−t f (t)
Assim, pela Proposição 3.1, basta provar a existência e unicidade do problema de Cauchy
padrão {
dv(t)/dt +B(t)v(t) = g(t), t ∈ J, t ̸= 0
v(0) = u0, u0 ∈ X0
(3.31)
Como u0 é um elemento arbitrário de X0 e pela hipótese do Teorema g é uma função





, {A(t)}t∈J é setorial em X , então pelo Lema 3.2, B(t) é um
operador setorial em X0 para todo t ∈ J.








=D de B(t) é independente de t, e
o operador B(t)B(τ)−1 é Hölder contínua em t na topologia uniforme dos operadores
para cada fixo τ i.e.,
∥B(t)B(τ)−1 −B(s)B(τ)−1∥ ≤ k|t − s|α , k > 0 0 < α ≤ 1. (3.32)
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é a única solução de (3.31), onde UB(t,s) é a solução fundamental da equação homogênea
associada ao problema de Cauchy padrão (3.31).
Portanto, como v ∈ C(J;X0)∩C1(J \ {0};X0) é uma solução clássica do problema de
Cauchy padrão (3.31), então pela Proposição 3.1
u(t) := φtv(t) ∈ C(J;X ,Φ)∩C(J \{0};X ,Φ) (3.34)
é uma solução clássica do problema de Cauchy (3.23) (no sentido da derivada material).
Comportamento da solução quando t → ∞
Assumimos que J = [0,∞). A seguir, estamos preocupados com o comportamento quando







devem ser satisfeitas uniformemente em J.





Existe um espaço de Banach X∞ e um isomorfismo linear φ∞ ∈Lis(X0,X∞)
tal que
Xt −→ X∞ no seguinte sentido (3.35)
Para cada x∞ ∈X∞ existe uma sequência (ou rede) {xt}t∈J , tal que lim
t→∞
∥xt −φt ◦φ−∞x∞∥Xt =
0 (⇔ lim
t→∞









e existe um operador fechado A(∞), tendo D∞ = φ∞(D) como seu domínio, tal que
lim
t→∞
∥∥∥[B(t) − φ−∞ ◦A(∞)◦φ∞]◦A(0)−1∥∥∥
L(X0)
= 0. (3.37)






A função f : [0,+∞)−→∪s∈JXs satisfaz que f (t) ∈ Xt , para todo t ∈ J,
e além disso, φ−t f (t) é Hölder contínua uniformemente em t ∈ J, isto é, existem c > 0 e
0 < ρ ≤ 1 tal que, para todo t,s ∈ J, temos
∥φ−t f (t)−φ−s f (s)∥X0 ≤ c|t − s|
ρ , (3.38)
e também existe um elemento f (∞) de X∞ tal que
∥φ−t f (t)−φ−∞ f (∞)∥X0 −→ 0 quando t → ∞. (3.39)





















. Se u(t) é a solução clássica do problema de Cauchy (3.23) (no sentido da derivada
material), então existe um elemento u(∞) ∈ X∞, independente de x ∈ X0, tal que
∥φ−tu(t)−φ−∞u(∞)∥X0 −→ 0 quando t → ∞, (3.40)
u(∞) ∈ dom(A(t)), A(∞)u(∞) = f (∞), (3.41)
∥∂ •t u(t)∥Xt −→ 0 quando t → ∞ (3.42)
e
∥φ−tA(t)u(t)−φ−∞A(∞)u(∞)∥X0 −→ 0 quando t → ∞. (3.43)
Demonstração. Como u(t) é a solução clássica do problema de Cauchy (3.23) (no sentido
da derivada material), então pela Proposição 3.1
v(·) := φ−(·)u(·) ∈ C(J;X0)∩C1(J \{0};X0) (3.44)
é uma solução clássica do problema de Cauchy padrão{
dv(t)/dt +B(t)v(t) = g(t), t ∈ J, t ̸= 0
v(0) = u0, u0 ∈ X0
(3.45)





, {A(t)}t∈J é setorial em X , então pelo Lema 3.2, B(t) é um
operador setorial em X0 para todo t ∈ J.









=D de B(t) é independente de t, e o
operador B(t)◦B(τ)−1 é Hölder contínua em t na topologia uniforme dos operadores









, B(t) ◦B(s)−1 é uniformemente limitado e existe um
operador fechado
B(∞) := φ−∞ ◦A(∞)◦φ∞ (3.47)














a função g : [0,∞)→ X0 é Hölder contínua uniforme-
mente em t ∈ J, isto é, existe c > 0 e 0 < ρ ≤ 1 tal que, para todo t,s ∈ J, temos
∥g(t)−g(s)∥X0 ≤ c|t − s|
ρ , (3.49)
e também existe um elemento g(∞) := φ−∞ f (∞) de X0 tal que
∥g(t)−g(∞)∥X0 −→ 0 t → ∞. (3.50)
Então, pelo Teorema 2.5( Hiroki Tanabe [41], 1961), existe um elemento v(∞) ∈ X0, inde-
pendente de x ∈ X0, tal que
∥v(t)− v(∞)∥X0 −→ 0 quando t → ∞, (3.51)
v(∞) ∈ D, B(∞)v(∞) = g(∞), (3.52)
∥dv(t)/dt∥X0 −→ 0 quando t → ∞ (3.53)
e
∥B(t)v(t)−B(∞)v(∞)∥X0 −→ 0 quando t → ∞. (3.54)
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Definamos u(∞) := φ∞v(∞), daqui v(∞) = φ−∞u(∞). E da equação (3.52), hipótese (P
φ
4 ),
e da equação (3.47), obtemos
u(∞) := φ∞v(∞) ∈ φ∞(D) =D∞ = domA(t) (3.55)
e
B(∞)v(∞) = g(∞)
[φ−∞A(∞)φ∞]φ−∞u(∞) = φ−∞ f (∞)
φ−∞A(∞)u(∞) = φ−∞ f (∞)
A(∞)u(∞) = f (∞). (3.56)


















−→ 0 quando t →∞.
(3.57)
Portanto, existe um elemento u(∞) ∈ X∞ independente de x ∈ X0, tal que
∥φ−tu(t)−φ−∞u(∞)∥X0 −→ 0 quando t → ∞, (3.58)
u(∞) ∈ dom(A(t)), A(∞)u(∞) = f (∞), (3.59)
∥∂ •t u(t)∥Xt −→ 0 quando t → ∞ (3.60)
e
∥φ−tA(t)u(t)−φ−∞A(∞)u(∞)∥X0 −→ 0 quando t → ∞. (3.61)
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3.2 Equação linear de reação-difusão em domínios
não cilíndricos
Vamos considerar o comportamento assintótico da solução do sistema de reação-difusão
colocada no domínio dependente do tempo
{
du/dt +∇u ·V +udivV −∆u+ γu = f , em ∪t>0 Ωt ×{t},
∂u/∂νt = 0, sobre ∪t>0 ∂Ωt ×{t},
Seja Ω0 um domínio suave em Rm+n. Assuma-se que Ω0 = ΩX×ΩY, onde ΩX e ΩY são
domínios suaves em Rm e Rn respectivamente. Assuma-se que ΩY é simplesmente conexo.
Como sempre, denotemos por (x,y) ∈ ΩX×ΩY um ponto arbitrário de Ω0.
Defina
V : Ω0 ×R −→ Rm ×Rn







onde a função ς : R→ (0,∞) é uma função não-crescente de classe C∞ satisfazendo:
i. ς(0) = ς0 onde ς0 é uma constante não nula.
ii. ς(t)→ ς0 quando t → ∞
iii. ς̇(t) = o(ς(t)) quando t → ∞, i.e. ς̇(t)/ς(t)→ 0 quando t → ∞.
(3.62)
Exemplos que podem dar uma ideia desta função são:
ς(t) = ς0 ; ς(t) = ς0 + e−t
1
2 ; ς(t) = ς0 +
1
t +1
Portanto, dado (x,y) ∈ Ω0, o sistema
d
dt
X(t) = V (X(t), t),
X(0) = (x,y)
(3.63)
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= V (X(t) , t) . (3.64)
Agora, defina-se Ωt := ΩX× ς(t)ΩY, e vamos considerar o comportamento assintótico
da solução do sistema de reação-difusão colocada no domínio dependente do tempo.
{ [













/∂νt = 0, sobre ∪t>0 ∂Ωt ×{t},
(3.65)
onde νt denota o campo vetorial normal unitário para ∂Ωt e γ > 0.
Para capturar o comportamento limitante da solução, enfatizamos o fato de que a família
de domínio Ωt se desintegre em um subconjunto de dimensões mais baixas quando t → ∞.
Para t > 0, seja µt a completação da medida produto µm ×
µn
ς(t)n
em Rm ×Rn, onde µN
denota a medida de Lebesgue em RN , onde N = m,n.












ψt : Ω0 −→ Ωt
(x,y) 7−→ (x,ς(t)y)
é claramente bijetora cuja inversa é
ψ−t : Ωt −→ Ω0
(x̃, ỹ) 7−→ ψ−t(x̃, ỹ) := (x̃,ς(t)−1ỹ).
Então, o operador linear
φt : L2(Ω0) −→ Xt
u 7−→ φtu := u◦ψ−t
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é um isomorfismo cujo operador inverso φ−t : Xt −→ L2(Ω0) é dado por φ−tu := u ◦ψt .
Portanto, denotando por X0 o espaço de Lebesgue L2(Ω0) segue diretamente do Teorema da

























Acima, na primeira igualdade, utiliza-se a definição da norma ∥ · ∥Xt . Na segunda igualdade,
usa-se a definição de φt . E na quarta igualdade, utiliza-se o Teorema da Mudança de Variável.
Portanto, φt é uma isometria de X0 a Xt , para todo t ∈ J.
Além disso, u ∈ H1(Ω0) se, e somente se, φtu ∈ H1(Ωt) e os gradientes são relacionados por
∇(φtu)(·) = Dψ−t(·)∗∇u(ψ−t(·)), q.s. em Ωt , (3.68)
onde ∗ denota a matriz adjunta, isto é,
∇(φtu)(x,y) =
(
∇xu(x, ς(t)−1y), ς(t)−1∇yu(x, ς(t)−1y)
)
, para q.s. (x,y) ∈ Ωt .
(3.69)
Condições de Contorno: Para w ∈ ∂Ωt , seja z = ψ−tw ∈ ∂Ω0. Então, Dψ−t(w) é um
isomorfismo em Rm ×Rn que transforma o plano tangente Tw(∂Ωt) no plano tangente
Tz(∂Ω0). Além disso, se ν(w) é um vetor normal exterior a ∂Ωt em w então
η(z) := Dψt(z)∗ν(w), (3.70)
é um vetor nomal exterior a ∂Ω0 em z.
De fato,
Dψt : Rm ×Rn −→ Rm ×Rn
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E como ⟨· , ·⟩Rm+n é o produto interno no espaço Euclideano Rm+n, e [Dψt ]∗ representa a
transposta da matriz gradiente de ψt , então〈(
Dψt
)∗ ·ν(ω) , θz〉
Rm+n
= 0 (3.72)











Definindo a variável sendo v := φ−tu, iniciamos a mudança de variável da equação de reação-
difusão (3.65) para uma equação equivalente onde o domínio não dependa do tempo. E
considerando, u(·, t)(x̃, ỹ) := u(x̃, ỹ, t) e v(·, t)(x,y) := v(x,y, t) obtém-se que





Devido à definição da aplicação φ−t , tem-se v(·, t) = u(·, t)◦ψt . Daqui, aplicando a função
inversa de ψt a ambos lados, pelo lado direito, tem-se,









(x̃, ỹ). E agora utilizando a definição da aplicação ψt ,
consegue-se
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Portanto,
u(x̃, ỹ, t) = v(x,y, t), onde x = x̃ e y = [ς(t)]−1 ỹ (3.74)








De fato, sendo, u(x̃, ỹ, t) = v(x,y, t), onde x = x̃ e y = [ς(t)]−1 ỹ
∂u
∂ t



















































































(x̃, ỹ, t) =
∂v
∂xi











(x̃, ỹ, t) =
∂v
∂y j








(x,y, t) · [ς(t)]−1.
Segue que




∇u(x̃, ỹ, t) =
(








E, como consequência também temos que
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Agora, utilizando a definição da aplicação de V , vamos examinar V (x̃, ỹ, t).
V (x̃, ỹ, t) = V
(














o que nos leva a expressar o segundo termo da equação (3.65) na nova variável v(x,y, t)
∇u(x̃, ỹ, t) ·V (x̃, ỹ, t) =
(















Afirmação 3.- u ·divV = n · ς̇(t)
ς(t)
v.
De fato, é claro que pela definição de v := φ−tu, obtém-se, u(x̃, ỹ, t) = v(x,y, t). E lembrando
que V (x̃, ỹ, t) = (0, ς̇(t)y). Também podemos expandir V (x̃, ỹ, t) da seguinte forma:
V (x̃, ỹ, t) = (0Rm , ς̇(t)y)







































u(x̃, ỹ, t) ·divV (x̃, ỹ, t) = n · ς̇(t)
ς(t)
v(x,y, t) (3.79)
Definindo, f̂ (x,y, t) := f (x̃, ỹ, t), onde x̃ = x e ỹ = ς(t)y e substituindo as equações (3.75),
(3.78), (3.79), (3.77) e (3.74) simultaneamente na equação principal (3.65), obtém-se












































(x,y, t) = f̂ (x,y, t) em Ω0 × (0,∞). (3.80)
Por outro lado, nos dedicaremos fazer a mudança de variável da condição de contorno tipo
Neumann da nossa equação principal, (3.65), para alguma equação equivalente no domínio
fixo. Lembrando a equação em questão,
∂u
∂νt
(x̃, ỹ, t) = 0 sobre
⋃
t>0
∂Ωt ×{t}, onde νt denota
o campo vetorial normal unitário para ∂Ωt
De fato, Como, ψ−t(x,y) = (x,ς(t)−1y), a matriz do gradiente de ψ−t é
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Daqui, [Dψt ]
∗ = [Dψt ], onde ∗ representa a transposta da matriz. E agora, pela relação entre
campos vetoriais normais na equação (3.73) obtém-se η(·, t)(x,y) = [Dψt(x,y)]νt(·, t)(x̃, ỹ).
Ou seja, νt(·, t)(x̃, ỹ) = [Dψt(x,y)]−1 η(·, t)(x,y). E pelo Teorema da Função Inversa A.2
νt(·, t)(x̃, ỹ) = [Dψ−t(x̃, ỹ)]η(·, t)(x,y) (3.83)
Substituindo a equação (3.81) na equação (3.83), tem-se

























Continuando com a mudança de variável no contorno do domínio não cilíndrico. Da equação
(3.76), da afirmação 2 e da equação (3.84) resulta
∂u
∂νt
(x̃, ỹ, t) =
〈









ηx(·, t)(x.y) , ς(t)−1ηy(·, t)(x,y)
)〉
Rm+n
= ∇xv(x,y, t) ·ηx(x,y, t)+
1
ς(t)2























∇yv ·ηy = 0, sobre ∂Ω0 × (0,∞),
(3.86)
onde f̂ ((x,y), t) := f ((x,ς(t)y), t) (x,y) ∈ Ω0, e η = (ηx,ηy) denota o campo vetorial
normal unitário para ∂Ω0.
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Seja H1t (Ω0) o espaço de Sobolev H














Segue diretamente do Teorema de Mudança da Variáveis que φt : H1t (Ω0)−→ H1(Ωt ; µt)
é também uma isometria.

















Pelo Teorema de Lax-Milgram bt gera o operador ilimitado B(t) : dom(B(t))⊂ X0 −→ X0
pela identidade
(B(t)u,v) := bt(u,v), ∀v ∈ L2(Ω0), u ∈ dom(B(t)), (3.89)
onde (·, ·) denota o produto interno clássico em L2(Ω0). Pela regularidade de Ω0, temos
que domB(t) := {u ∈ H2(Ω0) : ∇xu ·ηx +
1
ς(t)2
∇yu ·ηy = 0} onde η = (ηx,ηy) denota o











Em fim, para garantir a existência e a unicidade da solução do problema,{





∂v/∂ηy = 0, sobre ∂Ω0 × (0,∞),
(3.90)
onde f̂ ((x,y), t) := f ((x,ς(t)y), t) (x,y) ∈ Ω0, e η = (ηx,ηy) denota o campo vetorial
normal unitário para ∂Ω0.
Temos o desafio de provar que a família de operadores lineares B = {B(t)}t>0 satisfaça
as seguintes HIPÓTESES:
(P1) A família B = {B(t)}t>0 é setorial em X0, i.e. B(t) é um operador setorial em X0 para
todo t ∈ (0,∞).
Mais precisamente, para cada t ∈ (0,∞), B(t) é um operador linear fechado, densamente
definido tal que para algum ω em (0,π/2) e algum M ≥ 1 e real a, o setor
Σa,ω = {λ ∈ C : ω ≤ |arg(λ −a)| ≤ π, λ ̸= a} (3.91)
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está no conjunto resolvente de B(t) e
∥∥(λ −B(t))−1∥∥≤ M
|λ −a|
, para todo λ ∈ Σa,ω . (3.92)





∥ ≤ k|t − s|α para s, t ∈ (0,∞) (3.93)
com algum expoente fixo 0 < α ≤ 1 e alguma constante k > 0.
Proposição 3.2 (HIPÓTESE (P1)). O operador linear B(t) : dom(B(t))⊂ L2(Ω0)→ L2(Ω0)
sobre o espaço de Hilbert L2(Ω0) é um operador setorial.
Demonstração. Pelo Lema 1.3 no Capítulo 1, basta provar que B(t) é um operador auto-
adjunto densamente definido em um espaço de Hilbert e B(t) é limitado inferiormente.
Afirmação 1 B(t) é limitado inferiormente.
De fato,
Sem perda de generalidade, tome u ∈ C∞(Ω0). Daqui pela definição de produto interno em
L2(Ω0), tem-se




onde µm é a medida de Lebesgue m−dimensional, e µn é a medida de Lebesgue n−dimensional.
Daqui, pela definição do operador linear B(t) e simplificando a notação de dµm ×dµn por
apenas dµ

































Agora como no primeiro e no segundo termo no lado direito da equação (3.94) u ∈ C2(Ω0),
então pela Fórmula de Green, página 712 em [12]
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⟨B(t)u , u⟩L2(Ω0) =
[∫
Ω0

































































































Devido à condição (3.62) item ii., existe t0 > 0 tal que γ +n
ς̇(t)
ς(t)
> 0 para t > t0. Escolhemos























Substituindo a equação (3.96) na equação (3.95), obtém-se










Daqui, existe c > 0 tal que
⟨B(t)u , u⟩L2(Ω0) ≥ c∥u∥
2
L2(Ω0)
, para todo u ∈ C∞(Ω0). (3.97)
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Observando que C∞(Ω0) é denso no dom(B(t)) a desigualdade (3.97) é válida para todo
u ∈ dom(B(t)).
Afirmação 2 B(t) é monótono maximal, i.e. B(t) é monótono e im(I +B(t)) = L2(Ω0).
De fato, como B(t) é limitado inferiormente, então pela Definição 1.7 B(t) é monótono.
A partir de agora provaremos a segunda parte desta afirmação, ou seja
∀ϕ ∈ L2(Ω0), ∃uϕ ∈ dom(B(t)) tal que uϕ +B(t)uϕ = ϕ. (3.98)
Dado ϕ ∈ L2(Ω0).
Basta provar que existe u ∈ dom(B(t)) tal que u+B(t)u = ϕ . Assumindo no momento que




u = ϕ por uma função






















Agora como u,v ∈ C2(Ω0) no segundo e terceiro termo no lado esquerdo, então pelas































































































Por aproximação, encontramos que a mesma identidade (3.101) se mantém com a função su-
ave v substituída por qualquer v ∈ dom(B(t)). Escolhemos o espaço H1t (Ω0) para incorporar
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a sua norma. Definamos a forma bilinear



















































≥ ∥v∥2H1t (Ω0). (3.102)
Assim, existe uma constante α = 1 tal que
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E como, (ab+ cd + e f )≤ (a+ c+ e)(b+d + f ) para todo a,b,c,d,e, f ≥ 0, e além disso,
pela equivalência de normas no espaço Euclideano R3, i.e. |(a,b,c)|S ≤ M2|(a,b,c)|E , para


















Daqui, pela definição da norma em H1t (Ω0), obtém-se
|at(u,v)| ≤ c2∥u∥H1t (Ω0)∥v∥H1t (Ω0)
E como u,v ∈ H1t (Ω0) foram tomados arbitrários, conclui-se que existe uma constante c2 tal
que
|at(u,v)| ≤ c2∥u∥H1t (Ω0)∥v∥H1t (Ω0) para todo u,v ∈ H
1
t (Ω0). (3.105)
g está bem definida








Devido à desigualdade de Hölder, tem-se∫
Ω0





De fato, dado v ∈ H1t (Ω0)
Como H1t (Ω0) ↪→ L2(Ω0), então existe uma constante positiva c tal que
∥v∥L2(Ω0) ≤ c∥v∥H1t (Ω0) (3.108)
Da equação (3.107) em (3.106), obtém-se
|g(v)| ≤ ∥v∥L2(Ω0)∥ϕ∥L2(Ω0). (3.109)
E imediatamente substituindo a equação (3.108) em (3.109), resulta
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|g(v)| ≤ ∥v∥H1t (Ω0)∥ϕ∥L2(Ω0)
E como v ∈ H1t (Ω0) foi tomado arbitrariamente e ϕ é uma função fixada em L2(Ω0), então
|g(v)| ≤ c1∥v∥H1t (Ω0), para todo v ∈ H
1
t (Ω0) (3.110)










, então pelo Teorema de Lax-Milgram, página 140 em [5] existe um único
elemento uϕ ∈ H1t (Ω0) tal que
at(uϕ ,v) = ⟨ϕ,v⟩ para todo v ∈ H1t (Ω0) (3.111)
O que conclui a prova de I +B(t) ser sobrejetora.
Observação 3.4. É importante observar: Devido a que B(t) : dom(B(t))⊂ L2(Ω0)→ L2(Ω0)
é um operador monótono maximal, então pela Proposição 1.1 domB(t) é denso em L2(Ω0).
Afirmação 3 B(t) é simétrica.
De fato, sem perda de generalidade, tome u,v ∈ C∞(Ω0). Devido à definição do produto
interno ⟨·, ·⟩L2(Ω0) sobre L
2(Ω0)




Daqui, pela definição do operador B(t)

































Agora como u,v∈ C2(Ω0) no primeiro e segundo termo no lado direito da equação (3.112),en-
tão pelas Fórmulas de Green, página 712 em [12]
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⟨B(t)u , v⟩L2(Ω0) =
[∫
Ω0























































E como as funções suaves são densas no domínio do operador B(t), então a função suave u








= 0, isto implica que
















Observando que C∞(Ω0) é denso no dom(B(t)), a igualdade (3.113) é válida para todo
u,v ∈ dom(B(t)).
Por outro lado, também devido à definição do produto interno ⟨·, ·⟩L2(Ω0) e a definição de
B(t) obtém-se






































E já que u,v ∈ C2(Ω0) no primeiro e segundo termos no lado direito da equação (3.114),
então pelas Fórmulas de Green, página 712 em [12]
⟨u , B(t)v⟩L2(Ω0) =
[∫
Ω0
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E como as funções suaves são densas no domínio do operador B(t), então a função suave v








= 0, o que implica que
















Observando que C∞(Ω0) é denso no dom(B(t)) a igualdade (3.115) é válida para todo
u,v ∈ dom(B(t)).
Comparando as equações (3.113) e (3.115), obtém-se
⟨B(t)u , v⟩L2(Ω0) = ⟨u , B(t)v⟩L2(Ω0), para todo u,v ∈ dom(B(t)). (3.116)
Como L2(Ω0) é um espaço de Hilbert e B(t) é um operador monótono maximal, simétrico
então pela Proposição 1.2, B(t) é um operador auto-adjunto.
Finalmente, já que B(t) é um operador auto-adjunto e além disso, B(t) é limitada inferior-
mente, então pelo Lema 1.3 no capítulo 1, B(t) é um operador setorial.
Mais precisamente, lembrando a Definição 1.9.
Como o operador linear B(t) é setorial significa que:
B(t) é um operador linear fechado, densamente definido tal que para algum ω em (0,π/2) e
algum M ≥ 1 e real a, o setor
Σa,ω = {λ : ω ≤ |arg(λ −a)|< π, λ ̸= a} (3.117)
está contido no conjunto resolvente de B(t) e
∥∥(λ −B(t))−1∥∥≤ M
|λ −a|
, para todo λ ∈ Σa,ω . (3.118)
Concluímos, já que B(t) é um operador setorial então pelo Teorema 1.7 no capítulo 1










(λ +B(t))−1.eλ s dλ , (3.120)
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onde Γ é um contorno em ρ(−B(t)) com argλ →±θ quando |λ | → ∞ para algum θ em
(π/2,π).
Além disso, e−[B(t)]s pode continuar analíticamente em um setor {t ̸= 0 : |arg t| < ε}
contendo o eixo real positivo, e se Re σ(B(t))> a, i.e., se Re λ > a sempre que λ ∈ σ(B(t)),
então para s > 0 ∥∥∥e−[B(t)]s∥∥∥≤ ce−as , ∥∥∥B(t)e−[B(t)]s∥∥∥≤ c
s
e−as (3.121)




e−[B(t)]s =−B(t)e−[B(t)]s, para s > 0. (3.122)
Por outra parte, escolhemos o espaço H1t (Ω0) para incorporar a sua norma. E definamos
a forma bilinear associada a nosso operador B(t)
























































Daqui pela definição da norma em H1t (Ω0) obtém-se
bt(v,v) ≥ min{1,c}∥v∥2H1t (Ω0)
Assim, existe uma constante α = min{1,c} tal que
bt(v,v)≥ α∥v∥2H1t (Ω0), para todo v ∈ H
1
t (Ω0).
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bt(u,v) é contínua












































E como, (ab+ cd + e f )≤ (a+ c+ e)(b+d + f ) para todo a,b,c,d,e, f ≥ 0, e além disso,
pela equivalencia de normas no espaço Euclideano R3, i.e. |(a,b,c)|S ≤ M2|(a,b,c)|E , para


















Daqui, pela definição da norma em H1t (Ω0), obtém-se
|bt(u,v)| ≤ c2∥u∥H1t (Ω0)∥v∥H1t (Ω0)
E como u,v ∈ H1t (Ω0) foram tomados arbitrários, conclui-se que existe uma constante c2 tal
que
|bt(u,v)| ≤ c2∥u∥H1t (Ω0)∥v∥H1t (Ω0) para todo u,v ∈ H
1
t (Ω0). (3.124)
Proposição 3.3 (HIPÓTESE (P2)). B(t)−1 é Hölder contínua em t no sentido de que∥∥∥B(t)◦[B(t)−1 −B(s)−1]∥∥∥≤ k|t − s|α para s, t ∈ (0,∞) (3.125)
com algum expoente fixo 0 < α ≤ 1 e alguma constante k > 0.
Demonstração. De fato, pela caracterização na subseção 1.5.4, basta provar que, bt(u,v) é
Hölder contínua, isto é,
|bt(u,v)−bs(u,v)| ≤ c|t − s|µ · ∥u∥ · ∥v∥, 0 ≤ s, t ≤ T, u,v ∈ H1t (Ω0) (3.126)
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Primeiramente estimaremos de forma adequada o primeiro termo do integrando acima.
Sem perda de generalidade, tome-se s < t
∣∣∣∣ 1ς(t)2 − 1ς(s)2




















≤ c1|ς̇(ξ )|.|s− t|
≤ c2|s− t|. (3.128)
Na primeira desigualdade, utiliza-se que ς é não-crescente. E na penúltima desigualdade




à condição ii. Assim, existe uma constante c2 > 0 tal que∣∣∣∣ 1ς(t)2 − 1ς(s)2
∣∣∣∣≤ c2|s− t|. (3.129)
E imediatamente passamos a estimar de forma adequada o segundo termo do integrando
acima.



























[ς̇(t)− ς̇(s)] . (3.130)
Continuando com a estimativa acima, tem-se
∣∣∣∣n[ ς̇(t)ς(t) − ς̇(s)ς(s)
]∣∣∣∣ ≤ n 1ς(s)
∣∣∣∣ ς̇(t)ς(t)




∣∣∣∣ |ς̇(ξ1)||s− t|+n 1ς(s) |ς̈(ξ2)||t − s|
≤ c3|s− t|. (3.131)






∣∣∣∣ são limitadas devido às condições ii, iii respectivamente.
Ou seja, existe uma constante c3 > 0 tal que∣∣∣∣n[ ς̇(t)ς(t) − ς̇(s)ς(s)
]∣∣∣∣ ≤ c3|t − s|. (3.132)
Agora, retomando ao objetivo de provar a afirmação. Substituindo as equações (3.129),
(3.132) na equação (3.127) e utilizando a desigualdade de Hölder respectivamente. Além
disso, lembrando que X0 = L2(Ω0), obtém-se
|bt(u,v)−bs(u,v)| ≤ c2|t − s|
∫
Ω0




≤ c2|t − s|∥∇yu∥X0∥∇yv∥X0 + c3|t − s|∥u∥X0∥v∥X0




+ c3|t − s|∥u∥X0∥v∥X0.
(3.133)
Daqui
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≤ c5|t − s|∥u∥H1t (Ω0)∥v∥H1t (Ω0). (3.134)
Na primeira desigualdade justifica-se porque ς(t)2 é limitado pela condição ii, a dizer,
limitado por uma constante M1. E a penúltima desigualdade, justifica-se pela equivalência
da norma da soma e a euclideana em R3, isto é, existe uma constante M2 > 0 tal que
a+b+ c ≤ M2
[
a2 +b2 + c2
] 1
2 , para todo a,b,c > 0.
Portanto, existe uma constante c > 0 tal que
|bt(u,v)−bs(u,v)| ≤ c|t − s| · ∥u∥H1t (Ω0) · ∥v∥H1t (Ω0). (3.135)









= − [B(t)−B(s)]◦B(s)−1 (3.136)
e
∥ [B(t)−B(s)]◦B(τ)−1∥ = ∥ [B(t)−B(s)]◦B(s)−1 ◦B(s)◦B(τ)−1∥
≤ ∥ [B(t)−B(s)]◦B(s)−1∥ · ∥B(s)◦B(τ)−1∥. (3.137)
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O primeiro produto acima é estimado pela proposição que acabamos de provar e o
segundo produto é limitado devido à afirmação do Lema 2.2. O que conclui a prova.
3.2.1 Comportamento assintótico
Sendo B = {B(t)}t≥0 a nossa família de operadores no espaço de Banach X0 = L2(Ω0),
com
domB(t) := {u ∈ H2(Ω0) : ∇xu ·ηx +
1
ς(t)2
∇yu ·ηy = 0}










u, para todo u ∈ domB(t)
satisfazendo para todo T > 0 as hipóteses (P1),(P2). E se, f̂ : [0,∞)→ X0 é Hölder contínuo
sobre [0,∞) e fazendo a consideração de que dom(B(t)) =D é constante, então pelo Teorema
2.3( Hiroki Tanabe [39], 1960), o nosso problema
{





∂v/∂ηy = 0, sobre ∂Ω0 × (0,∞),
(3.138)
onde f̂ ((x,y), t) := f ((x,ς(t)y), t) , (x,y) ∈ Ω0, e η = (ηx,ηy) denota o campo vetorial
normal unitário para ∂Ω0, tem uma única solução u sobre [0,∞).
O comportamento assintótico desta solução, quando t → ∞, é o assunto da presente seção.
Para este objetivo, assumiremos que as condições (P1),(P2) se mantêm uniformemente
no [0,∞) i.e. que eles mantêm para cada T > 0 com constantes M, L e α os quais são
independentes de T , e lembrando a consideração de que o domínio do operador B(t) é
constante e igual a D. Para nosso objetivo, enunciaremos a seguinte proposição:
Proposição 3.4 (HIPÓTESE (P4)). Os operadores B(t)◦B(s)−1 são uniformemente limitados
para 0 < s, t < ∞ e existe um operador fechado B(∞), tendo D como seu domínio, tal que∥∥∥[B(t)−B(∞)]◦B(0)−1∥∥∥−→ 0 quando t → ∞ (3.139)
Demonstração. De fato, dado t,s ∈ (0,∞). Pela Proposição 3.2, B(t) é setorial em X0, i.e.
B(t) é um operador linear fechado, densamente definido tal que, para algum ω em (0,π/2) e
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algum M ≥ 1 e real a, o setor
Σa,ω = {λ : ω ≤ |arg(λ −a)| ≤ π , λ ̸= a} (3.140)
está contido no conjunto resolvente de B(t) e
∥∥(λ −B(t))−1∥∥≤ M
|λ −a|
, para todo λ ∈ Σa,ω . (3.141)
O mesmo vale para B(s).
Figura 3.3 Setor contido no conjunto resolvente de B(t)
No caso em que a ̸= 0, ver a figura 3.3. Tome-se λ = 0. Daqui, pela equação (3.141)
B(s)−1 é limitado. E como o operador B(t) é um operador fechado e B(s)−1 é limitado, então
B(t) ◦B(s)−1 é fechado. Então, pelo Teorema 2.9[Teorema do Gráfico Fechado], página
37 em [5] B(t) ◦ B(s)−1 : X0 → X0 é um operador linear limitado, onde X0 = L2(Ω0).
Imediatamente pelo Teorema 2.2 [Teorema de Banach - Steinhaus], página 32 em [5],
B(t)◦B(s)−1 é uniformemente limitado. Ou seja,
sup
t,s∈(0,∞)
∥∥B(t)◦B(s)−1∥∥L(X0) < ∞ (3.142)
Em outras, palavras, existe uma constante c tal que∥∥B(t)◦B(s)−1u∥∥≤ c∥u∥, para todo u ∈ X0, para todo t,s ∈ (0,∞) (3.143)
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Por outro lado, defina-se, o operador linear B(∞) com
dom(B(∞)) =
{









∆yv+ γv para todo v ∈ domB(∞). (3.144)
Ao respeito de que B(∞) é fechado, densamente definido, basta seguir o roteiro, quando
se provou que B(t) é setorial, ou seja, bastaria provar que B(∞) seja um operador autoadjunto
e limitado inferiormente. Para logo concluir que B(∞) seja setorial.




















∣∣∣∣ 1ς(t)2 − 1ς20
∣∣∣∣∥∆yv∥+ |n ς̇(t)ς(t) |∥v∥ (3.145)
Daqui, pelas condições i, ii, iii da função ς em (3.62) ,
obtém-se que
∣∣∣∣ 1ς(t)2 − 1ς20
∣∣∣∣→ 0 e |n ς̇(t)ς(t) | → 0 quando t → ∞.
Assim,
∥∥∥[B(t)−B(∞)]◦B(0)−1u∥∥∥→ 0 quando t → ∞. Como u ∈ X foi tomado arbitra-
riamente, então
∥∥∥[B(t)−B(∞)]◦B(0)−1∥∥∥→ 0 quando t → ∞.
E fazendo a seguinte condição
(F ) A função f̂ : [0,∞)→ X0 satisfaz um condição de Hölder uniforme sobre [0,∞), i.e.,
existem constantes c ≥ 0 e 0 < γ ≤ 1 tais que
∥ f̂ (t)− f̂ (s)∥ ≤ c|t − s|γ para 0 ≤ s, t < ∞ (3.146)
e existe um elemento f̂ (∞) ∈ X0 para o qual
lim
t→0+
∥ f (t)− f (∞)∥= 0. (3.147)
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Concluímos, pelo Teorema 2.5( Hiroki Tanabe [41], 1961), que existe um elemento
v(∞) ∈ X0, independente de x ∈ X0, tal que
lim
t→∞
v(t) = v(∞), (3.148)




dv(t)/dt = 0. (3.150)
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Integração Abstrata de Bochner
A seguinte definição pode ser encontrada em Paul Richard Halmos, Measure Theory [15],
pág. 24
Definição A.1. Um σ−anel é uma classe não vazia S de conjuntos tal que
(a) Se E ∈ S e F ∈ S , então E −F ∈ S, e




Esta parte pode ser encontrada em Einar Hille e Ralph S. Phillips, Functional Analysis
and Semi-Groups [19], pág 71-78
Funções mensuraveis
Seja S um conjunto abstrato, seja E um σ−anel de subconjuntos de S, e seja m(E) definido
sobre E uma função de medida σ−finita completa. Nesta subseção, pretendemos estudar
a noção de mensurabilidade para funções com valor vetorial sobre S, relativo à função
medida m(E). Existem várias noções, assim como haviam várias noções de continuidade
para funções com valor vetorial. Várias definições são necessárias desde o início.
Definição A.2. Seja x(σ) e {xn(σ)} funções sobre S a X. A sequência {xn(σ)} converge
para x(σ) em S
(1) quase uniformemente se para todo ε > 0 existe um conjunto Eε ∈ E com m(Eε)< ε e
para todo δ > 0 existe um inteiro n(δ ,ε) tal que
∥x(σ)− xn(σ)∥< δ para σ ∈S⊖Eε (A.1)
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e n ≥ n(δ ,ε);
(2) quase em toda parte se existe um conjunto de medida nula E0 ∈ E tal que
lim
n→∞
∥x(σ)− xn(σ)∥= 0 para cada σ ∈S⊖E0; (A.2)
(3) em medida se para todo ε > 0 a medida externa do subconjunto de S onde ∥x(σ)−
xn(σ)∥> ε tende a zero quando n → ∞.
Definição A.3. (1) x(σ) é dito ser de valor finito se é constante sobre cada um dos números
finitos de conjuntos mensuráveis disjuntos E j e igual a θ sobre S⊖∪E j.
(2) É uma função simples se é de valor finito e se o conjunto para o qual ∥x(σ)∥> 0 é de
medida finita.
(3) x(σ) é de valor contável se assume no máximo um conjunto contável de valores em X,
assumindo que cada valor seja diferente de θ sobre um subconjunto mensurável.
Definição e propriedades da integral de Bochner
Definição A.4. Uma função com valor contável x(σ) sobre S a X é integrável (Bochner) se










onde x(σ) = xk sobre Ek ∈ E (k = 1,2, ...).
A integral está bem definida para todo E ∈ E e para o próprio S.
Definição A.5. Uma função x(σ) sobre E a X é integrável (Bochner) se existe uma sequência

















para cada E ∈ E e E =S.
Denotemos a classe de funções sobre S a X, os quais são Bochner integrável relativo
a m(E), por B(S;X;m). Como veremos, B(S;X;m) se tornará um espaço de Banach se a
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Teorema A.1 (EINAR HILLE, 1952). Seja T uma transformação linear fechada sobre X









T [x(σ)] dm (A.7)
para todo E ∈ E e E = S.
Demonstração. Ver [19], Teorema 3.7.12, página 83.
Medida e integração e probabilidades
Robert B. Ash, página 202









xα−1.(1− x)s−1 dx (A.9)





Proposição A.1. Seja (X ,M,µ) espaço de medida, e seja f ,g ∈ L1







g, para todo E ∈M, se e somente se,
∫
X
| f −g|= 0, se, e somente se, f = g ,
q.c.
Demonstração. Ver [13], Proposição 2.23, página 54.
O seguinte Lema se encontra enunciado e demonstrado em Atsushi Yagi [45], na página
27, aqui apenas vou reproduzir a demonstração. Seja µ > 0 e ν > 0 dois parâmetros.
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,0 ≤ t < ∞. (A.11)





.(1+ t)2−µ .et+1, 0 ≤ t < ∞ (A.12)
onde Γ0 = min
0<ξ<∞
Γ(ξ ).































































Em adição, note que, já que Γ(ξ ) é monotonicamente decrescente para 0 < ξ ≤ 1 se espera
que Γ(ξ )≥ Γ(1) = (1−1)! = 0! = 1, para 0 < ξ < 1.
Tome-se, Γ0 = min
1≤ξ≤2
Γ(ξ )> 0, então Γ(ξ )> 0, então Γ(ξ )≥ Γ0, para 1 ≤ ξ ≤ 2.
Finalmente, já que Γ(ξ ) é crescente para ξ > 2, temos para l ≥ 2 e ξ tal que l ≤ ξ < l +1,
Γ(ξ )≥ Γ(l) = (l −1)!.
Ademais, notemos que o número inteiro n tal que l ≤ µ + nν < l + 1 não excede 1
ν
.


















+ . . . . (A.13)










E de 2 ≤ µ +nν < 3 implica que nν < 2+1−µ , logo já que t > 0, tem-se tnν < t2+1−µ









































































. Agora nos dedica-
remos a estimar o primeiro somatório imediatamente acima. Já que Γ é monotónicamente
decrescente, tém-se
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Analisando os parâmetros do primeiro somatório acima, obtém-se






Lembrando que Γ0 = min
1≤ξ≤2
Γ(ξ ) > 0. Ou seja, Γ(ξ ) ≥ Γ0, para 1 ≤ ξ < 2. Segue de











































































Combinando as equações (A.22) e (A.23), obtemos a estimativa (A.12).
Resumindo o Lema anterior:








Observação A.1. Frequentemente utilizaremos a seguinte estimativa que pode ser encontrada









, para x ≥ 0 (A.24)
Análise na reta, análise no Rn
Teorema A.2 (Teorema da Função Inversa). Suponha que ψ : RN → RN é continuamente




̸= 0. Então, existe um
conjunto aberto V contendo z e um conjunto aberto W contendo ψ(z) tal que ψ : V →W tem









Demonstração. Ver Michael Spivak[38], Teorema 2-11, pág.35.
Teorema A.3 (Teorema da mudança de variáveis). Seja A ⊆Rn um conjunto aberto e ϕ uma
função C 1 difeomorfismo, com B = ϕ(A) tal que detϕ ′(x) ̸= 0 para todo x ∈ A e além disso,





( f ◦ϕ)(x).Jac(ϕ(x))dx (A.26)
Demonstração. Ver Michael Spivak[38], Teorema 3.13, página 67.
Resumindo, se ϕ é um C 1 difeomorfismo, e f é integrável
A







( f ◦ϕ)(x).Jac(ϕ(x))dx (A.28)
Lema A.2. Fixado, T > 0, e seja 0 ≤ s < t ≤ T∫ t
s
(t − y)α−1(y− s)β−1 dy = (t − s)α+β−1.Γ(α).Γ(β )
Γ(α +β )
(A.29)
o qual se cumpre para todo α, β > 0.
Demonstração. Defina o difeomorfismo ϕ(x) = s+(t − s)x
Figura A.1 Difeomorfismo para a mudança de variável.
e seja f (y) = (t − y)α−1(y− s)β−1. Como (0,1) ⊆ R1 é um conjunto aberto e ϕ é um




tal que detϕ ′(x) = t − s ̸= 0 para todo x ∈ (0,1) e
além disso, f : (s, t) → R é uma função integrável, então pelo Teorema da mudança de
variável ∫
(s,t)
f (y) dy =
∫
(0,1)
( f ◦ϕ)(x).|detϕ ′(x)| dx
Daqui, ∫
(s,t)







.(t − s) dx (A.30)












































(t − s) dx
= (t − s)α+β−1
∫
(0,1)
(1− x)α−1xβ−1 dx (A.31)
E lembrando a caracterização da função β
∫
(0,1)
(1− x)α−1.xβ−1 dx = Γ(α).Γ(β )
Γ(α +β )
(A.32)






.(t − s) dx = (t − s)α+β−1 Γ(α).Γ(β )
Γ(α +β )
(A.33)
De (A.33) em (A.30), tem-se∫ t
s




(t − y)α−1(y− s)β−1 dy = (t − s)α+β−1 Γ(α).Γ(β )
Γ(α +β )
(A.34)
para todo α, β > 0
Teorema A.4 (Regra de Leibniz-Derivação sob o sinal de integral). Dado U ⊆ Rn, aberto,
seja f : U × [a,b]→ R uma função com as seguintes propriedades:
1. Para todo x ∈U , a função t 7→ f (x, t) é integrável em a ≤ t ≤ b.
2. A i-ésima derivada parcial
∂ f
∂xi
(x, t) existe para cada (x, t) ∈ U × [a,b] e a função
∂ f
∂xi
: U × [a,b]→ R, assim definida, é contínua.
Então a função ϕ : U →R, dada por ϕ(x) =
∫ b
a
f (x, t)dt, possui i-ésima derivada parcial










Em suma: pode-se derivar sob o sinal de integral, desde que o integrando resultante seja
uma função contínua.
Demonstração. Ver [26], Regra de Leibniz, página 144.
Equações Diferenciais Ordinárias
Teorema A.5 (Desigualdade de Gronwall). Seja u(t), v(t) funções continuas, não-negativos








a u(s)ds para todo a ≤ t ≤ b (A.36)
em particular, se c = 0, então v(t)≡ 0.
Demonstração. Ver [16], Teorema 1.1, página 24.
