Abstract. We study the semi-classical limit of the nonlinear Schrödinger equation for initial data with Sobolev regularity, before shocks appear in the limit system, and in particular the validity of the WKB method.
Introduction
We study the behaviour as h goes to zero of solutions ψ h of the nonlinear Schrödinger equation (NLS)
where x ∈ R d and t ∈ R + , with initial data
where f ∈ C ∞ (R + , R), S 0 is a function of H s (R d ) (Sobolev spaces) for s large enough, and a 0 is a function, polynomial in h, with coefficients of Sobolev regularity in x.
The usual WKB method leads us to look for solutions of the form ψ h (t, x) = a(t, The functions a j satisfy a hierarchy of equations that can be solved in small time (see [1] for more details).
On the other hand [1] , with the change of variables v = ∇ x S + h(ā∇ x a − a∇ xā )/2iρ and ρ = |a| 2 , the NLS equation (1.1) is transformed to ∂ t ρ + ∇ x .(ρv) = 0,
which is a perturbation of the Euler equations of compressible isentropic fluid mechanics ∂ t ρ + ∇ x .(ρv) = 0, (1.5)
If f > 0, this system has smooth solutions on a time interval [0, T [, for initial data with Sobolev regularity [5] .
A natural question is then to show the existence of smooth solutions ψ h of (1.1) on a time interval [0, T ] independent on h, for initial data a 0 and S 0 with Sobolev regularity, and to justify the WKB expansion on the same interval of time, T being linked to the existence time of a smooth solution to (1.5,1.6). The case of initial data with analytic regularity has been treated by P. Gérard in [1] , and the case f (ρ) = ρ has been investigated in one space dimension for all time by Jin, Levermore and Mc Laughlin in [4] , using the integrability of the cubic nonlinear Schrödinger equation.
Notice that with particular assumptions on d and f , equation (1.1) has global smooth solutions [2] . This kind of result can however not be used, since the main problem is to obtain bounds uniform in h on the solution ψ h , in order to be able to pass to the limit and to justify the WKB hierarchy.
Let us now state the three main theorems. 
We then justify the WKB expansions : 
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for N ∈ N and
as h goes to zero, where S and a j are given by the WKB method, and where
The results of this paper have been announced in [3] . The proofs rely on the following simple idea : instead of looking as usual at solutions ψ h of the form
where S is independent of h, we allow S to depend on h, in order to get better equations for a h and S h . Namely we will look for solutions ψ h of the form
2. Proof of Theorem 1.1
Putting (1.9) in (1.1), we get
that we split into
and
The change of variable w h = ∇ x S h then leads to
Let a 1 h be the real part of a h and a 2 h be its imaginary part. We have
where w i h is the i th component of w h . This system can be written in the form
The matrix A(u h , ξ) can be symmetrized by
which is symmetric and positive since f > 0.
h , w h ) be a solution of system (2.4). We will make classical energy estimates (see for instance [5] ), and keep track of the h dependence.
We want to bound (S∂ α x u h , ∂ α x u h ) where α is a multi index of length ≤ s, and (., .) is the usual L 2 scalar product. We have
The first term can be bounded by
and by Sobolev injections and equation (2.4),
where s > d/2 + 2 and where
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For the second term we use
by integration by parts. The second term of (2.5) can be rewritten under the form
The usual estimates on commutators lead to
This energy estimate is independent on h, and the end of the proof of Theorem 1.1 is straightforward with the help of Gronwall's Lemma. We want to show that there exists a solution to equation (2.4) on the same time interval, for h small enough, a solution which is uniformly bounded in L ∞ ([0, T ], H s ). The limit system of (2.4) is
where u = (a 1 , a 2 , w), and admits a solution on a maximal time interval [0, T [. Let us prove that T > T . Assume T ≤ T and let ρ = |a 1 | 2 + |a 2 | 2 and v = w. As (ρ, v) satisfy (1.5,1.6) with initial data (3.1), we know that ρ and v are in
, which is impossible since T is assumed to be the maximal time of existence. Therefore T > T , and system (3.2) has a smooth solution on the time interval [0, T ].
Setting v h = u h − u, we get
is symmetrisable and we can make again the energy estimates of the previous section. The term
can be treated as above;
is bounded by
Moreover ||v h (t = 0)|| s goes to zero as h goes to 0; therefore Gronwall's Lemma shows that for h small enough, there exists a constant C(h) such that
with C(h) → 0 as h → 0, which ends the proof of Theorem 1.2. 
) to a 0 and w 0 , solutions of
with initial data a 0 = lim h→0 a 0 (h) and w 0 = ∇S 0 . This system admits an unique solution; therefore in fact all the sequence (a h , w h ) converges.
First order.
As in the previous section, we set v h = u h − u, and we show by the same energy estimate that
) to a function u 1 . Taking the limit of the equations forṽ h , we obtain that u 1 solves the linearized problem
with initial data
As the solution of this problem is unique, we in fact get the convergence of the whole sequenceṽ h to u 1 .
4.3.
Higher order terms. Assume that we already obtained an asymptotic expansion to the order N
We write the equation for u h , making a Taylor expansion on A i to get . We then setṽ h = v h /h N +1 , and as above, we get thatṽ h converges to some function u N +1 as h goes to 0. To find the equation for u N +1 , write the term of order h N +1 in
is 0 (which enables us to verify that B N +1 h is bounded).
WKB expansion.
We have obtained the formal expansion of a h and of S h to an arbitrarily high order. To get back the usual WKB expansion we have only to write the identity of the two following formal series: For instance, S = S 0 , a 0 = a 0 e iS 1 , and a 1 = e iS 1 (a 1 + iS 2 a 0 ).
