Up to this point, we have generally assumed that if we were given a problem, we could find a way to solve it. Unfortunately, as most of you know, there are many fundamental problems for which we have no efficient algorithms. In fact, by classifying these hard problems, we can show that there is a large class of simple problems for which there is (probably) no efficient algorithm-the NP-complete problems. Moreover, if you could design an efficient algorithm for any one of these problems, you could design an algorithm for all of them! It's an all or none proposition, so if you could solve just one of them, you would become rich and famous overnight. These notes will review the main concepts behind the theory of NP-complete problems.
Lecture 17 17-3 p(n) , where p is a polynomial, to produce an input R(x) for B. This input R(x) can have size at most p(n), since this is the largest input R could possibly construct in p(n) time! We now submit R(x) as an input to the algorithm for B, which we assume runs in time q(m) on inputs of size m, where q is another polynomial. The algorithm for B gives us the right answer for B on R(x), and hence also the right answer for A on x. The total time taken was at most p(n) + q(p(n)), which is itself just a polynomial in n! This idea of reduction explains why the class P is so useful. If we have a problem A in P, and some other problem B reduces to it, then B is in P as well. Hence we say that P is closed under polynomial time reductions.
If we can reduce A to B, we are essentially establishing that, give or take a polynomial, A is no harder or B. We can write this as
where here the inequality is represents a fact about the complexities of the two problems. If we know that B is easy, then A ≤ B establishes that B is easy.
We can also look at this inequality the other way. If we know that A is hard, then the inequality establishes that B is hard. It is this implication that we will now use, to show that problems are hard. This way of using reductions is very different from the way we have used reductions so far; it is also much more sophisticated and counter-intuitive.
Short Certificates and the Class NP
We will now begin to examine a class of problems that includes several "hard" problems. What we mean by "hard" in this setting is that although nobody has yet shown that there are no polynomial time algorithms to solve these problems, there is overwhelming evidence that this is the case.
Recall that the class P is the class of yes-no problems that can be solved in polynomial time. The new class we define, NP, consists of yes-no problems with a different property: if the answer to the problem is yes, then there is a short certificate that can be checked to show that the answer is correct. A bit more formally, a short certificate must have the following properties:
• It must be short: the length of the polynomial is no more than polynomial in the length of the input.
• It must certify: there is a polynomial time checker (an algorithm!) that takes the input and the short certificate and checks that the certificate is valid.
The idea of the short certificate is the following: a problem is in NP if someone else can convince you in 
Cook's Theorem
The problem circuit SAT is defined as follows: given a Boolean circuit and the values of some of its inputs, is there a way to set the rest of its inputs so that the output is T? It is easy to show that circuit SAT is in NP.
Claim 17.2 A problem is in NP if and only if it can be reduced to circuit SAT.
This statement is known as Cook's theorem, and it is one of the most important results in Computer Science.
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One direction is easy. If a problem A can be reduced to circuit SAT , it can easily be shown to be in NP. A short certificate for an input to problem A consists of the short certificate for the circuit that results from running the reduction from A to circuit SAT on the input. Given this short certificate, a polynomial time algorithm could run the reduction on the input to A to get the appropriate circuit, and then use the short certificate to check the circuit.
The other direction is more complicated, so we offer a somewhat informal explanation. Suppose that we have a problem A in NP. We need to show that it reduces to circuit SAT. Since A is in NP, there is a polynomial time algorithm that checks the validity of inputs of A together with the appropriate certificates. But we could program this algorithm on a computer, and this program would really be just a huge Boolean circuit. (After all, computers are just big Boolean circuits themselves!) The input to this circuit is the input to problem A along with a short certificate. Now suppose we are given a specific instance x of A. The question of whether x is a yes instance or no instance is exactly the question of whether there is an appropriate short certificate, which is exactly the same question ask asking if there is some way of setting the rest of the inputs to the Boolean circuit so that the answer is T. Hence, the construction of the circuit we described is the sought reduction from A to circuit SAT! More NP-complete problems
Now that we have proved that circuit SAT is NP-complete, we will build on this to find other NP-complete problems. For example, we will now show that circuit SAT reduces to 3SAT, and since 3SAT is clearly in NP, this shows that 3SAT is NP-complete.
Suppose we are given a circuit C with some input gates unset. We must (quickly, in polynomial time) construct from this circuit a 3SAT-formula R(C) which is satisfiable if and only if there is a satisfying assignment of the circuit inputs. In essence, we want to mimic the actions of the circuit with a suitable formula.
The formula R(C) will have one variable for each gate (that is, each input, and each output of an AND, OR, or NOT), and each gate will also lead to certain clauses, as described below:
1. If x is a T input gate, then add the clause (x).
If x is a F input gate, then add the clause (x).
3. If x is an unknown input gate, then no clauses are added for it.
4. If x is the OR of gates y and z, then add the clauses (y ∨ x), (z ∨ x), and (x ∨ y ∨ z). (It is easy to see that the conjunction of these clauses is equivalent to [x = y ∨ z].
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5. If x is the AND of gates y and z, then add the clauses (x ∨ y), (x ∨ z), and (y ∨ z ∨ x). (It is easy to see that the conjunction of these clauses is equivalent to [x = y ∧ z].
6. If x is the NOT of gate y, then add the clauses (x ∨ y) and (x ∨ y). (It is easy to see that the conjunction of these clauses is equivalent to [x = y].
7. Finally, if gate x is the output gate, add the clause (x), expressing the condition that the output gate should be T.
The conjunction of all of these clauses yields the formula R(C). It should be apparent that this reduction R can be accomplished in polynomial (in fact, in linear) time. To verify it is a valid reduction, we must now show that C has a setting of the unknown input gates that makes the output T if and only if R(C) is satisfiable.
Suppose C has a valid setting. Then we claim R(C) can be satisfied by the truth assignment that gives each variable the same value as the appropriate gate when C is run on this valid setting. This truth assignment must satisfy all the clauses of R(C), since we constructed R(C) to compute the same values as the circuit. Note that the output gate is T for C, and hence the final clause listed above is also satisfied.
Conversely (and this is more subtle!), if there is a valid truth assignment for R(C), then there is a valid setting for the inputs of C that makes the output T. Just set the unknown input gates in the manner proscribed by the truth assignment for R(C). Since R(C) effectively mimics the computation of the circuit, we know the output gate must be T when these inputs are applied.
From 3SAT to Integer Linear Programming
We must take a 3SAT formula and convert it to an integer linear program. This reduction is easy. Restrict all variables so that they are either 0 or 1 by including the constraint 0 ≤ x ≤ 1. Now a clause such as (x ∨ y ∨ z) can be turned into a linear constraint by replacing ∨ by +, a literal x by x, and a literal x by (1 − x), and then forcing the whole thing to be at least 1. For example, the above clause becomes x + (1 − y) + z ≥ 1. The appropriate clause is clearly satisfied if and only if this constraint is; all terms on the left of the equation are either 0 or 1, and there is at least one 1 if and only if one of the literals of the clause is true.
It is somewhat strange that linear programming can be solved polynomial time, but when we try to restrict the solutions to be integers, then the problem appears not be solvable in polynomial time (since it is NP-complete).
From 3SAT to Independent Set
In an input to Independent Set we are given a graph G = (V, E) and an integer K. We are asked if there is a set 17-8
That is, we are asked to find a set of vertices of size at least K such that no two are connected by an edge. The problem is clearly in NP. (Why?)
We reduce 3SAT to Independent Set. That is, given a Boolean formula φ with at most 3 literals in each clause, we must (in polynomial time) come up with a graph G = (V, E) and an integer K so that G has an independent set of size K or more if and only if the formula φ is satisfiable.
The reduction is illustrated in Figure 17 .3. For each clause, we have a group of vertices, one for each literal in the clause, connected by all possible edges. Between groups of vertices, we connect two vertices if they correspond to opposite literals (like x and x). We let K be the number of clauses. This completes the reduction, and it is clear that it can be accomplished in polynomial time. We now show there is a satisfying truth assignment for φ if and only if there is an independent set of size at least K. If there is a truth assignment for φ, then there is at least one true literal in each clause. Pick just one for each clause in any way. The set I of corresponding vertices must give an independent set of size K. This is because we use only one vertex per clause, so the only way I could not be independent is if it included two opposite literals, which is impossible, because the satisfying assignment cannot set two opposite literals to T. Now suppose G has an independent set I of size K. Since there are K groups, and each group is completely interconnected, there must be one vertex from each group in I. Consider the assignment that sets all literals in the assignment to T, their opposites to F, and any unused variables arbitrarily. It is clear that this is a valid truth assignment (since if a variable is set to T, its opposite must be set to F).
From Independent Set to Vertex Cover and Clique
Let G = (V, E) be a graph. A vertex cover of G is a set G ⊆ V such that all edges in E have at least one endpoint
