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Abstract
We study quasi-Hopf algebras and their subobjects over certain commutative rings from the
point of view of Frobenius algebras. We introduce a type of Radford formula involving an anti-
automorphism and the Nakayama automorphism of a Frobenius algebra, then view several results in
quantum algebras from this vantage-point. In addition, separability and strong separability of quasi-
Hopf algebras are studied as Frobenius algebras.
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0. Introduction
In [4], Drinfel’d introduces quasi-Hopf algebras over a commutative ground ring, and
works out the fundamentals of this theory of quasi-bialgebra with antipode. From a categor-
ical point of view, modules over a quasi-bialgebra form a monoidal category with a nontriv-
ial associativity constraint. Conjugating the comultiplication of a bialgebra by a gauge ele-
ment produces nontrivial examples of quasi-bialgebras. Quasi-bialgebras then differ from
bialgebras by being only coassociative up to conjugation by a three-cocycle; cf. Eqs. (1)
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28 L. Kadison / Journal of Algebra 295 (2006) 27–43and (2). Several applications are made by Drinfel’d to the Knizhnik–Zamolodchikov sys-
tem of p.d.e.’s and to Reshetikhin’s method for obtaining knot invariants.
Hausser and Nill have shown in [6] that finite-dimensional quasi-Hopf algebras over
fields are Frobenius algebras. We would like to return in this paper to the general com-
mutative ground ring for quasi-Hopf algebras as much as possible while retaining aspects
of Frobenius algebras. In the preliminaries, we first show that quasi-Hopf algebras over
a commutative ring k with trivial Picard group are Frobenius k-algebras by sketching
the direct approach of Bulacu–Caenepeel [2] to the isomorphism ∫ 
H
⊗H ∗ ∼= H of a
quasi-Hopf algebra H , its dual H ∗ and its space of left integrals
∫ 
H
via the Van Daele–
Panaite–Van Oystaeyen projection P :H → ∫ 
H
. Somewhat more generally, we introduce
QFH-algebras, which are quasi-Hopf algebras over commutative rings that are Frobenius
algebras. We then study a Frobenius coordinate system derived from [2], transform it to
the Frobenius system introduced in Hausser–Nill [6] and make various deductions start-
ing from a type of Radford formula for an anti-automorphism of a Frobenius algebra
(Lemma 3.1). First, a simplified proof and extension of the Hausser–Nill–Radford formula
for the fourth power of the antipode is provided for QFH-algebras (Theorem 3.3). Sec-
ond, a quasi-Hopf subalgebra, stable under an antipode of H , is a β-Frobenius extension
(Theorem 3.4). In Section 2 we make a study of when a quasi-Hopf algebra is separable or
strongly separable in the sense of Kanzaki.
1. Preliminaries on quasi-Hopf algebras
In this section we review the basics of the Bulacu–Caenepeel approach to quasi-Hopf
algebras with small changes in notational conventions, generality and closer attention to
Frobenius systems.
Let k be a commutative ground ring. All unlabeled tensors and Hom’s are over k. Let H
be a finitely generated projective k-module and k-algebra. All unlabeled identity maps and
unity elements are on or in H . Note that such an algebra is Dedekind-finite in that xy = 1
if and only if yx = 1. We let H ∗ denote Hom(H, k), which has the natural H -bimodule
structure defined as usual by 〈h ⇀ h∗ ↼k|x〉 = 〈h∗|kxh〉 (this notation is consistent with
customary Hopf algebra notation).
Following Drinfel’d, we say that H is a quasi-bialgebra if it admits additional structure
(H,∆,ε,Φ) where algebra homomorphism ∆ :H → H ⊗ H is a possibly noncoassocia-
tive coproduct with counit augmentation ε : H → k satisfying the ordinary counit laws:
(ε ⊗ id)∆ = id = (id ⊗ ε)∆.
Φ is an invertible element in H ⊗H ⊗H denoted by
Φ = X1 ⊗X2 ⊗X3 = Y 1 ⊗ Y 2 ⊗ Y 3 = · · ·
with inverse denoted by
Φ−1 = x1 ⊗ x2 ⊗ x3 = y1 ⊗ y2 ⊗ y3 = · · ·
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occurrence of Φ or Φ−1, respectively, in the same side of an equation. Φ controls the
noncoassociativity of the coproduct on H as follows:
(id ⊗∆)(∆(a))= Φ(∆⊗ id)(∆(a))Φ−1 (1)
which in generalized Sweedler notation is equivalent to
a(1)X
1 ⊗ a(2,1)X2 ⊗ a(2,2)X3 = X1a(1,1) ⊗X2a(1,2) ⊗X3a(2).
Moreover Φ must satisfy normalized 3-cocycle equations given by (an equation in H ⊗
H ⊗H ⊗H and another in H ⊗H ):
(1 ⊗Φ)(id ⊗∆⊗ id)(Φ)(Φ ⊗ 1) = (id ⊗ id ⊗∆)(Φ)(∆⊗ id ⊗ id)(Φ), (2)
(id ⊗ ε ⊗ id)(Φ) = 1 ⊗ 1. (3)
The next lemma applies the axioms above:
Lemma 1.1. In any quasi-bialgebra
ε
(
X1
)
X2 ⊗X3 = 1 ⊗ 1 = X1 ⊗X2ε(X3).
Proof. The known trick is to apply the counit to various equivalent forms of Eq. (2). The
left equation follows from
ε
(
X1
)
X2 ⊗X3 = Y 1Z1(1)x1y1ε
(
Y 2Z1(2)x
2y2(1)
)
Y 3(1)Z
2x3y2(2) ⊗ Y 3(2)Z3y3
= Y 1ε(Y 2)Z1x1ε(x2)y1Y 3(1)Z2x3y2 ⊗ Y 3(2)Z3y3 = 1 ⊗ 1
by two applications of Eq. (3) and finally ΦΦ−1 = 1⊗1⊗1. The right equation is similarly
established. 
These axioms mean that the category of left or right modules over H form a nonstrict
tensor category where multiplication by Drinfel’d’s associator Φ provides a natural iso-
morphism between triple tensor products of modules (Eq. (1)), all possible associations of
the same tensor product of modules are isomorphic from a commutative pentagon diagram
(Eq. (2)) and the unit module k with H -module structure induced from the augmenta-
tion ε is cancellable up to natural isomorphism in the middle position of a triple tensor
product (Eq. (3)). A bialgebra is of course of quasi-bialgebra where Φ = 1 ⊗ 1 ⊗ 1.
Unlike bialgebra, the notion of quasi-bialgebra is stable under twisting of the coproduct
∆F∆F−1 [11] where F ∈ H ⊗H .
A quasi-bialgebra H is called a quasi-Hopf algebra if there is an anti-automorphism
S :H → H (called an antipode) with elements α,β ∈ H such that for all a ∈ H :
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a(1)βS(a(2)) = ε(a)β, (5)
X1βS
(
X2
)
αX3 = 1, (6)
S
(
x1
)
αx2βS
(
x3
)= 1. (7)
In k we cannot assume a cancellation law, but it follows from Eqs. (3) and (7) that
ε(α)ε(β) = 1, and then from Eq. (4) or Eq. (5) that ε ◦ S = ε. Since ε(α) and ε(β) are in-
verses of one another in k, we may rescale α and β so that ε(α) = 1 = ε(β). A Hopf algebra
is of course a quasi-Hopf algebra where α = β = 1 and Φ = 1⊗1⊗1. However, unlike for
a Hopf algebra, the antipode of a quasi-Hopf algebra is only unique up to inner automor-
phism of H : given another antipode S, it is S composed with an inner automorphism with
unit u ∈ H where the transformation is α uα, β βu−1 and S(a) S = uS(a)u−1 [4].
The antipode S also differs in general from a Hopf algebra antipode by being only an anti-
coalgebra automorphism up to a twist [2,4,6].
Four elements are introduced in order to generalize Hopf algebra formulae of the type
a(1) ⊗ a(2)S(a(3)) = a ⊗ 1 to the quasi-Hopf setting. They are the following elements in
H ⊗H :
qR := X1 ⊗ S−1
(
αX3
)
X2, qL := S
(
x1
)
αx2 ⊗ x3, (8)
pR := x1 ⊗ x2βS
(
x3
)
, pL := X2S−1
(
X1β
)⊗X3. (9)
Again briefly denote qR = q1R ⊗q2R , etc. by suppressing the summation symbol and indices.
The formulae they facilitate are the following for each a ∈ H :
q1Ra(1,1) ⊗ S−1(a(2))q2Ra(1,2) = aq1R ⊗ q2R, (10)
a(1,1)p
1
R ⊗ a(1,2)p2RS(a(2)) = p1Ra ⊗ p2R, (11)
S(a(1))q
1
La(2,1) ⊗ q2La(2,2) = q1L ⊗ aq2L, (12)
a(2,1)p
1
LS
−1(a(1))⊗ a(2,2)p2L = p1L ⊗ p2La. (13)
For example, Eq. (10) follows from variants of Eqs. (1) and (4):
LHS = X1a(1,1) ⊗ S−1(a(2))S−1
(
αX3
)
X2a(1,2)
= a(1)X1 ⊗ S−1
(
αa(2,2)X
3)a(2,1)X2 = RHS.
The element pairs qR , pR and qL, pL satisfy two equations each below:
∆
(
q1R
)
pR
(
1 ⊗ S(q2R))= 1 ⊗ 1, (14)(
1 ⊗ S−1(p2R))qR∆(p1R)= 1 ⊗ 1, (15)
∆
(
q2
)
pL
(
S−1
(
q1
)⊗ 1)= 1 ⊗ 1, (16)L L
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S
(
p1L
)⊗ 1)qL∆(p2L)= 1 ⊗ 1. (17)
For example, Eq. (14) follows from Eq. (3), the lemma, and Eq. (6):
LHS = X1(1)x1 ⊗X1(2)x2βS
(
x3
)
S
(
X2
)
αX3
= x1X1 ⊗ x2Y 1X2(1)βS
(
x3(1)Y
2X2(2)
)
αx3(2)Y
3X3
= 1 ⊗ Y 1βS(Y 2)αY 3 = 1 ⊗ 1.
1.1. A direct proof that H is a Frobenius algebra
In this subsection we show that the quasi-Hopf algebra H is a Frobenius algebra by
sketching the method in [2]. Suppose {ai}ni=1 and {f i}ni=1 are dual or projective bases
in H and H ∗, respectively: i.e., they satisfy only
∑n
i=1 f i(a)ai = a for all a ∈ H , but
not necessarily fi(aj ) = δij . However, in common with dual bases for finite-dimensional
algebras over fields, we have:
Lemma 1.2. In any f.g. projective k-algebra H , we have for every x ∈ H
∑
i
f i ↼ x ⊗ ai =
∑
i
f i ⊗ xai, (18)
∑
i
x ⇀ f i ⊗ ai =
∑
i
f i ⊗ aix. (19)
Proof. The proof is a brief calculation like in the case of a ground field once we see clearly
that
∑
i φi ⊗ ci =
∑
j ρj ⊗ bj in H ∗ ⊗ H if and only if for each a ∈ H,η ∈ H ∗ we have∑
i〈φi |a〉〈η|ci〉 =
∑
j 〈ρj |a〉〈η|bj 〉 by applying projective bases. 
As we know from Hopf algebra theory, integrals are of interest in questions of semisim-
plicity, or failing that, Frobenius/symmetric algebra properties.
Definition 1.3. A left integral is an element t ∈ H satisfying at = ε(a)t for all a ∈ H .
A right integral r ∈ H similarly satisfies ra = ε(a)r for a ∈ H . Denote the space of left
integrals by
∫ 
H
and right integrals by
∫ r
H
.
Following [13] and Van Daele one shows the existence of integrals in H by defining a
projection P :H → ∫ 
H
: (h ∈ H)
P (h) =
n∑
i=1
〈
f i
∣∣ βS2(q2Rai(2))h〉q1Rai(1) (20)
=
n∑〈
f i
∣∣ βS(S(X2ai(2))αX3)h〉X1ai(1). (21)i=1
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aP (h) =
∑
i
〈
f i
∣∣ βS2(q2ai(2))h〉aq1ai(1)
=
∑
j
〈
f i
∣∣ βS2(S−1(a(2))q2a(1,2)ai (2))h〉q1a(1,1)ai (1)
=
∑
i,j
〈
f i
∣∣ a(1)aj 〉〈f j ∣∣ βS(a(2))S2(q2ai(2))h〉q1ai(1)
=
∑
i
〈
f i
∣∣ a(1)βS(a(2))S2(q2ai(2))h〉q1ai(1) = ε(a)P (h),
where qR = q1 ⊗ q2. In the third equation, we use ∆(∑i ai〈f i |xy〉) = x(1)y(1) ⊗ x(2)y(2).
The existence of a nonzero integral will follow if one of bj := P(aj ) (j = 1, . . . , n) is
nonzero: using the antipode axioms again, we note
∑
j
〈
f j
∣∣ S(bjβ)〉=∑
i,j
〈
f i
∣∣ βS(S(X2ai(2))αX3)aj 〉〈f j ∣∣ S(X1ai(1)β)〉
= 〈f i ∣∣ βS(X3)S(α)S2(X2)S2(ai (2))S(β)S(ai (1))S(X1)〉
= 〈ε ∣∣ βS(X3)S(α)S2(X2)S(β)S(X1)〉= 1,
from which the claim follows.
By using the elements qR,pR defined in Eqs. (10) and (11) above, let
∆(h) := q1Rh(1)p1R ⊗ q2Rh(2)p2R := h(1) ⊗ h(2) (22)
and for f ∈ H ∗ let f → h := f (h(2))h(1). A computation exactly like that in [2, 2.2]
establishes that over a commutative ground ring:
Theorem 1.4 (Bulacu–Caenepeel). The mapping Θ : ∫ 
H
⊗H ∗ → H given by
Θ(t ⊗ h∗) = h∗(S(t(2)))t(1)
is an isomorphism with respect to the natural left H -modules HH and HH ∗. Its inverse is
given by
Θ−1(h) =
n∑
i=1
P(aih)⊗ f i.
As a consequence,
∫ 
H
is one-dimensional if k is a ground field, since dimH = dimH ∗.
Otherwise, all we can say is that
∫ 
H
has constant rank 1 with respect to localizations at
any prime ideal in k. If the Picard group of k is trivial, e.g., when k is a local, semilocal or
polynomial ring, this will mean that
∫  is free of rank one. Somewhat more generally,
H
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∫ 
H
free of rank one as a QFH-
algebra.
We propose to also call a QFH-algebra, a “quasi-Hopf–Frobenius algebra” with the
reverse FH symbolism as in [14].
Recall that a Frobenius k-algebra H is finitely generated projective over k with an iso-
morphism of the natural modules HH ∼= HH ∗ (equivalently HH ∼= H ∗H ) [9]. (A word of
caution that such a Frobenius k-algebra is a quasi-Frobenius ring if k is a quasi-Frobenius
commutative ring, but not for general k.)
Corollary 1.6. A QFH-algebra H is a Frobenius algebra.
Proof. Let t denote a nonzero left integral freely generating
∫ 
H
. Then θ :HH ∗ → HH
defined by h∗ 	→ h∗ ◦ S → t is an isomorphism by theorem. 
θ :H ∗ → H is known as a Frobenius isomorphism, from which a Frobenius coordinate
system for H may be derived via Frobenius homomorphism λ := θ−1(1) ∈ H ∗, with dual
bases {bi := θ(f i)}, {ai}. From the equation ∑i aif i(a) = a, all a ∈ H we obtain the
equation,
n∑
i=1
λ(abi)ai = a. (23)
The symmetrical equation
∑
i
biλ(aia) = a (24)
for any a ∈ H follows by noting θ−1(a −∑i biλ(aia)) on any x ∈ H is zero. From either
of these equations, we see that the Frobenius homomorphism λ is a nondegenerate func-
tional (i.e., λ(Hx) = 0 or λ(xH) = 0 implies x = 0). We then see that λ(ax) = λ(xη(a)),
or equivalently
λ↼ a = η(a)⇀ λ,
defines an automorphism η of H , which has the alternative definition
η(a) =
∑
i
biλ(aai) (25)
called the Nakayama automorphism.
As an aside, we point out that, like a symmetric algebra, a Frobenius algebra H satisfies
the bimodule isomorphism HHH ∼= HH ∗η−1 where we employ the notation for the obvious
twist or pullback of module structure by an automorphism (which we will see later in
connection with β-Frobenius extensions). Recall that H is a symmetric algebra if η is
inner; equivalently, H ∼= H ∗ as H -bimodules.
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We continue with the notation developed for a QFH-algebra in the last section and
subsection.
Recall that a separable k-algebra A is characterized by having a separability element e
in A ⊗ A (or idempotent when viewed in Ae := A ⊗ Aop). Again suppressing summation
and indices, we write e = e1 ⊗ e2 and such a (nonunique) e is characterized by e1e2 = 1
and a Casimir condition ae1 ⊗ e2 = e1 ⊗ e2a for all a ∈ H . With this element we may also
characterize A by all k-split exact sequences of A-modules are in fact A-split exact (using
the Maschke technique of applying the separability element to the argument and value of
a function). Over a commutative ground ring k, a separable algebra A is not necessarily
semisimple; however, if k is semisimple, then A is semisimple.
If A is k-separable and f.g. projective, faithful over k, the Endo–Watanabe theorem
shows by complicated arguments (or “big machinery”) that A is a Frobenius algebra. How-
ever, if A is already known to be a symmetric algebra, we may apply a simple test to a
Frobenius system φ : H → k and {xi}, {yi}: A is k-separable if and only if there is a ∈ A
such that
∑
i xiayi = 1. This is proven by using ideas from the proof of Lemma 3.1 below
as well as noting that Eqs. (23) and (24) imply that ∑i xi ⊗yi satisfies a Casimir condition.
The next theorem is Panaite’s when k is a field.
Theorem 2.1. A quasi-Hopf algebra H is separable over its commutative ground ring k if
and only if there is a normalized left or right integral in H .
Proof. (⇒) Let K = ker ε, a two-sided ideal in H . The counit ε induces a k-split exact
sequence
0 → HK → HH ε−→ Hk → 0
where the last nonzero module is induced by the augmentation ε. By k-separability
of H , this short exact sequence is split over H , whence there is a left H -homomorphism
t ′ : k → H such that εt ′ = idk . But t := t ′(1) is then a normalized left integral, since
ht = t ′(h · 1) = ε(h)t , all h ∈ H and ε(t) = 1. (I.e., HomH−(k,H) ∼=
∫ 
H
as Wisbauer has
observed.) This argument may be repeated with right H -modules to establish a normalized
right integral (also without the presence of antipode).
(⇐) Given a normalized left integral t or right integral r , any of the following four are
separability elements:
e1,2 = S
(
r(1)p
1)⊗ αr(2)p2 (p = pL or pR), (26)
e3,4 = q1t(1)β ⊗ S
(
q2t(2)
)
(q = qL or qR). (27)
For example, e1 is a separability element, since S(p1L)S(r(1))αr(2)p
2
L = S(p1L)αp2L = 1 by
applying id ⊗ ε to Eq. (17) and noting q1Lε(q2L) = α from Eq. (8). The Casimir condition
follows from combining Eq. (13) with the trivial observation ∆(ra) = ∆(r)ε(a), all a ∈ H .
(e4 satisfies the Casimir condition and βe4 = t(1)β ⊗ S(t(2)) by [2, 2.1].) 
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we call the Haar integral, i.e., the algebra H is unimodular, for the following reason which
holds for an augmented Frobenius algebra and makes use of the modular augmentation
µ : H → k defined by
ta = µ(a)t. (28)
Proposition 2.2. The counit, Nakayama automorphism and modular augmentation in an
augmented Frobenius algebra satisfy
ε = µ ◦ η. (29)
Consequently, an augmented symmetric algebra is unimodular.
Proof. Given counit ε in an augmented Frobenius algebra A, there is a left integral t ∈ A
and Frobenius homomorphism φ ∈ A∗ such that φ(t) = 1 [9]. Now define Nakayama au-
tomorphism η and modular augmentation µ relative to φ and t as above. Whence
µ = φ ↼ t = η(t)⇀ φ = (t ⇀ φ) ◦ η−1 = ε ◦ η−1,
since φ ◦ η = φ.
If A is a symmetric algebra, η(a) = uau−1 for some unit u ∈ A and a ∈ A. It follows
that µ = ε, hence A is unimodular. 
Since a separable f.g. projective faithful k-algebra is a symmetric algebra, it follows that
a separable quasi-Hopf algebra H is unimodular.
In characteristic p, there is the phenomenon of strong separability in the sense of Kan-
zaki [8] which stands out as a strong form of separability. In case k is an algebraically
closed field, these are separable algebras all of whose simple modules have dimension rel-
atively prime to the characteristic of k. For general ground ring k, a separable k-algebra
is strongly separable if A = C ⊕ [A,A] where C is its center and [A,A] is the k-span of
commutators [a, b] = ab − ba. Equivalently, A is strongly separable if it has a symmet-
ric separability element, or even weaker, an element e ∈ A ⊗ A such that e1e2 = 1 and
e1a ⊗ e2 = e1 ⊗ ae2 for each a ∈ A [8].
In [8, 4.1], the following criterion is given: a Frobenius algebra A with Frobenius ho-
momorphism φ :A → k and dual bases {xi}, {yi} (such that ∑i xiφ(yia) = a) is strongly
separable if and only if
∑
i yixi is an invertible element u in A. Moreover, the Nakayama
automorphism is given by η(a) = u−1au (and A is naturally a symmetric algebra). We
apply this criterion next to extend an old result of Larson for Hopf algebras [8].
Theorem 2.3. Suppose H is a k-separable quasi-Hopf algebra where βS(α) = 1 and
S2 = id for some antipode S on H . Then H is strongly separable and λ is a trace.
Proof. Let t be a Haar integral in H . Recalling dual bases {f i ◦ S → t}, {ai}, and Frobe-
nius homomorphism λ from Section 2, we show that u =∑ ait(1)f i(S(t(2))) = 1 belowi
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note that
S(α)aiβS(α)
(
f i ◦ S → t)= S(α)S(p2)S(t(2))S(q2)βS(α)q1t(1)p1
= S(t(2)p2α)S(α)t(1)p1
= S(t(2))S(α)t(1) = S(α),
the last equation using (4). Since H is a f.g. projective k-algebra, S(α) is invertible, and
the computation implies that u = 1. Then H is strongly separable with λ a trace since the
Nakayama automorphism η = id. 
Note too the dual bases tensor is symmetric under the hypotheses.
Lemma 2.4. If t ∈ ∫ 
H
, then q1t(1) ⊗ S−1(β)q2t(2) = t(1) ⊗ t(2).
Proof. Multiply Eq. (15) from the right by ∆(t), use the left integral property and
ε(p1)p2 = ε(x1)x2βS(x3) = β . 
Lemma 2.5. If r ∈ ∫ r
H
, then r(1)p1 ⊗ r(2)p2α = r(1) ⊗ r(2).
Proof. Multiply Eq. (14) from the left by ∆(r) and note ε(q1)q2 = S−1(α). 
From Theorem 2.1 it follows that we also have
βq1t(1) ⊗ S
(
q2t(2)
)= t(1) ⊗ S(t(2)), (30)
r(1)p
1S−1(α)⊗ r(2)p2 = r(1) ⊗ r(2). (31)
3. Frobenius coordinate systems and Radford’s formula
We begin this section with a basic lemma for a Frobenius algebra A with anti-
automorphism S which establishes an archetypical result for Radford formulas for the
fourth power of an antipode in some quantum algebra. It is stated in terms of a Nakayama
automorphism which for a unimodular Hopf algebra is the square of S or its inverse. We
continue the conventions begun above. Let Adu denote conjugation by a unit u where
Adu(x) = uxu−1.
Lemma 3.1 (The pre-Radford formula). If A is a Frobenius algebra with Nakayama auto-
morphism η and anti-automorphism S :A → A, then there is invertible d ∈ A such that
S ◦ η ◦ S−1 ◦ η = Add−1 . (32)
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η on A. Let us recall (from any of several elaborative sources, e.g., [8–10]) that any other
Frobenius system (ψ ∈ A∗, uj , vj , ρ) only differs from the first by an invertible element
d ∈ A (called the (right) derivative dφ
dψ
) such that
ψ = φ ↼ d, (33)
d =
∑
i
ψ(xi)yi, (34)
∑
j
uj ⊗ dvj =
∑
i
xi ⊗ yi, (35)
η−1 ◦ ρ = d(−)d−1. (36)
The first equation follows from the fact that the k-dual A∗ is freely generated by each
Frobenius homomorphism. The second follows from the first and Eq. (23). The third equa-
tion follows the second and the Casimir condition for dual base tensors. The fourth equation
follows from the computation: (a ∈ A)
ρ(a) =
∑
j
ujψ(avj ) =
∑
i
xiφ
(
dad−1yi
)
=
∑
i
xiφ
(
yiη
(
dad−1
))= η(dad−1). (37)
Next we claim that S transforms a Frobenius system into another as follows:
(φ, xi, yi, η) (φ ◦ S−1, S(yi), S(xi), S ◦ η−1 ◦ S−1).
This is due to
S−1(a) =
∑
i
φ
(
S−1(a)xi
)
yi =
∑
i
yiφ ◦ S−1
(
S(xi)a
)
,
to which we apply S. We compute the Nakayama automorphism ρ associated to ψ :=
φ ◦ S−1: (a ∈ A)
ρ(a) =
∑
i
S(yi)φ
(
S−1
(
aS(xi)
))= S
(∑
i
yiφ
(
xiS
−1(a)
))
= S
(∑
i
φ
(
η−1S−1(a)xi
)
yi
)
= S(η−1(S−1(a))).
Combining the existence of invertible d ∈ A such that ρ = η(d(−)d−1) with this last result
in [8], we conclude that S ◦ η ◦ S−1 ◦ η = Add−1 . 
38 L. Kadison / Journal of Algebra 295 (2006) 27–43This lemma may be viewed as a key to understanding several Radford formulas for
the fourth power of antipodes on Hopf algebras, weak Hopf algebra, quasi-Hopf algebras
and future quantum Frobenius algebras. The Nakayama automorphism is often expressible
in terms of the second power of the antipode, whence the left-hand side of Eq. (32) will
involve the fourth power of antipode. In support of this claim let us briefly consider the
first two cases before we take up the third case in more detail later in this section.
Let H be a Hopf algebra, finite projective over a commutative ring k, with right integral
t ∈ H and right integral f on H such that f (t) = 1 (whence f ↼ t = ε). The conceptually
brief proof of Radford’s formula below is based on [7,9,10]. Since S(a) = f (t(1)a)t(2)
satisfies S(a(1))a(2) = ε(a)1H for all a ∈ H , it defines the antipode S :H → H and it
follows directly that a Frobenius system is given by (f,S−1(t(2)), t(1)). The Nakayama
automorphism of f is given by
α(x) = S−2(x)↼m = S−2(x ↼m),
where m :H → k is the modular augmentation such that at = m(a)t for all a ∈ H , since
a ↼ f = f (a)1H and we apply S2 to α(a) = S−1(t(2))f (at(1)). Consider now the anti-
automorphism S−1 on H . With f ◦S = f ↼ d and b the distinguished group-like element
satisfying γf = γ (b)f for every γ ∈ H ∗, we compute that both f ◦ S and f ↼ b belong
to the free rank one k-module of left integrals (since b is group-like with inverse S(b)) and
assume the same value on the left integral S−1(t) since f (S−1(t)) = 1 and ε(b) = 1. Then
f ↼ b = f ↼ d , whence b = d . From the lemma, S−1 ◦ α ◦ S ◦ α = Adb−1 . Applying this
to an x ∈ H yields
S−1
(
S−2
(
S−1(x ↼m)
)
↼m
)= b−1xb.
Since S−1(x ↼m) = m−1 ⇀S−1(x) for x ∈ H , this last equation simplifies to
m−1 ⇀S−4(x)↼m = b−1xb.
A simplification yields Radford’s formula for the fourth power of the antipode:
S4(x) = b(m−1 ⇀x ↼m)b−1. (38)
Consider next a special case of weak Hopf algebra A in [1, p. 423]: assume the existence
of two-sided integrals that are nondegenerate, h ∈ A and h∗ ∈ A∗. Define aL = h∗ ⇀ h
and aR = S(aL). By [1, Eq. (3.60)], h∗ is nondegenerate with Nakayama automorphism
θh∗ = AdaR ◦S2. By [1, Lemma 3.20], S∗(h∗) = h∗. Then the lemma above with derivative
d = 1 shows
θh∗ = S ◦ θ−1h∗ ◦ S−1
from which it follows that AdaR ◦ S2 = AdaL ◦ S−2; whence another way to see
[1, Eq. (3.51)]
S4 = Ad −1 . (39)aR aL
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fined in Section 2. We need a formula for the Nakayama automorphism η : H → H in
terms of S such as in Hausser–Nill [6, 5.1] for another Nakayama automorphism. We will
connect our approach via Bulacu–Caenepeel [2] with the Hausser–Nill theory of left coin-
tegrals and quasi-Hopf bimodules as follows.
We first briefly recall the notation
∆(x) = x(1) ⊗ x(2) := V∆(x)U
for two invertible elements U,V ∈ H ⊗H defined in [2, (3.7)] and [6, 3.12–3.13].
Lemma 3.2. The Frobenius homomorphism ψ := λ ◦ S is a left cointegral with dual bases
tensor
t(2) ⊗ S−1(t(1)) = S(r(1))⊗ r(2), (40)
where r = S−1(t) is the right integral satisfying ψ(r) = 1. Its Nakayama automorphism is
given by
ρ(a) = S(S(a)↼µ) (41)
for the modular augmentation µ :H → k.
Proof. Given an augmented Frobenius algebra (A, ε) with Frobenius homomorphism ψ
(a free generator of A∗), the left integrals are free of rank one; with left integral t satisfying
ψ(t) = ε (i.e., t is a left norm), it is easy to show that a 	→ ψ(a)t is a projection onto the left
integrals [9]. Moreover, for any a ∈ A we note that ta = tµ(a) for another augmentation
µ called the modular augmentation, since t freely generates ta ∈ ∫ 
A
[9].
Next recall that the Frobenius homomorphism λ was defined above via Φ−1(1) =∑
i P (ai) ⊗ f i where P : H →
∫ 
H
is another projection of H onto the left integrals
and {ai}, {f i} projective bases for H , H ∗. With t ∈
∫ 
H
such that λ(t) = 1, we see that
λ = ∑i λ(P (ai))f i . But for any a ∈ H , P(a) = ∑i P (ai)f i(a) from which it follows
that
λ(a) = λ(P(a)) (42)
for each a ∈ H . (It follows that P and the projection a 	→ λ(a)t are one and the same.)
We recall from Hausser–Nill that the space of left cointegrals in H ∗ is L= E(H ∗) for
a projection E defined on H ∗ in [6, (3.3), (4.5)]. The precise relationship between E and
P is noted in [2] as follows:
〈
E(h∗) | h〉= 〈h∗ | S−1PS(h)〉. (43)
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and (42):
〈
E(ψ) | h〉= 〈λ ◦ S | S−1PS(h)〉= 〈λ | PS(h)〉= 〈λ | S(h)〉= 〈ψ | h〉
for each h ∈ H .
The results in [6] are valid for QFH-algebra H because they require only the Drinfel’d
calculus introduced in the preliminaries, as well as for the following reason. Since
∫ 
H
and∫ r
H
are isomorphic as k-modules under S, both are free of rank one. But
∫ r
H
and L are
nondegenerately paired by [6, Lemma 4.4], which shows that L is also free of rank one.
Next we note that ψ(r) = λS(S−1(t)) = λ(t) = 1 by choice of t , and that [6, Proposi-
tion 5.5] shows that S(r(1)) ⊗ r(2) as the dual bases tensor for the unique left cointegral ψ
such that ψ(r) = 1.
From the lemma, ψ has dual bases tensor
∑
i S
−1(ai) ⊗ S−1(bi). Recalling that bi =
t(1)f
i(S(t(2))), it follows that the dual bases tensor is the left-hand side of Eq. (40).
Finally Hausser and Nill show the Nakayama automorphism for ψ in [6, Lemma 5.1]
to be ρ = S ◦ Sµ where Sµ(a) := S(a)↼µ and µ is the modular augmentation. 
From this lemma and Eq. (37) the formula for the inverse of the Nakayama automor-
phism η introduced in Eq. (25) is seen to be
η−1(a) = S2(a ↼µ). (44)
It follows that the outer automorphism coset of the Nakayama automorphism does not
change upon changing antipode for H (cf. preliminaries).
Let u := ψ(r(1))r(2), the comodulus or distinguished group-like element in H . The
lemma just proven has two consequences.
Theorem 3.3. A QFH-algebra H has antipode S satisfying the Hausser–Nill equation:
S2 ◦ S2µ = Adu−1 (45)
Proof. We apply Lemma 3.1 to the Frobenius homomorphism ψ = λ ◦ S with Nakayama
automorphism ρ = S ◦ Sµ. We first compute d = u from Eq. (34) in transforming from ψ
into ψ ◦ S−1 = λ. Then
SρS−1ρ = S2S2µ = Add−1 . 
For an application of the ideas in Lemma 3.2 to the unimodularity problem for the
Drinfel’d double D(H), see Bulacu and Torrecillas [3].
In this paper, a quasi-Hopf subalgebra K ⊆ H is a k-subalgebra such that K is a pure
k-submodule of H [12] for which ∆(K) ⊆ K⊗K and K has its own associator ΦK ∈ K ⊗
K ⊗K [15]; in addition, we assume of our quasi-Hopf subalgebra that H has an antipode
S stabilizing K (S(K) ⊆ K) and that there are elements αK,βK in K which together
with S satisfy the axioms (4)–(7). It follows from some pure module theory that K is f.g.
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where both are QFH-algebras (so both are Frobenius algebras).
Recall that a subring pair R ⊇ S is called a β-Frobenius extension if β :S → S is a
ring automorphism, the natural module RS is f.g. projective with Hom(RS,SS) ∼= R as
S–R-bimodules where all module actions are the natural ones except the left S-module
structure on S is the pullback module βS under the mapping β :S → S. There are close
connections explored by Kasch, Nakayama–Tzuzuku and Hirata between the module cat-
egories of R and S in such an extension. The next theorem generalizes facts obtained by
Oberst–Schneider and Fischman–Montgomery–Schneider [5].
Theorem 3.4. A QFH-subalgebra pair K ⊆ H forms a β-Frobenius extension where β is
the relative Nakayama automorphism ρ−1K ◦ ρH .
Proof. The proof will follow from [9, Proposition 5.1] where we recall that a Frobenius
subalgebra pair such as K ⊆ H is β-Frobenius with β the relative Nakayama automor-
phism of K if two conditions are met:
(1) HK is f.g. projective;
(2) the Nakayama automorphism ρH of H stabilizes K: ρH (K) ⊆ K .
The second condition is met by ρH (a) = S(S(a) ↼ µ) (a ∈ H ) since K is stable under
S and ∆. The first condition follows from Schauenburg’s freeness theorem for quasi-Hopf
subalgebras over ground fields [15, 3.2] and two lemmas below adapting this to commuta-
tive ground rings via localization at maximal ideals. 
A formula for a Frobenius homomorphism F :H → K from [9, 5.1] is given by
F(a) = ψ(aΛ(2))S−1(Λ(1)), (46)
where ψ is the Frobenius homomorphism for H in Lemma 3.2 and free generator Λ ∈ ∫ 
K
.
Recall that projective modules over local rings are free, so that the next lemma is valid
for QFH-algebra over a local ring.
Lemma 3.5. If H is a finitely generated free quasi-Hopf algebra over a local ring k with
K a quasi-Hopf subalgebra, then the natural modules HK and KH are free.
Proof. It will suffice by symmetry to prove that HK is free. First note that HK is finitely
generated since Hk is. If M is the maximal ideal of k, then the finite-dimensional quasi-
Hopf algebra H := H/MH is free over the quasi-Hopf subalgebra K := K/MK by
purity and the freeness theorem in [15]. Suppose θ :Kn ∼=−→ H is a K-linear isomorphism.
Since K is finitely generated over k,MK is contained in the radical of K . Now θ lifts to
a right K-homomorphism Kn → H with respect to the natural projections H → H and
Kn → Kn. By Nakayama’s lemma, the homomorphism Kn → H is epi (cf. [16]). Since
Hk is finite projective, τ is a k-split epi, which is bijective by Nakayama’s lemma applied
to the underlying k-modules. Hence, HK is free of finite rank. 
42 L. Kadison / Journal of Algebra 295 (2006) 27–43Over a nonconnected ring k = k1 × k2, it is easy to construct examples of (quasi-)Hopf
subalgebra pairs
K := k[H1 ×H2] ⊆ H := k[G1 ×G2],
where G1 > H1, G2 > H2 are subgroup pairs of finite groups and HK is not free (by
counting dimensions on either side of H ∼= Kn). The next lemma follows from the previous
one.
Lemma 3.6. If H is a k-finite projective, quasi-Hopf algebra and K is a quasi-Hopf sub-
algebra of H , then the natural modules HK and KH are finite projective.
Proof. First note that HK is finitely generated. If k is a commutative ground ring, Q → P
is an epimorphism of K-modules, then it will suffice to show that the induced map
Ψ : Hom−K(H,Q) → Hom−K(H,P ) is epi too. Localizing at a maximal ideal M in k,
we obtain local ring kM, modules over k localized overM, and a homomorphism denoted
by ΨM as follows. By adapting a standard argument such as in [16], we note that for every
module MK
HomK(HK,MK)M ∼= Hom−KM(HM,MM) (47)
since Hk is finite projective. Then ΨM maps
Hom−KM(HM,QM) → Hom−KM(HM,PM).
By Lemma 3.5, HM is free over KM. It follows that ΨM is epi for each maximal ideal
M, whence Ψ is epi. 
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