Abstract. Orthogonal polynomials on the product domain [a 1 , b 1 ] × [a 2 , b 2 ] with respect to the inner product
Introduction
Let w i (x) be a nonnegative weight function defined on an interval [a i , b i ], where i = 1, 2. Let W be the product weight function The purpose of this paper is to study orthogonal polynomials with respect to the inner product
∇f (x, y) · ∇g(x, y) W (x, y) dx dy + λf (c 1 , c 2 )g(c 1 , c 2 ), where λ > 0 and (c 1 , c 2 ) is a fixed point, typically a corner point of the product domain Ω. Sobolev orthogonal polynomials of one variable have been extensively studied (see the survey [7] ). In particular, polynomials that are orthogonal with respect to the one-variable analogue of the inner product (1.1) were analyzed in [2] . In contrast, the study of such polynomials in several variables is a fairly recent affair. In [9] , one of the earliest studies in several variables, Sobolev orthogonal polynomials with respect to an inner product similar to (1.2) on the unit ball of R d are constructed, where the discrete part could also be replaced by the integral on the boundary of the ball. The motivation of [9] came from a question from engineering that requires control over the gradient. Such inner products appear naturally in the analysis of spectral methods for numerical solutions of partial differential equations (cf. [3] ), which motivates our study.
For the ordinary inner product on the product domain,
f (x, y)g(x, y) W (x, y) dx dy, it is immediate that a basis of orthogonal polynomials of degree n is given by p k (w 1 ; x)p n−k (w 2 ; y), 0 k n, where p k (w; x) denotes the orthogonal polynomial of degree k with respect to w. A moment reflection shows, however, that Sobolev orthogonal polynomials with respect to the inner product (1.2) do not possess product structure. Our goal in this paper is to study the orthogonal structure for the inner product (1.2) on the product domain.
Our main result provides a way to construct a basis of Sobolev orthogonal polynomials, complemented with an algorithm that computes both orthogonal polynomials and their L 2 norm, when both weight functions w 1 and w 2 are self-coherent, which means that their monic orthogonal polynomials satisfy the relations of the form
Weight functions, or measures, that are self-coherent have been studied extensively and characterized. They are essentially the classical measures. In [4] the authors proved that (1.4) characterizes classical orthogonal polynomials. Our approach is to express the Sobolev orthogonal polynomials with respect to the inner product ·, · S in terms of a family of product polynomials, which are not, however, the product orthogonal polynomials with respect to (1.3), but product polynomials of the form q k (w 1 ; x)q n−k (w 2 ; y), where q k (w) takes the form of the right hand side of (1.4) without the derivative. In order to keep the idea transparent, we will not work with the most general case that our method applies, but work primarily with two examples, product Laguerre weight functions and product Gegenbauer weight functions, for which we work out our algorithms explicitly.
Some of our results can no doubly be extended from two variables to several variables. We choose to stay with two variables to avoid complicated notation and keep the algorithm practical.
The paper is organized as follows. In the next section, we recall the basics for orthogonal polynomials of several variables, and describe our strategy for constructing Sobolev orthogonal polynomials for the product weight functions. The construction is worked out explicitly in the case of product Laguerre weight in Section 3 and in the case of product Gegenbauer weight in Section 4.
Constructing bases for Sobolev orthogonal polynomials
The basics of orthogonal polynomials in several variables are given in the first subsection. Sobolev orthogonal polynomials for product measures are described in the second subsection, and the strategy for constructing an orthogonal basis is discussed in the third subsection.
Orthogonal polynomials of two variables. Let Π
2 denote the space of polynomials in two real variables and, for n = 0, 1, 2, . . ., let Π 2 n denote the subspace of polynomials of (total) degree at most n in Π 2 . For an inner product ·, · defined on Π 2 , a polynomial P ∈ Π 2 n is said to be orthogonal if P, Q = 0 for all Q ∈ Π 2 n−1 . Let V 2 n denote the space of orthogonal polynomials of total degree n with respect to ·, · . It is known that dim Π 
It is often convenient to use the vector notation
considered as a column vector, which we also regard as a set of orthogonal polynomials of degree n. In this notation, P n , P T m = H n δ n,m , where H n is a matrix of size (n + 1) × (n + 1), necessarily symmetric and positive definite. If the set P n contains a mutually orthogonal basis then H n is diagonal, and if it is orthonormal then H n is the identity matrix.
For W (x, y) = w 1 (x)w 2 (y) as in (1.1), we consider the inner product
where c is a normalization constant of W so that 1, 1 W = 1. A basis of V 2 n (W ) is given by the product polynomials 
For α, β > −1, let W α,β be the product Laguerre weight function defined by
There is only one finite corner point of Ω, and we consider the inner product
where λ > 0 is a fixed constant and c α,
Example 2.2. For α > −1/2, let u α be the Gegenbauer weight function
For α, β > −1/2, let U α,β be the product Gegenbauer weight function defined by
There are four corner points of Ω and we consider the inner product
where λ > 0 is a fixed constant and c α,β = 1/ Ω U α,β (x, y) dx dy.
For the inner product ·, · S in (1.2), we denote its main part by
This is a bilinear form and it is an inner product on the linear space Π 2 \R of polynomials having a zero constant term. Let 
This theorem shows that we only need to work with the bilinear form ·, · ∇ and on the linear space Π 2 \R. Observe that the orthogonal polynomials in V 2 n (∇) are determined up to an additive constant c. Indeed, for any constant c, the polynomial S n k + c is also a monic orthogonal polynomial in V 2 n (∇). By Theorem 2.3, however, we only need to determine S n k up to a constant. For convenience, we adopt the following notation for two functions that are equal up to a constant:
where c ∈ R is a generic constant.
2.3.
Strategy for constructing Sobolev orthogonal polynomials. In order to construct the polynomial S n k , we expand it in terms of a known basis of polynomials denoted by {Q m j : 0 j m n},
and determine the coefficients a j,m (k) by orthogonality. Since S n k is determined up to a constant, the equal sign should be replaced by c = in (2.5). The choice of Q m j clearly matters. An obvious choice is the basis of product orthogonal polynomials P n k in (2.1). This basis, however, is not a good choice since we need to work with derivatives of the basis elements. This is where the notion of coherent pair comes in.
A weight function w defined on the real line is called self-coherent if its monic orthogonal polynomials p n (w) satisfy the relation
for some constants a n . Furthermore, w is called symmetric self-coherent, if w is an even function and its monic orthogonal polynomials p n (w) satisfy the relation
More generally, we can call w self-coherent if it satisfies (1.4), that is,
If w is self-coherent, we denote by q n (w) the polynomial of degree n defined by
where, by convention, p −1 (w; x) = 0 and we assume the last term is zero if n = 1. It follows directly from the definition that q n (w) is monic and q ′ n (w; x) = np n−1 (w; x). Notice that self-coherent orthogonal polynomials are essentially, up to a linear change of variable, the classical orthogonal polynomials (Jacobi, Laguerre and Hermite) as was proved in [4] .
We now define the polynomials Q m j of two variables by
The derivatives of Q n k can be given explicitly in terms of product orthogonal polynomials P m j in (2.1). Lemma 2.4. Let ∂ i denote the i-th partial derivative. Then
Substituting q k (w 2 ; y) by its definition (2.8), the identity for ∂ 1 Q n k follows from the definition of P m j . The other identities are proved similarly.
T denote the column vector of polynomials Q n k and S n k , respectively. Furthermore, let e i denote the standard Euclidean coordinate vector whose i-th element is 1 and all other elements are 0.
Theorem 2.5. For 0 k n, there exist real numbers a i,k and b i,k such that
Moreover, in the case of k = 0 and k = n, we have, respectively,
. In terms of vector notation, (2.10) can be written as
where A n−1 and B n−2 are matrices of the form
Here A n−1 and B n−2 are matrices of size (n − 1) × n and (n − 1) × (n − 1), respectively.
Proof. If k = 0 and P is any polynomial in Π 2 n−1 , then, by Lemma 2.4,
Since the space {∂ 1 P : P ∈ Π 2 n−1 } is Π 2 n−2 , this shows that Q n 0 ∈ V 2 n (∇) and it is equal to S n 0 as it is monic. The proof for S n n is similar. Moreover, if 1 k n, it follows from Lemma 2.4 that
for any polynomial P of degree at most n − 3. Consequently, Q n k can be written as a linear combination of the Sobolev orthogonal polynomials of degree n, n − 1 and n − 2. Since both Q n k and S n k are monic by definition, (2.10) follows. To determine the matrices A n−1 and B n−2 , we need to work with specific weight functions. The simplest cases are the product Laguerre polynomials for which B n−2 = 0 and the product Gegenbauer polynomials for which A n−1 = 0. These two cases will be worked out in detail in the next two sections.
The product Laguerre weight
In this section we consider the product of Laguerre weight functions and the inner product (2.2). The Laguerre polynomials are defined by (cf. [ 
and their orthogonality is given by
where (a) n = a(a + 1) · · · (a + n − 1), n 1, (a) 0 = 1, is the Pochhammer symbol. Furthermore, they satisfy the relation
which shows that the Laguerre weight function w α is self-coherent. Monic Laguerre orthogonal polynomial p n (w α ) and its L 2 norm are given by
It follows readily that these are mutually orthogonal polynomials and
In this setting, their partial derivative for 1 k n in Lemma 2.4 becomes the following:
Lemma 3.1. For 1 k n − 1, the following formulas hold 
Our goal is to show how A n−1 can be explicitly computed. To this end, we need explicit formulas for the inner products of the gradients of the polynomials Q n k . In the following we write ·, · = ·, · W α,β . Lemma 3.2. For 0 i n and 0 l m,
Proof. Directly from the definition,
. By Lemmas 2.4 and 3.1, the inner product ∂ j Q n i , ∂ j Q m l can be computed by the orthogonality of P n k and (3.1). For example,
The other terms are computed similarly. 
To determine the matrix A n−1 , we will need explicit forms of the following two matrices:
n−2 j−1 , 0 j n, with h m j as given in (3.1), and C n : (n + 2) × (n + 1) is a bidiagonal matrix,
Proof. The formula for D n follows directly from Lemma 3.2. Furthermore, by Corollary 3.3, for 1 i n − 1,
l−1 δ i,l , which shows that C n is a bidiagonal matrix and its first and the last row are zero.
We are now ready to determine the matrix A n−1 in (3.2). 
where the iteration is initiated by H ∇ 1 = I, the identity matrix. Furthermore, for n = 1, 2, . . ., the matrix A n in (3.2) is determined by
Proof. Using the orthogonality of S n and the fact that
where we have used (3.2) once more . Hence, it follows that
T n ∇ by using (3.2) and the orthogonality of S n ,
Since H ∇ n is nonsingular, substituting the above relation into (3.7) proves (3.6). Furthermore, substituting (3.6) into (3.8) shows that
which simplifies to (3.5) from the symmetry of H ∇ n−1 , and therefore completes the proof.
The theorem shows that H ∇ n , hence A n , can be determined iteratively. Since S n 0 = Q n 0 and S n n = Q n n , we only need to determine S n k for 1 k n − 1. This additional information is reflected in the matrix structure, as shown in Theorem 2.5 and (3.4),
where A n−1 and C n−1 are matrices of size (n − 1) × n. These suggest a further simplification in the iteration, which we now explore.
The matrix structure shows that
which shows that the matrix H ∇ n takes the form
Consequently, we only need to determine H ∇ n . Let us further write
It then follows from
where we have used the fact that c , where e 1 , e n are, respectively, the first and the last vector in the canonical basis of R n . Consequently, it follows that
n−1 e n−1 e T n−1 . We finally conclude by (3.9) that the matrix H ∇ n satisfies the relation
Summing up, we have proved the following proposition. where the matrices A n of size n × (n − 1) and H ∇ n of size (n − 1) × (n − 1) are determined iteratively by
for n = 3, 4, . . . , with the starting point A 1 = 0.
Example 3.7. In the case of α = β = 0, the iterative algorithm gives Once the matrices A n are determined, the relation (3.11) can be used to determine the Sobolev orthogonal polynomials S n iteratively, since
where we have used S
We could also determine the polynomials S n k directly by solving a linear system of equations. For this purpose, we fix k, 1 k n − 1, write
and determine the coefficient a 
Observe that for m = n − 1 the third term in the left hand side does not appear since a 
The indexes of a By a n l = 0, these equations can be written in an equivalent way as a
These provide the boundary relations for the lattice Λ n . Together, (3.13) and (3.14) form a linear system of equations that can be solved for {a m l : 0 l m n − 1}. Furthermore, the relations in (3.14) allow us to combine some of the terms in the sum (3.12). We summarize the above consideration into the following proposition.
Proposition 3.8. For 1 k n − 1, the monic Sobolev polynomials are given by
where the coefficients a j i are solutions of (3.13) and (3.14). Example 3.9. For the case of α = β = 0, the monic Laguerre-Sobolev orthogonal polynomials satisfy the relation
The following are these polynomials in lower degrees:
Remark 3.1. In the case of α = β = 0 we have (see equation (5.2.1) in [8] )
and therefore the constant term in q n (u 0 ; x) always vanishes for n 1. Consequently, in this case, equations that hold under modulo constant, or c =, in Theorem 2.5 can be replaced by the usual equal sign.
The product Gegenbauer weight
In this section we study the product of Gegenbauer (or ultraspherical) weight functions and the inner product (2.3). Let
are orthogonal with respect to the inner product f, g uα := Γ(α + 1)
More precisely, they satisfy
Moreover, they are self-coherent since they satisfy ( [8, (4.7.29) 
and their L 2 norms are given by
.
From these relations, we deduce that the polynomial
, n ≥ 2, satisfies q ′ n (u α ; x) = n p n−1 (u α ; x) for n = 1, 2, . . . We define the product Gegenbauer weight function U α,β (x, y) := u α (x)y β (y) on [−1, 1] × [−1, 1] for α, β > −1/2 and define monic product polynomials
These are mutually orthogonal polynomials, and
In this setting, their partial derivatives for 1 k n in Lemma 2.4 become
Denote by V 2 n (∇, U α,β ), n ≥ 1, the space of Sobolev orthogonal polynomials with respect to the bilinear form ·, · ∇ defined in (2.4), and let S n k = x n−k y k +· · · be the monic orthogonal polynomials in V 2 n (∇, U α,β ). In this case, relation (2.12) becomes (4.2) Q n c = S n + B n−2 S n−2 .
To compute B n−2 explicitly, we need explicit formulas for the inner products of the gradients of the polynomials Q n k . In order to simplify the expressions, from now on we will write ·, · = ·, · U α,β .
Proof. The formula for D n follows directly from Lemma 4.2. Furthermore, by Corollary 4.3, for 0 i n + 2,
l−1 δ i,l , which shows that C n is a bidiagonal matrix and its first and last row are zero. Now we can compute the matrix B n−2 in (4.2).
where the iteration is initiated by H ∇ 1 = I, the identity matrix, and
Furthermore, for n = 1, 2, . . ., the matrix B n in (4.2) is determined by
Proof. This is similar to the proof of Theorem 3.5. Using (4.2) twice we obtain
T n ∇ by using (4.2) and the orthogonality of S n , Consequently, we see that B n is of the form (4.10) B n = 2b 1 (β)e 2 | B n |2b 1 (α)e n with B n = C n H ∇ n −1
, where e 2 and e n are, respectively, the second vector and the second last vector in the canonical basis of R n+1 . Consequently, it follows that C n−2 B T n−2 = 4b We finally conclude by (4.9) that the matrix H ∇ n satisfies the relation
where D n is the diagonal matrix Q n c = S n + 2b 1 (β)e 2 B n−2 2b 1 (α)e n−2 S n−2 ,
