Abstract. We describe a White Rabbit Facility for time synchronization we are preparing for the future Cherenkov Telescope Array observatory,
Introduction
Upcoming Gamma-Ray and Cosmic-Ray experiments require relative time calibration of all detector components with (sub-)nanosecond precision. White Rabbit (WR) [1] is a time-deterministic, lowlatency Ethernet-based network that provides nanosecond accuracy and sub-nanosecond precision of clock synchronization for large distributed systems. Its aim is to combine the real-time performance of industrial networks and the flexibility of the Ethernet protocol with the accuracy of dedicated timing systems. White Rabbit is capable of synchronizing more than 1000 nodes, see figure 1, connected by fibers of up to 10km in length, with sub-nanosecond accuracy. It uses a robust, prioritized message delivery system. White Rabbit time synchronization packets are routinely flagged as high priority, but other critical Ethernet packets may be priority-flagged as well. WR is currently being implemented as the next version of the IEEE 1588 standard, the Precision Time Protocol (PTP) and there is a large and active community of White Rabbit users and contributors (CERN, GSI, DESY). Several astroparticle experiments (HiSCORE, CTA, IceCube, LHAASO, km3Net, IceCube-Gen2) [2, 3] have also decided on the use of hardware based on the common and open WR solution. Non-White Rabbit devices may be connected to the WR network via a standard network interface card and operated within the WR network.
White Rabbit facility
The Roma Tor Vergata group is preparing a timing synchronization test facility based on the White Rabbit system. To fulfil the Cherenkov Telescope Array (CTA) requirements on event time stamping and dead time monitoring accuracy, the White Rabbit system has been chosen by the CTA Consortium. This facility will be used for the next gamma array telescope Cherenkov Telescope Array (CTA) [4, 5] but also for other future experiments. A common requirement for all the telescopes is the time stamping of the measured events. The required relative accuracy of these time stamps for CTA is < 10 ns, the goal accuracy is < 2 ns. This relative accuracy and precision must be achieved between all different types of telescopes and camera combinations. ( Fig. 2 (c) ) and (2) WR-Nodes (Fig. 2 (b) ), connected by standard Gigabit Ethernet fibers. The WRS are arranged like in a normal ethernet-network; the central WRS (Grand Master Switch) acts as the time source (e.g. connected to a GPS antenna). White Rabbit is build on Gigabit Ethernet (1000base-BX10) and takes advantage of the Ethernet standards SyncE and Precision Time Protocol. It offers sub-ns precision, with excellent clock phase stability. It utilizes one fiber for each WR-node for both synchronization and user data, and compensates dynamically for clock drifts due to e.g. environmental influences (temperature). The WR-node allows to interface the user system (eg. the DAQ of a detector station or a telescope) to the WR-time system: by either time-stamping signals from the detector and/or by supplying clockinformation (like PPS or periodic clock signals) to the detector. As the WR-node device we use for this work the Simple PCIe FMC carrier (SPEC) [7] , shown in Fig. 2 (b) -a 
Results
The calibration of the WR setup (optical fibers, internal delays), and the monitoring their stability are key measurements to ensure a good performance . In figure 3 we study the delay between the PPS from master and the PPS from slave when different optical fiber's length are used. The measurements were done using an oscilloscope to visualize both PPS. We observed that the fluctuations are well below the nanosecond. Also, we study the stability of the system for a period of 21 hours. In the same figure we show the delay as a function of time, where we can check if the delay between the PPS is always below the nanosecond. 
