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Resumen. En este trabajo se presenta una comparacio´n de la solucio´n nume´rica de
la ecuacio´n de Helmholtz utilizando el me´todo de elementos finitos Galerkin Discontinuo
Local (LDG) con varias condiciones de contorno absorbentes locales de bajo orden. Se
describe brevemente el proceso de discretizaco´n y se realizan pruebas con ejemplos cla´sicos
presentes en la literatura.
1 INTRODUCCIO´N
Diversos me´todos nume´ricos han sido propuestos para resolver la ecuacio´n de onda, la
cual usualmente es necesario resolver en varias a´reas de la f´ısica y de la ingenier´ıa. En
muchos casos los problemas mencionados anteriormente involucran dominios no acotados.
Entre las aplicaciones ma´s comunes se pueden mencionar las siguientes: ondas acus-
ticas, ondas ela´sticas y la interaccio´n de las anteriores o como es el caso de la elec-
trodina´mica. En todas ellas se pueden considerar soluciones armo´nicas en el tiempo y as´ı
modelar dichos problemas por medio de la ecuacio´n de Helmholtz, la cual es caracteri-
zada por un para´metro f´ısico al que se le denomina nu´mero de onda k. Para dominios
no acotados (problemas exteriores) se debe imponer la condicio´n de Sommerfeld en el in-
finito (campo lejano). Esta condicio´n previene que las ondas se reflejen desde el infinito.
Entre los me´todos nume´ricos encontrados en la literatura para resolver problemas exte-
riores, se pueden mencionar los me´todos de diferencias finitas (FDM), elementos finitos
(FEM) cla´sicos, volumenes finitos (FVM), elementos infinitos (IEM), elementos de fron-
tera (BEM), compactos (CM), espectrales (SM), elementos finitos Galerkin discontinuo
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(DG), entre otros. En este trabajo se trata un me´todo de elementos finitos Galerkin
Discontinuo. Luego de los trabajos pioneros [22] y [19] se ha venido desarrollando una
ardua investigacio´n relacionada conn estos me´todos y desde sus inicios ha demostrado ser
muy u´til en la resolucio´n de problemas hiperbo´licos. Tambie´n ha sido aplicado a muchos
otros problemas parabo´licos as´ı como a la ecuacio´n escalar de reaccio´n adveccio´n difusio´n
[27]. Para una sencilla y clara descripcio´n de los me´todos de elementos finitos Galerkin
Discontinuo ve´ase [6] y [27]. Su utilizacio´n a problemas el´ıpticos es ma´s reciente que para
los problemas hiperbo´licos y parabo´licos, entre algunos de ellos podemos mencionar [4],
[5] y [1]. En e´ste u´ltimo se hace un enfoque unificado para la mayor´ıa de los me´todos
de Galerkin Discontinuo. Recientemente algunos de dichos me´todos se han usado para
resolver la ecuacio´n de Helmholtz exterior sujeto a diversas condiciones de frontera. Entre
estos se pueden mencionar [9], [10], [11] y [3]. En este trabajo se desarrolla una forma del
me´todo Galerkin Discontinuo Local (LDG) siguiendo en gran parte la propuesta de [23]
y utilizando la definicio´n de los flujos segu´n [20] y [5].
A continuacio´n se presenta un bosquejo del orden a seguir en el desarrollo de esta
art´ıculo. En la seccio´n 2 se presentan las ecuaciones que modelan el problema de dispersio´n
de ondas acu´sticas en un medio infinito, se procede con la formulacio´n del problema
computacional para lo que se hace necesario colocar una frontera artificial y as´ı truncar el
dominio para tener un dominio finito (acotado). Despue´s se hace una breve revisio´n de los
me´todos para aproximar la condicio´n en el infinito en dicha frontera artificial considerando
me´todos locales de bajo orden. Luego en la seccio´n 3 adema´s de mencionar los me´todos de
Galerkin Discontinuo para problemas el´ıpticos se desarrolla el procedimiento para obtener
la discretizacio´n de la ecuacio´n de Helmholtz por el me´todo de elementos finitos Galerkin
Discontinuo Local (LDG). En la seccio´n 4 se describe brevemente el procedimiento para
generar el sistema de ecuaciones lineales generado al utilizar el me´todo LDG, para lo
cual se hace necesario definir los flujos y establecer la condicio´n de continuidad de los
mismo. Luego en la seccio´n 5 se presentan algunos ejemplos cla´sicos a efectos de comparar
la solucio´n nume´rica de problemas exteriores para diversos me´todos encontrados en la
literatura. Por u´ltimo, en 6, a manera de conclusiones, recomendaciones y problemas
abiertos se presenta una serie de comentarios finales.
2 PRELIMINARES
En esta seccio´n se presentan las ecuaciones que modelan el problema de dispersio´n
de ondas acu´sticas en un medio infinito. A los fines de utilizar el me´todo de elementos
finitos Galerkin discontinuo local se procede a representarlo tambie´n como un sistema de
ecuaciones de primer orden para luego proceder con la formulacio´n del problema com-
putacional, para lo que se hace necesario colocar una frontera artificial y as´ı truncar el
dominio con la finalidad de tener un dominio finito (acotado). Despue´s se describen los
me´todos para aproximar la condicio´n en el infinito en dicha frontera artificial tomando en
cuenta los me´todos locales de bajo orden.
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2.1 Problema Modelo
El problema a tratar es la dispersio´n de ondas acu´sticas en dominios infinitos el cual se
modela por medio de la ecuacio´n de ondas y en nuestro caso se considera que es una onda
armo´nica en el tiempo, lo cual hace que dicho problema se reduzca a resolver en el dominio
espacial la ecuacio´n de Helmholtz, que es una ecuacio´n el´ıptica. Por ello conside´rese el
siguiente problema de Helmholtz, el cual modela la propagacio´n de una onda de frecuencia
w > 0 y velocidad de propagacio´n c > 0 en un medio homogeneo no acotado:
4p+ k2p = 0 in ,ΩE
p = pD on ,ΓD
∇p · n = pN on ,ΓN
limr→∞
√
r(∂p
∂r
− ikp) = 0
(1)
donde p es la presio´n de la onda acustica, k := w/c es el nu´mero de onda, ΩE := <p\ΩI ,
p = 2, 3 siendo ΩI un dominio acotado en <p con frontera continua Lipschitz y pD, pN ∈
H1/2 son funciones dadas, la derivada normal ∇p · n define el gradiente en la direccio´n
normal exterior unitaria a la superficie ΓN . Observe la figura 1 donde se presenta el
dominio del problema de Helmholtz exterior. La cuarta ecuacio´n en (1) es la bien conocida
Sommerfeld radiation condition. El problema (1) es el cla´sico problema de scattering cuya
solucio´n existe y es u´nica. Para la obtencio´n y discusio´n con mas detalle de dicho problema
de valor en la frontera ve´ase ([21], [13] y [18]).
Para aplicar el me´todo LDG al problema (1) es necesario reescribirlo como un sistema
de ecuaciones diferenciales de primer orden. Para ello se considera el cambio de variables
u = ∇p = (u, v)t, obtenie´ndose
∇ · u+ k2p = 0 in ,ΩE
u−∇p = 0 in ,ΩE
p = pD on ,ΓD
u · n = pN on ,ΓN
limr→∞
√
r(∂p
∂r
− ikp) = 0
(2)
2.2 Formulacio´n del Problema Computacional
2.2.1 Dominio Computacional
En el dominio ΩE conside´rese una curva cerrada denotada por ΓR que divide a ΩE en
un dominio acotado Ω y otro no acotado Ω∞ (vea la figura 2). ΓR es seleccionada tal que
ΓD ∪ ΓN este´ completamente contenida en Ω. En este trabajo se considerara´ que ΓR es
una circuferencia con centro en el origen de coordenadas y radio R.
El dominio computacional vendr´ıa dado por Ω, es cual esta delimitado por las fronteras
interiores ΓD,ΓN y la frontera exterior ΓR, en esta u´ltima es donde se deben imponer las
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Figura 1: Dominio del problema de Helmholtz
exterior
Figura 2: Dominio Computacional
condiciones de frontera aproximadas.
2.2.2 Formulacio´n Fuerte
Sea una particio´n regular, τh, del dominio computacional Ω en subdominios Ωi, es decir
Ω =
⋃nel
i=1Ωi con Ωi
⋂
Ωj = ∅ para i 6= j, donde nel es la cantidad de elementos Ωi. Se
define tambie´n Ω̂ =
⋃nel
i=1Ωi, adema´s de la frontera computacional y las aristas interiores
como
∂Ω = ΓD
⋃
ΓN
⋃
ΓR (3)
Γ =
nel⋃
i,j=1;i6=j
Ωi
⋂
Ωj (4)
entonces la formulacio´n fuerte del problema de Helmholtz utilizando una condicio´n de
frontera absorbente sobre ΓR ser´ıa
∇ · u+ k2p = f in Ω̂
u−∇p = 0 in Ω̂
p = pD on ΓD
u · n = pN on ΓN
u · n = − M p on ΓR
[[p]] = 0 on Γ
(5)
donde M es el operador de frontera que impone la condicio´n de radiacio´n Sommerfeld en
la frontera artificial y [[·]] representa al operador de salto definido en (16)y (17), de esta
forma la expresio´n dada en la sexta ecuacio´n de (5) es la condicio´n de continuidad de p
sobre Γ.
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2.3 Me´todos para imponer la condicio´n en la frontera artificial
El uso de condiciones de fronteras artificiales es muy comu´n para tratar problemas en
dominios no acotados. El primer paso para lograr esto es introducir una frontera arti-
cicial, como se menciono´ anteriormente, y as´ı generar un dominio computacional finito.
Luego sobre dicha frontera artificial se debe imponer alguna condicio´n artificial, lo cual
ha generado una ardua investigacio´n para generar condiciones de frontera que permitan
obtener resultados precisos sin la necesidad de utilizar niveles de discretizacio´n muy altos
(mallas muy finas). En el contexto de problemas de ondas a dichas condiciones de fron-
teras artificiales tambie´n se les denominan condiciones de frontera no reflejantes (NRBC)
y usualmente son clasificadas de acuerdo a la localidad del operadorM definido anterior-
mente. En esta seccio´n se tratara´n algunas de dichas condiciones artificiales, en particular
las locales de bajo orden, definiendo el operador M de manera tal que la condicio´n de
frontera absorbente sea de orden cero, uno, dos o tres, para un problema bidimensional
cuando se considera como frontera artificial ΓR una circunferencia centrada en el origen
y radio R. Estos operadores se encuentran resumidos en ([14], [25]). Para orden cero se
impone la condicio´n de radiacio´n de Sommerfeld en la frontera ΓR en vez del infinito (la
cual denominaremos ABC(0)), de esta manera
M = −ik (6)
La condicio´n de frontera de orden uno que se estudia en este trabajo consiste en la
dada por Bayliss, Guzburger y Turkel en [2] (ABC(1)), la cual viene dada por
M = −ik + 1
2R
(7)
esta condicio´n coincide con la condicio´n de frontera absorbente dada por Engquist y Majda
[8].
Las condiciones de frontera de orden dos que se comparan en este trabajo vienen dadas
por las ecuaciones
M = 2k
2 + 3ik
R
− 3
4R2
+ 1
R2
∂2
∂θ2
2
(
ik − 1
2R
) (8)
M = −ik + 1
2R
− 1
2k2R2
(
ik +
1
R
)
∂2
∂θ2
(9)
M = −ik + 1
2R
− i
8kR2
(
1 + 4
∂2
∂θ2
)
(10)
las cuales fueron dadas por Bayliss, Guzburger y Turkel [2], Engquist y Majda [8] y Feng
[12] que sera´n denotadas por (ABC(2), ABC(3)y ABC(4)), respectivamente. En cuanto
a la condicio´n de frontera local de orden tres considerada en este trabajo se utiliza la de
Feng [12] (ABC(5))que viene dada por
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M = −ik + 1
2R
− 1
8k2R2
(
ik +
1
R
)(
1 + 4
∂2
∂θ2
)
(11)
Es de destacar que todas las condiciones de fronteras absorbentes definidas en esta
seccio´n se pueden escribir utilizando el operador M en la forma M = C1 +C2 ∂2∂θ2 , donde
C1 y C2 dependen de k y R.
3 ME´TODODE ELEMENTOS FINITOS GALERKIN DISCONTINUO LO-
CAL
Multiplicando la primera y segunda ecuacio´n de (2) por las funciones de prueba τ y v
respectivamente, e integrando sobre un elemento Ωe de Ω, luego de utilizar el teorema de
Green obtenemos la siguiente formulacio´n de´bil∫
Ωe
u · τdΩ +
∫
Ωe
p∇ · τdΩ =
∫
∂Ωe
pτ · ndΓ, (12)
−
∫
Ωe
u · ∇vdΩ + k2
∫
Ωe
pvdΩ +
∫
∂Ωe
vu · ndΓ = 0, (13)
donde n es el vector normal unitario a Ωe.
Primero se introduce el espacio de elementos finitos asociado a la particio´n τh = {K},
dado por
Vh := {v ∈ L2(Ω) : v|K ∈ P (K) ∀K ∈ τh},
Σh := {τ ∈ [L2(Ω)]2 : τ |K ∈ Σ(K) ∀K ∈ τh},
donde P (K) = Pp(K) es el espacio de polinomios de grado a lo sumo p ≥ 1 en K y
Σ(K) = [Pp(K)]
2.
Luego en (12) y (13) se aproximan p y u por las funciones ph y uh respectivamente,
obtenie´ndose
∫
Ωe
uh · τdΩ +
∫
Ωe
ph∇ · τdΩ =
∫
∂Ωe
p̂hτ · ndΓ, (14)
−
∫
Ωe
uh · ∇vdΩ + k2
∫
Ωe
phvdΩ +
∫
∂Ωe
vûh · ndΓ = 0, (15)
donde ûh y p̂h son aproximaciones a u = ∇p y p respectivamente, en la frontera de Ωe y
a los mismos se les denominan flujos de uh y ph respectivamente.
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Me´todo ûh p̂h
LDG {uh} − C11[[phn]]−C12[[uh · n]] {ph}+C12 · [[phn]]
DG {uh} − C11[[phn]]−C12[[uh · n]] {ph}+C12 · [[phn]]− C22[[uh · n]]
Brezzi y otros {uh} − αr([[phn]]) {ph}
IP {∇ph} − C11[[phn]] {ph}
Bassi-Rebay {∇ph} − αr([[phn]]) {ph}
NIPG {∇ph} − C11[[phn]] {ph}+ nj · [[phn]]
Tabla 1: Definiciones de diferentes Flujos Nume´ricos
4 ASPECTOS DE LA IMPLEMENTACIO´N
En esta seccio´n, brevemente, se presentan las matrices que permiten construir el sis-
tema de ecuaciones lineales que se debe resolver para obtener la solucio´n aproximada al
problema exterior de dispersio´n de ondas acu´sticas en 2D por el me´todo de elementos
finitos Galerkin Discontinuo Local. Para ello se necesitan definir los flujos y establecer la
condicio´n de continuidad de los mismos.
4.1 Definicio´n de los Flujos
Varios flujos nume´ricos han sido reportados en la literatura, por ejemplo ve´ase [5] y
[1]. Recientemente en [1] se ha presentado una revisio´n cr´ıtica y analizado su adecuacio´n
para la solucio´n de problemas de conduccio´n de calor en estado estacionario. La Tabla 4
lista los flujos nume´ricos que son considerados consistentes y estables para la solucio´n de
dicho problema, en donde el operador de salto [[·]] al igual que el operador de promedio
{·} involucran el producto de una funcio´n por un vector normal. Estos operadores son
definidos en las aristas interiores Γint usando los valores a la derecha e izquierda de la
arista los cuales denotaremos por los superindices + y − respectivamente, y a lo largo de
la frontera exterior se hace por medio de los valores en ∂Ω, es decir
[[u · n]] =
{
u+ · n+ + u− · n− on Γ
u · n on ∂Ω (16)
[[pn]] =
{
p+n+ + p−n− on Γ
pn on ∂Ω
(17)
{}} =
{
κ+ }+ +κ−}− on Γ
} on ∂Ω (18)
Conside´rese inicialmente las expresiones para definir los flujos p̂h y ûh en cada arista
segu´n el me´todo DG de la Tabla 4
p̂h = {ph}+C12 · [[phn]]− C22[[uh · n]], (19)
ûh = {uh} − C11[[phn]]−C12[[uh · n]] (20)
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C12 · n+ p̂h u−h · n+ ûh · n
Dirichlet −1
2
p−h = pD — u
+
h · n+ − C11(p+h − pD)
Neumann 1
2
p+h uN uN
Robin 1
2
p+h −Mp+h −Mp+h
Tabla 2: Flujos en la frontera, explicacio´n en el texto
Como se menciono´ anteriormenete, en este trabajo se trata el caso particular Local
(LDG), en el que se debe considerar C22 = 0, con lo que
p̂h = {ph}+C12 · [[phn]], (21)
ûh = {uh} − C11[[phn]]−C12[[uh · n]] (22)
Al utilizar dichos flujos en la frontera del dominio computacional, es necesario tomar en
cuenta algunas consideraciones sobre la relacio´n de las variables uh y ph. Estas relaciones
se presentan en la Tabla 2 donde se diferencian los casos con las condiciones de frontera
tipo Dirichet, Neumann y Robin, de acuerdo a (2). Para ello, primero se deben tomar en
cuenta las expresiones de los saltos y promedios, definidos en (16), (17) y (18), se tiene
que (21) y (22) se expresan de la siguiente manera
p̂h =
(
1
2
+C12 · n+
)
p+h +
(
1
2
−C12 · n+
)
p−h (23)
ûh · n =
(
1
2
−C12 · n+
)(
u+h · n+
)
+
(
1
2
+C12 · n+
)(
u−h · n+
)− C11 (p+h − p−h ) (24)
Luego se sustituyen los valores de C12 · n+, de acuerdo a la Tabla 2, en (23) para
obtener p̂h en la frontera. Para calcular los valores tabulados de ûh · n se procede de
manera similar con la ecuacio´n (24) considerando tambie´n un salto nulo para ph en los
casos de utilizar condicio´n de frontera tipo Neumann o Robin.
4.2 Continuidad de los Flujos
Al tomar en cuenta, a efectos de implementacio´n, la continuidad del flujo p̂h en la arista
i de un elemento e hay que considerar el efecto sobre el elemento vecino L(e, i), adyacente
a dicha arista i. As´ı considerando el flujo en la arista i para ambos elementos, de (23) se
tiene que
p̂h
e =
(
1
2
+C12 · ne
)
peh +
(
1
2
−C12 · ne
)
p
L(e,i)
h (25)
p̂h
L(e,i) =
(
1
2
+C12 · nL(e,i)
)
p
L(e,i)
h +
(
1
2
−C12 · nL(e,i)
)
peh (26)
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Si se define que Ce12 = C12 · ne donde ne es la normal exterior al elemento e y como
ne = −nL(e,i) se tiene que Ce12 = −C12 · nL(e,i) = −CL(e,i)12 . Lo cual da´ la condicio´n a
cumplir para satisfacer la continuidad de los flujos.
Una manera sencilla de implementar la condicio´n de continuidad de los flujos es selec-
cionar un valor de C12 para el elemento que cuya numeracio´n es menor y −C12 para el
mayor.
Al analizar la continuidad de ûh · n se obtiene el mismo resultado
4.3 Sistema Discreto
Para continuar con la generacio´n del sistema de ecuaciones lineales que permita resolver
el problema exterior que estamos tratando en este trabajo se procedera´ a sustituir en (14)
y (15) los valores de los flujos p̂h y ûh por los valores dados en las ecuaciones (21) y (22)
respectivamente. Adema´s se debe considerar la descomposicio´n de la frontera en funcio´n
de sus aristas, bien sea aristas interiores Γint o aristas que coinciden con la frontera, que
pueden tener relacionadas condiciones tipo Dirichlet ΓD, Neumann ΓN o Robin ΓR; por lo
que en dicho caso tambie´n se deben tomar en cuenta los valores de los flujos en la frontera
dados en la tabla 2. Haciendo esto se obtiene∫
Ωe
uh · τdΩ +
∫
Ωe
ph∇ · τdΩ−
Naint∑
i=1
∫
Γint
({ph}+C12 · [[phn]]) τ · ndΓ
−
NN∑
i=1
∫
ΓN
p+h τ · ndΓ−
NR∑
i=1
∫
ΓR
p+h τ · ndΓ =
ND∑
i=1
∫
ΓD
pDτ · ndΓ, (27)
−
∫
Ωe
uh · ∇vdΩ + k2
∫
Ωe
phvdΩ +
Naint∑
i=1
∫
Γint
v ({uh} − C11[[phn]]−C12[[uh · n]]) · ndΓ
+
ND∑
i=1
∫
ΓD
v
(
u+h · n− C11p+h
)
dΓ−
NR∑
i=1
∫
ΓR
vMp+h dΓ
= −
NN∑
i=1
∫
ΓN
vuN · ndΓ−
ND∑
i=1
∫
ΓD
vC11pDdΓ, (28)
Ahora se definen las funciones discretas
p = [p1, p2, · · · , pl, · · · , pNn ]t,
Φ = [φ1, φ2, · · · , φl, · · · , φNn ]t,
uk = [uk,1, uk,2, · · · , uk,l, · · · , uk,Nn ]t, l = 1, 2, · · · , Nn; k = x, y
para luego expresar a ph y uh como combinacio´n lineal de los elementos que pertenecen
a la base de los espacios de funciones escalares y vectoriales definidas anteriormente, con
lo que se tiene que
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ph = Φ
t
p y uh =
[
uh,x
uh,y
]
=
[
Φ
t
Ot
Ot Φ
t
] [
ux
uy
]
Al sustituir las funciones de prueba vl = φl y τl = τl,k donde l = 1, 2, · · · , Nn con
τl,k = φlek.
Con estas definiciones y asumiendo que no hay condiciones de frontera de tipo Dirichlet
ya se puede escribir una ecuacio´n para calcular uk para cada elemento e en funcio´n de p
Meuk,e +
(
Ctk,e −
Naint∑
i=1
(
1
2
+ C12
)
nk,e,iMe,i −
NN∑
i=1
nk,e,iMe,i −
NR∑
i=1
nk,e,iMe,i
)
pe
−
(
Naint∑
i=1
(
1
2
− C12
)
nk,e,iML(e,i),ipL(e,i)
)
= 0, k = x, y (29)
donde e = 1, 2, · · · , Ne es el ı´ndice que se refiere al elemento e−e´simo, k = x, y es
la componente a que se hace referencia y L(e, i) es el nu´mero de elemento adyacente al
elemento e en la arista i.
Se puede observar que en la ecuacio´n (29) se puede obtener en forma expl´ıcita (depen-
diendo de los valores de pe y pL(e,i)) el valor de uk,e. Este hecho es lo que define al me´todo
como Local, en el caso que el para´metro C22 involucrado en la definicio´n de flujo p̂h no
sea cero esto no es posible ya que tambie´n depender´ıa de uk,L(e,i).
Ahora se procede a hacer lo mismo con la ecuacio´n (28) obtenie´ndose
∑
k=x,y
(
Ctk,e −
Naint∑
i=1
(
1
2
− C12
)
nk,e,iMe,i
)
uk,e −
(
k2Me − C11
(
Naint∑
i=1
Me,i
)
−Re
)
pe
−
∑
k=x,y
(
Naint∑
i=1
(
1
2
+ C12
)
nk,e,iML(e,i),iukL(e,i)
)
− C11
(
Naint∑
i=1
ML(e,i),ipL(e,i)
)
= −Ne (30)
Con las ecuaciones 29 y 30 se tiene un sistema disperso que no es sime´trico. Debido a que
en la ecuacio´n 29 se puede expresar uk,e, k = x, y en forma expl´ıcita, bastar´ıa con sustituir
dicha expresio´n para obtener un sistema dependiente so´lo de la variable primaria pe.
5 RESULTADOS COMPUTACIONALES
En esta seccio´n se presentan un ejemplo cla´sico que permiten estudiar el compor-
tamiento del me´todo de elementos finitos Galerkin Discontinuo Local con diversas condi-
ciones de frontera absorbente locales de bajo orden.
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5.1 Ejemplo: Cilindro Circular Rı´gido
Este problema modelo ([24], [15], [10], [11], [26]) puede enunciarse de la siguiente
manera: Dada una onda plana (cuya presio´n ”incidente” es pinc = e
ikt·x, con t = [1, 0])
que viaja a lo largo del eje x de izquierda a derecha en una direccio´n perpendicular al eje
de un cilindro circular recto infinito de radio R1 y con pared r´ıgida, calcular la presio´n
reflejada psc por dicho cilindro, la cual puede ser representada por medio de una condicio´n
de frontera tipo Neumann expresada en terminos de la onda incidente∇psc·n = −∇pinc·n,
ve´ase [21]. Debido a la simetr´ıa del problema el mismo se puede modelar en 2D, utilizando
una condicio´n de frontera absorbente en la frontera artificial ΓR ubicada en r = R2 segu´n
la Figura 3. Este problema ha sido seleccionado ya que la solucio´n exacta es conocida y
viene dada por
p(r, θ) =
∞∑
m=0
ami
m J
′
m(kR1)
H ′m(kR1)
Hm(kr) cosmθ (31)
donde Jm es la funcio´n de Bessel cil´ındrica de primer tipo de orden m, Hm es la funcio´n
de Hankel cil´ındrica de primer tipo de orden m, con a0 = 1 y am = 2, m > 0 .
A efectos de realizar las pruebas nume´ricas se han utilizado varias malla obtenidas
utilizando el generador de mallas denominado EZ4U . Una muestra de las mallas utilizada
se presenta en la Figura 3, en donde se puede observar el dominio computacional mallado
utilizando elementos curvos para los elementos que contienen una arista en la frontera
del objeto tanto como en la frontera artificial. En las Figuras 5 y 6 se puede observar la
solucio´n exacta para el ejemplo que se esta tratando, para lo que se a considerado R1 = 1,
R2 = 3 para los valores de k = 1 y k = 5, respectivamente.
Figura 3: Dominio del problema de
Helmholtz exterior para el ejemplo 2
Figura 4: Malla del dominio computacional para el ejemplo
2. R1 = 1, R2 = 2, 30 elementos, p = 6
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Figura 5: Solucio´n Exacta para el ejemplo 2 con
k = 1, R1 = 1 y R2 = 3
Figura 6: Solucio´n Exacta para el ejemplo 2 con
k = 5, R1 = 1 y R2 = 3
5.2 Discusio´n de Resultados
En esta seccio´n se discuten los resultados tabulados en la tablas 3-8, en donde se
presentan los errores relativos calculados utilizando la norma L2 definida en (32).
Error =
‖p− ph‖
‖p‖ =
√∫
Ω
(p− ph)2dΩ√∫
Ω
p2dΩ
(32)
En la Tabla 3 se puede observar que no hay diferencia significativa en los errores
relativos calculados cuando se utiliza funciones de forma del tipo polinomial de grado
d mayor o igual que tres; esto tambie´n es va´tido para los valores presentados en las
Tablas 4-7. Tambie´n se puede observar en la Tabla 3 que para k = 5 se obtienen mejores
resultados para los para´metros R1 = 1 (fijo) y R2 = 2 o 3, todo ello analizado para una
malla suficientemente gruesa (30 elementos). En las Tablas 4-7 no se observan diferencias
significativas al utilizar condiciones de frontera absorbente de orden mayor o igual a uno.
En la Tabla 8 se observa que para k = 10 se obtienen mejores resultados que para otros
valores, lo cual es consecuente con la existencia de valores de k locales donde se obtienen
menor error relativo.
6 COMENTARIO FINAL
En este trabajo se concluye, debido al comportamiento del me´todo LDG para mallas
gruesas cuando se usan valores de R2 no tan lejanos al objeto y funciones de forma
polinomiales de grado mayor a tres, es necesario el estudio de condiciones de frontera
absorbente de orden superior o alguna otra estrategia para incorporar condiciones de
frontera no reflejantes como lo son los me´todos Dirichlet to Neumann y Perfectly Matched
Layer.
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d k = 1, R2 = 2 k = 1, R2 = 3 k = 5, R2 = 2 k = 5, R2 = 3
2 0.1357 0.0292 0.0921 0.1014
3 0.1273 0.0272 0.0619 0.0234
4 0.1382 0.0274 0.0584 0.0210
5 0.1365 0.0273 0.0578 0.0216
6 0.1464 0.0276 0.0578 0.0216
Tabla 3: Error Relativo de p respecto a dos valores de k y de R2 utilizando la condicio´n de frontera
absorbente de Feng de orden 3 (ABC(5)) y 30 elementos.
d ABC(0) ABC(1) ABC(2) ABC(3) ABC(4)
2 0.2070 0.0979 0.1275 0.1089 0.1298
3 0.2069 0.0973 0.1208 0.1015 0.1222
4 0.2059 0.0958 0.1289 0.1110 0.1313
5 0.2061 0.0960 0.1277 0.1096 0.1299
6 0.2059 0.0957 0.1352 0.1187 0.1376
Tabla 4: Error Relativo de p para diferentes grados de polinomios y condiciones de frontera absorbente
con k = 1, R2 = 2 y 30 elementos.
d ABC(0) ABC(1) ABC(2) ABC(3) ABC(4)
2 0.1131 0.0923 0.0921 0.0920 0.0920
3 0.0724 0.0624 0.0619 0.0614 0.0619
4 0.0673 0.0588 0.0584 0.0579 0.0584
5 0.0677 0.0581 0.0578 0.0573 0.0578
6 0.0664 0.0580 0.0579 0.0573 0.0578
Tabla 5: Error Relativo de p para diferentes grados de polinomios y condiciones de frontera absorbente
con k = 5, R2 = 2 y 30 elementos.
d ABC(0) ABC(1) ABC(2) ABC(3) ABC(4)
2 0.1416 0.0261 0.0290 0.0267 0.0313
3 0.1419 0.0242 0.0269 0.0246 0.0288
4 0.1411 0.0237 0.0270 0.0245 0.0297
5 0.1412 0.0238 0.0270 0.0245 0.0247
Tabla 6: Error Relativo de p para diferentes grados de polinomios y condiciones de frontera absorbente
con k = 1, R2 = 3 y 119 elementos.
13
Cadenas C., Ferna´ndez S. y Huerta A.
d ABC(0) ABC(1) ABC(2) ABC(3) ABC(4)
2 0.0984 0.1014 0.1015 0.1014 0.1015
3 0.0281 0.0232 0.0235 0.0232 0.0235
4 0.0273 0.0208 0.0210 0.0207 0.0210
5 0.0277 0.0213 0.0216 0.0213 0.0216
Tabla 7: Error Relativo de p para diferentes grados de polinomios y condiciones de frontera absorbente
con k = 5, R2 = 3 y 119 elementos.
ABC k = 1 k = 2 k = 3 k = 4 k = 5 k = 6 k = 7 k = 8 k = 9 k = 10
0 0.2059 0.1628 0.0965 0.0806 0.0667 0.0552 0.0488 0.0479 0.0434 0.0403
3 0.0980 0.1060 0.0786 0.0648 0.0581 0.0527 0.0451 0.0407 0.0352 0.0322
ABC k = 11 k = 12 k = 13 k = 14 k = 15 k = 16 k = 17 k = 18 k = 20 k = 40
0 0.0426 0.0479 0.0527 0.0536 0.0544 0.0896 0.0633 0.0589 0.0731 0.7687
3 0.0342 0.0407 0.0463 0.0478 0.0509 0.0591 0.0622 0.0585 0.0748 0.7691
Tabla 8: Error Relativo de p para diferentes valores de k con condiciones de frontera absorbente ABC(0)
ABC(3) para d = 2, R2 = 2 y 1092 elementos.
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