Receiver operating characteristic (ROC) regression methodology is used to identify factors that affect the accuracy of medical diagnostic tests. In this paper, we consider a ROC model for which the ROC curve is a parametric function of covariates but distributions of the diagnostic test results are not specified. Covariates can be either common to all subjects or specific to those with disease. We propose a new estimation procedure based on binary indicators defined by the test result for a diseased subject exceeding various specified quantiles of the distribution of test results from non-diseased subjects with the same covariate values. This procedure is conceptually and computationally simplified relative to existing procedures. Simulation study results indicate that the approach has fairly high statistical efficiency. The new ROC regression methodology is used to evaluate childhood measurements of body mass index as a predictive marker of adult obesity.
INTRODUCTION
Medical diagnostic tests are designed to discriminate between different states of health or medical conditions, e.g. cancer and no cancer. It is well understood that before diagnostic tests are implemented in practice, it is imperative that their accuracy, or ability to discriminate, is studied. Recently, interest has moved beyond determining the basic accuracy of a test. To gain a better understanding of a test, researchers are interested in determining factors that affect its accuracy. In doing so, it is possible to identify populations and settings where a test is more or less accurate, which can be useful in determining how best to use a test. This is accomplished using regression analysis of test accuracy, which is the focus of this paper.
The accuracy of a dichotomous test, a test that yields binary results (i.e. positive or negative), is usually summarized with the true positive rate (TPR) and the false positive rate (FPR). The TPR, also called the sensitivity, is the proportion of diseased subjects correctly detected by the test. On the other hand, FPR or (1-specificity) is defined as the proportion of non-diseased subjects erroneously deemed positive by from diseased (D) and non-diseased (D) populations, respectively. We assume that larger values of Y are more indicative of disease and smaller values are less indicative of disease. It is of interest to determine the effect of covariates, denoted by X and X D , on the ROC curve, where X represents covariates common to diseased and non-diseased subjects and X D denotes covariates that are specific to the diseased state. For example, X denotes age and gender in the obesity study and X D describes a measure of how severe the obesity is in the obese adult.
The ROC curve corresponding to (X, X D ) can be written as ROC 
That is, the ROC curve is a function of covariates common to diseased and non-diseased subjects, covariates specific to diseased subjects, and a function h(·) which defines the location and shape of the curve. This approach is referred to as PDF, because the approach specifies a parametric model for the ROC curve but does not assume distributions for the diagnostic test results. The functions g(·) and h k (·) are chosen so that the ROC curve is monotone increasing on the unit square. In practice, g(·) = the cumulative normal distribution function, h 1 (t) = 1, and h 2 (t) = −1 (t) are often used. These choices yield the binormal (Metz, 1986 
where t is a FPR between 0 and 1 and T denotes a fixed finite set of such values. The key observation is
so that procedures for fitting binary generalized linear models can be applied to
Our algorithm for estimating the model parameters is as follows: (1) specify a set of FPRs, T = {t}, to consider; (2) estimate F −1 D,X i (t) for t ∈ T , i.e. calculate the tth covariate-specific quantile of the survivor distribution of the non-diseased test results. This can be accomplished using empirical estimates when applicable or regression quantile methods (e.g. Koenker and Basset, 1978; Heagerty and Pepe, 1999) 
where
Although motivated differently, the estimating equation described by Pepe (2000) for continuous test results is a special case of (1). In particular, with the choice T = {FD ,X i (YD j ), j = 1, . . . , nD} we show equivalence in the Appendix.
There are several advantages to our formulation. First, we find that a relatively small number of points in T achieve maximal efficiency (see Section 4.3). Thus, the number of binary outcome variables in the new formulation is far fewer than the n D × nD in the Pepe (2000) formulation. The consequent savings in computational effort can be enormous. Second, the Pepe (2000) formulation requires modelling E[U i j |X i , X Di , X j ] conditioning on covariates for both the diseased subjects (i) and for the non-diseased
There are unfortunate implications for the modelling of continuous covariates. In particular, since the strategy relies on the identity that
is the ROC curve that compares diseased subjects with covariates (X i , X Di ) to non-diseased subjects with covariates X j , it requires modelling how the discrepancy between X i and X j affect the ROC curve. Consider as an example an ROC model that includes only X = {AG E}. Pepe (2000) proposed a model that included AG E i − AG E j :
Our new formulation avoids the necessity of modelling discrepancies because it relies on modelling E[U it |X i , X Di ], which conditions only on the covariates for the ith diseased subject, so that the ROC model compares a diseased subject with a non-diseased population at the same covariate value.
A third advantage of the our new approach is that the conceptual framework is simplified relative to previous approaches. Our approach recognizes that the ROC curve compares Y D with quantiles in an appropriate reference distribution, namely the distribution of non-diseased observations with the same covariate values,
, another interpretation of our algorithm is that it calculates the placement values for Y D in the reference distribution FD ,X and compares them with t ∈ (0, 1). Thus, the ROC curve at t is recognized as the proportion of such placement values exceeding t.
A SYMMETRIZED FITTING PROCEDURE
Our new approach compares the observations for diseased subjects with their reference distributions derived from the non-diseased set. One could, alternatively, compare the observations for non-diseased subjects with reference distributions derived from the disease set. Indeed, one could do both and perhaps arrive at a composite procedure that is more efficient than either is alone. We considered this avenue for a simple setting.
The classic binormal ROC model without covariates is
where t is the FPR. Alternatively, we could consider the ROC curve as a function of the TPR instead of the FPR. This would yield the following model
where s is the TPR, α = −αβ −1 , and β = β −1 . Thus, (α, β) in (2) can also be estimated by fitting (3). Specifically, (α , β ) can be estimated by interchanging the labels for D andD in the algorithm outlined in Section 2 and calculating the estimatesα andβ and the corresponding estimates of (α, β) asα = −α β −1 andβ =β −1 . We refer to this as the interchanged approach since the roles of D andD have been interchanged. Let (α 1 ,β 1 ) and (α 2 ,β 2 ) correspond to (α, β) estimated using the models (2) and (3), respectively. Now that two methods have been identified for estimating (α, β), the question arises as to how to optimally combine the estimates. We calculate a new estimate (α S ,β S ) as a weighted average of the two estimates.
The minimum variance weighted averages of (α 1 ,β 1 ) and (α 2 ,β 2 ) areα S = 
SIMULATIONS
We performed simulation studies to investigate questions about statistical efficiency. For this purpose, we considered models without covariates. Continuous test results from a non-diseased population, YD, were generated using a standard normal random variable. Y D were generated from a normal random variable with mean αβ −1 and variance β −2 . This formulation yields the classic binormal ROC curve (2).
We simulated two different scenarios: (i) α = 0.75, β = 0.90 (AUC = 0.711) and (ii) α = 1.5, β = 0.85 (AUC = 0.874). The corresponding ROC curves for these two scenarios are displayed in Figure 1 and are representative of curves that may be encountered in practice. An equal number of diseased and non-diseased observations were used in each simulation.
Comparison with symmetrized approach
First, we evaluated the gain in statistical efficiency from estimating the binormal parameters in model (2) by using the symmetrized procedure of Section 3. Five-hundred bootstrap samples were used in each simulation to estimate the covariances Cov(α 1 ,α 2 ) and Cov(β 1 ,β 2 ) necessary to combine the estimates (α 1 ,β 1 ) and (α 2 ,β 2 ). The jackknife-after-bootstrap (Efron, 1992) suggested 500 bootstrap samples was adequate. Table 1 summarizes the results of 500 simulations with 50 diseased and 50 non-diseased subjects. The maximal set T = { j/nD; j = 1, . . . , nD − 1}, i.e. cutpoints at every observed non-diseased observation, was used with both the original and interchanged estimators.
The results indicate that the symmetrized procedure has statistical properties that are very similar to the original PDF procedure described in Section 2. The standard deviations and mean-squared errors (MSEs) for (α S ,β S ) and (α PDF ,β PDF ) are virtually identical. This suggests that there is no additional information gleaned regarding the ROC curve from the non-diseased observations in the interchanged approach that is not already contained in the estimating equation (1). Table 2 summarizes estimates of the binormal model parameters in 3000 simulations of studies with n D = nD = 50. The maximal FPR set T was used with the PDF approach, i.e. T consists of the four observed FPRs corresponding to thresholds at each of the ordinal categories. The PDF and ML approaches have similar efficiency and MSE. This suggests that the PDF estimator is in fact reasonably efficient. Moreover, the result in Section 4.1, that symmetrizing the approach did not substantially improve the efficiency, is no longer surprising, because we see that the original distribution-free approach is already efficient.
The choice of the false positive rate set, T
Our PDF approach requires specifying T , the set of FPRs. Next, we investigated how the choice of T affects the efficiency of our estimator. The maximal set of FPRs is T = { j/nD; j = 1, . . . , nD − 1} corresponding to cutpoints at every observed non-diseased observation. This setting yields the estimator described in Pepe (2000) . We considered sets of n T equally spaced values in (0, 1) for various values of n T . Data were simulated for n D = nD = 500 subjects from the binormal model (2). Table 3 displays the ratio of the variance of the parameter estimates obtained with n T in the range 4 to 50 relative to the maximal n T = 499. We find good efficiency in estimating the intercept parameter, α, even for small n T . For example, when T = {1/11, 2/11, . . . , 10/11} (i.e. n T = 10), the approach that uses 50 times fewer points is only 2 and 3% less efficient than the maximal T in scenarios (i) and (ii), respectively. Although a larger set is required to achieve good efficiency in the estimation of the intercept parameter, β, relative efficiencies of 0.95 and 0.90 were obtained even with n T = 50, which is one-tenth the size of the maximal T .
Models for the ROC curve in a restricted range of FPRs between 0 and 0.2 were also considered (results not presented). Our approach can fit such models by restricting T to (0, 0.2). Efficiencies of at least 80 and 90% relative to the maximal n T = 99 were observed for n T = 10 and n T = 15 equally spaced points, respectively. Thus, a relatively small number of FPRs in T achieve near-maximal efficiency for model-based estimates of ROC curves in restricted and unrestricted ranges of FPRs. A primary goal of the Childhood Predictors of Adult Obesity Study (CPAO) was to determine how well childhood obesity could predict the likelihood of adult obesity. CPAO was a retrospective observational study of subjects born at a health maintenance organization between 1965 and 1971 and still members when they were adults (age 21 years). Detailed eligibility criteria are given in Whitaker et al. (1997) .
Data were available on 823 adults, 305 (37.1%) male and 518 (62.9%) female. The average BMI, defined as the weight in kilograms divided by the square of height in meters, between 21 and 29 years of age was calculated for each adult in the study. Based on established guidelines, an adult was then classified as obese if the average BMI exceeded 27.3 and 27.8 kg m −2 for females and males, respectively (NIH Consensus Statement, 1985) . The prevalence of adult obesity in this cohort is 133/823 = 16.2%. 6091 childhood BMI measurements between ages 3 and 18 were available on the study subjects. A median of 7.2 childhood BMI measurements were collected per person (range 1-26). Childhood BMI values were standardized for age and gender by conversion to a z-score using age and gender-specific means and standard deviations from a reference population (Frisancho, 1990) .
Using the notation introduced in Section 2, D corresponds to the indicator of adult obesity and Y is the childhood BMI z-score. Each person contributes several observations to the analysis, one at each time that childhood BMI was measured. Questions of interest are to determine at different ages how well childhood BMI discriminates people that become obese in adulthood from those that do not and if the measure is better in girls than in boys. We also asked how well BMI would distinguish persons who become severely obese from those that remain in normal limits of BMI throughout adulthood. Therefore, the covariates of interest, X , are the age corresponding to the BMI z-score (AGE), gender (GENDER), and X D is adult BMI z-score (aBMIz).
The following ROC regression model was fitted:
This model is very flexible, in that it allows the effects of (X, X D ) on the ROC curves to differ by varying amounts depending on the FPR t. Parameter estimation suggested that interactions between covariates and −1 (t) were not significant and, thus, the following reduced model was more appropriate:
This model implies that ROC curves for different values of X differ by fixed amounts on the probit scale and therefore cannot cross. Of the 6091 records, 5165 and 926 correspond to non-obese and obese adults, respectively. Thus, nD = 5165 and n D = 926. Application of the fitting procedure described in Pepe (2000) is not practical with these data because it requires probit regression to be performed on more than 4 million observations (i.e. n D × nD). Instead, we applied our computationally less intensive modified approach described in Section 2. Since simulation results suggested that the symmetrized approach did not gain much efficiency, we chose not to symmetrize the estimation procedure.
Using the algorithm outlined in Section 2, we first specified the set of FPRs to be used. Based on the simulation results summarized in Section 4.3, 50 equally spaced FPRs, T = {1/51, 2/51, . . . , 50/51}, were used. Next, quantiles of the survivor distribution of YD, childhood BMI z-scores for the non-obese adults, were estimated as a function of AGE and GENDER for t ∈ T using regression quantile methods (Koenker and Basset, 1978) . Table 4 . Standard errors were estimated using 500 bootstrap samples, with the unit for resampling being the cluster of data for the study subject. The jackknife-after-bootstrap (Efron, 1992) suggested 500 bootstrap samples was adequate.
The negative coefficient for GENDER suggests that childhood BMI is a more accurate predictor of adult obesity in females than in males, although this result is not conclusive ( p = 0.090). Since the coefficient estimate for AGE is positive, it implies that the older the child is at the time of the BMI measurement, the better BMI is for discriminating those that will be obese as adults. This is to be expected because the older the child, the closer the child is to adulthood. The positive coefficient for aBMIz implies that it is easier to distinguish severely obese adults from non-obese adults on the basis of their childhood values than to distinguish moderately obese adults from non-obese adults.
ROC curves for several different profiles of children in the study are displayed in Figure 2 . The farther the ROC curve is from the 45 • line, the better childhood BMI is in predicting adult obesity. Figure 2 suggests that BMI measurements obtained on 3-year-olds will not distinguish between children who become borderline obese (a B M I z = 1.04) and children who have normal BMI in adulthood. The corresponding estimates of AUC are 0.637 and 0.707 for males and females, respectively. Conversely, BMI measurements collected at age 13 for borderline obese adult males (AUC = 0.792) and females (AUC = 0.846) are much better markers of risk. Moreover, children deemed to become severely obese (a B M I z = 2.5) are already at age 13 very different from their peers who will remain within normal BMI limits in adulthood (AUC = 0.862 for males, AUC = 0.902 for females). The point on the ROC curve that yields a TPR of 0.8 for 13-year-old girls that become severely obese adults corresponds to the BMI z-score threshold of 0.33 and a FPR of 0.17 in 13-year-old girls that do not become obese adults. Thus, a dietary intervention on 13-year-old girls whose BMI z-score exceeds 0.33 would reach 80% of the girls who would be severely obese in adulthood and would unnecessarily subject to intervention 17% of the girls that would reach adulthood in a non-obese state. 
DISCUSSION
We have previously used ROC regression to compare two ROC curves for continuous biomarkers (Pepe, 2000) , for comparing two imaging methods in a multi-reader comparative radiology study (Pepe, 1997) , and for evaluating multiple covariates affecting an audiology diagnostic test (Pepe, 1998) . In Section 5, we considered a more elaborate example involving a longitudinal study to evaluate childhood BMI as a potential predictive marker for adult obesity. This sort of application is important as the search for early biomarkers of diseases becomes a popular area of research and longitudinal data sets become available to investigate their value.
ROC regression analysis was used in Section 5 to determine how well childhood obesity can predict adult obesity. This is a retrospective analysis, in that it corresponds to TPR and FPR which are accuracy measures that condition on disease status. Alternatively, a prospective analysis approach using predictive values which condition instead on childhood BMI z-value could be used. Pepe et al. (1999) performed such an analysis on these data. Either approach is valid. In evaluating diagnostic tests, TPR and FPR are often preferred because they are independent of prevalence and of factors influencing prevalence alone.
They are also more descriptive of how the test reflects disease status.
The ROC regression model proposed in this paper allows one to simultaneously compare multiple subsets of diseased subjects with a common non-diseased population. A disease-specific covariate that we denote by X D can indicate the subpopulation, which could refer to disease subtype or characteristics of disease. In this sense, the formulation is applicable to settings where there are more than two disease states. In Section 5, for example, ROC curves were constructed for 'borderline obese' and 'severely obese' patients.
In summary, we propose using a modified parametric distribution-free ROC estimator which is conceptually easy and is simple to implement with existing software packages. Code and data for the obesity example can be found at http://www-rcf.usc.edu/~talonzo/dfROC.html. Results from simulation studies indicated that this approach is reasonably efficient and, thus, there is no need to symmetrize the estimation. Furthermore, simulation studies indicate that fairly high efficiency can be attained using a small number of equally spaced FPRs to fit the regression models. Future research in this area might include the development of an algorithm for optimally choosing an efficient set of FPRs. Criteria for selecting this set could, for example, depend on the distribution of data in particular regions of the ROC curve.
The X i j are covariables defined by covariates for the ith diseased and jth non-diseased paired observations (X i , X j ). Suppose that X i = X j or that X j is the null set. Then we can write X i j = X i andt j =FD ,X j (YD j ). The above expression becomes that in (1) if we define T = {t j , j = 1, . . . , nD}.
