Given a parameterized (by sampling period T ) family of approximate discrete-time models of a sampled nonlinear plant and given a family of controllers stabilizing the family of plant models for all T sufficiently small, we present conditions which guarantee that the same family of controllers semi-globally-practically stabilizes the exact discrete-time model of the plant for sufficiently small sampling periods. When the family of controls is locally bounded, uniformly in the sampling period, the inter-sample behavior can also be uniformly bounded so that the (time-varying) sampled-data model of the plant is uniformly semi-globally-practically stabilized. The result justifies controller design for sampled-data nonlinear systems based on the approximate discrete-time model of the system when sampling is sufficiently fast and the conditions we propose are satisfied. Our analysis is applicable to a wide range of time-discretization schemes and general plant models.
Introduction
The three main approaches for the design of digital controllers are (e.g., see [2, 10, 5] ):
1. design based on a continuous-time plant model plus a controller discretization (the CTD method); 2. design based on the exact or approximate (such as Euler) discrete-time plant model ignoring intersample behavior (respectively, the DTD method and the approximate DTD method);
3. design based on the sampled-data model of the plant which takes into account the inter-sample behavior in the design procedure (the SDD method).
In principle, the DTD method is more straightforward for linear systems than for nonlinear systems. Indeed, for linear systems we can write down an explicit, exact discrete-time model while typically for nonlinear systems we cannot. Moreover, the exact discrete-time model of a linear system is linear while the exact discrete-time model for a nonlinear systems does not usually preserve important structures of the nonlinear systems, like affine controls for example. Consequently, for nonlinear systems it is unusual to assume knowledge of the exact discrete-time model whereas this assumption is made in most of classical linear literature. However, often due to our inability to exactly compute the matrix exponential that generates the exact discrete-time model we use its approximation and hence we actually use approximate DTD method most of the time, even for linear systems. The results of this paper illustrate that if one is not careful about choosing the approximate model and the controller, then even for linear systems it is possible to design a controller that stabilizes the approximate discrete-time model (for all small sampling periods) but destabilizes the exact discrete-time model (for all small sampling periods). These examples motivate a careful investigation of the approximate DTD method even in the linear context although our work was originally motivated only by nonlinear sampled-data systems. The majority of work for nonlinear sampled-data systems uses the CTD method, see [1, 3, 7, 16, 17, 25, 24] . For results related to the approximate DTD method see [4, 6, 8, 12, 15] and for approximate discretization procedures see [13, 22] . Due to the complexity of the problem, results on the SDD method for nonlinear systems are scarce. For details on the SDD method for linear systems see [2] .
The main question in the CTD, DTD and approximate DTD methods is whether or not the designed controllers stabilize (and in what sense) the original continuous-time plant. This question has been addressed and answered for the CTD method for nonlinear systems in [1, 3, 16, 17, 25, 24] and for the DTD method in [14] . We are concerned with the above question for the approximate DTD method for nonlinear systems.
We emphasize that the majority of nonlinear discrete-time literature is based on the assumption, which is unrealistic in general, that the exact discrete-time model of the plant is known. Hence, a fixed model is used for a design of a fixed controller. On the other hand, if we use the approximate DTD method then the sampling period T typically should be sufficiently small in order to have a small mismatch between the exact and approximate models. So, we have to deal with a family of approximate discrete-time plant models for which a family of stabilizing controllers are designed.
Despite all the above difficulties one faces in the approximate DTD method for nonlinear systems, there is a strong motivation for pursuing this approach since it deals with the issue of sampling naturally and effectively, enabling direct theoretical investigations of the effect of sampling on the key system theoretic properties. As a result, the approximate DTD method may yield better results than the CTD method. For instance, a larger domain of attraction may be obtained with the approximate DTD method than with the CTD method for the same sampling period (e.g., see Example 1 in Section 4). One may argue that this follows from the fact that an approximate discrete-time model is better than the continuous-time model at approximating the exact discrete-time model. However, satisfactory results using the approximate DTD method can be obtained only if the approximate discrete-time model and the designed controller satisfy appropriate conditions (cf. Example 3 of Section 4).
Different variations of the approximate DTD method have been addressed in the adaptive control literature [4, 6, 12] . However, in these references, the plant, controller and discretization usually have a specific structure. We work in a slightly different setting but also use more generic and weaker conditions on the plant and controller structures. For a related result on regulation under sampling see [1] .
We present conditions under which the controllers which stabilize an approximate discrete-time model of a nonlinear plant for T ∈]0, T * [ also stabilize the exact discrete-time model of the plant for T ∈]0,T [,T ≤ T * . This justifies using the approximate DTD method under relatively weak conditions. The result is applicable to a wide range of plants, controllers and approximate discretization techniques. We will present two different results. One result (Theorem 2) assumes only that the trajectories of the approximate model remain relatively close to the trajectories of the exact model over one step (see Definition 1) and assumes for the family of approximate models the existence of a family of Lyapunov functions with certain properties that are uniform in the sampling period (see Definition 4) . The other result (Theorem 1) assumes that the trajectories of the approximate model remain close to the trajectories of the exact model over many steps (see Definition 2) and assumes the trajectories of the approximate model exhibit stability that is partially uniform in the sampling period (see Definition 3).
Our results are closely related to results in the numerical analysis literature on lower semi-continuity of attractors for numerical integration routines (see [23, Section 7.7] and the references therein) and in many places we have adapted, to our sampled-data nonlinear control problem, conditions and proof techniques traditionally used in the numerical analysis literature.
The paper is organized as follows. In Section 2.1 we present notation and define the problem setting. In Section 2.2 we define and clarify the notions of solution closeness, between exact and approximate models, that will be used in our main results. In Section 2.3 we define the types of stability that we are interested in and that we will assume for the family of approximate plant models. We define stability concepts in terms of bounds on trajectories and in terms of Lyapunov functions and we relate the two characterizations. Our main results are stated in Section 3. Several examples that illustrate our main results are presented in Section 4. Consider the nonlinear continuous-time control system:
Preliminaries

Problem setting and notation
where x ∈ R n , u ∈ R m are respectively the state and control vectors. The function f is assumed to be such that, for each initial condition and each constant control, there exists a unique solution defined on some (perhaps bounded) interval of the form [0, τ ). The control is taken to be a piecewise constant signal u(t) = u(kT ) =: u(k), ∀t ∈ [kT, (k + 1)T [, k ∈ N where T > 0 is a sampling period. We assume that the state measurements x(k) := x(kT ) are available at sampling instants kT, k ∈ N. The sampling period T is assumed to be a design parameter which can be arbitrarily assigned (in practice, the sampling period T is fixed and our results could be used to determine if it is suitably small).
Suppose that we want to design a control law for the plant (1) using the approximate DTD method. The controller will be implemented digitally using a sampler and zero order hold element. As a first step in this direction we need to specify a discrete-time model of the plant (1), which describes the behavior of the system at sampling instants. We consider the difference equations corresponding to the exact plant model and its approximation respectively:
which are parameterized with the sampling period T . We emphasize that F e T is not known in most cases. We will think of F e T and F a T as being defined globally for all small T even though the initial value problem (1) may exhibit finite escape times. We do this by defining F e T arbitrarily for pairs (x k , u k ) corresponding to finite escapes and noting that such points correspond only to points of arbitrarily large norm as T → 0, at least when f is locally bounded. So, the behavior of F e T will reflect the behavior of (1) as long as (x k , u T (x k )) remains bounded with a bound that is allowed to grow as T → 0. This is consistent with our main results that guarantee practical asymptotic stability that is semiglobal in the sampling period, i.e., as T → 0 the set of points from which convergence to an arbitrarily small ball is guaranteed to contain an arbitrarily large neighborhood of the origin.
In general, one needs to use small sampling periods T since the approximate plant model is a good approximation of the exact model typically only for small T . It is clear then that we need to be able to obtain a controller u T (x) which is, in general, parameterized by T and which is defined for all small T . For simplicity, we consider only static state feedback controllers.
For a fixed T > 0, consider systems (2), (3) with a given controller u(k) = u T (x(k)). We denote the state of the closed-loop system (2) (respectively (3)) with the given controller at time step k that starts from
We introduce the error:
and also use the notation
Consistency of approximate model with exact model
In our results (see Theorems 1 and 2), we will make a stability assumption on the family of closed-loop approximate plant models and will draw a conclusion about stability of the family of closed-loop exact plant models by invoking assumptions about the closeness of solutions between the two families. In this section we define the properties we will use.
One-step consistency
The first type of closeness we will use is characterized in the following definition. It guarantees that the error between solutions starting from the same initial condition is small, over one step, relative to the size of the step. The terminology we use is based on that used in the numerical analysis literature.
A sufficient condition for one-step consistency is the following:
n be an arbitrary compact set. Using the set X := N (X 1 , 1), let the second assumption of the lemma generate
It follows from assumption 2a of the lemma that, for each x ∈ X 1 and all
belongs to X and satisfies |φ(t, x) − x| ≤ M t. It then follows from assumption 2b of the lemma that, for all x ∈ X 1 and all
Since
the result follows from (7) and the first assumption of the lemma. Q.E.D.
Remark 1 A special case where condition 2b of the lemma holds is when f (·, u) is locally Lipschitz uniformly in u. Note that the function u T (x) does not need to be continuous for (u T , F a T ) to be one-step consistent with (u T , F e T ). A control system with a discontinuous feedback is considered in Example 2 of Section 4.
Multi-step consistency
The second type of closeness we will use is characterized in terms of the functions F e T , F a T and u T (x) in the next definition. It will guarantee (see Lemma 2) that the error between solutions starting from the same initial condition is small over multiple steps corresponding "continuous-time" intervals with length of order one.
Definition 2 The family
and
In terms of trajectory error over "continuous-time" intervals with length of order one, multi-step consistency gives the following:
Proof.
, there exist a function α(·, ·) and a strictly positive real number T * such that (9) and (10) are satisfied for the triple (X , L, η). We now prove the result by induction. First we have |ε 0 
Returning to Definition 2, we note that (u T , F e T ) is multi-step consistent with itself. This follows by noting that when F a T = F e T we can take α(0, T ) = 0 and α(δ, T ) = 2 sup x∈X |F e T (x, u T (x))|. Another, more interesting, sufficient condition for multi-step consistency is given in the following:
n , L > 0 and η > 0 be given. From the assumption of the lemma, let X generate
With these definitions, the condition (9) is satisfied. Also note that
and so (10) is satisfied. Q.E.D.
Remark 2 Relative to the one-step consistency condition, the condition of Lemma 3 is guaranteed by one-step consistency plus the following type of Lipschitz condition on either the family (u T , F e T ) or the family (u T , F a T ): for each compact set X ⊂ R n there exist K > 0 and T * > 0 such that for all x, z ∈ X and all T ∈]0, T * [,
This condition is guaranteed for F e T when f (x, u) and u T (x) are locally Lipschitz (uniformly in small T ). Note that no continuity assumptions on u T (x) were made in Lemma 1 to guarantee one-step consistency. The condition given in Lemma 3 for multi-step consistency is similar to conditions used in the numerical analysis literature (e.g., see conditions (i) and (iii) of Assumption 6.1.2 in [23, pg.429]).
Remark 3 One-step and multi-step consistency do not imply each other and this is one motivation for developing different stability theorems that rely on one of these properties. Example 2 in Section 4 shows that multi-step consistency may not hold when one-step consistency does hold. That one-step consistency may not hold when multi-step consistency does hold can be seen from the plantẋ = x + u with Euler approximation
) is of order T we do not have one-step consistency. On the other hand, it follows from F a T (x, u T (x)) ≡ 0 and the fact that F e T (x, u T (x)) is of order T that we do have multi-step consistency. Indeed, for each compact set X ⊂ R and each η > 0 there exist strictly positive numbers
Stability properties
The goal of our paper is to give conditions on the family (u T , F a T ) that guarantee asymptotic stability for the family (u T , F e T ). In Example 3 of Section 4 we will see that it is not enough to assume simply that each member of the family (u T , F a T ) is asymptotically stable (at least for small T ). Instead, we will impose partial uniformity of the stability property over all small T . For that, we make the following definitions: 
Remark 4 It is standard to use KL functions to characterize uniform global asymptotic stability for differential equations (e.g., see Proposition 2.5 in [11] ). The stability properties defined above have the property that the solutions x a (k, x(0)) are allowed to "slow down" in discrete-time as T is decreased. However, the upper bound on the rate of decrease of |x a (k, x(0))| is uniform if kT is thought of as a "continuous time" parameter. Moreover, the overshoots are uniform in T .
Remark 5 If we can show that the family (u T , F e T ) is (β, N )-practically stable and if we can appropriately bound the intersample behavior forẋ = f (x, u) for sufficiently small T then the main results of [14] can be used to conclude that the sampled-data system is uniformly practically asymptotically stable for sufficiently small T . A sufficient condition for being able to bound the inter-sample behavior appropriately is that condition 2(a) of Lemma 1 holds.
An equivalent Lyapunov formulation of (β, R n )-stability is the following (local versions can also be formulated but are more tedious to state because of the need to keep track of basins of attraction):
The following statements are equivalent:
There exists β ∈ KL such that the family
(u T , F T ) is (β, R n )-stable.
There exist
(2) =⇒ (1). See Remark 7 which follows the proof of Theorem 2.
(1) =⇒ (2) . (This proof is based on the construction, for differential inclusions, given in [21] .) According to [19, Proposition 7] , given β ∈ KL there exist class-K ∞ functions α 1 and α 2 such that
Let T * > 0 be such that
We define
We then have
and, using (22) and the (β, R n )-stability assumption,
This establishes (20) . To establish (21) we note that (using the shorthand notation
Then, using (23) and (25), this established (21) with α 3 (s) = α 1 (s). Q.E.D.
In our first main result (Theorem 1) we will show that if the family (u T , F a T ) is (β, N )-stable and multi-step consistent with (u T , F e T ) then the family (u T , F e T ) is (β, N )-practically stable. We will also show (in Theorem 2) that the multi-step consistency assumption can be changed to a one-step consistency assumption when (β, N )-stability is formulated in terms of a family of Lyapunov functions satisfying (20) , (21) and with an extra local Lipschitz condition that is uniform in small T .
Definition 4 The family (u T , F T ) is said to be equi-globally asymptotically stable (EGAS) by equiLipschitz Lyapunov functions if the second statement of Lemma 4 holds and, moreover, for each compact set X ⊂ R
n \ {0} there exist M > 0 and T * > 0 such that, for all x, z ∈ X and all T ∈]0, T * [,
Main Results
In this section we present conditions under which the approximate DTD method is a valid approach for the design of controllers for nonlinear discrete-time systems and, in turn, via the results from [14] , a valid approach to design controllers for sampled-data systems.
Stability from trajectory bounds and multi-step consistency
Our first result is expressed in terms of trajectory bounds for (u T , F a T ) and multi-step consistency:
Theorem 1 Let β ∈ KL and let N be a bounded neighborhood of the origin. If the family (u T , F a T ) is:
A: multi-step consistent with (u T , F Proof: Let R > 0, β ∈ KL and the bounded neighborhood N of the origin be given. We want to establish that there existsT > 0 such that for all T ∈]0,T [, all x(0) ∈ N and all k ≥ 0 we have
Let M = sup ξ∈N |ξ| and let B be the closed ball of radius β(M, 0). Let η > 0 be such that the closed ball of radius 2η is contained in N and β(2η, 0) < R/2 . Such an η exists since N is a neighborhood of the origin and β(s, 0) ∈ K. It also follows from Assumption B of the theorem and (18) 
Thus we have, for such (T, k, x(0)), 
Thus, using the definition of L and (31), we get
We have, using time-invariance, (30), (33) and the fact that the ball of radius 2η is contained in N , we get
(which implies (29) ) and, using the definition of k * T we have that
The result then follows by induction. Q.E.D.
Remark 6
In the (β, N )-stability assumption for the family (u T , F a T ), if N can be made arbitrarily large by taking T sufficiently small (e.g., N = R n ) then the family (u T , F e T ) exhibits semiglobal practical (in the sampling period T ) asymptotic stability.
Stability from Lyapunov functions and one-step consistency
Our second result is expressed in terms of a family of Lyapunov functions for (u T , F a T ) and one-step consistency. It has some relations to the proof technique used to establish the main result of [3] . For simplicity we will only formulate the global result. Nonglobal results and results for stability of sets other than the origin can also be established with the same proof technique. 
For now we take this to be true. In the rest of the proof we will use the notation V T (k) in place of V T (x e k ). Let N be an arbitrary bounded neighborhood of the origin, let 
The relation (39) follows by induction. Indeed, (39) clearly holds for k = 0 and then (39), (20) and the definitions of d and D imply
and so either V T (k + 1) ≥ d which, from (37) and (41), implies 
is a continuous, non-negative, piecewise linear function of "time" t and hence it is absolutely continuous with derivative given, for almost all t, bẏ
Using the definition of y T (t) and (40), we have
and so, combining with (42), we can write for almost all t that:
It follows from the arguments in [18, Section VI] that there exists β 1 ∈ KL that is determined by
2 , i.e., independent of T and d, such that
By using (20) we obtain: α 2 (s), τ ) ) is a class-KL function that is independent of T and d, and d can be chosen arbitrarily small.
It remains to establish our initial claim in (37). Given the pair of strictly positive real numbers (d, D) , we make the definitions
From Assumption B1, we let the set X := {z ∈ R n : |z| ∈ [δ, ∆]} generate M > 0 and T * 1 > 0. From Assumption A1, we let the set X 1 , defined to be the closed ball of radius D, generate the function ρ ∈ K and T * 2 > 0. We let T * 3 > 0 be such that
and let T * 4 > 0 be such that
Then we take
From the choice of T * (in particular, the requirement on T * 4 ) and (5), it follows that for all
and with (50) that
From (50)- (54) and from the choice of T * we deduce that |x| ≤ D and
This establishes the claim. Q.E.D.
Remark 7
The proof of (2) =⇒ (1) 
Examples
Now we present several examples. 
We design sampled-data nonlinear controllers based on the Euler approximation and a second order approximation of the plant, which are respectively given by:
The controllers based on the approximations (58) and (59) that assign the following dynamics:
to the closed-loop approximate systems are given, respectively, by: [9, Example 13.5] for the same system implemented using a sampler and zero order hold 
In order to illustrate the performance of the controllers (61), (62) 
which has exact discretization
and Euler approximate discretization
Consider the controller 
and, otherwise, 
The following controller is designed for the Euler model: 
Conclusions
In this paper we have presented results that justify the design of nonlinear sampled-data controllers based on approximate discrete-time models for sufficiently fast sampling. We have shown that with the appropriate combinations of consistency (of the approximate discrete-time model with the exact discrete-time model) and stability uniformity (in the sampling period for the family of approximate discrete-time closed-loops), semiglobal practical asymptotic stability of the origin of the sampled-data control system is guaranteed. Like in the continuous-time case, separate tools (like small gain theorems, Lyapunov conditions or homogeneity) should be used to analyze local asymptotic stability properties (cf. [20] ).
The results that we have presented for asymptotic stability of the origin can easily be extended to arbitrary compact attractors and/or the asymptotic stability assumption on the family of approximate discrete-time models can be relaxed to a practical asymptotic stability assumption.
