Abstract-The generation of communicative, speechaccompanying robot gesture is still largely unexplored. We present an approach to enable the humanoid robot ASIMO to flexibly produce speech and co-verbal gestures at run-time, while not being limited to a pre-defined repertoire of motor actions. Since much research has already been dedicated to this challenge within the domain of virtual conversational agents, we build upon the experience gained from the development of a speech and gesture production model used for the virtual human Max. We propose a robot control architecture building upon the Articulated Communicator Engine (ACE) that was developed to allow virtual agents to flexibly realize planned multi-modal behavior representations on the spot. Our approach tightly couples ACE with ASIMO's perceptuo-motor system, combining conceptual representation and planning with motor control primitives for speech and arm movements of a physical robot body. First results of both gesture production and speech synthesis using ACE and the MARY text-to-speech system are presented and discussed.
I. INTRODUCTION
A robot acting in a human-like way evokes social attributions which, in turn, make the human interaction partner believe that it has communicative intent. To induce such attributions, a communicative robot should generate social cues [2] . Besides natural language production, expressive non-verbal behaviors such as gesture represent a crucial communication modality in social interaction. Gesture is an important feature of social interaction, frequently used by human speakers to illustrate what they express in speech. Essentially, it adds to what speech alone cannot hope to provide, e.g. when pointing to objects or conveying spatial information. Thus, humanoid robots that are intended to engage in natural and fluent human-robot interaction should produce speech-accompanying gestures for comprehensible and believable behavior. Moreover, using multiple modalities helps to dissolve ambiguity typical of uni-modal communication and hence increase robustness of communication.
McNeill [15] categorizes four main types of gestures based on semiotics: (1) iconics, i.e. gestures representing images of concrete entities and/or actions; (2) metaphorics, i.e. gestures whose pictorial content presents abstract ideas rather than concrete objects; (3) deictics, i.e. pointing gestures; and (4) beats, i.e. hand movements performed along with the rhythmical pulsation of speech. Unlike task-oriented movements like reaching or object manipulation, human gestures are partly derived from an internal representation of 'shape' [9] , which particularly applies to iconic or metaphoric gestures. Such shape and dynamical properties enable humans to distinguish gestures from subsidiary movements and to perceive them as meaningful [25] . Consequently, to endow a humanoid robot with communicative co-verbal gestures, a large degree of flexible control with regards to shape properties of the gesture is required. At the same time, adequate timing and natural appearance of these body movements are essential to add to the impression of the robot's liveliness. Since the challenge of multi-modal behavior realization for artificial humanoid bodies has already been explored by researchers in computer animation focusing on virtual conversational agents, our approach builds upon an existing solution from this research area. The Articulated Communicator Engine (ACE) implements the speech-gesture production model that was originally designed for the virtual human agent Max and is now used as the underlying action generation framework for the humanoid robot ASIMO (Fig. 1) .
II. RELATED WORK
Two research areas are relevant to the present work: firstly, researchers from the field of robotics have explored various approaches to realize the generation of speech and nonverbal behaviors in humanoid robots. Secondly, researchers in computer animation have developed several frameworks to realize multi-modal communication behavior in virtual conversational agents. The challenges are similar in that both demand a high degree of control and flexibility in order that human-like motion can be adapted to a system with nonhuman kinematics. The levels of complexity encountered in each field, however, are not equivalent. Although the range of different body types found in virtual embodied agents is manifold and hence challenging, character animation has less restrictive motion than even the most state-of-the art humanoid robots [19] . Typically, animation of virtual agents reduces or even eliminates the problems of handling joint and velocity limits; in a robot body, however, these have to be explicitly addressed given real physical restrictions.
Generally, the generation of speech-accompanying robot gesture as well as the evaluation of the effects of such multi-modal behaviour is still largely unexplored territory [21] . Recognition rather than synthesis of gesture invariably dominates in traditional robotics. Within the few existing approaches that are actually dedicated to gesture synthesis, the term "gesture" has been widely used to denote object manipulation tasks rather than non-verbal communicative behaviors. For example, Calinon and Billard [3] refer to the drawing of stylized alphabet letters as gestures in their work. Similar to their approach, many researchers have focused on the translation of human motion for gesture generation in various robots, usually aiming at imitation of movements captured from a human demonstrator. Miyashita et al. [17] and Pollard et al. [19] , e.g., present further techniques for limiting human motion of upper body gestures to that achievable by a variety of different robotic platforms.
However, these models tend to focus on the generation of non-verbal behaviors, but are ultimately limited in their failure to combine these with further output modalities such as speech. Up to the present time, only a few approaches in robotics incorporate both speech and gesture synthesis, but in most cases the robots are equipped with a set of pre-defined gestures that are not generated on-line, as seen, e.g., in [6] or [24] . The communication robot Fritz [1] represents one of the few systems in which gestures are actually generated online. These mainly consist of arm movements and pointing gestures performed with eyes, head, and arms, and are accompanied by speech to make the robot appear livelier. However, all aforementioned approaches are realized on less sophisticated platforms with less complex robot bodies, having fewer degrees of freedom (DOF), limited mobility, etc. Evidently, robot motion is not performed as smoothly as perceived in humans. Moreover, most of these robotic platforms expose little or no humanoid traits.
As stated by Minato et al. [16] , however, the appearance of a robot can be just as important as its behavior when evaluating the experience felt by human interaction partners. In other words, the robot's design is crucial if we are to eventually study the effect of robot gesture on humans. MacDorman and Ishiguro [13] have used this ideology and researched human perception of robot appearance as based on different levels of embodiment. Although an innovative approach, the android robots predominantly developed by Ishiguro only feature certain hard-coded gestures. Thus a criticism of such robots is that they lack any real-time gesture-generating capability. Nevertheless, MacDorman and Ishiguro claim that androids offer an experimental apparatus that is better controllable than any human actor while at the same time eliciting the broad spectrum of responses typically observed in human-human interaction. Similarly, a major advantage of using the Honda robot ASIMO as a research platform lies in its humanoid appearance and smooth movement behavior.
In contrast to the research field of robotics, the challenge of generating speech and co-verbal gesture has already been tackled in various ways within the domain of virtual humanoid agents. Some of the earliest work includes that of Cassell et al. who presentend the REA system [4] in which a conversational humanoid agent operates as a real estate salesperson. A more recent approach is that of the interactive expressive system Greta [18] which is able to communicate using verbal and non-verbal modalities. Even in the domain of virtual conversational agents, however, most existing systems simplify matters by using lexicons of words and canned non-verbal behaviors in the form of pre-produced gestures [7] . The framework underlying the virtual agent Max [10] , on the contrary, builds upon an integrated architecture in which the planning of both content and form across both modalities is coupled [8] , thereby taking into account the meaning conveyed in non-verbal utterances. For this reason, our proposed approach benefits from transferring one of the most sophisticated multi-modal behavior schedulers from a virtual conversational agent to a physical robot.
III. INTEGRATED MODEL OF SPEECH-GESTURE PRODUCTION
Computational approaches to synthesizing multi-modal behavior can be modeled as three consecutive tasks [20] ( Fig. 2): firstly, determining what to convey (i.e. content planning); secondly, determining how to convey it (i.e. behavior planning); finally, acting upon it (i.e. behavior realization). The Articulated Communicator Engine (ACE) operates at the behavior realization layer, yet the overall system used by the virtual agent Max also provides an integrated content planning and behavior planning framework [8] . This paper focuses on ACE which forms the starting point for an interface endowing the robot ASIMO with similar multimodal behavior.
Within the ACE framework, gesture representations can be described in two different ways using the Multi-modal Utterance Representation Markup Language (MURML [11] ). Firstly, verbal utterances together with co-verbal gestures can be specified as feature-based descriptions in which the outer form features of a gesture (i.e. the posture of the gesture stroke) are explicitly described. Gesture affiliation to dedicated linguistic elements is determined by matching time identifiers. Fig. 3 illustrates an example of a featurebased MURML for speech-gesture production. Secondly, gestures can be specified as keyframe animations in which each keyframe specifies a 'key posture', a part of the overall gesture movement pattern describing the current state of each joint. Speed information for the interpolation between every two key postures and the corresponding affiliation to parts of speech is obtained from assigned time identifiers. Keyframe animations in ACE can be defined either manually or derived from motion capturing data from a human demonstrator, allowing the animation of virtual agents in real-time. In our present work we focus on the generation of feature-based utterance descriptions, although keyframe animations -and therewith captured human motion -can also be realized on the ASIMO robot using the same interface.
A. On-line Scheduling of Multi-Modal Utterances
In a multi-modal utterance, each intonation phrase together with a co-expressive gesture phrase represents a single idea unit which is referred to as a chunk of speech-gesture production [10] . Incremental production of successive coherent chunks is realized by processing each chunk on a separate 'blackboard' running through a sequence of states (Fig. 4) . Timing of gestures is achieved on-line by the ACE engine as follows: Within a chunk, synchrony is mainly achieved by adapting the gesture to structure and timing of speech. To do this, the ACE scheduler retrieves timing information about the synthetic speech at the millisecond level and defines the start and the end of the gesture stroke accordingly. These temporal constraints are automatically propagated down to each single gesture component. A more detailed overview of the internal planning process within ACE can be found in [10] . The second aspect of scheduling, namely, the decision to skip preparation or retraction phases, results from the interplay of motor programs at run-time. Motor programs monitor the body's current movement state and are autonomously activated to realize the planned gesture stroke as scheduled. Whenever the motor program of the Fig. 3 . A feature-based MURML specification for multi-modal utterances. Fig. 4 . Blackboards running through a sequence of processing states for incremental production of multi-modal chunks [10] .
following gesture takes over the control of the effectors from the preceding program, the retraction phase is skipped. Such on-line scheduling results in fluent and continuous multimodal behavior.
B. Speech Synthesis
Speech output is generated using the open source textto-speech synthesis system MARY (Modular Architecture for Research on speech sYnthesis) [22] . It features a modular design and an XML-based internal data representation. Numerous languages including English and German are supported. A number of settings allow for an adjustment of various voice features. For further details on MARY see [22] .
IV. ROBOT CONTROL ARCHITECTURE
In an effort to enable ASIMO to flexibly produce speech and co-verbal gesture at run-time, a given robot control architecture needs to combine conceptual representation and planning provided by ACE with motor control primitives for speech and arm movements for the robot. This, however, poses a number of challenges including a failure to adequately account for certain physical properties, e.g. motor states, maximum joint velocity, strict self-collision avoidance, variation in DOFs. In light of ACE being originally designed for a virtual rather than physical platform, these challenges must be met when transferring the ACE framework to the robot ASIMO.
Models of human motor control suggest a hierarchical structure in which the global aspects of a movement are represented as a higher level abstract goal [23] . According to Latash [12] , planning of human movements is kinematically performed in the external task space rather than in the more complex joint space. This scheme of motor control forms the basis of our robot control architecture and incorporates three levels: first, the movement is planned, which describes the abstract goal of the intended movement in terms of an internally simulated trajectory. Second, this trajectory is translated into motor variables and commands which control the lower structures. This results in a set of virtual trajectories. These, in turn, partially encode certain properties of the movement, e.g. specific patterns of transition from an initial to a final position. Finally, the third level involves the execution of these commands at the lowest level, resulting in a movement that ideally matches the simulated trajectory.
Even though ACE provides movement description in joint space to animate the body of a virtual agent, we extract task space information of the wrist position and hand orientation when generating the corresponding robot trajectory. Problematically, ASIMO is more limited in performing finger movements than a virtual character. We counter this limitation by specifying three basic hand shapes that can be utilized by ASIMO. A variety of finger constellations derived from the ACE body model can then be mapped onto them. Hand gestures in which the hands are open, closed, and pointing gestures are directly transferable. Any hand gesture employing more than the index finger is modeled using an open hand shape. Fig. 5 displays the three different hand shapes utilized by ASIMO.
The information obtained at the task space level including wrist orientation and designated hand shape is forwarded to the robot motion control module which instantiates the actual robot movement. Inverse kinematics (IK) of the arm is then solved on the velocity level using the ASIMO whole body motion (WBM) controller framework [5] . The WBM framework allows to control all DOFs of the humanoid robot based on given end-effector targets, providing a flexible method to control upper body movement by only specifying relevant task dimensions selectively in real-time, yet, while generating smooth and natural movement. Redundancies are optimized with regard to joint limit avoidance and selfcollision avoidance. For more details on WBM control for ASIMO see [5] .
After the inverse kinematics has been solved for the internal body model provided for WBM control, the joint space description of the designated trajectory is applied to the real robot. A bi-directional interface using both efferent actuator control signals and afferent sensory feedback is used to monitor possible deviations of actual robot motor states from the kinematic body model provided by ACE. It is realized by a feedback loop that updates the internal model of ASIMO in the WBM controller as well as the kinematic body model coupled to ACE at a sample rate r. This process synchronizes two competing sample rates in order that successful integration can ensue: firstly, that of the ACE engine, and secondly, that of the WBM software controlling ASIMO. Fig. 6 illustrates our robot control architecture embedding the ACE framework for on-line generation of gesture behavior.
A main advantage of our approach to robot control is the trajectory formulation in terms of effector targets and their respective orientations in task space. On this basis it is fairly straightforward to derive a joint space description for ASIMO by using the standard WBM controller. Alternatively, joint angle values could be extracted from ACE and directly mapped onto the robot body model. However, being a virtual agent application, ACE does not entirely account for certain physical restrictions such as collision avoidance, which may lead to joint states that are simply not feasible on the robot. Therefore, by solving IK using ASIMO's internally implemented WBM controller, we are ensured a safer generation of robot posture. Furthermore, studies in which subjects' gaze was eye-tracked while observing hand and arm movements provide evidence that humans mostly track the hand or endpoint, even if the movement is performed with the entire arm [14] . Thus, the form and meaning of a gesture can be conveyed even with a deviation from 'original' joint angles.
V. RESULTS AND DISCUSSION
Results were produced in a feed-forward manner whereby commands indicating the wrist position and hand orientation of the ACE body model were constantly transmitted to ASIMO at a sample rate of 20 frames per second. Inverse Kinematics was solved using the whole body motion controller provided by ASIMO. Speech output was synthesized using the MARY text-to-speech system based on the multimodal utterance scheduler in ACE. Fig. 7 illustrates the multi-modal output generated in our current framework using Fig. 7 . Example of a multi-modal utterance realized with the current framework from the specification given in Fig. 3 ; for comparison, the physical ASIMO robot, internal ASIMO body model, and the kinematic ACE body model are shown (left to right, top-down, sampled every four frames (0.16sec)). the MURML utterance presented in Fig. 3 . The robot is shown next to a panel which displays the current state of the internal ASIMO body model and ACE kinematic body model, respectively, at each time step. In addition, speech output is transcribed to illustrate the words spanning different segments of the gesture movement sequence, indicating temporal synchrony achieved between the two modalities. It is revealed that the physical ASIMO robot is able to perform a generated gesture fairly accurately but with some inertial delay compared to the internal ACE model. This observation is supported by Fig. 8 , in which each dimension of the wrist position for the ACE body model and ASIMO is plotted against time.
Despite the general limitation in motion speed, these findings substantiate the feasibility of the proposed approach. Arbitrary MURML-based speech-gesture representationsas well as keyframe animation descriptions of gestures, optionally derived from human motion capturing data -can be realized using the current framework. Extensive tests with multiple various gesture representations (including both onearmed and two-armed movements) performed on ASIMO further revealed that neglecting joint angle information as generated in ACE does not impair the overall shape of a gesture. Hence, controlling the robot via task space commands turns out to be an adequate and safe way of arm movement generation for ASIMO.
Synchronization of speech and gesture, however, does not yet appear to be optimal. Although Fig. 7 suggests acceptable temporal synchrony between both output modalities, tests using long sentences in speech revealed that movement generation tends to lag behind spoken language output. Consequently, we need to explore ways to handle the difference in time required by ASIMO's physically constrained body in comparison to the kinematic body model in ACE. Our idea is to tackle this challenge by extending the crossmodal adaptation mechanisms provided by ACE with a more flexible multi-modal utterance scheduler which will allow for a finer mutual adaptation between robot gesture and speech.
VI. CONCLUSION AND FUTURE WORK
We presented a robot control architecture which enables the humanoid robot ASIMO to generate gestures and synchronized speech at run-time, while not being limited to a pre-defined repertoire of motor actions. The present framework builds upon a speech and gesture production model for a virtual human agent. Being one of the most sophisticated multi-modal schedulers, the Articulated Communicator Engine (ACE) allows for an on-line production of flexibly planned behavior representations. Our framework combines conceptual, XML-based representation and planning with motor control primitives for speech and arm movements.
Meeting strict temporal synchrony constraints will present a main challenge to our framework in the future. Evidently, the generation of finely synchronized multi-modal utterances proves to be more demanding when realized on a robot with a physically constrained body than for an animated virtual agent, especially when communicative signals must be produced at run-time. Currently, the ACE engine achieves synchrony mainly by gesture adaptation to structure and timing of speech, obtaining absolute time information at phoneme level. To tackle this new dimension of requirements, however, the cross-modal adaptation mechanisms applied in ACE have to be extended to allow for a finer mutual adaptation between robot gesture and speech. For this, afferent feedback already provided by our robot control architecture needs to be integrated into a more sophisticated scheduler.
Until now, the generation as well as the evaluation of the effects of robot gesture is a largely unexplored issue. Our results help to shed light on conceptual motorics in robotic agents. Essentially, they substantiate the feasibility of our approach while pointing out the direction for our future research. Once our robot control architecture has been extended to account for a finer synchronization of gesture and speech, it will be assessed in human-robot interaction studies. In a suitable scenario, human subjects will be asked to perform a joint task with ASIMO in which the robot will be referring to various objects using different multi-modal utterances. Finally, the implementation and evaluation of our robot control architecture realized on ASIMO will provide new insights into human perception and understanding of gestural machine behaviors and how these can be used to design more natural communication in robots.
