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Abstract
In this paper, we study a system of second order integro-partial differential equations with intercon-
nected obstacles with non-local terms, related to an optimal switching problem with the jump-diffusion
model. Getting rid of the monotonicity condition on the generators with respect to the jump component, we
construct a continuous viscosity solution which is unique in the class of functions with polynomial growth.
In our study, the main tool is the notion of reflected backward stochastic differential equations with jumps
with interconnected obstacles for which we show the existence of a solution.
Keywords: Integro-partial differential equations, Interconnected obstacles, Non-local terms, Viscosity so-
lution, Switching problem, Reflected backward stochastic differential equations with jumps.
1 Introduction
Let us consider the following system of integro-partial differential equations (IPDEs for short) with inter-
connected obstacles with non-local terms: ∀i ∈ I := {1, ...,m},

min{ui(t, x)− max
j∈I−i
(uj(t, x)− gij(t, x));−∂tu
i(t, x)− Lui(t, x)−Kui(t, x)
−f¯i(t, x, (u
k(t, x))k=1,m, (σ
TDxu
i)(t, x), Biu
i(t, x))} = 0, (t, x) ∈ [0, T ] × Rk;
ui(T, x) = hi(x),
(1.1)
where I−i := I − {i} for any i ∈ I and the operators L,K and Bi are defined as follows:
Lui(t, x) := b(t, x)⊤Dxu
i(t, x) +
1
2
Tr[(σσ⊤)(t, x)D2xxu
i(t, x)]
Kui(t, x) :=
∫
E
(ui(t, x+ β(x, e)) − ui(t, x)− β(x, e)⊤Dxu
i(t, x))λ(de) and
Biu
i(t, x) :=
∫
E
γi(x, e)(u
i(t, x+ β(x, e)) − ui(t, x))λ(de).
(1.2)
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In the above, Dxui andD2xxu
i are the gradient and Hessian matrix of ui with respect to its second variable
x, respectively; (.)⊤ is the transpose and λ is a finite Lévy measure on E := Rl − {0}.
As pointed out previously, in (1.1) the operatorsKui andBiui at (t, x) involve the values of ui in the whole
space Rk and not only locally which means that the system (1.1) is of non-local type. On the other hand, note
that, the IPDEs (1.1) have one reflecting obstacle which depends on the solution (ui)i=1,m.
A special case of this type of system of IPDEs with interconnected obstacles occurs in the context of optimal
switching control problems when the dynamics of the state variables are described by a Lévy process (Xt,xs )s≤T
solving the following stochastic differential equation:{
dX
t,x
s = b(s,X
t,x
s )ds+ σ(s,X
t,x
s )dBs +
∫
E
β(Xt,x
s−
, e)µ˜(ds, de), s ∈ [t, T ];
X
t,x
s = x ∈ Rk, s ≤ t
(1.3)
where B := (Bs)s≤T is a d-dimensional Brownian motion, µ an independent Poisson random measure with
compensator dsλ(de) and µ˜(ds, de) := µ(ds, de) − dsλ(de) its compensated random measure.
In this setting, if for any i ∈ I , f¯i does not depend on (uk)k=1,m,Dxu
i andBiui (see, e.g., [13]), the IPDEs
(1.1) reduce to the Hamilton-Jacobi-Bellman system associated with the switching control problem whose value
function is defined by
ui(t, x) = sup
δ:=(θk ,αk)k≥0
E
[ ∫ T
t
f¯ δ(s,Xt,xs )ds−
∑
k≥1
gαk−1αk(θk,X
t,x
θk
)1{θk≤s} + h
δ(Xt,xT )
]
, (1.4)
where :
(a) δ := (θk, αk)k≥0 is a strategy of switching in which (θk)k≥0 is an increasing sequence of stopping times
and (αk)k≥0 is a sequence of random variables with values in {1, ...,m} ;
(b) f¯ δ(s,Xt,xs ) is the instantaneous payoff when run under δ and hδ(X
t,x
T ) is the terminal payoff ;
(c) gij is the switching cost function when moving from mode i to mode j (i, j ∈ I, i 6= j).
We mention that the system of IPDEs (1.1) and related to optimal switching problems of jump-diffusion
process have been studied in [5], [16], [13], [14] or [17].
An alternative method to tackle system (1.1), is to use the following system of reflected backward stochastic
differential equations (RBSDEs for short) with jumps with interconnected obstacles (or oblique reflection):
∀i ∈ I and s ∈ [t, T ],

Y
i,t,x
s = hi(X
t,x
T ) +
∫ T
s
f¯i(r,X
t,x
r , (Y
k,t,x
r )k∈I , Z
i,t,x
r ,
∫
E
V
i,t,x
r (e)γi(X
t,x
r , e)λ(de))dr
+Ki,t,xT −K
i,t,x
s −
∫ T
s
Z
i,t,x
r dBr −
∫ T
s
∫
E
V
i,t,x
r (e)µ˜(dr, de),
Y
i,t,x
s > max
j∈I−i
(Y j,t,xs − gij(s,X
t,x
s )),
∫ T
0 (Y
i,t,x
s − max
j∈I−i
(Y j,t,xs − gij(s,X
t,x
s )))dK
i,t,x
s = 0.
(1.5)
Note that, without the jump process, the system of RBSDEs with oblique reflection has been investigated in
several papers including ([7, 12, 9, 15], etc.). However, with the presence of the process with jump, Hamadène-
Zhao in [14], have proved that, if for any i ∈ I ,
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(i) γi > 0;
(ii) f¯i(t, x, (yk)k=1,m, z, q) is non-decreasing with respect to q,
then system (1.5) has a unique solution (Y i,t,x, Zi,t,x, V i,t,x,Ki,t,x)i∈I . Moreover, they have made the con-
nection between this RBSDEs with the IPDEs (1.1) and they have shown the existence and uniqueness of the
solution of (1.1), and more important a result of comparison. More precisely, under the conditions (i)-(ii) and
due to the Markovian framework of randomness which stems from the jump-diffusion process Xt,x in (1.3),
then system (1.1) has a unique viscosity solution (ui)i∈I in the class of continuous functions with polynomial
growth and which is defined by means of the representation of Feynman-Kac’s type of the process (Y i,t,x)i∈I ,
i.e.,
∀i ∈ I, ui(t, x) = Y i,t,xt , (t, x) ∈ [0, T ] × R
k. (1.6)
Conditions (i)-(ii), which will be referred as the monotonicity conditions, are needed in order to have the
comparison result and to treat the problem roed by the operator Biui which is not well-defined for any arbitrary
ui.
Therefore, without assuming the above monotonicity conditions neither on γi nor on f¯i, i = 1, ...,m, the
problem of existence and uniqueness of the viscosity solution of system (1.1) remains open. In this paper,
we show that system (1.1) has a continuous viscosity solution which is unique in the class of functions with
polynomial growth. As a by-product, we show also that, without the monotonicity conditions, the RBSDEswith
jumps with interconnected obstacles (1.5) has a solution. Our method relies mainly on the characterization of
the jump part of the RBSDEs (1.5) by means of the function (ui)i=1,m defined in (1.6) and the jump-diffusion
process Xt,x, when the measure λ is finite.
The paper is organized as follows. In Section 2, we provide all the necessary notations and assumptions
concerning the study of IPDEs (1.1) and related RBSDEs with jumps as well. In Section 3, we study the
existence of a solution for system of RBSDEs with jumps (1.5) and Feynman-Kac representation (1.6). We
show in Section 4 that the function (ui)i=1,m is the unique viscosity solution of (1.1) in the class of continuous
functions with polynomial growth. In the Appendix, we give another definition of the viscosity solution of
system (1.1) which is inspired by the work by Hamadène-Zhao in [14]. ✷
2 Preliminaries and notations
Let T > 0 be a given time horizon and (Ω,F ,F := (Ft)t≤T ,P) be a stochastic basis such that F0 contains
all the P -null sets of F , Ft+ = ∩ε>0Ft+ε = Ft, and we suppose that the filtration is generated by the two
following mutually independent processes :
(i) a d-dimensional standard Brownian motion B := (Bt)0≤t≤T and
(ii) a Poisson random measure µ onR+×E, whereE := Rl−{0} is equipped with its Borel field B(E), (l >
1 fixed). Let ν(dt, de) = dtλ(de) be its compensated process such that {µ˜([0, t]×A) = (µ− ν)([0, t]×
A)}t≤T is a martingale for every A ∈ B(E) satisfying λ(A) < ∞. The measure λ is assumed to be
σ−finite on (E,B(E)) and integrates the function (1 ∧ |e|2)e∈E .
Let us introduce the following spaces:
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a) P (resp. P) is the σ-algebra of F-progressively measurable (resp. F-predictable) sets on Ω× [0, T ];
b) L2(λ) is the space of Borel measurable functions (ϕ(e))e∈E from E into R such that
∫
E
|ϕ(e)|2λ(de) <
∞;
c) S2 is the space of RCLL (right continuous with left limits) P-measurable and R-valued processes Y :=
(Ys)s≤T such that E
[
sup
0≤t≤T
|Ys|
2
]
<∞;
d) A2 is the subspace of S2 of continuous non-decreasing processes K := (Kt)t≤T such that K0 = 0;
e) H2,d is the space of P-measurable and Rd-valued processes Z := (Zs)s≤T such that E
[∫ T
0 |Zs|
2ds
]
<
∞;
f) H2(L2(λ)) is the space of P-measurable and L2(λ)-valued processes U := (Us)s≤T such that
E
[∫ T
0
∫
E
|Us(e)|
2λ(de)ds
]
<∞.
For a RCLL process (θs)s≤T , we define for any s ∈ (0, T ], θs− = limrրs θr and ∆sθ = θs − θs− is the
jump size of θ at s.
Now, for any (t, x) ∈ [0, T ]×Rk, let (Xt,xs )s≤T be the stochastic process solution of the following stochas-
tic differential equation (SDE for short) of diffusion-jump type:{
dX
t,x
s = b(s,X
t,x
s )ds+ σ(s,X
t,x
s )dBs +
∫
E
β(Xt,x
s−
, e)µ˜(ds, de), s ∈ [t, T ]
X
t,x
s = x ∈ Rk, 0 ≤ s ≤ t
(2.1)
where b : [0, T ] × Rk → Rk and σ : [0, T ] × Rk → Rk×d are two continuous functions in (t, x) and Lipschitz
w.r.t x, i.e., there exists a positive constant C such that
|b(t, x)− b(t, x′)|+ |σ(t, x)− σ(t, x′)| ≤ C|x− x′|, ∀(t, x, x′) ∈ [0, T ]× Rk+k. (2.2)
Note that the continuity of b, σ and (2.2) imply the existence of a constant C such that
|b(t, x)| + |σ(t, x)| ≤ C(1 + |x|), ∀(t, x) ∈ [0, T ]× Rk. (2.3)
Next, let β : Rk ×E → Rk be a measurable function such that for some real constant c,
|β(x, e)| ≤ c(1 ∧ |e|) and |β(x, e) − β(x′, e)| ≤ c|x− x′|(1 ∧ |e|), ∀e ∈ E and x, x′ ∈ Rk. (2.4)
Conditions (2.2), (2.3) and (2.4) ensure, for any (t, x) ∈ [0, T ]×Rk , the existence and uniqueness of a solution
of equation (2.1) (see [8] for more details). Moreover, it satisfies the following estimate: ∀p > 1,
E[sup
s≤T
|Xt,xs |
p] 6 C(1 + |x|p). (2.5)
Next, let us introduce the following deterministic functions (f¯i)i=1,...,m, (hi)i=1,...,m and (gij)i,j=1,...,m defined
as follows : for any i, j ∈ {1, ...,m},
a) f¯i : (t, x, ~y, z, q) ∈ [0, T ]× R
k+m+d+1 7−→ f¯i(t, x, ~y, z, q) ∈ R (~y := (y
1, ..., ym)) ;
b) gij : (t, x) ∈ [0, T ]× R
k 7−→ gij(t, x) ∈ R ;
c) hi : x ∈ R
k 7−→ hi(x) ∈ R.
Additionally we assume that they satisfy:
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(H1) For any i ∈ {1, ...,m},
(i) The function (t, x) 7→ f¯i(t, x, ~y, z, q) is continuous, uniformly w.r.t. the variables (~y, z, q),
(ii) The function f¯i is Lipschitz continuous w.r.t. the variables (~y, z, q) uniformly in (t, x), i.e., there
exists a positive constant Ci such that for any (t, x) ∈ [0, T ]×Rk, (~y, z, q) and (~y1, z1, q1) elements
of Rm+d+1:
|f¯i(t, x, ~y, z, q)− f¯i(t, x, ~y1, z1, q1)| ≤ Ci(|~y − ~y1|+ |z − z1|+ |q − q1|). (2.6)
(iii) The mapping (t, x) 7→ f¯i(t, x, 0, 0, 0) has polynomial growth in x, i.e., there exist two constants
C > 0 and p > 1 such that for any (t, x) ∈ [0, T ]× Rk,
|f¯i(t, x, 0, 0, 0)| ≤ C(1 + |x|
p). (2.7)
(iv) For any i ∈ I and j ∈ I−i, the mapping yj 7→ f¯i(t, x, y1, ..., yj−1, yj, yj+1, ..., ym, z, q) is non-
decreasing whenever the other components (t, x, y1, ..., yj−1, yj+1, ..., ym, z, q) are fixed.
Next, for any i ∈ {1, ...,m}, let γi : Rk × E → R be a B(Rk) ⊗ B(E)-measurable functions such that
for some constant C > 0 :
|γi(x, e)| ≤ C(1 ∧ |e|), ∀(x, e) ∈ R
k × E. (2.8)
Finally let us define the function (fi)i=1,...,m on [0, T ] × Rk+m+d × L2(λ), as follows:
fi(t, x, ~y, z, v) := f¯i(t, x, ~y, z,
∫
E
v(e)γi(x, e)λ(de)). (2.9)
Note that since f¯i is uniformly Lipschitz in (~y, z, q) and γi verifies (2.8) then the function fi enjoy the
two following properties:
(a) fi is Lipschitz continuous w.r.t. the variables (~y, z, v) uniformly in (t, x),
(b) The mapping (t, x) 7→ fi(t, x, 0, 0, 0) is continuous with polynomial growth.
(H2) ∀i, j ∈ {1, ...,m}, gii = 0 and for i 6= j, gij(t, x) is non-negative, jointly continuous in (t, x) with
polynomial growth and satisfies the following non free loop property :
For any (t, x) ∈ [0, T ]×Rk, for any sequence of indices i1, ..., ik such that i1 = ik and card{i1, ..., ik} =
k − 1 (k ≥ 3) we have
gi1i2(t, x) + gi2i3(t, x) + ...+ giki1(t, x) > 0. (2.10)
(H3) For i ∈ {1, ...,m}, the function hi, which stands for the terminal condition, is continuous with polyno-
mial growth and satisfies the following consistency condition:
∀x ∈ Rk, hi(x) > max
j∈I−i
(hj(x)− gij(T, x)). (2.11)
(H4)-(i) ∀i ∈ I , γi > 0;
(H4)-(ii) The mapping q ∈ R 7−→ f¯i(t, x, ~y, z, q) is non-decreasing when the other components (t, x, ~y, z) are
fixed. ✷
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The main objective of this paper is to study the following system of integro-partial differential equations
(IPDEs) with interconnected obstacles: for any i ∈ I := {1, ...,m},

min{ui(t, x)− max
j∈I−i
(uj(t, x)− gij(t, x));−∂tu
i(t, x)− Lui(t, x)−Kui(t, x)
−f¯i(t, x, (u
k(t, x))k=1,m, (σ
TDxu
i)(t, x), Biu
i(t, x))} = 0;
ui(T, x) = hi(x),
(2.12)
where L is the second-order local operator
Lϕ(t, x) := b(t, x)⊤Dxϕ(t, x) +
1
2
Tr[(σσ⊤)(t, x)D2xxϕ(t, x)]; (2.13)
and the two non-local operators K and Bi are defined as follows
Kϕ(t, x) :=
∫
E
(ϕ(t, x+ β(x, e)) − ϕ(t, x) − β(x, e)⊤Dxϕ(t, x))λ(de) and
Biϕ(t, x) :=
∫
E
γi(x, e)(ϕ(t, x + β(x, e)) − ϕ(t, x))λ(de).
(2.14)
for any R-valued function ϕ(t, x) such that Dxϕ(t, x) and D2xxϕ(t, x) are defined.
3 Systems of Reflected BSDEs with Jumps with Oblique Reflection
The system of IPDEs (2.12) is deeply related with the following system of reflected BSDEs with jumps with
interconnected obstacles (or oblique reflection) associated with ((f¯i)i∈I , (gij)i,j∈I , (hi)i∈I):
∀i = 1, ...,m and s ∈ [t, T ],

Y i,t,x ∈ S2, Zi,t,x ∈ H2,d, V i,t,x ∈ H2(L2(λ)), and Ki,t,x ∈ A2;
Y
i,t,x
s = hi(X
t,x
T ) +
∫ T
s
f¯i(r,X
t,x
r , (Y
k,t,x
r )k∈I , Z
i,t,x
r ,
∫
E
V
i,t,x
r (e)γi(X
t,x
r , e)λ(de))dr
+Ki,t,xT −K
i,t,x
s −
∫ T
s
Z
i,t,x
r dBr −
∫ T
s
∫
E
V
i,t,x
r (e)µ˜(dr, de),
Y
i,t,x
s > max
j∈I−i
(Y j,t,xs − gij(s,X
t,x
s )),
∫ T
0 (Y
i,t,x
s − max
j∈I−i
(Y j,t,xs − gij(s,X
t,x
s )))dK
i,t,x
s = 0.
(3.1)
This system of reflected BSDEswith jumps with interconnected obstacles (3.1) has been considered by Hamadène
and Zhao in [14] where issues of existence and uniqueness of the solution, and the relationship between the
solution of (3.1) and the one of system (2.12), are considered. Actually, it is shown:
Theorem 3.1 (see [14]).
Assume that the deterministic functions (f¯i)i∈I , (gij)i,j∈I , (hi)i∈I and (γ)i∈I verify Assumptions (H1)-(H3)
and (H4). Then, we have:
i) The system (3.1) has a unique solution (Y i,t,x, Zi,t,x, V i,t,x,Ki,t,x)i∈I .
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ii) There exists a deterministic continuous functions (ui)i∈I of polynomial growth, defined on [0, T ] × R
k,
such that:
∀s ∈ [t, T ], Y i,t,xs = u
i(s,Xt,xs ),
In our setting, we also consider the system (3.1) without assuming Assumption (H4). We then have the follow-
ing result.
Theorem 3.2 Assume that the functions (f¯i)i∈I , (gij)i,j∈I and (hi)i∈I verify Assumptions (H1)-(H3). Then
the system (3.1) has a solution (Y i,t,x, Zi,t,x, V i,t,x,Ki,t,x)i∈I .
Proof: The proof is divided into three steps.
Step 1: The iterative construction
For any n ≥ 0, let ((Y i,n, Zi,n, V i,n,Ki,n)i∈I)n≥0 be the sequence of processes defined recursively as
follows:
(Y i,0, Zi,0, V i,0,Ki,0) = (0, 0, 0, 0) for all i ∈ I and for n ≥ 1 and s ≤ T,

Y i,n ∈ S2, Zi,n ∈ H2,d, V i,n ∈ H2(L2(λ)), and Ki,n ∈ A2;
Y
i,n
s = hi(X
t,x
T ) +
∫ T
s
f¯i(r,X
t,x
s , (Y
k,n
r )k∈I , Z
i,n
r ,
∫
E
V
i,n−1
r (e)γi(X
t,x
r , e)λ(de))dr
+Ki,nT −K
i,n
s −
∫ T
s
Z
i,n
r dBr −
∫ T
s
∫
E
V
i,n
r (e)µ˜(dr, de),
Y
i,n
s > max
j∈I−i
(Y j,ns − gij(s,X
t,x
s )),∫ T
0 (Y
i,n
s − max
j∈I−i
(Y j,ns − gij(s,X
t,x
s )))dK
i,n
s = 0.
(3.2)
First we notice that by Theorem (3.1), the solution of this system (3.2) exists and is unique. More precisely:
for any i ∈ I, the generators f¯i does not depend on V i,n, noting that V i,n−1 is already given and the functions
(hi)i∈I and (gij)i,j∈I satisfy the Assumptions (H1)-(H3) and (H4) as well. Next, since the setting is Markovian
and using an induction argument on n, it follows that:
(a) there exists a deterministic continuous functions of polynomial growth ui,n : [0, T ]×Rk → R, such that
for any s ∈ [t, T ], Y i,ns := ui,n(s,X
t,x
s ),
(b) V i,ns (e) := ui,n(s,X
t,x
s−
+ β(Xt,x
s−
, e))− ui,n(s,Xt,x
s−
), ds⊗ dP⊗ dλ on [t, T ]× Ω× E.
Indeed, for n = 0, the properties (a), (b) are valid. Assume now that they are satisfied for some n − 1, with
n ≥ 1. Then (Y i,n, Zi,n, V i,n,Ki,n) verifies: for any s ∈ [t, T ] and i ∈ I ,

Y
i,n
s = hi(X
t,x
T ) +
∫ T
s
f¯i(r,X
t,x
r , (Y
k,n
r )k∈I , Z
i,n
r ,
∫
E
{ui,n−1(r,Xt,x
r−
+ β(Xt,x
r−
, e))
−ui,n−1(r,Xt,x
r−
)}γi(X
t,x
r , e)λ(de))dr +K
i,n
T −K
i,n
s −
∫ T
s
Z
i,n
r dBr −
∫ T
s
∫
E
V
i,n
r (e)µ˜(dr, de),
Y
i,n
s > max
j∈I−i
(Y j,ns − gij(s,X
t,x
s )),
∫ T
0 (Y
i,n
s − max
j∈I−i
(Y j,ns − gij(s,X
t,x
s )))dK
i,n
s = 0.
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Hence, by Proposition 4.2 in [14], we deduce the existence of ui,n which is continuous and of polynomial
growth. Finally as the measure λ is finite, i.e., λ(E) <∞, then we have the following relationship between the
process (V i,n)i∈I and the deterministic functions (ui,n)i∈I (see [10], Proposition 3.3):
V i,ns (e) = u
i,n(s,Xt,x
s−
+ β(Xt,x
s−
, e)) − ui,n(s,Xt,x
s−
), ds⊗ dP⊗ dλ on [t, T ]× Ω× E. (3.3)
Thus, the two representations (a) and (b) hold true for any n ≥ 0.
Step 2: Switching representation
In this step, we represent Y i,n as the value of an optimal switching problem. Indeed, let δ := (θk, αk)k≥0
be an admissible strategy of switching, i.e., (θk)k≥0 is an increasing sequence of stopping times with values in
[0, T ] such that P[θk < T,∀k ≥ 0] = 0 and ∀k ≥ 0, αk is a random variable Fθk -measurable with values in I.
Next, with the admissible strategy δ := (θk, αk)k≥0 is associated a switching cost process (A
δ
s)s≤T defined
by:
Aδs :=
∑
k≥1
gαk−1αk(θk,X
t,x
θk
)1{θk≤s} for s < T, and A
δ
T = lim
s→T
Aδs. (3.4)
Note that (Aδs)s≤T is an RCLL process. Now, for s ≤ T , let us set ηs := α01{θ0}(s) +
∑
k≥1
αk1[θk≤s<θk+1)
which stands for the indicator of the system at time s. Note that η is in bijection with the strategy δ. Finally,
for any fixed s ≤ T and i ∈ I , let us denote by Ais the following set of admissible strategies:
Ais := {δ := (θk, αk)k≥0 admissible strategy such that θ0 = s, α0 = i and E[(A
δ
T )
2] <∞}.
Now, let δ := (θk, αk)k≥0 ∈ A
i
s and let us define the triplet of adapted processes (P
n,δ
s , N
n,δ
s , Q
n,δ
s )s≤T as
follows: ∀s ≤ T,

Pn,δ is RCLL and E[sups≤T |P
n,δ
s |2] <∞ ;Nn,δ ∈ H2,d and Qn,δ ∈ H2(L2(λ));
P
n,δ
s = hδ(X
t,x
T )−A
δ
T +A
δ
s +
∫ T
s
f¯ δ(r,Xt,xr , P
n,δ
r , N
n,δ
r ,
∫
E
{uδ,n−1(r,Xt,x
r−
+ β(Xt,x
r−
, e))
−uδ,n−1(r,Xt,x
r−
)}γδ(Xt,xr , e)λ(de))dr −
∫ T
s
N δn(r)dBr −
∫ T
s
∫
E
Qδn(e)(r)µ˜(dr, de),
(3.5)
where for any s ≤ T ,
hδ(x) :=
∑
k≥0
hαk(x)1[θk≤T<θk+1) and f¯
δ(s, x, ~y, z, q) :=
∑
k≥0
f¯αk(r, x, ~y, z, q)1[θk≤r<θk+1). (3.6)
Those series contain only a finite many terms as δ is admissible and then P[θn < T,∀n ≥ 0] = 0. Note that, for
any (y¯, z¯, q¯) ∈ R1+d+1, f¯ δ(s,Xt,xs , y¯, z¯, q¯) is equal to f¯ δ(s,X
t,x
s , (uk,n(s,X
t,x
s ))k∈I , z¯, q¯). We mention that,
in (3.5), the generators f¯ δ does not depend on the variable Qn,δ ∈ H2(L2(λ)).
Next, by a change of variable, the existence of (Pn,δ − Aδ, Nn,δ, Qn,δ) stems from the standard existence
result of solutions of BSDEs with jumps by Tang-Li [19] since its generator f¯ δ(s,Xt,xs , ., z, .) is Lipschitz w.r.t
z and AδT is square integrable. Furthermore, we have the following representation of Y
i,n (see e.g. [13] for
more details on this representation):
Y i,ns = esssupδ∈Ais(P
n,δ
s −A
δ
s) = (P
n,δ∗
s −A
δ∗
s ), (3.7)
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for some δ∗ ∈ Ais, which means that δ
∗ is an optimal strategy of the switching control problem.
Step 3: Convergence result
We now adapt the argument already used in [7, 10, 13] to justify a convergence result for the sequence
(Y i,n, Zi,n, V i,n,Ki,n)n. For this, let us set: ∀i ∈ I and n, p ≥ 1
Fi(s,X
t,x
s , ~y, z) :=
f¯i(s,X
t,x
s , ~y, z,
∫
E
V
i,n−1
s (e)γi(X
t,x
s , e)λ(de)) ∨ f¯i(s,X
t,x
s , ~y, z,
∫
E
V
i,p−1
s (e)γi(X
t,x
s , e)λ(de)),
and let us consider the solution denoted by (Yˆ i,n, Zˆi,n, Vˆ i,n, Kˆi,n)i∈I of the solution of the obliquely reflected
BSDEs with jumps associated with ((Fi)i∈I , (gij)i,j∈I , (hi)i∈I). Moreover, once more, the following repre-
sentation hold true: ∀s ≤ T ,
Yˆ i,ns = esssupδ∈Ais(Pˆ
n,δ
s −A
δ
s) = (Pˆ
n,δ˜∗
s −A
δ˜∗
s ), (3.8)
where (Pˆn,δ, Nˆn,δ, Qˆn,δ) is the solution of the BSDE (3.5) with generator F δ(...). Then by the comparison
result (see Proposition 4.2 in [14]), between the solutions Y i,n and Yˆ i,n, one deduce that
Y i,ns ≤ Yˆ
i,n
s and Y
i,p
s ≤ Yˆ
i,n
s .
This combined with (3.7) and (3.8), leads to
|Y i,ns − Y
i,p
s |
2 ≤ 2{|Pˆn,δ˜
∗
s − P
n,δ˜∗
s |
2 + |Pˆn,δ˜
∗
s − P
p,δ˜∗
s |
2}. (3.9)
Since both terms on the right-hand side of (3.9) are treated similarly, we focus on the first one. Applying Itô’s
formula with eαs|Pˆn,δ˜
∗
s − P
n,δ˜∗
s |2 and using the inequality |x ∨ y − x| ≤ |x − y|, ∀x, y ∈ R, to deduce that:
∀s ≤ T ,
E
[
eαs|Pˆn,δ˜
∗
s −P
n,δ˜∗
s |
2
]
≤
2C
α
E
[ ∫ T
s
eαr
( ∫
E
|γ δ˜
∗
(Xt,xr , e){uδ˜
∗ ,n−1(r,Xt,x
r−
+ β(Xt,x
r−
, e)) − uδ˜
∗,n−1(r,Xt,x
r−
)
− uδ˜
∗,p−1(r,Xt,x
r−
+ β(Xt,x
r−
, e)) + uδ˜
∗,p−1(r,Xt,x
r−
)}|λ(de)
)2
dr
]
,
where uδ˜
∗,n−1(s, .) = ui,n−1(s, .) if at time s, δ˜∗s = i and C is a Lipschitz constant of the f¯
′
is w.r.t (~y, z, v)
such that α ≥ 2C . Next, using Cauchy-Schwarz inequality and (2.8) we get
E
[
eαs|Pˆn,δ˜
∗
s − P
n,δ˜∗
s |
2
]
≤
2C
α
E
[ ∫ T
s
eαr
( ∫
E
∣∣γ δ˜∗(Xt,xr , e)∣∣2λ(de))( ∫E ∣∣uδ˜∗,n−1(r,Xt,xr− + β(Xt,xr− , e)) − uδ˜∗,n−1(r,Xt,xr− )
− uδ˜
∗,p−1(r,Xt,x
r−
+ β(Xt,x
r−
, e)) + uδ˜
∗,p−1(r,Xt,x
r−
)
∣∣2λ(de))dr]
≤
2C
α
E
[ ∫ T
s
eαr
( ∫
E
∣∣uδ˜∗,n−1(r,Xt,x
r−
+ β(Xt,x
r−
, e)) − uδ˜
∗,n−1(r,Xt,x
r−
)
− uδ˜
∗,p−1(r,Xt,x
r−
+ β(Xt,x
r−
, e)) + uδ˜
∗,p−1(r,Xt,x
r−
)
∣∣2λ(de))dr],
9
for some constant C (which may change from line to line) since λ((1 ∧ |e|2)e∈E) is finite. The exact same
reasoning leads to the same estimate for eαs|Pˆn,δ˜
∗
s − P
p,δ˜∗
s |2. Therefore, we deduce from (3.9) that:
E
[
eαs|Y i,ns −Y
i,p
s |
2
]
≤
4C
α
E
[ ∫ T
s
eαr
∫
E
∣∣ui,n−1(r,Xt,x
r−
+ β(Xt,x
r−
, e)) − ui,n−1(r,Xt,x
r−
)
− ui,p−1(r,Xt,x
r−
+ β(Xt,x
r−
, e)) + ui,p−1(r,Xt,x
r−
)}
∣∣2λ(de)dr].
(3.10)
Next, by taking s = t in (3.10) and using the inequality |a + b|2 ≤ 2(|a|2 + |b|2) for any real constants a and
b, we obtain:
|ui,n(t, x)−ui,p(t, x)|2
≤
4C
α
E
[ ∫ T
t
eα(r−t)
∫
E
∣∣ui,n−1(r,Xt,x
r−
+ β(Xt,x
r−
, e)) − ui,n−1(r,Xt,x
r−
)
− ui,p−1(r,Xt,x
r−
+ β(Xt,x
r−
, e)) + ui,p−1(r,Xt,x
r−
)
∣∣2λ(de)dr]
≤
8C
α
E
[ ∫ T
t
eα(r−t)
∫
E
{
∣∣(ui,n−1 − ui,p−1)(r,Xt,x
r−
+ β(Xt,x
r−
, e))
∣∣2
+
∣∣(ui,n−1 − ui,p−1)(r,Xt,x
r−
)
∣∣2}λ(de)dr].
(3.11)
In order to take the supremum on the inequality (3.11), we need the boundedness of (ui,n)i∈I . So we consider
two cases. In the first one, we suppose that fi(t, x, 0, 0, 0) and hi(x) are bounded. Later on, we deal with the
general case., i.e., without the boundedness of those latter functions.
Case 1: Assume that for any i ∈ I , hi and fi(t, x, 0, 0, 0) are bounded. Then ui,n are uniformly bounded for
any i ∈ I and n ≥ 0. This can be obtained by the interpretation in terms of the value function of an optimal
switching problem.
Now let us choose α = C and let η be a constant such that 16C−1(eCη − 1) = 18 . Note that η does not depend
on the terminal condition (hi)i∈I . Finally let us set
‖ui,n − ui,p‖∞,η := sup
(t,x)∈[T−η,T ]×Rk
|ui,n(t, x) − ui,p(t, x)|.
Going back to (3.11) and taking the supremum over interval [T − η, T ] , we deduce that for any n, p ≥ 1,
‖ui,n − ui,p‖2∞,η ≤ 16C
−1(eCη − 1)︸ ︷︷ ︸
= 1
8
sup
(t,x)∈[T−η,T ]×Rk
|ui,n(t, x)− ui,p(t, x)|2
=
1
8
‖ui,n−1 − ui,p−1‖2∞,η,
which means that the sequence ((ui,n)i∈I)n≥0 is uniformly convergent in [T − η, T ] × Rk such that for any
(t, x) ∈ [T − η, T ]× Rk, ui(t, x) = limn→∞ ui,n(t, x).
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Next, let t ∈ [T − 2η, T − η], then once more by (3.11), we have:
|ui,n(t, x)−ui,p(t, x)|2
≤
8C
α
E[
∫ T−η
t
eα(r−t)
∫
E
{
∣∣(ui,n−1 − ui,p−1)(r,Xt,x
r−
+ β(Xt,x
r−
, e))
∣∣2
+
∣∣(ui,n−1 − ui,p−1)(r,Xt,x
r−
)
∣∣2}λ(de)dr]
+
8C
α
E[
∫ T
T−η
eα(r−t)
∫
E
{
∣∣(ui,n−1 − ui,p−1)(r,Xt,x
r−
+ β(Xt,x
r−
, e))
∣∣2
+
∣∣(ui,n−1 − ui,p−1)(r,Xt,x
r−
)
∣∣2}λ(de)dr]
(3.12)
Then, if we choose t = T − 2η and set
‖ui,n − ui,p‖∞,2η := sup
(t,x)∈[T−2η,T−η]×Rk
|ui,n(t, x)− ui,p(t, x)|,
we obtain:
‖ui,n − ui,p‖2∞,2η ≤ 16C
−1
(
(eCη − 1)‖ui,n−1 − ui,p−1‖2∞,2η + (e
2Cη − eCη)‖ui,n−1 − ui,p−1‖2∞,η
)
≤
1
8
‖ui,n−1 − ui,p−1‖2∞,2η + 16C
−1(e2Cη − eCη)‖ui,n−1 − ui,p−1‖2∞,η.
It implies that
lim sup
n,p→∞
‖ui,n − ui,p‖2∞,2η ≤
1
8
lim sup
n,p→∞
‖ui,n−1 − ui,p−1‖2∞,2η
since lim supn,p→∞ ‖u
i,n−1 − ui,p−1‖2∞,η = 0. Therefore
lim sup
n,p→∞
‖ui,n − ui,p‖2∞,2η = 0.
Thus, the sequence ((ui,n)i∈I)n≥0 is uniformly convergent in [T − 2η, T − η]×Rk. This implies the existence
of deterministic continuous functions (ui)i∈I such that for any i ∈ I and (t, x) ∈ [0, T ] × Rk, ui,n(t, x)
converges w.r.t. n to ui(t, x).
Continuing now this reasoning as many times as necessary on [T −3η, T −2η], [T −4η, T −3η] etc. we obtain
the uniform convergence of ((ui,n)i∈I)n≥0 in [0, T ]× Rk.
Case 2: Here we deal with the general case. Firstly, by (H1)-iii), (H2) and (H3), there exist two constants C and
p ∈ N such fi(t, x, 0, ..., 0, 0), hi(x) and gij(t, x) are of polynomial growth, i.e., for any (t, x) ∈ [0, T ] ×Rk,
|fi(t, x, 0, ..., 0, 0)| + |hi(x)|+ |gij(t, x)| ≤ C(1 + |x|
p). (3.13)
To proceed for s ∈ [t, T ] let us define,
Y
i,n
s := Y
i,n
s ϕ(X
t,x
s ), (3.14)
where for x ∈ R,
ϕ(x) :=
1
(1 + |x|2)p
. (3.15)
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Then, by the integration-by-parts formula we have:
dY
i,n
s = ϕ(X
t,x
s )dY
i,n
s + Y
i,n
s dϕ(X
t,x
s ) + d〈Y
i,n, ϕ(Xt,x)〉s
= ϕ(Xt,xs )
{
− fi(s,X
t,x
s , (Y
k,n
s )k∈I , Z
i,n
s , V
i,n−1
s )ds − dK
i,n
s + Z
i,n
s dBs +
∫
E
V
i,n
s (e)µ˜(ds, de)
}
+ Y i,ns
{
(Lϕ(Xt,xs ) +Kϕ(X
t,x
s ))ds +Dxϕ(X
t,x
s )σ(s,X
t,x
s )dBs +
∫
E
(ϕ(Xt,x
s−
+ β(Xt,x
s−
, e)) − ϕ(Xt,x
s−
))µ˜(ds, de)
}
+ Zi,ns Dxϕ(X
t,x
s )σ(s,X
t,x
s )ds+
∫
E
V
i,n
s (e)(ϕ(X
t,x
s−
+ β(Xt,x
s−
, e)) − ϕ(Xt,x
s−
))λ(de)ds
=
{
− ϕ(Xt,xs )fi(s,X
t,x
s , (Y
k,n
s )k∈I , Z
i,n
s , V
i,n−1
s ) + Lϕ(X
t,x
s )Y
i,n
s +Kϕ(X
t,x
s )Y
i,n
s +Dxϕ(X
t,x
s )σ(s,X
t,x
s )Z
i,n
s
+
∫
E
V
i,n
s (e)(ϕ(X
t,x
s−
+ β(Xt,x
s−
, e)) − ϕ(Xt,x
s−
))λ(de)
}
ds+
{
Z
i,n
s ϕ(X
t,x
s ) + Y
i,n
s Dxϕ(X
t,x
s )σ(s,X
t,x
s )
}
dBs
− ϕ(Xt,xs )dK
i,n
s +
{∫
E
V
i,n
s (e)ϕ(X
t,x
s ) + Y
i,n
s (ϕ(X
t,x
s−
+ β(Xt,x
s−
, e))− ϕ(Xt,x
s−
))
}
µ˜(ds, de),
where Lϕ and Kϕ are given in (2.13)-(2.14). Next let us set, for s ∈ [t, T ],
dK
i,n
s := ϕ(X
t,x
s )dK
i,n
s ;
Z
i,n
s := Z
i,n
s ϕ(X
t,x
s ) + Y
i,n
s Dxϕ(X
t,x
s )σ(s,X
t,x
s ), and
V
i,n
s (e) := V
i,n
s (e)ϕ(X
t,x
s ) + Y
i,n
s (ϕ(X
t,x
s−
+ β(Xt,x
s−
, e)) − ϕ(Xt,x
s−
).
Then ((Y
i,n
, Z
i,n
, V
i,n
,K
i,n
))i∈I verifies: ∀s ∈ [t, T ],

Y
i,n
s = hi(X
t,x
T ) +
∫ T
s
f i(r,X
t,x
r , (Y
k,n
r )k∈I , Z
i,n
r , V
i,n−1
r )dr +K
i,n
T −K
i,n
s
−
∫ T
s
Z
i,n
r dBr −
∫ T
s
∫
E
V
i,n
r (e)µ˜(dr, de),
Y
i,n
s > max
j∈I−i
(Y
j,n
s − gij(s,X
t,x
s ))
∫ T
0 (Y
i,n
s − max
j∈I−i
(Y
j,n
s − gij(s,X
t,x
s )))dK
i,n
s = 0,
(3.16)
where for any i, j ∈ I ,
hi(X
t,x
T ) := hi(X
t,x
T )ϕ(X
t,x
T ), gij(s,X
t,x
s ) := gij(s,X
t,x
s )ϕ(X
t,x
s ),
and
f i(s, x, ~y, z, v) :=
ϕ(x)fi(s, x, ϕ
−1(x)~y, ϕ−1(x){z −Dxϕ(x)σ(s, x)ϕ
−1(x)yi}, ϕ−1(x){v − ϕ−1(x)yi(ϕ(x+ β(x, e)) − ϕ(x))}
− ϕ−1(x)yiLϕ(x)− ϕ−1(x)yiKϕ(x)−Dxϕ(x)σ(s, x)ϕ
−1(x){z −Dxϕ(x)σ(s, x)ϕ
−1(x)yi}
−
∫
E
(ϕ(x + β(x, e)) − ϕ(x))ϕ−1(x){v − ϕ−1(x)yi(ϕ(x+ β(x, e)) − ϕ(x))}λ(de).
Here, let us notice that the functions f i(t, x, 0, 0, 0), gij and hi are bounded and let us set
ui,n(t, x) := ϕ(x)ui,n(t, x).
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Then by the result of the first case, the sequence ((ui,n)i∈I)n≥0 is uniformly convergent in [0, T ]×Rk. Next it
is enough to take ui,n(t, x) := ϕ−1(x)ui,n(t, x) (t, x) ∈ [0, T ]×Rk and i ∈ I , which are uniformly convergent
in compact sets of [0, T ] × Rk.
We are now ready to study the convergence of the sequences (Y i,n, Zi,n, V i,n,Ki,n)n≥0. First, the sequence
(Y i,n)n≥0 converges in S2 to Y i. Actually, this can be obtained from the uniform convergence of (ui,n)n to ui
in compact sets of [0, T ] × Rk, the definition (3.14) of Y i,n and the polynomial growth of ui,n, that is
E
[
sup
s≤T
|Y i,ns − Y
i
s |
2
]
= E
[
sup
s≤T
|ϕ−1(Xt,xs )
(
ui,n(s,Xt,xs )− u
i(s,Xt,xs )
)
|2
]
≤ E
[
sup
s≤T
{
|ϕ−1(Xt,xs )
(
ui,n(s,Xt,xs )− u
i(s,Xt,xs )
)
|21[|Xt,xs |<h]
}]
+ E
[
sup
s≤T
{
|ϕ−1(Xt,xs )
(
ui,n(s,Xt,xs )− u
i(s,Xt,xs )
)
|21[|Xt,xs |≥h]
}]
≤ C sup
(t,x)∈[0,T ]×B(0,h)
|ui,n(t, x)− ui(t, x)|2
+ E
[
sup
s≤T
|ϕ−1(Xt,xs )
(
ui,n(s,Xt,xs )− u
i(s,Xt,xs )
)
|21[sups≤T |X
t,x
s |≥h]
]
,
(3.17)
where, for any h > 0, B(0, h) denotes the ball in Rk with center the origin and radius h. Obviously, the first
term in the right-hand side of this inequality goes to 0 when n → ∞. For the second term, using Cauchy-
Schwarz and Markov inequalities, we have
E
[
sup
s≤T
|ϕ−1(Xt,xs )
(
ui,n(s,Xt,xs )− u
i(s,Xt,xs )
)
|21[sups≤T |X
t,x
s |≥h]
]
≤ E
[
sup
s≤T
|ϕ−1(Xt,xs )(u
i,n(s,Xt,xs )− u
i(s,Xt,xs ))|
2
]{
E
[
1[sups≤T |X
t,x
s |2≥h]
]} 1
2
= E
[
sup
s≤T
|ϕ−1(Xt,xs )(u
i,n(s,Xt,xs )− u
i(s,Xt,xs ))|
2
]{
P
[
sup
s≤T
|Xt,xs |
2 ≥ h
]} 1
2
≤ E
[
sup
s≤T
|ϕ−1(Xt,xs )(u
i,n(s,Xt,xs )− u
i(s,Xt,xs ))|
2
]{E[ sups≤T |Xt,xs |2]
h
} 1
2
.
Next, for any fixed ǫ > 0, there exists hǫ ≤ ǫ such that
{
E
[
sups≤T |X
t,x
s |
2
]
h
} 1
2
≤ ǫ. Finally, taking the limit
superior as n→∞ in (3.17) to obtain
lim sup
n→∞
E
[
sup
s≤T
|Y i,ns − Y
i
s |
2
]
≤ ǫ.
As ǫ is arbitrary, then
lim sup
n→∞
E
[
sup
s≤T
|Y i,ns − Y
i
s |
2
]
= 0.
On the other hand, as the measure λ is finite and by the characterization (3.3) of the sequence (V i,n)n≥0 by
means of the function (ui,n)n≥0 and the uniform convergence of (ui,n)n≥0, the sequence (V i,n)n≥0 converges
inH2(L2(λ)) to V i.
Next, we focus on the convergence of the components (Zi,n,Ki,n)n≥0. For this, we first establish a priori
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estimates, uniform on n on the sequences (Zi,n,Ki,n)n≥0. Applying Itô’s formula to |Y
i,n
s |2, we have:
E
[
|Y i,ns |
2
]
+ E
[ ∫ T
s
|Zi,nr |
2dr
]
+ E
[ ∫ T
s
∫
E
|V i,nr (e)|
2λ(de)dr
]
= E
[
|hi(X
t,x
T |
2
]
+ 2E
[ ∫ T
s
Y i,nr fi(r,X
t,x
r , (Y
k,n
r )k∈I , Z
i,n
r , V
i,n−1
r )dr
]
+ 2E
[ ∫ T
s
Y i,nr dK
i,n
r
]
.
Then by a linearization procedure of fi, which is possible since it is Lipschitz w.r.t (~y, z, q) and using the
inequality 2ab ≤ 1
ǫ
a2 + ǫb2 for any constant ǫ > 0, we have:
E
[ ∫ T
0
|Zi,nr |
2dr
]
≤ E
[
|hi(X
t,x
T |
2
]
+ 2E
[ ∫ T
0
|Y i,nr |{|fi(r,X
t,x
r , 0, 0, 0)|
+
∑
l=1,m
ai,lr |Y
l
r |+ b
i,l
r |Z
i
r|+
∫
E
c
i,l
r (e)|V
i,n−1
r (e)|λ(de)}dr
]
+
1
ǫ
E
[
sup
s≤T
|Y i,ns |
2
]
+ ǫE
[(
K
i,n
T
)2]
,
where ai,l ∈ R, bi,l ∈ Rd are P-measurable processes and ci,l ∈ R is P ⊗ E-measurable process, bounded by
the Lipschitz constant of fi. Using again the inequality 2ab ≤
1
ν
a2 + νb2 for ν > 0 yields
E
[ ∫ T
0
|Zi,nr |
2dr
]
≤ E
[
|hi(X
t,x
T |
2
]
+
1
ν
E
[ ∫ T
0
|Y i,nr |
2dr
]
+ νE
[ ∫ T
0
{|fi(r,X
t,x
r , 0, 0, 0)|
+
∑
l=1,m
ai,lr |Y
l,n
r |+ b
i,l
r |Z
i,n
r |+
∫
E
c
i,l
r (e)|V
i,n−1
r (e)|λ(de)}2dr
]
+
1
ǫ
E
[
sup
s≤T
|Y i,ns |
2
]
+ ǫE
[(
K
i,n
T
)2]
.
From the polynomial growth condition on fi and hi, and since |a+ b+ c+ d|2 ≤ 4{|a|2 + |b|2 + |c|2 + |d|2}
for any real constants a, b, c and d, , we have :
E
[ ∫ T
0
|Zi,nr |
2dr
]
≤ C1
(
1 + E
[
|Xt,xT |
2p
])
+
1
ν
E
[ ∫ T
0
|Y i,nr |
2dr
]
+ 4νC2
(
1 + E
[ ∫ T
0
|Xt,xr |
2pdr
])
+ 4νC3E
[ ∫ T
0
∑
l=1,m
|Y l,nr |
2dr
]
+ 4νC3E
[ ∫ T
0
|Zi,nr |
2dr
]
+ 4νC3E
[ ∫ T
0
∫
E
|V i,n−1r (e)|
2λ(de)dr
]
+
1
ǫ
E
[
sup
s≤T
|Y i,ns |
2
]
+ ǫE
[(
K
i,n
T
)2]
,
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for suitable positive constants C1, C2 and C3. Now, by estimate (2.5) (with 4νC3 < 1), and taking the summa-
tion over all i ∈ I , we obtain
∑
i=1,m
E
[ ∫ T
0
|Zi,nr |
2dr
]
≤ C
(
1 + |x|2p +
∑
i=1,m
E
[
sup
s≤T
|Y i,ns |
2
]
+
∑
i=1,m
E
[ ∫ T
0
∫
E
|V i,n−1r (e)|
2λ(de)dr
])
+ ǫ
∑
i=1,m
E
[(
K
i,n
T
)2]
,
where C = C(T,m, ν, ǫ) > 0 is a constant independent of n, which may change from line to line.
Through the convergence of (Y i,n)n in S2, we have supn≥0 E
[
sups≤T |Y
i,n
s |2
]
≤ C , and then taking into
consideration the convergence of (V i,n)n in H2(L2(λ)), we finally obtain∑
i=1,m
E
[ ∫ T
0
|Zi,nr |
2dr
]
≤ C
(
1 + |x|2p
)
+ ǫ
∑
i=1,m
E
[(
K
i,n
T
)2]
. (3.18)
Now, from the relation
K
i,n
T =Y
i,n
0 − hi(X
t,x
T )−
∫ T
0
fi(r,X
t,x
r , (Y
k,n
r )k∈I , Z
i,n
r , V
i,n−1
r )dr
+
∫ T
0
Zi,nr dBr +
∫ T
0
∫
E
V i,nr (e)µ˜(dr, de),
(3.19)
and, once again, by a linearization procedure of Lipschitz function fi and the polynomial growth condition on
fi(t, x, 0, 0, 0) and hi(x), there exist some positive constant C ′ such that∑
i=1,m
E
[(
K
i,n
T
)2]
≤ C ′
(
1 + |x|2p +
∑
i=1,m
E
[
sup
s≤T
|Y i,ns |
2
]
+
∑
i=1,m
E
[ ∫ T
0
|Zi,nr |
2dr
]
+
∑
i=1,m
E
[ ∫ T
0
∫
E
|V i,n−1r (e)|
2λ(de)dr
])
≤ C ′
(
1 + |x|2p +
∑
i=1,m
E
[ ∫ T
0
|Zi,nr |
2dr
])
.
Combining this last estimate with (3.18) and choosing ǫ small enough since it is arbitrary, then we obtain a
constant C¯tx which may depend on t and x such that∑
i=1,m
E
[ ∫ T
0
|Zi,nr |
2dr +
(
K
i,n
T
)2]
≤ C¯tx. (3.20)
Now, for any n, p ≥ 1, it follows from Itô’s formula that
E
[ ∫ T
0
|Zi,nr − Z
i,p
r |
2dr
]
≤2E
[ ∫ T
0
(
Y i,nr − Y
i,p
r
)(
fi(r,X
t,x
r , (Y
k,n
r )k∈I , Z
i,n
r , V
i,n−1
r )
− fi(r,X
t,x
r , (Y
k,p
r )k∈I , Z
i,p
r , V
i,p−1
r )
)
dr
]
+ 2E
[ ∫ T
0
(
Y i,nr − Y
i,p
r
)(
dKi,nr (r)− dK
i,p
r
)]
.
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By Cauchy-Schwarz inequality and using the inequality 2ab ≤ 1
η
a2 + ηb2 for η > 0, we have
E
[ ∫ T
0
|Zi,nr − Z
i,p
r |
2dr
]
≤ 2
√
E
[
sup
s≤T
|Y i,nr − Y
i,p
r |2
]
×
√
E
[ ∫ T
0
∣∣fi(r,Xt,xr , (Y k,nr )k∈I , Zi,nr , V i,n−1r )− fi(r,Xt,xr , (Y k,pr )k∈I , Zi,pr , V i,p−1r )∣∣2dr]
+
1
η
E
[
sup
s≤T
|Y i,ns − Y
i,p
s |
2
]
+ η E
[(
K
i,n
T +K
i,p
T
)2]
.
But there exists a constant C ≥ 0 (independent of n and p) such that, for all n, p ≥ 1,
E
[ ∫ T
0
∣∣fi(r,Xt,xr , (Y k,nr )k∈I , Zi,nr , V i,n−1r )− fi(r,Xt,xr , (Y k,pr )k∈I , Zi,pr , V i,p−1r )∣∣2dr] ≤ C. (3.21)
From the converges result of Y i,n in S2, (3.20) and (3.21), we deduce that:
E
[ ∫ T
0
|Zi,nr − Z
i,p
r |
2dr
]
→ 0 as n, p→∞.
This implies that (Zi,n)n≥0 is a Cauchy sequence in complete space, then there exists a process Zi, Ft-
progressively measurable such that the sequence (Zi,n)n≥0 converges inH2,d to Zi. Finally, since for s ≤ T,
Ki,ns =Y
i,n
0 − Y
i,n
s −
∫ s
0
fi(r,X
t,x
r , (Y
k,n
r )k∈I , Z
i,n
r , V
i,n−1
r )dr
+
∫ s
0
Zi,nr dBr +
∫ s
0
∫
E
V i,nr (e)µ˜(dr, de),
then we have also E
[
sups≤T |K
i,n
s − K
i,p
s |2dr
]
→ 0 as n, p → ∞. Thus, there exist Ft-adapted non-
decreasing and continuous process (Ks)s≤T such that E
[
sups≤T |K
i,n
s −Kis|
2dr
]
→ 0 as n→∞.
Finally, let us show that the third condition in (3.1) is satisfied by (Y i, Zi, V i,Ki)i∈I . Now∫ T
0
(Y is − max
j∈I−i
(Y js −gij(s,X
t,x
s )))dK
i
s =
∫ T
0
(Y is − max
j∈I−i
(Y js − gij(s,X
t,x
s )))(dK
i
s − dK
i,n
s )
+
∫ T
0
(Y is − max
j∈I−i
(Y js − gij(s,X
t,x
s )))dK
i,n
s .
(3.22)
Let ω be fixed. It follows from the uniform convergence of (Y i,n)n to (Y i)i∈I that, for any ǫ ≥ 0, there exist
Nǫ(ω) ∈ N, such that for any n ≥ Nǫ(ω) and s ≤ T ,
Y is (ω)− max
j∈I−i
(Y js (ω)− gij(ω, s,X
t,x
s )) ≤ Y
i,n
s (ω)− max
j∈I−i
(Y j,ns (ω)− gij(ω, s,X
t,x
s )) + ǫ.
Therefore, for n ≥ Nǫ(ω) we have∫ T
0
(Y is − max
j∈I−i
(Y js − gij(s,X
t,x
s )))dK
i,n
s ≤ ǫK
i
T (ω). (3.23)
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On the other hand, since the function
Y i(ω)− max
j∈I−i
(Y j(ω)− gij(ω, ., .)) : (t, x) ∈ [0, T ] × R
k 7−→ Y it (ω)− max
j∈I−i
(Y jt (ω)− gij(ω, t, x))
is rcll and then bounded. Then, there exists a sequence of step functions (fm(ω, ., .))m which converges
uniformly on [0, T ] × Rk to Y i(ω) − max
j∈I−i
(Y j(ω) − gij(ω, ., .)), i.e., there exist mǫ(ω) ≥ 0 such that for
m ≥ mǫ(ω), we have ∣∣Y it (ω)− max
j∈I−i
(Y jt (ω)− gij(ω, t, x)) − f
m(ω, t, x)
∣∣ < ǫ.
It follows that∫ T
0
(Y is − max
j∈I−i
(Y js − gij(s,X
t,x
s )))(dK
i
s − dK
i,n
s )
=
∫ T
0
(Y is − max
j∈I−i
(Y js − gij(s,X
t,x
s ))− f
m(ω, s,Xt,xs ))(dK
i
s − dK
i,n
s ) +
∫ T
0
fm(ω, s,Xt,xs )(dK
i
s − dK
i,n
s )
≤
∫ T
0
fm(ω, s,Xt,xs )(dK
i
s − dK
i,n
s ) + ǫ(K
i
T (ω) +K
i,n
T (ω)).
But the right-hand side converges to 2ǫKiT (ω), as n → ∞, since f
m(ω, ., .) is a step function and then∫ T
0 f
m(ω, s,Xt,xs )(dKis − dK
i,n
s )→ 0. Therefore, we have
lim sup
n→∞
∫ T
0
(Y is − max
j∈I−i
(Y js − gij(s,X
t,x
s )))(dK
i
s − dK
i,n
s ) ≤ 2ǫK
i
T (ω). (3.24)
Finally, from (3.22), (3.23) and (3.24) we deduce that∫ T
0
(Y is − max
j∈I−i
(Y js − gij(s,X
t,x
s )))dK
i
s ≤ 3ǫK
i
T (ω).
As ǫ is arbitrary and Y is ≥ max
j∈I−i
(Y js − gij(s,X
t,x
s )), then
∫ T
0
(Y is − max
j∈I−i
(Y js − gij(s,X
t,x
s )))dK
i
s = 0,
which completes the proof. ✷
As a by-product of the Theorem 3.2 we have the following
Corollary 3.3 There exist deterministic continuous functions (ui)i∈I of polynomial growth, defined on [0, T ]×
R
k, such that:
∀s ∈ [t, T ], Y i,t,xs = u
i(s,Xt,xs ), (3.25)
and
V i,t,xs (e) = u
i(s,Xt,x
s−
+ β(Xt,x
s−
, e)) − ui(s,Xt,x
s−
), ds⊗ dP⊗ dλ on [t, T ]× Ω× E. (3.26)
Now, we provide the uniqueness of the markovian solution to reflected BSDEs (3.1).
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Proposition 3.4 Let (u˜i)i∈I be the deterministic continuous functions of polynomial growth such that
∀s ∈ [t, T ], Y i,t,xs = u˜
i(s,Xt,xs ). (3.27)
Then, for any i ∈ I , u˜i = ui.
Proof: In order to show that the markovian solution to reflected BSDEs is unique (3.1), we suppose that there
exists another continuous with polynomial growth functions (u˜i)i∈I such that:
∀s ∈ [t, T ], Y˜ i,t,xs = u˜
i(s,Xt,xs ),
where (Y˜ i,t,x)i∈I is the first component of the solution of the following system of RBSDEs with jumps with
interconnected obstacles (3.1): for any i ∈ I ,

Y˜ i,t,x ∈ S2, Z˜i,t,x ∈ H2,d, V˜ i,t,x ∈ H2(L2(λ)), and K˜i,t,x ∈ A2;
Y˜
i,t,x
s = hi(X
t,x
T ) +
∫ T
s
f¯i(r,X
t,x
r , (Y˜
k,t,x
r )k∈I , Z˜
i,t,x
r ,
∫
E
γi(X
t,x
r , e)V˜
i,t,x
r (e)λ(de))dr
+K˜i,t,xT − K˜
i,t,x
s −
∫ T
s
Z˜
i,t,x
r dBr −
∫ T
s
∫
E
V˜
i,t,x
r (e)µ˜(dr, de),
Y˜
i,t,x
s > max
j∈I−i
(Y˜ j,t,xs − gij(s,X
t,x
s )) and
∫ T
0 (Y˜
i,t,x
s − max
j∈I−i
(Y˜ j,t,xs − gij(s,X
t,x
s )))dK˜
i,t,x
s = 0.
(3.28)
On the other hand, as for any i ∈ {1, ...m}, u˜i is continuous function of polynomial growth and due to the
finiteness of λ, one has
V˜ i,t,xs (e) = u˜
i(s,Xt,x
s−
+ β(Xt,x
s−
, e)) − u˜i(s,Xt,x
s−
), ds⊗ dP⊗ dλ on [t, T ]× Ω× E.
Now, let us consider the triplet of processes (P δ, N δ , Qδ) associated with admissible strategy δ ∈ Ais and
which solves the following BSDE:
P δs = h
δ(Xt,xT ) +
∫ T
s
f δ(r,Xt,xr )dr −
∫ T
s
N δr dBr −
∫ T
s
∫
E
Qδr(e)µ˜(dr, de) −A
δ
T +A
δ
s, s ≤ T,
where, for δs = i, f δ(s,X
t,x
s ) is equal to
f¯i(s,X
t,x
s , (u˜
k(s,Xt,xs )k∈I , Z˜
i
s,
∫
E
γi(X
t,x
s , e){u˜
i(s,Xt,x
s−
+ β(Xt,x
s−
, e))− u˜i(s,Xt,x
s−
)}λ(de)).
Therefore, we have the following representation of Y˜ i:
Y˜ is = esssupδ∈Ais(P
δ
s −A
δ
s), s ≤ T.
Next, by using the inequality (3.11), we deduce that for any i ∈ I ,
|ui(t, x)−u˜i(t, x)|2 ≤
8C
α
E
[ ∫ T
t
eα(r−t)
∫
E
{|(ui − u˜i)(r,Xt,x
r−
+ β(Xt,x
r−
, e))|2
+ |(ui − u˜i)(r,Xt,x
r−
)}|2λ(de)dr
]
.
Here, we follow the same approach as in the proof of Theorem (3.2), i.e., we consider two cases. In the first
one, we assume that f˜i(t, x, 0, 0, 0) and hi(x) are bounded, then the deterministic functions ui and u˜i are also
bounded. Latter on we deal with the general case.
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Case 1 : Recall that η does not depend on the terminal condition (hi)i∈I and 16C−1(eCη − 1) =
1
8 . Then, we
deduce from (3.11), that for any i ∈ I ,
‖ui − u˜i‖2∞,η ≤
1
8
‖ui − u˜i‖2∞,η
which implies that, for any i ∈ I , ui = u˜i on [T − η, T ]. Consequently, for any s ∈ [T − η, T ] and i ∈ I ,
Y
i,t,x
s = Y˜
i,t,x
s .
Next, on [T − 2η, T − η], we have
‖ui − u˜i‖2∞,2η ≤
1
8
‖ui − u˜i‖2∞,2η + 16C
−1(e2Cη − eCη)‖ui − u˜i‖2∞,η.
Since ui = u˜i on [T − η, T ], we then obtain:
‖ui − u˜i‖2∞,2η ≤
1
8
‖ui − u˜i‖2∞,2η.
Consequently, for any i ∈ I , ui = u˜i on [T − 2η, T − η]. Thus, for any s ∈ [T − 2η, T − η] and i ∈ I ,
Y
i,t,x
s = Y˜
i,t,x
s . Repeating now this procedure on [T − 3η, T − 2η], [T − 4η, T − 3η] etc., we obtain, for any
i ∈ I , ui = u˜i. Thus, for any s ∈ [t, T ] and i ∈ I , Y i,t,xs = Y˜
i,t,x
s . Henceforth, (Y i,t,x)i∈I is the unique
solution to Markovian BSDEs (3.1).
Case 2 : We now deal with the general case, i.e., without assuming the boundedness of the functions fi(t, x, 0, 0, 0)
and hi(x). To proceed, let us define, for s ∈ [t, T ]
Y
i
s := Y
i
sϕ(X
t,x
s ) and Y
i
s := Y˜
i
sϕ(X
t,x
s ),
where ϕ is the function defined by (3.15). Next, the same calculations as previously leads to the result of
the first case, there exists bounded functions (u¯i)i∈I and (ui)i∈I such that for any (t, x) ∈ [0, T ] × Rk, and
s ∈ [t, T ], Y
i
s = u¯
i(s,Xt,xs ) and Y
i
s = u
i(s,Xt,xs ), ∀i ∈ I . Thus, for any (t, x) ∈ [0, T ] × Rk, and s ∈ [t, T ],
u¯i(s,Xt,xs ) = ui(s,X
t,x
s ). Then it is enough to take ui(t, x) := ϕ−1(x)u¯i(t, x) and u˜i(t, x) := ϕ−1(x)ui(t, x),
(t, x) ∈ [0, T ] × Rk and i ∈ I , which ui = u˜i. Consequently, for any s ∈ [t, T ], Y i,t,xs = Y˜
i,t,x
s , which means
that the solution to Markovian BSDEs (3.1) is unique. ✷
4 The main result : Existence and uniqueness of the solution for the system of
IPDEs with interconnected obstacles
We now turn to study of the existence and uniqueness in viscosity sense of the solution of the system of integro-
partial differential equations with interconnected obstacles (2.12). Before doing so, we precise our meaning of
the definition of the viscosity solution of this system. It is not exactly the same as in [14] (see also Definition
(4.4) in the Appendix).
Definition 4.1 We say that a family of deterministic continuous functions ~u := (ui)i∈I is a viscosity superso-
lution (resp. subsolution) of (2.12) if: ∀i ∈ {1, ...,m},
a) ui(T, x) ≥ (resp. ≤) hi(x), ∀x ∈ R
k ;
b) ifφ ∈ C1,2([0, T ] × Rk) is such that (t, x) ∈ [0, T )× Rk a local minimum (resp. maximum) point of ui − φ
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then
min
{
ui(t, x) − max
j∈I−i
(uj(t, x) − gij(t, x));
− ∂tφ(t, x)− Lφ(t, x)− f˜i(t, x, (u
k(t, x))k=1,...,m, (σ
⊤Dxφ)(t, x),Biu
i(t, x))
}
≥ (resp. ≤) 0.
We say that ~u := (ui)i∈I is a viscosity solution of (2.12) if it is both a supersolution and subsolution of (2.12).
Remark 4.2 In our definition, we have to put Biu
i(t, x) instead Biφ(t, x), where φ is the test function. Indeed,
Biu
i(t, x) is well defined since ui has a polynomial growth, β is bounded and the measure λ is finite.
We are now able to state the main result of this paper. Let (Y i,t,x, Zi,t,x, V i,t,x,Ki,t,x)i∈I be the solution of
(3.1) and let (ui)i∈I be the continuous functions with polynomial growth such that for any (t, x) ∈ [0, T ]×Rk ,
i ∈ I and s ∈ [t, T ],
Y i,t,xs = u
i(s,Xt,xs ).
We then have:
Theorem 4.3 The functions (ui)i∈I is the unique viscosity solution of the system (2.12), according to Defini-
tion (4.1), in the class of continuous functions of polynomial growth.
Proof: We first show that (ui)i∈I is a viscosity solution of system (2.12). So let us consider the following
system of reflected BSDEs:

Yi,t,x ∈ S2,Zi,t,x ∈ H2,d,Vi,t,x ∈ H2(L2(λ)), and Ki,t,x ∈ A2;
Yi,t,xs = hi(X
t,x
T ) +
∫ T
s
f˜i(r,X
t,x
r , (Y
k,t,x
r )k∈I ,Z
i,t,x
r ,
∫
E
γ(Xt,xr , e){ui(r,X
t,x
r−
+ β(Xt,x
r−
, e))
−ui(r,Xt,x
r−
)}λ(de))dr + Ki,t,xT − K
i,t,x
s −
∫ T
s
Zi,t,xr dBr −
∫ T
s
∫
E
Vi,t,xr (e)µ˜(dr, de),
Yi,t,xs > max
j∈I−i
(Yj,t,xs − gij(s,X
t,x
s )) and
∫ T
t
(Yi,t,xs − max
j∈I−i
(Yj,t,xs − gij(s,X
t,x
s )))dK
i,t,x
s = 0.
(4.1)
As the deterministic functions (ui)i∈I are continuous and of polynomial growth, β(x, e) and γi(x, e) verify
respectively (2.4) and (2.8) and finally by Theorem (3.1), the solution of this system exists and is unique. More
precisely, the functions (hi)i∈I , (gij)i,j∈I and
(t, x, y, z) 7−→ f˜i(t, x, y, z,
∫
E
γ(x, e){ui(t, x+ β(x, e)) − ui(t, x)}λ(de))
satisfy the Assumptions (H1)-(H3) and (H4) as well. Moreover, again by Theorem (3.1), there exist determin-
istic continuous functions of polynomial growth (ui)i∈I , such that: i ∈ I and s ∈ [t, T ],
Yi,t,xs = u
i(s,Xt,xs ).
Finally, using a result by Hamadène-Zhao [14], we deduce that (ui)i∈I is a solution in viscosity sense of the
following system of IPDE with interconnected obstacle:

min{ui(t, x)− max
j∈I−i
(uj(t, x)− gij(t, x));
−∂tui(t, x)− Lui(t, x)− f˜i(t, x, (uk(t, x))k=1,,...,m, (σ
⊤Dxui)(t, x),Biui(t, x))} = 0;
ui(T, x) = hi(x),
(4.2)
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Let us notice that, in this system (4.2), the last component of f˜i is Biui(t, x) and not Biu(t, x). Next, recall that
(Y i,t,x, Zi,t,x, V i,t,x,Ki,t,x)i∈I solves the system of reflected BSDEs with jumps with interconnected obstacles
(3.1). Therefore, we now that for any (t, x) ∈ [0, T ]× Rk, i ∈ I and s ∈ [t, T ],
V i,t,xs (e) = u
i(s,Xt,x
s−
+ β(Xt,x
s−
, e)) − ui(s,Xt,x
s−
), ds⊗ dP⊗ dλ on [t, T ]× Ω× E.
Then (Y i,t,x, Zi,t,x, V i,t,x,Ki,t,x)i∈I verify: for any s ∈ [t, T ] and i ∈ I ,

Y
i,t,x
s = hi(X
t,x
T ) +
∫ T
s
f˜i(r,X
t,x
r , (Y
k,t,x
r )k∈I , Z
i,t,x
r ,
∫
E
γ(Xt,xr , e){ui(r,X
t,x
r−
+ β(Xt,x
r−
, e))
−ui(r,Xt,x
r−
)}λ(de))dr +Ki,t,xT −K
i,t,x
s −
∫ T
s
Z
i,t,x
r dBr −
∫ T
s
∫
E
V
i,t,x
r (e)µ˜(dr, de),
Y
i,t,x
s > max
j∈I−i
(Y ,t,xjs − gij(s,X
t,x
s )),
∫ T
0 (Y
i,t,x
s − max
j∈I−i
(Y j,t,xs − gij(s,X
t,x
s )))dK
i,t,x
s = 0.
(4.3)
Therefore, by uniqueness of the solution of the system (4.1), we deduce that for any s ∈ [t, T ] and i ∈ I ,
Yi,t,xs = Y
i,t,x
s . Then, for any i ∈ I , ui = ui. Consequently, (ui)i∈I is a viscosity solution of (2.12) in the
sense of Definition (4.1).
Now, let us show that (ui)i∈I is the unique solution in the class of continuous functions of polynomial
growth. It is based on the uniqueness of the markovian solution to BSDEs.
So let (u¯i)i∈i∈I be another continuous with polynomial growth solution of (2.12) in the sense of Definition
(4.1), i.e., for any i ∈ I ,

min{u¯i(t, x)− max
j∈I−i
(u¯j(t, x)− gij(t, x));
−∂tu¯
i(t, x)− Lu¯i(t, x)− f˜i(t, x, (u¯
k(t, x))k=1,,...,m, (σ
⊤Dxu¯
i)(t, x),Biu¯
i(t, x))} = 0;
u¯i(T, x) = hi(x).
(4.4)
Next, let us consider the following system of reflected BSDEs:

Y¯ i,t,x ∈ S2, Z¯i,t,x ∈ H2,d, V¯ i,t,x ∈ H2(L2(λ)), and K¯i,t,x ∈ A2;
Y¯
i,t,x
s = hi(X
t,x
T ) +
∫ T
s
f˜i(r,X
t,x
r , (Y¯
k,t,x
r )k∈I , Z¯
i,t,x
r ,
∫
E
γ(Xt,xr , e){u¯i(r,X
t,x
r−
+ β(Xt,x
r−
, e))
−u¯i(r,Xt,x
r−
)}λ(de))dr + K¯i,t,xT − K¯
i,t,x
s −
∫ T
s
Z¯
i,t,x
r dBr −
∫ T
s
∫
E
V¯
i,t,x
r (e)µ˜(dr, de),
Y¯
i,t,x
s > max
j∈I−i
(Y¯ j,t,xs − gij(s,X
t,x
s )) and
∫ T
t
(Y¯ i,t,xs − max
j∈I−i
(Y¯ j,t,xs − gij(s,X
t,x
s )))dK¯
i,t,x
s = 0.
(4.5)
As for the reflected BSDEs (4.1), the solution of the system (4.5) exists and is unique since the deterministic
functions (u¯i)i∈i∈I are continuous and of polynomial growth. Moreover, there exists a deterministic continuous
functions of polynomial growth (vi)i∈I , such that:
∀s ∈ [t, T ], Y¯ i,t,xs = v
i(s,Xt,xs ).
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and
V¯ i,t,xs (e) = v
i(s,Xt,x
s−
+ β(Xt,x
s−
, e)) − vi(s,Xt,x
s−
), ds⊗ dP⊗ dλ on [t, T ]× Ω× E. (4.6)
Then , by using a result by Hamadène-Zhao [14], (vi)i∈I is the unique viscosity solution, in the class of
continuous functions with polynomial growth, of the following system:

min{vi(t, x)− max
j∈I−i
(vj(t, x)− gij(t, x));
−∂tv
i(t, x)− Lvi(t, x)− f˜i(t, x, (v
k(t, x))k=1,,...,m, (σ
⊤Dxv
i)(t, x),Biu¯
i(t, x))} = 0;
vi(T, x) = hi(x),
(4.7)
Now, as the functions (u¯i)i∈i∈I solves system (4.7), hence by uniqueness of the solution of this system (4.7)
(see [14],Proposition 4.2), for any i ∈ I one deduces that u¯i = vi. Next, by the characterization of the jumps
(4.6), for any i ∈ I , it holds
V¯ i,t,xs (e) = u¯
i(s,Xt,x
s−
+ β(Xt,x
s−
, e)) − u¯i(s,Xt,x
s−
), ds⊗ dP⊗ dλ on [t, T ]× Ω× E. (4.8)
Going back now to (4.5) and replace the quantity u¯i(s,Xt,x
s−
+ β(Xt,x
s−
, e)) − u¯i(s,Xt,x
s−
) with V¯ i,t,xs (e), it
follows that: for any i ∈ I and s ∈ [t, T ],

Y¯
i,t,x
s = hi(X
t,x
T ) +
∫ T
s
f˜i(r,X
t,x
r , (Y¯
k,t,x
r )k∈I , Z¯
i,t,x
r ,
∫
E
γ(Xt,xr , e)V¯
i,t,x
r (e)λ(de))dr
+K¯i,t,xT − K¯
i,t,x
s −
∫ T
s
Z¯
i,t,x
r dBr −
∫ T
s
∫
E
V¯
i,t,x
r (e)µ˜(dr, de),
Y¯
i,t,x
s > max
j∈I−i
(Y¯ j,t,xs − gij(s,X
t,x
s )) and
∫ T
t
(Y¯ i,t,xs − max
j∈I−i
(Y¯ j,t,xs − gij(s,X
t,x
s )))dK¯
i,t,x
s = 0.
(4.9)
But (Y i,t,x) solves system (4.9). Then, by the uniqueness result of Proposition (3.4), one deduce that
∀i ∈ I, Y¯ i,t,x = Y i,t,x.
Hence, for any i ∈ I and (t, x) ∈ [0, T ] × Rk, ui(t, x) = u¯i(t, x) = vi(t, x) which means that the solition of
(2.12), in the sense of Definition (4.1), is unique in the class of continuous functions with polynomial growth.
✷
Appendix
In the paper by Hamadène and Zhao [14], the definition of the viscosity solution of the system (2.12), is
given as follows.
Definition 4.4 Let ~u := (ui)i∈I be a function of C([0, T ]× R
k;Rm).
(i) We say that ~u is a viscosity supersolution (resp. subsolution) of (2.12) if: ∀i ∈ {1, ...,m},
a) ui(T, x) ≥ (resp. ≤) hi(x), ∀x ∈ R
k ;
b) ifφ ∈ C1,2([0, T ] × Rk) is such that (t, x) ∈ [0, T )× Rk a local minimum (resp. maximum) point of ui − φ
then
min
{
ui(t, x) − max
j∈I−i
(uj(t, x)− gij(t, x));
− ∂tφ(t, x) −Lφ(t, x)− f¯i(t, x, (u
k(t, x))k=1,...,m, (σ
⊤Dxφ)(t, x),Biφ(t, x))
}
≥ (resp. ≤) 0.
(ii) We say that ~u := (ui)i∈I is a viscosity solution of (2.12) if it is both a supersolution and subsolution of
(2.12).
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