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Abstract
We study betweenness preserving mappings (we call them monotone) on
subsets of the plane. We show, in particular, that an open planar set cannot
be mapped in a one-to-one monotone way into the real line.
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1 Introduction
In the abstract setting, a betweenness is a ternary relation ♭ on a set X , satisfying
some natural axioms. There is quite a lot of literature on this topic, see e.g. the
survey [Pam11]. We are actually interested in euclidean and linear betweenness only.
Euclidean betweenness in a real vector space is the standard one: x is between a and
b (denoted by ♭(a, x, b)) if and only if x = (1−λ)a+λb for some 0 6 λ 6 1, namely,
x belongs to the line segment joining a and b. This generalizes to vector spaces over
arbitrary ordered fields, however we are not going to explore this direction. Linear
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betweenness is the one induced by a fixed linear ordering: x is between a and b if
and only if a 6 x 6 b or b 6 x 6 a. In the real line, the euclidean and the linear
betweenness are of course the same.
Given two betweenness structures (X, ♭X), (Y, ♭Y ), a mapping f : X → Y will be
called monotone if it preserves the betweenness, that is,
♭X(a, x, b) =⇒ ♭Y (f(a), f(x), f(b))
for every a, x, b ∈ X . Note that if ♭X , ♭Y are linear then this notion coincides with
the usual one: A mapping is monotone if and only if it is increasing or decreasing
(in the non-strict sense). A monotone isomorphism is a monotone bijection whose
inverse is monotone. Every monotone bijection between linearly ordered sets is an
isomorphism, but this is not the case for euclidean betweenness: TakeX = {a, b, c} ⊆
R
2, where a, b, c are not on a single line, and Y = {a′, b′, c′}, where a′, b′, c′ are
collinear; then any bijection from X to Y is monotone, while its inverse is not
monotone. In fact, among subsets of the plane one can easily find those in which
the betweenness is discrete, that is, ♭(x, y, z) holds if and only if y ∈ {x, z}. A
typical example is the circle S1. Another example is any set S with the property
that S ∩ L contains exactly two points for every line L ⊆ R2. Such a set can be
easily constructed by transfinite induction, knowing that each line has cardinality
continuum. In particular, S is isomorphic to S1 and any bijection between these sets
is a monotone isomorphism. This is a clear evidence that one should look at sets
that are either convex or at least “resemble” convex sets, having sufficiently many
collinear triples and perhaps satisfying some axioms involving intersections of line
segments.
Affine mappings are obvious examples of monotone mappings between real vector
spaces. Perhaps lesser known are projective transformations, defined on halfspaces
only. We shall discuss them in Section 2 below.
When it comes to arbitrary subsets of, say, the real plane, one has to note that
the induced betweenness may easily become trivial. Again, a good example is any
circle. In particular, every mapping defined on a circle is automatically monotone.
When it comes to sets of small cardinality, one can concentrate on the plane, due to
the following observation.
Proposition 1.1. Let X be a subset of a real vector space V , let V0 be a 2-
dimensional linear subspace of V . If the cardinality of X is strictly less than the
continuum, then there exists a linear projection P : V → V such that PV = V0 and
P ↾ X is a monotone isomorphism onto its image.
We address the question of classifying monotone mappings on “reasonable” (e.g.
convex or with nonempty interior) subsets of euclidean spaces. As it happens, again
the plane is crucial here.
In the literature one can find several works studying mappings which preserve
collinearity, typically assuming injectivity and aiming to show that the mapping is
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affine or projective. This is closely related to the fundamental theorem on affine
geometry: Every bijection of a real vector space mapping lines onto lines is affine.
Removing the assumption of being one-to-one, one can easily find examples of (dis-
continuous) monotone mappings, see Section 3 below.
2 The role of homographies
What are the “nice” monotone isomorphisms between convex sets? The first thing
that comes to our mind is: affine transformations. These are precisely those mono-
tone mappings that preserve not only the betweenness but also the one-dimensional
barycentric coordinates of the point in an interval. Specifically, if x = (1− λ)a+ λb
with λ ∈ [0, 1] and f is affine, then f(x) = (1 − λ)f(a) + λf(b). No other mono-
tone mappings have this property. Namely, suppose f : A → B preserves the one-
dimensional coordinates and assume A is convex. Then f extends uniquely to an
affine transformation f˜ : VA → VB, where VA, VB denote the linear spans of A and
B, respectively.
Recall that a homography is an isomorphism of real projective spaces, that is,
a bijection mapping lines onto lines. Note that in the real projective space the be-
tweenness becomes ambiguous, since lines are actually circles. Betweenness can only
be defined locally. In any case, every affine isomorphism extends to the projective
space, however there are other projective transformations. Specifically, if n > 1 is a
natural number, then the general form of a projective transformation of V = Rn is
f(x) =
1
α + (v|x)
T (x),
where α ∈ R, v ∈ V , T is an affine transformation, and (v|x) denotes the usual
(real) scalar product of v and x. We can actually treat the formula above as the
definition of a projective transformation1. Note that it is defined on the union of the
two halfspaces:
H+ = {x ∈ V : (v|x) > α} and H− = {x ∈ V : (v|x) < α}.
It is easy to check that both f ↾ H+ and f ↾ H− are monotone and H−, H+ are
maximal convex sets on which f is monotone. A mapping f defined on a subset of
R
n will be called a partial projective transformation (partial homography) if there is
a projective transformation (homography) extending f .
Theorem 2.1. Let G ⊆ R2 be a convex set, let f : G→ R2 be a monotone mapping
with the following property:
There exist a, b, c, d ∈ G such that f(d) ∈ int[f(a), f(b), f(c)].
1Typically, projective transformation is synonymous to homography, but there seems to be no
special name for the more general, not necessarily one-to-one, variant. That is why we have decided
to call them projective transformations, while only the bijective ones will be called homographies.
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Then f is the restriction of a unique homography. In particular, f is a homeomor-
phism and, at the same time, a monotone isomorphism onto its image.
Proof. First, note that there exists a unique homography g defined on a half-plane
containing the triangle ∆ := [a, b, c], satisfying f ↾ {a, b, c} = g ↾ {a, b, c}. This is a
general fact in projective geometry, however a self-contained proof can be found in
[AAFM12].
Now, using induction, we can see that f and g actually coincide on a dense subset
D of ∆. Namely, D is the minimal subset of ∆ containing a, b, c, d, that is closed
under intersections of line segments. More precisely, for every x0, x1, y0, y1 ∈ D, if
[x0, x1] ∩ [y0, y1] is a single point then this point belongs to D. Moreover, if there is
a unique z ∈ [x0, x1] such that y1 ∈ [y0, z] then z ∈ D. It is easy to check that D
is indeed dense in ∆. Here the fact that d is in the interior of ∆ is essential. It is
clear that f are uniquely determined on D (being monotone mappings), therefore
also f ↾ D = g ↾ D. What is perhaps even more important, D is also dense in every
side of ∆.
Next, f ↾ D = g ↾ D has a unique monotone extension to the boundary of ∆.
Finally, f = g on the boundary of ∆, therefore f = g on ∆. A monotone mapping
is totally determined on an open set, therefore f = g on G.
As a consequence, we see that the image of a monotone isomorphism of a triangle
is again a triangle. This easily extends to higher dimensions:
Theorem 2.2. Let ∆m be an m-dimensional simplex, where m > 2. Let f : ∆m → V
be a one-to-one monotone mapping, where V is a real vector space. Then f∆m is
an m-dimensional simplex and f is a partial homography.
Proof. First of all, note that f is an isomorphism onto its image. Indeed, if x, y, z
are not collinear and f(x), f(y), f(z) are collinear, then f restricted to the triangle
[x, y, z] would be a one-to-one monotone mapping into a line segment, which con-
tradicts Theorem 4.2 below (its proof is totally self-contained, not using any results
preceding it).
Let us start with the case m = 2. Replacing f by the composition with a suitable
linear transformation, we may assume that f∆2 ⊆ R
2. Now, since we know that f
is an isomorphism, the assumptions of Theorem 2.1 are fulfilled, therefore f is a
partial homography. In particular, its image is the triangle spanned by the images
of the vertices of ∆2. Clearly, the same conclusion is true if R
2 is replaced by any
other (not necessarily 2-dimensional) real vector space.
Now assume m > 2. By the inductive hypothesis, fF is an (m− 1)-dimensional
simplex for each (m − 1)-dimensional face F ⊆ ∆m. Thus, supposing f∆m is con-
tained in an (m− 1)-dimensional space, the Helly number contradicts the fact that
f is a monotone isomorphism. Namely, all (m − 1)-dimensional faces of ∆m have
empty intersection, while their images have nonempty intersection, because every m
of them have nonempty intersection.
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Recall that the Helly number is the minimal k such that every finite family of
convex sets with empty intersection contains at most k sets with empty intersection.
A classical result of Helly says that the Helly number of Rm is m+ 1.
3 Bad monotone mappings
One can say that monotone mappings between linearly ordered sets are relatively
well understood, at least when it comes to subsets of the real line. Concerning eu-
clidean betweenness, projective transformations provide the class of “nice” monotone
maps of convex sets. In fact, these are the continuous ones, when the domain is not
contained in a line. On the other hand, there are many “bad” monotone mappings,
namely, those that are neither continuous nor one-to-one. Our aim in this section is
to classify “bad” monotone mappings of convex planar sets.
Below are some basic examples of discontinuous monotone mappings of a triangle.
Example 3.1. Let ∆ = [a, b, c] be a triangle. Define f : ∆→ ∆ by setting f(x) = x,
if x ∈ [a, b] and f(x) = c, otherwise. It is rather clear that f is monotone.
Example 3.2. Let ∆ = [a, b, c] be a triangle. Fix v ∈ [b, c]\{b, c}. Define g : ∆→ ∆
by setting g(x) = a if x = a; g(x) = b if x 6= a is in the triangle [a, b, v]; and g(x) = c,
otherwise. It is easy to see that g is monotone.
In the last example, one can take any planar convex set with at least one extreme
point and with nonempty interior. Such a set admits a monotone mapping whose
image consists of three non-collinear points.
Example 3.3. There exists a monotone mapping f : [0, 1]2 → R2 whose image is
X = {(0, 0), (1, 0), (0, 1), (1, 1), (1/2, 1/2)}.
We define f as follows:
f(x0, x1) =


(0, 1) if x0 < x1,
(1, 0) if x0 > x1,
(1/2, 1/2) if 0 < x0 = x1 < 1,
(0, 0) if 0 = x0 = x1,
(1, 1) if x0 = x1 = 1.
We check that f is monotone. Fix a, b ∈ [0, 1]2 and s ∈ [a, b]. We may assume that
a 6= s 6= b, which also rules out that s is an extreme point of [0, 1]2. If s is not in the
diagonal D = {(x, x) : 0 6 x 6 1} then one of the points a, b is on the same side
of D as s (above or below) and hence f(s) = f(a) or f(s) = f(b). Finally, if s ∈ D
then, knowing that s 6= (0, 0) and s 6= (1, 1), we conclude that f(s) = (1/2, 1/2) and
either f{a, b} = {(0, 1), (1, 0)} or f{a, b} = {(0, 0), (1, 1)}.
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Below is the announced classification.
Theorem 3.4. Assume G ⊆ R2 is a convex set and f : G → R2 is a monotone
mapping. Then exactly one of the following possibilities occur.
(1) fG ⊆ L ∪ {q}, where L ⊆ R2 is a line and q ∈ R2.
(2) int fG 6= ∅.
(3) fG = {a, b, c, d, e}, where a, b, c, d are convex independent and {e} = [a, c] ∩
[b, d].
We already know from Theorem 2.1 that (2) implies f is a continuous monotone
isomorphism, namely, restriction of a homography.
Proof. Obviously, (1) – (3) are mutually exclusive. Suppose f satisfies neither (1)
nor (2). By Theorem 2.1, for every x, y, z ∈ G either the points f(x), f(y), f(z) are
collinear or else
fG ∩ int[f(x), f(y), f(z)] = ∅.
We claim that fG contains four convex independent points a, b, c, d. Suppose oth-
erwise. Since fG is not contained in a single line, there are non-collinear points
x, y, z ∈ fG. Let A = Lx,y ∪Lx,z ∪Ly,z, where Ls,t denotes the line passing through
s, t. If there is u ∈ fG \ A then the set {x, y, z, u} is convex independent, because
by the remarks above, none of these points is in the interior of the triangle spanned
by the other three and we have found our pair of points. Now we assume fG ⊆ A.
Again using the fact that f does not satisfy (1), we find u, v ∈ fG \ {x, y, z} such
that u and v are on different lines forming the set A. Permuting x, y, z if necessary,
we may assume that u ∈ Lx,y and v ∈ Lx,z. Checking all possible configurations, we
conclude that there are always four convex independent points. Indeed, if x ∈ [u, y]
then necessarily x ∈ [v, z] since otherwise either v ∈ int[u, y, z] or z ∈ int[u, y, v].
Thus, in this case the set {u, v, y, z} is convex independent. We get the same con-
clusion if x ∈ [v, z] (this is symmetric). In the remaining cases we conclude that the
set {u, v, y, z} is convex independent.
We have proved that there is a convex independent set {a, b, c, d} ⊆ fG consisting
of four elements. Let {a′, b′, c′, d′} ⊆ G be such that a = f(a′), b = f(b′), c =
f(c′), and d = f(d′). Then the four-element set {a′, b′, c′, d′} is convex independent,
therefore, possibly permuting the points, we may assume that [a′, c′]∩ [b′, d′] = {e′}.
Let e = f(e′). We claim that fG = {a, b, c, d, e}.
Clearly, {e} = [a, c]∩ [b, d]. Suppose w ∈ fG \ {a, b, c, d, e}. If w is in the interior
of the angle ∡(e, a, b) then e is in the interior of the triangle [c, d, w], a contradiction.
The same arguments show that necessarily w ∈ La,c ∪Lb,d. However, in this case we
find, checking all possible configurations (by symmetry, it suffices to check only the
cases where w ∈ [a, e] or a ∈ [w, e]) that the set {a, b, c, d, w} contains a point that
is in the interior of the triangle spanned by other three points, again obtaining a
contradiction. This completes the proof.
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4 One-to-one mappings into lines
In this section we address the question which planar sets admit a monotone one-to-
one mapping into the real line. The first result exhibits a natural influence of the
cardinality continuum.
Theorem 4.1. Let S be a subset of a real vector space V and let L be a one-
dimensional linear subspace of V . If the cardinality of S is strictly less than the
continuum then there exists a linear projection P : V → L such that P ↾ S is one-
to-one. In particular, S admits a one-to-one monotone mapping into the real line.
Proof. By Proposition 1.1, we may assume that V is 2-dimensional. Let L be the
family of lines passing through at least two points of S. Then L has cardinality
strictly less than the continuum, therefore there is a line K passing through the
origin, not parallel to any line from the family L and different from L. Let P be
the projection onto L along K. Then P ↾ S is obviously one-to-one.
The next result says that convex sets never have the above property, unless they
are contained in a single line.
Theorem 4.2. Let G ⊆ R2 be a set with nonempty interior, let f : G → Y be a
one-to-one monotone mapping, where Y is a linearly ordered set. Then Y contains
continuum many pairwise disjoint intervals, each of them of cardinality at least the
continuum.
Proof. We may assume G is open and convex, replacing it by a small enough open
ball. We may also assume that Y = fG. Given t ∈ Y , define
Ht = f
−1[f(a), t].
Then Ht is a nontrivial halfspace in G, therefore it is determined by a unique line
Lt. Specifically, Ht = Ut ∪ It, where Ut is an open halfspace disjoint from Lt and
It ⊆ Lt∩G is an interval. Note that It 6= ∅, because, denoting by s the unique point
such that f(s) = t, we have that Ht \ {s} = f
−1[f(a), t) is a hafspace, too, therefore
it contains Ut. Now let
L = {Lt : t ∈ Y }.
Note that G ⊆
⋃
L . Indeed, fix x ∈ G and let t = f(x). Then Lt ∈ L and x ∈ Lt.
It follows that L has cardinality continuum.
Now suppose that Lt ∩ G = (ct, dt), where f(ct) < f(dt). Let Jt = f(ct, dt). We
claim that if s < t are such that Ls 6= Lt then Js∩Jt = ∅. Indeed, in this case (ct, dt)
is is disjoint from Hs, therefore f(ds) < f(ct). Finally, {Jt : f(a) < t < f(b)} is a
family of pairwise disjoint open intervals in Y and it has cardinality |L |, which is
the continuum.
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Note that a planar convex set with empty interior consists of collinear points,
therefore the theorem above says precisely which planar convex sets admit a one-
to-one monotone mapping into R.
Concerning arbitrary planar sets, we do not know any characterization (it might
be the case that no reasonable one exists). Let us first look at sets consisting of (or
containing) finitely (or even countably) many lines.
Proposition 4.3. Assume S ⊆ R2 consists of countably many pairwise parallel
lines. Then S admits a one-to-one mapping into the real line.
Proof. Assume S =
⋃
i∈J Li, where each Li is a horizontal line. We may assume
that J ⊆ R and Li = R+ (0, i) for i ∈ J (we identify R with R× {0}). Let {Ui}i∈J
be a family of pairwise disjoint open intervals in R satisfying Ui < Uj whenever
i < j, i, j ∈ J . This is possible, because J is countable. More precisely, each Ui may
be chosen among open intervals removed during the construction of the standard
Cantor set, since these intervals are ordered as the rational numbers.
Now let f : S → R be such that f ↾ Li is an increasing mapping onto Ui. Then
f is monotone, because if a, b, c are such that B(a, c, b) and a ∈ Li, c ∈ Lj , b ∈ Lk
then either i 6 j 6 k or k 6 j 6 i.
Theorem 4.4. Let L0, L1, L2 be different lines in the plane R
2 such that each two
of them intersect, let S = (L0∪L1∪L2)\B, where B is a bounded set. Assume Y is
a linearly ordered set and f : S → Y is monotone and one-to-one. Then Y contains
continuum many pairwise disjoint non-degenerate closed intervals. In particular, S
does not admit any one-to-one monotone mapping into R.
An interval is non-degenerate if it contains at least two points.
Proof. We may assume that B is convex, closed, and contains all the intersections
of our three lines (replacing B by a sufficiently big rectangle or a closed ball). Now
each Li is divided into two half-lines L
−
i , L
+
i , where fL
−
i < fL
+
i . This is because f
is monotone therefore either preserves or reverses the natural ordering of Li \B.
Rotating the plane and possibly re-enumerating the lines, we may assume that
L1 is a horizontal line, L
−
0 is above L1 and L
−
2 is below L1. By this way, L
+
0 is below
L1 and L
+
2 is above L1. It is easy to check that other configurations (assuming L1
is horizontal) would violate the fact f is a monotone injection. We may also assume
that neither L0 nor L2 is vertical. By this way, each of our three lines has a natural
horizontal linear ordering (namely, the one induced by the first coordinate) and f
preserves this ordering.
Given x ∈ L−1 , denote by p2(x) the unique point in the intersection of L2 with
the line passing through x parallel to L0. Note that if x is far enough from B then
p2(x) ∈ L
−
2 . Let us define p0(x) ∈ L0 in the same manner. Let us call x relevant if
both p2(x) ∈ L
−
2 and p0(x) ∈ L
−
0 . Clearly, all points of L
−
1 that are far enough from
B are relevant.
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Fix a relevant point x ∈ L−1 . We claim that f(y) > f(x) for every y ∈ L
−
2
above p2(x) in the horizontal ordering. Suppose otherwise, and fix a witness y. Let
z ∈ L+0 be such that x, y, z are collinear. Then f(z) > f(y) > f(x). Now take y
′
strictly between p2(x) and y and let z
′ ∈ L+0 be such that x, y
′, z′ are collinear. Then
f(z′) < f(z), although it should be the opposite. We have used the fact y was close
enough to p2(x), so that z /∈ B, but this is not a problem, as one can always replace
y by a point closer to p2(x). We have also used the fact that S ∩ L2 is open.
Now fix a relevant point x ∈ L−1 . Let
Hx = {s ∈ S : f(s) 6 f(x)}.
Then Hx is a halfspace in S and by the remarks above, it is determined by a line
Kx either parallel to L0 or L2 (and then passing through either p0(x) or p2(x)) or
intersecting both L−0 and L
−
2 . In particular, Kx is not horizontal and Hx contains
all points of S that are “on the left side” of the line Kx.
Let us call a relevant point x ∈ L−1 tame if Kx is parallel to L0 or L2, otherwise
let us call it wild.
Suppose that among the relevant points of L−1 continuum many of them are tame.
Then there is a set T ⊆ L−1 of cardinality continuum such that for every x ∈ T the
line Kx passes through pi(x) where i ∈ {0, 2} is fixed. Then {[f(x), f(pi(x))]}x∈T is
a family of pairwise disjoint non-degenerate closed intervals of Y .
Now suppose that there is a set W ⊆ L−1 of cardinality continuum, consisting
of wild points. If there are distinct x, x′ ∈ W such that Kx, Kx′ passes through
the same point of some Li (i ∈ {0, 2}) then we proceed as follows. Reverting the
picture, if necessary, assume i = 0. Let J be the interval between x and x′. Then
{[y, p2(y)]}y∈J consists of pairwise disjoint non-degenerate closed intervals.
Finally, let us assume that the lines Kx, x ∈ W , do not intersect in S. Then
{[f(p0(x)), f(p1(x))]}x∈W is a pairwise disjoint family of closed non-degenerate in-
tervals. In the last case, we have that f(x) ∈ [f(p0(x)), f(p2(x))], therefore these
intervals have at least three distinct points.
The proof above seems to indicate that only the left-hand side (L−0 ∪L
−
1 ∪L
−
2 ) is
significant. On the other hand, we have essentially used the fact that the right-hand
side of S is unbounded.
We shall now argue that the assertion of the theorem above cannot be improved
much and moreover there may be no wild points. Namely, let R · R denote the
lexicographic square of two copies of R. Specifically, (x, y) < (x′, y′) if and only
if either x < x′ or else x = x′ and y < y′. Then the identity mapping from the
euclidean plane R2 onto R · R is monotone, showing that the plane can actually be
mapped to a sufficiently large linearly ordered set.
Now, consider again a set S ⊆ R2 consisting of three pairwise non-parallel lines.
Rotating the plane, if necessary, we may assume that one of these lines is vertical.
Then the identity mapping is monotone and onto the lexicographic sum
(R · 2) + R+ (R · 2).
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Figure 1: Three segments
This in turn embeds into D = R · 2, the linearly ordered set often called the double
arrow. Note that D is separable in the interval topology, therefore it has no uncount-
able family of pairwise disjoint open intervals. In particular, no open convex planar
set admits a one-to-one mapping into D.
It should be possible to show that a set consisting of n lines always admits a
one-to-one monotone mapping into R · (n − 1). How about the case where some of
the lines are parallel?
***
Theorem 4.5. Asssume S ⊆ R2 consists of three bounded line segments intersecting
in exactly one point. Then there exists a one-to-one monotone mapping f : S → R.
Proof. The construction is visualized in Figure 1.
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