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Abst rac t - -The  paper shows the implementation f a 3D simulation code for turbulent flow and 
combustion processes in full-scale utility boilers on an Intel Paragon XP/S computer. For the portable 
parallelization, an explicit approach is chosen using a domain decomposition method for the static 
subdivision of the numerical grid together with the SPMD programming model. The measured 
speedup for the presented case using a coarse grid is good, although some numerical requirements 
restrict he implemented message passing to strongly synchronized communication. On the Paragon, 
the NX message passing library is used for the computations. Furthermore, MPI and PVM are 
applied and their pros and cons on this computer are described. In addition to the basic message 
passing techniques for local and global communication, other possibilities are investigated. Besides 
the applicability of the vectorizing capability of the compiler, the influence of the I/O performance 
during computations i  demonstrated. The scalability of the parallel application is presented for a 
refined discretization. 
Keywords- -Large-sca le  CFD, Message passing, Speedup, Scalability. 
1. INTRODUCTION 
To obtain results with sufficient accuracy for the numerical prediction of turbulent flow and 
combustion phenomena within utility boilers, fine discretizations of the domain would be neces- 
sary. Due to limitations in both CPU power and memory on sequential architectures and the 
dimensions of full-scale utility boilers, only coarse grids are possible. A confined enhancement 
may be achieved if a domain decomposition method is used to allow locally refined meshes in 
the near-burner region [1]. But only MIMD parallel computers offer scalable performance and 
memory to avoid the aforementioned limitations. 
Since automatically parallelizing compilers are still not available for large-scale applications, an 
explicit approach using message passing is used to port the existing code to distributed memory 
parallel computers. With the fast communication network in these machines, the numerical 
efficiency of the algorithms need not be sacrificed, though modifications of the source code are 
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necessary and different solution behavior must be expected [2]. Using the explicit approach with 
some basic software ngineering concepts, the application is kept portable to obtain access to 
various architectures. The restriction to basic message passing calls supports the portability, 
which is an important aspect [3], especially from an engineering point of view. 
With an acceptable speedup, the scalability isone of the next important aspects for any parallel 
application [4]. This will allow finer numerical grids that are otherwise not possible due to the 
above-mentioned limitations. 
The following section gives a brief review of the physical models and the numerical solution 
method of the existing application. Subsequently, the chosen parallelization strategy is described 
and some details of the implementation the Paragon are given. The results for a selected 
full-scale utility boiler will show the speedup using the different available message passing envi- 
ronments and the effect of I/O during the computation, a detailed examination ofexecution and 
communication times for NX, and some aspects of the scalability. 
2. SEQUENTIAL  ALGORITHMS 
2.1. Physical Models 
The three-dimensional furnace simulation requires the solution of equations for all submodels, 
which are conservation of momentum, energy, all species of the reaction model, and radiative 
heat transfer. For the description of the turbulent fluid mechanics, the averaged formulation of 
the Navier-Stokes equations i used: 
o(puju ) o f /ou  ) op (1) 
In this formulation, Ui denotes the Favre-averaged quantity and ui describes the velocity fluc- 
tuation. Besides the standard k-e-model using the eddy-viscosity concept, the application of a 
second-moment closure [5] is applied to model the Reynolds tress tensor -pu~uj in (1). Using 
appropriate constitutive formulations for the density and the viscosity, the momentum equation 
is linked with the enthalpy equation and the transport equations for the species. With the SIM- 
PLEC algorithm [6], the pressure distribution is coupled with the velocity field for the weakly 
compressible flows. 
For the discretization, a cell-centered Finite-Volume formulation on a nonstaggered grid ar- 
rangement is applied. The correct reconstruction f convective fluxes at all cell faces from adjacent 
nodal values is done with the pressure-weighted interpolation method (PWIM) introduced by Rhie 
and Chow [7]. 
Pulverized coal combustion is modelled with a reduced four-step reaction scheme considering 
nine species in a Eulerian approach. All details of this reaction model and the application for 
turbulent combustion phenomena c n be found in [8]. The radiation, which is the most important 
mechanism ofheat transfer in utility boilers, is described with either a multiflux model [9] or the 
discrete-ordinate m thod by [10]. 
2.2. Numerical  Solution Methods  
The resulting systems of linear equations from the discretization are solved in a decoupled 
way [11]. For the relaxation sweeps within the inner iterations, either the Ganss-Seidel method, 
the SIP solver [12], or a suitable preconditioned conjugate gradient (CG) method are applied. 
The ILU-CG method proposed by Noll and Wittig [13] is preferred, because it works efficiently 
with the diagonally dominant matrices resulting from Finite-Volume discretizations, though more 
floating point operations are required compared with the SIP. Instead of the standard incomplete 
factorization (ILU), a modified preconditioning step suggested by [14] is used here to reduce the 
numerical diffusion resulting from the neglected "fill-ins'. 
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The inner iterations are generally not solved to a high level of accuracy, because of the nonlin- 
earity and the strong coupling between the variables taken into account by the outer iterations. 
Due to the importance for the overall solution behavior the pressure correction equation needs 
special attention [11], though to solve this ill-conditioned linear system requires more effort in 
order to enhance the overall convergence behavior. For the application of the ILU-CG method, 
the strict diagonal dominance of a matrix is imperative. But the pressure correction equation un- 
fortunately leads to a singular coefficient matrix, and following the suggestion of [13], a relaxation 
parameter w -- 0.99 is used. 
Numerical investigations have shown that two inner iterations with the ILU-CG method for the 
pressure correction and one inner iteration with the Gauss-Seidel method for all other variables 
provides a good compromise of overall simulation time and numerical stability. 
3. DETAILS  OF THE PARALLEL IZAT ION 
3.1.  Adaptat ion  o f  the  Vector i zed  Data  St ructure  
The parallelization of the existing code should change the program and data structure as 
little as possible. Because the data structure is optimized for vector processing, this should give 
some further improvements on the Paragon when using the compiler options for vectorization. 
With directives imilar to those on vector supercomputers and some additional arguments, the 
compiler uses the cache of the i860XP as a vector egister for appropriate loops. The vectorization 
performed by the compiler consists of three processes [15], but only the "cache management" is 
suitable for the loops under consideration. 
Although it is well known that indexed access of array elements always results in lower per- 
formance than direct access, this addressing mode is used in the compressed iagonal storage 
(CDS) [16] as an efficient way to store sparse banded matrices. The vector lengths for typical 
matrix-vector multiplications are equivalent to the number of computed ceils in one subdomaln. 
Values greater than 12,000 would exceed the physical memory of one node during the computation 
and are, therefore, an unsuitable choice for the decomposition. 
Because no reduction of the overall execution times was observed with the optimization per- 
formed by the compiler, the effect of the vectorization was examined with a single matrix-vector 
multiplication using the identical data structure as in the present code. The indexed addressing 
mode shows no performance gain and even results in a slightly slower execution (Figure 1). For 
comparison, the direct addressing mode is used, too. As expected, a more efficient execution is 
found, but surprisingly no gain of the vectorization is noticeable. 
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Figure 1. Execution times for a simple matrix-vector multiplication. 
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Figure 2. Numerical grid and outline of subdivisions for 32 and 256 processors. 
Since no improvements could be found with neither of the suggested irectives or compiler 
options, this interesting feature of the compiler is apparently not advantageous for this particular 
application. 
3.2. Implementation of the Data Exchange 
The static subdivisions of the computational grid are based on a domain decomposition ap- 
proach [17] to introduce coarse grain parallelism. The treatment of internal connection-boundaries 
at adjacent subdomains i done in a similar way, physical boundary conditions are handled in the 
sequential code to get a clear communication i terface. This of course changes the convergence 
behavior of the numerical solution algorithm in the parallel application, because values at these 
boundaries have to be kept explicit during one iteration. But the numerical efficiency can be 
preserved [18] with some additional synchronization points. The implementation of the PWIM 
necessitates the overlap of at least two cell rows at adjacent subdomalns. This makes the decom- 
position of the given discretization more difficult, because internal faces are restricted to coincide 
with the Cartesian gridlines for the chosen approach. 
For all local and global communication, a layer is implemented to make vendor-specific library 
calls transparent for the application, which is supported by the clear communication i terface. 
Within this layer, asynchronous message passing calls are used to avoid message buffering as 
far as possible. In order to ensure the numerical stability, calls for the local data exchange are 
synchronized before leaving the communication layer. 
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Some direct modifications of the code axe necessary, especially to handle I /O during the com- 
putations, which requires mainly global operations, and to hide the underlying parallel execution 
from the user. 
4. RESULTS 
For the discussion of some parallel aspects of the computations, a front-fired utility boiler 
with swirl burners is presented. This full-scale boiler has a height of 28 m and a cross-section 
of roughly 64 m s. To verify the physical results with those from sequential computations, the 
discretization uses the same coarse numerical grid with approximately 81,000 computed cells 
(Figure 2). 
The scale-up behavior of the application is investigated with a second numerical grid providing 
about 640,000 computed cells. This grid is generated from the coarse one simply by halving 
the distance between two neighboring ridlines resulting in an eight times finer discretization. 
Although more adequate refinements are possible when the geometrical conditions are taken into 
account, this approach is chosen as the easiest way to get a fine numerical grid. 
4.1. Speed-Up Measurements  
The load balance for the coarse grid (Table 1) is computed as the ratio of the number of com- 
puted cells of the smallest and the largest subdomain for each decomposition. With increasing 
number of processors, the subdivisions become more difficult due to the aforementioned restric- 
tions and the load balance deteriorates. Assuming the load balance to be the most important 
factor of the performance and neglecting all other factors, a simplified formula for an estimation 
of the speedup can be given as: Sp ~ nprocEload. The speedup based on measurements of the 
execution times T is calculated as usual from Sp = T,~-l/Tn,roc. 
Table 1. Load balance, estimated, and measured speedup for the coarse grid. 
nproc 12 16 24 32 48 64 72 
Eload 88% 76% 72% 68% 62% 59% 54% 
Sp 10.6 12.2 17.3 21.8 29.8 37.8 38.9 
SPINX 9.3 13.2 17.4 23.4 27.7 35.8 38.3 
The measured speedup for the coarse grid using the NX, MPI, and PVM message passing 
libraries hows only minor differences (Figure 3) due to the homogeneous computing environment. 
This makes the encoding of data for message passing unnecessary and allows efficient calls to 
directly access the memory for datasets with constant stride. Additional send and receive arrays 
are applied to support the asynchronous calls, and only some additional work is required to 
perform the gather and scatter operations providing continuous datasets. 
The use of MPI requires no special treatment, whereas PVM necessitates some additional effort 
on the Paragon. The PVM daemon eeds to be started manually on the compute nodes. To force 
PVM to support the implemented SPMD programming model, a separate xecutable is needed 
just to start the parallel application. This results in a considerable delay in the startup-time of 
the application. PVM was developed for heterogeneous computers and networks, and therefore, 
all data are encoded if not specified ifferently, which results in poor performance of the built-in 
functions for global operations. For this reason these functions are not used and replaced by 
manually coded operations based on the fast message passing calls pvmfpsend and pvmfprecv. 
During the computations, ome information about the convergence behavior is printed out 
at each iteration. If this output is omitted except for the first and the last iteration, a better 
speedup can be achieved (Figure 4). On the other hand, no control of the iteration process is 
possible, which is a disadvantage for typical execution times of several hours. 
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Figure 4. Measured speedup with minimal I/O. 
To find the reason for this behavior, a more detailed investigation is carried out for the com- 
putations using NX. For MPI and PVM similar results are assumed, due to the already obtained 
speedup results and the chosen implementation. The communication time is measured as the 
necessary wall-clock time for local and global operations pent in the communication layer. For 
processors with many computed cells, the communication time is obviously lower than for pro- 
cessors with a smaller number of cells, according to the different idle times for synchronization. 
In Figure 5, the total execution times, as well as the minimal and maximal times needed for 
communication are given for a computation with normal and minimal I/O. The overall execution 
times always include all communication times for the measurements presented here. 
For most processors, the relative reduction in the execution times is approximately 15%. From 
the absolute gain in the execution time only some percentage can be saved in the communication 
(Figure 6), so that the remaining part is obtained by minimizing I /O during the computations. 
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Figure 6. Detailed classification of the improvements. 
Although all given values are only valid for this particular application, it becomes evident that 
besides the load balance the I /O performance becomes a potential bottleneck, too. 
4.2 .  Sca le -Up  Behav ior  
To examine the scalability of the application, some computations on the finer grid have been 
carried out using the NX message passing library. The simple construction of the finer grid should 
show whether a computation on 256 processors with this grid results in a similar execution time 
as the computation on 32 processors using the coarse grid. For the investigation, only parallel 
aspects of the simulations are taken into consideration. All computations on the coarse grid 
reached a converged solution within 5,000 iterations. The simulations on the fine grid are hence 
carried out with the same number of iterations, though no converged solution could be expected. 
In Figure T, the measured execution times for both grids are presented and the corresponding 
values for an analysis of the scalability are marked. The reduction in the overall simulation time 
108 J. LEPPER et al. 
28-  
19- 
o 11- 
J=  
E 
¢" 6"  
0 
(D 
x 
3"  
2-  
-- coarse grid 
---=-- fine grid 
• )~. scalability: coarse 16 - fine 128 
• C," scalability: coarse 32 - fine 256 
I I I I J I J I I I i I I I I i I [ I i I I l 
50 1 O0 150 200 250 
number  of processors 
Figure 7. Execution times for the coarse and fine grid using NX. 
250 - 
200 
a. 150 
:3  
-6 
loo 
50 
linear / 
- - -  Q,d / 
= i , , i ~ I I I I I = I ~ I * J I I I * I * I I 
50 100 150 200 250 
number of processors 
Figure 8. Estimated speedup for the fine grid. 
is good, but for the fine grid more time is needed than for the corresponding computation on the 
coarse grid, resulting in a reduced scalability. 
Due to memory limitations on single compute nodes, no computations with less than 64 pro- 
cessors are possible on the Paragon for the fine grid. A comparison of the estimated and the 
measured speedup for the coarse grid (Table 1) shows good agreement. Sp seems to lead to a 
reasonable approximation of Sp for this case with the present implementation a d therefore it is 
chosen to provide an estimation of the speedup for the fine grid (Figure 8). 
5. CONCLUSIONS 
The parallel version of a simulation code for turbulent reactive flows in full-scale utility boilers 
has been implemented on an Intel Paragon computer. Using the explicit SPMD programming 
model leaves most parts of the sequential code unchanged and provides a perfectly portable 
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appl icat ion.  The vectorized a ta  structure could be preserved, but  the indexed addressing mode 
for all ar ray elements unfortunately  gains no further improvement using the vectoriz ing facil ity 
of the Paragon. 
As message passing environments, NX, MPI,  and PVM can easi ly be used with the chosen 
implementat ion.  The given results with MP I  are only insignif icantly less effective compared to 
the performance of the native NX l ibrary. A similar s tatement  holds for the results with PVM 
using the message passing calls which prevent data-packing.  But the addit ional  effort for the use 
of PVM on the Paragon,  compared with MPI ,  does not support  this approach any longer. 
Besides the load-balance restr ict ion from the implemented omain decomposit ion method,  the 
I /O  performance turns out to be a bott leneck, too. Wi th  minimized I /O  during the execution, 
and consequently without control of the computat ion,  a further improvement of the overall perfor- 
mance could be possible. But  this procedure is only useful for s imulations ensuring a predictable  
numerical  behavior of the appl icat ion. 
The compar ison of the execution t imes for a coarse and a fine grid i l lustrates a reduced but  
acceptable scalabi l i ty of the paral lel  appl ication. 
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