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Résumé en français
1 Introduction générale
1.1 Des modèles galactiques aux équations de Vlasov
En 1991, Jostein Gaarder a écrit dans "Le Monde de Sophie" :
"L’univers est une énigme bouleversante : dès que je m’interroge à son sujet, je
me sens plus vivant. Peu importe que nous ne puissions pas répondre à toutes
les questions : d’y méditer, cela suffit."
En suivant son conseil, je vous propose de nous questionner sur l’univers, et plus particu-
lièrement sur ces lieux de l’univers où se regroupent des milliards d’étoiles, les galaxies.
Une première lecture du dictionnaire nous apprend :
"Galaxie : Vaste ensemble d’étoiles et de matière interstellaire dont la cohésion
est assurée par la gravitation."
Comprendre les galaxies passe donc par la compréhension de la gravitation. Cette force
permet à un nombre incalculable d’étoiles de se regrouper dans un endroit conﬁné de
l’univers sans pour autant s’agglomérer en un unique astre géant. Cependant ce n’est pas
toujours le cas, seules certaines conﬁgurations de galaxies permettent à celles-ci de perdurer
sans se rétracter en un trou noir. Depuis 1936, grâce à leurs observations, les astrophysiciens
répertorient ces formes particulières en diﬀérentes classes : galaxies elliptiques, en spirale,
en spirale barrée...
Nous pouvons, comme dirait Jostein Gaarder, nous interroger sur ce sujet : Pourquoi
ces conﬁgurations sont-elles stables ? Existe-t-il d’autres conﬁgurations qui n’ont jamais
été observées ? Plus généralement, pouvons-nous prévoir l’évolution globale d’une galaxie
et ainsi trouver celles qui seront stables ?
Aujourd’hui nous sommes encore loin de comprendre complètement la dynamique des
galaxies et donc de répondre à toutes ces questions. Pour tenter de mesurer la distance
qui nous sépare de leurs réponses, modélisons ce qu’est une galaxie. Une galaxie peut être
considérée comme un système fermé composé de plusieurs centaines de milliards d’étoiles
en intéractions gravitationnelles les unes avec les autres. En eﬀet à cette échelle on peut
négliger les astres de faible masse tels que les planètes ainsi que les forces non gravitation-
nelles. Dans un cadre simple non relativiste, notre problème s’apparente donc au problème
à N corps de Newton où le nombre N d’étoiles est très grand. Quand on sait que le problème
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à 3 corps n’est toujours pas résolu, on comprend alors qu’étudier l’évolution d’une galaxie
est très délicat.
Face à ces difficultés, Andrey Vlasov proposa dans les années 30 d’adapter aux systèmes
gravitationnels l’approche statistique de Boltzmann jusque-là uniquement réservée aux gaz
collisionnels. En négligeant les collisions entre étoiles qui sont assez rares il développa une
méthode, dites de champ moyen, pour passer à la limite lorsque N tend vers l’inﬁni. Ainsi il
passa d’un système discret composé d’une multitude d’équations différentielles liées entre
elles à un système continu composé d’une unique équation aux dérivées partielles non-
linéaire en les variables d’espace et de vitesse. Ce type d’équations cinétiques, appelées
équations de Vlasov, avait déjà été introduit auparavant par James Hopwood Jeans et
donne une bonne approximation de l’évolution d’une galaxie lorsque le nombre d’étoiles
est important. Ainsi on peut espérer mettre en évidence des conﬁgurations stables de
galaxie en s’intéressant aux états stables des équations de Vlasov.
1.2 Présentation des modèles étudiés
Introduisons maintenant différents modèles gravitationnels et les équations de Vlasov
correspondantes. La loi universelle de la gravitation par Isaac Newton pour laquelle le
potentiel gravitationnel est de la forme
U(x) = − δ
4pi|x|
est le plus ancien de ces modèles et conduit à l’équation dite de Vlasov-Poisson8<:
∂tf + v · rxf −rxφf · rvf = 0, (t, x, v) 2 R+ ⇥ R3 ⇥ R3,
f(t = 0, x, v) = f0(x, v) ≥ 0,
(1.1)
dans laquelle f = f(t, x, v) ≥ 0 est la fonction de distribution et φf le potentiel gravita-
tionnel associé. Ce potentiel satisfait alors
φf (t, x) = −
Z
R3
ρf (t, y)
4pi|x− y|dy, (1.2)
ρf étant la densité associée à la fonction de distribution f :
ρf (t, x) =
Z
R3
f(t, x, v)dv.
Le potentiel φf est appelé potentiel de Poisson car il satisfait l’équation de Poisson
4φf = ρf .
Le système de Vlasov-Poisson est sans nul doute le plus étudié des systèmes cinétiques
gravitationnels même si son utilisation connaît certaines limites. En effet à la ﬁn du 19ème
siècle le modèle newtonien fut remis en question puisqu’il ne permettait pas d’expliquer
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l’avancée du périhélie de Mercure. Deux nouvelles théories permirent alors d’expliquer ce
phénomène. Gregory Manev proposa dans les années 20 de considérer un potentiel de la
forme
U(x) = − δ
4pi|x| −
κ
2pi2|x|2 ,
en ajoutant un terme correctif au potentiel newtonien [48, 49, 50, 51]. Dans l’équation de
Vlasov-Manev correspondante seule l’expression du potentiel change par rapport à l’équa-
tion de Vlasov-Poisson : il devient
φf (t, x) = δφ
P
f + κφ
M
f , (1.3)
où φPf and φ
M
f sont respectivement le potentiel de Poisson et le potentiel de Manev de f
donné par :
φPf (t, x) = −
Z
R3
ρf (t, y)
4pi|x− y|dy, φ
M
f (t, x) = −
Z
R3
ρf (t, y)
2pi2|x− y|2dy, (1.4)
A l’époque ce modèle fut très peu étudié et très vite oublié à la faveur de la théorie rela-
tiviste développée par Albert Einstein dès le début du 20ème siècle. Celui-ci tout d’abord
proposa la théorie de la relativité restreinte stipulant en particulier qu’aucun n’objet ne
peut dépasser la vitesse de la lumière c. Ce modèle est lié à l’équation de Vlasov-Poisson
relativiste :
∂tf +
vp
1 + |v|2/c2 · rxf −rxφf · rvf = 0, (1.5)
pour laquelle le potentiel φf est le potentiel de Poisson (1.2). Plus tard, Einstein développa
d’avantage sa théorie pour aboutir à la théorie de la relativité générale. Ce modèle basé sur
l’idée de déformation de l’espace-temps par la masse est considéré comme le plus complet
pour l’étude des phénomènes stellaires. Nous n’étudierons pas ici l’équation de Vlasov-
Einstein correspondante du fait de sa complexité : cela reste cependant un but à plus long
terme.
Pendant près d’un siècle, les recherches liées à la gravitation s’appuyèrent uniquement
sur le cadre newtonien et sur le cadre relativiste. Le potentiel de Manev pour sa part ne
reﬁt son apparition que dans les années 90 : les difficultés rencontrées dans l’étude d’un
problème relativiste à N corps poussèrent Diacu, Mingarelli, Mioc et Stoica à de nouveau
l’utiliser [18]. L’équation de Vlasov-Manev correspondante fut par la suite introduite et
étudiée par Bobylev, Dukes, Illner et Victory [13, 14]. Cependant, aujourd’hui encore, ce
modèle reste très méconnu et peu d’articles y réfèrent.
Les équations cinétiques de Vlasov-Poisson classique, Vlasov-Poisson relativiste et Vlasov-
Manev seront au coeur de notre étude. En particulier, nous nous intéresserons à leurs états
stationnaires et à leur stabilité en un sens que l’on précisera. Avant de mettre en valeur
notre travail, nous allons évoquer les différentes propriétés et résultats connus relatifs à ces
équations.
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1.3 Propriétés conservatives des équations de Vlasov
Les équations de Vlasov respectent certaines propriétés conservatives communes. En
particulier sont conservées ce qu’on appelle les fonctions de Casimir : toute fonction de
distribution f assez régulière vériﬁant une équation de Vlasov sur un intervalle de temps
[0, T ], avec f(t = 0) = f0, satisfait
8t 2 [0, T ],
Z
R6
β(f(t, x, v))dxdv =
Z
R6
β(f0(x, v))dxdv (1.6)
pour toute fonction β 2 C1(R+,R+) vériﬁant β(0) = 0. En particulier, les normes kf(t)kLp(R6)
sont conservées. De manière équivalente la fonction de distribution de f est conservée au
cours du temps :
8t 2 [0, T ], µf(t) = µf0 , (1.7)
où la fonction de distribution µf est déﬁnie à partir de la mesure de Lebesgue sur R
6 par
8s ≥ 0, µf (s) = meas{(x, v) 2 R6, f(x, v) > s}. (1.8)
On appellera également cette propriété, équimesurabilité de f au cours du temps.
En accord avec les principes fondamentaux de la physique, l’énergie totale du système
est aussi conservée pour des solutions assez régulières. Mathématiquement ceci correspond
à la conservation du Hamiltonien au cours du temps :
8t 2 [0, T ], H(f(t)) = H(f0).
Cet Hamiltonien est de la forme générale :
H(f) = Ekin(f)− Epot(f), (1.9)
où Ekin(f) et Epot(f) représentent respectivement l’énergie potentielle et l’énergie cinétique
associées à la fonction de distribution f . L’énergie cinétique est déﬁnie par
Ekin(f) =
Z
R6
|v|2f(x, v)dxdv ou Ekin(f) =
Z
R6
2c2
 r
1 +
|v|2
c2
− 1
!
f(x, v)dxdv,
la première expression correspondant aux cas non relativistes (Vlasov-Poisson et Vlasov-
Manev) et la seconde au système de Vlasov-Poisson relativiste. L’énergie potentielle pour
sa part s’écrit de manière unique
Epot(f) = −
Z
R3
φf (x)ρf (x)dx,
même si, on le rappelle, l’expression du potentiel φf dépend du modèle considéré.
Ces deux invariants sont la base des travaux menés sur les équations de Vlasov. En
eﬀet, en se placant dans un espace de fonctions adéquat et sous certaines hypothèses, ils
ont pour principale conséquence le contrôle de toutes les quantités introduites jusqu’ici et
8
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en particulier de l’énergie cinétique. Par exemple, dans le cas du système de Vlasov-Poisson,
pour tout p > 9/7, on a l’inégalité d’interpolation
0  Epot(f)  CEkin(f)
1
2 kfk
7p−9
6(p−1)
L1
kfk
p
3(p−1)
Lp , (1.10)
qui implique
H(f) ≥ Ekin(f)− CEkin(f)
1
2 kfk
7p−9
6(p−1)
L1
kfk
p
3(p−1)
Lp .
Ainsi pour une solution de cette équation, le Hamiltonien et les normes Lp(R6) étant
conservés, l’énergie cinétique est bornée. Nous verrons que ce raisonnement s’applique
aussi dans le cas relativiste et dans le cas de Vlasov-Manev mais demande ce qu’on appelle
une condition sous-critique.
Ce contrôle est une clé de la théorie de Cauchy développée jusqu’à maintenant mais
aussi une clé de la démonstration de la stabilité d’états stationnaires par méthodes varia-
tionnelles. Concernant la théorie de Cauchy, l’importance de ce contrôle ne sera évoquée
que brièvement dans la partie suivante tandis que son lien avec la stabilité sera largement
développé tout au long des chapitres.
1.4 La théorie de Cauchy
Faisons tout d’abord un point sur l’avancée de la théorie de Cauchy pour l’équation de
Vlasov-Poisson. Cette question a fait l’objet de nombreuses études depuis les années 70.
Arsen’ev [5] et Illner et Neunzert [36] furent les premiers à obtenir des résulats d’existence
de solutions faibles. Dans les années 80, Horst et Hunze [35], ainsi que Diperna et Lions
[19, 20] développèrent la théorie de Cauchy dans ce cadre de solutions faibles. Au même
moment, Bardos et Degond [6] donnèrent le premier résultat d’existence dans un cadre ré-
gulier. De nombreux travaux concernant des solutions régulières s’en suivirent, notamment
ceux de Lions et Perthame [47], de Pfaﬀelmoser [55] et de Schaeﬀer [58]. Ainsi, aujourd’hui,
l’équation de Vlasov-Poisson est l’une des rares équations non-linéaires de cette famille pour
laquelle ont été démontrées l’existence et l’unicité de solutions dans un cas régulier. En
eﬀet, la régularité du champ de force rφf permettant de déﬁnir les caractéristiques a été
obtenue par le contrôle des moments en vitesse découlant des propriétés conservatives du
système.
Dans un cadre faible, les résultats obtenus ne sont pas aussi poussés. Comme le déve-
loppent Bouchut, Golse et Pulvirenti [15], on peut construire des solutions faibles dans des
espaces du type
Ep = {f ≥ 0 telle que kfkL1 + kfkLp + Ekin(f) < +1}
où p est une constante assez grande permettant, comme on l’a évoqué précédement, de
contrôler l’énergie potentielle et l’énergie cinétique du système. Cependant l’unicité de telles
solutions reste une question ouverte. Ces solutions sont renormalisées au sens de Diperna
et Lions [19, 20] : en particulier bien qu’elles respectent la conservation des fonctions de
Casimir (1.6) et donc l’équimesurabilité au cours du temps, on perd la conservation du
Hamiltonien : la solution renormalisée vériﬁe seulement
8t 2 [0, T ], H(f(t))  H(f0).
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L’existence de solutions faibles dans de tels espaces est connue et se généralise au système
de Vlasov-Poisson relativiste et au système de Vlasov-Manev. Par contre, en ce qui concerne
les solutions régulières pour le système de Vlasov-Poisson relativiste, à notre connaissance,
seuls des résultats dans le cas radial sont connus (voir [23] et [37]). En particulier, comme
dans le cas non relativiste, Glassey et Schaeﬀer montrent qu’une explosion en temps ﬁni
correspond à une explosion de l’énergie cinétique du système. Enﬁn le seul résultat que
nous connaissons relatif à l’équation de Vlasov-Manev est l’étude réalisée par Bobylev,
Dukes, Illner et Victory qui montre l’existence locale et l’unicité d’une solution pour un
état initial assez régulier [14].
Bien que nous étudions ici uniquement des problèmes posés dans tout l’espace physique,
le système de Vlasov-Poisson a aussi été étudié dans des domaines bornés (dans le cas des
plasmas). La donnée au bord pouvant générer des discontinuités, le cadre des solutions
faibles est naturel pour ce type de problèmes, voir par exemple les travaux de Ben Abdallah
[8], Alexandre [1], Mischler [53], Guo [26] ou Bostan [10, 11].
Dans la suite de ce rapport, la stabilité des états stationnaires se fera dans des espaces
de type Ep et pour des solutions renormalisées au sens de Diperna et Lions, qui sont en
adéquation avec l’approche variationnelle utilisée.
1.5 Stabilité des solutions stationnaires
Nos équations de Vlasov admettent a priori une inﬁnité de solutions stationnaires
qu’on ne sait exhiber entièrement. Cependant, une classe particulière d’états stationnaires
apparaît naturellement lorsqu’on étudie le cadre simpliﬁé, dit à symétrie sphérique ou
radiale, c’est-à-dire pour les solutions fonctions de |x|, |v| et x · v. Dans ce cas, Batt
Faltenbacker et Horst [7] ont montré que les solutions stationnaires s’écrivent sous la forme
Q(x, v) = F (eQ(x, v), |x ^ v|) , (1.11)
où eQ(x, v) est l’énergie microscopique du système déﬁnie par
eQ(x, v) =
|v|2
2
+ φQ(x),
dans le cas non relativiste et par
eQ(x, v) = c
2
 r
1 +
|v|2
c2
− 1
!
+ φQ(x),
pour l’équation de Vlasov-Poisson relativiste. Les diﬀérents travaux sur la stabilité menés
jusqu’à aujourd’hui considèrent des états stationnaires de ce type. Nous nous limiterons ici
à l’étude de solutions stationnaires du type
Q = F (eQ(x, y)) . (1.12)
Les physiciens s’intéressent tout particulièrement au cas décroissant F 0 < 0 régulièrement
rencontré lorsqu’on considère des minima d’énergies.
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Le premier résultat de stabilité pour l’équation de Vlasov-Poisson a été donné par
Antonov [3, 4] suivi par Doremus, Baumann et Feix [22]. Cependant la stabilité d’états
stationnaires fonctions de leur énergie microscopique y fut démontrée uniquement dans un
cadre linéarisé, qui ne permet pas de conclure a priori sur la stabilité non-linéaire. Cette
question bien plus complexe attira alors l’attention de nombreux chercheurs. Les précur-
seurs Wolansky, Guo et Rein [61, 24, 25, 28, 29] puis, plus récemment Dolbeault, Sanchez
Soler [21, 57, 59] et Lemou, Méhats et Raphaël [38, 40], développèrent des méthodes varia-
tionnelles dans le but de construire et montrer la stabilité non-linéaire d’états stationnaires
dans des espaces du type
Ep = {f ≥ 0 tel que kfkL1 + kfkLp + Ekin(f) < +1}.
La technique générale alors employée comporte 3 étapes :
Première étape : Obtenir un état stationnaire comme solution d’un problème de minimi-
sation sous contraintes, pour lequel la fonctionnelle à minimiser est le Hamiltonien et les
contraintes doivent être conservées par le ﬂot. En pratique, les contraintes sont générale-
ment des fonctions de Casimir telles que les normes Lp.
Deuxième étape : Montrer la compacité des suites minimisantes pour ce problème varia-
tionnel : ce second point est souvent basé sur le Lemme de concentration-compacité de
Lions [45, 46] permettant d’obtenir la compacité en espace. La compacité en vitesse se
déduit alors d’un contrôle de l’énergie cinétique. Dans le cas sphérique, l’utilisation de ce
lemme est inadéquate, la compacité étant assez directe.
Troisième étape : Isoler cet état stationnaire des autres minimiseurs du problème. De
préférence, il est bon de montrer l’unicité du minimiseur mais celle-ci n’est pas toujours
vériﬁée. Par exemple dans le cas Vlasov-Poisson, il est possible à partir de l’équation de
Poisson de se ramener à une EDO pour laquelle les contraintes du problème variationnel
impliquent l’unicité de la solution. Dès que le modèle se complique, cette séparation des
minimiseurs devient très délicate.
Formellement, d’après la première étape, si un état initial f0 est assez proche de la
solution stationnaire Q, la fonctionnelle et les contraintes évaluées en f(t), solution de
l’équation de Vlasov, restent assez proches de celles évaluées en Q. Par l’étape deux, on en
déduit que f(t) est proche d’un minimiseur du problème variationnel et on conclut par la
séparation des minimiseurs. En pratique, on démontre souvent ce résultat séquentiellement
en utilisant un raisonnement par l’absurde.
Cette méthode a déjà été appliquée avec succès pour l’équation de Vlasov-Poisson
dans le cas classique (newtonien) et dans le cas relativiste. Dans ces deux cas, la stabilité
non-linéaire de solutions stationnaires obtenues comme minimiseurs du Hamiltonien avec
contraintes a été démontrée. Cependant, ces minimiseurs ne représentent qu’une faible
classe de solutions stationnaires parmi toutes les fonctions de leur énergie microscopique.
En particulier, la première classe de fonctions non obtenues par minimisation, dont on
démontra la stabilité non-linéaire, fut la classe correspondant au modèle de King
F (e) = (exp(e0 − e)− 1)+
où e représente l’énergie microscopique. Cette stabilité fut prouvée par Guo, Rein et Lin
dans le cadre de perturbations à symétrie sphérique (ou radiales) pour le système de Vlasov-
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Poisson [30, 27]. Pour le système de Vlasov-Poisson relativiste, la stabilité non-linéaire dans
le cadre radial fut démontrée par Hadz˜ic et Rein [31]. Ces chercheurs ont dû pour cela
adapter la méthode suivante : en premier lieu, obtenir l’état stationnaire considéré comme
minimiseur local d’un Hamiltonien modiﬁé par des fonctions de Casimir, puis montrer la
coercivité locale de cette énergie généralisée autour de cet état pour aboutir à la stabilité
non-linéaire.
Beaucoup plus récemment, Lemou, Méhats et Raphaël obtinrent un résultat plus large :
la stabilité non-linéaire pour toutes les fonctions décroissantes de leur énergie microscopique
[42] : ils utilisèrent pour cela des méthodes résolument nouvelles qui seront développées
chapitre 3.
Dans les parties qui suivent nous faisons une introduction aux diﬀérents résultats ob-
tenus tout au long de cette thèse. Les trois premiers chapitres nous projettent progressi-
vement vers l’utilisation de nouvelles méthodes qui sont amenées à être généralisées pour
des systèmes plus complexes. Ces méthodes sont basées sur l’utilisation omniprésente de
l’équimesurabilité pour palier les difficultés pouvant apparaître du fait, par exemple, d’un
potentiel trop complexe (comme celui de Vlasov-Manev) ou d’un terme relativiste.
Ainsi, dans le chapitre 1, ces méthodes permettent la construction d’états stationnaires
stables pour le système de Vlasov-Manev. Dans le chapitre 2, nous introduisons de nou-
veaux réarrangements dans le but de résoudre un problème de minimisation avec comme
contrainte un espace de fonctions équimesurables : on construit ainsi une famille de solu-
tions auto-similaires explosant en temps ﬁni dans un cas particulier appelé Pur Manev (le
potentiel étant restreint au potentiel ajouté par Manev). Et ﬁnalement, le chapitre 3 sera
consacré à l’équation de Vlasov-Poisson relativiste et, plus particulièrement, nous démon-
trerons la stabilité non-linéaire de toutes solutions stationnaires fonctions décroissantes de
leur énergie microscopique. L’utilisation des réarrangements introduits chapitre 3 y sera
encore plus poussée.
L’étude proposée dans le chapitre 4 est un peu différente. On y propose des schémas
numériques conservatifs adaptés à l’équation de Vlasov-Poisson à symétrie sphérique. Le
but à plus long terme de cette étude serait d’explorer numériquement si l’amortissement
Landau a lieu autour de solutions stationnaires, fonctions de leur énergie microscopique.
Ce phénomène se traduit par une stabilité asymptotique avec décroissance exponentielle de
certaines quantités moyennes. Notons que Mouhot et Villani [54] ont démontré ce résultat
extrêmement compliqué dans le cadre de l’équation de Vlasov-Poisson pour un espace
périodique et autour d’un proﬁl homogène en espace.
Dans les parties qui suivent, nous introduisons chacun de ces chapitres en mettant
en évidence les résultats démontrés et en soulignant les méthodes utilisées ainsi que les
difficultés rencontrées.
2 Etats stationnaires stables pour le système de Vlasov-Manev
Le but du chapitre 1 ici introduit sera de construire des états stationnaires pour le
système de Vlasov-Manev et d’étudier leur stabilité. Cette étude a fait l’objet d’un ar-
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ticle à paraître dans le journal SIMA, SIAM Journal on Mathematical Analysis. L’un des
apports principaux de cette étude est d’obtenir l’unicité des minimiseurs sous contraintes
d’équimesurabilité.
Rappelons que pour ce système l’évolution de la fonction de distribution f est régie
par l’équation non relativiste
∂tf + v · rxf −rxφf · rvf = 0, (2.1)
et le potentiel gravitationnel φf est déﬁni par
φf (t, x) = δφ
P
f + κφ
M
f , (2.2)
où φPf and φ
M
f sont respectivement le potentiel de Poisson et le potentiel de Manev de f
donnés par :
φPf (t, x) = −
Z
R3
ρf (t, y)
4pi|x− y|dy, φ
M
f (t, x) = −
Z
R3
ρf (t, y)
2pi2|x− y|2dy, (2.3)
ρf étant la densité associée à la fonction de distribution f :
ρf (t, x) =
Z
R3
f(t, x, v)dv.
L’étude de ce système fera apparaître deux cas distincts : le cas δ = 0, κ = 1 désigné comme
le cas pur Manev et le cas δ > 0, κ ≥ 0 désigné comme le cas Poisson-Manev. Ce dernier
cas inclut le cas newtonien δ = 1, κ = 0. Notons que, par souci de simpliﬁcation, le cas
δ = 0, κ 6= 0 n’a pas été évoqué car il est similaire au cas δ = 0, κ = 1. D’ailleurs, le cas pur
Manev n’a a priori pas de sens gravitationnel. Cependant, son étude est intéressante car
il coïncide avec d’autres modèles physiques comme le détaillent Bobylev, Dukes, Illner et
Victory dans [13] partie 4 Various problems associated with the pure stellar dynamic Manev
equation. Enﬁn, remarquons que, lorsque δ ! 1 et κ ! 0 dans le cas Poisson-Manev, on
retrouvera les résultats démontrés dans [38, 40].
Dans les deux cas, le Hamiltonien s’écrit
H(f(t)) =
∥∥|v|2f(t)∥∥
L1
− Epot(f(t)), (2.4)
où l’énergie potentielle
Epot(f(t)) = −
Z
R3
φf (t, x)ρf (t, x)dx = δE
P
pot(f(t)) + κE
M
pot(f(t))
se décompose en deux termes correspondant respectivement au potentiel de Poisson et au
potentiel de Manev :
EPpot(f(t)) = −
Z
R3
φPf (t, x)ρf (t, x)dx and E
M
pot(f(t)) = −
Z
R3
φMf (t, x)ρf (t, x)dx.
Ces termes sont contrôlés grâce aux inégalités classiques d’interpolation :
0  EPpot(f)  C1
∥∥|v|2f∥∥ 12
L1
kfk
7p−9
6(p−1)
L1
kfk
p
3(p−1)
Lp , (2.5)
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0  EMpot(f)  C2
∥∥|v|2f∥∥
L1
kfk
p−3
3(p−1)
L1
kfk
2p
3(p−1)
Lp , (2.6)
pour tout p ≥ 3. Remarquons que l’inégalité (2.5) reste exacte pour p > 9/7. De plus, nous
rappelons que le Hamiltonien et les fonctions de Casimir sont préservés.
Ces propriétés nous permettent de déﬁnir un espace de fonctions adéquat pour obtenir
des états stationnaires. Nous considérons une fonction j : R+ ! R+ satisfaisant les hypo-
thèses suivantes :
(H1) j est une fonction C2, avec j(0) = j0(0) = 0 et telle que j00(t) > 0 pour t > 0.
(H2) Il existe p, q > 3 tels que
p  tj
0(t)
j(t)
 q, 8t > 0. (2.7)
Notons que l’hypothèse (H2) est équivalente à la condition de non-dichotomie :
bpj(t)  j(bt)  bqj(t), 8b ≥ 1, t ≥ 0. (2.8)
Pour une fonction j satisfaisant (H1) and (H2), on déﬁnit l’espace d’énergie correspondant
Ej = {f ≥ 0 tel que kfkEj := kfkL1 + kf + j(f)kL1 +
∥∥|v|2f∥∥
L1
< +1} (2.9)
Dans cet espace, le lien entre le Hamiltonien et l’énergie cinétique s’écrit alors
H(f) ≥ Ekin(f)
✓
1− κC2 kfk
p−3
3(p−1)
L1
kf + j(f)k
2
3(p−1)
L1
◆
−δC1Ekin(f)
1
2 kfk
7p−9
6(p−1)
L1
kj(f)k
1
3(p−1)
L1
.
(2.10)
A ce niveau de l’étude on peut déjà se douter des principales difficultés que nous ren-
contrerons en appliquant l’approche variationnelle standard au système de Vlasov-Manev.
Habituellement, cette approche permet de construire des états stationnaires en minimisant
le Hamiltonien en prenant des normes Lp comme contraintes. Ici il peut ne pas exister de
bornes inférieures au Hamiltonien et donc pas de fonctions minimisant ce problème varia-
tionnnel. Discutons de cette difficulté plus précisément en considérant les deux cas : pur
Manev et Poisson-Manev.
La stabilité pour le cas pur Manev (δ = 0, κ = 1) est impossible comme cela a déjà été
mis en évidence dans [13]. On peut en effet construire des solutions explosant en temps ﬁni
dont l’état initial est proche d’une solution stationnnaire. En fait, la structure de l’équation
de Vlasov-Manev dans le cas pur peut être comparée en un certain sens avec celle de
l’équation de Vlasov-Poisson en dimension 4 (voir [38]). De manière similaire, en suivant
la méthode utilisée pour l’équation non-linéaire de Schrödinger [60], la minimisation de la
constante dans l’inégalité d’interpolation (2.6) permet de construire des états stationnaires.
Dans le cas Poisson-Manev (δ > 0,κ > 0) le potentiel est constitué de deux termes
inhomogènes ce qui explique la difficulté rencontrée. On parle de rupture d’homogénéité.
Ce phénomène est similaire à celui rencontré dans le cadre de l’équation de Vlasov-Poisson
relativiste même si dans ce dernier cas la rupture d’homogénéité provient de l’énergie ciné-
tique. Comme dans ce cas relativiste [40], nous pouvons toujours considérer la minimisation
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du Hamiltonien en se restreignant cependant à une condition sous-critique du type
κC2 kfk
p−3
3(p−1)
L1
kf + j(f)k
2
3(p−1)
L1
< 1.
En eﬀet, sous cette condition, l’inégalité (2.10) permet d’obtenir une borne inférieure pour
le Hamiltonien et de borner l’énergie cinétique. Notons qu’une telle condition sous-critique
avait déjà été introduite dans [37] pour l’équation de Vlasov-Poisson relativiste. Pour la
construction des états stationnaires nous procéderons donc dans les deux cas par une
approche similaire à [40] et [38]. Avant d’énoncer le résultat ainsi obtenu, on déﬁnit à
partir de l’inégalité d’interpolation (2.6) la constante :
KMj = inf
f2Ej\{0}
KMj (f) avec K
M
j (f) =
∥∥|v|2f∥∥
L1
kfk
p−3
3(p−1)
L1
kf + j(f)k
2
3(p−1)
L1
EMpot(f)
. (2.11)
Notons que cette constante est strictement positive puisque d’après (2.8) on a t+j(t) ≥ Ctp
pour tout t ≥ 0.
Théorème 2.1 (Existence d’états stationnaires). Soit j une fonction satisfaisant (H1) et
(H2).
(i) Cas Poisson-Manev (δ > 0). Soit M1 > 0, Mj > 0 tels que
κM
p−3
3(p−1)
1 (M1 +Mj)
2
3(p−1) < KMj , (2.12)
où la constante KMj est définie par (2.11), et soit
F(M1,Mj) = {f 2 Ej , kfkL1 = M1, kj(f)kL1 = Mj}.
Alors il existe un état stationnaire de (2.1) qui minimise le problème variationnel
I(M1,Mj) = inf
f2F(M1,Mj)
H(f), (2.13)
où H est le Hamiltonien défini par (2.4).
(ii) Cas pur Manev (δ = 0, κ = 1). Pour tout M1,Mj > 0, le problème variationnel suivant
J(M1,Mj) = inf
f2F(M1,Mj)
K(f), avec K(f) :=
∥∥|v|2f∥∥
L1
EMpot(f)
(2.14)
admet un minimiseur. De plus, pour tout M1 > 0, il existe un unique Mj > 0 tel que
J(M1,Mj) = 1 et les minimiseurs de (2.14) sont solutions stationnaires de (2.1) si et
seulement si J(M1,Mj) = 1.
(iii) Dans les deux cas (δ ≥ 0), chaque état stationnaire Q obtenu par minimisation de
(2.13) ou (2.14) est continu à support compact et prend la forme
Q(x, v) = (j0)−1
 |v|2
2 + φQ(x)− λ
µ
!
+
(2.15)
où les constantes λ et µ sont strictement négatives. De plus, φQ(x) est radiale (à une
translation près), est croissante et appartient à C1,↵ pour tout α 2 (0, 1). Dans (2.15), on
utilise la notation a+ = max(a, 0).
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Notons que, dans le cas δ = 1 et κ = 0, la condition (2.12) est toujours vériﬁée. Ce cas
correspond au système de Vlasov-Poisson pour lequel ce résultat est déjà connu (voir [38]).
Grandes lignes de la démonstration : (i) et (ii) : De manière très classique en appliquant
les réarrangements de Schwarz et certains redimensionnements (rescaling), on se ramène à
une suite minimisante de fonctions, qui sont radiales en la variable d’espace x et qui sont
uniformément bornées dans Ej . Cette suite converge donc faiblement vers une fonction f
de Ej .
Le caractère radial permet d’obtenir la convergence forte de l’énergie potentielle. Donc,
par passage à la limite, on perd de l’énergie totale (H(f) ou K(f) selon le cas). Or, par
le Lemme de Fatou, on perd aussi de la masse et de l’entropie. Par un simple rescaling on
montre que cela n’est possible qu’en cas d’égalité. Ainsi f minimise le problème variationnel
considéré.
(iii) : On emploie une technique identique à celle développée dans [38, 40] en diﬀéren-
tiant les fonctionnelles f 7! H(f) et f 7! K(f) de manière astucieuse pour rester dans
F(M1,Mj). Notons que l’utilisation des techniques de rescaling et du théorème des fonc-
tions implicites est nécessaire. On obtient ainsi l’équation d’Euler-Lagrange (2.15) satisfaite
par Q.
La régularité C1,↵ provient d’un raisonnement par récurrence. Par l’inégalité d’Hardy-
Littlewood-Sobolev, la régularité de ρQ implique une régularité pour φQ. De plus, cette
dernière implique elle-même une régularité sur ρQ puisque Q vériﬁe l’équation d’Euler-
Lagrange (2.15). En bouclant ces deux propriétés, on déduit que ρQ 2 Lr(R3) avec r > 3.
Grâce aux injections de Sobolev appliquées à
4φPf = ρf and (−4)1/2 φMf = −ρf ,
on montre la rg´ularité C0,↵ du potentiel puis la régularité C1,↵ en utilisant une dernière fois
l’équation d’Euler-Lagrange et les injections de Sobolev.
Maintenant, comme φQ, par déﬁnition, tend vers 0 à l’inﬁni, l’équation d’Euler-Lagrange
implique que Q est à support compact. Ensuite, de manière très classique, en utilisant les
réarrangements de Schwarz appliqués à la variable x, on montre que tout minimiseur est
radial en espace à une translation près. Et enﬁn, le fait que ρQ soit radial nous apporte,
après calcul, la croissance du potentiel φQ ce qui conclut la preuve du théorème 2.1.
En conclusion, ce théorème d’existence s’obtient de manière classique en adaptant des
papiers sur les systèmes de Vlasov-Poisson non relativiste en dimension 4 et relativiste en
dimension 3 [38, 40]. Nous nous intéressons maintenant à la stabilité de ces états station-
naires. Comme on l’a précédement annoncé, cette stabilité repose généralement sur deux
résultats : la séparation des minimiseurs et la compacité des suites minimisantes. Dans le
cas de Vlasov-Poisson [40], l’unicité du minimiseur est obtenue en combinant l’équation de
Poisson satisfaite par le potentiel
4φQ = ρQ
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et l’équation d’Euler-Lagrange (2.15). En eﬀet, on obtient dans le cas radial une équation
diﬀérentielle ordinaire du type
1
r
d
dr
(
rφ0Q(r)
)
= (1− φQ(r))
3
2
+ 1
p−1
+ ,
qui, couplée avec la convergence vers 0 du potentiel à l’inﬁni, permet de conclure à l’unicité.
Dans le cas présent, le potentiel ne satisfait plus l’équation de Poisson. Il se décompose
en deux potentiels, φQ = δφ
P
Q + κφ
M
Q , qui satisfont
4φPQ = ρQ and (−4)1/2 φMQ = −ρQ. (2.16)
Ainsi utiliser la méthode de [40] semble complètement hors de portée. Pour contourner
cette difficulté nous présentons une nouvelle méthode qui permet de démontrer l’unicité
du minimiseur sous une contrainte d’équimesurabilité. L’utilisation de cette contrainte
inﬁnie permet de complètement éviter l’utilisation de l’équation (2.16).
Lemme 2.1 (Unicité des minimiseurs sous contrainte d’équimesurabilité). Soit F 2 C0(R,R+),
une fonction strictement décroissante sur R−, telle que F (R−) = R+ et F (R+) = {0}. On
définit
Q0(x, v) = F
✓ |v|2
2
+ ψ0(x)
◆
, Q1(x, v) = F
✓ |v|2
2
+ ψ1(x)
◆
sur R3 ⇥ R3 où ψ0 et ψ1 sont deux potentiels croissants continus et à symétrie radiale
tels que les ensembles {x 2 R3, ψ0(x) < 0} et {x 2 R3, ψ1(x) < 0} sont bornés. Si
l’équimesurabilité de Q0 et Q1 pour la mesure de Lebesgue dans R
6 est vérifiée, i.e.
8t > 0, meas{(x, v) 2 R6, Q0(x, v) > t} = meas{(x, v) 2 R6, Q1(x, v) > t}, (2.17)
alors on a l’égalité Q0 = Q1. En particulier :
(i) Cas Poisson-Manev (δ 6= 0) : deux états stationnaires équimesurables de (2.1) qui
minimisent (2.13) sous la condition sous-critique (2.12) sont égaux à une translation en
espace près.
(ii) Cas pur Manev (δ = 0, κ = 1) : deux états stationnaires équimesurables de (2.1) qui
minimisent (2.14) et qui ont la même énergie cinétique sont égaux à une translation en
espace près.
Une démonstration rapide : En utilisant des changements de variables bien posés, on a
pour i 2 {0, 1} et pour tout τ < 0,
a i(τ) := meas
⇢
(x, v) 2 R6, |v|
2
2
+ ψi(x) < τ
}
= 4pi
p
2
Z ⌧
−1
µ i(w)
p
τ − w dw,
où µ i(λ) = meas
{
x 2 R3, ψi(x) < λ
 
. Or, l’équimesurabilité de Q0 et Q1 et les hypo-
thèses sur F impliquent
8τ < 0, a 0(τ) = a 1(τ).
On obtient ainsi l’égalité ψ0 = ψ1 et donc Q0 = Q1. Les unicités des minimiseurs découlent
de cette égalité en utilisant des changements de variables appropriés.
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Notons que malgré la relative rapidité de sa démonstration, ce lemme est un résultat fort
dans le sens où il permet d’éviter toute étude d’équation diﬀérentielle qui peut se révéler
ardue. Sa démonstration ne dépend pas du tout de l’expression du potentiel considéré et
est donc très adaptable.
Passons maintenant à la stabilité non-linéaire. Le résultat désiré suivant s’obtient en
combinant l’unicité sous contrainte d’équimesurabilité et la compacité des suites minimi-
santes de (2.13) et (2.14).
Théorème 2.2 (Stabilité orbitale d’états stationnaires).
(i) Cas Poisson-Manev (δ > 0). Soit M1,Mj > 0 satisfaisant la condition sous-critique
(3.1.10). Alors tout état stationnaire Q de (2.1) qui minimise (2.13) est orbitalement stable
pour le flot (1.1.1). Plus précisément, pour " > 0, il existe δ(") > 0 satisfaisant la propriété
suivante. Soit f(t) une solution renormalisée de (2.1) sur un intervalle de temps [0, T ),
0 < T  +1, dont la condition initiale f0 vérifie kf0 − QkEj  δ("). Alors il existe
x(t) 2 R3 tel que, pour tout t 2 [0, T ), nous avons
kf(t, x+ x(t), v)−Qk
Ej
< ".
(ii) Cas pur Manev (δ = 0,  = 1). Soit Q un état stationnaire de (2.1) qui minimise
(1.1.14). Alors pour tout " > 0, il existe une constante δ(") > 0 telle que la propriété
suivante est vérifiée. Soit f(t) une solution renormalisée de (2.1) sur un intervalle de
temps [0, T ), 0 < T  +1, dont la condition initiale f0 satisfait :
(a) kf0 −QkL1  δ(") et kj(f0)kL1  kj(Q)kL1 + δ("),
(b) 8t 2 [0, T ), λ(t)2H(f(t)) < δ(") où λ(t) =
⇣ k|v|2QkL1
k|v|2f(t)kL1
⌘1/2
.
Alors il existe x(t) 2 R3 tel que, pour tout t 2 [0, T ), on a∥∥∥∥f ✓t,λ(t)(x+ x(t)), vλ(t)
◆
−Q
∥∥∥∥
Ej
< ".
Comme déjà évoqué auparavant, on ne peut pas espérer une stabilité au sens classique
dans le cas pur Manev : en eﬀet pour T > 0 et pour Q, état stationnaire de (2.1), la
fonction
QT (t, x, v) = Q
✓
Tx
T − t ,
T − t
T
v +
x
T
◆
,
est solution de (2.1) et explose en temps ﬁni T .
Pour démontrer le théorème 2.2, nous utilisons la méthode classique détaillée dans
l’introduction (voir [38, 40]). Le seul point restant à obtenir est la compacité des suites
minimisantes qui découle du lemme de concentration-compacité de Lions [45, 46].
Donnons de manière succinte les étapes de cette preuve. On considère tout d’abord
une suite minimisante (fn) de notre problème variationnel et on montre que sa densité
(⇢fn) vériﬁe les hypothèses du lemme de concentration-compacité à un redimensionnement
près. Notons que ce redimensionnement est primordial pour le cas pur Manev car il permet
d’obtenir une nouvelle suite dont l’énergie cinétique est bornée.
Pour déduire la compacité de la suite obtenue, renotée (⇢fn), il suffit donc de prouver sa
non-évanescence et sa non-dichotomie. La non-évanescence découle directement de la stricte
18
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positivité de l’énergie potentielle Epot(Q) > 0. De plus, l’étude par redimensionnement des
fonctions I et J , déﬁnies par (2.13) et (2.14), permet d’aboutir à une propriété de non-
dichotomie. On traduit cette propriété en terme d’énergie potentielle ce qui conduit à la
non-dichotomie de (⇢fn).
Ainsi, la compacité de (⇢fn) est donnée par le lemme de concentration-compacité. Com-
binée au contrôle de l’énergie cinétique, cette compacité nous conduit à celle de (fn) et la
compacité des suites minimisantes est démontrée.
3 Solutions auto-similaires explosives pour le système de Vlasov-
Manev pur
Le chapitre 2 que nous introduisons dans cette partie a fait l’objet avec le chapitre
précédent d’une publication commune. Il va de pair avec celui-ci : pour tout ce chapitre
nous nous plaçons dans le cas pur Manev du système de Vlasov-Manev :
@tf + v · rxf −rxφf · rvf = 0, (3.1)
où le potentiel vériﬁe
φf (t, x) = −
Z
R3
⇢f (t, y)
2⇡2|x− y|2dy.
Rappelons que dans ce cas nous pouvons construire des solutions stationnaires de (3.1) qui
minimisent le problème variationnel
J(M1,Mj) = inf
f2F(M1,Mj)
K(f), avec K(f) :=
∥∥|v|2f∥∥
L1
EMpot(f)
. (3.2)
Une telle solution Q est à support compact et vériﬁe alors
Q(x, v) = F
✓ |v|2
2
+ φQ(x)
◆
,
où d’une part F 2 C1(R,R+) est décroissante s’annulant sur [e,+1] pour un certain e < 0
et d’autre part φQ est radiale. Rappelons enﬁn que les solutions stationnaires minimisant
(3.2) sont uniques sous une contrainte d’équimesurabilité et pour une énergie cinétique
ﬁxée.
Forts des résultats démontrés dans le chapitre 1, nous pouvons construire des solutions
auto-similaires exactes explosives de (3.1) construites comme une famille continue autour
du proﬁl stationnaire Q. Nous avons le théorème suivant :
Théorème 3.1 (Solutions auto-similaires exactes dans le cas pur Manev). Soit Q un état
stationnaire de (3.1) qui minimise (3.2). Alors il existe une constante b⇤ > 0 telle que pour
tout b 2 [0, b⇤], il existe un profil stationnaire Qb 2 C0(R6) radial, à support compact, de la
forme
Qb(x, v) = Fb
✓ |v|2
2
+ bx · v + φQb(x)
◆
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sur son support, et tel que, pour tout T > 0, la fonction
f(t, x, v) = Qb
✓
x
λ(t)
,λ(t)v
◆
avec λ(t) =
p
2b(T − t) (3.3)
est une solution exacte auto-similaire et explosive du système (3.1) dans Ej. Pour un tel
profil, la fonction φQb appartient à C
1 et la fonction F est une fonction positive continue
sur R ; plus particulièrement elle est C1 sur ]−1, eb[ pour un certain eb < 0 et décroît vers
0 sur [eb,+1[. De plus, Qb converge vers Q0 = Q dans Ej pour b! 0.
Avant de détailler les grandes lignes de sa démonstration, commentons ce théorème.
Tout d’abord, rappelons qu’une fonction radiale est une fonction dépendant uniquement
des variables |x|, |v| et x·v. Ce théorème nous permet de distinguer trois proﬁls dynamiques
diﬀérents autour d’un état stationnaire Q minimisant (3.2) :
(i) Solutions sous-critiques. Pour une condition initiale f0 sous-critique, i.e.
J (kf0kL1 , kj(f0)kL1) > 1 = J (kQkL1 , kj(Q)kL1) ,
où J est déﬁnie par (3.2), l’énergie cinétique de la solution f(t) est controlée en tout temps
grâce à l’inégalité
H(f(t)) ≥ k|v|2fkL1
✓
1− 1
K(f(t))
◆
≥ k|v|2fkL1
✓
1− 1
J (kf0kL1 , kj(f0)kL1)
◆
.
(ii) Solutions pseudo-conformes explosives. La famille suivante est une famille de solution
explosant en temps ﬁni T (voir [13, 14]) :
f(t, x, v) = Q
✓
Tx
T − t ,
T − t
T
v +
x
T
◆
, T > 0.
Remarquons que l’énergie cinétique explose à une vitesse (T − t)−2.
(iii) Solutions auto-similaires explosives. Les solutions auto-similaires données par (3.3)
explosent en temps ﬁni et la vitesse d’explosion de l’énergie cinétique est (T − t)−1.
Stratégie de la preuve du théorème 3.1. Nous ferons le lien avec la méthode utilisée pour
obtenir un résultat similaire pour l’équation de Vlasov-Poisson [39]. La principale difficulté
de notre cas sera de minimiser un problème variationnel sous une contrainte d’équimesura-
bilité. Ceci provient directement de l’unicité du proﬁl stationnaire Q en tant que minimiseur
du problème variationnel (3.2).
(a) Introduction d’un nouveau problème de minimisation : Tout d’abord, on redéﬁnit notre
problème sous la forme d’un nouveau problème de minimisation. Dans ce but, notons que
la fonction
f(t, x, v) = Qb
✓
x
λ(t)
,λ(t)v
◆
avec λ(t) =
p
2b(T − t) (3.4)
est solution de l’équation (3.1) dans le cas pur Manev si le proﬁl Qb satisfait l’équation
v · rxQb −rxφQb · rvQb + b (x · rxQb − v · rvQb) = 0. (3.5)
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Les fonctions de l’énergie microscopique liée à cette équation, c’est-à-dire du type
g(x, v) = F
✓ |v|2
2
+ bx · v + φg(x)
◆
en sont solutions. Cependant de telles solutions pour b 6= 0 n’appartiennent pas à l’espace
d’énergie Ej . Pour palier cette difficulté, introduisons une fonction plateau χ déﬁnie sur
R
3 à valeur dans [0, 1] telle que
χ(x) = 1 pour |x| < rχ et χ(x) = 0 pour |x| > Rχ = 2rχ,
où la constante rχ sera déﬁnie plus tard. Alors notre but va être de trouver un proﬁl de la
forme
Qb(x, v) = F
✓ |v|2
2
+ bχ(x)x · v + φQb(x)
◆
, (3.6)
à support compact dans {|x| < rχ}. Cette fonction appartient bien à Ej et satisfait l’équa-
tion (3.5). Aﬁn de construire de tels proﬁls, il est naturel de considérer un problème de
minimisation avec contraintes. De plus, comme ces proﬁls auto-similaires doivent converger
versQ lorsque b! 0, les contraintes à ﬁxer pour ce problème doivent être l’équimesurabilité
et une autre contrainte : l’énergie potentielle ou l’énergie cinétique. Dans le cas contraire,
la famille de proﬁls auto-similaires peut converger vers un autre état stationnaire. Nous
considérons donc le problème de minimisation
Tb := inf {Tb(f) : f 2 Eq(Q), à symétrie sphérique avec Epot(f) = Epot(Q)} , (3.7)
où
Tb(f) =
Z
R6
✓ |v|2
2
+ bχ(x)x · v
◆
f(x, v)dxdv (3.8)
et
Eq(Q) = {f 2 Ej : f est équimesurable avec Q} . (3.9)
Pour démontrer le théorème 3.1, il suffit alors de prouver la proposition suivante.
Proposition 3.1. Avec les notations précédentes, il existe b⇤ > 0 telle que la propriété
suivante soit vérifiée. Pour tout b 2 [0, b⇤], le problème variationnel (3.7) admet au moins
un minimiseur. De plus, il existe une famille de minimiseurs Qb de (3.7) de la forme
Qb(x, v) = FQb
✓ |v|2
2
+ bχ(x)x · v + ⌫bφQb(x)
◆
,
où ⌫b est strictement positif, et telle que, quand b! 0, nous avons les convergences ⌫b ! 1
et Qb ! Q0 = Q dans Ej. De plus, le profil Qb est à son support inclus dans {(x, v) 2
R
6, |x| < rχ} et son potentiel φQb appartient à C1. Enfin, la fonction FQb est positive et
continue sur R, et, plus précisément, elle est de classe C1 sur ] −1, eb[ pour un certain
eb < 0 et décroît vers 0 sur [eb,+1[.
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L’idée générale de la preuve est basée sur une technique de réarrangements selon l’éner-
gie microcopique qui conserve les contraintes du problème. Donnons tout d’abord formel-
lement les étapes de construction des proﬁls Qb puis ensuite détaillons la technique de
réarrangements utilisée.
(b) Construction des profils Qb : On considère une suite minimisante fn du problème (3.7).
Par des techniques de réarrangements, pour b assez petit, on peut alors construire une suite
fˆn telle que pour tout n 2 N
fˆn = Fn
✓ |v|2
2
+ bχ(x)x · v + ⌫nφfn(x)
◆
,
qui vériﬁe ⌫n > 0 et
fˆn 2 Eq(Q), Epot(fˆn) = Epot(Q) et Tb(fˆn)  Tb(fn).
On obtient donc une nouvelle suite minimisante de (3.7). De plus, puisque fn est aussi
une suite minimisante de (3.7), elle est bornée dans Ej et donc, à une sous-suite près, elle
converge faiblement dans Lp vers une fonction fb de Ej . Ceci implique d’une part la conver-
gence presque partout de φfn vers φfb et d’autre part, par construction, la convergence de
Fn et ⌫n vers respectivement une fonction Fb et une constante ⌫b telles que
Qb := Fb
✓ |v|2
2
+ bχ(x)x · v + ⌫bφfb(x)
◆
2 Eq(Q).
Ainsi, on obtient
fˆn ! Qb dans L1 \ Lp,
avec Epot(Qb) = Epot(Q). En montrant que Qb est stable par les réarrangements utilisés
ci-dessus, on a Tb(Qb) = Tb et on a ainsi construit le proﬁl auto-similaire Qb souhaité.
Ensuite, en utilisant l’unicité et la concentration des suites minimisantes obtenues dans le
chapitre 1, on conclut à la convergence de Qb vers Q = Q0 quand b tend vers 0. Pour ﬁnir,
on peut remarquer par l’étude du support de Qb que, pour un rχ bien choisi et pour b assez
petit, tous les proﬁls Qb sont à support compact dans {(x, v) 2 R6, |x| < rχ}.
Nous allons maintenant rentrer plus en détail dans les techniques de réarrangements
utilisées qui sont le coeur de la démonstration de la Proposition 3.1 et donc du Théorème
3.1.
(c) Réarrangement par rapport à l’énergie microscopique : Pour obtenir fˆn à partir de
fn, il suffit plus généralement de montrer que, pour une fonction f à symétrie sphérique
appartenant à Eq(Q), déﬁnie par (3.9), et de même énergie potentielle que Q, il existe
⌫ > 0 et g 2 Eq(Q) telles que, d’une part, g soit fonction de l’énergie microscopique
e(x, v) =
|v|2
2
+ bχ(x)x · v + φf (x)
et que, d’autre part,
Epot(g) = Epot(Q) et Tb(g)  Tb(f).
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Tout d’abord, montrons comment construire, à partir de l’état stationnaire Q et d’un
potentiel radial non nul φ, une fonction de l’énergie microscopique
e(x, v) =
|v|2
2
+ bχ(x)x · v + φ(x)
équimesurable à Q. On s’inspire et on utilise pour cela les réarrangements de Schwarz.
Rappelons que, pour une fonction positive f appartenant à L1(Rn), son réarrangement f⇤
au sens de Schwarz est l’unique fonction décroissante de F(R+,R+) telle que les fonctions
de distribution de f⇤ et f respectivement dans R et dans Rn, notées µf⇤ et µf , soient
égales. Cette fonction f⇤ se déﬁnit comme suit
8s ≥ 0, f⇤(s) = inf{⌧ ≥ 0 : µf (⌧)  s}.
Ainsi, on peut trouver une fonction de |(x, v)| équimesurable à f dans R3. Utilisons ce
résultat pour mettre en évidence la fonction recherchée.
Tout d’abord, il est nécessaire de déﬁnir le jacobien ab,φ : R
⇤− ! R+ par
ab,φ(e) = meas
⇢
(x, v) 2 R6, |v|
2
2
+ bχ(x)x · v + φ(x) < e
}
, 8e < 0,
où la notation ”meas” correspond à la mesure de Lebesgue sur R6. Notons alors que, pour
eb,φ = inf ess

φ(r)− (bχ(r)r)
2
2
]
2 R⇤− [ {−1},
la fonction ab,φ est un C
1 diﬀéomorphisme croissant de (eb,φ, 0) sur R
⇤
+ et qu’elle s’annule
sur ]−1, eb,φ]. Ces propriétés s’obtiennent en réécrivant ab,φ sous la forme plus explicite
8 e < 0, ab,φ(e) = 32⇡
2
p
2
3
Z +1
0
✓
e− φ(r) + (bχ(r)r)
2
2
◆3/2
+
r2dr. (3.10)
Ce changement de variable étant à notre disposition, nous pouvons maintenant construire
la fonction souhaitée, notée Q⇤b,φ, en utilisant le réarrangement de Schwarz f⇤. Elle se
déﬁnit par
Q⇤b,φ(x, v) =
(
Q⇤ ◦ ab,φ
⇣ |v|2
2 + bχ(x)x · v + φ(x)
⌘
si |v|
2
2 + bχ(x)x · v + φ(x) < 0,
0 si |v|
2
2 + bχ(x)x · v + φ(x) ≥ 0.
Elle est une fonction décroissante de l’énergie microscopique e(x, v), fonction dont la conti-
nuité découle de celle de Q. De plus, Q⇤b,φ est équimesurable à Q. Enﬁn, notons que, si
f 2 Eq(Q) est à symétrie sphérique, alors, pour ⌫ > 0, on aZ ✓ |v|2
2
+ bχ(x)x · v + ⌫φf (x)
◆⇣
Q⇤b,⌫φf (x, v)− f(x, v)
⌘
dxdv  0 (3.11)
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avec égalité si et seulement si f = Q⇤b,⌫φf . Cette inégalité implique après calcul que
Tb(Q
⇤b,⌫φf )  Tb(f) + ⌫
2
⇣
Epot(Q
⇤b,⌫φf )− Epot(f)
⌘
.
Ainsi, pour terminer la preuve de la proposition 3.1, il nous suffit de montrer qu’il existe
un ⌫ > 0 tel que Epot(Q
⇤b,⌫φf ) = Epot(Q). Ce point est assez subtil à obtenir : par l’étude
plus précise de la méthode de réarrangement, on obtient la continuité de la fonction ⌫ 7!
Epot(Q
⇤b,⌫φf ) puis, pour b assez petit,
lim inf
⌫!0
Epot(Q
⇤b,⌫φf ) < Epot(Q).
Il nous reste alors à montrer que
lim sup
⌫!+1
Epot(Q
⇤b,⌫φf ) > Epot(Q).
Dans le cadre général f 2 Eq(Q), rien ne nous permet a priori de conclure à cette dernière
estimation. Par contre, pour les termes d’une suite minimisante fn du problème (3.7), on
parvient à l’obtenir pour n assez grand. Formellement la suite fn tend faiblement pour b
ﬁxé assez petit vers un certain potentiel gb, qui lui même tend faiblement vers une fonction
f lorsque b ! 0. En travaillant par l’absurde et grâce à des estimations sur les supports
des fonctions Q⇤b,⌫φgb , on montre que f est minimiseur de (3.2) et que son potentiel φf
doit être constant sur son support ce qui amène une contradiction. Le théorème 3.1 est
ainsi démontré.
4 Stabilité d’états stationnaires pour le système de Vlasov-
Poisson relativiste
On a jusqu’à maintenant présenté des résultats concernant le système de Vlasov-Manev,
en faisant le lien avec les méthodes déjà utilisées dans les cas des systèmes de Vlasov-
Poisson classique et relativiste. Les difficultés de ce nouveau modèle, notamment liées à
la séparation des états stationnaires étudiés, nous ont amenés à développer de nouvelles
méthodes basées sur la réduction de fonctions par rapport à l’énergie microscopique.
Dans le cas où le potentiel est de Poisson, ces méthodes ne sont pas nécessaires pour
séparer les états stationnaires obtenus comme minimiseurs du Hamiltonien (voir [38, 40]).
Cependant, nous allons voir que, même dans ce cas, pour obtenir la stabilité non-linéaire
d’une plus grande classe d’états stationnaires, l’utilisation de ces méthodes combinée avec
l’utilisation totale de la rigidité du ﬂot est primordiale. Pour le système de Vlasov-Poisson,
cette approche a été développée par Méhats, Lemou et Raphaël qui ont prouvé la stabilité
de tout état stationnaire sphérique de la forme
Q = F
✓ |v|2
2
+ φQ(x)
◆
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pour une fonction F décroissante assez régulière [42]. On se propose de faire de même pour
le cas relativiste.
On se place donc dans le cadre d’un système gravitationnel modélisé par le système de
Vlasov-Poisson relativiste :8>><>>:
@tf +
vp
1 + |v|2 · rxf −rxφf · rvf = 0, R+ ⇥ R
3 ⇥ R3,
f(t = 0, x, v) = f0(x, v) ≥ 0,
(4.1)
pour lequel le potentiel est un potentiel de Poisson déﬁni de manière équivalente par8<: ∆φf (t, x) = ⇢f (t, x) =
Z
R3
f(t, x, v)dv,
φf (t, x)! 0 as |x| ! +1,
(4.2)
ou par
φf (x) = − 1
4⇡|x| ⇤ ⇢f . (4.3)
Nous déﬁnissons le Hamiltonien par
H(f(t)) =
Z
R6
⇣p
|v|2 + 1− 1
⌘
f(t, x, v)dxdv − 1
2
Z
R3
|rφf (t, x)|2 dx, (4.4)
où les deux termes correspondent respectivement à l’énergie cinétique et à l’énergie poten-
tielle. Cette dernière vériﬁe l’inégalité d’interpolationZ
R3
|rφf |2 dx  Cp kfk
2p−3
3(p−1)
L1
kfk
p
3(p−1)
Lp
∥∥∥p1 + |v|2f∥∥∥
L1
(4.5)
pour tout p > 3/2 et nous nous plaçons donc naturellement dans l’espace d’énergie
Ep =
n
f ≥ 0 avec kfk
Ep
:= kfkL1 + kfkLp + k
p
1 + |v|2fkL1 < +1
o
(4.6)
pour une constante p > 3/2. Nous avons alors, dans cet espace, la stabilité non-linéaire de
tout état stationnaire sphérique fonction de son énergie microscopique :
Théorème 4.1 (Stabilité de modèles sphériques). Soit Q une solution stationnaire de
(4.1), sphérique (fonction de |x| et |v|), continue, positive, non nulle et à support compact.
De plus, supposons que Q est une fonction croissante et continue de son énergie micro-
scopique, i.e. il existe une fonction continue F : R ! R+ et e0 < 0 telle que pour tout
(x, v) 2 R6
Q(x, v) = F
⇣p
|v|2 + 1− 1 + φQ(x)
⌘
, (4.7)
avec F (e) = 0 pour e ≥ e0 et F strictement décroissante et C1 sur (−1, e0). Soit p > 32 .
Alors Q est orbitalement Ep-stable par le flot (4.1) : pour tout " > 0 il existe ⌘ > 0 tel que
la propriété suivante est vérifiée. Soit une fonction f0 2 Ep telle que
kf0 −QkEp  ⌘ (4.8)
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et soit f(t) une solution renormalisée de (4.1) sur [0, T ) d’état initial f0. Alors pour tout
t 2 [0, T ) il existe une famille z(t) de translations en espace telle que
kf(t, x, v)−Q(x− z(t), v)k
Ep
 ". (4.9)
Remarque : Notons que le cadre dans lequel nous nous sommes placés conduit à des
difficultés qui n’ont pas été rencontrées dans l’article [42].
(i) Tout d’abord, le cas relativiste au même titre que l’équation Vlasov-Manev fait appa-
raître une rupture d’homogénéité qui n’existe pas dans le système de Vlasov-Poisson clas-
sique. Cette inhomogénéité en vitesse pose deux problèmes principaux. Le proﬁlQ considéré
ici ne satisfait a priori aucune condition sous-critique et donc on ne peut contrôler l’énergie
cinétique d’une solution qui lui serait proche. Le deuxième point est lié à la méthode que
l’on souhaite utiliser : à x ﬁxé, le changement de variable k =
p
|v|2 + 1− 1 + φQ(x) n’est
pas aussi simple que celui correspondant au cas classique et son jacobien est donc plus
difficile à contrôler.
(ii) Dans [42], l’espace d’énergie considéré est
E =
{
f ≥ 0 avec kfk
E
:= kfkL1 + kfkL1 + k|v|2fkL1 < +1
 
.
Sur un tel espace, grâce à l’inégalité de Hardy-Littlewood-Sobolev [43], les potentiels φf
sont bornés alors que dans Ep, nous avons seulement
φf 2 Lq(R3) pour tout 3 < q  3(4p− 3)
p
et 3(4p−3)p 2 (6, 12). Nous perdons donc de la régularité en r = 0.
Le premier point est d’autant plus intéressant qu’il soulève une question cruciale à
la bonne compréhension des conditions sous-critiques : peut-on construire un proﬁl Q =
F (e) en dehors de toute condition sous-critique ? Ou même plus fortement, existe-t-il une
fonction f qui ne soit pas sous-critique pour tout espace Ep ? Laissons ces questions ouvertes
et donnons les grandes lignes qui permettent de démontrer le théorème 4.1.
Réduction par rapport à l’énergie microscopique : La démonstration reprend l’idée de rester
dans des espaces d’équimesurabilité en utilisant des réarrangements selon l’énergie micro-
scopique, idée déjà développée dans le chapitre précédent. Pour une fonction de distribution
f non nulle dans Ej et pour un potentiel φ non nul, similairement au chapitre 2, on déﬁnit
le jacobien
8e < 0, aφ(e) = meas{(x, v) 2 R6,
p
|v|2 + 1− 1 + φ(x) < e}
et l’unique fonction de l’énergie microscopique e(x, v) =
p
|v|2 + 1−1+φ(x) équimesurable
à f donnée par
f⇤φ(x, v) = f⇤ ◦ aφ(e(x, v)),
où f⇤ est le réarrangement de Schwarz de f . Alors, le proﬁl stationnaire Q étudié est stable
par ce réarrangement, i.e.
Q = Q⇤φQ .
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De plus, pour f non nulle, on a une décroissance du Hamiltonien donnée par
H(f⇤φf )  H(f).
En se plaçant dans l’espace des fonctions équimesurables avec Q, noté Eq(Q), on peut
déﬁnir une nouvelle fonctionnelle (voir [44]) dépendant uniquement du potentiel
J(φ) := H(Q⇤φ) +
1
2
∥∥rφQ⇤φ −rφ∥∥2L2 ,
et dont la valeur est inférieure au Hamiltonien
H(Q⇤φf )  J(φf )  H(f).
En particulier, puisque Q est stable par ce réarrangement, on a J(φQ) = H(Q) et dans un
cas général
H(f)−H(Q) ≥ J(φf )− J(φQ) +
Z +1
0
a−1φf (s)(f
⇤(s)−Q⇤(s))ds. (4.10)
Ainsi, on peut séparer notre problème en deux parties : tout d’abord, nous montrerons la
coercivité locale autour de φQ de la fonctionnelle J . Ensuite, nous conclurons à la stabilité
de Q en utilisant la rigidité du ﬂot : plus particulièrement on s’intéressera à la conservation
de f⇤ et à la décroissance de H(f) au cours du temps.
Coercivité de J autour de φQ dans le cas radial : Pour obtenir cette coercivité, on cherche
un développement de Taylor de J autour de φQ : cette partie calculatoire est basée sur
le changement de variable impliqué par le jacobien aφ et sur l’utilisation de l’équation
d’Euler-Lagrange. On obtient ainsi DJ(φQ)(h) = 0 et
D2J(φQ)(h, h) =
Z
R3
|rh|2 dx−
Z
R6
∣∣F 0(eφQ(x, v))∣∣ (h(x)−Πh(x, v))2 dxdv, (4.11)
où eφQ(x, v) =
p
1 + |v|2 − 1− φQ(x) et où la fonction Πh est déﬁnie par
Πh(x, v) =
Z
R3
⇣(
1 + eφQ(x, v)− φQ(y)
)2
+
− 1
⌘ 1
2
+
(
1 + eφQ(x, v)− φQ(y)
)
h(y)dyZ
R3
⇣(
1 + eφQ(x, v)− φQ(y)
)2
+
− 1
⌘ 1
2
+
(
1 + eφQ(x, v)− φQ(y)
)
dy
.
Cette fonction Πh peut être considérée comme la projection de h sur les fonctions dépen-
dant uniquement de l’énergie microscopique eφQ . Maintenant, pour obtenir la coercivité de
J , il suffit d’avoir celle de l’opérateur
Lh = −∆h−
Z
R3
|F 0(e)|(h−Πh)dv
sur H˙1. Plus précisément, en utilisant les résultats de Burchard et Guo [16], nous pouvons
nous restreindre au cas radial, c’est-à-dire à des potentiels fonctions de |x|. De plus, nous
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avons la compacité de la forme quadratique D2J(φQ) sur H˙
1
rad. Ainsi, d’après l’alternative
de Fredholm, il suffit de démontrer la stricte positivité
8h 2 H˙1rad, h 6= 0, (Lh, h) > 0. (4.12)
Dans ce but, nous allons montrer une inégalité de type Hardy en adaptant une preuve de
Hörmander [33, 34]. Pour
I(h) :=
Z
R6
|F 0(e)|(h−Πh)2dxdv,
où χ" sert juste à régulariser. Cette méthode nous amène à
I(h) ≥ 3
Z ✓
⇢Q(r) +
φQ(r)
r(1 + u2)
◆
|F 0(e)| f
2
r4u4
p
1 + u2
dxdv, (4.13)
avec u =
(
(1 + e− φ(x))2+ − 1
) 1
2
+
. Par intégration par partie et par l’inégalité de Cauchy-
Schwarz, nous avons de plus :
I(h)  krhkL2(R3)
✓
3
Z
⇢Q(r)|F 0(e)| f
2
r4u4
p
1 + u2
dxdv
◆ 1
2
. (4.14)
En combinant (4.13) et (4.14), nous obtenons une inégalité de type Poincaré
I(h) + 3
Z
φQ(r)
r(1 + u2)
|F 0(e)| f
2
r4u4
p
1 + u2
dxdv  krhk2L2(R3). (4.15)
En remarquant que le cas d’égalité dans (4.15) est obtenu uniquement pour f = 0, on en
déduit
8h 2 H˙1r D2J(φQ)(h, h) ≥ C0krhk2L2 . (4.16)
Ce résultat obtenu pour des potentiels radiaux implique la coercivité locale de J dans le
cas général incluant les potentiels non radiaux :
Proposition 4.1. Il existe δ > 0 telle que la propriété suivante est vérifiée. Soit φn une
suite de potentiels telle que
8n 2 N, krφn −rφQkL2  δ, limn!+1 J(φn)  J(φQ). (4.17)
Alors, il existe une suite de translations en espace xn telle que
krφn −rφQ(· − xn)kL2 ! 0 quand n! +1. (4.18)
Dans le cas radial, cette proposition repose sur le développement de Taylor de J et sur
la coercivité (4.16) qui donnent
J(φ#n )− J(φQ) ≥
C0
2
∥∥∥rφ#n −rφQ∥∥∥2
L2
+ "(
∥∥∥rφ#n −rφQ∥∥∥
L2
) ≥ C0
4
∥∥∥rφ#n −rφQ∥∥∥2
L2
,
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pour δ assez petit. Notons que (−φ#n ) est le réarrangement de Schwarz de (−φn) pris
comme fonction de R3. La proposition 4.1 est donc prouvée dans le cas radial.
Le cas général se démontre grâce au théorème 2 de [16]. Il suffit de remarquer que
l’inégalité de Polya-Szegö implique
J(φ#n )− J(φn) =
1
2
krφ#n kL2 −
1
2
krφnkL2  0. (4.19)
On peut alors utiliser la proposition 4.1 dans le cas radial. Nous sommes donc dans le cas
d’égalité dans l’inégalité de Polya-Szegö ce qui conduit à la convergence souhaitée.
Compacité locale des suites minimisantes : A partir de la coercivité donnée par la propo-
sition 4.1, nous avons le résultat de compacité suivant.
Proposition 4.2. Soit p > 32 . Soit δ > 0 la constante définie par la proposition 4.1 et soit
fn une suite de Ep telle que
kf⇤n −Q⇤kL1(R) ! 0, kf⇤n −Q⇤kLp(R) ! 0, lim sup
n!+1
H(fn)  H(Q), (4.20)
et
krφfn −rφQkL2 < δ. (4.21)
Alors il existe une suite de translations xn telle que
kfn −Q(· − xn)kEp ! 0 quand n! +1. (4.22)
La convergence des potentiels provient essentiellement de l’inégalité
H(fn)−H(Q) ≥ J(φfn)− J(φQ) +
Z +1
0
a−1φf (s)(f
⇤
n(s)−Q⇤(s))ds. (4.23)
En effet, on montre tout d’abord que l’intégrale tend vers 0 grâce à
kf⇤n −Q⇤kL1(R) ! 0, kf⇤n −Q⇤kLp(R) ! 0.
Ensuite, on utilise la proposition 4.1 et le contrôle du Hamiltonien, qui, combinés avec
(4.23), impliquent la convergence
krφfn(· − xn)−rφQkL2 ! 0.
On renote fn = fn(· −xn, ·). Aﬁn de démontrer la convergence forte dans Ep on s’intéresse
de nouveau au Hamiltonien qui vériﬁe
H(fn) = H(Q) +
1
2
krφfn −rφQk2L2 +
Z
R6
⇣p
|v|2 + 1− 1 + φQ(x)
⌘
(fn −Q) dxdv,
à la translation xn près. La positivité du terme intégral découle d’une propriété de réar-
rangement ainsi que de la convergenceZ
R6
⇣p
|v|2 + 1− 1 + φQ(x)
⌘⇣
f
⇤φQ
n −Q
⌘
dxdv ! 0. (4.24)
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Cette dernière provient de la convergence de f⇤n. Ainsi, en utilisant le contrôle du Hamil-
tonien et la convergence du champ de force rφfn , on obtient la convergenceZ
R6
⇣p
|v|2 + 1− 1 + φQ(x)
⌘
(fn −Q) dxdv ! 0. (4.25)
On arrive alors à la convergence
kfn −QkL1(R6 ! 0 as n! +1, (4.26)
par des techniques basées sur l’équimesurabilité. La convergence dans Lp s’obtient en uti-
lisant la convergence presque partout de fn et la conservation de l’entropie à la limite.
Enﬁn, le contrôle du Hamiltonien donne le contrôle de l’énergie cinétique et implique donc
la convergence Z
R6
⇣p
|v|2 + 1
⌘
|fn −Q| dxdv ! 0,
lorsque n! +1. La compacité est ainsi démontrée.
Stabilité : Pour passer de la compacité à la stabilité non-linéaire remarquons tout d’abord
que la proposition 4.2 peut se réécrire de la forme suivante. Pour tout " > 0 il existe ⌘ > 0
tel que si f 2 Ep vériﬁe
kf⇤ −Q⇤kL1(R)  ⌘, kf⇤ −Q⇤kLp(R)  ⌘, H(f)  H(Q) + ⌘, (4.27)
et
inf
z2R3
krφf (·+ z)−rφQkL2 < δ. (4.28)
alors il existe une translation y 2 R3 telle que
kf −Q(· − y)k
Ep
< ". (4.29)
Par la rigidité du ﬂot la condition (4.27) est toujours satisfaite dès lors que l’état initial
f0 la vériﬁe. On montre que la condition (4.28) est toujours respectée en procédant par
l’absurde : si ce n’est pas le cas, en remarquant que la fonction
β : t 7! inf
z2R3
∥∥rφf(t)(·+ z)−rφQ∥∥L2
est continue, cette fonction atteint donc des valeurs entre δ/2 et δ. Or en prenant, " assez
petit, on peut montrer que le contrôle (4.29) implique
krφf (· − y)−rφQkL2 <
δ
2
et on a donc une contradiction. La stabilité est démontrée.
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5 Etude numérique de l’équation radiale de Vlasov-Poisson
5.1 Présentation générale
Dans le chapitre 4 introduit ici, nous nous proposons de développer des schémas nu-
mériques conservatifs pour le système de Vlasov-Poisson radial. Ceci a pour but futur,
dans un premier temps, de valider numériquement les résultats connus sur cette équation
cinétique et, dans un second temps, de nous faire une idée sur des problèmes encore ou-
verts. On pense notamment à la question de la stabilité asymptotique autour de solutions
stationnaires et au possible amortissement Landau.
On s’intéresse ici à l’équation de Vlasov-Poisson non relativiste en dimension 3. Cepen-
dant on se restreint au cas radial. Se ramener aux trois variables |x|, |v| et x · v permet
d’alléger considérablement l’étude numérique du système. Le cas général avec 6 variables
(3 d’espace et 3 de vitesse) demanderait encore aujourd’hui un calcul trop lourd à eﬀectuer.
De plus, réduire le problème au cas radial n’enlève en rien l’intérêt d’une telle étude.
En eﬀet, à notre connaissance, les résultats de stabilité existants concernent uniquement
des solutions stationnaires à symétrie sphérique (à une translation en espace près).
Maintenant donnons l’expression de notre équation en coordonnées radiales (r, u, s) =
(|x|, |v|, x · v) :
@tf +
s
r
@rf − s
ru
φ0f (r)@uf +
(
u2 − rφ0f (r)
)
@sf = 0, (t, r, u, s) 2 R+ ⇥ Ω1, (5.1)
où Ω1 = {(r, u, s) 2 R+ ⇥ R+ ⇥ R, |s|  ru} et
φ0f (r) =
1
r2
Z
r˜<r
r˜2⇢f (r˜)dr˜ et ⇢f (r) =
2⇡
r
Z
u>0, |s|<ru
f(r, u, s)ududs.
Notons que cette équation peut être réécrite sous diﬀérents systèmes de variables et
que chacun de ces systèmes présente des avantages et des inconvénients. En les variables
(r, u, s) le domaine est mal adapté à une discrétisation. Nous préfèrerons utiliser le système
de variables (r, u, l) = (sgn(x · v)|x|, |v|, |x ^ v|). Pour (r, u, l) 2 Ω avec
Ω = {(r, u, l) 2 R⇥ R+ ⇥ R+, l  |r|u}
l’équation de Vlasov-Poisson s’écrit alors
@tf + u
r
1− l
2
r2u2
@rf − φ0f (r)
r
1− l
2
r2u2
@uf = 0, (5.2)
où le champ de force φ0f est déﬁni par
φ0f (r) =
1
r2
Z |r|
−|r|
r˜2⇢f (r˜)dr˜
et la densité par
⇢f (r) =
2⇡
r2
Z
u>0, l<|r|u
lq
1− l2
r2u2
f(r, u, l)dudl. (5.3)
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Figure 1 – Domaine d’étude et sens de transport à l > 0 ﬁxé
Ce système présente deux difficultés. La première est son domaine de déﬁnition, similaire
à celui correspondant aux variables (r, u, s). La seconde difficulté est la singularité enq
1− l2
r2u2
présente dans l’expression de ⇢f . La forme du domaine, à l ﬁxé, est donnée
par la ﬁgure 1. Celle-ci représente le sens du transport dans le plan {l = constante}
dans chacune des directions, en espace pour la ligne rouge et en vitesse pour la ligne
verte. Se placer sur ce type de plan n’est pas anodin : ce sont des plans caractéristiques de
l’équation de Vlasov-Poisson. C’est pourquoi on a préféré cette formulation à celle résultant
des variables (r, u, s). De plus, notons que la ﬁgure 1 schématise les conditions au bord à
respecter : d’une part, la continuité de la fonction de distribution f d’un bord à l’autre
f(−r, u, l = ru) = f(r, u, l = ru) (5.4)
et, d’autre part, la conservation de la masse lors de son passage d’un bord à l’autre donnée
par
lim
ru!l+
r
1− l
2
r2u2
rf(−r, u, l) · n+ = − lim
ru!l+
r
1− l
2
r2u2
rf(r, u, l) · n−, (5.5)
où n+ et n− sont les normales sortantes du domaine Ω respectivement en r = l/u et en r =
−l/u. Remarquons que, théoriquement, le passage des coordonnées naturelles (r, u, s) aux
coordonnées (r, u, l) préserve la continuité mais peut entraîner une explosion des dérivées
partielles sur le bord du domaine, explosion en
⇣
1− l2
r2u2
⌘−1/2
.
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5.2 Etude numérique
On se propose ici de résoudre numériquement l’équation (5.1) en utilisant des mé-
thodes de diﬀérences ﬁnies. On souhaite ainsi préserver à chaque itération la masse et le
Hamiltonien. On considère donc un schéma numérique du type
Dtf
n =
fn+1 − fn
∆t
= − [u]ui ↵k,i,jDrfn +
⇥
φ0fn
⇤
rk
↵k,i,jDuf
n, (5.6)
pour une discrétisation classique (tn, rk, ui, lj) de pas ∆t, ∆r, ∆u et ∆lj . Remarquons
qu’on affine la discrétisation pour l proche de l = 0 et qu’ainsi le pas ∆lj dépend de lj .
Tout d’abord, nous traitons la singularité présente dans l’expression de ⇢kn en approchantZ lj+1/2
lj−1/2
lq
1− l2
r2ku
2
i
f(r, u, l)dl ' mk,i,jf(r, u, lj)
où
mk,i,j = r
2
ku
2
i
0@s1− l2j−1/2
r2ku
2
i
−
s
1−
l2j+1/2
r2ku
2
i
1A .
Avec de telles notations, la masse est déﬁnie par
Mn = 4⇡
+1X
k=−1
r2k⇢
n
k∆r = 8⇡
2
X
k,i,j
|rk|ui>lj
mk,i,jf
n
k,i,j∆r∆u. (5.7)
Lemme 5.1. La masse (5.7) est conservée par le schéma (5.6) si les opérateurs de diffé-
rences finies Dr et Du satisfont pour tout (k, i, j)8<:
D⇤r (↵k,i,jmk,i,j [u]i) = 0.
D⇤u (↵k,i,jmk,i,j) = 0.
(5.8)
Remarquons qu’on laisse le terme [u]i dans les conditions (5.8) car on le déﬁnit comme
pouvant dépendre de rk et plus précisément de son signe. Cette dépendance sera utile pour
la conservation du Hamiltonien.
Pour réaliser le lemme 5.1 il suffit d’avoir
D⇤r(1) = 0 et D
⇤
u(1) = 0,
de considérer [u]i = ui indépendant du signe de rk et que le facteur ↵k,i,jmk,i,j soit indé-
pendant de i et de k.
Nous nous intéressons maintenant à la conservation du Hamiltonien. Nous avons alors
le lemme suivant.
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Lemme 5.2. Soit une distribution fn satisfaisant (5.6). Supposons que la condition de
conservation de la masse (5.8) est vérifiée. Alors si les conditions suivantes sont respectées8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
8k > 1, Enk = E˜nk + E˜n−k et En1 = E˜n1 = ⇢1k,
avec 8k 2 Z⇤, Drk(r2kE˜nk ) = r2k⇢nk ,
8k > 0, En−k = −Enk ,
8i > 0, (Dsgn(k)ui )⇤(u2) = −2[u]i,sgn(k),
8k 6= 0, ⇥φ0fn⇤rk = En+1k + Enk2 ,
(5.9)
le Hamiltonien Hn défini par
Hn = 8⇡2
X
k,i,j
|rk|ui>lj
mk,i,jf
n
k,i,j∆r∆u− 4⇡
+1X
k=1
r2k(E
n
k )
2∆r. (5.10)
est conservé.
Compte tenu du sens de transport, nous sommes obligés de considérer un opérateur
Du dépendant du signe de rk. Ainsi pour respecter les conditions (5.9) nous devons aussi
prendre [u]i,sgn(k) fonction de sgn(k). Ceci pose problème pour obtenir les conditions de
conservation de la masse (5.8) près du bord.
On ne proposera ainsi qu’un schéma conservatif à une distance du bord singulier. Ce
schéma satisfait le lemme 5.2 en dehors de la frontière.
Remarquons que, par cette méthode, on calcule fn+1 en particulier à partir du champ
de force En+1. Ceci ne pose pas de problème car nous pouvons quantiﬁer les variations
Dt(E
n) uniquement à partir de fn. Ce résultat découle directement de l’équation de Poisson
et il s’écrit :
Dt(r
2
kE
n
k ) = −2⇡
X
i,j
|rk|ui>lj
lj
⇣
[u]sgn(k)ui f
n
k,i,j − [u]sgn(−k)ui fn−k,i,j
⌘
∆u∆lj . (5.11)
On pourra trouver dans le chapitre 4 deux exemples de schémas numériques impliquant
ces conservations pour des fonctions nulles près du bord. Cependant, donner un schéma
conservatif près du bord paraît beaucoup moins aisé. De plus, on montrera numériquement
qu’obtenir la stabilité et la consistance du schéma près du bord est difficile.
Pour terminer cette partie numérique, nous faisons une simple approche à l’étude numé-
rique du comportement de fonctions proches d’un état stationnaire. En utilisant l’équation
de Poisson, un état stationnaire de la forme
Q(r, u) = C
✓
−1− u
2
2
− φQ(r)
◆ 1
p−1
+
, (5.12)
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peut être mis en évidence numériquement. Leur existence a été prouvée pour p > 9/7 [38].
En choisissant bien C et en prenant p = 3, on se ramène à l’équation
r2φ00Q + 2rφ
0
Q = (−1− φQ(r))2+ .
La condition φ0Q(0) = 0 et le fait que φQ tende vers 0 à l’inﬁni permettent d’avoir l’unicité
de cette solution. Après l’avoir trouvée numériquement, il suffit de choisir une pertubation
de cet état stationnaire s’écrivant
f0(r, u, s) =
2
⇡2
p
2
✓
−1− u
2
2
− φQ(r)− bχ(r)s
◆ 1
2
+
,
où b est une petite constante et χ(r) une fonction régulière bornée à support compact.
Pour les schémas développés dans le chapitre 4, mettre en évidence le comportement
asymptotique d’une telle pertubation n’est pas envisageable sans des calculs trop lourds.
Cependant, en prenant des opérateurs d’ordre supérieur cela semble tout à fait possible et
sera l’objet d’une future étude.
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Chapitre 1
Stable ground states for the
Vlasov-Manev system
N.B. : Les chapitres 1 et 2 font l’objet d’une publication commune à paraître dans
SIMA, SIAM Journal of Mathematical Analysis. Ce travail a été fait en collaboration avec
Mohammed Lemou et Florian Méhats.
Abstract: In this chapter, we study the orbital stability of steady states to the
so-called Vlasov-Manev (VM) system. This system is a kinetic model which
has a similar Vlasov structure as the classical Vlasov-Poisson system, but is
coupled to a potential in −1/r − 1/r2 (Manev potential) instead of the usual
gravitational potential in −1/r, and in particular the potential ﬁeld does not
satisfy a Poisson equation but a fractional-Laplacian equation. We ﬁrst prove
the orbital stability of the ground states type solutions which are constructed
as minimizers of the Hamiltonian, following the classical strategy: compactness
of the minimizing sequences and the rigidity of the ﬂow. However, in driving
this analysis, there are two mathematical obstacles: the ﬁrst one is related to
the possible blow-up of solutions to the VM system, which we overcome by
imposing a sub-critical condition on the constraints of the variational problem.
The second difficulty (and the most important) is related to the nature of the
Euler-Lagrange equations (fractional-Laplacian equations) to which classical
results for the Poisson equation do not extend. We overcome this difficulty by
proving the uniqueness of the minimizer under equimeasurabilty constraints,
using only the regularity of the potential and not the fractional-Laplacian Euler-
Lagrange equations itself.
1.1 Introduction and main results
In this paper, we study the stability of steady states and the existence of blow-up self-
similar solutions to the Vlasov-Manev (VM) model for gravitational systems. In this mean
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ﬁeld kinetic model, the usual Newtonian interaction potential is replaced by the so-called
Manev potential. This potential corrects the Newtonian gravitational potential as follows:
U(x) = − 1
4⇡|x| −

2⇡2|x|2 ,
where  is a positive constant. First it was studied by Manev in the 1920’ as an alternative
way of Einstein’s relativity to explain the advance of the perihelion of Mercury unexplained
by Newton’s laws [48, 49, 50, 51]. And recently, frustrated by the unsuccess of the relativity
model to formulate a meaningful relativistic n-body problem, F. Diacu, A. Mingarelli, V.
Mioc and C. Stoica [6] followed by R. Illner, H.D. Victory, P.Dukes and A.V. Bobylev [2-3]
gave the basics for the comeback of the Manev model, described by the ﬁrst ones as a fairly
good substitute of relativity within the frame of classical mechanics.
We then consider in this paper the case of a potential given by:
U(x) = − δ
4⇡|x| −

2⇡2|x|2 ,
where δ is a nonnegative constant. Further physical studies of this potential can be found
in [18]. The case δ = 0,  = 1 will be referred to as the pure Manev case. The case δ > 0,
 ≥ 0 will be referred to as the Poisson-Manev case which includes the Newtonian case
δ = 1,  = 0. Note that at the limit δ ! 1 and  ! 0, we recover the stability of steady
states proved in [38, 40].
Taking into account this correction, the standard Vlasov-Poisson system is replaced by
the following Vlasov-Manev system:8<:
@tf + v · rxf −rxφf · rvf = 0, (t, x, v) 2 R+ ⇥ R3 ⇥ R3,
f(t = 0, x, v) = f0(x, v) ≥ 0,
(1.1.1)
in which f = f(t, x, v) ≥ 0 is a distribution function and φf the associated potential
deﬁned as follows. We have
φf (t, x) = δφ
P
f + φ
M
f , (1.1.2)
where φPf and φ
M
f are respectively the Poisson potential and the Manev potential of f
given by:
φPf (t, x) = −
Z
R3
⇢f (t, y)
4⇡|x− y|dy, φ
M
f (t, x) = −
Z
R3
⇢f (t, y)
2⇡2|x− y|2dy, (1.1.3)
⇢f being the density associated with the distribution function f :
⇢f (t, x) =
Z
R3
f(t, x, v)dv.
Note that the two potentials satisfy
4φPf = ⇢f and (−4)1/2 φMf = −⇢f ,
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and in particular the system (1.1.1) reduces to the well-known gravitational Vlasov-Poisson
system in the case δ = 1 and  = 0.
To our knowledge, the only existing mathematical analysis of the Vlasov-Manev model
is due to Bobylev, Dukes, Illner and Victory [13, 14]. In these works, the local existence of
regular solutions is proved and some questions of global existence and ﬁnite-time blow-up
are discussed.
We now give some basic properties of the Vlasov-Manev system (1.1.1). Sufficiently
regular solutions to (1.1.1) on a time interval [0, T ] satisfy the conservation of the so-called
Casimir functionals:
8t 2 [0, T ], kj(f(t))kL1 = kj(f0)kL1 (1.1.4)
and the conservation of the Hamiltonian
8t 2 [0, T ], H(f(t)) = H(f0),
where j is any smooth real-valued function with j(0) = 0, and where
H(f(t)) =
∥∥|v|2f(t)∥∥
L1
− Epot(f(t)). (1.1.5)
The potential energy Epot is deﬁned by
Epot(f(t)) = −
Z
R3
φf (t, x)⇢f (t, x)dx = δE
P
pot(f(t)) + E
M
pot(f(t)),
where we have denoted
EPpot(f(t)) = −
Z
R3
φPf (t, x)⇢f (t, x)dx and E
M
pot(f(t)) = −
Z
R3
φMf (t, x)⇢f (t, x)dx.
These potential energies are controlled thanks to standard interpolation inequalities:
0  EPpot(f)  C1
∥∥|v|2f∥∥ 12
L1
kfk
7p−9
6(p−1)
L1
kfk
p
3(p−1)
Lp , (1.1.6)
0  EMpot(f)  C2
∥∥|v|2f∥∥
L1
kfk
p−3
3(p−1)
L1
kfk
2p
3(p−1)
Lp , (1.1.7)
for all p ≥ 3.
Our aim in this paper is to prove the orbital stability of ground states type stationary
solutions to the Vlasov-Manev problem. While the question of non linear stability has
not been studied in the past for the VM system, it has attracted considerable attention
in the case of the Vlasov-Poisson system ( = 0), both in physics (see [3, 4], [9] and the
references therein) and mathematics community [61, 24, 28, 29, 38, 57, 41]. We emphasize
that the structure of the equation in the pure Manev case (δ = 0,  = 1) can be compared
in some sense with the Vlasov-Poisson system in dimension 4 (see [38]). In this case, we
shall construct ground states by minimizing the constant in the interpolation inequality
(1.1.7), following the standard strategy as in the case of nonlinear Schrödinger equation
[60].
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On the other hand, as already noticed in [13], the case of the general VM system (δ > 0)
shares similar mathematical properties with the relativistic Vlasov-Poisson system [40]. In
[40], the stability of steady state solutions to the relativistic Vlasov-Poisson equation is
proved by minimizing the energy and by using a homogeneity-breaking property which
comes from the fact that the relativistic kinetic energy is a non-homogeneous velocity
moment of the distribution function. In the present case of VM system, the homogeneity-
breaking comes from the presence of two contributions in the general VM potential with
diﬀerent homogenities. This homogeneity-breaking property makes possible to build a
well-posed variational problem where a sub-critical condition is imposed on the constraints.
Notice that the subcritical condition for the well-posedness of the variational problem in
the context of the relativistic Vlasov-Poisson system was also observed in [37]. In driving
the classical approach in a similar way as in [40] and [38], a new important difficulty
appears. This difficulty is related to the nature of the Euler-Lagrange equations to which
classical results for the Poisson equation do not extend. In the classical VP case, a complete
stability result is generally obtained by using both the Euler-Lagrange equation (which is
equivalent to a non linear Poisson equation) and the rigidity of the ﬂow. In the present
case, the Euler-Lagrange equation is a fractional-Laplacian equation, and this prevents
from using ODE techniques. Nevertheless, we prove the uniqueness of the minimizer under
equimeasurable constraints by a new argument which completely avoids ODE techniques.
In order to state our main results, let us make precise our assumptions. Consider a
function j : R+ ! R+ satisfying the following hypotheses.
(H1) j is a C2 function, with j(0) = j0(0) = 0 and such that j00(t) > 0 for t > 0.
(H2) There exist p, q > 3 such that
p  tj
0(t)
j(t)
 q, 8t > 0. (1.1.8)
We note that (H2) is equivalent to the nondichotomy condition:
bpj(t)  j(bt)  bqj(t), 8b ≥ 1, t ≥ 0. (1.1.9)
For a function j satisfying (H1) and (H2), we deﬁne the corresponding energy space
Ej = {f ≥ 0 such that kfkEj := kfkL1 + kj(f)kL1 +
∥∥|v|2f∥∥
L1
< +1} (1.1.10)
and we shall say that a sequence fn converges to f in Ej if
kfn − fkL1 ! 0, kj(fn − f)kL1 ! 0 and
∥∥|v|2(fn − f)∥∥L1 ! 0.
From the interpolation inequality (1.1.7), the following constant is strictly positive:
KMj = inf
f2Ej\{0}
KMj (f) with K
M
j (f) =
∥∥|v|2f∥∥
L1
kfk
p−3
3(p−1)
L1
kf + j(f)k
2
3(p−1)
L1
EMpot(f)
. (1.1.11)
Indeed, from (1.1.9) one has t+ j(t) ≥ Ctp for all t ≥ 0.
In our ﬁrst result, we establish the existence of ground states for the Vlasov-Manev
problem.
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Theorem 1.1.1 (Existence of ground states). Let j be a function satisfying (H1) and
(H2).
(i) Poisson-Manev case (δ > 0). Let M1 > 0, Mj > 0 such that
M
p−3
3(p−1)
1 (M1 +Mj)
2
3(p−1) < KMj , (1.1.12)
where KMj is defined by (1.1.11), and let
F(M1,Mj) = {f 2 Ej , kfkL1 = M1, kj(f)kL1 = Mj}.
Then there exists a steady state of (1.1.1) which minimizes the variational problem
I(M1,Mj) = inf
f2F(M1,Mj)
H(f), (1.1.13)
where H is the Hamiltonian defined by (1.1.5).
(ii) Pure Manev case (δ = 0,  = 1). For all M1,Mj > 0, the following variational problem
J(M1,Mj) = inf
f2F(M1,Mj)
K(f), with K(f) :=
∥∥|v|2f∥∥
L1
EMpot(f)
. (1.1.14)
admits a minimizer. Furthermore, for any given M1 > 0, there exists a unique Mj > 0
such that J(M1,Mj) = 1. Moreover, the minimizers of (1.1.14) are steady states to (1.1.1)
if, and only if J(M1,Mj) = 1.
(iii) In both cases (δ ≥ 0), any steady state Q obtained as a minimizer of (1.1.13) or
(1.1.14) is continuous, compactly supported and takes the form
Q(x, v) = (j0)−1
 |v|2
2 + φQ(x)− λ
µ
!
+
(1.1.15)
where λ and µ are negative constants. Moreover, φQ(x) is spherically symmetric (up to a
translation shift), increasing and belongs to C1,↵, for all ↵ 2 (0, 1). In (1.1.15), we used
the notation a+ = max(a, 0).
Notice that in the case δ = 1 and  = 0, the condition (3.1.10) is always satisﬁed.
In this case, the Vlasov-Manev system (1.1.1) is nothing but the classical Vlasov-Poisson
system, for which it is already known that minimizers of the two constraints problem
(1.1.13) always exist and that the minimizing sequences are compact, see [38]. In [40],
the orbital stability in the case of the VP system has been proved thanks to a uniqueness
result of these minimizers which was based on a combination of the Poisson equation and
the rigidity of the ﬂow.
Our second main result concerns the orbital stability of the above constructed ground
states under the action of the Vlasov-Manev ﬂow. As in [40], the proof of these stability
results needs in a crucial way the uniqueness of the minimizer under some ﬂow constraints
(namely the equimeasurability property). However in [40], the proof of this uniqueness
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was based on the use of the Poisson equation satisﬁed by the minimizer. Here, the Euler-
Lagrange equation is a fractional Laplacian equation and the proof of [40] cannot be used.
In fact, we prove this uniqueness result in a way that completely avoids the use of the Euler-
Lagrange equation, and in particular, this generalizes also the uniqueness result obtained
in [40]. The only property of the minimizers that we use is their equimeasurablity. In
particular, our proof avoids the usual ODE techniques, which in fact, are useless here since
the Euler-Lagrange equation is a fractional-Laplacian equation.
Lemma 1.1.2 (Uniqueness of the minimizer under equimeasurability condition). Let F 2
C
0(R,R+), strictly decreasing on R−, such that F (R−) = R+ and F (R+) = {0}. We define
Q0(x, v) = F
✓ |v|2
2
+  0(x)
◆
, Q1(x, v) = F
✓ |v|2
2
+  1(x)
◆
on R3 ⇥R3, where  0 and  1 are two nondecreasing continuous radially symmetric poten-
tials such that the sets {x 2 R3,  0(x) < 0} and {x 2 R3,  1(x) < 0} are bounded. Then
the equimeasurability of Q0 and Q1 for the Lebesgue measure in R
6, i.e.
8t > 0, meas{(x, v) 2 R6, Q0(x, v) > t} = meas{(x, v) 2 R6, Q1(x, v) > t}, (1.1.16)
implies that Q0 = Q1. In particular:
(i) Poisson-Manev case (δ 6= 0): two equimeasurable steady states of (1.1.1) which minimize
(1.1.13) under the subcritical condition (1.1.12) are equal up to a translation in space.
(ii) Pure Manev case (δ = 0,  = 1): two equimeasurable steady states of (1.1.1) which
minimize (1.1.14) and which have the same kinetic energy are equal up to a translation
shift in space.
Now, using the compactness of all the minimizing sequences of (1.1.13) and (1.1.14)
(which will be proved) and the uniqueness result stated in Lemma 1.1.2 we get the desired
stability results.
Theorem 1.1.3 (Orbital stability of ground states).
(i) Poisson-Manev case (δ > 0). Let M1,Mj > 0 satisfy the subcritical condition (1.1.12).
Then any steady state Q of (1.1.1) which minimizes (1.1.13) is orbitally stable under the
flow (1.1.1). More precisely, given " > 0, there exists δ(") > 0 such that the following holds
true. Consider f0 a smooth function with kf0 − QkEj  δ("), and let f(t) be a classical
solution to (1.1.1) on a time interval [0, T ), 0 < T  +1, with initial data f0. Then there
exists a translation shift x(t) 2 R3 such that, for all t 2 [0, T ), we have
kf(t, x+ x(t), v)−Qk
Ej
< ".
(ii) Pure Manev case (δ = 0,  = 1). Let Q be a steady state of (1.1.1) which minimizes
(1.1.14). Then for all " > 0, there exists a constant δ(") > 0 such that the following
property holds true. Let f(t) be a classical solution to (1.1.1) on a time interval [0, T ),
0 < T  +1, with initial data f0, satisfying:
(a) kf0 −QkL1  δ(") and kj(f0)kL1  kj(Q)kL1 + δ("),
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(b) 8t 2 [0, T ), λ(t)2H(f(t)) < δ(") where λ(t) =
⇣ k|v|2QkL1
k|v|2f(t)kL1
⌘1/2
.
Then there exists a translation shift x(t) 2 R3 such that, for all t 2 [0, T ), we have∥∥∥∥f ✓t,λ(t)(x+ x(t)), vλ(t)
◆
−Q
∥∥∥∥
Ej
< ".
Remark 1.1.4. The goal here is to prove this stability result assuming the framework
of classical solutions to the Vlasov-Manev model, and not to solve the Cauchy problem.
For smooth initial data decaying fast enough at the inﬁnity, the local existence and the
uniqueness of regular solutions to (1.1.1) has been proved in [14]. The global existence of
classical solutions is an open problem. Our result shows that the solutions remain in the
vicinity of the ground state Q (up to a translation shift), but does not a priori exclude a
possible blow-up of some derivative of f .
The outline of this chapter is as follows. Section 1.2 deals with the proof of Theo-
rem 1.1.1. After preliminary technical results concerning some properties of the inﬁmum
I(M1,Mj) (Subsection 1.2.1), we prove in Subsection 1.2.2 the existence of minimizers.
Then we characterize the ground states: Euler-Lagrange equation, regularity and spherical
symmetry. Section 1.3 is devoted to the proof of stability of the ground state through
the Vlasov-Manev ﬂow as stated in Theorem 1.1.3. First, in Subsection 1.3.1, we prove
the uniqueness of the ground state in the class of equimeasurable functions, Lemma 1.1.2.
Then we use standard concentration-compactness arguments to prove the compactness of
minimizing sequences. Combining the uniqueness and compactness properties, we ﬁnally
deduce the orbital stability result, Theorem 1.1.3.
1.2 Existence of ground states
This section is devoted to the proof of Theorem 1.1.1.
1.2.1 Properties of the infimum
In this section, we prove two lemmas concerning some monotonicity properties of the
inﬁmum deﬁned by (1.1.13) and by (1.1.14).
Lemma 1.2.1 (Monotonicity properties of the inﬁmum I(M1,Mj)). Let j be a real-valued
function satisfying Assumptions (H1) and (H2), let M1 > 0 and Mj > 0 such that (1.1.12)
holds, and let I(M1,Mj) be defined by (1.1.13) in the case δ > 0. Then we have
−1 < I(M1,Mj) < 0. (1.2.1)
Moreover the following nondichotomy condition holds true: for all 0 < ↵ < 1 and 0  β 
1,
I(↵M1,βMj) + I((1− ↵)M1, (1− β)Mj) > I(M1,Mj). (1.2.2)
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Proof. Step 1. The infimum is finite and negative.
We ﬁrst prove (1.2.1). Let f 2 F(M1,Mj). Then from (1.1.6) and (1.1.11), we have
H(f) ≥ ∥∥|v|2f∥∥
L1
− 
KMj
∥∥|v|2f∥∥
L1
M
p−3
3(p−1)
1 (M1 +Mj)
2
3(p−1)
−Cδ ∥∥|v|2f∥∥1/2
L1
M
7p−9
6(p−1)
1 (M1 +Mj)
1
3(p−1)
≥ ∥∥|v|2f∥∥
L1
 
1− 
KMj
M
p−3
3(p−1)
1 (M1 +Mj)
2
3(p−1)
!
− CM1,Mj
∥∥|v|2f∥∥1/2
L1
.
(1.2.3)
Now the subcritical condition (1.1.12) implies that
1− 
KMj
M
p−3
3(p−1)
1 (M1 +Mj)
2
3(p−1) > 0.
Thus H(f) is bounded from below, which proves that I(M1,Mj) is ﬁnite. To prove that
I(M1,Mj) is negative, we use a rescaling argument. For λ > 0 and f 2 F(M1,Mj), we
consider the rescaled function f˜(x, v) = f(xλ ,λv). Then f˜ belongs to F(M1,Mj) and we
have (see Appendix A)
H(f˜) =
1
λ2
∥∥|v|2f∥∥
L1
− δ
λ
EPpot(f)−

λ2
EMpot(f)
⇠ − 1
λ
EPpot(f) as λ! +1,
where EPpot(f) is positive (since f is not zero). The property (1.2.1) follows.
Step 2. The nondichotomy condition.
We now claim the following monotonicity properties: for all 0 < k  1,
I(M1, kMj) ≥ k
1
3(q−1) I(M1,Mj) (1.2.4)
and
I(kM1,Mj) ≥ k
4p−6
3(p−1) I(M1,Mj). (1.2.5)
Proof of (1.2.4). Let k 2 (0, 1] and f 2 F(M1, kMj). From Appendix 1.4.1, consider the
unique rescaled function f˜(x, v) = ↵f(↵1/3x, v) in F(M1,Mj). From (1.4.2), we deduce in
particular that ↵ ≥ 1 and that
↵p−1  1
k
 ↵q−1.
Then, we get
H(f˜) =
∥∥|v|2f∥∥
L1
− ↵ 13 δEPpot(f)− ↵
2
3EMpot(f) 
∥∥|v|2f∥∥
L1
− ↵ 13 (δEPpot(f) + EMpot(f))
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and
I(M1,Mj)  H(f˜) 
∥∥|v|2f∥∥
L1
−
✓
1
k
◆ 1
3(q−1) (
δEPpot(f) + E
M
pot(f)
)  ✓1
k
◆ 1
3(q−1)
H(f).
This result holds for all f 2 F(M1, kMj) and k 2 (0, 1], which proves (1.2.4).
Proof of (1.2.5). Similarly, we take f 2 F(kM1,Mj) and set
f˜(x, v) = ↵f(↵1/3k1/3x, v)
the unique rescaled function in F(M1,Mj), which implies that ↵  1 with
↵q−1  k  ↵p−1.
Thus,
H(f˜) =
1
k
∥∥|v|2f∥∥
L1
− ↵ 13k−5/3δEPpot(f)− ↵
2
3k−4/3EMpot(f)
 1
k
∥∥|v|2f∥∥
L1
−
✓
1
k
◆ 5p−6
3(p−1)
δEPpot(f)−
✓
1
k
◆ 4p−6
3(p−1)
EMpot(f).
From k  1 and p > 3, we conclude that
I(M1,Mj)  H(f˜) 
✓
1
k
◆ 4p−6
3(p−1)
H(f),
and (1.2.5) follows.
We now prove (1.2.2). Let 0 < ↵ < 1 and 0  β  1. Then (1.2.4) and (1.2.5) imply
I(↵M1,βMj) ≥ ↵
4p−6
3(p−1)β
1
3(q−1) I(M1,Mj),
and a similar inequality with (1 − ↵) and (1 − β). As we have I(M1,Mj) < 0, we only
have to show that
↵
4p−6
3(p−1)β
1
3(q−1) + (1− ↵)
4p−6
3(p−1) (1− β) 13(q−1) < 1,
which holds true since q > 1 and 4p−63(p−1) > 1. The proof of Lemma 1.2.1 is complete.
Now we state the second lemma concerning the pure Manev case.
Lemma 1.2.2 (Monotonicity properties of the inﬁmum J(M1,Mj)). Let j be a real-valued
function satisfying Assumptions (H1) and (H2), let M1,Mj > 0 and let J(M1,Mj) be
defined by (1.1.14) in the case δ = 0. Then for all 0 < ↵  1 we have
↵
3−p
3(p−1)J(M1,Mj)  J(↵M1,Mj)  ↵
3−q
3(q−1)J(M1,Mj), (1.2.6)
↵
− 2
3(q−1)J(M1,Mj)  J(M1,↵Mj)  ↵−
2
3(p−1)J(M1,Mj), (1.2.7)
In particular, the function (M1,Mj) 7! J(M1,Mj) is continuous.
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Proof. Let M1,Mj > 0 and ↵ 2 (0, 1]. Let f 2 F(↵M1,Mj) and let
f˜(x, v) = γf
 
γ1/3
λ1/3
x, v
!
be the unique rescaled function in F(M1,Mj) given by Lemma 1.4.1. Then we deduce from
(1.4.2) that λ = 1↵ and, since ↵ < 1, we have also
γq−1  ↵  γp−1.
Moreover, we also deduce from the rescaling identities of Appendix A that
K(f˜) = ↵1/3γ−2/3K(f).
This yields (1.2.6). The inequality (1.2.7) is obtained similarly.
1.2.2 Proof of Theorem 1.1.1
We are now ready to prove Theorem 1.1 which concerns the existence of the minimizers
and some of their properties.
Step 1. Existence of a minimizer.
The Poisson-Manev case (δ > 0).
Let M1,Mj > 0. From Lemma 1.2.1, we know that I(M1,Mj) is ﬁnite. Consider a
minimizing sequence fn of (1.1.13):
kfnkL1 = M1, kj(fn)kL1 = Mj and lim
n!+1H(fn) = I(M1,Mj). (1.2.8)
At ﬁxed n, we denote by f⇤xn the standard Schwarz rearrangement of fn with respect to
the variable x. From the Riesz inequality, we have Epot(f
⇤x
n ) ≥ Epot(fn). Thus we have
H(f⇤xn )  H(fn) and we may assume that the sequence fn is spherically symmetric in
space.
We now observe that the sequence (fn) is bounded in Ej . Indeed, from the subcritical
condition (1.1.12), the kinetic energy of fn is controlled by the inequality (1.2.3). Thus,
from Lemma 1.4.3 of Appendix B, there exists f 2 Ej such that
fn * f in L
p(R6) and Epot(fn)! Epot(f).
By lower semi-continuity, we then have H(f)  I(M1,Mj) which implies f 6= 0 since
I(M1,Mj) < 0 (see (1.2.1)). Therefore there exist 0 < ↵,β  1 such that kfkL1 = ↵M1
and kj(f)kL1 = βMj . Combining this with (1.2.5) and (1.2.4), we get
↵
4p−6
3(p−1)β
1
3(q−1) I(M1,Mj)  H(f)  I(M1,Mj).
Hence ↵ = β = 1 and f is a minimizer of (1.1.13).
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The pure Manev case (δ = 0,  = 1).
Let fn be a minimizing sequence of (1.1.14). By a similar argument as above, we may
assume that fn is spherically symmetric in space. Moreover, from the rescaling formulas
of Appendix 1.4.2, the sequence of functions deﬁned by fˆn = fn(
x
λn
,λnv) (where λ
2
n =
k|v|2fnkL1) satisﬁes
fˆn 2 F(M1,Mj), K(fˆn) = K(fn) and k|v|2fˆnkL1 = 1.
In particular, (fˆn) is bounded in Ej . From Lemma 1.4.3 of Appendix 1.4.2, there exists
fˆ 2 Ej such that
fˆn * fˆ in L
p(R6) and Epot(fˆn)! Epot(fˆ).
Since (fˆn) is a minimizing sequence of (1.1.14), Epot(fˆn) converges to J(M1,Mj)
−1. This
implies that
Epot(fˆ) = J(M1,Mj)
−1 > 0
and then fˆ 6= 0.
Moreover, from Fatou’s Lemma, we have K(fˆ)  lim infK(fˆn) = J(M1,Mj) and we
have also fˆ 2 F(↵M1,βMj) with 0 < ↵,β  1. A similar rescaling as in the proof of
Lemma 1.2.2 gives
K(fˆ) ≥ 1
↵
q−3
3(q−1)β
2
3(p−1)
J(M1,Mj),
which implies that ↵ = β = 1. Therefore f is a minimizer of the variational problem
(1.1.14).
Step 2. Euler-Lagrange equation for the minimizer.
The Poisson-Manev case (δ > 0).
Let M1,M2 > 0 satisfy the subcritical condition (1.1.12) and let Q be a minimizer of
(1.1.13). Our goal in this step is to derive the Euler-Lagrange equation satisﬁed by Q. Let
" > 0. We introduce the set
S" = {(x, v) 2 R6, Q(x, v) ≥ "},
and pick a compactly supported function g 2 L1(R6) such that g > 0 almost everywhere
in R6\S". Then,
for all t 2

0,
"
kgk1
]
, ft = Q+ tg 2 Ej\{0}.
Similarly as in Appendix 1.4.1, there exists a unique pair (γt, ⌘t) positive numbers such
that the function f˜t deﬁned by
f˜t(x, v) = γtft
 
x,
✓
γt
⌘t
◆ 1
3
v
!
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belongs to F(M1,Mj), which is equivalent to
⌘t =
M1
kftkL1
and
1
γt
kj(γtft)kL1 =
Mj
M1
kftkL1 . (1.2.9)
By diﬀerentiating the ﬁrst equality, we obtain for t! 0
⌘t = 1−
R
R6
g
M1
t+ o(t). (1.2.10)
For all t 2 [0, "kgk1 ] and for all γ 2 R⇤+, we set
G(γ, t) =
1
γ
Z
R6
j(γft)− Mj
M1
Z
R6
ft.
Then G is clearly a C1 function of t and γ. Moreover, from Appendix 1.4.1, we get
@G
@γ
(γ, t) > 0.
This implies that t 7! γt is a C1 function and, by diﬀerentiating (1.2.9) with respect to t,
we obtain
γt = 1 +
✓
Mj
M1CQ
Z
R6
g − 1
CQ
Z
R6
j0(Q)g
◆
t+ o(t), as t! 0, (1.2.11)
where, from the hypothesis (1.1.8), CQ = kj0(Q)QkL1 −Mj is a positive constant. Since
Q is a minimizer of (1.1.13) and since f˜t belongs to F(M1,Mj), we have
lim
t!0
H(f˜t)−H(Q)
t
≥ 0.
From the computation in Appendix 1.4.1, we also have8>>><>>>:
∥∥∥|v|2f˜t∥∥∥
L1
− ∥∥|v|2Q∥∥
L1
=
⌘
5/3
t
γ
2/3
t
✓∥∥|v|2Q∥∥
L1
+ t
Z
R6
|v|2g
◆
− ∥∥|v|2Q∥∥
L1
,
Epot(f˜t)− Epot(Q) = ⌘2t
✓
Epot(Q)− 2t
Z
R6
φQg + t
2Epot(g)
◆
− Epot(Q).
Inserting the expansions (1.2.10) and (1.2.11) in these expressions, we getZ
R6
✓ |v|2
2
+ φQ − λ− µj0(Q)
◆
g ≥ 0, (1.2.12)
with
µ = −
∥∥|v|2Q∥∥
L1
3CQ
and λ = − 1
M1
 
Epot(Q)−
∥∥|v|2Q∥∥
L1
6
✓
5 +
2Mj
CQ
◆!
.
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We now observe that µ and λ are negative. Indeed, the equality I(M1,Mj) =
∥∥|v|2Q∥∥
L1
−
Epot(Q) gives
λ =
1
M1
 
I(M1,Mj)−
∥∥|v|2Q∥∥
L1
6CQ
Z
R6
(
j0(Q)Q− 3j(Q))! ,
where I(M1,Mj) < 0 and, from (1.1.8), j
0(Q)Q− 3j(Q) ≥ 0. Since equality (1.2.12) holds
for all g 2 L1(R6) which is compactly supported on S", we have
|v|2
2
+ φQ − λ− µj0(Q) = 0 on S".
This means that this equality holds on Supp(Q). Similarly, out of the support of Q, as
g ≥ 0, we have
|v|2
2
+ φQ − λ ≥ 0.
We ﬁnally get, for all (x, v) 2 (R3)2 ,
Q(x, v) = (j0)−1
 |v|2
2 + φQ(x)− λ
µ
!
+
.
We will show later (Step 3) that φQ is a C
1 function, which is sufficient to ensure that Q
is a steady state. Indeed, from (H1), we deduce that the function (j0)−1 is C1 on R⇤+ with
(j0)−1(0) = 0. Hence, Q being a function of the microscopic energy is a steady state of
(1.1.1), at least in the weak sense. Note that Q is C1 in the interior of its support and is
continuous but may have an inﬁnite derivative at the boundary of its support.
The pure Manev case (δ = 0,  = 1).
Let Q be a minimizer of (1.1.14). To get the Euler-Lagrange equation, we simply differen-
tiate f 7! K(f) following the same procedure as above and ﬁnd after computations
Q = (j0)−1
 |v|2
2 + γφQ(x)− λ
µ
!
+
,
with
γ =
k|v|2QkL1
Epot(Q)
= J(M1,Mj), λ = −(CQ − 2Mj)k|v|
2QkL1
6M1CQ
, µ = −k|v|
2QkL1
3CQ
.
By inserting these expressions in (1.1.1), we observe that f is a steady state of (1.1.1) if
and only if γ = 1, which means J(M1,Mj) = 1. Let M1 > 0 be ﬁxed. From the control of
the inﬁmum (1.2.7), we deduce that the function Mj 7! J(M1,Mj) is continuous, strictly
decreasing and satisﬁes
lim
Mj!0
J(M1,Mj) = +1, lim
Mj!+1
J(M1,Mj) = 0.
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Therefore, it is clear that there exists a unique Mj such that J(M1,Mj) = 1.
Step 3. Regularity of the potential φQ and compact support of Q
Let us prove that φQ belongs to C
1,↵, for all ↵ 2 (0, 1). Using the expression of Q, we get
⇢Q(x) =
Z
R3
(j0)−1
 |v|2
2 + φQ(x)− λ
µ
!
+
dv. (1.2.13)
Passing to the spherical velocity coordinate u = |v| and performing the change of variable
w = u
2
2|µ| , we get
⇢Q(x) = 4⇡
p
2|µ| 32
Z +1
0
(j0)−1 (k(x)− w)+
p
wdw, (1.2.14)
where k(x) =
φQ(x)− λ
µ
. We remark that the support of ⇢Q is contained in {x 2
R
3, k(x) ≥ 0} and that k(x)+  φQ(x)/µ. Moreover, from (H2), for all s ≥ 0 we have
(j0)−1(s)  C
⇣
s
1
p−1 + s
1
q−1
⌘
.
Therefore
⇢Q(x)  C
Z k(x)+
0
⇣
(k(x)− w) 1p−1 + (k(x)− w) 1q−1
⌘p
wdw
 C
⇣
(k(x)+)
3
2
+ 1
p−1 + ((k(x)+)
3
2
+ 1
q−1
⌘
 C
⇣
|φQ(x)|
3
2
+ 1
p−1 + |φQ(x)|
3
2
+ 1
q−1
⌘
. (1.2.15)
Since Q belongs to L1 \Lp, p > 3, and since |v|2Q belongs to L1, we deduce from interpo-
lation inequalities that ⇢Q 2 L1 \ Lp0 with p0 = 5p−33p−1 2 (32 , 53 ].
Assume now that ⇢Q 2 L1 \Lk for some 32 < k < 3. Then from the Hardy-Littlewood-
Sobolev inequality, we deduce that φPQ belongs to all L
s with 3 < s  1 and that φMQ
belongs to all Ls with 32 < s  3k3−k . Hence, from (1.2.15), since q ≥ p, we deduce that the
function ⇢Q belongs to L
` with
`
✓
3
2
+
1
p− 1
◆
=
3k
3− k . (1.2.16)
Using (1.2.16) and p > 3 (Assumption (H2)), a simple bootstrap argument enables to prove
that there exists r > 3 such that ⇢Q 2 Lr.
Consequently, from Sobolev embeddings and from (−∆)1/2φMQ = −⇢Q, we deduce that
the Manev potential φMQ belongs to C
0,↵ for all ↵ 2 (0, 1− 3r ). Since this function converges
to 0 at the inﬁnity, we have φMQ 2 L1, and then φQ 2 L1. Thus (1.2.15) gives ⇢Q 2 L1.
Finally, using again Sobolev embeddings, φMQ and φ
P
Q belong to C
0,↵ for all ↵ 2 (0, 1).
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From the regularity of φQ, the fact that this function goes to 0 as |x| ! +1 and that
λ < 0, one deduces that
Supp(Q) =
⇢
(x, v) 2 R6, |v|
2
2
+ φQ(x)− λ  0
}
is a compact subset of R6.
Let us now prove that ⇢Q belongs to C
0,↵ for all ↵ 2 (0, 1). Passing to the spherical
coordinate in velocity in the expression (1.2.13) of ⇢Q and performing the change of variable
s =
|v|2
2
+φQ(x)−λ
µ yields
⇢Q(x) = |µ|
3
2
p
2
Z
R+
(j0)−1(s)
✓
φQ(x)− λ
µ
− s
◆1/2
+
ds.
For all k 2 R, denote f(k) = R
R+
(j0)−1(s) (k − s)1/2+ ds. We claim that, for all k0 > 0, we
have
8k1, k2 2 (−1, k0], |f(k1)− f(k2)|  (j0)−1(k0)k1/20 |k1 − k2| . (1.2.17)
By taking k0 =
−kφQk1−λ
µ , we deduce from this claim that
8(x, y) 2 R6, |⇢Q(x)− ⇢Q(y)|  C |φQ(x)− φQ(y)| .
This shows that ⇢Q 2 C0,↵ for all ↵ 2 (0, 1). Next, since we have
φQ = ∆
−1(⇢Q)− (−∆)−1/2(⇢Q),
we can conclude from standard regularity argument that φQ 2 C1,↵ for all ↵ 2 (0, 1). This
is the regularity of the potential stated in Theorem 1.1.1. Let us now prove the claim
(1.2.17). For all k1  k2  k0, we have
f(k2)− f(k1) =
Z
R+
(j0)−1(s)
⇣
(k2 − s)1/2+ − (k1 − s)1/2+
⌘
ds
 (j0)−1(k0)
Z
R+
⇣
(k2 − s)1/2+ − (k1 − s)1/2+
⌘
ds
=
2
3
(j0)−1(k0)
⇣
(k2)
3/2
+ − (k1)3/2+
⌘
 (j0)−1(k0)k1/20 (k2 − k1).
Since f is an increasing function, this yields (1.2.17). This concludes the proof of the
regularity of the potential stated in Theorem 1.1.1.
Step 4. The functions ⇢Q and φQ are spherically symmetric and monotone.
Consider a minimizer Q of (1.1.13), continuous and compactly supported thanks to the
previous step, and denote by Q⇤x its symmetric rearrangement with respect to the x vari-
able only. We have clearly Q⇤x 2 F(M1,Mj) and
R |v|2Qdxdv = R |v|2Q⇤xdxdv. Moreover,
by the Riesz inequality (see [43]), we haveZ
R6
Q(x, v)Q(y, w)g(|x− y|)dxdy 
Z
R6
Q⇤x(x, v)Q⇤x(y, w)g(|x− y|)dxdy (1.2.18)
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for all (v, w) 2 R3 ⇥ R3, where g(r) = δr + r2 (recall that δ ≥ 0 and  ≥ 0). Therefore, by
integrating this inequality with respect to v and w, one gets
Epot(Q)  Epot(Q⇤x),
which means that H(Q⇤x)  H(Q): Q⇤x is also a minimizer of (1.1.13). Hence, we must
have equality in the above inequalities: Epot(Q) = Epot(Q
⇤x) and, even more, we have
an equality in (1.2.18) for all v, w. We are then in a situation of equality in the Riesz
inequality: since the function g is strictly decreasing, we deduce that (see [43]), for all v, w,
there exists a translation shift x0(v, w) such that
Q(x, v) = Q⇤x(x+ x0(v, w), v) and Q(x,w) = Q⇤x(x+ x0(v, w), w). (1.2.19)
Let v be such that Q(·, v) 6⌘ 0. Q being compactly supported, we integrate the ﬁrst equality
in (1.2.19) against x and obtainZ
R3
xQ(x, v)dx =
Z
R3
xQ⇤x(x+ x0(v, w), v)dx
=
Z
R3
xQ⇤x(x, v)dx− x0(v, w)
Z
R3
Q⇤x(x, v)dx.
Hence, we have the expression
x0(v, w) =
R
R3
x(Q(x, v)−Q⇤x(x, v))dxR
R3
Q⇤x(x, v)dx
and then x0(v, w) is independent of w. Similarly, using the second equality in (1.2.19), one
obtains that x0 is independent of v. We have proved ﬁnally that there exists x0 2 R3 such
that
Q(x, v) = Q⇤x(x+ x0, v) = Q⇤x(|x+ x0|, v), 8v 2 R3.
Consequently, up to a translation shift, ⇢Q is a nonincreasing function of |x|.
Let us now prove that φQ is a nondecreasing function of r = |x|. Since the function
j is convex and µ < 0, the expression (1.2.13) shows that φQ(r) is nondecreasing on the
compact support of the nonincreasing function ⇢Q(r). Let [0, RQ] be this compact support.
For |x| = r > RQ, we have
φPQ(x) = −
Z
R3
⇢Q(y)
4⇡|x− y|dy and φ
M
Q (x) = −
Z
R3
⇢Q(y)
2⇡2|x− y|2dy.
Passing to the spherical coordinate (see the proof of Proposition 1.4.2 in Appendix 1.4.2),
we have
φPQ(x) = −
M1
4⇡r
and φMQ (x) = −
1
⇡
Z RQ
0
s⇢Q(s)
r
ln
✓
r + s
r − s
◆
ds.
Since the function r 7! 1r ln
⇣
1 + 2sr−s
⌘
is positive and decreasing, φQ is nondecreasing on
[RQ,+1). The proof of Theorem 1.1.1 is complete.
52
1.3. ORBITAL STABILITY OF THE GROUND STATES 53
1.3 Orbital stability of the ground states
To prove the orbital stability result stated in Theorem 1.1.3, we ﬁrst need to prove the
uniqueness of the minimizer under equimeasurability and symmetric constraints which are
inherited from the invariance properties of the Vlasov-Manev ﬂow. This uniqueness result
is at the heart of our stability analysis and is quite robust in the sense that its proof does
not use the Euler-Lagrange equation. Technically, the uniqueness proof only uses the fact
that a minimizer is a function of a certain microscopic energy, which is not necessarily that
of the minimizer. Therefore our proof does not use the equation satisﬁed by the potential
itself (a non linear fractional-Laplacian equation in the present case).
1.3.1 Uniqueness of the minimizer under equimeasurability condition
This subsection is devoted to the proof of Lemma 1.1.2.
Let
Q0(x, v) = F
✓ |v|2
2
+  0(x)
◆
, Q1(x, v) = F
✓ |v|2
2
+  1(x)
◆
be the functions deﬁned in Lemma 1.1.2. Note that  0 and  1 are not supposed to
coincide with φQ0 and φQ1 respectively, which means that they are not supposed to satisfy
the fractional-Laplacian equation. For i 2 {0, 1} and for all ⌧ < 0, we deﬁne
a i(⌧) = meas
⇢
(x, v) 2 R6, |v|
2
2
+  i(x) < ⌧
}
.
From the equimeasurability of Q0 and Q1 and the properties of the function F , we have
8⌧ < 0, a 0(⌧) = a 1(⌧). (1.3.1)
For i 2 {0, 1}, we deﬁne
µ i(λ) = meas
{
x 2 R3,  i(x) < λ
 
for all λ < 0 and we have then for all ⌧ < 0,
a i(⌧) =
Z
R3
µ i
✓
⌧ − |v|
2
2
◆
dv.
Passing to the spherical velocity coordinate u = |v| and performing the change of variable
w = ⌧ − u2/2, we obtain
a i(⌧) = 4⇡
p
2
Z ⌧
−1
µ i(w)
p
⌧ − w dw. (1.3.2)
We claim that the expression (1.3.2) and the equality (1.3.1) imply that,
for almost all λ < 0, µ 0(λ) = µ 1(λ). (1.3.3)
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Hence, as  0 and  1 are continuous and nondecreasing, we have  0 =  1 on the set
{x 2 R3,  0(x) < 0} = {x 2 R3,  1(x) < 0},
which immediatly gives Q0 = Q1.
Proof of (1.3.3) from (1.3.1) and (1.3.2). By diﬀerentiating with respect to ⌧ the function
a i deﬁned by (1.3.2), one gets
8⌧ < 0, a0 i(⌧) = 2⇡
p
2
Z ⌧
−1
µ i(w)p
⌧ − wdw. (1.3.4)
Now, remarking that, for w < λ, the following integral is constant:
I(λ, w) =
Z λ
w
d⌧p
(λ− ⌧)(⌧ − w) = ⇡,
one deduces from the Fubini theorem thatZ λ
−1
a0 i(⌧)p
λ− ⌧ d⌧ = 2⇡
p
2
Z λ
−1
µ i(w)I(λ, w)dw = 2⇡
2
p
2
Z λ
−1
µ i(w)dw.
Thus, from a 0 = a 1 , we deduce that µ 0(λ) = µ 1(λ) for almost all λ < 0, and the proof
of (1.3.3) is complete.
End of the proof of Lemma 1.1.2. Let Q0, Q1 be two equimeasurable and spherically
symmetric steady states to (1.1.1) which minimize the variational problem (1.1.13) in the
Poisson-Manev case (δ > 0) or the variational problem (1.1.14) in the pure Manev case
(δ = 0,  = 1). From Theorem 1.1.1, there exist λ0, µ0,λ1, µ1 < 0 such that, for i 2 {0, 1},
Qi(x, v) = (j
0)−1
 |v|2
2 + φQi(x)− λi
µi
!
+
. (1.3.5)
We now deﬁne, for i 2 {0, 1},
eQi(x, v) = Qi✓ x|µi|1/2 , |µi|1/2v
◆
.
The functions eQ0 and eQ1 are still equimeasurable and satisfy
eQi(x, v) = (j0)−1✓−|v|2
2
−  i(x)
◆
+
with  i(x) =
φQi
⇣
x
|µi|1/2
⌘
− λi
|µi| .
Since φQi is continuous nondecreasing and converges to 0 as r ! +1, the function  i is
continuous, nondecreasing and the set {x 2 R3,  0(x) < 0} is bounded. From the previous
step, we then conclude that eQ0 = eQ1,
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which means that
Q1 (x, v) = Q0
⇣x
↵
,↵v
⌘
with ↵ =
r
µ1
µ0
. (1.3.6)
We shall now prove that ↵ = 1.
The pure Manev case. In this case, the equality of the kinetic energies (which is assumed
in this lemma) directly gives ↵ = 1.
The Poisson-Manev case. Let us derive a virial identity satisﬁed by the minimizers Q of
(1.1.13), using a rescaling argument. For λ > 0, we set fλ(x, v) = Q(λx,
v
λ), which implies
fλ 2 F(M1,Mj) and
H(fλ) = λ
2
∥∥|v|2Q∥∥
L1
− λδEPpot(Q)− λ2EMpot(Q).
This function of λ has a strict global minimizer in λ = 1, which yields the following virial
identity: ∥∥|v|2Q∥∥
L1
− δ
2
EPpot(Q)− EMpot(Q) = 0. (1.3.7)
Moreover we recall that Q satisﬁes∥∥|v|2Q∥∥
L1
− δEPpot(Q)− EMpot(Q) = I(M1,Mj).
Combining these two equalities, we get
δ
2
EPpot(Q) = −I(M1,Mj). (1.3.8)
Let us now use this identity for the two minimizers Q0 and Q1. From (1.3.8) and (1.2.1),
one deduces that
EPpot(Q0) = E
P
pot(Q1) > 0.
Moreover, from (1.3.6) and Appendix 1.4.1, one gets
EPpot(Q1) =
1
↵
EPpot(Q0).
This yields ↵ = 1, which ends the proof of Lemma 1.1.2.
1.3.2 Orbital stability of the minimizers, proof of Theorem 1.1.3
In this subsection, we prove Theorem 1.1.3.
The Poisson-Manev case.
Let Q be a minimizer of (1.1.13) and assume that Theorem 1.1.3 is false. Then there exist
" > 0 and sequences fn0 2 Ej , tn > 0, such that
lim
n!+1 kf
n
0 −QkEj = 0, (1.3.9)
and
8n ≥ 0, 8x0 2 R3, kfn(tn, x, v)−Q(x+ x0, v)kEj ≥ ", (1.3.10)
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where fn(t, x, v) is a solution to (1.1.1) with initial data fn0 .
From (1.3.9), we have
lim
n!+1H(f
n
0 ) = I(M1,Mj), limn!+1 kf
n
0 kL1 = M1, limn!+1 kj(f
n
0 −Q)kL1 = 0. (1.3.11)
In particular, fn0 converges to Q in the strong L
p topology and hence almost everywhere,
up to a subsequence. Using the assumptions (H1), (H2) and the convexity of j, we deduce
from a classical argument (see Theorem 2 in [12]) that kj(fn0 )kL1 ! kj(Q)kL1 .
Let now gn(x, v) = fn(tn, x, v). By the conservation properties of the Vlasov-Manev
system (1.1.1), we have
lim
n!+1H(gn) = I(M1,Mj), limn!+1 kgnkL1 = M1, limn!+1 kj(gn)kL1 = Mj , (1.3.12)
and, for all t ≥ 0,
meas{(x, v) 2 R6, gn(x, v) > t} = meas{(x, v) 2 R6, fn0 (x, v) > t}. (1.3.13)
From Appendix 1.4.1, let us deﬁne
gn(x, v) = γngn
 
γ
1/3
n
λ
1/3
n
x, v
!
such that kgnkL1 = M1 and kj(gn)kL1 = Mj . Then, from (1.3.12),
γn ! 1, λn ! 1, (1.3.14)
and
lim
n!+1H(gn) = limn!+1H(gn) = I(M1,Mj).
Hence gn is a minimizing sequence of (1.1.13). Now, from classical arguments based on
concentration-compactness techniques ([45], [46]) and the non-dichotomy inequality (1.2.2)
(similarly as [38] and [40]), we claim that gn is relatively strongly compact in Ej and
converges to a ground state Q1, up to a subsequence and up to a translation shift in space.
Hence, by admitting the claim proved in the end of the Poisson-Manev case, by (1.3.14),
we have
gn ! Q1 in Ej (1.3.15)
up to a subsequence and up to a translation shift.
Let us now prove that the equimeasurability (1.3.13) and the L1 convergences of gn
and fn0 imply the equimeasurability of Q and Q1. Indeed, we remark that, for t > 0 and
0 < " < t, 8<:
{gn > t} ⇢ ({|gn −Q1| < "} \ {Q1 > t− "}) [ {|gn −Q1| ≥ "},
{gn > t} ⊃ {|gn −Q1| < "} \ {Q1 > t+ "}.
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By passing to the limit as n! +1, one gets8>><>>:
lim sup
n!+1
meas{gn > t}  meas{Q1 > t− "},
lim inf
n!+1meas{gn > t} ≥ meas{Q1 > t+ "}.
Finally, passing to the limit as "! 0, we have meas{gn > t} ! meas{Q1 > t} for almost
all t > 0 and similarly meas{f0n > t} ! meas{Q > t} for almost all t > 0. Observing that
the functions t 7! meas{Q > t} and t 7! meas{Q1 > t} are right-continuous, we obtain
the equimeasurability of Q and Q1.
We now use the characterization of ground states stated in Theorem 1.1.1 and the
uniqueness result given by Lemma 1.1.2, to conclude that, Q = Q1, up to a space transla-
tion shift. Finally, (1.3.15) contradicts (1.3.10).
To complete the proof of Theorem 1.1.3 in the Poisson-Manev case we have just to
obtain the compactness of minimizing sequence of (1.1.13). Consider a minimizing sequence
fn of (1.1.13):
kfnkL1 = M1, kj(fn)kL1 = Mj and lim
n!+1H(fn) = I(M1,Mj). (1.3.16)
Let
⇢n(x) =
Z
R3
fn(x, v)dv.
From the concentration compactness lemma [45, 46], up to a subsequence, one of the three
following possibilities occurs (BR being the ball of radius R centered at the origin in R
3):
(i) Compactness: there exists yn 2 R3 such that
8" > 0, 9R < +1 such that 8n ≥ 1,
Z
yn+BR
⇢n(x) dx ≥M1 − ". (1.3.17)
(ii) Vanishing:
8R < +1, lim
n!+1 supy2R3
Z
y+BR
⇢n(x) dx = 0. (1.3.18)
(iii) Dichotomy: there exists m1 2 (0,M1) such that for all " > 0, there exist
n0 ≥ 1 and sequences (⇢1n)n≥1, (⇢2n)n≥1, (wn)n≥1 2 L1+(R3) satisfying, for all
n ≥ n0,8>>>>>><>>>>>>:
⇢1n⇢
2
n = ⇢
1
nwn = ⇢
2
nwn = 0 almost everywhere,
⇢n = ⇢
1
n + ⇢
2
n + wn with 0  ⇢1n, ⇢2n, wn  ⇢n
dist(Supp(⇢1n), Supp(⇢
2
n))! +1 as n! +1,
k⇢n − ⇢1n − ⇢2nkL1  ",
∣∣R
R3
⇢1n(x)dx−m1
∣∣+ ∣∣R
R3
⇢2n(x)dx− (M1 −m1)
∣∣ < ".
(1.3.19)
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We claim that only compactness can occur. To show this claim, we need some prelim-
inary results. First, we know that H(fn) is bounded. Consequently, the inequality
H(fn) ≥
∥∥|v|2fn∥∥L1
 
1− 
KMj
M
p−3
3(p−1)
1 M
2
3(p−1)
j
!
− 1
KPj
∥∥|v|2fn∥∥ 12L1 M 7p−96(p−1)1 M 13(p−1)j ,
and the subcritical condition (3.1.10) imply that the kinetic energy of fn is also bounded.
Thus fn is bounded in the energy space Ej and a standard interpolation inequality shows
that (⇢n) is a bounded sequence in L
r(R3) for all r 2 [1, q] with q = 5p−33p−1 > 32 (recall that
the real number p has been deﬁned in Assumption (H2)).
Vanishing cannot occur. Assume that vanishing occurs and pick " > 0. We denote kP = 1,
kM = 2 and introduce the index i 2 {P,M}. For 0 < ⌘ < R, we decompose the Poisson
and Manev potential energies into a sum of three terms, as
Eipot(fn) =
Z
|x−y|>R
⇢n(x)⇢n(y)
|x− y|ki dxdy +
Z
|x−y|<η
⇢n(x)⇢n(y)
|x− y|ki dxdy
+
Z
η<|x−y|<R
⇢n(x)⇢n(y)
|x− y|ki dxdy. (1.3.20)
The ﬁrst term in (1.3.20) can be estimated as follows. For R large enough, we haveZ
|x−y|>R
⇢n(x)⇢n(y)
|x− y|ki dxdy 
M21
Rki
 ".
Let us now estimate the second term in (1.3.20). Let Kη(x) =
1|x|<η(x)
|x|ki and r =
q
2(q − 1) <
3
2
. Then, Kη belongs to L
r(R3) with
kKηkr  C⌘βi , βi = 3− kir
r
> 0.
Furthermore, since r satisﬁes 1r +
1
q = 1 +
1
q0 , we deduce from the Young inequality that
kKη ⇤ ⇢nkq0  CkKηkrk⇢nkq  C⌘βik⇢nkq.
Hence, from the Hölder inequality, for ⌘ small enough we haveZ
|x−y|<η
⇢n(x)⇢n(y)
|x− y|ki dxdy = k⇢n(Kη ⇤ ⇢n)k1  C⌘
βik⇢nk2q < ",
since k⇢nkq is bounded.
In order to estimate the third term in (1.3.20), we writeZ
η<|x−y|<R
⇢n(x)⇢n(y)
|x− y|ki dxdy 
1
⌘ki
Z
R3
⇢n(y)
 Z
|x−y|<R
⇢n(x)dx
!
dy
 M1
⌘ki
sup
y2R3
Z
y+BR
⇢n(x)dx.
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Since we assume that vanishing occurs, we have
sup
y2R3
Z
y+BR
⇢n(x)dx! 0
and the third term converges to zero as n! +1, for each ﬁxed R and ⌘. We ﬁnally obtain
Eipot(fn) −! 0 as n! +1, for i 2 {P,M}. Thus
Epot(fn) −! 0.
Now, passing to the limit in
H(fn) =
∥∥|v|2fn∥∥L1 − Epot(fn) ≥ −Epot(fn),
and, using (1.3.16), we get I(M1,Mj) ≥ 0 which contradicts (1.2.1). We have proved that
vanishing cannot occur.
Dichotomy cannot occur. Suppose that dichotomy occurs and pick " > 0. We have a
decomposition ⇢n = ⇢
1
n+⇢
2
n+wn, where ⇢
1
n, ⇢
2
n and wn are disjointly supported. We deﬁne
then f1n = fn1{x2Supp(ρ1n)} and similarly f
2
n and f
w
n . Now we write, for i 2 {P,M},
Eipot(fn)− Eipot(f1n)− Eipot(f2n) = 2
Z
R6
⇢1n(x)⇢
2
n(y)
|x− y|ki dxdy + 2
Z
R6
⇢n(x)wn(y)
|x− y|ki dxdy
−
Z
R6
wn(x)wn(y)
|x− y|ki dxdy. (1.3.21)
Let us treat the ﬁrst term in (1.3.21). From
dn = dist(Supp(⇢
1
n), Supp(⇢
2
n))! +1,
we deduce that Z
R6
⇢1n(x)⇢
2
n(y)
|x− y|ki dxdy 
M21
(dn)ki
! 0 as n! +1.
We now treat the second and third terms in (1.3.21). We deﬁne qcrit,P =
6
5 and qcrit,M =
3
2 and we recall that, by standard interpolation inequalities, kwnkqcrit,i  k⇢nkqcrit,i is
bounded. Then, from the Hardy-Littlewood-Sobolev inequality, we haveZ
R6
⇢n(x)wn(y)
|x− y|ki dxdy  Ck⇢nkqcrit,ikwnkqcrit,i  Ckwnkqcrit,i
and Z
R6
wn(x)wn(y)
|x− y|ki dxdy  Ckwnk
2
qcrit,i  Ckwnkqcrit,i .
From the Hölder inequality, we get
kwnkqcrit,i  kwnkθi1 kwnk1−θiq  Ckwnkθi1  C"θi
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for ✓i =
q−qcrit,i
qcrit,i(q−1) > 0 and for n large enough. We ﬁnally get, for i 2 {P,M},
lim sup
n!+1
∣∣Eipot(fn)− Eipot(f1n)− Eipot(f2n)∣∣  C"θi ,
and thus,
lim sup
n!+1
∣∣Epot(fn)− Epot(f1n)− Epot(f2n)∣∣  C("θ1 + "θ2)  C"θ2 .
Hence,
lim inf
n!+1
(
H(fn)−H(f1n)−H(f2n)
) ≥ ∥∥|v|2fwn ∥∥L1 − C"θ2 .
As limn!+1H(fn) = I(M1,Mj), we get
I(M1,Mj) ≥ lim sup
n!+1
(
H(f1n) +H(f
2
n)
)− C"θ2 . (1.3.22)
Now, from the dichotomy assumption, the boundness of fn in Ej , and from the disjoint
support property, we have
M1j +M
2
j Mj , (1.3.23)
with
M1j = lim sup
n!+1
kj(f1n)kL1 and M2j = lim sup
n!+1
kj(f2n)kL1 . (1.3.24)
Let f˜1n be the following rescaled function in F(m1,M
1
j ) deﬁned thanks to Appendix 1.4.1,
Lemma 1.4.1:
f˜1n(x, v) = γnf
1
n
 
γ
1/3
n
λ
1/3
n
x, v
!
.
Then
H(f1n) = H(f˜
1
n) + (1− λn)
∥∥|v|2f∥∥
1
− (1− λ
5
3
nγ
1
3
n )E
P
pot(f
1
n)− (1− λ
4
3
nγ
2
3
n )E
M
pot(f
1
n),
where, by interpolation inequalities, the potential and kinetic energies are uniformly bounded.
From the expression (1.4.2) of λn and γn, from the dichotomy condition (1.3.19) and from
(1.3.24), we conclude that there exists Cε > 0 such that, up to a subsequence extraction
and for n large enough, we have
H(f1n) ≥ H(f˜1n)− Cε ≥ I(m1,M1j )− Cε with lim
ε!0
Cε = 0.
A similar result holds for f2n which gives, from (1.3.22),
I(M1,Mj) ≥ lim sup
ε!0
lim sup
n!+1
(
H(f1n) +H(f
2
n)
)
≥ I(m1,M1j ) + I((M1 −m1),M2j ). (1.3.25)
Now, from the nondichotomy condition (1.2.2), we deduce
I(m1,M
1
j ) + I((M1 −m1),M2j ) > I(M1,M1j +M2j ) ≥ I(M1,Mj), (1.3.26)
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where we used (1.2.4) coupled to (1.3.23). Since (1.3.26) contradicts (1.3.25), we have
proved that dichotomy cannot occur.
Finally, we conclude from the concentration-compactness principle that compactness
occurs. Therefore, from the boundedness of fn in Ej and the Dunford-Pettis theorem, we
deduce that the sequence
fn(x, v) = fn(x+ yn, v),
is weakly relatively compact in L1. Up to a subsequence, we have
fn * f in L
1 and Lp with f 2 Ej (1.3.27)
and in particular
kfkL1 = M1.
Now we claim that
EPpot(fn)! EPpot(f) and EMpot(fn)! EMpot(f). (1.3.28)
Indeed, for i 2 {P,M}, we have
Eipot(fn − f) =
Z
R6
(⇢n(x)− ⇢(x))(⇢n(y)− ⇢(y))
|x− y|ki dxdy.
We decompose this integral similarly as in (1.3.20) for the proof of nonvanishing. There
exist βi > 0 and two positive constants C1, C2 such that, for 0 < ⌘ < R,
Eipot(fn − f)  C1⌘βi +
C2
Rki
+
Z
R3
(⇢n(x)− ⇢(x))vn(x)dx,
where
vn = (⇢n − ⇢) ⇤ hηR with hηR(x) =
1{η<|x|<R}(x)
|x|ki .
The sequence vn is bounded in L
1\L1. From hηR 2 L1 and from the convergence ⇢n * ⇢
in L1, we get
8x 2 R3, vn(x)! 0 as n! +1.
Since, in addition, there is no mass loss:
k⇢n ⇤ hηRk1 =
✓Z
R3
hηR(x)dx
◆✓Z
R3
⇢n(y)dy
◆
=
✓Z
R3
hηR(x)dx
◆✓Z
R3
⇢(y)dy
◆
= k⇢ ⇤ hηRk1,
we have in fact vn ! 0 in L1, and also in Lq0 . From the Hölder inequality, for all ⌘ and R
we have Z
R3
(⇢n(x)− ⇢(x))vn(x)dx! 0,
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which implies Eipot(fn − f)! 0 and also (1.3.28). Thus, by Fatou’s lemma,
H(f)  I(M1,Mj) and kj(f)kL1 Mj . (1.3.29)
Moreover, we have from (1.2.4),
0 > I(M1,Mj) ≥ H(f) ≥ I(M1, kj(f)kL1) ≥
✓kj(f)kL1
Mj
◆ 1
3(p2−1)
I(M1,Mj).
Together with (1.3.29), this implies that kj(f)kL1 = Mj . Hence f 2 F(M1,Mj) and
H(f) = I(M1,Mj) and we ﬁnally get∥∥fn∥∥L1 ! kfkL1 , ∥∥|v|2fn∥∥L1 ! ∥∥|v|2f∥∥L1 , ∥∥j(fn)∥∥L1 ! kj(f)kL1 .
From standard convexity argument, see [12], we conclude that fn ! f in L1, |v|2fn ! |v|2f
in L1 and j(fn−f)! 0 in L1. We have proved the strong convergence, in the Ej sense, of
the subsequence fn to the minimizer f and thus the compactness of minimizing sequence
of (1.1.13). The proof of Theorem 1.1.3 in the Poisson-Manev case is completed.
The pure Manev case.
To prove Theorem 1.1.3 for the pure Manev case, it is clearly sufficient to prove the following
proposition.
Proposition 1.3.1. Let Q be a steady state of (1.1.1) which minimizes (1.1.14) and let
(fn)n≥1 2 Ej such that for all s > 0
lim
n!+1meas{(x, v) 2 R
6, fn(x, v) > s} = meas{(x, v) 2 R6, Q(x, v) > s} (1.3.30)
and
kfnkL1 ! kQkL1 , lim sup
n!+1
kj(fn)kL1  kj(Q)kL1 and lim sup
H(fn)
k|v|2fnkL1
 0. (1.3.31)
Then there exists (yn)n≥1 sequence on R3 such that up to a subsequence
fn
✓
λn(x+ yn),
v
λn
◆
! Q in Ej , where λn =
✓ k|v|2QkL1
k|v|2fnkL1
◆1/2
.
Proof. From the assumption (ii), the sequence of rescaled functions deﬁned by fˆn(x, v) =
fn(λnx,
v
λn
) satisﬁes for all s > 0
lim
n!+1meas{(x, v) 2 R
6, fˆn(x, v) > s} = meas{(x, v) 2 R6, Q(x, v) > s}, (1.3.32)
lim supH(fˆn)  0 and then lim inf Epot(fˆn) ≥ k|v|2QkL1 = Epot(Q) > 0. (1.3.33)
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From concentration-compactness argument [45, 46] and using Lemma 3.2 in [38], one can
deduce that the sequence fˆn satisﬁes one of the three following alternatives: compactness,
vanishing or dichotomy, see e.g. Lemma 3.2 in [38] for the deﬁnitions of these standard
notions. In fact, we shall prove that only compactness may occur.
Indeed, vanishing cannot occur, since (1.3.33) prevents Epot(fˆn) from going to 0 as
n ! +1. Next, if dichotomy occurs (see [38]), then there exist 0 < ↵ < 1 such that, for
all " > 0, there exists a decomposition fˆn = f
1
n + f
2
n + wn, with disjoint supports, such
that we have ∣∣kf1nkL1 − ↵kQkL1∣∣+ ∣∣kf2nkL1 − (1− ↵)kQkL1∣∣ < ", (1.3.34)
and ∣∣∣Epot(fˆn)− Epot(f1n)− Epot(f2n)∣∣∣ < ". (1.3.35)
The control of the mass (1.3.34) and the monotonicity of the inﬁmum from Lemma 1.2.2
imply that
K(f1n) ≥ J(↵kQkL1 + ", kj(f1n)kL1) ≥ J(↵kQkL1 + ", kj(Q)kL1).
By choosing " < 1−α2 kQkL1 , we ensure that
J(↵kQkL1 + ", kj(Q)kL1) ≥ J
✓
1 + ↵
2
kQkL1 , kj(Q)kL1
◆
> 1
and then
H(f1n) =
∥∥|v|2f1n∥∥L1 ✓1− 1K(f1n)
◆
≥ C1
∥∥|v|2f1n∥∥L1 , (1.3.36)
where C1 > 0 does not depend of " and n, which gives
lim inf
n!+1H(f
1
n) ≥ 0, and similarly lim inf
n!+1H(f
2
n) ≥ 0. (1.3.37)
Moreover, we have
H(fˆn) =
∥∥|v|2f1n∥∥L1 + ∥∥|v|2f2n∥∥L1 + ∥∥|v|2wn∥∥L1 − Epot(fn)
≥ H(f1n) +H(f2n)− ",
where we used (1.3.35). Passing to the limit in this inequality as n! +1, we obtain
lim sup
n!+1
(H(f1n) +H(f
2
n))  ".
From (1.3.36), we deduce that
lim sup
n!+1
(
∥∥|v|2f1n∥∥L1 + ∥∥|v|2f2n∥∥L1)  C",
where C > 0 is independent of ". Then, using
Epot(f
1
n) + Epot(f
2
n) =
∥∥|v|2f1n∥∥L1 + ∥∥|v|2f2n∥∥L1 −H(f1n)−H(f2n)
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together with (1.3.37), we get
lim sup
n!+1
(Epot(f
1
n) + Epot(f
2
n))  C".
For " small enough, this contradicts (1.3.33) and (1.3.35). This proves that dichotomy
cannot occur and then compactness follows. In particular, there exists a sequence of
translation shifts yn such that, up to a subsequence,
fˆn(·+ yn)* fˆ in L1(R6) and Epot(fˆn)! Epot(fˆ).
Moreover, by lower semicontinuity and by (1.3.33), we have
kj(fˆ)kL1  kj(Q)kL1 and K(fˆ)  lim sup
n!+1
K(fˆn)  1.
Therefore, by (1.2.7), we have
1 = J (kQkL1 , kj(Q)kL1)  J
⇣
kQkL1 , kj(fˆ)kL1
⌘
 K(fˆ)  1.
The strict monotonicity of the function Mj 7! J(M1,Mj) yields
kj(fˆ)kL1 = kj(Q)kL1 and K(fˆ) = 1.
From this, it is now standard to conclude the strong convergence fˆn(·+yn)! fˆ in Ej . Note
that fˆ is a minimizer of (1.1.14) satisfying
∥∥∥|v|2fˆ∥∥∥
L1
=
∥∥|v|2Q∥∥
L1
. Furthermore, from the
strong L1 convergence of fˆn(· + yn) to Q and from their equimeasurability deduced from
(1.3.30), one can prove that fˆ is equimeasurable to Q (this proof can be done following the
same lines as in the above proof of orbital stability for the Poisson-Manev case). Therefore,
from Lemma 1.1.2, one deduces ﬁnally that fˆ is equal to Q, up to a translation shift. This
concludes the proof of Proposition 1.3.1 and the proof of Theorem 1.1.3 is complete.
1.4 Appendix
1.4.1 Rescalings
Let f 2 Ej and let γ > 0, λ > 0 and µ > 0. Then the rescaled function f˜ deﬁned by
f˜(x, v) = γf(x
λ
, µv) satisﬁes the following identities.
Norms
kf˜kL1 = γ
λ3
µ3
kfkL1 ; kj(f˜)kL1 =
λ3
µ3
kj(γf)kL1 ;
∥∥∥|v|2f˜∥∥∥
L1
= γ
λ3
µ5
∥∥|v|2f∥∥
L1
.
Functions
⇢f˜ (x) =
γ
µ3
⇢f
⇣x
λ
⌘
; φP
f˜
(x) = γ
λ2
µ3
φPf
⇣x
λ
⌘
; φM
f˜
(x) = γ
λ
µ3
φMf
⇣x
λ
⌘
.
Potential energy
EPpot(f˜) = γ
2λ
5
µ6
EPpot(f) ; E
M
pot(f˜) = γ
2λ
4
µ6
EMpot(f).
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Lemma 1.4.1. Let f 2 Ej\{0} and M1,Mj > 0. Then there exists a unique pair of
positive constants (γ,λ) such that the rescaled function f˜ defined by
f˜(x, v) = γf
 
γ1/3
λ1/3
x, v
!
(1.4.1)
satisfies kf˜kL1 = M1 and kj(f˜)kL1 = Mj. Moreover, γ and λ satisfy
λ =
M1
kfkL1
and min(γp−1, γq−1)  Mj kfkL1
M1 kj(f)kL1
 max(γp−1, γq−1). (1.4.2)
Proof. The rescaling (1.4.1) gives immediately
kf˜kL1 = λkfkL1 and kj(f˜)kL1 =
λ
γ
kj(γf)kL1 .
Hence, f˜ satisﬁes kf˜kL1 = M1 and kj(f˜)kL1 = Mj as soon as
λ =
M1
kfkL1
and
kj(γf)kL1
γ kj(f)kL1
=
Mj kfkL1
M1 kj(f)kL1
.
The ﬁrst parameter λ is then uniquely determined. Notice also that (1.4.2) is a direct
consequence of the nondichotomy condition (1.1.9). It remains to prove the existence of a
unique suitable γ.
Consider now the function of γ 2 R⇤+ deﬁned by
h(γ) =
kj(γf)kL1
γ kj(f)kL1
.
From the nondichotomy condition (1.1.9), we have
lim
γ!0
h(γ) = 0, lim
γ!+1h(γ) = +1.
Moreover, from a direct calculation, one gets
h0(γ) =
kj0(γf)fkL1
γ kj(f)kL1
− kj(γf)kL1
γ2 kj(f)kL1
≥ (p− 1) kj(γf)kL1
γ2 kj(f)kL1
> 0,
where we used Assumption (H3) on the function j. Hence, there exists a unique γ 2 R⇤+
such that
h(γ) =
MjkfkL1
M1kj(f)kL1
and the Lemma is proved.
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1.4.2 Some properties of radially symmetric potentials
Lemma 1.4.2. There exists a constant C > 0 such that, for all f 2 Ej spherically sym-
metric, we have for all x 2 R3
− C|x| kfkL1  φ
P
f (x)  0. (1.4.3)
Moreover, for all 0 < ↵ < 1, there exists a constant Cα > 0 such that, for all f 2 Ej
spherically symmetric, we have for all x 2 R3
− Cα|x|1+α kfkEj  φ
M
f (x)  0, (1.4.4)
Recall that φPf and φ
M
f are defined by (1.1.3).
Proof. Passing to the spherical coordinate s = |y| and x · y = 2rs cos ✓ in (1.1.3), one gets
φPf (x) = −
Z +1
0
Z pi
0
⇢f (s) sin ✓
2 (s2 + r2 − 2rs cos ✓)1/2
s2dsd✓ = −
Z +1
0
⇢f (s)g
P
r (s)s
2ds, (1.4.5)
φMf (x) = −
1
⇡
Z +1
0
Z pi
0
⇢f (s) sin ✓
s2 + r2 − 2rs cos ✓s
2dsd✓ = − 1
⇡
Z +1
0
⇢f (s)g
M
r (s)s
2ds, (1.4.6)
where
gPr (s) =
1{s<r}(s)
r
+
1{s>r}(s)
s
and gMr (s) =
1
sr
ln
∣∣∣∣r + sr − s
∣∣∣∣ .
Note that
gPr (s) =
1
r
gP1
⇣s
r
⌘
and gMr (s) =
1
r2
gM1
⇣s
r
⌘
.
Since gP1 belongs to L
1, (1.4.5) yields directly (1.4.3). Next, we remark that gM1 belongs
to Lk((0,+1), s2ds) for all k 2 (3,+1), which gives
∥∥gMr ∥∥Lk((0,+1),s2ds)  C
r2−
3
k
.
We ﬁnally obtain (1.4.4) by applying the Hölder inequality to (1.4.6). Indeed, thanks to
interpolation inequalities and under Assumption (H2), f 2 Ej implies that ⇢f 2 L1 \
L3/2((0,+1), s2ds). The proof of the lemma is complete.
Lemma 1.4.3. Let (fn)n≥1 be a bounded sequence of Ej such that ⇢fn is radially symmetric.
Then there exists f 2 Ej such that, up to a subsequence,8><>:
(i) fn * f in L
p(R6),
(ii) Epot(fn)! Epot(f),
(iii) for all 32 < q <
3(5p−3)
4p , φ
M
fn
! φMf in Lq(R3).
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Proof. Since p > 1, we have fn * f in L
p(R6) up to subsequence, which yields (i). Let
us prove (ii). The convergence of the Poisson potential energy is well-known, see e.g. [38].
Let us prove the convergence of the Manev potential energy. We remark that
EMpot(fn) = khfnk2L2 with hfn = (−4)−1/4⇢fn .
Hence, from (1.1.7), we deduce that the sequence hfn is bounded in L
2. Moreover, by
interpolation, we have that ⇢fn is bounded in L
1 \ Lp0 with p0 = 5p−33p−1 2 (32 , 53 ] and then,
by standard Sobolev inequalities, the sequence ((−4)εhfn) is bounded in L2(R3) for " > 0
small enough. This yields some local compactness and we have hfn ! hf in L2loc(R3).
Hence, to conclude Item (ii), it suffices to prove a uniform decay at the inﬁnity. For all
R > 0, we have
khfnkL2(|x|>R) =
Z
|x|>R
|φMfn(x)||⇢fn(x)|dx
 Ck⇢fnkL3/2
 Z
|x|>R
|φMfn(x)|3dx
!1/3
 C
 Z
|x|>R
1
|x|9/2dx
!1/3
=
C 0
R3/2
where we used a Hölder inequality, the uniform boundedness of ⇢fn in L
3/2 and (1.4.4)
with ↵ = 1/2. Finally, we have proved that hfn ! hf in L2(R3), which gives in particular
EMpot(fn)! EMpot(f).
The proof of (iii) is similar. It is sufficient to remark that φMfn = (−4)−1/2⇢fn to obtain
the local compactness of (φMfn) in L
q(R3) and the uniform decay at the inﬁnity, given by
1.4.4, enables to conclude.
Acknowledgements. We thank Naoufel Ben Abdallah for the proof of (1.3.3) from (1.3.1)
and (1.3.2).
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Chapter 2
Self-similar blow-up solutions for the
pure Vlasov-Manev system
N.B. : Nous présentons dans ce chapitre la deuxième partie d’un article à paraître dans
SIMA, SIAM Journal of Mathematical Analysis. Ce travail a été fait en collaboration avec
Mohammed Lemou et Florian Méhats.
Abstract: In this chapter, we study the existence of blow-up self-similar solu-
tions to the pure Vlasov-Manev system. For this particular case of the Vlasov-
Manev system the potential is restricted to the Manev correction in −1/r2.
As stated in the chapter 1 this case can be compared with the Vlasov-Poisson
system in dimension 4: the homogeneity of these both systems implies the
instability of ground states. Hence around ground states built in chapter 1
we prove the existence of exact self-similar blow-up solutions to the Vlasov-
Manev equation. This construction is based on a suitable variational problem
with equimeasurability constraint. Indeed classical ﬁnite constraint would not
provide the separation of the stationnary states. To solve such a problem we
develop new methods of rearrangement with respect to the microscopic energy.
.
2.1 Main result
We recall ﬁrst the expression of the pure Vlasov-Manev system8<:
@tf + v · rxf −rxφf · rvf = 0, (t, x, v) 2 R+ ⇥ R3 ⇥ R3,
f(t = 0, x, v) = f0(x, v) ≥ 0,
(2.1.1)
in which the potential φf satisﬁes
φf (t, x) = −
Z
R3
⇢f (t, y)
2⇡2|x− y|2dy, (2.1.2)
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and the density ⇢f is deﬁned by
⇢f (t, x) =
Z
R3
f(t, x, v)dv.
For this system we constructed in the previous chapter ground states by minimizing
the constant in the interpolation inequality (1.1.7) and we only proved a blow-up stability
of these stationary states. More precisely one may not be aimed at a better stability than
this blow-up stability in the pure Manev case. Indeed the classical stability does not hold
as shown by the following example (translating the pseudo-conformal symmetry property
in this case): let g = g(x, v) be a steady state of (2.1.1) in the pure Manev case (δ = 0,
 = 1), then the function fT deﬁned by
fT (t, x, v) = g
✓
Tx
T − t ,
T − t
T
v +
x
T
◆
,
is a blow-up solution to the system (2.1.1) in the pure Manev case (δ = 0,  = 1), see
[13, 14].
To go further with the pure Manev system we prove in this chapter the existence of
exact self-similar solutions to this system and in particular we construct a continuous family
of blow-up solutions around each ground state. Remark that for the Vlasov-Poisson system
in dimension 4 with which the structure of the equation in the pure Manev case (δ = 0,
 = 1) can be compared, blow-up self-similar proﬁles and pseudo-conformal symmetry are
exhibited (see [39]).
We used the same notations as chapter 1. Recall that the energy space is deﬁned by
Ej = {f ≥ 0 such that kfkEj := kfkL1 + kj(f)kL1 +
∥∥|v|2f∥∥
L1
< +1} (2.1.3)
where the function j : R+ ! R+ satisfying the following hypotheses.
(H1) j is a C2 function, with j(0) = j0(0) = 0 and such that j00(t) > 0 for t > 0.
(H2) There exist p, q > 3 such that
p  tj
0(t)
j(t)
 q, 8t > 0. (2.1.4)
Thanks of Theorem 1.1.1, we consider M1,Mj > 0 two positive constants such that
J(M1,M2) = 1 and Q a steady state of (2.1.1) in the pure Manev case (δ = 0,  = 1)
deﬁned as a minimizer of the variational problem
J(M1,Mj) = inf
f2F(M1,Mj)
K(f), with K(f) :=
∥∥|v|2f∥∥
L1
EMpot(f)
. (2.1.5)
From Theorem 1.1.1 and Lemma 1.1.2 the compactly supported function Q as minimizer of
(2.1.5) is unique under two constraints : its measurability (i.e. its distributional function)
and its kinetic energy.
The following theorem gives the existence of exact spherically symmetric self-similar
solutions to the pure Manev system, (we recall that a spherically symmetric function, in
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this context, is a function which only depends on |x|, |v| and x · v). The uniqueness of
the minimizer under equimeasurable constraints is again used, together with the help of
suitable rearrangement techniques as introduced in [42, 41], to prove this existence, and in
particular to build a continuous family of blow-up solutions around each minimizer.
Theorem 2.1.1 (Exact self-similar solutions in the pure Manev case). Let Q be a steady
state of (2.1.1) in the pure Manev case (δ = 0,  = 1), which minimizes (2.1.5). Then
there exists a constant b⇤ > 0 such that for all b 2 [0, b⇤], there exists a compactly supported
spherically symmetric stationary profile Qb 2 C0(R6) having the form
Qb(x, v) = Fb
✓ |v|2
2
+ bx · v + φQb(x)
◆
on its support, and such that, for all T > 0, the function
f(t, x, v) = Qb
✓
x
λ(t)
,λ(t)v
◆
with λ(t) =
p
2b(T − t) (2.1.6)
is an exact self-similar blow-up solution to the pure Manev system (2.1.1) in Ej. Here,
the function φQb belongs to C
1 and the function F is a continuous nonnegative function
on R, which is C1 on ] −1, eb[ for some eb < 0 and vanishes on [eb,+1[. Moreover, Qb
converges to Q0 = Q in Ej as b! 0.
Remark 2.1.2. The previous results show that, in the pure Manev case (δ = 0,  = 1),
around the ground state Q, there are at least three classes of dynamical proﬁles.
(i) Subcritical solutions. When the initial data f0 is subcritical, i.e. when
J (kf0kL1 , kj(f0)kL1) > 1 = J (kQkL1 , kj(Q)kL1) ,
then the kinetic energy of the solution f(t) is controlled for all time. Indeed, one has
H(f(t)) ≥ k|v|2fkL1
✓
1− 1
K(f(t))
◆
≥ k|v|2fkL1
✓
1− 1
J (kf0kL1 , kj(f0)kL1)
◆
.
Recall that J is deﬁned by (2.1.5) and is continuous and decreasing with respect to its two
arguments.
(ii) Pseudo-conformal blow-up solutions. The following family gives an explicit class of
ﬁnite time blow-up solutions [13, 14]:
f(t, x, v) = Q
✓
Tx
T − t ,
T − t
T
v +
x
T
◆
, T > 0.
Note that the kinetic energy blows up with the rate (T − t)−2.
(iii) Self-similar blow-up solutions. The family given by (2.1.6) blows up in ﬁnite time and
the kinetic energy blows up with the rate (T − t)−1.
In Subsection 2.2.1 we introduce the rearrangement with respect of a modiﬁed micro-
scopic energy and apply it in Subsection 2.2.2 to build self-similar solutions of (1.1.1) in
the pure Manev case δ = 0,  = 1.
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2.2 Self-similar solutions in the pure Manev case
From now on, we only consider the pure Manev case (δ = 0,  = 1). This section is
devoted to the proof of Theorem 2.1.1. Let Q be a steady state solution to (2.1.1) which
minimizes (2.1.5).
We seek, for b small enough, a compactly supported and spherically symmetric station-
ary proﬁle Qb 2 C0(R6), with φQb 2 C1(R3), such that
Qb
✓
x
λ(t)
,λ(t)v
◆
with λ(t) =
p
2b(T − t) (2.2.1)
is a solution to (2.1.1) in the pure Manev case. We insert (2.2.1) in (2.1.1), use the identity
λ˙ = −b/λ and then get that Qb has to satisfy (at least in the weak sense) the following
equation in the self-similar variables (x˜, v˜) = ( x
λ(t) ,λ(t)v) (which are renoted (x, v) for
simplicity),
v · rxQb −rxφQb · rvQb + b (x · rxQb − v · rvQb) = 0. (2.2.2)
We ﬁrst observe that a function of the form
g(x, v) = F
✓ |v|2
2
+ bx · v + φg(x)
◆
satisﬁes this equation. However, for non trivial proﬁles F and for b 6= 0, it can be seen
that such a function does not belong to Ej (it has always inﬁnite mass and energy). To
solve this problem we proceed as in [52, 39] and introduce a radial cut-oﬀ function χ from
R
3 to [0, 1] such that
χ(x) = 1 for |x| < rχ and χ(x) = 0 for |x| > Rχ = 2rχ,
where rχ > 0 will be deﬁned later on (see (2.2.34)). We shall prove the existence of a
function having the form
Qb(x, v) = F
✓ |v|2
2
+ bχ(x)x · v + φQb(x)
◆
, (2.2.3)
which is compactly supported in {|x| < rχ}. Here, the function φQb belongs to C1 and the
function F is a continuous nonnegative function on R, which is C1 on ] −1, e0[ for some
e0 < 0 and vanishes on [e0,+1[. Hence, we have
Qb(x, v) = F
✓ |v|2
2
+ bx · v + φQb(x)
◆
, 8(x, v) 2 R6 such that |x| < rχ,
which is sufficient to deduce that Qb is a solution to (2.2.2).
To construct such self-similar proﬁle Qb, it is natural to use a minimization problem
with constraints. However, if the number of constraints is ﬁnite, which is the case for
instance if we prescribe the mass and a Casimir functional as in Section 1.2, then the
uniqueness of the minimizer is not garanted. This uniqueness property will be crucial to
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ensure that Qb is in the vicinity of Q. Therefore, we will choose a variational problem
with an inﬁnite number of constraints which, using Lemma 1.1.2, will lead to a unique
minimizer. More precisely, we deﬁne the following set of constraints:
Eq(Q) = {f 2 Ej : f is equimeasurable with Q} . (2.2.4)
Then we consider the associated variational problem
Tb := inf {Tb(f) : f 2 Eq(Q), spherically symmetric with Epot(f) = Epot(Q)} , (2.2.5)
where
Tb(f) =
Z
R6
✓ |v|2
2
+ bχ(x)x · v
◆
f(x, v)dxdv (2.2.6)
and we claim the following Proposition.
Proposition 2.2.1. Let Q be a steady state of (2.1.1) in the pure Manev case which
minimizes (2.1.5). Then there exists b⇤ > 0 such that the following holds. For all b 2 [0, b⇤],
the variational problem (2.2.5) has at least one minimizer. Moreover, there exists a family
of minimizers Qb of (2.2.5), taking the form
Qb(x, v) = FQb
✓ |v|2
2
+ bχ(x)x · v + ⌫bφQb(x)
◆
,
where ⌫b is a positive constant and χ(x) has been defined above, and such that, as b ! 0,
we have the convergences ⌫b ! 1 and Qb ! Q0 = Q in Ej. Here, the function Qb has its
support in {(x, v) 2 R6, |x| < rχ}, the function φQb belongs to C1 and the function FQb is
a continuous nonnegative function on R, which is C1 on ] − 1, eb[ for some eb < 0 and
vanishes on [eb,+1[.
This result will be proved in the sections below. Now, using this Proposition 2.2.1, we
end the proof of Theorem 2.1.1. To obtain the desired form (2.2.3) we ﬁrst rescale the
function Qb given by this proposition as follows:
Qb(x, v) = Qb
✓
x,
v
⌫b
◆
and set b˜ = ⌫bb. This ensures that Qb is a function of
|v|2
2
+ b˜χ(x)x · v + φQb(x).
Denoting back Qb and b˜ by Qb and b respectively, we can conclude that we have constructed
a function Qb of the desired form. To prove that this function is a solution to (2.2.2), we
need the continuity of Qb on R
6 and its C1 regularity in the interior of its support. This
regularity can be deduced in a similar way as for Q, see Section 1.2.2, Step 3. The proof
of Theorem 2.1.1 is complete. It remains to prove Proposition 2.2.1. For this purpose, we
need some tools which we introduce in the following subsection.
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2.2.1 Reduction to a functional of a modified microscopic energy
Let us ﬁrst deﬁne
Φrad = {φf , f 2 Ej,rad}, with Ej,rad = {f 2 Ej , f spherically symmetric}. (2.2.7)
From Lemma 1.4.2, we deduce that there exists a constant C > 0 such that, for all
φf 2 Φrad, we have
φf (r) ≥ − C
r3/2
kfkEj . (2.2.8)
Moreover, by interpolation and using (H2), we have
k⇢fkL1 + k⇢fkLα  CkfkEj , ↵ =
5p− 3
3p− 1 .
Therefore, from Hardy-Littlewood-Sobolev, one deduces that φf 2 Lk, for all 32 < k 
3(5p−3)
4p , and in particular, since p > 3, one has
kφfkL3  CkfkEj . (2.2.9)
As we said, we shall construct Qb as a minimizer of the functional Tb deﬁned by
(2.2.6) under equimeasurability constraint. Similarly as in [41, 42], the key tool to study
this variational problem is the symmetrization with respect to the microscopic energy
|v|2
2 + bχ(x)x · v + φ(x). Before deﬁning this symmetrization, we need to introduce and
study the Jacobian associated with this change of variable.
Lemma 2.2.2 (Deﬁnition and properties of the Jacobian ab,φ). Let φ 2 Φrad\{0} and
b 2 R+. Defining the Jacobian function ab,φ : R⇤− ! R+ as
ab,φ(e) = meas
⇢
(x, v) 2 R6, |v|
2
2
+ bχ(x)x · v + φ(x) < e
}
, 8e < 0,
where ”meas” stands for the Lebesgue measure on R6, we have the following properties.
(i) The Jacobian ab,φ is given by the explicit formula
8 e < 0, ab,φ(e) = 32⇡
2
p
2
3
Z +1
0
✓
e− φ(r) + (bχ(r)r)
2
2
◆3/2
+
r2dr. (2.2.10)
(ii) Let eb,φ = inf ess
h
φ(r)− (bχ(r)r)22
i
2 R⇤− [ {−1}. Then ab,φ(e) = 0 for all e  eb,φ
and ab,φ is a strictly increasing C
1 diffeomorphim from (eb,φ, 0) onto R
⇤
+. We will denote
by a−1b,φ the inverse function of ab,φ.
(iii) Let (fn) be a bounded sequence in Ej,rad\{0} and let (en, bn) be a sequence in R⇤−⇥R+
and assume that there exist f 2 Ej,rad\{0}, e 2 R− [ {−1} and b 2 R+ such that
fn * f in L
p(R6), en ! e and bn ! b.
Then, by denoting ab,φf (−1) = 0 and ab,φf (0) = +1, we have
abn,φfn (en)! ab,φf (e) and 8s > 0, a−1bn,φfn (s)! a
−1
b,φf
(s).
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Proof. Proof of (i). We remark that
|v|2
2
+ bχ(x)x · v = 1
2
|v + bχ(x)x|2 − (bχ(x)|x|)
2
2
.
Hence, by performing the change of variable w = v + bχ(x)x with respect to the variable
v, and passing by the spherical coordinate we ﬁnd
ab,φ(e) = (4⇡)
2
Z
r2dr
Z
{u2
2
+φ(r)− (bχ(r)r)2
2
<e}u
2du.
Formula (2.2.10) follows. Since φ 2 Φrad\{0}, we have both the control (2.2.8) and the
fact that the set {x 2 R3, φ(x) < e} is bounded. These two properties ensure that the
integral in (2.2.10) is ﬁnite.
Proof of (ii). By dominated convergence, we deduce that e 7! ab,φ(e) is C1 on R⇤− with
a0b,φ(e) = 16⇡
2
p
2
Z +1
0
✓
e− φ(r) + (bχ(r)r)
2
2
◆1/2
+
r2dr ≥ 0.
For eb,φ < e < 0, we have clearly a
0
b,φ(e) > 0. Let us prove that ab,φ(e) converges to +1 as
e! 0. We observe that, for f 2 Ej,rad\{0} there exists R > 0 such that kfRkL1 = 12kfkL1 ,
where fR = f |x|<R. Thus one can prove that
|φf (r)| ≥ |φfR(r)| ⇠
kfRkL1
2⇡2r2
as r ! +1, (2.2.11)
which gives
ab,φ(e) ≥ C
Z +1
0
✓
e+
C
1 + r2
◆3/2
r2dr.
Hence, ab,φ(e)! +1 as e! 0. Since, we have clearly ab,φ(eb,φ) = 0, item (ii) is proved.
Proof of (iii). The sequence (fn) is bounded in Ej,rad. Then, from Lemma 1.4.3 in Appendix
B, up to extraction of a subsequence, we have in particular
φfn ! φf almost everywhere.
From (2.2.8) and the boundedness of (fn) in Ej,rad, we have
φfn(r) ≥ −
C
r3/2
.
Thus
en − φfn(r) +
(bnχ(r)r)
2
2
 en + C
r3/2
+
(bnχ(r)r)
2
2
! en
when r converges to the inﬁnity. Since en ! e as n ! +1, this implies that, for e 2
[−1, 0), the function
r 7!
✓
en − φfn(r) +
(bnχ(r)r)
2
2
◆
+
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is uniformly compactly supported. Therefore, by dominated convergence, we deduce that
abn,φfn (en)! ab,φf (e).
Let us now treat the case e = 0. Remark ﬁrst that for all n 2 N, we have
abn,φn(en) ≥ a0,φn(en),
and thus it is sufficient to prove that a0,φn(en) converges to ab,φ(0) = +1 as n ! +1.
Let M > 0 be an arbitrary constant. We know that
8x 2 R3, |φf (x)| ≥
Cf
1 + |x|2 . (2.2.12)
Denote Ωn =
n
x 2 R3, |φfn(x)| < Cf2(1+|x|2)
o
and let e0 < 0 be such thatZ
R3
✓
e0 +
Cf
2(1 + |x|2)
◆3/2
+
dx >
3M
4⇡
p
2
.
For n large enough, we have en > e0 and thus
a0,φn(en) ≥
8⇡
p
2
3
Z
R3\Ωn
✓
e0 +
Cf
2(1 + |x|2)
◆3/2
+
dx
≥ 2M − 8⇡
p
2
3
Z
Ωn
✓
e0 +
Cf
2(1 + |x|2)
◆3/2
+
dx.
(2.2.13)
To prove that the second term converges to 0 as n ! +1, we remark that the set of
integration of this term has the form Ωn \ B(0, R) with R > 0 independent of n. Now,
from (2.2.12) and from the deﬁnition of Ωn,
kφfn(x)− φf (x)k3L3(R3) ≥
Z
Ωn
✓
Cf
2(1 + |x|2)
◆3
dx ≥
Z
Ωn\B(0,R)
✓
Cf
2(1 + |x|2)
◆3
dx.
Since φfn converges to φf in L
3(R3) by Lemma 1.4.3, we deduce that the measure of the
set Ωn \B(0, R) converges to 0, which implies that the integralZ
Ωn\B(0,R)
✓
e0 +
Cf
2(1 + |x|2)
◆3/2
+
dx
converges to 0 as n! +1. Thus, for n large enough, abn,φn(en) ≥ a0,φn(en) ≥ M. which
concludes the proof of the convergence of abn,φn(en).
Now, we shall prove that for all s 2 R⇤+, we have a−1bn,φfn (s) ! a
−1
b,φf
(s). Let en :=
a−1bn,φfn (s). We know from the above result that, if en converges to e 2 [−1, 0], then
s = abn,φfn (en)! ab,φf (e).
Hence, the sequence (en) converges to e = a
−1
b,φf
(s). The proof of Lemma 3.4.1 is complete.
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Now, we are ready to construct our symmetrization of f with respect to a given mi-
croscopic energy |v|
2
2 + bχ(x)x · v+φ(x). For this purpose, we ﬁrst recall that the Schwarz
symmetrization Q⇤ of the function Q is the unique nonincreasing function on R+ such that
8λ > 0, µQ⇤(λ) = µQ(λ),
where
µQ⇤(λ) = meas{s 2 R+ : Q⇤(s) > λ}, µQ(λ) = meas
{
(x, v) 2 R6 : Q(x, v) > λ ,
and where the notation ”meas” stands for the Lebesgue measure respectively on R+ and
R
6. Note that Q⇤ is compactly supported and continuous (since Q is compactly supported
and continuous). We shall denote
r⇤ = min{r 2 R+ : Q⇤(r) = 0}. (2.2.14)
Lemma 2.2.3 (Rearrangement with respect to the microscopic energy). Let φ 2 Φrad\{0}
and b ≥ 0. We denote by Q⇤b,φ the nonincreasing continuous function of the microscopic
energy defined by
Q⇤b,φ(x, v) =
(
Q⇤ ◦ ab,φ
⇣ |v|2
2 + bχ(x)x · v + φ(x)
⌘
if |v|
2
2 + bχ(x)x · v + φ(x) < 0,
0 if |v|
2
2 + bχ(x)x · v + φ(x) ≥ 0.
Then the following holds.
(i) The function Q⇤b,φ is compactly supported and
Supp(Q⇤b,φ) =
⇢ |v|2
2
+ bχ(x)x · v + φ(x) < a−1b,φ(r⇤)
}
,
where r⇤ is defined by (2.2.14).
(ii) We have Q⇤b,φ 2 Eq(Q) andZ
R6
|v|2Q⇤b,φ(x, v)dxdv  C(kφk2L3 + b2). (2.2.15)
(iii) Let (fn) be a bounded sequence of Ej,rad\{0} and let (bn) be a sequence of R+ such
that fn * f 6= 0 in Lp(R6) and bn ! b. Then,
Q⇤bn,φfn ! Q⇤b,φf in L1(R6) \ Lp(R6).
(iv) For all f 2 Eq(Q), spherically symmetric, and for all ⌫ > 0, we haveZ ✓ |v|2
2
+ bχ(x)x · v + ⌫φf (x)
◆⇣
Q⇤b,νφf (x, v)− f(x, v)
⌘
dxdv  0 (2.2.16)
with equality if, and only if, f = Q⇤b,νφf .
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Proof. We ﬁrst remark that property (i) is a direct consequence of the deﬁnition of Q⇤b,φ.
Proof of (ii). Recall that, for all λ > 0,
µQ⇤b,φ = meas
n
(x, v) 2 R6, Q⇤b,φ(x, v) > λ
o
. (2.2.17)
If λ ≥ Q⇤(0) = kQkL1 , we clearly have µQ⇤b,φ(λ) = 0 = µQ(λ). If λ < Q⇤(0), then we
have
µQ⇤b,φ(λ) = meas
n
(x, v) 2 R6, ab,φ
⇣ |v|2
2 + bχ(x)x · v + φ(x)
⌘
< sup{r,Q⇤(r) > λ}
o
= sup{r,Q⇤(r) > λ} = µQ(λ).
Thus the functions Q⇤b,φ and Q are equimeasurable. To estimate its kinetic energy, we
remark that
Tb(Q
⇤b,φ) ≥
Z ✓ |v|2
2
− bRχ|v|
◆
Q⇤b,φ ≥ 1
4
Z
|v|2Q⇤b,φ − b2R2χkQkL1 . (2.2.18)
Moreover, from the deﬁnition of Q⇤b,φ, one deduces that
Tb(Q
⇤b,φ) =
Z ✓ |v|2
2
+ bχ(x)x · v + φ(x)
◆
Q⇤b,φ(x, v)dxdv −
Z
φ(x)Q⇤b,φ(x, v)dxdv
 −
Z
φ(x)Q⇤b,φ(x, v)dxdv  kφkL3k⇢Q⇤b,φkL3/2
 CkφkL3kQ⇤b,φk1/2L3 k|v|2Q⇤b,φk
1/2
L1
 CkφkL3k|v|2Q⇤b,φk1/2L1 ,
where we used an interpolation inequality and kQ⇤b,φkL3 = kQkL3 . Combining this with
(2.2.18) gives the control of the kinetic energy (2.2.15).
Proof of (iii). From the continuity of Q⇤ and from Lemma 3.4.1 (ii) and (iii), we clearly
have, for any sequence en ! e,
Q⇤ ◦ abn,φfn (en)! Q⇤ ◦ ab,φf (e).
Moreover, by Lemma 1.4.3, up to a subsequence, φfn ! φf almost everywhere in R6.
Denoting
en(x, v) =
|v|2
2
+ bnχ(x)x · v + φfn(x), e(x, v) =
|v|2
2
+ bχ(x)x · v + φf (x),
we deduce that
for a.e. (x, v) 2 R6, en(x, v)! e(x, v).
Thus Q⇤bn,φn converges to Q⇤b,φ almost everywhere in R6 and the equimeasurability of
Q⇤bn,φn and Q⇤b,φ gives the convergence in L1 \ Lp.
Proof of (iv). Let f 2 Eq(Q) be spherically symmetric and let ⌫ > 0. We have φ := ⌫φf =
φνf 2 Φrad\{0}. We denote f = Q⇤b,φ and we use the layer cake representation
f(x, v) =
Z kfk1
t=0
1t<f(x,v)dt.
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Then from Fubini’s theorem,Z
R6
✓ |v|2
2
+ bχ(x)x · v + φ(x)
◆(
f(x, v)− f(x, v)) dxdv
=
Z kfk1
t=0
dt
Z
R6
⇣
1t<f(x,v) − 1t<f(x,v)
⌘✓ |v|2
2
+ bχ(x)x · v + φ
◆
dxdv
=
Z kfk1
t=0
dt
Z
R6
⇣
1f(x,v)t<f(x,v) − 1f(x,v)t<f(x,v)
⌘✓ |v|2
2
+ bχ(x)x · v + φ
◆
dxdv
=
Z kfk1
t=0
dt
 Z
S1(t)
✓ |v|2
2
+ bχ(x)x · v + φ
◆
dxdv −
Z
S2(t)
✓ |v|2
2
+ bχ(x)x · v + φ
◆
dxdv
!
,
with
S1(t) = {f(x, v)  t < f(x, v)}, S2(t) = {f(x, v)  t < f(x, v)}.
Now, from the equimeasurability of f and f , we have
8t > 0, meas(S1(t)) = meas(S2(t))
and, since f is a nonincreasing function of |v|
2
2 + bχ(x)x · v + φ(x),
a2(t) = sup
(x,v)2S2(t)
⇢ |v|2
2
+ bχ(x)x · v + φ(x)
}
 inf
(x,v)2S1(t)
⇢ |v|2
2
+ bχ(x)x · v + φ(x)
}
= a1(t).
ThusZ
S2(t)
✓ |v|2
2
+ bχ(x)x · v + φ(x)
◆
dxdv  meas(S2(t))a2(t)  meas(S1(t))a1(t)

Z
S1(t)
✓ |v|2
2
+ bχ(x)x · v + φ(x)
◆
dxdv,
which yields (2.2.16). In the case of equality in this above chain of inequalities, it is easy
to prove that f = f , see for instance [41, 42].
2.2.2 Existence of self-similar solutions
The goal of this subsection is to prove Proposition 2.2.1.
Step 1: uniform bounds. Let 0 < b  1 be given. In this step, we prove that Tb is ﬁnite and
that there exists C⇤ > 0, independent of b, such that every minimizing sequence (f bn)n2N
of (2.2.5) satisﬁes, for n large enough,
kf bnkEj  C⇤. (2.2.19)
For all (x, v) 2 R6, we have
|v|2
2
+ bχ(x)x · v ≥ |v|
2
2
− bRχ|v| ≥ |v|
2
4
− b2R2χ
79
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and so, for all f 2 Eq(Q), we have
Tb(f) ≥ 1
4
Z
|v|2f − b2R2χkQkL1 . (2.2.20)
This shows that Tb > −1. Moreover, if (f bn)n2N is a minimizing sequence of the variational
problem (2.2.5), then for n large enough we have
Tb(f
b
n)  1 + Tb  1 + Tb(Q)  1 + C
Z
|v|2Q.
This, combined with (2.2.20) yields the existence of C⇤.
Step 2. For all b 2 R+, let (f bn)n2N be a minimizing sequence for (2.2.5). In this step, we
show that there exists a sequence (⌫bn) of positive numbers such that (Q
⇤b,νbnφfbn ), deﬁned by
Lemma 2.2.3, is also a minimizing sequence of (2.2.5). The interest of this new minimizing
sequence is its compactness property, as it will be proved in the third step.
Lemma 2.2.4. There exists b⇤ > 0 such that the following holds true. For all b 2 [0, b⇤]
and for all minimizing sequences (f bn)n2N of the variational problem (2.2.5), there exist
0 < ⌫− < ⌫+ and a sequence of positive numbers (⌫bn)n2N in [⌫−, ⌫+] such that, up to
a subsequence, we have Epot(Q
⇤b,νbnφfbn ) = Epot(Q). Moreover, we have Tb(Q
⇤b,νbnφfbn ) 
Tb(f
b
n) with equality if and only if Q
⇤b,νbnφfbn = f bn.
Proof of Lemma 2.2.4. Let b > 0 be given and consider a minimizing sequence (f bn)n2N
of the variational problem (2.2.5). From Step 1, we know that (for n large enough), this
sequence satisﬁes the bound (2.2.19).
We ﬁrst observe that ⌫ 7! Epot(Q⇤b,νφfbn ) is continuous on R⇤+. Indeed, by Lemma 2.2.3
(iii), we know that ⌫ 7! Q⇤b,νφfbn is continuous from R⇤+ to L1(R6) \ Lp(R6). Hence, from
the kinetic control (2.2.15) and Lemma 1.4.3 of Appendix B, one deduces the continuity
of ⌫ 7! Epot(Q⇤b,νφfbn ).
We claim now that, for b small enough, there exist 0 < ⌫− < ⌫+ such that, up to a
subsequence with respect to n, we have
Epot(Q
⇤b,ν−φ
fbn ) < Epot(Q) < Epot(Q
⇤b,ν+φ
fbn ). (2.2.21)
Since Q
⇤b,νφ
fbn 2 Eq(Q), we have, by (1.1.7),
0 < Epot(Q
⇤b,νφ
fbn )  C
Z
R6
|v|2Q⇤b,νφfbn (x, v)dxdv. (2.2.22)
Furthermore, the control of the kinetic energy (2.2.15), together with (2.2.9), givesZ
|v|2Q⇤b,νφfbn  C(⌫2kf bnk2Ej + b2)  C((C⇤⌫)2 + b2),
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where we also used (2.2.19). Hence from (2.2.22), one deduces that there exist b⇤1 2 (0, 1]
and ⌫− > 0 such that for all b 2 [0, b⇤1] and for all n, we have
Epot(Q
⇤b,ν−φ
fbn ) < Epot(Q).
Note that b⇤1 depends only on Q, and does not depend on the sequence (f
b
n).
Let us now prove the second part of the claim (2.2.21). Since the sequence (f bn)n2N is
bounded in Ej , Lemma 1.4.3 of Appendix B in chapter 1 implies that there exists fb 2 Ej,rad
such that up to a subsequence, as n! +1,
f bn * fb in L
p(R6), Epot(fb) = lim
n!+1Epot(f
b
n) = Epot(Q).
In particular, fb 6= 0 and, by Lemma 2.2.3 (iii), for all ⌫ > 0 we have
Q
⇤b,νφ
fbn ! Q⇤b,νφfb in L1(R6) \ Lp(R6) as n! +1.
Thus, from the kinetic control (2.2.15), (Q
⇤b,νφ
fbn ) is bounded in Ej and spherically sym-
metric, which implies that Epot(Q
⇤b,νφ
fbn ) converges to Epot(Q
⇤b,νφfb ) as n! +1. Conse-
quently, to prove the claim (2.2.21), it is sufficient to show that, if b is small enough, there
exists ⌫+ such that Epot(Q
⇤b,ν+φfb ) > Epot(Q). This result will be a consequence of the
following lemma, which is proved later.
Lemma 2.2.5. There exists b⇤2 > 0 such that the following holds true. For all f 2 Ej,rad
satisfying
Epot(f) = Epot(Q), kfkL1  kQkL1 , kj(f)kL1  kj(Q)kL1 (2.2.23)
and
Tb(f) +
(bRχ)
2
2
kfkL1  Tb +
(bRχ)
2
2
kQkL1 , (2.2.24)
for some b 2 [0, b⇤2], we have
lim sup
ν!+1
Epot(Q
⇤b,νφf ) > Epot(Q). (2.2.25)
Before proving Lemma 2.2.5, let us use it to end the proof of Lemma 2.2.4 and Propo-
sition 2.2.1. Let us check that fb satisﬁes the assumptions of Lemma 2.2.5, for b  b⇤2.
Note that b⇤2 given by this lemma is independent of the function fb. First, fb satisﬁes
Assumption (2.2.23) because of the weak convergence of (f bn) to (fb) and of the strong
convergence of the potential energies. To prove that fb satisﬁes Assumption (2.2.24), we
remark that
8(x, v) 2 R6, |v|
2
2
+ bχ(x)x · v + (bRχ)
2
2
=
|v + bχ(x)x|2
2
+
(bRχ)
2 − (bχ(x)|x|)2
2
≥ 0.
Hence, by lower semicontinuity, one has
Tb(fb) +
(bRχ)
2
2
kfbkL1  lim inf
n!+1
✓
Tb(f
b
n) +
(bRχ)
2
2
kf bnkL1
◆
= Tb +
(bRχ)
2
2
kQkL1 .
81
82 CHAPTER 2. SELF-SIMILAR BLOW-UP SOLUTIONS FOR THE PURE VM SYSTEM
Therefore, we may apply Lemma 2.2.5 and get the existence of ⌫+ such that, for b  b⇤2,
Epot(Q
⇤b,ν+φfb ) > Epot(Q).
Hence the claim (2.2.21) holds true for all 0  b  b⇤ = min(b⇤1, b⇤2). Note that b⇤ is
independent of the sequence (f bn). One can chose ⌫
b
n 2 [⌫−, ⌫+] such that for all n, we have
Epot(Q
⇤b,νbnφfbn ) = Epot(Q).
Now, it remains to show the second part of Lemma 2.2.4. We have
Tb(Q
⇤b,νbnφfbn ) =
Z ✓ |v|2
2
+ bχ(x)x · v + ⌫bnφfbn(x)
◆
Q
⇤b,νbnφfbn (x, v)dxdv
−⌫bn
Z
φfbn(x)Q
⇤b,νbnφfbn (x, v)dxdv
 Tb(f bn) + ⌫bn
Z
φfbn(x)f
b
n(x, v)dxdv − ⌫bn
Z
φfbn(x)Q
⇤b,νbnφfbn (x, v)dxdv,
from the inequality (2.2.16). Observing that
−
Z
φfbn(x)Q
⇤b,νbnφfbn (x, v)dxdv =
1
2
⇣
Epot(f
b
n) + Epot(Q
⇤b,νbnφfbn )− Epot(Q⇤b,ν
b
nφfbn − f bn)
⌘
,
we get
Tb(Q
⇤b,νbnφfbn )  Tb(f bn) +
⌫bn
2
⇣
Epot(Q
⇤b,νbnφfbn )− Epot(f bn)
⌘
− ⌫
b
n
2
Epot(Q
⇤b,νbnφfbn − f bn).
Since
Epot(Q
⇤b,νbnφfbn ) = Epot(f bn) = Epot(Q),
we deduce that Tb(Q
⇤b,νbnφfbn )  Tb(f bn). By Lemma 2.2.3 (iv), this inequality becomes an
equality if and only if f bn = Q
⇤b,νbnφfbn . The proof of Lemma 2.2.4 is complete.
Step 3: construction of Qb, minimizer of (2.2.5). Let b 2 [0, b⇤], where b⇤ is deﬁned
in Lemma 2.2.4, and let f bn be a minimizing sequence of the variational problem (2.2.5).
Then, the sequence (⌫bn) given by Lemma 2.2.4 lies in a compact interval [⌫
−, ⌫+]. Up to
a subsequence, (⌫bn) converges to some ⌫b > 0 as n! +1. By Lemma 2.2.3, we have
Q
⇤b,νbnφfbn ! Q⇤b,νbφfb in L1 \ Lp,
where f bn * fb in L
p. Moreover, from the kinetic control (2.2.15), (Q
⇤b,νbnφfbn ) is bounded
in Ej,rad and thus,
Epot(Q
⇤b,νbφfb ) = lim
n!+1Epot(Q
⇤b,νbnφfbn ) = Epot(Q).
Let us denote Qb := Q
⇤b,νbφfb and make another rearrangement. Applying Lemma 2.2.4,
there exists ⌫b > 0 such that
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(i) Epot(Q
⇤b,νbφQb ) = Epot(Q).
(ii) Tb(Q
⇤b,νbφQb )  Tb(Qb) with equality only if Q⇤b,νbφQb = Qb.
By lower semicontinuity, we have
Tb  Tb(Qb)  lim inf
n!+1 Tb(Q
⇤b,νbnφfbn )  lim
n!+1Tb(f
b
n) = Tb.
Therefore Tb(Q
⇤b,νbφQb ) = Tb(Qb) = Tb which implies that Qb = Q⇤b,νbφQb . In particular,
Qb takes the desired form (2.2.3) and similar arguments as in Section 1.2.2, Step 3, give
the regularity of Qb stated in Theorem 2.1.1.
Step 4. We prove here that the above constructed sequence (Qb) converges to Q in Ej ,
as b ! 0. Remark ﬁrst that Q0 = Q and then ⌫0 = 1. Indeed, we claim that Q0 and
Q are two radially symmetric equimeasurable steady states of (2.1.1) (with δ = 0), which
minimize (2.1.5), and have the same kinetic energy. This enables to apply Lemma 1.1.2
(ii) and conclude that Q0 = Q. Let us prove this claim. First, since Q is a steady state of
(2.1.1) which minimizes (2.1.5), and since Q0 is equimeasurable to Q, we have
K(Q0) ≥ K(Q) = 1.
Second, Q0 being a minimizer of (2.2.5) with b = 0, and since Epot(Q0) = Epot(Q), we also
have
K(Q) ≥ K(Q0).
This yields K(Q) = K(Q0) = 1 and then Q and Q0 are both minimizers of (1.1.14). Since
these functions are equimeasurable, the claim is proved.
Now, similarly as for (2.2.43), one can prove that
lim sup
b!0
Z |v|2
2
Qb 
Z |v|2
2
Q.
Moreover, since Q is a minimizer of (2.1.5), the function Qb satisﬁes
Z
|v|2Qb ≥
Z
|v|2Q
for all b. Thus, we have Z |v|2
2
Qb !
Z |v|2
2
Q as b! 0 (2.2.26)
and the sequence (Qb) satisﬁes
Qb 2 Eq(Q) and H(Qb)k|v|2QbkL1
! 0.
Thus, by Proposition 1.3.1 of chapter 1, one deduces that we have
Qb
✓
λb x,
v
λb
◆
! Q in Ej , where λb =
✓ k|v|2QkL1
k|v|2QbkL1
◆1/2
. (2.2.27)
From (2.2.26), we ﬁnally deduce that λb ! 1 and that
Qb ! Q in Ej as b! 0. (2.2.28)
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Step 5: convergence of (⌫b) as b ! 0. We recall that Qb takes the form (2.2.3), thus
satisﬁes the equation
v ·rxQb−⌫brxφQb ·rvQb+bχ(x) (x · rxQb − v · rvQb)−b(x·v)rxχ·rvQb = 0. (2.2.29)
We aim to apply Lemma 2.3.1. Multiply the two last terms of (2.2.29) by x ·v and integrate
on R6. Integrations by parts giveZ
R6
(x · v) bχ(x) (x · rxQb − v · rvQb) dxdv = −b
Z
R6
(x · v)(x · rχ)Qbdxdv
and
−
Z
R6
b(x · v)2rxχ · rvQbdxdv = +2b
Z
R6
(x · v)(x · rχ)Qbdxdv.
Then, from Lemma 2.3.1,
⌫bEpot(Q)−
Z
R6
|v|2Qb(x, v)dxdv = b
Z
R6
(x · v)(x · rχ)Qbdxdv, (2.2.30)
where ∣∣∣∣b Z
R6
(x · v)(x · rχ)Qbdxdv
∣∣∣∣  bR2χkrχkL1 kQkL1 + k|v|2QbkL12 .
Using (2.2.26), (2.2.30) and H(Q) = 0, we obtain ⌫b ! 1 as b! 0.
Step 6: choice of rχ. Now, we seek rχ such that, for all b 2 [0, b⇤], Supp(⇢Qb) ⇢ B(0, rχ).
We have seen that Lemma 2.2.3 (i) gives
Supp(Qb) ⇢
⇢
(x, v), ⌫bφQb(x) < a
−1
b,νbφQb
(r⇤) +
(b⇤Rχ)2
2
}
, (2.2.31)
where r⇤ is deﬁned by (2.2.14). Remark ﬁrst that from the continuity of the function
(b,φ) 7! a−1b,φ(r⇤) in Lemma 3.4.1, we deduce
a−1b,νbφQb
(r⇤)! a−10,φQ(r⇤) < 0 as b! 0.
Let b⇤3 > 0 small enough such that for all 0 < b < b
⇤
3
a−1b,νbφQb
(r⇤)
⌫b
<
a−10,φQ(r⇤)
2
,
(b⇤Rχ)2
2⌫b
<
∣∣∣a−10,φQ(r⇤)∣∣∣
4
and kQbkEj  2kQkEj ,
where we recall that Qb ! Q in Ej . Then, for b  min(b⇤, b⇤3), (2.2.31) yields
Supp(⇢Qb) ⇢
(
x 2 R3, φQb(x) <
a−10,φQ(r⇤)
4
)
. (2.2.32)
Moreover, by (2.2.8), the function φQb satisﬁes
φQb(x) ≥ −
CkQbkEj
|x|3/2 ≥ −
2CkQkEj
|x|3/2 , (2.2.33)
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where C is a universal constant. Now we set
rχ =
 
8CkQkEj
a−10,φQ(r⇤)
!2/3
, (2.2.34)
and observe that, as mentionned in Proposition 2.2.1, the constant rχ depends only on
Q and φQ. From (2.2.32) and (2.2.33), renoting b
⇤ = min(b⇤, b⇤3), we deduce that, for
0  b  b⇤,
Supp(⇢Qb) ⇢
{
x 2 R3, |x| < rχ
 
.
Finally we have just to prove the Lemma 2.2.5 to complete the proof of Proposition 2.2.1.
Proof of Lemma 2.2.5. We proceed by contradiction. We suppose that there exists a
sequence bk going to 0 as k ! +1 and a sequence (fk) such that, for all k, the function
fk 2 Ej satisﬁes (2.2.23), (2.2.24) and
lim sup
ν!+1
Epot(Q
⇤bk,νφfk )  Epot(Q). (2.2.35)
From the Cauchy-Schwarz inequality, we have for all ⌫ > 0
−
Z
R6
φfkQ
⇤bk,νφfk  Epot(Q⇤bk,νφfk )
1
2Epot(fk)
1
2 , (2.2.36)
and thus the inequality (2.2.35) implies, for all k,
lim sup
ν!+1
✓
−
Z
R6
φfkQ
⇤bk,νφfk
◆
 Epot(Q). (2.2.37)
Moreover, by Lemma 2.2.3 (i), for all k, we have
Supp(Q⇤bk,νφfk ) ⇢
⇢
(x, v),
|v|2
2
− bkRχ|v|+ ⌫φfk(x) < a−1bk,νφfk (r⇤)
}
⇢
8<:(x, v), φfk(x) < a
−1
bk,νφfk
(r⇤)
⌫
+
(bkRχ)
2
2⌫
9=; .
Now, from the explicit expression of abk,νφfk and for e = a
−1
bk,νφfk
(r⇤), we get
r⇤ = abk,νφfk (e) ≥ a0,νφfk (e) = ⌫
3/2a0,φfk
⇣ e
⌫
⌘
,
and then,
e
⌫
+
(bkRχ)
2
2⌫
 a−10,φfk (⌫
−3/2r⇤) +
(bkRχ)
2
2⌫
. (2.2.38)
Since, as ⌫ ! +1, the right-hand side of (2.2.38) goes to a−10,φfk (0) = −kφfkkL1 2 [−1, 0[,
we deduce that
lim sup
ν!+1
✓
−
Z
R6
φfkQ
⇤bk,νφfk
◆
≥ kφfkkL1kQkL1 ≥ kφfkkL1kfkkL1 ≥ Epot(fk). (2.2.39)
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Hence, from (2.2.37) and Epot(fk) = Epot(Q), the inequalities in (2.2.39) are all equalities.
Thus the sequence (fk) satisﬁes for all k,
kfkkL1 = kQkL1 and kφfkkL1kfkkL1 = Epot(Q). (2.2.40)
Now we will prove that (fk) is a minimizing sequence for the variational problem (1.1.14)
withM1 = kQkL1 andMj = kj(Q)kL1 . First, from (2.2.24) and (2.2.40), we have Tbk(fk) 
Tbk . Combining it with
Tbk(fk) ≥
Z |v|2
2
fk − bkRχ
Z
1 + |v|2
2
fk ≥ (1− bkRχ)
Z |v|2
2
fk − bkRχ
2
kQkL1 (2.2.41)
and with
Tbk  Tbk(Q) =
Z |v|2
2
Q (2.2.42)
given by the deﬁnition of Tbk and the radial symmetry of Q, we obtain
lim sup
k!+1
Z |v|2
2
fk 
Z |v|2
2
Q. (2.2.43)
Finally, using Epot(fk) = Epot(Q), H(Q) = 0 and the interpolation inequality (1.1.7) which
gives a lower bound for k|v|2fkkL1 , one gets
kfkkL1 = kQkL1 , lim sup
k!+1
kj(fk)kL1  kj(Q)kL1 and lim sup
k!+1
H(fk)
k|v|2fkkL1
 0. (2.2.44)
Thus, following the proof of Proposition 1.3.1 of chapter 1, one deduces that there exists
a minimizer f of the variational problem (2.1.5) with M1 = kQkL1 and Mj = kj(Q)kL1
having the same kinetic energy as Q, and such that, up to a subsequence,
fˆk(x, v) = fk
✓
λkx,
v
λk
◆
! f in Ej , where λk =
✓ k|v|2QkL1
k|v|2fkkL1
◆1/2
. (2.2.45)
Recall that Q is a steady state of (2.1.1), thus J(M1,Mj) = 1. Since
R |v|2f = R |v|2Q,
this yields Epot(f) = Epot(Q). Furthermore, from
Epot(Q) = Epot(fk) = λ
2
kEpot(fˆk) andEpot(fˆk)! Epot(f) = Epot(Q),
we deduce that
λk ! 1 as k ! +1.
Moreover, we deduce from Theorem 1.1.1 that f is continuous and satisﬁes the expression
(1.1.15). Therefore φf cannot be constant on Supp(⇢f ), which implies
Epot(Q) = Epot(f) < kφfkL1kfkL1 = kφfkL1kQkL1 . (2.2.46)
On the other hand, from (2.2.40) and the rescaling inequalities of Appendix 1.4.1, we get
kφfˆkkL1 = λ
2
k
Epot(f)
kfkL1
! Epot(f)kfkL1
as k ! +1.
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Hence, since φ
fˆk
converges to φf in L
3, we have
kφfkL1  lim
k!+1
kφ
fˆk
kL1 = Epot(f)kfkL1
,
which contradicts the strict inequality (2.2.46). The proof of Lemma 2.2.5 is complete.
2.3 Appendix: Virial identity
In this Appendix, we prove the following lemma.
Lemma 2.3.1. Let f 2 Ej be a continuous and compactly supported function which satisfies
v · rxf −rxφMf · rvf = g (2.3.1)
in the distributional sense, where g belongs to L1(R6). Then the following virial identity
holds:
EMpot(f)−
Z
R6
|v|2f(x, v)dxdv = −
Z
R6
(x · v)g(x, v)dxdv. (2.3.2)
Proof. First, integrations by parts giveZ
R6
(x · v) (v · rxf) dxdv = −
Z
R6
|v|2f(x, v)dxdv
and
−
Z
R6
(x · v)rxφMf · rvf dxdv =
Z
R3
⇢f x · rxφMf dx.
Therefore, it remains to prove that this term is well deﬁned and satisﬁesZ
R3
⇢f x · rxφMf dx = EMpot(f). (2.3.3)
We observe that ⇢f 2 L1 \ L1(R3) since f is continuous and compactly supported. In
particular, we have (−∆)1/2φMf = −⇢f 2 L2(R3). Moreover, from (1.1.3) we get φMf 2
Lq(R3) for all q 2]32 ,+1], in particular φMf 2 L2(R3). We thus have φMf 2 H1(R3) and
the integral in (2.3.3) is well deﬁned.
Let us now regularize the Manev kernel, setting for " > 0
φεf (x) = −(−∆)−1/2−ε/2⇢f = −Cε
Z
R3
⇢f (y)
|x− y|2−εdy.
We have clearly φεf ! φMf in H1(R3) as "! 0 and then
lim
ε!0
Z
R3
⇢f x · rxφεf dx =
Z
R3
⇢f x · rxφMf dx.
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Moreover, we haveZ
R3
⇢f x · rxφεf dx = (2− ")Cε
Z
R3
⇢f (x)⇢f (y)
x · (x− y)
|x− y|4−ε dxdy
=
2− "
2
Cε
Z
R3
⇢f (x)⇢f (y)|x− y|2
|x− y|4−ε dxdy.
Passing to the limit as "! 0 yields (2.3.3). The proof is complete.
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Chapter 3
Stable ground states for the
relativistic Vlasov-Poisson system
N.B. : Notons que ce chapitre sera prochainement soumis pour publication, ce qui ex-
plique la langue anglaise employée.
3.1 Introduction and main results
3.1.1 Introduction to the relativistic Vlasov-Poisson system
The relativistic Vlasov-Poisson system in dimension three reads:8>><>>:
@tf +
vp
1 + |v|2 · rxf −rxφf · rvf = 0, R+ ⇥ R
3 ⇥ R3,
f(t = 0, x, v) = f0(x, v) ≥ 0,
(3.1.1)
where the gravitationnal Poisson ﬁeld φf is deﬁned for all t 2 R+ by8<: ∆φf (t, x) = ⇢f (t, x) =
Z
R3
f(t, x, v)dv,
φf (t, x)! 0 as |x| ! +1.
(3.1.2)
This expression is equivalent to:
φf (x) = − 1
4⇡|x| ⇤ ⇢. (3.1.3)
This nonlinear transport system describes the evolution of a stellar system subject to its
own gravity with some relativistic corrections.
Nowdays, the Cauchy problem of both classical and relativistic Vlasov-Poisson systems
is not well understood: although the existence of local weak solutions has been proved ,
the question of its uniqueness remains unknown (see [15]). Moreover, for the relativistic
case (3.1.1), in the most recent works about the Cauchy problem of smooth solutions, only
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radial smooth initial data have given results (see [23] and [37]). In particular, Glassey and
Schaeﬀer [23] have proved for radial smooth solutions that a blow-up in ﬁnite time T is
caracterised by the blow-up of the kinetic energyZ
R6
⇣p
|v|2 + 1− 1
⌘
f(t, x, v)dxdv ! +1 as t! T.
There holds for smooth enough solutions of system (3.1.1) some important conservation
properties: ﬁrst, the total Hamiltonian
H(f(t)) =
Z
R6
⇣p
|v|2 + 1− 1
⌘
f(t, x, v)dxdv − 1
2
Z
R3
|rφf (t, x)|2 dx, (3.1.4)
is preserved in time and second we have the conservation of all Casimir functions: for all
β 2 C1(R+,R+) such that β(0) = 0,Z
R6
β(f(t, x, v))dxdv =
Z
R6
β(f0(x, v))dxdv. (3.1.5)
The property (3.1.5) is equivalent to the conservation of the distribution function:
8t ≥ 0, µf(t) = µf0 , (3.1.6)
where the distribution function µf is deﬁned by
8s ≥ 0, µf (s) = meas{(x, v) 2 R6, f(x, v) > s}. (3.1.7)
Remark that in particular, the Lp norms of f are conserved.
In this paper, we will consider weak solutions to (3.1.1) in the natural energy space
Ep =
n
f ≥ 0 with f 2 L1(R6) \ Lp(R6) and
p
1 + |v|2f 2 L1(R6)
o
. (3.1.8)
For all f0 2 Ep, the system (3.1.1) admits a local renormalized solution f(t). This
solution satisﬁes (3.1.5) and (3.1.6) but the conservation of Hamiltonian does not occur in
general: it only remains
8t ≥ 0, H(f(t))  H(f0). (3.1.9)
Note that, from this nonincreasing property and from (3.1.5), the kinetic energy will be
bounded if f0 satisﬁes a certain subcritical condition
Cp kf0k
2p−3
3(p−1)
L1
kf0k
p
3(p−1)
Lp < 1. (3.1.10)
Indeed, from Hardy-Littlewood-Sobolev inequality, the potential energy satisﬁes
for all f 2 Ep, 1
2
Z
R3
|rφf |2 dx  Cp kfk
2p−3
3(p−1)
L1
kfk
p
3(p−1)
Lp
∥∥∥p1 + |v|2f∥∥∥
L1
(3.1.11)
where Cp is deﬁned as the best corresponding constant and thus the kinetic energy can be
controled thanks to
H(f) ≥
✓
1− Cp kfk
2p−3
3(p−1)
L1
kfk
p
3(p−1)
Lp
◆∥∥∥p1 + |v|2f∥∥∥
L1
− kfkL1 . (3.1.12)
Hence we have global existence for the system (3.1.1) as soon as f0 satisﬁes the subcritical
condition (3.1.10).
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3.1.2 Main results and strategy of the proof
Our main result gives the nonlinear stability of a large class of stationary solutions for
the relativistic Vlasov-Poisson equation. We adapt here a similar result for the classical
Vlasov-Poisson equation [42].
Note (see [7]) that the radial steady states of the system (3.1.1) are the functions of
the form
Q(x, v) = F (e, l),
where e and l are respectively the miscroscopic energy and the kinetic momentum given
by
e(x, v) =
p
|v|2 + 1− 1 + φQ(x) and l = |x ^ v|2.
An important question which has been the subject of several works is the question of
nonlinear stability of these steady states when F satisﬁes
@F
@e
< 0.
For some of these stationary solutions, built as minimizers of suitable functional, the
concentration-compactness Lemma ([45]- [46]) allows to prove their stability, see for exam-
ple [40]. Here we get the nonlinear stability of all these stationary solutions in the energy
space Ep, deﬁned by (3.1.8), with respect to its natural norm :
kfkEp = kfkL1 + kfkLp + k
p
1 + |v|2fkL1 .
Theorem 3.1.1 (Stability of spherical models). Let Q be a spherical, continuous, non-
negative, non zero, compactly supported steady solution to (3.1.1). Assume that Q is a
nonincreasing function of its microscopic energy, i.e. there exists a continuous function
F : R! R+ such that for all (x, v) 2 R6
Q(x, v) = F
⇣p
|v|2 + 1− 1 + φQ(x)
⌘
, (3.1.13)
and there exists e0 < 0 such that F (e) = 0 for e ≥ eQ, F is decreasing and C1 on (−1, eQ).
Let p > 32 . Then Q is orbitally stable in the Ep-norm by the flow (3.1.1) : for all " > 0
there exists ⌘ > 0 such that the following holds true. Let f0 2 Ep be such that
kf0 −QkEp  ⌘ (3.1.14)
and let f(t) be a corresponding renormalized solution to (3.1.1) on [0, T ). Then for all
t 2 [0, T ) there exists a continuous translation shift z(t) such that
kf(t, x, v)−Q(x− z(t), v)k
Ep
 ". (3.1.15)
In the radial case, since a blow-up in ﬁnite time is equivalent to a blow-up of the
kinetic energy, Theorem 3.1.1 provides global existence when the initial data is near the
non necessary subcritical function Q. The existence of such Q away from all subcritical
class of functions is an open problem.
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Stategy of the proof: This proof uses arguments developped in [42] which treats the
same stability problem for the classical gravitational Vlasov-Poisson system. But here two
new main difficulties appear: the ﬁrst one is that the studied class of functions in the
energy space Ep does not imply the boundness of the potentials and the second one is
related to the breaking homogeneity character of the relativistic problem. Let us give the
global strategy of the proof.
For f 2 Ep, we know that there exists a nonnegative function on R+, f⇤, which is the
Schwarz symmetrization of f , such that
8s ≥ 0, µf (s) = µf⇤(s).
We can similarly build a rearrangement with respect to the microscopic energy
e(x, v) =
p
|v|2 + 1− 1 + φ(x),
for a non zero potential φ. This rearrangement f⇤φ is deﬁned by
f⇤φ = f⇤ ◦ aφ with aφ(λ) = meas{(x, v), e(x, v) < λ}
and satisﬁes (as observed in [2])
µf = µf⇤φ , H(f
⇤φf )  H(f) and Q = Q⇤φQ .
Now by deﬁning the functionnal J by
J(φ) = H(Q⇤φ) +
1
2
∥∥rφQ⇤φ −rφ∥∥2L2 ,
we shall prove that
H(f)−H(Q) ≥ J(φf )− J(φQ) +
Z +1
0
a−1φf (s)(f
⇤(s)−Q⇤(s))ds. (3.1.16)
Hence we can reduce our problem to the study of the functionnal J which only depends
on the potential φ. Moreover, from the Polya-Szego inequality, we get
J(φ⇤)  J(φ)
where φ⇤ is the Schwarz symmetrization of φ, and therefore the study of J can be re-
stricted to radial modes. We then use the Burchard-Guo compactness result [16] to get
the compactness of φ from that of φ⇤.
Our proof is performed in two steps:
(i) To prove the local coercivity of J on radial potentials φ near φQ.
(ii) To prove Theorem 3.1.1 via a local compactness proposition thanks to (3.1.16). The
second step will be deduced from (3.1.16) and equimeasurability arguments derived from
the rigidity of the ﬂow. The local coercivity stated in step 1 will follow from the Taylor
expansion near φQ for radial potentials
J(φ)− J(φQ) = 1
2
D2J(φQ)(φ− φQ,φ− φQ) + ◦
(krφ−rφQk2L2)
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and from the strict coercivity of the quadratic form D2J(φQ). To prove this coercivity, we
follow the same lines as [42] where a Poincré-like inequality was proved for the classical
Vlasov-Poisson system. This inequality is a generalisation of Antonov’s type coercivity
estimate and is based on a Hörmander approach [33, 34]. The main new difficulties here,
lie in the control of the jacobian aφ which can not be bounded in general because of the
non boundness of the potential and the homogeneity breaking.
3.2 Coercivity of the functional J
The aim of this section is to prove the following proposition 3.2.2 below. Our study
is based on rearrangements with respect to the microscopic energy. To deﬁne these rear-
rangements, we introduce, for q > 3,
Φq =
⇢
φ 2 Lq(R3) s.t. φ  0, m(φ) > 0, rφ 2 L2(R3), lim
|x|!+1
φ(x) = 0
}
, (3.2.1)
with
m(φ) = inf
x2R3
(1 + |x|) |φ(x)|, (3.2.2)
and the norm on Φq
kφkΦq = krφkL2(R3) + kφkLq(R3) . (3.2.3)
The space Φq is a natural space for the potential of distribution functions in Ep, as given
by the following lemma.
Lemma 3.2.1. Let f 2 Ep non zero with p > 32 . Then the potential φf belongs to Φq for
all 3 < q  3(4p−3)
p
(< 12).
Proof. From classical interpolation methods and from the Hardy-Littlewood-Sobolev in-
equality, we have for f 2 Ep with p > 1
⇢f 2 Lr(R3), 1  r  4p− 3
3p− 2 and φf 2 L
q(R3),
3
2
< q  3(4p− 3)
p
.
Moreover, for p > 32 the Hardy-Littlewood-Sobolev inequality implies that rφf belongs to
L2(R3). We prove now that m(φf ) deﬁned by (3.2.2) is positive. Since f is non zero, the
density ⇢f is non zero, too. Hence there exists R > 0 such that
M :=
Z
|x|<R
⇢f (x)dx > 0.
We have then
|φf (x)| =
Z
R3
⇢f (y)
4⇡|x− y|dy ≥
Z
|y|<R
⇢f (y)
4⇡|x− y|dy ≥
Z
|y|<R
⇢f (y)
4⇡(|x|+R)dy.
Finally,
(|x|+R) |φf (x)| ≥M,
which concludes the proof of lemma 3.2.1.
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Now for φ 2 Φq and f 2 Ep with p > 32 , we deﬁne the jacobian aφ by
8e < 0, aφ(e) = meas
n
(x, v) 2 R6 :
p
|v|2 + 1− 1 + φ(x) < e
o
, (3.2.4)
and the rearrangement with respect to the microscopic energy by
f⇤φ =
8><>:
f⇤
⇣
aφ
⇣p
|v|2 + 1− 1 + φ(x)
⌘⌘
if
p
|v|2 + 1− 1 + φ(x) < 0
0 if
p
|v|2 + 1− 1 + φ(x) ≥ 0,
(3.2.5)
where f⇤ is the Schwarz-symmetrization of f in R6. In Appendix 3.4 we recall some
properties about the Schwarz symmetrization and we give all the properties we need about
the Jacobian and the rearrangement with respect to the microscopic energy. In particular,
f⇤φ is well deﬁned in Ep and the function Q deﬁned in Theorem 3.1.1 satisﬁes Q = Q⇤φQ .
Using these deﬁnitions, we introduce the functional J on Φq deﬁned by
J(φ) =
Z
R6
⇣p
|v|2 + 1− 1 + φ(x)
⌘
Q⇤φdxdv +
1
2
krφk2L2 , (3.2.6)
which is equivalent to
J(φ) = H(Q⇤φ) +
1
2
∥∥rφQ⇤φ −rφ∥∥2L2 . (3.2.7)
We claim now the following Proposition which we prove in the next subsections.
Proposition 3.2.2 (Local coercivity of the functional J). There exists a constant δ0 > 0
such that, for all q > 3, the following holds true. Let a sequence φn of Φq such that
8n 2 N, krφn −rφQkL2  δ0 and limn!+1 J(φn)  J(φQ). (3.2.8)
Then there exists a sequence of translation shifts in space xn such that
krφn −rφQ(· − xn)kL2 ! 0 as n! +1. (3.2.9)
This coercivity of the functional J near φQ is the ﬁrst step to prove the stability of Q
stated in Theorem 3.1.1. To obtain it, on the one hand, we will look for a second order
Taylor expansion of J around φQ and, on the second hand, we will control the second
derivative of J at φQ thanks to a Poincaré-type inequality.
3.2.1 Second order Taylor expansion of J at φQ
In order to prove Proposition 3.2.2 we give ﬁrst a Taylor expansion of the functional J
near the potential φQ.
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Lemma 3.2.3 (Taylor expansion of J). Let 6 < q < 12 and φ, φ˜ 2 Φq. Then the function
λ 7! J(φ+ λ(φ˜− φ))
is twice differentiable on [0, 1].
Moreover, for φ in Φq radially symmetric, there holds the Taylor expansion near φQ:
J(φ)− J(φQ) = 1
2
D2J(φQ)(φ− φQ,φ− φQ) + "(krφ−rφQkL2), (3.2.10)
where "(δ) = ◦(δ2) as δ ! 0.
Finally the second derivative of J at φQ in the direction h is given by:
D2J(φQ)(h, h) =
Z
R3
|rh|2 dx−
Z
R6
∣∣F 0(eφQ(x, v))∣∣ (h(x)−Πh(x))2 dxdv, (3.2.11)
where eφQ(x, v) =
p
1 + |v|2 − 1− φQ(x) and Πh is the projector defined by
Πh(x) =
Z
R3
⇣(
1 + eφQ(x, v)− φQ(y)
)2
+
− 1
⌘ 1
2
+
(
1 + eφQ(x, v)− φQ(y)
)
h(y)dyZ
R3
⇣(
1 + eφQ(x, v)− φQ(y)
)2
+
− 1
⌘ 1
2
+
(
1 + eφQ(x, v)− φQ(y)
)
dy
. (3.2.12)
Remark that the function Πh can be seen as the projection of h on the functions of the
microscopic energy eφQ(x, v). To prove the lemma 3.2.3 we will ﬁrst prove that J is two
times diﬀerentiable on Φq, then we will evaluate its derivatives on φQ and ﬁnally we will
control the rest of the expansion for radially symmetric potentials.
Proof. Let J0 be a functionnal on Φq, deﬁned by
J0(φ) =
Z
R6
⇣p
|v|2 + 1− 1 + φ(x)
⌘
Q⇤φdxdv =
Z
R6
eφ(x, v)Q
⇤φdxdv. (3.2.13)
Then J is given by
J(φ) = J0(φ) +
1
2
krφk2L2 . (3.2.14)
To diﬀerentiate J , we just have to diﬀerentiate J0. Let φ, φ˜ 2 Φq and h = φ˜−φ. We study
then the function λ 7! J0(φ+ λh) on [0, 1].
First derivative of J0. From the change of variable (3.4.11), we get
J0(φ) =
Z 0
inf φ
eQ⇤(aφ(e))a0φ(e)de =
Z 0
inf φ
e (G ◦ aφ)0 (e)de,
where G is the C1 bounded function, with bounded derivative, deﬁned by
G(s) =
Z s
0
Q⇤(σ)dσ. (3.2.15)
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Moreover, from the property (3.4.8) in lemma 3.4.2, the jacobian aφ(e) converges to 0 as
e! inf φ. Thus we have [eG ◦ aφ(e)]0inf φ = 0 and an integration by parts gives
J0(φ) = −
Z 0
−1
G ◦ aφ(e)de. (3.2.16)
Step 1 : first derivative of J0.
To diﬀerentiate J0 given by (3.2.16), we shall use the Lebesgue’s derivation theorem.
From formula (3.4.9) in the Appendix, we have for all e < 0
@
@λ
G(aφ+λh(e)) = Q
⇤(aφ+λh(e))
@
@λ
aφ+λh(e) (3.2.17)
with
@
@λ
aφ+λh(e) = −4⇡
Z
R3
K (e− φ(x)− λh(x))h(x)dx,
and
K(⌘) =
⇣
(1 + ⌘)2+ − 1
⌘ 1
2
+
(1 + ⌘). (3.2.18)
Note that the uniform inequality
aφ+λh(e) ≥ 4⇡
3
Z
R3
0@ 1 + e+ min{m(φ),m(φ˜)}
1 + |x|
!2
+
− 1
1A
3
2
+
dx
and the compact support of Q⇤ imply that there exists e0 < 0 such that
8e ≥ e0, 8λ 2 [0, 1], Q⇤(aφ+λh(e)) = 0. (3.2.19)
Moreover, we have for all e < e0, for all λ 2 [0, 1],∣∣∣∣ @@λaφ+λh(e)
∣∣∣∣  4⇡ Z
R3
K
⇣
e0 − φ(x)− φ˜(x)
⌘
|h(x)| dx,
and Q⇤(aφ+λh(e))  kQk1. Finally we obtain, by noting φλ = φ+ λh
@
@λ
J0(φλ) = 4⇡
Z 0
−1
Z
R3
Q⇤(aφλ(e))K (e− φ(x)− λh(x))h(x)dxde. (3.2.20)
Step 2 : second derivative of J0.
We keep the previous notations. An integration by parts with respect to e yields
@
@λ
J0(φλ) = −4⇡
3
Z 0
−1
Z
R3
Q⇤0(aφλ(e))a
0
φλ
(e)
⇣
(1 + e− φλ(x))2+ − 1
⌘ 3
2
+
h(x)dxde.
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We perform now the change of variable s = aφλ(e), which gives
@
@λ
J0(φλ) = −4⇡
3
Z L0
0
Z
R3
Q⇤0(s)
✓⇣
1 + a−1φλ (s)− φλ(x)
⌘2
+
− 1
◆ 3
2
+
h(x)dxds, (3.2.21)
where L0 is the measure of the support of Q and thus satisﬁes Supp(Q
⇤) = [0, L0). Deﬁne
g(λ, x, s) :=
✓⇣
1 + a−1φλ (s)− φλ(x)
⌘2
+
− 1
◆ 3
2
+
.
From the ﬁrst step, for all λ 2 [0, 1] and for all s 2 [0, L0], we have a−1φλ (s)  e0 and thus
the set
{x 2 R3, g(λ, x, s) 6= 0} ⇢ {x 2 R3, φλ(x)  e0} ⇢ {x 2 R3, φ(x) + φ˜(x)  e0}
is uniformaly contained in the bounded set Ω = {x 2 R3, φ(x) + φ˜(x)  e0}. Moreover, by
recalling the notations h = φ− φ˜ and
K(⌘) =
⇣
(1 + ⌘)2+ − 1
⌘ 1
2
+
(1 + ⌘), (3.2.22)
we have for (λ, x, s) 2 [0, 1]⇥ Ω⇥ [0, L0]
@g
@λ
(λ, x, s) = 3K
⇣
a−1φλ (s)− φ(x)− λh(x)
⌘✓
−h(x) + @
@λ
a−1φλ (s)
◆
, (3.2.23)
where, from lemma (3.4.2) in Appendix,
@
@λ
a−1φλ (s) =
Z
Ω
K
⇣
a−1φλ (s)− φ(x)− λh(x)
⌘
h(x)dxZ
Ω
K
⇣
a−1φλ (s)− φ(x)− λh(x)
⌘
dx
.
To diﬀerentiate (3.2.21) with respect to λ, we ﬁrst prove at ﬁxed s 2 (0, L0)
@
@λ
Z
Ω
g(λ, x, s)h(x)dx =
Z
Ω
@g
@λ
(λ, x, s)h(x)dx. (3.2.24)
Let ﬁxed s 2 (0, L0). We begin by bounding ∂∂λa−1φλ (s). For all x 2 R3
φ(x) + λh(x) ≥ φ(x) + φ˜(x) and a−1φλ (s)  e0, (3.2.25)
which provides
0 
Z
Ω
K
⇣
a−1φλ (s)− φ(x)− λh(x)
⌘
h(x)dx 
Z
Ω
K
⇣
e0 − φ(x)− φ˜(x)
⌘
h(x)dx. (3.2.26)
Now denote
Ωλ =
n
x 2 R3, φλ(x) < a−1φλ
⇣s
2
⌘o
.
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Then the set Ωλ is included in Ω and
meas (Ωλ) = aφλ ◦ a−1φλ
⇣s
2
⌘
=
s
2
.
Moreover, for all x 2 Ωλ, we have
a−1φλ (s)− φλ(x) ≥ a
−1
φλ
(s)− a−1φλ
⇣s
2
⌘
,
which, combined with
8⌘ > 0, K(⌘) = (⌘ (2 + ⌘))
1
2
+ (1 + ⌘) ≥
p
2⌘,
implies Z
Ω
K
⇣
a−1φλ (s)− φλ(x)
⌘
dx ≥ sp
2
⇣
a−1φλ (s)− a
−1
φλ
⇣s
2
⌘⌘ 1
2
. (3.2.27)
We claim that, at ﬁxed s > 0, there exists a constant C > 0 such that for all λ 2 [0, 1]
a−1φλ (s)− a
−1
φλ
⇣s
2
⌘
≥ C. (3.2.28)
Indeed, assume that the property (3.2.28) does not hold, then there exist λ 2 [0, 1] and a
sequence (λn) such that, as n! +1,
λn ! λ and a−1φλn (s)− a
−1
φλn
⇣s
2
⌘
! 0.
From lemma 3.4.2 in Appendix, we conclude that
a−1φλ (s)− a
−1
φλ
⇣s
2
⌘
= 0,
which is not possible since s > 0 and a−1φλ is strictly increasing on R
⇤
+. Finally from the
inequalities (3.2.26) and (3.2.27), for s 2 (0, L0) there exists a constant Cs > 0 such that
for all λ 2 [0, 1],
@
@λ
a−1φλ (s)  Cs.
We can thus uniformly bound∣∣∣∣ @@λg
∣∣∣∣  3⇣1 + e0 − φ(x)− φ˜(x)⌘2+ ⇣−φ(x)− φ˜(x) + Cs⌘ ,
where we used (3.2.25) and the fact that K(⌘)  (1 + ⌘)2+. By noticing that the function
φ+ φ˜ belongs to L3loc(R
3) (since q>3), Lebesgue derivation theorem provides (3.2.24).
Now aim to integrate with respect to s 2 (0, L0). We deﬁne for all s 2 (0, L0) and for
all λ 2 [0, 1]
I(λ, s) :=
@
@λ
Z
Ω
g(λ, x, s)h(x)dx =
Z
Ω
@
@λ
g(λ, x, s)h(x)dx,
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which is continuous function of the variable λ. Remark that
I(λ, s) = 3
Z
Ω
K
⇣
a−1φλ (s)− φλ(x)
⌘✓
−h(x) + @
@λ
a−1φλ (s)
◆
h(x)dx,
where, from Cauchy-Schwarz inequality,
Z
Ω
K
⇣
a−1φλ (s)− φλ(x)
⌘ @a−1φλ
@λ
h(x)dx =
✓Z
R3
K
⇣
a−1φλ (s)− φλ(x)
⌘
h(x)dx
◆2
Z
R3
K
⇣
a−1φλ (s)− φλ(x)
⌘
dx

Z
R3
K
⇣
a−1φλ (s)− φλ(x)
⌘
(h(x))2 dx.
(3.2.29)
Thus, we have
|I(λ, s)|  3
Z
R3
K
⇣
a−1φλ (s)− φλ(x)
⌘
(h(x))2 dx.
Moreover, since Q⇤ is decreasing from kQkL1 to 0, the function Q⇤0 belongs to L1(0, L0)
and ﬁnally, from Lebesgue’s derivation theorem, we get
@2
@λ2
J0(φλ) = 4⇡
Z L0
0
Z
R3
Q⇤0(s)K
⇣
a−1φλ (s)− φλ(x)
⌘
(h(x))2dxds
−4⇡
Z L0
0
Q⇤0(s)
✓Z
R3
K
⇣
a−1φλ (s)− φλ(x)
⌘
h(x)dx
◆2
Z
R3
K
⇣
a−1φλ (s)− φλ(x)
⌘
dx
ds.
(3.2.30)
Using the change of variable e = a−1φλ (s), we get
@2
@λ2
J0(φλ) = 4⇡
Z 0
−1
Z
R3
Q⇤0(aφλ(e))a
0
φλ
(e)K (e− φλ(x)) (h(x))2dxde
−4⇡
Z 0
−1
Q⇤0(aφλ(e))a
0
φλ
(e)
✓Z
R3
K (e− φλ(x))h(x)dx
◆2
Z
R3
K (e− φλ(x)) dx
de.
(3.2.31)
Step 3: derivatives of J at φQ:
Let φ 2 Φq and h = φ− φQ. Then, by (3.2.20),
DJ0(φQ)(h) = 4⇡
Z 0
−1
Z
R3
Q⇤(aφQ(e))K (e− φλ(x))h(x)dxde
Note that, from lemma 3.4.5, the function F deﬁned by theorem 3.1.1 satisﬁes
Q⇤(aφQ(e)) = F (e).
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Now perform the change of variable u =
⇣
(1 + e− φQ(x))2+ − 1
⌘ 1
2
+
with respect to e. Then
DJ0(φQ)(h) = 4⇡
Z +1
0
Z
R3
F
⇣p
1 + |v|2 − 1 + φQ(x)
⌘
u2h(x)dxdu
=
Z
R6
Q(x, v)h(x)dxdv.
Hence, from (3.2.14),
DJ(φQ)(h) = DJ0(φQ)(h) +
Z
R3
rφQ · rhdx = 0,
where we used the Poisson equation satisﬁed by φQ.
We now give the explicit expression of the second derivative of J0 at φQ. Remark ﬁrst
that F 0(e) = Q⇤0(aφQ(e))a
0
φQ
(e) and thus from (3.2.31),
D2J0(φQ)(h, h) = 4⇡
Z 0
−1
Z
R3
F 0(e)K (e− φλ(x)) (h(x))2dxde
−4⇡
Z 0
−1
F 0(e)
✓Z
R3
K (e− φλ(x))h(x)dx
◆2
Z
R3
K (e− φλ(x)) dx
de.
We apply the change of variable u =
⇣
(1 + e− φQ(x))2+ − 1
⌘ 1
2
+
with respect to e to get
D2J0(φQ)(h, h) =
Z
R6
F (e(x, v)) (h(x))2 dxdv −
Z
R6
F 0 (e(x, v)) (h(x)−Πh (e(x, v))) ,
where e(x, v) =
p
1 + |v|2 − 1 + φQ(x) and Πh is the projector on the space of functions
depending only on e(x, v), deﬁned by (3.2.12). Hence we have
D2J0(φQ)(h, h) =
Z
R6
F (e(x, v)) (h(x)−Πh (e(x, v)))2 dxdv,
and the decomposition (3.2.14) provides
D2J(φQ)(h, h) = D
2J0(φQ)(h, h) +
Z
R3
|rh|2 dx, (3.2.32)
which concludes the proof of (3.2.11).
Step 4: proof of the Taylor expansion (3.2.10):
Let φ 2 Φq radially symmetric and h = φ− φQ. We note for λ 2 [0, 1], φλ := φQ + λh.
Then, using DJ(φQ)(h) = 0, we have
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J(φQ + h)− J(φQ) = 1
2
D2J(φQ)(h, h)
+krhk2L2
Z 1
0
(1− λ) (D2J0(φλ)−D2J0(φQ))✓ hkrhkL2 , hkrhkL2
◆
dλ. (3.2.33)
It is sufficient to prove that
sup
λ2[0,1]
sup
krhˆkL2=1
∣∣∣(D2J0(φλ)−D2J0(φQ)) ⇣hˆ, hˆ⌘∣∣∣! 0 (3.2.34)
as krφ − rφQkL2 ! 0 to obtain the Taylor expansion (3.2.10). Note that the functions
hˆ in (3.2.34) are taken to be radially symmetric. In order to prove (3.2.34) we argue by
contradiction. Let " > 0,  n 2 Φq, hˆn 2 Φq and λn 2 [0, 1] such that
kr n −rφQkL2(R3) 
1
n
, krhˆnkL2(R3) = 1, (3.2.35)
and ∣∣∣(D2J0(φn)−D2J0(φQ)) ⇣hˆn, hˆn⌘∣∣∣ > ", (3.2.36)
where φn = (1− λn)φQ + λn n. The sequence φn satisﬁes
krφn −rφQkL2(R3) 
1
n
. (3.2.37)
We recall from (3.2.30) that
D2J0(φn)
⇣
hˆn, hˆn
⌘
= 4⇡
Z L0
0
Q⇤0(s)γn(s)ds, (3.2.38)
where
γn(s) =
Z
R3
gn(x, s)(hˆn(x))
2dx−
✓Z
R3
gn(x, s)hˆn(x)dx
◆2
Z
R3
gn(x, s)dx
, (3.2.39)
and
gn(x, s) =
✓⇣
1 + a−1φn (s)− φn(x)
⌘2
+
− 1
◆ 1
2
+
(1 + a−1φn (s)− φn(x)).
Notice ﬁrst that the convergence (3.2.37) implies the convergence of φn to φQ in L
6(R3).
Thus, from (3.4.8), we have
a−1φn (s)! a−1φQ(s). (3.2.40)
Moreover, we have
|φn(r)| 
Z +1
r
∣∣φ0n(r)∣∣ dr  krφ0n(r)kL2(R+)✓Z +1
r
1
r2
dr
◆ 1
2
,
101
102 CHAPTER 3. STABLE GROUND STATES FOR RELATIVISTIC VLASOV-POISSON
where we used the convergence φn(r) to 0 as r ! +1 from the deﬁnition of Φq. It gives
8r 2 R⇤+, |φn(r)| 
krφnkL2(R3)p
4⇡r
 C
r
1
2
. (3.2.41)
Thus the set of integration in x in the integral (3.2.39) can be restricted to a bounded
domain Ω uniformly with respect to s 2 [0, L0]. Indeed, from the increase of a−1φn , for all
s 2 [0, L0],
Dn(s) := {x 2 R3 : φn(x) < a−1φn (s)} ⇢ {x 2 R3 : φn(x) < a−1φn (L0)}, (3.2.42)
and, since φn 2 Φq is nonpositive,
Dn(s) ⇢
⇢
x 2 R3 : |x|  C
2
e20
}
=: Ω (3.2.43)
where e0 = supn2N a
−1
φn
(L0) < 0.
Now, from the local compactness of the Sobolev embedding H˙1 ,! Lploc for 1  p < 6,
there exists hˆ 2 H˙1rad such that, up to a subsequence,
φn ! φQ and hˆn ! hˆ in Lp(Ω) as n! +1.
At ﬁxed s 2 [0, L0], these convergences combined with the convergence (3.2.40) provide,
on the one hand, the convergence for all i 2 {0, 1, 2},
hˆin ! hˆi in L2(Ωs),
and, on the other hand, the convergence of
x 7! gn(x, s)2 = 2⌘ + 5⌘2 + 4⌘3 + ⌘4 with ⌘ =
⇣
a−1φn (s)− φn(x)
⌘
+
in L1x(Ω) to g(·, s)2 where
g(x, s) =
✓⇣
1 + a−1φQ(s)− φQ(x)
⌘2
+
− 1
◆ 1
2
+
(1 + a−1φQ(s)− φQ(x)).
Thus, for all i 2 {0, 1, 2}, as n! +1
gn(x, s)hˆ
i
n ! g(x, s)hˆi in L1x(R3).
The convergence of γn(s), at ﬁxed s, follows. Now, by Cauchy-Schwarz, we have∣∣∣∣∣∣∣∣∣
✓Z
R3
gn(x, s)hˆn(x)dx
◆2
Z
R3
gn(x, s)dx
∣∣∣∣∣∣∣∣∣

Z
R3
gn(x, s)(hˆn(x))
2dx,
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which provides
0  γn(s) 
Z
R3
gn(x, s)(hˆn(x))
2dx

Z
R3
gn(x, L0)(hˆn(x))
2dx.
Thus γn is uniformly bounded on [0, L0] and from standard dominated convergence theo-
rem,
D2J0(φn)
⇣
hˆn, hˆn
⌘
! D2J0(φQ)
⇣
hˆ, hˆ
⌘
as n! +1, (3.2.44)
and similarly
D2J0(φQ)
⇣
hˆn, hˆn
⌘
! D2J0(φQ)
⇣
hˆ, hˆ
⌘
as n! +1. (3.2.45)
These convergences contradict (3.2.36), which proves the Taylor expansion (3.2.10) and
concludes the proof of Lemma 3.2.3.
3.2.2 Proof of Proposition 3.2.2.
We use now the Taylor expansion stated in lemma 3.2.3 to obtain the proposition
3.2.2. In a ﬁrst step we prove the local coercivity of the functionnal J0 near φQ for radially
symmetric potentials by using a Hardy type control, obtained in a second step. In a
third step, we ﬁnally pass from radially symmetric modes to general modes by using a
compactness argument [16] which concludes the proof of the proposition 3.2.2.
Step 1: coercivity of the quadratic form D2J(φQ)
In this step, our aim is to prove that there exists an universal constant C0 > 0 such
that
8h 2 H˙1rad D2J(φQ)(h, h) ≥ C0krhk2L2 . (3.2.46)
where the space
H˙1rad =
⇢
h 2 L2loc(R3), radially symmetric, s.t. rφ 2 L2(R3) and lim|x|!+1φ(x) = 0
}
.
is a Banch space. We consider the linear operator generated by the Hessian D2(φQ):
Lh = −∆h−
Z
R3
|F 0(e)|(h−Πh)dv.
Remark that the compactness of the quadratic form D2J(φQ) on H˙
1
rad is given by the
previous proof of the Taylor expansion. From the Fredholm alternative, we have only to
prove the strict posivity
8h 2 H˙1rad, h 6= 0, (Lh, h) > 0. (3.2.47)
to obtain the coercivity (3.2.46). From the Taylor expansion (3.2.11), this inequality can be
seen as a Poincaré inequality with an explicit constant, and we shall adapt the Hörmander’s
proof [33, 34] to obtain it.
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Let us introduce the following operator T deﬁned by
Tf(e, r) =
@rf
r2 ((1 + e− φQ(r))2 − 1)
1
2 (1 + e− φQ(r))
=
@rf
r2u
p
1 + u2
,
where
u(r, e) =
(
(1 + e− φQ(r))2+ − 1
) 1
2
+
. (3.2.48)
Recalling that φQ(r) is strictly increasing and that Supp(F ) = [0, eQ), we shall denote the
space
U = {(r, e), u > 0} = {(r, e), e 2 (φQ(0), 0), r 2 (0, r(e))} with r(e) = φ−1Q (e),
Then we deﬁne on U˜ = U \ (0, r(eQ))⇥ (φQ(0), eQ), for a given h 2 H˙1rad, the function
f(r, e) =
Z r
0
(h(⌧)−Πh(e)) ((1 + e− φQ(⌧))2 − 1) 12+ (1 + e− φQ(⌧))⌧2d⌧. (3.2.49)
We can diﬀerentiate f and get, in particular,
Tf = h−Πh. (3.2.50)
Now let " > 0 and study the behavior of f(e, r) for r ! 0 and r ! r(e) when e belongs to
(φQ(0) + ",−"). Notice ﬁrst that, from (3.2.41), for all ⌧ > 0
⌧
1
2 |h(⌧)|  krhkL2 , (3.2.51)
and
8e 2 (φQ(0) + ",−"), |Πh(e)|  Cε. (3.2.52)
These inequalities combined with the continuity of φQ imply the existence of Cε > 0 such
that, for all e 2 (φQ(0) + ",−") and for all r 2 (0, r(e)),
|f(e, r)|  Cer
5
2 . (3.2.53)
Moreover the function f satisﬁes
f(e, r(e)) =
Z +1
0
(h(⌧)−Πh(e))u(r, e)(1 + e− φQ(⌧))⌧2d⌧ = 0, (3.2.54)
where we used
Πh(e) =
Z +1
0
u(⌧, e)(1 + e− φQ(⌧))h(⌧)⌧2d⌧Z +1
0
u(⌧, e)(1 + e− φQ(⌧))⌧2d⌧
.
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Hence, using (3.2.51),(3.2.52) and the increase of φQ, we get for e 2 (φQ(0) + ",−") and
r 2 (0, r(e))
|f(r, e)| =
∣∣∣∣∣
Z r(e)
r
(h(⌧)−Πh(e)) ((1 + e− φQ(⌧))2 − 1) 12+ (1 + e− φQ(⌧))⌧2d⌧
∣∣∣∣∣
 Cε
(
(1 + e− φQ(r))2 − 1
) 1
2
+
(1 + e− φQ(r))
Z r(e)
r
⌧
3
2d⌧,
in which(
(1 + e− φQ(r))2 − 1
) 1
2
+
(1 + e− φQ(r))  (e− φQ(r))
1
2
+(2− φQ(0))
1
2 (1− φQ(0)),
and Z r(e)
r
⌧
3
2d⌧  C(r(e)− r) . (e− φQ(r)).
since φ0Q(r) ≥ inf{φ0Q(⌧), ⌧ 2 [r(−"), r(φQ(0) + ")]} > 0. Finally there exists Cε > 0 such
that for all e 2 (φQ(0) + ",−") and for all r 2 (0, r(e))
|f(e, r)|  Cε(e− φQ(r))
3
2 . (3.2.55)
Now denote
I(h) =
Z
R6
|F 0(e)|(h−Πh)2dxdv.
First, passing to the spherical coordinates and performing the change of variable e =p
1 + |v|2 − 1 + φQ(r), we get from (3.2.50)
I(h) = 16⇡2
Z
|F 0(e)|(h−Πh)2r2u(e, r)
p
1 + u(e, r)2drde
= 16⇡2
Z 0
φQ(0)
|F 0(e)|de
Z r(e)
0
(h(r)−Πh(e))@rfdr,
where u(r, e) is deﬁned by (3.2.48). Now, from (3.2.55) and (3.2.53), we have
(h(r(e))−Πh(e))f(r(e), e) = 0 and lim
r!0
(h(r)−Πh(e))f(r, e) = 0,
from which an integration by parts gives
I(h)  −16⇡2
Z
U˜
|F 0(e)|f@rhdedr.
This inequality, combined with the identity
⇢Q(r) =
4⇡
3
Z
|F 0(e)|u(e, r)3de,
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leads to:
I(h)  (4⇡) 32 krhkL2(R3)
0@Z r(eQ)
0
dr
r2
 Z eQ
φQ(r)
|F 0(e)|fde
!21A
1
2
 (4⇡) 32 krhkL2(R3)
 
3
4⇡
Z r(eQ)
0
⇢Q(r)
r2
dr
Z eQ
φQ(r)
|F 0(e)| f
2
u(e, r)3
de
! 1
2
,
where we used Cauchy-Schwarz inequalities. Performing the change of variable u = u(e, r)
with respect to e, we ﬁnally obtain
I(h)  krhkL2(R3)
✓
3
Z
⇢Q(r)|F 0(e)| f
2
r4u4
p
1 + u2
dxdv
◆ 1
2
. (3.2.56)
Now we claim the following Hardy type control:
I(h) ≥ 3
Z  
⇢Q(r) +
φ0Q(r)
r(1 + u2)
!
|F 0(e)| f
2
r4u4
p
1 + u2
dxdv. (3.2.57)
Assume (3.2.57), then (3.2.56) yields
I(h) + 3
Z
φ0Q(r)
r(1 + u2)
|F 0(e)| f
2
r4u4
p
1 + u2
dxdv  krhk2L2(R3).
Thus, letting " ! 0 yields (Lh, h) ≥ 0. Moreover, if (Lh, h) = 0, then f = 0 on U˜,
which implies h(r) = Πh(e) on U˜, also 0 = (Lh, h) = krhk2
L2(R3) and ﬁnally h = 0. This
concludes the proof of (3.2.47).
Step 2: Hardy type control.
Let us prove now the Hardy type control (3.2.57). Let g be a given smooth function in
U˜ and q such that f = qg. After easy computations, we get
(Tf)2 = g2(Tq)2 + T (q2gTg)− T
2g
g
f2 ≥ T (q2gTg)− T
2g
g
f2. (3.2.58)
We take g(e, r) = r3u(e, r)3. Then, remarking that
@u
@r
= −φ0Q(r)
p
1 + u2
u
,
we have
Tg =
@rg
r2u
p
1 + u2
= 3
u2p
1 + u2
− 3rφ0Q(r),
and therefore
T 2g =
−3
ru
p
1 + u2
 
φ00Q(r) +
φ0Q(r)
r
✓
2 +
1
1 + u2
◆!
.
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Since ∆φQ = ⇢Q, it implies
T 2g
g
= − 3
r4u4
p
1 + u2
✓
⇢Q(r) + φ
0
Q(r)
1
r(1 + u2)
◆
. (3.2.59)
Injecting this into (3.2.58) and integrating on U˜ yield:
I(h) ≥ 3
Z  
⇢Q(r) +
φ0Q(r)
r(1 + u2)
!
|F 0(e)| f
2
r4u4
p
1 + u2
dxdv
+
Z
|F 0(e)|T
✓
f2
Tg
g
◆
dxdv.
, (3.2.60)
where we used q2gTg = f2 Tg
g
. NowZ
|F 0(e)|T
✓
f2
Tg
g
◆
dxdv = 16⇡2
Z eQ
φQ(0)
|F 0(e)|de
Z r(e)
0
@r
✓
f2
Tg
g
◆
dr.
From (3.2.55) and (3.2.53), we can perform an integration by parts and we getZ
|F 0(e)|T
✓
f2
Tg
g
◆
dxdv = 0.
We obtain thus the Hardy type control (3.2.57) which concludes the proof of the strict pos-
itivity of the Hessian D2(φQ) on radial modes (3.2.47) and therefore the coercivity (3.2.46).
Step 3: end of the proof: Let us ﬁrst prove the proposition 3.2.2 for radially symmetric
potential. Let φn a sequence of Φq, radially symmetric, such that
8n 2 N, krφn −rφQkL2  δ1, lim sup
n!+1
J(φn)  J(φQ), (3.2.61)
where δ1 will be deﬁned later. Then we use the Taylor expansion (3.2.10) and the coercivity
(3.2.46), which holds only for radially symmetric potential:
J(φn)− J(φQ) ≥ C0
2
krφn −rφQk2L2 + "(krφn −rφQkL2).
Now, since "(δ) = ◦(δ2) as δ ! 0, we can choose δ1 such that
8δ 2 [0, δ1], "(δ)  C0
4
δ2.
Thus
J(φn)− J(φQ) ≥ C0
4
krφn −rφQk2L2 ,
which ﬁnally provides, from (3.2.61),
lim J(φn) = J(φQ) and krφn −rφQkL2 ! 0 as n! +1. (3.2.62)
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Let pass now at the general case. We consider a sequence φn of Φq. We deﬁne then
φ⇤n = −(−φn)⇤, the opposite of the Schwarz rearrangement of (−φn). We introduce, for all
n 2 N, the potential φ#n given by
8x 2 R3, φ#n (x) = φ⇤n
✓
4⇡
3
|x|3
◆
.
It is the Schwarz rearrangement of φn, deﬁned as a function of R
3. Then we claim that we
have
J(φ#n )− J(φn) =
1
2
krφ#n k2L2 −
1
2
krφnk2L2  0, (3.2.63)
and that there exists a constant δ0 > 0 such that
krφn −rφQkL2  δ0 implies
∥∥∥rφ#n −rφQ∥∥∥
L2
 δ1. (3.2.64)
Assume ﬁrst that these claims are true and take the sequence φn such that
8n 2 N, krφn −rφQkL2  δ0, limn!+1 J(φn)  J(φQ). (3.2.65)
Then, from (3.2.63) and (3.2.64), the sequence φ#n satisﬁes (3.2.61) and therefore satisﬁes
(3.2.62). Moreover we obtain the equality
lim
n!+1 J(φ
#
n ) = lim
n!+1 J(φn) = J(φQ),
which implies from (3.2.63)
lim
n!+1 krφ
#
n kL2 = lim
n!+1 krφnkL2 . (3.2.66)
From (3.2.62) and (3.2.66), we are in the equality case of the Polya-Szego inequality.
Thanks to Theorem 2 in [16], we obtain the following compactness result : there exists a
sequence of translation shifts in space, xn 2 R, such that
krφn −rφQ(· − xn)kL2 ! 0 as n! +1.
Let us now prove the claims (3.2.63) and (3.2.64). Remark that, from Schwarz rearrange-
ment classical properties, for all n 2 N, φ#n belongs to Φq and satisﬁes the Polya-Szego
inequality
krφ#n kL2  krφnkL2 . (3.2.67)
Moreover, for all C1 function β such that β(0) = 0, one hasZ
R3
β(φn(x))dx =
Z
R3
β(φ#n (x))dx,
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which for e < 0 and for β(t) =
(
(1 + e− t)2+ − 1
) 3
2
+
implies aφn = aφ⇤n given by the
expression (3.4.2). Thus, from (3.2.16),
J(φn) =
1
2
krφnk2L2 −
Z 0
−1
G(aφn(e))de
=
1
2
krφnk2L2 −
Z 0
−1
G(a
φ
#
n
(e))de,
which provides directly the claim (3.2.63). Let us prove the claim (3.2.64) by a contradic-
tion argument. We assume that there exists a sequence  n in H˙
1 such that
kr n −rφQkL2 
1
n
and
∥∥∥r #n −rφQ∥∥∥
L2
> δ1. (3.2.68)
The contractivity property of the rearrangement in Lp-norms and a Sobolev embedding
give
k #n − φQkL6  k n − φQkL6  Ckr n −rφQkL2 
C
n
.
Moreover by (3.2.67) and (3.2.68), we have
kr #n kL2  kr nkL2  krφQkL2 +
1
n
. (3.2.69)
Hence  #n is bounded in H˙1r and the sequence r #n converges to rφQ in the L2 weak
topology. In fact, from Fatou lemma, the inequality (3.2.69) implies
lim
n!+1 kr 
#
n kL2 = krφQkL2 .
Thus the sequence r #n converges to rφQ in L2(R3) which contradicts (3.2.68).
Notice that, for all q 2 (6, 12), the space Φq is included in H˙1 and thus δ0 does not depend
on q. The proof of Proposition 3.2.2 is now complete.
3.3 Nonlinear stability of Q
We are now ready to prove Theorem 3.1.1 in this section. The proof is based on the
two following arguments : i) The local coercivity property of J stated in Proposition 3.2.2
which ensures the compactness of the potential ﬁeld, and ii) The compactness of the whole
distribution function in the energy space.
3.3.1 Local compactness of the distribution function
We will prove in this subsection that the Proposition 3.2.2 implies the following com-
pactness result:
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Proposition 3.3.1 (Local compactness of local minimizing sequences). Let p > 32 . Let
δ0 > 0 the constant defined in Proposition 3.2.2 and let fn be a sequence of Ep such that
kf⇤n −Q⇤kL1(R) ! 0, kf⇤n −Q⇤kLp(R) ! 0, lim sup
n!+1
H(fn)  H(Q), (3.3.1)
and
krφfn −rφQkL2 < δ0. (3.3.2)
Then there exists a translation shift xn such that
kfn −Q(· − xn)kEp ! 0 as n! +1. (3.3.3)
Proof of Proposition 3.3.1. Let (fn) a sequence of Ep satisfying (3.3.1) and (3.3.2).
Step 1: Compactness of the potential. We ﬁrst remark that, from inequality (3.4.15),
we have
H(fn) ≥
Z
R6
⇣p
|v|2 + 1− 1 + φfn(x)
⌘
f
⇤φfn
n dxdv +
1
2
krφfnk2L2 ,
which implies, from the change of variable (3.4.11),
H(fn)− J(φfn) ≥
Z
R6
⇣p
|v|2 + 1− 1 + φfn(x)
⌘⇣
f
⇤φfn
n −Q⇤φfn
⌘
dxdv
≥
Z +1
0
a−1φfn (s)(f
⇤
n(s)−Q⇤(s))ds.
Finally
H(fn)−H(Q) ≥ J(φfn)− J(φQ) +
Z +1
0
a−1φfn (s)(f
⇤
n(s)−Q⇤(s))ds. (3.3.4)
Now, since (fn) satisﬁes (3.3.1) and (3.3.2), the sequence (fn) is bounded in the energy
space Ep. From classical interpolation inequalities, for
q =
3(4p− 3)
p
2 (6, 12),
the sequence φfn belongs to Φq and is bounded in L
q(R3). Thus, from (3.4.3) we have∣∣∣a−1φfn (s)∣∣∣  C
✓
1
s
1
q−3
+
1
s
1
q
◆
. (3.3.5)
Hence we obtain from Hölder inequalities∣∣∣∣Z +1
1
a−1φfn (s)(f
⇤
n(s)−Q⇤(s))ds
∣∣∣∣  2Ckf⇤n −Q⇤kL1(R),
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and ∣∣∣∣Z 1
0
a−1φfn (s)(f
⇤
n(s)−Q⇤(s))ds
∣∣∣∣  ka−1φfnkLp0 (0,1)kf⇤n −Q⇤kLp(R),
where p0 = pp−1 < 3. Notice that
p0
q−3 < 1 which gives, from (3.3.5), the boundness :
ka−1φfnk
p0
Lp
0
(0,1)
 2C
Z 1
0
1
s
p0
q−1
ds = 2C
✓
1− p
0
q − 1
◆
.
We have then the convergenceZ +1
0
a−1φfn (s)(f
⇤
n(s)−Q⇤(s))ds! 0
as n! +1 and, injecting this in (3.3.4), we conclude from (3.3.1) that
lim
n!+1 J(φfn)  J(φQ). (3.3.6)
Together with the condition (3.3.2), this allows us to apply Proposition (3.2.2) and we
conclude that there exists a sequence of translation shifts in space xn such that
krφfn −rφQ(· − xn)kL2 ! 0 as n! +1. (3.3.7)
Step 2: Convergence of fn (·+ xn, ·) in Ep. To obtain the convergence in the energy
space Ep, the method that we chose is very similar with the method developed in [42]. We
renote fn := fn (·+ xn, ·). We remark ﬁrst that since Q = Q⇤φQ∣∣∣∣Z
R6
⇣p
|v|2 + 1− 1 + φQ
⌘⇣
f
⇤φQ
n −Q
⌘
dxdv
∣∣∣∣ = ∣∣∣∣Z 1
0
a−1φQ(s) (f
⇤
n(s)−Q⇤(s)) ds
∣∣∣∣
 kφQkL1 kf⇤n −Q⇤kL1 ,
and thus Z
R6
⇣p
|v|2 + 1− 1 + φQ(x)
⌘⇣
f
⇤φQ
n −Q
⌘
dxdv ! 0 (3.3.8)
Now, from the inequality (3.4.15), it implies that
lim inf
n!+1
Z
R6
⇣p
|v|2 + 1− 1 + φQ(x)
⌘
(fn −Q) dxdv ≥ 0.
Hence, since
H(fn) = H(Q) +
1
2
krφfn −rφQk2L2 +
Z
R6
⇣p
|v|2 + 1− 1 + φQ(x)
⌘
(fn −Q) dxdv,
in which
lim sup
n!+1
H(fn)  H(Q) and lim
n!+1 krφfn −rφQkL2 = 0,
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we obtain, as n! +1,Z
R6
⇣p
|v|2 + 1− 1 + φQ(x)
⌘
(fn −Q) dxdv ! 0. (3.3.9)
The two convergences (3.3.8) and (3.3.9) yield
Tn :=
Z
R6
eQ(x, v)
⇣
fn − f⇤φQn
⌘
dxdv ! 0 as n! +1, (3.3.10)
where eQ(x, v) :=
p
|v|2 + 1 − 1 + φQ(x). As in the proof of (3.4.15), we write Tn in the
following equivalent form
Tn =
Z +1
t=0
dt
 Z
Sn1 (t)
eQ(x, v)dxdv −
Z
Sn2 (t)
eQ(x, v)dxdv
!
,
where
Sn1 (t) = {(x, v) 2 R6, f⇤φQn (x, v)  t < fn(x, v)},
Sn2 (t) = {(x, v) 2 R6, fn(x, v)  t < f⇤φQn (x, v)}.
From (3.4.25), we have
8(x, v) 2 Sn1 (t), eQ(x, v) ≥ (f⇤n ◦ aφQ)−1(t).
Thus
Tn ≥
Z +1
t=0
dt
 Z
Sn1 (t)
(f⇤n ◦ aφQ)−1(t)dxdv −
Z
Sn2 (t)
eQ(x, v)dxdv
!
,
and since meas(Sn1 (t)) = meas(S
n
2 (t)) for all t 2 R+,
Tn ≥
Z +1
t=0
dt
Z
Sn2 (t)
⇥
(f⇤n ◦ aφQ)−1(t)− eQ(x, v)
⇤
dxdv.
Remark from (3.4.24), that the right term is nonnegative and thus, from (3.3.10), we get
as n! +1
An :=
Z +1
t=0
dt
Z
Sn2 (t)
⇥
(f⇤n ◦ aφQ)−1(t)− eQ(x, v)
⇤
dxdv ! 0 (3.3.11)
We now claim that this implies
Bn :=
Z +1
t=0
dt
Z
Ωn2 (t)
⇥
(Q⇤ ◦ aφQ)−1(t)− eQ(x, v)
⇤
dxdv ! 0 (3.3.12)
as n! +1 where
Ωn2 (t) = {(x, v) 2 R6, fn(x, v)  t < Q(x, v)}.
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To prove it, we decompose
Sn2 = (S
n
2 \Ωn2 ) [ (Sn2 \ Ωn2 ) and Ωn2 = (Ωn2\Sn2 ) [ (Sn2 \ Ωn2 ).
Thus
An −Bn =
Z +1
t=0
dt
Z
Ωn2 (t)\Sn2 (t)
⇥
eQ(x, v)− (Q⇤ ◦ aφQ)−1(t)
⇤
dxdv
+
Z +1
t=0
dt
Z
Sn2 (t)\Ωn2 (t)
⇥
(f⇤n ◦ aφQ)−1(t)− eQ(x, v)
⇤
dxdv
+
Z +1
t=0
dt
Z
Sn2 (t)\Ωn2 (t)
⇥
(f⇤n ◦ aφQ)−1(t)− (Q⇤ ◦ aφQ)−1(t)
⇤
dxdv
(3.3.13)
Now let us examine each term as n ! +1. We ﬁrst observe that for g, h 2 L6(R6) we
have Z +1
0
meas({g < t  h})dt =
Z
R6
(h− g)+dxdv, . (3.3.14)
Thus we obtainZ +1
0
meas(Sn2 (t)\Ωn2 (t))dt 
Z +1
0
meas({Q < t  f⇤φQn })dt =
Z
R6
(f
⇤φQ
n −Q)+dxdv,
which gives, from (3.3.1),Z +1
0
meas(Sn2 (t)\Ωn2 (t))dt  kf⇤φQn −QkL1 = |f⇤n −Q⇤|L1 ! 0,
and similarly for meas(Ωn2 (t)\Sn2 (t)). Using in addition the estimate
|eQ(x, v)|  |φQ(0)|,
∣∣(f⇤n ◦ aφQ)−1(t)∣∣  |φQ(0)|, ∣∣(Q⇤ ◦ aφQ)−1(t)∣∣  |φQ(0)|,
we deduce that the ﬁrst two terms of (3.3.13) converge to 0 as n ! +1. We now deal
with the third term. Combining the strong L1 convergence in (3.3.1), the monotonicity of
f⇤n and the continuity of Q⇤, we get
8e 2 (φQ(0), 0), f⇤n ◦ aφQ(e)! Q⇤ ◦ aφQ(e) as n! +1.
Thus for e 2 (φQ(0), 0) such that Q⇤ ◦ aφQ(e) > t we have for n large enough
f⇤n ◦ aφQ(e) > t,
which from the deﬁnition of the pseudoinverse (f⇤n ◦ aφQ)−1 provides
e  lim inf
n!+1(f
⇤
n ◦ aφQ)−1(t).
From the deﬁnition of (Q⇤ ◦ aφQ)−1, we conlude that
lim inf
n!+1(f
⇤
n ◦ aφQ)−1(t) ≥ (Q⇤ ◦ aφQ)−1(t).
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We just inject it into the third term of (3.3.13) to obtain
lim inf
n!+1(An −Bn) ≥ 0.
Moreover, from (3.3.11), from the deﬁnition of Ωn2 and from (3.4.24), we have
An ! 0 and Bn ≥ 0.
We conclude that the convergence (3.3.12) holds true:Z +1
t=0
dt
Z
{fnt<Q}
⇥
(Q⇤ ◦ aφQ)−1(t)− eQ(x, v)
⇤
dxdv ! 0. (3.3.15)
Since e 7! F (e) is continuous and strictly decreasing with respect to e =
p
|v|2 + 1− 1 +
φQ(x) for (x, v) 2 {Q(x, v) > 0}, we have
t < Q(x, v) implies Q⇤ ◦ aφQ)−1(t)− eQ(x, v) > 0.
Thus, up to a subsequence,
for a.e. (t, x, v) 2 R⇤+ ⇥ R6, 1{fnt<Q} ! 0, as n! +1.
Since 1{fnt<Q}  1{t<Q} andZ +1
t=0
dt
Z
R6
1{t<Q}dxdvdt = kQkL1 < +1,
we may apply the dominated convergence theorem to get:Z +1
t=0
dt
Z
R6
1{fnt<Q}dxdvdt! 0 as n! +1,
which, from (3.3.14) is equivalent toZ
R6
(Q− fn)+dxdv ! 0 as n! +1. (3.3.16)
Now we writeZ
R6
(fn −Q)+dxdv 
Z
R6
(fn − f⇤φQn )+dxdv +
Z
R6
(f
⇤φQ
n −Q)+dxdv

Z +1
0
meas({f⇤φQn  t < fn})dt+ kf⇤φQn −QkL1 ,
where, from the equimeasurability of fn and f
⇤φQ
n , we haveZ +1
0
meas({f⇤φQn  t < fn})dt =
Z +1
0
meas({fn  t < f⇤φQn })dt
=
Z
R6
(f
⇤φQ
n − fn)+dxdv

Z
R6
(Q− fn)+dxdv +
Z
R6
(f
⇤φQ
n −Q)+dxdv.
114
3.3. NONLINEAR STABILITY OF Q 115
We ﬁnally get Z
R6
(fn −Q)+dxdv 
Z
R6
(Q− fn)+dxdv + 2kf⇤φQn −QkL1 .
Now, since kf⇤φQn −QkL1 = kf⇤n −Q⇤kL1 ! 0, we obtain from (3.3.16) the L1 convergence
kfn −QkL1(R6) ! 0 as n! +1. (3.3.17)
Now, from the convergence of rφfn to rφQ in L2(R3) and from (3.3.1) we have
lim inf
n!+1
Z
R6
⇣p
|v|2 + 1− 1
⌘
(fn −Q) dxdv  0. (3.3.18)
But fn converges almost everywhere in R
6 to Q, thus we have an equality in (3.3.18) and
thus the convergence is strong:Z
R6
⇣p
|v|2 + 1
⌘
|fn −Q| dxdv ! 0 as n! +1. (3.3.19)
Similarly, we remark that
kfnkLp(R6) = kf⇤nkLp(R+) ! kQ⇤kLp(R+) = kQkLp(R6),
when n! +1 and we obtain the strong Lp convergence and the proof of Proposition 3.3.1
is completed.
3.3.2 Stability from the local compactness
Let p > 32 . From the Hardy-Littlewood-Sobolev inequality and Hölder inequalities, we
have from the classical interpolation’s inequality:
krφf −rφgkL2  K k⇢f − ⇢gkL 65  K kf − gk
2p−3
6(p−1)
L1
kf − gk
p
6(p−1)
Lp k|v|(f − g)k
1
2
L1
.
(3.3.20)
Thus for all f 2 Ep
kf −Qk
Ep
< " implies krφf −rφQkL2 < K". (3.3.21)
Let ﬁxed "0 > 0 such that
K"0 <
δ0
2
,
where K is the constant in (3.3.21) and δ0 is deﬁned by Proposition 3.3.1. Let " 2 (0, "0).
Then an equivalent reformulation of Proposition 3.3.1 is the following: there exists
0 < ⌘ < "0
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such that the following sentence holds true: if f 2 Ep is such that
kf⇤ −Q⇤kL1(R)  ⌘, kf⇤ −Q⇤kLp(R)  ⌘, H(f)  H(Q) + ⌘, (3.3.22)
and
krφf −rφQkL2 < δ0, (3.3.23)
then there exists a translation shift y 2 R3 such that
kf −Q(· − y)k
Ep
< ". (3.3.24)
Remark that the assumption (3.3.23) can be replaced by
inf
z2R3
krφf (·+ z)−rφQkL2 < δ0. (3.3.25)
Indeed, on the ﬁrst hand, if the condition (3.3.23) is satisﬁed, the condition (3.3.25) is
satisﬁed too. In the other hand, if a function f satisﬁes (3.3.22) and (3.3.25), then there
exists z 2 R3 such that f˜ = f(·+ z, ·) satisﬁes (3.3.23). But f˜ satisﬁes (3.3.22) too. Thus
we have (3.3.24) for f˜ and also for f .
Now we prove theorem 3.1.1. Let f0 2 Ep such that
kf0 −QkEp < ⌘. (3.3.26)
Let f(t) 2 F([0, T ),Ep) a corresponding renormalized solution to (3.1.1) as stated in [19,
20]. We want to show that f(t) satisﬁes (3.3.24) for all t 2 [0, T ).
Let us ﬁrst prove that f(t) satisﬁes (3.3.22) for all t. From (3.3.26), we have
kf0 −QkL1(R6)  ⌘, kf0 −QkLp(R6)  ⌘, H(f0)  H(Q) + ⌘,
and from the property of contraction of symmetric rearrangement:
kf⇤ −Q⇤kLp(R+)  kf −QkLp(R6),
we deduce that f0 satisﬁes (3.3.22). By conservation of the ﬂow, we have
8t 2 (0, T ), f(t)⇤ = f⇤0 and H(f(t))  H(f0).
We conclude that (3.3.22) is satisﬁed for all t 2 (0, T ).
Let us now prove that (3.3.25) is satisﬁed for all t 2 (0, T ). At t = 0, since ⌘ < "0,
from (3.3.21), we have
krφf0 −rφQkL2 <
δ0
2
.
Moreover, from the regularity of the ﬂow, the potential satisﬁes
t 7! rφf(t) 2 C([0, T ), L2(R3)),
which provides the continuity on [0, T ) of the function
β : t 7! inf
z2R3
∥∥rφf(t)(·+ z)−rφQ∥∥L2 ,
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Indeed for all z 2 R3, we have the uniform boundness∣∣∣∥∥rφf(t)(·+ z)−rφQ∥∥L2 − ∥∥rφf(t0)(·+ z)−rφQ∥∥L2∣∣∣
 ∥∥rφf(t)(·+ z)−rφf(t0)(·+ z)∥∥L2 = ∥∥rφf(t) −rφf(t0)∥∥L2 ,
which provides the continuity of β. Now, by a contradiction argument, assume that there
exists t1 > 0 such that β(t1) > δ0. Since β(0) < δ0/2 there exists t2 > 0 such that
β(t2) = 3δq/4. In particular, f(t2) satisﬁes (3.3.22) and (3.3.25) and thus there exists
z(t2) 2 R3 such that
kf(t2)−Q(· − x(t2))kEp < " < "0.
Injecting it into (3.3.21), we conclude that β(t2) < δ0/2, which contradicts our assumption.
The proof of Theorem (3.1.1) is complete.
3.4 Appendix
We give some useful properties of the jacobian aφ given by (3.2.4) and the rearrange-
ment with respect to the microscopic energy deﬁned in (3.2.5). We recall that the space
Φq is deﬁned for q > 3 by (3.2.1).
3.4.1 Jacobian of the microscopic energy
We ﬁrst gather in the following two lemmas some important properties of the jacobian
aφ.
Lemma 3.4.1 (Properties of the Jacobian aφ). Let φ 2 Φq with q > 3. We recall that the
Jacobian aφ is defined as
8e < 0, aφ(e) = meas
n
(x, v) 2 R6 :
p
|v|2 + 1− 1 + φ(x) < e
o
. (3.4.1)
Then:
(i) We have the explicit formula:
8e < 0, aφ(e) = 4⇡
3
Z
R3
(
(1 + e− φ(x))2+ − 1
) 3
2
+
dx. (3.4.2)
Notice that
(
(1 + e− φ(x))2+ − 1
)
+
=
(
(1 + e− φ(x))2 − 1)1e−φ(x)>0(x).
(ii) aφ is C
1 on (−1, 0) and is a strictly increasing C1 diffeomorphism from (inf φ, 0)
onto R⇤+, which defines a
−1
φ . Moreover there exist two positive constants C and C˜ such
that for all e < 0 and for all s > 0
aφ(e)  C|e|q−3
✓
1 +
1
|e|3
◆
kφkqLq and a−1φ (s) ≥ −C˜
0@kφk qq−3Lq
s
1
q−3
+
kφkLq
s
1
q
1A . (3.4.3)
The quantity inf φ is the essential infimum of the measurable function φ.
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Let prove these properties.
Proof of Lemma 3.4.1. To prove (i), remark that for e < 0p
|v|2 + 1− 1 + φ(x) < e,
n
φ(x) < e and |v| < ((1 + e− φ(x))2+ − 1) 12+o .
Since lim
|x|!+1
φ = 0, the set
{
x 2 R3 : φ(x) < e is bounded and since φ belongs to Lq(R3)
with q > 3, we have φ 2 L3loc(R3) which implies
x 7! ((1 + e− φ(x))2+ − 1) 12+ belongs to L3(R3).
Thus for all e < 0, aφ(e) is ﬁnite and after passing to the spherical coordinates in velocity
we obtain the formula (3.4.2).
Proof of (ii). We deﬁne g(e, x) :=
(
(1 + e− φ(x))2+ − 1
) 3
2
+
. Then, for e < e0 < 0,
0  @g
@e
(e, x)  3 ((1 + e0 − φ(x))2+ − 1) 12+ (1 + e0 − φ(x)),
which, as function of the variable x, belongs to L1(R3). Indeed its support is included
in the bounded set
{
x 2 R3 : φ(x) < e0
 
and φ 2 L2loc(R3). Hence we may apply the
dominated convergence theorem and get that aφ is a C
1 function on R⇤−, nul on (−1, inf φ]
(if inf φ is ﬁnite) and strictly increasing on (inf φ, 0).
We now look for the limit of aφ(e) when e! 0. Since φ 2 Φq,
aφ(e) ≥ 4⇡
3
Z
R3
 ✓
1 + e+
m(φ)
1 + |x|
◆2
+
− 1
! 3
2
+
dx! +1 as e! 0.
To conclude the proof of (ii), let us study the behavior of aφ(e) as e ! −1 in the case
inf φ = −1. We observe, from Hölder inequality, that
aφ(e) 
(
meas{x 2 R3 : φ(x) < e}) q−3q  Z
φ(x)<e
⇣
(1 + e− φ(x))2 − 1
⌘ q
2
dx
! 3
q
, (3.4.4)
where both terms can be controled. The ﬁrst term satisﬁes
meas{x 2 R3 : φ(x) < e} 
Z
φ(x)<e
✓
φ(x)
e
◆q
dx  kφk
q
Lq
|e|q , (3.4.5)
and the second termZ
φ(x)<e
⇣
(1 + e− φ(x))2 − 1
⌘ q
2
dx 
Z
φ(x)<e
C (1 + |φ(x)|q) dx  C
✓kφkqLq
|e|q + kφk
q
Lq
◆
,
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where we use the inequality (3.4.5). Now, injecting these both inequalities in (3.4.4), we
conclude that there exists a constant C > 0 such that for all e < 0
aφ(e)  C|e|q−3
✓
1 +
1
|e|3
◆
kφkqLq . (3.4.6)
Finally the inverse a−1φ satisﬁes for all s > 0
a−1φ (s) ≥ −C˜
0@kφk qq−3Lq
s
1
q−3
+
kφkLq
s
1
q
1A , (3.4.7)
and the properties (ii) are proved.
The ﬁrst lemma 3.4.1 gives ﬁrst properties about the jacobian aφ at ﬁxed φ 2 Φq. The
regularity of the jacobian with respect to the potential φ is studied in the following lemma.
Lemma 3.4.2 (Regularity of the Jacobian aφ with respect to φ). Let q > 3. Then
(iii) Let (φn), (en) and (sn) sequences of respectively Φq, R
⇤− and R⇤+. Assume that
there exist φ 2 Φq, e 2 R− [ {−1} and s 2 R⇤+ [ {+1} such that
φn ! φ in Lq(R3), en ! e and sn ! s.
Then by denoting aφ(−1) = 0, aφ(0) = +1 and a−1φ (+1) = 0, we have
aφn(en)! aφ(e) and a−1φn (sn)! a−1φ (s). (3.4.8)
(iv) Let φ, φ˜ 2 Φq and let h = φ − φ˜. Then the function (λ, e) 7! aφ+λh(e) is a C1
function on [0, 1]⇥ R⇤− and we have
@
@λ
aφ+λh(e) = −4⇡
Z
R3
K (e− φ(x)− λh(x))h(x)dx. (3.4.9)
where the function K, defined by
K(⌘) =
⇣
(1 + ⌘)2+ − 1
⌘ 1
2
+
(1 + ⌘),
is non decreasing and has its support in R⇤+.
(v) With the same notation as (iv). Let s 2 R⇤+. Then the function λ 7! a−1φ+λh(s) is a
C
1 function on [0, 1] and we have
@
@λ
a−1φ+λh(s) =
Z
R3
K
⇣
a−1φ+λh(s)− φ(x)− λh(x)
⌘
h(x)dxZ
R3
K
⇣
a−1φ+λh(s)− φ(x)− λh(x)
⌘
dx
. (3.4.10)
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Proof. Proof of (iii): From the control of the jacobian (3.4.3), we have directly for e = −1,
aφn(en)! 0 = aφ(−1) as n! +1.
Let us now treat the case e < 0 such that e 6= −1. Up to a subsequence, we have the
convergence ⇣
(1 + en + φn(x))
2
+ − 1
⌘ 3
2
+
!
⇣
(1 + e+ φ(x))2+ − 1
⌘ 3
2
+
almost everywhere in R3. To obtain the convergence in L1(R3), from a generalized domi-
nated convergence theorem, we have just to prove the following L1-convergence,
gn :=
⇣
(1 + e0 + φn)
2
+ − 1
⌘ 3
2
+
!
⇣
(1 + e0 + φ)
2
+ − 1
⌘ 3
2
+
=: g
where e0 = inf
n2N
en < 0. In order to do it, we deﬁne the set
Ω =
n
x 2 R3, φ(x) < e0
2
o
.
Since Ω is included in a compact set, the convergence of gn to g in L
1(Ω) comes from the
convergence of φn to φ in L
3
loc(R
3). Out of Ω we have g(x) = 0 and, from a similar Hölder
inequality as (3.4.4), we get
Z
R3\Ω
gn(x)dx  C
✓kφnkqLq
|e|q + kφnk
q
Lq
◆ 3
q ⇣
meas{x 2 R3 : φn(x) < e0,φ(x) ≥ e0
2
}
⌘ q−3
q
 C
⇣
meas{x 2 R3 : |φn(x)− φ(x)| ≥ e0
2
}
⌘ q−3
q
 C
✓
2kφn − φkLq
e0
◆q−3
.
Thus the sequence gn converges to g in L
1(R3\Ω) and ﬁnally in L1(R3). By consequence,
we have the convergence aφn(en)! aφ(e) for e 2]−1, 0[.
Let us now treat the case e = 0. Let M > 0 be an arbitrary constant. Denote for all
n 2 N the space Ωn =
n
x 2 R3, |φn(x)| < m(φ)2(1+|x|)
o
and let e0 < 0 such that
4⇡
3
Z
R3
 ✓
1 + e0 +
m(φ)
2(1 + |x|)
◆2
+
− 1
! 3
2
+
dx > 2M.
Remark that this integral is well deﬁned since the inner function is zero out of B(0, R) for
R = max
⇢
0,
m(φ)
2|e0| − 1
}
.
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For n large enough, we have en > e0 and thus
aφn(en) ≥
4⇡
3
Z
R3\Ωn
 ✓
1 + e0 +
m(φ)
2(1 + |x|)
◆2
+
− 1
! 3
2
+
dx
≥ 2M − 4⇡
3
Z
Ωn
 ✓
1 + e0 +
m(φ)
2(1 + |x|)
◆2
+
− 1
! 3
2
+
dx
To prove that the second term converges to 0 as n ! +1, we remark that the set of
integration of this term is Ωn \ B(0, R). Now, from the deﬁnitions of m(φ) and Ωn, we
have for all x 2 Ωn
φn(x)− φ(x) ≥ − m(φ)
2(1 + |x|) +
m(φ)
1 + |x| ≥
m(φ)
2(1 + |x|) ,
and thus
kφn − φkqLq(R3) ≥
Z
Ωn
✓
m(φ)
2(1 + |x|)
◆q
dx ≥
Z
Ωn\B(0,R)
✓
m(φ)
2(1 + |x|)
◆q
dx.
Since φn converges to φ in L
q(R3), we deduce that the measure of the set Ωn \ B(0, R)
converges to 0, which implies that the integral
Z
Ωn
 ✓
1 + e0 +
m(φ)
2(1 + |x|)
◆2
+
− 1
! 3
2
+
dx
converges to 0 as n ! +1. Hence for n large enough aφn(en) ≥ M , which concludes the
proof of the convergence of aφn(en).
To prove that a−1φn (sn) ! a−1φ (s), we denote en := a−1φn (sn). We know from the above
result that, if en converges to e 2 [0,+1], then
sn = aφn(en)! aφ(e).
Hence, any subsequence of (en)n2N converges to e = a−1φ (s), which gives the convergence
of the whole sequence (en)n2N to e = a−1φ (s). The proof of (iii) is complete.
Proof of (iv): We recall that h = φ˜ − φ with φ, φ˜ 2 Φq and that λ 2 [0, 1]. From the
convexity of Φq, the function φ + λh belongs to Φq and aφ+λh is well-deﬁned. For e < 0
ﬁxed, we aim to diﬀerentiate on (0, 1) the function
λ 7! aφ+λh(e) = 4⇡
3
Z
R3
(
(1 + e− φ(x)− λh(x))2+ − 1
) 3
2
+
dx.
First, the set of integration satisﬁes{
x 2 R3 : (φ+ λh)(x) < e ⇢ {x 2 R3 : φ(x) < e [ nx 2 R3 : φ˜(x) < eo ,
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which is included in a compact set of R3. Now, we have for all x in this set
@
@λ
h(
(1 + e− φ(x)− λh(x))2+ − 1
) 3
2
+
i
= 3K (e− φ(x)− λh(x))h(x),
where K(⌘) =
⇣
(1 + ⌘)2+ − 1
⌘ 1
2
+
(1 + ⌘). This derivative can be bound uniformly with
respect to λ by
K (e− φ(x)− λh(x)) |h(x)|  K
⇣
e− φ(x)− φ˜(x)
⌘
|φ(x) + φ˜(x)|
 C
✓
1 +
∣∣∣φ(x)− φ˜(x)∣∣∣3◆ ,
which, combined with the fact that φ + φ˜ 2 L3loc(R3) allows the Lebesgue dominated
convergence theorem and thus implies (iv).
Proof of (v): Let s 2 R⇤+. The continuity of λ 7! a−1φ+λh(s) comes directly from (iii). Let
us diﬀerentiate this function on λ0 2 (0, 1). Denote φ0 = φ + λ0h and φλ = φ + λh with
λ 6= λ0. Then we rewrite
a−1φλ (s)− a
−1
φ0
(s)
λ− λ0 =
a−1φλ (s)− a
−1
φ0
(s)
aφ0(a
−1
φλ
(s))− aφ0(a−1φ0 (s))
aφ0(a
−1
φλ
(s))− aφλ(a−1φλ (s))
λ− λ0 .
Since a−1φλ (s) converges to a
−1
φ0
(s) as λ! λ0, the ﬁrst term satisﬁes
a−1φλ (s)− a
−1
φ0
(s)
aφ0(a
−1
φλ
(s))− aφ0(a−1φ0 (s))
! 1
a0φ0(a
−1
φ0
(s))
as λ! λ0,
and the second term satisﬁes
aφ0(a
−1
φλ
(s))− aφλ(a−1φλ (s))
λ− λ0 !
@
@λ
aφ+λh
⇣
a−1φ0 (s)
⌘∣∣∣∣
λ=λ0
.
Using (3.4.9), we ﬁnally get the expression (3.4.10).
Lemma 3.4.3 (Changes of variables). Let ↵ 2 C0(R) \ L1(R), G 2 L1(R+) and for all
(x, v) 2 R6
e(x, v) =
p
|v|2 + 1− 1 + φ(x).
ThenZ
e(x,v)<0
↵ (e(x, v))G (aφ (e(x, v))) dxdv =
Z 0
inf φ
↵(e)G(aφ(e))a
0
φ(e)de
=
Z +1
0
↵(a−1φ (s))G(s)ds,
(3.4.11)
where inf φ is the essential infimum of φ.
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Proof. We perform the change of variable e =
p
|v|2 + 1 − 1 + φ(x), with respect to the
velocity variable v to getZ
e(x,v)<0
↵ (e(x, v))G (aφ (e(x, v))) dxdv
= 4⇡
Z
R3
dx
Z 0
φ(x)
↵(e)G(aφ(e))
(
(1 + e− φ(x))2+ − 1
) 1
2
+
(1 + e− φ(x))de
=
Z 0
inf φ
↵(e)G(aφ(e))a
0
φ(e)de.
We have then directly (3.4.11) since aφ is a C
1-diﬀeomorphism from (inf φ, 0) onto R⇤+.
3.4.2 Rearrangement with respect to the microscopic energy
We use now this jacobian to deﬁne a new rearrangement of any f 2 Ep with respect to
the microsopic energy
p
|v|2 + 1 − 1 + φ(x), where φ belongs to Φq given by (3.2.1). We
ﬁrst recall some basic properties of the classical Schwarz symmetrization.
Lemma 3.4.4 (Schwarz symmetrization). Let f 2 Ep, nonzero, with p > 32 . We define
the Schwarz symmetrization f⇤ of f on R⇤+ by
8t > 0, f⇤(t) = inf{s ≥ 0, µf (s) ≥ t},
where µf is the distribution function of f defined by (3.1.7). Then f
⇤ is the unique nonin-
creasing function on R⇤+ such that f and f⇤ have the same distribution function
8s ≥ 0, µf (s) = µf⇤(s).
Moreover, if f is continuous then f⇤ is continuous. In particular, Q⇤ is continuous.
Now, from this Schwarz symmetrisation, we deﬁne a new rearrangement with respect
to the microscopic energy.
Lemma 3.4.5 (Symmetric rearrangement of f with respect to the microscopic energy).
Let f 2 Ep, nonzero, with p > 32 and φ 2 Φq. Let f⇤ be the Schwarz rearrangement of f in
R
6. We recall that the function f⇤φ is defined by
f⇤φ(x, v) =
8><>:
f⇤
⇣
aφ
⇣p
|v|2 + 1− 1 + φ(x)
⌘⌘
if
p
|v|2 + 1− 1 + φ(x) < 0,
0 if
p
|v|2 + 1− 1 + φ(x) ≥ 0.
(3.4.12)
Then,
(i) f⇤φ is equimeasurable with f , which means
f⇤φ 2 Eq(f) = {g 2 L1+ \ Lp with µg = µf}. (3.4.13)
123
124 CHAPTER 3. STABLE GROUND STATES FOR RELATIVISTIC VLASOV-POISSON
(ii) f⇤φ belongs to Ep with∥∥∥|v|f⇤φ∥∥∥
L1
 C
✓
krφk2L2 kfk
2(2p−3)
6(p−1)
L1
kfk
2p
6(p−1)
Lp + kfkL1
◆
. (3.4.14)
(iii) A function Q as defined in Theorem 3.1.1 satisfies
F = Q⇤ ◦ aφQ on R⇤− and Q = Q⇤φQ on R6.
(iv) Let f, g 2 Ep satisfying µg  µf and φ 2 Φ, thenZ
R6
⇣p
|v|2 + 1− 1 + φ(x)
⌘⇣
g − f⇤φ
⌘
dxdv ≥ 0. (3.4.15)
with equality if and only if g = f⇤φ. In particular
H(g) ≥ H(f⇤φg) + 1
2
∥∥∥rφg −rφf⇤φg∥∥∥2
L2
≥ H(f⇤φg), (3.4.16)
with equality if and only if g = f⇤φg .
Proof of Lemma 3.4.5. (i) Equimeasurability: Let β 2 C1(R+,R+) satisfying β(0) = 0.
Using the change of variable given by (3.4.11) we haveZ
R6
β
⇣
f⇤φ(x, v)
⌘
dxdv =
Z +1
0
β (f⇤(s)) ds =
Z
R6
β (f(x, v)) dxdv,
which gives the equimeasurability of f and f⇤φ.
(ii) Control of the kinetic energy: From the deﬁnition of f⇤φ, see (3.2.5), we haveZ
R6
⇣p
|v|2 + 1− 1 + φ(x)
⌘
f⇤φ  0,
and
−
Z
R6
φ(x)f⇤φ(x, v)dxdv =
Z
R3
rφ(x) · rφf⇤φ(x)dx.
Thus, from the Cauchy-Schwartz inequalityZ
R6
|v|f⇤φ 
Z
R6
⇣p
|v|2 + 1− 1
⌘
f⇤φ +
∥∥∥f⇤φ∥∥∥
L1
 krφkL2
∥∥rφf⇤φ∥∥L2 + kfkL1 .
(3.4.17)
Moreover, the interpolation inequality (3.1.11) and the equimesurability of f and f⇤φ yield
∥∥rφf⇤φ∥∥L2  C kfk 2p−36(p−1)L1 kfk p6(p−1)Lp ∥∥∥|v|f⇤φ∥∥∥ 12L1 . (3.4.18)
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Hence the inequalities (3.4.17) and (3.4.18) imply
Z
R6
|v|f⇤φ −K(φ, f)
✓Z
R6
|v|f⇤φ
◆ 1
2
− kfkL1  0,
with
K(φ, f) = C krφkL2 kfk
2p−3
6(p−1)
L1
kfk
p
6(p−1)
Lp .
The control of the kinetic energy (3.4.14) follows.
(iii) The profil Q, fixed point for the rearrangement f⇤φf : From the assumptions on Q
in theorem 3.1.1, the measure of the support of Q is aφQ(eQ) and the function F is a
strictly decreasing C1-diﬀeomorphism from [minφQ, eQ] onto [0, kQk1]. Thus we have for
all e 2 [minφQ, e0],
aφQ(e) = meas
n
(x, v) 2 R6 : F
⇣p
|v|2 + 1− 1 + φQ(x)
⌘
> F (e)
o
= meas
{
(x, v) 2 R6 : Q(x, v) > F (e) 
= meas
{
s 2 R⇤+ : Q⇤(s) > F (e)
 
,
from the deﬁnition of the Schwarz symmetrization Q⇤. We rewrite this equality: for all
a 2 [0, kQk1]
aφQ ◦ F−1(a) = meas
{
s 2 R⇤+ : Q⇤(s) > a
 
. (3.4.19)
We know that Q⇤ is a decreasing function on [0,meas(Supp(Q))] = [0, aφQ(eQ)]. The
equality (3.4.19) and the continuity of aφQ ◦F−1 imply the strict decrease of Q⇤. Moreover,
since the Schwarz symmetrisation conserves the continuity, Q⇤ is continuous on [0, aφQ(eQ)].
We conclude that, for all a 2 [0, kQk1],
Q⇤
(
meas
{
s 2 R⇤+ : Q⇤(s) > a
 )
= a.
We deduce that for all e 2 [minφQ, eQ], F (e) = Q⇤ ◦ aφQ(e), which implies in particular
0 = F (eQ) = Q
⇤ ◦ aφQ(eQ). But Q⇤ ◦ aφQ is discreasing on R⇤− and we also have
F = Q⇤ ◦ aφQ on [minφQ, 0). (3.4.20)
Let now for all (x, v) 2 R6
e(x, v) :=
p
|v|2 + 1− 1 + φQ(x) 2 [minφQ,+1).
If e(x, v)  0, from (3.4.20), we have Q(x, v) = F (e(x, v)) = Q⇤φQ(x, v). If e(x, v) > 0,
from the deﬁnition of Q⇤φQ , we have Q⇤φQ(x, v) = 0 = F (e(x, v)) = Q(x, v).
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(iv) The Hamiltonian of the rearrangement: Let f, g 2 Ep. Then
krφg −rφfk2L2 = −
Z
R6
(φg − φf )(g − f)dxdv
= −
Z
R6
φggdxdv −
Z
R6
φffdxdv + 2
Z
R6
φgfdxdv,
where we use
R
φfg = −
R rφfrφg = R φgf . Finally we have
krφg −rφfk2L2 = −2
Z
R6
φg(g − f)dxdv + krφfk2L2 − krφgk2L2 .
Thus we obtain
H(g)−H(f) =
Z
R6
⇣p
|v|2 + 1− 1
⌘
(g − f) dxdv + 1
2
⇣
krφfk2L2 − krφgk2L2
⌘
=
Z
R6
⇣p
|v|2 + 1− 1 + φg
⌘
(g − f) dxdv + 1
2
krφg −rφfk2L2 ,
where the Hamiltonian is deﬁned by (3.1.4). We apply this equality to g, f⇤φg 2 Ep with g
nonzero and f 2 Ep to get
H(g) = H(f⇤φg) +
1
2
∥∥∥rφg −rφf⇤φg∥∥∥2
L2
+
Z
R6
⇣p
|v|2 + 1− 1 + φg
⌘⇣
g − f⇤φg
⌘
dxdv.
Hence, to prove the inequality (3.4.16), it is sufficient to prove (3.4.15).
Let f 2 Ep, g 2 Ep, φ 2 Φq and let T deﬁned by
T =
Z
R6
⇣p
|v|2 + 1− 1 + φ(x)
⌘⇣
g − f⇤φ
⌘
dxdv. (3.4.21)
The claim T ≥ 0 is a classical inequality for the rearrangements (see [43] for the Schwarz
rearrangement for example and [42] for the new rearrangement). To simplify the notation
we deﬁne
e(x, v) =
p
|v|2 + 1− 1 + φ(x),
and we use the layer cake representation
f(x, v) =
Z
R+
1t<f(x,y)dt
to ﬁnd
T =
Z +1
0
dt
 Z
S1(t)
e(x, v)dxdv −
Z
S2(t)
e(x, v)dxdv
!
, (3.4.22)
where
S1(t) =
n
(x, v) 2 R6, f⇤φ(x, v)  t < g(x, v)
o
,
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S2(t) =
n
(x, v) 2 R6, g(x, v)  t < f⇤φ(x, v)
o
.
Now, from the properties about the pseudo-inverse of f⇤ ◦ aφ, we deduce that
e(x, v) ≥ (f⇤ ◦ aφ)−1 (t), for all (x, v) 2 S1(t),
and, from µg  µf , we have for all t 2 R+, meas(S1(t))  meas(S2(t)). Thus, since
(f⇤ ◦ aφ)−1  0,
T ≥
Z +1
0
dt
Z
S2(t)
⇣
(f⇤ ◦ aφ)−1 (t)− e(x, v)
⌘
dxdv.
But,
e(x, v) < (f⇤ ◦ aφ)−1 (t), for all (x, v) 2 S2(t),
which implies on the one hand that T ≥ 0 and in the other hand that, if T = 0, we have,
for almost all t 2 R+, meas(S2(t)) = 0. Thus we have, almost everywhere meas(S1(t)) =
meas(S2(t)) = 0 which gives g = f
⇤φ.
Now we give a lemma in which states a method to inverse clearly the function f⇤ ◦ aφ.
Lemma 3.4.6 (Pseudo inverse of f⇤ ◦ aφ). Let f 2 Ep, nonzero, with p > 32 and φ 2 Φq.
Let f⇤ the Schwartz rearrangement of f in R6. We define the pseudo inverse of f⇤ ◦ aφ for
s 2 (0, kfkL1) as
(f⇤ ◦ aφ)−1(s) = sup{e 2 (inf φ, 0) : f⇤ ◦ aφ(e) > s}. (3.4.23)
Then (f⇤ ◦ aφ)−1 is a nonincreasing function from (0, kfkL1) to (inf φ, 0) and for all
(x, v) 2 R6 and s 2 (0, kfkL1),
f⇤φ(x, v) > s)
p
|v|2 + 1− 1 + φ(x)  (f⇤ ◦ aφ)−1(s), (3.4.24)
and
f⇤φ(x, v)  s)
p
|v|2 + 1− 1 + φ(x) ≥ (f⇤ ◦ aφ)−1(s). (3.4.25)
For the proof of this lemma, we refer to [42].
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Chapitre 4
Etude numérique du système de
Vlasov-Poisson en coordonnées
radiales
4.1 Introduction
4.1.1 Présentation générale
Notre but dans ce chapitre est de développer un schéma numérique pour le système de
Vlasov-Poisson en coordonnées radiales, i.e en r = |x|, u = |v| et s = x · v. Cette étude
est motivée par deux aspects : valider les résultats théoriques existants et conjecturer de
nouveaux résultats pour ce système. Plus précisément, on cherchera un schéma qui conserve
la masse et le Hamiltonien pour garantir sa robustesse puis on donnera les pistes pour une
étude future du comportement global d’une solution pour une fonction initiale donnée. Le
but futur est ainsi, d’une part, de conﬁrmer la stabilité de solutions stationnaires de la
forme
Q = F (e),
où e est l’énergie microscopique associée à Q, et, d’autre part, d’étudier en temps long
le comportement de solution proche de Q pour mettre en évidence une possible stabilité
asymptotique ou un possible amortissement Landau.
Nous nous limitons au système de Vlasov-Poisson dans le cas radial car il n’existe pas de
méthodes peu coûteuses qui permettent d’étudier le cas général. Ce manque provient de la
trop grande dimension de l’espace de travail R6. Se ramener à des coordonnées radiales, et
donc à la dimension 3, n’est pas pour autant très restrictif quant aux phénomènes étudiés :
le cas radial comporte en eﬀet, à une translation en espace près, tous les états stationnaires
mis en évidence dans le cas général.
Aﬁn d’obtenir un schéma numérique conservatif, nous nous intéresserons uniquement
à des méthodes de diﬀérences ﬁnies. Notons qu’il existe d’autres manières d’aborder nu-
mériquement ce type d’équations cinétiques : par exemple par méthode PIC (Particule In
Cell), voir [56] ou par séparation de l’opérateur de transport (operator Splitting), voir [32].
129
130 CHAPITRE 4. ETUDE NUMÉRIQUE DE VLASOV-POISSON RADIAL
Cependant ces méthodes ne sont pas conservatives.
Avant d’introduire un schéma numérique pour l’équation de Vlasov-Poisson radiale,
commençons par eﬀectuer des rappels sur cette équation. Tout d’abord, le système de
Vlasov-Poisson s’écrit8<:
@tf + v · rxf −rxφf · rvf = 0, (t, x, v) 2 R+ ⇥ R3 ⇥ R3,
f(t = 0, x, v) = f0(x, v) ≥ 0,
(4.1.1)
pour lequel le potentiel φf vériﬁe8<: 4φf (x) = ⇢f (x) =
Z
R3
f(x, v)dv,
φf (x)! 0 quand |x| ! +1.
(4.1.2)
Dans le cas radial, il devient
@tf +
s
r
@rf − s
ru
φ0f (r)@uf +
(
u2 − rφ0f (r)
)
@sf = 0, (t, r, u, s) 2 R+ ⇥ Ω, (4.1.3)
où Ω = {(r, u, s) 2 R+ ⇥ R+ ⇥ R, |s|  ru} et
φ0f (r) =
1
r2
Z
r˜<r
r˜2⇢f (r˜)dr˜ et ⇢f (r) =
2⇡
r
Z
u>0, |s|<ru
f(r, u, s)ududs.
Remarquons que la continuité de rxf et rvf en respectivement x = 0 et v = 0 implique
@rf(r = 0, u, s = 0) = 0 et @uf(r, u = 0, s = 0) = 0.
La conservation de la masse s’écrit alors
M(f(t)) := 8⇡2
Z
Ω
f(t, r, u, s)rudrduds = M(f0)
et celle du Hamiltonien
H(f(t)) := 8⇡2
Z
Ω
f(t, r, u, s)ru3drduds− 4⇡
Z +1
0
φ0f (t)
2r2dr = H(f0).
De plus, dans le cas radial, nous connaissons exactement les invariants de l’opérateur de
transport
s
r
@rf − s
ru
φ0f (r)@uf +
(
u2 − rφ0f (r)
)
@sf,
qui sont l’énergie microscopique et le moment cinétique [7]
e =
|v|2
2
+ φf (x) et l = |x ^ v|.
Nous verrons que ces invariants sont importants dans l’étude numérique du système car ils
permettent de le simpliﬁer.
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4.1.2 Choix du système de variables
Présentons diﬀérents systèmes de coordonnées adaptées à l’équation de Vlasov-Poisson
radiale. Nous donnerons pour chacun de ces sytèmes les avantages et les inconvénients
découlant d’une approche numérique.
Variables (r, u, s) = (|x|, |v|, x ·v) : Le choix le plus naturel est de discrétiser notre équation
en les variables (r, u, s) :
@tf +
s
r
@rf − s
ru
φ0f (r)@uf +
(
u2 − rφ0f (r)
)
@sf = 0, (t, r, u, s) 2 R+ ⇥ Ω, (4.1.4)
où Ω = {(r, u, s) 2 R+ ⇥ R+ ⇥ R, |s|  ru}. Remarquons tout d’abord que malgré les
apparences, puisque |s|  ru, l’équation (4.1.4) n’admet pas de singularité. Cependant, la
forme du domaine Ω pose des problèmes quant au schéma numérique à adopter au niveau
des bords du domaine : pour avoir une bonne approximation en r = 0 et u = 0 il faudrait
prendre ds ' drdu, multipliant le temps de calcul. Avec ces variables, il paraît bien délicat
d’obtenir un schéma conservatif au niveau du bord.
Variables (r, u, ✓) = (|x|, |v|, arccos( x·v|x||v|)) : Pour palier ce problème, une première alterna-
tive est de passer en coordonnées (r, u, ✓) 2 R+⇥R+⇥ [0,⇡] où la variable ✓ est déﬁnie par
s = x · v = ru cos(✓). En notant g(r, u, ✓) = f(r, u, ru cos(✓)), l’équation de Vlasov-Poisson
se réécrit alors
@tg + u cos(✓)@rg − φ0g(r) cos(✓)@ug +
u2 − rφ0g(r)
ru
sin(✓)@θg = 0, (4.1.5)
Le domaine R+ ⇥ R+ ⇥ [0,⇡] est bien plus facile à discrétiser mais une singularité est
apparue en r = 0 et en u = 0. En théorie, on a
@θg = −ru sin(✓)@sf = 0 pour r = 0 ou u = 0,
ce qui permet de gommer cette singularité. Numériquement, il paraît très difficile de conser-
ver cette propriété.
Variables (r, q, l) = (|x|, x·v|x| , |x^v|) : C’est pourquoi dans la plupart des études numériques
s’intéressant à l’équation de Vlasov-Poisson radiale, on utilise l’invariant l = |x^v| comme
variable. Remarquez que l’utilisation de l’énergie microscopique comme variable n’est pas
adaptée au problème du fait de sa dépendance en temps. Une première idée serait de
passer en coordonnées (r, u, l) mais le passage (r, u, s) 7! (r, u, l) n’est pas injectif. On
préfère généralement utiliser les variables r = |x|, q = s
r
= x·v|x| et l = |x^ v|. En déﬁnissant
g(r, q, l) = g(r, s
r
,
p
r2u2 − s2) = f(r, u, s), on a
@tg + q@rg +
✓
l2
r3
− φ0g(r)
◆
@qg = 0. (4.1.6)
Le domaine qui s’écrit
Ω = {(r, q, l) 2 R+ ⇥ R⇥ R+, 0  l  r|q|}
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est agréable car à l ﬁxé on se ramène à un demi-plan {r ≥ 0}. De plus, dans un espace
du type {r > R0}, ces variables semblent tout indiquées, puisque on n’a pas de singularité
en u = 0. Cependant, ici le cas r = 0 est au centre de notre étude et la singularité dans
le terme l2/r3 est numériquement très délicate à compenser : théoriquement, elle l’est par
l’explosion de @rg lorque r tend vers 0.
Variables (r, u, l) = (sgn(x · v)|x|, |v|, |x^ v|) : Revenons aux variables (r = |x|, u = |v|, l =
|x ^ v|). Pour contourner la non-injectivité de (r, u, s) 7! (r, u, l), séparons ce changement
de variable en deux cas : le cas s ≥ 0 donne
@tf + u
r
1− l
2
r2u2
@rf − φ0f (r)
r
1− l
2
r2u2
@uf = 0 (4.1.7)
et le cas s  0 donne
@tf − u
r
1− l
2
r2u2
@rf + φ
0
f (r)
r
1− l
2
r2u2
@uf = 0. (4.1.8)
Pour éviter d’écrire ces deux équations, on prolonge artiﬁciellement la variable r sur l’en-
semble des réels R. On cherche donc une fonction de distribution f déﬁnie sur l’espace
Ω = {(r, u, l) 2 R⇥ R+ ⇥ R+, l  |r|u}
qui vériﬁe
@tf + u
r
1− l
2
r2u2
@rf − φ0f (r)
r
1− l
2
r2u2
@uf = 0, (4.1.9)
où le champ de force φ0f est déﬁni par
8r > 0,φ0f (r) =
1
r2
Z |r|
0
r˜2⇢f (r˜)dr˜ et φ
0
f (−r) = −φ0f (r),
où pour tout r > 0
⇢f (r) =
2⇡
r2
Z +1
0
du
Z
l<|r|u
lq
1− l2
r2u2
f(r, u, l)dl.
Remarquons tout d’abord que le champ φ0f est le prolongement par imparité du champ
gravitationnel habituel. En revanche, la densité est séparée en deux selon x · v > 0 et
x · v < 0. Le prolongement eﬀectué nécessite qu’on s’intéresse aux conditions de raccord en
s = 0 : pour tout (r, u) 2 R+ ⇥ R+ celles-ci impliquent la continuité
f(−r, u, l = ru) = f(r, u, l = ru) (4.1.10)
et
lim
ru!l+
r
1− l
2
r2u2
rf(−r, u, l) · n+ = − lim
ru!l+
r
1− l
2
r2u2
rf(r, u, l) · n−, (4.1.11)
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où n+ et n− sont les normales sortantes du domaine Ω respectivement en r = l/u et en
r = −l/u. La condition (4.1.11) peut se réécrire sous la forme8>>>>>>>>>>><>>>>>>>>>>>:
lim
ru!l+
r
1− l
2
r2u2
@rf(−r, u, l) = lim
ru!l+
r
1− l
2
r2u2
@rf(r, u, l),
lim
ru!l+
r
1− l
2
r2u2
@uf(−r, u, l) = − lim
ru!l+
r
1− l
2
r2u2
@uf(r, u, l),
lim
ru!l+
r
1− l
2
r2u2
@lf(−r, u, l) = − lim
ru!l+
r
1− l
2
r2u2
@lf(r, u, l).
(4.1.12)
On voit bien que la racine
r
1− l
2
r2u2
tend vers 0 lorsque ru ! l+ mais ce facteur est
nécessaire dans la condition (4.1.12) car, théoriquement, les dérivées partielles de f peuvent
exploser à une vitesse inversement proportionnelle à
r
1− l
2
r2u2
.
Revenons maintenant à notre objectif : trouver un schéma numérique pour cette équa-
tion. A priori, le domaine d’étude est ici aussi compliqué que celui correspondant aux
variables (r, u, s). Cependant, ce paramétrage présente un gros avantage : les caractéris-
tiques sont incluses dans des plans {l = constante} comme le montre l’absence de terme
en @lf . Ainsi, le pas de temps ∆l qu’on considérera peut être variable et ne sera soumis à
aucune condition CFL. De plus, pour trouver un schéma conservatif, il suffit de se limiter
à une étude faite à l ﬁxé : en effet, on a
Ml(t) =
Z
|r|u>l
lq
1− l2
r2u2
f(t, r, u, l)dudr = Ml(0). (4.1.13)
Pour le Hamiltonien, sommer selon la variable l est nécessaire pour obtenir son invariance.
4.2 Etude théorique de différents schémas numériques
4.2.1 Cadre général
Plaçons nous sur un intervalle de temps [0, T ] pour T > 0 ﬁxé et sur un domaine
Ω = [l≥0Ωl
où Ωl = {(r, u) 2 R ⇥ R+, |ru| ≥ l}. En la variable temporelle t, on considère une
subdivision à pas constant
(t0 = 0, ..., tn, ..., tN = T ) avec tn = n∆t.
Nous notons les pas en espace et en vitesse respectivement ∆r et ∆u. On déﬁnit alors les
discrétisations centrées (rk)k≥1 et (ui)i≥1 telles que
pour k ≥ 1, rk =
✓
k − 1
2
◆
∆r et r−k = −rk, (4.2.1)
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et
pour i ≥ 1, ui =
✓
i− 1
2
◆
∆u. (4.2.2)
En la variable l, nous choisissons un pas maximal ∆l et un entier p tels que
2∆l < 2p∆r∆u.
Nous choisissons maintenant une subdivision de R+, notée (lj)j≥0 et déﬁnie par
0 <
∆l
2p
<
∆l
2p−1
< ... <
∆l
2
< ∆l < 2∆l < 3∆l < ... (4.2.3)
Alors, lors de notre discrétisation nous nous placerons au centre de ces intervalles en
lj =
lj + lj+1
2
, (4.2.4)
pour tout j ≥ 0. Nous noterons ∆lj la taille des intervalles [lj , lj+1] pour tout j ≥ 0, i.e.
∆lj := lj+1 − lj  ∆l.
Le choix de cette discrétisation pour le domaine Ω n’est pas anodin. D’une part, centrer
les discrétisations en espace et en vitesse permet de ne pas avoir de difficultés lors de
divisions par r et par u. D’autre part, on affine la discrétisation près de l = 0 en choisissant
4l0 < ∆r∆u pour s’assurer que des espaces du type
{lj , lj < |rk|ui} à rk et ui ﬁxés
ne soient jamais vides.
Pour une telle discrétisation du domaine Ω, on cherche alors une approximation
fnk,i,j ' f(tn, rk, ui, lj)
où la fonction f satisfait l’équation
@tf + u
r
1− l
2
r2u2
@rf − φ0f (r)
r
1− l
2
r2u2
@uf = 0. (4.2.5)
sur le domaine Ω et vériﬁe les conditions au bord (4.1.10) et (4.1.12).
On s’intéresse à un schéma numérique du type explicite
Dtf
n =
fn+1 − fn
∆t
= − [u]ui ↵k,i,jDrfn +
⇥
φ0fn
⇤
rk
↵k,i,jDuf
n, (4.2.6)
où Dr et Du sont les opérateurs différentiels correspondant à @r et @u. Le terme [u]ui est
une approximation positive de u en ui, le terme
h
φ0fn
i
rk
est une approximation de φ0fn en
rk de même signe que rk et le terme ↵k,i,j est une approximation de
r
1− l
2
j
r2ku
2
i
à valeur
dans [0, 1].
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Notons qu’il n’est pas concevable d’envisager un schéma implicite compte-tenu du
nombre de variables. Ainsi, pour garantir la stabilité du schéma, on doit choisir pour
u > 0 un schéma aval en espace, pour r > 0 un schéma amont en vitesse et, pour r < 0, un
schéma aval en vitesse. Le sens du transport selon chaque coordonnée peut être modélisé
à l > 0 ﬁxé par
Les conditions aux limites impliquent deux propriétés : la continuité f(A−) = f(A+)
et f(B−) = f(B+) et le transport de la masse en espace de A− à A+ et en vitesse de B+
à B−.
4.2.2 Notations et Consistance
Dans un premier temps, nous allons montrer qu’il existe un schéma numérique consis-
tant et stable pour le système de Vlasov-Poisson radial sans tenir compte des conservations
de la masse et du Hamiltonien.
Notations générales
Dans un premier temps, nous devons chercher une formulation de la densité ⇢n ' ⇢fn .
En eﬀet, le calcul du potentiel φ0fn et le calcul de la masse sont directement liés à cette
densité. Fixons rk > 0. En ce point, nous devons chercher une approximation
⇢nk ' ⇢fn(rk) =
2⇡
r2k
Z
u>0, l<|rk|u
lq
1− l2
r2ku
2
fn(rk, u, l)dudl.
La première idée serait de prendre directement
⇢nk =
2⇡
r2k
X
i,j
|rk|ui>lj
lj+ 1
2r
1−
l2
j+12
r2ku
2
i
fnk,i,j∆u∆l.
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Cependant, comme on divise par le terme
r
1− l
2
j
r2ku
2
i
qui peut être très proche de 0, cette
formulation ne conduit pas à un schéma consistant. On peut néanmoins trouver une autre
formulation plus adéquate. Remarquons tout d’abord qu’à rk et ui ﬁxés, on sait calculer
la primitive Z
lq
1− l2
r2ku
2
i
dl = −r2ku2i
s
1− l
2
r2ku
2
i
.
Ainsi, on a Z |rk|ui
0
lq
1− l2
r2ku
2
i
fn(rk, ui, l)dl =
X
j
|rk|ui>lj
mk,i,jf
n
k,i,j + r
2
ku
2
iO(∆l),
où, en prenant la suite (lj) déﬁnie par (4.2.3),
mk,i,j = r
2
ku
2
i
0B@
vuut
1− l
2
j
r2ku
2
i
−
vuut
1− l
2
k,i,j+1
r2ku
2
i
1CA , (4.2.7)
avec 8<:
lk,i,j+1 = lj+1 si lj+1 < |rk|ui,
lk,i,j+1 = |rk|ui si lj+1 ≥ |rk|ui.
(4.2.8)
Remarquons que pour tout (k, i, j) le coefficient mk,i,j appartient à [0, 1]. Finalement, avec
les notations précédentes, on obtient
⇢fn(rk) = 2⇡
X
i,j
|rk|ui>lj
mk,i,jf
n
k,i,ju
2
i∆u+ O(∆l) + O(∆u). (4.2.9)
Avec ces notations, donnons maintenant les déﬁnitions générales qui resteront valables dans
toute la suite de notre étude et auxquelles on pourra donc se référer.
Définition 4.2.1. Pour une fonction de distribution (fnk,i,j), on définit la densité (⇢
n
k), la
masse Mn, le champ gravitationnel (Enk ) et le Hamiltonien H
n par
• 8k 2 N⇤, ⇢nk =
2⇡
r2k
X
i,j
|rk|ui>lj
mk,i,jf
n
k,i,j∆u,
• Mn = 4⇡
+1X
k=1
r2k⇢
n
k∆r = 8⇡
2
X
k,i,j
|rk|ui>lj
mk,i,jf
n
k,i,j∆r∆u,
• (Enk ) est impair, du signe de rk et sera défini plus tard.
• Hn = Encin − Enpot, avec
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8>>>>><>>>>>:
Encin = 8⇡
2
X
k,i,j
|rk|ui>lj
u2imk,i,jf
n
k,i,j∆r∆u
Enpot = 4⇡
+1X
k=1
r2k (E
n
k )
2∆r.
(4.2.10)
Déﬁnissons maintenant le schéma numérique que nous allons étudier.
Définition 4.2.2 (Schéma numérique). Soit (f0k,i,j) définie pour tout (k, i, j) 2 Z⇤⇥N⇤⇥N
tel que lj < |rk|ui où les suites (rk), (ui) et (lj) sont définies par (4.2.1), (4.2.2) et (4.2.4).
Alors on définit pour tout n 2 N la matrice (fnk,i,j) par
Dtf
n =
fn+1 − fn
∆t
= − [u]i,δ(k) ↵k,i,jDi,jr fn +
⇥
φ0fn
⇤
rk
↵k,i,jD
k,,j
u f
n, (4.2.11)
où
- pour tout (k, i, j), les ↵k,i,j sont des termes positifs,
- les [u]i,δ(k) sont fonctions positives de ui et du signe de rk, noté δ(k),
- les
h
φ0fn
i
rk
sont du même signe que rk et ne dépendent pas de i et j.
- compte-tenu des conditions de bord, les opérateurs différentiels Di,jr et D
k,j
u peuvent dé-
pendre de (k, i, j).
Un schéma consistant et stable
Grâce à l’étude précédente, on peut mettre en évidence un schéma consistant, stable
dans L1 et préservant la positivité de fn.
Schéma A : Dtf
n =
fn+1 − fn
∆t
= −ui↵k,i,jDi,jr fn + Enk↵k,i,jDk,,ju fn, (4.2.12)
avec
↵k,i,j =
s
1− l
2
j
r2ku
2
i
Enk =
1
r2k
kX
k˜=−k+1
r2
k˜
⇢n
k˜
∆r =
1
r2k
kX
k˜=−k+1
∆r
X
i>0,j≥0
lj<|rk˜
|ui
mk˜,i,jf
n∆u,
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et, où les opérateurs diﬀérentiels sont déﬁnis par8>>>>>>>>><>>>>>>>>>:
8i > 0, Drkfn =
fnk − fnk−1
∆r
si rk−1 >
lj
ui
ou rk < − lj
ui
8k > 0, Duifn =
fni+1 − fni
∆u
si ui ≥ lj
rk
8k < 0, Duifn =
fni − fni−1
∆u
si ui−1 ≥ lj
rk
,
(4.2.13)
et au bord,8>>>>>><>>>>>>:
8i > 0, Drkfn =
fnk − fn−k−1
∆r + 2
⇣
rk − ljui
⌘ si rk−1  lj
ui
< rk
8k < 0, Duifn =
fn−k,i − fnk,i+1
∆u+ 2
⇣
ui − ljrk
⌘ si ui−1 < lj
rk
 ui.
(4.2.14)
Remarquons que Enk vériﬁe la condition
(Enk ) est impair, E
1
k = ⇢
n
1∆r, et, 8k 2 N⇤, Dr(r2kEnk ) = r2k
(
⇢nk + ⇢
n
−k
)
∆r,
où Dr est l’opérateur correspondant à un schéma d’Euler explicite aval. Ceci importe peu
ici mais sera capitale pour la conservation du Hamiltonien.
Consistance et stabilité du Schéma A : Commençons par étudier la stabilité du schéma A.
Pour conserver la positivité de fn et avoir la stabilité L1 du schéma, il suffit de manière
très classique de satisfaire la condition de Courant-Friedrichs-Lewy (CFL) suivante
ui
∆t
3∆r
+ |Enk |
∆t
3∆u
< 1. (4.2.15)
Maintenant, d’après l’étude générale faite précédemment, la consistance du schéma
provient directement des opérateurs d’ordre 1 choisis. Pour motiver ce choix, travaillons en
une dimension 1 et plaçons nous sur la droite (u, l) = (ui, lj). Nous notons alors k0 2 N⇤
le plus petit k > 0 tel que rkui > lj :
Lorsqu’on peut le déﬁnir et donc à une certaine distance du bord, on prend comme discré-
tisation
Drkf
n =
fnk − fnk−1
∆r
si k > k0 ou k  −k0. (4.2.16)
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De plus, en k0, près du bord, au sens des conditions au bord données auparavant, la
consistance est satisfaite pour
Drk0f
n =
fnk0 − fn−k0
2∆
.
Cependant, une telle discrétisation risque de demander une condition de Courant-
Friedrichs-Lewy (CFL) trop restrictive pour conserver la positivité de fn : en eﬀet, le
pas 2∆ peut être bien plus petit que ∆r. C’est pourquoi dans nos schémas, on considérera
un opérateur du type
Drk0f
n =
fnk0 − fn−k0−1
2∆ +∆r
, (4.2.17)
qui est consistant et qui ne demandera pas une condition CFL trop stricte au niveau des
bords.
Les résultats des tests numériques, faits à partir du schéma A déﬁni par (4.2.12), sont
exposés dans la partie 4.3. Nous voyons en particulier que la masse n’est pas conservée.
4.2.3 Conservation de la masse
Critères de conservation de la masse
Nous cherchons ici à modiﬁer le schéma A pour conserver la masse Mn donnée par la
déﬁnition (4.2.1). Dans le but de simpliﬁer les notations, commençons par étendre celles-ci
à l’espace u < 0 en faisant la symétrie par rapport à l’axe (r, u) = (0, 0). Ainsi pour toute
matrice γk,i,j et pour tout (k, i, j) 2 Z⇤ ⇥ N⇤ ⇥ N, on a
γ−i,k,j = γi,−k,j ,
et l’opérateur D−i,k,j est déﬁni à partir de Dk,i,j par
Dk,−i,jγk,−i,j = Dk,i,jγk,i,j ,
pour toute matrice γk,i,j . Ces nouvelles notations permettent en particulier d’écrire plus
simplement à k > 0 et j ≥ 0 ﬁxésX
i2N⇤
|ui|<lj/rk
(γk,i,j + γ−k,i,j)∆u =
X
i2Z⇤
|ui|<lj/rk
γk,i,j∆u.
En particulier, en déﬁnissant les espaces
U+ = {(k, i, j) 2 Z⇤ ⇥ N⇤ ⇥ N, lj < |rkui|},
R+ = {(k, i, j) 2 N⇤ ⇥ Z⇤ ⇥ N, lj < |rkui|},
on a X
(k,i,j)2U+
γk,i,j =
X
(k,i,j)2R+
γk,i,j .
Maintenant, énonçons un lemme donnant des conditions suffisantes pour la conservation
de la masse.
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Lemme 4.2.3. La masse donnée par la définition 4.2.1 est conservée par le schéma (4.2.11)
si les opérateurs de différences finies Di,jr et D
k,j
u et les coefficients ↵k,i,j satisfont les
propriétés suivantes :
(i) 8(k, i, j), (Di,jr )⇤ ⇣mk,i,j↵k,i,j [u]i,δ(k)⌘ = 0,
(ii) 8(k, i, j),
⇣
Dk,ju
⌘⇤
(mk,i,j↵k,i,j) = 0.
(4.2.18)
où les opérateurs adjoints (Di,jr )⇤ et (Dk,ju )⇤ sont définis par : pour toutes matrices (γk,i,j)
et (gk,i,j) définies sur Ω,
8(i, j),
X
k2Z⇤
|rk|<lj/ui
γk,i,jD
i,j
r gk,i,j∆r =
X
k2N⇤
|rk|<lj/ui
gk,i,j(D
i,j
r )
⇤γk,i,j∆r, (4.2.19)
et
8(k, j),
X
i2Z⇤
|ui|<lj/rk
γk,i,jD
k,j
u gk,i,j∆u =
X
i2Z⇤
|ui|<lj/rk
gk,i,j(D
k,j
u )
⇤γk,i,j∆u, (4.2.20)
Remarque : Notons que, si [u]i,δ(k) = [u]i ne dépend pas de k, la conservation de la masse
ne dépend ni du choix de [u]i et ni de
h
φ0fn
i
rk
dans le schéma numérique (4.2.11). De
plus, si cette propriété est vériﬁée, notons que lorsque les opérateurs (Di,jr )⇤ et (Dk,ju )⇤ sont
indépendants respectivement de (i, j) et (k, j), alors, il suffit d’avoir
(Di,jr )
⇤(1) = (Dk,ju )
⇤(1) = 0
et d’avoir ↵k,i,jmk,i,j indépendant de k et de i.
Démonstration du lemme 4.2.3. Les déﬁnitions 4.2.1 et le schéma (4.2.11) impliquent
DtM
n = 8⇡2
X
(k,i,j)2U+
mk,i,jDtf
n
k,i,j∆r∆u = 8⇡
2∆r∆u (Σ1 +Σ2) ,
où
Σ1 =
X
(k,i,j)2U+
[u]i,δ(k)mk,i,j↵k,i,jDrkf
n
k,i,j =
X
(k,i,j)2U+
fnk,i,j
⇣
Dk,jr
⌘⇤ (
[u]i,δ(k)mk,i,j↵k,i,j
)
,
Σ2 =
X
(k,i,j)2R+
⇥
φ0fn
⇤
rk
mk,i,j↵k,i,jDuif
n
k,i,j =
X
(k,i,j)2R+
⇥
φ0fn
⇤
rk
fnk,i,j
⇣
Dk,ju
⌘⇤
(mk,i,j↵k,i,j) .
Il suffit maintenant d’appliquer les conditions (4.2.18) pour obtenir la conservation de la
masse.
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Un exemple de schéma conservant la masse
En nous basant sur le lemme 4.2.3, nous pouvons déﬁnir un schéma conservatif.
Schéma B : Dtf
n =
fn+1 − fn
∆t
= −ui↵k,i,jDi,jr fn + Enk↵k,i,jDk,,ju fn, (4.2.21)
avec
↵k,i,j =
lj∆lj
mk,i,j
. (4.2.22)
Enk =
1
r2k
kX
k˜=−k+1
r2
k˜
⇢n
k˜
∆r =
1
r2k
kX
k˜=−k+1
∆r
X
i>0,j≥0
lj<|rk˜
|ui
mk˜,i,jf
n∆u,
et, où les opérateurs diﬀérentiels sont déﬁnis par8>>>>>>>>><>>>>>>>>>:
8i > 0, Drkfn =
fnk − fnk−1
∆r
si rk−1 >
lj
ui
ou rk < − lj
ui
8k > 0, Duifn =
fni+1 − fni
∆u
si ui ≥ lj
rk
8k < 0, Duifn =
fni − fni−1
∆u
si ui−1 ≥ lj
rk
,
(4.2.23)
et au bord, 8>>>><>>>>:
8i > 0, Drkfn =
fnk − fn−k
∆r
si rk−1  lj
ui
< rk
8k < 0, Duifn =
fn−k,i − fnk,i
∆u
si ui−1 <
lj
rk
 ui.
(4.2.24)
Proposition 4.2.4. Le schéma numérique (4.2.21) conserve la masse Mn donnée par la
définition 4.2.1. De plus, si la condition CFL suivante est respectée,
2ui
∆t
∆r
+ 2|Enk |
∆t
∆u
< 1, (4.2.25)
il conserve la positivité de fn et est stable dans L1.
Conservation de la masse : Nous pouvons vériﬁer que pour tout (k, i, j) nous avons
↵k,i,jmk,i,j = lj∆lj , et (D
i,j
r )
⇤(1) = (Dk,ju )
⇤(1) = 0.
Ainsi, d’après le lemme 4.2.3, le schéma B conserve la masse.
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Loin du bord : Prenons (k, i, j) 2 U+ tel que
lj+1 < |rk|ui, |rk| −∆r > lj
ui
et ui−1 >
lj
|rk| .
Rappelons que, d’après (4.2.4), lj est le centre du segment [lj , lj+1] et ∆lj est sa longueur.
Ainsi, en remarquant que 
1− l
2
j
r2ku
2
i
!
−
 
1− l
2
j+1
r2ku
2
i
!
=
l
2
j+1 − l2j
r2ku
2
i
=
lj∆lj
r2ku
2
i
,
la déﬁnition de mk,i,j donnée par (4.2.7) implique
↵k,i,j =
lj∆lj
mk,i,j
=
1
2
0B@
vuut
1− l
2
j
r2ku
2
i
+
vuut
1− l
2
k,i,j+1
r2ku
2
i
1CA  1.
Remarquons que cette expression est consistante tant qu’on ne s’approche pas des bords.
De plus, on déduit de cette dernière inégalité que la positivité de fn est conservée et que
le schéma B est stable dans L1 "loin du bord" si la condition CFL
ui
∆t
∆r
+ |Enk |
∆t
∆u
< 1, (4.2.26)
est respectée.
Près du bord : Les expressions (4.2.22) et (4.2.24) ont été clairement prises pour conserver
la masse transportée d’un bord à l’autre. Les opérateurs de diﬀérences ﬁnies Dr et Du ne
sont donc pas, en général, une bonne approximation de @r et @u tout comme ↵k,i,j n’est
pas, en général, une bonne approximation de
r
1− l
2
j
r2ku
2
i
. En fait, pour simpliﬁer les calculs,
on a préféré écrire
↵k,i,j =
lj∆lj
mk,i,j
et Drkf
n =
fnk − fn−k
∆r
,
plutôt que
↵k,i,j =
lj∆lj2(rk − ljri )
mk,i,j∆r
et Drkf
n =
fnk − fn−k
2(rk − ljri )
,
mais cela revient au même. Vériﬁer que de telles formules sont consistantes avec les condi-
tions aux bord (4.1.12) est très compliqué. Cependant, on peut penser que si ↵k,i,j n’ex-
plose pas près du bord et donc que la condition CFL à adopter n’est pas trop restrictive,
la conservation de la masse rend notre schéma robuste.
Pour borner ↵k,i,j , remarquons d’abord qu’il ne dépend que de mk,i,j et donc que de la
distance de lj au bord. En eﬀet, si
lj+1 < |rk|ui,
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on a ↵k,i,j  1 quelques soient les valeurs de |rk| − ljui et de ui −
lj
|rk| . Remarquons qu’en
réalité, dans ce cas, ces deux quantités peuvent être minorées respectivement par ui(lj+1−
lj) et par |rk|(lj+1 − lj) ce qui les empêche de tendre vers 0.
Maintenant, prenons (k, i, j) tel que
lj < |rk|ui  lj+1.
D’après la déﬁnition (4.2.7), on a donc
mk,i,j = r
2
ku
2
i
vuut
1− l
2
j
r2ku
2
i
= |rk|ui(|rk|ui − lj)
1
2 (|rk|ui + lj)
1
2 ,
et comme |rk|ui > lj ,
mk,i,j ≥ |rk|ui
✓
∆lj
2
◆ 1
2
✓
2lj +
∆lj
2
◆ 1
2
≥ |rk|ui∆lj
2
.
Ainsi
↵k,i,j =
lj∆lj
mk,i,j
 2 lj|rk|ui  2.
Ainsi, si la condition CFL (4.2.25) est vériﬁée, le schéma B est stable L1 et conserve la
positivité de fn.
Notons que les résultats des tests numériques eﬀetués à partir de ce schéma sont pré-
sentés dans la partie 4.3. Nous remarquons en particulier que le Hamiltonien n’est pas
conservé même s’il varie très peu. Pour remédier à cela, on modiﬁe ce schéma dans la
sous-partie suivante.
4.2.4 Conservation du Hamiltonien
Pour ne pas surcharger en notation, nous n’allons pas écrire un théorème général quant
à la conservation du Hamiltonien mais nous allons directement proposer un schéma numé-
rique vériﬁant cette propriété en "dehors des bords". La démonstration de cette conser-
vation restera cependant assez générale pour visualiser une possible généralisation à des
opérateurs d’ordres plus élevés.
Nous déﬁnissons donc le schéma suivant.
Schéma C : Dtf
n = −
✓
ui − δ(k)∆u
2
◆
↵k,i,jD
i,j
r f
n+
Enk + E
1+n
k
2
↵k,i,jD
k,,j
u f
n, (4.2.27)
avec
↵k,i,j =
lj∆lj
mk,i,j
. (4.2.28)
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Enk =
1
r2k
kX
k˜=−k+1
r2
k˜
⇢n
k˜
∆r =
1
r2k
kX
k˜=−k+1
∆r
X
i>0,j≥0
lj<|rk˜
|ui
mk˜,i,jf
n∆u,
et, où les opérateurs diﬀérentiels sont déﬁnis par8>>>>>>>>><>>>>>>>>>:
8i > 0, Drkfn =
fnk − fnk−1
∆r
si rk−1 >
lj
ui
ou rk < − lj
ui
8k > 0, Duifn =
fni+1 − fni
∆u
si ui ≥ lj
rk
8k < 0, Duifn =
fni − fni−1
∆u
si ui−1 ≥ lj
rk
,
(4.2.29)
et au bord, 8>>>><>>>>:
8i > 0, Drkfn =
fnk − fn−k
∆r
si rk−1  lj
ui
< rk
8k < 0, Duifn =
fn−k,i − fnk,i
∆u
si ui−1 <
lj
rk
 ui.
(4.2.30)
Remarquons que les termes ↵k,i,j et les opérateurs Dr et Du,δ(k) ici déﬁnis sont les mêmes
que pour le schéma B. Les seuls changements ont été faits sur les termes [u]i,δ(k) et
h
φ0fn
i
rk
pour satisfaire 8>><>>:
8i > 0, (Dui,δ(k))⇤(u2) = −2[u]i,δ(k),
8k 6= 0, ⇥φ0fn⇤rk = En+1k + Enk2 .
(4.2.31)
De plus, rappelons que le champ gravitationnel Enk satisfait
(Enk ) est impair, E
1
k = ⇢
n
1∆r, et, 8k 2 N⇤, Dr(r2kEnk ) = r2k
(
⇢nk + ⇢
n
−k
)
∆r. (4.2.32)
Les conditions (4.2.31) et (4.2.32) s’ajoutant à la condition (4.2.18) sont les arguments
permettant de déduire la conservation de la masse et du Hamiltonien. On pourrait très
bien généraliser la proposition suivante à d’autres opérateurs s’ils vériﬁent ces conditions.
Proposition 4.2.5. Soit une distribution fn satisfaisant (4.2.27) et telle que son support
reste dans
A =
⇢
(r, u, l), |r| > l
u
+ 2∆r
}
.
Alors, si les conditions suivantes sont respectées.
(i) Le schéma C préserve la positivité de fn et est stable dans L1 tant que la condition
CFL suivante est respectée :
3
2
ui
∆t
∆r
+
∣∣En+1k + Enk ∣∣ ∆t∆u < 1, (4.2.33)
(ii) La masse et le Hamiltonien donnés par les définitions 4.2.1 sont conservés.
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Remarquons tout d’abord que ce schéma propose de trouver fn+1 après avoir calculé
son champ de force En+1. Ceci ne pose pas de problème car nous pouvons quantiﬁer les
variations Dt(E
n) uniquement à partir de fn. Ce résultat correspond à l’équation (4.2.39).
Ensuite, on a perdu ici la conservation de la masse au bord. En eﬀet, nous n’avons plus(
Di,jr
)⇤ ⇣
mk,i,j↵k,i,j [u]i,δ(k)
⌘
= 0,
au niveau du bord puisque [u]i,δ(k) change de valeur lorsque que rk change de signe.
Démonstration. La stabilité dans L1, la positivité de fn et la conservation de la masse
sur l’ensemble A sont toutes des propriétés découlant directement de la proposition 4.2.4.
Commençons par étudier les variations de l’énergie cinétique :
DtE
n
cin = 8⇡
2
X
(k,i,j)2U+
u2imk,i,jDtf
n
k,i,j∆r∆u
= 8⇡2
X
(k,i,j)2U+
u2i (lj∆lj)
h
− [u]i,δ(k)Drfn +
⇥
φ0fn
⇤
rk
Du,δ(k)f
n
i
∆r∆u.
Comme la condition (4.2.18) est encore respectée sur A et que fn est nulle en dehors de
cet ensemble, on obtient
DtE
n
cin = 8⇡
2
X
(k,i,j)2R+
u2i (lj∆lj)
⇥
φ0fn
⇤
rk
Du,δ(k)f
n
k,i,j∆r∆u.
= 8⇡2
X
(k,i,j)2R+
⇣
D⇤u,δ(k)u
2
i
⌘
(lj∆lj)
⇥
φ0fn
⇤
rk
fnk,i,j∆r∆u,
(4.2.34)
Ainsi, en utilisant (4.2.31),
DtE
n
cin = −16⇡2
X
(k,i,j)2R+
[u]i,δ(k)(lj∆lj)
En+1k + E
n
k
2
fnk,i,j∆r∆u. (4.2.35)
Intéressons-nous maintenant à l’énergie potentielle. Ses variations peuvent se mettre sous
la forme suivante :
DtE
n
pot = 4⇡
+1X
k=1
2Dt(r
2
kE
n
k )
En+1k + E
n
k
2
∆r. (4.2.36)
Dans le but de déterminer une formule explicite de Dt(r
2
kE
n
k ), on développe Dt(r
2
k⇢
n
k) en
s’aidant de la condition (4.2.18) :
1
2⇡
Dt(r
2
k⇢
n
k) =
X
i,j
|rk|ui>lj
mk,i,jDtf
n
k,i,j∆u = −
X
i,j
|rk|ui>lj
(lj∆lj) [u]i,δ(k)Drf
n
k,i,j∆u.
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En dehors du bord où la fonction fn s’annule, Dr est indépendant de i et j, d’où
Dt(r
2
KE
n
K) = Dt(
KX
k=−K+1
r2k⇢
n
k∆r)
= −2⇡
X
i,j
|rk|ui>lj
(lj∆lj)
⇣
[u]i,δ(K) f
n
K,i,j − [u]i,δ(−K) fn−K,i,j
⌘
∆u.
Finalement, en notant que En−k = −Enk , on obtient
DtE
n
pot = −16⇡2
X
k,i,j
|rk|ui>lj
lj∆lj [u]i,δ(k)
En+1k + E
n
k
2
fnk,i,j∆r∆u. (4.2.37)
On a ainsi la conservation du Hamiltonien en combinant (4.2.35) et (4.2.37).
Pour le schéma C, Enk doit être déﬁni de deux manières : soit directement pour E
0
k :
8k > 0, r2kE0k =
kX
k˜=−k+1
r2
k˜
⇢0
k˜
∆r et E0−k = −E0k , (4.2.38)
soit, pour n ≥ 1, à partir de En−1k et de fn−1 :
r2k
Enk − En−1k
∆t
= −2⇡
X
i,j
|rk|ui>lj
lj
⇣
[u]sgn(k)ui f
n−1
k,i,j − [u]sgn(−k)ui fn−1−k,i,j
⌘
∆u∆lj . (4.2.39)
4.3 Tests numériques
On teste maintenant les trois schémas A, B et C déﬁnis par (4.2.12), (4.2.21) et (4.2.27).
Dans un premier temps, on mettra en évidence les propriétés conservatives et la convergence
de ces schémas pour des données nulles ou non nulles au niveau du bord. Puis, dans un
second temps, on considèrera une perturbation d’un état stationnaire et on étudiera son
comportement au cours du temps.
4.3.1 Conservation de la masse et du Hamiltonien
On considère tout d’abord un état initial f0 dont le support est assez éloigné du bord.
Dans l’exemple que nous allons étudier, nous nous plaçons sur [0, Rm]⇥ [0, Um] avec Rm =
Um = 1 et nous considérons une condition initiale f0 telle que
Supp(f0) ⇢
⇢
(r, u, l),
l
u
+
1
8
< |r| < 1
2
et
l
|r| +
1
8
< u <
1
2
}
.
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Notons que numériquement, le champ Ekn est inférieur à 0.1. On prendra donc ∆t = ∆r =
∆u = ∆l. Les données seront nulles près du bord au moins jusqu’à un temps T0 vériﬁant
T0 = n∆t = n∆r = 1/8−∆r,
On s’attend donc à ce que le schéma C conserve la masse et le Hamiltonien jusqu’à ce
temps. De plus, le schéma B devrait conserver la masse deux fois plus longtemps jusqu’à ce
que la masse soit transportée jusqu’au bord |r| = Rm et u = Um. Nous considérons des pas
de ∆ = 10−2. Nous représentons l’évolution de la densité RHO+ et RHO− correspondant
respectivement à la densité ⇢nk pour k > 0 et pour k < 0 sur les ﬁgures 4.1, 4.2 et 4.3,
relatives aux schémas A, B et C.
Remarquons que la consistance du schéma A rend la courbe représentant la densité
plus lisse que celles obtenues pour les schémas B et C. De plus, notons qu’il est tout à
fait logique que la densité satisfaisant r > 0 et donc s = x · v > 0, soit transportée vers
l’extérieur et que, inversement, celle satisfaisant s < 0 se rapproche du centre du domaine.
Nous représentons ensuite l’évolution de la masse, ﬁgure 4.3.1 et du Hamiltonien, ﬁgure
4.3.1 pour les diﬀérents schémas.
Les variations de la masse suivent l’étude théorique faite pour les schémas A, B et C :
le schéma A n’est pas conservatif, la masse correspondant au schéma C reste constante
un moment avant de décroître régulièrement mais très faiblement et le schéma B conserve
admirablement la masse pendant un temps assez long.
On remarque qu’à partir d’un temps d’environ t = 1.2, les trois masses décroissent de
concert de manière rapide. On peut expliquer cela par un transport de masse théorique
vers l’extérieur du domaine, en |r] > Rm ou en u > Um. De la même manière, on voit ce
phénomène se produire sur l’évolution du Hamiltonien. Remarquons que la densité semble
se concentrer près de r = 0, ce qui implique par conservation de la masse un élargissement
du support en la variable u et qui coïncide avec ce phénomène. D’ailleurs, en prolongeant
la durée d’étude on peut nettement voir un écroulement brusque de la densité en r = 0.
Commentons maintenant la ﬁgure 4.3.1. Les varitions du Hamiltonien ne sont pas
étonnantes pour le schéma A. Cependant, on remarque qu’au temps t = 1, le schéma
B semble avoir mieux conservé le Hamiltonien que le schéma C. Cela s’explique assez
facilement : les pertes et gains d’énergie se sont équilibrés au cours du temps pour le
schéma B alors que le schéma C a conservé le Hamiltonien jusqu’à ce que le support de
la fonction de distribution atteigne le bord singulier. Pour étayer cette explication nous
agrandissons la ﬁgure 4.3.1 pour des temps petits, voir ﬁgure 4.6. Nous voyons que le
schéma C conserve bien le Hamiltonien sur cet intervalle de temps. Le schéma B pour sa
part le fait varier très faiblement.
Au ﬁnal ces trois schémas ont leurs avantages et inconvénients : le schéma A est plus
consistant au niveau des bords mais n’est pas conservatif. Le schéma B est a priori moins
consistant que le A mais conserve la masse partout, ce qui le rendra utile lorsqu’on cherche
de la convergence L1. Pour ﬁnir le schéma C apporte par rapport au schéma B la conser-
vation du Hamiltonien loin des bords mais perd celle de la masse près des bords.
Dans la sous-partie suivante, nous nous intéresserons à la possibilité d’appliquer de
tels schémas pour étudier le comportement asymptotique d’une solution proche d’un état
stationnaire.
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Figure 4.1 – Evolution de la densité pour le schéma A
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Figure 4.2 – Evolution de la densité pour le schéma B
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Figure 4.3 – Evolution de la densité pour le schéma C
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Figure 4.4 – Evolution de la masse au cours du temps
Figure 4.5 – Evolution du Hamiltonien au cours du temps
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Figure 4.6 – Evolution du Hamiltonien en temps petit
4.3.2 Comportement autour d’un état stationnaire
Nous donnons maintenant les idées pour tester nos schémas numériques autour d’états
staionnaires bien connus, les polytropes. Pour p > 9/7 nous savons qu’il existe un état
stationnaire vériﬁant
Q(r, u) = C
✓
−1− u
2
2
− φQ(r)
◆ 1
p−1
+
, (4.3.1)
où (a)+ désigne la partie positive de a. Pour des raisons de simplicité, nous étudierons ici
le cas p = 2. Dans ce cas, en intégrant selon la variable de vitesse u, on trouve
⇢Q(r) =
⇡2
p
2
2
C (−1− φQ(r))2+ .
En choisissant alors C = 2
pi2
p
2
, le potentiel φQ satisfait
r2φ00Q + 2rφ
0
Q = (−1− φQ(r))2+ .
Cette équation admet une unique solution vériﬁant φ0Q(0) = 0 et tendant vers 0 à l’inﬁni.
On utilise alors une méthode de Runge-Kutta d’ordre 4 pour la résoudre. On obtient ainsi
le potentiel φQ et sa dérivée φ
0
Q représentés ﬁgure 4.7.
Ces graphes nous apportent quelques informations utiles. On peut voir tout d’abord
que φQ reste plus petit que −1 jusqu’à environ r = 3. De plus, lorsqu’elle devient plus
grande que cette valeur, on sait que φQ(r) = −M14pir où M1 est la masse correspondant à
la distribution Q. Ainsi, une étude plus approfondie de la courbe de φQ nous donne une
très bonne approximation de la valeur M1 : on trouve M1 = 40.71. Notons enﬁn que le
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Figure 4.7 – Graphes du potentiel φQ et du champ gravitationnel φ
0
Q
champ de force φ0Q n’est pas plus grand que 1 ce qui permettra de bien choisir les pas
de discrétisation aﬁn de respecter la CFL. Notez que nous avons représenté la fonction de
distribution Q sur la ﬁgure 4.8.
Maintenant, prenons une fonction initiale proche de Q et étudions le comportement
asymptotique de la solution numérique correspondante. Nous espérons bien sûr que cette
fonction tende vers f1. On choisit f0 telle que
f0(r, u, s) =
2
⇡2
p
2
✓
−1− u
2
2
− φQ(r)− bχ(r)s
◆ 1
2
+
.
où χ(r) est une gausienne centrée en 0, majorée par 1 et à support dans [−1, 1] et b est
une constante faible. On se place sur [0, Rm]⇥ [0, Um] avec Rm = 4 et Um = 3 ce qui nous
permettra d’éviter toute perte de masse sur les bords du domaine. Notons alors f(t) la
solution théorique associée à f0 et f
n sa solution numérique. On remarque numériquement
que si b = 0.1 alors
sup |f0(x)−Q(x)| ' 0, 036.
Or, fn est une approximation de f d’ordre 1 donc, en notant le pas global ∆ la condition
∆ << 0, 036 (4.3.2)
est nécessaire pour pouvoir observer un comportement asymptotique nous permettant de
conclure. En eﬀet, dans le cas contraire, nous ne saurions pas si les variations par rapport
à Q sont dues à la pertubartion ou à l’erreur d’estimation du schéma numérique.
Prendre un ∆ aussi petit revient à considérer au moins 400 points en espace, 300 points
en vitesse, 1200 points en la variable l et le nombre de points de la discrétisation en temps.
Le calcul est donc trop lourd.
Pour résoudre ce problème, l’idée est de prendre des opérateurs diﬀérentiels d’ordre
supérieur ou égal à 2. En eﬀet, notre résultat de conservation de la masse est donné pour des
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Figure 4.8 – Représentations du polytrope Q
opérateurs quelconques et celui concernant le Hamiltonien peut être aisément généralisé.
Pour l’instant, cette adaptation est encore en cours d’étude.
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