ABSTRACT Low-rank matrix completion with phase constraints have been applied to the single-channel magnetic resonance imaging (MRI) reconstruction. In this paper, the reconstruction of sparse parallel imaging with smooth phase in each coil is formulated as the completion of a low-rank data matrix, which is modeled by the k-space neighborhoods and symmetric property of samples. The proposed algorithm is compared with a calibrationless parallel MRI reconstruction method based on both simulation data and real data. The experiment results show the proposed method has better performance in terms of MRI imaging enhancement, scanning time reduction, and denoising capability.
I. INTRODUCTION
Magnetic resonance imaging (MRI) has been widely applied in medical diagnoses. It is utilized to image the anatomy and the physiological processes. It also plays an important role in subsequent treatments, both exclusive application and comprehensive combination of various radiation therapies. The duration of an MRI exam can cause difficult to the patient. The scan may last from 15 to 60 minutes with ordinary MRI devices, moreover, the patient have to remain completely stationary during the whole process which is difficult when the patient is a child or a baby. The possibility of achieving detailed images in a shorter time will make the procedure more convenient for patients and also reduce queue time for hospitals. Reducing the long time-consuming of Fourier imaging to form an image is achieved by the approaches of reducing the number of data acquisitions, which includes the constrained reconstruction and parallel imaging [1] - [6] .
Constrained reconstruction methods have been paid more attention in modern MRI owing to the splendid capability in reduction of data acquisition and artifacts. Constrained methods utilize mathematics tools such as, parametric modeling, and a priori information such as, phase constraints, to compensate for the unsampled experimental data in reconstruction process [7] . In such approaches, dependence relationships based on a priori information are utilized to describe the data relativity which enables the reduction of spacesampling quantity. In other words, dependence relationships imply the existence of redundancy that can predict unsampled data on the basis of known ones. Phase-constrained reconstruction is one of common constrained methods. It utilizes partial Fourier transform which relies on Fourier symmetry features of images with foreknown phase information. The LORAKS technique [8] has investigated the phase constraints in a single channel MRI reconstruction and the relationships of phase constraints was discussed in the Partial Fourier reconstruction through data fitting and convolution in k-space [9] .
Parallel imaging is another common manipulation to shorten MRI scanning time by utilizing several spatially distributed coils to receive signals simultaneously. Multichannel received signals provide data redundancy, which makes it possible to achieve proper reconstruction of undersampling data. An incomplete list of parallel imaging methods which exploit sensitivity information directly or indirectly includes: (1) reconstruction based on explicit coil sensitivity measurements, such as SMASH [10] and SENSE [11] ; (2) autocalibration signals (ACSs) acquisition methods, such as GRAPPA [12] and SPIRiT [13] .
In recent years, some matrix completion based techniques have been proposed, like PRUNO [14] , LARAKS [8] and ALOHA [15] . Super-resolution MRI using finite rate of innovation curves [16] and SAKE [17] . SAKE is also a calibrationless reconstruction method [17] .
There are many benefits when combining the phase constraint with parallel imaging in a comprehensive method for MRI. Less data acquisition and better reconstruction result are the most two significant advantages. In previous methods, the combination of phase constraint and parallel imaging simply respected a certain order, either parallel imaging followed by phase-constrained reconstruction or the reverse order. In early research, phase constraint, as a criterion to improve phase estimation, is embedded in the parallel imaging method, such as POCSENSE [18] , TurboSENSE [19] , and initial investigation [20] , [21] . Although the two processes were conducted together, the parallel imaging model of all the approaches is based on SENSE, in which computation of sensitivity map with long acquisition time was necessary. A newly proposed algorithm named P-LARAKS [22] considers both linear relationship and phase constraint in the model, however, they are used separately by corresponding to two independent regularization term.
In this paper, a novel method which incorporates phase constraint and calibrationless parallel imaging in a single procedure is proposed. We expand the phase constraint of two-dimensional k-space datasets used in single-channel MRI reconstruction to three-dimensional k-space datasets which enable the parallel imaging reconstruction. In particular, a hypothesis is made first that the underlying magnetization image of each coil has slowly varying phase. Under this hypothesis, any unsampled k-space sample can be predicted based on a block constructed by the same neighborhood and the k-space symmetry point in each coil. A data matrix is constructed based on multi-channel k-space dataset. It is proved to be a rank-deficient one and further is reconstructed by matrix completion methods. Therefore, the proposed method concentrates on phase-constrained parallel MRI reconstruction by utilizing low-rank matrix completion. Phase-constrained and low-rank (PCLR) are two primary features of the proposed method. In this work, it was found that the proposed PCLR method had better performance in terms of the reconstruction resolution, denoising capability and even the reduction of data acquisition compared with SAKE.
II. LINEAR DEPENDENT RELATIONSHIPS
In this section, the linear dependent relationships of parallel imaging and phase constraint on the pixels of underlying magnetization image are derived in the first and second parts respectively. In the third part, the two relationships are considered together and combined in a single formula.
A. LINEAR DEPENDENT RELATIONSHIP OF PARALLEL IMAGING
Without loss of generality, the underlying magnetization image of a whole parallel imaging system is denoted by a two-dimensional matrix ρ. The individual channel image in the system is denoted by ρ i for the i-th coil (with N coils in all) and satisfies the following formula:
where S i represents the sensitivity map of the i-th coil. The multi-channel form of equation 1 is formulated as:
where the subscript H denotes the Hermitian transpose and
2 S i is the normalization of S i [23] Let A(x, y) be the entries of an arbitrary two-dimensional matrix A. S i in equation 1 is a diagonal matrix. S ij = S iŜ H j is also a diagonal matrix whose t-th diagonal element is denoted by S ij (t, t). Then, equation 2 can be rewritten in the following form:
B. LINEAR DEPENDENT RELATIONSHIP OF PHASE CONSTRAINT
In general, the underlying magnetization image ρ(x, y) consists of the magnitude component m(x, y) = |ρ(x, y)| and the phase component ϕ = ρ(x, y), then for each entry of the image, it can be written as in [8] :
where h(x, y) = exp(iϕ ρ (x, y)).
In consideration of parallel imaging situation, the conjugated expression of the underlying magnetization image for i-th coil can be expressed as:
where the subscript * denotes the complex conjugation. 
where
shows a dependent relationship between the conjugation of an entry in a certain channel image and entries of each multi-channel image. Both parallel imaging property and phase constraint are taken into consideration in this dependent relationship. Letρ [u, v] be the Fourier transform of ρ(x, y), that is,ρ
where F is the Fourier transform operator, and the parentheses and brackets are used to discriminate the entries in magnetization image and k-space respectively. The k-space form of equation 6 can be derived by using the conjugate symmetry and the convolution theorem of Fourier transform
Under the hypothesis that the underlying magnetization image in each coil has slowly varying phase, the truncation of Fourier transform, a common manipulation for discrete situations, is suitable to be applied to equation 8 and leads to:
where R] denotes the square truncation neighborhood whose length is 2 × R + 1. The expression in equation 9 is approximately equal to zero and the precision depends on the size of truncation neighborhood and the smooth condition of phase.
III. METHOD
The reconstruction procedure is composed of three parts, data matrix construction, low-rank matrix reconstruction, and k-space dataset reconstruction. In the paper, different masks are utilized to present different sparse imaging mode. The imaging mode is the same in each channel when a single mask is chosen. For example, in the experiments, masks with different sampling ratios ranging from 15 % to 40 % are utilized. This introduces 'the sparsity' we mentioned in this paper.
A. DATA MATRIX CONSTRUCTION Equation 9 shows a linear dependent relationship between a k-space sample and the block constructed by same neighborhood of k-space symmetry point on k-space center. This relationship can be further exploited to construct a rankdeficient matrix. Assume that samples in a k-space dataset with L rows and M columns (assuming L and M are even), are indexed by [u, v] 
where d l i and D l i represent the phase-constrained reconstructed component of k-space sample and the parallel imaging one respectively. They are shown as follows: R] . And the specific manner in which it is constructed is shown in Fig. 1 . The matrix D is constructed as follows:
Data matrix D is composed of column vector D l and each D l is structured based on the linear relationship, equation 9, which represents a k-space sample is a linear expression of a square neighborhood whose center is symmetry with the aforementioned sample in k-space. D l corresponds to the circumstance that the k-space sample index is [−u, −v] and the square neighborhood center index is [u, v] . We traverse the whole k-space in column order and construct data matrix D. Therefore, data matrix D contains all the k-space samples and each column represents a linear expression between a k-space sample and a k-space neighborhood. And the Fig. 2 . shows the construction of the Data Matrix D.
Thus, the data matrix D will have a block-wise Hankel structure whose local counter-diagonal entries are the same VOLUME 6, 2018 Therefore, the local counter-diagonal entries of D are the same k-space samples and such structure is called block-wise Hankel structure. A matrix with block-wise Hankel structure is verified rank-deficient in [23] . Both d and D have a low rank or a deficient rank, the rank of D is obviously low.
The rank of data matrix D is dominantly connected with the truncation neighborhood, as shown in Fig. 3 . In equation 9, it was shown that the rank to size of truncation neighborhood ratio, termed normalized rank ratio, converges to 1, especially when the size is large as anticipated. In addition, an example illustrating the property is listed as follows.
B. LOW-RANK MATRIX COMPLETION
After the matrix D is constructed, the phase-constrained parallel imaging reconstruction can be transformed into the completion of a structured rank-deficiency matrix. All the known entries in matrix D are assumed to have a support set
: |D(x, y)| = 0}. Then, the problem can be formulated as follows:
where X is the estimation of D. However, the rank minimization is a non-deterministic polynomial-time hard (NP-hard) problem. Fortunately, when the rank of matrix D is known beforehand, a tightest convex relaxation was proposed to simplify the awkward NP-hard problem. It was proved that equation 14 can be recast into the following convex optimization problem [25] , [26] .
where ||X|| * represents the nuclear norm of the matrix X and it is defined as:
where σ i are the singular values of matrix X, and r is the rank of matrix X. In this paper, the classic Cadzow algorithm was selected to solve the problem presented in equation 15 [17] , [27] . The Cadzow algorithm is an iterative method which includes three steps in each single loop:
Step 1: For then-th interation, the singular values matrix n of the current estimate of data matrix , X n is computed by the singular value decomposition (SVD)
Step 2: The r largest entries of the diagonal of n are preserved to construct the new singular value matrix n+1 with zero for the other entries. The new estimate of data matrix, X n+1 , is computed by
Step 3: The estimation X n+1 is subject to the constraint of data consistency, which is represented as follows:
The iterative procedure stops if the number of iterations reaches a prefixed value or the error is less than a threshold. 
C. K-SPACE DATASET RECONSTRUCTION
The k-space dataset needs to be reconstructed after the lowrank data matrix completion. Assume that K i [u, v] represents the k-space samples indexed by [u, v] in the i-th channel. Then, reconstruction equation of K i [u, v] is defined as:
where D l i (t) is the t-th entry of D l i . λ, the phase constraint factor, represents the proportion of the two reconstructed components. Once the k-space dataset is reconstructed, the same imaging procedure in E-SPIRiT method [23] and SAKE model is utilized to obtain two-dimensional magnetization image from multi-channel k-space dataset.
IV. EXPERIMENT AND RESULTS
In this section, both simulation dataset and real dataset are reconstructed by the proposed PCLR method to assess the performance of the method and then to compare to a relatively new reconstruction method of parallel MRI, SAKE which showed better reconstruction results than several other methods.
A. EXPERIMENTAL PARAMETERS SELECTION
Structural similarity index measurement (SSIM) compares local patterns of pixel intensities that have been normalized for luminance and contrast [28] . The value of SSIM ranges from 0 to 1 with higher value to represent better reconstruction results. Here the SSIM is used to present the similarity degree between the reconstructed image and the fully sampled reconstruction result. Actually in the field of MRI, the images are provided for the doctors, and the structure and contrast of the images are the most important considerations for the diagnosis. Compared with the most widely used image quality and distortion assessment methods, mean squared error (MSE) and peak signal-to-noise ratio (PSNR) which often do not correlate well with perceived quality, the algorithm SSIM which takes the image luminance, contrast and structure into account [29] , [30] , shows better image quality assessment for the MRI images. In the experiment, each local patch to be tested for similarity is an 11 × 11 Gaussian window. The SSIM index formula K is chosen as K 1 =0.03 and K 2 =0.01 for the computation of luminance comparison and contrast comparison respectively. All the programs were run on a computer with an Intel i5-2400, 3.10GHz CPU and 12GB of memory. In each reconstruction experiment, in order to record the time of calculation which is used to compare the reconstruction speed, 100 times iteration was implemented. Fig. 4 shows the variation of SSIM value between reconstruction result and fully sampled image with different selection of the phase constraint factor, λ. We can see it has better performance when λ was chosen 0.06 to 0.1 and in the following experiments we set λ 0.1. Moreover, the normalized rank ratio for simulation dataset and real dataset are selected as 1.0 and 1.5 respectively.
B. SIMULATION DATASET
In this subsection, a simulation dataset was designed and tested to demonstrate the potential reconstruction capability of PCLR. It utterly meets the aforementioned hypothesis that the acquisition method is parallel imaging and the underlying magnetization image owns smoothly varying phase in each individual channel. The simulation dataset is the multichannel k-space samples of Shepp-Logan phantom which resembles the outline of the human brain. Therefore, the phantom was created as a standard test image to exam Fourier reconstruction algorithms in biomedical imaging [31] . A twodimensional k-space fully-sampled Shepp-Logan phantom with smooth phase in underlying magnetization image is shown as Fig. 5(a) with size of 180 × 180. Then, it was expanded to eight-channel situation based on the parallel MRI simulation method proposed by Guerquin-Kern [32] . In the expansion, the two-dimensional k-space samples were mapped to eight coils whose distribution is spatially uniform. In addition, field of view (FOV) was set to 24cm × 24cm corresponding to the matrix size of 180 × 180. The radius of each coil was 8cm. Distance from the center of each individual coil to the origin of parallel imaging system was set to 38cm. Equations 21 to 23 prove that the expanded dataset owns smooth phase in each underlying magnetization image.
The entry form of equation 1 is formulated as:
then, it is easy to obtain the phase relationship
The Biot-Savart law at point a can be expressed as follows:
VOLUME 6, 2018 which can be also written in the form of B(a) = (B x (a), B y (a), B z (a)) The sensitivity S i is defined as S i (a) = B x (a)−jB y (a) [32] . Then, we can obtain
B x (x,x) ). ϕ S i has smooth phase since magnetic flux density varies slowly. We can see from the equation 22 the phase of the image of each channel is the linear addition of the phase of the sensitivity and the phase of the original object. Considering the phase of the sensitivity is varying slowly, it is determined by the original object whether the phase of channel image is smooth or not. In the PCLR method we are assuming that the channel images phase changing slowly which could explain that the PCLR method has better effect on the objects whose phase is smooth. And we can also see this in the comparison between the results of the simulation experiments and the real data experiments.
Therefore, the phase of each underlying magnetization image, ϕ ρ i (x, y), varies slowly. Thus, a parallel imaging Shepp-Logan phantom k-space dataset with slowly varying phase in each underlying magnetization image was synthesized with the size of 180 × 180 × 8. The aforementioned five phantoms are clearly reconstructed with all sample acquisition by using PCLR method. The two light phantoms in the medial axis get slowly blurred as the reduction of the usage of sample acquisition. Fig. 6 shows the phase of the simulated dataset and the phases of the coil images. Fig. 6(a) is the phase of the original image, and Fig. 6(b) shows its smoothness. Phase for each pixel the value ranges from −180 to 180, and we calculate the differences between one pixel and its neighborhoods, the right and bottom of it. For the absolute values of the differences larger than 180, we change it by minusing 360 (for two pixels, −179 and 179, the difference is 2). And the smoothness of the phase ranges from 0 to 360 in the Fig. 6(b) and the smaller values represent the phase changing more slowly.
As shown in Fig. 7 , its the Error-Iterations curves. For each channel, the error is defined as the difference between the Frobenius norms of recovering k-space and the complete k-space then divided by the Frobenius norm of the complete k-space, as an example, the following equation shows the error of 2-D matrixes A and B:
The FroNorm () calculate the Frobenius norm of the matrix which is also the sum of the root of the sigular values of the matrix. As the number of iterations increases, the rate of relative error reduction slows down, that is to say, the convergence rate slows down. And when the number of iterations reaches 100, the relative error has been lower than 2%, and the convergence rate becomes slow enough, close to 0, we think that the iteration can be stopped.
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FIGURE 7.
The ralative error between the recovering k-space data after each iteration and the complete k-space data (for the simulated data, and the neighborhoods size 5 × 5, λ = 0.1) with (a) for each channel and (b) the sum of the channels. data and real data are shown in Fig. 8(a) . The variation of SSIM with the change of sampling ratio and the change of truncation neighborhood is shown in Fig. 8(b) and Fig. 8(c) . It can be seen from Fig. 8(b) that SSIM value increases slowly for both SAKE and PCLR methods with neighborhood larger than 5 × 5. It is mainly because the Fourier truncation is almost precise, and the expansion of truncation neighborhood has insignificant enhancement of reconstruction result. Compared with Fig. 5(c) , both Fig. 5(d) -(f) intuitively shows better reconstruction results and less reconstruction error, which also can be reflected in Fig. 8(a) .
The image reconstructed by PCLR has larger SSIM value than the corresponding one reconstructed by SAKE under each missing rate ranging from 50 percent to 80 percent, which means the PCLR method has better structural similarity to the original magnetization image. In particular, the PCLR with 80 percent data acquisition has slightly difference between the one with complete data acquisition and still shows better reconstruction effect than SAKE. It reflects that PCLR could be competent for the partial Fourier transform when comparing the results and the assessment.
To further illustrate the performance of the proposed algorithm, its performance is compared to S-based P-LORAKS, which shows better performance than C-based P-LORAKS [22] , in Fig 9. For both P-LORAKS and PCLR, the maximum iteration number and the truncation neighborhood were set 200 and 5*5. The second and third columns show reconstructed images using a linear grayscale (normalized to make image intensities in the range from 0 to 1), while the fourth and fifth columns show error images (The error of PCLR is magnified 20 times for a better visualization). NRMSE values are shown underneath each error image, with the best NRMSE values highlighted with bold text. Obviously, PCLR results were better than S-based P-LORAKS reconstruction. VOLUME 6, 2018 
C. REAL DATASET
The real dataset, a brain image, was acquired with a T1-weighted, 3-D spoiled gradient echo sequence and it performed on a 1.5T MRI scanner (GE, Waukesha, Wisconsin, USA) using an eight-channel receive-only head coil. Its fully sampled reconstruction image is shown as Fig. 10(a) . Scan parameters were set to echo time = 8 ms, pulse repetition time = 17.6 ms, and flip angle = 20 • . Imaging parameters were chosen such that FOV = 20cm × 20cm × 20cm with a matrix size of 200 × 200 × 200 for an isotropic resolution. A single axial slice was selected from this data set and was used throughout the experiments. Its fully sampled reconstruction result is shown as Fig. 10(a) . Fig. 10 shows the reconstruction result and error multiplied by 5 of real dataset under 30 percent sampling ratio of random mode and 5 × 5 truncation neighborhood with Fig. 10(c) for SAKE method and Fig. 10(d)-(f) for PCLR method respectively. And the SAKE and PCLR reconstruction all did after the 30 percent sampling on the fully sampled dataset. Fig. 11 shows the phases of the 8 coil images of the real dataset. We cant have the original image of the real dataset, so we cant provide the phase of the original image. But considering the phase changing slowly of the sensitivity of the coils, we can take one of the phases as an alternative. We take the sixth phase, Fig. 11(f) to represent the phase of the image of the real dataset, and we show its smoothness together with the one of simulated dataset in Fig. 15 .
A little difference appears when the real data is taken into consideration. In Fig. 10 , PCLR method does not show the same superiority as it performs in the simulation experiment compared with SAKE. We can see both the phases of the simulated data and the real data in Fig. 15 , together with corresponding smoothness. By this method, we can find the phase of simulated data is more smooth in the ROI which can 4948 VOLUME 6, 2018 explain the better performance for the simulated experiments. Fig. 15(d) shows a round white in the ROI which corresponding the larger error in Fig. 10(h) the same round. The reconstruction results of the two methods are almost the same. Then, the situation of sampling under the radial sampling is tested and shown in Fig. 12 . Unlike random sampling mode, reconstruction results of PCLR method have significantly less error than that of SAKE method in the situation of radial sampling, especially the inner of brain, which is also the key area in diagnoses. Moreover, PCLR method has better performance than SAKE method especially under the low sampling rate because the constraint of linear correlation becomes weak and the phase constraint plays an important role. Fig. 13 shows the denoising capability of the two methods. Sampling ratio and truncation neighborhood are set to 40 percent and 5 × 5. It can be seen from figure that PLCR method has better denoising performance and the superiority enlarges especially when the SNR is decreasing. Fig. 14 shows the reconstruction results and errors under the 30db SNR (The noise is directly added to the k-space data).
Tab. 1 display the reconstruction time of the both two methods with 5 × 5 truncation neighborhood. The reconstruction time of each method has a proportional relationship with quantity of data acquisition used in the reconstruction process. According to Tab. 1 , PCLR method reconstructed with the whole data acquisition has slightly longer time than SAKE. The reconstruction time of the one with incomplete data acquisition depends on the usage ratio of data acquisition. For instance, 80 percent data acquisition was used in PCLR method and then 20 percent reconstruction time was saved compared to the SAKE method.
At first glance, it seems the reconstruction time should increase as the sampling rate decreases. Actually in the proposed technique PCLR, by the unique way of the construction of the data matrix, the size of the data matrix decreases as the sampling rate decreases. In addition, the rank of the data matrix is related to the number of sampling in the truncation neighborhood [17] . Lower truncation means lower rank of the data matrix. With the smaller size and lower rank, the SVD of the data matrix, which is accounting for the main time assumption, takes less time in one iteration. So the VOLUME 6, 2018 reconstruction time decreases as showed in the Tab. 1 which recorded all for 100 iterations.
V. DISCUSSION
The proposed algorithm has essential differences with the P-LORAKS [22] , and the E-SPIRiT [33] which have been published recently. The proposed method's novelty lies in automatically considering two constraints simultaneously.The processing automatically provides a tradeoff between the two constraints for an optimized reconstruction. It guarantees that a best reconstruction is obtained automatically, which is essential from a practical perspective. Specifically, first, both P-LORAKS and PCLR are the models on parallel MRI reconstruction with phase constraint. Differences exist in implementing the two models. Both linear relationship and phase constraint are concerned in the two models. In P-LORAKS model, the two constraints are utilized as two separated regularization term in solving the optimization of parallel k-space dataset. There are two parameters and in P-LORAKS reconstruction formula (Eq.12). In the experiments, P-LORAKS model can only a single constraint, either linear relationship or phase constraint, corresponding to C-based P-LORAKS and S-based P-LORAKS. Moreover, when the two submodels achieve their own optimization, their combination is not the optimal solution, which apparently shows the two constraint are implemented respectively.
In PCLR model, both linear relationship and phase constraint are combined together to construct a revised data matrix whose entries come from the original k-space dataset. Only one parameter that balances the linear relationship and phase constraint is utilized in reconstruction process. It means that the single parameter can decide the optimal solution of reconstruction. The comparison of experiment results confirms this theoretical analysis. As for E-SPIRiT model, it is an important reconstruction method based on the SENSE framework. It applies block strategy to sensitivity map. E-SPIRiT model still needs sensitivity map, which consumes longer time and is abandoned in P-LORAKS and PCLR.
The SAKE reconstruction which only takes linear correlation of k-space data into consideration cannot hold good performance with the increasing missing rate. However, the proposed PCLR with extra phase constraint performs better. The reconstruction results of simulation dataset demonstrate the superiority of PCLR in reconstructing multi-channel k-space dataset with smooth phase in underlying magnetization image. In addition, for the real dataset of brain, the reconstruction result of PCLR with complete data acquisition is still better than that of the SAKE method under each missing rate. Moreover, when the missing rate exceeds 70 percent, the PCLR with incomplete data acquisition has better reconstruction capacity as well, which means PCLR could save k-space samples to achieve the same or even slightly better reconstruction performance compared with SAKE.
PCLR shows superiority with high missing rate mainly results from introduction of phase constraint. The regular linear correlation constraint performs well with high sampling rate as the prediction could be accurate with more known k-space data based on the linear correlation. As the sampling rate declines, the linear correlation constraint becomes invalid gradually. However, the phase information describes the relative position relationship of the data, even with high missing rate, it still utilizes the relationship to estimate the missing data effectively.
It concludes that the local unsmooth phase in magnetization image would affect the PCLR reconstruction result based the comparison between the simulated Shepp-Logan phantom dataset and real brain dataset. The local inconsistency of phase restricts the effect of phase constraint. The decline of phase constraint factor, λ can achieve better reconstruction results for PCLR methods. And the further research could focus on exploring the ranges of the parameter λ for better performances for different objects.
As for another parameter, the truncation neighborhood size, which is responsible for both the performance and the time cost of the reconstruction. The performance will get better as the truncation neighborhood size increases which means it can provide more information for reconstruction. But at the same time, the time cost of the reconstruction will increase. Actually, when the size reaches 11 × 11, the information the neighborhoods provide is enough.
Reconstruction time depends on the size of constructed data matrix. The constructed data matrix of PCLR with complete data acquisition is almost the same as but slightly larger than that of SAKE. The reconstruction time of the two methods takes almost the same. Nevertheless, both reconstruction time and data acquisition save approximately corresponding proportion with the application of PCLR with incomplete data acquisition.
VI. CONCLUSION
In this paper, we propose a multiple-channel MRI reconstruction method based on Low-rank matrix completion with phase constraints, which uses both linear dependent relationship and phase constraint in a single reconstruction procedure. In contrast to SAKE model, it just takes phase constraint into consideration and unlike the newly proposed P-LORAKS model it utilizes the two constraints in a single step, which means that only one parameter can make sure the novel algorithm get the optimal solution of reconstruction.
Results of the simulations and experiments illustrate that our proposed algorithm has a series of superiorities, such as the reduction of k-space acquisition and reconstruction time, to these comparative algorithms. 
