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Abstract—Recent unsupervised domain adaptation methods
based on deep architectures have shown remarkable performance
not only in traditional classification tasks but also in more
complex problems involving structured predictions (e.g. semantic
segmentation, depth estimation). Following this trend, in this pa-
per we present a novel deep adaptation framework for estimating
keypoints under domain shift, i.e. when the training (source) and
the test (target) images significantly differ in terms of visual
appearance. Our method seamlessly combines three different
components: feature alignment, adversarial training and self-
supervision. Specifically, our deep architecture leverages from
domain-specific distribution alignment layers to perform target
adaptation at the feature level. Furthermore, a novel loss is pro-
posed which combines an adversarial term for ensuring aligned
predictions in the output space and a geometric consistency term
which guarantees coherent predictions between a target sample
and its perturbed version. Our extensive experimental evaluation
conducted on three publicly available benchmarks shows that
our approach outperforms state-of-the-art domain adaptation
methods in the 2D keypoint prediction task.
I. INTRODUCTION
Human behaviour analysis is of utmost importance in many
applications such as health care, surveillance, marketing, etc.
It is therefore unsurprising that, over the years, researchers
have invested significant efforts into developing computational
methods able to automatically describe the behavior of people,
both at individual and group level. One of the fundamental
tasks in computer vision when analysing humans is the prob-
lem of accurately estimating 2D/3D keypoints from images
depicting face and human bodies [1], [2], [3].
Traditional approaches for detecting landmarks from visual
inputs operate in a supervised learning setting [4], [5], thus
assuming the availability of large-scale datasets for training
with abundant annotations. To sidestep this limitation, recently,
some methods have proposed deep learning-based models
which attempt to predict face and body landmarks in an
unsupervised fashion [2], [6], [3].
Inspired by these works, in this paper we also address the
problem of predicting 2D keypoints locations from static im-
ages when no supervision is provided in the domain of interest
(target domain). However, we assume to have access to an-
notated data of an auxiliary domain (source domain) and cast
this problem under an unsupervised domain adaptation (UDA)
framework [7]. This assumption is very reasonable as source
domain data can be easily derived from pre-existing datasets or
from synthetically generated humans obtained with simulators
for which annotations are inherently available [8]. The main
advantage of considering an UDA setting is the possibility
to obtain semantically meaningful keypoints (e.g. keypoints
associated to specific face and body parts), something that
even the more sophisticated unsupervised landmark discovery
techniques cannot achieve. Another prominent advantage of
casting keypoint estimation under an UDA framework is the
possibility to learn an accurate prediction model even when
few samples are available in the target domain.
Domain adaptation methods develop from the idea of learn-
ing in presence of domain shift or dataset bias [9], i.e. when
there exists a discrepancy between the training (source) and
test (target) data distributions. This discrepancy negatively
affects the performance of visual recognition systems and
the model trained on source data typically is not effective
when tested in the target samples. In the context of keypoint
estimation, the domain shift may be observed not only when
going from synthetic human models to real data, but also when
train and test data correspond to different modalities (RGB vs
depth) or when data are collected in different environmental
conditions (e.g. different places, different times of the day).
To cope with the domain shift, over the years several UDA
approaches [7] have been proposed, both using shallow and
deep models. Most previous works on UDA focused on object
recognition tasks. Typical strategies for coping with domain
shift attempt to align the distributions of the features learned
at different levels of the deep architecture by minimizing
appropriate moment matching losses [10], [11], by consid-
ering adversarial learning objectives [12], [13], [14] or by
employing deep generative models which synthesize labeled
target samples [15], [16], [17]. While most previous works
on UDA mostly addressed categorization problems, recently
the computer vision community have started to investigate the
possibility of developing adaptation algorithms specialized to
structured output prediction problems. Notable works include
those developing UDA methods for semantic segmentation
[12], [18], [19], [20] or depth prediction [21].
In this paper we follow this trend and we develop a novel
UDA approach for detecting 2D keypoints from images under
domain shift. Our approach operates by considering a pre-
trained keypoint detector obtained from source data. Then,
when target data are available, adaptation is achieved thanks to
three main components. First, features are aligned by introduc-
ing an alignment procedure derived from batch normalization
[10]. Second, a discriminator is employed to estimate the
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likelihood of the output prediction to be consistent with a given
human shape prior (e.g. source ground truth annotations).
Thirdly, a geometric consistency term is introduced to ensure
coherent part-based predictions among corresponding samples
under different transformations. An overview of our method
is depicted in Fig. 1. We evaluate our approach for predicting
2D keypoints on several publicly available benchmarks: Hu-
man3.6M [22], Leeds Sports Pose (LSP) Dataset [23], MPII
Human Pose dataset [5] and PennAction [24]. Experiments
show that we outperform previous UDA methods based on
adversarial training [13] and domain-alignment layers [10].
Contributions. To summarize, the main contributions of
this work are:
• We introduce a lightweight UDA approach for estimating
2D keypoints from static images which has the favourable
property of not requiring source samples during the
adaptation phase.
• We show how a geometric consistency loss can be
seamlessly integrated within an adversarial framework for
achieving accurate and consistent structured predictions
even in absence of annotated target samples.
• We evaluate our approach on several 2D keypoint estima-
tions benchmarks with different conditions and we show
that it is more accurate than previous UDA methods.
II. RELATED WORK
In the following we review previous approaches on UDA,
discussing both categorization based and structured prediction
models. Since we propose a deep architecture for unsupervised
learning of keypoints, we also review related work on deep
self-supervised keypoint discovery.
Domain Adaptation. Unsupervised domain adaptation
methods [7] leverage the knowledge extracted from labeled
data in one or multiple source domains to learn a classifica-
tion/regression model for a different but related target domain
where no labeled data are provided. A crucial issue in DA is
how to compensate with the distribution mismatch between
source and target distributions. As claimed by Ben et al. [25],
the feature representation space plays an important role in DA
approaches. Therefore, it is not surprising that the common
practice for aligning source and target data distributions is to
seek for a feature mapping that matches them. Following this
idea, the two prominent strategies for coping with the domain
shift are alignment trough moment matching [10], [11], [26]
and adversarial training [27], [12], [13], [14].
Moment matching based methods attempt to align source
and target data distributions by considering statistical moments
at first and second orders. For instance, approached based on
Maximum Mean Discrepancy, i.e. the distance between the
mean of domain feature distributions, are proposed in [28],
[29], [30], [31]. Other works [32], [33], [34] consider second-
order statistics and match them by correlation alignment.
Other methods [10], [35], [36], [11], [37], [38] propose to
integrate the alignment process within the deep architecture
and employ domain-specific alignment layers derived from
batch normalization (BN) [39] or whitening transforms [40].
Adversarial-based techniques attempt to learn domain-
invariant representations considering adversarial losses and
networks acting as domain discriminators. For instance, in
[41] a gradient reversal layer proposed and used to promote
the learning of domain-invariant features. Similarly, in [42] a
domain confusion loss is used to align the source and the target
domain feature distributions. Generative adversarial networks
(GANs) [43] are proposed for DA in CyCADA [17], I2I
Adapt [44] and Generate To Adapt (GTA) [45]. The idea is to
consider GANs to create synthetic source and/or target images.
Our approach is related to previous works in the first and
second category, as we also leverage from domain-alignment
layers to perform adaptation at feature level while we exploit
a discriminator to align the output space.
While recent research on domain adaptation proposed dif-
ferent strategies to align domain distributions, the vast majority
of previous works focused on object classification [7]. Surpris-
ingly, despite their relevance for many computer vision tasks,
UDA methods for structured output prediction problems have
received little attention so far. Some works have considered
the problem of semantic segmentation [12], [18], [19], [20],
proposing adversarial techniques for coping with the domain
shift. Other works have extended this approach to another
pixel-level prediction problem, i.e. depth prediction [21].
Recently, some works introduced an approach for 3D key-
points estimation [46], [47]. In particular, in [46] the DA
problem in the context of 3D keypoints prediction is solved by
optimizing a loss made of two terms: a consistency term and a
Chamfer distance term. The consistency term enforces that the
predicted 3D keypoints from different views of the same input
must be spatially coherent. The Chamfer loss has the purpose
to align the posterior distributions of source and target datasets.
While our approach also employs a geometric consistency term
and a term acting on prediction level, the design of our losses
is radically different. Finally, differently from [46], source
samples are not needed during the adaptation phase, thus
enabling knowledge transfer in a lightweight manner. In [47]
an approach which combines domain distribution alignment in
the feature space with prior losses on the output space is also
presented. In particular, the authors propose to collect statistics
about 3D keypoints positions from source training data and
to use them as prior information to constrain predictions on
adaptation time by introducing a loss derived from Multidi-
mensional Scaling. This works shed some similarity with our
method as it also consider adaptation at feature level and in
the output space. However, our formulation radically differ
from their multidimensional scaling method. Furthermore, it
is worth noting that [46], [47] cannot be applied in our setting
since they focus on 3D rather than 2D keypoint detection.
Self-supervised 2D Keypoints Estimation. Automatically
estimating keypoints from visual data is a problem of utmost
importance in computer vision. Keypoints are important in
several tasks. For instance, they permit to establish corre-
spondence between different instance of objects of the same
category or different viewpoints. Traditional methods for land-
mark detection consider a supervised setting. Given a specific
object category and a large scale dataset of manually annotated
keypoints a deep architecture is trained to predict their location
by minimizing an L1/L2 loss.
While this approach has led to accurate predictions even in
case of difficult datasets [4], [5], to overcome time-consuming
and expensive data annotation, recently the research commu-
nity have started to develop methods for unsupervised land-
mark discovery. For instance, Jakab et al. [2] propose a net-
work with an encoder-decoder structure with a differentiable
keypoint bottleneck. Zhang et al. [48] introduce an approach
to discover keypoints from a single images given information
about frame difference in term of optical flow. Both methods
use different loss and regularization terms to compensate for
the lack of supervision. Siarohin et al. [6] propose a different
self-supervised technique for landmark discovery exploiting
video frames and motion streams, showing how their approach
can be used for object animation.
While effective, all these work have a fundamental draw-
back: keypoints are not semantically meaningful as a conse-
quence of the entire loss of sources of supervision. The lack
of semantics on the landmarks prohibits the use of the metrics
adopted throughout this work to evaluate both our proposed
methods as well as the baselines. For that reason, we do not
provide direct comparisons with unsupervised methods.
Recently, [49] consider an adaptation framework for un-
supervised landmark discovery. Assuming a pre-trained land-
mark detector, which has already learned a structured rep-
resentation from supervised data, they propose to adapt it
with unsupervised target data from another domain, with
possibly different semantics, by updating a small set of model
parameters. Our approach develops from a similar intuition,
as we also consider a pre-trained source model and adapt its
parameters accordingly to the target distribution. However, our
purpose is different as well as our approach, since we assume
source and target data to share the same semantic and we
impose different and more tailored loss constraints exploiting
this assumption. For this reason, we compare our approach
with DA baselines sharing the same assumptions, showing
experimentally the effectiveness of our choices.
III. METHOD
The goal of this work is to adapt a pre-trained 2D key-
point estimation model to a new visual domain for which
only unlabelled data are available. Formally, let us denote
as fs : X → Y our keypoint prediction model, mapping
inputs from the image space X into a set of 2D keypoint
coordinates in Y ⊂ <k×2, where k denotes the number of
keypoints. In the following we assume that fs is a deep
neural network that has been pre-trained on a source dataset
S = {(xs1, ys1), . . . , (xsn, ysn)} where (xsi , ysi ) denotes an
image-label pair. Defining Ys = {ysi |(xsi , ysi ) ∈ S}, we also
assume that each ys ∈ Ys is a set of ordered keypoints, with
all elements of Ys sharing the same order. Moreover, we are
given a set of unlabelled data T = {xt1, . . . , xtm} we want to
adapt our model to. In the following, we denote T as our target
domain. Moreover, we consider T and S to have two different
joint distributions over X ×Y i.e. pS(x, y) 6= pT (x, y). Given
T and auxiliary prior regarding the output space structure Ys,
our goal is to learn a function ft starting from the parameters
fs that can effectively predict keypoints from images in T ,
overcoming the different distributions of the two domains, i.e.
the domain-shift problem.
In order to solve this problem, we choose to start by
revisiting a simple yet effective strategy for DA in image-level
classification, based on domain alignment layers [10], [26]. In
particular, this strategy performs a two-level alignment. The
first level is the feature one, where the goal is aligning the
two marginal distributions pS(x) and pT (x). The second is
the output-level, where priors on the conditional distribution
pS(y|x) are used to align pT (y|x) to pS(y|x). In the following,
we will first describe [26], which serves as starting point of
our work (Sec. III-A). We then describe how we revisited the
output-level alignment of [26] for the task of 2D keypoint
estimation (Sec. III-B) in a structured fashion, by means of an
adversarial objective. We then illustrate how the same semantic
objective can be reinforced by using geometric consistency
(Sec. III-C). Finally we describe how our approach can be
easily applied even when S is either partially available or
replaced by priors about the structure of pS(y) (Sec. III-D).
A. Feature-level Adaptation with Domain Alignment Layers
In [26], the authors proposed a strategy for performing DA
in the context of classification by means of domain alignment
layers replacing the standard batch-normalization (BN) layers
[39] commonly used within deep architectures. In particular,
let us denote as z the features extracted by our model at a
given layer, channel and spatial location from an image x ∈ D
with D being a domain (in our case, D ∈ {S, T }). A domain
alignment layer (DAL) works as follows:
zˆ = DALD(z) = γ
z − µD√
σ2D + 
+ β (1)
where µD and σD are the mean and standard deviation for the
given layer, channel and spatial location computed using only
samples of D, while γ and β are scale and bias components.
Note that, differently from standard BN, here the normalization
statistics µD and σD are domain-specific. Normalizing each
sample with its domain-specific statistics, forces each channel
to be aligned to a reference distribution (i.e. the standard
normal). In practice, we can obtain ft from fs by computing
domain-specific statistics for T and replacing each BN layer
in fs with DALT , similarly to [35], [50].
One missing point from the DAL layers, is the fact that the
alignment considers only the marginal distributions pS(x) and
pT (x), while they do not take into account the shift among the
conditional distributions pS(y|x) and pT (y|x). To solve this
issue, in [26], [10], the predictions given by ft are used as prior
to measure the uncertainty we have on the semantic of the tar-
get samples. Under this perspective, we can transfer semantic
information from S to T by minimizing the uncertainty on the
predictions of our model on target samples. In particular, in
the case of classification, this means minimizing the classical
entropy loss [26], [10], [33] and consistency-based variants
[11]. While these strategies are suitable for discrete output
spaces, they cannot be directly applied to the 2D keypoint
estimation task due to the continuous and structured nature of
our output space, which would make them intractable. In the
following we will explain how we modeled the uncertainty
...
Source	image
...
Source	heatmap
pred
Feature	alignment
Geometric	tranf
Domain
discriminator
GT
heatmap
distribution
Geometric
consistency
loss
Geometric	transf	
heatmap	pred
Feature
equivariance
Output	space
alignment
Supervised Regression on Source Domain
BN
BN
2D
	Sigm
oid
R
eLU
Target	image Target	heatmap	
BN
BN
2D
	Sigm
oid
R
eLU
Fig. 1. Overview of the proposed unsupervised domain adaptation method. The grey box denotes the source pre-processing step, where the model is pre-trained
with annotations from the source domain. In the adaptation step, three complementary components are integrated: feature alignment (yellow), output space
alignment (blue) and feature equivariance (green).
on the predictions on target samples by means of adversarial
training and geometric consistency.
B. Structured Adversarial 2D Keypoints Alignment
As highlighted in [33], using only the semantic supervision
obtained on target data from uncertainty-based losses is not
enough for domain adaptation and should be coupled with
techniques performing feature-level alignment. This means
that, if we want to move the DA strategy of [26], [10] from
image-level classification to 2D keypoint estimation, we need
to model the two components together, providing both feature-
level and semantic-level alignment. For this reason, while we
can still employ Eq. (1) to perform feature-level alignment, we
must replace the uncertainty-based losses used in classification
with more suitable components that capture the reliability of
the global structure of the 2D keypoints predicted by the
network while being still computationally tractable.
In order to do this, we adopt an adversarial strategy to
discern reliable 2D keypoint configurations from unrealistic
ones. In particular, we use the GAN framework [51], treating
our prediction model ft as the generator and instantiating a
new function h acting as our discriminator. Following previous
works [2], apply the discriminator not directly into the output
space Y but into an auxiliary and semantically richer space H,
i.e. h : H → {0, 1}. Formally, we will use the Least-Squares
GAN formulation of [52], defining the discriminator loss as:
Ldisc =Eys∼Ys [(1− hr(ys))2] (2)
+ Ext∼T [hr(ft(xt))2] (3)
and the generator loss as:
Lgen = Ext∼T [(1− hr(ft(xt)))2] (4)
with hr = h◦r where r : Y → H is a non-parametric function
projecting the set of keypoint coordinates into the auxiliar
representation in H. As auxiliar representation we choose
the skeleton images of [2], defining r as the projections of
keypoints into skeleton images (see Eq. (1) in [2]). While any
representation can be chosen for the keypoints configuration,
we resort to the skeleton images [53] since they allow to
i) explicitly encode relations among keypoints, through the
skeleton bones and ii) we can convert the problem into
an image-to-image translation one which is easier to solve.
Moreover, we can employ a multi-scale discriminator which
is crucial to capture the reliability of the predicted keypoint
configurations and providing a good supervision signal for
target samples, as we will show in our experiments.
C. Geometric Consistency for Local Semantic Coherency
The adversarial loss alone is not enough to ensure that the
keypoints found are correlated with low-level image structures.
Indeed, the network might learn to output a keypoint configu-
ration which is valid for the discriminator but unrelated to the
actual content of the input image. In order to strengthen the
link among the predicted keypoints and the image, we make
use of geometrical consistency through a geometric equivari-
ance loss. Given a geometric transformation G : X → X
(e.g. rotation), we can enforce the estimated keypoints to be
equivariant with respect to G by ensuring that:
fΘ(G(x)) = G(fΘ(x)) (5)
For that, we optimize our network to also minimize the
geometric loss Lgeo:
Lgeo =
m∑
i=1
||fΘ(G(xti))− G(fΘ(xti))||1 (6)
By enforcing equivariance, we push the network towards
looking for distinctive structures within the input image.
This helps the adaptation process when combined with the
adversarial loss Ldisc. Note that the source human poses
distribution is not necessarily equal to the true (and unknown)
target one: by driving the keypoint predictor to focus on
informative low-level regions while also optimizing for global
shape consistency, we are able to adapt to both texture (input)
and pose (output) distributions simultaneously. Thus, the total
optimized loss is then:
Ltotal = Ldisc + Lgen + Lgeo (7)
D. Adaptation without the Source
From Eq. (7) it is worth highlighting how the only com-
ponents which strictly need source data is Ldisc. Indeed, in
Ldisc the source labels are used to provide priors regarding
valid keypoint configurations to the discriminator. This limits
the practical applicability of the method, since in the reality
we may have not always access to the original set S as well
as its labels Ys.
With this in mind, we should find a shape prior to replace
Ys in Eq. (2) and Eq. (4). However, in our context, it is pretty
easy to get access to valid human skeletons or sketched human
body representations which can serve as our shape prior.
Formally, let us suppose we have a set of human rep-
resentations Q, representing our prior about valid keypoint
configurations and that Q ⊂ Hˆ, i.e. all elements q ∈ Q belong
to a shared auxiliary representation Hˆ. Under the assumption
that there exist a mapping rˆ between the representation Hˆ and
our semantic space H (e.g. image skeletons), i.e. rˆ : Hˆ → H,
we can define the discrimination loss as:
Lqdisc =Eq∼Q[(1− hrˆ(q))2] (8)
+ Ext∼T [hr(ft(xt))2] (9)
Note that the transformation rˆ is applied in the first term while
r in the second, since the predictions of our network and our
prior Q might belong to different semantic spaces.
By replacing Ldisc with Lqdisc in Eq. (7), we can obtain a
new formulation, where there is no dependence on the source
prior Ys. Indeed, we want to highlight that, with the latter
formulation, no components explicitly requires the presence
of the original source set S used to pre-train the model,
making the whole adaptation procedure lightweight and easy
to employ in practical scenarios, even without the presence of
source domain S.
IV. EXPERIMENTAL RESULTS
In this section we provide the results of our experimental
evaluation. We first show the results of an ablation study to
evaluate the impact on the performance of our technical con-
tributions. Then, we quantitatively and qualitatively compare
our model with state of the art adaptation methods.
A. Experimental setup
Datasets. We evaluate our method on the following datasets:
Human3.6M [22], Leeds Sports Pose (LSP) Dataset [23], MPII
Human Pose dataset [5], and PennAction [24]. We use the
Humans3.6m dataset as our source domain and the other
datasets as target domains.
The Human3.6M [22] dataset contains 3.6M of images of
eleven different actors performing different action sequences.
The ground truth was computed using motion capture devices.
In our experiments we consider the protocol two described
in [54] and use the seven labelled subjects. In particular,
independently on the specific setting, we use subjects (S1, S5,
S6) as training set of the source domain, following previous
works [47]. For the output space we consider all 32 joints.
LSP [23] is composed by 2,000 RGB images of full body
poses. The dataset is divided into two subsets: training and
testing. Each subject has 1,000 images respectively. In our
experiments we the training set during the adaptation phase,
reporting the performances on the test split.
MPII Human Pose dataset [5] is a large dataset with 40,522
images collected from youtube videos. In our experiments we
use a 28,821 images for training and 11,701 for testing as
suggested by [5]. As for LSP, in our experiments we use only
the training set as target domain during the adaptation phase,
reporting the results on the test set.
The PennAction dataset [24] is a dataset composed of
2326 in-the-wild videos of human performing 15 challenging
actions such as golf swing and bowling. The annotations are
done frame-by-frame in each video sequences: 13 human body
joints were manually annotated with 2D image coordinates.
In our work, we use PennActions training and testing split
for evaluation, which consists of an even split of the videos
between training and testing. Since our model works for single
images, we do not use any time or sequence information,
keeping single frames as input for the model. Again, we
use only the images of training set as target domain during
training, reporting the results on the test split.
Data Pre-processing. For all datasets the samples were pre-
processed by cropping, centering and resizing to 128 × 128
resolution. We cropped the images using a loose bounding
box centered on the foreground human.
Training protocols. Our keypoint detector model follows
an hourglass architecture [55], where it downsamples and up-
samples the input multiple times using residual blocks [56] to
produce heatmaps. We train the keypoint detector initially by
doing supervised heatmap regression using the Humans3.6m
dataset as source domain. We use the spatial resolution of
the heatmaps equal to the input resolution 128 × 128. Our
experiments were performed using a GeForce RTX 2080 Ti,
the code was implemented in PyTorch framework [57] and the
results reported are averaged computed on 5 runs.
source source sourceours ours ours
LSP MPII PENN
Fig. 2. Qualitative comparison of our method and the source model in three different datasets.
Since we know the correspondence between our predicted
keypoints and their semantic meaning, we chose to evaluate
our method similarly to supervised techniques. Note that this is
not possible with self-supervised keypoint detection methods
[2], [21] since they do not preserve keypoint semantics. For
each dataset we select on the source domain only the keypoints
that semantically corresponds to the ones annotated in the
ground-truth of the target dataset. We evaluate our results using
two metrics: the Percentage of Correct Keypoints (PCK) and
Mean Squared Error (MSE).
Implementation Details. In the following we denote with:
(1) Csm a convolution-ReLU layer with m filters and stride
s, (2) CNsm the same as C
s
m with batch normalization before
ReLU. (3) CIm the same as Csm with instance normalization
before ReLU. (4) Ak Average pooling layer with kernel k×k,
and (5) If an bilinear interpolation upsampling by a factor of
f . Our model is composed of the following components:
• Encoder: CN164 − A2 − CN1128 − A2 − CN1256 − A2 −
CN1512 −A2 − CN11024
• Decoder: I2−CN1512− I2−CN1256− I2−CN1128− I2−
CN164 − I2 − CN132
• Keypoint Detector: follows an hourglass forwarding strat-
egy, architecture is: Encoder-Decoder-CN1kp, where kp
stands for the number of keypoints.
• Discriminator: We use a multi-scale discriminator, where
the following architecture is applied to scales [1, 12 ,
1
4 ] of
the input image: CI264 − CI2128 − CI2256 − CI2512 − CI21
We use Adam optimizer (learning rate: 2×10−4, β1 = 0.5,
β2 = 0.999), batch size of 16. The same set of hyperparam-
eters is shared among all experiments and datasets. As the
transformation G for the geometric consistency loss we employ
2D rotation with random angles.
B. Results
We first perform a thorough ablation study that highlights
the impact of each module separately. We then compare our
method with state-of-the-art domain adaptation approaches.
Analysis of our approach. We start analyzing the per-
formance of our method module-wise, isolating the impact
of each design choice for adaptation. The ablation study is
performed on two datasets: LSP and MPII. As stated above,
on both settings, we consider Humans3.6m as our source
domain, and the other datasets as target. We compare the
following models: (i) the pre-trained source model, (ii) a model
performing just the feature alignment step through BN, as in
[50], [35], (iii) a model trained to align the output distributions
using a discriminator, (iv) a model enforcing only geometric
consistency and (v) our proposed approach, combining all
previous modules.
The results are reported in Figure 3. As shown in the figure,
only applying the BN-based adaptation strategy allows to
improve the performances with respect to the baseline model.
Fig. 3. Ablation study on LSP and MPII datasets. On both datasets the
combination of the discriminator and consistency terms shows a significant
improvement on adaptation performance.
TABLE I
ABLATION STUDY ON DIFFERENT DISCRIMINATOR MODELS.
LSP MPII
Discriminator Type PCK MSE PCK MSE
Single Scale 0.1564 0.1639 0.2341 0.1551
Multi Scale 0.1764 0.1539 0.2337 0.1547
The discriminator module enforces the output of the model
to be of similar distribution as the source ground-truth. By
enforcing a prior knowledge about the keypoint shape, we
are able to improve further the performance of the model on
target domain. We attribute this improvement to the fact that
the overall keypoint shape does not change among target and
source domains. The geometric consistency loss alone though
is not able to converge, since a trivial solution is found by the
module where all keypoints are located at the center of the
image. Nonetheless, when we combine geometric consistency
with the output discriminator module, the model is able to
correlate keypoints semantic to meaningful image structures,
finding keypoints with higher accuracy.
We also performed an ablation on different types of discrim-
inator, namely the impact of using single- vs. multi-scale mod-
els. The ablation summarized at Table I suggests that multi-
scale is a more robust model, bringing clear improvements
over the single scale one on both datasets and both metrics.
Comparison with state of the art. In this section we
compare our model with state of the art DA methods on
three datasets. Among previous domain adaptation methods we
choose to compare with AutoDIAL [10], a previous method
based on domain alignment layers, and with ADDA [13],
a state of the art approach considering adversarial training.
We choose these methods as they are closely related to our
approach. In particular AutoDIAL [10] operate by matching
distributions at feature level using first and second order
statistics. Differently, ADDA [13] uses a discriminator for
aligning domain distributions, similarly to our proposal. Both
methods have been implemented taking the original codes
from the authors webpage.
The results of our evaluation are provided in Table II. From
TABLE II
COMPARISON WITH STATE OF THE ART METHODS ON THREE DATASETS
LSP MPII PENN
PCK MSE PCK MSE PCK MSE
Source Only 0.0906 0.3185 0.1229 0.2501 0.2332 0.3882
AutoDIAL [10] 0.1456 0.3240 0.1845 0.2140 0.2731 0.3262
ADDA [13] 0.1497 0.1627 0.2132 0.1734 0.2943 0.2247
Ours 0.1764 0.1539 0.2337 0.1547 0.3032 0.2264
the table it it evident that our approach outperforms all previ-
ous UDA methods. We ascribe the superior performance of our
approach to the combination of multiple adaptations strategies
within the same framework. We show qualitative results of our
adaptation method on Figure 2, where we compare our adapted
model to the source model. Although all three datasets have
different keypoint semantics, we were able to successfully
adapt to all three different domains using the same source
model. The source model was trained on all 32 keypoints of
Humans3.6m dataset, then, only for sake of comparison, for
each target dataset we use only the keypoints that semantically
match the annotations of each target dataset. Note that despite
the output space distribution is not exactly the same (e.g. the
scale and range of poses of the datasets are different than our
prior distribution) our method is flexible enough to adapt and
also to keep the semantics for each keypoint inherited from
the source model. We can see that the model achieves a good
balance between global and local keypoint estimation: the
geometric loss drives the model to respond to meaningful low-
level image structures, while the adversarial loss empowers the
model with global-shape perception. It is interesting to note
how, thanks to the geometric constraint, our model is robust
to occlusions (e.g. left of the tennis player, first row LSP) and
able to tailor the predictions to the actual content of the image
even if they violate the shape priors used in the adversarial loss
(e.g. sport actions where not included in the source dataset).
V. CONCLUSIONS
In this work we present an approach for 2D human pose es-
timation under an Unsupervised Domain Adaptation scenario.
Our method addresses the domain shift problem by aligning
features with batch normalization-based techniques. Moreover,
we exploit prior shape information and geometric equivari-
ance to align also the output space, where we constrain our
output space to be consistent with our prior knowledge, while
also flexible enough to encompass necessary deformations to
cope with the target distribution. We presented quantitative
and qualitative experiments in which we show our method
effectiveness with respect to state of the art models.
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