Abstract-This paper addresses a problem of restoring handwritten archival documents by recovering their contents from the interfering handwriting on the reverse side caused by the seeping of ink. We present a novel method that works by first matching both sides of a document such that the interfering strokes are mapped with the corresponding strokes originating from the reverse side. This facilitates the identification of the foreground and interfering strokes. A wavelet reconstruction process then iteratively enhances the foreground strokes and smears the interfering strokes so as to strengthen the discriminating capability of an improved Canny edge detector against the interfering strokes. The method has been shown to restore the documents effectively with average precision and recall rates for foreground text extraction at 84 percent and 96 percent, respectively.
INTRODUCTION
AN important task in document image analysis is text segmentation [1] , [2] . However, this paper introduces a rather different problem of text segmentation, that is, how to extract clear text strings from interfering images originating from the reverse side. The motivation of this research arises from a request from the National Archives of Singapore to restore the appearance of their handwritten archival documents that have been kept over long periods of time during which the seeping of ink has resulted in double images as shown in Fig. 1 . Given this problem, we have to separate three classes of objects: the foreground text, interfering strokes from the reverse side, and the background. Usually, the foreground writing appears darker than the interfering strokes. However, there are cases where the foreground and interfering strokes have similar intensities, or worse still, the interfering strokes are more prominent than the foreground.
Many segmentation and binarization approaches have been reported in the literature [2] , [3] , [4] , [5] , [6] , [7] . These methods aim to extract clear text from either noisy or textured background. However, they deal with one-sided documents and most methods basically assume separable gray scale and/or distinctive features between the foreground and background.
Similar work can be seen in solving the "show-through" problem in scanning duplex printed documents. Don's work segments the double-sided images based on the isolated gray-scale range of interfering images and the noise characteristics [8] . Sharma [9] , [10] develops a unique scanning model and an adaptive linear-filtering scheme for removal of show-through using both sides of the document. Our problem, however, is different from show-through in that the interfering strokes are the result of "bleed-through" due to anisotropic absorption and spreading in the paper. As such, corresponding images on both sides may not be completely matched like in the "show-through" situation.
Related work is seen in the denoising techniques presented by Donoho [11] , [12] based on thresholding and shrinking empirical wavelet coefficients for recovering and/or denoising signals. Berkner et al. [13] propose a wavelet-based approach to sharpening and smoothing of images for use in deblurring or denoising of images. Our problem again differs from these works here in that the interfering strokes are not really noise but rather distinctive images in their own right that we want to distinguish and remove.
Finally, Lu et al. [14] , Lu [15] presents a similar wavelet method by decreasing the edge contrast and smearing the direct components of the edges with its neighboring pixels. Though his edge-based wavelet image preprocessing method can handle the change of feature coefficients (local maxima) [16] , [17] , [18] , it is still inadequate for our present problem: 1) Due to the "bleed-through" problem discussed earlier, we find different edge positions between the interfering and original strokes on either side. 2) As a result, any mismatch between the interfering strokes observed on the front and their original strokes on the reverse side will result in a mistaken identity of interfering strokes as foreground edges.
In view of the above, we propose a new method which differs from others in the following aspects. 1) We develop an improved Canny edge detector to suppress unwanted interfering strokes [19] , [20] . 2) We process the image by using wavelet enhancing and smearing operations to work on the foreground and interfering strokes, respectively. 3) We adopt a set of wavelet enhancement and smearing coefficients in different scales instead of the traditional local maxima reconstruction method.
PROPOSED METHOD

Image Matching and Overlay
It is natural that weak foreground strokes may not necessarily seep into the reverse side (Fig. 1d) . On the other hand, interfering strokes must have been originated from strong foreground strokes on the reverse side. Thus, we match both images from either side of a page by hand. Let fðx; yÞ denote the k bits per pixel gray-scale front images, and bðx; yÞ the reverse side image of the same page, where x and y represent the row and the column, respectively. The two images have the same dimension M Â N. An overlay operation is carried out as follows: 
where curveðÞ is a nonlinear transform that shrinks low intensity values to make the subtracted strokes in the overlay operation less prominent.
Fig . 2 shows the results of overlay and nonlinear curve processing.
Enhancement and Smearing Features
Comparing Fig. 1 and Fig. 2 , we could see that the overlay preprocessing has weakened most of the interfering strokes. Though some of the foreground strokes have also been affected, the major portion of the foreground strokes remains intact. These foreground strokes, though somewhat impaired, now serve as seeds to start the following enhancement and smearing processes. The idea now is to detect the foreground strokes on the front and enhance them using wavelets. The detected and binarized strokes from the foreground overlay image form the "enhancement feature image." Similarly, we detect the foreground strokes on the reverse side to locate their corresponding interfering strokes on the front so as to smear these interfering strokes using wavelets. The detected and binarized strokes from the reverse side overlay image result in the "smearing feature image." Figs. 3a and 3b show the detected enhancement/ smearing features of sample 1 and sample 2, respectively. Iterative enhancement and smearing processes are then carried out on the original front image using the enhancement and smearing feature images to identify candidate strokes. The same process could be done on to the reverse side where the reverse side will be treated as the front. Let Eðx; yÞ be the enhancement feature image and Sðx; yÞ be the smearing feature image. Both have the same dimension M Â N as the front image fðx; yÞ and the reverse side image bðx; yÞ. The enhancement and smearing features may be described as follows:
Eðx; yÞ ¼ 255; detected stroke on fðx; yÞ 0; otherwise; Fig. 1c , (e) segmentation result of (c), (f) segmentation result of (d), (g) final binarized image of (e), and (h) final binarized image of (f).
Sðx; yÞ ¼ 255; detected stroke on bðx; yÞ 0; otherwise: ð6Þ
To detect the foreground strokes on either side so as to determine Eðx; yÞ and Sðx; yÞ, an improved Canny edge detection algorithm with an orientation filter and orientation constraint [19] , [20] is first adopted to pick up the edges of the foreground strokes based on the observation that the interfering strokes are not as sharp as the foreground strokes. The orientation filter favors foreground strokes that are predominantly slanting at a particular angle against interfering strokes slanting at a different angle. The orientation constraint helps minimize erroneous edges caused by nearby interfering strokes. The resultant edges then serve as loci to recover streaks of gray-level images of a predetermined width from the foreground overlay images. The recovered streaks are binarized using an adaptive Niblack's threshold [21] to give Eðx; yÞ and Sðx; yÞ, respectively.
Iterative Wavelet Reconstruction
The wavelet decomposition of fðx; yÞ is written as follows [22] , 
where C j fðm; nÞ is the wavelet approximation coefficient and D k j fðm; nÞ ðk ¼ 1; 2; 3Þ are the wavelet detail coefficients at scale j of the wavelet decomposition. With the image wavelet representation Wfðx; yÞ, the enhancement feature Eðx; yÞ and smearing feature Sðx; yÞ, the iterative wavelet reconstruction may be described as follows: 
4. Iteratively, process the wavelet decomposition and reconstruction using (11) and (12), we could get the final enhanced/smeared gray-scale image. The iteration progressively strengthens or weakens the strokes in the reconstructed image through the gradual changes in the edge [16] . 5. Clip the final enhanced/smeared image using the following function: f 00 ðx; yÞ ¼ 0; f 0 ðx; yÞ 0 255; f 0 ðx; yÞ ! 255 f 0 ðx; yÞ; otherwise:
In our implementation, we use Daubechies wavelets due to the wide variety of the singularities of the interfering strokes. We empirically set the filter length at 6. A 3-scale wavelet decomposition procedure is adopted after some experimentation. During the wavelet decomposition, all the subimages keep the same size as the original image. In the reconstruction process, we set 15 to be the maximum number of iterations. Figs. 3c and 3d show the results after 15 iterations. After the final enhancement and smearing, the resultant image is then processed by the same improved Canny edge detector described in Section 2.2 to obtain the final output in Figs. 3e and 3f followed by binarization leading to Figs. 3g and 3h, respectively.
Robust Threshold Decision in Canny Edge Detector
Figs. 4a, 4b, 4c, and 4d show the edge strength images of the original front images and their enhanced/smeared images, respectively. The gradient's magnitude is converted into the gray-level value. The darker the edge is, the larger is the gradient magnitude. It is obvious from Figs. 4a and 4b that without the enhancement/smearing processes, the edge strengths of strong interfering strokes are similar to that of the foreground strokes. Thus, it is difficult to set a universally valid pair of double thresholds for Canny edge detector. This is so in view of the great variety of the relative strengths between the foreground and interfering strokes among these archival documents. In fact, it is sometimes even impossible to set one single set of thresholds for the same page due to the variation of strokes intensity across the page. On the other hand, from Figs. 4c and 4d, it is seen that the enhancement/smearing processes have significantly highlighted the foreground strokes against the interfering strokes. Three interesting observations came to light through our experimentation with the enhancement and smearing processes. First, extremely faint foreground strokes may not be detected as enhancement features and, subsequently, not strengthened in the enhancement process. However, this can be remedied by applying the Canny detector on small subwindows to be later reassembled together (i.e., choosing a smaller value of M Â N mentioned in Section 2.1). Within a small subwindow, the feeble foreground strokes will become comparatively prominent and will be picked up by the relative threshold (in percentage) of the Canny detector. Fig. 5 shows a case in point involving a 128 Â 128 subimage where extremely faint foreground strokes are detected in the enhancement feature image and, subsequently, enhanced in the final result.
Second, the enhancement and smearing processes work with each other to the advantage of our desirable results. Generally, a lower value for the Canny detector's upper threshold is adopted to detect as many features as possible. The enhancement feature image may have erroneously picked up interfering strokes as enhancement features, resulting in a noisy enhancement feature image. However, with the same lower threshold value, more smearing features will also be included in the smearing feature image. Some of the smearing features will be in the overlapped areas (partially or fully) Table 1 and their final segmentation results. with the falsely identified strokes in the enhancement feature image. As a result, these false alarms will be eventually suppressed by the subsequent smearing process. The beauty of this property is that as long as a smearing feature covers any part of a mistaken enhancement feature, this false positive will eventually be "smeared" away. The unwanted strokes will finally be sifted out by the cancellation effect of the smearing process. It is also possible that the smearing image contains misclassified edge features which are later mistakenly smeared out. However, these misclassified smearing features should correspond to strong strokes on the front side and will accordingly be detected in the enhancement image. So, the smearing effect will be "cancelled" by the enhancement process. This collaborative nature between enhancement and smearing in fact leads to the third observation, that is, unlike the conventional edge detection, the final detection of the foreground strokes from the enhanced/smeared image is robust to the threshold setting. Fig. 6a shows many mistaken enhancement features that are always associated with the smearing features. Thus, in this noisy image, the final enhanced/smeared results still have the desired appearance, as shown in Figs. 6b, 6c , and 6d. Comparing Fig. 3g with Fig. 6d , we could see clearly the faint character "C" in the bottom line is recovered in Fig. 6c , while it was lost in Fig. 3e . And the final binarized image Fig. 6d does not induce any extra noise as compared to Fig. 3g .
EXPERIMENT RESULTS
We tested our system with scanned images of historical handwritten documents given by the National Archives of Singapore. The images were scanned at 150 dpi and saved as TIF format without compression. Most of the images are moderately noisy and were satisfactorily cleaned up. To assess the performance of our method especially for difficult cases, 12 severely interfering images were selected for evaluation. The selected images were visually inspected to assess the readability of the extracted words. Fig. 7 shows all the 12 sample images in cut off strips and the final binary segmentation, while Fig. 8 gives a full view of one of the images. We use precision and recall defined below [23] . , where the total number of words in the document includes all words in the foreground, while the total number of words detected means the sum of the correctly detected words and incorrectly detected words (interfering words). The number of correctly detected words was counted manually. If some characters in a foreground word are lost or not recovered properly, the whole word is considered lost. If parts of characters coming from the back are picked up by the system, the total number of incorrectly detected words will be increased by 1. Precision reflects the performance of removing the interfering strokes and recall reflects the performance of restoring the foreground words. The results in Table 1 show average precision and recall rates of 84 percent and 96 percent, respectively.
CONCLUSION
This paper describes a method for the removal of interfering strokes in archival document images. The wavelet-based enhancement/smearing algorithm performs well even for faint foreground strokes with strong interference. The whole system can restore the appearance of the original documents effectively. A problem encountered presently is in getting a perfect manual over a 
TABLE 1 Evaluation of the Proposed Method
between the front and reverse side images due to differences between both images caused by factors like document skews, different scales during image capture, and warped surfaces at books' spine areas. We are currently working on the development of a computer-assisted method to do the image overlay.
Estimating the Intrinsic Dimension of Data with a Fractal-Based Method
Francesco Camastra and Alessandro Vinciarelli Abstract-In this paper, the problem of estimating the intrinsic dimension of a data set is investigated. A fractal-based approach using the Grassberger-Procaccia algorithm is proposed. Since the Grassberger-Procaccia algorithm performs badly on sets of high dimensionality, an empirical procedure that improves the original algorithm has been developed. The procedure has been tested on data sets of known dimensionality and on time series of Santa Fe competition.
Index Terms-Bayesian information criterion, correlation integral, GrassbergerProcaccia's algorithm, intrinsic dimension, nonlinear principal component analysis, box-counting dimension, fractal dimension, Kolmogorov capacity. The first one is the space needed to store the data. As the amount of available information increases, the compression for storage purposes becomes even more important. The speed of algorithms using the data depends on the dimension of the vectors, so a reduction of the dimension can result in reduced computational time. Moreover, in the statistical learning theory approach [32] , the capacity and the generalization capability of the classifiers depend on ID and the use of vectors with smaller dimension often leads to improved classification performance. Finally, when using an autoassociative neural network [18] to perform a nonlinear feature extraction (e.g., nonlinear principal component analysis), the ID can suggest a reasonable value for the number of hidden neurons. This paper presents an approach to ID estimation based on fractal techniques. Fractal techniques have been successfully applied to estimate the attractor dimension of underlying dynamic systems generating time series [17] . The literature presents results in the study of chaotic systems (e.g., Hénon map, Rö ssler oscillator) [22] , in the analysis of ecological time series (e.g. Canadian lynx population) [15] , in biomedical signal analysis [31] , in radar clutter identification [12] , and in the prediction of financial time series [24] . Nevertheless, in pattern recognition, fractal methods are mainly used to measure the fractal dimension of an image [13] . As far as we know, the application of fractal approaches to the problem of ID estimation has never been proposed before. The proposed ID estimation method is tested on both artificial and real data showing good results.
The paper is organized as follows: Section 2 presents several techniques for estimating ID. In Section 3, fractal methods are reviewed. The procedure to estimate ID is described in Section 4. In Section 5, some experimental results are reported and, in Section 6, some conclusions are drawn.
