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Analytic results in the position-dependent mass Schrodinger problem
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We investigate the Schrodinger equation for a particle with a nonuniform solitonic mass density.
First, we discuss in extent the (nontrivial) position-dependent mass V (x) = 0 case whose solutions
are hypergeometric functions in tanh2 x. Then, we consider an external hyperbolic-tangent potential.
We show that the effective quantum mechanical problem is given by a Heun class equation and find
analytically an eigenbasis for the space of solutions. We also compute the eigenstates for a potential
of the form V (x) = V0 sinh
2
x.
I. INTRODUCTION
The study of the Schrodinger equation with a position-dependent mass (PDM) has been a matter of interest since
the early days of Solid State physics. Indeed, many of the important questions in the theory of solids concern the
non-relativistic motion of electrons in periodic lattices perturbed by the effect of impurities, as it happens in typical
semiconductors [1].
The theoretical understanding of transport phenomena in semiconductors of a position-dependent chemical com-
position is at the root of this problem. The PDM idea arises after the effect of the periodic field on the electrons.
In this context, the electron mass was originally replaced by a mass tensor whose elements were determined by the
unperturbed band structure [2]. To be more specific, the electronic wave packet near the top or the bottom of an
energy band is the quantum mechanical entity related to the effective PDM concept. As explained by von Roos [3],
the Wannier-Slater theorem [1, 4] in its simplest form states that the envelope function F (r, t) (for the conduction
band, for instance) obeys a Schrodinger-like equation [E(k)(−i∇) + V (r)]F (r, t) = i~F˙ (r, t) where E(k) represents
the conduction band energy of the unperturbed crystal, k is the crystal momentum and V (r) is the potential due
to external sources (e.g. electromagnetic fields) or superficial impurities. In simple cases, by starting with the one-
electron approximation of the many-body Hamiltonian one can approximate this equation with a position-dependent
effective mass Schrodinger equation for the envelope[
− ~
2
2m(r)
∇2 + E(0) + V (r)
]
F (r, t) = i~F˙ (r, t). (1)
In nonuniform semiconductors, with a position-dependent chemical composition, extensions of the theorem require
not only modifications of the potential term but also of the kinetic operator. In fact, it is already evident in Eq.
(1) where the kinetic term is manifestly non-hermitian. A natural improvement to fix this problem is the use of a
symmetrized operator [5, 6]
Tˆ =
1
4
(
1
m(r)
pˆ2 + pˆ2
1
m(r)
)
(2)
but neither this solves completely the question [7] so several other orderings were postulated in subsequent years
[3, 8–16].
In the last decade, the present subject has gained renewed interest for both mathematical and phenomenological
reasons. Issues such as hermiticity, operator ordering and solubility together with application and uses of the PDM
Schrodinger equation related to molecular and atomic physics [17–28] as well as to supersymmetry and relativistic
problems [29–33] have been matter of intense activity in the fields of quantum mechanics and condensed matter physics
in the last years. In the present paper, after a clarifying discussion of the ordering problem (Sec. II), we analyze the
PDM Hamiltonian for a solitonic mass profile (Sec. III). First, we study in detail the nontrivial PDM V = 0 case (Sec.
IV) and thereafter add a tanhx potential function (Sec. VI). This potential is related to nanowire step structures
with a varying radius [17] and hyperbolic versions of Scarf [34], Rosen-Morse [35] and Manning-Rosen potentials [36]
of interest in modeling molecular vibrations and intermolecular forces, recently discussed in e.g. [37–45]. In Sec. V
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2we also discuss a special case of the form sinh2 x. In all these cases we analytically find the complete set of solutions
to the PDM Schrodinger equations by means of a series of coordinate transformations and wave function mappings.
In Sec. VII we draw our conclusions.
II. THE PDM ORDERING PROBLEM
We start this paper by analyzing the Hermitian kinetic operator
Tˆ =
1
8
{(
m−1(~r) pˆ2 + pˆ2m−1(~r)
)
+ mα(~r) pˆ mβ(~r) pˆ mγ(~r) + mγ(~r) pˆ mβ(~r) pˆ mα(~r)
}
(3)
with the following constraint on the parameters α + β + γ = −1 as proposed in [3]. The first term, not considered
originally, is here added just in order to include the usual symmetrized or Weyl ordered operator [9] (viz. α = γ = 0)
in the general expression.
In one dimension, when one properly commutes the momentum operators pˆ = −i~ ddx to the right, the following
effective operator is obtained
Tˆ =
1
2m
pˆ2 +
i~
2
dm/dx
m2
pˆ + Uk (x) , (4)
where
Uk (x) =
−~2
4m3
[
(α+ γ − 1) m
2
d2m
dx2
+ (1− αγ − α− γ)
(
dm
dx
)2]
(5)
As a result of the general proposal (3), we obtain an effective potential Uk of kinematic origin, which is a different
function for different combinations of the mass power parameters α, β, γ. This lack of uniqueness can be eliminated
by imposing the condition
α + γ = 1 = α γ + α + γ (6)
which implies that for α = 0 and γ = 1, or α = 1 and γ = 0, the kinetic operator Tˆ is free of the uncertainties coming
from the commutation rules of Quantum Mechanics ([xˆ, pˆ] = i~). Note that condition (6) excludes the possibility of
a Weyl ordering (and consequently the kinetic operator used in [11]; see [46]).
Even in this case, although free of the ambiguous kinematic potential (5), the effective Schro¨dinger equation will
contain a first order derivative term. For an arbitrary external potential V (x) the non-ambiguous PDM Schro¨dinger
equation results [
1
2m
pˆ2 +
i~
2
m′
m2
pˆ+ V (x)
]
Ψ(x) = EΨ(x). (7)
III. SMOOTH MASS PROFILE
As we have seen, in order to avoid ambiguities from the beginning we were led to equation (7). It coincides with the
Ben Daniel-Duke ordering of the PDM problem [8]. This ordering has recently been shown to be appropriate for the
understanding of growth-intended geometrical nanostructures suffering from size variations, impurities, dislocations,
and geometry imperfections [17], and is also consistent with the analysis made in [47] where the Dirac equation was
considered.
After substitution of the momentum operator, Eq. (7) can be written as{
d2
dx2
− 1
m(x)
dm(x)
dx
d
dx
+
2m(x)
~2
[E − V (x)]
}
ψ(x) = 0. (8)
Here we adopt the following smooth effective mass distribution
m(x) = m0sech
2(ax) (9)
because it is an appropriate representative of a solitonic profile (see e.g. [48] and [49]) found in several effective models
of condensed matter and low energy nuclear physics. In Eq. (9), a is a scale parameter that widens the shape of the
3effective mass as it gets smaller. This is equivalent to diminish the mass and energy scales (see Eq. (10) ). In this
case, the effective differential equation reads
ψ′′(x) + 2 tanh(x)ψ′(x) +
2m0
a2~2
(E − V (x))sech2(x)ψ(x) = 0, (10)
where we shifted ax→ x. By means of
ψ(x) = coshν(x)ϕ(x) (11)
it becomes
ϕ′′(x) + 2(ν + 1) tanh(x)ϕ′(x) +
[
ν(ν + 2) tanh2x+ (ν +
2m0
a2~2
(E − V (x)))sech2(x)
]
ϕ(x) = 0 (12)
We next transform x→ z by
dz
dx
= sechx, (13)
namely
cos z = sechx, (14)
which maps (−∞,∞)→ (−pi2 , pi2 ).
Now the equation in the z variable reads
ϕ′′(z) + (2ν + 1) tan(z)ϕ′(z) +
[
ν + ν(ν + 2) tan2(z) +
2m0
a2~2
(E − V (z))
]
ϕ(z) = 0 (15)
If we choose ν = −1/2 we can eliminate the first derivative, resulting in
− d
2ϕ(z)
dz2
+
[
1
2
+
3
4
tan2(z) + V˜ (z)
]
ϕ(z) = Eϕ(z) (16)
where V˜ (z) = 2m0a2~2 V (z) and E = 2m0a2~2E. This equation allows symmetric and antisymmetric solutions provided V˜ (z)
(and correspondingly V (x)) is even.
We can see that Eq. (8) is thus equivalent to a regular constant -mass stationary Schrodinger equation, Eq.(16), for
a particle of mass m0 in a confining potential
V(z) = 1
2
+
3
4
tan2(z) + V˜ (z). (17)
Its dynamics is restricted to within z = (−pi2 , pi2 ) where ϕ(z = ±pi2 ) = 0.
IV. THE CASE V (x) = 0
In the V (x) = 0 case (see Fig. 1) we can analytically solve the Schrodinger equation (16) in terms of a new variable,
y = cos z, where 0 < y < 1. Since E > 0, we can define k2 = 2m0E/(a
2
~
2) and obtain
ϕ′′(y) +
y
y2 − 1ϕ
′(y) +
(
1/2 − k2
y2 − 1 −
3/4
y2
)
ϕ(y) = 0. (18)
Now, we define another wave function ϕ(y) = y−1/2h1(y) in order to put it in a more familiar form
h′′1(y) +
(−1
y
+
1/2
y − 1 +
1/2
y + 1
)
h′1(y) +
−k2y
y(y − 1)(y + 1)h1(y) = 0 (19)
This equation belongs to the second order fuchsian class [50] and can be recognized as a special case of the Heun
equation [51]
H ′′(y) +
(
γ
y
+
δ
y − 1 +
ε
y − d
)
H ′(y) +
αβy − q
y(y − 1)(y − d)H(y) = 0 (20)
4Figure 1: Potential in z space; V (x) = 0 or V(z) = 1
2
+ 3
4
tan2(z).
where the parameters obey the fuchsian relation α + β + 1 = γ + δ + ε. In the neighborhood of each singularity
two linearly independent local solutions can be identified by their characteristic exponents (two for each solution) out
from the Frobenius series. Although not so well known as its relative, the hypergeometric Gauss equation, a set of
192 different expressions have been recently given for the Heun equation by means of a set of transformations of a
group of automorphysms [52].
Since we want the solution to Eq.(8) about x = 0 here we will look for solutions around the singularity y = 1 where
the characteristic exponents are 0 and 1− δ. Therefore, the two L.I. local solutions of interest to Eq.20 are
H = H
(
1− d,−q + αβ, α, β, δ, γ; 1− y) (21)
H = (1 − y)1−δH[1− d,−q + (δ − 1)γd+ (α− δ + 1)(β − δ + 1), β − δ + 1, α− δ + 1, 2− δ, γ; 1− y] (22)
A. Even solutions
By comparing Eq.(19) and Eq.(20) and using the fuchsian relation above we identify d = −1, q = 0, α = −1/2 +
1/2
√
1 + 4k2, β = −1/2 − 1/2
√
1 + 4k2, γ = −1, δ = 1/2 and ε = 1/2 resulting in
h
(1)
1 (y) = H
(
2,−k2, −1 +
√
1 + 4k2
2
,
−1−√1 + 4k2
2
, 1/2,−1; 1− y
)
(23)
h
(2)
1 (y) = (1−y)1/2H
(
2,−3 + 4k
2
4
,−
√
1 + 4k2
2
,
√
1 + 4k2
2
, 3/2,−1; 1−y
)
(24)
for the first of the two L.I. solutions. Recalling that y = cos z we have
ϕ(1,2)(z) =
√
sec z h
(1,2)
1 (cos z) (25)
for the potential V(z) [Eq. (17)] about z = 0 . Finally, in the original x space, the even solutions of the PDM
differential equation for the quantum particle of mass m(x) [Eq. (9)] read
ψ(1,2)(x) = h
(1,2)
1 (sechx). (26)
Naturally, we still need to impose the relevant boundary conditions. This is easily done in z since the potential
diverges to +∞ in z = ±pi2 which implies ϕ(z = ±pi2 ) = 0. The first solution is convergent only for k2 = n(n+1) with
n = 1, 3, ..., and the second solution is not acceptable because it is not differentiable at z = 0 (see below).
B. Odd solutions
In order to obtain the odd solutions we first transform
ϕ(z) = sin z φ(z) (27)
5in Eq. (16), resulting in equation
φ′′(z) + 2 cot z φ′(z)−
(
3
2
+
3
4
tan2 z
)
φ(z) = −k2φ(z). (28)
Now using again y = cos z we get
φ′′(y) +
3y
y2 − 1φ
′(y) +
(
3/2 − k2
y2 − 1 −
3/4
y2
)
φ(y) = 0 (29)
and once more φ(y) = y−1/2h2(y) leads to
h′′2(y) +
(−1
y
+
3/2
y − 1 +
3/2
y + 1
)
h′2(y) +
−k2y
y(y − 1)(y + 1)h2(y) = 0 (30)
As before h2(y) are local Heun functions around y = 1 (namely z = 0 and x = 0)) given by
h
(1)
2 (y) = H
(
2,−k2, 1 +
√
1 + 4k2
2
,
1−√1 + 4k2
2
,
3
2
,−1; 1− y
)
(31)
h
(2)
2 (y) = (1−y)−1/2H
(
2, 1/4 − k2,−
√
1 + 4k2
2
,
√
1 + 4k2
2
,
1
2
,−1; 1− y
)
(32)
with the following identification of parameters α2 =
1+
√
1+4k2
2 , β2 =
1−√1+4k2
2 , γ2 = −1 and δ2 = ε2 = 32 . These
solutions, in z and x space respectively, read
ϕ(1,2)(z) = sinz(sec z)1/2 h
(1,2)
2 (cos z) (33)
ψ(1,2)(x) = b tanhx h
(1,2)
2 (sechx) (34)
Here, the first solutions, ϕ(1)(z) and ψ(1)(x), converge only for k2 = n(n + 1), with n > 0 even. Again, ϕ(2)(z)
(ψ(2)(x)) is not differentiable at the origin and we discard it.
C. Hypergeometric solutions
In several cases, the Heun equation can be reduced to a ordinary hypergeometric equation. This is actually the
present case, where we can see that the solutions are products of trigonometric functions and hypergeometric ones.
Indeed, Maier [53] has recently determined that for a nontrivial Heun equation (αβ 6= 0 or q 6= 0) its local solution
H(d, q, α, β, γ, δ; t) can be reduced to 2F1(a, b, c;R(t)) where a, b, c depend on d, q, α, β, γ and R(t) is a polynomials of
up to sixth order provided q = αβp, where (d, p) is one among a set of 23 different values.
In particular, the case (d, p)=(2, 1) allows a transformation H(t) → 2F1(R(t)) with R(t) of order 2 or 4. Now the
even and odd physically acceptable solutions [Eqs. (23) and (31)] can be written as
h
(1)
phys(t) = H (2, α1β1, α1, β1, γ
′
1, δ
′
1; t) (35)
h
(2)
phys(t) = H (2, α2β2, α2, β2, γ
′
2, δ
′
2; t) (36)
where α1,2 and β1,2 are those defined in the previous section and γ
′
1 = 1/2, δ
′
1 = −1, γ′2 = 3/2, δ′2 = −1 and t = 1− y.
The equations above are Heun solutions corresponding to (d, p) = (2, 1) with redefined parameters. Thus, we can
simply reduce them to hypergeometric expressions
h
(1)
phys(t) = H (2, α1β1, α1, β1, γ
′
1, δ
′
1; t) =2F1
(
α1
2
,
β1
2
, γ′1; t(2− t)
)
(37)
h
(2)
phys(t) = H (2, α2β2, α2, β2, γ
′
2, δ
′
2; t) =2F1
(
α2
2
,
β2
2
, γ′2; t(2− t)
)
(38)
6Then, in terms of the space variables z and x the following
ϕ
(1)
phys(z) = sec
1/2z 2F1
(
−1 +√1 + 4k2
4
,
−1−√1 + 4k2
4
,
1
2
; sin2z
)
(39)
ϕ
(2)
phys(z) = sinz sec
1/2z 2F1
(
1 +
√
1 + 4k2
4
,
1−√1 + 4k2
4
,
3
2
; sin2z
)
(40)
and
ψ
(1)
phys(x) = 2F1
(
−1 +√1 + 4k2
4
,
−1−√1 + 4k2
4
,
1
2
; tanh2x
)
(41)
ψ
(2)
phys(x) = tanhx 2F1
(
1 +
√
1 + 4k2
4
,
1−√1 + 4k2
4
,
3
2
; tanh2x
)
(42)
are, respectively, the physically acceptable solutions to the equation.
It can be shown that ψ
(1,2)
phys are mutually orthogonal
〈ψ(i)n , ψ(j)m 〉 = δnmδij , (43)
and generate a complete set of solutions to the problem. Here i, j = 1, 2 and n,m represent the order of the solution.
D. Conditions of existence
In Eq. (39), since lim(z→±pi
2
) secz =∞, we must impose
lim
z→±pi
2
2F1
(
−1 +√1 + 4k2
4
,
−1−√1 + 4k2
4
,
1
2
; sin(z)2
)
= 0. (44)
Since, for this expression
lim
z→±pi
2
2F1 (z)→
√
π
Γ
(
3
4 − 14
√
1 + 4k2
)
Γ
(
3
4 +
1
4
√
1 + 4k2
) (45)
the vanishing condition results
3
4
− 1
4
√
1 + 4k2 = −p, p = 0, 1, ... (46)
for k finite. Regrouping, we obtain
k2 = (2p+ 1)2 + (2p+ 1). (47)
On the same token, for the antisymmetric solutions, Eq.(40), we need
lim
z→±pi
2
2F1
(
1 +
√
1 + 4k2
4
,
1−√1 + 4k2
4
,
3
2
; sin2z
)
= 0. (48)
Since, in this case,
lim
z→±pi
2
2F1 (z)→ 2
√
π
k2Γ
(
1
4 − 14
√
1 + 4k2
)
Γ
(
1
4 +
1
4
√
1 + 4k2
) (49)
we need
1
4
− 1
4
√
1 + 4k2 = −q, q = 0, 1, ... (50)
7which, after regrouping may be written as
k2 = 2q(2q + 1). (51)
Substituting 2p+1 (2q) by n in Eq. (47) (Eq. 51), the existence condition is in both cases k2 = n(n+1), with n odd
(even) for even (odd) solutions, respectively.
Note that this result determines that energy is quantized as
E =
a2~
2m0
n(n+ 1), (52)
with n > 0, since energy cannot be zero.
The final expressions for symmetric and antisymmetric solutions (in z and x spaces) are thus
ϕ
(1)
phys(z) = sec
1/2z 2F1
(
n
2
,−n+ 1
2
,
1
2
; sin2z
)
(53)
ϕ
(2)
phys(z) = sinz sec
1/2z 2F1
(
n+ 1
2
,−n
2
,
3
2
; sin2z
)
(54)
and
ψ
(1)
phys(x) = 2F1
(
n
2
,−n+ 1
2
,
1
2
; tanh2x
)
(55)
ψ
(2)
phys(x) = tanhx 2F1
(
n+ 1
2
,−n
2
,
3
2
; tanh2x
)
. (56)
-1.5 -1.0 - 0.5 0.5 1.0 1.5
-1.0
- 0.5
0.5
1.0
Figure 2: Symmetric solutions in z space, Eq. (53), for n = 1 (solid line), n = 3 (dashed line) and n = 5 (dotted line).
We illustrate Eqs. (53) to (56) in Figs. 2, 3, 4 and 5.
In x space we can get physical information about the position dependent mass particle. Figs. 3 and 5 show the
increasing probability space density of the states around the origin.
V. A SPECIAL V (x) = sinh2 x CASE
It is interesting to note that in z space, the confining problem defined by Eq. (16) becomes trivial for the potential
V (z) = −3a2~2 tan2 z/8m0+cons. This corresponds to a x space potential function
V (x) = −3a
2
~
2
8m0
sinh2 x + cons. (57)
in Eq. (10).
8- 4 - 2 2 4
- 0.5
0.5
Figure 3: Symmetric normalized solutions in x space , Eq. (55) (with a=1), for n = 1 (solid line), n = 3 (dashed line) and
n = 5 (dotted line).
-1.5 -1.0 - 0.5 0.5 1.0 1.5
- 0.4
- 0.2
0.2
0.4
Figure 4: Antisymmetric solutions in z space, Eq. (54), for n = 2 (solid line), n = 4 (dashed line) and n = 6 (dotted line).
- 4 - 2 2 4
- 0.5
0.5
Figure 5: Antisymmetric normalized solutions in x space, Eq. (56) (with a=1), for n = 2 (solid line), n = 4 (dashed line) and
n = 6 (dotted line).
Although this sets a nontrivial differential equation, the related full effective potential V(z), Eq. (17), is just
constant and therefore the exact solutions to the PDM problem can be easily obtained. Interestingly, this would be
a much more difficult task in the constant-mass case.
9The two L.I. solutions in z space read
ϕ(1)(z) =
√
2
π
cos ((2n+ 1) z] (58)
ϕ(z) =
√
2
π
sin (2n z) (59)
where we have chosen cons.=−a2~2/4m0 in Eq. (57). Making them vanish at the border z = ±π/2 quantizes the
energy by
E = a
2
~
2π2
8m0
n2 (60)
where n ∈ N. Recalling Eq. (11), in x space we obtain
ψ(1)(x) = C1
√
2
π
sech
1/2x sech
[
(2n+ 1)x
]
(61)
ψ(2)(x) = C2
√
2
π
sech
1/2x tanh(2nx), (62)
see Fig. 6.
(a) (b)
Figure 6: (a) Symmetric solutions [Eq.(61)] and (b) antisymmetric solutions [Eq. (62)] for n = 1 (solid black line), n = 2
(dashed blue line), and n = 3 (dotted red line).
VI. THE TANH(X) CASE
In order to solve the associated differential equation we return to Eq. (16). According to Eq. (14) in the PDM
problem the potential V (x) = V0 tanhx corresponds to V˜ (z) = V0 sin(z), where V0 = 2m0V0/(a2~2). Now, the analysis
of section IV implies that the PDM Schro¨dinger equation can be transformed into
− d
2ϕ(z)
dz2
+ V(z)ϕ(z) = Eϕ(z) (63)
with
V(z) = 1
2
+
3
4
tan2(z) + V0 sin(z), (64)
See Fig. 7. By means of the ansatz
ϕ(z) =
√
sec z h(z) (65)
10
the equation above can be written as
h′′(z) + tanz h′(z) + (E − V0 sinz)h(z) = 0. (66)
With a transformation of coordinates given by
Figure 7: The effective potential V(z), Eq. (64), when V (x) = V0 tanhx, for V0 = 3 (solid blue line), V0 = 1 (dashed gold line),
V0 = −1 (dash-dotted green line) and V0 = −3 (dotted red line).
y = 1/2 +
1/2 sinz, (67)
we obtain
h′′(y) +
[−(V0 + E) + 2V0y
y(y − 1)
]
h(y) = 0. (68)
Equation (68) is thus a particular case of the confluent Heun equation [51, 54, 55]
Hc′′(y)+
(
α+
β + 1
y
+
γ + 1
y − 1
)
Hc′(y)+
[(
δ +
α
2
(β + γ + 2)
)
y+η +
β
2
+
1
2
(γ−α)(β + 1)
]
1
y(y − 1)Hc(y) = 0 (69)
By identifying α = 0, β = γ = −1, δ = 2V0, η = 1/2 − V0 − E , the local solutions of Eq. (68) about y = 0 are given
by
h(1)(y) = y−βHc(α,−β, γ, δ, η; y) (70)
h(2)(y) = Hc†(α, β, γ, δ, η; y), (71)
where Hc†(y) is the second independent solution, so-called concomitant confluent Heun function used when β = −1
[56]. Since this solution diverges logarithmically when y → 0 the only physically acceptable solutions are thus
ϕ(z) =
1/2 +
1/2 sin(z)√
cos(z)
Hc(0, 1,−1, 2V0, 1/2 − V0 − E ; 1/2 + 1/2 sin z) (72)
with ϕ(z → ±π/2) = 0 for the allowed E and V0 as imposed by the boundary conditions. Parity is not a defined
symmetry in this expression for any eigenvalue. However, as we see in Fig. 8 and Fig. 9 some eigenfunctions are (a)
quasi-symmetric while others are (b) quasi-antisymmetric. Note that they alternate each other, as expected. In the
original variable x (recall eqs. (14) and (11)) these solutions, which we plot in Fig. 9, read
ψ(x) =
(
1/2 +
1/2 tanhx
)
Hc(0, 1,−1, 2V0, 1/2 − V0 − E ; 1/2 + 1/2 tanhx) (73)
The energy eigenvalues can be numerically computed by imposing appropriate boundary conditions, namely, ψ(x→
+∞) = 0, ie. ψ(y = 1) = 0, with y = 1/2 + 1/2 tanhx. A Frobenius expansion for Eq. (73) about y = 0
ψ(y) =
∞∑
n=0
cny
n (74)
allows this calculation. For simplicity we choose V0 = 1 for which we obtain the list of eigenvalues presented in Table
I (for n up to 25).
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Table I: Energy eigenvalues of the Schrodinger equation for potential (64).
E1 E2 E3 E4 E5 E6
1.9503339 6.0115779 12.0083261 20.0055193 30.0038467 42.0028139
(a) (b)
Figure 8: Normalized solutions, Eq. (72) with V0 = 1, for (a) E1 (solid black line), E3 (dashed blue line), and E5 (dotted red
line), and (b) E2 (solid black line), E4 (dashed blue line) and E6 (dotted red line).
VII. CONCLUSION
In this paper we have analyzed the Schrodinger equation for a nonuniform massive particle with a solitonic mass
distribution. We have found the space of solutions related to a PDM Hermitian Hamiltonian defined by a non-
ambiguous kinetic operator and an external potential. We have shown that while a special sinh2 x potential is easily
worked out in this particular context the V (x) = 0 case can be much more involved. The PDM tanhx potential case
can be transformed into a Heun equation which we solved exactly by means of an analytic procedure. This potential
is related to hyperbolic potentials of special interest for modeling atomic and molecular physics. Interestingly enough,
for a long time absent in the literature, Heun functions have recently been found in very different contexts, see e.g.
[57–62]. Besides exactly obtaining all the solutions in the three cases studied we have plotted all the first eigenstates
in a systematic way, emphasizing their parity properties. We hope to report on further results in a forthcoming paper.
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