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Abstract
We use the methodology of singular spectrum analysis (SSA), prin-
cipal component analysis (PCA), and multi-fractal detrended uctu-
ation analysis (MFDFA), for investigating characteristics of vibration
time series data from a friction brake. SSA and PCA are used to study
the long time-scale characteristics of the time series. MFDFA is ap-
plied for investigating all time scales up to the smallest recorded one.
It turns out that the majority of the long time-scale dynamics, that is
presumably dominated by the structural dynamics of the brake sys-
tem, is dominated by very few active dimensions only and can well be
understood in terms of low dimensional chaotic attractors. The multi-
fractal analysis shows that the fast dynamical processes originating in
the friction interface are in turn truly multi-scale in nature.
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1 Introduction
Singular spectrum analysis (SSA) and principal component analysis (PCA)
[1] - [4] are well known data analysis tools that have been successfully applied
in research on plasma physics, climate, magnetospheric dynamics, microbi-
ology, image analysis, industrial process control, etc. [5] - [11]. In some
areas of science and technology, SSA and PCA are still not very popular,
mostly when there are only small amounts of data with comparatively poor
quality available. Nevertheless, in the last years these methods together with
methods of non-linear time series analysis [12] and stochastic analysis nd an
increasing number of applications for analysis, understanding, and control of
complex systems (see for example [13] - [16]).
In the present study we analyse vibration data collected from a vehicle
friction brake under operation. Friction brakes do show a rich variety of noise
and vibration phenomena [17, 18, 19]. Especially squeal noise is most un-
wanted, but also a number of other unwanted vibration and noise problems
related to dierent kinds of friction aected or friction excited dynamics do
exist. Industry today employs a multitude of both computer based simulation
approaches to analyse and improve designs, as well as laboratory or testing
based techniques. Mostly conventional methods both from time, frequency
or mixed time-frequency domain are prevailing, like e.g. spectrograms or
wavelet analysis, see e.g. [20, 21]. In contrast, only comparatively few stud-
ies applying techniques from non-linear dynamics and non-linear time-series
analysis have been conducted [22, 23, 24], and only the more recent studies
seem to be based on data obtained from full-scale tests.
The present paper is not focused on the most unwanted noise eects, like
squeal or groan, but rather on the conditions of normal operation, during
which seemingly low amplitude random vibrations are generated through the
sliding motion of brake pads over brake disks. The corresponding acoustic
signature is usually considered to be largely acceptable from the engineering
perspective, and only in few occasions the broad band noise generated does in
fact pose problems to the system's design, e.g. when the resulting noise turns
out way too loud and long-lasting after long phases of standstill of the vehi-
cle, very moist weather, or the like [19]. Nevertheless, in the present study
we focus on this dynamical state of the brake system, since it is often consid-
ered as the well-behaved starting point, from which due to bifurcations the
malign states emerge. Moreover, it could be expected that the complicated
and largely unknown small scale and high frequency processes at the sliding
friction interface leave some dynamical footprints on the system state. To
better understand the nature and the characteristics of this seemingly harm-
less sliding state is the objective of the present study. In spirit we follow
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an earlier work [25], which suggested that the dynamics of steady sliding
might be remarkably low-dimensional. Although transition to chaos is well
known from studying bifurcation behaviour of friction aected systems, see
e.g. [27], it turned out rather surprising that also the irregular dynamics of
steady sliding might be characterised to a large extent by a model with a
hand full of degrees of freedom only. To gain further insight, in this study
we apply further and more recent analysis techniques that also allow to shed
some light on the possibly multi-scale nature of the underlying dynamical
processes.
2 Measurements and data
For collecting time series-data of the brake system vibration during opera-
tion we have used an industrial noise dynamometer. Following our previous
studies [25], a piezoelectric accelerometer has been mounted on the backing
plate of a brake pad. After substantial eorts with respect to the data acqui-
sition, sampling rates of 200 kHz have been achieved. This sampling rate is
about an order of magnitude beyond the limit of audible noise, often used in
industrial application oriented work. It should safely capture the most im-
portant parts of the slow low-frequency structural dynamics. Moreover, from
the present knowledge about the dynamics of frictional interfaces in brakes,
this sampling rate should also allow at least a partial coverage of dynamical
processes taking place in the friction interface itself.
Since the experimental set-up and the details of the data acquisition have
already been presented at a number of other places, e.g. [25, 26], we will keep
this presentation short here. All data has been collected on a commercial
brake test rig with a conventional vehicle friction brake mounted, see Figure
1.
The friction noise and vibration data has been obtained by an accelerom-
eter on the backing plate of the outer brake pad. The sensor is an optimised
piezoelectric type specied with a limiting frequency up to about 100 kHz
in conjunction with a sample rate of the data acquisition above 200 kHz.
The suppression of high frequency electromagnetic radiation eects has been
assured by a number of EMC measures. In addition, the galvanic isolation of
the chassis earth of the test set-up, the dynamometer itself, the data acqui-
sition electronics, the dynamometer automation system as the trigger source
and the isolation of the power electronics demanded further attention and
arrangements. The acceleration signal of the sensor on the brake pad reects
the dynamics of the backing plate. The sensitivity of the applied sensor
strongly decays above 95 kHz, but as the subsequent results suggest, also
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Figure 1: Brake system with accelerometer based on the backing plate of the
brake pad mounted on commercial brake test rig.
signal components beyond can be captured. The use of alternative measur-
ing principles, like e.g. optical ones, in order to elevate the cut-o frequency
had been accompanied by other problems, like e.g. coherence length eects
of laser based approaches. Also the mechanically rough environmental con-
ditions inside the dynamometer test chamber rendered the operation of an
optical laser-doppler-system in the ultrasonic range impossible. As for the
position of the sensor, in the following only results that do not depend on
the specics of the sensor location will be reported, and the sensor has been
attached right in the middle of the backside of the brake pad's backing plate,
as can be seen from Figure 1. The resulting measurements typically yielded
large data sets that have not been post-processed in any way, apart from
the processing procedures inherent in the signal analysis techniques to be
applied.
As for loading and environmental conditions, three dierent time-series
will be investigated. All of them have been collected from what is called
stop-braking in the industry: a constant brake line pressure is applied and
the brake disk comes from an initial rotation to a full stop. For all the data,
the initial disk rotation rate corresponds to a vehicle speed of 50 km/h.
For the rst time-series, subsequently called S1, 10 bar brake line pressure
was applied, and the brake disc was brought to an operating temperature of
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100 degrees Celsius prior to braking. For the second series, S2, the same
initial brake disc temperature of 100 degrees Celsius has been prepared, but
a higher brake pressure of 25 bars was applied during braking. The third
time-series, S3, was run with a lower initial temperature of only 60 degrees
Celsius, but an even higher brake pressure of 30 bar.
The three sample cases have all been obtained after typical but dierent
braking test collectives had been run. The motivation for the selected time
series comes from typical braking sequences during normal driving: S1 and S2
correspond to brake applications with dierent values of desired deceleration,
but the same initial driving state. S3, in contrast, corresponds to a severe
brake application for a colder brake, as is may appear typically after long
driving on high-speed motorways.We would like to mention that of course the
present selection of time-series is somewhat arbitrary. Many more and quite
dierent loading cases and environmental scenarios would probably be worth
while investigating. However, the purpose of the present study is rather on
showing the feasibility of applying alternative techniques of non-linear time-
series analysis to friction vibration data, than on exhaustively analysing brake
vibration in general, or even studying a given individual brake conguration
in great depth. Therefore we hope that the results presented subsequently
will prove convincing enough to initiate further work in the eld.
It has already been shown previously [25, 26] that for each individual
braking event the time evolution of the spectral characteristics of the gener-
ated vibration is quite stationary. We will thus not repeat the discussion on
this behaviour here, but instead directly commence with the novel analysis
techniques subject of the present study.
3 Methods for analysis of studied time series
First of all we note that if the investigated time series exhibit some period-
icity, then the autocorrelation function has periodic behaviour too, while for
chaotic or stochastic time series the autocorrelation function usually decays
very fast. If long-range correlations are present, we can observe a power-
law decay. The methods for investigating long-range correlations of long
enough time series, such as WTMM (Wavelet Transform Modulus Maxima)
method, DFA (Detrended Fluctuation Analysis) and MFDFA (Multi-fractal
Detrended Fluctuation Analysis) have been intensively developed in the last
decade. For more information on these methods and their applications, see
for an example [30] - [34]. Subsequently we will give a very short introduction
into the methods selected for the present purpose.
PCA and SSA can be most successfully used to analyse short and non-
5
stationary time series in combination with the widely used method of con-
struction of phase space by means of delay vectors [28, 29],[35]-[37], often
called time-delay phase space construction (TDPSC). The idea of SSA-PCA-
TDPSC is as follows. Let us have a time series consisting of N values
x(0); x(20); : : : ; x(N
0) recorded by using xed time step 0. On the basis
of the time series we construct m dimensional vectors as follows. First we
choose the step  = n0 and then we construct the vectors (i = 1; 2; : : : ; n)
~Xi = fx(i0); x(i0 + ); : : : ; x(i0 + (m  1))g
By means of the vectors ~Xi we build the trajectory matrix
X =
1
N1=2
[ ~XT1 ; ~X
T
2 ; : : : ;
~XTN ]
T (3.1)
and the covariance matrix of the trajectory K = XTX. Let ~kp be the eigen-
vectors of the covariance matrix and p the eigenvalues corresponding to
these vectors. The vectors ~kp form an orthonormal basis in the m  di-
mensional space of the vectors ~Xi. The matrix X can be decomposed as:
X = SCT where S is an N  m matrix consisting of the eigenvectors of
the trajectory matrix. C = [~k1; ~k2; : : : ; ~km] is an m  m orthogonal matrix
and  = diag[1; 2; : : : ; m] is the diagonal matrix constructed by the eigen-
values i, also called singular values. These values are non-negative and the
common rule is to number them in such a way that: 1  2      m  0.
We can decompose the time series fxig using the eigenvectors ~kq of the
Toeplitz matrix connected to the time series
xi+j =
mX
l=1
alik
l
j; 1  j  m (3.2)
The principal components ali of the time series can be obtained by a projection
of the time series on the basis vectors
ali =
mX
j=1
xi+jk
l
j (3.3)
Thus SSA and PCA can be successfully combined with the TDPSC. This
can be considered the rst step in the procedure of time-delay embedding
(TDE). TDE, however, underlies further restrictions. For an example, the
dimension of the phase space as well as the time lag for construction of delay
vectors on the basis of the stationary time series have to be chosen by strict
procedures [38]-[42]. For the needs of SSA and PCA the requirements on
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TDPSC are much looser. One may e.g. choose a small delay (usually  = 0,
i.e. n = 1 ) and large phase space dimension m (as large as the investigated
time series allows) [28].
Usually the principal components corresponding to the smaller singular
values have small amplitude and oscillate with high frequency. Thus the
information on large-amplitude slow periodic processes is compressed in the
rst principal components. In many cases, projection on the subspace of
the rst principal components can act as a reasonable lter to eliminate
the usually low-amplitude and high-frequency processes to be neglected. In
our case, one might expect the rst components to catch the low-frequency
structural dynamics, while the high-frequency interface processes could be
expected to show up in the subsequent components. This ltering property
of the PCA is very conveniet for the time-delay embedding methodology
for estimation of characteristic quentities of the system dynamics on the
basis of time series. The methodology requires noise-free time series for a
good estimation of corresponding quantities. In many cases the PCA can be
used as a noise ltering tool before application of the time-delay embeding
methods. Such ltering will be used below. We note however that when we
come to the application of the mulrtifractal detrended uctuation analysis
(in Sect. 5) we shall use the original time series and not the time series
processed by the PCA.
In order to perform appropriately the above projection, we have to know
the dimension of the subspace onto which we shall project our time series.
This dimension is called the statistical dimension [1],[43] and it can be ob-
tained in a heuristic fashion on the basis of the singular spectrum analysis
(SSA). The singular spectra show us which principal components contain
signicant information for large amplitude and low frequency properties of
the time series. Usually two situations arise:
 Presence of a kink in the singular spectrum.
In many cases in the singular spectra we can observe that there exist
several large values followed by a kink, i.e., the next singular values are
much smaller than the rst several ones. The number of large singular
values can then be taken to determine the statistical dimension S as
the dimension of a principal components phase subspace to which the
discussed above projection can be performed. Thus, if we observe a kink
in the singular spectrum after a small number of singular values, a low-
dimensional description of the characteristic features of the dynamics
that underlies the time series is possible.
 There is no kink in the singular spectrum
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In this case the selection of the important principal components can be
based on the requirement that the percentage of the total variance of
the time series concentrated in the selected number of principal compo-
nents must be larger than some prescribed value, say 90% or 95%. We
have to expect that the dynamics of the system underlying the time
series is probably very high-dimensional, i.e., with many signicant
degrees of freedom.
Thus even in the cases where no clear kink is visible in the spectrum of
singular values, we can estimate a value of S which can lead to a reasonable
subspace projection and to a good model of the dynamics of the underlying
system.
We note that the statistical dimension provides an upper bound for the
minimum degrees of freedom of the measured system [1]. It is a useful quan-
tity but it is not a characteristic of the system itself and should not be
confused with other dimensions that are independent on noise.
4 SSA and PCA analysis of the data
4.1 Inuence of the sampling frequency
Fig. 2 shows the inuence of the sampling frequency on the variance con-
nected to the principal components of the dierent time series. The gure
shows that the inuence of the sampling frequency is quite strong. In princi-
ple one has to expect that the recorded time series will capture processes with
a characteristic frequency up to the sampling frequency. Visual inspection
of the results for the recorded data shows that in the case of the time series
under investigation, the sampling frequency was just enough to capture all
signicant macro-scales. If we reduce two times the sampling frequency we
lose substantial information: the variation at the largest principal compo-
nents drops. This means that we lose signicant informations hidden in the
large time scales of the vibration processes connected with the brake event.
If we reduce the sampling frequency further, the amount of the variance in
the largest components drops further. In turn the amount of variance at the
small-amplitude principal components increases. Fig. 3 shows the values of
the variance connected to the principal components of the investigated time
series. As we can see from the Fig. 2b about 90% of the cumulative variance
of the time series is contained in the largest 12 principal components. Thus
we can use S = 12 as statistical dimension of the time series S1. Similar
is the situation with the time series S2. There S = 12 too. The statistical
dimension is much smaller for the time series S3, however. For this time
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Figure 2: Inuence of the sampling frequency on the variance connected
to the principal components. Circles: sampling frequency of the original
record. Triangles: sampling frequency is two times lower in comparison to
the sampling frequency of the original record. Squares: sampling frequency
is four times lower in comparison to the sampling frequency of the original
record.
series the 90% of the variance is contained already in the rst 6 principal
components, i.e. S = 6 here. This is an interesting result. One should
remember that the time series S3 corresponds to a high pressure brake ap-
plication in cold conditions, while time series S2 and S1 correspond to brake
applications with lower pressures, but with higher initial temperatures. Since
the individual braking cases had been extracted from within longer braking
tests, it is dicult to pin down the origin of this behaviour further. Nev-
ertheless, the analysis suggests that sometimes higher, and sometimes much
lower statistical dimensions may result.
With respect to the primary objective of this study, these are quite
remarkable ndings. First of all the results show that there is a surpris-
ingly small number of dominant dimensions, most likely related to the low-
frequency structural dynamics of the system, capturing most of the relevant
dynamics of the overall processes, at least in the somehow energetic sense
of variance. Second, these low-frequency eects are intricately coupled to
the rest of the dynamics, and even the very high sampling rates, which are
about a magnitude higher than what simple reasoning based on the limits of
the audible range would suggest, do not seem completely sucient to sepa-
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Figure 3: Variance connected to the principal components. Sampling fre-
quency is the same as in the original record. Figure (a): time series S1.
Figure (b): sum of the variances of the principal components for the time
series S1. Figure (c): time series S2. Figure (d): time series S3.
rate the slow processes of structural dynamics from the fast processes, that
most likely are generated in the friction interface itself. Of course, also here it
needs to be stressed that the data basis for this study has been comparatively
small, with only three time-series at hand. More work with more extended
data will thus be needed before further conclusions can be drawn.
4.2 Embedding after projection
To further characterise and quantify the data, we use the dominant principal
components as base vectors and project the time series on the subspace of
the principal components corresponding to largest singular values. The in-
formation for large-amplitude slow processes is by this compressed into the
largest principal components. In order to perform appropriately the above
projection, we have to know the dimension of the subspace onto which we
shall project our time series. This dimension is the statistical dimension S
calculated above.
After the projection onto the principal components we can investigate
the chaotic characteristics of the time series (ltered from the remaining
dynamics by the projection on the largest principal components). In order
to do this we shall use the time-delay embedding procedure described below.
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Figure 4: The mutual information I(n). Solid line: S1. Dashed line: S2.
Dot-dashed line: S3.
Before we start let us note that this procedure doesn't lead to one-to-one
image of the corresponding chaotic attractor. The procedure preserves some
topological properties of the attractor due to the invariant measures. Some
of these measures will be obtained below.
In order to perform embedding we need appropriate values of the time-
delay and of the embedding dimension. A candidate value for the time delay
can be obtained on the basis of the quantity called mutual information [44]
M =  
X
i;j
pij() ln
pij()
pipj
: (4.1)
In order to use Eq.(4.1) one has to make a partition of the values of the
time series. Then pi is the probability to nd a time series value in the i-th
interval of the partition. pij is the joint probability that if an observed values
falls in the i-th interval of the partition then the value observed at time 
later falls in the j-th interval of the partition.
Figure 4 shows the results for the calculation of the mutual information of
the investigated projected time series. A good candidate for the delay time
in the time-delay embedding procedure is obtained from the rst minimum of
the mutual information. One can see that for all time series a good candidate
for time delay is tdelay = 4 sampling intervals which corresponds to 2  10 5
s.
Next we have to obtain the minimum embedding dimension. For this we
11
1 2 3 4 5 6-0.2
-0.15
-0.1
-0.05
0
0.05
1 2 3 4 5 6
0
0.01
0.02
0.03
L(n)
1 2 3 4 5 6
n
-0.2
-0.15
-0.1
-0.05
0
0.05
(a)
(b)
(c)
Figure 5: The largest six Lyapunov exponents for the time series (Sano-
Sawada method). Figure (a): time series S1. Figure (b): time series S2.
Figure (c): time series S3.
shall use the concept of the false nearest neighbours [45]. Let the minimum
embedding dimension for the investigated time series be m. In the corre-
sponding m-dimensional delay space the reconstructed attractor will be a
one-to-one image of the attractor in the original phase space and the topo-
logical properties will be preserved. In other words the neighbours of a given
point are mapped onto neighbours in the delay space and neighbourhoods
of the points are mapped onto neighbourhoods again. If the embedding is
in delay space of dimension m < m then in the projection the topological
structure is no longer preserved. Points are projected into neighbourhoods
of other points to which they wouldn't belong in higher dimensions. These
points are called false neighbours. If we increase the dimension m of the
delay space the number of the false neighbours will decrease and when we
reach the desired dimension m the number of the false neighbours will be
very small. Following this algorithm, we have obtained the following values
of m for our time series
 Time series S1: m = 10
 Time series S2: m = 12
 Time series S3: m = 6
Conrming earlier ndings based on dierent techniques [25], the results
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again suggest that most of the dynamics is indeed captured within compara-
tively low-dimensional deterministic dynamics. From a purely data focussed
perspective this nding might not be too surprising. For the mechanical en-
gineer and a structural dynamics point of view this nding is rather counter-
intuitive. The spectral or modal perspective on the vibration properties of a
large technical structure like a friction brake would usually feed the expec-
tation that the broad band interface processes would excite a large number
of vibration modes of the system. And even within the audible range itself,
there would be thousands of modes available to be excited. However, the
present ndings suggest that the structural dynamics is dominated by a very
low-dimensional (sub-)system only.
Additional evidence about the low-dimensionality of the dynamics is ob-
tained by means of correlation dimension. Correlation dimension D2 [46],
[47] is a measure of the dimensionality of the space occupied by a set of
random points. For calculation of this dimension we have used the TISEAN
package [28]. The results for the investigated time series are as follows
 Time series S1: D2 = 3:54;
 Time series S2: D2 = 5:43;
 Time series S3: D2 = 3:08.
4.3 Lyapunov exponents and the Kaplan-Yorke dimen-
sion
The maximum Lyuapunov exponents for the time series have been calculated.
The values are shown in Table 1. Moreover the spectrum of the Lyapunov
exponents has been determined on the basis of the methodology from [48],
[49]. The results are presented in Fig. 5. We can see that for all time series
there are at least two positive Lyapunov exponents. The presence of one
positive Lyapunov exponent with the second largest exponent equal to 0 is
already an indicator for the presence of chaos. When more than one positive
Lyapunov exponent exists, one sometimes talks about hyper-chaos, which
seems to be the case here.
The calculation of the spectrum of Lyapunov exponents allows us also to
calculate the Kaplan-Yorke dimension of the underlying attractors,
DKY = k +
Pk
i=1 Li
j Lk+1 j ; (4.2)
where k is the maximum integer such that the sum of the k largest Lya-
punov exponents is still non-negative. Here one has to deal with the problem
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Time series Maximum Lyapunov exponent Kaplan-Yorke dimension
Time series S1 Lmax = 0:055 DKY = 3:76
Time series S2 Lmax = 0:021 DKY = 5:74
Time series S3 Lmax = 0:043 DKY = 3:32
Table 1: Maximum Lyapunov exponents and Kaplan-Yorke dimensions for
the studied time series.
of spurious Lyapunov exponents. The problem arises from the fact that the
rconstructed phase space has extra dimensions compared to the true phase
space of the corresponding physical system. This leads to extra, so called spu-
rious Lyapunov exponents. Recently Yang, Radons, and Kantz [50], [51] have
used the concept of covariant Lyapunov vectors for identication of spurious
Lyapunov exponents. The covariant Lyapunov vectors can be calculated on
the basis of an algorithm proposed in [52]. Application of this methodology
leads to the Kaplan-Yorke dimensions for the time series as shown in the
third column of Table 1. What is interesting is that the Kaplan-Yorke di-
mension jumps for the time series S2 and has close values for the other two
time series. Again, very small numbers result, which rst of all indicates that
the present analysis and projection approach has been successful.
Again, with respect to the mechanical dynamical system under study, the
smallness of the attractors dominating the slow structural vibration dynamics
is surprising: in engineering dynamics irregular vibration states are usually
thought to be caused by truly high-dimensional processes, accessible through
statistical rather than deterministic analysis. The vibration response of the
structure of a system is generally thought to be such that a large number
of degrees of freedom will be involved. This way of thinking seems to be
originating in the traditional picture of engineering systems to be composed
of a large number of undamped and uncoupled oscillators. The present anal-
ysis suggests that in fact the resulting dynamics is far less complex in terms
of active degrees of freedom than what one could naively think from plainly
counting discrete modes in frequency space, or nodes of a geometry capturing
nite element representation. While the appearance of such low-dimensional
deterministic kernels in complex dynamics seems to have been widely ac-
cepted for long time in the sciences, in engineering there is hardly any data
based proof for it in technical systems. This is why the present system might
be of special interest and importance to the eld.
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Figure 6: h(q) spectra for the time series. Solid line: S1. Dashed line: S2.
Dot-dashed line: S3.
5 Multifractal detrended uctuation analysis
(MFDFA) of the time series
5.1 The MFDFA methodology
Experience, and also the subsequent results, show that the above approaches
yield interesting insights into the dominant slow time-scale and low frequency
dynamics, related to the vibrations of the structure. A complementary per-
spective would be to focus on the dynamical processes taking place at the
friction interface itself, and possibly the interactions between these usually
multi-scale processes with the comparatively slow structural dynamics. For
that purpose, we here employ multi-fractal detrended uctuation analysis
(MFDFA), which has proven highly successful in a number of other scien-
tic disciplines [30], [53], [54]. The idea here is to investigate the long-range
correlations in the inter-maxima intervals in the time series and analyse its
correlation properties.
The long range correlations in time series can be investigated on the
basis of Hurst exponents [55], [56]. When the time series are obtained on the
basis of Brownian motion then the Hurst exponent ie equal to 0:5. When
the process is persistent the Hurst exponent is larger than 0:5. When the
process is anti-persistent the Hurst exponent is smaller than 0.5. For white
noise the Hurst exponent is 0 and for a simple linear trend the exponent is
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Figure 7: (q) spectra for the time series. Solid line: S1. Dashed line: S2.
Dot-dashed line: S3.
1.
If we have time series with appropriate scaling properties by means of
MFDFA we can calculate the spectrum h(q) of the local Hurst exponent [30].
Then we obtain the exponent  and the fractal spectrum f() by means of
the relationships
 = h(q) + q
dh
dq
; f() = q[  h(q)] + 1 (5.1)
as well as the mass exponent q
q = qh(q)  1 (5.2)
The mass exponent supplies evidence for the multifractality of the investi-
gated time series. The monofractal time series has mass exponent q with
a linear q-dependence. q with a nonlinear q-dependence is evidemce for
multifractality.
The realization of the MFDFA method is as follows [30] (see also [31]-
[34]). First of all, on the basis of the time series fxkg, we calculate the prole
function
Yi =
iX
k=1
(xk   hxi); i = 1; 2; : : : ; N (5.3)
Then we divide the time series into Ns = int(N=s) segments and calculate
the variation of each segment. As the segments will not include some data
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at the end of the time series we add additional Ns segments, which start
from the last value of the time series in the direction of the rst value of the
series. In order to calculate the variation we have to calculate the local trend
(the tting polynomial y(i)) for each segment of length s where s is between
some appropriate minimum and maximum values. The variation is
F 2(; s) =
1
s
sX
i=1
fY [(  N)s+ i]  y(i)g2; (5.4)
for the rst Ns segments and
F 2(; s) =
1
s
sX
i=1
fY [N   (  N)s+ i]  y(i)g2; (5.5)
for the second N segments. Finally we obtain the q-th order uctuation
function by averaging over all segments as follows
Fq(s) =
8><>: 12Ns
2NsX
=1

F 2(; s)
q
2
9>=>;
1
q
: (5.6)
The scaling properties of Fq(s) determine the kind of fractal character-
istics of the time series. For mono-fractal time series Fq(s) scales as s of
constant power h for each q. For sequences of random numbers h = 1=2. If
s >> s this value of h would be unchanged even in presence of local corre-
lations extending up to a characteristic range s. If the correlations do not
have characteristic length h will be dierent from 1=2. If the time series ex-
hibit multi-fractal properties (up to the the smallest value of s) the exponent
h is not a constant and becomes a function of the parameter q: h = h(q).
5.2 Results
Having obtained the above results on the dynamics underlying the slow time-
scales, we now turn to the multi-fractal analysis of the time series to gain
further insight into the dynamics from a complementary perspective. Our
goal is just to show that the investigated kind of time series possess multi-
fractal characteristics. The h(q) spectra of the time series S1, S2, and S3 are
presented in Fig. 6. We observe that h depends on q which means that the
time series exhibit multifractal properties up to smallest time scales recorded.
In addition we observe some separation between the spectra for S3 on one
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Figure 8: f() spectra for the time series. Solid line: S1. Dashed line: S2.
Dot-dashed line: S3.
side, and the spectra for time series S1 and S2 on the other side. This can
be seen for an example in Fig. 7 for the (q) spectra, in Fig. 8 for the
f() spectra and in Fig. 9 for the (q) spectra. Probably this means that
the processes recorded in S1 and S2 are similar on a large number of scales,
whereas there is something dierent or additional happening for the case of
S3.
6 Concluding remarks
In this study we have analysed vibration data of a friction brake under normal
operation. Accelerations at a given but arbitrary point on one of the brake
pads have been measured with a sampling rate of 200 kHz. The recorded
time-series have been subjected to a deliberate selection of techniques from
non-linear time-series analysis. Singular spectrum analysis (SSA) has been
combined with principal component analysis (PCA) and time delay phase
space construction (TDPSC). Moreover a multi-fractal detrended uctua-
tion analysis (MFDFA) has been conducted. SSA based PCA and TDPSC
suggest that the measured data clearly manifests a very small number of dom-
inant components, corresponding to the low-frequency structural dynamics.
Embedding analysis and calculation of Lyapunov exponents and attractor di-
mensions moreover shows that within the dominant subspace, the dynamics
can well be characterised as chaotic, with attractor dimensions well below 10.
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Figure 9: (q) spectra for the time series. Solid line: S1. Dashed line: S2.
Dot-dashed line: S3.
The higher principal components show a rather smooth distribution, indicat-
ing the multi-scale nature of the faster processes originating by the sliding
dynamics in the friction interface. The multi-fractal detrended uctuation
analysis (MFDFA) conrms the multi-scale character of the faster processes.
The results suggest a number of interesting conclusions. First, although
the time-series obtained do seem to represent random processes at rst sight,
it turns out that by the comparatively simple techniques applied the under-
lying dynamics may easily be separated into a low-dimensional deterministic
core for the slow, low-frequency part, and a complex multi-scale part. Of
course the separation is in no way trivial, and our analysis also shows that
the data acquisition should indeed be expanded to even higher frequencies
to capture an even larger part of the multi-scale processes. Nevertheless, a
clear distinction between a small number of dominant low-frequency degrees
of freedom and separate multi-scale processes can already be drawn from the
present analysis. Second, the techniques presented might not only be used
as tools to allow further insight into the nature of sliding friction, but might
also be applied to characterise for example brake pad materials or operating
conditions. The techniques applied yield a wealth of quantitative results that
might well be hoped to be useful in system or load characterisation.
Future work will have a number of directions. First, the measurement
basis has to be expanded and even higher sampling frequencies are desirable,
also with multi-point measurements. And second, modelling and simulation
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approaches consistent with the present ndings will have to be developed, also
including model reduction approaches that allow for a satisfactory separation
of scales in line with the actual physics of sliding.
Finally let us note that the results discussed above have been obtained
by the help of many computer programs. We have used the software of the
TISEAN package [28] as well as our own software for multi fractal detrended
uctuation analysis of time series.
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