Abstract-We present fast and accurate solutions of large-scale scattering problems formulated with the combined-field integral equation. Using the multilevel fast multipole algorithm (MLFMA) parallelized on a cluster of computers, we easily solve scattering problems that are discretized with tens of millions of unknowns. For the efficient parallelization of MLFMA, we propose a hierarchical partitioning scheme based on distributing the multilevel tree among the processors with an improved load-balancing. The accuracy of the solutions is demonstrated on scattering problems involving spheres of various radii from 80λ to 110λ. In addition to canonical problems, we also present the solution of real-life problems involving complicated targets with large dimensions.
I. INTRODUCTION
For the numerical solution of scattering problems in electromagnetics, surface integral equations provide accurate results when they are discretized appropriately by using small elements with respect to wavelength [1] . When the scatterer involves closed surfaces, the combined-field integral equation (CFIE) is usually preferred to formulate the problem, since it is free of the internal resonances [2] and provides well-conditioned matrix equations compared to the electricfield integral equation (EFIE) and the magnetic-field integral equation [3] - [5] . Simultaneous discretizations of the scatterer and CFIE lead to dense matrix equations, which can be solved iteratively with the accelerated matrix-vector multiplications (MVMs) by the multilevel fast multipole algorithm (MLFMA) [6] . On the other hand, accurate solutions of many real-life problems require discretizations with millions of unknowns. To solve these large problems, it is helpful to increase computational resources by assembling parallel computing platforms and at the same time by parallelizing the solvers. Recently, there have been many efforts to develop parallel implementations of MLFMA running on clusters of computers connected via fast networks. Thanks to these efforts, it has become possible to solve 20-30 million unknowns on relatively inexpensive computing platforms [7] - [12] .
In this paper, we present our efforts to develop a sophisticated simulation environment based on parallel MLFMA for the solution of large-scale scattering problems formulated by CFIE. Due to its complicated structure, parallelization of MLFMA is not trivial. Simple parallelization strategies usually fail to provide efficient solutions because of the communications between the processors and the unavoidable duplication of some of the computations over multiple processors. Our approach involves load-balancing and partitioning techniques to distribute the tasks equally among the processors. We propose a hierarchical partitioning scheme based on distributing the multilevel tree among the processors with an improved loadbalancing to achieve an efficient parallelization of MLFMA. We demonstrate the accuracy and efficiency of our implementations on scattering problems involving spheres of various radii up to 110λ discretized with 41,883,638 unknowns. We also demonstrate the effectiveness of our simulation environment by presenting examples on scattering problems involving complicated targets with large numbers of unknowns.
II. MULTILEVEL FAST MULTIPOLE ALGORITHM
For the solution of scattering problems involving threedimensional conducting bodies with closed surfaces, discretization of CFIE leads to N × N dense matrix equations
where a n represents the unknown coefficients of the basis functions b n (r) for n = 1, 2, ..., N to expand the surface current density, i.e.,
In (1), Z mn represents the matrix elements derived as
where
and
are the contributions of EFIE and MFIE, respectively. In (4) and (5), t m (r) represents the mth testing function,n(r) is the unit normal vector at the testing point r,
denotes the free-space Green's function in phasor notation with the exp (−iwt) convention, and k = w √ µ is the wavenumber. Similarly, elements of the right-hand-side vector in (1) can be written as
where E inc (r) and H inc (r) are the incident electric and magnetic fields, and η = µ/ is the characteristic impedance of free space. In this paper, surfaces are discretized by using small triangles, on which Rao-Wilton-Glisson (RWG) [13] functions are defined. We use the same set of RWG functions as the basis and testing functions according to a Galerkin scheme. to O(N log N ). This is achieved by considering the matrix elements as the electromagnetic interactions and calculating the far-field interactions in group-by-group manner. A tree structure is constructed by including the scatterer in a cubic box and recursively dividing the computational domain into subboxes (clusters). Then, MLFMA splits the MVMs as
where the near-field interactions denoted byZ NF are calculated directly and stored in memory. For these interactions, the integrals in (4) and (5) on the supports of the basis and testing functions (S n and S m ) are evaluated accurately by employing Gaussian quadrature rules, adaptive integration methods, and singularity extraction techniques [14] - [19] . The rest of the interactions, i.e., the far-field interactions denoted byZ F F , are computed approximately via three main stages performed on the multilevel tree [20] : 1) Aggregation: Radiated fields at the centers of the clusters are calculated from the bottom of the tree structure to the highest level. Oscillatory nature of the Helmholtz solutions requires that the sampling rate for the fields depend on cluster size as measured by the wavelength [21] . During the aggregation stage, we employ local Lagrange interpolation to match the different sampling rates of the consecutive levels [22] . 2) Translation: Radiated fields at the centers of the clusters are translated into incoming fields for other clusters. 3) Disaggregation: The total incoming fields at the centers of the clusters are calculated from the top of the tree structure to the lowest level. At the lowest level, the incoming fields are received by the testing functions.
During the disaggregation stage, we employ local Lagrange anterpolation (transpose interpolation) method to match the different sampling rates of the consecutive levels [22] , [23] . The tree structure of MLFMA includes L = O(log N ) levels. At level l from 1 to L, the number of nonempty boxes (clusters) is N l , where
In our implementations, radiated and incoming fields of the clusters are sampled uniformly in the φ direction, while we use the Gauss-Legendre quadrature in the θ direction. There are a total of S l = (T l + 1) × (2T l + 2) samples required for a cluster in level l, where T l is the truncation number determined by the excess bandwidth formula as [21] 
In (9), a l is the cluster size at level l and d 0 is the desired digits of accuracy. We note that
Considering the number of clusters (N l ) and the samples of the fields (S l ), all levels of MLFMA have equal importance with N l S l = O(N ) complexity in terms of processing time and memory.
III. PARALLELIZATION OF MLFMA
Because of its complicated structure, parallelization of MLFMA is not trivial and simple parallelization strategies usually fail to provide efficient solutions. For the parallelization of MLFMA, the main task is to distribute the tree structure among the processors. Since all levels of MLFMA have equal importance with O(N ) complexity, an efficient parallelization of MLFMA should attempt to obtain the best partitioning for each level.
A. Partitioning of the Tree Structure
For the efficient parallelization of MLFMA, we use a hierarchical partitioning scheme, where both the clusters and and the samples of the fields are partitioned for all levels. This strategy is illustrated on a 4-level tree structure in Fig. 1 , where the levels are represented by two-dimensional rectangular boxes including various numbers of clusters (horizontal dimension) and samples of the fields (vertical dimension). Each level is partitioned among 16 processors. Using the hierarchical strategy, we adjust the numbers of partitions appropriately by considering the numbers of clusters and the samples of the fields. As depicted in Fig. 1 , the clusters in the lowest level are distributed among all processors without any partitioning of the fields. As we proceed to the higher levels, however, the numbers of partitions for the clusters and the fields are systematically decreased and increased, respectively. In this way, the computations for all levels are distributed among the processors with improved load-balancing.
To demonstrate the improved efficiency of the hierarchical parallelization, we present the solution of a scattering problem involving a conducting sphere of radius 30λ discretized with 3,319,524 unknowns. The sphere is illuminated by a plane wave and 7-level MLFMA is used to solve the problem on a cluster of 2.33 GHz quad-core Intel Xeon processors connected via an Infiniband network. Fig. 2 depicts the efficiency when the solution is parallelized into 2, 4, 8, 16, 32, and 64 processors. The parallelization efficiency is defined as
where T p is the processing time of the solution with p processors. In addition to the hierarchical parallelization, we consider simple and hybrid partitioning schemes. In the simple partitioning scheme, clusters in all levels are distributed among the processors and each cluster at any level is assigned to a single processor [11] . In the hybrid partitioning scheme, however, different strategies are applied for the lower and the higher levels of the tree structure; depending on the level, only the clusters or the samples of the fields are distributed among the processors [10] . All parallelization strategies are optimized via load-balancing algorithms. Fig. 2 shows that the hierarchical parallelization offers higher efficiency compared to both simple and hybrid parallelization schemes. Using 64 processors and the hierarchical parallelization, the efficiency is 80%, which corresponds to 25-fold speed-up compared to the two-processor solution.
B. Communications in Parallel MLFMA
In parallel MLFMA, processors need to communicate with each other to transfer data, which must be organized carefully. Using the hierarchical partitioning scheme, there are three different types of communications required in the MVMs. As an example, we consider the third level of the tree structure in Fig. 1 , where both the clusters and the samples of the fields are divided into 4 partitions. Fig. 3 depicts the processor assignments from p = 1 to p = 16.
1) Communications for translations: Due to the partitioning of the clusters, some of the translations are related to basis and testing clusters that are located in different processors. Therefore, one-to-one communications are required between processors to perform these translations. As an example, processor 11 communicates with processors 9, 10, and 12 in Fig. 3 . 2) Communications for interpolation and anterpolation operations: Due to the partitioning of the samples of the fields, interpolation operations during the aggregation stage require communications between the processors [10] . In general, each processor needs samples that are located in other processors. Partitioning the samples only along θ direction, these communications are mainly required between the processors located "close to each other." As an example, processor 11 communicates with processors 7 and 15 in Fig. 3 . Similar to the interpolations in the aggregation stage, some of the data produced by the anterpolation operations during the disaggregation stage should be sent to other processors via one-to-one communications. 3) Communications to modify the partitioning: Using the hierarchical parallelization strategy, the partitioning should be changed between levels during the aggregation and disaggregation stages. This is achieved by exchanging data between pairs of processors. For example, following the aggregation operations from level 3 to level 4 in Fig. 3 , processor 11 exchanges data with processor 12. Similarly, data exchanges are required following the disaggregation operations from level 4 to level 3. Finally, to improve the efficiency of the parallelization, we use nonblocking send and receive operations of message passing interface (MPI) to transfer the data in all communications.
IV. RESULTS
By constructing a sophisticated simulation environment based on parallel MLFMA, we are able to solve scattering problems discretized with tens of millions of unknowns. As an example, we present the solution of large scattering problems involving spheres of radii 60λ, 80λ, 96λ, and 110λ, which are discretized with 13,278,096, 23,405,664, 33,791,232, and 41,883,648 unknowns, respectively. For each problem, we construct the multilevel tree structure by using a top-down strategy, where the target is enclosed in the smallest possible cubic box and the computational domain is recursively divided into subboxes until the size of the clusters is in the range from 0.15λ to 0.30λ. The details of the tree structures are listed in Table I , including the number of levels, total number of clusters, size of the clusters, and the truncation number T l in the lowest and the highest levels involving translations. Spheres are illuminated by a plane wave propagating in the −x direction and the scattering problems are solved by an MLFMA implementation parallelized into 16 processes running on a cluster of 2.33 GHz quad-core Intel Xeon processors To present the accuracy of the solutions, Fig. 3 depicts the normalized bistatic radar cross section (RCS/λ
2 ) values in decibels (dB) for the spheres of radii 80λ, 96λ, and 110λ. To calculate the radiated fields due to the induced current on the object, we also employ the multilevel tree and calculate the radiation of clusters from the lowest level to the top of the tree structure. Then, the overall radiation of the object in a direction (θ, φ) is interpolated from the radiation of the clusters in the top level. In Fig. 3 , analytical values obtained by Mie-series solutions are plotted as references from 150
• , where 180
• corresponds to the forward-scattering direction. We observe that the computational values are in agreement with the analytical curves. For more quantitative information, we define a relative error as
where A and C are the analytical and computational RCS values, respectively, ||.|| 2 is the l 2 -norm defined as
and S is the number of samples. For the spheres of radii 80λ, 96λ, and 110λ, the relative error is 0.045, 0.045, and 0.047, respectively, in the 150 • -180
• range. Next, we present the solution of a real-life problem involving the Flamme, which is a stealth airborne target, as detailed in [24] . The nose of the target is in the x direction and it is illuminated by a plane wave propagating in the x-y plane at a 30
• angle from the x axis (from φ = 30 • ) with the electric field polarized in the θ direction. As detailed in Table III , the problem is solved at 12 GHz, 16 GHz, and 20 GHz. The maximum dimension of the Flamme is 6 meters, corresponding to 240λ, 320λ, and 400λ at these frequencies, while discretizations with λ/10 mesh size lead to 14,326,512, 24,782,400, and 33,685,440 unknowns, respectively. Table III shows that the solution of the largest problem with 33,685,440 • and 210
• correspond to the back-scattering and forward-scattering directions, respectively.
V. CONCLUSION
In this paper, we consider fast and accurate solutions of large-scale scattering problems formulated by CFIE. Using an efficient parallel implementation of MLFMA, we are able to solve problems discretized with tens of millions of unknowns. 
