ABSTRACT There are, in general, two methods of load monitoring which are intrusive load monitoring and non-intrusive load monitoring (NILM). The NILM method has attracted considerable research interests, since it only requires a set of voltage and current sensors to be installed at the electrical service entry (ESE) for load disaggregation. However, the main challenge of NILM is to accurately analyze data from the ESE and determine the electrical consumption of each appliance. A single load signature (LS) has some limitations and may not be used for the load disaggregation under all circumstances. Thus, the methods such as committee decision mechanism (CDM), which employ multiple LSs for load disaggregation, have been proposed. However, the CDM requires extensive calculations. This paper presents a new NILM method that combines a cascade-filtering approach with the CDM. The proposed method enhances the load identification capability of the NILM. A platform is built to validate the proposed method. The experimental results indicate that the identification accuracy of the proposed method is higher compared with the existing NILM methods. Moreover, the computation burden is much less when compared with the CDM method, demonstrating the high computational efficiency of the proposed method.
I. INTRODUCTION
An energy management system (EMS) usually refers to a system of computer-aided tools to monitor, control, and optimize the performance of a system, which could be as large as the power transmission system or as small as a building or a house. An EMS has become an important subject due to energy shortage and global warming. One of the key functions of an EMS is load monitoring. Generally, the monitoring strategies are classified as intrusive load monitoring (ILM) and nonintrusive load monitoring (NILM) [1] . An ILM refers to a load monitoring method which employs a sensor for each appliance. Although an ILM method can precisely measure the energy consumption of a specific appliance, it is disadvantageous in terms of installation complexity and costs. In contrast, NILM algorithms are designed to disaggregate what appliances might be currently functioning from a supervised power line which does not require the service provider personnel or home owner to be physically present and visually observe the ON/OFF status of each appliance. The data collected could even be transmitted to a central database unit via existing transmission infrastructure in a wireless or wired media for further processing [2] . This can drastically reduce the hardware and maintenance costs because only one set of voltage and current sensors needs to be installed at the electrical service entry (ESE). Nevertheless, the main challenge of NILM is to accurately analyze data from the ESE and to determine the electrical consumption of each appliance.
Generally speaking, NILM can be categorized by learning types -supervised NILM and unsupervised NILM. Supervised NILM refers to performing disaggregation with the aid of labeled appliance data. The data normally consists of sub-metered appliance power data, or a phase in which appliances are turned on one by one, and labeled manually. Unsupervised NILM refers to performing disaggregation without prior knowledge on the set of present appliances. Although unsupervised learning does not require data labeling, it is a difficult problem for the following reasons [3] : Firstly, different sampling rates can lead to feature loss. Secondly, there are vastly different power signatures amongst the same type of appliances. Hence, forming generic appliance models for one type of appliance is difficult. Thirdly, it has problem dealing with small loads and complex loads such as multi-state appliances.
Application of NILM to demand response (DR) has a substantial advantage in terms of analyzing the energy consumption of major household components for a certain period of time. The information gathered through NILM without human intervention can be passed as input to energy optimization problem that aims for effectively scheduling each appliance according to the varying price of electricity set by the utility company [4] . These price tariffs are usually higher in peak hours and lower in off peak hours. DR programs try to optimize the energy balance by reducing the power consumption during peak hours of usage and shift the demand to off peak hours. Additionally, the NILM provides an extensive database which can be used for short or long term load forecasting by performing a usage behavioral analysis of daily energy consumption pattern for every equipment possessed by the home owner [5] .
The main objective of this paper is to propose a simple supervised NILM system, which can be easily implemented either in a school laboratory or in a household. The proposed method employs multiple Load Signatures (LSs) for load disaggregation. It combines previously proposed multiple LS methods such as Committee Decision Mechanism (CDM) and Cascade Filtering (CF) Methods to enhance the identification rate and reduce the computational burden of the existing multiple LSs methods. The rest of the paper is organized as follows. Section II provides a comprehensive literature review on NILM. Section III describes the proposed method. Section IV describes NILM platform being used in this work. The experimental results are presented in Section V. Finally, Section VI concludes the paper.
II. LITERATURE REVIEW
The NILM was first developed in the 1980s by Hart [6] . LSs used by this method are mainly real power (P) and reactive power (Q). A LS based on P or Q has two fundamental problems. Firstly, it is not uncommon that two or more appliances (or combination of appliances) may draw similar P or Q. For instance, a combination of an electric cooker (750 W), blender (150 W) and hair dryer in low speed mode (200 W) draw a similar real power as a vacuum cleaner (1100 W) does. It is quite challenging to distinguish them by using P as LS. Secondly, low power devices among several large power consumption appliances may not be identified appropriately. For instance, a Compact fluorescent (CFL) lamp (25 W) and vacuum cleaner (1100 W) are turned on at the same time. Since the total power consumption is almost the same as the vacuum cleaner's power rating, false identification may be resulted if P is used as LS. Over the past two decades, there have been various methods proposed for establishing various LS's for the NILM [7] , [8] .
In general, they can be categorized as steady-state methods, e.g., power harmonics and steady-state current waveforms, and transient methods such as starting current transient waveform and transient power [9] . The following subsections briefly describe these two methods:
A. STEADY-STATE BASED METHODS
The use of current harmonics as a LS has been proposed in [10] . This method cannot be used for linear or quasilinear loads since their harmonic contents are very low. Shaw et al. [11] have used the concept of spectral envelope (SE). The SE is a vector of the first several coefficients of the short-time Fast Fourier Transform (FFT) of the transient current signal. The problem of this approach is that excessive training is required for each particular appliance before NILM can be performed. Gupta et al. [12] proposed to analyze steady-state voltage noise caused by the switch mode power supply of home appliances for disaggregation. The steady-state shape features of V-I trajectory as LS for load identification has been proposed in [13] . Additional wave shape feature of V-I trajectory is employed in [14] . In addition to the instantaneous voltage-current matrices considered in [13] , the span of the trajectory which represents the vertical distance between highest and lowest I-coordinate is proposed as a new shape feature. However, those mentioned methods are computationally intensive and prone to error for identifying smaller loads. Huang et al. [15] have used Fryze decomposition to extract active (i a ) and nonactive (i f ) currents of an appliance, and showed the superiority of non-active current in terms of load identification of similar loads.
B. TRANSIENT BASED METHODS
Patel et al. [16] monitor electric noise on the power line caused by the switching of electrical loads in a socket for transient signal. However, as suggested in [12] , these noise signatures may depend on the household electrical wiring so that an appliance connected to a different socket may not correctly be detected. Chang et al. [17] employ a turnon transient energy algorithm for load identifications. Later, Chang et al. [18] use wavelet coefficients to obtain the transient power spectra. Similarly, S-transform based transient feature extraction scheme is proposed in [19] . It is claimed that the time-frequency resolution of S-transform outperforms FFT and Wavelet Transform (WT) based transient feature extraction methods. These algorithms, however, require a high sampling rate to accurately capture the detailed variations in the transient waveform.
Most of the above methods are established based on high frequency sampling rate. Apart from these types of LSs, there VOLUME 6, 2018 have been recent trends in developing low frequency appliance features such as time of the day, on and off duration distribution, frequency of appliance and correlation between the usages of different appliances. These features are extracted from a time series of load data collected for a number of days or weeks with low sampling rates. Basu et al. [20] proposed a generic methodology using distance based temporal sequence disaggregation algorithm. This method utilizes a database consisting of energy consumption sampled at every ten minutes for all high energy electric appliances in one hundred households during a whole year. Kim et al. [21] investigated the performance of unsupervised disaggregation using a conditional factorial hidden semi-Markov model. However, these low frequency sampling approaches have a major drawback in detecting low energy consuming devices.
The transient methods make use of transient signatures by extracting time-domain features such as shape, size, and overshoot. These features can only be extracted if the sampling rate is high [22] . Therefore, steady-state methods are the more feasible approaches due to lower hardware costs, and will be mainly considered in this paper. Although the LSs that have been previously proposed can generally identify some home appliance apart, different LSs have their own inherent shortcomings and may result in false identification under certain circumstances. Hence, some scholars [23] , [24] - [26] proposed to combine a few of the LSs to increase the identification accuracy. A blend of LSs comprising current harmonics and raw current waveform is proposed for monitoring miscellaneous electronic loads in [26] . The authors use distance based measurement to find the closest possible appliance harmonics feature, and a partial least square regression method to compute the relation between a measured raw current waveform and the corresponding known waveform features.
Once a LS or a group of LSs is extracted, then the load disaggregation algorithm determines the status of each appliance for a certain period of time with a reasonable degree of accuracy. Generally, feature extraction and disaggregation are correlative complementary processes of NILM system. If certain LSs are not unique enough to differentiate some electrical appliances, the performance of the disaggregation method needs to be robust as much as possible in order to meet the desired level of accuracy. The vice-versa is true. For the same level of accuracy, the features have to be very specific to each appliance in case the identification efficiency is somewhat weak. A variety of (Load Disaggregation) LD and (Load Identification) LI methodologies are described in the literature. They can be, in general, classified as supervised, semi-supervised and unsupervised learning. There are several unsupervised learning techniques proposed for NILM applications [27] - [29] . For example, signal graph technique as proposed in [30] - [32] can be considered as an extension of classical signal processing technique. Each element in the data set is assumed as a node in a graph model. The directed edges and weight of the elements are defined by adjacency matrix. Hidden Markov Model (HMM) [33] , [34] utilizes the hidden variables are used to model states of individual appliances (for example ON, OFF, Standby, and etc) while the observed variables are used to model electric usage. Semi supervised learning [35] , [36] means to handle unlabeled data whose class labels need to be predicted. Extreme learning [37] was proposed to surmount the slow speed of the normal machine learning such as ANN. However, to gain satisfactory performance, a lot of historical data are also required by artificial Intelligence related method, and the performance is highly dependent on the training data.
For supervised learning, a pattern recognition algorithms such as Artificial Neural Networks (ANN) and Support Vector Machines (SVM) are usually used to identify the appliance through rigorous learning process of specific features using a series of training data [17] , [38] . These approaches basically impose extensive computational resources to train the NILM system and also require the willingness of the house owner to collect the desired data for days or weeks. Another approach is to rephrase the identification method into optimization problem defined with a distance based objective and certain appliance specific constraints. Then, the mathematical model can be solved using Integer Programming (IP) [39] or meta-heuristics such as Ant Colony System (ACS) [19] , A Genetic Algorithm (G) or Particle Swarm Optimization (PSO). The demerit of using optimization as a disaggregation method is that the problem is susceptible to curse of dimensionality as the number of appliances grows and the dimension of the LSs increases. Herie [40] has developed a disaggregation algorithm that includes a switching function, a truth table matrix, and a matching process. However, any appliance consuming lower power compared to the others may cause a significant error during the matching process. Furthermore, a CF approach has been proposed in [24] . The CF method excludes non-similar candidate appliance at each cascade stage to improve the identification rate. Nevertheless, the disaggregation result is still determined by a single LS at the final stage after the CF process. Thus, the disaggregation accuracy may be dependent on the type of the LS placed at the last stage. CDM for load disaggregation is proposed in [25] . The committee is formed by several different LSs, and the disaggregation result is determined by the majority vote of these members. This method can fully employ each LS, but at the same time, it increases the calculation burden as many computation operations are needed. This paper presents a new supervised NILM method which utilizes multiple LSs and combines CF with CDM for accurate load disaggregation. First, the CF approach is used to filter out some of the unlikely combinations, and then the CDM approach is employed to make the final decision. Fig. 1 shows a flowchart representation of the proposed method. The proposed method essentially consists of six modules including data acquisition, data-preprocessing, feature extraction, database, CF, and CDM. Since the data acquisition unit has been described in Section III, the following describes the other five modules of Fig. 1 .
III. PROPOSED METHOD

A. DATA-PREPROCESSING MODULE
In order to decrease the variability of LSs caused by the voltage fluctuation, equations (1) and (2) given below are used to normalize the amplitudes of the voltage and current [7] . The value of 110V corresponds to the nominal voltage of the distribution system in Taiwan.
In (1) and (2), V ma_norm and I ma_norm denote the normalized voltage and current, respectively, V rms is the rms value of the ESE voltage v(t), and i(t) is the ESE current. Phase angles of the LSs extracted from the ESE signals also need to be aligned with those from the database to avoid any misjudgment. Otherwise, the disaggregation algorithms will falsely identify two identical loads as two different ones. The phase angles are aligned with the reference voltage using (3) and (4).
Note that dispoint represents the number of points required to be shifted, angle refers to the phase angle of the fundamental voltage, shift is the phase-shift operation, N T represents the number of samples per cycle in (5) , and N p represents the number of points to be shifted in (6 
B. FEATURE EXTRACTION MODULE
This paper selects features in accordance with featureadditive criterion [25] . We use active and reactive power feature (PQ), harmonics feature (HAR), current waveform (CW), and non-active current waveform (I f ) as the LSs.
The following briefly describes each of the four features.
1) ACTIVE AND REACTIVE POWER (PQ)
The PQ formulas are given by (7) and (8) as follows:
where V and I are the magnitudes of voltage and current, respectively, φ k is the phase difference between voltage and current, and k is the harmonic order. Fig. 2 shows the PQ diagram of electric cooker and vacuum cleaner with and without data-preprocessing being applied. The circles indicate 0% voltage variation without data-preprocessing, whereas the squares indicate 5% voltage variation without datapreprocessing. Similarly, the diamonds in the figure indicate 0% voltage variation with data-preprocessing, and the stars indicate 5% voltage with data-preprocessing. As shown in the figure, the circles and the squares are close to each other whereas the diamonds and stars are far away from each other. This indicates that the variability of the PQ values caused by voltage fluctuation is much less if V and I are first normalized according to (1) and (2) . This highlights the importance of data-preprocessing. 
2) HARMONICS (HAR)
To obtain the current harmonic content, fast Fourier Transform (FFT) is employed. Since the harmonic contents of most of the home appliances are not significant after 15 th harmonic [23] , harmonics from 2 nd to 15 th are considered as VOLUME 6, 2018 one of the load signatures. Fig. 3 shows the harmonic features of several appliances with their magnitude normalized. The figure indicates that the CF lamp has strong odd-order harmonics, the electric kettle is similar to a purely resistive load, and the hair dryer in low speed (L) contains much more significant even harmonics than that in high speed (H). 
3) CURRENT WAVEFORM (CW)
Current waveform (CW) in the time domain provides one of the most complete sets of information to describe load behavior. If the phase of the data acquisitions is inconsistent, it would lead to identification problems. Fig. 4 shows the CW of the hair dryer (at low speed) with and without data-preprocessing. When the phase angle alignment procedures (i.e. (3)- (6)) are applied, the normalized root mean square error (NRMSE) between the cases of 0% and 5% of the input voltage variation is 0.89%. However, its NRMSE without data-preprocessing is 11.98%. Hence, data-preprocessing can significantly reduce the NRMSE. Fig. 5 shows the CW of various appliances such as CF lamp, electric kettle, and hair dryer.
4) NON-ACTIVE CURRENT (I f )
Based on Fryze power theory, current can be decomposed into active (i a ) and non-active (i f ) currents, as stated in (9) . i a (t) is the active current, resulted from an orthogonal projection in the direction of the source voltage, and is expressed as (10) .
where v rms is the root mean square voltage of the ESE voltage, v(t). Active current is responsible for the transference of average energy to the load [15] . The nonactive current (i f (t)) is defined to be orthogonal to the source voltage, and is associated to any type of disturbance and oscillation that affect the instantaneous power, but does not transfer average energy to the load. Figs. 6 and 7 show the active and non-active currents of a blender, fan, and laptop. The data-preprocessing procedure for i a and i f is similar to that of CW.
C. DATABASE
The database in the paper is referred as a table that collects the LSs of individual loads so that a disaggregation algorithm is able to determine whether the measured ESE signals match with those from the database. It plays an essential role in the NILM system as it is needed for load identification. In the proposed scheme, we will store four LSs of the appliances, i.e. the PQ, HAR, CW, and i f LSs. All the four features will be recorded for various appliance combinations. 
D. CASCADE-FILTERING (CF)
CF can narrow down the candidate appliance combinations by filtering out some of the unlikely combinations. The technique extensively involves a rigorous filtering process using a one-to-one comparison of unknown incoming LS and stored known LS in the database. Some of the unlikely appliance combinations which are quite dissimilar to the unknown appliance with respect to PQ LS are reduced from the total pool of possible combination of appliances. Then, only the ones exhibiting similar LSs to the unknown device (or combination of devices) will be forwarded to the next stage to be filtered with respect to HAR LS. Similar procedures are executed for other LSs, sequentially. The filtering process halts when all type of LSs considered have been already utilized. The criterion for evaluating the likeliness is based on the similarity index [25] stated in (11) . Note that (11) is the formula to measure the similarity between two loads. The higher the value of the similarity index is, the more likely the two loads are identical.
where a corresponds to the LS extracted from the ESE signal, b corresponds to one of the database combinations, y k|(a,j) is a point k of feature j from appliance combination a, and N is the total number of points of feature j.
The following is a simple example to illustrate CF: A 500 W electric kettle and a 750 W electric cooker are operating. Assume that the ESE signals have been sent to the NILM meter and that there are three possible appliance combinations from the database, which potentially match with the current operation. These possible candidates are (i) a 500 W electric kettle and a 750 W electric cooker, (ii) a 750 W electric cooker, and (iii) a 1100 W vacuum cleaner. Fig. 8 shows the values of the similarity indices when PQ and HAR are respectively used as LSs. Note that b in (11) in this case corresponds to (i), (ii) and (iii). When PQ is used as a LS, the similarity indices for b=(i) or b=(iii) are more than 0.98. For HAR the similarity indices for b= (i) or b=(ii) are more than 0.98 instead. Therefore, if single feature is used, as indicated from Fig. 9 , it easily leads to unsettled decision or incorrect identification. On the other hand, if the CF system is used as indicated in Fig. 10 , the correct combination can easily be identified because the unlikely candidates have been filtered out first. The above example explains how the CF can improve the identification rate.
In the proposed method, we use three cascaded stages, which are PQ, HAR, and CW, as shown in Fig. 11 . These series of CF reduce the candidate appliance combinations. As Fig. 11 indicates, each filtering stage eliminates the unlikely candidates and reduces the number by 1/3. Note that if the number of candidates (N) is not divisible by three, ceil(N ) number of candidates will be filtered out. After the filtering has been accomplished, the remaining candidates are passed to the CDM stage. The reduction in only half number of combinations is on the basis of minimizing the possibility of eliminating the correct appliance combination in the remaining set of combinations passed to the next stage. The number of combinations can be reduced or increased; however, it is a trade-off between computational time and accuracy. Large number of combinations passed to the next stage incurs more comparisons while it assures the correct appliance combination to exist in the remaining set. A reduction in half number of combinations in every CF stage is found to be optimum after pursuing a series of experimental tests. Fig. 12 shows the proposed CDM diagram where PQ, HAR, and i f are the committee members for making disaggregation decisions. In order for the committee to make a decision, an evaluation criterion is required. In [25] , the authors proposed to use Least Unified Residue (LUR) as one of the evaluation criterion. The LUR is a measure between an unknown signature compared with the known database items, and is calculated as follows:
E. COMMITTEE DECISION MECHANISM (CDM)
First, we define an individual residue (IR (i,j) ) of an unknown which has a feature signal (y k|j ) and it is compared to feature j of appliance combination, (ŷ k|(i,j) ) as given in (11) .
In (12), N is the total number of points in feature j. Note that the IRs are first normalized. Then, the IRs of different features are multiplied to form a unified residue (UR) for a candidate as follows:
In (13), M is the total number of features considered. Finally, the LUR is defined as:
where is the database pool of candidates.
With the LUR, we can identify an appliance in the candidate pool which has the least matching residual while all of the extracted features are taken into consideration.
The majority of the proposed committee members for the final CDM stage are the same as the forming members of the filtering process. This effectively keeps the memory used for the database small, and the computation burden is much lower than the conventional CDM. The computation burden is defined as the number of computation operations executed by a particular disaggregation algorithm in order to perform the identification task. Hence, it is directly linked to the amount of resources needed by the algorithm for solving the identification problem. The computation operations mainly include additions, multiplications and comparisons executed by the disaggregation methodology. The total number of computation operations in the proposed method is expected to be lower than that of the CDM method. This is due to the fact that most of the appliance combinations that are dissimilar with the unknown composite load to be identified are eliminated in the CF stage. Hence, the CDM stage of the proposed method is left with fewer combinations for load identification.
IV. NILM PLATFORM
A NILM platform is built to validate the performance of the proposed method. The experimental results indicate that the identification accuracy of the proposed method is higher, as compared to the existing NILM methods. Moreover, the computation burden is much less when compared to that of the CDM method. Fig. 13 shows a photo of the developed NILM platform, which consists of a variac, a pair of current and potential transformers, automatic measurement switches, a graphic user interface, electric sockets, and home appliances. The individual components for the proposed NILM platform are described as follows.
A. VARIAC
The purpose of the variac is to adjust the voltage at the sensors of the ESE. It emulates the possible ESE voltage variations. Typically, a ±5% voltage variation will be observed at ESE in Taiwan.
B. POTENTIAL TRANSFORMER AND CURRENT TRANSFORMER
As shown in Fig. 13 , a pair of potential (PT) and current (CT) transformers is installed at the panel board. They are used to collect the voltage and current signals at the ESE. Their ratings are given in Table 1 . 
C. DATA ACQUISITION
The collected signals are sent to the personal computer (PC) via a 16-bit data acquisition (DAQ) card. The DAQ card is a low-cost one which has eight analogue input and two analogue output channels with a maximum of 21 kHz sampling rate.
D. AUTOMATIC MEASUREMENT SWITCHES
Automatic switches are designed to control the power outlets in order to facilitate the measurement acquisition and create the database for various LSs. They do not have any role for identification purpose. Since all the LSs extracted are steady-state power signatures, they are recorded when the steady state is reached. Therefore, the turn-on/off transients caused by the switch actions do not affect the measurements of LSs. Manually manipulating the power button on each device is not an effective way of executing the task as it incurs long time to record all the LSs that belong to each appliance. It may also happen that the device's power button or the device itself could be easily damaged in the process. Hence, automatic switches were installed. These switches are indicated in Fig. 13. Fig. 14 shows the schematic diagram for controlling an electric appliance. A signal is sent from the PC via the DAQ card to control the Bipolar Junction Transistor (BJT) to turn on/off the appliance. When the BJT is on, the relay coil CR is excited, causing the switch CR-1 to be closed, and the outlet is connected to the ESE voltage. Since the appliance is always connected to the outlet with its switch on, the described set-up automatically turns on/off the appliances. Note that only individual load is recorded for the database. The combination of loads are created by adding the individual loads.
E. GRAPHICAL USER INTERFACE (GUI)
The GUI is essentially developed to make the NILM system easier to operate by the end-user. It requires less experience and training compared to a command line interface where the household may need to bear a prior knowledge of some sophisticated control and monitoring commands to fully utilize the NILM system. On the GUI of the NILM system we have developed, the statuses (ON/OFF) of the home appliances are shown, and the voltage, current and power consumption of currently operating devices are monitored in real time. In addition, the user can manage and control the appliances from the GUI remotely without the need of physically altering the power switches associated with the power outlets of the appliances. The GUI is developed using LabVIEW and Matlab.
V. TEST RESULTS
This section presents two test results. One test results stem from the experimental set-up, depicted in Section III. The experimental set-up consists of some of the most commonly found household appliances at the same time considering a wide array of power ratings in order to introduce diversity. The power ratings vary from a lamp with lowest power consumption (18 W) to a vacuum cleaner with highest power consumption (1100 W). The voltage and current signals from the ESE are sampled at 2.1 kHz. The PQ, HARM, CW and Non-active currents are then extracted from these signals. Then, the proposed method is used for load disaggregation. One of the challenges in this case is that the power rating of one appliance (i.e lamp) is much smaller than that of another one (i.e vacuum cleaner). The other challenge is the power consumption of some combination of appliances is happened to be similar with that of another individual appliance. For instance, a combination of blender and hair dryer (low speed mode) draws power similar to that of an Oven. The other test is from the public data, PLAID (the Plug Load Appliance Identification Dataset) [41] . PLAID includes current and voltage measurements sampled at 30 kHz from 11 different appliance types. In this test, we will investigate the robustness of some of the existing methods and proposed method by adding Gaussian noise in the dataset, and the number of the load combination being tested is 1092.
A. TEST 1 For comparison of various methods, ten different electric appliances, as listed in Table 2 , are tested. If we consider that there are maximum 3 loads on simultaneously, there will be 175 possible combinations. We used F 1 score to assess the accuracy of each method in term of identifying load or combination loads. F 1 (also called F 1 score) is a common parameter in statistic to measure precision of classification model. Essentially, load identification is considered as a classification problem. The formula to calculate F 1 is shown in (15) .
where PPV stands for positive predicted value and TPR for true positive rate. PPV and TPR can be calculated respectively by (16) and (17) . Finally TP, FP, FN can be calculated based on the confusion matrix in Fig. 15 .
Another parameter to assess the accuracy is detection accuracy rate (DAR) The DAR is defined by:
where N dis is the total number of events that is accurately recognized, and N tru is the number of events that actually occurred. F 1 and DAR of the proposed method are compared to two type of existing approaches: single feature and multiple feature based methods. The first three single feature based methods, PQ, CW, HAR which are named after their signatures are mostly found in the literature and have been extensively used by many NILM researchers. On the other hand, the CDM based on the work of [24] is the state of the art load disaggregation multiple feature based method that combines several types of LSs together. The CDM uses PQ, HAR, CW, Eigenvalues (EIG), instantaneous admittance waveform (IAW) and instantaneous power waveform (IPW). The comparison of single LS approaches against multiple LS approaches helps to appreciate the performance of multiple LS methods for improving the F 1 and DAR. Based on our experiment, we find that F 1 for PQ, CW, HAR and conventional CDM respectively are 43.08%, 85.71%, 55.56%, 68.18%. However, the proposed method can achieve 89.88%. DAR assessment shows 42.86%, 85.71%, 57.14%, 71.43% for respectively PQ, CW, HAR and conventional CDM and 92.86% for the proposed method. Fig. 16 Table 3 shows the number of computation operations such as the number of additions, multiplications and comparisons for the conventional CDM and the proposed method. As the table shows, the proposed method in general requires much fewer number of computation operations, except for the comparison operations. Since the proposed method uses the CF to eliminate some of the unlikely candidates, the number of comparisons required is higher than that of the CDM. Nevertheless, the total number of computational operations of the proposed method is still about four times lower than that of the conventional CDM. Therefore, the proposed method not only enhances the recognition rate but also reduces the calculation burden.
B. TEST 2
The objective of Test 2 is to know the robustness of each method against noise. The public data, PLAID are utilized to validate the proposed method. Thirteen individual loads listed in Table 4 can form several combinations. Supposing there are maximum four loads which are on simultaneously, there will be 1092 possible combinations. Because the public dataset only provide information of individual load, information of combination loads are obtained by combining k combination load together. Combining process are done by adding up current together and taking average of voltage of corresponding combinations. Five-hundred testing data are randomly obtained from the possible combinations, and were corrupted by Gaussian noise. The experiments were conducted in multiple times with different Signal-to-Noise Ratio (SNR). The F 1 and DAR results are shown respectively in Table 5 . As can be seen from Table 5 , the precision of single LS approaches drastically decrease when the SNR decrease. CDM can perform better than them. However, the accuracy is still less than 95%. On the other hand, the proposed method can still maintain high identification rate when SNR decrease. This is clear that the proposed method is more robust than the single LS approaches as well as conventional CDM.
Disaggregation of all devices in a larger-scale system such as a commercial building is very challenging. Towards that end, researchers [42] , [43] envision to build appliance signature databases, to be shared in a cloud for NILM. The proposed method can be potentially extended to such a largescale system and can be used to identify devices or types of loads, depending on the granularity of the established database.
Based on experiments conducted in tests 1 and 2, the proposed method not only reduces the computation burden of the CDM but also enhances the identification rate of each committee member, leading to better load disaggregation results. The proposed method also outperforms the existing single feature based NILM systems as it exploits the characteristics of different multiple LSs efficiently. The key contributions of this paper are summarized as follows:
• It utilizes the steady state LSs which are extracted with low sampling rates compared with the transient features [11] , [16] - [19] . In this work, the raw waveforms are sampled at a frequency of 2.1 kHz. On the other hand, for certain transient methods [17] , a sampling frequency of 15 kHz is required.
• It implements a multi-signature approach that combines four different steady-state features; namely, PQ (active and reactive power), HAR (current harmonics), CW (current waveform) and I f (non-active currenti waveform). The proposed technique significantly increases the disaggregation performance compared with single feature based NILM systems and multiple feature based method in [25] .
• It proposes a new load disaggregation algorithm with a blend of CF and CDM. The identification efficiency of the hybrid method is superior to the individual methods stated in [24] and [25] , respectively.
• It accounts for inconsistency of LSs caused by the utility voltage fluctuation in such a way that the current and voltage amplitudes are normalized, and the phase angles of the measured aggregate signatures are aligned with those from the database to avoid any misjudgment in the disaggregation phase.
VI. CONCLUSIONS
In this paper, a new NILM method is proposed. The proposed NILM scheme consists of two important stages. In the first stage, a CF scheme is applied to filter out some of the unlikely combinations. Then, the remaining set of combinations is passed to the second stage, which is formed by CDM to identify the most likely load combination. A NILM platform is built to validate the effectiveness of the proposed method. The performance of the proposed method is assessed with the most well-known accuracy measure that has been widely used by many researchers. The experimental results show that the identification accuracy of the proposed method is higher compared to the existing NILM methods. Moreover, the proposed method requires much fewer number of computation operations, as compared to the conventional CDM, which can greatly save the processing power. The designed NILM system is scalable and can further accommodate new LSs both in CF and CDM stages without significant increase in computational time, rather the performance could even be improved more.
