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Why Menzerath’s Law?
Julio Urenda and Vladik Kreinovich

Abstract In linguistics, there is a dependence between the length of the sentence
and the average length of the word: the longer the sentence, the shorter the words.
The corresponding empirical formula is known as the Menzerath’s Law. A similar
dependence can be observed in many other application areas, e.g., in the analysis
of genomes. The fact that the same dependence is observed in many different application domains seems to indicate there should be a general domain-independent
explanation for this law. In this paper, we show that indeed, this law can be derived
from natural invariance requirements.

1 Formulation of the Problem
Menzerath’s law: a brief description. It is known that in linguistics, in general,
the longer the sentence, the shorter its words. There is a formula – known as the
Menzerath’s Law – that describes the dependence between the average length x of
the word and the length y of the corresponding sentence: y = a · x−b · exp(−s · x);
see, e.g., [2, 3, 5, 6, 7, 9].
To be more precise, the original formulation of this law described the dependence
between the number Y of words in a sentence and the average length of the word:
Y = a · x−B · exp(−s · x). However, taking into account that the average length x of
the word is equal to y/Y , we thus conclude that y = x ·Y = a · x−(B−1) · exp(−s · x),
i.e., that the relation between y and x has exactly the same form.
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Menzerath’s law is ubiquitous. A similar dependence was found in many other
application areas. For example, the same formula describes the dependence between
the length of DNA and the lengths of genes forming this DNA; see, e.g., [4, 8].
Challenge. Since this law appears in many different application areas, there must
be a generic explanation. The main objective of this paper is to provide such an
explanation.

2 Analysis of the Problem
There are different ways to describe length. We can describe the length of a word
or a phrase by number of letters in it. We can describe this length by the number
of bits or bytes needed to store this word in the computer. Alternatively, we can
describe the word in an international phonetic alphabet, this usually makes its description longer. Some of these representations make the length larger, some smaller.
A good example is the possibility to describe the length in bits or in bytes. In this
case, since 1 byte is 8 bits, the length of the word in bits is exactly 8 times longer
than its length in bytes. In general, we can use different units for measuring length,
and, on average, when you use a different unit, length y in the original unit becomes
length x′ = c · x in the new units, where c is the ratio between the two units.
For the length of the word x, there is an additional possibility. For example, in
many languages, the same meaning can be described in two ways” by a prefix or
a postfix or by a preposition. For example, when Julio owns a book, we can say
it is a book of Julio, or we can say that it Julio’s book. Similarly, we can say that
a function is not linear or that a function is non-linear. There are many cases like
this. In all these examples, the first case, we have two words, while in the second
case, we have one longer word, a word to which a “tail” of fixed length was added.
So, if we perform the transformation from the first representation to the second one,
then the average length of the meaningful words will increase by a constant x0 : the
average length of such an addition (and the average length of words in general will
decrease). In this case, the average length of the word changes from x to x′ = x + x0 .
The relation between x and y should not depend on how we describe length. As
we have mentioned, there are several different ways to describe both the length of
the phrase y and the average length of the words x. There seems to be no reasons
to conclude that some ways are preferable. It is therefore reasonable to require that
the dependence y = f (x) should have the same form, no matter what representation
we use: if we change the way we describe length x, the dependence between x and
y should remain the same.
Of course, this does not mean that if we change from x to x′ , we should have
the same formula y = f (x′ ). For example, the dependence d = v · t describing how
the path depends on velocity v and time t does not change if we change the unit
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of velocity, e.g., from km/h to miles per hour. However, for the formula to remain
valid, we need to also change the unit of distance, from km to miles.
In general, invariance of the relation y = f (x) means that for each re-scaling
x 7→ x′ of the input x, there should exist an appropriate re-scaling y 7→ y′ of the
output y such that if we have y = f (x) in the original units, then we should have the
exact same relation y′ = f (x′ ) in the new units.
Let us describe what this invariance requirement implies for the above two types
of re-scaling.
Invariance with respect to scaling x 7→ c · x. For this re-scaling, invariance means
that for every c > 0, there exists a value C(c) (depending on c) for which y = f (x)
implies that y′ = f (x′ ), where y′ = C(c) · y and x′ = c · x. Substituting the expressions
for x′ and y′ into the formula y′ = f (x′ ), we conclude that C(c) · y = f (c · x). Since
y = f (x), we conclude that C(c) · f (x) = f (c · x). It is known (see, e.g., [1]) that
every measurable function (in particular, every definable function) that satisfies this
functional equation has the form y = A · x p for some real numbers A and p.
Invariance with respect to shift x 7→ x + x0 . For this re-scaling, invariance means
that for every x0 , there exists a value C(x0 ) (depending on x0 ) for which y = f (x)
implies that y′ = f (x′ ), where y′ = C(x0 ) · y and x′ = x + x0 . Substituting the expressions for x′ and y′ into the formula y′ = f (x′ ), we conclude that C(x0 ) · y = f (x + x0 ).
Since y = f (x), we conclude that C(x0 ) · f (x) = f (x + x0 ). It is known (see, e.g., [1])
that every measurable function (in particular, every definable function) that satisfies
this functional equation has the form y = D · exp(q · x) for some real numbers D
and q.
How can we combine these two results? We wanted to find the dependence y =
f (x), but instead we found two different dependencies y1 (x) = A · x p and y2 (x) =
D · exp(q · x). We therefore need to combine these two dependencies, i.e., to come
up with a combined dependency
y(x) = F(y1 (x), y2 (x)).
Which combination function F(y1 , y2 ) should we choose? Since the quantity y is
determined modulo scaling, it is reasonable to select a scale-invariant combination
function, i.e., a function for which, for all possible pairs of values c1 > 0 and c2 > 0,
there exists a value C(c1 , c2 ) for which y = F(y1 , y2 ) implies that y′ = F(y′1 , y′2 ),
where y′ = C(c1 , c2 ) · y, y′1 = c1 · y1 , and y′2 = c2 · y2 .
Substituting the expressions for y′ , y′1 , and y′2 into the formula y′ = F(y′1 , y′2 ), we
conclude that C(c1 , c2 ) · y = F(c1 · y1 , c2 · y2 ). Since y = F(y1 , y2 ), we conclude that
C(c1 , c2 ) · F(y1 , y2 ) = F(c1 · y1 , c2 · y2 ). It is known (see, e.g., [1]) that every measurable function (in particular, every definable function) that satisfies this functional
equation has the form y = C · y1p1 · y2p2 for some real numbers C, p1 , and p2 .
Substituting y1 (x) = A · x p and y2 (x) = D · exp(q · x) into this expression, we get
y(x) = C · (A · x p ) p1 · (D · exp(q · x)) p2 =
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C · A p1 · x p·p1 · D p2 · exp(p2 · q · x),
i.e., in effect, the desired expression y = a · x−b · exp(−s · x), where a = C · A p1 · D p2 ,
b = p · p1 , and s = p2 · q.
Thus, we have indeed explained that the Menzerath’s law can indeed be derived
from natural invariance requirements.
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