languages in the examples, there may be more. My second complaint is that although the author states that she will give examples first in "original orthography" (p. 2), there are a number of examples, e.g. those in Ingush, Chukchi, Kolyma Yukagir, and Chechen, which are given only in transliteration.
Chapter 1: Introduction
The introduction contains seven fundamentals, which briefly describe morphology and syntax, give an estimate as to how many languages there are in the world, and motivate the value of linguistics to non-linguist NLP practitioners. The fundamental on the number of languages goes into the problems of making such an estimate. The author also points out, quite rightly, that as the vast majority of work is done on very few languages, there can be doubts as to the "language independence" of certain linguistically-uninformed approaches to NLP, and invites readers to consider if the NLP systems that they are working on would function as well for all of the languages in the examples in the book.
Chapters 2-4: Morphology
There are three chapters on morphology: Chapter 2: Introduction, Chapter 3: Morphophonology and Chapter 4: Morphosyntax. The introduction to morphology gives fifteen fundamentals, providing a succint overview of the field of morphology, starting from "what is a morpheme" and continuing to describe inflection and derivation, morphotactics-constraints on morpheme order-and different morpheme and morphological types. The main thing that is missing from this chapter is a description of intra-language variation in morphology and orthography (e.g. -ise, -ize; shown, showed) and normative versus non-normative morphology and orthography (e.g. aren 't, ain't; because, 'cos) . The short, five-page, chapter on morphophonology gives a very brief overview of the field, describing the relationship of underlying forms (e.g. strings of morphemes) to pronunciation and orthography. All in all, as the author remarks, for NLP practitioners working mostly with text, which is the case for MT, the discussion of morphophonology will only be relevant to the extent that it is represented in the orthography. Given this it is surprising that she does not mention the fact that a single language may have several orthographies, which may differ in terms of how they represent the morphophonology.
The final chapter of the first section describes morphosyntax. This is in my opinion the most lucid chapter of the whole book. The fundamentals presented cover many linguistic properties that can be represented morphologically: tense, aspect, mood; person, gender, number; case; negation; evidentiality; definiteness; honorifics; and possession. This discussion is followed by a number of fundamentals on agreement of these properties and differences between languages. In the fundamental discussing gender, number and case, the work by Le Nagard and Koehn (2010) on improving machine translation of pronouns using co-reference resolution is mentioned.
Chapters 5-9: Syntax
The five chapters on syntax are: Chapter 5: Introduction; Chapter 6: Parts of speech; Chapter 7: Heads, arguments and adjuncts; Chapter 8: Argument types and grammatical functions; and Chapter 9: Mismatches between syntactic position and semantic roles.
The introduction is short (three pages), and basically describes syntax as putting constraints on possible sentences, and states that it is the "scaffolding" for semantic composition, something that is relevant for various approaches to machine translation. Chapter 6 gives a very brief four-vignette introduction to parts of speech, of which two vignettes describe how parts of speech can be defined distributionally or functionally. The arguments are convincing, but it is unfortunate that there is no description or mention of part-of-speech tagging-neither rule-based nor statistical-nor how linguistic fundamentals could be of value in improving resources for training part-of-speech taggers (see Manning 2011) .
While the previous chapters were directly applicable to NLP systems, presenting fundamentals and examples which might have an effect on NLP systems, the three main chapters on syntax (7, 8 and 9) seem to only present theoretical syntax in general. A major problem with these three chapters is that the examples are often contrived and unrealistic, including some (I counted five) examples that I would consider grammatical but marked as ungrammatical or vice versa. For example in (86), "People rumour them to be CIA agents" is marked as ungrammatical in that "rumour" only has a passive form; however, a search in a popular search engine shows thousands of active uses of "rumour", and also does not sound ungrammatical to me as a native speaker of English. This sort of problem could have been avoided by selecting real-world examples (e.g. from a corpus) and testing with native speakers. A further quibble is that the vast majority of examples are in English-105 out of the 136 in this section. MT practitioners might wonder how frequent some of the phenomena are, and how important they are for building effective machine translation systems, either corpusbased or rule-based. A further issue is that these chapters can be somewhat cryptic for the non-syntactician. For example, a lot of terminology is used without definition. At the very least, a glossary of such terms could have been useful, though a thorough treatment of how these terms should be understood would also have been beneficial for the audience the book is aimed at.
Chapter 7 focusses on defining heads, arguments and adjuncts and their behaviour, describing what constituency structure is and how arguments can be distinguished from adjuncts. That groups of words form constituents is presented as fact, and dissenting views, such as Evans and Levinson (2009, §5) , who question the primary of hierarchical models, are not discussed. The descriptions are clear, although the vignette describing the difference between an argument and an adjunct could benefit from an example. Also, all but 3 of the examples are in English. This is followed up by Chapter 8, which deals with argument types and grammatical (syntactic) functions. It starts by describing different semantic roles and syntactic functions and relating them to each other. It continues by giving a description of how word order, agreement and case can be used to identify syntactic function and how morphosyntax can change syntactic function. In discussing semantic dependencies, the work by Shen et al. (2010) on string to dependency statistical MT is cited. The final chapter in this section, Chapter 9, describes mismatches between syntactic function and semantic role, for example in passives and impersonal constructions. It also contains fundamentals describing coordination, long-distance dependencies and argument drop.
Chapter 10: Resources
The final chapter (98-100) gives an overview of some linguistic resources which could be useful to NLP researchers. It describes morphological analysers, syntactic parsers and a typological database. The description of morphological analysers is adequate, but the author strangely only gives two examples for Japanese and Arabic. It would have been good to include a few more, or at least give pointers to online directories. At the other end of the analysis chain, the author describes "deep" semantic parsers in the HPSG and LFG frameworks. There is no mention of part-of-speech taggers, nor shallow-parsers, nor less "deep" syntactic parsers-where there exist numerous free/open-source resources and resource pools for various languages (Streiter et al. 2006) .
Summary
In general Linguistic Fundamentals for Natural Language Processing is a good reference text for linguistics. The layout is very convenient for quick reference. While other introductions to linguistics may be aimed specifically at students of linguistics or a general audience-for example Larry Trask's Introducing Linguistics (Trask and Mayblin 2005 )-this work is targetted specifically at researchers in NLP, particularly those from a non-linguistics background. The book generally succeeds in its aims and has a lot to offer. However, I certainly think that there is room for a similar work, more directed at MT, and with a more diverse coverage of languages, and more practical, corpus-based, coverage of syntax.
