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Abstract
Evidence based decision making often relies on meta-analyzing multiple studies,
which enables more precise estimation and investigation of generalizability. Integra-
tive analysis of multiple heterogeneous studies is, however, highly challenging in the
high dimensional setting. The challenge is even more pronounced when the individ-
ual level data cannot be shared across studies due to privacy concerns. Under ultra
high dimensional sparse regression models and the constraint of not sharing indi-
vidual data across studies, we propose in this paper a novel integrative estimation
procedure by Aggregating and Debiasing Local Estimators (ADeLE). The ADeLE
procedure protects individual data through summary-statistics-based integrating pro-
cedure, accommodates between study heterogeneity in both the covariate distribution
and model parameters, and attains consistent variable selection. Furthermore, the
prediction and estimation errors incurred by aggregating derived data is negligible
compared to the statistical minimax rate. In addition, the ADeLE estimator is shown
to be asymptotically equivalent in prediction and estimation to the ideal estimator
obtained by sharing all data. The finite-sample performance of the ADeLE proce-
dure is studied via extensive simulations. We further illustrate the utility of the
ADeLE procedure to derive phenotyping algorithms for coronary artery disease using
electronic health records data from multiple disease cohorts.
Keywords: High dimensional sparse meta-analysis; model heterogeneity; DataSHIELD;
summary statistics; debiased Lasso; rate optimality; sparsistency.
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1 Introduction
1.1 Background
Synthesizing information from multiple studies is crucial for evidence based medicine and
policy making. Meta-analyzing multiple studies allows for more precise estimates and
enables investigation of generalizability. In the presence of heterogeneity across studies
and high dimensional predictors, such integrative analysis however is highly challenging.
An example of such integrative analysis is to develop generalizable predictive models using
electronic health records (EHR) data from different hospitals.
In addition to high dimensional features, EHR data analysis encounters privacy con-
straints in that individual-level data typically cannot be shared across hospitals, which
makes the challenge of integrative analysis even more pronounced. Breach of Privacy
arising from data sharing is in fact a growing concern in general for scientific studies. Re-
cently, Wolfson et al. (2010) proposed DataSHIELD (Data aggregation through anonymous
Summary-statistics from Harmonised Individual levEL Databases), a generic individual-
information protected integrative analysis framework that transfers only summary statis-
tics from the data computer (DC) at each distributed local site to the analysis computer
(AC) at a central node for pooled analysis. Conceptually highly valued by communities of
different research fields (Jones et al., 2012; Doiron et al., 2013), the DataSHIELD facili-
tates important data co-analysis settings where individual-level data meta-analysis (ILMA)
is not feasible due to ethico-legal restrictions or worries in the loss of intellectual property
(Gaye et al., 2014). Under this framework, platforms and statistical tools are then devel-
oped for distributed statistical analysis including contingent table tests, generalized linear
regression (Gaye et al., 2014) and step-wise variable selection (Zo¨ller et al., 2018), based
solely on summary statistics. However, none of them fits for high dimensional regression
problem with the presence of model heterogeneity across the local sites, which is commonly
found in the big data era.
2
1.2 Our Contribution
In this paper, we propose a novel high dimensional integrative analysis method inspired
by aggregating and debiasing local estimators (ADeLE). The ADeLE is a DataSHIELD
approach which facilitates aggregation that is free of sharing individual-level data and only
requires transfer of summary statistics from the locally distributed DCs to the central AC.
The ADeLE approach solves LASSO problem only once in each local site without requiring
the computation of the inverse Hessian matrices or the debiased estimators and only needs
one turn in communication, and is thus efficient both in computation and communication.
Statistically, it serves as the tool for the integrative model estimation and variable selection,
in the presence of high dimensionality and heterogeneity in model parameters across sites.
Compared to existing debiasing-type distributed high dimensional inference procedures
(Battey et al., 2018; Lee et al., 2017; Lu et al., 2015, e.g), the ADeLE approach additionally
accommodates the model heterogeneity across the local sites, requires less assumptions on
the structure of the design matrix and is more computationally efficient in that no debiasing
is indeed needed when deriving site-specific summary statistics. In addition, under ultra-
high dimensional regime where p can grow exponentially with n, our estimator is shown to
theoretically achieve asymptotically equivalent performance with the estimator obtained by
the ideal individual patient data (IPD) pooled across sites and attain consistent variable
selection under some sparsity assumptions. Such properties are not readily available in
the existing literatures and some novel technical tools are developed for the theoretical
verifications. Numerical results suggest that the proposed algorithm outperforms existing
methods and enjoys similar performance as the ideal IPD estimator.
1.3 Related Work
In the context of high dimensional regression modeling, distributed learning and meta-
analysis are two of the commonly used approaches that are free of sharing individual-level
data between the DCs and the AC and can be potentially used for the DataSHIELD pur-
pose. Tang et al. (2016), Lee et al. (2017) and Battey et al. (2018) proposed distributed in-
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ference procedures for high dimensional regression by integrating the local debiased LASSO
estimators (Zhang and Zhang, 2014; Van de Geer et al., 2014; Javanmard and Montanari,
2014). By including debiasing procedure in their pipelines, the corresponding estimators
can be used for the purpose of statistical inference. In contrast, the ADeLE aims for es-
timation and variable selection and consequently does not actually require computing the
inverse Hessian matrix. Thus, our method is computationally more efficient and theoreti-
cally needs less restrictive assumptions for the design. Li et al. (2016) and Lu et al. (2015)
proposed distributed approaches for L2-regularized logistic and Cox regression, which rely
on iterative communications across the studies. Such methods, including Wang et al.
(2017), require sequential communications between local sites and the central machine,
which may be time and resource consuming, especially since human effort is often needed
to perform the computation and data transfer in many practical settings. More recently,
Jordan et al. (2019) presented a communication-efficient surrogate likelihood framework
for distributed statistical learning, with no communication with the individual-level data
between the DCs and the AC.
The aforementioned distributed learning approaches all assume the model homogeneity
among the local sites. It is difficult, if not impossible, to extend most of these existing
methods to allow for between studies heterogeneity due to their nature of relying the
homogeneity of data in the local sites. Under a low dimensional setting with small p, He
et al. (2016) proposed a sparse meta-analysis approach (SMA) to integrate information
across sites that relies solely on summary statistics. Nevertheless, the SMA method relies
on the maximum likelihood estimator (MLE) in each local site and hence is not applicable
when p is large relative to n. Under a high dimensional setting, there is a paucity of privacy
preserving methods that can perform integrative analysis in the presence of heterogeneity.
Filling this gap, our method provides an non-trivial generalization of the SMA to the high
dimension setting while preserving its nature in accommodating model heterogeneity and
the DataSHIELD constraints.
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1.4 Outline of the Paper
The rest of this paper is organized as follows. We introduce the setting in Section 2 and
describe the ADeLE approach in Section 3. Theoretical properties of the ADeLE are
studied in Section 4. We derive the upper bound for the prediction and estimation risks
of the ADeLE, and show that the errors incurred by aggregating derived data is negligible
compared to the statistical minimax rate. When the true model is ultra-sparse, the ADeLE
is shown to be asymptotically equivalent to the IPD estimator and achieves sparsistency.
Section 5 compares the performance of the ADeLE approach to existing methods through
simulations. We apply the ADeLE approach to derive classification models for coronary
artery disease (CAD) using electronic health records (EHR) data from four different disease
cohorts in Section 6. Section 7 concludes the paper with a discussion. Technical proofs of
the theoretical results are provided in the Supplementary Material.
2 Sparse Integrative Analysis
Suppose there are M independent studies and nm subjects in the m
th study, for m =
1, . . . ,M . For the ith subject in the mth study, let Y (m)i and X
(m)
i respectively denote the re-
sponse and the p-dimensional covariate vector, D(m)i = (Y
(m)
i ,X
(m)T
i )
T, Y(m) = (Y (m)1 , . . . , Y
(m)
nm )
T,
and X(m) = (X(m)1 ,X
(m)
2 , . . . ,X
(m)
nm)
T. We assume that the observations in study m, D (m) =
{D(m)i , i = 1, . . . , nm}, are independent and identically distributed. Without loss of gener-
ality, we assume that X(m)i includes 1 as the first component and X
(m)
i,−1 has mean 0 with
covariance matrix Σ(m)0,−1 = Cov(X
(m)
i,−1), where for any vector x = (x1, x2, . . . , xd)
T ∈ Rd,
x−1 = (x2, . . . , xd)T. Let X = diag{X(1), . . . ,X(M)}. We define the population parameters of
interest as
β(m)0 = argmin
β(m)
Lm(β(m)), where Lm(β(m)) = E{f(β(m)TX(m)i , Y (m)i )}, β(m) = (β(m)1 , β(m)2 , . . . , β(m)p )T
for some specified loss function f . We assume that β(m) varies across studies but may share
similar support and magnitude, which makes it possible to gain more accurate estimation
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by combining the regression models across the studies. We will define such structure more
rigorously in Section 2.1. Examples of loss function include f(βTx, y) = (y − βTx)2 for
linear regression and f(βTx, y) = −yβTx + log{1 + exp(βTx)} for logistic regression.
Throughout, for any integer d, [d] = {1, . . . , d}. For any vector x = (x1, x2, . . . , xd)T ∈
Rd, any matrix A = [A1, . . . ,Ad] ∈ Rn×d and index set S = {j1, . . . , jk : j1 < · · · <
jk} ⊆ [d], xS = (xj1 , . . . , xjk)T, ‖x‖q denotes the `q norm of x, ‖x‖∞ = maxj∈[d] |xj|,
‖x‖(n) = ‖x‖2/n 12 , Aj• and A•j respectively denote the jth row and column of A, A•S =
[A•j1 , . . . ,A•jk ], ‖A‖2 :=
[
Λmax(ATA)
] 1
2 , ‖A‖∞ = maxj ‖Aj•‖1. We let βj = (β(1)j , . . . , β(M)j )T,
β(•) = (β(1)T, . . . ,β(M)T)T, and let β0j and β
(•)
0 respectively denote the true values of βj and
β(•).
2.1 Integrative Analysis of M Studies
To estimate β(•) based onD (•) = {D (1), . . . ,D (M)}, consider the empirical global loss function
L̂(β(•)) = N−1
M∑
m=1
nmL̂m(β(m)),
where N =
∑M
m=1 nm and
L̂m(β(m)) = n−1m
nm∑
i=1
f(β(m)TX(m)i , Y
(m)
i ), m = 1, . . . ,M.
Minimizing L̂(β(•)) is obviously equivalent to estimating β(m) using D (m) only. To im-
prove the estimation of β(•)0 by synthesizing information from D
(•) and overcome the
high dimensionality, we assume that β(•)0 is sparse and employ penalized loss functions,
L̂(β(•)) +λρ(β(•)), with the penalty function ρ(·) designed to leverage prior information on
β(•)0 .
Under a prior assumption that β(1)0,−1, . . . ,β
(M)
0,−1 share the same support, we may choose
ρ(·) as the group LASSO penalty (Yuan and Lin, 2006), ρ1(β) =
∑p
j=2 ‖βj‖2. If β(1)0,−1, . . . ,β(M)0,−1
share similar support and magnitude, we decompose β(m)j as β
(m)
j = µj + α
(m)
j and impose a
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mixture of LASSO and group LASSO penalty similarly as Cheng et al. (2015):
ρ2(β
(•)) =
p∑
j=2
|µj|+ λg
p∑
j=2
‖αj‖2, (1)
where αj = (α
(1)
j , . . . , α
(M)
j )
T, 1TM×1αj = 0 for identifiability and λg ≥ 0 is a tuning pa-
rameter. The center µj represents average effect of the covariate Xj and αj captures the
between study heterogeneity of the effects. We shall note here that ρ2 in (1) slightly differs
from Cheng et al. (2015) in that they penalize between study heterogeneity using ‖αj,−1‖2
while we use ‖αj‖2 instead. The modified penalty function has two main advantages: (1)
it is invariant to the permutation of the indices of the M studies; and (2) it yields bet-
ter theoretical estimation error bounds as will be studied in full detail in Section 4. This
penalty accommodates three type of covariates: (i) homogeneous effect with µj 6= 0 and
αj = 0; (ii) heterogeneous effect with αj 6= 0; (iii) null effect with µj = 0 and αj = 0.
With a given penalty function ρ(·), we may form a penalized loss Q̂(β(•)) = L̂(β(•)) +
λrρ(β
(•)) and an idealized IPD estimator for β(•)0 can be obtained as
β̂
(•)
= argmin
β(•)
Q̂(β(•)), (2)
which we refer to as the IPD estimator hereafter, with some tuning parameter λr ≥ 0.
2.2 Sparse Meta-analysis (SMA) Approach
The IPD estimator β̂
(•)
given in (2) is not feasible under the DataSHIELD constraint as it
requires sharing of the individual data across studies. Our goal is to construct an alternative
estimator that asymptotically attains the same efficiency as β̂
(•)
but only require sharing
summary data. When p is not large, the SMA approach by He et al. (2016) achieves this
goal via a second order Taylor expansion and estimates β(•) as β̂
(•)
SMA = argminβ(•) Q̂SMA(β
(•)),
where
Q̂SMA(β
(•)) = N−1
M∑
m=1
(β(m) − β˘(m))TV˘−1m (β(m) − β˘
(m)
) + λρ(β(•)), (3)
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ρ(β(•)) is the hierarchical LASSO penalty (Zhou and Zhu, 2010), β˘
(m)
= argminβ(m) L̂m(β(m))
and V˘m = {n−1m ∇2L̂m(β˘
(m)
)}−1. When β(m) is the same across sites and λ = 0, β̂(•)SMA is the
inverse variance weighted estimator (Lin and Zeng, 2010). Although the SMA attains oracle
property for a relatively small p, it fails when p is large due to the failure of β˘
(m)
.
3 Aggregating and Debiasing Local Estimator (ADeLE)
3.1 ADeLE Method
In the high dimensional setting, one may overcome the limitation of the SMA approach by
replacing β˘
(m)
with the regularized LASSO estimator,
β̂
(m)
LASSO = argmin
β(m)
L̂m(β(m)) + λm‖β(m)−1‖1 (4)
However, aggregating {β̂(m)LASSO,m ∈ [M ]} is problematic with large p due to their inherent
biases. To overcome the bias issue, we build the ADeLE method upon the debiasing
approach for LASSO (Van de Geer et al., 2014) yet achieve debiasing without having to
perform debiasing for M local estimators.
Recall that the debiased LASSO estimator for β(m)0 is
β̂
(m)
dLASSO = β̂
(m)
LASSO − Θ̂
(m)∇L̂m(β̂
(m)
LASSO), for m = 1, . . . ,M, (5)
where Θ̂
(m)
is a regularized inverse of the hessian matrix Ĥm ≡ −∇2L̂m(β̂
(m)
LASSO). Instead
of relying on (5) which requires performing debiasing M times, we propose the ADeLE
estimator for β(•)0 as β̂
(•)
ADeLE = argminβ(•) Q̂ADeLE(β
(•)), where
Q̂ADeLE(β
(•)) = N−1
M∑
m=1
nm
{
β(m)TĤmβ(m) − 2β(m)Tĝm
}
+ λρ(β(•)). (6)
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and ĝm = Ĥmβ̂
(m)
LASSO −∇L̂m(β̂
(m)
LASSO). The construction of Q̂ADeLE(β
(•)) is motivated by
N−1
M∑
m=1
nm(β
(m) − β̂(m)dLASSO)TĤm(β(m) − β̂
(m)
dLASSO) + λρ(β
(•))
= N−1
M∑
m=1
nm
[
β(m)TĤmβ(m) − 2β(m)TĤmβ̂
(m)
dLASSO
]
+ λρ(β(•)) + C(β̂
(•)
LASSO, Θ̂)
≈ N−1
M∑
m=1
nm
{
β(m)TĤmβ(m) − 2β(m)Tĝm
}
+ λρ(β(•)) + C(β̂
(•)
LASSO, Θ̂).
where we used Θ̂
(m)
Ĥm ≈ I, the identity matrix, in the above approximation. The ADeLE
approach accommodates the DataSHIELD framework as Q̂ADeLE(β
(•)) depends on D (m) only
through summary statistics D̂m = {nm, Ĥm, ĝm}, which can be obtained within the mth
DC and requires only one round of data transfer from the DCs to the AC. Compared with
existing debiasing-type methods (Lee et al., 2017; Battey et al., 2018), the ADeLE is also
computationally and statistically efficient as it achieves debiasing without calculating Θ̂
(m)
,
which can only be estimated well under strong conditions (Van de Geer et al., 2014). The
construction of the quadratic term in Q̂ADeLE(β
(•)) can be also regarded as the second order
Taylor expansion of L̂(β(•)) at the local LASSO estimators β̂(•)LASSO, while our debiasing
construction provides more insights on the connection between our method and recent
advances in distributed statistical inference.
When ρ is either the group LASSO or the mixture LASSO-type penalty, the ADeLE
can be implemented using coordinate descent algorithms (Friedman et al., 2010). For
the mixture penalty, we may carry out the algorithm via reparameterization. To this
end, let µ = (µ1, . . . , µp)
T, α(•) = (α(1)T, . . . ,α(M)T)T and α(•)−1 = (α
(1)T
−1 , . . . ,α
(M)T
−1 )
T. Also
let µ0 and α
(•)
0 be the true value of µ and α
(•). Define that ‖α(•)−1‖2,1 =
∑p
j=2 ‖αj‖2.
Let Q̂ADeLE(µ,α
(•)) = L̂ADeLE(µ,α(•)) + λρ2(µ,α(•);λg), where ρ2(µ,α(•);λg) = ‖µ−1‖1 +
λg‖α(•)−1‖2,1 and
L̂ADeLE(µ,α(•)) = N−1
M∑
m=1
nm
{
(µT +α(m)T)Ĥm(µ+α(m))− 2ĝTm(µ+α(m))
}
.
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Then the optimization problem in (6) can be reparameterized and represented as:
(µ̂ADeLE, α̂
(•)
ADeLE) = argmin
(µ,α(•))
Q̂ADeLE(µ,α
(•)), s.t. 1TM×1αj = 0, j ∈ [p],
and β̂ADeLE is obtained with the transformation: β
(m)
j = µj + α
(m)
j for every j ∈ [p].
3.2 Tuning Parameter Selection
The implementation of ADeLE requires selection of three sets of tuning parameters, {λm,m ∈
[M ]}, λ and also λg if ρ = ρ2. We select {λm,m ∈ [M ]} for the LASSO problem via the
standard K-fold cross validation (CV). For conciseness of presentation, we focus on the tun-
ing of λ and λg for the case with ρ = ρ2 and note that similar strategies can be employed
for tuning λ when ρ = ρ1. Selecting λ and λg needs to balance the trade-off between the
model’s degrees of freedom, denoted by DF(λ, λg), and the quadratic loss in Q̂ADeLE(β
(•)).
It is not feasible to tune λ and λg via the CV since individual-level data are not available
in the AC. We propose to select λ and λg as the minimizer of the generalized information
criterion (GIC) (Wang and Leng, 2007; Zhang et al., 2010), defined as
GIC(λ, λg) = Deviance(λ, λg) + γNDF(λ, λg),
where γN is some pre-specified scaling parameter and
Deviance(λ, λg) = N
−1
M∑
m=1
nm
{
β̂
(m)T
ADeLE(λ, λg)Ĥmβ̂
(m)
ADeLE(λ, λg)− 2ĝTmβ̂
(m)
ADeLE(λ, λg)
}
.
Let Ŝµ = {j : µ̂ADeLE,j(λ, λg) 6= 0}, Ŝα = {j : ‖α̂ADeLE,j(λ, λg)‖2 6= 0}. Following Zhang et al.
(2010) and Vaiter et al. (2012), we define DF(λ, λg) as the trace of
[
∂2Ŝµ,ŜαQ̂ADeLE(µ̂ADeLE, α̂
(•)
ADeLE)
]−1 [
∂2Ŝµ,ŜαL̂ADeLE(µ̂ADeLE, α̂
(•)
ADeLE)
]
,
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with the operator ∂2Ŝµ,Ŝα defined as the second order partial derivative with respect to
(µTŜµ ,α
(1)T
Ŝα , . . . ,α
(m−1)T
Ŝα ,α
(m+1)T
Ŝα , . . . ,α
(M)T
Ŝα )
T, after reparameterizing by pluggingα(m) = −(α(1)+
· · ·+α(m−1)+α(m+1)+· · ·+α(M)) into Q̂ADeLE(µ,α(•)) or L̂ADeLE(µ,α(•)). Note that the definition
of DF(λ, λg) is invariant to the choice of m.
As discussed in Kim et al. (2012), γN can be chosen depending on the goal with com-
monly used examples including γN = 2/N for AIC (Akaike, 1974), γN = logN/N for BIC
(Bhat and Kumar, 2010), γN = log log p logN/N for modified BIC (Wang et al., 2009) and
γN = 2 log p/N for RIC (Foster and George, 1994). For numerical studies in Sections 5 and
6, we used the BIC with γN = logN/N .
Remark 1. It has been shown that the proper choice of γN guarantees GIC’s model selection
consistency under various divergence rates of the dimension p (Kim et al., 2012). For
example, for fixed p, GIC is consistent if NγN → ∞ and γN → 0. When p diverges in
polynomial rate N ξ, then GIC is consistent provided that γN = logN/N (BIC) if 0 < ξ <
1/2; γN = log log p logN/N (modified BIC) if 0 < ξ < 1. When p diverges in exponential
rate O(exp(κN ξ)) with 0 < ν < ξ, GIC is consistent as γN = N
ν−1.
4 Theoretical Results
In this section, we present theoretical properties of β̂
(•)
ADeLE. We only present results for
ρ(β(•)) = ρ2(β
(•)) but note that our theoretical results can be extended to other sparse
structures. In Sections 4.2 and 4.3, we derive theoretical consistency and equivalence for
the prediction and estimation risks of the ADeLE, under high dimensional sparse model
and smooth loss function f . In addition, Section 4.4 shows that the ADeLE achieves
sparsistency, i.e., variable selection consistency, for the non-zero sets of µ0 and α
(•)
0 . We
begin with some notation and definitions that will be used throughout the paper.
4.1 Notation and Definitions
Following Vershynin (2018), we define the sub-Gaussian norm of a random variable X as
‖X‖ψ2 := supq≥1 q−1/2(E|X|q)1/q and define the sub-Gaussian norm of a random vector X
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as ‖X‖ψ2 := supx∈Sd−1 ‖xTX‖ψ2 , where Sd−1 is the unit sphere in Rd. For any symmetric
matrix X, let Λmin(X) and Λmax(X) denote its minimum and maximum eigenvalue respec-
tively. Denote by Sµ = {j : µ0j 6= 0}, Sα = {j : ‖α0j‖2 6= 0} and S0 = Sµ ∪ Sα. Let
sµ = |Sµ|, sα = |Sα| and s0 = |S0|. We define the model complexity adjusted effective
sample size for each study as neffm = nm/(s0 log p) and n
eff = N/[s0(M + log p)], which are
the main drivers for the rates of the proposed estimators. We also define the L1 ball around
β(m)0 as Br(β
(m)
0 ) = {β ∈ Rm : ‖β − β(m)0 ‖1 ≤ r}. Let f ′1(a, y) = ∂f(a, y)/∂a, f ′′1 (a, y) =
∂2f(a, y)/∂a2, and Ωm(β
(m))nm×nm = diag{f ′′1 (β(m)TX(m)1 , Y (m)1 ), . . . , f ′′1 (β(m)TX(m)nm , Y (m)nm )}. For
any S1,S2 ⊆ [p], let
Z(−m)S1,S2 =

X(m)•S1 −X
(m)
•S2 · · · −X
(m)
•S2 −X
(m)
•S2 · · · −X
(m)
•S2
X(1)•S1 X
(1)
•S2 · · · 0 0 · · · 0
...
...
. . .
...
...
...
X(m−1)•S1 0 · · · X
(m−1)
•S2 0 · · · 0
X(m+1)•S1 0 · · · 0 X
(m+1)
•S2 · · · 0
...
...
...
...
. . .
...
X(M)•S1 0 · · · 0 0 · · · X
(M)
•S2

and that
W(−m)S1,S2(β
(•)) = diag{Ω
1
2
m(β
(m)),Ω
1
2
1 (β
(1)), . . . ,Ω
1
2
m−1(β
(m−1)),Ω
1
2
m+1(β
(m+1)), . . . ,Ω
1
2
M(β
(M))}Z(−m)S1,S2 .
For simplicity, we denote by W(−m)Sfull (β
(•)) = W(−m)Sµ,Sα(β
(•)) and W(−m)(β(•)) = W(−m)[p],[p](β
(•)).
Then W(−m)(β̂
(•)
LASSO) is the weighted design for (µ
T,α(1)T, . . . ,α(m−1),α(m+1)T, . . . ,α(M)T)T in
the loss function L̂ADeLE(µ,α(•)), by plugging α(m) = −(α(1)+ · · ·+α(m−1)+α(m+1)+ · · ·+α(M))
into L̂ADeLE(µ,α(•)). In addition, we let T = (1(M−1)×1, I(M−1)×(M−1))T be an M × (M − 1)
transformation matrix, and define ‖x‖T := ‖Tx‖2 for a vector x ∈ RM−1. In addition, for
any matrix A, let A⊗2 = ATA and if A is (M − 1)× L, define the conjugate norm of ‖ · ‖T
as ‖A‖T˜ := ‖T(T⊗2)−1A‖2. Without loss of generality, we assume that p ≥ N ζ for some
positive constant ζ in the following analysis.
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4.2 Prediction and Estimation Consistency
To establish theoretical properties of the local estimators and the ADeLE in terms of
estimation and prediction risks, we first introduce some sufficient conditions.
Condition 1. There exists constants Cmin and Cmax that for any m ∈ [M ], 0 < Cmin ≤
Λmin(Σ
(m)
0,−1) ≤ Λmax(Σ(m)0,−1) ≤ Cmax <∞.
Condition 2. For all m ∈ [M ] and i ∈ [nm], X(m)i,−1(Σ(m)0,−1)−1/2 is sub-Gaussian, i.e., there
exists some constant κ > 0 that ‖X(m)i,−1(Σ(m)0,−1)−1/2‖ψ2 < κ.
Condition 3. The loss function f(a, y) is convex in a for any y ∈ Y, where Y ⊂ R denotes
the support for Y . For all m ∈ [M ] and i ∈ [nm], f ′1(β(m)T0 X(m)i ,Y(m)i ) is sub-Gaussian,
conditional on X(m)i .
Condition 4. There exists positive constants r and CL such that for all m and D
(m)
i and
β(m) ∈ Br(β(m)0 ): (i) f ′′1 (X(m)Ti β(m), Y (m)i ) = Θ(1); (ii) |f ′′1 (β(m)TX(m)i , Y (m)i )−f ′′1 (β(m)T0 X(m)i , Y (m)i )| ≤
CL|(β(m) − β(m)0 )TX(m)i |.
Remark 2. Conditions 1 and 2 are commonly assumed in the literature for deriving predic-
tion and estimation consistency of LASSO estimators (Bu¨hlmann and Van De Geer, 2011;
Negahban et al., 2012). They regularize the data generating process and the tail behavior of
the design matrix X. Condition 3 controls the tail behavior of f ′1(a, y) such that the random
error ∇L̂m(β(m)0 ) can be bounded properly. It is not difficult to verify that Condition 3 is
satisfied by an extensive class of loss functions, for example, the logistic model. Condition 4
was assumed to guarantee that the empirical Hessian matrix ∇2L̂m(β̂
(m)
LASSO) is close enough
to ∇2L̂m(β(m)0 ), and the gradient term ĝm = nm[Ĥmβ̂
(m)
LASSO − ∇L̂m(β̂
(m)
LASSO)] is close enough
to nm[∇2L̂m(β(m)0 )β(m)0 −∇L̂m(β(m)0 )].
Lemma 1. (Risk bounds for Local Estimators) Under Conditions 1-4, there exists
positive constants C0, c1, Cloc and λm  (s0neffm)−
1
2 that when neffm ≥ C0, for all m ∈ [M ] and
with probability at least 1− c1M/p,
‖β̂(m)LASSO − β(m)0 ‖1 ≤ Cloc
√
s0
neffm
and ‖X(m)(β̂(m)LASSO − β(m)0 )‖(nm) ≤
Cloc√
neffm
.
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Lemma 1 shows that the local estimators meet the minimax optimal rates for high dimen-
sional sparse model as provided in Raskutti et al. (2011).
Next, we present the risk bounds for the ADeLE including the prediction risk ‖X(β̂(•)ADeLE−
β(•)0 )‖(N) and estimation risks ‖µ̂ADeLE − µ0‖1 + λg‖α̂(•)ADeLE −α(•)0 ‖2,1.
Theorem 1. (Risk bounds for the ADeLE) Assume all conditions of Lemma 1, β̂
(m)
LASSO ∈
Br(β
(m)
0 ), nm  N/M for all m ∈ [M ], λg  M−
1
2 . Then there exists λ  (s0neff)− 12 +
(log p)
1
2 (neffm)
−1, CAD > 0 and c′1 > 0, such that, with probability at least 1− c′1M/p,
‖X(β̂(•)ADeLE − β(•)0 )‖(N) ≤ CAD
(
1√
neff
+
(s0 log p)
1
2
neffm
)
,
and ‖µ̂ADeLE − µ0‖1 + λg‖α̂(•)ADeLE −α(•)0 ‖2,1 ≤ CAD
(√
s0
neff
+
s0(log p)
1
2
neffm
)
.
Remark 3. By Lemma 1, the condition ‖β̂(m)LASSO − β(m)0 ‖1 < r in Theorem 1 holds when
s0 = o{
√
N/(M log p)} or equivalently s0 = o(neffm), for large enough N .
The second term in each of the upper bounds of Theorem 1 is the error incurred by
aggregation noise of derived data instead of raw data. These terms are asymptotically
negligible under sparsity as s0 = o(
√
N(log p+M)/[M2(log p)3]) or equivalently s0 =
o{(neffm)2/(neff log p)}. Then β̂
(•)
ADeLE achieves the same error rate as the ideal estimator β̂
(•)
obtained by combining raw data as shown in the following section, and is nearly rate
optimal.
4.3 Asymptotic Equivalence in Prediction and Estimation
Under certain sparsity assumptions, we show the asymptotic equivalence between β̂
(•)
ADeLE
and the ideal estimator β̂
(•)
with respect to the prediction and estimation risks.
Theorem 2. (Asymptotic Equivalence) Under all conditions of Theorem 1, when M =
o(p) and s0 = o{(neffm)2/(neff log p)}, there exists λr  (s0neff)−
1
2 such that, the IPD estimator
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β̂
(•)
and (µ̂T, α̂(•)T)T with tuning parameter λr in (2) satisfies
‖X(β̂(•) − β(•)0 )‖(N) = OP
(
1√
neff
)
and ‖µ̂− µ0‖1 + λg‖α̂(•) −α(•)0 ‖2,1 = OP
(√
s0
neff
)
.
Furthermore, for some λ∆ = o(λr), the above β̂
(•)
and the ADeLE defined by (6) with
λ = λr + λ∆ are equivalent in prediction and estimation in the sense that
‖X(β̂(•)ADeLE − β(•)0 )‖(N) ≤ ‖X(β̂
(•) − β(•)0 )‖(N) + oP
(
1√
neff
)
;
‖µ̂ADeLE − µ0‖1 + λg‖α̂(•)ADeLE −α(•)0 ‖2,1 ≤ ‖µ̂− µ0‖1 + λg‖α̂(•) −α(•)0 ‖2,1 + oP
(√
s0
neff
)
.
Theorem 2 demonstrates the asymptotic equivalence between β̂
(•)
ADeLE and β̂
(•)
with re-
spect to estimation and prediction risks, and hence implies strict optimality of the ADeLE.
Specifically, when s0 = o{(neffm)2/(neff log p)}, the excess prediction and estimation risks of
β̂
(•)
ADeLE compared to β̂
(•)
are respectively no larger than oP{1/(neff) 12} and oP{(s0/neff) 12} and
are smaller than the minimax optimal rates for multi-task learning of high dimensional
sparse model (Lounici et al., 2011; Huang and Zhang, 2010). Similar equivalence results
was given in Theorem 4.8 of Battey et al. (2018) for the truncated debiased LASSO esti-
mator. However, to the best of our knowledge, in the existing literatures, such results have
not been established yet for the LASSO-type estimators obtained directly from a sparse
regression model. Compared with Battey et al. (2018), our result does not require the
Hessian matrix Ĥ(m) to have a sparse inverse since we do not actually rely on the debiasing
of β̂
(m)
LASSO. Consequently, the proofs of Theorem 2 are much more involved than those in
Battey et al. (2018). The technical difficulties are briefly discussed in Section 7 and new
technical skills are developed and presented in detail in the Supplementary material.
Remark 4. Existing work on high dimensional distributed L1–regularized regression and
inference (Jordan et al., 2019; Lee et al., 2017; Battey et al., 2018; Tang et al., 2016)
assumes that β(1) = β(2) = · · · = β(M) := β and employes the penalty ρ(β) = ‖β−1‖1.
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Theorem 2 can be extended to this setting naturally. It leads to the conclusion that, under
the same assumptions, let β̂ADeLE, β̂ and β0 be the ADeLE, the IPD estimator and the
true value for the coefficients β respectively and denote by n˜eff = N/(s0 log p), when s0 =
o{n˜eff/(M2 log p)},
‖X(β̂ADeLE − β0)‖(N) ≤ ‖X(β̂ − β0)‖(N) + oP
(
1√
n˜eff
)
,
and ‖β̂ADeLE − β0‖1 ≤ ‖β̂ − β0‖1 + oP
(√
s0
n˜eff
)
.
Note that
‖X(β̂ − β0)‖(N) = OP
(
1√
n˜eff
)
and ‖β̂ − β0‖1 = OP
(√
s0
n˜eff
)
.
Thus the IPD attains the optimal rate under this setting. This implies that β̂ADeLE achieves
rate optimality and is more efficient than the local LASSO estimation β̂
(m)
LASSO when M di-
verges, by Lemma 1.
4.4 Sparsistency
In this section, we present theoretical results concerning the variable selection consistency of
the ADeLE. Due to the . We begin with some extra sufficient conditions for the sparsistency
result. In the following analysis, we still assume that for m ∈ [M ], nm  N/M .
Condition 5. There exists constants r′ > 0 and C ′min > 0 that for all m ∈ [M ] and
β(m) ∈ Br′(β(m)0 ), Λmin
(
n−1m X
(m)T
•S0 Ωm(β
(m))X(m)•S0
)
> C ′min.
Condition 6. There exists λg  M− 12 ,  > 0 and some constant r′ > 0 that, for β(•) =
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(β(1)T, ...,β(M)T)T satisfying β(m) ∈ Br′(β(m)0 ) for all m, we have that, for j ∈ Scµ and j′ ∈ Scα,
min
m∈[M ]
{∥∥∥∥W(−m)j,∅ (β(•))TW(−m)Sfull (β(•)) [W(−m)Sfull (β(•))⊗2]−1∥∥∥∥
2
}
≤ 1− √
λ2gMsα + sµ
,
and min
m∈[M ]
{∥∥∥∥W(−m)∅,j′ (β(•))TW(−m)Sfull (β(•)) [W(−m)Sfull (β(•))⊗2]−1∥∥∥∥
T˜
}
≤ λg(1− )√
λ2gMsα + sµ
.
Condition 7. Let ν = min{minj∈Sµ |µ0j|,minj∈SαM−
1
2‖α0j‖2}. For the  defined in Con-
dition 6, (ν)−1[(neff)−
1
2 + (s0 log p)
1
2 (neffm)
−1]→ 0, as N →∞.
Remark 5. Conditions 5-7 are sparsistency assumptions similar to those of Zhao and Yu
(2006) and Nardi et al. (2008). Condition 5 requires the eigenvalues for the covariance
matrix of the weighted design matrix corresponding to S0 to be bounded away from zero so
that its inverse behaves well. Condition 6 is the commonly used irrepresentable condition
for the group LASSO. Roughly speaking, it requires that the weighted design corresponding
to Sfull cannot be represented well by the weighted design for Scfull. Condition 7 means that
the minimum magnitude of the coefficients must be large enough, to make the non-zero
coefficients recognizable.
Theorem 3. (Sparsistency) Let Ŝµ = {j : µ̂ADeLE,j 6= 0} and Ŝα = {j : ‖α̂ADeLE,j‖2 6= 0}.
Denote the event Oµ = {Ŝµ = Sµ} and Oα = {Ŝα = Sα}. Under Conditions 1-7 with
M = o(p), s0 = o(n
eff
m) and λg M−
1
2 , and assume λ satisfies that
λs
1
2
0 ν
−1 + (λ)−1
[
(s0n
eff)−
1
2 + (log p)
1
2 (neffm)
−1
]
→ 0,
we have P(Oµ ∩ Oα)→ 1 as N →∞.
Remark 6. Condition 7 guarantees the existence of the tuning parameter λ used in The-
orem 3. Compared with the tuning parameter defined in Zhao and Yu (2006) and Nardi
et al. (2008), our λ additionally includes consideration of the aggregation noise represented
by (log p)
1
2 (neffm)
−1.
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Theorem 3 established the sparsistency of the ADeLE. When s0 = o{(neffm)2/(neff log p)}
as assumed for Theorem 2, Condition 7 turns out to be (ν)−1(neff)−
1
2 → 0, the correspond-
ing sparsistency assumption for the IPD estimator. In contrast, a similar condition, which
could be as strong as (ν)−1(neffm)
− 1
2 → 0, is required for the local LASSO estimator (Zhao
and Yu, 2006). Compared with the local one, our integrative analysis procedure can recog-
nize smaller signal under the sparse assumption: s0 = o(
√
N/[M(log p)2]), or equivalently
s = o(neffm/ log p). In this sense, the structure of β
(•)
0 helps us to attain improvement of
the selection efficiency, compared with the LASSO and the group LASSO estimators (Zhao
and Yu, 2006; Nardi et al., 2008). Similar results can be found in Obozinski et al. (2011)
for structured group LASSO. Different from existing work, we need carefully address the
mixture penalty ρ2 and the aggregation noise of the ADeLE, which introduce technical
difficulties to our theoretical analysis.
In both Theorems 2 and 3, we allow M , the number of studies, to diverge while still
preserving theoretical properties. The growing rate of M is allowed to be
M = min
(
o(p), o{N 12 (s0 log p)−1}, o{Ns−20 (log p)−3}
)
for the equivalence result in Theorem 2 and
M = min
(
o(p), o{Nν(s0 log p)− 32}, o{N(ν)2s−10 }
)
for the sparsistency result in Theorem 3.
5 Simulation Study
We present simulation results in this section to evaluate the performance of our proposed
ADeLE estimator and to compare it with several other approaches. We let M ∈ {4, 8} and
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p ∈ {40, 400, 3000} and set nm = 800 for each m. We let β(m) = µ+α(m) and set
µT
α(2)T
α(3)T
α(4)T

=

0 0.25 · 11×5 0.25 · 11×5 01×5 01×(p−16)
0 0.25 · 11×5 01×5 0.25 · 11×5 01×(p−16)
0 −0.25 · 11×5 01×5 −0.25 · 11×5 01×(p−16)
0 −0.25 · 11×5 01×5 −0.25 · 11×5 01×(p−16)

,
when M = 4 and additionally introduce:
α(5)T
α(6)T
α(7)T
α(8)T

=

0 0.25 · 11×5 01×5 0.25 · 11×5 01×(p−16)
0 0.25 · 11×5 01×5 0.25 · 11×5 01×(p−16)
0 −0.25 · 11×5 01×5 −0.25 · 11×5 01×(p−16)
0 −0.25 · 11×5 01×5 −0.25 · 11×5 01×(p−16)

.
when M = 8. Covariates X(m) are generated from AR(1) model with marginal distribution
N(0, 1) and auto-correlation coefficient 0.3. We generate the binary response Y(m) from a
logistics model of expit(X(m)β(m)) where expit(a) =: ea/(1 + ea) and use the logistic loss for
estimation. For each setting, we summarize the results based on 200 simulated datasets.
We include four other methods for comparison: (i) the ideal IPD estimator β̂
(•)
=
argminβ(•) Q̂(β(•)), (ii) the SMA estimator (He et al., 2016) when p = 40 and p = 400;
(iii) the SMA after Sure Independent Screening (SIS–SMA) estimator when p = 400 and
p = 3000 for which we first implement marginal screening as in Fan and Lv (2008) to
reduce the dimension from p to N/(3 logN), a threshold used by He et al. (2016), and then
implement SMA on the union of the M reduced sets of covariates; and (iv) the regularized
quadratic regression (Quad) estimator defined as argminβ(•) N
−1∑M
m=1{β(m)TX(m)TX(m)β(m)−
2β(m)T(X(m)TY(m))} + λρ(β(•)), which also accommodates the DataSHIELD since it only
requires sharing of X(m)TY(m) and X(m)TX(m). We summarize the average absolute estimation
error (AEE), ‖β(•) − β(•)0 ‖1, and the prediction error (PE), ‖X(β(•) − β(•)0 )‖(N), for the
estimators obtained from the aforementioned methods in Figure 1 for M = 4 and in Figure
2 for M = 8. For support recovery, we also present in Figures 1 and 2 the true positive
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rate (TPR) and false discovery rate (FDR) in identifying Sµ for the homogeneous effects
and Sα for the heterogeneous effects.
Consistent with the theoretical equivalence results, the ADeLE estimator attained simi-
lar estimation and prediction accuracy as that of the idealized IPD estimator. The ADeLE
estimator is substantially more accurate than that of the SMA or SIS–SMA when p = 400
and p = 3000 and is more efficient than the SMA even when p = 40. This could be at-
tributed to the improved performance of the local LASSO estimator β̂
(m)
LASSO over the MLE
β˘
(m)
on sparse models. Although SIS–SMA performs better than the SMA when p = 400
by removing noisy variables, the PE and AEE of the ADeLE are 54% and 25% lower than
that of the SIS–SMA when M = 4 and 58% and 31% lower than that of the SIS–SMA when
M = 8. The poor performance of SMA and SIS–SMA when p = 400 and 3000 can be in part
attributed to the fact that the variance of MLE is excessively large as p diverges and the
marginal screening is not highly effective when the covariates are correlated. Our method
also outperforms Quad in estimation accuracy across all settings. For example, the AEE
estimates for p = (40, 400, 3000) were (15.4, 20.4, 23.3) for ADeLE and (17.2, 21.0, 23.6) for
Quad when M = 8. The difference of the two methods gets smaller when p increases.
This is mainly due to the fact that the errors from estimating 0 contribute more in large
p and the two methods have similar performance in estimating 0. For support recovery,
ADeLE and IPD generally attain comparable TPR and FDR for both homogeneous and
heterogeneous effects. The Quad procedure generally yields similar TPR but slightly higher
FDR while the SIS–SMA and SMA perform poorly in support recovery. For identifying the
support of Sµ, the TPR and FDR for ADeLE and IPD are near identical to to each other
with near perfect TPR and FDR controlled around 20% or lower when M = 4 and around
10% when M = 8, even when p = 3000. For the support of Sα, ADeLE and IPD generally
have similar TPRs but the FDR is slightly higher for ADeLE particularly when p = 3000.
For p = (40, 400, 3000), ADeLE and IPD respectively attained TPR of (1.00, 0.99, 0.90)
and (1.00, 0.99, 0.93) and FDR of (0.09, 0.17, 0.16) and (0.08, 0.14, 0.12) when M = 8. On
the other hand, the slight increase in the inclusion of noisy variables has negligible impact
on the estimation and prediction accuracy of β̂.
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6 Application to EHR Phenotyping in Multiple Dis-
ease Cohorts
The development of next-generation cohort studies that link EHR data with biorepositories
containing “-omics” information has expanded the opportunities for biomedical research
(Kho et al., 2011). With the growing availability of these high–dimensional data, the
bottleneck in clinical research has shifted from a paucity of biologic data to a paucity of
high–quality phenotypic data. Accurately and efficiently annotating patients with disease
characteristics among millions of individuals is a critical step in fulfilling the promise of
using EHR data for precision medicine. Novel machine learning based phenotyping methods
leveraging a large number of predictive features have improved the accuracy and efficiency
of existing phenotyping methods (Liao et al., 2015; Yu et al., 2015).
Existing phenotyping algorithms are often developed for a specific patient population
although portability of phenotyping algorithms across multiple patient cohorts is of great
interest. To investigate the portability issue and develop EHR phenotyping algorithms for
coronary artery disease (CAD) useful for multiple cohorts, Liao et al. (2015) developed an
CAD algorithm using a cohort of rheumatoid arthritis (RA) patients and applied the algo-
rithm to other disease cohorts using EHR data from Partner’s Healthcare System. Here, we
performed integrative analysis of multiple EHR disease cohorts to develop disease specific
CAD algorithms for four diseases, including type 2 diabetes mellitus (DM), inflammatory
bowel disease (IBD), multiple sclerosis (MS) and RA. Under the DataSHIELD constraint,
our proposed ADeLE algorithm enables us to let the data determine if a single algorithm
can perform well across four disease cohorts or disease specific algorithms are needed.
For algorithm training, clinical investigators have manually curated gold standard la-
bels on the CAD status, Y , for N1 = 172 DM patients, N2 = 230 IBD patients, N3 = 105
MS patients and N4 = 760 RA patients. There are a total of p = 835 candidate features
including both codified features, narrative features extracted via natural language process-
ing (NLP) (Zeng et al., 2006), as well as their two-way interactions. Examples of codified
features include demographic information, lab results, medication prescriptions, counts of
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International Classification of Diseases (ICD) codes and Current Procedural Terminology
(CPT) codes. Since patients may not have certain lab measurements and missingness is
highly informative, we also create missing indicators for the lab measurements as additional
features. Examples of NLP terms include mentions of CAD, current smoking (CSMO), non
smoking (NSMO) and CAD related procedures. Since the count variables such as the total
number of CAD ICD codes are zero-inflated and skewed, we take log(x+1) transformation
and include I(x = 0) as additional features for each count variable x.
For each cohort, we randomly select 50% of the observations to form the training set
for developing the CAD phenotyping algorithms and use the remaining 50% for validation.
We used the logistic loss with the mixture penalty ρ2. Other methods descried in Section
5 including SIS–SMA and Quad are also applied for comparison. We only report results
based on tuning parameters selected with BIC as in the simulation studies since the results
obtained from AIC are largely similar in terms of prediction performance. Furthermore, to
verify the improvement of the performance by combining the four datasets, we include the
LASSO estimator for each local dataset (Local) as a comparison.
In Table 1, we present the estimated coefficients for variables that received non-zero
coefficients by at least one of the methods considered. Interestingly, all methods set all
heterogeneous coefficients to zero, suggesting that a single CAD algorithm can be used
across all cohorts although different intercepts were used for different disease cohorts. The
magnitude of the coefficients from ADeLE largely agree with the published algorithm with
most important features being NLP mentions and ICD codes for CAD as well as total
number of ICD codes which serves as a measure of healthcare utilization. The SIS–SMA
set all variables to zero except for the NLP mentions and ICD codes for CAD while Quad
and ADeLE have more similar estimates for the coefficients although Quad also produced
slightly sparser model.
Since the true model parameters are unknown, we evaluate the performance of differ-
ent estimation procedures using the validation data with respect to various classification
accuracy parameters including the area under the receiver operating characteristic curve
(AUC), and F -score at threshold value chosen to attain a false positive rate of 5% (F5%)
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and 10% (F10%), where the F -score is defined as the harmonic mean of the sensitivity and
positive predictive value. The point estimates along with their 95% bootstrap confidence
intervals (CIs) of the accuracy measures using validation data are presented in Figure 3.
The results suggest that ADeLE has the best performance across all methods, nearly on
all datasets and across all measures. Among the integrative methods, SIS–SMA performed
much worse than ADeLE and Quad as seen in simulation studies. Compared to the local
estimator and Quad, ADeLE perform substantially better. For example, the AUC of the
CAD algorithm for the RA cohort trained via ADeLE, Quad, SIS–SMA and local estima-
tion is 0.87 (95% CI [0.84,0.90]), 0.84 (95% CI [0.80,0.87]), 0.77 (95% CI [0.73,0.81]) and
0.83 (95% CI [0.79,0.87]). The difference between the integrative procedures and the local
estimator is more pronounced for the DM cohort with AUC being around 0.85 for ADeLE
and Quad and 0.8 for the local estimator trained using DM data only. The local estimator
fails to produce an informative algorithm for the MS cohort due to the small size of the
training set. These results again demonstrate the power of borrowing information across
studies via integrative analysis.
7 Discussion
In this paper, we proposed a novel approach, the ADeLE, for integrative analysis of high
dimensional data under the DataSHIELD framework, where only summary data is allowed
to be transferred from the DCs to the AC to protect the individual-level data. One should
notice that the DataSHIELD framework is essentially different from the popular differential
privacy framework (Dwork, 2011). The differential privacy framework establishes rigorous
probabilistic definition on the privacy of a random data processing algorithm, which requires
the perturbation of the raw data with random noise (Wasserman and Zhou, 2010). It allows
for sharing and publishing individual-level data for more general data analysis purposes.
However, to ensure enough privacy, the differential privacy was shown to be too strict to
be used for high-dimensional regression and inference (Duchi et al., 2013). In comparison,
the DataSHIELD framework is used for regression analysis and is shown by our paper to
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work well under ultra-high dimensionality and have no efficiency loss compared with the
ideal cases where the data can be operated with no privacy constraint.
Though motivated by the debiased LASSO, the ADeLE approach does not require the
estimation of the regularized inverse Θ̂
(m)
or the debiased estimator β̂
(m)
dLASSO in (5). Our
framework differs from the existing distributed learning literature in that our method ac-
commodates heterogeneity among the design matrices, as well as the coefficients of the
local sites. In addition, no existing distributed learning work provides similar estimation
equivalence results as shown in Theorem 2 for LASSO-type estimators in the ultra high
dimensional setting. Challenge in establishing the asymptotic equivalence in Theorem 2
arises from that β̂
(•)
and β̂
(•)
ADeLE are not necessarily as sparse as the true coefficient β
(•)
0 . We
overcome such challenge by comparing the two estimators in a more elaborative way as
detailed in the proof. Moreover, Theorem 3 ensures the sparsistency of the ADeLE under
some commonly used conditions on deterministic design. Benefited from integrating the
data, our approach requires less restrictive assumption on the minimum strength of the co-
efficients than the local estimation, under certain sparsity assumption. Such property is not
readily available in the existing literatures for distributed LASSO regression. The ADeLE
approach is also efficient both in computation and communication, as it only solves LASSO
problem once in each local site without requiring the computation of Θ̂
(m)
or debiasing and
only needs one turn in communication. Consequently, since there is actually no debiasing
procedure in our method, the ADeLE cannot be directly used for hypothesis testing and
confidence interval construction. Future work lies on developing statistical approaches for
such purposes under the DataSHIELD constraint, high-dimensionality and heterogeneity.
We assume nm  N/M in Theorems 1-3 and allow M to grow slowly. These conditions
seem reasonable in our application but could be violated by some large scale meta-analysis
of high dimensional data. The extensions to scenarios with larger M is highly non-trivial
and warrants further research. For the choice of penalty, we focus primarily on the mixture
penalty in the current paper since it is a suitable choice for leveraging the prior assumption
on the shared support and magnitude. However, other penalty functions with sparse struc-
tures can be incorporated into our framework, such as the composite absolute penalties
24
family (Zhao et al., 2009) and the hierarchical LASSO (Cheng et al., 2015).
8 Supplementary Material
In the supplement we provide detailed proofs of Lemma 1, Theorems 1-3 and collect a few
technical lemmas that are used in the proofs.
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Figure 1: Mean and 95% confidence interval of average absolute estimation error (AEE),
prediction error (PE), the true positive rate (TPR) and false discovery rate (FDR) associ-
ated with identifying Sµ and Sα based on IPD, ADeLE, Quad, SIS–SMA and SMA when
M = 4.
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Figure 2: Mean and 95% confidence interval of average absolute estimation error (AEE),
prediction error (PE), the true positive rate (TPR) and false discovery rate (FDR) associ-
ated with identifying Sµ and Sα based on IPD, ADeLE, Quad, SIS–SMA and SMA when
M = 8.
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Figure 3: Mean and 95% confidence interval of AUC, F5% and F10% of ADeLE, SIS–SMA,
Quad and Local on the testing data from the four studies.
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Table 1: Detected variables and magnitudes of their fitted coefficients for homogeneous
effect µ. A : B denotes the interaction term of variables A and B. The log(x + 1)
transformation is taken on the count data and the covariates are normalized.
Variable ADeLE SIS–SMA Quad
Frequency of NLP mention of CAD 1.05 0.76 0.93
ICD codes for CAD 0.66 0.19 0.52
Total ICD codes -0.61 (-) -0.51
Age 0.18 (-) 0.08
Frequency of NLP mention of non-smoker -0.13 (-) -0.12
Procedure code for stent or CABG 0.05 (-) (-)
Procedure code for Echo -0.04 (-) (-)
ICD codes for hypertension 0.04 (-) (-)
Total ICD codes: Any NLP mention of CAD procedures -0.03 (-) (-)
Frequency of NLP mention of CAD procedures 0.05 (-) (-)
Prescription codes of statin 0.05 (-) 0.03
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