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ABSTRACT 
There is an increasing need for the characterization of small flaws in ceramic components. This 
project is concerned with detecting and characterizing flaws in the bulk of ceramic parts. Cylindrical 
tensile test specimens of hot pressed Si3N4 are being prepared and, when available, will be inspected. 
In preparation for the arrival of the samples, measurement techniques have been developed for inspection 
of cylindrical shaped samples, signal processing techniques have been de vel oped for obtaining flaw 
scattering data over a broad range of frequencies and analysis techniques have been developed to 
automatically extract flaw characteristics from measured data. 
INTRODUCTION 
Ceramic components are being considered for 
use in a variety of industrial applications. 
Their high strength and high temperature 
capabilities make they excellent candidates for 
use in jet engines and as high performance ball 
bearings. In order for ceramic components to 
qualify for service, it will be necessary to 
deve 1 op NDE techniques which can detect and 
characterize critical flaws in structural 
ceramics. Critical flaw sizes in ceramics are 
smaller than in metals, being typically tens to 
hundreds of microns. 
This requires the use of higher frequency 
ultrasound and more sophisticated flaw character-
ization techniques than have previously been 
employed. 
In the previous year of this program [1], 
samples of hot pressed Si3N4 were seeded with 
small flaws (100 ~m to 400 ~m diameter). Ultra-
sonic measurements of these flaws were made and 2 
features of the flaw signa 1 s were extracted: a 
radius estimate obtained from the Born Inversion 
and Ae, the coefficient of scattering at long 
wavelengths. The features were combined in a 
probabilistic inversion algorithm which success-
fully estimated the flaw size and the material of 
which the flaw is composed. 
In this year's program, samples containing 
only naturally occurring flaws are being examined. 
The samples are cylindrical tensile test specimens 
made of hot pressed Si3N4 which are scheduled to 
become available shortly. These samples will be 
inspected for bulk and surface flaws and then 
tested to failure. It will be determined whether 
failure originated at flaws which were detected 
ultrasonically and if so, how well the failure 
stress could have been predicted by fracture 
mechanics from the estimated flaw properties. 
This task of the program is concerned with 
detecting and characterizing bulk flaws in the 
samples. In order to accomplish this goal, it has 
been necessary to develop new techniques in 3 
areas: 
• Inspection through curved surfaces 
• Obtaining sufficiently broad bandwidth 
scattering measurements 
• Automating the flaw characterization 
process. 
Inspection through cylindrical surfaces has 
been performed on aluminum rods with the same 
dimensions as the ceramic samples will have. Both 
cylindrically and spherically focussed transducers 
have been used. Excellent detectability of a 
simulated 1000 ~m flaw was achieved, indicating 
that significantly smaller flaws should also be 
detectable. 
In order to obtain broad bandwidth ultrasonic 
scattering data, a technique has been developed to 
combine, in a statistically optimum manner, 
ultrasonic measurements from a set of transducers 
at different frequencies. This technique can 
provide the broad bandwidth needed to successfully 
characterize flaws over a significant range of 
sizes. 
Automating of the flaw characterization 
process has been pursued on several fronts. The 
extraction of the low frequency features A2 and T 
from measurements has been performed in a statis-
tically optimum manner designed to make the pro-
cess less sensitive to noise in the measurements. 
Also, the Born Inversion technique has been de-
veloped into a practical form and the accuracy of 
its results in the presence of noise and limited 
bandwidth have been measured. Finally, a tech-
nique has been developed for determining whether a 
flaw signal is more likely to be due to a crack or 
to 2 pores located near one another. 
INSPECTION THROUGH CURVED SURFACES 
The test specimens to be examined are cyl in-
drical tensile specimens made of hot pressed 
silicon nitride. Figure 1 shows a sketch of their 
shape. Failure in the test specimens will likely 
occur in the central or gage section. This 
section is a cylinder of 1/4 in. diameter. The 
goal of this task is to inspect and characterize 
bulk flaws (voids and inclusions) in the speci-
mens. In order to do this, it is necessary to 
deal with the severe refraction which occurs when 
ultrasound enters a high velocity material such as 
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silicon nitride. Consider a plane wave incident 
from water onto a cylinder, perpendicular to the 
axis of the cylinder. The wave will diverge 
severely once within the cylinder and relatively 
1 ittl e energy wi 11 impinge on a small bulk flaw. 
Fig. 1 
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Cylindrical tensile specimens made 
of hot pressed Si 3N4• 
In order to overcome this difficulty, one can 
use instead a focussed incident beam. Figure 2 
shows 2 cases of a cylindrically focussed sound 
beam incident on a cylinder. If the distance of 
the transducer from the cylinder is such that in 
the absence of the cylinder the sound beam I'«>Ul d 
have focussed at the location of the center of the 
cylinder, then the sound beam wi 11 focus at the 
center of the cylinder. This is shown in the left 
hand sketch of Fig. 2. If the transducer is moved 
up or down, the focal point will move up or down 
in the cylinder. The right hand sketch shows the 
case where the transducer has been moved down far 
enough that the sound beam is plane within the 
cylinder. Thus the sound energy can be concen-
trated at any desired point in the cylinder for 
obtaining good flaw measurements. 
Figure 3 shows experimental measurements made 
to test this measurement method. In order to 
simulate the ceramic samples, measurements were 
made on a 1/4 in. diameter aluminum rod using a 20 
MHz 3/8 in. diameter cylindrically focussed trans-
ducer with a focal length of 3/8 in. in water. 
The transducer was set to focus on the center of 
the rod. The lower curve in Fig. 3 shows the 
signal measured from a rod with no flaw in it. 
There is an echo from the front surface of the rod 
(which heavily saturated the receiving elec-
tronics) and an echo from the back surface of the 
rod. The region in between is seen to be free of 
unwanted echos which could interface with flaw 
detections and characterization. The upper curve 
in Fig. 3 shows the signal received from a rod 
containing a 1000 ~m diameter end-drilled hole. 
It is seen that there is substantial echo from the 
ho 1 e as well as a second echo caused by the sound 
pulse traveling 2 round trips between the hole and 
the front surface. The fact that there is no de-
tectable back surface echo indicates that the 
foca 1 spot size is smaller than the ho 1 e diameter 
(1000 ~m) and that the hole is therefore 
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Fig. 2 Cylinderically focussed sound beam 
incident on cylinder. Varying 
distance of transducer from cylinder 
can cause focusing anywhere within 
or beyond cylinder. 
intercepting the entire sound beam. This small 
focal spot size will allow the concentration of a 
significant amount of sound energy on the smaller 
flaws which are of interest in ceramics. 
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Fig. 3 Measurements with a cylindrically 
focussed sound beam on a cylindrical 
specimen. Top: with end-drilled 
-
hole to simulate flaw. Bottom: with-
out end-drilled hole. 
The focus of the cylindrical transducer is a 
line focus comparable in length to the diameter of 
the transducer. Real flaws in ceramics will like-
ly be more sphere-like than the long cylindrical 
end-drilled hole flaw examined above. Therefore 
only a portion of the cylindrically focussed beam 
wi:l impinge on the flaw. An alternative approach 
wh1ch offers some advantages over the cylindrical 
transducer is the spherically focussed transducer. 
In this case, the axial extent of the focal spot 
in the rod will be much shorter, providing a bet-
ter concentration of the sound axially. Unfortu-
nately, the sound which enters the part out of the 
plane perpendicular to the axis of the rod will 
focus at a different depth than the in-plane sound 
will. Thus the focal spot will be distorted some-
what in a vertical (radial) direction. 
Measurements with a 1/4 in. diameter spher-
ically focussed transducer with a 1 in. focus in 
water are shown in Fig. 4. The lower curve shows 
the flaw-free case. As expected, the background 
noise level is higher than for the cylindrically 
focussed case. The upper curve shows the echo 
from the end drilled hole with about a 30 dB 
signal to noise ratio. Also visible are a second 
hole echo (1.9 ~s), a backsurface echo (2.3 ~s) 
and a creep wave which has travelled around the 
hole {1.5 ~s). 
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Fig. 4 Measurements with a spherically focused 
sound beam. Top: with end-drilled hole. 
Bottom: . without end-drilled hole. 
For successful flaw characterization it will 
be necessary to remove the spectrum of the in-
cident pulse from the flaw echos. This will be 
done by machining a flat surface on one of the 
ceramic samples parallel to its axis. The echo 
from this surface will then be used to deconvolve 
the flaw echos. 
BROADBAND SCATTERING MEASUREMENTS 
The flaw characterization techniques being 
developed by the research community make use of 
the frequency content of the scattering from flaws 
rather than using only the peak amplitude of the 
scattered signal, as has traditionally been 
done. Therefore, it is important to be able to 
measure the scattering properties of flaws over a 
broad range of frequencies. Conventional ultra-
sonic transducers have a limited bandwidth, 
typically about 2 octaves. A technique has been 
deve 1 oped which wi 11 combine the data measured by 
a set of transducers at different frequencies. 
This combining is performed in an optimum manner 
with respect to the noise sources which are pre-
sent in the signals from each transducer. We 
first present a statistical treatment of the 
measurement process for a single transducer and 
then extend the treatment to the multiple trans-
ducer case. 
For a single ultrasonic transducer operated in 
pulse-echo mode or for a pair of transducers oper-
ated in pitch-catch mode, the received signal from 
a flaw consists of the impulse response of the 
flaw convolved with the impulse response of the 
measurement system, which includes transducer, 
electronics, cabling, coupling and propagation ef-
fects. There will, in addition, be one or more 
sources of noise (random or systematic) in the 
signal. The process of removing the properties of 
the measurement system is therefore one of 
deconvolution. 
When viewed in the frequency domain, the mea-
sured signal is the product of the flaw scattering 
amplitude and the spectral response of the mea-
surement system, plus noise. The algorithms de-
rived in this paper will be concerned with esti-
mating the flaw scattering amplitude A in the fre-
quency domain. An estimate of the impulse re-
sponse of the flaw (in the time domain) can easily 
be obtained by performing an inverse Fourier 
transform on the frequency domain estimate. 
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Equation 1 is a measurement model which in-
cludes 3 noise sources which are commonly 
encountered. 
f(w) p(w)[A(w) + v1(w) + v2 (w)] + v3{w) (1) 
where 
f(w) 
p(w) 
A{w) 
Vl {w) 
v2(w) 
v3{w) 
measured signa 1 
transducer spectrum 
flaw scattering amplitude 
coherent clutter 
grain scattering 
electronic noise 
The three terms v1 , v2 and v 3 are the three 
noise sources. Each is described below. An 
important aspect of each is: what is its frequency 
dependence? The algorithms developed below must 
take the frequency dependences of the noise 
sources into account in order to obtain optimum 
estimates. 
v3 is noise in the electronic circuitry used 
in the measurements. It is expected (and ob• 
served) to be white {aw0 ) at the frequencies of 
interest. It can also include quantization noise 
of an AID converter if one is used. 
v1 and vz are of acoustic origin and have 
therefore been multiplied (convolved in the time 
domain) by the transducer and system response 
p(w). v 1 and v2 include a number of noise mecha-
nisms which are grouped into these two categories 
according to their frequency dependences. These 
noise sources are not random in the sense of vary-
ing with time. Rather they are a coherent part of 
the measured signal as long as the measurement ap-
paratus is unchanged. However, they are random in 
the sense that they vary from sample to sample 
and/or cannot be corrected for in the measurement 
process. Therefore, they degrade the measurements 
and must be taken into account when seeking to do 
optimum flaw characterization. 
v1 includes signal sources such as reflections 
from nearby obstacles or surfaces or remnants of 
earlier arriving but much larger echoes. Their 
frequency dependence is about the same as that of 
the incident pulse. Therefore, the frequency 
dependence of v1 is wO. v2 is due to grain scat-
tering in the material being tested. It is Ray-
leigh scattering off of many grains which are 
smaller than the flaw and its power spectrum is 
therefore proportional to w4. 
Which of these noises is dominant depends on 
the type of material being inspected and on what 
frequency range is being considered. In fine 
grained materials, grain scattering noise may be 
insignificant, although if that is the case one 
may choose to go to higher frequencies in search 
of smaller flaws and better resolution. In this 
case, grain scattering may be the limiting noise 
at high frequencies. At frequencies low enough 
that the wavelength is larger than the flaw, the 
scattering amplitude of the flaw drops off as w2 
(Rayleigh scattering). In this case, v 1 becomes dominant. At very low and very high frequencies, 
where there is little energy in the incident sound 
pulse, v3 will become dominant. 
In order to obtain an optimum estimate of the 
scattering amplitude of a flaw in the presence of 
noise, we will now derive a series of algorithms 
for estimation of the flaw scattering amplitude. 
For a general reference, see [2]. First, we con-
sider the case of a single transducer making 
pulse-echo measurements or a single pair of trans-
ducers making pitch-catch measurements. 
Consider a measurement model containing 
additive no i se: 
f(w) = p{w) • A(w) + v(w) 
where 
f(w) measured signal 
p{w) transducer and other system responses 
A(w) flaw scattering amplitude 
v(w) Gaussian noise. 
Let v(w) have zero mean E v(w) 0 and have a 
power spectral density: 
E lv(w) 12 = C)w) 
In order to determine the maximum likelihood esti-
mate ~ of A, we wish to maximize P{Aif), the 
probability of A conditioned on the measurement f, 
with respect to A. From the measurement model we 
can write P(fiA), the probability of the measure-
ments f conditioned on the flaw scattering A. The 
P (A If) is then determined by 
P(Aif) = P(fiA) P(A) 
P(f) 
The calculations proceed as follows, 
where 
2 
Log P(fiA) = 1 ' If - pAl 
- 2 I.. C (w) 
w v 
Log P{A) 
CA{w) = expectation value of IAI 2 over the 
ensemble of possible flaws. 
{2) 
{3) 
(4) 
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We assume that CA(w) is a constant independent 
of frequency~ We now maximize Log P(Aif) with 
respect to A : 
~Log (Aif) =~Log P(fiA) +~Log P{A) 0 
aA aA aA 
Therefore at each frequency 
* 
A(w) P(w) f(w) {5a) 
where 
C = CvfCA 
Equation {5a) is the desired result. Note that at 
those frequencies for which the signal-to-noise is 
good (C~ << IPI 2 CA), Eq. {5b) reduces to the 
expectea 
A(w) = _f_(cl PTWT {5b) 
At frequencies where the signal-to-noise is 
poor (Cv » IPI 2 CA), C(w) "desensitizes" the 
estimate, causing 
A(w) + 0 
in order to avoid a noise dominated result. 
The special case of 
C(w) = canst 
has been used in our lab and elsewhere [3] for a 
number of years with good success. An example of 
the application of Eq. {5a) is shown in Figs. 5, 
6, and 7. Figure 5 shows a calculation of the 
magnitude of the pulse-echo scattering amplitude A 
of a 1200 ~m diameter spherical void. The fre-
quencies at which the first few peaks occur are 
important in sizing such a flaw. Figure 6 shows 
the magnitude of 5 estimates of this scattering 
amplitude from experimental data. The data were 
recorded with a 2.25 MHz transducer whose spectrum 
is shown as the left-hand curve in Fig. 8. Each 
curve in Fig. 6 was obtained using Eq. {5a) with a 
different assumed constant value of C(w) (i.e., a 
different desensitization). The upper curves have 
too little desensitization and show wild fluctua-
tions below 1 MHz and above 4 MHz. As the desen-
sitization is increased, the noise induced fluc-
tuations decreased while in the region where there 
is appreciable energy {1.5 MHz to 3.5 MHz), the 
estimate remains relatively unchanged. Figure 7 
shows the optimum estimate of A. (Figure 7 is a 
replot of the lowest curve Fig. 6). Note that 
(ignoring an arbitrary scale factor), the estimate 
of Fig. 7 corresponds well to the theoretical 
curve (Fig. 5) in the frequency region where there 
is significant energy and the noise induced fluc-
tuations have been suppressed elsewhere. The 
first 2 peaks have been accurately located. 
Another case of interest is that of noise (of 
acoustic origin) which has been filtered by the 
transducer. Consider the measurement model 
f(w) p(w) • (A(w) + v(w)) 
4 6 
FREO (MHz) 
Fig. 5 Calculated scattering amplitude of a 
1200 ~m diameter spherical void 
in Ti-6Al-4V. 
FREO (MI'Iz) 
Fig. 6 Deconvolved spectra of a flaw sho~ting 
noise dominated results at low and high 
frequencies due to insufficient 
desensitization. 
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Fig. 7 Deconvolved spectrum with optimum 
desensitization. 
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Fig. 8 Magnitude spectra of a 2.25 MHz and a 
5 MHz transducer. 
where, as before, v(w) is Gaussian noise with zero 
mean andhpower spectral density C(w). The deriva-
tion of A proceeds as above, yielding the result 
* 
A(w) P (w) f(w) (5c) 
IP(w)l 2 (1 + C(w)) 
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Once again, the A approaches Eq. (5b) for high 
signal-to-noise and approaches zero for low 
signal-to-noise. 
Among the advantages of this type of treatment 
of noisy signals are the following: 
1. 
2. 
3. 
4. 
Any frequency dependence of noise energy 
can be optimally handled. 
Systematic as well as random noise 
sources can be treated. Since C(w) 
serves the purpose of "desensitizing" 
A at those frequencies where Eq. (5b) is 
not a good estimate, it is not important 
whether the cause of the misestimate is 
random noise or systematic signals. 
Noise which has passed through the trans-
ducer (v 1 and v2 in Eq. 1) is treated on 
an equal footing with noise which has not 
(v3), 
A final advantage of this technique is 
that increased bandwidth can be obtained 
by combining, in an optimum manner, data 
from several transducers with different 
center frequencies. A derivation of this 
result is given in the next section. 
Any one piezoelectric transducer has a limited 
bandwidth, limited by the low and high frequency 
points at which the signal from the transducer 
drops into the noise. Figure 8 shows the magni-
tudes of the spectra of a 2.25 MHz and a 5 MHz 
transducer. The hatched area is a schematic indi-
cation of the noise level that might be present on 
signals returning from flaws. Each transducer has 
a comparable percent bandwidth; they overlap in a 
small region and together cover a broader band 
than either alone. 
Figure 9 shows the measurp•nent situation to be 
used for combining data from ~everal transducers 
in order to achieve broader bandwidth data. The 
figure shows two circular piston transd11cers of 
the same diameter at the same distance from the 
flaw. However, the two transducers have different 
center frequencies, shown schematically by the 
different thicknesses of the transducer elements 
and the different beam widths at the respective 
center frequencies. 
Because the transducers are the same diameter 
and at the same disance from the flaw, the dif-
fraction patterns from both transducer at any 
given frequency are the same (assuming that the 
actual transducers are about equally good approxi-
mations to a piston source, which is not always 
true in practice). Therefore, data from two (or 
more) transducers can be combined by an algorithm 
which is a simple extension of the algorithms 
derived above. 
This algorithm will now be derived. Consider 
the measurement model 
f 1 (w) p1 (w) A(w) + v1(w) 
f 2(w) p2(w) A(w) + v2(w) 
(6a) 
(6b) 
where each equation refers to measurements made 
with a different transducer having different prop-
erties (p-) and different noise (v;)· We wish to 
maximize ~(Aif 1 , f 2, ... ),the probability of the 
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Fig. g Measurement of a flaw with two transducers 
at different frequencies but with same 
diameter and at same distance. 
flaw properties A conditioned jointly on the set 
of measurements fi' We make use of 
P(fl' f 2, ... lA) P(A) 
P(Aif1' f2' ,,,) = P(f1' f2' ••• ) 
and 
The resulting estimate of A is 
A (7) 
where 
Ci = Cvi/CA 
For a single transducer, this result reduces to 
Eq. (5a). Note that at frequencies where more 
than one transducer has appreciable signal-to-
noise, the estimate combines the data from all of 
them. Where one or none of the transducers have 
sufficient signal-to-noise, Eq. (7) works in the 
same manner as Eq. (5a). 
One more step is needed for Eq. (7) to work. 
T~e assumption that the transducers are at equal 
d1stances from the flaw implies that the arrival 
time of the flaw signal at each transducer is the 
same. If the arrival times differ by more than 5% 
of a period at the overlap frequency, then the 
estimate A will be distorted in that region and 
deconvolutions derived from A will also be 
distorted. 
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Experimentally, this requires positioning the 
transducers with a precisian of a fraction of a 
wave~ength.~, equiv~lently, by time-aligning the 
recelVed 51 gnal s dun ng postprocessing. In fact, 
the mos~ accurate method of positioning the trans-
ducers 1 s by an ultrasonic arrival time measure-
ment, so that both approaches depend on how accu-
rately the pulse arrival time can be measured. 
Because the pulses from the various trans-
ducers have different shapes, different measures 
of pulse arrival time will give different (not 
necessarily correct) answers. Several measures 
have been investigated. The first method involves 
cons i d~ri ng the pulse to be of arbitrary shape and 
measur1ng the mean arrival time of all frequency 
components. The arrival time of a particular 
frequency component of a signal S(w) is 
d T(w) = dw arg [S(w)] 
averaging over all frequencies in S(w) can be done 
as fallows 
T 
J T (w) IS (w) 12 dw 
2 J IS (w) I • dw 
this algorithm is more easily implemented in the 
time domain, where 
T 
J t s2(t) dt 
J s2(t) dt 
where s(t) is the Fourier transform of S(w). 
Eq. (B) was used successfully to time-align the 
pulses in the data presented below. 
(B) 
A second (and better) method would be to band-
pass the received signals to include only the 
overlap frequencies, thereby, in effect, eliminat-
ing most of the differences in pulse shape. Then 
by applying Eq. (B) or simply by measuring the 
difference between the phase curves, a better 
e~timat~ can be a~hieved. A potential problem 
w1th th1s method 1s that if the overlap range of 
frequencies is too small, then uncertainties of 2n 
in the pha~e (one period in the arrival time) can 
occur. Th1s method could be used for precise 
time-alignment after the first method had been 
used for course alignment. 
A third (and in principle even better) method 
of time-alignment would be to make use of our 
knowledge of the scattering properties of flaws 
and use the 1 ow frequency method of finding the 
center of a flaw [4]. (Improvements in this 
method are described under automtic flaw char-
acterization, below) However, it is unlikely in 
practice that the higher frequency transducers 
will .have sufficient energy at low frequencies for 
this method to work. 
An example of combining data from multiple 
transducers is shown in Figs. 10 and 11. The two 
transducers whose spectra are shown in Fig. B were 
us~d to ma~e mea~ure~ents of a 1200 vm spherical 
vo1d flaw 1n a T1tanlum-6Al-4V disk. Figure 10 
sho~s t~e spectra which result from separately 
est1mat1ng A for each transducer using Eq. (5a). 
Note that each transducer has successfully mea-
sured 2 of the peaks in Fig. 5. Figure 11 shows 
the result of applying the combined algorithm 
l 
(Eq. 7). Note that now all of the first three 
peaks have been successfully measured and that the 
separate spectra have been smoothly joined in the 
overlap region. The resulting spectrum is a 
fairly good reproduction of Fig. 5, except for a 
gradual increase in I AI with increasing frequency, 
which is due primarily to the transducer spectra 
having been measured through a thicker section of 
titanium than the flaw signals were. 
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Fig. 10 Deconvolved spectra obtained by each 
transducer separately. a) 2.25 Mhz 
b) 5 Mhz. 
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Fig. 11 Combined spectrum obtained from both 
transducers. 
The algorithms developed in this paper (e.g., 
Eqs. 5 and 7) suggest a matched filtering tech-
nique for improved flaw detection. As an interme-
diate step toward estimating the flaw scattering 
amplitude, these equations involve terms of the 
form 
* p (w) f(w) 
that is, the flaw spectrum multiplied by the com-
plex c~njugate of the transducer spectrum. Note 
that p (w) is the matched filter by which one 
would multiply f(w) in order to optimally detect a 
flaw whose impulse response was a o-function. 
This suggests that because small flaws (especially 
voids) have relatively short impulse response, de-
tection of flaws could be more successfully done 
using the Fourier transform of p*(w) f(w) rather 
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the received signal itself. Computer experiments 
indicate that flaw signals do not have suffici-
ently o-function-like impulse respones to signifi-
cantly improve detection. However, if it is de-
sired to detect flaws in a particular class, using 
the Fourier transform of 
* * p (w) A0 (w) f(w) 
should improve detection. Here, A0 (w) is the 
scattering amplitude of a typical member of the 
class of flaws. 
AUTOMATIC FLAW CHARACTERIZATION 
The new flaw characterization methods which 
are being developed by the research community 
often require the extraction of data from ultra-
sonic measurements by sophisticated techniques. 
If these methods are to prove useful in field 
applications, then it will be necessary to fully 
automate this feature extraction process. If not, 
then it will be necessary to have highly trained 
personnel making subtle judgments in routine test-
ing situations. This is not a practical approach 
in view of personnel availability, labor costs, 
and required speed and accuracy of inspection. 
Therefore, full automation of these techniques in 
the form of robust, noise resistant algorithms is 
necessary. 
In this section, 1~e present 3 results in 
automated feature extraction and flaw 
characterization. They are 
1. Statistically based algorithms for the 
extraction of low frequency features A2 
and T 
2. An analysis of the accuracy of the Born 
inversion when applied to noisy data with 
1 imited bandwidth, and 
3. An algorithm for deciding if a signal is 
more likely to be caused by a crack or by 
2 voids. 
STATISTICAL ALGORITHMS FOR EXTRACTING A2 AND T 
In recent years the scattering of elastic 
waves at low frequencies (i.e., in the so-called 
Rayleigh regime) has received increased attention 
[5,6,7] particularly in the context of nondestruc-
tive evaluation. For example, a relation between 
low frequency scattering and fracture mechanics 
has been found [8]. Several investigators 
[9,10,11] have established that low frequency 
scattering data is surprisingly rich in informa-
tion in the elastic wave case compared with the 
fami 1 i a r sea 1 ar wave case. It has a 1 so been found 
[12,13] that, in the low frequency range extending 
somewhat beyond the Rayleigh regime, the variation 
of phase shift with frequency gives information 
about the location ofthe center of the scatterer. 
The inversion technique developed last year 
for internal flaws in ceramics made use of 2 low 
frequency features of the scattering of sound from 
the flaw: A2 and T· 
A2 is the lowest order term in an expansion of 
the scattering amplitude A with respect to 
frequency: 
2 4 A(w) = A2w + O(w ) (9) 
The angular dependence of A2 has been shown [10,11] to contain size and shape information 
about the scatterer. , defines the location of 
the center of the scatterer with respect to the 
time origin of the measurements. Thus if a 
scatterer is displaced by a distance x = VT from 
the center of the measurement coordinate system, 
where v is the sound velocity in the surrounding 
medium, then the scattering amplitude will be 
A' (w) = A(w) e iwT 
= A2w
2 
+ icA2w
3 
+ O(w4) 
(10) 
(11) 
The two techniques discussed below estimate Az and 
, from the low frequency portion of measured 
frequency spectra. 
Consider first a noiseless measurement model 
based on Eq. ( 11). 
f(w) p(w) A(w) 
p(w) [A2w
2 
+ iTA2w
3] 
where 
f(w) 
p(w) 
frequency spectrum of measured signal 
spectrum of transducer, electronics, 
etc. 
Estimates A2 and , based on this model would then be 
where 
T 
A(w) = f_Gd_ ~
These estimates were shown [4] to be extremely 
noise vulnerable, especially because A becomes 
very small as w+O. A noise insensitive algorithm 
has been developed [4] based on the following 
measurement model 
where 
electronic noise 
grain scattering noise 
"model error" noise. 
The electronic noise is taken to be white 
(independent of frequency) and can include 
quantitization error of an A/0 converter, if 
used. The grain scattering power spectrum is 
taken proportional to w4. 
(12) 
By "model error", we mean the contribution to 
the measured signal at higher frequencies due to 
the fact that the terms of order w4 and higher in 
Eq. (11) become non-negligible. The power spec-
trum of this "noise" source is therefore taken to 
be pro port i anal to wB. 
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The estimates Az and , for this mode 1 
where 
A2 
b2 
a4 
b3 a4 
T b2a6 
* n b ( ) = \ p (w~ f(w) w 
n w L. C w) 
w 
are 
C(w) is the power spectrum of the 3 noise 
sources and is of the form 
2 4 8 C(w) = C0 + IPI (C4w + c8w ) 
(13a) 
(13b) 
(14) 
where the three terms are the covariance functions 
(or power spectra) of v 1 , v2 , and v3 
respectively. 
The algorithm makes use of information from 
all frequencies in a certain range in making its 
estimates. This range is determined by C(w). 
Where C(w) is large, little contribution is made 
to the estimate and where C(w) is small, a large 
contribution is made. 
Figures 12-15 show the results of testing 
these estimators on noiseless theoretical data. 
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In order to. see how well they work when there 
is sufficient low frequency data available that 
2 A(w) ~ A2 w (15) 
is a good approximation over a usable portion of 
the spectrum, we used as input 
f(w) = p(w) A2w
2 eiwT (16) 
In this case, there will be no model errors due to 
the approximation (15), but if wT is too large 
(i.e., the initial choice of coordinate system is 
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too far from the center of the flaw, then there 
wi 11 be model error due to 
+ iw-r {17) 
not being a sufficiently accurate approximation 
and the estimates will lose accuracy. 
Figure 12. shows ,, the estimate of -r plotted 
vs the actual -r used in creating the data {Eq. 
16). The dashed line is -r = -r for comparison pur-
poses. (In fact, the dashed line was drawn 
slightly in error and the agreement near -r = 0 is 
better than indicated.) Note that the estimates 
are very good near , = 0 and begin to become less 
accurate at large -r as Eq. {17) becomes a less 
good approximation. Note also that an iterative 
approach could be used to locate the center 
accurately even if the initial estimate was not 
good. The time scale used in these graphs is one 
where the front surface of the flaw occurs at t 
-0.3. 
Figure 13 shows the estimate 
case. The correct value is 1.0. 
estimate is very good when w-r is 
small. 
of A2 for this 
Again, the 
sufficiently 
Figures 14 and 15 show the results when the 
scattering amplitude of a spherical void is used 
as input: 
f(w) = p{w) A(w) eiw-r 
In this case, if too wide a range of frequencies 
is used, model error terms due to Eq. ( 15) not be-
ing a good approximation will cause errors in the 
estimates. Eq. (15) begins to break down above 
about ka = 0. 5. For Figs. 14 and 15, C(w) was 
chosen so that data up to about ka = 0.6 contri-
buted. We would therefore expect some error in the 
estimates. Figure 14 shows estimated -r vs true -r 
for this case. The estimaes are still good, but 
there is now a systematic error which would cause 
one to miss the flaw center by a little. Figure 
15 shows the A2 estimate for this same case. At -r 
= 0 there is now a systematic error of about 
35%. Because flaw size is proportional to A2ll3, 
this error is not as ~gnificant as it may at 
first appear. 
Figures 16 and 17 show the performance of the 
estimators in the presence of noise. An ensemble 
of test waveforms of the form 
f(w) = p{w) A(w)eiw-r + v(w) 
were tested and the mean and standard deviation of 
the estimates computed. Figure 16 shows the 
results for estimating -r. At large signal-to-
noise ratios, the standard deviation is small and 
all estimates are near the mean value. At lower 
signal-to-noise, the shaded band shows the in-
creasing noise in the estimates. Note that the 
mean does not change a great deal even when the 
standard deviation is large. 
Figure 17 shows the results for estimating 
A2. Again the mean value does not change appre-
ciably even when the standard deviation becomes 
large. The results are far better than those ob-
tained in [4] for a noiseless treatment. 
For a flaw of initially unkn01~n size, we would 
not know at what frequencies to cut off the cal cu-
1 at ion because we do not know what frequency cor-
responds to, say, ka = 0.5. Several approximate 
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solutions to this dilema are possible. An initial 
flaw size estimate can be made from an absolute 
amplitude measurement or by a higher frequency 
technique such as the Born inversion. From an 
initial size estimate, an iterative procedure 
involving estimating A2, using that to estimate 
flaw size and then in _turn selecting a new C(w) 
could be used. A more systematic approach is 
derived in the next section. 
In this section we derive an algorithm which 
avoids the problem of unknown flaw size mentioned 
in the previous section. It does this by expl i-
citly estimating the model error term Ca in 
Eq.(14) and then estimating A2 and T using that 
value for Ca. We assume that in an a priori sense 
Co and C4 are known, since they can be determined 
from independent measurements on the post-
processing electronics and on other specimens from 
the same batch. Since Ca relates to the scatterer 
of interest whose characteristics are unknown 
before the measurement of f(w), we must assume 
that Ca is unknown. 
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We make the further assumption that the 
function p(w), representing the acoustical system 
response, has the property 
2 10 lp(w) I w + 0 as w + ± "' (18a) 
which implies the limit 
2 [C(w) - c0]w + 0 as w + ± "' • (18b) 
These limits certainly hold if, for example, p(t), 
the time-domain version of p(w), is a sinusoid 
modulated by a Gaussian envelope function. We 
assume an optimality criterion implying that the 
optimal estimates are the most probable estimates 
(given f). We then introduce the further assump-
tion that the a priori probability density of the 
above parameters is sufficiently flat in an appro-
priate sense, in which case the most probab 1 e es-
timates become the maximum likelihood estimates. 
To provide a simple picture of the estimation 
procedure, we present the key steps in a somewhat 
abbreviated symbolic form. The central problem is 
to maximize the conditional probability density 
(p.d.) P(A2,T,Calf) with respect to A2, T, and Ca. In the above expression the symbol f stands 
for the set of quantities f(w), we:S. Using well 
known relations involving conditional probability 
densities, we can write 
Without truncating the set f(w) in some way, the 
above conditional and unconditional p.d.'s with 
respect to fare unnormalizable and therefore must 
be regarded as relative p.d.'s. However, since 
Eq. (19) involves only the ratio of such p.d.' s, 
the lack of normalizability is of secondary impor-
tance. Since the divisor P(f) plays the role of 
normalization factor and can thus be ignored in 
the maximization problem, the relative conditional 
p.d. of f can be expressed in the form 
I 1 1 \ [ ) _l] log P(f A2,T,Ca) - -z- <!>- -z- L log C (w C0 
we:S 
(20) 
where the factor Co, defined by Eq. (18) is 
introduced into the logarithm to achieve conver-
gence of the sum on w. The function 
<1> <j>(fiA2 Cal is 
,T' 
<1> L [C(w)r1 if(w) - p(w) (1 + iwT) A2w
2
1
2 
we:S (21) 
In Eqs. (20) and (21) C(w) is assumed to be given 
by Eq. (14). If the a priori p.d. P(A2,T,C ) is flat over a region in which P(fjA2,T,Ca) de~iates 
significantly from zero, then this a priori p.d. 
can also be ignored in the maximization problem. 
Thus the maximization problem now involves onlyP(f! 
A2 >r, Ca) given by Eq. ( 20) and thus the most 
probable estimates are then replaced by the 
maximum likelihood estimates. 
In approaching the maximum likelihood problem 
we note that with Ca fixed, the maximization of 
Eq. (20) with respect to Az. and T can be done 
analytically- in fact, this was already done in 
the earlier paper [4]. We then substitute these 
best estimates, denoted by Az and T, back into Eq. 
(20) and then confront the problem of maximizing 
with respect to Ca, a problem that must be treated 
computationally. After obtaining the best esti-
mate of Ca, namely Cs, we substitute this value in 
the analytical expressions for Az. and T• 
The optimal estimates of A2 and T are given in 
Eq. (13). It is to be noted that a0 is real and positive when p is even, and is zero when it is 
odd. Also b is real when p is even, and imagi-
nary when itpis odd. According to the relations 
(18a) and (18b), a sufficient condition for tne 
existence of a is that p <; 8 and a sufficient 
condition for ~he existence of bt:l is that p <; 4 
(if f(w) is assumed to behave asymptotically 
like p(oo)w~+). 
Substitution of the above expressions for Az. 
and T into Eq. (20) yields 
-t ~ -t L log C(oo) 
ooeS (22) 
where 
~ = ~(fiA2 .~.c 8 ) 
L [C (w)J-1 jf(w)l 2 
v 
w 
(23) 
The non-negativity of ~ is easily demonstrated. 
It is a 1 so easy to prove that for a noise 1 ess test 
signal f(w) p{w)(l + iwT) A2w2, then ~ = 0, 
whereupon the optimal value of Ca is given 
by Ca = 0. 
The appropriate computational procedure is 
first to find the maximum of P(f!A2 ,T,Ca) with 
respect to Ca by a direct numerical maximization 
procedure thereby yielding the optimal estimate 
Ca. This estimate depends only on the input sig-
nal f(w), ooeS, and various fixed parameters, since 
Eq. (22) has already been maximized with respect 
to Az and T• The final step is then to substitute 
Cs into C{w) entering into the analytical optimal 
estimates of A2 and T given Eq. {13). 
ACCURACY OF THE BORN INVERSION 
One of the features used in last year's flaw 
characterization algorithm is d, the estimate of 
the radius of the flaw given by the one dimension-
al Born inversion. 
This inversion technique makes use of 1 pulse 
echo waveform and from it derives an estimate of 
the distance from the center of the scatter to the 
front face of the scatterer in the direction from 
which the transducer is viewing the flaw. If this 
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inversion is performed from a number of direc-
tions, then the shape of the flaw can be recon-
structed. 
During this year, we have investigated the 
robustness of the Born inversion with respect to 
noise that is present in the measurements and with 
respect to the 1 imited bandwidth which is avail-
able from ultrasonic transducers. This work is 
described in detail in another paper in this pro-
ceedings. The results are summarized below. 
The Born inversion was found to require a 
bandwidth of 
0.5 < ka < 2 
in order to give radius estimates accurate to 
within 20%. If insufficient low frequency data is 
available, then an underestimate results and if 
insufficient high frequency data is available, an 
overestimate results. 
Figure 18 shows radius estimates obtained 
using the calculated scattering amplitude for a 
spherical void when only limited bandwidth is 
available. The dashed curve shows the effect of 
insufficient low ka data. Underestimates of > 20% 
occurs when kamin > 0.5. The solid curve shows 
the effect of 1nsufficient high ka data. Over-
estimates of > 20% occur when kamax < 2. 
-0--0-0-MAXIMUM ka CUTOFF 
-®-®--®-MINIMUM ka CUTOFF 
2.0 
6 
ka 
Fig. 18 Effect of limited bandwidth on the 
accuracy of the Born Inversion. 
Figure 19 shows the effect of limiting both 
low and high frequency bandwidths. The figure 
shows the estimated radius a divided by the true 
radius a vs the average wavenumber k of a trans-
ducer multiplied by the flaw radius a. Each curve 
is for a transducr of a different relative band-
width, expressed in terms of the ratio of the 
maximum ka of the transducer to the minimum ka. 
Note that for the 6:1 transducer, measurements 
will be accurate to within 20% for a 1.7:1 range 
of flaw sizes, while for the 10:1 transducer, the 
range of flaw sizes is about 2.5:1. A good 
broadband commercial transducer might have a 10:1 
range of usable k. 
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Fig. 19 Accuracy of Born Inversion vs transducer 
center frequency and bandwidth. 
The sensitivity of the Born inversion to the 
presence of noise in the data was investigated by 
adding calculated noise to the calculated scatter-
ing amplitude of a spherical void. The noise 
simulates gain scattering in a metal by having a 
power spectrum proportional to fS. A signal-to-
noise parameter is defined in terms of the rel a-
tive energy in the scattering amplitude and in the 
noise. Figure 20 shows the radius estimtes ob-
tained for ensembles of noisy signals at various 
signal-to-noise ratios. The flaw has a diameter 
of 800 ~m. For large signal-to-noise, the al-
gorithm correctly estimates the radius to be 400 
~m. The dashed curve shows the mean radius esti-
mate for an ensemble of signals at each signa 1-to-
noise ratio. The solid curves show the 95% 
confidence levels for the ensemble. As the 
signal-to-noise ratio decreaes, the uncertainty of 
the estimates increases and the mean of the es-
timates eventually becomes inaccurate too. How-
ever, the 95% confidence level is within 20% of 
the correct answer down to a signal-to-noise ratio 
of 0 dB. The upper and lower curves in Figure 21 
show flaw signals in the presence of this level of 
grain noise. 
DISTINGUISHING A CRACK FROM 2 VOIDS 
The effect of a crack on the remaining life-
time of a part will generally be greater than the 
effect of a region of porosity of comparable size. 
However, the ultrasonic reflections from a crack 
and a collection of pores may be similar. There 
is therefore a need to distinguish between these 
two types of flaws. 
We describe here a simple signal processing 
technique for distinguishing between the echos 
from a crack and from a pair of voids separated by 
a distance equal to the length of the crack. This 
technique requires only a single pulse-echo wave-
form. 
According to the geometrical theory of dif-
fraction, the backscattered echo from a crack 
reviewed at an angle other than perpendicular to 
the plane of the crack consists of echos from 2 
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Fig. 20 Radius estimates for ensembles of 
noisy flaw waveforms vs signal-to-
noise ratio. 
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Fig. 21 Experimental and simulated flaw wave-
forms including grain scattering noise. 
"flash points" on the opposite edges of the 
crack. The time spacing between the two echos is 
equal to the difference between the travel times 
to the near and far flash points. Also the two 
pulses are of opposite polarity. By contast, the 
echo from a pair of voids spaced a distance equal 
to the width of the crack will also consist of 2 
echos, but they will be of the same polarity. This 
suggests a technique for distinguishing between 
the two types of flaws. 
The upper curve in Fig. 22 shows a signal 
measured from one of the spherical "trailer hitch" 
specimens discussed elsewhere in this report. It 
consists of 2 pulses. The pulses appear to be of 
the same polarity, suggesting that the signal is 
due to 2 voids. Often, the pulses are not well 
enough separated or of equal enough shapes for 
this distinction to be made by the eye. We have 
therefore developed a more systematic algorithm 
for this purpose. 
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Fig. 22 Measured scattering waveform and 
corresponding frequency spectrum 
for a pair of voids. 
Consider a signal s(t) which consists of 2 
identical pulses s0 (t) separated by a time interval T and being of either the same or op-
posite polarities: 
In the frequency domain, this signal has the 
simpler representation 
S (w) = S0 (w) (1 ± e1WT) 
Here, upper case letters are used for the 
frequency domain representations of the 
corresponding time domain quantities. The 
magnitude of S is 
jS(w)j = jS
0
(w)j • j1 ±eiwTj 
2jS
0
(w)!·!cos2TI same polarity 
2jS
0
(w) I ·!sin w~l opposite polarity 
Note that the magnitude of the frequency spectrum 
of s(t) consists of the spectrum of s0 (t), modu-lated by either a cosine or a sine function, de-
pending of the polarity relationship of the 
pulses. The lower curve in Fig. 22 shows jS(w) I 
for the measured signal shown in the upper curve. 
The modulation is clearly visible and measurement 
of the peak or valley positions shows it to be a 
cosine modulation, proving that the signal is from 
a pair of voids rather than from a crack. 
In order to classify the source of the signal 
automatically and in cases where the data is not 
as good as that shown in Fig. 22, the following 
algorithm was developed. The Fourier transform of 
jS(w)j is a type of autocorrelation function of 
s(t). It consists of a peak at zero lag and 
smaller peaks at lags equal to multiples of T• If 
the negative frequencies of jS(w)j are set to zero 
before Fourier transformation, then there will 
also be a phase part of the autocorrelation. This 
phase will equal 0° at a 1 ag of T if the pulses 
are of the same polarity and it will equal 180° at 
T if the pulses are of opposite polarity. Figure 
23 shows the ·autocorrelation phase measured for 2 
"trailer hitch" samples, one containing a crack 
and the other containing a pair of voids. The 
autocorrelation phase was measured at a variety of 
angles of incidence from near normal to the plane 
of the crack to within the plane of the crack. 
The phase is near zero at all angles for the 2 
voids, as expected. The crack is easily distin-
guished from the voids at any angle, with its 
phase being around 130°. The phase is not 180° 
because the echos from the two flash points are 
not in practice, quite the same shape. This de-
viation from 180° may be, in itself, informative 
about the nature of the flaw. 
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