As an improved algorithm of standard extreme learning machine, online sequential extreme learning machine achieves excellent classification and regression performance. However, online sequential extreme learning machine gives the same weight to the old and new training samples, and fails to highlight the importance of the new training samples. At the same time, the algorithm updates the network weights after obtaining the new training samples. This network weight updating mode lacks flexibility and increases unnecessary computation. This paper proposes an adaptive online sequential extreme learning machine with an effective sample updating mechanism. The new and old samples are given different weights. The effect of new training samples on the algorithm is further enhanced, which can further improve the regression prediction ability of extreme learning machine. At the same time, an improved artificial bee colony algorithm is proposed and used to optimize the parameters of the adaptive online sequential extreme learning machine. The stability and convergence property of proposed prediction method are proved. The actual collected short-term wind speed time series is used as the research object and verify the prediction perfromance of the proposed method. Multi step prediction simulation of short-term wind speed is performed out. Compared with other prediction methods, the simulation results show that the proposed approach has higher prediction accuracy and reliability performance, meanwhile improve the performance indicators.
Introduction
The traditional neural network learning algorithm uses the gradient descent method to train the network. The learning speed of algorithm is slow, and all the parameters of the network need to be adjusted iteratively. This problem seriously restricts the development of forward neural network [31] . In 2006, Huang et al proposed a new neural network -extreme learning machine extreme (ELM) algorithm [17] . The ELM algorithm uses the random mechanism to reduce the parameter setting and choice. It is one kind of simple feasible fast learning algorithm. Compared with other traditional neural network learning algorithms or support vector machine (SVM), least square support vector machine (LSSVM), etc, ELM algorithm has the advantages of fast learning speed and strong generalization ability [7, 41] . The authors pointed out that computing time of ELM is usually several thousand times faster than BP neural network or SVM [37] . Therefore, the ELM algorithm is applied to many classification and regression prediction problems [32] [33] [34] 47] .
Based on standard ELM algorithm, the authors proposed an online sequential extreme learning machine (OS-ELM) algorithm [26] . OS-ELM first calculates its initial network weights in the initial training stage, and then the corresponding network weights can be obtained on the basis of the initial network weights when a new training sample is added to the training sample set. However, OS-ELM and other improved ELM algorithms (I-ELM [18] , EI-ELM [19] , EM-ELM [11] , and etc) believe that the importance of new and old training samples is the same, giving the same weight to old and new samples, and failing to highlight the role of new training samples. Moreover, as long as new training samples are obtained, OS-ELM updates the network weights recursively. This network weight updating algorithm lacks flexibility to adjust parameters according to actual conditions, and at the same time, it is easy to increase unnecessary computation time [28] . In order to solve the problems existing in OS-ELM effectively, an improved OS-ELM named as adaptive OS-ELM is proposed. This adaptive OS-ELM can overcome the sample data updating disadvantages of OS-ELM.
On the other hand, how to determine the suitable parameters of the hidden layer nodes in OS-ELM algorithm becomes important [48] . As a novel intelligent optimization algorithm, artificial bee colony (ABC) algorithm can be introduced to solve this problem. In order to overcome the disadvantages of adaptive OS-ELM, this paper proposes an improved ABC algorithm to optimize the parameters of the hidden layer nodes in adaptive OS-ELM. This improved ABC algorithm has faster optimization speed and better performance. The proposed improved ABC algorithm can improve the efficiency and performance of adaptive OS-ELM. The convergence analysis of the proposed prediction approach is given. The actual collected short-term wind speed is chosen as the simulation object. The effective of proposed prediction method is verified. The simulation results show that the proposed method has better prediction effect.
The main contents of each part are as follows. Section 2 gives the literature review. Section 3 introduces the methodologies include adaptive OS-ELM and improved ABC algorithm. Section 4 introduces the detailed implementation of the proposed prediction method. Convergence analysis of prediction method is also given. The simulation results are provided in Section 5, and the validity of the proposed prediction method is given. The conclusions and prospects of the paper are summarized in Section 6.
Literature review 2.1 Review of OS-ELM
When a given training sample is used to get the ELM model, if a new sample is produced, the training must be retrained, which leads to a great increase in the training time of the ELM model [25] . In order to solve this problem, OS-ELM algorithm uses the recursive idea to update the output weights online with new samples. Through some Benchmark data sets, the author pointed out that OS-ELM has achieved excellent performance in classification and regression [26] . At the same time, many scholars have also improved the OS-ELM algorithm. The authors combined OS-ELM with adaptive forgetting factor and bootstrap, the performance is tested by Benchmark data sets [29] . In [20] , the author proposed an efficient parallel method for batched OS-ELM (BPOS-ELM), the experimental results show that the accuracy of BPOS-ELM has higher training efficiencies. The authors presented an online sequential reduced kernel ELM (OS-RKELM). Experimental results obtained indicate that they proposed OS-RKELM showcases improved prediction accuracy and efficiency [5] . The authors proposed an ensemble of OS-ELM (EOS-ELM) with binary Jaya. The application results on the IEEE 39-bus system and a real provincial system show that EOS-ELM has superior computation speed and prediction accuracy [27] . The implementation of the OS-ELM is described as follows.
For a given training set
where a i , i = 1, . . . , L is the output weights, b i , i = 1, . . . , L is bias, k is the numbers of the sample. Eq. (1) is rewritten as
where H k is a neuron matrix and can be represented as
β k is the output weights and can be expressed as
T k is the output weights and can be expressed as
The output weights can be obtained by solving Eq. (2).
Therefore, the prediction model based on ELM can be obtained after training
Based on ELM, OS-ELM calculates the initial output weight under the condition of k ≥ L.
where
. New training sample (x k+1 , t k+1 ) is added into sample set, the current P k+1 and β k+1 is calculated according to the following equations.
However, OS-ELM considers that the value of the new and old training samples is equal, and the equal weight of the training sample fails to highlight the role of the new training sample [3, 14] . Moreover, as soon as the new training samples are obtained, ELM updates the weights of the network. In order to solve this problem in ELM, this paper proposes an adaptive OS-ELM with more effective sample updating mechanism. This paper considers that the new sample should be added to the training set after the initial network weights are calculated, and the corresponding network weights can be obtained on the basis of the initial network weights. At the same time, the new and old samples are given different weights. The effect of new training samples on the algorithm is further enhanced, which can further improve the regression prediction ability of OS-ELM. The detailed description of the proposed algorithm will be given in the Section 3.1.
Review of ABC algorithm
The ABC algorithm is an intelligent optimization algorithm, which comes from the behaviour of honey bees [22] . Compared with the genetic algorithm, the differential evolution algorithm and the particle swarm optimization algorithm, the ABC algorithm is very competitive [13, 15] . The nectar source of ABC algorithm is abstracted as a point in the solution space. The quality of nectar source (i = 1, 2, . . . , SN ) is chosen as the fitness of the solution. Assuming the dimension of the problem to be solved is D. For the t − th iterations, the location of nectar source can be expressed as
Where, L d is the lower bound of the search space, U d is the upper bound of the search space. The location of nectar source is randomly generated in the search space according to Eq. (11).
At the start of the search phase, a new nectar source around nectar source is generated by employed foragers according to Eq. 12.
where j ∈ {1, 2, · · · , SN }, j = i. It represents a random selection of nectar source which is different with i. ϕ ∈ [−1, 1]. When fitness of new nectar source is better than X i , greedy algorithm is used to carry out V i replace X i . Otherwise X i is remained. Then, onlooker bees share information according to nectar source of scout bees. Following probability is as follows [10] .
That is means onlooker bees generate a random number belong to [0, 1] and compare it with p i . If this random number is smaller than p i , then generate a new nectar source according to Eq. (12) . In the searching process, the nectar source X i can not find a better new nectar source after several iterations, then X i is abandoned, the corresponding employed bees change to scout bees. A new nectar source will be random generated according to Eq. (14) .
However, ABC algorithm has some disadvantages [21] . In the Eq. (12), ϕ id is a random number, x jd is a random selection among the neighborhood individuals. Therefore, the new global random search ability obtained by Eq. (12) is very strong. But the solution may be a better solution or a worse solution, the local search ability of the neighborhood in Eq. (12) is inadequate.
Review of short-term wind speed prediction
As a typical time series with nonlinearity, randomness and non-stationary, shortterm wind speed is often used to test the prediction performance of prediction methods. Short-term wind speed prediction refers to the prediction of wind speed in the next 1 to 48 hours [40] . Accurate short-term wind speed prediction has important theoretical significance and practical application value for wind power industry [43, 44] . At present, the prediction method of short-term wind speed is mainly based on historical data. These prediction methods usually use historical data, through some linear models include autoregressive moving average model (ARMA) [9, 34] , autoregressive integrated moving average model (ARIMA) [2] . The nonlinear model include SVM [8, 12] , LSSVM [36, 39] , artificial neural network (Elman neural network [44, 45] , echo state network [38] , fuzzy neural network [6, 30] , RBF neural network [4, 23] , and etc to predict short-term wind speed. The results of some related literatures indicate that the short-term wind speed has strong nonlinearity [1, 24] , so the nonlinear model is more suitable for shortterm wind speed prediction. But the key parameters of SVM and LSSVM have no definite determination method. The inappropriate model parameters will greatly affect the regression prediction performance of SVM and LSSVM. The artificial neural network has some problems, such as the network structure is difficult to be determined, and the algorithm is easy to fall into the local optimal value. Therefore, how to improve the accuracy of short-term wind speed prediction is still a hot research topic. In this paper, actual collected short-term wind speed is used as the simulation object to verify the performance of the prediction method.
Methodology

Adaptive OS-ELM
The proposed adaptive OS-ELM algorithm can be described as follows. Suppose that β k in Eq. (6) is calculated by sampling sample (
When new sample (x k+1 , t k+1 ) is added into set, then β k+1 can be expressed as
and H k are given weights, the above Eq. (15) can be rewritten as
where µ, 0 < µ < 1 is weight coefficient. Let
The inverse of Eq. (17) can be obtained
Eq. (18) is substituted into Eq. (16), the next can be obtained.
When a new sample x k+1 is obtained, it is necessary to judge the change trend of the error. When the error value is greater than a threshold value ε, P k is updated, otherwise P k remains unchanged. The update mechanism is shown in the following formula.
The unique updating mechanism of the proposed adaptive OS-ELM makes it more suitable for the on-line prediction of time series for the speediness and accuracy of the prediction.
Improved ABC algorithm
This paper proposes an improved ABC algorithm to optimize optimal parameters of hidden layers of adaptive OS-ELM. The adaptive OS-ELM prediction model is constructed with the obtained optimal parameters. In order to improve the local search ability of the algorithm, the random step size ϕ id is improved, so that it can be adjusted adaptively with the change of fitness. The new location update method is as follows.
where r id has a random value of +1 or −1. ϕ id is a random number between [−1, 1]. f i and f j are the objective function of the optimization problem. t is the current iteration number. MCN is the maximum number of iterations. c max , c min , α and β are constant value. x bestd is a d dimensional component of the current optimal solution. Compared with the random step size ϕ id , r id has a wider range of values. The absolute value of R id may be greater than 1. Thus, in the early iterations, the larger step size is beneficial to enlarge the search space of the algorithm. When f i is close to f best , R id is more close to 0. In this case, the smaller step size helps the algorithm can quickly find the optimal solution in the local search. R id plays a guiding role in the search trend of the nectar source. In the early phase of iterations, the parameter c id should be smaller, so as to reduce the global optimum and improve the global searching ability. In the later phase of iterations, c id should keep a larger value, so that the algorithm can converge rapidly to the global optimum. In order to verify the performance of the improved ABC algorithm, the Sphere function is chosen as testing function and compared with the standard ABC algorithm. The Sphere function is shown as in the following formula
The number of nectar source SN is 50, maximum number of iterations M CN is 100, the maximum number of nectar source mining limit is 50, c max is 1, c min is 0, α is 50, β is 5. To eliminate the influence of random, all the algorithms are running for 20 times and the average value is chosen as the optimization results. Fig. 1 is the average fitness curve of two algorithms. It can be seen from Fig. 1 , improved ABC algorithm has improved convergence accuracy, convergence speed and optimization results compared with standard ABC algorithm. Tab. I gives the comparison results of improved ABC and standard ABC, which includes the best fitness value, the average fitness value, and standard deviation. As can be seen from Tab. I, the best fitness, the success rate and standard deviation of improved ABC algorithm are better than standard ABC algorithm. 
Adaptive OS-ELM based on improved ABC algorithm 4.1 The proposed model
The hidden layer parameters a * , b * in adaptive OS-ELM algorithm are chosen as optimal parameters to be optimized. In order to maintain consistency with the improved ABC algorithm, the next Eq. (25) is chosen as fitness function of adaptive OS-ELM prediction model based on improved ABC algorithm.
where f k is network training error of adaptive OS-ELM. The network training error E k can be expressed as Eq. (26).
The implementation steps of hidden parameters of adaptive OS-ELM optimized by improved ABC algorithm can be described as the follows.
Step 1 The parameters of adaptive OS-ELM are initialized. These parameters include maximum number of hidden layer nodes L, activation function f (x), embedding dimension of samples m, weight coefficient µ, error threshold ε, and etc.
Step 2 The initial N sample data is
Step 3 The output weight is calculated according to Eq. (19).
Step 4 Training error E k of adaptive OS-ELM network is calculated according to Eq. (26).
Step 5 Input weight vector a k and bias b k of hidden layer node parameters are optimized by improved ABC algorithm.
1. Parameters are initialized. That includes the number of nectar source -SN, the maximum number of iterations -MCN, the maximum number of nectar source mining -limit, c max , c min , α, β, etc. The values of the parameters to be optimized are given. Suppose that number of iterations, t = 1.
2. An employed forager is assigned for nectar source. The searching process is begun according to Eq. (12) . A new nectar source V i will be generated.
3. The fitness value E k is calculated by samples data. The nectar source will be retained according to greedy algorithm.
4. The probability of nectar source be followed is calculated by Eq. (13). The onlooker bees search and retain the nectar source according to greedy algorithm.
5. The algorithm determines whether the nectar source should be discarded. If true, the onlooker bees are changed into scout bees. Otherwise, go to Step 5.7.
6. The scout bees will generate a new nectar source according to Eqs. (21) to (23).
7. Let t = t + 1. If the maximum numbers of iterations are satisfied, optimal parameters are output. Otherwise, go to Step 5.2 and continue to execution.
Step 6 x k+1 = x k−m+1 x k−m+2 · · · x k T is chosen as input, input vector h k+1 is calculated. Then, one step prediction value of x k+1 is obtained.
Step 7 If the maximum prediction step is achieved, the prediction process ends. Otherwise, the matrix P k is updated according to Eq. (17) . Then, β k is updated according to Eq. (19) . Let k = k+1, N = N +1. Go to Step 2.
Convergence analysis of the prediction model
The following two lemmas are introduced.
Lemma 1 Given arbitrary ε > 0 and activation function. For q discrete samples (x i , t i ), x ∈ R n , t ∈ R m , there is q hidden layer neurons and meets
Lemma 2 Given any bounded continuous or piecewise continuous activation function, for any continuous objective function, if
then there are arbitrary output matrix H and SLFNs makes the following Eq. (30) to be satisfied. At the same time, network error ||E L || decreases monotonically with the decrease of the number of neurons.
Theorem 1 Given discrete sample (x i , t i ), x ∈ R n , t ∈ R m , for arbitrary ε > 0. If the parameters of adaptive OS-ELM neural network are optimized by improved ABC algorithm, there must be a SLFNs that has q neurons make ||H q β q − t|| < ε be satisfied.
Proof. (1) If the current hidden layer node does not exceed the maximum allowable number of neurons. Suppose that the maximum number of iterations of the improved ABC algorithm is M CN , the number of hidden layer nodes in the network is L. If L = 0 and k = 0, the corresponding output error ||E L (H k )|| > ε. It is assumed that the improved ABC algorithm is iterated K times, then the corresponding output error ||E L (H k )|| ≤ ||E L (H 0 )||. At this time, the hidden layer node is increased and L = 1, there is ||E 1 (H 0 )|| ≤ ||E 0 (H K )|| according to [18] . Therefore, when L = N and k = K, there is
According to [17] , if exist q L=1 L > N and H q is invertible, there is
Therefore, there exists q < N make ||H q β q − f || < ε to be satisfied.
(2) If the current hidden layer node is greater than or equal to the maximum allowable number of neurons. Suppose that the maximum number of neurons is L max . The number of iterations is k = 1, the corresponding network output error is ||E Lmax (H 1 )|| > ε. If improved ABC algorithm is iterated to K, there is
According to Lemma 1, there is a constant q, L max < q < N make the corresponding network error ||E q (H 1 )|| ≤ ε. At the same time, the number of iterations is increased to k = K, there is
Therefore, there exists q < N make ||H q β q − f || < ε to be satisfied. From the above proof process can be obtained, the proposed adaptive OS-ELM based on improved ABC algorithm is stable and convergent.
Simulation
In order to verify the predictive performance of the proposed prediction approach, the short-term wind speed data is used to validate the predictive ability. The 500 groups of short-term wind speed data were collected from 6 O'clock on April 1, 2017 to 24 O'clock on April 21, 2017, which were measured from a power plant located in Liaoning Province, China. The sampling period is 1 hour. The first 452 groups of data are used to train the model, and the latter 48 groups of data are used as the test set to verify the accuracy of the prediction model. The short-term wind speed data of the 500 groups are shown in Fig. 2 .
The proposed adaptive OS-ELM based on improved ABC algorithm is compared with OS-ELM [26] , EI-ELM [19] , EM-ELM [11] , and standard ELM [17] . The parameters of the proposed adaptive OS-ELM are as the follows: the data embedding dimension m is determined as 48, the number of neurons in the hidden It can be observed from Tab. II, after the initial training stage, ELM, EM-ELM, and EI-ELM does not use the new training samples to update the prediction model, so with the increase of the prediction steps, the sample used for training is gradually far away from the current time, thus the ability to track the dynamic change characteristics of the short-term wind speed time series is gradually weakened, the accuracy of the prediction will also be gradually reduced. Because of the continuous use of the new training samples containing the current time information, the prediction errors of adaptive OS-ELM and OS-ELM are all smaller than the prediction errors of ELM, EM-ELM, and EI-ELM. In addition, since the new training sample is closest to the current time, it is more valuable than the old training sample, which is closer to the real short-term wind speed time series of the current time. Compared with the fairness principle of OS-ELM algorithm treate new and old samples, adaptive OS-ELM pays more attention to the contribution of new training samples, so that the updated prediction model has more information from new training samples. Therefore, adaptive OS-ELM is closer to the current real short-term wind speed time series than OS-ELM, and its prediction error is obviously less than OS-ELM. On the other hand, the improved ABC algorithm is introduced to optimize the hidden parameters of adaptive OS-ELM. The optimized parameters further improve the prediction performance of the adaptive OS-ELM. Fig. 3 is the comparison of the predictive values and the actual values of the 48 groups short-term wind speed in test set in one simulation by using 5 ELM models. From this graph, we can observe that the proposed method is superior to other 4 kinds of ELM algorithms. The proposed prediction method has better regression prediction ability for short-term wind speed time series. In order to further compare the predictive effects, the proposed prediction method is compared with ARIMA [2] , SVM [12] , LSSVM [36] , and RBF neural network [23] , the simulation results are shown in Fig. 4. Fig. 5 is the predictive error histogram distribution of the prediction models mentioned in this paper. Fig. 6 is the absolute predictive error of the prediction models mentioned in this paper. Fig. 4 Comparison of the short-term wind speed prediction and actual value of other prediction models. From the results of Fig. 3 to Fig. 6 , we can see that the proposed prediction model is better than other models in prediction accuracy and prediction error. Therefore, the prediction value of short-term wind speed of proposed prediction method can reflect the actual value of network traffic more accurately. In this paper, we introduce the following four kinds of performance indicators to measure the prediction accuracy of the prediction model.
RMSE (root mean square error
2. MAE (mean absolute error)
3. MAPE (mean absolute percentage error)
4. Reliability
where N is the number of samples, w(k) is actual value of wind speed, w(k) is predictive value of wind speed, ξ (1−a) is the numbers of confidence intervals in which the actual value falls under the confidence level 1 − α.
Tab. III shows the comparison of RMSE, MAE and MAPE performance indicators of these prediction models. The results in Tab. III also show that the prediction model in this paper is superior to other prediction models in the performance indicators. Fig. 7 is the reliability and confidence distribution of the prediction models mentioned in this paper. It can be seen from this graph that the prediction model in this paper has higher reliability under the same confidence level. It can be known that the reliability of the proposed prediction model is better than other prediction models. In order to test the statistically significant of the prediction model, Wilcoxon Sign-Rank [16] It can be observed from Tab. IV, the P-value of Wilcoxon Sign-Rank test of the proposed method is bigger than the other methods. It means that compared with other prediction methods, the median difference between the short-term wind speed prediction value and the actual value is even less significant. At the same time, the P-value of Wilcoxon Ranksum test of the proposed method is also bigger than the other methods. It means that compared with other prediction methods, the probability of the average value of the predicted value and the actual value of the proposed method is even greater. Therefore, the predictive value of the proposed prediction method is more consistent with the trend of short-term wind speed time series. In summary, the two test results in Tab. IV show that the statistically significant difference between the predicted value of the prediction model and the actual value of the short-term wind speed series is not obvious, and it has a better prediction performance.
To prove the prediction performance, the Pearson's test [42] is used to test prediction accuracy from the statistical perspective. Pearson's test can measure the association strength between the actual value and the prediction value. The results of association strength based on Pearson's test are performed out to further verify the superiority of the proposed prediction model compared with other models. If Pearson's correlation coefficient is equal to 1, it indicates that the actual value and the prediction value have a linear relationship. On the other hand, if Pearson's correlation coefficient is equal to 0, there is no relationship between actual value and prediction value. The results of Pearson's test are given in Tab. V. From Tab. V, it can be observed that the results of Pearson's test of the proposed prediction method are higher than those of the other prediction models. The results show that the association strength between the actual value and the prediction value of the proposed prediction method is stronger than the other methods.
Method
Pearson's correlation coefficient In summary, from the point of view of the above modeling training results, curve fitting, predictive error distribution, performance indicators, reliability, Wilcoxon Sign-Rank test and Ranksum test, and Pearson's test, adaptive OS-ELM method based on improved ABC algorithm for short-term wind speed prediction has better prediction effect. The first main reason for the improvement of prediction performance is that adaptive OS-ELM highlights the role of the new training samples and updates the output weights selectively according to their generalization ability. The prediction performance of proposed adaptive OS-ELM is improved. The second main reason is that an improved ABC algorithm is used to optimize the parameters of adaptive OS-ELM. The adaptive OS-ELM constructed with the optimal parameters further improves the performance indicators.
Conclusion
1. The traditional ELM training algorithm is only suitable for off-line training.
Once a new training sample is added to the training sample which is independent of the training sample, it is necessary to repeat the network training process. Although OS-ELM solves the online training problem of ELM, it considers that the value of the new and old training samples is equal, giving the same weight to the old and new samples, and failing to highlight the role of the new training samples. And, as long as OS-ELM gets new training samples, the network weights are recursively updated. This mechanical network weight updating model lacks flexibility according to the actual situation, and increases the unnecessary amount of calculation. This paper proposes an adaptive OS-ELM with more effective sample updating mechanism. The proposed approach considers that the new sample should be added to the training set after the initial network weights are calculated, and the corresponding network weights can be obtained on the basis of the initial network weights. At the same time, the new and old samples are given different weights. The effect of new training samples on the algorithm is further enhanced, which can further improve the regression prediction ability of OS-ELM.
2. On the other hand, how to determine the suitable parameters of the hidden layer nodes in OS-ELM algorithm becomes important. This paper proposes an improved ABC algorithm to optimize the parameters of the hidden layer nodes in adaptive OS-ELM. This improved ABC algorithm has faster optimization speed and better performance. The proposed improved ABC algorithm can improve the efficiency and performance of adaptive OS-ELM. The convergence analysis of the proposed prediction approach is given.
3. As a typical time series with nonlinearity, randomness and non-stationary, short-term wind speed is often used to test the prediction performance of prediction methods. The actual collected short-term wind speed time series is used as the research object and verify the prediction performance of the proposed method. The simulation results show that the proposed approach has higher prediction accuracy and reliability performance, meanwhile improve the performance indicators.
4. The number of nodes in the hidden layer of adaptive OS-ELM network is constant. Many neurons in the adaptive OS-ELM algorithm have little effect on the final output. Meanwhile, these useless neurons greatly increase the number of iterations of algorithm, and reduce the efficiency of the algorithm.
The future work will take into account the structure of the OS-ELM, which will consider the hidden layer nodes not always fixed, and will eliminate some nodes that join the network but have little contribution to the network. At the same time, the short-term wind speed time series is used as the simulation object. In fact, the proposed prediction approach can also be used in the prediction of any time series such as sunspot number, river runoff, stock price, network traffic, wind power and etc. The future research of this paper is also to apply the prediction model to other time series, and further improve the prediction accuracy of the prediction method.
