Abstract This paper presents a framework to predict the performance of multiple target tracking (MTT) techniques. The framework is based on the mathematical descriptors of point processes, the probability generating functional (p.g.fl). It is shown that conceptually the p.g.fls of MTT techniques can be interpreted as a transform that can be marginalized to an expression that encodes all the information regarding the likelihood model as well as the underlying assumptions present in a given tracking technique. In order to use this approach for tracker performance prediction in video sequences, a framework that combines video quality assessment concepts and the marginalized transform is introduced. The multiple hypothesis tracker and Markov Chain Monte Carlo data association methods are used as test cases. We introduce their transforms and perform a numerical comparison to predict their performance under identical conditions.
Introduction
The problem of multiple target tracking (MTT) generalizes the notion of single target tracking and state estimation [15, 29] to more complex scenarios in which the state of multiple elements must be estimated simultaneously. Since there is no unified theory for single target tracking and estimation, a number of distinct MTT techniques have been proposed, each of which imposes a certain set of assumptions on the problem to make it tractable. Although a number of different approaches have been employed, most of them rely to some extent on Bayesian probabilities. Today the most widely used techniques can be divided into four sets of filters: extensions of the Bayesian framework for single target tracking [21] (classical examples are multiple hypothesis tracking [22] , joint probabilistic data association filter [8] , and Markov Chain Monte Carlo methods [19] ), random finite sets framework [14] (examples are probability hypothesis density filters [32] , cardinalized probability hypothesis density filters [31] , and multi-Bernoulli filters [10, 33] ), point processes framework [28] (e.g., intensity filter) and heuristic implementations (e.g., nearest neighbor standard filter) [38] . Many additional examples for each of the frameworks can be found in the literature and, given the renewed interest in the data association problem, particularly in the machine vision community [2, 39] , that number is expected to continue to increase [12, 16] .
Despite the great progress made in recent years in the area of MTT and the availability of a large number of algorithms to solve the problem, the choice of MTT technique to be used on any given application is usually made ad hoc based on the familiarity of the designer with a certain technique. Currently, there are no mechanisms to help determine the chances of success of any tracking technique other than applying different methods to a certain problem and comparing them using standard target tracking metrics. But could there be some fundamental characteristics of the problem than can point us toward the selection of one of the techniques as being preferable over all the others? Can the performance of the selected technique be predicted? This paper attempts to answer these questions.
The theory of point processes has been used for statistical analysis and estimation of data in many applications [7, 14, 18, 24] . Its connection with classical MTT techniques was first explored in the early developments of random finite sets statistics [4, 14] and further developed later by Streit et al. [25] [26] [27] . Point processes now correspond to a general framework that encompasses the main target tracking approaches previously mentioned. One important set of tools from the point processes framework that relates all the techniques is the probability generating functional (p.g.fl.). In [27] , Streit et al. use p.g.fls. to outline in a clear and intuitive manner the way in which different assumptions about the state spaces and measurement spaces for a large set of widely known techniques give rise to different tracking approaches.
This work proposes a framework for predicting the performance of MTT techniques applied to video sequences. The focus on video-based tracking stems from the important applications that multiple target tracking on video sequence has in fields such as robotics, surveillance, video game industry and sports broadcasting [13] . It is also motivated by the possibility of objectively measuring challenging characteristics of the video per se [3] , which can give us an implicit understanding of the state and measurement spaces under consideration. This information in conjunction with the fundamental relationships described by probability generating functionals can be used as a framework for tracking performance prediction. In this work, we also comment on the probability generating functional representation for the Markov Chain Monte Carlo data association approach, which had not been introduced in [27] , although briefly mentioned in [26] .
The remainder of this article is organized as follows. Section 2 introduces the general problem of multiple target tracking from the classical Bayesian point of view using standard set definitions. It then describes the multiple hypothesis tracker and the Markov Chain Monte Carlo data association techniques, which we consider pilot test techniques for our contribution. Section 3 presents the theoretical definition of point processes and probability generating functionals, outlining their relationship to the general target tracking problem. Section 4 presents the main conceptual interpretation of the probability generating functionals for multiple target tracking techniques as a transform that encodes all the information provided by a measurement at a given time instant. Section 5 shows the framework that uses visual quality assessment techniques in combination with the introduced transform to obtain a quantity that we call tracker quality assessment (TQA), which allows us to predict the performance of the tracking mechanism. Finally Sects. 6 and 7 introduce experimental results as well as conclusions and future work.
Multiple target tracking problem
Let us start by introducing a general representation of multitarget state spaces and measurement spaces. Let S be a general state space for each of the targets x(t k ). At any given instant of time, the total number of targetsN (t k ) is unknown. We can designate a region, R, which defines the boundaries of the tracking problem. Given this region we can then add an additional state φ to the target state space S that denotes whether a target is not inside the defined boundary R, then S + = S ∪ {φ} and this is true for each target, giving us a joint state space S = S + × · · · × S + where the product is takenN (t k ) times. With this in mind we can represent the set of targets at any given time t k > 0 taking into account that new targets can be born
where x(t k ) 1···n are the targets that persist from the last instant of time and b 1...ν are the new born targets. For the measurement model, we have the classical representation y j,k = h(x j (t k ), t k , v(t k )) for the j th target, where v(t k ) is the measurement noise. We can extend this to a set of M measurements that in general can be produced from the targets in the set X or by false alarms (clutter in the environment) or wrong measurements. This set can be represented as
The objective of multi-target Bayesian estimation in this case is to estimate the contents of the set X(t k ) recursively, based on the set of observations Y k , using the joint transition density for the state p(X(t k )|X(t k−1 )) and the joint likelihood function p(Y k |X(t k )). We have also the assumptions that are key to Bayesian estimation and inference described for MTT. First, the Markov assumption states that the values in any set of states X(t k ) are only influenced by the values of the set of states that directly preceded it in time. This implies that the future is independent of the past given knowledge about the present. In a continuous-discrete setting, we have
We also have the conditional independence of the set of observations, which states that the observation set, Y k , given the state, X(t k ), is conditionally independent from the observation and state history, or
Finally, the estimation process for multiple targets ideally follows the same procedure as the single target case but with the use of the joint densities of all the targets. That is, given the state at time step t k−1 , Bayes' theorem is used to determine the joint posterior density at time t k . This can be achieved in two steps as described below.
Given the motion model and the Bayesian joint posterior density p(X(t k−1 )|Y 1:k−1 ) at time t k−1 , a time-updated joint density is obtained using the Chapman-Kolmogorov equation:
The observation set Y k is then used to update (weight) the density produced by the time-update step to determine the final joint posterior density at time t k :
The joint posterior density function p(X(t k )|Y k ) encapsulates everything about the set of target states, based on the current set of observations and a priori information. The calculations needed to obtain the exact posterior of this unified estimation are even more challenging than in the single object case. Hence, the different algorithms that have been designed to try to solve them rely on additional assumptions that facilitate implementations of sequential solutions. In the next sections, we introduce two approaches that attempt to solve this problem based on different assumptions: multi hypothesis tracking and single scan Markov Chain Monte Carlo data association.
Multiple hypothesis tracking
The multi hypothesis tracker (MHT) is a method for calculating the probabilities of various data association hypotheses. It maintains several hypotheses for each target at each instant of time. In order to do this, this technique enumerates all possible associations over time. As each measurement is obtained, it is classified according to its probability of origin: coming from a previously known target, from a false measurement, or from a new target. The estimation of each possible hypothesis is done through the Kalman filter (for Gaussian transition densities as introduced in the original literature [22] ). As additional information (or measurements) is collected, the probabilities of joint hypotheses are calculated sequentially using all the prior knowledge about the system such as the density of unknown targets, probability of detection, and density of false targets. This general technique is usually regarded as a hypotheses-oriented or measurementto-target (M → T ) data association [30] .
Single scan Markov Chain Monte Carlo data association
Markov Chain Monte Carlo (MCMC) data association is an extension of the joint probabilistic data association (JPDA) approach, which was designed to allow a varying number of targets. The JPDA tackles uncertain data association conditions by allowing a target to be updated by a weighted sum of all the measurements within a certain distance threshold of the target. The weights represent the probability that the measurement originates from that particular target. As such, a measurement can contribute to more than one track, and its contribution is weighted according to its association probability. MCMC data association expands on this by considering the space of all possible associations, where each association event may correspond to three possible conditions: deletion, addition (survival) or persistence (move) [19] . The weights are calculated in a manner similar to the JPDA but Monte Carlo methods, such as Metropolis-Hastings sampling [11] , are used to integrate over the set and evaluate the probability of each of the three conditions above.
Finite point processes and probability generating functionals
Finite point processes are usually introduced in the framework of the theory of random measures. Let χ be a topological space (complete, separable, metric). A typical choice for
The space of sets of points or event space in χ is defined by
where χ(n) is the space of sets of size n ∈ N, that is χ(n) = {x 1 , . . . , x n }|x i ∈ χ, i = 1, . . . , n . All its elements are assumed to be locally finite, and each bounded subset of χ can contain only a finite number of points [24] . Although a point process is regarded as a random (multi)set {x i } ⊂ χ , it is technically convenient to formally define it as a random measure Φ = i δ x i or the mapping
where (Ω, F, P) is an arbitrary probability space and B(ε χ ) denotes the Borel σ -algebra of ε χ . Hence, if Φ denotes the point process {φ i }, we write Φ(A) for the number of points φ i that belong to a subset A ⊆ χ ; similarly, for suitable
If Φ is a point process on χ , there exists a unique Borel measure ν on χ such that EΦ(A) = ν(A) for every Borel set A, and more generally E h dΦ = h dν for every positive measurable function h. This measure ν is called the intensity of Φ, and it completely statistically describes it.
Another descriptor of the point process comes from the finite-dimensional distributions ('fidi') of a random measure ξ that are the joint distributions, for all finite families of bounded Borel sets A 1 , . . . , A k of the random variables
, that is the image of the probability measure P, represented as P Φ [18] .
Even though the notation for the spaces presented in Sect. 2 and the definition of a point process above are seemingly different, the nature of the state space Eq. (2) and measurement sets Eq. (1) can be interpreted as a point process. The change in cardinality (birth/death of targets) at a given time represents a different counting measure χ(n) in Eq. (7). Furthermore, both share the ∅ set that accounts for false targets or measurements. Similar arguments can be presented for their probability spaces and their interactions.
Probability generating functional
The information about a point process can be encoded in an algebraic expression called a probability generating functional (p.g.fl). Before introducing the mathematical definition of probability generating functionals, it is important to introduce the most commonly known concept of probability generating functions that is also useful in the context of multiple target tracking.
Given a random variable X on the space (X, B χ ) the probability generating function (p.g.f.) of X is the function defined, for each z ∈ R, as
This of course can be extended to multiple dimensions where (z 1 , . . . , z n ) ∈ R n . In order to introduce the general mathematical formulation of the probability generating functional (p.g.fl.), we must first introduce
vanishes out of some bounded set and 0 ≤ h(x) ≤ 1 for each x ∈ χ , with this the p.g.fl. of a general point process Φ on the space χ is defined, for each h ∈ V (χ ) [24] , as
Since the process Φ is defined to be finite on the set where 1 − h(x) = 1 then it can be written as
where x i are the points such that Φ = i δ x i , possibly having repetitions in the (multi)set {x i }. In order to realize this expected value, we resort to the fidi of the point process, which allows us to rewrite the p.g.fl as [37] Ψ
where the final representation is obtained thanks to the combinatorics interpenetration of a Janossy measure [37] applied to the fidi. This representation can then be extended to joint point processes, where a new process Υ is introduced, with similar characteristics to Φ but on space Y ∈ R d y (in this application it can be considered as the measurement space and it has a mapping to the state space). Thus, Eq. (13) can be extended to the joint space and defined on ε χ × ε Υ as the product of the random measures (14) where g has the same definition as h as a vanishing test function. Marginalizing this p.g.fl with respect to one process results in the p.g.fl of the other process
and
Multiple target tracking transform
The idea of a multiple target tracking transform is inspired by the fact that a generating function is an algebraic tool for encoding combinatorial data [20] . With this in mind, we can claim that the given p.g.fs and p.g.fls encode all the combinational information of the finite point process they represent.
If it is assumed that a tracking technique is a joint finite point process [27] , then its p.g.fl representation encodes all the information pertinent to target and measurement existence and the set of assumptions encoded within the technique. It is also a fact that the test functions in which a p.g.fl is evaluated are complex numbers (like any classical transform), which in this case represent a space of 'existence' for each target (on a z-transform for example it represents a discrete time delay). This means that if a target exists there is a complex number representing its existence and the same occurs for measurements. In order to use p.g.fls for the estimation of the state of the targets, it is necessary to evaluate all these complex variables (that vary on dimension too) as can be seen in [26] , which is the equivalent of finding the inverse transform for classical techniques. In our case, we want to predict the performance of the technique, so obviously we want to avoid performing all the steps in the estimation processes. Instead, we rely on the p.g.fls, which, if properly interpreted, provide us some insights into how we can achieve a new simplified representation for multi-target tracking performance prediction.
Brief review of important probability generating functionals
In order to make this article self-contained, we introduce some important p.g.fl definitions. The p.g.fl of a Poisson point process representing the clutter in the measurements is given by
where Λ is the mean number of clutter points in Y (measurement space) and p Λ (y) is the normalized intensity function. For tracking applications, these functions are usually assumed constant in the window of observation. The p.g.fl of a Bayes-Markov filter with probability of miss-detections is given by (see section IV.A in [27] )
The different coefficients represent the probability of a target state μ(x), likelihood of the measurement p(y|x), probability of detection b(x) and probability of miss-detection a(x).
When target births are taken into consideration, the data-induced targets are represented by a process with
, which has the same functional form as Ψ B M D [g, h] , but with the target density μ(x) replaced by a prior distribution ξ(x). When evaluated under linear Gaussian assumptions, this process corresponds to a regular Kalman filter.
Marginalized transforms
The proposed simplified representation is based on the application of Eq. (15) to the p.g.fl of the tracking techniques under consideration. In this work, we use the MHT representation, which was previously introduced by Streit et al. [27] 
where χ i is the probability of existence, and γ j is the probability of birth from acquired data, respectively. As part of our contribution, we introduce the p.g.fl for the MCMC approach, which has the same form as the p.g.fl for MHT. It differs from the former, however, in the way the coefficients χ and γ are calculated, as explained in Sects. 2.1 and 2.2. The marginalized transform for both the MHT and MCMC techniques is therefore given by
and it represents all the information encoded on each measurement. In other words, it provides us a measure of the amount of information that can be obtained from a set of measurements on a given instant of time.
Framework for tracker performance prediction in videos
The marginalized transform gives us general information on the expected performance of a given tracking techniques according to the measurements obtained. In order to apply this information specifically to videos, we introduce a framework that uses information encoded within the video itself since this will affect the measurements in a unique manner for each different scenario. Our objective is to use the concept of video quality assessment with the tracking technique in the role of quality observer.
Visual quality assessment
Research in objective image quality assessment seeks to design quantitative measures with the capability to automatically predict perceived image quality [35] . Once developed, an objective image quality metric can be applied to an extensive range of practical uses. These applications include image acquisition, compression, communication, displaying, printing, restoration, enhancement, analysis and watermarking.
In this work, we apply two different and widely used techniques which present different features. First we have the blind/referenceless image spatial quality evaluator also known as BRISQUE [17] , which is a natural scene statisticbased distortion-generic blind/no-reference image quality Fig. 1 Framework for the application of the MTT transform combined with visual quality assessment assessment model that operates in the spatial domain. We also incorporate the multi-scale structural similarity (MS-SSIM) [36] , which is an extension of the structural similarity (SSIM) index [34] . SSIM uses structural distortion as an estimation of the perceived visual distortion. In order to determine structural distortion, SSIM utilizes means, variances and the covariance of a reference and a given image. The outputs of SSIM and MS-SSIM have similar numerical values over time, but MS-SSIM has smaller absolute variation since it takes in account more details of the image. It is important to note that these techniques were chosen because they perform quality assessment on the spatial dimension of the image, where the tracking application is performed.
Tracker quality assessment
The process of incorporating the MTT transform into a quality assessment framework consists of five steps (shown in Fig. 1 ). First, each frame is weighted by the quality score obtained using BRISQUE. At the same time, the detector that is going to be used for the tracking application is applied to each frame, obtaining real measurements. These measurements are then used to numerically compute the MTT transform in Eq. (19) for each technique under consideration. In order to do this, each measurement is assumed to represent a target with all the possibilities provided by the technique. 1 The BRISQUE-weighted image is then modified by applying the weighting obtained by the transform, but only in the pixel regions where measurements were taken. Finally the MS-SSIM is used to compare the weighted images from the current frame to the previous one. Figure 2 shows one example of the weights generated by the proposed framework for one snapshot of the TUD-Stadtmitte dataset (see Fig. 3 ). Darker regions correspond to higher weight values. As the figure indicates, the proposed approach focuses on regions where both target detections and image changes occur. The tracker quality assessment (TQA) is the cumulative difference of the output provided by MS-SSIM frame to frame.
In practice, for usual applications of MS-SSIM the higher its value the higher the quality of the image under consideration, since the reference is the image with perfect quality. The comparison here occurs on a frame-by-frame basis, but the interpretation remains the same, the larger the total change observed the higher the quality of the tracking technique, which corresponds to more efficient information encoding.
Experimental results
In its simplest form, the evaluation of the tracker quality assessment is straightforward. Given a video sequence, we can simply apply the tracker quality assessment framework and obtain a quantity that predicts the expected performance of the technique. In order to carry out this experiment, we need to run the tracking techniques on the video sequence to have a real performance measure that can be compared with the prediction. For this work, we use the optimal subpattern assignment (OSPA) metric [23] since it has been widely used as one of the main performance metrics for non-labeled multiple target tracking applications. The implementation of the MHT tracker used in this paper is based on the work of Antunes et al. [1] and the MCMC data association is available in the toolbox by Särkkä et al. [9] . Both methods were extended or modified to carry out centroid tracking on videos with a constant velocity model [13] . In all of our experiments, we carried out 15 Monte Carlo simulation trials for each tracking scenario.
The video sequences analyzed are the widely utilized and publicly available VSPETS 2003 INMOVE soccer dataset 2 , the TUD-Stadtmitte dataset 3 , and the 2009 BAHNHOF sequence which corresponds to a moving camera scenario. 4 In the VSPETS dataset, we use a red color detector to obtain the centroids of one of the teams (Liverpool), which in general provides very accurate measurements. For the TUD-Stadtmitte and the BAHNHOF datasets, the targets are pedestrians and the detections were carried out with using HOG [5] . In these scenarios, there is significantly more clutter and the detection accuracy is not as high, particularly for the moving camera case. The main assumption for the transform evaluation is that a target is present wherever a measurement is present (at marginalization) and a transform value is calculated for each of them. Then for each frame, if there are q measurements, we obtain q transform values that are superposed since the measurement space is unique. This also implies that the values for m and n in Eq. (19) are assumed to be equal to the number of measurements obtained at each frame.
The tracker quality assessment framework was used to evaluate each tracker using different sets of basic assumptions, such as varying the false alarm intensities, the probability of detection and/or probability of birth. Although every parameter of the tracking algorithms could be varied for our evaluation, from the model and measurement covariance to the birth densities or the motion model itself, for simplicity and conciseness we limit our analysis to the parameters shown in Table 1 and Fig. 4 . For the soccer scenario, after extensive experimentation, it was found that changing the false alarm density affects this specific MHT implementation the most, and hence that was the parameter chosen for evaluation. In the case of the MCMC technique, varying a single parameter does not significantly affect the tracker performance given its ability to more thoroughly explore the hypothesis space. Hence, several different assumption sets were evaluated, as shown in Table 1 . Table 1 Sets of assumption for the MCMC tracker in the soccer scenario MCMC assumption sets 
MTT transform coefficient calculation
Before presenting numerical results, it is necessary to introduce the expression for the calculation of the coefficients γ and χ since this is where the chosen techniques, MHT and MCMC, differ in terms of their p.g.fl and marginalized transform as was mentioned in Sect. 4.2. For a general linear (or approximately linear) Gaussian assumption for likelihood and motion models, the pseudocode to calculate the marginalized transform for the techniques under evaluation is given in Algorithm 1. In summary, the procedure consists of taking a set of measurements and first calculating the BayesMarkov filter using the standard Kalman filter calculations of the mean, covariance and innovation (lines 5-9) for existing and new targets. Lines 11 and 12 are the calculation of the Bayes-Markov filter from Eq. (17) for existing and new targets, with probabilities of detection and miss-detection a x and b x , respectively. After evaluating the probabilities of existence and of birth in lines 13 and 14, line 15 computes Eq. (19) for each target assumed to be present at a measurement (clutter is included in χ and γ ). The total transform is computed by adding over the measurement space over the m iterations of the algorithm.
Algorithm 1 Marginalized transform calculation.
1: while video is running do 2: Y ← set of measurements for current frame Y is an l × m matrix 3: Ψ = 0 4:
Assume a target is present at each measurement 6:
Y + = H · x + 8:
Account for detection and model effects 11:
Effects of birth density with normal distribution with mean M birth and covariance P birth 13: Evaluate χ according to Eq. (20) 
: end for 17: end while
Multiple hypothesis tracking
For the MHT, we need to introduce the expression for the calculation of the coefficients γ and χ . Using the Gaussian assumption and the expressions for hypothesis evaluation from the MHT, we have
where F is the number of false alarms, ν is the number of new targets,Q is the number of targets, and again p b and p d are the probabilities of birth and death, respectively, and c d is the false alarm density [6, 22] . All the former quantities are calculated using random sampling according to the appropriate distribution: binomial distribution for ν and Poisson distribution for F.Q is approximated by the number of measurements for each frame. It is important to remember that in this case the probability of detection and the innovation probability density function are already taken into account inside the Bayes-Markov filter portion of the marginalized transform expression.
Markov Chain Monte Carlo
For the MCMC approach, the evaluation has a different nature, since it depends on three conditions mentioned in Sect. 2.2. In this case we have
where p b is the probability of birth, p d is the probability of death, τ is the target prior, and C is the clutter prior for a target. The value for each of these variables is calculated by performing a small Metropolis-Hastings sampling [11] using the different assumptions present in the implementation. To calculate those values, we used the same criteria presented by Särkkä et al. [9] . The value of C is sampled from a Poisson distribution with density c d , and it is equal to the inverse of the surveillance volume (in this case, the image area) if the target is said to be a false alarm, otherwise it is one. τ depends on sampling from a given target representing a false alarm or existing target, and it is obtained by sampling a Poisson distribution with intensity p b and assigning the value of one minus the inverse of the surveillance volume.
Numerical results
In order to evaluate our hypothesis, we analyze three sets of metrics. Total OSPA values are provided to demonstrate the actual performance of the techniques using the ground truth. It is computed by accumulating the OSPA value of each video frame. Total MTT transform represents the aggregated value of the transform evaluated for each frame. Finally, the TQA represents the output of the framework presented in Sect. 5.2. All quantities have been normalized by their largest value in order to facilitate visualization and to facilitate the comparison with the tracker performance.
In the soccer scenario, it can be observed in Fig. 4b that the normalized TQA (i.e., 1−log(NTQA)) does an excellent job predicting the performance for the MHT technique, considering that smaller normalized total OSPA values (NT-OSPA) correspond to better overall performances. In this case, the normalized total MTT transform (NTT) also performs well (Fig. 4a) , but it is important to remember that it only takes in account the detection and not the characteristics of the video itself. For the MCMC tracker, we can observe in Fig. 5 variation on the performance prediction for the first three sets of assumptions which is also reflected on the actual OSPA. In general for this scenario, the TQA framework performs very well, mostly due to the high quality of the measurements and the low number of false alarms and video changes, given the stationary camera. In the pedestrian dataset, despite the more challenging scenario, which includes significant partial occlusions, as well as the different detector, the TQA framework can still predict the performance of the MHT tracker very accurately as shown in Fig. 6 . Although the TQA in Fig. 6b does not follow the OSPA as closely as in the soccer scenario, it still reflects its growth very accurately. Although the behavior of the NTT for the pedestrian dataset shown in Fig. 6a might seem identical to that for the soccer dataset (Fig. 4a) , it should again be noted that these are normalized values. The absolute values of both transforms differ by one order of magnitude. The maximum NTT value for the soccer dataset is approximately 15,000, whereas for the pedestrian dataset it is close to 1000. This difference reflects the significantly more challenging conditions seen in the second scenario. For the MCMC method, it can be observed in Fig. 7 that although the TQA still reflects the decreased OSPA, it varies slightly more slowly. In this case, since the targets are quite large with respect to the background, the frame-to-frame changes in the image tend to impact the TQA more than in the soccer scenario. In this case, the NTT (Fig. 7a) follows the decrease in OSPA more closely.
The moving camera scenario presents further challenges for the evaluated tracking techniques and that can be seen on the TQA framework. For the MCMC method, it can be observed that the variation of the TQA value is smaller than the actual OSPA variation and the trends are less precise than in the stationary camera scenario (Figs. 8b, 9b) . On the other hand, the transform presents a more accurate estimate in this case, since it is not as affected by the even larger frame-toframe changes (Figs. 8a, 9a ). For the sets of assumptions with relatively low OSPA (i.e., good performance), the TQA provides an accurate estimate of performance. Although the TQA prediction is not as accurate for higher values of OSPA, it still provides a good estimate of the expected performance when used in conjunction with the transform values (Figs. 8, 9 ).
Conclusions and future work
The mathematical framework of finite point processes allows for the introduction of novel concepts that can be used to produce compact representations of MTT techniques. These representations can be used to obtain more information about the nature of these techniques and devise applications that go beyond simple target tracking. We used these concepts to present a new framework that allows us to predict the performance of MTT techniques without performing tracking. The MTT transform gives us an insight into how the different assumptions of MTT techniques affect the way in which the information content of the measurements is used. Although the MTT transform by itself gives us information about the effective use of the measurements, it is not a complete prediction since the scenario in which tracking occurs also affects the performance. Visual quality assessment techniques can therefore be successfully integrated with the proposed transform to give a more accurate performance prediction that takes into account the problems of quality present in the video sequences and its dynamic nature. Our experiments demonstrated that the proposed framework can successfully predict the tracking performance of two different tracking approaches, MHT and MCMC, as measured by the OSPA metric under different conditions.
In the future, we would like to extend our method to make more accurate use of the measurements available at each image frame. In our current approach, each measurement is associated with a potential target. One possible strategy to mitigate this assumption would be to perform local measurement clustering so that targets are associated with clusters of measurements instead. Another area of potential improve- 
