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Abstract
We discuss the classical problem on asymptotic phase of periodic orbits of planar systems.
The existence of asymptotic phase for non-hyperbolic periodic orbits is completely determined
with hypotheses on the derivatives of a Poincare´ map and a return-time map. Smoothness of
the vector ﬁeld turns out to be crucial for existence of asymptotic phase. For hyperbolic
periodic orbits, a new proof for the existence of invariant foliations is provided.
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1. Introduction
We will consider asymptotic phase for periodic orbits of smooth planar vector
ﬁelds (cf. [4,5,9,10,12]). Our main result is that, for most nonhyperbolic limit cycles,
the only points in phase with points on the limit cycle are points on the limit cycle
itself. More precisely, suppose that G is a nonhyperbolic limit cycle of a C2 planar
system, S is a transverse section at pAG; t is the time of ﬁrst return to S; and P is the
corresponding Poincare´ map. Since G is not hyperbolic, P0ðpÞ ¼ 1: Under the
assumption that G is a generic nonhyperbolic limit cycle (that is, P00ðpÞa0), we will
show that t0ðpÞ ¼ 0 is a necessary and sufﬁcient condition for every point in some
neighborhood of G to be in phase with a point on G and, in this case, we will say that
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G is isochronous. The C2 requirement on the corresponding planar system is crucial.
In fact, for each aAð0; 1Þ; we will give an example (Example 1 in Section 3) of a C1þa
planar system with a nonhyperbolic limit cycle G such that t0ðpÞa0 but every point
in some neighborhood of G is in phase with a point on G: We remark that, if mX2
and the Poincare´ map P is given by
PðsÞ ¼ sþ csm þ oðsmÞ for some ca0
then G is isochronous if and only if
t0ðpÞ ¼ t00ðpÞ ¼? ¼ tm1ðpÞ ¼ 0:
To complete the picture for the nongeneric case, we will construct two CN planar
systems each with a nonhyperbolic limit cycle G such that tðnÞðpÞ ¼ 0 for all nX1 and
PðnÞðpÞ ¼ 0 for all nX2: In one of these systems G is nonisochronous (Example 2); in
the other, G is isochronous (Example 3).
For the case of hyperbolic periodic orbits, the existence of invariant foliations and
asymptotic phase is well known. These results have also been generalized to normally
hyperbolic invariant manifolds [6–8,11] (see also [2,3]). We will give a new proof to
show that hyperbolic limit cycles have invariant foliations (cf. [9]); hence, every point
in some neighborhood of every hyperbolic limit cycle has asymptotic phase with
respect to the limit cycle.
Finally, we mention that some of our results can be generalized to periodic orbits
of smooth vector ﬁelds in Rn:
2. Isochronous planar limit cycles
Let G be a periodic orbit of a ﬂow ft deﬁned on R
n: A point qARn has asymptotic
phase with respect to G if there is a point pAG such that limt-NjftðqÞ  ftðpÞj ¼ 0 or
limt-NjftðqÞ  ftðpÞj ¼ 0: In this case, q is also said to be in phase with p: We will
call a limit cycle G isochronous if there is an (open) neighborhood containing G such
that every point in the neighborhood is in phase with a point on G:
In this section, G is a periodic orbit of the ODE
’u ¼ f ðuÞ ð1Þ
S0 is a transverse section at pAG; t : S-R is the return-time function deﬁned on a
subsection S that contains p; and T :¼ tðpÞ is the period of G: Rather than repeat this
context each time it is needed, we will often refer to the return-time function or its
derivatives ‘‘at G’’ when we mean ‘‘at a point pAG along a transverse section S’’.
This language will only be used when the corresponding statement about T does not
depend on the choice of the section or the point on G:
We begin with the linear structure of the ﬂow at G: The main result here is the
existence of a linear space Np at p that is fT -invariant and transverse to the one-
dimensional vector space spanned by f ðpÞ: In the hyperbolic case, the proof of the
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existence of Np follows from the structure of the linear map DfTðpÞ by linear
algebra. All that is needed is the observation that f ðpÞ is the generator of a one-
dimensional eigenspace corresponding to the eigenvalue one. In the planar case, we
will obtain an explicit formula for the generator (if it exists) of the one-dimensional
invariant complementary space.
Let f : R2-R2 with f ðx; yÞ ¼ ð f1ðx; yÞ; f2ðx; yÞÞ be smooth. Deﬁne f> ¼ Rf ;
where R is the rotation matrix 0
1
1
0
 
; the Euclidean divergence and curl
div f ðx; yÞ :¼ @f1
@x
ðx; yÞ þ @f2
@y
ðx; yÞ;
curl f ðx; yÞ :¼ @f2
@x
ðx; yÞ  @f1
@y
ðx; yÞ
and the scalar curvature function along the smooth curve t/ðxðtÞ; yðtÞÞ by
k :¼ ’xy¨  ’yx¨
ð ’x2 þ ’y2Þ3=2
:
Theorem 2.1 (Diliberto’s Theorem). Let ft denote the flow of the differential
equation (1). If f ðzÞa0; then the principal fundamental matrix solution t/DftðzÞ at
t ¼ 0 of the homogeneous variational equation
’W ¼ Df ðftðzÞÞW
is such that
DftðzÞf ðzÞ ¼ f ðftðzÞÞ; DftðzÞf>ðzÞ ¼ aðt; zÞf ðftðzÞÞ þ bðt; zÞf>ðftðzÞÞ;
where
bðt; zÞ ¼ j f ðzÞj
2
j f ðftðzÞÞj2
e
R t
0
div f ðfsðzÞÞ ds; ð2Þ
aðt; zÞ ¼
Z t
0
ð2kðs; zÞj f ðfsðzÞÞj  curl f ðfsðzÞÞÞbðs; zÞ ds: ð3Þ
Proposition 2.2. The functions a and b satisfy the identities
aðs þ t; zÞ ¼ aðs; zÞ þ bðs; zÞaðt;fsðzÞÞ; bðs þ t; zÞ ¼ bðs; zÞbðt;fsðzÞÞ ð4Þ
for all tAR and zAG: The periodic orbit G is hyperbolic if and only if bðT ; pÞa1: In
case G is not hyperbolic, the derivative of t at p is a nonzero scalar multiple of aðT ; pÞ:
In addition, suppose that hðpÞ is the positive direction vector which is tangent to S at p
with respect to the local coordinate on S: If the ordered set of vectors f f ðpÞ; hðpÞg is
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positively oriented with respect to the usual orientation of the plane, then the derivative
of t at p is a positive scalar multiple of aðT ; pÞ:
The proofs of Diliberto’s theorem and the latter three statements of Proposition
2.2 are in [4]. The identities (4) are proved by applying appropriate changes of
variables in the integrals that appear in the deﬁnitions of a and b:
Using (4), it is easy to prove the additional identities
aðt þ T ; zÞ ¼ aðT ; zÞ þ bðT ; zÞaðt; zÞ; ð5Þ
bðt þ T ; zÞ ¼ bðt; zÞbðT ; zÞ; ð6Þ
bðt; zÞaðT ;ftðzÞÞ ¼ aðT ; zÞ þ ðbðT ; zÞ  1Þaðt; zÞ; ð7Þ
bðT ;ftðzÞÞ ¼ bðT ; zÞ: ð8Þ
Proposition 2.3 (Invariant Normal Bundle). Suppose that G is a periodic orbit of the
ODE (1). If G is hyperbolic, then G has a unique invariant normal bundle generated by
the vector field given by
gðzÞ ¼ aðT ; zÞðbðT ; zÞ  1Þ f ðzÞ þ f
>ðzÞ: ð9Þ
In case G is not hyperbolic, it has an invariant normal bundle if and only if the derivative
of the return-time map vanishes on G; that is, t0ðpÞ ¼ 0: In this case there are infinitely
many distinct normal bundles each generated by
gðzÞ ¼ AðzÞf ðzÞ þ f>ðzÞ; ð10Þ
where pAG; c is a real number, and ( for z ¼ ftðpÞÞ AðzÞ :¼ ðc þ aðt; pÞÞ=bðt; pÞ: In
both cases, DfT ðpÞgðpÞ ¼ bðT ; pÞgðpÞ:
Proof. It sufﬁces to ﬁnd functions A and B deﬁned on G so that B does not vanish
and the vector ﬁeld g deﬁned on G by gðzÞ ¼ AðzÞf ðzÞ þ BðzÞf>ðzÞ is such that
DftðzÞgðzÞ ¼ lðt; zÞgðftðzÞÞ for some nonvanishing scalar function l : R G-R:
Using Diliberto’s theorem, appropriate A and B exist if and only if, for all zAG; they
satisfy the equations
AðzÞ þ BðzÞaðt; zÞ ¼ lðt; zÞAðftðzÞÞ; BðzÞbðt; zÞ ¼ lðt; zÞBðftðzÞÞ; ð11Þ
the nondegeneracy condition BðzÞa0; and the compatibility condition
ðbðT ; zÞ  1ÞAðzÞ ¼ BðzÞaðT ; zÞ
(because fTðzÞ ¼ z).
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In case G is hyperbolic, equivalently bðT ; pÞa1 for some pAG; we deﬁne BðzÞ :¼
1; lðt; zÞ :¼ bðt; zÞ; and AðzÞ :¼ aðT ; zÞ=ðbðT ; zÞ  1Þ: The compatibility condition is
satisﬁed; and, using identities (7) and (8), we ﬁnd that A; B and l satisfy the system
of Eqs. (11), as required. Also, we note that the compatibility condition requires that
AðzÞ ¼ BðzÞaðT ; zÞ=ðbðT ; zÞ  1Þ: While we take BðzÞ ¼ 1 to obtain Eq. (9), other
choices of B only serve to change the lengths of the vectors gðzÞ; not their directions.
Hence, the invariant normal bundle is unique.
If G is not hyperbolic, then bðT ; zÞ  1: To satisfy the nondegeneracy and
compatibility conditions, we must have aðT ; zÞ  0: Conversely, suppose that
aðT ; zÞ  0: Fix pAG and let c be a real number. Take BðpÞ ¼ 1; AðpÞ ¼ c; and
deﬁne AðftðpÞÞ :¼ ðc þ aðt; pÞÞ=bðt; pÞ: The compatibility condition is satisﬁed. The
ﬁrst equation of display (11) is equivalent to
c þ aðs; pÞ
bðs; pÞ þ aðt;fsðpÞÞ ¼ bðt;fsðpÞÞ
c þ aðs þ t; pÞ
bðs þ t; pÞ :
This identity is veriﬁed by substituting for aðt;fsðpÞÞ and bðt;fsðpÞÞ using the
identities (4). &
Proposition 2.4. If the transverse section S at p is contained in the section S0 at p and
fT ðSÞDS0; then G has a smooth invariant normal foliation whose leaves are given by
ftðSÞ for tA½0; TÞ: Moreover, if G has an invariant normal foliation and G is a limit
cycle, then G is isochronous. In particular, every point on each leaf of the foliation is in
phase with its base point (that is, the intersection of the leaf with G).
Proof. The proof is an application of the semigroup property of the ﬂow ft: &
Theorem 2.5. If G is hyperbolic, then G has a smooth fT -invariant normal foliation
whose leaves are tangent to the invariant normal bundle generated by g in Eq. (9). In
particular, G is isochronous.
Proof. By Proposition 2.4 it sufﬁces to show that there is a section S0 at pAG and a
subsection S at p such that fTðSÞDS0: Also, by reversing the direction of time, there
is no loss of generality if we assume that G is attracting, that is bðT ; pÞo1: Also,
without loss of generality, we will assume that f is deﬁned on R2 and ’u ¼ f ðuÞ is
complete.
We will prove the foliation is class C1; the proof for class Cr is similar. Let
C1ð½1; 1;RÞ denote the usual Banach space of continuously differentiable
functions with the usual (sum) C1-norm and deﬁne E :¼ fhAC1ð½1; 1;RÞ : hð0Þ ¼
0 and h0ð0Þ ¼ 0g: The set E is a Banach space with respect to the norm jjhjjE ¼
supsa0 jh0ðsÞj: To prove this fact, note ﬁrst that jj jjE is a norm. In particular, if
jjhjjE ¼ 0 then h0ðsÞ  0; therefore h is constant. The function h is zero because
hð0Þ ¼ 0: Secondly, suppose that fhngNn¼1 is E-Cauchy and use the mean value
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theorem to obtain the estimate
jhmðsÞ  hnðsÞj þ jhm0ðsÞ  hn0ðsÞjpjsj sup
tA½1;1
jhm0ðtÞ  hn0ðtÞj þ jhm0ðsÞ  hn0ðsÞj:
It follows that jjhm  hnjj1p2jjhm  hnjjE: Hence, fhngNn¼1 is C1-Cauchy. Let h denote
its limit in C1ð½1; 1;RÞ: Since jhð0Þj þ jh0ð0Þjpjjh  hnjj1; we have that hð0Þ ¼
h0ð0Þ ¼ 0; as required.
For hAE and d40; we have a curve L in the plane given by s/p þ dhðsÞf ðpÞ þ
dsgðpÞ; where g is deﬁned in display (9) and sA½1; 1: This curve is transverse to G
at p: Also, let t/uðt; s; h; dÞ denote the solution of ’u ¼ f ðuÞ with the initial condition
uð0; s; h; dÞ ¼ p þ dhðsÞf ðpÞ þ dsgðpÞ: Using the linear independence of f ðpÞ and gðpÞ;
the vector uðT ; s; h; dÞ can be uniquely expressed in the form uðT ; s; h; dÞ ¼ p þ
y˜ðT ; s; h; dÞf ðpÞ þ x˜ðT ; s; h; dÞgðpÞ for scalar valued functions x˜ and y˜: Thus, the
section given by L is fT -invariant if and only if
dh
1
d
x˜ðT ; s; h; dÞ
 
¼ y˜ðT ; s; h; dÞ ð12Þ
whenever sA½1; 1:
To take advantage of the invariant normal bundle deﬁned in Proposition 2.3, let
us linearize at G: By Taylor’s theorem
f ðzþ ZÞ ¼ f ðzÞ þ Df ðzÞZþ Rðz; ZÞZ;
where Rðz; ZÞ :¼ R 10 ðDf ðzþ sZÞ  Df ðzÞÞ ds: This formula is valid for zAG and Z in
some open neighborhood of G: Moreover, Rðz; 0Þ  0: Using this fact and the
deﬁnition wðt; s; h; dÞ :¼ ðuðt; s; h; dÞ  ftðpÞÞ=d we have that
’w ¼ Df ðftðpÞÞw þ RðftðpÞ; dwÞw ð13Þ
with the initial condition wð0; s; h; dÞ ¼ hðsÞf ðpÞ þ sgðpÞ: Also, with x :¼ x˜=d and
y :¼ y˜=d we have the equality
wðT ; s; h; dÞ ¼ yðT ; s; h; dÞf ðpÞ þ xðT ; s; h; dÞgðpÞ:
Thus, the curve L is invariant if and only if hðxðT ; s; h; dÞÞ ¼ yðT ; s; h; dÞ:
Using the independence of f ðpÞ and gðpÞ; let us deﬁne a new norm on R2 given by
jzjfg :¼ maxfjzf j; jzgjg; where z ¼ zf f ðpÞ þ zggðpÞ:
By the usual existence theory for ODEs, w is as smooth as the function f : Let B
denote the ball of radius 1
2
centered at the origin in E: There is a number M40 such
that jwðt; s; h; dÞjfgpM whenever tA½0; T ; sA½1; 1; hAB; and dA½1; 1: This
follows because the time interval is compact and the initial data is contained in a
compact set. For this result, we note that jhðsÞjpjjhjjEjsjp12: Thus, the initial data lies
in a compact neighborhood of the origin in R2: Using the usual semilinear Gronwall
estimate applied to ODE (13) (that is, by using the variation of constants formula,
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making a fg-norm estimate, and then applying Gronwall’s lemma), we obtain the
inequality
jwðT ; s; h; dÞjfgp e
R T
0
U ðT ;s;s;h;dÞ dsjDfTðpÞðhðsÞf ðpÞ þ sgðpÞÞjfg
p e
R T
0
U ðT ;s;s;h;dÞ ds
maxfjhðsÞj; jsjbðT ; pÞg ð14Þ
where U ðT ; s; s; h; dÞ :¼ jjDfTðpÞðDfsðpÞÞ1RðfsðpÞ; dwðs; s; h; dÞÞjjfg and the ma-
trix norm is associated with the fg-norm. By restricting d to a sufﬁciently small open
interval JC½1; 1 containing the origin, U can be made sufﬁciently small so that
E :¼
Z T
0
U ðT ; s;s; h; dÞ dsomin 2; 1
bðT ; pÞ
 
:
Thus, using the estimate (14), we have
maxfjxðT ; s; h; dÞj; jyðT ; s; h; dÞjgpE maxfjhðsÞj; jsjbðT ; pÞg:
With dAJ and hAB; it follows that jxðT ; s; h; dÞjo1; in particular, xðT ; s; h; dÞ is in
the domain of hAE: Therefore, there is a function F : B J-E given by
Fðh; dÞðsÞ ¼ yðT ; s; h; dÞ  hðxðT ; s; h; dÞÞ:
Since ODEs depend smoothly on their parameters, even for parameters in Banach
spaces (see [1,4]), the functions given by Yðh; dÞðsÞ :¼ yðT ; s; h; dÞ and Xðh; dÞðsÞ :¼
xðT ; s; h; dÞ are as smooth as the function f : Also, the operator (composition on the
left) given by FðhÞðsÞ ¼ hðgðsÞÞ; where g is some ﬁxed function, is linear, hence class
CN: It follows that F is as smooth as the function f :
We will apply the implicit function theorem to F : Note ﬁrst that Fð0; 0ÞðsÞ ¼
yðT ; s; 0; 0Þ: For ðh; dÞ ¼ ð0; 0Þ; ’w ¼ Df ðftðpÞÞw and wð0; s; 0; 0Þ ¼ sgðpÞ: Hence, we
have wðT ; s; 0; 0Þ ¼ sbðT ; pÞgðpÞ; that is, xðT ; s; 0; 0Þ ¼ sbðT ; pÞ and yðT ; s; 0; 0Þ ¼ 0:
So, Fð0; 0Þ ¼ 0: Next, we compute Fhð0; 0Þ: For this, we set d ¼ 0 and differentiate
the functionF : B-E given byFðhÞðsÞ ¼ yðT ; s; h; 0Þ  hðxðT ; s; h; 0ÞÞ at h ¼ 0: In
this case, we have that ’w ¼ Df ðftðpÞÞw and wð0; s; h; 0Þ ¼ hðsÞf ðpÞ þ sgðpÞ: Hence,
wðT ; s; h; 0Þ ¼ hðsÞf ðpÞ þ sbðT ; pÞgðpÞ; that is, xðT ; s; 0; 0Þ ¼ sbðT ; pÞ; yðT ; s; 0; 0Þ ¼
hðsÞ; and
FðhÞðsÞ ¼ hðsÞ  hðbðT ; pÞsÞ:
BecauseF is linear, we have that Fhð0; 0Þ : E-E is given by Fhð0; 0Þ ¼ I  U ; where
I is the identity transformation and U : E-E is the linear transformation given by
UðkÞðsÞ ¼ kðbðT ; pÞsÞ: For jjkjjE ¼ 1 and sa0; we have
jUðkÞ0ðsÞj ¼ bðT ; pÞjk0ðbðT ; pÞsÞj:
It follows that jjU jjE ¼ bðT ; pÞo1 and I  U is invertible ððI  UÞ1 ¼
PN
n¼0U
nÞ:
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By the implicit function theorem, there is an open subinterval K of J with 0AK and a
smooth function b : K-B such that Kð0Þ ¼ 0 and FðKðdÞ; dÞ  0: For dAK and
d40; KðdÞAE is a function whose graph, the image of the curve s/dKðdÞðsÞf ðpÞ þ
dsgðpÞ deﬁned for sAð1; 1Þ; is the desired fT -invariant transverse section at
pAG: &
Note that a fT -invariant normal foliation is necessarily tangent to an invariant
normal bundle at G: For hyperbolic limit cycles, there is no ambiguity due to the
uniqueness of the invariant normal bundle. But, for nonhyperbolic limit cycles with
aðT ; pÞ ¼ 0; there are inﬁnitely many invariant normal bundles (see Proposition 2.3).
By our main result in this section (Theorem 2.8), if G is a nonhyperbolic limit cycle
and aðT ; pÞ ¼ 0; then there is a unique fT -invariant normal foliation under some
generic conditions. Therefore, only one invariant normal bundle can be realized by a
fT -invariant normal foliation.
We will deﬁne a function Q : G-R2; which depends on the second derivative of
the underlying vector ﬁeld along G; it is used to identify the unique invariant normal
bundle whose ﬁbers are tangent to the leaves of the fT -invariant normal foliation at
G: Indeed, let us denote the usual inner product of u; vAR2 by /u; vS and deﬁne
QðpÞ :¼
Z T
0
DftðftðpÞÞD2f ðftðpÞÞðDftðpÞf>ðpÞ; DftðpÞf>ðpÞÞ dt: ð15Þ
Proposition 2.6. Suppose that u and o are real numbers, pAG; and uðt; zÞ :¼ ftðzÞ for
zAR2: If G is not hyperbolic and the derivative of the return-time map vanishes at G;
then
uzzðT ; pÞðuf ðpÞ þ of>ðpÞ; uf ðpÞ þ of>ðpÞÞ ¼ o2uzzðT ; pÞð f>ðpÞ; f>ðpÞÞ
and
QðpÞ ¼ uzzðT ; pÞð f>ðpÞ; f>ðpÞÞ: ð16Þ
Proof. Since ftðpÞAG; aðT ;ftðpÞÞ ¼ 0 and bðT ;ftðpÞÞ ¼ 1; we have the identity
uzðT ;ftðpÞÞ ¼ I : Hence, if JDR is a sufﬁciently small open interval containing the
origin and g : J-R2 is a smooth function such that gð0Þ ¼ 0; then uzðT ;fsðpÞÞgðsÞ ¼
gðsÞ: By differentiating with respect to s at s ¼ 0; it follows that
uzzðT ; pÞð f ðpÞ; ’gð0ÞÞ ¼ ðuzðT ; pÞ  IÞ’gð0Þ ¼ 0: In particular, uzzðT ; pÞð f ðpÞ; f ðpÞÞ ¼
0 and uzzðT ; pÞð f ðpÞ; f>ðpÞÞ ¼ 0: On the other hand, since uð0; zÞ ¼ z; ’u ¼
f ðuÞ; uzð0; zÞ ¼ I ; and ’uz ¼ Df ðuÞuz: The solution of the second-order variational
equation ’uzz ¼ Df ðuÞuzz þ D2f ðuÞðuz; uzÞ yields
uzzðT ; pÞ ¼
Z T
0
DftðftðpÞÞD2f ðftðpÞÞðDftðpÞðÞ; DftðpÞðÞÞ dt:
The desired result follows from the bilinearity of second derivatives and the
deﬁnition of Q: &
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Let J˜DR be an open interval containing the origin and s : J˜-R2 a C2 function
such that sð0Þ ¼ p and s is transverse to G at p: There is a subinterval JDJ˜
containing the origin such that the image S of s restricted to J is a Poincare´ section
with Poincare´ map P: Using the coordinate along S given by its parameterization,
the local coordinate representation of P; which we again denote by P; is given by
sðPðsÞÞ ¼ uðTðsðsÞÞ; sðsÞÞ; ð17Þ
where uðt; zÞ :¼ ftðzÞ: Of course, in these coordinates Pð0Þ ¼ 0: Also, if G is not
hyperbolic, then P0ð0Þ ¼ 1:
Proposition 2.7. Suppose that S is a Poincare´ section at pAG with Poincare´ map P;
and a coordinate on S is defined by s : J-R2 such that JCR is an open interval
containing the origin and sð0Þ ¼ p: If G is not hyperbolic and the derivative of the
return-time map vanishes at G; then (in the local coordinate given by s)
P00ð0Þ ¼ / ’sð0Þ; f
>ðpÞS
j f ðpÞj4 /QðpÞ; f
>ðpÞS: ð18Þ
Proof. By differentiation in Eq. (17), we ﬁnd that
’sðPðsÞÞP0ðsÞ ¼ f ðuðTðsðsÞÞ; sðsÞÞÞðdTðsðsÞÞ ’sðsÞÞ þ uzðTðsðsÞÞ; sðsÞÞ ’sðsÞ:
By using the hypotheses, differentiating again with respect to s at s ¼ 0 and
rearranging the resulting equation, we have that
’sð0ÞP00ð0Þ ¼ d2TðpÞð ’sð0Þ; ’sð0ÞÞf ðpÞ þ uzzðT ; pÞð ’sð0Þ; ’sð0ÞÞ:
Finally, by taking the inner product of both sides of the last equation with respect to
f>ðpÞ; using the identity
’sð0Þ ¼ 1j f ðpÞj2 ð/ ’sð0Þ; f ðpÞSf ðpÞ þ/ ’sð0Þ; f
>ðpÞSf>ðpÞÞ
and using Proposition 2.6, we obtain formula (18). &
Theorem 2.8. Suppose that f is C2 and pAG: If G is not hyperbolic, the derivative of
the return-time map vanishes at G; and the second derivative of the Poincare´ map P at G
is not zero, then G has a fT -invariant normal foliation whose leaves are tangent to the
leaves of the normal bundle given by DftðpÞgðpÞ for tA½0; TÞ; where gðpÞ ¼ AðpÞf ðpÞ þ
f>ðpÞ and AðpÞ ¼ /QðpÞ; f ðpÞS=/QðpÞ; f>ðpÞS: In particular, G is isochronous.
Proof. Under the hypotheses of the theorem, if S is a Poincare´ section with
coordinate s such that s ¼ 0 is the coordinate of p ¼ S-G; then PðsÞ ¼ s þ
ðP00ð0Þ=2!Þs2 þ Oðs3Þ with P00ð0Þa0; therefore, G is semistable.
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We will consider the stable and unstable ‘sides’ of G separately. In each case there
is an invariant normal foliation and these foliations match to ﬁrst-order at their base
points.
Let C denote the Banach space consisting of functions hACð½0; 1;RÞ such that
hð0Þ ¼ 0 and jjhjjC :¼ supsAð0;1 jhðsÞj=jsj3oN: Also, let E denote the Banach space
consisting of functions hAC1ð½0; 1;RÞ such that hð0Þ ¼ 0; h0ð0Þ ¼ 0; and jjhjjE :¼
supsAð0;1 jh0ðsÞj=jsjoN: Here, h0ð0Þ is the right-hand derivative. Also, let gðpÞ denote
the vector deﬁned in the statement of the theorem.
We will consider the stable side of G: For simplicity, let us assume that f>ðpÞ is in
the direction of the stable side; that is, the curve sðsÞ :¼ p þ sf>ðpÞ has image in the
stable set of G for sufﬁciently small s40: Moreover, with respect to the
corresponding Poincare´ section given by the (restricted) image of s; the
corresponding Poincare´ map P is such that P00ð0Þo0:
As in the proof of Theorem 2.5, we will show that there is a smooth function
F : B  J-C; with suitable B and J; given by Fðh; dÞ ¼ yðT ; s; h; dÞ 
hðxðT ; s; h; dÞÞ; where x and y are deﬁned as before, but here sA½0; 1: To show
that for suitable B and J; xðT ; s; h; dÞ is in the domain of h; we will expand
wðT ; s; h; dÞ with respect to d at d ¼ 0:
Using the variational initial value problem (at d ¼ 0)
’wd ¼ Df ðftðpÞÞwd þ D2f ðftðpÞÞðwðtÞ; wðtÞÞ; wdðt; s; h; 0Þ ¼ 0;
where wðt; s; h; 0Þ ¼ DftðpÞðhðsÞf ðpÞ þ sgðpÞÞ (see Eq. (13)). Since aðT ; pÞ ¼ 0 and
bðT ; pÞ ¼ 1; we have that DfT ðpÞ ¼ I ; where I is the identity on R2; hence, the
variation of parameters formula yields the solution
wdðT ; s; h; 0Þ ¼
Z T
0
DftðftðpÞÞD2f ðftðpÞÞðwðt; s; h; 0Þ; wðt; s; h; 0ÞÞ dt:
By Proposition 2.6 and the representation of wðt; s; h; 0Þ relative to f ðpÞ and gðpÞ; and
the representation of gðpÞ relative to f ðpÞ and f>ðpÞ; we ﬁnd that
wdðT ; s; h; 0Þ ¼ s2
Z T
0
DftðftðpÞÞD2f ðftðpÞÞðDftðpÞf>ðpÞ; DftðpÞf>ðpÞÞ dt:
By resolving wd into components and using Eq. (18), we have the equalities
wdðT ; s; h; 0Þ ¼ s2 1j f ðpÞj2 ð/QðpÞ; f ðpÞSf ðpÞ þ/QðpÞ; f
>ðpÞSf>ðpÞÞ
¼ s2 1j f ðpÞj2 ½ð/QðpÞ; f ðpÞS/QðpÞ; f
>ðpÞSAðpÞ
þ /QðpÞ; f>ðpÞSAðpÞÞf ðpÞ þ/QðpÞ; f>ðpÞSf>ðpÞ
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¼ s2 1j f ðpÞj2 /QðpÞ; f
>ðpÞSgðpÞ
¼ s2P00ð0ÞgðpÞ;
therefore, if we restrict h to a bounded subset of E; then
wðT ; s; h; 0Þ ¼ hðsÞf ðpÞ þ sgðpÞ þ ds2P00ð0ÞgðpÞ þ Oðd2Þ
and
xðT ; s; h; 0Þ ¼ s þ dP00ð0Þs2 þ Oðd2Þ; yðT ; s; h; 0Þ ¼ hðsÞ þ Oðd2Þ: ð19Þ
For sufﬁciently small d; we have that 0pxðT ; s; h; 0Þp1; as required. Also, using
these estimates it follows that the range of F is in C:
To complete the proof, it sufﬁces to show (as in the proof of Theorem 2.5) that
there is some hAE and d40 such that Fðh; dÞ ¼ 0:
Since DfTðpÞ ¼ I ; it follows immediately that Fðh; 0Þ  0: By Taylor’s theorem
(with the integral form of the remainder) there is a C2-function R : B  J-C such
that Rðh; 0Þ  0 and Fðh; dÞ ¼ dðFdðh; 0Þ þ Rðh; dÞÞ: (Here, we may have to take
open subsets of the original sets B and J: Also, we are identifying LðR;EÞ with E:)
Thus, it sufﬁces to ﬁnd k and g40 such that Fðk; gÞ ¼ 0 for the function F :
B  J-C given by
Fðh; dÞ ¼ Fdðh; 0Þ þ Rðh; dÞ:
By an application of the implicit function theorem applied toF; it sufﬁces to ﬁnd a
simple zero of the function h/Fdðh; 0Þ:
A direct computation yields the identities
Fdðh; 0Þ ¼ ydðT ; s; h; 0Þ  h0ðxðT ; s; h; 0ÞÞxdðT ; h; s; 0Þ
¼ ydðT ; s; h; 0Þ  h0ðsÞxdðT ; h; s; 0Þ:
Using the partial derivatives xd and yd given in display (19), we obtain the
representation
Fdðh; 0ÞðsÞ ¼  1j f ðpÞj2 /QðpÞ; f
>ðpÞSs2h0ðsÞ:
Finally, we have Fdð0; 0Þ ¼ 0 and
ðFdhð0; 0ÞkÞðsÞ ¼  1j f ðpÞj2 /QðpÞ; f
>ðpÞSs2k0ðsÞ:
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The corresponding linear transformation Fdhð0; 0Þ : E-C is bounded and has a
bounded inverse. In fact, its inverse C : C-E is given by
CðkÞðsÞ ¼ 1
c
Z s
0
KðtÞ dt;
where c :¼ /QðpÞ; f>ðpÞS=j f ðpÞj2 and K is deﬁned by KðsÞ ¼ kðsÞ=s2 for sa0 and
Kð0Þ ¼ 0: Hence, h ¼ 0 is a simple zero of h/Fdðh; 0Þ; as required.
Note that the fT -invariant curve given by s/p þ dhðsÞf ðpÞ þ dsgðpÞ is tangent to
gðpÞ at p: This will be true for the corresponding curve that lies in the unstable set of
G: These curves together form a C1; fT -invariant leaf at p; which can be made a leaf
of a fT -invariant foliation obtained by pushing this leaf to every point on G using
the ﬂow ft: &
3. Nonisochronous limit cycles
By Theorem 2.8, if G is a nonhyperbolic limit cycle, pAG; and P00ðpÞa0; then
aðT ; pÞ ¼ 0 is a sufficient condition for G to be isochronous. We will show that this
condition is also necessary.
Consider the planar differential equation
’u ¼ f ðuÞ; ð20Þ
where u ¼ ðx; yÞAR2 and f is class Cr with rX2: As before, let us suppose that this
differential equation has a limit cycle G and pAG: Also, we will assume that S is a
transverse section at p with associated return-time map t and Poincare´ map P: In
particular, T :¼ tðpÞ is the period of G:
Theorem 3.1. Suppose that G is a limit cycle of the differential equation (20) and pAG:
If aðT ; pÞa0; P0ðpÞ ¼ 1 (or equivalently bðT ; pÞ ¼ 1), and P00ðpÞa0; then G is not
isochronous. In fact, there are no points (not on G) in phase with a point on G:
Our proof of Theorem 3.1 requires some precise estimates for the asymptotic
behavior of the orbits of the Poincare´ map P on S: We will prove some lemmas to
obtain these estimates before presenting the proof of the theorem.
Let us consider a parameterization of the section S so that p is at the origin in the
corresponding local coordinate s: In the context of Theorem 3.1, the local
representation of P near the origin is given by
PðsÞ ¼ sþ cs2 þ oðs2Þ; ð21Þ
where c is a nonzero constant.
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Lemma 3.2. If 0oz1o1 and ( for nX2) the real number znþ1 is defined recursively by
znþ1 ¼ zn  z2n; then the sequence fzngNn¼1 converges monotonically to zero. If, in
addition, z1o12 and gAð1; 2Þ; then there exists an integer N41 such that,
zno
1
n
for all nX1 and znNþ14
1
n
 1
ng
for all nXN:
Proof. The proof of the ﬁrst statement of the lemma is left to the reader. In effect,
z ¼ 0 is a globally attracting ﬁxed point for the quadratic map z/z  z2 restricted to
the interval ½0; 1:
We will determine the asymptotic behavior of the sequence fzngNn¼1 in case
0oz1o12:
Note that
1
n þ 1 ¼
1
n
 1
n2
þ 1
n2ðn þ 1Þ:
Hence,
znþ1  1
n þ 1 ¼ zn 
1
n
 
1 zn  1
n
 
 1
n2ðn þ 1Þ
o zn  1
n
 
1 zn  1
n
 
:
Since 0oz2o12; it follows that zno1=n for nX3: This completes the proof of the ﬁrst
inequality in the second statement of the lemma.
To prove the second inequality in the second statement of the lemma, we will use
the inequality
 1
ng
þ 1ðn þ 1ÞgX
g
n1þg
; ð22Þ
which holds for g40 and nX1: To prove it, let hðxÞ ¼ xg and note that the desired
inequality is
hðn þ 1Þ  hðnÞXh0ðnÞ:
By applying the mean value theorem to h; there is some number bAð0; 1Þ such that
hðn þ 1Þ  hðnÞ ¼ h0ðn þ bÞXh0ðnÞ
as required.
For gAð1; 2Þ; let an :¼ 1n  1ng: Using inequality (22), we have that anþ1 ¼ an  a2n 
En; where
En ¼ an  anþ1  a2n
¼ 1
n
 1
ng
 1
n þ 1þ
1
ðn þ 1Þg 
1
n
 1
ng
 2
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¼ 2
n1þg
 1
ng
þ 1ðn þ 1Þg 
1
n2ðn þ 1Þ 
1
n2g
X
2
n1þg
 g
n1þg
 1
n2ðn þ 1Þ 
1
n2g
¼ 2 g
n1þg
 1
n2ðn þ 1Þ 
1
n2g
:
Since 1ogo2; there exists N 041 such that En40 for nXN 0: Choose NXN 0 so that
z14aN : Let yn :¼ znNþ1 for nXN: Then, for nXN;
ynþ1  anþ1 ¼ðyn  anÞð1 yn  anÞ þ En
X ðyn  anÞð1 yn  anÞ:
Recall that zn is monotonically decreasing to zero and note that ano12 for all nXN:
Since aNoyN ¼ z1o12; it follows that yno12 for all nXN and by induction yn4an for
all nXN: Equivalently, znNþ14an for all nXN; as required. &
Corollary 3.3. Suppose that co0 in the local representation of the Poincare´ map P
defined in display (21). If s040 and sn :¼ Pnðs0Þ for nX1; then limn-Nsn ¼ 0 and
sn ¼ Oð1=nÞ; in particular, the series
PN
n¼0 sn diverges.
Proof. From display (21), we have that PðsÞ ¼ sþ cs2 þ oðs2Þ; therefore, for each
e40; there exists d40 such that
sþ ðc  eÞs2oPðsÞosþ ðc þ eÞs2 ð23Þ
whenever 0osod: Since we are interested in the asymptotic behavior of the
sequence fsngNn¼1; we will assume (without loss of generality) that 0osnod for all n:
Let rn :¼ ðjcj þ eÞsn: By inequality (23), snþ14sn  ðjcj þ eÞs2n: Hence, we have
that rnþ14rn  r2n: In case 124r1Xz1; where zn is deﬁned in Lemma 3.2, the
inequalities rnXzn for nX1 are proved by the same argument used in the proof
Lemma 3.2. The estimate in Lemma 3.2 implies rnNþ1X1=n  1=ng for all nXN;
where gAð1; 2Þ and NX1 are as in Lemma 3.2. It follows that, for all
nXN; snNþ1XC1ð1=n  1=ngÞ for some positive number C1: A similar method
can be used to prove that there is a positive constant C2 such that, for
nX1; snpC2=n: The statement of the corollary follows easily from these
estimates. &
Proof of Theorem 3.1. Suppose that u0AR2\G has an asymptotic phase. We will show
that this assumption leads to a contradiction.
Without loss of generality, we will assume that G is the unit circle, p ¼ ð1; 0Þ; G is
the orbit of the solution ftðpÞ ¼ ðcosð2ptÞ; sinð2ptÞÞ with period T ¼ 1; the point u0
is in phase with p ¼ ð1; 0Þ; and the section S at p is on the x-axis. Also, for
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deﬁniteness, we will assume that aðT ; pÞ40 and P00ðpÞo0: In this case, G is attracting
on the outside; that is, G is attracting in a neighborhood of points q in the plane
where jqj41: Hence, we will assume that ju0j41: The proofs for the other cases are
similar.
Let un :¼ fnðu0Þ for nX0: Since u0 is in phase with p; we have that limn-Nun ¼ p:
There is an open set UCR2 with pAU such that if qAU ; then ftðqÞeU for some tAR
with jtjo1
2
: There is an open subsection S0 of S that contains p and is contained in U :
Also, there is some b40 such that bo1
2
and the ﬂow box V :¼ fftðsÞ :
jtjob and sAS0g is contained in U : Choose a positive integer N such that unAV
for all nXN and note that uN is in phase with p:
Deﬁne wn :¼ uNþn for each integer nX0: There is a number d0; with jd0job and a
point v0 ¼ ðx0; 0ÞAS0 such that fd0ðv0Þ ¼ w0: Using the point v0; we deﬁne vnþ1 ¼
PðvnÞ and note that PðvnÞ ¼ ftnðvnÞ; where tn :¼ tðvnÞ and t is the return-time map
on S:
For nX1; since vn and wn are in V ; there is a number dn; with jdnjob; such that
fdnðvnÞ ¼ wn: Using this relation, together with the bound on the sequence fdngNn¼0;
the structure of the ﬂow box V ; and the assumptions that the sequences fwngNn¼0 and
fvngNn¼0 both converge to p; it follows that limn-Ndn ¼ 0: This fact can be proved by
assuming that fdngNn¼0 does not converge to zero, in which case there is a
subsequence of ffdnðvnÞgNn¼0 that does not converge to p:
Since f1ðwn1Þ ¼ wn and fdnðvnÞ ¼ wn; it follows that f1þdnðvnÞ ¼ wnþ1 ¼
fdnþ1ðvnþ1Þ; or equivalently, vnþ1 ¼ f1þdndnþ1ðvnÞ: In other words, tn ¼ 1þ dn 
dnþ1: Hence, we have
Xn1
j¼0
tj ¼ n þ d0  dn;
and therefore, limn-Nð
Pn1
j¼0 tj  nÞ ¼ d0oN:
On the other hand, since aðT ; pÞ40; we have t0ðpÞ40 due to Proposition 2.2.
Hence, there is a number l40 such that,
tj ¼ tðvjÞ ¼ tðpÞ þ t0ðpÞðxj  1Þ þ oðjxj  1jÞX1þ lðxj  1Þ
for all jX0: Therefore, we have that
Xn1
j¼0
tj  nXl
Xn1
j¼0
ðxj  1Þ:
Note that xj  1 ¼ sj in the local representation of the Poincare´ section. By
Corollary 3.3, the summation on the right diverges as n-N: The contradiction
completes the proof. &
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Remark 3.4. Using our methods, it is possible to prove results for more degenerate
limit cycles. In fact, if mX2 and the Poincare´ map P is given by
PðsÞ ¼ sþ csm þ oðsmÞ for some ca0
then G is isochronous if and only if
t0ðpÞ ¼ t00ðpÞ ¼? ¼ tm1ðpÞ ¼ 0:
By Theorems 2.8 and 3.1, a nonhyperbolic limit cycle G of a C2 system with a
corresponding Poincare´ map, which has a nonvanishing second derivative at G; is
isochronous if and only if aðT ; pÞ ¼ 0 for pAG: The generic condition (that is, a
Poincare´ map has a nonvanishing second derivative at G) can only be imposed if the
system is at least C2: This smoothness requirement is essential. In fact, our analysis
of the following family of systems in Example 1 shows that, for aAð0; 1Þ; there is a
C1þa system with a nonhyperbolic isochronous limit cycle G such that aðT ; pÞa0:
Also, we show that Theorem 3.1 can be veriﬁed in an example by a direct and simple
computation.
Example 1. Consider the planar system
’r ¼ jr  1j1þa; ’y ¼ 2pþ ðr  1Þ; ð24Þ
where ðr; yÞ are polar coordinates and a40 is a parameter. We note that the unit
circle, given by r ¼ 1; is a periodic orbit G for system (24) with period T ¼ 1: Also,
since a40; this orbit is not hyperbolic. In fact, it is semi-stable, attracting in the
region where r41 and repelling in the region where ro1:
In rectangular coordinates, system (24) is given by
’x ¼ j
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ y2
p
 1j1þa  xﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ y2
p  yð2pþ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃx2 þ y2p  1Þ;
’y ¼ j
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ y2
p
 1j1þa  yﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ y2
p þ xð2pþ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃx2 þ y2p  1Þ: ð25Þ
We note that this system is C1þa in R2\fð0; 0Þg for a40; and it is CN for a a positive
integer. Also, it has the periodic solution ftðpÞ ¼ ðcosð2ptÞ; sinð2ptÞÞ; where p ¼
ð1; 0Þ:
Lemma 3.5. If a40 in system (24), then bðt; pÞ ¼ 1 for all t and aðT ; pÞ ¼ 1:
Proof. On the periodic solution,
’x ¼ 2p sinð2ptÞ; x¨ ¼ 4p2 cosð2ptÞ; ’y ¼ 2p cosð2ptÞ; x¨ ¼ 4p2 sinð2ptÞ:
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Hence, kðt; pÞ ¼ 1 (the curvature of the unit circle) and 2kðt; pÞj f ðftðpÞÞj ¼ 4p: By
direct computation, curl f ðftðpÞÞ ¼ 4pþ 1 and div f ðftðpÞÞ ¼ 0: Using these
equations together with formulas (2) and (3), it follows that bðt; pÞ ¼ 1 for all t
and aðT ; pÞ ¼ 1: &
Let t/ðrðt; r0; y0Þ; yðt; r0; y0ÞÞ denote the solution of the differential equation (24)
such that rð0; r0; y0Þ ¼ r0 and yð0; r0; y0Þ ¼ y0:
Proposition 3.6. If 0oao1 in system (24), then G is isochronous. More precisely, if
r041; then
lim
t-N
ðrðt; r0; y0Þ; yðt; r0; y0ÞÞ ¼ ð1; yN þ 2ptÞ;
where
yN :¼ y0  ðr0  1Þ
1a
a 1 : ð26Þ
If aX1; then G is not isochronous. In fact, there are no points (not on G) that are in
phase with a point on G:
Proof. The solution of system (24) for r041; a40; and aa1 is given by
rðt; r0; y0Þ ¼ 1þ ððr0  1Þa þ atÞ1=a;
yðt; r0; y0Þ ¼ y0 þ 2pt þ
Z t
0
ðrðs; r0; y0Þ  1Þ ds
¼ y0 þ 2pt þ 1a 1 ððr0  1Þ
a þ atÞða1Þ=a  ðr0  1Þ
1a
a 1 :
For a ¼ 1; the solution is
rðt; r0; y0Þ ¼ 1þ ððr0  1Þ1 þ tÞ1;
yðt; r0; y0Þ ¼ y0 þ 2pt þ
Z t
0
ðrðs; r0; y0Þ  1Þ ds
¼ y0 þ 2pt þ lnððr0  1Þ1 þ tÞ þ lnðr0  1Þ:
Clearly, limt-Nrðt; r0; y0Þ ¼ 1: If 0oao1; then
lim
t-N
ðyðt; r0; y0Þ  ðyN þ 2ptÞÞ ¼ lim
t-N
1
a 1 ððr0  1Þ
a þ atÞða1Þ=a ¼ 0:
On the other hand, if aX1 and ð1; #yÞ is on the periodic orbit, then
lim
t-N
ðyðt; r0; y0Þ  ð#yþ 2ptÞÞ ¼N:
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Hence, the point with polar coordinates ðr0; y0Þ does not have an asymptotic
phase. &
By Proposition 3.6, if 0oao1 in system (24), then there is a fT -invariant foliation
for the periodic orbit G: The leaf through the point on G with polar coordinates
ð1; yNÞ is given by the polar equation (26). An easy computation shows that each leaf
is tangent to G at ð1; yNÞ: Thus, for this example, aðT ; pÞa0 and there is a fT -
invariant foliation, but the foliation is not a fT -invariant normal foliation.
We will construct CN planar systems each with a nonhyperbolic limit cycle G such
that tðnÞðpÞ ¼ 0 for all nX1 and PðnÞðpÞ ¼ 0 for all nX2: The limit cycle G is
nonisochronous in Example 2; it is isochronous in Example 3.
Example 2. Consider the planar system
r0 ¼ 1
3
ðr  1Þ4ejr1j3 ; y0 ¼ 2pþ ejr1j3 ; ð27Þ
where ðr; yÞ are polar coordinates. System (27) is CN in an open neighborhood of the
unit circle, which is a nonhyperbolic limit cycle with period T ¼ 1: For the set of
initial conditions ðr0; y0Þ with r041 for which G is attracting, we will show that
tðnÞðpÞ ¼ 0 for p ¼ ð1; 0Þ and all nX1; and ðr0; y0Þ is not in phase with a point on G:
By Remark 3.4 it follows that PðpÞ ¼ p; P0ðpÞ ¼ 1; and PðnÞðpÞ ¼ 0 for all nX2:
Using the change of variable z ¼ ðr  1Þ1; the solution of system (27) with initial
condition ðr0; y0Þ is easily found to be
rðt; r0; y0Þ ¼ 1þ ln t þ eðr01Þ
3  1=3
;
yðt; r0; y0Þ ¼ y0 þ 2pt þ ln t þ eðr01Þ
3  ðr0  1Þ3
¼ y0 þ 2pt þ ln 1þ teðr01Þ
3 
:
It is clear that no point ðr0; y0Þ with r041 has an asymptotic phase. It remains to
show that tðnÞð1Þ ¼ 0 for all nX1:
On the Poincare´ section fðr; 0Þ : r40g; the return-time tðr0Þ is implicitly deﬁned
by the equation
2ptðr0Þ þ ln 1þ tðr0Þeðr01Þ
3  ¼ 2p: ð28Þ
We will show that tðnÞð1Þ ¼ 0 for all nX1 by contradiction. Suppose that tðnÞð1Þ ¼
aa0 for some nX1; and consider the ﬁrst such nonzero derivative.
Due to the presence of the positive term expfjr  1j3g in the second equation of
system (27), we have that tðr0Þotð1Þ ¼ 1 for every r0a1; hence, ao0 and n must be
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even. Therefore,
tðr0Þ ¼ 1þ a
n!
ðr0  1Þn þ oððr0  1ÞnÞp1þ Aðr0  1Þn ð29Þ
for jr0  1j small and some number A such that a=n!oAo0: Set x ¼ ðr0  1Þn: Using
Eqs. (28) and (29), we have the inequality
2Apx þ lnð1þ Axex3=n þ ex3=nÞX0;
or equivalently,
2Apþ 1
x
lnð1þ Axex3=n þ ex3=nÞX0:
By an application of L’Hopital’s rule, the second term on the left-hand side of the
last equation approaches zero as x-0: It follows that 2ApX0; in contradiction to
the assumption Ao0: Therefore, tðnÞð1Þ ¼ 0 for all nX1:
Example 3. Consider the planar system
r0 ¼ 1
3
ðr  1Þ4ejr1j3 ; y0 ¼ 2p; ð30Þ
where ðr; yÞ are polar coordinates. The unit circle is a nonhyperbolic limit cycle with
period T ¼ 1 that is attracting for r41: Due to the special form of the y-equation,
the asymptotic phase of the point ðr0; y0Þ is ð1; y0Þ; hence, the limit cycle is
isochronous. As in Example 2, the solution of system (30) with initial condition
ðr0; y0Þ with r041 is given by
rðt; r0; y0Þ ¼ 1þ ln t þ eðr01Þ
3  1=3
;
yðt; r0; y0Þ ¼ y0 þ 2pt:
On the Poincare´ section fðr; 0Þ : r40g; the return-time map is tðr0Þ ¼ 1 for all r0 and
the Poincare´ map restricted to r0X1 is given by
Pðr0Þ ¼ r :¼ 1þ ln 1þ eðr01Þ
3  1=3
:
A proof of the equality PðnÞð1Þ ¼ 0 for nX2 is similar to the proof of the equality
tðnÞð1Þ ¼ 0 for nX1 in Example 2.
For a limit cycle in Rn with one center normal direction, our results apply directly
to points on the two-dimensional center manifold. It would be interesting to
investigate the existence of asymptotic phase for limit cycles whose center manifolds
are at least three-dimensional.
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