We study mixing properties of commutative groups of automorphisms acting on compact nilmanifolds. Assuming that every nontrivial element acts ergodically, we prove that such actions are mixing of all orders. We further show exponential 2-mixing and 3-mixing. As an application we prove smooth cocycle rigidity for higher-rank abelian groups of nilmanifold automorphisms.
Introduction
Given a measure-preserving action of a (discrete) group Γ on a probability space (X, µ), we say that this action is (s+1)-mixing if for every f 0 , . . . , f s ∈ L ∞ (X) and γ 0 , . . . , γ s ∈ Γ,
as γ i 1 γ −1 i 2 → ∞ for all i 1 = i 2 . In particular, 2-mixing corresponds to the usual notion of mixing. It was discovered by F. Ledrappier [12] that 2-mixing does not imply 3-mixing in general. In this paper we will be interested in mixing of higher order. This property is a very widespread phenomenon for one-parameter actions. It is known to hold for many transformations satisfying some hyperbolicity assumptions. On the other hand, very little is known about higher order mixing for actions of large groups. We are only aware of two general families of actions of large groups on manifolds where the multiple mixing has been established -Z l -actions by automorphisms on compact abelian groups and actions of simple Lie groups. K. Schmidt and T. Ward [18] proved that 2-mixing Z l -action by automorphisms on compact connected abelian groups are mixing of all orders, and S. Mozes [13] established mixing of all orders for ergodic actions of simple Lie groups.
In this paper we investigate mixing properties of Z l -actions by automorphisms on compact nilmanifolds. We prove that for such actions, 2-mixing implies mixing of all orders and establish quantitative estimates for 2-mixing and 3-mixing.
1.1. Main results. Let G be a simply connected nilpotent group and Λ a discrete cocompact subgroup. We call the space X = G/Λ a compact nilmanifold. We denote by Aut(X) the group of continuous automorphisms α of G such that α(Λ) = Λ. Then Aut(X) naturally acts on X and preserves the Haar probability measure µ on X.
Our first main result concerns exponential 3-mixing. In order to obtain any quantitative estimate in (1.1), it is necessary to work in a class of sufficiently regular functions. We denote by C θ (X) the space of Hölder functions with exponent θ, defined with respect to a Riemannian metric on X. Theorem 1.1. Let α : Z l → Aut(X) be an action on a compact nilmanifold X such that every α(z), z = 0, is ergodic. Then there exists η = η(θ) > 0 such that for every f 0 , f 1 , f 2 ∈ C θ (X) and z 0 , z 1 , z 2 ∈ Z l ,
where N (z 0 , z 1 , z 2 ) = exp(min i =j z i − z j ).
We note that this result is new even for the case of toral automorphisms. Mixing of all orders for ergodic commuting toral automorphisms was established in [18] . The argument in [18] relies on finiteness of the number of nondegenerate solutions of S-unit equations established in [15] . Although there are explicit estimates on the number of such solutions, these estimates are not sufficient to derive any quantitative estimate for 3-mixing because it is also essential to know how the sets of solutions depend on the coefficients. In order to prove Theorem 1.1, we use more delicate Diophantine estimates for linear forms in logarithms of algebraic numbers established in [20] (cf. Proposition 2.2 below).
We also prove mixing of all orders: Theorem 1.2. Let α : Z l → Aut(X) be an action on a compact nilmanifold X such that every α(z), z = 0, is ergodic. Then for every f 0 , . . . , f s ∈ L ∞ (X) and z 0 , . . . , z s ∈ Z l , as min i =j z i − z j → ∞. Moreover, the convergence is uniform over families of Hölder functions f 0 , . . . , f s such that f 0 C θ , . . . , f s C θ 1.
This theorem extends the main result of [18] to general nilmanifolds. The proof in [18] utilises abelian Fourier analysis and properties of solutions of S-unit equations. Our approach is based on the study of distribution of images of polynomial maps in X. This reduces the proof to the investigation of certain Diophantine inequalities which are analysed using W. Schmidt's Subspace Theorem. In order to prove an effective version of Theorem 1.2, one would need to estimate the size of nondegenerate solutions of these Diophantine inequalities in terms of complexities of coefficients (cf. Proposition 3.1 below). However, this seems to be far out of reach of available techniques when s > 2.
Finally, we discuss the problem of exponential mixing for shapes in Aut(X). This notion was introduced by K. Schmidt in [16] in order to better understand Ledrappier's examples [12] which are not mixing of higher order. A shape in Aut(X) is a collection of elements α 0 , . . . , α s ∈ Aut(X). We says that the shape is mixing if for every f 0 , . . . , f s ∈ L ∞ (X),
as n → ∞. This property has been extensively studied in the context of commuting automorphisms of compact abelian groups (see, for instance, [6] , [17, Ch . VIII], [22] , [23] ). We establish quantitative mixing for commuting Anosov shapes. We say that the shape α 0 , . . . , α s is Anosov if α i i α −1 i 2 is an Anosov map for all i 1 = i 2 . Theorem 1.3. Let X be a compact nilmanifold and α 0 , . . . , α s ∈ Aut(X) a commuting Anosov shape. Then there exists ρ = ρ(θ) ∈ (0, 1) such that for every f 0 , . . . , f s ∈ C θ (X) and n ∈ N,
1.2.
Applications to rigidity. The exponential mixing property played an important role in the program of classification of smooth Anosov higher-rank Z l -actions on compact manifolds. It is expected that all such actions can be built from actions by automorphisms on nilmanifolds. D. Fisher, B. Kalinin and R. Spatzier in [7] applied the exponential 2-mixing property to extend their results for Anosov Z l -actions on tori to actions on nilmanifolds:
on a compact nilmanifold X and let ρ : Z l → Aut(X) be the map induced by the action of α(Z l ) on the fundamental group of X. Assume that there is a Z 2 subgroup of Z l such that ρ(z) is ergodic for every nonzero z ∈ Z 2 , and there is an Anosov element for α in each Weyl chamber of ρ. Then α is C ∞ -isomorphic to ρ.
In fact, this application to global rigidity was our original motivation to establish the exponential mixing property for nilmanifold automorphisms.
We also use the exponential mixing property to establish cocycle rigidity for higherrank Z l -actions by automorphisms of nilmanifolds, extending the results of A. Katok and R. Spatzier [10, 11] . A C ∞ -cocycle is a C ∞ -map c : Z l × X → R satisfying the identity
Two cocycles c 1 and c 2 are called smoothly cohomologous if there exists b ∈ C ∞ (X) such that
We call a cocycle constant if it does not depend on x ∈ X. We prove that cocycles over genuine higher-rank actions by automorphisms on nilmanifolds are smoothly cohomologous to constant cocycles. This phenomenon was first discovered by A. Katok and R. Spatzier in [10] for certain higher-rank Anosov actions. Using our methods, we generalise this cocycle rigidity theorem to actions by automorphisms on nilmanifolds. We emphasise that the action in the following theorem need not be Anosov.
Theorem 1.5. Let α : Z l → Aut(X) be an action on a compact nilmanifold X. Assume that there is a Z 2 subgroup of Z l such that α(z) is ergodic for every nonzero z ∈ Z 2 . Then every smooth R-valued cocycle is smoothly cohomologous to a constant cocyle.
For certain actions by partially hyperbolic left translations on homogeneous spaces G/Γ, where G is a semisimple Lie groups and Γ is a lattice in G, a similar theorem was proved by D. Damjanovic and A. Katok [4, 5, 3] and Z. J. Wang [21] . We note that these authors also prove Hölder versions of this result which are not amenable to our techniques. Furthermore, cocycle rigidity results are proven for small perturbations of these actions on G/Γ in [5, 21] . Again we cannot obtain these results by our methods.
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Exponential 3-mixing
In this section we prove Theorem 1.1. We start by setting up basic notation, which will be also used in subsequent sections. Then in Sections 2.2-2.4, we collect some auxiliary estimates. The proof of Theorem 1.1 is divided into two parts. We first give a proof under an irreducibility condition in Section 2.5, and then in Section 2.6 prove Theorem 1.1 in general using an inductive argument.
We note that if the reader is only interested in exponential 2-mixing, then the results of Section 2.3 are not needed, and in Section 2.5, one only needs to consider Case 1. This makes the proof much simpler.
2.1. Notation. Let G be a connected simply connected nilpotent Lie group, Λ a discrete cocompact subgroup, and X = G/Λ the corresponding nilmanifold equipped with the invariant probability measure µ. We fix a a right invariant Riemannian metric d on G which also defines a Riemannian metric on X. Let L(G) be the Lie algebra of G and exp : L(G) → G the exponential map. The lattice subgroup Λ defines a rational structure on L(G). For a field K ⊃ Q, we denote by L(G) K the corresponding Lie algebra over K. Let π : G → G/G denote the factor map, where G is the commutator subgroup. We also have the corresponding map Dπ : L(G) → L(G/G ). We fix an identification G/G L(G/G ) R d that respects the rational structures. Every automorphism β of G defines a Lie-algebra automorphism Dβ : L(G) → L(G) such that β • exp = exp •Dβ. If β(Λ) = Λ, then Dβ preserves the rational structure of L(G) defined by Λ. In particular, given an action α : Z l → Aut(X) on the nilmanifold X = G/Λ, we obtain a homomorphism Dα :
For a multiplicative character χ : Z l → C × , we set
Let X (α) denote the set of characters χ appearing in the action Dα on L(G), and X (α) ⊂ X (α) be the set of characters appearing in the action on L(G)/L(G) .
2.2.
Estimates on Lyapunov exponents. Since α(Z l ) preserves the rational structure on L(G) defined by the lattice Λ, it follows that each character χ in X (α) is of the form χ(z) = u z 1 1 · · · u z l l where u i 's are algebraic numbers. The Galois group Gal(Q/Q) naturally acts on X (α) and X (α). Let X 0 ⊂ X (α) be one of the Galois orbits. Lemma 2.1. Suppose that every α(z), z = 0, acts ergodically on X. Then there exists c > 0 such that max
Proof : By [2, 5.4.13] , ΛG /G is a lattice in G/G , and the action α defines the action on the torus T := G/(ΛG ) by linear automorphisms. Let V be the subspace of L(G)/L(G) spanned by the χ-eigenspaces in with χ ∈ X 0 . Clearly, this subspace is invariant under α(Z l ) and is defined over Q. Hence, it defines an α-invariant subtorus T X 0 of T . Since α(z)| T is ergodic when z = 0, it follows that the corresponding linear map has no roots of unity as eigenvalues. This implies that α(z)| T X 0 is also ergodic.
Consider a linear map :
and extended to R l by linearity. Since for every z ∈ Z l \{0}, the automorphism α(z) acting on T X 0 is ergodic, we have (z) = 0 by [9, Lemma 3.2]. Hence, | Z l is injective. We also claim that (Z l ) is discrete. We consider the embedding Z l → GL(V ) defined by α. Since α(Z l ) preserves the integral lattice in V corresponding to the torus T X 0 , it follows that the image of this embedding is discrete. In other words, the subset
is discrete, as claimed. Since (Z l ) is discrete and has rank l, it follows that the space (R l ) has dimension l, and, in particular, the map is injective. Therefore, by compactness, there exists c > 0 such that for every z ∈ R l , we have
This implies the lemma. Lemma 2.1 shows that in Theorem 1.1 we may replace N (z 0 , z 1 , z 2 ) by
Diophantine estimates.
Recall that the (absolute) height of an algebraic number u is defined by
where | · | v denote suitably normalised absolute values of the field Q(u). When u is an algebraic integer, the height can be computed as
where u i denote all the Galois conjugates of u.
The following result is deduced from the work of M. Waldschmidt [20, Cor. 10.1].
Proposition 2.2. Let u 1 , . . . u l , u ∈ C be algebraic numbers and z = (z 1 , . . . , z l ) ∈ Z l . Then there exists c 1 , c 2 , c 3 > 1, depending on u 1 , . . . , u l and [Q(u) : Q], such that assuming that
.
Surprisingly, it turns out that the term log(c 2 H(u)) in the denominator is essential to establish exponential 3-mixing (cf. (2.28)-(2.30) below).
Proof : We note that since H(u) ≥ 1 and (2.1) holds, the right hand side of (2.2) is bounded from above by exp(−c 1 log(c 2 ) log(c 3 )). Taking the constants sufficiently large, we may arrange that this quantity is bounded by 1/2. Then (2.2) trivially holds when |u z 1 1 · · · u z l l u − 1| ≥ 1/2, and without loss of generality we assume that |u z 1 1 · · · u z l l u − 1| ≤ 1/2. Let log denote the principle value of the (complex) logarithm. There exists z 0 ∈ Z such that |z 0 | z and
Hence, it sufficient to establish a lower bound for |T |. Note that since S = 1, we have T = 0. For this purpose we use [20, Cor. 10.1], which we now recall. We note that the result in [20] is stated using the logarithmic height while here we use the exponential height. For simplicity, we take E = e and f = 1.
Let D = [Q(u 0 , . . . , u l , u) : Q], A 0 , . . . , A l , B be numbers, greater than e, such that
Then according to [20, Cor. 10 .1],
where c is an explicit positive constant depending only on n. We set B := c 2 H(u) with c 2 > 1. We note that
Therefore, taking A i sufficiently large, depending on u i , and sufficiently large c 2 , we may arrange that
where c 1 is an explicit positive constant. This completes the proof of the proposition.
Equidistribution of box maps. A box map is an affine map
with v, w 1 , . . . , w k ∈ L(G). We shall use the following result, which is a variation of our theorem [9, Th. 2.1], that implies equidistribution of box maps under suitable Diophantine conditions. This result is based on the work of B. Green and T. Tao [8] .
We denote by |B| the k-dimensional volume of the box B. 1
Proof : In the case of Lipschitz functions f , this is [9, Th. 2.1], and the analogous result for Hölder functions can be deduced by a standard approximation argument. Indeed, suppose that for some f ∈ C θ (X), u ∈ L(G), and g ∈ G,
Then one can find a Lipschitz function f ε such that
. Then taking ε = (δ/3) 1/θ , we deduce from (2.6) that
Now the theorem for Lipschitz functions implies that (ii) holds with some L 1 , L 2 > 0 depending on θ.
2.5.
3-mixing under irreducibility condition. The action of Dα(Z l ) preserves the rational structure on L(G) defined by the lattice Λ. In particular, it follows that each character χ in X (α) is of the form χ(z) = u z 1 1 · · · u z l l where u i 's are algebraic numbers. The Galois group Gal(Q/Q) naturally acts on X (α) and on L(G)Q. We fix an orbit X 0 ⊂ X (α) of the Galois group and for each χ ∈ X 0 , we fix a vector w χ ∈ L χ whose coordinates are algebraic integers, so that the vectors w χ are also conjugate under the action of the Galois group. Let W C be the Lie subalgebra of L(G) ⊗ C generated by the vectors w χ , χ ∈ X 0 , and W = W C ∩ L(G). We also fix a basis {w i } of W .
In this section, we prove Theorem 1.1 under the irreducibility assumption: Dπ(W ) is not contained in a proper rational subspace. Letw χ = Dπ(w χ ), χ ∈ X 0 . We observe that under this assumption the coordinates of each the vectorsw χ are linearly independent over Q. Indeed, if we suppose that a,w χ = 0 for some a ∈ Q d \{0}, then applying the action of the Galois group, we deduce that a,w χ = 0 for all χ ∈ X 0 . Since Dπ(W ) is spanned over C by the vectors w χ , χ ∈ X 0 , this would imply that Dπ(W ) is contained in a proper rational subspace, which contradicts our assumption. Let
Without loss of generality, we may assume that z 0 = 0 and N = exp( z 1 − z 2 ). We set = N −κ , where κ > 0 is a fixed parameter which is sufficiently small and will be specified later (see (2.21), (2.23), (2.26), (2.30) below).
We fix a fundamental domain F ⊂ G for X = G/Λ and set E = exp −1 (F ). As in [9, Section 3], we may arrange that E is bounded and has piecewise smooth boundary. Since the Haar measure on G is the image under exp of a suitably normalised Lebesgue measure on L(G) [2, 1.2.10], we obtain
We choose a basis of L(G) that contains the basis {w i } of W and tessellate L(G) by cubes C of size with respect to this basis. Since E has piecewise smooth boundary, we obtain
For every cube C, we pick a point u C ∈ C. Then since f 0 is θ-Hölder,
We decompose each cube C as C = B + B, where B is a cube in W and B is a cube in the complementary subspace.
We claim that for sufficiently small κ > 0 and all sufficiently large N defined in (2.7),
uniformly over the cubes B and v 1 , v 2 ∈ L(G), Suppose first that (2.12) holds. Then using uniformity over v 1 , v 2 , we deduce that
Combining this estimate with (2.10)-(2.11), we obtain
Since f is θ-Hölder and (2.9) holds,
Hence,
This proves the required estimate when N is sufficiently large, and it is also clear that this estimate holds for N in bounded intervals. Hence, Theorem 1.1 follows. Now it remains to prove the claim (2.12).
To prove (2.12), we apply Theorem 2.3 to the nilmanifold X × X = (G × G)/(Λ × Λ) with δ = N −κ . We assume that N is sufficiently large, so that Theorem 2.3 applies. Let
We consider the map ι : [0, ] k → L(G) defined by
Applying Theorem 2.3, we deduce that either
for all i = 1, . . . , k.
We shall show that if κ > 0 is sufficiently small and N is sufficiently large, then (2.15)-(2.16) fails. Suppose that (2.15)-(2.16) holds. Since each of the vectors w χ , χ ∈ X 0 , is a linear combination of vectors w i , we deduce from (2.16) that
We divide the argument into three cases. Case 1: suppose that a 1 = 0. Then a 2 = 0 and a 2 ,w χ = 0. Moreover, by [1, Th. 7.3.2],
By Lemma 2.1, there exists χ ∈ X 0 such that |χ(z 2 )| ≥ N c with fixed c > 0. Hence, it follows from (2.18) that
We assume that the parameter κ > 0 satisfies
Comparing (2.19) and (2.20), we get a contradiction if N is sufficiently large. Hence, we may assume that a 1 = 0. Case 2: suppose that a 1 = 0 and χ(z 1 ) a 1 ,w χ + χ(z 2 ) a 2 ,w χ = 0 for some χ ∈ X 0 . Since the Galois group acts transitively on the set X 0 , it follows that this equality holds for all χ ∈ X 0 . By Lemma 2.1, there exists χ ∈ X 0 such that |χ(z 2 − z 1 )| ≥ N c with fixed c > 0. Then
Since a 1 = 0, we have a 1 ,w χ = 0, and by [1, Th. 7.3.2],
On the other hand, | a 2 ,w χ | a 2 N κL 1 . Hence, we deduce that N −κL 1 (d+1)+c N κL 1 . We choose the parameter κ > 0 so that
Then when N is sufficiently large, we get a contradiction. Case 3: suppose that a 1 = 0 and χ(z 1 ) a 1 ,w χ + χ(z 2 ) a 2 ,w χ = 0 for all χ ∈ X 0 . This is the most difficult part of the proof.
Since a 1 = 0, we have a 1 ,w χ = 0, and by [1, Th. 7 
We set u = − a 2 ,wχ a 1 ,wχ . By Lemma 2.1, there exists χ ∈ X 0 such that |χ(z 1 )| N c with fixed c > 0. It follows from (2.18) that for this χ, we have the estimate
Next, we compare this estimate with the lower estimate provided by Proposition 2.2. We note that
For all non-Archimedian places v,
and for all Archimedian v,
Therefore,
where K 2 := κL 1 with fixed L 1 > 0. We take the parameter κ > 0 so that (2.26)
Then assuming that N is sufficiently large, we obtain
where c 2 > 1 depends on the implicit constant in the estimate (2.25). We recall that we have chosen the indices, so that log N = z 2 − z 1 .
Since (2.27) holds, Proposition 2.2 applies, and we deduce that
Without loss of generality, we may assume that c 3 > e. Since the function x → x log(C/x) is increasing for x ≤ C/e, we deduce that
Comparing (2.24) and (2.28), we conclude that (2.29)
, and M 1 is determined by the implicit constant in (2.24). We observe that as κ → 0 + , we have K 2 → 0 − and K 1 → −c < 0. Therefore, taking the parameter κ > 0 sufficiently small, we may arrange that (2.30)
Then when N is sufficiently large, (2.29) fails. This shows that (2.15)-(2.16) fails and (2.14) holds when N is sufficiently large. Now we have verified the claim (2.12) and completed the proof of Theorem 1.1 under the irreducibility condition. In order to prove Theorem 1.1 in general, we observe that using the same argument, one can deduce the following more general version of the estimate (2.12): for all sufficiently large N defined in (2.7),
and to prove (2.31), we can apply Theorem 2.3 to the map
As in the above proof, either (2.31) holds, or an analogue of (2.16) holds, but since DπDβ i = Dπ, this reduces to the exactly same estimate as (2.16) . Therefore, (2.31) follows. Now we combine (2.31) with the argument (2.8)- (2.13) to deduce that
uniformly over h 1 , h 2 ∈ G and automorphisms β 1 , β 2 of G that preserve Λ act trivially on G/G . We will use this estimate to establish Theorem 1.1 in general. Since we may replace the lattice Λ by its conjugate, we assume that exp(W )Λ = M Λ.
We note that the group M satisfies the following properties: We give the proof of Theorem 1.1 using induction on dimension of X. For this, we use that X = G/Λ fibers over Y = G/(M Λ) with fibers isomorphic to
The invariant measure on X can be decomposed as
where µ Y and µ R are normalised invariant measure on Y and R respectively. Since the fibration is α(Z l )-equivariant (by (i)),
where F ⊂ G is a bounded fundamental domain for G/(M Λ), and m F is the measure on F induced by µ Y . We shall show that for N defined in (2.7) and some η > 0,
Suppose that (2.34) holds. Then combining (2.33) and (2.34), we obtain
where the functionsf i on Y are defined by
Since dim(Y ) < dim(X), it follows from the inductive assumption that for some η > 0,
and this completes the proof of Theorem 1.1. Hence, it remains to prove (2.34).
To prove (2.34), we write
where β i 's are the maps induced by the automorphisms m → λ i mλ −1 i . We observe that because of (ii), W ⊂ L(M ) satisfies the irreducibility assumption of Section 2.5, and by (iii), the automorphisms β i act trivially on M/M . Hence, (2.32) holds. We apply (2.32) to the functions on R defined by φ 0 (r) := f 0 (gr) and φ i (r) := f i (a i r), i = 1, 2.
This gives
This implies (2.34) and completes the proof of Theorem 1.1.
Higher order mixing
The aim of this section is to prove Theorem 1.2. We shall use notation introduced in Section 2.1. In Section 3.1 we prepare Diophantine estimates. Then in Section 3.2 we give a proof of Theorem 1.2 under an irreducibility condition, and in Section 3.3 we give a proof in general using an inductive argument.
We note that it is sufficient to prove Theorem 1.2 for a collection of functions f i ∈ L ∞ (X) which is dense in L 1 (X). Hence, we may assume that f 0 , . . . , f s ∈ C θ (X). Furthermore, we may assume that z 0 = 0.
Diophantine estimates.
Let K be a number field and S a finite set of places of K containing all the archimedean places. We denote by U S the ring of S-units, namely, the groups of elements x in K such that |x| v = 1 for v / ∈ S. For a vectorx ∈ K s , we define its (relative) height by
where v runs the set of all places of K, and x v = max i |x i | v .
Then for every > 0, the inequality
has finitely many solutionsx ∈ U S such that no proper subsum of b 1 + s j=2 b j x j vanishes.
We call such solutions of (3.1) nondegenerate.
Proof : We prove the proposition by induction on s. Note that when s = 1, the statement holds trivially because there are only finitely many solutions of H(x) < c.
Given a solutionx of (3.1), we setȳ = (1,x), and we denote by
Partitioning the set of solutions according to the index j v , we may assume that this index is fixed. We introduce a family of linear forms L wj (ȳ), with w ∈ S and j = 1, . . . , s, defined by
Then ifȳ = (1,x) corresponds to a solution of (3.1),
and by the product formula, ] that x j , j ∈ J, varies over a finite set. This shows that for every solutionx of (3.3) there exists j 0 = 2, . . . , s such that x j 0 belongs to a fixed finite set. Hence, in order to prove finiteness of nondegenerate solutions (3.1), we may assume that x j 0 is fixed. Then (3.1) becomes
Since we are assuming that no proper subsum in (3.1) vanishes, b 1 + b j 0 x j 0 = 0 and no proper subsum in (3.5) vanishes as well. Letx = (x j : j = j 0 ). Then H(x ) ≤ H(x). Hence, by the inductive assumption, the number of nondegenerate solutionsx of (3.5) is finite, and this implies the proposition in this case. Now suppose that c 1 = 0 in (3.3). One of c 2 , . . . , c s is non-zero, and for simplicity, we assume that c s = 0. Then combining (3.1) with (3.3), we obtain that
Given a solutionx of (3.6), we pick a minimal J ⊂ {2. . . . , s − 1} such that
Since H(x ) ≤ H(x), it follows from the inductive hypothesis thatx belongs to a fixed finite set. This proves that for every solutionx of (3.1) there exists j 0 = 2, . . . , s such that x j 0 belongs to a fixed finite set. Now we can finish the argument as in the previous paragraph, and this completes the proof of the proposition.
3.2.
Higher order mixing under irreducibility condition. We define the subspace
It follows from Theorem 2.3 that there exists (a
Since β (n) j = id on G/G , we have DπDβ (n) j = Dπ. We rewrite (3.9) in terms of vectors w χ , χ ∈ X 0 that satisfy Dα(z)w χ = χ(z)w χ for z ∈ Z l . Since each w χ can be written as a linear combination of w i 's, it follows from (3.9) that
We observe that because of (3.8), the tuple (a (n) 1 , . . . , a (n) s ) varies over a finite set. Hence, passing to subsequence, we may assume that (3.10) holds for a fixed tuple (a 1 , . . . , a s ) ∈ (Z d ) s \{0}. After changing indices, we may assume that a j = 0 for j = 1, . . . s and a j = 0 for j > s . We note that this implies that b j := a j , Dπ(w χ ) = 0 for all j = 1, . . . s and χ ∈ X 0 .
Indeed, if a j , Dπ(w χ ) = 0 for some j and χ, then taking Galois conjugates we obtain that a j , Dπ(w χ ) = 0 for all χ ∈ X 0 . This implies that Dπ(W ) is contained in a proper rational subspace and contradicts the irreducibility assumption.
We may cancel vanishing subsums from (3.10) , and passing to a subsequence, we may assume that no proper subsum in (3.10) vanishes.
Passing to a subsequence and changing indices, we may also assume that
By Lemma 2.1, there exists fixed c > 0 such that
Hence, passing to a subsequence, we may assume that
holds with a fixed χ 0 ∈ X 0 . For this χ 0 , (3.10) gives
). It is clear that b j 's and x (n) j are S-units in a fixed number field, and to derive a contradiction, we apply the estimate of Proposition 3.1. We observe that there exists c v > 1, v ∈ S, such that
and by (3.11) ,
It follows from (3.13) that
with fixed > 0. According to our construction, no proper subsum in (3.14) vanishes. Hence, it follows from Proposition 3.1 that x (n) = χ 0 (z On the other hand, by (3.12) ,
This contradiction proves the lemma. Now we prove Theorem 1.2 under the irreducibility condition. Without loss of generality, we may assume that z 0 = 0. We fix a fundamental domain F ⊂ G for G/Λ and set E = exp −1 (F ). We may arrange that E is bounded and has piecewise smooth boundary. Then
where du denotes a suitably normalised Lebesgue measure on L(G). We choose a basis of L(G) that contains the fixed basis {w i } of W and tessellate L(G) by cubes C of size with respect to this basis. Then
For all u 1 , u 2 ∈ C,
Here and later in the argument the implied constants may depend on the Hölder norms of f 0 , . . . , f s . For every cube C, we pick a point u C ∈ C. Then it follows from (3.15) and (3.16 ) that It follows from Lemma 3.2 that
as N → ∞, uniformly over v 1 , . . . v s ∈ L(G) and the cubes B (note that all the cubes are translates of a fixed cube). Hence, it follows that
Since we may replace the lattice Λ by its conjugate, we assume that exp(W )Λ = M Λ.
We note that the group M satisfies the following properties: To apply induction, we observe that the nilmanifold X = G/Λ fibers over the nilmanifold of Y = G/(M Λ) with fibers isomorphic to R = M Λ/Λ M/(M ∩ Λ). The invariant measure µ on X decomposes as
where µ Y and µ R denote the normalised invariant measures on Y and R respectively. It follows from (i) that the fibration X → Y is α(Z l )-equivariant. Hence, we obtain
where F ⊂ G is a bounded fundamental set for G/(M Λ), and m F is the measure on F induced by µ Y . We write Since F ⊂ G is bounded, we have φ i C θ f i C θ 1. Hence, it follows from (3.19 ) that
as N → ∞, uniformly over g ∈ F , m 1 , . . . , m s ∈ M , and the automorphisms β 1 , . . . , β s . Since a i M Λ = α(z i )(g)M Λ, this implies that The above argument implies uniform convergence provided that f 0 C θ , . . . , f s C θ 1. This completes the proof of Theorem 1.2.
Exponential mixing of shapes
While we have proved exponential 2-mixing and 3-mixing for Z l -actions by automorphisms on nilmanifolds, we do not know if exponential mixing of higher orders holds for them in general. This would require to establish a quantitative version of Proposition 3.1 which seems to be out of reach of available number-theoretic methods. Nonetheless, we prove a weak form of exponential mixing where the error term is controlled by N * (z 0 , . . . , z s ) := min χ∈X (α) min |χ(z i −z j )|≥1 {|χ(z i − z j )| : i = j} with notation as in Section 2.1. This, in particular, implies exponential mixing for Anosov shapes -Theorem 1.3.
Theorem 4.1. Let α : Z l → Aut(X) be an action on a compact nilmanifold X such that every α(z), z = 0, is ergodic. Then there exists η = η(θ) > 0 such that for every f 0 , . . . , f s ∈ C θ (X) and z 0 , . . . , z s ∈ Z l , and we deduce that
We refer to the proof of [9, Th. 1.2] for details. Choosing = r(z 1 ) − 1 2 implies the claim of the theorem in the irreducible case.
To give a proof in general, we use induction on dim(X). This argument is very similar to Section 2.6. If exp(W )Λ = X, we consider the α-equivariant fibration X → Y defined by the closure. The above argument implies that
uniformly over h 1 , . . . , h s ∈ G and automorphisms β 1 , . . . , β s ∈ Aut(X) that act trivially on G/G . (In fact, this uniformity was part of [9, Prop. 4.2] .) Then as in Section 2.6,
. . ,f s ∈ C θ (Y ). Now the claim follows by induction on dimension. Proof of Theorem 1.3: We note that if in Theorem 4.1 we assume that α(z i − z j ) are Anosov for all i = j, then N * (z 0 , . . . , z s ) > 1 and N * (nz 0 , . . . , nz s ) = N * (z 0 , . . . , z s ) n . Hence, Theorem 1.3 follows directly from Theorem 4.1.
Cocycle rigidity
We now apply exponential 2-mixing to prove smooth cocycle rigidity for genuinely higher-rank abelian actions by automorphisms of nilmanifolds -Theorem 1.5. The proof is based on the "higher-rank trick" from [10] .
Let Z l → Aut(X) be an action on a compact nilmanifold X and c : Z l × X → R a cocycle. Assume that there is a rank-two subgroup a, b of Z l such that its every nonzero element acts ergodically on X.
First, we note that the map c 0 : Z l → R defined by z → X c(z, x) dµ(x) is a homomorphism by the cocycle property. Then c − c 0 is also a cocycle, and it will suffice to prove the theorem for c − c 0 . Thus, we will assume that all functions c(z, ·) for z ∈ Z l satisfy X c(z, x) dµ(x) = 0.
Let f (x) = c(a, x). We shall show that there exists φ ∈ L 2 (X) such that
