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Abstract
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1 Introduction
In this article we shall make considerable use of Ruelle type functions R(s), which should
give a well-balanced description of the content of the whole article. These functions are
connected to symmetric functions (so-called S-functions sλ(x)); the theory of S-functions was
developed by Schur [1]. These functions play important role in the representation theory of
finite-dimensional classical Lie algebras. Functions R(s) are an alternating product of more
complicate factors, each of which are so-called Patterson-Selberg zeta-functions ZΓ [2].
Now let us consider three-geometry with an orbifold description H3/Γ. The complex uni-
modular group G = SL(2,C) acts on the real hyperbolic three-space H3 in a standard way,
namely for (x, y, z) ∈ H3 and g ∈ G, one gets g · (x, y, z) = (u, v, w) ∈ H3. Thus for
r = x + iy, g =
[
a b
c d
]
, u + iv = [(ar + b)(cr + d) + acz2] · [|cr + d|2 + |c|2z2]−1, w =
z · [|cr + d|2 + |c|2z2]−1 . Here the bar denotes the complex conjugation. Let Γ ∈ G be the
discrete group of G defined as
Γ = {diag(e2nπ(Im τ+iRe τ), e−2nπ(Im τ+iRe τ)) : n ∈ Z} = {gn : n ∈ Z} ,
g = diag(e2π(Im τ+iRe τ), e−2π(Im τ+iRe τ)) . (1.1)
One can define a Selberg-type zeta function for the group Γ = {gn : n ∈ Z} generated by a
single hyperbolic element of the form g = diag(ez, e−z), where z = α + iβ for α, β > 0. In
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fact, we will take α = 2πIm τ , β = 2πRe τ . For the standard action of SL(2,C) on H3 one
has
g

 xy
z

 =

 eα 0 00 eα 0
0 0 eα



 cos(β) − sin(β) 0sin(β) cos(β) 0
0 0 1



 xy
z

 . (1.2)
Therefore, g is the composition of a rotation in R2 with complex eigenvalues exp(±iβ) and a
dilatation exp(α). There exists the Patterson-Selberg spectral function ZΓ(s), meromorphic
on C, given for Re s > 0 by the formula [3]
logZΓ(s) = −
1
4
∞∑
n=1
e−nα(s−1)
n[sinh2
(
αn
2
)
+ sin2
(
βn
2
)
]
. (1.3)
The Patterson-Selberg function can be attached to H3/Γ as follows :
ZΓ(s) :=
∏
k1,k2∈Z+∪{0}
[1− (eiβ)k1(e−iβ)k2e−(k1+k2+s)α] . (1.4)
Zeros of ZΓ(s) are the complex numbers
ζn,k1,k2 = − (k1 + k2) + i (k1 − k2) β/α+ 2πin/α (n ∈ Z). (1.5)
In our applications we shall consider a compact hyperbolic three-manifold G/Γ with G =
SL(2,C). By combining the characteristic class representatives of field theory elliptic genera
one can compute quantum partition functions in terms of the spectral functions of hyperbolic
three-geometry, we shall demonstrate that in the course of this article.
Let us introduce next Ruelle type spectral functions R(s) associated with hyperbolic three-
geometry [4], which can be continued meromorphically to the entire complex plane C. Let
χ be an orthogonal representation of π1(X). Using the Hodge decomposition, the vector
space H(X ;χ) of twisted cohomology classes can be embedded into Ω(X ;χ) as the space of
harmonic forms. This embedding induces a norm | · |RS on the determinant line detH(M ;χ).
The Ray-Singer norm || · ||RS on detH(X ;χ) is defined by [5]
|| · ||RS
def
= | · |RS
dimX∏
p=0
[
exp
(
−
d
ds
ζ(s|Lp)|s=0
)](−1)pp/2
, (1.6)
where the zeta function ζ(s|Lp) of the Laplacian acting on the space of p-forms orthogonal
to the harmonic forms has been used. For a closed connected orientable smooth manifold of
odd dimension and for Euler structure η ∈ Eul(X), the Ray-Singer norm of its cohomological
torsion τan(X ; η) = τan(X) ∈ detH(X ;χ) is equal to the positive square root of the absolute
value of the monodromy of χ along the characteristic class c(η) ∈ H1(X) [6]: ||τan(X)||
RS =
|detχc(η)|
1/2. In the special case where the flat bundle χ is acyclic, we have
[τan(X)]
2 = |detχc(η)|
dimX∏
p=0
[
exp
(
−
d
ds
ζ(s|Lp)|s=0
)](−1)p+1p
. (1.7)
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For a closed oriented hyperbolic three-manifolds of the form X = H3/Γ, and for acyclic
χ, the L2-analytic torsion has the form [7, 8]: [τan(X)]
2 = R(0), where R(s) is the Ruelle
function (it can be continued meromorphically to the entire complex plane C). The function
R(s) is an alternating product of more complicate factors, each of which is a Selberg type
zeta function ZΓ(s) (see Sect. 3.1)
1.1 Structure of the article and our key results
We begin in Sect. 2 with algebra of power series (of commuting variables). Then the
polynomial ring of symmetric functions Λ(X) over X we analyze in subsect. 2.1. Algebraic
properties of Λ(X), including plethysms and the Cauchy-Binet formulas, we examine in
detail in subsect. 2.2.
At present q-series have reappeared in quantum physics and mathematics – Lie algebras,
statistics, transcendental number theory, additive number theory and in classical analysis.
In this paper we apply q-series approach to several interesting physical models, as in Sections
3 and Sect. 4.
We discuss the infinite specializations and q-series in Sect. 3. Then the theory of Ruelle
type functions R(s), which are an alternating product of more complicate factors, each of
them is the Patterson-Selberg zeta function, with its connection to Euler series is developed
in subsect. 3.1. Explicit formulas for the refined-shifted topological vertex are deduced in
terms of Ruelle type spectral functions in subsect. 3.2. In subsection 3.3 we investigate the
Gopakumar-Vafa reformulation for string partition functions in terms of Ruelle type spectral
functions.
Finally in Sect. 4 we analyze the N = 2 superconformal field theory. First of all we in-
vestigate Bailey’s transform and infinite hierarchy of Bailey’s chain, including Ruelle type
functions, subsection 4.1. Then in subsection 4.2 we begin by showing how some Rogers-
Ramanujan identities can be rewrite in term of R(s). The N = 2 Landau-Ginzburg model
we describe and investigate in subsect. 4.3. The relation between N = 2 minimal models
and Landau-Ginzburg theories has been proposed by E. Witten [9]. We discuss the basic
properties satisfied by elliptic genera in N = 2 theories. We construct the functional equa-
tions for R(s) functions and analyze the modular transformation laws for the elliptic genus
of the Landau-Ginzburg model.
2 Algebra of power series (of commuting variables)
Let W be a set of all sequences {sn}
∞
n=1 with integral non-negative terms. Let for each
sequence s ∈ W the correspond number αs.
Definition 2.1 By definition such correspondence assigne a formal power series with coef-
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ficients
∑
s∈W αs
∏∞
n=1 x
sn
n ; x1, x2, . . .. Define(∑
s∈W
αs
∞∏
n=1
xsnn
)
+
(∑
s∈W
βs
∞∏
n=1
xsnn
)
def
=
∑
s∈W
(αs + βs)
∞∏
n=1
xsnn ;
β
∑
s∈W
αs
∞∏
n=1
xsnn
def
=
∑
s∈W
βαs
∞∏
n=1
xsnn , β ∈ K,(∑
s∈W
αs
∞∏
n=1
xsnn
)(∑
s∈W
βs
∞∏
n=1
xsnn
)
def
=
∑
s∈W
γs
∞∏
n=1
xsnn . (2.1)
Where γs =
∑
s′,s′′ αs′βs′′ , the summation is realized for pair of sequances which satisfy the
condition s′n + s
′′
n = sn for any natural n.
2.1 Polynomial ring of symmetric functions
Our aim in this section is to exploit the Hopf algebra of the ring Λ(X) of symmetric functions
of the independent variables (x1, x2, . . .), finite or contably infinite in number, that constitute
the alphabet X .
Let Z[x1, . . . , xn] be the polynomial ring, or the ring of formal power series, in n commuting
variables x1, . . . , xn. The symmetric group Sn acts on this ring by permuting the variables.
For π ∈ Sn and f ∈ Z[x1, . . . , xn] we have πf(x1, . . . , xn) = f(xπ(1), . . . , xπ(n)). We are
interested in the subring of functions invariant under this action, πf = f , that is to say the
ring of symmetric polynomials in n variables: Λ(x1, . . . , xn) = Z[x1, . . . , xn]
Sn. This ring may
be graded by the degree of the polynomials, so that Λ(X) = ⊕n Λ
(n)(X), where Λ(n)(X)
consists of homogenous symmetric polynomials in x1, . . . , xn of total degree n.
In order to work with an arbitrary number of variables, following Macdonald [10], we define
the ring of symmetric functions Λ = limn→∞ Λ(x1, . . . , xn) in its stable limit (n→∞). There
exist various bases of Λ(X):
A Z basis of Λ(n) is provided by the monomial symmetric functions {mλ}, where λ is any
partitions of n.
The other (integral and rational) bases for Λ(n) are indexed by the partitions λ of n. There are
the complete, elementary and power sum symmetric functions bases defined multiplicatively
in terms of corresponding one part functions by: hλ = hλ1hλ2 · · ·hλn , eλ = eλ1eλ2 · · · eλn and
pλ = pλ1pλ2 · · · pλn where the one part functions are defined for ∀n ∈ Z+ by
hn(X) =
∑
i1≤i2···≤in
xi1xi2 · · ·xin , en(X) =
∑
i1<i2···<in
xi1xi2 · · ·xin , pn(X) =
∑
i
xni , (2.2)
with the convention h0 = e0 = p0 = 1, h−n = e−n = p−n = 0. Three of these bases are
multiplicative, with hλ = hλ1hλ2 · · ·hλn , eλ = eλ1eλ2 · · · eλn and pλ = pλ1pλ2 · · · pλn . The
relationships between the various bases we just mention at this stage by the transitions
pρ(X) =
∑
λ⊢n
χλρsλ(X) and sλ(X) =
∑
ρ⊢n
z−1ρ χ
λ
ρ pρ(X) . (2.3)
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For each partition λ, the Schur function is defined by
sλ(X) ≡ sλ(x1, x2, . . . , xn) =
∑
σ∈Sn
sgn(σ)Xσ(λ+δ)∏
i<j(xi − xj)
, (2.4)
where δ = (n − 1, n − 2, . . . , 1, 0). In fact both hn and en are special Schur functions,
hn = s(n), en = s(1n), and their generating functions are expressed in terms of the power-sum
pn: ∑
n≥0
hnz
n = exp(
∞∑
n=1
(pn/n)z
n),
∑
n≥0
enz
n = exp(−
∞∑
n=1
(pn/n)(−z)
n) . (2.5)
The Jacobi-Trudi formula [10] express the Schur functions in terms of hn or en: sλ =
det(hλi−i+j) = det(eλ′−i+j), where λ
′ is the conjugate of λ. An involution ι : Λ → Λ can be
defined by ι(pn) = (−1)
n−1pn. Then it follows that ι(hn) = en. Also we have ι(sλ) = sλ′ . χ
λ
ρ
is the character of the irreducible representation of the symmetric groups Sn specified by λ
in the conjugacy class specified by ρ. These characters satisfy the orthogonality conditions∑
ρ⊢n
z−1ρ χ
λ
ρ χ
µ
ρ = δλ,µ and
∑
λ⊢n
z−1ρ χ
λ
ρχ
λ
σ = δρ,σ . (2.6)
The significance of the Schur function basis lies in the fact that with respect to the usual
Schur-Hall scalar product 〈· | ·〉Λ(X) on Λ(X) we have
〈sµ(X) | sν(X)〉Λ(X) = δµ,ν and therefore 〈pρ(X) | pσ(X)〉Λ(X) = zρδρ,σ , (2.7)
where zλ =
∏
i i
mimi! for λ = (1
m1, 2m2 , · · · ).
2.2 Algebraic properties of Λ(X)
The ring Λ(X) of symmetric functions over X has a Hopf algebra structure, and there are
two further algebraic and two coalgebraic operations. For notation and basic properties we
refer the reader to [11, 12, 13] and references therein.
Plethysms (compositions) are denoted by ◦ or by means of square brackets [ ]; plethysm
coproduct is denoted by ▽. The corresponding coproduct maps are specified by ∆ for the
outer coproduct. Notation δ we use for the inner coproduct.
The coproduct coefficients themselves are obtained from the products by duality using the
Schur-Hall scalar product and the self-duality of Λ(X). For example, for all A,B ∈ Λ(X):
A ◦B = A[B]; ∆(A) = A(1) ⊗ A(2);
δ(A) = A[1] ⊗A[2]; ▽(A) = A〈1〉 ⊗ A〈2〉 . (2.8)
In terms of the Schur function basis {sλ}λ⊢n,n∈Z+ the product and coproduct maps give rise
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to the particular sets of coefficients specified as follows:
sµsν =
∑
λ
cλµ,νsλ ; ∆(sλ) = sλ(1) ⊗ sλ(2) =
∑
µ,ν
cλµ,νsµ ⊗ sν ;
sµ ∗ sν =
∑
λ
gλµ,νsλ ; δ(sλ) = sλ[1] ⊗ sλ[2] =
∑
µ,ν
gλµ,νsµ ⊗ sν ;
sµ[sν ] =
∑
λ
pλµ,νsλ ; ▽(sλ) = sλ〈1〉 ⊗ sλ〈2〉 =
∑
µ,ν
pλµ,νsµ ⊗ sν . (2.9)
Here the cλµ,ν are Littlewood-Richardson coefficients, the g
λ
µ,ν are Kronecker coefficients and
the pλµ,ν are plethysm coefficients. All these coefficients are non-negative integers. The
Littlewood-Richardson coefficients can be obtained, for example, by means of the Littlewood-
Richardson rule [14, 15] or the hive model [16]. The Kronecker coefficients may determined
directly from characters of the symmetric group or by exploiting the Jacobi-Trudi identity
and the Littlewood-Richardson rule, while plethysm coefficients have been the subject of a
variety methods of calculation [17, 18]. Note that the above sums are finite, since cλµ,ν ≥ 0
iff |λ| = |µ|+ |ν|; gλµ,ν ≥ 0 iff |λ| = |µ| = |ν|; p
λ
µ,ν ≥ 0 iff |λ| = |µ| |ν|.
The Schur-Hall scalar product may be used to define skew Schur functions sλ/µ through the
identities cλµ,ν = 〈sµ sν |sλ〉 = 〈sν |s
⊥
µ (sλ)〉 = 〈sν |sλ/µ〉 , so that sλ/µ =
∑
ν c
λ
µ,ν sν .
In what follows we shall make considerable use of several infinite series of Schur functions.
The most important of these are the mutually inverse pair defined by
F(t;X) =
∏
i≥1
(1− t xi)
−1 =
∑
m≥0
hm(X)t
m , (2.10)
G(t;X) =
∏
i≥1
(1− t xi) =
∑
m≥0
(−1)mem(X)t
m , (2.11)
where as Schur functions hm(X) = s(m)(X) and em(X) = s(1m)(X). For convenience, in the
case t = 1 we write F(1;X) = F(X) and G(1;X) = G(X).
Note on plethysms. Plethysms are defined as compositions whereby for any A,B ∈ Λ(X);
the plethysm A[B] is A evaluated over an alphabet Y whose letters are the monomials of
B(X), with each letter repeated as many times as the multiplicity of the corresponding
monomial. For example, the Schur function plethysm is defined by sλ[sµ](X) = sλ(Y ),
where Y = sµ(X).
For all A,B,C ∈ Λ(X) we have the following rules, due to Littlewood [15], for manipulating
plethysms:
(A+B)[C] = A[C] +B[C] ; A[B + C] = A(1)[B]A(2)[C] ;
(AB)[C] = A[C]B[C] ; A[BC] = A[1][B]A[2][C] ;
A[B[C]] = (A[B])[C] . (2.12)
These rules enable us to evaluate plethysms not only of outer and inner products but also
of outer and inner coproducts.
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The Cauchy-Binet formulas. It is often convenient to represent an alphabet in an additive
manner X , as itself an element of the ring Λ(X) in the sense that x1 + x2 + · · · = h1(X) =
e1(X) = p1(X) = s(1)(X). As elements of Λ(X)⊗Λ(Y ) we have X+Y =
∑
j=1 xj+
∑
j=1 yj,
XY =
∑
j xj
∑
j yj. With this notation, the outer coproduct gives
∆(F) = F(1) ⊗ F(2) = F ⊗ F ; F(X+Y ) =
∏
i
(1− xi)
−1
∏
j
(1− yj)
−1 ;
∆(G) = G(1) ⊗ G(2) = G ⊗ G; G(X+Y ) =
∏
i
(1− xi)
∏
j
(1− yj) ,
so that F(X+Y ) = F(X)F(Y ) and G(X+Y ) = G(X)G(Y ). For the inner coproduct:
δ(F) = F[1] ⊗ F[2]; F(XY ) =
∏
i,j
(1− xiyj)
−1 ;
δ(G) = G[1] ⊗ G[2]; G(XY ) =
∏
i,j
(1− xiyj) .
The expansions of the products on the right hand sides of these expressions is effected
remarkably easily by evaluating the inner coproducts on the left:
δ(F) =
∑
k≥0
δ(hk) =
∑
k≥0
∑
λ⊢k
sλ ⊗ sλ ;
δ(G) =
∑
k≥0
(−1)k δ(ek) =
∑
k≥0
(−1)k
∑
λ⊢k
sλ ⊗ sλ′ .
This gives immediately the well known Cauchy and Cauchy-Binet formulas:
F(XY ) =
∏
i,j
(1− xi yj)
−1 =
∑
λ
sλ(X) sλ(Y ) ; (2.13)
G(XY ) =
∏
i,j
(1− xi yj) =
∑
λ
(−1)|λ|sλ(X) sλ′(Y ) . (2.14)
Generally speaking, for any F (X) ∈ Λ(X) with dual F⊥(X), by linearly extending the above
result we have F (X) F(XY ) = F⊥(Y ) (F(XY )).
3 Infinite specializations and q-series
The study of q-series has been extensively enriched due to success in investigation of q-
analogs of the classical special functions. The large amount of activity of q-series has been
appeared in Lie algebras, statistical and quantum mechanics, trancendental number theory,
and computer algebra.
By considering infinite specializations, i.e. settingX = (x1, x2, . . . , xr, . . .) = (q, q
2, . . . qr, . . .),
q = e2πiτ , we present the following useful identities:
F(q;XY ) =
∏
i,j
(1− qxiyj)
−1 =
∑
α
qαsα(X)sα(Y ),
G(q;XY ) =
∏
i,j
(1− qxiyj) =
∑
α
(−q)|α|sα(X)sα′(Y ). (3.1)
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3.1 Spectral functions of hyperbolic three-geometry
The most important Euler series can be represent in the form of the Ruelle type (Patterson-
Selberg) spectral function R(s) of hyperbolic three-geometry, in fact:
∞∏
n=ℓ
(1− qan+ε) =
∏
p=0,1
ZΓ((aℓ+ ε)(1− i̺(τ)) + 1− a︸ ︷︷ ︸
s
+a(1 + i̺(τ)p)(−1)
p
= R(s = (aℓ + ε)(1− i̺(τ)) + 1− a), (3.2)
∞∏
n=ℓ
(1 + qan+ε) =
∏
p=0,1
ZΓ((aℓ+ ε)(1− i̺(τ)) + 1− a+ iσ(τ)︸ ︷︷ ︸
s
+a(1 + i̺(τ)p)(−1)
p
= R(s = (aℓ + ε)(1− i̺(τ)) + 1− a + iσ(τ)) . (3.3)
Here q = exp(2πiτ), ̺(τ) = Re τ/Im τ , σ(τ) = (2 Im τ)−1, a is a real number, ε, b ∈ C,
ℓ ∈ Z+.
Various expansions different from power series expansion. Let us consider
Q(q) =
∞∏
n=1
(1− qn)−Cn = 1 +
∞∑
n=1
Bnq
n. (3.4)
Usualy Q(q) associated wth some generating function, and Bn is related sequence that will
be study.
Theorem 3.1 ([19], Theorem 10.3) Let in Eq. (3.4) Cn and Bnare integers, then
nBn =
n∑
k=1
DkBn−k, (3.5)
Dk =
∑
d|k
dCd. (3.6)
Note that if either sequence Cn or Bn is given, then the other is uniquely determined by (3.5)
and (3.6).
For Cn = c · n, c = const. the following relation holds:
∞∏
n=ℓ
(1− qan+ε)cn = R(s = (aℓ + ε)(1− i̺(τ)) + 1− a)cℓ
×
∞∏
n=ℓ+1
R(s = (an+ ε)(1− i̺(τ)) + 1− a)c. (3.7)
3.2 The refined-shifted topological vertex
The standard topological vertex Cλµν(q). For the particular case (there is no boundary
condition), i.e. λ = µ = ν = ∅, the vertex C∅∅∅(q) = C3 coincides with 3d– MacMahon
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function C3(q) =
∏∞
n=1(1− q
n)−n [20].
∞∏
n=1
(1− qn)−n = R(s = 1− i̺(τ))−1
∞∏
n=2
R(s = n(1− i̺(τ)))−1 (3.8)
The refined topological vertex Rλµν(q, t). Rλµν(q, t) can be constructed as a two
parameter extension of Cλµν(q). In the particular case λ = µ = ν = ∅, the vertex
Rλµν(q, t) = R∅∅∅(q, t) coincide with the refined 3d-MacMahon function.
R∅∅∅(q, t) =
∞∏
n,k=1
(1− qn−1tk) =
∞∏
k=1
R(s = ε(1− i̺(τ))), (3.9)
where ε = klogt/2πiτ . Finally in the case t = q in Eq. (3.9) we obtain the standard C3(q)
relation.
Shifted topological vertex Sλµν(q). With generic boundary conditions the shifted topo-
logical vertexSλµν(q) is the shifted 3d MacMahonS∅∅∅(q) = S3(q), the generating functional
of strict plane partitions S3(q) =
∏∞
n=1
(
1+qn
1−qn
)n
[20].
S3(q) =
R(s = 1− i̺(τ) + iσ(τ))
R(s = 1− i̺(τ))
·
∏∞
n=2R(s = n(1− i̺(τ) + iσ(τ)))∏∞
n=2R(s = n(1− i̺(τ)))
. (3.10)
Refining the shifted vertex Tλµν(q, t). The refining version Tλµν(q, t) of the shifted
topological vertex Sλµν(q) is a two parameters q and t with boundary conditions given by
strict 2d partitions λ, µ and ν [20]. In addition, Tλµν(q, t) is non cyclic with respect to the
permutations of the strict 2d partitions λ, µ, ν, i.e. Tλµν 6= Tµνλ 6= Tνλµ, and what is more
Tλµν(q, q) = Sλµν(q), T∅∅∅(q, t) = T3(q, t). (3.11)
T3(q, t) =
∞∏
j=1
∞∏
k=1
(
1 + qj−1tk
1− qj−1tk
)
=
∞∏
k=1
R(s = ε(1− i̺(τ)) + iσ(τ))
R(s = ε(1− i̺(τ)))
, (3.12)
recall that ε = klogt/2πiτ . In this section we have analyzed the refining and the shifting prop-
erties of the standard topological vertex Cλµν(q), the refined topological vertex Rλµν(q, t),
the shifted topological vertex Sλµν(q), and the refining the shifted vertex Tλµν(q, t), in terms
of spectral functions R(s).
3.3 Gopakumar-Vafa reformulation of string partition functions
In order to prove the Gopakumar-Vafa conjecture [21, 22, 23], we need to rewrite the sums
over partition by means of infinite products. In this section we propose a spectral function
reformulation for such an infinite products.
Denote by F the generating series of Gromov-Witten invariants of a Calabi-Yau three-fold
X . Intuitively we can counts the number of stable maps with connected domain curves to X
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in any given nonzero homology classes. However, because of the existence of automorphisms,
one has to perform the weighted count by dividing by the order of the automorphism groups
(hence Gromov-Witten invariants are in general rational numbers). Based on M-theory
considerations, Gopakumar and Vafa [22] made a remarkable conjecture on the structure of
F , in particular, on its integral properties. More precisely, integers ngΣ are conjectured to
exists such that
F =
∑
Σ∈H2(X)−{0}
∑
g≥0
∑
k∈Z+
k−1ngΣ(2 sin(kλ/2))
2g−2QkΣ . (3.13)
For given Σ, there are only finitely many nonzero ngΣ, Q
Σ = exp(−
∫
Σ
ω), the holomorphic
curve Σ ∈ H2(X,Z) := H2(X) is given by
∫
Σ
ω, where ω is the Ka¨hlerian form on X .
Let us regard q = exp(iλ), for some real λ = 2πτ , as an element of SU(2) represented
by the diagonal matrix diag (q, q−1). The generating series of disconnected Gromov-Witten
invariants is given by the string partition function: Z = expF .
Topological string amplitudes. We shall present now the interpretation of topological
string amplitudes in the form of the generating functions of the BPS degeneracies of wrapped
M2-branes, which give rise to particles in the five dimensional theory [24]. First consider
IIA strings compactified on a CY3-fold X. In this case the theory on the transverse four
dimensions has N=2 supersynnetry. In four dimensions this theory has F-terms which can
be calculated exactly [25, 26].
Let Fg be the topological string amplitudes (Gopakumar). In the A-twisted topologicasl
theory Fg arise as integrals over the genus g moduli space of Riemann surfaces and related
to the generating functions of the genus g Gromov-Witten invariants. The topological string
amplitudes can be compactly organized into the generating function F (λs) =
∑∞
g=0 λ
2g−2
s Fg,
where λs is the constant self-dual graviphoton strength. Interesting physical interpretation
of the generating function F (λs) the reader can find in [21, 22]
For second quantized strings and A-model result (the Gopakumar-Vafa conjecture) can be
reformulated as follows (see [24]):
Z =
∏
Σ∈H2(X)
∏
j
j∏
k=−j
∏
m∈Z+∪{0}
(1− q2k+m+1QΣ)(−1)
2j+1(m+1)NgΣ . (3.14)
In Eq. (3.14) j = g/2, k = −j,−j + 1, . . . , j − 1, j, QΣ = e−TΣ and q = e−iλs . Expressions
(3.13) and (3.14) look very much like counting the states in a Hilbert space for the case
of jL = 0 BPS states [21]. The partition function counts M2-branes [24]. In addition the
integrality of Z has to be directly related to the same integrality in F . One can interpret
Z as the partition function of a second quantized theory which is built purely out of fields
creating M2-branes.
In terms of the Ruelle type spectral functions the string partition function can be reformu-
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lated as follows
Z =
∏
Σ∈H2(X)
∏
j
j∏
k=−j
∏
m∈Z+∪{0}
(1− q2k+m+1QΣ)(−1)
2j+1NgΣm · (1− q2k+m+1QΣ)(−1)
2j+1NgΣ
=
∏
Σ∈H2(X)
∏
j
j∏
k=−j
R(s = (2k + ϕ+ 1)(1− i̺(τ)))
×
∞∏
n=ℓ+1
R(s = (n+ 2k + ϕ+ 1)(1− i̺(τ)))(2j+1)N
g
Σ , (3.15)
where ϕ = logQΣ/2πiτ = −
∫
Σ
ω/2πiτ .
4 The N=2 superconformal field theory
4.1 Bailey’s transform and infinite hierarchy of Bailey’s chain
Let us begin with notations: (a; q)∞ :=
∏∞
m=0(1 − aq
m), and (a; q)n := (a; q)∞/(aq
n; q)∞.
W.N. Bailey made the following observation [27] (see also [19]), which is known as Bailey’s
transform.
Theorem 4.1 (lectures [19], Theorem 3.1) Let for a suitable convergence conditions,
βn =
n∑
r=0
αrun−rvn+r, (4.1)
γn =
∞∑
r=n
δrur−nvr+n, (4.2)
then
∞∑
n=0
αnγn =
∞∑
n=0
βnδn. (4.3)
Proof.
∞∑
n=0
αnγn =
∞∑
n=0
∞∑
r=n
αnδrur−nvr+n =
∞∑
r=0
r∑
n=0
αnδrur−nvr+n =
∞∑
r=0
δrβr. (4.4)
Important application of the Bailey’s transform and Bailey’s Lemma the reader can found
in [27], § 4
Let for n ≥ 0
βn =
n∑
r=0
αr
(q; q)n−r(aq; q)n+r
, (4.5)
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then also
β ′n =
n∑
r=0
α′r
(q; q)n−r(aq; q)n+r
. (4.6)
In addition
α′r = αr
(ρ1; q)r(ρ2; q)r(aq/ρ1ρ2)
r
(aq/ρ1; q)r(aq/ρ2; q)r
, (4.7)
β ′n =
∑
r≥0
βr
(ρ1; q)r(ρ2; q)r(aq/ρ1ρ2; q)n−r(aq/ρ1ρ2)
j
(q; q)n−j(aq/ρ1; q)n(aq/ρ2; q)n
. (4.8)
Restricted products. We apply Bailey’s transform in the case of restricted products.
un−r :=
n−r∏
m=0
(1− qm+1) ≡ (q; q)n−r =
(q; q)∞
(qqn−r; q)∞
=
∞∏
m=0
(1− qm+1)
(1− qm+n−r+1)
(4.9)
=
R(s = 1− i̺(τ))
R(s = (n− r + 1)(1− i̺(τ)))
, (4.10)
vn+r :=
n+r∏
m=0
(1− aqm+1) ≡ (aq; q)n+r =
(q; q)∞
(aqn+r; q)∞
=
∞∏
m=0
(1− qm+1)
(1− aqm+n+r+1)
(4.11)
=
R(s = 1− i̺(τ))
R(s = (n + r + ξ + 1)(1− i̺(τ)))
, (4.12)
where ξ = log a/2πiτ .
Using Eqs. (4.10) and (4.12) we have:
βn =
n∑
r=0
αr
R(s = (n− r + 1)(1− ̺(τ))) · R(s = (n− r + 1)(1− ̺(τ)))
R(s = 1− i̺(τ)) · R(s = 1− i̺(τ))
, (4.13)
β ′n =
n∑
r=0
α′r
R(s = (n− r + 1)(1− ̺(τ))) · R(s = (n− r + 1)(1− ̺(τ)))
R(s = 1− i̺(τ)) · R(s = 1− i̺(τ))
. (4.14)
In addition (see [19]),
α′r = αr
(ρ1; q)r(ρ2; q)r(aq/ρ1ρ2)
r
(aq/ρ1; q)r(aq/ρ2; q)r
, (4.15)
β ′n =
∑
r≥0
βr
(ρ1; q)r(ρ2; q)r(aq/ρ1ρ2; q)n−r(aq/ρ1ρ2)
r
(q; q)n−r(aq/ρ1; q)n(aq/ρ2; q)n
.. (4.16)
Important special cases of Bailey’s Lemma and iterated of these results where found in [28].
Note that a pair of sequences (αn, βn) is called a Bailey pair. Thus if (αn, βn) is a Bailey
pair, then (α′n, β
′
n) is new pair which is given by (4.15) and (4.16).
Bailey’s chain. Using Bailey initial pair (α′n, β
′
n) we can create new pair (α
′′
n, β
′′
n) by applying
Bailey’s Lemma. Continuing this process we create a sequence of Baley pairs – Bailey’s chain:
(αn, βn) −→ (α
′
n, β
′
n) −→ (α
′′
n, β
′′
n) −→ (α
′′′
n , β
′′′
n ) −→ · · · (4.17)
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Let us assume (αn, βn) = (α
0
n, β
0
n), then this allows to extend the Bailey chain (4.17) to the
left [19]:
· · · −→ (α(−2)n , β
(−2)
n ) −→ (α
(−1)
n , β
(−1)
n ) −→ (α
0
n, β
0
n) −→ (α
′
n, β
′
n) −→ · · · (4.18)
A Bailey pair is uniquely determined given either sequence αn or βn. Let αn is given, then
βn sequence we can find. Eq. (4.5) and Eq. (4.6) can be invert, and result is [29]:
αn = (1− aq
2n)
n∑
k=0
βk
(aq; q)n+k−1(−1)
n−kqC
n−k
2
(q; q)n−k
= (1− aq2n)
n∑
k=0
βk
∏∞
m=0(1− aq
m+n+k)(−1)n−kqC
n−k
2∏∞
m=0(1− q
m+n−k+1)
. (4.19)
Finally we obtain
αn = (1− aq
2n)
n∑
k=0
βk
R(s = (n+ k)(1− i̺(τ)))(−1)n−kqC
n−k
2
R(s = (n− k + 1)(1− ̺(τ)))
. (4.20)
4.2 Rogers-Ramanujan type identities
∞∏
n=0
(1− 2kqn cosα + k2q2n) = (keiα; q)∞(ke
−iα; q)∞ =
∞∏
n=0
(1− keiαqn) · (1− ke−iαqn)
= R(s = ξ+(1− i̺(τ))) · R(s = ξ−(1− i̺(τ))), (4.21)
∞∏
n=0
(1 + 2kqn cosα + k2q2n) = (−keiαq; q)∞(−ke
−iαq; q)∞ =
∞∏
n=0
(1 + keiαqn) · (1 + ke−iαqn)
= R(s = ξ+(1− i̺(τ)) + iσ(τ)) · R(s = ξ−(1− i̺(τ)) + iσ(τ)). (4.22)
where ξ± = (log k ± iα)/2πiτ .
θ1(x) = 2
∞∑
n=0
(−1)nq(n+1/2)
2
sin(2n+ 1)x
= 2q1/4 sin x
∞∏
n=1
(1− q2n)(1− 2q2n cos 2x+ q4n), (4.23)
The Jacobi theta function θ1(τ, z) is
θ1(τ, z) = i
∑
n∈Z
(−1)nq
1
2
(n− 1
2
)2yn−
1
2 = e2πi(1+τ/8)y−
1
2
∞∏
n=1
(1− qn)(1−yqn−1)(1−y−1qn), (4.24)
where q = e2πiτ , y = e2πiz .
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4.3 The N=2 Landau-Ginzburg model
Elliptic genus in N=2 superconformal field theory has been proposed by E. Witten [9] in order
to understand the relation between N=2 minimal models and Landau-Ginzburg theories. In
this section we discuss the basic properties satisfied by elliptic genera in N=2 theories. In
the case of the N=2 Landau-Ginzburg model an action takes the form [30]∫
d2zd2θd2θXX +
(∫
d2zd2θW (X) + c.c. term
)
, (4.25)
where the superpotential W is a weighted homogeneous polynomial of N chiral superfields
X1, . . . , XN with weights ω1, . . . , ωN ,
λW (X1, . . . , XN) = W (λ
ω1X1, . . . , λ
ωNXN) (4.26)
Assume that W has an isolated critical point at the origin and ωi′s are strictly positive
rational numbers such that ω1, . . . , ωN ≤ 1/2. then the elliptic genus of the landau-Ginzburg
model can be computed as
Z(τ, z) =
N∏
j=1
Zωj(τ, z) (4.27)
where
Zω(τ, z) =
θ1(τ, (1− ω)z)
θ1(τ, ωz)
. (4.28)
Finally using Eqs. (4.24) we obtain:
Zω(τ, z) = e
ω+τ/8+1/2
∞∏
n=1
[(1− yqn−1)(1− y−1qn)]|y=e2pii(1−ω)z
[(1− yqn−1)(1− y−1qn)]|y=e2piiωz
= eω+τ/8+1/2
×
R(s = (1 + z/τ(1 − ω))(1− i̺(τ)))R(s = (1− z/τ)(1− ω)(1− ̺(τ)))
R(s = (1 + zω/τ)(1− ̺(τ)))R(s = 1− zω/τ)(1− i̺(τ))
. (4.29)
The modular transformation laws.
Obviously
∏∞
n=1(1 + q
n) =
∏∞
n=1(1 − q
2n)/(1 − qn) =
∏∞
n=1(1 − q
2n−1)−1, thus R(s =
1− i̺(τ) + iσ(τ))R(s = 1− ̺(τ)) = R(s = 1− 2i̺(τ)) = 1.
Next let us introduce some well-known functions and their modular properties under the
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action of SL(2,Z). The special cases associated with (4.10), (4.12) are:
ϕ1(q) = q
− 1
48
∞∏
m=1
(1− qm+
1
2 ) = q−
1
48R(s = 3/2(1− i̺(τ)))
=
ηD(q
1
2 )
ηD(q)
, (4.30)
ϕ2(q) = q
− 1
48
∞∏
m=1
(1 + qm+
1
2 ) = q−
1
48R(s = 3/2(1− i̺(τ)) + iσ(τ))
=
ηD(q)
2
ηD(q
1
2 )ηD(q2)
, (4.31)
ϕ3(q) = q
1
24
∞∏
m=1
(1 + qm+1) = q
1
24R(s = 2(1− i̺(τ)) + iσ(τ))
=
ηD(q
2)
ηD(q)
, (4.32)
where ηD(q) ≡ q
1/24
∏∞
n=1(1−q
n) is the Dedekind η-function. The linear span of ϕ1(q), ϕ2(q)
and ϕ3(q) is SL(2,Z)-invariant [31].
Functional equations for the spectral Ruelle functions are
R(s = (z + b)(1− i̺(τ)) + iσ(τ)) · R(s = −(1 + z + b)(1− i̺(τ)) + iσ(τ))
= q−zb−b(b+1)/2R(s = −z(1 − i̺(τ)) + iσ(τ)) · R(s = (1 + z)(1− i̺(τ)) + iσ(τ))
= q−z(b−1)−b(b+1)/2R(s = (1− z)(1 − i̺(τ) + iσ(τ)) · R(s = z(1− i̺(τ) + iσ(τ))). (4.33)
The simple case b = 0 in Eq. (4.33) leads to the symmetry τ → −τ , i.e. the symmetry
q → q−1. The modular transformation laws are:
θ1(τ + 1, z) = e
2πi(1/8)θ1(τ, z); θ1(−1/τ, z/τ) = (−iτ)
1/2e2πi(1/2)(z
2/τ)θ1(τ, z), θ1(τ,−z) =
−θ1(τ, z)).
The double quasi-periodicity law is: θ1(τ, z + ατ + β) = (−1)
α+βe−2πi(1/2)(α
2+2αz)θ1(τ, z),
α, β ∈ Z. Note that θ1(τ, z) has no poles but this function (as a function of z) has simple
zeros: θ1(τ, ατ + β) = 0, α, β ∈ Z.
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