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Abstract— In recent years, the drive of the Industry 4.0 initia-
tive has enriched industrial and scientific approaches to build
self-driving cars or smart factories. Agricultural applications
benefit from both advances, as they are in reality mobile driving
factories which process the environment. Therefore, acurate
perception of the surrounding is a crucial task as it involves
the goods to be processed, in contrast to standard indoor
production lines. Environmental processing requires accurate
and robust quantification in order to correctly adjust processing
parameters and detect hazardous risks during the processing.
While today approaches still implement functional elements
based on a single particular set of sensors, it may become
apparent that a unified representation of the environment
compiled from all available information sources would be
more versatile, sufficient, and cost effective. The key to this
approach is the means of developing a common information
language from the data provided. In this paper, we introduce
and discuss techniques to build so called inverse sensor models
that create a common information language among different,
but typically agricultural, information providers. These can be
current live sensor data, farm management systems, or long
term information generated from previous processing, drones,
or satellites. In the context of Industry 4.0, this enables the
interoperability of different agricultural systems and allows
information transparency.
I. INTRODUCTION
Agricultural vehicles are complex, mobile processors of
biological products that operate in unstructured and con-
stantly changing environment. While the operation of these
vehicles was initially relatively simple, today their setup and
use requires trained specialists due to the requirement of
increasing efficiency and lowering overall costs. However,
without automation and the augmenting of parameter op-
timization in the process chain, throughputs, and farming
yields would be much smaller than usual. For instance, auto-
mated steering systems employed in harvesting use LiDAR
systems to scan the area between the crop and stubble in
order to automatically guide the harvester along the edge;
and seed drills save GPS data and the machine parameters
of sowing which are used later to minimize the utilization
of fertilizer spreaders.
Focusing the automation and in particular its implemen-
tation, all applications follow the same paradigm of having
a distinctive set of sensors, a processing unit, and an ac-
tuator interface to steer the vehicle or manipulate process
parameters. While this approach allows simple, distributed
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and modular modification, with increases in automated func-
tionality its installation and maintenance becomes unfeasible
due to the sheer number of sensors and processing units
required. Furthermore, the potential for sensor fusion is
completely squandered. An alternative approach is pursued
by the authors, that of building a common inner semantical
representation of the environment based on occupancy grid
maps, from which all further automation is derived [1], [2].
These grid maps are arranged in multiple overlapping layers,
where each one is occupied by localized classifications.
While the authors have already provided a proof-of-
concept of semantical grid mapping approaches in agriculture
[3], requisite information and instructions for building sensor
models based on sensors and other data sources is still
lacking. In contrast to robotic and automotive approaches,
where grid mapping based applications are well known,
agricultural environments and applications especially vary
greatly and therefore have to be treated accordingly. With
respect to Fig. 1 and [4], this contribution focuses on the
Inverse Sensor Modeling component.
The paper is organized as follows: Section II presents a
brief introduction to occupancy grid maps, their extension to
the semantical representation. Section III presents the gath-
ered experience and approaches to building sensor models
derived from previous agricultural research projects. Finally,
Section IV presents further ideas and points to next steps in
agricultural applications in Industry 4.0.
II. RELATED WORK
Occupancy grid maps are used in static obstacle detection
for robotic systems, which are a well-known and a commonly
studied scientific field [5], [6], [7]. They are a component
of almost all navigation and collision avoidance systems de-
signed to maneuver through cluttered environments. Another
important application is the creation of obstacle maps for
traversing an unknown area and the recognition of known
obstacles, so supporting the localization. Recently, occu-
pancy grid maps have been applied to combine LiDAR and
RADAR in automotive applications, with the goal of creating
a harmonious, consistent and complete representation of
the vehicle’s environment as a basis for advanced driver
assistance systems [8], [9], [10].
A. Occupancy Grid Mapping
Two-dimensional occupancy grid maps (OGM) were orig-
inally introduced by Elfes [11]. In this representation, the
environment is subdivided into a regular array or a grid of
quadratic cells. The resolution of the environment represen-
tation directly depends on the size of the cells. In addition to
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Fig. 1: Semantic occupancy grid mapping framework
this compartmentalization of space, a probabilistic measure
of occupancy is associated with each cell. This measure
takes any real number in the interval [0, 1] and describes
one of the two possible cell states: unoccupied or occupied.
An occupancy probability of 0 represents a space that is
definitely unoccupied, and a probability of 1 represents a
space that is definitely occupied. A value of 0.5 refers to an
unknown state of occupancy.
An occupancy grid is an efficient approach to representing
uncertainty, combining multiple sensor measurements at the
decision level, and to incorporating different sensor models
[10]. To learn an occupancy grid M given sensor information
z, different update rules exist [5]. For the authors’ approach,
a Bayesian update rule is applied to every cell m ∈ M
at position (w, h) as follows: Given the position xt of a
vehicle at time t, let x1:t = x1, . . . , xt be the positions of
the vehicle’s individual steps until t, and z1:t = z1, . . . , zt the
environmental perceptions. For each cell m of the occupancy
probability grid the probability that this cell is occupied by an
obstacle. Thus, occupancy probability grids seek to estimate
P (m|z1:t, x1:t) = Odds−1

T∏
t=1
P (m|zt, xt)
1− P (m|zt, xt)︸ ︷︷ ︸
Odds(P (m|zt,xt))
 (1)
This equation already describes the online capable, recursive
update rule that populates the current measurement zt to
the grid, where P (m|z1:t, x1:t) is the so called inverse
sensor model (ISM). The ISM is used to update the OGM
in a Bayesian framework, which deduces the occupancy
probability of a cell, given the sensor information.
B. Extension to Agriculture Applications
The adaptation of OGM techniques to agricultural appli-
cations appears to be merely a matter of time but is not that
obvious and intuitive to apply on the second sight. Robotic
and automotive applications have in common that they both
want to detect non-traversable areas or objects occupying
their path. Such unambiguous information is used to quantify
the whole environment sufficiently for all derivable tasks,
such as path planning or obstacle avoidance, to be completed.
When assumptions like a flat operational plane or minimum
obstacle heights are made, sensors frustums oriented parallel
to the ground are sufficient for all tasks
In agricultural applications, obstacle recognition is not
essential as they act on and process their environment. There-
fore, quantification of the environment involves features such
as processed areas, processability, crop quality, density, and
maturity level in addition to traversability. In order to map
these features, single occupancy grid maps are no longer
sufficient and therefore, semantic occupancy grid maps that
allow different classification results to be mapped are used.
Furthermore, sensor frustums are no longer oriented parallel
to the ground, but rather oriented at an angle to gather
necessary crop information (cf. Fig. 2).
The extension to semantic occupancy grid maps (SOGM)
or inference grids is straightforward and is defined by an
OGM M with W cells in width, H cells in height, and N
semantic layers (c.f. Fig. 1):
M : {1, . . . ,W} × {1, . . . ,H} → m = {0, . . . , 1}N (2)
Compared to a single layer OGM which
allows the classification into three classes{
occupied, occupied, unknown
}
, the SOGM supports a
maximum of
∣∣{occupied, occupied, unknown}∣∣N = 3N
different classes allowing much higher differentiability in
environment and object recognition. The corresponding
ISMs are fused by means of the occupancy grid algorithm
to their nth associated semantical occupancy grid.
The location of information in the maps is required to
be completed by mapping under known poses approaches
[6]. As proposed by REP-1051 and realized by the authors
in [4], information is mapped locally via Kalman filtered
odometry and inertial navigation measurement. The maps
themselves are globally referenced which on the one side
allows smooth local mapping in the short term without the
discrete jumps caused by global positioning systems using a
Global Navigation Satellite System (GNSS), but also allows
global consistent storing and loading of information.
While the actual features are very diverse of agriculture
applications, this publication does not primarily focus on
classification, but rather on geographical interpretation and
sensor building.
1http://www.ros.org/reps/rep-0105.html
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Fig. 2: Ground oriented LiDAR for crop rectification
III. EXPLICIT ISM GENERATION FOR SPECIFIC SENSORS
A. Local Sensor Based ISM
1) LiDAR based Mapping: LiDAR sensors measure the
distance to an object and depending on their capabilities,
also the reflectance. The distance can directly be used to
deduce free (s.t. the area between the measured distance and
the sensor) and occupied space (s.t. the location of measured
distance) in a planar environment. This is commonly utilized
for robotic and automotive tasks, where a well-known inverse
sensor modelling technique directly derives the correspond-
ing ISM. In agriculture, however, it is common for LiDAR
sensors to face downwards as shown in Fig. 2, in order to
detect the soil or crop that needs to be processed. This results
in the circumstance that the measurement can only be taken
at the corresponding target point, and no implications can be
done along the measurement.
Naively mapping the related classification in the point
of measurement in the vehicles coordinate frame would
result in scattered maps from which further applications are
hardly derivable (c.f. Fig. 3). Therefore, the actual Gaussian
measurement uncertainty σS needs to be introduced as in
the common planar model, but with its appropriate error
propagation. Assuming σφ, σξ, σγ beeing gaussian noise
in the angular positioning caused by vehicle’s steering, and
σx, σy , σz to be the positioning caused by vibrations of the
vehicle it is possible to calculate the resulting full covariance
matrix
∑
XS
at the point of interest as follows: First, the
transformation of the scalar distance measurement S in the
LiDAR frame to the euclidean point XS in the vehicle frame
is
XS =
 cφcγcξsγ + cγsφsξ
sξsγ − cγsφcξ
S +T(x, y, z) (3)
where T is the translation between the sensor and the
vehicle frame. For error propagation, the functions need to
be linearized by calculating the Jacobian:
JT =
cφcγ cξsγ + cγsφsξ sξsγ − cγsφcξ
−Ssφcγ Scγcφsξ −Scγcφcξ
−Scφsγ Scξcγ − Ssγsφsξ Ssξcγ + Ssγsφcξ
0 −Ssξsγ + Scγsφcξ Scξsγ + Scγsφsξ

T
(4)
Fig. 3: Harvesting scenario (left), resulting SOGM from crop
classification ISM with (middle) and without (right) error
propagation
∑
XS
= J diag(σ2s , σ
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y, σ
2
z) (5)
The Jacobian is a function of its arguments J(S, φ, γ, ξ),
which means that it is required to be evaluated for every new
sensor measurement. Equation 5 describes the full covariance
matrix which can be applied to calculate the uncertainty
distribution for every measurement.
Two assumptions have been made in this model to make
the error model tractable: first, that the uncertainty in angular
movements resides in the coordinate frame of the laser
scanner and second, that the uncertainty in translation is
uncorrelated from the angular ones. The assumptions do not
fully hold, due to the fact that rolling, pitching and yawing
do not occure in the laser scanner frame, but in some other
arbitrary frame, depending on the current ground conditions
and vehicle’s steering. To simplify the model even more, the
uncertainty in z can be omitted, because in the later sensor
modeling component, only the projection into the xy-plane
is important. Further, rolling is omitted as it is negligible in
comparison to the other influences [12]:
X ′S =
 cφcγsγ
−cγsφ
S +T(x, y, z)
J ′ =
(
cφcγ −Ssφcγ −Scφsγ
sγ 0 Scγ
)
∑
X′S
= J ′ diag(σ2s , σ
2
φ, σ
2
γ)J
′T + diag(σ2x, σ
2
y)
(6)
The influences of error propagation are depicted in Fig. 3
where a two class classifier for crop derives the ISMs
which are mapped to the global coordinate system. The
resulting map without error propagation is very sparse which
makes further functionality derivation without heuristical
post processing unfeasible. Introducing error propagation and
respecting the model uncertainties, on the other hand, results
in a much more sufficient and consistent map where further
classification can easily be applied.
Further improvements in classification can be achieved by
first mapping the raw LiDAR data to a globally referenced
representation from which further ISMs with much higher
quality can be derived. More advanced LiDAR systems
scanning in multiple planes bypass the raw mapping and
directly enable rich classifiers like Support Vector Machines
to process the data as proposed by [3].
Fig. 4: Inverse Perspective Mapping of RGB image
Fig. 5: (Left) Grass and human predictions in a mowing
application classified by a fully convolutional network for
semantic segmentation [15] and the corresponding ISMs
generated by IPM (right)
2) Inverse Perspective Mapping: Inverse Perspective
Mapping (IPM) is a geometrical transformation that projects
an image to a ground plane surface as shown in Fig. 4. For a
flat surface, the perspective effect is removed by transforming
the viewpoint from a camera view to a birds eye view.
This technique has been used in automotive applications
where assumptions about camera pose and a flat world with
respect to the street are sufficient [13], [12]. However, even
slight deviations in camera inclination and height result in
large errors, more advanced, adaptive techniques have been
developed which calculate the camera pose online by using
the borders of the road or lane markers [14].
However, an unstructured agricultural environments does
permit such dynamic techniques and thus, they are either
treated as a static scenario, where the camera pose relative
to ground surface does not change, or the transformation
between the extrinsic and flat plane is calculated dynami-
cally with support of an inertial measurement unit (IMU).
The whole IPM for mapping image coordinates xP|px =
(u, v, 1)
T to surface xFP|m = (x, y, z ≡ 0, 1)T is defined
by three parameter transformations: the intrinsic PTC from
the camera perspective to the camera frame, the extrinsic
CTV from the camera frame to the vehicle frame, and VTFP
which transforms from the vehicle frame to the flat plane
(FP) frame. This leads to
xP|px = PTC · CTV · VTFP · xFP|m (7)
To build the actual ISM, the image first needs to be classified
and then transformed to the flat plane by means of Equation 7
(c.f. Fig. 5).
Values of an ISM are the probability of a grid cell being
occupied by a giving classification. As indicated in Fig. 5,
the area that is not visible by the camera is set to 0.5 to
represent the fact no information is provided for areas that
are not visible to the camera. Visible areas with no detections
are set below 0.5 to indicate that the area is not expected to
Fig. 6: Input image (left), classification based on semantic
segmentation (middle) and corresponding ISM with detection
cut-off after class occurrence along the focal axis
Fig. 7: Bounding box detection to ISM
be occupied by the given class. Values above 0.5 indicate
that the area is expected to be occupied by the given class.
For detecting flat class elements such as road-lane mark-
ings or grass, the IPM algorithm is able to provide good
approximations of the actual inverse perspective mapping.
Elevated elements violate the IPM ground plane assumption
and will stretch elements unnaturally and incorrectly across
large areas as indicated in Fig. 4.
To avoid the stretching artifacts of tall objects, different
approaches are proposed. A naive approach for pixel based
classifiers states that all objects classified as being other than
ground are standing perpendicular on the ground. Therefore,
one can perform a ray trace along the focal axis and mark
all cells behind a detected object as unknown (c.f. Fig. 6)
[16], [3].
Another approach generates three dimensional object lo-
cation hypotheses by first estimating the distance to the
corresponding detection. This can be achieved by either using
the abovementioned naive approach or using a depth sensor
like a stereo camera or LiDAR which is registered to the
camera.
Second, when using classifiers like YOLO [17] which of-
fers classified bounding boxes, the four bounding box corners
are mapped to real world coordinates using the estimated
distance to a detection and the intrinsic camera parameters.
The bounding box position and extent are derived in 3D and
is represented as depicted in Fig. 7 by cylinder specified by
a center, height, and width.
Detections are mapped to values above 0.5 with a Gaussian
distribution to indicate the existence of an obstacle with
corresponding localization uncertainties. The localization un-
certainty for the camera depends on the radial coordinate
(distance to the object) and angular coordinate (angle to
object), where accuracy degrades with increasing distance
and angle. The procedure for converting a 2D bounding box
to an ISM using distance estimates is presented in Fig. 7.
Using the estimated distance of a detected object and the
intrinsic camera parameters, the four bounding box corners
are mapped to world coordinates.
Lastly, the concept of contradicting IPM is introduced
for crop processing in harvesting scenarios. In comparison
focal mapping
flat plane
h
d
camera
σh
σd
Fig. 8: Simplified error assumption in flat plane assumption
according to height
Fig. 9: RGB input image and scanline based classification
for crop plane (left), inverse perspective mapping of classifi-
cation for crop and ground plane (middle) and corresponding
fused contradicting ISM (right)
with the abovementioned IPM scenarios, this discrimination
is necessary as the camera rectifies no common ground in
the lower areas of the image as depicted in Fig. 9 which
refutes former assumptions. Neglecting this fact would result
in drastically wrong localization of detections, as visualized
in Fig. 8, which indicates that the localization error σd in
depth d depends on the error σh of height h as follows:
σd =
d
h
σh. (8)
If this simple error propagation is applied to a hypothetical
example of small crop with for example a height of 0.5
meters and a camera installation height of 1.5 meters where a
feature 10 meters away should be mapped, the resultant error
is one of 3 meters. Therefore, two flat plane assumptions are
calculated, one for the ground and one for the crop height
resulting in two different ISMs. These can then be combined
by Dempsters rule of combination leading to contradictions
[18], which is visualized in Fig. 9. From the emerging
contradictions in Fig. 9 (right), it can be seen that vehicle
traces appear which are actually the contradicting occlusion
in both IPMs.
3) Ambiguous Sensor Mapping: Ambiguous sensor read-
ings originate from sensors with very bad angular or distance
resolution by definition of the authors. As depicted in Fig. 10
LiDAR systems can achieve very accurate positioning and
are therefore the preferred sensors for mapping. However,
they are by far the most cost- and power intensive systems.
Other sensing techniques are more cost and power efficient
but are commonly neglected due to their high noise or
inaccuracy. Nevertheless, the authors have demonstrated that
even with poorly embedded sensors, sufficient environment
detection can be achieved [19] by designing an inverse
particle filter which samples from the sensors uncertainty
distribution. At present, this technique has only been ap-
plied in laboratory conditions and therefore, real agricultural
applications remain pending.
(a) LiDAR (b) SONAR (c) Proximity
Fig. 10: Standard error contour of qualitative sensor cones
(·: Sensor position, x: Obstacle, -)
Fig. 11: Top view of crop field with an applied inverse sensor
model for the cutter bar: gray shaded area being of high
probability that the cutter bar has been applied on that region
B. Application Models
Application models are straight forward to implement and
only depends on the localizing accuracy. Building such a
model is only dependent on the geometrical shape of the
agricultural implement. That means on the other hand, that
ISM is a static and primitive shape in the local frame of
the vehicle which leaves a probabilistic footprint where
the implement has been applied to the crop as depicted
in Fig. 11. When incorporating inaccurate localization, the
shape needs to be transformed accordingly.
C. Map Services
Geodata acquired by satellites, drones, or planes with high
recording frequencies as well as its partially free availability,
make this information increasingly attractive for agriculture.
In this context worth mentioning are the Sentinel program2,
the hyperspectral system EnMap3, the RapidEye constella-
tion4 as well as the start-up companies Skybox Imaging5 and
Planet Labs6. In addition, the release of the long-standing
Landsat archive now offers many opportunities for agricul-
tural applications, such as the generation of profit potential
maps. There is a trend towards direct access to such data
and towards appropriate image excerpts using web servers or
APIs. As part of spatial data infrastructures, data (e.g. land
and terrain data) are published interoperably and often free
of charge via web services. In particular, Annex III of the
INSPIRE Directive7 requires EU member states to provide
data. However, for a precision farming service or a precision
farming application further different data sources have to be
2http://www.esa.int/Our_Activities/Observing_the_
Earth/Copernicus/Overview4/
3http://www.enmap.org/
4http://blackbridge.com/rapideye/
5http://www.skyboximaging.com/
6https://www.planet.com/
7http://inspire.ec.europa.eu/
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Fig. 12: Classification decomposition of hand labeled ortho-
graphic photograph [3]
linked (for example, weather data play a crucial role in most
agricultural processes), or complex procedures and algo-
rithms are required to derive the desired information from the
data. Subsequent downstream services will continue to play
an increasingly important role in agriculture. The European
Union, for example, specifically supports the development
of such services based on Copernicus data by SMEs. At the
endpoint of the downstream services, information products
(such as humidity maps, biomass maps and yield forecast
maps) are often available, which can be integrated into other
applications or devices. The combination and the inclusion
of all the information sources and their derivation for the
identification of machine parameters is one essential part
which can be handled by ISMs. As an example, a static and
classified drone image can be easily transferred to a semantic
ISM by decomposing all classes and loading the appropriate
area during operation (c.f. Fig. 12).
IV. CONCLUSION AND OUTLOOK
The authors have presented an information representation
as semantic grids which can be maintained among different
modalities and sources. It utilizes the idea of the ISOBUS
standard, which was designed with machinery interoperabil-
ity in mind, and allows every sensory source to publish or
access its information in a general grid format. The main
aspect of this contribution focused on different techniques,
originating from literature, practical experiments, and expe-
rience, of actually building these representations.
As the acquisition and localization of data are sufficiently
solved, further research will concentrate on planning and
control of such diverse data. Furthermore, learning ap-
proaches have not been confronted in this application which
directly maps a sensor reading to the appropriate locality and
probability. These techniques were introduced by Thrun [6]
and have been applied by the authors. However, following
the engineering path of building inverse sensor models is far
more robust and intuitive. At present, only a few approaches
are known to the authors and therefore, more applications
extending from direct control architectures up to holistic
farm management systems are of great interest. Approaching
rich control architectures in agricultural environments allows
an interesting area of overlap between robotics and Industry
4.0 to emerge, s.t. simultaneously planning and processing.
Mathematical frameworks exist, where in agriculture the
particular issue will driven by the information representation
and how it is incorporated into environmental processing.
A. Dynamic Scenario
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