Abstract. For classification of health data, we propose in this paper a fast and accurate feature selection method, FIEBIT (Feature Inclusion and Exclusion Based on Information Theory). FIEBIT selects the most relevant and non-redundant features using Conditional Mutual Information (CMU) while excluding irrelevant and redundant features according to the comparison among Individual Symmetrical Uncertainty (ISU) and Combined Symmetrical Uncertainty (CSU). Small feature subsets are selected before classification without compromising the classification accuracy. In addition, the size of the feature subset is determined automatically. Our preliminary empirical results on health data with hundreds of features suggest FIEBIT is efficient and effective in comparison with representative feature selection methods.
Introduction
Excessive numbers of features in health data is commonplace. There are usually many features which either provide little information in deciding the classification or are redundant due to the strong correlations between features. In theory, more features may provide more discriminating power. However in practice like health data mining, there are usually limited amount of training data. The excessive features will not only significantly slow down the learning process, but also cause a learning algorithm, say, a classifier, to over-fit the training data, since the irrelevant or redundant features may confuse the learning algorithm.
A Redundancy Based Filter (RBF) methodology on microarray data has been proposed [1] . The RBF has successfully removed large number of features but has not compromised the accuracy of the classifiers. On each iteration, the method selects one feature simply based on Individual Symmetrical Uncertainty (ISU) followed by a feature removal procedure based on the comparison among symmetrical uncertainty [1] . However, its feature selection based on symmetrical uncertainty considers little about the correlations between features conditional on classification, and sometimes could not generate very accurate results.
In this paper, we combine existing Conditional Mutual Information Maximisation (CMIM) [2, 3] 1) is used as criteria in feature inclusion.
Equation 3 is used to select the (k + 1) th feature when k features have been selected.
Following [ ISU (x; y) = 2 I(y; x) H(x) + H(y) .
Feature Inclusion and Exclusion Based on Information Theory (FIEBIT) combine CMIM and RBF methods. RBF has the merit of being very efficient and automatically determining the number of features. CMIM has a more discriminating feature selection scheme to select features with maximum relevance and least redundancy on each iteration. FIEBIT takes advantage of merits of both methods. The algorithm implementing FIEBIT is described by Fig. 1. 
Preliminary Results
C4.5 [4] is used to create pruned and un-pruned decision trees. The decision trees are then used to predict the accuracy of training and test data. We use the leave-one-off approach in dividing data into training and test datasets. In the leave-one-off approach we use one data record in turn as the test data. All s(n) = I(c, n) 5. while UnSelected Not Empty 6.
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other data records are used to train the C4.5 decision tree. The default C4.5 parameter setting are used. C4.5 gives training and test errors using decision tree (pruned and un-pruned). The average error rates are then calculated on N runs (N is the total number of data records).
We use a computer with Intel(R) Xeon(TM) CPU (3.20 GHz) running the Linux operation system. Procedural language Python is used for programming.
The cardiac arrhythmia dataset [5] from the UCI machine learning data repository is used to test FIEBIT and compare it with other methods. The data consists of 452 records and 279 features. There are sixteen classes. Class 1 refers to 'normal' ECG, classes 2 to 15 refer to different classes of arrhythmia and class 16 refers to unclassified ones. We take the two largest classes (class 1 and 10). This left 295 data records and 238 features. The average error rate is then calculated and listed in Table 1 . Note that the run time in the table includes preprocessing (feature selection) and C4.5 run time. The number of features selected in CMIM is predefined. Table 1 can be summarised as follows:
-FIEBIT and RBF achieve the same savings in computation time.
-RBF and FIEBIT both lead to better classification accuracy than the case where all features are used. -FIEBIT select seven features automatically. Six of them are also selected by RBF. One of them is different from the subset selected by RBF. Due to the superior feature selection criteria of FIEBIT, the classification accuracy is improved (error rate improved from about 8% to about 6%).
Conclusions
The Feature Inclusion and Exclusion Based on Information Theory (FIEBIT) method has been developed for classification on health data. FIEBIT adopted the novel inclusion method by CMIM and the efficient feature exclusion method of RBF. Therefore it has the following useful characteristics.
-The FIEBIT enables the selected feature on each iteration to have the highest discriminating power when the values of features selected-so-far are given with reasonable efficiency. -It uses the efficient feature deletion algorithm used by RBF to remove a large number of unimportant features effectively. As a result, the algorithm can determine the number of features automatically.
The method has been tested on a publicly available health dataset. The classification accuracy using selected small fraction of features is improved in comparison with existing methods.
In the future, we will conduct a more comprehensive empirical study to compare FIEBIT with RBF and CMIM. This includes test on other types of classifiers (SVM, NN etc) and especially on large health datasets. How to further reduce the size of the selected feature subset while keeping or improving the classification accuracy is our another research topic.
