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ABSTRACT
The development of an innovative coupled neutronic/thermo-hydraulic tool is reported
hereafter. The novelty of the tool resides in its versatility, since many different systems
can be investigated and different kinds of calculations can be performed. More precisely,
both critical systems and subcritical systems with an external neutron source can be stud-
ied, static and dynamic cases in the frequency domain (i.e. for stationary fluctuations) can
be considered. For each situation, the three dimensional distributions of static neutron
fluxes, all thermo-hydraulic parameters, their respective first-order noise are estimated,
as well as the effective multiplication factor of the system. The main advantages of the
tool, which is entirelyMATLAB based, lie with the robustness of the implemented numer-
ical algorithms, its high portability between different computer platforms and operative
systems, and finally its ease of use since no input deck writing is required. The present
version of the tool, which is based on two-group diffusion theory, is mostly suited to in-
vestigate thermal systems, both Pressurized and Boiling Water Reactors (PWR and BWR,
respectively). This report describes the neutronic and thermo-hydraulic models, their
coupling and numerical algorithms implemented in the tool, whereas the demonstration
of the tool is reported in a companion report [1]. The tool, for which a complete user’s
manual exists [2], is freely available on direct request to the authors of the present report.
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Chapter1
INTRODUCTION
The deterministic modelling of Light Water Reactors (LWRs) requires special techniques
due to the multi-physics and multi-scale aspects of such systems. The fact that water is
used both as a neutron moderator and a coolant makes the modelling of such system
particularly challenging.
The multi-physics aspects come primarily from the macroscopic cross-sections being
dependent on the temperature of the coolant/moderator and of the fuel. As a result, the
neutron density field (i.e. the spatial and temporal distribution of the neutron density
throughout the core) can only be determined if the density field of the coolant and the
temperature field of the fuel (i.e. the spatial and temporal distribution of the enthalpy
of the coolant/temperature of the fuel throughout the core) are known. Likewise, the
density field of the coolant/temperature field of the fuel can only be determined if the
neutron density field is known, since the latter is directly related to the heat production in
the nuclear fuel pins. Consequently, the determination of all fields needs to be carried out
simultaneously if onewants to determine the behavior of LWRs. The determination of the
neutron field is usually referred to as reactor physics or neutronic calculations, whereas
the determination of the density/velocity/enthalpy fields of the coolant/temperature
field of the fuel is usually referred to as thermal-hydraulic calculations. The strong cou-
pling between the neutron physics and thermal-hydraulics is a unique feature of LWRs,
which makes the calculation of their behavior difficult.
The other characteristic feature of LWRs is their multi-scale aspects, i.e. phenomena
occurring at different scales. The multi-scale character of LWRs is explained by the fact
that nuclear reactors are strongly heterogeneous systems, and by the fact that phenomena
involving different characteristic lengths play role in the system.
Using general purpose multi-physics tools for modelling LWRs usually does not al-
low properly capturing the multi-scale aspects of nuclear reactors. The common deter-
ministic modelling strategies all rely on separate modelling tools for resolving the differ-
ent fields (the neutron density, the temperature of the fuel, and the density/velocity/en-
thalpy of the coolant) and possibly the different scales. The interdependence between the
different fields/scales is usually accounted for by codes being run sequentially and/or by
software coupling. Although procedures have been developed for making deterministic
modelling possible at a high level of details and sophistication, such procedures require
the use of complex codes and the development of complicated input decks. The lack of
transparency and the complexity of these procedures makes it difficult to check the va-
lidity of the obtained results and to get insight into the physical phenomena occurring in
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a given scenario. Complementing such state-of-the-art modelling techniques by simpler
computational tools that can still catch the main physical phenomena and at the same
time provide some physical insight is the purpose of the work reported in this report.
The present tool is a coupled neutronic/thermo-hydraulic tool consisting of two sep-
arate modules: neutronic and thermo-hydraulic, respectively. The first one is based on
two-group diffusion equations and uses sets of macroscopic cross-sections as input pa-
rameters for calculating the three-dimensional spatial distributions of the neutron fluxes
and thus of the generated power. The second one includes mass, momentum and en-
ergy balance equations and uses the reactor power as an input parameter to calculate the
spatial distributions of all thermo-hydraulic parameters. The coupling between the two
modules is performed by updating the macroscopic cross-sections. The corresponding
dynamic calculations are performed in the frequency domain by using first order pertur-
bation theory. In the present tool, the user can freely define configurations representative
of any actual core and most importantly can perturb the system by directly defining per-
turbations in the thermo-hydraulic quantities (core inlet velocity, core inlet temperature
or core exit pressure) as well as in the macroscopic cross-sections. Some of the examples
of the perturbations which can be modelled with this tool are density wave oscillations,
core barrel vibrations and fuel assembly vibrations, among others.
In addition to the flexibility in the definition of the problems to be investigated by the
tool, another main novelty is its multi-purpose character. Namely, the tool can consider
both critical systems and subcritical systems with an external neutron source, static cases
and dynamic cases in the frequency domain (i.e. for stationary fluctuations). For each
situation, the three-dimensional spatial distributions of static neutron fluxes, all thermo-
hydraulic parameters, their respective first-order noise are estimated, as well as the effec-
tive multiplication factor of the system.
The spatial discretisation of the governing equations is based on finite differences.
The coding was implemented inMATLAB, which makes the pre- and post-processing of
data easy, as well as the code highly portable between different operative systems and
computer platforms. Two types of neutronic equations are solved within the tool: ho-
mogeneous or eigenvalue equations, and non-homogeneous or source equations. For the
former, the explicitly-restartedArnoldi methodwas implemented. In case of convergence
problem, the user has also the possibility of choosing the power iteration method, which
was implemented using Wielandt’s shift technique. The initial guess of the eigenvalues
required for the application of Wielandt’s shift technique is provided by an Arnoldi run
without restart. For the latter, Gaussian elimination is used. In all cases, the matrix oper-
ations are based on a LU factorization of the matrices with full pivoting, in order to pre-
serve the sparsity of the matrices. The thermo-hydraulic model is based on three equa-
tion homogeneous equilibrium model (HEM) including mass, momentum and energy
(enthalpy) mixture conservation equations which are solved in an iterative manner. In
order to improve the accuracy of HEM in void fraction and mixture density calculations,
the tool is complementedwith a simple slip ratiomodel. The heat transfer is modelled via
heat balance equation written for a homogenized fuel assembly. The coupling between
the neutronic and thermo-hydraulic modules is performed through the corresponding
cross-section model (linear or tabulated). Although the accuracy of this tool cannot be
compared to commercial core simulators, the tool offers several advantages such as: its
ease of use, the robustness of the algorithms, and the fact that non-conventional systems
can be easily investigated. Another main strength of the tool is that no input deck writing
2
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The structure of the report is as follows. First, the neutronic models on which the tool
relies are presented, both for the static and dynamic cases. Thereafter, the numerical al-
gorithms used for the spatial discretisation of the implemented equations, as well as for
solving the different types of equations, are touched upon. Next, the thermo-hydraulic
models implemented in the tool, both for the static and dynamic cases, are described fol-
lowed by the description of the numerical algorithms utilized for the spatial discretisation
and solving of the corresponding equations. Further, the static and dynamic heat-transfer
models are introduced together with the description of the numerical algorithms utilized
for the spatial discretisation and solving of the corresponding equations. Finally, the cal-
culationmethodology used for solving a coupled system in both static and dynamic cases
is discussed.
3

Chapter2
NEUTRONIC MODELS
2.1 Introduction
In this section, the neutronic models implemented in the tool are presented. The neu-
tronic part of the tool has the ability to calculate the solution to static problems with or
without any external neutron source, as well as the solution to dynamic problems in lin-
ear theory and in the frequency domain. The equations thus solved in these different
cases are presented.
Further, the numerical algorithms developed and utilized in the neutronic module
of the tool are touched upon. First, the numerical scheme used for spatially discretis-
ing the neutronic equations is described. Thereafter, the numerical algorithms allowing
solving the different types of equations (i.e. non-homogeneous equations and eigenvalue
equations, respectively) are reported in detail.
2.2 Derivation of the static neutronic equations
The neutronic tool is based on diffusion theory with two energy groups and one group
of delayed neutrons. In this formalism, the time- and space-dependent fast neutron flux,
thermal neutron flux, and precursor density, can be expressed, respectively, as:
1
v1
@
@t
1(r; t) = r  [D1;0(r)r1(r; t)] + [(1  )f;1(r; t)  a;1(r; t)  r(r; t)]1(r; t)+
(1  )f;2(r; t)2(r; t) + C(r; t) + S1(r; t); (2.1)
1
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@
@t
2(r; t) = r  [D2;0(r)r2(r; t)] + r(r; t)1(r; t)  a;2(r; t)2(r; t) + S2(r; t); (2.2)
@
@t
C(r; t) = f;1(r; t)1(r; t) + f;2(r; t)2(r; t)  C(r; t) (2.3)
and where the macroscopic removal cross-section is defined as:
r(r; t) = s0;1!2(r; t)  s0;2!1(r; t)2(r; t)
1(r; t)
: (2.4)
In the previous equations, all the symbols have their usual meaning. The equations were
obtained by assuming that both the prompt and delayed neutrons only contribute to the
5
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fast energy group. S1(r; t) and S2(r; t) represent possible external neutron sources in the
fast and thermal groups, respectively, and as such, the tool has the ability to model both
critical systems, for which S1(r; t) = 0;8 (r; t) and S2(r; t) = 0;8(r; t), or subcritical sys-
tems with external sources. All the macroscopic cross-sections and possible external neu-
tron sources might be time-dependent. It was earlier demonstrated in [3] that allowing
the diffusion coefficients to be time-dependent lead to dynamical results essentially iden-
tical to keeping such diffusion coefficients time-independent. Since the computational
burden introduced by letting the diffusion coefficients vary with time increases drasti-
cally, the diffusion coefficients are kept time-independent in the tool reported hereafter.
If the system contains an external neutron source (case of a subcritical system driven
by an external neutron source), Eqs. (2.1) - (2.3) written in steady-state conditions reduce
to the following matrix equation:
[r D(r)r+sta(r)  F (r)]

1;0(r)
2;0(r)

=  

S1;0(r)
S2;0(r)

(2.5)
with
D(r) =

D1;0(r) 0
0 D2;0(r)

; (2.6)
sta(r) =
  a;1;0(r)  r;0(r) 0
r;0(r)  a;2;0(r)

; (2.7)
F (r) =
  f;1;0(r)  f;2;0(r)
0 0

(2.8)
and where the subscript “0” refers to the static values of the different variables. From a
mathematical viewpoint, the static problem of a subcritical source-driven system as given
by Eq. (2.5) is represented by a non-homogeneous equation.
If the system does not contain any external neutron source, a steady-state solution to
Eqs. (2.1) - (2.3) only exists if the system is critical. Eqs. (2.1) - (2.3) written in steady-state
conditions then reduce to the following matrix equation:
[r D(r)r+sta(r)]

1;0(r)
2;0(r)

= F (r)

1;0(r)
2;0(r)

: (2.9)
If the system is not critical, a steady-state solution can still be obtained by re-normalizing
the fission source terms by a factor km, and thus Eqs. (2.1) - (2.3) reduce to:
[r D(r)r+sta(r)]

1;m(r)
2;m(r)

=
1
km
F (r)

1;m(r)
2;m(r)

: (2.10)
From a mathematical viewpoint, the static problem without source as given by Eq. (2.10)
corresponds to an eigenvalue problem, where both the eigenfunctions 1;m(r) and 2;m(r)
and the corresponding eigenvalue 1km have to be determined. There is an infinite number
of solutions, i.e. an infinite number of pairs of solutions [1;m(r) 2;m(r)] and km, where
the index “m” represents the mode number. The eigenfunctions having the same sign
throughout the entire system correspond to the static fluxes denoted as [1;0(r) 2;0(r)]
(fundamental mode) and the associated factor k0 is then the effectivemultiplication factor
of the system, i.e.
k0 = keff : (2.11)
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All other eigenfunctions change sign throughout the system, and their associated factor
km is strictly smaller than keff . It is customary to order the eigenmodes in increasing
order of their eigenvalue 1km (thus in decreasing order of the factor km):
keff = k0 > k1 > k2 > ... > km: (2.12)
It has to be noted that Eq. (2.9) is a sub-case of Eq. (2.10) obtained with k0 = keff =
1. Depending on whether the system is subcritical with an external neutron source, or
critical without neutron source, one notices that two types of equations need to be solved:
 an non-homogeneous type of equation for the subcritical system;
 an eigenvalue type equation for the critical system.
It has to be noted here that the eigenmodes can also be calculated for the subcritical sys-
tem with an external neutron source. Nevertheless, the static flux is given by the funda-
mental mode only in the case of a critical system, since the static flux in the case of a sub-
critical system with an external neutron source is given by solving a non-homogeneous
equation as represented by Eq. (2.5).
2.3 Derivation of the dynamic neutronic equations
In case of non-steady-state conditions, the time-dependent terms, generically expressed
as X(r; t), can be split into a mean value X0(r) (corresponding to the steady-state config-
uration of the system) and a fluctuating part X(r; t) around the mean value as:
X(r; t) = X0(r) + X(r; t): (2.13)
If the system is subcritical and driven by an external neutron source, using Eq. (2.13) for
all time-dependent terms in Eqs. (2.1) - (2.3), removing the static equations [i.e. Eq. (2.5)],
performing a temporal Fourier-transform, and neglecting second-order terms (linear the-
ory), the following matrix equation is obtained:
[r D(r)r+subdyn(r; !)]

1(r; !)
2(r; !)

=  

S1(r; !)
S2(r; !)

+ r(r)r(r; !)+
a(r)

a;1(r; !)
a;2(r; !)

+ 
sub
f (r; !)

f;1(r; !)
f;2(r; !)

(2.14)
with

sub
dyn(r; !) =
24  sub1 (r; !) f;2;0(r)1  i!i!+
r;0(r)  

a;2;0(r) + i!v2
 35 ; (2.15)
r(r) =

1;0(r)
 1;0(r)

; (2.16)
a(r) =

1;0(r) 0
0 2;0(r)

; (2.17)

sub
f (r; !) =
"
 1;0(r)

1  i!i!+

 2;0(r)

1  i!i!+

0 0
#
(2.18)
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and with
sub1 (r; !) = a;1;0(r) +
i!
v1
+r;0(r)  f;1;0(r)

1  i!
i! + 

; (2.19)
and “i” standing for imaginary unit. The right-hand side of Eq. (2.14) gives the neutron
noise source, resulting from either the fluctuations of the external neutron source around
its mean value, or from the fluctuations of the macroscopic cross-sections (removal, ab-
sorption, and fission) around their mean value. Although the effect of the fluctuations of
the macroscopic fission cross-sections and of the macroscopic absorption cross-sections
are given by two separate terms in Eq. (2.14), any fluctuation in the macroscopic fis-
sion cross-section has also an impact on the macroscopic absorption cross-section (since
fission is a special type of absorption).
If the neutron noise is induced by perturbations of the macroscopic cross-sections and
if there is no external neutron source, then splitting the time-dependent parameters into
mean values and fluctuations according to Eq. (2.13), removing the static equations [i.e.
Eq. (2.10) taken with n = 0], performing a temporal Fourier-transform, and neglecting
second-order terms (linear theory), the following matrix equation is obtained:
[r D(r)r+critdyn(r; !)]

1(r; !)
2(r; !)

= r(r)r(r; !) + a(r)

a;1(r; !)
a;2(r; !)

+

crit
f (r; !)

f;1(r; !)
f;2(r; !)

: (2.20)
When deriving this equation for the neutron noise, the system is assumed to be critical
without source, since the system is supposed to be stationary. This means that Eq. (2.10)
is assumed to be verified with k0 = keff = 1 form = 0. In reality, it is very unlikely that
the eigenvalue of the first eigenmode is exactly equal to unity. Furthermore, Eq. (2.20)
has to be spatially discretized (see Section 2.4.1), and such a spatial discretization might
also lead to a discretized system deviating from criticality, even if the non-discretized
system was exactly critical. One way to cope with this difficulty is to re-normalize the
macroscopic fission cross-sections with keff , i.e. to replace in all equations f;g(r; t) by
f;g(r; t)=keff . This re-normalization guarantees that the discretized system is station-
ary. Therefore, the matrix 
crit
dyn is defined as:

crit
dyn(r; !) =
24  crit1 (r; !) f;2;0(r)keff 1  i!i!+
r;0(r)  

a;2;0(r) + i!v2
 35 (2.21)
with
crit1 (r; !) = a;1;0(r) +
i!
v1
+r;0(r)  f;1;0(r)
keff

1  i!
i! + 

(2.22)
and the matrix 
crit
f is given as:

crit
f (r; !) =
"
 1;0(r)keff

1  i!i!+

 2;0(r)keff

1  i!i!+

0 0
#
: (2.23)
The expressions for r(r) and a(r) are identical to the ones given by Eqs. (2.16) and
(2.17), respectively. The right-hand side of Eq. (2.20) gives the neutron noise source, re-
sulting from the fluctuations of the macroscopic cross-sections (removal, absorption, and
8
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fission) around their mean value. Although the effect of the fluctuations of the macro-
scopic fission cross-sections and of the macroscopic absorption cross-sections are given
by two separate terms in Eq. (2.20), any fluctuation in the macroscopic fission cross-
section has also an impact on the macroscopic absorption cross-section (since fission is a
special type of absorption).
2.4 Description of the numerical algorithms
2.4.1 Algorithm used for the spatial discretisation
In the developed tool, any three-dimensional system is assumed to be made of adjacent
volumes or nodes. In a cartesian coordinate system, a given node n can be represented
by a triplet of indexes (I; J;K), where the indexes I , J , and K refer to the x , y , and
z directions, respectively. The equations derived in Section 2.2 and Section 2.3 will be
spatially-averaged on each of these nodes. For the sake of simplicity, the possible depen-
dence on frequency of the different terms appearing in these equations is dropped. The
different notations and conventions used throughout this section are highlighted in Figs.
2.1 and 2.2.
Figure 2.1: Principles and conventions used for the spatial discretisation of a neutronic node n.
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Figure 2.2: Generic notations relative to a neutronic node n used in the spatial discretisation along
a direction @.
With g having the generic meaning of a macroscopic cross-section (either a static
cross-section or its fluctuations), 'g having the generic meaning of the scalar neutron
flux (static flux or eigenmode or neutron noise), and sg having the generic meaning of a
neutron source (neutron source or its fluctuations), the following node-averaged quanti-
ties are defined:
'g;n =
1
Vn
Z
Vn
'g(r)dr; (2.24)
sg;n =
1
Vn
Z
Vn
sg(r)dr; (2.25)
g;n =
1
Vn
R
Vn
g(r)'g(r)dr
'g;n
; (2.26)
where Vn represents the volume of the node n. This way of defining the node-averaged
data, which preserves the actual reaction rates per node, is consistent with the group
constants provided by any static core calculator.
When integrating each of the terms in the equations presented in Section 2.2 and
Section 2.3 on a given node n, quantities of the form
1
Vn
Z
Vn
g(r)'g(r)dr = g;n'g;n (2.27)
and
1
Vn
Z
Vn
sg(r)dr = sg;n; (2.28)
10
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then appear, as well as quantities of the form
1
Vn
Z
Vn
r  [Dg;0(r)r'g(r)]dr: (2.29)
These last quantities cannot be directly expressed with the node-averaged quantities de-
fined in Eqs. (2.27) and (2.29) due to the spatial operator r. Introducing the neutron
current density vector Jg using Fick’s law as:
Jg(r) =  Dg;0(r)r'g(r); (2.30)
where, as before, Jg has a generic meaning (neutron current corresponding to the static
flux or eigenmode or neutron noise), one obtains, using Gauss’ divergence theorem:
1
Vn
Z
Vn
r  [Dg;0(r)r'g(r)]dr =  
X
@=x;y;z
J@g;n   J@g;n 1
@ : (2.31)
In this equation, @ represents the direction x, y, or z, @ is the node width in the @-
direction. In the following, the subscripts “+1” and “-1” represent the nodes adjacent to
the node n along the @-direction for increasing, decreasing, respectively, @ values (see
Fig. 2.2). Furthermore, the quantities appearing on the right-hand side of Eq. (2.31) are
defined as:
J@g;n =
1
= }
Z ==2
 ==2
Z }=2
 }=2
Jg(r@)  n+@ d=d} (2.32)
and correspond to the surface-averaged net neutron current relative to the node n in the
@-direction, with n+@ being the outward normal relative to node n, as represented in Fig.
2.2. In the expression given by Eq. (2.32), r@ thus represents the position of any point
belonging to the surface normal to n+@ and defined as:8<:
@ = @=2
= 2 [ ==2;==2]
} 2 [ }=2;}=2]
(2.33)
In order to get a solvable system of equations, a relationship between the surface-averaged
neutron net current J@g;n and the node-averaged scalar neutron flux 'g;n needs to be
derived. Using Fick’s law and assuming that the scalar neutron flux in the middle of
the nodes is equal to the node-averaged scalar neutron flux (box-scheme), the surface-
averaged net neutron currents are approximated by the following formula [4]:
J@g;n =  Dg;0;n
'bg   'g;n
@=2 (2.34)
for a node n, where 'bg represents the scalar neutron flux at the node boundary located
in @=2 for node n. Such a net neutron current can also be evaluated from the volume-
averaged scalar neutron flux in the adjacent node n+ 1 as:
J@g;n =  Dg;0;n+1
'g;n+1   'bg
@=2 ; (2.35)
where 'bg is the scalar neutron flux at the node boundary located in  @ /2 for node
n + 1. In the derivation of Eqs. (2.34) and (2.35), the continuity of the neutron scalar
11
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flux and of the net neutron current at the boundary between the nodes n and n + 1 is
preserved. Combining these two equations allows determining the scalar neutron flux at
the interface as:
'bg =
Dg;0;n'g;n +Dg;0;n+1'g;n+1
Dg;0;n +Dg;0;n+1
: (2.36)
Using this expression in Eq. (2.34) leads to:
J@g;n =  
Dg;0;nDg;0;n+1
Dg;0;n +Dg;0;n+1
 'g;n+1   'g;n
@=2 : (2.37)
Utilizing this result in Eq. (2.31) finally gives:
1
Vn
Z
Vn
r  [Dg;0(r)r'g(r)]dr =  
X
@=x;y;z
(a@g;n'g;n + b
@
g;n'g;n+1 + c
@
g;n'g;n 1) (2.38)
with
a@g;n =
2Dg;0;n 1Dg;0;n
(@)2(Dg;0;n 1 +Dg;0;n) +
2Dg;0;nDg;0;n+1
(@)2(Dg;0;n +Dg;0;n+1) ; (2.39)
b@g;n =  
2Dg;0;nDg;0;n+1
(@)2(Dg;0;n +Dg;0;n+1) ; (2.40)
c@g;n =  
2Dg;0;n 1Dg;0;n
(@)2(Dg;0;n 1 +Dg;0;n) : (2.41)
The expressions of the above coefficients are only valid when the nodes n   1, n, and
n+ 1 exist. At the boundaries of the system, boundary conditions need to be defined. In
the developed computational tool, Marshak boundary conditions are used. In the case of
multigroup diffusion theory, such boundary conditions read as:
Jg(r@)  n@ =
1
2
'bg; (2.42)
where r@ represents a spatial point on the boundary with n@ being the outward normal to
the boundary and 'bg represents the scalar neutron flux at the boundary. Assuming again
that the scalar neutron flux in themiddle of the nodes is equal to the node-averaged scalar
neutron flux (box-scheme) and using Fick’s law, the neutron current can be approximated
and one then obtains:
 when the node n  1 does not exist:
1
2
'bg = Dg;0;n
'g;n   'bg
@=2 ; (2.43)
 when the node n+ 1 does not exist:
1
2
'bg =  Dg;0;n
'bg   'g;n
@=2 : (2.44)
When the node n  1 does not exist, one finds, using Eq. (2.43), that:
'bg =
'g;n
1 + @4Dg;0;n
(2.45)
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from which one deduces, using Fick’s law, that:
J@g;n 1 =  Dg;0;n
'g;n   'bg
@=2 =  
1=2
1 + @4Dg;0;n
'g;n: (2.46)
The coupling coefficients appearing in Eq. (2.38) are thus expressed as:
a@g;n =
2Dg;0;nDg;0;n+1
(@)2(Dg;0;n +Dg;0;n+1) +
1=2
@+ (@)24Dg;0;n
; (2.47)
b@g;n =  
2Dg;0;nDg;0;n+1
(@)2(Dg;0;n +Dg;0;n+1) ; (2.48)
c@g;n = 0: (2.49)
Likewise, when the node n+ 1 does not exist, one finds, using Eq. (2.49), that:
'bg =
'g;n
1 + @4Dg;0;n
(2.50)
from which one deduces, using Fick’s law, that:
J@g;n =  Dg;0;n
'bg   'g;n
@=2 =
1=2
1 + @4Dg;0;n
'g;n: (2.51)
The coupling coefficients appearing in Eq. (2.38) are thus expressed as:
a@g;n =
2Dg;0;n 1Dg;0;n
(@)2(Dg;0;n 1 +Dg;0;n) +
1=2
@+ (@)24Dg;0;n
; (2.52)
b@g;n = 0; (2.53)
c@g;n =  
2Dg;0;n 1Dg;0;n
(@)2(Dg;0;n 1 +Dg;0;n) : (2.54)
2.4.2 Algorithm used for solving non-homogeneous equations
After applying the spatial discretisation presented in Section 2.4.1, the non-homogeneous
equations [i.e. Eqs. (2.5), (2.14), (2.20)] reduce to the following generic form:
M 

'1
'2

=

s1
s2

; (2.55)
where '1 and '2 are column vectors representing the spatially-discretized generic scalar
neutron flux (static flux or neutron noise) in the fast and thermal groups, respectively,
and s1 and s2 are column vectors representing the spatially-discretized generic neutron
source (neutron source or its fluctuations) or the spatially-discretized fluctuation of the
macroscopic cross-sections, in the fast and thermal groups, respectively. If the system
was discretized using N nodes, then '1, '2, s1, and s2 are column vectors of size N , and
M is a 2N  2N -matrix.
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The solution to Eq. (2.55) is readily obtained as:
'1
'2

= M
 1 

s1
s2

: (2.56)
Due to the very large number of nodes used in reactor calculations, the direct determi-
nation of the inverse ofM is usually impossible. Instead, the matrixM , which is sparse,
is first factorized into a unit lower triangular matrix L and an upper triangular matrix U
such that:
L U = P M Q; (2.57)
where P is a row permutation matrix and Q is a column reordering matrix. The matrices
P and Q are unitary matrices, i.e. they fulfill the following relationships:
P  P T = I = P T  P (2.58)
and
QQT = I = QT Q: (2.59)
The row permutation and column reordering matrices are determined so that the lower
triangular matrix L and the upper triangular matrix U are also sparse, in order to lower
the requirements in data storage. Without row permutation and column reordering, the
matrices L and U would be full. The matrix factorization as given by Eq. (2.58) is directly
performed inMATLAB via the built-in UMFPACK package [5].
Eq. (2.55), which is rewritten as:
M  ' = s; (2.60)
can be simply solved by noticing from Eq. (2.57) that:
L U Q 1 = P M: (2.61)
Multiplying Eq. (2.60) by P and using Eq. (2.61), one finds that:
P M  ' = L U Q 1  ' = P  s: (2.62)
Since L is a lower triangular matrix, U  Q 1  ' can be simply obtained by forward
substitution, which can be formally written as:
U Q 1  ' = L n (P  s): (2.63)
Likewise, since U is an upper triangular matrix, Q
 1  ' can be simply obtained by
backward substitution, which can be formally written as:
Q
 1  ' = U n [L(P  s)] (2.64)
from which one finally obtains:
' = Q fU n [L n (P  s)]g: (2.65)
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2.4.3 Algorithm used for solving eigenvalue equations
After applying the spatial discretisation presented in Section 2.4.1, the eigenvalue equa-
tions [i.e. Eq. (2.10) ] reduce to the following generic form:
M

1;m
2;m

=
1
km
F 

1;m
2;m

; (2.66)
where 1;m and 2;m are column vectors representing the spatially-discretized eigenfunc-
tion corresponding to modem in the fast and thermal groups, respectively. If the system
was discretized using N nodes, then 1;m and 2;m are column vectors of size N , andM
and F are 2N  2N -matrices.
Iterative techniques are required to solve Eq. (2.66), which can be rewritten as:
A xm = kmxm (2.67)
with
A =M
 1  F (2.68)
and
xm =

1;m
2;m

: (2.69)
As earlier explained in Section 2.4.2, the calculation of the inverse ofM is avoided by first
performing a LU factorization ofM will full pivoting as:
L U = P M Q (2.70)
leading for Eq. (2.67) to:
Q fU n [L n (P  F  xm)]g = kmxm: (2.71)
Numerous techniques exist for solving the eigenvalue equation given by Eq. (2.67). They
are all based on the power iteration method, which is first recalled hereafter [4].
The power iteration method consists in determining a new and better estimate of
the solution (xm; km) from a previous estimate. If p represents the iteration number, the
power iteration method simply reads as:
x(p)m =
1
k
(p 1)
m
A x(p 1)m : (2.72)
The power iteration method can then be seen as an operatorA acting on the vector x(p 1)m .
When the iterative scheme converges, Eq. (2.72) becomes:
x(1)m =
1
k
(1)
m
A x(1)m (2.73)
from which one deduces that:
k(1)m =
x
(1);T
m  [A x(1)m ]
x
(1);T
m  x(1)m
: (2.74)
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Based on this expression for the converged eigenvalue, the new iterate of km can be esti-
mated, once the new iterate of the vector xm has been determined, as:
k(p)m =
x
(p 1);T
m  [A x(p 1)m ]
x
(p 1);T
m  x(p 1)m
= k(p 1)m
x
(p 1);T
m  x(p)m
x
(p 1);T
m  x(p 1)m
; (2.75)
where the last equality was obtained using Eq. (2.72). The iterative scheme given by
Eqs. (2.72) and (2.75) completely defines the power iteration method. In the following,
it will be demonstrated that the power iteration method converges to the eigenvector of
the iterative matrix A having the largest eigenvalue. When the power iteration method
is applied to any initial start vector x(0)m with a given value for k
(0)
m , the p iterate can be
written, using Eq. (2.72), as:
x(p)m =
A
p  x(0)m
k
(p 1)
m k
(p 2)
m ...k
(0)
m
: (2.76)
The initial vector can be expanded on the eigenvectors xl of the matrix A as:
x(0)m =
X
l
lxl (2.77)
with
l = x
T
l  x(0)m : (2.78)
Using Eqs. (2.77) and (2.67) into Eq. (2.76) leads to:
x(p)m =
P
l
lk
p
l xl
k
(p 1)
m k
(p 2)
m ...k
(0)
m
=
0k
p
0
k
(p 1)
m k
(p 2)
m ...k
(0)
m
 [x0 +
X
l1
l
0

kl
k0
p
xl]: (2.79)
According to Eq. (2.12), one has:
kl
k0
< 1; for l  1; (2.80)
which results, for Eq. (2.79), in:
lim
p!1x
(p)
m =
0k
p
0
k
(p 1)
m k
(p 2)
m ...k
(0)
m
x0: (2.81)
Using Eq. (2.78) into Eq. (2.75) also leads to:
k(p)m = k
(p 1)
m 
x
(p 1);T
m  0k
p
0
k
(p 1)
m k
(p 2)
m ...k
(0)
m

"
x0 +
P
l1
l
0

kl
k0
p
xl
#
x
(p 1);T
m  0k
p 1
0
k
(p 2)
m ...k
(0)
m

"
x0 +
P
l1
l
0

kl
k0
p 1
xl
# (2.82)
or
k(p)m = k0 
x
(p 1);T
m 
"
x0 +
P
l1
l
0

kl
k0
p
xl
#
x
(p 1);T
m 
"
x0 +
P
l1
l
0

kl
k0
p 1
xl
# : (2.83)
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Because of Eq. (2.80), one thus finds that:
lim
p!1 k
(p)
m = k0: (2.84)
Eqs. (2.81) and (2.84) therefore mean that the power iteration method, as implemented
in Eqs. (2.72) and (2.75), leads to the solution corresponding to the fundamental mode,
i.e. (x0; k0). The convergence of the power iteration method is directly related to the ratio
between the higher eigenvalues and the first eigenvalue, i.e. klk0 . In the case of nuclear
reactor calculations, the eigenvalues are usually clustered eigenvalues, i.e. quite close to
each other. This decreases the convergence rate of the power iteration method. In the
developed computational tool, other techniques have been implemented in order to be
able to determine any eigenmode m and to speed up the convergence rate of the itera-
tions. Namely, the explicitly-restarted Arnoldi method and the power iteration method
with Wielandt’s shift have been used.
Explicitly-restarted Arnoldi method
Some of the most efficient techniques to solve eigenvalue problems are based on Krylov
subspace methods. The explicitly-restarted Arnoldi method belongs to this class of tech-
niques [6]. The Arnoldi method is based on the fact that useful information is lost during
the application of the classical power iteration method. Namely, only the latest estimates
of the eigenvector and eigenvalue are used for subsequently calculating a new estimate of
the eigenvector and eigenvalue. In the Arnoldi method instead, a Krylov subspace con-
taining an estimate of the eigenvectors of the matrix A obtained during the application
of the power iteration method during t iterations is first constructed, i.e. the following
space is constructed:
<t

A; v

= spanfv;A v;A2  v; ...; At 1  vg (2.85)
with
t dimension of A: (2.86)
Thereafter, an orthogonal basis of this subspace is estimated. Finally, the eigenvectors/
eigenvalues of this orthogonal basis are determined. It will be demonstrated thereafter
that the eigenvectors of the matrix representing the projection of the original matrix on
the Krylov subspace can be used for determining the eigenvectors of the original matrix,
and therefore the eigenvectors of A can be estimated from the eigenvectors of the matrix
representing the projection of the original matrix on the Krylov subspace. The main ad-
vantage of this procedure is the fact that the projection matrix is an Hessenberg matrix
of size t  t, i.e. much smaller than the size of the original matrix. Consequently, the
determination of the t eigenvectors and corresponding eigenvalues is relatively easy.
The iterative scheme of the explicitly-restarted Arnoldi method can be sketched as
follows [7, 8]:
 First, an orthogonal basis of <t(A; v) using the Gram-Schmidt orthogonalization
process is constructed as detailed in Algorithm 1. If a breakdown of the algorithm
occurs at step j (when the norm of w:;j is equal to zero), then the projection on the
subspace <j is exact. The matrix V t = (v:;1; v:;2; ...; v:;t) represents an orthogonal
basis of <t(A; v). In addition, this first step also results in the construction of a
Hessenberg matrix of dimension t+ 1 t:
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H = (hk;j)1kt+1;1jt =
26666664
h1;1 h1;2 h1;3 ... h1;t
h2;1 h2;2 h1;1 ... h2;t
0 h3;2 h3;3 ... h3;t
... 0 ... ... ...
0 ... 0 ht;t 1 ht;t
0 ... ... 0 ht+1;t
37777775 : (2.87)
Defining the reduced Hessenberg matrix Hr as the original Hessenberg matrix H
deprived from its last row, i.e.
Hr = (hk;j)1kt;1jt =
266664
h1;1 h1;2 h1;3 ... h1;t
h2;1 h2;2 h1;1 ... h2;t
0 h3;2 h3;3 ... h3;t
... 0 ... ... ...
0 ... 0 ht;t 1 ht;t
377775 ; (2.88)
one finds by the application of Algorithm 1 that [7]:
A v:;j =
j+1X
k=1
hk;jv:;k for j = 1; 2; ...; t (2.89)
resulting in:
A V t = V t+1 H = V t Hr + w:;teTt ; (2.90)
where et represents the t th column of the t t identity matrix. Making use of the
orthonormality of fv:;1; v:;2; ...; v:;tg, one finally obtains that:
V
T
t A V t = Hr: (2.91)
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 Thereafter, the pairs of eigenvectors x:;j and eigenvalues j of the reduced Hessen-
berg matrix Hr (for 1  j  t) are determined, resulting in:
Hr X = X   (2.92)
with
X = (x:;1; x:;2; ...; x:;t) (2.93)
and
 =
266664
1 0 ... ... 0
0 2 0 ... ...
... 0 ... 0 ...
... ... 0 t 1 0
0 ... ... 0 t
377775 : (2.94)
Since the reduced Hessenberg matrix is chosen to be of small size, the determina-
tion of its eigenvectors and eigenvalues is relatively easy. Such a determination is
directly carried out inMATLAB via the built-in LAPACK package [9].
 Combining Eqs. (2.91) and (2.92), one notices that:
V
T
t A V t X = Hr X = X  : (2.95)
Making use again of the orthonormality of fv:;1; v:;2; ...; v:;tg, one finally obtains:
V t  V
T
t A V t X = A V t X = V t X  : (2.96)
Eq. (2.96) demonstrates that the eigenvectors of A are given by the columns of
V t X and the corresponding eigenvalues are then .
 Since the eigenvalues of the reduced Hessenberg matrix Hr might be bad approx-
imations of the eigenvalues of the original matrix A, especially if the subspace di-
mension t is kept small, the algorithm is (explicitly) restarted with a linear combi-
nation of the eigenvectors of A until some convergence criteria on the eigenvectors
are fulfilled.
The explicitly-restarted Arnoldi method is an extremely efficient method for calculating
the eigenfunctions/eigenvalues in a minimum computational time, since several eigen-
modes can be estimated simultaneously. Nevertheless, it cannot be proved that the eigen-
values of Hr will converge to the extreme eigenvalues of A when A is non-symmetric
(even if such a convergence is usually observed) [10]. In order to circumvent possible
convergence problem, a power iteration method using Wielandt’s shift technique was
also implemented in the numerical tool, and is explained in the following.
Power iteration method with Wielandt’s shift technique
The basic idea in Wielandt’s shift technique is to modify the original problem as given by
Eq. (2.66) into the following one [4]:
M   1
kest
F



1;m
2;m

=

1
km
  1
kest

F 

1;m
2;m

; (2.97)
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where kest is a known (input) parameter. Eq. (2.97) can be rewritten as:
AW  xm = mxm (2.98)
with
AW =

M   1
kest
F
 1
 F ; (2.99)
1
m
=
1
km
  1
kest
(2.100)
and
xm =

1;m
2;m

: (2.101)
As earlier explained in Section 2.4.2, the calculation of the inverse ofM  1kestF is avoided
by first performing a LU factorization ofM   1kestF will full pivoting as:
L U = P 

M   1
kest
F

Q (2.102)
leading for Eq. (2.98) to:
Q
n
U n
h
L n

P  F  xm
io
= mxm: (2.103)
The power iteration method, which was earlier presented, can be applied to the modified
equation (2.98), thus leading to the following iterative scheme:
x(p)m =
1

(p 1)
m
AW  x(p 1)m (2.104)
and
(p)m =
x
(p 1);T
m  [AW  x(p 1)m ]
x
(p 1);T
m  x(p 1)m
= (p 1)m
x
(p 1);T
m  x(p)m
x
(p 1);T
m  x(p 1)m
: (2.105)
Using Eq. (2.100), one also obtains:
k(p)m =
"
1
kest
+
 
1
k
(p 1)
m
  1
kest
!
x
(p 1);T
m  x(p 1)m
x
(p 1);T
m  x(p)m
# 1
: (2.106)
The iterative scheme given by Eqs. (2.104) and (2.106) completely defines the power iter-
ation method using Wielandt’s shift technique. In the following, it will be demonstrated
that this iterative scheme converges to the eigenvector of the matrix A having the eigen-
value closest to kest. When the iteration method is applied to any initial start vector x
(0)
m
with a given value for (0)m , the p iterate can be written, using Eq. (2.104), as:
x(p)m =
A
p
W  x(0)m

(p 1)
m 
(p 2)
m ...
(0)
m
: (2.107)
The initial vector can be expanded on the eigenvectors xl of the matrix A as:
x(0)m =
X
l
lxl (2.108)
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with
l = x
T
l  x(0)m : (2.109)
It can also be noticed that the eigenvectors xl of the matrix A are also eigenvectors of the
matrix AW , i.e. one has both:
A xl = klxl (2.110)
and
AW  xl = lxl: (2.111)
Using Eqs. (2.108) and (2.111) into Eq. (2.107) leads to:
x(p)m =
P
l
l
p
l xl

(p 1)
m 
(p 2)
m ...
(0)
m
=
q
p
q

(p 1)
m 
(p 2)
m ...
(0)
m

24xq +X
l 6=q
l
q

l
q
p
xl
35 (2.112)
with q being a positive integer. According to Eq. (2.100), one has:
l
q
=
kest
kq
  1
kest
kl
  1 : (2.113)
It can then be noticed from Eqs. (2.112) and (2.113) that the iterative algorithm will con-
verge to the mode q fulfilling the following condition:kestkq   1
 < kestkl   1
 : (2.114)
The algorithm will thus converge to the mode q for which kq is the closest to kest as:
lim
p!1x
(p)
m =
q
p
q

(p 1)
m 
(p 2)
m ...
(0)
m
xq: (2.115)
Using Eq. (2.111) into Eq. (2.105) also leads to:
(p)m = 
(p 1)
m 
x
(p 1);T
m  q
p
q

(p 1)
m 
(p 2)
m ...
(0)
m

"
xq +
P
l 6=q
l
q

l
q
p
xl
#
x
(p 1);T
m  q
p 1
q

(p 2)
m ...
(0)
m

"
xq +
P
l 6=q
l
q

l
q
p 1
xl
# (2.116)
or
(p)m = q 
x
(p 1);T
m 
"
xq +
P
l 6=q
l
q

l
q
p
xl
#
x
(p 1);T
m 
"
xq +
P
l 6=q
l
q

l
q
p 1
xl
# : (2.117)
Because of Eq. (2.114), one thus finds that:
lim
p!1
(p)
m = q; (2.118)
which is also equivalent to:
lim
p!1 k
(p)
m = kq: (2.119)
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Eqs. (2.115) and (2.119) therefore mean that the power iteration method with Wielandt’s
shift, as implemented in Eqs. (2.104) and (2.105), leads to the solution corresponding to
the mode having its eigenvalue closest to kest. The convergence of this method is directly
related to how close to one of the existing eigenvalues kest actually is. In the developed
computational tool, a first guess of the different eigenvalues is obtained by applying the
Arnoldi method outlined above without performing any restart. Thereafter, each of these
estimated eigenvalues is used as the parameter kest in the power iteration method with
Wielandt’s shift.
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THERMO-HYDRAULIC MODELS
3.1 Introduction
In this section, the thermo-hydraulic models implemented in the tool are discussed. The
thermo-hydraulic part of the tool has the ability to calculate the solution to static prob-
lems, as well as the solution to dynamic problems in linear theory and in the frequency
domain. The equations thus solved in these different cases are presented below.
First, the static thermo-hydraulic module of the tool and the respective equations it is
based on are described. The corresponding numerical algorithms developed and utilized
in the module are then given. Next, the numerical scheme used for spatially discretising
the static thermo-hydraulic equations is described. Thereafter, the numerical algorithms
allowing solving the static equations are summarized.
Further, the dynamic thermo-hydraulic module of the tool together with the respec-
tive equations are presented. Following the same structure as in the static case, the cor-
responding numerical algorithms developed and utilized in the module (including both
the spatial discretization scheme and the numerical algorithms used for solving the dy-
namic equations) are touched upon.
The present thermo-hydraulic model is based on a set of three equations: mass bal-
ance, momentum balance and energy balance equations. For the sake of simplicity, the
mixture model for all thermo-hydraulic quantities was utilized.
3.2 Derivation of the static thermo-hydraulic equations
The most general time-independent thermo-hydraulic model can be represented by the
local conservation equations of mass, momentum and energy as a function of space,
which are given as follows:
r  [m(r)vm(r)] = 0; (3.1)
r  [m(r)vm(r)
 vm(r)] = r  (r) rP (r) + gm(r); (3.2)
r  [m(r)vm(r)hm(r)] =  r  q00(r); (3.3)
where m(r), vm(r), hm(r) and P (r) are the coolant/moderator density, velocity, enthalpy
and pressure, respectively, (r) is the stress tensor, q00(r)is the heat flux and g stands for
gravitational constant. The other notations are standard. To simplify the calculations,
the local energy conservation equation was replaced by the corresponding local enthalpy
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conservation equation, where the enthalpy change due to variations in pressure, stresses
and volumetric heat production was assumed to be negligible and, therefore, the corre-
sponding terms in the equation were left out.
Since the full microscopic description of the two-phase flow is generally not possible
(i.e. Eqs. (3.1)-(3.3) cannot be solved in space in an exact manner), another technique,
referred to as a “macroscopic description” representing the spatial averaging of all quan-
tities over the relevant node volume, is usually used.
3.2.1 Algorithm used for the spatial discretisation
All flow properties are first discretized and then averaged in space on relevant volumes.
The different notations and conventions used in the discretization and averaging proce-
dure are highlighted in Fig. 3.1. In the figure, the (I; J;K) indexes denote the spatial
position of a thermo-hydraulic (moderator/coolant) node.
Figure 3.1: Principles and conventions used for the spatial discretisation of a thermo-hydraulic
node n.
Such a spatial homogenization of Eqs. (3.1) - (3.3) can be written asZ
Vm
r  [m(r)vm(r)] dV = 0; (3.4)
Z
Vm
r  [m(r)vm(r)
 vm(r)] dV =
Z
Vm
r  (r)dV  
Z
Vm
rP (r)dV +
Z
Vm
gm(r)dV; (3.5)
Z
Vm
r  [m(r)vm(r)hm(r)] =  
Z
Vm
r  q00(r)dV (3.6)
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by assuming one-dimensional upward vertical flow and neglecting the cross-flow be-
tween the bundles. One then defines the following notations for the volume- and area-
averaged node-wise quantities:
hXmi = 1
Vm
Z
Vm
Xm(r)dV; (3.7)
fmg0 = 1
Am
Z
Am
m(r)dA; (3.8)
fGmg0 = 1
Am
Z
Am
Gm(r)dA; (3.9)
fPzg0 = 1
Am
Z
Am
Pz(r)dA; (3.10)
fq00r gSm;0 =
1
Sm
Z
Sm
q00r (r)dS; (3.11)
fvz;mg0 =
fmvz;mg0
fmg0
; (3.12)
fvz;mg0 2 = fmv2z;mg0fmg0 ; (3.13)
fhmg0 =
fmvz;mhmg0
fmvz;mg0
; (3.14)
whereXm designates any thermo-hydraulic quantity, q00r is the radial heat flux, index “S”
stands for the averaging over the lateral surface, index “m” in the last equation denotes
that the averaging is performed over moderator region, Am, Vm and Sm denote the cross-
sectional area, volume and lateral surface area of a moderator node, respectively. For
practical terms it was assumed that Eq. (3.13) can be computed just as the square of Eq.
(3.12). The, by neglecting the axial heat flux and taking Gauss’ divergence theorem into
account, Eqs. (3.4) - (3.6) can thus be simplified as:
Am
 fmg+0 fvz;mg+0   fmg 0 fvz;mg 0  = 0; (3.15)
Am
 fvz;mg+0   fvz;mg 0  fGmg0 =  hFM i0 Vm2Del hGmi20
 Am
fPzg+0   fPzg 0   gVm hmi0 ; (3.16)
Am
 fmg+0 fvmg+0 fhmg+0   fmg 0 fvmg 0 fhmg 0  =  Smfq00r gSm;0: (3.17)
The “0” subscript is an indicator that the variable in question belongs to the static calcu-
lation. The superscripts “+” and “ ” indicate the upper and the lower node interface,
hFM i0 is the pressure friction multiplier (factor) defined separately for single and two-
phase regions (see next section), De is the hydraulic diameter and hGmi0 corresponds to
the total mass flux as liquid. In the present study, the size of a thermo-hydraulic node
is chosen to be comparable with the size of the corresponding neutronic node. The total
number of thermo-hydraulic nodes is limited to the number of nodes used in commer-
cial codes for LWRs, i.e. M  N  P , where M specifies the total number of nodes in
x direction,N in y direction and P in z direction. The latter is justified by the fact that
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the input static node-wise parameters are extracted from commercial codes. In the above
pressure balance equation (momentum equation) (3.16), the following simplified model
for the volume-averaged friction pressure drop in z direction was implemented:
hPzi0 = hFM i0
hGmi20z
2Del
; (3.18)
where hFM i0 stands for the node-wise two-phase frictionmultiplier or friction coefficient.
The equations for the conservation of mass, momentum and energy were considered
for the mixture of the coolant/moderator vapor and liquid at all locations in the core,
leading to the so-called Homogeneous Equilibrium Model (HEM). In order to provide a
more realistic computation of the mixture coolant/moderator density, the present model
was complemented with a simple slip ratio model.
3.2.2 Algorithm used for solving static thermo-hydraulic equations
The steady-state three-dimensional spatial distributions of themo-hydraulic parameters
can be computed by solving the system of coupled discretized equations (3.15)-(3.17).
These equations are solved with respect to the coolant/moderator enthalpy, velocity and
pressure. Throughout this section it is assumed that all the required input data are known
and obtained from a commercial core simulator.
 coolant/moderator enthalpy
Assuming that the nodal power has already been computed (for example, using
Eq. (2.66) and given input cross-sections), the spatial distribution of the surface-
averaged enthalpy can be estimated from the corresponding enthalpy equation (Eq.
(3.17)) which is solved with respect to the surface-averaged enthalpy in the upper
node as:
fhmg+0 = fhmg 0  
Smfq00r gSm;0
Amfmg 0 fvmg 0
: (3.19)
Then, assuming that
Smfq00r gSm;0 =  Sffq00r gSf;0; (3.20)
where indexes “m” and “f” denote the averaging over the moderator or fuel re-
gion, correspondingly, Sf designates the lateral surface area of the fuel, fq00r gSf;0 and
fq00r gSm;0 stand for the radial heat flux in the fuel and in the moderator, respectively,
taking into account the static heat balance equation (see Eq. (4.6)):
Sffq00r gSf;0 = Vf


q000

f;0
(3.21)
and the mass conservation equation (3.15)
fmg+0 fvmg+0 = fmg 0 fvmg 0 = hGmi0 ; (3.22)
Eq. (3.19) can be rewritten as:
fhmg+0 = fhmg 0 +
Vf hq000if;0
Am hGmi0
: (3.23)
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In the last equation, fhmg 0 in the first node is assumed to be known and equal to
the core inlet enthalpy, i.e.
fhmg 0 = fhmginlet0 (3.24)
and the mass flux hGmi0 is also known from input data. Solving Eq. (3.23) se-
quentially from the first node (core inlet) to the final node (core outlet), the three-
dimensional distribution of the surface-averaged coolant/moderator enthalpy can
be estimated.
 coolant/moderator density
Next, the spatial distribution of the coolant/moderator density is computed. By
assuming saturation conditions at all nodes, first the spatial distribution of the
surface-averaged quality is estimated by using the following definition:
fxg0 = fhmg0   fhglfhgv   fhgl ; (3.25)
where fhgl and fhgv stand for the saturated liquid and vapor enthalpy, respec-
tively. Then, the spatial distribution of the surface-averaged void fraction can be
calculated as:
fg0 = 1
1 + 1 fxg0fxg0
fgv
fgl s
; (3.26)
where fgl and fgv designate the saturated liquid and vapor density, respectively.
The slip ratio s is assumed to be given and taken from a commercial core simulator
and is used to avoid the overestimation of the surface-averaged void fraction by us-
ing solely theHomogeneous EquilibriumModel (HEM). Thus, the coolant/moderator
density can be estimated as a function of the void fraction, i.e.:
fmg0 = fg0fgv + (1  fg0) fgl: (3.27)
It should be pointed out that Eq. (3.27) is applicable only for two-phase region. In
case of single phase region, the coolant/moderator density can be estimated from
water tables and the coolant/moderator enthalpy and pressure (the latter one is not
known in advance, therefore in the first iteration it is assumed to be equal to core
exit pressure).
 coolant/moderator velocity
Once the spatial distribution of the coolant/moderator density is obtained, the spa-
tial distribution of the coolant/moderator velocity can be found by solving Eq.
(3.15) as
fvz;mg+0 =
hGmi0
fmg+0
: (3.28)
In the above, again the mass conservation equation (3.22) was used. From Eq.
(3.28), the three- dimensional distribution of the surface-averaged coolant/moderator
velocity can be calculated.
 coolant/moderator temperature
Next, the spatial distribution of the coolant/moderator temperature can be cal-
culated by using water tables and the coolant/moderator enthalpy and pressure.
Since the pressure distribution is not yet known, it is assumed to be constant through
the core and equal to core exit pressure taken from input data.
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 coolant/moderator pressure
Further, the spatial distribution of the surface-averaged pressure can be estimated
by taking into account the fact that the coolant/moderator velocity and density
have been computed in advance and thus are known quantities. As can be seen
from Eq. (3.16) in order to evaluate the coolant/moderator pressure, the friction
factor should be estimated a priori. In the present methodology, the friction coeffi-
cient (friction multiplier) hFM i0 is defined as:
hFM i0 = hfloi0 h'loi20 ; (3.29)
where the index lo indicates the two-phase flow considered as liquid, hfloi0 is the
node-wise single-phase Fanning friction factor and 'lo is the node-wise two-phase
multiplier which becomes equal to unity in the single phase region. The single-
phase friction factor is based on the McAdams correlation [11], which is given by:
hfloi0 =
0:184
hRei0:20
; for 3  104  Re  2  106 (3.30)
withRe = hGmi0Del standing for node-wise Reynolds number and the two-phase mul-
tiplier 'lo is based on the Chisholm correlation [12, 13]:
h'loi0 = 1 +

hY i20   1



hBi0  [hxi0]
2 l
2 + [1  hxi0]
2 l
2 + [hxi0]2 l

; (3.31)
where l = 0:2 and
hY i20 =
l
v


v
l
 1
4
; (3.32)
v and l stand for the saturated liquid and vapor dynamic viscosity, respectively
and the coefficient hBi0 is defined as:
– for hY i20  9:5:
hBi0 =
8><>:
hBi0 = 4:8; if hGmi0  500;
hBi0 = 2400hGmi0 ; if 500  hGmi0  1900;
hBi0 = 55phGmi0 ; if hGmi0  1900:
(3.33)
– for 9:5  hY i20  28:
hBi0 =
( 520
hY i0
p
hGmi0
; if hGmi0  600;
hBi0 = 21hGmi0 ; if hGmi0  600:
(3.34)
– for hY i20  28:
hBi0 =
15000
hY i20
phGmi0 : (3.35)
In the above, the mass flux hGmi0 is taken in kg m 2  s 1.
The correlation (3.31) is only valid for hGmi0  100 kg m 2  s 1 and lv  1000.
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Once the friction coefficient is known, the coolant/moderator pressure can be eval-
uated by solving Eq. (3.16) as:
fPzg 0 = fPzg+0 +
 fvz;mg+0   fvz;mg 0  fGmg0 + hFM i0z2Del hGmi20 
gVm
2Am
hmi0 : (3.36)
Here, again the mass conservation equation (3.22) was applied. It should be noted
that since only the pressure at the core outlet is usually known, the calculations
of the surface-averaged coolant/moderator pressure have to be performed in the
reverse order, i.e. starting from the last node (core exit) and continuing towards the
first node (core inlet).
In the last series of equations, in order to close the system, it was decided to imply the
following approximate relation between the surface-averaged (node interface) quantities
and volume-averaged (node-averaged) quantities was assumed:
hXmi = fXmg
+ + fXmg 
2
(3.37)
with Xm again designating any static thermo-hydraulic quantity.
Thus, the equations derived above provide the coupling mechanism between the
themo-hydraulic quantities estimated at the interfaces of two pairs of consecutive nodes.
If one of these two values is given, another one can be easily estimated from Eqs. (3.23),
(3.25)-(3.27), (3.28) and (3.36).
The thorough analysis of the derived thermo-hydraulic equations (3.23), (3.25)-(3.27),
(3.28) and (3.36) shows that they represent a strongly coupled system of equations and
can not be resolved independently. It should be pointed out that such a strong cou-
pling between different quantities is mainly due to the presence of the pressure balance
equation. In the case of the absence of the pressure equation (or constant pressure), the
remaining equations can be decoupled and solved independently from each other. Due
to the presence of such a coupling in the current thermo-hydraulic model, the above
equations can be solved only in an iterative manner. In the current model, the following
iterative scheme for solving the steady-state thermo-hydraulic equations was developed:
1. First, the spatial distribution of the surface-averaged enthalpy is computed via Eq.
(3.23).
2. Then, the spatial distributions of the surface-averaged coolant/moderator density
and velocity are estimated from Eqs. (3.25)-(3.27), (3.28), assuming that at the first
iteration all the core nodes have the same constant pressure equal to the core out-
let pressure; in the consecutive iterations, the pressure calculated at the previous
iteration is used.
3. Further, the spatial distribution of the surface-averaged coolant/moderator pres-
sure is recomputed via Eq. (3.36) by using the thermo-hydraulic parameters calcu-
lated in the previous step.
4. The last two steps are repeated until the required convergence in the corresponding
thermo-hydraulic quantities is achieved.
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5. Finally, the spatial distribution of the surface-averaged coolant/moderator temper-
ature is computed from water tables and the spatial distributions of the surface-
averaged pressure and enthalpy obtained from earlier steps.
The main steps of the static thermo-hydraulic iterative scheme are summarized in Fig.
3.2.
Figure 3.2: Iterative scheme for static thermo-hydraulic calculations (pressure calculations, “WT”
stands forWater Tables).
In Fig. 3.2, the iterative scheme used for the internal static thermo-hydraulic calcu-
lations (inner iterations), is shown. This loop is meant to solve the thermo-hydraulic
problem, assuming that the neutron fluxes and cross-sections (i.e. power density) are
given. As can be seen from Fig. 3.2, this scheme contains two separate thermo-hydraulic
modules. The first one, designated as TH-MODULE-1 (where “TH” stands for Thermo-
Hydraulic) is based on Eqs. (3.23), (3.25)-(3.27), (3.28) and calculates the spatial distri-
butions of the surface-averaged coolant/moderator density, velocity, enthalpy and tem-
perature for a fixed (or given) pressure distribution. As an input for this module, the
spatial distributions of the neutron fluxes and fission cross-sections (i.e. of the power
density), the spatial distribution of the surface-averaged pressure and water tables are
necessary. The second module, called TH-MODULE-2, is built on the basis of Eq. (3.36)
and estimates the spatial distribution of the pressure throughout the core for fixed distri-
butions of the other TH-parameters. As an input, one needs to provide water tables and
the spatial distributions of required TH-quantities.
The convergence criteria in the present iterative scheme was imposed on the coolant/
moderator density, velocity and pressure by requiring that the difference in any of these
quantities between two consecutive iteration should be below certain values.
All nodal (i.e. volume-averaged) thermo-hydraulic quantities can be obtained from
the surface-averaged parameters via Eq. (3.37).
3.3 Derivation of the dynamic thermo-hydraulic equations
In order to derive the driving equations for the thermo-hydraulic fluctuations (noise), the
similar approach as described in Section 2.3 is applied, i.e. starting with the local time-
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/space-dependent mass, momentum and enthalpy conservation equations given as:
@
@t
m(r; t) +r  [m(r; t)vm(r; t)] = 0; (3.38)
@
@t
[m(r; t)vm(r; t)]+r[m(r; t)vm(r; t)
vm(r; t)] = r(r; t) rP (r; t)+gm(r; t); (3.39)
@
@t
[m(r; t)hm(r; t)] +r  [m(r; t)vm(r; t)hm(r; t)] =  r  q00(r; t): (3.40)
Here, we utilize the same set of approximations and notations as introduced in the static
thermo-hydraulic equations. As has already been mentioned earlier, the full microscopic
description of the two-phase flow is generally not possible (i.e. Eqs. (3.38)-(3.40) can-
not be solved in both time and space in an exact manner). Therefore, the “macroscopic
description” of the two-phase flow quantities will be used.
3.3.1 Algorithm used for the spatial discretisation
All flow properties are first discretized and then averaged in space on the relevant space
volumes. The spatial homogenization of Eqs. (3.38)-(3.40) is defined as:
@
@t
Z
Vm
m(r; t)dV +
Z
Vm
r  [m(r; t)vm(r; t)]dV = 0; (3.41)
@
@t
Z
Vm
[m(r; t)vm(r; t)]dV +
Z
Vm
r  [m(r; t)vm(r; t)
 vm(r; t)]dV
=
Z
Vm
r  (r; t)dV  
Z
Vm
rP (r; t)dV +
Z
Vm
gm(r; t)dV; (3.42)
@
@t
Z
Vm
[m(r; t)hm(r; t)]dV +
Z
Vm
r[m(r; t)vm(r; t)hm(r; t)] =  
Z
Vm
rq00(r; t)dV: (3.43)
Then, introducing the following notations for the volume-and area-averaged node-wise
time-dependent quantities as compared to the static case (see Eqs. (3.7)-(3.14)):
hXmi (t) = 1
Vm
Z
Vm
Xm(r; t)dV; (3.44)
fmg(t) = 1
Am
Z
Am
m(r; t)dA; (3.45)
fPzg(t) = 1
Am
Z
Am
Pz(r; t)dA; (3.46)

q00r
	S
m
(t) =
1
Sm
Z
Sm
q00r (r; t)dS; (3.47)
hvz;mi (t) = hmvz;mi (t)hmi (t) ; (3.48)
hhmi (t) = hmhmi (t)hmi (t) ; (3.49)
fhmg(t) = fmhmg
(t)
fmg(t) ; (3.50)
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fh^mg(t) = fmvz;mhmg
(t)
fmvz;mg(t) (3.51)
assuming one-dimensional upward vertical flow and taking into account Gauss’ diver-
gence theorem, Eqs. (3.41)-(3.43) can be simplified as:
Vm
@
@t
hmi (t) +Am
 fmg+(t)fvz;mg+(t)  fmg (t)fvz;mg (t) = 0; (3.52)
Vm
@
@t
hmi (t) hvz;mi (t) +Am

fmg+(t)
fvz;mg+2 (t)  fmg (t) fvz;mg 2 (t) =
 hFM i0 Vm
2Del
hmi2 (t) hvmi2 (t) Am
fPmg+(t)  fPmg (t)  gVm hmi (t); (3.53)
Vm
@
@t
hmi (t) hhmi (t) +Am
 fmg+(t)fvz;mg+(t)fhmg+(t) 
fmg (t)fvz;mg (t)fhmg (t)

=  Smfq00r gSm(t): (3.54)
In the above calculations, it is assumed that fh^mg  fhmg. It should be underlined that
the term on the right-hand side of equation (3.54) requires a special treatment, namely
it should be expressed through the known quantities. For this purpose, it is assumed
that all radial heat produced in the fuel region of an assembly (or node) is directly and
instantaneously transferred into the coolant region, i.e. the following approximation can
be written:
Smfq00r gSm(t) =  Sffq00r gSf (t): (3.55)
Then, using Fourier’s law of heat conduction written as:
q00(r; t) =  kf (Tf )rTf (r; t) (3.56)
after spatial averaging and discretisation, the area-averaged heat flux in the fuel region
can be approximated as:
fq00r gf (t)  hHi0 (hTf i (t)  hTmi (t)) ; (3.57)
where hHi0 stands for the “artificial” node-wise static heat transfer coefficient (hHi0 dif-
fers from the real one since one does not use the wall temperature), hTf i and hTmi des-
ignate the volume-averaged fuel and coolant/moderator temperature. The method for
evaluating the heat transfer coefficient hHi0 will be discussed later on in Section 4.2.1.
Further, combining Eqs. (3.55) and (3.57) for the heat flux in the moderator region times
the lateral surface area of a moderator node, one gets:
Smfq00r gm(t) = Sf hHi0 (hTf i (t)  hTmi (t)): (3.58)
To obtain the equations for the fluctuations, the same procedure (i.e. first order perturba-
tion theory) as for the neutron noise equations, is applied, i.e. splitting all time-dependent
quantities in Eqs. (3.52)-(3.54) into their mean values and fluctuating parts as:
fXmg(t) = fXmg0 + fXmg(t); (3.59)
hXmi (t) = hXmi0 + hXmi (t); (3.60)
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neglecting the second order terms, subtracting the static equations (3.27), (3.28) and (3.36),
performing a Fourier transform and assuming the following approximate relation be-
tween the area-averaged and the volume-averaged values:
hXmi (t) = fXmg
+(t) + fXmg (t)
2
(3.61)
withXm designating any time-dependent thermo-hydraulic quantity, the noise equations
for calculating the thermo-hydraulic fluctuations read as:
Vmi! hmi (!) +Am
 fmg+(!)fvz;mg+0   fmg (!)fvz;mg 0 +
fmg+0 fvz;mg+(!)  fmg 0 fvz;mg (!)

= 0; (3.62)
Vmi!
2
 hmi0 fvz;mg+(!) + hmi0 fvz;mg (!) + fmg+(!) hvz;mi0+
fmg (!) hvz;mi0

+Am

fmg+(!)
fvz;mg+0 2   fmg (!) fvz;mg 0 2
+2fmg+0 fvz;mg+0 fvz;mg+(!)  2fmg 0 fvmg 0 fvz;mg (!)

+
hFM i0 hGmi0 Vm
2Del
 fmg+(!) hvz;mi0 + fmg (!) hvz;mi0+
hmi0 fvz;mg (!) + hmi0 fvz;mg+(!)

+Am
fPmg+(!)  fPmg (!)
+
gVm
2
 fmg+(!) + fmg (!) = 0; (3.63)
Vmi!
2
 hhmi0 fmg+(!) + fmg (!)+ hmi0 fhmg+(!) + fhmg (!)
+Am
 fhmg+0 fmg+0 fvz;mg+(!) + fhmg+0 fmg+(!)fvz;mg+0 +
fhmg+(!)fmg+0 fvz;mg+0   fhmg 0 fmg 0 fvz;mg (!)  fhmg 0 fmg (!)
fvz;mg 0   fhmg (!)fmg 0 fvz;mg 0

= Vf hHeff i0 (hTf i (!)  hTmi (!)) ; (3.64)
where “i” stands for imaginary unit and hHeff i0 is the effective node-wise heat trans-
fer coefficient. hHeff i0 will be defined later on in Section 4.2.1. Equations (3.62)-(3.64) are
then used to calculate the space-frequency distributions of the fluctuations in coolant/mo-
derator density, velocity and pressure. More details on such calculations will be given in
the next Section 3.3.2.
3.3.2 Algorithm used for solving dynamic thermo-hydraulic equations
The detailed analysis of the derived equations (3.62)-(3.64) shows that this set of noise
equations is not fully closed, i.e. the number of unknown quantities exceeds the num-
ber of available equations. Therefore, additional correlations between different thermo-
hydraulic noise quantities are needed and will be specified in this Section. Such corre-
lations will then help to simplify the corresponding set of noise equations as well as to
reduce the number of unknown parameters to be directly solved for.
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Thermo-hydraulic correlations
First, it is assumed that the enthalpy fluctuations can be represented as a linear combina-
tion of the fluctuations in the coolant/moderator pressure and density as:
fhmg(!) = fPmg(!) + fmg(!); (3.65)
where the coefficient  and  stand for the coolant/moderator enthalpy derivatives
with respect to the coolant/moderator pressure and density and defined correspondingly
as:
 =
@fhmg
@fPz;mg

fmg=const
=
dhl
dPm

f^mg=const
+ v s

 
dhv
dPm

fmg=const
 
dhl
dPm

fmg=const
! fmg0   l
l 

v (1  s) + fmg0 (sv   l )

+ (hv   hl )v s
0B@ 
dl
dfPmg

fmg=const
l 

v (1  s) + f^mg0 (sv   l )
 
 fmg0   l 
(l 

v (1  s) + fmg0 (sv   v ))2

 
v (1  s)
dl
dfPmg

fmg=const
+ l (1  s)
dv
dfPmg jfmg=const+
fmg0
 
s
dv
dfPmg

fmg=const
  d

l
dfPmg

fmg=const
!!!
+ s
(hv   hl )
 f^mg0   l 
l 

v (1  s) + f^mg0 (sv   l )
 d

v
dfPmg

fmg=const
; (3.66)
 =
@fhmg
@fmg

fPmg=const
=
sv 

l (h

v   hl )(v   l ) 
l 

v (1  s) + fmg0 (sv   l )
2; (3.67)
where s is the interfacial slip ratio, l , 

v , h

l and h

v are saturated densities and en-
thalpies of the liquid and vapour phases taken at the interfaces of the nodes, respectively,
and their corresponding derivatives calculated from water tables at steady-state condi-
tions are defined as:
dl
dfPmg

fmg=const
=
l
fPmg

fmg=const
; (3.68)
dv
dfPmg

fmg=const
=
v
fPmg

fmg=const
; (3.69)
dhl
dfPmg

fmg=const
=
hl
fPmg

fmg=const
; (3.70)
dhv
dfPmg

fmg=const
=
hv
fPmg

fmg=const
: (3.71)
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In general, the explicit expressions for the respective derivatives  and  can be ob-
tained from the following generic equation (derived from Eqs. (3.25)-(3.27) written for
dynamic quantities):
fhmg = hl +
(hv   hl )
 fmg0   l  v s
l 

v (1  s) + fmg0 (sv   l )
(3.72)
by taking the partial derivatives with respect to coolant/moderator pressure or density.
The complexity of such expressions is mainly due to the presence of two phases where
the drift flux model or slip model needs to be applied. However, for the single phase
region, Eqs. (3.66)-(3.67) can be simplified as:
 =
@fhmg
@fPmg

fmg=const
 fhmg

fPmg

fmg=const
; (3.73)
 =
@fhmg
@fPmg

fmg=const
 fhmg

fPmg

fmg=const
: (3.74)
Further, a similar linear approximation is applied tomodel the fluctuations in the coolant/
moderator temperature which, as in the case of the enthalpy, is assumed to be a function
of the coolant/moderator pressure and density and thus can be expressed as:
fTmg(!) = fmg(!) + fPmg(!); (3.75)
where the coefficients  and  represent the respective derivatives of the coolant/
moderator temperaturewith respect to the coolant/moderator pressure and density, given
as:
 =
@fTmg
@fmg

fPmg=const
=
fTmg
fmg

fPmg=const
; (3.76)
 =
@fTmg
@fPmg

fmg=const
=
fTmg
fPmg

fmg=const
: (3.77)
 and  are again estimated from thermo-hydraulic tables at steady-state conditions.
Since the coolant/moderator temperature becomes constant in the two phase region , i.e.
it is equal to the saturation temperature,  and  are calculated only for the single-
phase region and are assumed to be zero otherwise. It should also be underlined that
all linear coefficients , ,  and  are calculated for each node separately and
thus are unique. The estimations of these coefficients are performed with the help of
water tables by introducing a small 1% (from the respective node-wise mean value) per-
turbation, either in the coolant/moderator pressure for the constant coolant/moderator
density or in the coolant/moderator density for the constant coolant/moderator pres-
sure and then evaluating the induced fluctuations in the coolant/moderator enthalpy or
temperature. Here, it should be pointed out that the assumed linear dependence be-
tween the fluctuations in the coolant/moderator enthalpy/temperature and the ones
in the coolant/moderator pressure/density is valid only for small stationary fluctua-
tions and cannot be applied to non-stationary or transient conditions. In the present
study, where first-order perturbation theory is utilized, such an assumption of linear-
ity holds rather well. In addition, for stationary processes, the dependence between the
coolant/moderator enthalpy and temperature on the pressure and density can be as-
sumed quite smooth, thus justifying the assumption mentioned above.
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Thereafter, the set of thermo-hydraulic noise equations derived in the previous sec-
tion are solved to obtain explicit expressions for the noise in the coolant/moderator ve-
locity, density and pressure. Thus, combining Eqs. (3.62)-(3.64) with Eqs. (3.65), (3.75)
and (4.20) (the equation for the fluctuations in the fuel temperature which will be derived
later on in Section 4.2.1), one gets:
 noise in the coolant/moderator density
fmg+(!) =   1e+ eg+   ek eaec + HeffVf2 i!f1+i!f +
fmg (!)
 ef + eh    ekebec hHeff i0 Vf2 i!f1 + i!f  
!
+ fPmg+(!)
 eg++
hHeff i0 Vf
2
i!f
1 + i!f
+

+ fPmg (!)
eh  + hHeff i0 Vf
2
i!f
1 + i!f
 

+
fvz;mg (!)
 el   ek edec
!
  Vf hq
000if (!)
1 + i!f
#
(3.78)
with the node-wise coupling coefficients e, ef , eg, eh, ek and eq defined as:
e= i!Vm
2
hhmi0 +Amfvz;mg+0 fhmg+0 ; (3.79)
ef = i!Vm
2
hhmi0  Amfvz;mg 0 fhmg 0 ; (3.80)
eg = i!Vm
2
hmi0 +Amfmg+0 fvz;mg+0 ; (3.81)
eh = i!Vm
2
hmi0  Amfmg 0 fvz;mg 0 ; (3.82)
ek = Amfmg+0 fhmg+0 ; (3.83)eq =  Amfmg 0 fhmg 0 ; (3.84)
where f stands for the node-wise fuel time constant and will be defined in Section
4.2.1).
Assuming the external fluctuations in the coolant/moderator density at the core
inlet are zero, taking into account the information about the noise in the surface-
averaged coolant/moderator pressure (the latter one is not known in advance and,
therefore, it is assumed to be equal to the initial fluctuation in the core exit pres-
sure throughout the entire core and assumed to be taken from input data) and
solving Eq. (3.78) sequentially from the first node (core inlet) to the final node
(core outlet), the three-dimensional distribution of the noise in the surface-averaged
coolant/moderator density can be estimated.
 noise in the coolant/moderator velocity
fvz;mg+(!) =  1ec fmg+(!)ea+ fmg (!)eb+ fvz;mg (!)ed (3.85)
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with the node-wise coupling coefficients ea, eb, ec and ed specified as:
ea = i!Vm
2
+Amfvz;mg+0 ; (3.86)
eb = i!Vm
2
 Amfvz;mg 0 ; (3.87)
ec = Amfmg+0 ; (3.88)ed =  Amfmg 0 : (3.89)
Taking into account the information about the initial perturbation in the surface-
averaged coolant/moderator velocity at the core inlet as well as assuming that the
fluctuations in the coolant/moderator density were calculated in advance, the noise
in the coolant/moderator velocity can be calculated from Eq. (3.85).
 noise in the coolant/moderator pressure
fPmg (!) = 1er  fmg+(!)em + fmg (!)en+ fvz;mg+(!)eo+
fvz;mg (!)ep+ fPmg+(!)eq (3.90)
with the node-wise coupling coefficients em, en, eo, ep, eq and er defined as:
em = i!Vm
2
hvz;mi0 +Am
fvz;mg+0 2 + hFM i0 Vm2Del hGmi0 hvz;mi0 + gVm2 ; (3.91)
en = i!Vm
2
hvz;mi0 +Am
fvz;mg 0 2 + hFM i0 Vm2Del hGmi0 hvz;mi0 + gVm2 ; (3.92)
eo = i!Vm
2
hmi0 + 2AmfGmg+0 +
hFM i0 Vm
2Del
hGmi0 hmi0 ; (3.93)
ep = i!Vm
2
hmi0   2AmfGmg 0 +
hFM i0 Vm
2Del
hGmi0 hmi0 ; (3.94)
eq = Am; (3.95)er =  Am: (3.96)
Using the information about the noise distribution in both surface-averaged coolant/
moderator density and velocity, obtained from the previous two steps and taking
into account the initial perturbation in the core exit pressure given as input data,
the noise distribution in the surface-averaged coolant/moderator pressure can be
computed from Eq. (3.90). Again, similarly to the static calculations, the noise cal-
culations are performed in the reverse order, i.e. from the last node (core outlet) to
the first node (core inlet) since only the pressure noise at the core outlet is usually
known.
 noise in the coolant/moderator enthalpy
The noise distribution in the surface-averaged coolant/moderator enthalpy is esti-
mated fromEq. (3.65) assuming that the noise distributions in the coolant/moderator
pressure and density were calculated from the previous steps.
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 noise in the coolant/moderator temperature (in the one-phase region)
The noise distribution in the surface-averaged coolant/moderator temperature is
calculated from Eq. (3.75) taking into account the information about the noise dis-
tribution in the surface-averaged coolant/moderator pressure and density obtained
from earlier steps.
The equations derived above provide the coupling between the fluctuations estimated at
the interfaces of two pairs of consecutive nodes. If one of these two fluctuations is given,
the other one can be easily estimated from Eqs. (3.65), (3.75), (3.78), (3.85) and (3.90).
Thus, providing an initial perturbation at the core inlet (or outlet) for any quantity of
interest, the corresponding noise in all other nodes and quantities can be consecutively
calculated. However, a detailed analysis of Eqs. (3.65), (3.75), (3.78), (3.85) and (3.90)
shows that these equations cannot be solved independently from each other due to a
nonlinear coupling between the different equations caused by the inclusion of pressure
noise calculations. Therefore, the corresponding solution can be estimated only in an
iterative manner. For this purpose, similarly to the static case, the following iterative
scheme for solving noise thermo-hydraulic equations was introduced:
1. First, the space-frequency distributions of the noise in the surface-averaged coolant/
moderator density and velocity are estimated from Eqs. (3.78), (3.85), respectively,
assuming that at the first iteration all the core nodes have the same (axially con-
stant) perturbation in the surface-averaged pressure equal to the initial pressure
perturbation at the core outlet; in the consecutive iterations, the noise distribution
in the coolant/moderator pressure defined at the previous iteration is used.
2. Further, the space-frequency distribution of the noise in the surface-averaged coolant/
moderator pressure is recomputed via Eq. (3.90) by using the noise distributions in
other thermo-hydraulic parameters (i.e. noise in the coolant/moderator density
and velocity) calculated in the previous step.
3. The last two steps are repeated until the required convergence in the noise in the
corresponding surface-averaged thermo-hydraulic quantities is achieved.
4. Then, the noise in the surface-averaged coolant/moderator enthalpy and tempera-
ture is calculated via Eqs. (3.65) and (3.75), respectively.
Themain steps of the dynamic thermo-hydraulic iterative scheme are summarized in Fig.
3.3.
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Figure 3.3: Internal thermo-hydraulic dynamic calculations (“WT” stands forWater Tables).
In Fig. 3.3, the iterative scheme used for the internal thermo-hydraulic noise calcu-
lations (inner iterations), is shown. This loop is meant to solve the thermo-hydraulic
problem, assuming that the neutron noise (and thus the noise in the power density) is
given. As can be seen from Fig. 3.3, this scheme contains two separate thermo-hydraulic
modules. The first one, designated as TH-MODULE-1 is based on Eqs. (3.65), (3.75),
(3.78), (3.85) and calculates the space-frequency distributions of the noise in the surface-
averaged coolant/moderator density, velocity, enthalpy and temperature for a fixed (or
given) pressure noise distribution (i.e. independently of the pressure noise). As an input
for this module, the initial TH-perturbations (i.e. the corresponding boundary conditions
for the noise in the coolant inlet velocity, temperature and core exit pressure), neutron
noise, pressure noise and water tables are necessary. The second module, called TH-
MODULE-2, is built on the basis of Eq. (3.90) and estimates the space-frequency distri-
bution of the noise in the pressure for the fixed noise distribution in other TH-parameters
(coolant/moderator velocity and density). As an input, one needs to provide water ta-
bles, boundary conditions for the pressure noise at the core exit and the noise distribu-
tions in other TH-quantities. The convergence criteria in the present iterative scheme was
imposed on the noise in the coolant/moderator density, velocity and pressure by requir-
ing that the difference in any of these noise quantities between two consecutive iteration
should be below certain values.
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HEAT-TRANSFER MODELS
4.1 Introduction
In this section, the heat-transfer models implemented in the tool are presented. The tool
has the ability to calculate the solution to static problems, as well as the solution to dy-
namic problems in linear theory and in the frequency domain. The equations thus solved
in these different cases are presented here.
First, the static heat-transfermodule of the tool and the respective equations it is based
on are described. The corresponding numerical algorithms developed and utilized in the
module are also discussed. Next, the numerical scheme used for spatially discretizing the
static heat-transfer equations is described. Thereafter, the numerical algorithms allowing
solving the static equations are summarized.
Further, the dynamic heat-transfer module of the tool together with the respective
equations are presented. Following the same structure as in the static case, the corre-
sponding numerical algorithms developed and utilized in the module (including both
the spatial discretization scheme and the numerical algorithms used for solving the dy-
namic equations) are touched upon.
The present heat-transfer model is based on a generic heat conduction equation writ-
ten for the fuel region.
4.2 Derivation of the static heat-transfer equations
The static heat-transfer equation in three dimensions reads as:
 r  q00(r) + q000(r) = 0; (4.1)
where q00(r) stands for the heat flux and q000(r) designates the volumetric heat source.
4.2.1 Algorithm used for the spatial discretisation
To obtain the discretized heat transfer equations one first integrates both sides of Eq.(4.1)
over the fuel volume of a node and obtains
 
Z
Vf
r  q00(r)dV +
Z
Vf
q000(r)dV = 0: (4.2)
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The different notations and conventions used in the discretization and averaging pro-
cedure are highlighted in Fig. 4.1. In the figure, the horizontal arrows outwards a fuel
node designate the direction of the heat generation (heat flux) whereas the (I; J;K) in-
dexes denote the spatial position of a fuel/moderator node. In the present model it is
assumed that the fuel and coolant/moderator regions (nodes) can be separated and thus
are modelled independently.
Figure 4.1: Principles and conventions used for the spatial discretisation of a fuel/moderator
node n.
Introducing the following notations for the volume and area-averaged quantities in
the fuel region:
hXf i = 1
Vf
Z
Vf
Xf (r)dV; (4.3)
fXfg = 1
Af
Z
Af
Xf (r)dA (4.4)
and approximating the volume-averaged heat flux as:
Z
Vf
r  q00(r)dV 
Z
Sf
q00r (r)dS =
Sf
R
Sf
q00r (r)dS
Sf
= Sffq00r gSf;0; (4.5)
Eq. (4.2) reads as:
 Sffq00r gf;0 + Vf


q000

f;0
= 0 (4.6)
with Af , Vf and Sf standing for the surface area, volume and cross-section area of a fuel
node and index “S” denoting the averaging over the lateral surface area of a fuel node.
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Using steady-state Fourier’s law of heat conduction written as:
q00(r) =  kf (Tf )rTf (r); (4.7)
the steady-state area-averaged heat flux in the fuel region can be approximated as:
fq00r gSf;0  hHi0
 hTf i0   hTmi0 ; (4.8)
where hHi0 stands for the artificial static heat transfer coefficient (hHi0 differs from the
real one since one does not use the wall temperature). hHi0 varies from node to node and
has to be computed from the steady-state output of a commercial core simulator (CS) as:
hHi0 =
fq00;CSr gSf;0D
TCSf
E
0
  hTCSm i0
; (4.9)
where fq00;CSr gSf;0 stands for the surface-averaged heat flux from a commercial core sim-
ulator,
D
TCSf
E
0
and


TCSm

0
are the volume-averaged fuel and coolant/moderator tem-
perature extracted again from a commercial core simulator. Combining Eq. (4.6) with
Eq. (4.8), one obtains the following steady-state space-dependent equation describing
the evolution of the fuel temperature:
 hHeff i0
 hTf i0   hTmi0+ 
q000f;0 = 0; (4.10)
where hHeff i0 stands for the effective heat transfer coefficients defined as:
hHeff i0 = H0
Sf
Vf
=
Sffq00;CSr gSf;0
Vf
D
TCSf
E
0
  hTCSm i0
 = 
q000;CSf;0D
TCSf
E
0
  hTCSm i0
: (4.11)
4.2.2 Algorithm used for solving the static heat transfer equations
Once the spatial distribution of the coolant/moderator temperature is computed from
Eqs. (3.23), (3.25)-(3.27), (3.28) and (3.36) combined with the water tables and the power
density is calculated from the neutron fluxes (see Eq. (2.66)) and fission cross-section
data, the spatial distribution of the steady-state fuel temperature can be estimated from
Eq. (4.10) as:
hTf i0 = hTmi0 +
hq000if;0
hHeff i0
: (4.12)
In the above, it was decided to express the corresponding steady-state heat transfer equa-
tion in terms of volume-averaged (node-averaged) quantities.
4.3 Derivation of the dynamic heat-transfer equations
To derive the heat-transfer equations describing the space-frequency distribution of the
noise in fuel temperature, one follows the same methodology as was implemented in
the previous two Sections (2.3 and 3.3), namely starting with the local time- and space-
dependent heat balance equation written as:
f (Tf )cf (Tf )
@
@t
Tf (r; t) =  r  q00(r; t) + q000(r; t): (4.13)
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4.3.1 Algorithm used for the spatial discretisation
Integrating both sides of Eq.(4.13) over the fuel volume of a node, one obtains
f (hTf iCS0 )cf (hTf iCS0 )
@
@t
Z
Vf
Tf (r; t)dV =  
Z
Vf
r  q00(r; t)dV +
Z
Vf
q000(r; t)dV; (4.14)
where f (hTf iCS0 ) and cf (hTf iCS0 ) denote the static node-wise fuel density and fuel spe-
cific heat taken at the steady-state node-averaged fuel temperature hTf iCS0 obtained from
a commercial core simulator, respectively. Then, introducing the following notations for
the volume and area-averaged quantities in the fuel region of a node:
hXf i (t) = 1
Vf
Z
Vf
Xf (r; t)dV; (4.15)
fXfg(t) = 1
Af
Z
Af
Xf (r; t)dA (4.16)
and approximating the volume-averaged time-dependent heat flux as:Z
Vf
r  q00(r; t)dV 
Z
Sf
q00r (r; t)dS =
Sf
R
Sf
q00r (r; t)dS
Sf
= Sffq00r gSf (t); (4.17)
Eq. (4.13) reads as:
f (hTf iCS0 )cf (hTf iCS0 )Vf
@
@t
hTf i (t) =  Sffq00r gSf (t) + Vf


q000

f
(t) (4.18)
with the index “f” indicating the averaging over the fuel region of a node. Combining Eq.
(4.8) written for the time-dependent quantities with Eq. (4.18), one obtains the following
time-space dependent equation describing the evolution of the fuel temperature:
f (hTf iCS0 )cf (hTf iCS0 )
@
@t
hTf i (t) =  hHeff i0 (hTf i (t)  hTmi (t)) +


q000

f
(t): (4.19)
Finally, after the application of first order perturbation theory (similarly to the neutronic
and thermo-hydraulic noise equations) and a Fourier transform, the equation for the
noise in the fuel temperature can be written as
f i! hTf i (!) =  hTf i (!) + hTmi (!) +
hq000if (!)
hHeff i0
; (4.20)
where f is the node-wise fuel time constant defined as
f =
f (hTf iCS0 )cf (hTf iCS0 )
hHeff i0
: (4.21)
4.3.2 Algorithm used for solving dynamic heat transfer equations
Once the space-frequency distribution of the noise in the coolant/moderator temperature
is computed from Eqs. (3.65), (3.75), (3.78), (3.85), (3.90) and the noise in the power den-
sity is calculated from the neutron noise (see Eq. (2.55)) and fission cross-section data, the
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space-frequency distribution of the fluctuations in the node-averaged fuel temperature
can be estimated from Eq. (4.20) as:
hTf i (!) =
hq000if (!)
hHeffi0 + hTmi (!)
1 + i!f
: (4.22)
In the above equation, similarly to the static case, it was decided to express the corre-
sponding noise equations in terms of volume-averaged (node-averaged) quantities.
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COUPLED CALCULATIONS
5.1 Introduction
This section aims at giving a detailed overview of the coupled calculation procedure used
to evaluate both the static and dynamic neutronic and thermo-hydraulic quantities.
5.2 Static coupled calculations
A detailed analysis of the neutronic and thermo-hydraulic static equations (2.66), (3.23),
(3.25)-(3.27), (3.28), (3.36) and (4.12) shows that these equations represent a strongly-
coupled system where none of them can be solved separately from another one. There-
fore, following the same approach as in the static thermo-hydraulic calculations, an iter-
ative scheme for solving the coupled equations where a solution is first searched sepa-
rately for thermo-hydraulic and neutronic models and then both models exchange their
outputs until the convergence is achieved, was developed. To demonstrate the main
principles of the iterative scheme as well as those of the newly-developed model, a block
diagram is presented in Fig. 5.1. In the figure, the iterative scheme for coupled static
calculations (outer iterations) is illustrated.
Figure 5.1: Iterative scheme for static coupled neutronic/thermo-hydraulic calculations.
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As can be seen from Fig. 5.1, the scheme consists of twomainmodules. The first mod-
ule, called CORE SIM TH-MODULE consists of a set of corresponding static thermo-
hydraulic equations (3.23), (3.25)-(3.27), (3.28), (3.36) and (4.12) and is used to calculate
the spatial distributions of the thermo-hydraulic parameters. As an input, it requires the
spatial distributions of the neutron fluxes and fission cross-sections (i.e. the generated
reactor core power) plus water tables and as an output, the static spatial distributions
of the thermo-hydraulic parameters including the coolant/moderator enthalpy, density,
velocity, pressure, temperature and fuel temperature are provided. The second block,
named as CORE SIM NK-MODULE (where “NK” stands for Neutron-Kinetic) is based
on Eq. (2.66) and calculates the corresponding neutron densities (or neutron fluxes). As
an input, it needs the steady-state two-group cross-sections and as an output it gives the
static spatial distributions of the neutron densities and thus the spatial distribution of
the power density. There are also two additional small modules called -CONVERTER
(where “” stands for cross-section) and INPUT included into the iterative scheme. The
-CONVERTER block incorporates the cross-section model and converts the calculated
thermo-hydraulic parameters (coolant/moderator density and fuel temperature) into the
corresponding cross-sections. The INPUT block serves as a storage which accepts the
necessary input data and the corresponding boundary conditions (such as core inlet
coolant/moderator temperature and velocity, core exit pressure). Then, assuming that
all input data are provided and the respective boundary conditions are specified, the cal-
culation procedure of the respective neutronic and thermo-hydraulic quantities can be
summarized as following:
 calculation of the neutron densities via CORE SIM NK-MODULE for a given set
of two-group macroscopic cross-sections (obtained from a commercial core simula-
tor); thereafter, the static spatial distribution of the power density can be computed
from the calculated neutron fluxes and the corresponding fission cross-sections;
 calculation of the static spatial distributions of the coolant/moderator density, ve-
locity, enthalpy, temperature, pressure and fuel temperature using CORE SIM TH-
MODULE fed with the power density calculated at the previous step;
 conversion of the spatial distributions of the coolant/moderator density and fuel
temperature into the spatial distribution of the cross-sections via -CONVERTER;
 calculation of the neutron fluxes using CORE SIM NK-MODULE with a new set
of cross-sections;
 the obtained neutron fluxes and cross-sections are thereafter used to calculate a
new heating source (i.e. new power density) for the next cycle of thermo-hydraulic
calculations;
 all previous four steps are repeated until the desired convergence is reached.
The convergence criteria for the coupled (outer) static iterations is imposed on some se-
lected quantities (i.e. both neutronic (neutron densities) and thermo-hydraulic (coolant/
moderator density, velocity, enthalpy, pressure and fuel temperature)) and by default set
to specific values, i.e. the relative change in the corresponding quantities between two
consecutive iterations should be less than those values.
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5.3 Dynamic coupled calculations
The thorough analysis of the neutronic and thermo-hydaraulic noise equations (2.55),
(3.65), (3.75), (3.78), (3.85), (3.90) and (4.22) derived in the corresponding sections demon-
strates that this set of noise equations is not fully closed, i.e. the number of unknown
quantities exceeds the number of available equations. Therefore, additional correlations
between different neutronic and thermo-hydraulic parameters are needed and will be
specified in this section. Such correlations will then help to simplify the corresponding
set of equations as well as to reduce the number of unknown parameters to be directly
solved for.
Neutronic/thermo-hydraulic correlations
In order to calculate the neutron noise, the corresponding neutron noise source should
explicitly be given. Conventionally, in neutron noise theory, the respective noise source is
often represented as a perturbation in the respective cross-section(s). In turn, the neutron
cross-sections are usually functions of two thermo-hydraulic quantities, i.e. coolant/mo-
derator density and fuel temperature. As a result of this dependence, any perturbation
in thermo-hydraulic parameters will lead to the corresponding perturbation in cross-
sections, creating the noise source for the fluctuations in neutron density. Thus, using
a similar linear approach as in the previous case, a fluctuation in any of the cross-sections
can be written as a linear combination between two fluctuations: one in the fuel temper-
ature and another one in the coolant/moderator density. From the latter, one gets:
X(!)   hmi (!) +  hTf i (!); (5.1)
where the index “X” denotes the cross-section type and the coefficients  and  are the
corresponding node-wise derivatives of the cross-sectionswith respect to the coolant/mo-
derator density and fuel temperature, respectively, and defined as:
 =
@X
@ hmi
hTfi=const  X hmi
hTfi=const ; (5.2)
 =
@X
@ hTf i

hmi=const
 X
 hTf i

hmi=const
: (5.3)
The cross-section derivatives  and  are calculated under steady-state conditions. For
this purpose, three separate static simulations are performed using a static core simulator.
The first simulation is done at steady-state conditions, the second one with a small ho-
mogeneous perturbation in the steady-state coolant/moderator density ( hmi = 0:01 g 
cm 3 by default) for the fixed fuel temperature ( hTf i = 0 K) and the last one for a
small homogeneous perturbation in the steady-state fuel temperature ( hTf i = 40 K
by default) for the fixed coolant/moderator density ( hmi = 0 g  cm 3). The corre-
sponding changes in the cross-section weighted with the respective perturbations in the
coolant/moderator density or fuel temperature provide the required values of  and 
for each node. Again, the linear dependence of the cross-sections on thermo-hydraulic
parameters, implemented in the above calculations, is justified by the fact that only small
stationary fluctuations are considered in the present work.
The further analysis of the derived neutronic and thermo-hydaraulic noise equations
indicates that these equations describe a strongly-coupled system and thus can not be
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resolved independently. As a result, the same problem as in the static coupled calcula-
tions then arises when one tries to obtain the full solution for an entire coupled system.
Therefore, an iterative scheme where the solution is first searched separately for thermo-
hydraulic and neutronic models and then both models exchange their outputs until the
convergence is achieved, was applied. To demonstrate the main principles of the iterative
schemes as well as those of the newly-developed model, a block diagram is presented in
Fig. 5.2. In the figure, the iterative scheme for coupled noise calculations (outer iterations)
is illustrated.
Figure 5.2: Coupled dynamic (noise) calculations.
As Fig. 5.2 shows, similarly to the static iterative scheme, the present dynamic scheme
consists of two main modules. The first module, called CORE SIM TH-MODULE con-
tains the set of corresponding thermo-hydraulic noise equations (3.65), (3.75), (3.78),
(3.85), (3.90), (4.22) and is used to calculate the space-frequency distributions of the noise
in the thermo-hydraulic quantities. As an input, it requires the static distributions of all
thermo-hydraulic parameters, water tables, updated fission cross-sections and the neu-
tron noise (i.e. the noise in the power density) calculated at the previous stage and as
an output, the space-frequency distributions of the noise in the coolant/moderator den-
sity, velocity, enthalpy, pressure, temperature and fuel temperature are provided. The
second block, named as CORE SIM NK-MODULE is based on Eq. (2.55) and calcu-
lates the space-frequency distribution of the noise in the neutron density. As an input, it
needs the steady-state two-group cross-sections, static neutron densities (or fluxes) and
the neutron noise source, i.e. some perturbation(s) in the cross-sections and as an output
it gives the space-frequency distribution of the fluctuations in the neutron density and,
thus, in the reactor power density. There are also two additional small modules called -
CONVERTER and INPUT included into the dynamic iterative scheme. -CONVERTER
block incorporates Eq. (5.1) and converts the thermo-hydraulic perturbations into the
cross-section perturbations. The INPUT block serves as a storage which accepts initial
TH-perturbation(s), necessary input data, cross-section data, the static spatial distribu-
tions of the neutron densities and all thermo-hydraulic quantities. In the present model,
three types of thermo-hydraulic perturbations can be taken into consideration, i.e. a per-
turbation in the coolant inlet velocity (or flow), inlet coolant temperature and outlet pres-
sure. In practice, only these quantities can really be measured since today’s commercial
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reactors are usually only equipped with inlet temperature sensors, inlet flow meters and
outlet pressure sensors. Thus, this latter fact justifies such a specific selection of the quan-
tities being perturbed and makes the choice of any other TH-parameters inappropriate.
In addition, since only the core is actually modelled in this work, these quantities also
corresponds to the necessary boundary conditions to solve the problem. Then, assuming
that the initial perturbation is defined and the necessary input data are given, the calcu-
lation procedure of the noise in the respective quantities can be summarized as follows:
 calculation of the space-frequency distributions of the fluctuations in the coolant/
moderator density, velocity, enthalpy, temperature, pressure and fuel temperature
using CORE SIM TH-MODULEwith zero noise in the power density;
 conversion of the calculated fluctuations in the coolant/moderator density and fuel
temperature into cross-section fluctuations using -CONVERTER;
 calculation of the space-frequency distribution of the neutron noise for a given neu-
tron noise source using CORE SIM NK-MODULE;
 the obtained space-frequency distribution of the neutron noise is thereafter used as
noise in the power density (i.e. as a new fluctuating heating source) for the next
cycle of thermo-hydraulic noise calculations;
 all previous four steps are repeated until the desired convergence is reached.
The convergence criteria for the outer dynamic iterations was imposed on the noise
in some selected quantities (both neutronic (neutron densities) and thermo-hydraulic
(coolant/moderator density, velocity, enthalpy, pressure and fuel temperature)) and by
default was set to specific values, i.e. the relative change in the noise between two con-
secutive iterations should be less than those values.
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In this report, the development of a unique multi-purpose coupled neutronic/thermo-
hydraulic tool for research and education was reported. The tool can consider both criti-
cal systems and subcritical systems with an external neutron source, static cases and dy-
namic cases in the frequency domain (i.e. for stationary fluctuations). For each situation,
the three dimensional spatial distributions of static neutron fluxes, all thermo-hydraulic
quantities and their corresponding first-order neutron noise can be determined, as well
as the effective multiplication factor of the system. The tool uses as input two-group
macroscopic cross-sections, kinetic and thermo-hydraulic parameters as well as geomet-
rical details from other static commercial core simulators.
The coding was implemented inMATLAB, which makes the pre- and post-processing
of data easy, as well as the code highly portable between different operative systems
and computer platforms. The code was developed while paying careful attention to data
storage requirements and to the robustness of the algorithms. In particular, the numerical
algorithms implemented in the tool take advantage of the sparsity of the matrices, and
the MATLAB built-in linear algebra packages LAPACK and UMFPACK are extensively
used. In addition, an explicitly-restarted Arnoldi method and a power iteration method
using Wielandt’s shift were implemented to solve eigenvalue problems.
The tool is freely available on request to the authors of the present report. The tool is
distributed under a GNU General Public License (http://www.gnu.org/licenses/gpl.html).
In the present version of the computational tool, the calculation of both the neutron
density and thermo-hydraulic fields is performed. The dynamic system can be directly
defined via the fluctuations of the macroscopic cross-sections as well as via the fluctua-
tions in the actual thermal-hydraulic boundary conditions. The latter ones are expressed
in terms of core inlet coolant/moderator velocity, core inlet coolant/moderator temper-
ature and core exit coolant/moderator pressure. The present report describes both neu-
tronic and thermal-hydraulic modules as well as the coupling between them. In addi-
tion, the coupled neutronic/thermal-hydraulic tool also has the capability to determine
the closed-loop reactor transfer function of any heterogeneous core.
Further improvements on the neutronic side have already been investigated, for in-
stance via the development of a neutronic solver based on the Analytical Nodal Method
for both static and dynamic calculations [3]. Some additional improvements of the thermo-
hydraulic module such as the introduction of a Drift Flux Model or 6 equation model are
planned to be undertaken in the future. Extension to fast systems is also being investi-
gated, since rather large fluctuations have been observed in fast system-prototypes, for
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which the computational tool has a large area of application.
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