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Abstract
In this paper we investigate the relation between price impact and
trading volume for a sample of stocks listed on the New York Stock
Exchange. The parametric VAR-models that have been used in the
literature impose strong proportionality and symmetry restrictions on
the price impact of trades, although market microstructure theory pro-
vides many reasons why these restrictions would not hold. We analyze
a more flexible semiparametric partially linear specification and estab-
lish significant evidence for a nonlinear, asymmetric, increasing, and
concave relation between trading volume and both immediate and per-
sistent price impact. Moreover, we compare the price-impact functions
obtained in the partially linear model to the ones generated by the
parametric models and show that there are considerable differences.
We test the parametric specifications against the partially linear model
and show that the parametric models are rejected in favor of the semi-
parametric model. We also test the partially linear model against a
more flexible fully nonparametric specification and show that this test
does not reject the partially linear model.
Keywords: semiparametric modeling, price impact of trades, in-
frequently traded stocks, market microstructure
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Introduction
An important issue for institutional investors and other traders who have
to deal with block trades is how large trades affect market prices. Since,
in efficient markets, security prices move in response to the release of new
information, transactions cause traders and market makers to update their
beliefs and prices to be revised. Market impact reflects the change in the
security price that is caused by a trade. The relation between trading volume
and prices determines to what extent particular trading strategies such as
order splitting affect the costs of trading.
An extensive literature is available on the price impact of trades. Hasbrouck
(1991a, 1991b) shows that the persistent impact of a trade on the midprice is
larger when the spread is wide and is more significant for firms with smaller
market capitalization. Kavajecz and Odders-White (2001) analyze how the
price impact of trades depends on the information in the limit order book.
Dufour and Engle (2000), Zebedee (2001), and Spierdijk (2002) show that,
for liquid stocks, the price impact of a trade is larger and converges to its full
information value faster when subsequent trades are close together in time,
i.e. when the trading intensity is high. Spierdijk, Nijman, and Van Soest
(2002) show that the latter effect is even stronger for infrequently traded
stocks. Additionally, Spierdijk et al. (2002) establish the phenomenon of
‘overshooting’: after a trade, prices temporarily exceed the full information
price, before they mean revert to this level. Glosten and Harris (1988), Mad-
havan and Smidt (1991), and De Jong, Nijman, and Ro¨ell (1996) allow prices
to depend linearly on trading volume and measure the impact of trades on
transaction prices.
Although the majority of models for prices are linear in trading volume, sev-
eral empirical studies investigate the existence of nonlinearities. Hasbrouck
(1991a, 1991b) investigates nonlinearities in the impact of trades on mid-
prices using a VAR-model. He establishes an increasing and concave relation
between price impact and order flow for several stocks traded on the New
York Stock Exchange (NYSE). Hausman, Lo, and McKinlay (1992) use a
Box-Cox transformation of trading volume as explanatory variable in an
ordered probit-analysis of discrete price changes. They apply the model to
several stocks listed on the NYSE and show that the impact of trades on
midprices is increasing in trading volume, in a nonlinear fashion that differs
from stock to stock. Kempf and Korn (1999) establish a nonlinear, increas-
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ing, and concave relation between trading volume and prices of German
futures, using neural networks. De Jong, Nijman, and Ro¨ell (1995) use data
on French stocks traded on the Paris Bourse and SEAQ International and
find that transaction prices are affected by trading volume in a nonlinear
way.
This paper extends the existing literature in several ways. We investigate
the relation between price impact and trading volume for a sample of infre-
quently traded stocks listed on the New York Stock Exchange. We show that
the commonly used parametric VAR-models as introduced by Hasbrouck
(1991a, 1991b) impose strong proportionality and symmetry restrictions on
the price impact of trades, although market microstructure theory provides
many reasons why these restrictions would not hold. We analyze the less
restrictive semiparametric partially linear model of Engle, Granger, Rice,
and Weiss (1986) and Robinson (1988a, 1988b) and establish significant evi-
dence for a nonlinear, asymmetric, increasing, and concave relation between
trading volume and both immediate and persistent price impact. Moreover,
we compare the relation between price impact and order size obtained in
the partially linear model to the price-order flow relation generated by some
commonly used parametric VAR-models and show that there are consider-
able differences. In contrast to the partially linear model, the parametric
models do not capture the nonlinearities in the price-order flow relation. We
use the approach of Whang and Andrews (1993) to test the model spec-
ification and reject the parametric specifications in favor of the partially
linear model. We also test the partially linear model against a more flexible
fully nonparametric specification and show that this test does not reject the
partially linear model.
The setup of this paper is as follows. Section I reviews several theoretical
models of market microstructure that predict a nonlinear or asymmetric
relation between prices and order flow. Section II introduces the data that
are used in this paper. Section III discusses some properties of parametric
VAR-models. In Section IV a partial linear specification is used to model
the relation between trading volume and midprices. Section V focuses on the
immediate and persistent impact of a trade on midprices and the relation
to trading volume. Section VI investigates the temporary effects that trades
have on prices. Finally, Section VII summarizes and concludes.
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I Explanations for nonlinearities and asymmetries
in the price-order flow relation
Various models predict a nonlinear price-order flow relation; for example
models of reputation (Seppi (1990)), stealth trading (Barclay and Warner
(1993)), counter party search (Keim and Madhavan (1996)), and bullish-
bearish information (Dridi and Germain (2000)).
Seppi (1990) distinguishes market orders and block trades. While market
orders are submitted anonymously to the market, dealers know the identity
of the institution that initiates a block trade. This allows the dealer and the
institution to enter into additional commitments apart from agreeing on the
price and the quantity. The particular commitment examined in Seppi (1990)
is one of ‘no bagging’, which prohibits subsequent trading by the institution.
When an institution is uninformed, postponing a trade until the previous
trade has been completely executed is not much of a concession. However,
when an institution does possess private information, they want to benefit
from that and will therefore be less willing to wait with trading. Therefore,
when the dealer and the institution agree on ‘no bagging’, the institution
releases the signal that it is most likely uninformed. Such a commitment
affects the information content of a trade, and, consequently, it influences
the price impact of the trade. This implies that block trades and market
orders have different impact on prices. Since block trades are usually larger
than market orders, this results in a nonlinear price-order flow relation.
A different explanation for a nonlinear price-order flow relation is given by
Barclay and Warner (1993). Using a sample of firms listed on the NYSE,
the authors show that most of a stock’s cumulative price change takes place
on medium-size trades, which supports the ‘stealth-trading’ hypothesis that
privately informed traders concentrate their trades in medium sizes. Since
medium-size trades are associated to informed trading, larger trades add
relatively little additional information. This results in a concave price-order
flow relation. More evidence for the stealth-trading hypothesis is found in
Chakravarty (2001).
Keim and Madhavan (1996) model the phenomenon of an upstairs market,
where large (block) trades are processed through a search-brokerage mech-
anism. That is, first an intermediary or broker identifies counter parties to
trade, after which the order is sent to the downstairs market for final ex-
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ecution. By contrast, smaller trades are directly routed to the downstairs
market, where market makers, floor traders, and limit orders provide liq-
uidity on demand. The authors show that spreading the order among more
traders − this is what happens at the upstairs market − lowers the liquid-
ity costs. Since the number of counter parties found by the block broker
increases with trading volume, the temporary price impact of a block trade
is a nonlinear function of order size.
Dridi and Germain (2000) proceed in a different way and model a financial
market where informed traders receive a signal that perfectly reveals the sign
of the difference between the liquidation value of the asset and its true value,
but not the exact value of this difference. This type of information is called
bullish or bearish. By endowing informed traders with a buy or sell signal
only, the authors deviate from the assumptions made in the model of, for
instance, Kyle (1985). Dridi and Germain (2000) show that the assumption
of bullish and bearish information has a large impact on prices. They find
that the optimal trading strategies for the informed traders in equilibrium
are not linear and that, consequently, the price impact of trades is a nonlinear
function of trading volume.
Another part of the literature is devoted to the explanation of asymmetries in
the price-order flow relation. Although the empirical analysis of Kempf and
Korn (1999) does not lead to any evidence that buys have more persistent
impact on prices than sells, Karpoff (1988), Madhavan and Smidt (1991),
and Chan and Lakonishok (1993) find that buy orders are more informative
than sell orders and thus have larger persistent impact on prices. Chan and
Lakonishok (1993) provide an institutional explanation for this phenomenon.
They put forward that there may be several liquidity-motivated reasons why
institutional investors decide to sell a stock. Therefore, selling a stock does
not necessarily have to convey negative information. However, buying a stock
is likely to convey favorable firm-specific news. This institutional explanation
has been formalized by Saar (2001).
A very different issue is put forward by Huberman and Stanzl (2001). They
show that, when the price impact of trades is time stationary, the ’no quasi-
arbitrage’ requirement is only satisfied when the permanent price impact of
trades depends linearly on trading volume. The intuition is that, when trade
size affects prices in a nonlinear way, certain self-financing trading strate-
gies based on buying large amounts of stocks first and selling small amounts
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later (or vice versa) lead to quasi-arbitrage. That is, these strategies yield
infinite profits with infinite Sharpe-ratios because of the nonlinearity. Us-
ing the same arguments, the no-arbitrage condition rules out asymmetric
impact of buys and sells on prices. The empirical evidence for a nonlin-
ear relation between trading volume and price impact found in Hasbrouck
(1991a, 1991b), Hausman, Lo, and McKinlay (1992), and Kempf and Korn
(1999) would indicate the existence of arbitrage possibilities in the frame-
work of Huberman and Stanzl (2001). If transaction costs would outweigh
the gains derived from quasi-arbitrage strategies, this could justify a nonlin-
ear relation between trading volume and price impact. However, Huberman
and Stanzl (2001) establish quasi-arbitrage possibilities even in the presence
of transaction costs. Empirical evidence that the price impact depends non-
linearly on trade size implies that transaction costs are larger than assumed
in Huberman and Stanzl (2001) or that other assumptions made in the latter
paper do not reflect reality.
II The data
We analyze a sample of stocks listed on the NYSE, taken from the Trade and
Quote (TAQ) database. After ordering all NYSE stocks from least actively
traded (decile one) to most actively traded (decile ten), we focus on stocks
in liquidity decile 4. Since the semiparametric approach that we will follow
requires a large number observations to achieve enough accuracy, we restrict
the analysis to less frequently traded stocks taken from the fourth liquidity
decile and do not consider stocks from the lower deciles. The results in
Spierdijk et al. (2002) suggest that stocks in decile two and four have very
similar behavior with respect to the price impact of trades, which further
motivates the restriction to the fourth liquidity decile. We report results
for a random subsample of the stocks in decile 4 and discuss in detail the
results for the ‘representative stock’ of this decile (cf. Engle and Patton
(2001)) which is the stock Commercial Intertech. The names of the five
stocks considered in this paper are given in Table I.
On the NYSE the market starts at 9.30 AM with a call auction, while the
remaining market is a continuous auction that ends each day at 4.00 PM.
We remove all trades before 9.30 AM and after 4.00 PM. Moreover, we also
delete trades that take place before the first quotes of the day are posted.
5
For each trade in every stock the following associated characteristics are
recorded: transaction price pt and unsigned trading volume |yt|, where t in-
dexes subsequent transactions (i.e. t indexes ‘transaction time’). To each
trade we also associate a prevailing bid and ask quote, denoted by qbt and
qat . To obtain the prevailing quotes we use the ‘five-seconds rule’ by Lee and
Ready (1991) which associates each trade to the quote posted at least five
seconds before the trade, since quotes can be posted more quickly than trades
are recorded. The five-second rule solves the problem of potential mismatch-
ing. On the basis of the prevailing quotes the prevailing midprice is obtained
as mt = (q
b
t + q
a
t )/2. The log return over the prevailing and subsequent mid-
price is expressed in basis points (bp) and denoted by rt = log(mt+1/mt).
The overnight returns are included in sample. We deal with dividend pay-
ments by deleting the first return in which the dividend payment is incor-
porated.
Since the transaction data provided by NYSE are not classified according
to the nature of a trade (buy or sell), we use the Lee and Ready (1991)
‘midquote rule’ to classify a trade. With this rule, the prevailing midprice
corresponding to a trade is used to decide whether a trade is a buy, a sell, or
undecided. If the transaction price is lower (higher) than the midprice, it is
viewed as a sell (buy). If the price is exactly at the midprice, its nature (buy
or sell) remains undecided. To each trade we associate a trade indicator y0t
which indicates the nature of the trade: 1 (buy), −1 (sell), or 0 (undecided).
In combination with unsigned trading volume |yt| that is associated to each
trade, we construct signed trading volume yt and signed log trading volume
vt.
It sometimes occurs that multiple trades take place at the same second.
We follow Engle and Russell (1998) and treat multiple transactions at the
same time as one single transaction and aggregate their trading volume and
average their prices.
To get an idea of the sample properties of the data, we present an explorative
data analysis. Table I shows some sample statistics (sample mean, median,
and quantiles) of the trade characteristics of the stocks under consideration.
Stocks in liquidity decile 4 are traded every 13-20 minutes (20-31 times
a day). Moreover, the 5% sample quantile of trading volume varies from
−3, 000 to −1, 000 shares and the 95% sample quantile lies between 1,000
and 2,500 shares.
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Figure 1 displays the result of a simple (univariate) nonparametric kernel
regression of midprice returns on trading volume, where we have kept trade
size between its 5% and 95% sample quantile. A 95% point-wise confidence
interval, based on the asymptotic distribution of the kernel estimator (as
given in expression (B.11)), is also included. Figure 1 provides preliminary
evidence for a nonlinear relation between returns and order flow.
III Properties of VAR-models for returns and trade
size
By far the most popular model that is used in the literature to describe the
dynamics between trading volume and prices is the VAR-model proposed by
Hasbrouck (1991a, 1991b). Versions of the VAR-model have subsequently
been used by Dufour and Engle (2000), Zebedee (2001), Spierdijk (2002),
and Spierdijk et al. (2002), among many others. In this section we will
show that the parametric VAR-models impose strong proportionality and
symmetry restrictions on the price impact of trades, which are not grounded
in theory as we have seen in Section I. In Section IV we will show how the
validity of the restrictions can be tested and how they can be avoided.
Consider a simple, bivariate VAR-model for returns (rt)t and signed trading
volume (yt)t defined in terms of the lag-operator as(
a(L) b(L)
c(L) d(L)
)(
rt
yt
)
=
(
a0
b0
)
+
(
ηt,1
ηt,2
)
, (1)
with (ηt,1)t and (ηt,2)t mean-zero disturbances that are jointly and serially
uncorrelated. We measure the price impact of trades by means of the cu-
mulative impulse response function, cf. Hasbrouck (1991a, 1991b). Given a
certain history of returns and trading volume up to time τt, the cumulative
impulse response function at time τt+k corresponding to an unexpected buy
of M shares at time τt is defined as
αt+k|t(M) = IEt−1(rt + . . .+ rt+k | ηt,2 =M)− IEt−1(rt + . . .+ rt+k).
(2)
Hence, the cumulative impulse response function represents the expected
price impact of an unexpected trade, relative to the expected price impact
conditional on the history only. See, for instance, Koop, Pesaran, and Potter
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(1996). Kraus and Stoll (1972) and Hasbrouck (1991a, 1991b) point out that
the persistent price impact of an unexpected trade is naturally interpreted
as the information content of the trade. The persistent impact is obtained
for k →∞ in expression (2). In Appendix A we show that the price-impact
functions corresponding to trades of different volumes are proportional to
trading volume; i.e.
αt+k|t(M1)
αt+k|t(M2)
=
M1
M2
(3)
for any t, k. This implies that there is a linear relation between volume
and prices in the bivariate VAR-model. We also show that the price impact
of buys and sells obtained in the bivariate VAR-model is symmetric. This
means that the magnitude of the impact of unexpected buys and sells of size
is the same; i.e.
αt+k|t(M) = −αt+k|t(−M). (4)
When we replace signed trading volume yt by signed log trading volume vt in
the bivariate VAR-model, we get the log-linear VAR-model as proposed by
Spierdijk (2002). The impulse response functions generated by the log-linear
VAR-model are also symmetric. Moreover, the impulse response functions
in the log-linear VAR-model are proportional to log trade size ; i.e. for any
t, k
αt+k|t(M1)
αt+k|t(M2)
=
logM1
logM2
. (5)
Thus, the linear and log-linear VAR-models impose on two strong restric-
tions on price-impact functions: (log-) proportionality and symmetry. With
respect to (log-) proportionality, this property determines the relation be-
tween price impact and trading volume and implies a (log) linearity of the
price-order flow relation. However, in Section I we showed that there are var-
ious theoretical models predicting a complicated, nonlinear price-order flow
relation, suggesting that it may be too restrictive to use a simple parametric
specification for this relation. Regarding the symmetric impact of buys and
sells, the literature suggests that this assumption may be too restrictive as
we explained in Section I.
One way to make the bivariate VAR-model more flexible, is to include addi-
tional variables in its specification. The bivariate VAR-model has been ex-
tended in several ways. The extended linear VAR-model proposed by Has-
brouck (1991a) is a three-dimensional VAR-model for returns, trade sign,
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and signed trading volume. Since small trades already have considerable
price impact, the inclusion of trade sign in addition to signed trading vol-
ume helps to make the estimated price impact of these trades more accu-
rate. The quadratic VAR-model, see Hasbrouck (1991a, 1991b), is a four-
dimensional VAR-model for returns, trade sign, signed trading volume, and
signed squared trading volume and is used by Hasbrouck (1991a, 1991b) to
pick up any nonlinear effects in the price-order flow relation. Although the
extended linear and the quadratic VAR-model do not have the proportion-
ality property, the parametric structure of these models determines a priori
the relation between price impact and trading volume. Moreover, the im-
pulse response functions generated by the extended linear and the quadratic
VAR-models are symmetric in trading volume.
IV A semilinear model for returns and trading
volume
In Section I we provided some explanations for a nonlinear relation between
price impact and trading volume. Moreover, we explained in Section III that
some commonly used parametric VAR-models impose strong assumptions on
the way volume affects prices, such as proportionality and symmetry. In this
section we will use a more flexible semiparametric specification to allow for
more complicated price-order flow relations.
The model that we use in this section is based upon the partially linear
model introduced by Engle, Granger, Rice, and Weiss (1986) and Robinson
(1988a, 1988b). The partially linear model is a semiparametric model, since
the conditional mean of the dependent variable consists of both a paramet-
ric and a nonparametric part. In our setting, trading volume is allowed to
affect returns in a nonlinear way, while lagged returns linearly affect current
returns. Moreover, since we are not only be interested in immediate price
effects but also in long-term price impact, we have to endogenize trading
volume. We will use a partially linear model for trading volume as well, in
which past returns and past trading volume affect current trading volume in
a possibly nonlinear fashion. Furthermore, we will test the partially linear
model against a wide range of alternative specifications, such as fully para-
metric and fully nonparametric models. For more details on estimation and
testing of the partially linear model, we refer to Appendix B.
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For notational convenience we write
zt−1 = (vt−1, . . . , vt−m)
′ and xt−1 = (rt−1, . . . , rt−m)
′. (6)
For returns, the partially linear model is specified as
rt = β
′
1xt−1 + f1(vt, zt−1) + εt,1, IE(εt,1 | xt−1, vt, zt−1) = 0. (7)
where β1 is an (m× 1) vector of parameters and f1(·) an unknown function.
To model trading volume, we specify
vt = β
′
2xt−1 + f2(zt−1) + εt,2, IE(εt,2 | xt−1, zt−1) = 0. (8)
where β2 is an (m × 1) vector of parameters and f2(·) an unknown func-
tion. Lagged returns appear linearly in the parametric part of equations (7)
and (8). Contemporaneous and lagged trading volume, however, are in the
nonparametric part of these specifications.
We compare the partially linear model to some commonly used parametric
models that where introduced in Section III: the extended linear, the log-
linear, and the quadratic VAR-model.
Estimation results
We consider the partially linear model for returns on the midprice as defined
in equation (7). Following Hasbrouck (1991a, 1991b), we impose a low order
on the recursive structure in the model (m = 5) which we estimate as
explained in Appendix B. Point estimates and standard errors based on the
procedure proposed by White (1980) for all five stocks are given in Table II.
To get an idea of the impact of trade size on returns, we consider the function
f1(·) for the representative stock Commercial Intertech. Figure 2 shows a
plot of the estimate fˆn,1 of f1(·) as a function of its first argument; i.e. of
vt −→ fˆn,1(vt, . . . , vt−m), (9)
with the values of vt−1, . . . , vt−m set equal to the sample mean of signed
trading volume1. Clearly, fˆn,1(·) is an increasing and concave2 function of
its first argument.
We start with equation (7) and do several tests proposed by Whang and An-
drews (1993) for which the corresponding p-values are reported in Table III.
For an explanation of the testing procedure of Whang and Andrews (1993),
see Appendix B. We start with testing the semilinear model against a fully
nonparametric specification. For all stocks apart from F&M National, the
10
partially linear model is not rejected at a 5% level. For F&M National the
semiparametric model is rejected at a 5% level, but the p-value of 0.0446 in-
dicates that there is only limited evidence against the partially linear model.
Furthermore, we test the log-linear, extended linear, and quadratic specifica-
tions − which are special cases of equation (7) as pointed out in Section III
− against the partially linear model for all stocks under consideration. We
reject at every reasonable significance level the null hypothesis that the
parametric models are true. Subsequently, we test for autocorrelation in the
disturbances (of the form (B.22)). For all five stocks the null of no autocorre-
lation in the disturbances of the return equation is not rejected at a 5% level.
Finally, we use the test procedure of Whang and Andrews (1993) to detect
conditional heteroskedasticity (of the form given in expression (B.25)). The
null hypothesis of homoskedastic disturbances in the return equation (7) is
rejected at a 5% significance level for Franklin Convey only. For this stock
we assume that Var (εt,1 | vt, . . . , vt−m) = g(vt, . . . , vt−m), since the Whang
and Andrews (1993) test shows that there is no significant evidence for het-
eroskedasticity with respect to lagged returns. We estimate the function g(·)
by means of a kernel regression of ε2t,1 on vt, . . . , vt−m.
To get a first impression of the relation between lagged trading volume and
contemporaneous trading volume for the representative stocks Commercial
Intertech, Figure 3 displays the results of a simple univariate kernel regres-
sion of lagged log trading volume on contemporaneous log trading volume
(where we have kept trading volume between the 5% and 95% sample quan-
tile). A 95% point-wise confidence interval is also given. Figure 3 provides
preliminary evidence for a nonlinear relation between log trading volume and
lagged log trading volume. Subsequently, we consider the model for trading
volume as defined in expression (8), which we truncate at lag m = 5. The es-
timation results for the model given in equation (8) are reported in Table II.
The function
vt−1 −→ fˆn,2(vt−1, . . . , vt−m), (10)
with the values of vt−2, . . . , vt−m set equal to the sample mean of signed
trading volume yields a plot that is very similar to that in Figure 3 and
is therefore not displayed. The Whang and Andrews (1993) test results are
given in Table III and show that, for all five stocks under consideration,
there is no significant evidence against the partially linear structure as-
sumed in (8). However, the null hypothesis of homoskedastic disturbances
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(εt,2)t in equation (8) is rejected at a 5% level for C&D Technology and
Xtra Company. For these stocks, we proceed as before. We assume that
Var (εt,2 | vt−1, . . . , vt−m) = h(vt−1, . . . , vt−m) (again the results of the
Whang and Andrews (1993) test show that there is no significant evidence
for heteroskedasticity with respect to lagged returns) and we estimate h(·)
in the usual way.
To estimate the price-impact functions, we need random values of the dis-
turbances (εt,1)t and (εt,2)t as we will point out in Section V. We assume
that the disturbances are independent and identically distributed. We do not
impose any parametric assumptions on the distribution of the disturbances
and will draw from the empirical distribution of the residuals.
V Immediate and persistent price impact and trade
size
In this section we investigate the expected long-term and short-term price
impact and the relation to trading volume.
To estimate the expected price impact of a trade, we use the impulse re-
sponse function as defined in expression (2). Since the partially linear model
is nonlinear in trading volume, we need the distribution of the disturbances
(εt)t = (εt,1, εt,2)
′
t in equations (7) and (8) to estimate the impulse response
function by means of simulation. We follow the approach of Hasbrouck
(1991b) and assume that − given the test results obtained in Section IV −
the disturbances are independent and identically distributed. Under this as-
sumption it is possible to estimate the impulse response function by means
of simulation. We jointly simulate paths of returns and trading volumes
following an unexpected trade of M shares at time τ0, using the specifica-
tion given in equations (7) and (8). For each path of returns, say (rt)t for
t = 0, . . . , k, we compute the corresponding cumulative midprice returns.
Finally, we average the midprice changes over all N = 10, 000 simulations
to obtain the expected price impact. Appendix C explains in more detail
how we simulate paths of returns and trading volumes and how we estimate
impulse response functions in the partially linear model.
The market-impact curve
To gain more insight in the relation between price impact and trading vol-
ume, we consider the market-impact curve. This curve is defined as the
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expected price impact of a trade (at a certain moment in time) as a func-
tion of unexpected trading volume, where we keep signed trading volume
between the 5% and 95% sample quantiles of trade size. Note the difference
between the impulse response function and the market-impact curve. The
impulse response function is the expected price impact as a function of time
for fixed initial trading volume, while the market-impact curve reflects the
expected price impact as a function of the size of the initial trading volume,
at a fixed moment in time.
We use the method of Appendix C to derive the market-impact curve from
the impulse response functions at different moments in time: directly af-
ter the trade (immediate price impact) and in the long-run when the new
efficient price has been reached (persistent price impact). As explained by
Kraus and Stoll (1972) and Hasbrouck (1991a, 1991b), the permanent im-
pact of a trade on prices reflects the change in the perception of the market
maker due to the information contained in the initial trade. The difference
between the persistent and the immediate price impact reflects temporary
price movements caused by liquidity effects or lagged adjustment of prices to
information. The market-impact curves for Commercial Intertech are shown
in Figure 4.
The market-impact curves in Figure 4, together with the results in Tables IV
and V, show that there is an increasing and concave relation between (im-
mediate and persistent) price impact and trading volume. Tables IV and
V are based on the market-impact curves and report the immediate and
persistent price impact of buys and sells of different sizes for all five stocks
under consideration (see the rows indicated by the abbreviation ‘PL’ that
stands for ‘partially linear’) and show a similar increasing and concave rela-
tion between immediate and persistent price impact and order flow for the
other stocks of the sample. This result is in line with the findings of Has-
brouck (1991a, 1991b), Hausman et al. (1992), and Kempf and Korn (1999).
Since we establish an increasing and concave relation between the informa-
tion content of a trade and the size of the trade, this provides evidence for
the stealth-trading hypothesis of Barclay and Warner(1993) as discussed in
Section I. The concave shape of the market-impact curves shows that trades
of medium size contain relatively much information, suggesting that these
trades have been initiated by informed traders. This is exactly the stealth-
hypothesis as formulated by Barclay and Warner (1993).
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The concavity of the market-impact curves shows that the immediate and
persistent price impact are not proportional to trade size. Moreover, the
price impact is not proportional to log trade size either. When we compare
the market-impact curves generated by the partially linear model to those
obtained in some commonly used parametric models, we find − in line with
the test results obtained in Section IV − considerable differences. Figure 5
shows the market-impact curve for the representative stock Commercial In-
tertech in four different models: the partially linear model, the log-linear,
the extended linear, and the quadratic VAR-model (see Section III). The
quadratic VAR-model is used by Hasbrouck (1991a, 1991b) to pick up any
nonlinear effects in the price-order flow relation. However, Figure 5 shows
that the market-impact curve corresponding to the quadratic model dif-
fers considerably from the partially linear model. This suggests that the
quadratic terms do not pick up well the nonlinearities that are reflected in
the market-impact curve of the semiparametric model. The market-impact
curve of the log-linear model also differs from the partially linear model.
Tables IV and V report the immediate and persistent price impact of trades
of different sizes in the log-linear VAR-model (indicated in Tables IV and
V by the abbreviation ‘LL’), the extended linear VAR-model (abbreviated
as ‘EL’) and in the quadratic VAR-model (abbreviated as ‘Q’). From these
tables we see that the fully parametric models suffer from misspecification
with respect to the relation between trading volume and returns. The largest
differences are found for the representative stock Commercia Intertech. The
difference between the partially linear and the log-linear model can amount
as much as 34% (2,000 shares) for the immediate impact and 22% for the per-
sistent impact (1,600 shares)3. The differences between the partially linear
model and the extended linear VAR-model are even larger, 46% (immedi-
ate impact, 800 shares) and 35% (persistent impact, 1,600 shares). Finally,
the largest differences with respect to the quadratic VAR-model are 43%
(immediate impact, 800 shares) and 30% (persistent impact, 800 shares).
Another important issue is the possible difference in persistent price impact
between large buy and sell transactions. As explained in Section III, the
parametric VAR-models yield symmetric impulse response functions, while
the partially linear model allows for asymmetric impact of buys and sells on
prices. We test the hypothesis of symmetry (explicitly given in expression
(B.20)) using the approach of Whang and Andrews (1993). The null hypoth-
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esis of symmetry is not rejected at a 5% level for Franklin Covey and Xtra
Company; see Table III for the test results. We find significant evidence for
asymmetric effects of buys and sells on prices for the remaining stocks C&D
Technology, F&M National, and Commercial Intertech. However, Table V
does not provide much evidence for the Chan and Lakonishok (1993) hy-
pothesis (see Section I) that buys have larger persistent impact on prices
than sells, since this is only the case for Commercial Intertech.
VI Temporary price effects and trade size
To gain more insight in the price adjustment process and the temporary
price effects, this section investigates the expected price impact of a trade
as a function of time.
Using the method explained in Appendix C we compute impulse response
functions corresponding to trades of different volume and focus on the im-
pact of trading volume on both immediate and persistent price impact over
time. The impulse response functions corresponding to unexpected buys of
2,000, 1,200, 800, and 400 shares of Commercial Intertech are given in Fig-
ure 6. The impulse response functions for unexpected sells of the same size
are shown in Figure 7.
In Section V we established a nonlinear relation between trading volume and
both immediate and persistent price impact. The impulse response functions
for the representative stock Commercial Intertech shown in Figures 6 and
7 show once more that there is a complicated, nonlinear price-order flow
relation, since they are not (log-) proportional to trading volume.
Moreover, we compare the impulse response functions obtained in the par-
tially linear model to the ones generated by the log-linear, the extended
linear, and the quadratic VAR-model discussed in Section III, see Figure 8.
This plot show the impulse response functions corresponding to a relatively
large trade (1,800 shares; corresponding to the 95% sample quantile of trade
size) in each of the four models, for the representative stock Commercial
Intertech. We see that not only the market-impact curves in the partially
linear model differ from those obtained in the parametric VAR-specifications
as we showed in Section V, also the price impact over time is different. For
the other stocks we find similar results.
In Section V we concluded that the partially linear model is flexible enough
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to capture complicated price-order flow relations and we now see that it
can also deal with complicated price movements over time. Clearly, a fully
nonparametric model is even more flexible than the semiparametric partially
linear model. The fact that the partially linear model is flexible enough for
the data at hand is illustrated by the comparison to the fully nonparametric
model. The tests of Whang and Andrews (1993) show that the semilinear
model cannot be rejected in favor of the fully nonparametric model at a
5% level for all stocks under consideration (see Table III). Furthermore, the
impulse response functions generated by a fully nonparametric model are
very close to those generated by the partially linear model, which is in line
with the test results.
The overshooting effect
From the impulse response functions of the representative stock Commercial
Intertech in Figures 6 and 7 we see that the price-impact function ‘over-
shoots’ or ‘mean reverts’. This means that, after the buy, prices temporar-
ily exceed the full information level, before they mean revert to this level.
For sells we find a similar effect. The overshooting effect has also been es-
tablished for infrequently traded stocks in the parametric VAR-model for
returns, bid-ask spread, and trade sign in Spierdijk et al. (2002). In the
parametric VAR-model used in latter paper, the overshooting effect − as
the maximum over the adjustment path of the midprice minus its long-run
equilibrium level − is generally larger than in the partially linear model.
This can be explained by the fact that the model in Spierdijk et al. (2002)
also condition on the bid-ask spread and the trading intensity to which the
overshooting effect is strongly related.
Spierdijk et al. (2002) provide several explanations for the phenomenon of
overshooting, such as order imbalances in the limit-order book, inventory
effects, asymmetric information and the monopoly position of the market
maker. However, since Spierdijk et al. (2002) model trade sign and not trad-
ing volume, they do not determine the relation between the size of the trade
and the degree of overshooting. When we related the degree of overshooting
to trade size, we find that there is a positive, approximately concave rela-
tion between overshooting and trade size. The positive relation between the
overshooting effect and the size of the trade is consistent with the possible
explanations of the overshooting effect as given in Spierdijk et al. (2002).
Large trades will lead to larger imbalances in the limit-order book, which are
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likely to cause more overshooting. Similarly, large trades are associated with
larger inventory imbalances which are also likely cause more mean reversion
in prices. The positive relation between trading volume and overshooting al-
lows us to gain more insight in the role of asymmetric information − another
possible explanation for the overshooting effect as pointed out in Spierdijk
et al. (2002). In Easley and O’Hara (1987) it is put forward that the risk of
informed trading is higher for large trades. Consequently, they demonstrate
that information affects the price-quantity relationship in a complicated way,
since both the size and the sequence of trades determine this relation in a sit-
uation of asymmetric information and event uncertainty. For example, when
a large block buy takes place, the market maker increases his price for the
next small trade. He does this because the large buy changes his perception
of the risk of informed trading, which he considers to be higher. When more
small trades follow, the market maker adjusts his perception on the risk of
informed trading downwards, which leads to a partial recovery of prices. In
this case, informational effects lead to overshooting and the overshooting
effect increases with the volume of the block trade. See also Kraus and Stoll
(1972) and Dann, Mayers, and Raab (1977) who find overshooting caused
by block trades in their empirical analysis. Although the above argument
of asymmetric information would equally well be applicable for frequently
traded stocks, our empirical results show that prices of these stocks do not
overshoot after a large trade. The risk of informed trading is larger for in-
frequently traded stocks than for frequently traded stocks (cf. Easley et al.
(1996)), hence large trades in infrequently traded stocks will generally have
more impact on the perception of the market maker than large trades in
frequently traded stocks. This suggests that for frequently traded stocks the
adjustments in perception are too small to lead to visible overshooting.
VII Conclusions
In this paper we investigated the relation between price impact and trading
volume. The parametric VAR-models that have been used in the literature
starting with Hasbrouck (1991a, 1991b) impose strong proportionality and
symmetry restrictions on the price impact of trades, although market mi-
crostructure theory provides many reasons why these restrictions would not
hold. We analyzed a more flexible semiparametric partially linear model of
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Engle, Granger, Rice, and Weiss (1986) and applied the model to a sample
of infrequently traded stocks listed on the NYSE in the year 1999. We es-
tablished significant evidence for a nonlinear, asymmetric, increasing, and
concave relation between trading volume and both immediate and persis-
tent price impact. Moreover, we compared the relation between price impact
and order size obtained in the partially linear model to the price-order flow
relation generated by some commonly used parametric VAR-models and
showed that there are considerable differences. In contrast to the partially
linear model, the parametric models do not capture the nonlinearities in
the price-order flow relation. We used the approach of Whang and Andrews
(1993) to test the semiparametric specification and showed that the para-
metric models are rejected in favor of the partially linear model. We also
tested the partially linear model against a more flexible fully nonparametric
specification, but this test did not reject the partially linear model for the
stocks under consideration.
The nonlinear, increasing, and concave price-order flow relation for order
splitting can be explained in several ways (see for instance Seppi (1990),
Barclay and Warner (1993), Keim and Madhavan (1996), and Dridi and
Germain (2000)), but it implies that order splitting on the basis of price
impact leads to an increase in the costs of trading. This suggests that, for
order splitting, other costs such as temporary market impact and opportu-
nity costs should be taken into account as well. This is left as an important
topic for further research.
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A Properties of parametric VAR-models for re-
turns and trading volume
In this appendix we focus on some important properties of parametric VAR-
models.
Consider a bivariate VAR-model for returns (rt)t and signed trading volume
(yt)t, which we specify in terms of the lag-polynomial L as(
a(L) b(L)
c(L) d(L)
)(
rt
yt
)
=
(
a0
b0
)
+
(
ηt,1
ηt,2
)
, (A.1)
where
IEηt,i = IEηt,iηs,i = 0 [t 6= s; i = 1, 2];
IEηt,1ηs,2 = 0.
We are interested in the properties of the linear VAR-model defined in equa-
tion (A.1) regarding the price impact of trades. We measure the price im-
pact of trades by means of the cumulative impulse response function, cf.
Hasbrouck (1991a, 1991b). Given a certain history of returns and trading
volume up to time τt, the cumulative impulse response function at time τt+k
corresponding to an unexpected buy of M shares at time τt is defined as
αt+k|t(M) = IEt−1(rt + . . .+ rt+k | ηt,2 =M)− IEt−1(rt + . . .+ rt+k).
(A.2)
Hence, the cumulative impulse response function represents the expected
price impact of an unexpected trade, relative to the expected price impact
conditional on the history only. See, for instance, Koop, Pesaran, and Potter
(1996). Kraus and Stoll (1972) and Hasbrouck (1991a, 1991b) point out that
the persistent price impact of an unexpected trade is naturally interpreted as
the information content of the trade. The persistent impact is obtained for
k →∞ in expression (A.2). When we rewrite the VAR-model in expression
(A.1) as a vector moving average, we obtain(
rt
yt
)
=
(
a∗(L) b∗(L)
c∗(L) d∗(L)
)[( a0
b0
)
+
(
ηt,1
ηt,2
)]
. (A.3)
Let βj denote the coefficient of L
j in the polynomial b∗(L). Equation (A.3)
shows that, at time τt+k, the impulse response function corresponding to an
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unexpected trade of size M initiated at time τt equals
αt+k|t(M) =M
k∑
j=0
βj . (A.4)
The persistent price impact, obtained for k →∞, yields α(M) = b∗(1)M as
long-term impulse response.
From expression (A.4) we can derive some important properties of the im-
pulse response function. Firstly, the price-impact functions corresponding to
trades of different volumes are proportional; i.e.
αt+k|t(M1)
αt+k|t(M2)
=
M1
M2
(A.5)
for any t, k. This implies that there is a linear relation between volume and
prices in the VAR-model of equation (A.1). Secondly, the price impact of
buys and sells is symmetric. This means that the magnitude of the impact
of unexpected buys and sells of size is the same; i.e.
αt+k|t(M) = −αt+k|t(−M). (A.6)
B The partially linear model
The model that is used to specify the possibly nonlinear relation between
prices and trading volume is the partially linear or semilinear model, in-
troduced by Engle, Granger, Rice, and Weiss (1986) and Robinson (1988a,
1988b) and will be discussed in this appendix.
The partially linear model is a semiparametric model, since the conditional
mean of the dependent variable y consists of both a parametric and a non-
parametric part. The parametric part is a linear transformation of a vector
of explanatory variables x of dimension k. The nonparametric part is formed
by a transformation of another vector of explanatory variables, say z, that
has dimension ℓ. Thus,
yt = β
′xt + f(zt) + εt, IE(εt | xt, zt) = 0 [t = 1, . . . , n], (B.1)
where β denotes a (k×1) vector of parameters and f(·) an unknown function.
Note that, to ensure identification, β should not contain an intercept. For
the same reason xt and zt should not have any variables in common. In
this paper the variable zt is a vector (lagged) trading volumes, which may
nonlinearly affect returns.
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The coefficient β in the partially linear model is estimated by means of
two kernel regressions. A kernel regression of yt on zt is used to estimate
IE(yt | zt) and a kernel regression of xt on zt is used to estimate IE(xt | zt).
Finally, β is estimated from the model
yt − IE(yt | zt) = β′(xt − IE(xt | zt)) + εt, (B.2)
which is implied by the initial model given in expression (B.1). To estimate
(B.2) by means of OLS, IE(yt | zt) and IE(xt | zt) are replaced by the corre-
sponding kernel estimates IEn(yt | zt) and IEn(xt | zt), respectively. Despite
the nonparametric estimation stage that precedes the computation of the
OLS-estimator, the estimation errors do not affect the asymptotic distribu-
tion of the OLS-estimator βˆn and, under appropriate regularity conditions,
the asymptotic distribution of βˆn is
√
n(βˆn − β) d−→ N (0, A−1BA−1), (B.3)
where
A = IE[(xt − IE(xt | zt))(xt − IE(xt | zt))′]; (B.4)
B = IE[(xt − IE(xt | zt))(xt − IE(xt | zt))′ε2t ]. (B.5)
See for instance Lee (1996).
The function f(z) can be estimated by means of a kernel regression of yt −
βˆ′nxt on zt. The kernel estimator fn(z) of f(z) is given by
fn(z) =
gn(z)
hn(z)
, (B.6)
where
gn(z) =
1
nγℓn
n∑
t=1
K
(zt − z
γn
)
(yt − βˆ′nxt); (B.7)
hn(z) =
1
nγℓn
n∑
t=1
K
(zt − z
γn
)
. (B.8)
Here hn(·) is an estimate of the density h(·) of zt. The function K(·) is a ker-
nel function which is bounded, symmetric around zero and which integrates
to one; e.g. the Gaussian density function (which is the kernel function used
in this paper). Moreover, γn satisfies nγ
ℓ
n →∞ and γn → 0 for n→∞.
The kernel estimator fn(z) satisfies, for nγ
ℓ+4
n → 0,√
nγℓn(fn(z)− f(z)) d−→ N
(
0, h(z)−1Var (ε | z)
∫
K2(u)du
)
. (B.9)
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The latter asymptotic result is based on the assumption that the variable
z is continuous. However, it is important to note that, in this paper, the
regressor z represents the discrete variable trading volume. In this case a
different asymptotic result applies, as proved in Bierens (1987). Suppose
that K(0) = 1, γn → 0 for n→∞, and that for every λ > 0
sup
|u|>λ/γn
‖K(u)‖ → 0. (B.10)
Then
√
n(fn(z)− f(z)) d−→ N (0,Var (ε | z)h(z)−1). (B.11)
Hence, in the discrete case, the problem of the curse of dimensionality is not
encountered. For more details on kernel regression with discrete regressors
we refer to Bierens (1987) and Delgado and Mora (1995).
As explained in Bierens (1987), the γn that minimizes the mean integrated
squared error is of the form cn−1/(ℓ+4), where the optimal value of c can be
determined by means of leave-one-out cross-validation. Instead of using one
single bandwidth parameter for all the regressors, we use the adaptive metric
kernel estimation procedure proposed by Goutte and Larsen (2000). This
approach allows for different bandwidths for each of the input variables. This
is useful in our case, since the regressors in the kernel regression represent
different lags of signed trading volume which are likely to be of different
importance. We use the BFGS-algorithm of Broyden, Fletcher, Goldfarb,
and Shanno (see Shanno (1970)) to carry out the numerical optimization
procedure required for the V -fold cross-validation.
Whang and Andrews (1993) have developed several diagnostic tests for the
validity of the assumptions underlying the partially linear model. The test
statistic that they propose is based upon
rn(β, π) =
1
n
n∑
t=1
rt(β, π), (B.12)
where π represents a nonparametric regression function and rt is chosen in
such as way that, under the null hypothesis of correct specification, IE(rt) =
0 for t = 1, . . . , n. Hence, we would expect that the sum in expression (B.12),
with β and π replaced by βˆn
p−→ β and πˆ p−→ π respectively, is close to zero
when the model is correctly specified. Whang and Andrews (1993) show
that, under sufficient conditions,
√
nrn(βˆn, πˆ)
d−→ N (0,Ψ), (B.13)
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under the null hypothesis, for some nonsingular covariance matrix Ψ. Their
test statistic has the form
T = nr′nΨˆ
−1rn, (B.14)
where Ψˆ is a consistent estimator of the matrix Ψ of size (q× q), with q the
dimension of rt. They also show that the test statistic in (B.14) has, under
the null hypothesis of correct specification, a χ2q limit distribution. For more
details on the precise form of the test statistic and the underlying conditions
we refer to Whang and Andrews (1993).
The null hypothesis that the fully parametric model is ‘true’ is formulated
as
H0 : IP(f(zt) = γ
′zt) = 1, (B.15)
for some value of γ. The test statistic in (B.14) is based on
rt = [yt − IE(yt | zt)− β¯′(xt − IE(xt | zt))] (B.16)
×[xt − IE(xt | zt)]/IE(ε2t | zt).
For the computation of (B.12), β¯ is replaced by the OLS-estimate of β in
the fully parametric model. Under the null hypothesis, β¯ = β0 (where β0
indicates the value of β under the null hypothesis that the fully parametric
model is true) and IE(rt) = 0 Whang and Andrews (1993) show that the test
statistic in (B.14) is asymptotically χ2k distributed under the null hypothesis,
with k the dimension of xt. The test is consistent against alternatives for
which βˆOLS
p
9 β0.
We also consider testing the partially linear model against the fully non-
parametric model given by
yt = f
∗(xt, zt) + ε
∗
t , IE(ε
∗
t | xt, zt) = 0 [t = 1, . . . , n]. (B.17)
The null hypothesis that the semiparametric model is ‘true’ is formulated
as
H0 : IP(f
∗(xt, zt) = β
′xt + f(zt)) = 1, (B.18)
for some β. In this case the test statistic in (B.14) is asymptotically χ21
distributed. In a similar fashion, the fully parametric model can be tested
against the fully nonparametric model. To test this hypothesis the sample is
split up in two independent subsamples. The sample is split up to avoid de-
generacy of the limiting distribution of the test statistic and the subsamples
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are used to estimate the model under the null hypothesis and the alternative
hypothesis. The test statistic (B.14) is based on
rt = [yt − IE(yt | zt)− β′(xt − IE(xt | zt))]2 (B.19)
−[y∗t − IE(y∗t | x∗t , z∗t )]2,
where the variables with a star (‘*’) refer to the second subsample.
Following the approach of Whang and Andrews (1993), we construct a test
for symmetry of the function f(·). The null hypothesis that this function is
symmetric in z is stated as
H0 : IP(f(zt) = −f(−zt)) = 1. (B.20)
The test statistic in (B.14) is based on
rt = [yt − βˆ′nxt − fn(zt)]2 − [y∗t − βˆ′nx∗t + fn(−z∗t )]2, (B.21)
and is asymptotically χ21 distributed under the null hypothesis. We will later
use this to test whether the impact of buys and sells on prices is symmetric.
As will be explained later, we are interested in the distribution of the dis-
turbances (εt)t. Therefore, we need some statistical tests for autocorrelation
and heteroskedasticity. The test procedure of Whang and Andrews (1993)
can also be used for this. To test whether the disturbances (εt)t are auto-
correlated, we consider a simple MA(1) error structure
εt = ρut−1 + ut [|ρ| < 1], (B.22)
where (ut)t is a sequence of iid and zero mean variables such that ut is
independent of (xt, zt). The null hypothesis of no autocorrelation is expressed
as
H0 : ρ = 0. (B.23)
The test statistic is based on
rt = [yt − IE(yt | zt)− β′(xt − IE(xt | zt))] (B.24)
×[yt−1 − IE(yt−1 | zt−1)− β′(xt−1 − IE(xt−1 | zt−1))]
and is asymptotically χ21 distributed under the null hypothesis of no auto-
correlation and is similar to the test statistic proposed by Pagan and Hall
(1983) for the same null hypothesis in the fully linear model. Note the as-
sumption of MA(1) disturbances is not required. The same test statistic can
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be used for autocorrelation other than the MA(1)-type; e.g. of the AR(1)-
form. The test has power against any alternative for which the first-order
autocorrelation is not zero.
Finally, we test for conditional heteroskedasticity in the disturbances (εt)t in
equation (B.1). Under the null hypothesis, the disturbances εt are assumed
to satisfy
εt = σ(wt)ηt, σ(wt) = 1 + k(γ
′wt), (B.25)
where wt is a p-dimensional vector of variables related to xt and zt, γ a (p×1)
vector of coefficients, (ηt)t a sequence of homoskedastic variables and k(·) a
known function such that k(0) = 0. The null hypothesis of homoskedasticity
is formulated as
H0 : γ = 0. (B.26)
This test statistic is based on
rt = wt[(yt − IE(yt | zt)− β′(xt − IE(xt | zt)))2 − σ2] (B.27)
with Var (εt) = σ
2. Whang and Andrews (1993) show that the test statistic
is − under appropriate conditions − asymptotically χ2p distributed under
the null hypothesis of homoskedasticity; i.e. its asymptotic distribution is
independent of the functional form of k(·). It is noted that this test is the
analogue for the partially linear model of the heteroskedasticity tests pro-
posed by Breusch and Pagan (1979) and Koenker (1981) designed for the
fully linear model.
C Estimation of the impulse response functions
In this appendix we explain how to estimate the impulse response functions
in the partially linear model given by equations (7) and (8). Given a certain
history of returns and trading volume up to time τt, the cumulative impulse
response function at time τt+k corresponding to an unexpected buy of M
shares at time τt is defined as
αt+k|t(M) = IEt−1(rt + . . .+ rt+k | εt,2 = log(M)) (C.1)
−IEt−1(rt + . . .+ rt+k).
The immediate price impact is obtained by taking k = 0 in expression (C.1)
and the persistent impact is obtained for k →∞.
We simulate paths of returns and trading volumes in the following way:
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• Initialize vt+k = vn, rt+k = rn for k < 0;
• For k = 0, . . . ,K:
– For k = 0 set et+k,2 = log(M). Randomly draw a disturbance
et+k,1 and for k > 0 also a disturbance et+k,2 from the corre-
sponding empirical distribution;
– Compute, consecutively,
vt+k = (rt+k−1, . . . , rt+k−m)βˆn,2 (C.2)
+fn,2(vt+k−1, . . . , vt+k−m) + et+k,2.
– Calculate
rt+k = (rt+k−1, . . . , rt+k−m)βˆn,1 (C.3)
+fn,1(vt+k, . . . , vt+k−m) + et+k,1.
Subsequently, obtain
αMt+k|t = r0 + . . .+ rt+k. (C.4)
We repeat the above schedule N = 10, 000 times and average the paths of
price changes over the N simulations. This yields a sequence of estimates of
expected price changes IEN (α
M
t+k|t), for k = 0, . . . ,K. In a similar way we
estimate the expected price by conditioning on the history only (thus aver-
aging out the initial unexpected trade), yielding IEN (αt+k|t). The difference
αˆNt+k|t(M) = IEN (α
M
t+k|t − αt+k|t) [k = 0, . . . ,K] (C.5)
represents the estimated cumulative impulse response function.
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ticker symbol CHP FC FMN TEC XTR
company name C&D Franklin F&M Commercial Xtra
Techn. Covey National Intertech Corp.
Inc. Corp. Corp. Corp.
#transactions 7,802 6,898 6,122 5,105 5,632
mean # trades a day 31 27 24 20 22
returns (bp)
mean 0.3219 −1.1461 0.0013 0.0200 0.0440
median 0.0000 0.0000 0.0000 0.0000 0.0000
trade size (# shares)
mean −25 −134 33 −1 47
median 0 0 0 0 0
5% −2, 000 −3, 000 −1, 000 −2, 000 −2, 000
95% 2,000 2,000 1,000 1,800 2,500
Table I: Ticker symbols, company names, and some sample statistics
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CHP FC FMN TEC XTR
returns
estim. std.error
β1,1 0.0068 0.0176 -0.0416 0.0181 0.0224 0.0168 -0.0031 0.0215 0.0103 0.0196
β1,2 0.0785 0.0122 -0.0092 0.0193 0.0522 0.0142 -0.0161 0.0153 0.0527 0.0145
β1,3 0.0508 0.0125 0.0299 0.0136 0.0309 0.0126 -0.0009 0.0156 0.0388 0.0142
β1,4 0.0420 0.0126 0.0161 0.0147 -0.0046 0.0340 0.0143 0.0158 0.0134 0.0143
β1,5 0.0276 0.0100 0.0098 0.0116 -0.0024 0.0117 -0.0186 0.0129 0.0173 0.0119
volume
β1,1 0.0041 0.0024 -0.0037 0.0014 0.0033 0.0030 -0.0057 0.0014 0.0002 0.0039
β2,1 0.0030 0.0025 -0.0022 0.0015 -0.0005 0.0030 -0.0017 0.0014 0.0013 0.0038
β3,1 0.0008 0.0024 -0.0048 0.0014 -0.0052 0.0031 -0.0016 0.0014 0.0003 0.0038
β4,1 0.0042 0.0024 -0.0003 0.0015 -0.0014 0.0030 -0.0013 0.0014 0.0015 0.0039
β5,1 0.0015 0.0021 0.0005 0.0012 0.0005 0.0026 0.0015 0.0012 0.0086 0.0032
Table II: Estimation results for the partially linear model
This table reports the estimation results for the partially linear model for returns on the midprice and trading volume; cf. equations (7)
and (8). The standard errors in the columns on the right-hand-side are computed from White (1980)’s heteroskedasticity-consistent
covariance matrix.
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CHP FC FMN TEC XTR
returns
semilinear vs. nonparametric 0.0636 0.3964 0.0446 0.0723 0.5304
linear vs. semilinear 0.0000 0.0000 0.0000 0.0000 0.0000
quadratic vs. semilinear 0.0000 0.0000 0.0000 0.0000 0.0000
log-linear vs. semilinear 0.0000 0.0000 0.0000 0.0000 0.0000
autocorrelation 0.8529 0.8988 0.9255 0.8969 0.9953
heteroskedasticity 0.3872 0.0288 0.3839 0.5191 0.2062
symmetric vs. nonsymmetric 0.0233 0.4108 0.0373 0.0046 0.6463
trading volume
semilinear vs. nonparametric 0.0611 0.2579 0.0957 0.1703 0.0680
log-linear vs. semilinear 0.0000 0.0000 0.0000 0.0000 0.0000
autocorrelation 0.7072 0.1248 0.1603 0.6646 0.5563
heteroskedasticity 0.0494 0.1828 0.3982 0.1384 0.0122
Table III: The p-values of the Whang and Andrews (1993) tests
The p-values correspond to the Whang and Andrews (1993) tests (see
Appendix B) described in the left-hand-side column and apply to the partially
linear model for returns on the midprice and trading volume given in equations
(7) and (8).
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CHP FC FMN TEC XTR
buy sell buy sell buy sell buy sell buy sell
400 shares
PL 9.2 −12.4 16.8 −14.2 10.9 −13.9 26.8 −20.3 7.8 −7.7
LL 9.3 −9.3 15.1 −15.1 11.6 −11.6 21.2 −21.7 7.1 −7.1
EL 7.6 −7.6 12.8 −12.8 9.8 −9.8 15.9 −15.9 5.4 −5.4
Q 7.2 −7.2 11.2 −11.2 9.5 −9.5 14.2 −14.2 5.3 −5.3
800 shares
PL 10.6 −13.6 21.3 −19.3 13.5 −15.7 33.8 −29.3 9.1 −8.6
LL 10.3 −10.3 16.8 −16.8 13.0 −13.0 23.6 −23.6 8.0 −8.0
EL 8.1 −8.1 13.4 −13.4 11.4 −11.4 18.3 −18.3 6.1 −6.1
Q 8.0 −8.0 12.7 −12.7 12.4 −12.4 19.4 −19.4 6.1 −6.1
1,200 shares
PL 11.4 −14.3 24.0 −22.6 15.1 −16.6 37.4 −34.4 10.2 −9.4
LL 11.0 −11.0 17.9 −17.9 13.7 −13.7 25.0 −25.0 8.4 −8.4
EL 8.6 −8.6 14.1 −14.1 13.0 −13.9 20.7 −20.7 6.8 −6.8
Q 8.8 −8.8 14.2 −14.2 15.2 −15.2 24.4 −24.4 6.9 −6.9
1,600 shares
PL 11.9 −14.8 25.7 −25.0 16.1 −17.2 39.4 −37.5 11.1 −10.0
LL 11.4 −11.4 18.6 −18.6 14.3 −14.3 26.5 −26.5 8.8 −8.8
EL 9.1 −9.1 14.7 −14.7 14.6 −14.6 23.0 −23.0 7.5 −7.5
Q 9.5 −9.5 16.5 −16.5 17.9 −17.9 29.3 −29.3 7.8 −7.8
2,000 shares
PL 12.3 −15.2 26.9 −26.8 16.7 −17.6 40.8 −39.3 11.7 −10.5
LL 11.7 −11.7 18.9 −18.9 14.7 −14.7 26.9 −26.9 9.1 −9.1
EL 9.7 −9.7 15.4 −15.4 16.1 −16.1 25.4 −25.4 8.2 −8.2
Q 10.3 −10.3 17.3 −17.3 20.4 −20.4 34.0 −34.0 8.6 −8.6
Table IV: Expected immediate price impact of buys and sells of different sizes
This table reports the expected immediate price impact (in bp) of buys and sells of different sizes (in shares) on midprices estimated by
the partially linear model given by equations (7) and (8) (abbreviated as ‘PL’), the log-linear VAR-model (‘LL’), the extended linear
VAR-model (‘EL’), and the quadratic VAR-model (‘Q’).
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CHP FC FMN TEC XTR
buy sell buy sell buy sell buy sell buy sell
400 shares
PL 22.2 −27.0 26.9 −26.6 18.0 −21.6 32.8 −26.9 14.6 −16.2
LL 24.9 −24.9 30.7 −30.7 20.4 −20.4 28.3 −28.3 13.7 −13.7
EL 24.1 −24.1 29.0 −29.0 18.2 −18.2 25.4 −25.4 12.0 −12.0
Q 23.8 −23.8 26.9 −26.9 17.7 −17.7 24.2 −24.2 11.8 −11.8
800 shares
PL 24.6 −28.8 31.7 −31.2 21.0 −23.9 39.4 −35.2 16.4 −17.4
LL 27.8 −27.8 34.2 −34.2 22.8 −22.8 31.5 −31.5 15.3 −15.3
EL 24.5 −24.5 29.8 −29.8 19.2 −19.2 26.7 −26.7 12.7 −12.7
Q 24.4 −24.4 28.8 −28.8 20.5 −20.5 27.5 −27.5 12.8 −12.8
1,200 shares
PL 25.8 −29.8 34.5 −34.0 22.7 −24.8 42.8 −39.9 17.8 −18.3
LL 29.5 −29.5 36.3 −36.3 24.2 −24.2 33.4 −33.4 16.2 −16.2
EL 24.9 −24.9 30.6 −30.6 20.2 −20.2 27.9 −27.9 13.3 −13.3
Q 25.0 −25.0 30.7 −30.7 23.1 −23.1 30.7 −30.7 13.8 −13.8
1,600 shares
PL 26.6 −30.5 36.3 −36.0 23.7 −25.4 44.8 −42.7 18.9 −19.0
LL 30.7 −30.7 37.8 −37.8 25.2 −25.2 34.8 −34.8 16.9 −16.9
EL 25.2 −25.2 31.4 −31.4 21.1 −21.1 29.1 −29.1 14.0 −14.0
Q 25.6 −25.6 33.6 −33.6 25.5 −25.5 33.8 −33.8 14.8 −14.8
2,000 shares
PL 27.2 −31.0 37.4 −37.4 24.3 −25.7 46.0 −44.4 19.8 −19.6
LL 31.7 −31.7 38.4 −38.4 25.9 −25.9 35.9 −35.9 17.4 −17.4
EL 25.6 −25.6 32.3 −32.3 22.1 −22.1 30.3 −30.3 14.7 −14.7
Q 26.2 −26.2 34.0 −34.0 27.6 −27.6 36.7 −36.7 15.8 −15.8
Table V: Expected persistent price impact of buys and sells of different sizes
This table reports the expected persistent price impact (in bp) of buys and sells of different sizes (in shares) on midprices estimated by
the partially linear model given by equations (7) and (8) (abbrevatiated as ‘PL’), the log-linear VAR-model (‘LL’), the extended linear
VAR-model (‘EL’), and the quadratic VAR-model (‘Q’).
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Figure 1: Kernel regression: returns versus trading volume
This figure displays the relation between returns and trading volume for
Commercial Intertech, based upon a kernel regression. The dashed lines indicate
the boundaries of a 95% point-wise confidence interval based on the asymptotic
distribution of the kernel estimator as given in expression (B.11) in Appendix B.
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Figure 2: Relation between returns and trading volume
This figure shows the function vt −→ fˆn,1(vt, . . . , vt−m) in the model for returns
and trading volume given by equations (7) and (8) for Commercial Intertech.
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Figure 3: Kernel regression: log trading volume versus lagged log trading volume
This figure shows the relation between log trading volume and lagged log trading
volume for Commercial Intertech, based upon a kernel regression. The dashed
lines indicate the boundaries of a 95% point-wise confidence interval based on the
asymptotic distribution of the kernel estimator as given in expression (B.11) of
Appendix B.
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Figure 4: Market-impact curve: short-term and long-term
The market-impact curve shows the relation between signed trading volume (in
shares) and expected price impact (in bp) in the partially linear model given by
equations (7) and (8) for Commercial Intertech.
36
   ext. linear
semilinear
 log-linear
quadratic
p
ri
ce
im
p
ac
t
(b
p
)
trade size (shares)
-2000 20001000-1000
0
0
-6
0
60
-4
0
-2
0
20
40
Figure 5: Long-term market-impact curve in four different models
The long-term market-impact curve shows the relation between signed trading
volume (in shares) and expected persistent price impact (in bp) in the partially
linear model, the linear VAR-model, the log-linear VAR-model, the extended
linear VAR-model, and the quadratic VAR-model, for Commercial Intertech as
defined in Section III.
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Figure 6: Impulse response function for buys of different sizes
The expected price impact (in bp) of unexpected buys of 2,000, 1,200, 800, and
400 shares of Commercial Intertech in the partially linear model given by
equations (7) and (8).
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Figure 7: Impulse response function for sells of different sizes
The expected price impact (in bp) of unexpected sells of 2,000, 1,200, 800, and
400 shares of Commercial Intertech in the partially linear model given by
equations (7) and (8).
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Figure 8: Impulse response functions in four different models
This figure shows the impulse response function corresponding to a buy of 1,800
shares of Commercial Intertech in the partially linear model, the log-linear
VAR-model, the extended linear VAR-model, and the quadratic VAR-model as
defined in Section III.
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Notes
1We find similar plots for the functions vt−k −→ fˆn,1(vt, . . . , vt−m) for k = 2, . . . ,m,
although the impact of trading volume on f(·) dies out for higher values of m.
2With ‘concave’ we mean concave for buys. Als Figure 2 shows, the function is convex
for sells. However, for convenience we will simply say that the function is ‘concave’.
3These percentages express the absolute difference between the price impact in the
partially linear and the log-linear model, as % of the price impact in the partially linear
model.
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