Cyclic codes have been widely used in digital communication systems and consumer electronics as they have efficient encoding and decoding algorithms. The weight distribution of cyclic codes has been an important topic of study for many years. It is in general hard to determine the weight distribution of linear codes. In this paper, a class of cyclic codes with any number of zeros is described and their weight distributions are determined.
I. INTRODUCTION
T HROUGHOUT this paper, let be a prime, , for some integers . Let be a finite field of order and be a generator of the multiplicative group . An -linear code over is a -dimensional subspace of with minimum (Hamming) distance . It is called cyclic if any implies . Consider the one-to-one linear map defined by
Then is a cyclic code if and only if is an ideal of the ring . Since is a principal ideal ring, there exists a unique monic polynomial with least degree satisfying and . Then, is called the generator polynomial of and is called the parity-check polynomial of . If has irreducible factors over , we say for simplicity such a cyclic code to have zeros. (In the literature, some authors call "the dual of a cyclic code with zeros.") Denote by the number of codewords with Hamming weight in . The weight enumerator of with length is defined by
The sequence is called the weight distribution of . The study of the weight distribution of a linear code is important in both theory and application due to the following:
1) The weight distribution of a code gives the minimum distance and thus the error correcting capability of the code. 2) The weight distribution of a code allows the computation of the error probability of error detection and correction with respect to some algorithms [12] . The problem of determining the weight distribution of linear codes is in general very difficult and remains open for most linear codes. For only a few special classes the weight distribution is known. For example, the weight distribution of some irreducible cyclic codes is known ([1]- [3] , [8] , [17] , [23] ). For cyclic codes with two zeros, the weight distribution is known in some special cases ( [7] , [11] , [16] , [25] - [28] ). The weight distribution is also known for some other linear and cyclic codes ( [5] , [9] , [10] , [14] , [15] , [18] , [19] , [20] , [23] , [28] , [29] ).
The objectives of this paper are to describe a new class of cyclic codes with arbitrary number of zeros and to determine their weight distributions. This paper is organized as follows. Section II defines this class of cyclic codes. Section III introduces some mathematical tools such as group characters, cyclotomy, and Gaussian periods that will be needed later in this paper. Section IV deals with the weight distribution of the class of cyclic codes under special conditions. Section V concludes this paper.
II. CLASS OF CYCLIC CODES
From now on, we make the following assumptions for the rest of this paper.
Main Assumptions: Let be a prime power for some positive integers and let . Assume that i) ; ii)
, where for any and ; iii)
for any , where is the minimal polynomial of over . . This code may contain many cyclic codes studied in the literature as special cases. In particular, when , for positive integers such that and , the code has been studied in [7] , [11] , [16] , [26] - [28] . In the definition of , we choose integers from a set of arithmetic sequence with common difference modulo . This choice of these s allows us to compute the weight distribution of the code . If the integers are not chosen in this way, it might be difficult to find the weight distribution. The conditions in the Main Assumptions are to guarantee that the dimension of is equal to .
III. GROUP CHARACTERS, CYCLOTOMY AND GAUSSIAN PERIODS
Let denote the trace function from to . An additive character of is a nonzero function from to the set of complex numbers such that for any pair . For each , the function
defines an additive character of . When , and is called the trivial additive character of . When , the character in (2) is called the canonical additive character of . For any , one can easily check the following orthogonal property of additive characters, which we need in the sequel,
Let for two positive integers and , and let be a fixed primitive element of . Define for , where denotes the subgroup of generated by . The cosets are called the cyclotomic classes of order in . The cyclotomic numbers of order are defined by for all . Cyclotomic numbers of order 2 are given in the following lemma [4] and will be needed in the sequel.
Lemma 1: The cyclotomic numbers of order 2 are given by 1) if ; and 2)
if . The Gaussian periods of order are defined by where is the canonical additive character of .
The values of the Gaussian periods are in general very hard to compute. However, they can be computed in a few cases. We will need the following lemmas whose proofs can be found in [4] and [22] . . In a special case, the so-called semiprimitive case, the Gaussian periods are known and are described in the following lemma [2] , [22] .
Lemma 4: Assume that and there exists a positive integer such that , and the is the least such. Let for some integer . a) If , , and are all odd, then b) In all other cases,
In another special case, the so-called index 2 case, the Gaussian periods can be also computed. The results below are from [3] or [8] .
Lemma 5: Let be a prime, be a quadratic residue modulo and for some positive integer . Let be the ideal class number of and be integers satisfying (4) Then, the Gaussian periods of order are given by (5) where (6) 
IV. WEIGHT DISTRIBUTIONS OF A CLASS OF CODES UNDER CERTAIN CONDITIONS
We first provide the following criterion that guarantees condition (iii) in the Main Assumptions.
Lemma 6: a) Suppose that for any proper factor of (i.e., and ), we have Then condition (iii) in the Main Assumptions holds. b) In particular, if , then condition (iii) in the Main Assumptions is met. Proof: Suppose condition (iii) does not hold, then there exists a positive integer such that for some . Reducing modulo we obtain that (7) Hence, . Since where , it then follows from (7) that (8) Hence, where these are the classical Gaussian periods. We conclude that Thus, to compute the weight distribution of cyclic code , it suffices to compute the value distribution of the sum (11) This is in general a difficult problem. We will deal with it for some special cases in the next two sections.
A. Case of
In this case, the set is a complete residue system modulo , so we may take . Define , then is an th root of unity in and for . We now present a key observation, which enables us to count the frequency of the weights in a simple and clear way. Consider the linear transform given by
Since are distinct, the Vandermonde matrix
is invertible. We then have the following observation. (1) is an -weight cyclic code. The weight distribution of is listed in Table I . (1) is an code over with at most nonzero weights. Moreover, for any nonnegative integers such that , the weight distribution of is listed in Table II .
Proof: We just need to compute the value distribution of . By Observation A, run over the zero value and over each independently and uniformly. Suppose among the s, exactly of them takes the value and of them takes for , respectively. Then, has at most possible values. More precisely, it takes on the value with the frequency of times. Expanding the binomial coefficients, we obtain the desired conclusion.
In theory, when and the Gaussian periods of order are known, by Theorem 9 the weight distribution of the cyclic code might be formulated. However, the situation could be quite complicated when is large or the Gaussian periods have many different values. We list below some special cases in which the weight distribution can be obtained from Theorem 9.
If , then are all odd and . By Lemma 2, the Gaussian periods of order 2 take on two dis- The parity-check polynomial of is then
The code is a cyclic code over with weight enumerator . If for some positive integer , let be the least such and let . From Lemma 4, the Gaussian periods of order take on two distinct values , which correspond to and cyclotomic classes, respectively. Hence, we have the following corollary.
Corollary 12: When and for some positive integer , let be the least such and let , Then, the cyclic code of (1) is an code over with at most nonzero weights. The weight distribution of is listed in Table IV .
We remark that theorems in [ The parity-check polynomial of is then
The code is a cyclic code over with weight enumerator If is a prime , is a quadratic residue modulo , and , let , then, according to Lemma 5, the Gaussian periods take on three values , which corresponds to and cyclotomic classes, respectively. Hence, we have the following corollary.
Corollary 16: If , is a prime, is a quadratic residue modulo and , let . Then, the cyclic code defined in (1) is an code with at most nonzero weights, and for each set of nonnegative integers with , the weight distribution of is listed in the Table VI, where are defined above.
We remark that the main result in [11] is a special case of Corollary 16 with . , which is a quadratic residue modulo . In this case, and
The parity-check polynomial of is then The code is a cyclic code over with weight enumerator
B. Case of
In this section, we consider the case that . The zeros of the parity-check polynomial of are , where
. We may assume that . Note that each corresponds to the th column of the matrix defined in (13) . This is equivalent to choosing an submatrix of , denoted as . It is possible to choose these s so that any rows of the matrix are linear independent over . The following lemma demonstrates one way of choosing such s.
Lemma 18: Let . Collect any consecutive columns (modulo ) of defined in (13) to form matrix . More specifically, for any such that , collect the th, th, , th columns of to form , where denotes the integer such that and for any integer . Then, any rows of are -linear independent. The parity-check polynomial of is then
The code is a cyclic code over with weight enumerator
Subcase of and :
When and , the calculation is much more complicated, because there are more Gaussian periods to deal with, so a general result, like Theorem 9, could not be obtained. However, some special cases can be treated. Recently, Xiong [26] studied the codes in the case of . They used the theory of elliptic curve. Here using the idea in this paper we give another simple proof, in which we only use results on cyclotomic numbers of order 2.
First, take .
The assumption implies that are odd and . Then, all belong to . Using the relation we know that as run over , so do , and . So, we just need to compute the value distribution of for all . If any two of equal to 0, then all of them equal to 0.
If exact one of equals to 0, then we have the following three situations: The parity-check polynomial of is then The code is a cyclic code over with weight enumerator Note that for the case of , we have found a general method to count the frequency of . However, there are too many cases to consider and a lot of computation is involved. We leave this case for future study.
V. CONCLUSION
In this paper, we presented a class of cyclic codes with arbitrary number of zeros. This construction is an extension of earlier constructions (see for examples [7] , [16] , [25] ). In addition, we determined the weight distribution of under the Main Assumptions for the following special cases: 1) and the Gaussian periods of order are known, including the cases that , semiprimitive case and a special index 2 case.
2)
, and any rows of the matrix are linearly independent over . 3) , and (in this case, we gave a different and simple proof from the main result in [26] ). The weight distribution of the code is still open in most cases when . It would be good if some of these open cases can be settled.
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