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Abstract. Optical frequency combs generated in normally dispersive Kerr microresonators have been ob-
served to correspond to dark temporal structures, and theoretically explained as interlocked switching
waves (also known as domain walls or fronts). The time-domain dynamics that underpin the formation of
this type of frequency combs has however so far eluded direct experimental observation. Here we use a
closely related system — a synchronously driven optical fibre ring resonator — to experimentally study
the dynamics of deterministically excited switching waves. We measure the switching wave velocities across
broad parameter regions, and observe clear signatures of interlocking behaviour leading to the formation of
persisting dark pulses. Our experimental findings are in good agreement with simulations of the mean-field
Lugiato-Lefever equation, and strongly support the nature of normal-dispersion microresonator frequency
combs suggested in the literature.
PACS. XX.XX.XX No PACS code given
1 Introduction
Coherently-driven dispersive Kerr resonators have at-
tracted considerable interest over the last ten years. On
the one hand, macroscopic ring cavities constructed from
standard single-mode optical fibres [1, 2] have been used
for fundamental studies of dissipative patterns and local-
ized structures known as temporal cavity solitons (TCSs),
which can be applied as bits in all optical buffers [3–9]. On
the other hand, monolithic microresonators have enabled
the generation of optical frequency combs [10–18] whose
unique and attractive characteristics make them ideally
suited for applications such as telecommunications [19,20]
and spectroscopy [21,22].
Besides scaling factors associated with the differences
in physical size, microresonators and fibre ring resonators
display very similar dynamics [4, 23, 24]. In fact, both
systems can be described by the very same mean-field
equation [23, 25] that is analogous to the celebrated
Lugiato-Lefever equation (LLE) of spatially diffractive
cavities [26]. This similarity has, in particular, allowed fi-
bre ring resonator experiments to provide invaluable in-
sights into comb dynamics that cannot be resolved in mi-
croresonators due to their small size [27–29]. So far, the
vast majority of studies have focused on resonators that
exhibit anomalous dispersion (at the driving wavelength),
arguably because the modulational instabilities (MI) that
underpin the formation of cavity solitons and optical fre-
quency combs manifest themselves over a much wider
(and in general more accessible) range of parameters com-
pared to resonators exhibiting normal dispersion [30, 31].
The difficulty of achieving anomalous dispersion in certain
key regions of the electromagnetic spectrum has, how-
ever, also prompted research into better understanding
the dynamics and opportunities in the normal dispersion
regime, especially in the context of microresonator fre-
quency combs [32–37]. Of particular significance has been
the realization that higher-order effects can considerably
expand the range of parameters over which MI can occur,
thus rendering the creation of frequency combs feasible in
the normal dispersion regime [8, 36–38]. Indeed, Xue et
al have convincingly demonstrated that, normal disper-
sion notwithstanding, interactions between different mode
families can alter the phase of spectral components around
the driving wavelength, permitting phase-matching of the
four-wave mixing that underlies both MI and the subse-
quent formation of broadband frequency combs [36,37].
A remarkable finding reported in [36, 37] is that, fol-
lowing the initial MI activated by higher-order effects, the
intracavity field may evolve into a fully phase-locked state
corresponding to dark pulses — localized low-intensity
dips — embedded in a high-intensity continuous-wave
(cw) background. Several theoretical models have been
put forward to explain the physical essence of these dark
structures [36,39,40]. Parra-Rivas et al made the particu-
larly convincing case that the dark structures consist of
two interlocked switching waves (SWs) [40]. SWs, also
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known in the literature as domain walls or fronts, are trav-
eling front solutions connecting the two homogenous states
of a bistable system [41]. They have been extensively inves-
tigated in many different contexts such as chemical reac-
tions [42], biological [43] and magnetic systems [44], gran-
ular media [45], hydrodynamics [46], population dynam-
ics [47], flame front propagation [48], as well as nonlinear
optics [41,49–52].
Under purely diffusive transverse coupling, SWs have
hyperbolic tangent profiles and they travel until the more
stable state has fully invaded the less stable one [53]. There
exists only one particular set of parameters — known as
the Maxwell point — at which the fronts remain station-
ary. In the presence of dispersion or diffraction, however,
SWs can display oscillatory tails [54], which allow two
travelling SWs to interact and trap each other (akin to
the formation of soliton bound states [55,56]). This results
in the arrest of their relative motion, thereby giving rise
to a stable localized region of one state embedded in the
other [50, 54, 57–60]. Before recently attracting attention
in the context of frequency comb generation in dispersive
nonlinear optical resonators, such front locking dynamics
have been extensively studied in spatially diffractive sys-
tems with one and two transverse dimensions [41,50,57].
As demonstrated by Parra-Rivas et al (based on the-
oretical analysis of the LLE), interlocked SWs can quali-
tatively explain many of the salient features observed in
experiments involving frequency comb generation in nor-
mally dispersive microresonators [40]. However, the small
physical size of microresonators obstructs quantitative
study of the transient SW dynamics and their behaviour
at the point of interlocking. Macroscopic fibre ring res-
onators are devoid of this obstruction. They should there-
fore permit more controlled investigations but so far only
steady-state SW observations have been reported [49].
In this Article, we experimentally and numerically
study the transient dynamics of deterministically excited
time-domain SWs and their interlocking. Specifically, we
use a synchronously-driven, normally dispersive fibre ring
resonator, and demonstrate robust SW excitation by in-
tensity modulation of the flat-top nanosecond pulses driv-
ing the resonator. By monitoring the transient SW dy-
namics in real time, we are able to experimentally mea-
sure the SW velocity across a wide range of parameters,
as well as the transient build-up of interlocked states. Our
experiments are in good agreement with simulations of
the LLE, and they strongly corroborate the proposition
that mode-locked frequency combs in normally dispersive
microresonators correspond to interlocked SWs.
2 Illustrative numerical simulations
We begin by briefly recalling the physics of SWs and their
interlocking behaviour. To this end, we present results
from numerical simulations pertinent to the experiments
that will follow.
It is well known that, in the limit of high cavity finesse,
the dynamics of a coherently driven fibre ring resonator is
governed by a mean field equation that is formally identi-
cal to the celebrated Lugiato-Lefever equation of spatially
diffractive Kerr cavities [1, 26]. Adopting the same nor-
malization as in [4], the equation reads:
∂E(t, τ)
∂t
=
[
−1 + i(|E|2 −∆)− iη ∂
2
∂τ2
]
E +
√
X. (1)
Here the variable t corresponds to a “slow” time that de-
scribes the evolution of the electric field envelope E(t, τ)
inside the resonator at the scale of the cavity photon life-
time, while τ corresponds to a “fast” time defined in a
reference frame moving at the group-velocity of light at
the driving wavelength and describes the temporal pro-
file of the intracavity field envelope. The terms on the
right-hand side of Eq. (1) describe — from left to right
— the cavity losses, the Kerr nonlinearity, the detuning
between the driving frequency and the closest cavity reso-
nance (∆ is the detuning parameter), second-order group-
velocity dispersion (η is the sign of the group-velocity dis-
persion coefficient β2), and the coherent driving of the
cavity (X represents the driving power).
The homogeneous (cw) stationary solutions of Eq. (1)
satisfy the well-known cubic polynomial of dispersive op-
tical bistability [1]:
X = Y 3 − 2∆Y 2 + (∆2 + 1)Y, (2)
where Y = |E|2 represents the intracavity power. For con-
stant driving power X, these solutions describe a single
Lorentzian cavity resonance that is tilted due to the Kerr
nonlinear phase shift, and which can be expressed as
∆ = Y ±
√
X
Y
− 1 . (3)
Figure 1(a) shows an example of such a tilted cw reso-
nance, evaluated using parameters similar to the exper-
iments that will be described in Section 3. As is well
known [and can be seen in Fig. 1(a)], the cw solutions ex-
hibit bistability for detunings between the up- and down-
switching points ∆↑ and ∆↓, respectively (for the param-
eters of Fig. 1(a), ∆↑ = 4.9 and ∆↓ = 19.5). Note that the
intermediate branch [dashed red line in Fig. 1(a)] is un-
conditionally unstable, and will not be discussed further.
In the regime of anomalous group-velocity dispersion
(η = −1), the upper branch of the cw solutions exhibits
MI over a wide region of parameters, and this process
underpins the formation of Kerr optical frequency combs
and TCSs [4, 18]. In contrast, we are interested here in
normally dispersive cavities (η = +1), where the two cw
states are simultaneously stable across most of the bistable
region (MI is limited to a small region around ∆↑ at the
end of the lower cw branch, and is not accessed in our
experiments). In this case, both the lower and upper cw
states can persist indefinitely (i.e. in steady-state), and
coexist simultaneously at different positions along the res-
onator. Specifically, when operating in the bistable region,
the temporally extended intracavity field can be composed
of finite domains associated with the two different cw
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states. Because of the dispersive coupling, the domains
are connected by fronts, or “switching waves,” featuring
a smooth edge and an oscillatory tail [40, 50, 61], as illus-
trated in Fig. 1(b). In general, however, the cw states only
co-exist for a limited time: the SWs move at a constant ve-
locity, causing one type of domain to invade the other (one
of the cw states can thus be considered as metastable [46]).
The velocity of the SWs, as well as the relative stability of
the two different cw states, depend on the control param-
eters [40,57]. For fixed driving power X, one can qualita-
tively appreciate that the lower (upper) cw state is more
stable for detunings close to the down- (up-) switching
point. It is only for one special set of parameters, known
as the Maxwell point, that the two cw states are “equally”
stable and can co-exist indefinitely in steady-state. For
this set of parameters, the SWs exhibit of course zero ve-
locity.
To illustrate this description, we show in Figs 1(c)–(e)
results from numerical simulations of the LLE that mimic
the experiments that will follow. Here, we use a “space-
time” representation that shows how the fast-time profile
of the intracavity power (horizontal) evolves with slow-
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Fig. 1. Results of numerical simulation of the normalized LLE,
obtained for a set driving power X = 19.5. (a) Intracavity
power of cw solutions as a function of cavity detuning ∆. (b)
Temporal power profile of a typical SW for ∆ = 11.1. (c)–(f)
Pseudo-colour plots showing the evolution (bottom to top) of
the intracavity power obtained for detunings ∆ as shown in
each panel.
time (bottom to top), for a fixed driving power X = 19.5
and for a range of detuning values ∆. In each case, the
initial condition consists of the upper cw state, which is
then perturbed — at slow time t equal to 10 — by a super-
Gaussian intensity dip that locally approximates the lower
cw state. As seen in Fig. 1(c), for a comparatively small
∆ = 7.5, the upper cw state quickly invades the lower one,
while the opposite is true for a larger ∆ = 11.1 [Fig. 1(d)].
For the driving power used in Fig. 1, the Maxwell point
occurs at ∆M ≈ 10.3, and indeed, our simulation reveals
stationary SWs in this condition [Fig. 1(e)].
Although the SWs are unconditionally stationary only
at the Maxwell point, it is also possible for two SWs to
“lock” in a finite range of parameters around the Maxwell
point through interactions mediated by their oscillatory
tails. Since oscillations are only present near the lower
edge of the SWs [Fig. 1(b)], this can only happen for a
low intensity domain embedded in a high intensity back-
ground: the result is a dark localized structure (bright
structures become possible e.g. in presence of high-order
dispersion or nonlocality [40]). In Fig. 1(f), we illustrate
such interlocking numerically with ∆ = 9.9 (X = 19.5 as
before). As clearly seen, the two approaching SWs even-
tually come to a halt. It is precisely this interlocking be-
haviour that has recently been proposed to underlie the
formation of mode-locked Kerr frequency combs in nor-
mally dispersive microresonators [40,62].
For a given set of parameters, the SWs can lock for sev-
eral discrete separations, corresponding to localized struc-
tures of different widths. Such multistability can be phys-
ically understood as locking between distinct cycles of
the oscillatory SW tails, and is associated with a bifur-
cation structure referred to as collapsed snaking [61, 62].
Because the tail oscillations of the SWs are exponen-
tially damped, one finds that structures with small widths
generally exhibit larger regions of existence and stabil-
ity [40,63]. Notwithstanding, the particular structures ob-
served in simulations and experiments are not limited to
those with the smallest widths, but rather are selected on
basis of the initial condition (or the external perturbation)
used to excite the SWs. For example, the final structure
observed in Fig. 1(f) corresponds to the largest stable sep-
aration for two SWs for the chosen parameter values (here
the SW separation ∆τ = 12 in normalized units).
3 Experimental setup
In this work, our aim is to experimentally investigate the
temporal SW dynamics described above. To this end, we
use the setup illustrated in Fig. 2. It consists of a pas-
sive fibre ring resonator with a total length of about
90 metres. The cavity is mainly constructed of a dis-
persion shifted fibre (Corning MetroCor, 88 metres long)
that exhibits normal dispersion (β2 = 8.1 ps
2/km) at the
driving wavelength of 1550 nm, but also includes about
0.7 m of standard SMF-28 fibre with anomalous disper-
sion (β2 = −21.4 ps2/km). This yields a round-trip time
tR of about 430 ns, corresponding to a free-spectral-range
(FSR) of 2.3 MHz, and a cavity averaged dispersion of
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Fig. 2. Schematic illustration of the experimental set-up. cw,
tunable cw driving laser; FG, function generator; PG 1 and
PG 2, pattern generators as described in the text; CLK, clock;
S, electrical switch; AM, Mach-Zehnder intensity modulator;
EDFA, Erbium-doped fibre amplifier; BPF, band-pass filter;
PC, polarization controller; OSC, oscilloscope.
〈β2〉 = 7.9 ps2/km. The resonator also includes a 95/5
coupler used to inject the driving field into the cavity,
as well as a 99/1 coupler through which the intracavity
dynamics are monitored using a 12.5 GHz photodetector
connected to a real time oscilloscope. Overall, the cav-
ity has a high measured finesse of 37, corresponding to a
photon lifetime of about 6 round trips.
To drive the cavity, we use flat-top, quasi-cw, nanosec-
ond pulses at a repetition rate synchronized to the cav-
ity FSR [8, 29, 30, 64]. These pulses are obtained by
intensity modulating a commercial, wavelength-tunable,
Erbium-doped distributed feedback cw fibre laser (Ko-
heras AdjustiKTM E15) by means of a Mach-Zehnder mod-
ulator (JDSU, 10 Gb/s intensity modulator) driven by a
10 GHz pattern generator (PG 1 in Fig. 2). After the mod-
ulator, the pulses are amplified up to 1.3 W peak power
(corresponding to a normalized driving power X = 19.5)
using an Erbium-doped fibre amplifier (Keopsys 5 W),
and spectrally filtered to remove amplified spontaneous
emission. A polarization controller is finally used to set
the state of polarization of the driving pulses before their
injection into the cavity.
The reason for driving the cavity with nanosecond
pulses (instead of a purely cw field) is threefold. Firstly,
pulses can be readily amplified to larger peak powers
than cw fields, allowing access to larger resonance tilts
and therefore larger detunings [29,64]. Secondly, the large
bandwidth of the driving pulses suppresses the detrimen-
tal effects of stimulated Brillouin scattering (SBS). We
note that previous fibre resonator studies involving TCSs
in the anomalous dispersion regime relied on an intra-
cavity isolator to mitigate SBS [4, 6, 7]. This method is
not applicable to our experiment because, in contrast to
TCSs which always sit on a lower state background, parts
of our intracavity field are in the upper cw state, with
an intensity level much more susceptible to SBS. On the
plus side, the lack of an isolator enables us to reach com-
paratively higher cavity finesses. Thirdly, by driving the
cavity with a pulse pattern consisting of multiple widely-
spaced nanosecond pulses per round trip (the whole pat-
tern being synchronized to the cavity FSR), we can simul-
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Fig. 3. (a) Pattern of quasi-cw pulses used to drive the res-
onator. The pattern repeats every 430 ns, matching the cavity
round-trip time, thus ensuring synchronous driving. Each pulse
is labelled numerically to facilitate the discussion of our results
(the labels match those in Fig. 5). (b) Enlarged view of driving
pulse #2. Blue (green) curves show the driving pulses in the
absence (presence) of the perturbations used to excite SWs.
taneously realize several independent experimental real-
izations. The driving pattern used in our experiment con-
tains six nanosecond-duration pulses and is illustrated in
Fig. 3(a) [blue curve]. As can be seen, small differences in
peak power levels exist between the different driving pulses
due to modulation and amplification imperfections. This
causes small artefacts in our observations which will be
discussed below.
Because the nanosecond driving pulses are much longer
than the picosecond-scale SWs we are interested in, the
driving field can be considered as quasi-cw. We note, how-
ever, that a small synchronization mismatch between the
repetition rate of the driving pattern and the cavity FSR is
generally unavoidable and results in an effective convective
drift [49] that can hinder the interpretation of the data. In
particular, the front expansion/contraction dynamics can
appear asymmetric if examined in a (natural) reference
frame fixed to the driving pattern repetition rate. To alle-
viate this issue, all our results are presented in a reference
frame fixed to the cavity FSR, in which the SW motion is
symmetric. (Of course, in this reference frame, a synchro-
nization mismatch causes the nanosecond background to
exhibit a uniform temporal drift.)
Finally, to systematically excite SWs, we use a signal
from a second pattern generator (PG 2 in Fig. 2) synchro-
nized to the driving pattern to perturb selected driving
pulses. That signal is made up of approximately Gaussian
pulses, shorter than the driving pulses, and generated with
a pi phase shift with respect to that of PG 1. When fed
through the electrical switch (S), it thus effectively carves
dips in the nanosecond driving pulses. The green curve in
Fig. 3(a) illustrates the resulting perturbed driving pulse
pattern [with an enlargement of one the pulses in Fig. 3(b)]
compared to the unperturbed driving (blue curve). Note
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that the switch is only open during the initial phase of SW
excitation and is blocked for the rest of the experiment.
This effectively mimics the procedure used to excite SWs
in the simulations presented in Fig. 1.
4 Experimental results
To investigate SW dynamics in a systematic way, we start
each measurement by tuning the frequency of the driving
laser with a function generator in order to select a de-
tuning value ∆ that lies in the regime of cw bistability.
Specifically, we ramp up the detuning across the cavity
resonance and onto the upper branch, i.e. from left to
right in Fig. 1(a), and stop at a selected point of interest.
In this way, the intracavity field initially corresponds to
the upper cw state. Next, we perturb the driving pulses
for about 10 cavity round trips (with the S switch, as de-
scribed above), which locally switches the intracavity field
to the lower cw state, creating SWs on both sides. After
the switch is returned to its original off position, and the
perturbation has died off, the driving pulses regain their
original flat-top shape (blue curve in Fig. 3) and the SWs
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Fig. 4. Experimental measurements of SW dynamics, obtained
for two different values of the cavity detuning as indicated. (a,
b) Space-time diagrams showing the evolutions of the tempo-
ral profile of the cavity output power over 700 cavity round
trips. The SWs are excited starting from round trip #253. (c,
d) Snapshots of the cavity output power profile at specified
round trips, after excitation of the SWs. (e, f) Corresponding
evolution of the temporal separation of the two SWs, ∆τ .
are left to evolve unperturbed. The excitation and evolu-
tion of the SWs are recorded as a long time trace of the
cavity output power on an oscilloscope.
Typical experimental results, obtained for two differ-
ent cavity detunings, are shown in Figs 4(a) and (b). Here
we visualize the intracavity field evolution by means of the
same space-time representation as used in Figs 1(c)–(f),
and that is obtained by (i) slicing a single long oscillo-
scope trace into segments separated by the cavity round-
trip time and (ii) concatenating the individual segments
atop each other. Note that, as explained above, the vis-
ible drift of the nanosecond background pulse originates
from a mismatch between the repetition rate of the driving
pattern and the cavity FSR. As can be seen, for a small
detuning ∆ = 7.5 [Fig. 4(a)], the domain of lower cw state
(induced by the applied perturbation) contracts at the ex-
pense of the surrounding upper state, with the two SWs
moving towards each other. In contrast, for a larger detun-
ing ∆ = 11.1, the lower state domain expands, with the
SWs moving away from each other [Fig. 4(b)]. In Figs 4(c)
and (d), we show corresponding snapshots of the oscillo-
scope traces at four different round trips, as indicated in
the panels.
The results shown in Figs 4(a)–(d) clearly illustrate
the motion of SWs. To obtain more quantitative insights,
we show in Figs 4(e) and (f) the evolution of the temporal
separation between the SWs, ∆τ . That quantity repre-
sents the temporal duration of the lower cw state domain
and is extracted from our data as ∆τ = τ2 − τ1, where τ2
(τ1) is the temporal position of the trailing (leading) SW.
We can clearly see that the domain size changes linearly
over time, i.e. the SW moves at constant velocity. By ex-
tracting the slope of the curve, we can readily obtain a
quantity that characterizes the SW velocity,
V =
1
2
d∆τ
dt/tR
, (4)
where the factor of two accounts for the symmetric mo-
tion of the two SWs. For the measurements in Figs 4(a,c)
and (b,d), we obtain V ≈ −0.29 ps per round trip and
V ≈ +0.13 ps per round trip, respectively. Note that,
with our definitions, V < 0 (V > 0) implies contraction
(expansion) of the lower cw state, i.e. the SWs moving
towards (away from) each other.
We have repeated the measurements over a wide range
of cavity detunings, and summarize our findings in Fig. 5.
Here we plot the measured SW velocities as a function
of the detuning, with the different curves corresponding
to the different pulses of the driving pattern (coloured
curves with labels coinciding with those in Fig. 3). We be-
lieve that slight variations in the peak power levels of the
different driving pulses (see Section 3) explain the small
spread of SW velocities observed in Fig. 5. To facilitate our
analysis, we also plot in Fig. 5 the average SW velocity
computed across all the different driving pulses (dashed
black curve, labelled ‘A’).
The experimental results in Fig. 5 clearly show that,
for small detunings, the lower cw state is metastable: it is
quickly invaded by the upper state, with the SWs moving
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towards each other [V < 0, as in Fig. 4(a)]. As the detun-
ing increases, the SW speed V decreases, and crosses zero
at about ∆M ≈ 10.4 (average value for the six independent
realizations). For larger detunings, we see clearly how it is
now the upper cw state that is metastable, shrinking at the
expense of the lower state (i.e. V > 0). The zero-crossing
of the SW velocity corresponds, of course, to the Maxwell
point for our parameters. In this context, we highlight
that the value ∆M ≈ 10.4 extracted from our measure-
ments is in very good agreement with the value obtained
from numerical simulations [∆M ≈ 10.3, see Fig. 1(e)].
Numerically calculated SW velocities are also plotted in
Fig. 5 (solid black curve, labelled ‘N’) for the full range of
detunings considered in the experiment and are found to
match the measurements reasonably well.
The SW velocities shown in Fig. 5 were extracted for
SWs evolving independently, i.e. without interaction. Of
course, departure from purely linear front motion can be
expected when the SWs get sufficiently close to each other
for their oscillating tails to overlap [40]. To consider this
situation, and the possible interlocking of SWs, we have
analyzed data acquired for a detuning ∆ ≈ 9.9, just below
the Maxwell point, over a larger number of round-trips.
These measurements are presented in Figs 6(a) and (b),
again in the form of space-time diagrams. Data shown in
these two panels correspond to two different driving pulses
[respectively #1 and #3 as labelled in Fig. 3(a)] but were
otherwise acquired simultaneously, i.e. for the exact same
detuning. Only the driving powers are slightly different as
already mentioned. As can be seen, the lower state domain
initially contracts, as in Fig. 4(a), but then, instead of
merging together, the two SWs slow down and eventually
come to a halt, giving rise to a persisting localized dark
structure.
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Fig. 5. Experimentally measured SW velocities as a function
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correspond to the different driving pulses shown in Fig. 3(a).
The black dashed curve (A) is the average over all realizations
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The temporal intensity profiles of the observed dark
structures are shown in more detail in Figs 6(c) and (d),
respectively for each of the two driving pulses considered
here. In this plot, we overlay oscilloscope traces corre-
sponding to the last 400 round trips of our measurements,
highlighting how the observed structures maintain a con-
stant shape and power level. Unfortunately, the limited
12 GHz bandwidth of our detection system is insufficient
to properly resolve the optical dark structures, which ac-
cording to simulations should not be larger than 25 ps. In
this context, we suspect that the difference in the depth
of the dark dips registered in Figs 6(c) and (d) is an arte-
fact, and is rather indicative of dark structures with dif-
ferent temporal durations. Indeed, for timescales shorter
than the impulse response, the detector simply yields a
measurement proportional to the signal energy. As shorter
dips lead to a reduced drop in detected energy, one expects
them to register as a shallower feature on the oscilloscope.
The results shown in Fig. 6 are indicative of SW inter-
locking. However, because of the limited memory depth
of our oscilloscope, the measurement only encompasses
about 1000 round trips, preventing full conclusions on the
long term stability of the dark structures. To gain more
convincing evidence, we performed another set of mea-
surements for which we captured the cavity output only
once every 23 round trips, leading to a coarser but signifi-
cantly longer acquisition. The result is presented in Fig. 7.
As in Figs 6(a) and (b), we observe an initially shrinking
lower state domain, and the associated SWs eventually
interlock around the 3000th round trip. This behaviour
can be observed in more details with the selected snap-
shots plotted in Figs 7(b) and (c), and also in the evolu-
tion of the separation between the two SWs [Fig. 7(d)],
which presents a stage of linear decrease followed by a
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Fig. 6. Experimental measurements showing evidence of SW
interlocking, obtained for ∆ ≈ 9.9. (a, b) Space-time diagrams
of the cavity output power corresponding, respectively, to driv-
ing pulses #1 and #3 as labelled in Fig. 3(a). (c, d) Superposi-
tions of oscilloscope traces corresponding to the last 400 round
trips of the data shown in (a, b). The white lines represent the
average of the traces displayed.
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Fig. 7. Experimental results showing the long-term stability
of interlocked SWs. The data was obtained for ∆ ≈ 9.4 with
driving pulse #2. (a) Space-time diagram of the evolution of
the temporal power profile at the cavity output. (b, c) Selected
snapshots; the colours correspond to the horizontal lines in
(a), with the corresponding round trip number as indicated.
(d) Corresponding evolution of the separation of the two SWs,
∆τ .
characteristic plateau. The formed dark structure is seen
to persist unchanged for more than 10000 round trips,
which corresponds to almost 2000 photon lifetimes. Even-
tually, around round trip #17500, the dark structure is
destroyed as it collides with another SW that has emerged
spontaneously from the leading edge of the driving pulse.
Nevertheless, the fact that the dark structure persists for
almost 2000 photon lifetimes is clear evidence of stable
SW interlocking.
5 Conclusions
In conclusion, we have experimentally and theoretically
investigated the dynamics of SWs in a passive Kerr fibre
ring resonator operating in the normal dispersion regime.
By locally perturbing the homogeneous intracavity field in
a region of cw bistability, we were able to systematically
generate SWs and investigate their dynamics. In particu-
lar, we measured the velocities of the SWs as a function
of the cavity detuning, observing a zero crossing at the
point of equal stability (the Maxwell point). Additionally,
for parameters sufficiently close to the Maxwell point, we
observed clear evidence of interlocking of two SWs and
the corresponding formation of persisting dark temporal
structures. Evidence for the multistability of the struc-
ture width have also been presented, but are limited by
the resolution of our detection system. All our experimen-
tal results are in good agreement with simulations of the
Lugiato-Lefever equation. Our findings help link recent
theoretical and numerical works on SWs [40] to the gen-
eration of dark pulse Kerr frequency combs observed in
normally dispersive microresonator experiments [36], and
provide insights on the operation of coherently driven fibre
ring resonator in the normal dispersion regime.
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