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Abstract
The advances in multi-core architecture for general-purpose computing in the 
past decade have tremendously increased the available raw computing power. 
The two major architectures are the central processing unit (CPU) and the 
graphics processing unit (GPU). GPUs have been developed recently as gen­
eral purpose processors. The present work is focused on the performance of 
unstructured CFD solvers on the GPU. For this purpose an explicit and im­
plicit solvers were developed. The explicit solver for the GPU and the multi­
core CPU were generated using the OPlus 2 library. This was achieved by 
implementing minimal extensions to the sequential code. The explicit solver 
achieved a speedup of an order of magnitude on the GPU, compared to the 
multi-core CPU code. For the explicit solver the GPU is a cost effective option 
compared to the CPU. On the other hand, the implicit solver using the Jacobi 
linear solver was implemented in two variants. The first using the OPlus 2 
library and the second using NVIDIA library. The manufacturer library per­
formed better than the OPlus 2 implementation. This was due to the inefficient 
implementation of the OPlus 2 version. The NVIDIA library gave a speedup of 
27X compared to the sequential version. Hence, for the implicit solver the GPU 
might not be a viable option.
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Chapter 1
Introduction
The advances in multi-core architecture for general-purpose computing in the 
past decade have tremendously increased the available raw computing power. 
The two major architectures are the central processing unit (CPU) and the 
graphics processing unit (GPU). GPUs have been developed recently as gen­
eral purpose processors. The peak GFLOPS (Giga Floating-Point Operations 
Per Second) of the high-end CPUs used in the top 10 super computers and 
the NVIDIA GPUs in terms of compute-power are presented in Figure 1.1. It 
is clearly evident that the compute-power offered by a GPU is better suited 
for parallel application. However, exploiting the available compute-power re­
quires considerable effort in terms of programming time. The CPU based archi­
tectures have increased the cache size per core and the number of computing 
cores. On the other hand, the GPU architecture has evolved as a general pur­
pose computing hardware equipped with hundreds of computing cores with 
smaller memory. A set of these cores are grouped into a streaming multi­
processor with a local cache memory known as the shared memory.
It is evident that the GPUs are capable, in principle, of delivering signifi­
cantly more computing power than the traditional CPUs. CFD algorithms for 
industrial and research applications are compute and data-intensive. The in­
tensive parts refer to the solution of large sparse linear system in the case of 
implicit time-marching algorithms. The present research is focused on the per­
formance of implicit algorithms on modern compute architectures, especially 
the GPU. A survey of the work on GPU related to the CFD field is presented in 
section 1.2, followed by the outline of the thesis in section 1.4. The subsequent 
section describes the GPU hardware architecture and the programming model 
that are used in the present study.
1.1 GPU architecture and Programming model
In contrast to a typical multi-core CPU, the advantage of a GPU lies in the 
presence of hundreds of compute cores grouped as SMPs (Streaming Multi-
1
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500
Figure 1.1; Rated FLOPS (Double Precision) for the high-end CPUs and 
NVIDIA GPUs
Processors), each with shared memory as shown in Figure 1.2. The green col­
ored boxes represent the arithmetic and logic unit (ALU), the yellow and the 
orange boxes represent the control unit and the cache memory, respectively. 
The ALU executes the computations. It is seen that the cache memory available 
for a given BMP on the GPU is considerably smaller than on the CPU. The com­
puting threads (i.e. instance of an operation) carry with them the data to the 
cache memory or the shared memory. The GPU is connected to the CPU mem­
ory via a bus. This adds an additional transfer of data from the CPU to the GPU 
memory, apart from the data being sent to execution from the global memory to 
the shared memory. Therefore, to reduce overheads the data of an execution is 
sent to the GPU. The difference in the architecture of the GPU requires different 
programming model compared to the conventional CPU programming.
Control I F alu
I I  . . . .
ALU I
Cache
DRAM DRAM
CPU GPU
Figure 1.2: GPU and CPU architecture
The hardware used in the present study is an NVIDIA GPU card and hence.
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Figure 1.3: CUDA Programming Model (Nvidia, 20101?)
the CUDA (Compute Unified Device Architecture) programming model pro­
vided and developed by the manufacturer is chosen. A CUDA code consists of 
a CPU (referred to as host) code with serial instructions and a GPU code (re­
ferred to as device code). In the CUDA programming model (Nvidia (20101?)) a 
routine is termed as a kernel. An instance of the kernel is executed as a thread 
on the GPU. To achieve fine-grain parallelism it is necessary that all threads 
of a kernel be executed independently and in any order on the device. Each 
thread has its own data and this data is sent from the GPU global memory to 
the shared memory. A group of threads termed as a block execute on the SMP 
and share the shared memory residing on the SMP. This is shown pictorially in 
Figure 1.3. The latency in data access increases from shared memory to global 
memory, the shared memory being the fastest.
As the shared memory is shared by a few computing cores i.e. the SMP, 
some latencies arise in the GPU computing model. Firstly the threads executing 
on the SMP must have all the relevant data on the shared memory available and 
there must be no conflicts between these threads. If the data is not available 
(cache miss) the threads wait for the data to be fetched from the global memory 
and this results in latency. Also, the threads having conflicts i.e. access to write 
or increment the same data element, should be serialised. Secondly, the same
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applies to the data access and data locality at the global memory level.
On the other hand, for the CPU because of the large cache memory the data 
locality (i.e. data being readily available to the processor) is significantly higher. 
Also, the computing cores can operate on other threads in case of data conflicts 
because of data availability. Hence, the coding and the performance of the un­
structured CFD algorithms on the GPU is not straightforward.
1.2 Literature Review
Several attempts have been made to demonstrate and to improve the perfor­
mance of certain CFD algorithms. The speedups obtained for hand-coded GPU 
implementations of a few of the CFD algorithms in the literature are presented 
below.
Harris (2005) demonstrated the first successful implementation of a 2D in­
compressible Navier-Stokes solver for cloud simulation on a NVIDIA GeForce 
FX 5900 using the Cg language (Mark et al, 2003) and achieved a speedup of 
6x over a serial execution on an Intel Pentium 4 (2Ghz) processor. Wu et al. 
(2004) also demonstrated the potential of a GPU for general purpose compu­
tations. They implemented a 2D Navier-Stokes solver on a NVIDIA GeForce 
FX5950 to simulate flow around an obstacle and observed a speedup of 14 x 
against a serial execution on an Intel Pentium 2.8GHz. However, these simula­
tions were implemented on commodity GPUs and were targeted for graphical 
applications.
With the development of general purpose GPUs (GPGPU) in recent years, 
the CFD community made attempts to port various CFD algorithms to GPUs. 
Studies involving the compressible CFD solvers on GPGPUs are presented.
Brandvik & Pullan (2008) reported speedups of 29 x and 16 x w.r.t a serial 
run on an Intel Core 2 Duo (2.33Ghz) for 2D and 3D Eulers solver applied 
to a low speed turbine cascade, respectively. The 2D test case was written 
in BrookGPU (using an ATI 1950XT) whereas the 3D test case was written in 
CUDA (using an NVIDIA 8800GTX), as BrookGPU lead to poor performance of 
only 3 X. The use of shared memory by CUDA programming model rather than 
texture memory by BrookGPU lead to the significant performance improve­
ment, hence making CUDA as the best choice of GPGPU programming model.
Elsen et al. (2008) solved 3D Euler equations on multi-block meshes for hy-
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personic flows using finite difference method and achieved speedups of 15.8 x 
and 20 x for 1 and 2 multigrid levels respectively. They used the BrookGPU lan­
guage on a NVIDIA 8800GTX and FORTRAN on an Intel Core 2 Duo (2.4GHz). 
However, they achieved this by developing a 4500 line BrookGPU code to sup­
port the original 9000 line solver code. It is observed that the best choice of the 
programming language is CUDA, however a great amount of extra and non­
portable code needs to be implemented.
Kampolis et al. (2010) ported 2D and 3D point-implicit Navier-Stokes solvers 
using the Spalart-AIImaras turbulence model on unstructured grids using 
CUDA. A maximum speedup of 19 x was achieved by completely restructur­
ing the 3D CFD solver on the NVIDIA GTX 285 w.r.t a serial run on an Intel 
Core 2 Duo (2.8GHz). Some of the suggestions given by the authors are the use 
of texture memory for primitive flow variables and their gradients, minimising 
the access of global memory within each thread, using vector types defined in 
CUDA and properly aligning user-defined data types, and efficient renumber­
ing of the unstructured grid.
Corrigan et al. (2011) reported increase in an performance for the solution 
of the 3D Euler equations for unstructured grids on NVIDIA Tesla 10 series 
cards using the Bin numbering scheme for reading the highly non-coalesced 
flow variables. They achieved a speedup of 9.5 x for the flow over a NACA 
0012 airfoil with respect to an Intel Core 2 Q9450 (2.66GHz) OpenMP imple­
mentation.
Matthieu Lefebvre & Basdevant (2011) implemented a fully turbulent Navier- 
Stokes solver on NVIDIA Tesla S2050. They reported a speedup of 20 x with 
respect to the serial runtime on Intel Westmere.
Also, there have been attempts in developing multi-GPU based CFD solvers. 
Wang et al. (2010) implemented a finite volume compressible inviscid solver 
with adaptive mesh refinement using hybrid MPI-CUDA. They achieved lin­
ear speedup for a 4 CPU cluster, each with a NVIDIA GeForce 8800GT. Gisbert 
et al. (2013) implemented a Navier-Stokes solver for turbo-machinery applica­
tions and observed a speedup of 6.5 x on ATI Radeon HD 5970 using OpenCL 
compared to an OpenMP implementation on Intel Xeon X5680 (3.33GHz). Us­
ing MPI, near linear speedup has been reported with increasing number of 
GPUs. However, the NVIDIA Tesla T1060 underperformed at 4.25 x compared 
to the OpenMP CPU implementation. Brandvik & PuIIan (2011) developed a 
full Navier-Stokes solver for turbo-machinery applications. They reported a
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speedup of 19 x for hand-coded solver on NVIDIA GT200 with respect to a se­
rial run on Intel Xeon (2.33GHz).
Castonguay et al. (2011) developed a full unstructured Navier-Stokes solver 
for multi-GPU applications using hybrid MPI-CUDA. A 25x speedup is re­
ported for single-GPU implementation on NVIDIA Tesla C2070 w.r.t serial run­
time on Intel Xeon X5670 (2.93GHz). Also, for the 32 GPU implementation, 
a speedup of 24.7x has been reported, which is the best performance so far. 
The authors used a 6*^  order VCJH scheme to achieve high arithmetic intensity 
and good data-locality on shared memory. It has been reported that matrix- 
matrix multiplication using the texture memory outperformed the shared mem­
ory based CUBLAS (Nvidia, 2010a) library.
The mentioned CFD algorithms, were coded at the expense of large code de­
velopment time. Furthermore, the performance achieved is non-portable across 
different compute platforms. The present work is an effort made to formalise 
the performance achieved on a single-GPU by the use of efficient libraries. Also, 
it is observed that portability across various platforms and programming lan­
guages and ease in performance tuning can be achieved with the use of efficient 
libraries for both code-transformation and for various vector and matrix oper­
ations.
1.3 Objectives
The present work is aimed at understanding the performance of the three- 
dimensional Navier-Stokes solvers on the GPGPU compared to a CPU. The 
objectives of the present research are as follows. Firstly, to evaluate the perfor­
mance of the explicit solver on the GPGPU, by employing the parallel frame­
work OPlus 2. Secondly, to evaluate the performance of the implicit solver on 
the GPGPU using the OPlus 2 library and also using the available alternative 
libraries. The performance thus observed is representative of such CFD solvers. 
Also, an attempt is made to understand the underlying reasons for the perfor­
mance behavior. To achieve the above, an unstructured explicit and an implicit 
CFD solver in three-dimensions are to be developed and validated. The outline 
of the present thesis is presented as follows.
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1.4 Thesis outline
In the present study an attempt has been made to formalise the speedup behav­
ior of an explicit and implicit CFD solvers. For this purpose an unstructured 
3D Navier-Stokes solver has been developed and is presented in chapter 2. The 
present work also reports the use of a parallel framework OPlus 2 (Giles et al, 
2011) for efficient porting and easy maintenance of the explicit CFD algorithm.
This thesis is organised as follows. Firstly, chapter 2 describes the explicit 
and the implicit CFD algorithms, the solver implemntation along with the 
OPlus 2 library. Secondly, chapter 4 presents the solver validation for vari­
ous test cases. Thirdly, chapter 5 presents the performance results presented 
algorithms. Finally, the conclusion and the future work are presented in the 
chapters 6 and 7, respectively.
Chapter 2
Numerical Method
The present chapter describes the 3D viscous compressible solver developed to 
investigate the performance on the GPU. The finite volume method using the 
cell-centered approach is adopted and is applied for unstructured grids.
The chapter is organized as follows. Firstly, the governing equations for the 
compressible viscous flow are presented in section 2.1. Secondly, the time in­
tegration is presented in section 2.2. Thirdly, the spatial discretisation of the 
convective and the viscous terms are described along with the boundary con­
ditions in section 2.3. Finally the solver description is presented.
2.1 Governing equations
The compressible Navier-Stokes governing equations are considered. In con­
servative form these are.
^  I  WdQ +  / / 9.dS = 0 (2.1)
where, W is the state vector of the conservative variables, {T is the flux vector 
and Q, dS and ft denote the volume, the surface and the outward facing surface 
normal of the control volume, respectively. The state vector is given by,
fuB] C2.2)
q(u, V, w) is the velocity vector in the three Cartesian co-ordinate directions. 
The variables p and E  represent the density and the total specific energy re­
spectively. The system given by (2.1) is closed by the equation of state.
The pressure can be evaluated from.
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(2 .4)
with 7  being the ratio of specific heats of the fluid.
The flux contribution from the convective and diffusive fluxes is given by.
convective (2 .5)
Tconvective and Tyiscous are the convective and the viscous flux tensors in the 
three Cartesian co-ordinate directions {x.y^z}. The Euler equations govern­
ing the inviscid compressible flow may be obtained by neglecting the viscous 
fluxes. The convective flux tensor is evaluated as.
convective
PQn
mg» +  
mg» +  V
p H q n
C2.6)
where qn = un^ +  vuy +  wriz is the normal velocity to the face and H  is the 
total specific enthalpy.
The viscous flux tensor can be evaluated as.
0
' ^ x ' ^ x x  T T X y T x y  H” 'IT 'z '^ X Z
'^ x '^ y x  T 'f^y'^yy  T '^ z '^ y z
'^x'^zx T '^y'^zy T '^z'^zz
' ^ x O x  T T ly O y  T L zO z
(2.73
dT
O x  =  UTxx +  VTxy 4- WTxz +  L-
©y =  UTyx 4- VTyy 4" WTyz 4"
©z =  UTzx 4- VTzy 4- WTzz 4" k'-
dx
%
dT
(2 .8)
Here, T  is the temperature, k is the coefficient of thermal conductivity of the
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fluid, and the shear stress (r) is calculated using the Stoke's hypothesis as.
dv 1
T y y  —  2// <j — — -V*g (2.9)
'T'zz — 2//
Tcy — Tyx — P  ^ o.. T
f du dv 
\ d y ~ ^ d x
f dî; dw 1 
Ty. =  9 ^ 1
// is the coefficient of dynamic viscosity of the fluid and the divergence of 
velocity is.
The coefficient of dynamic viscosity (/i) and the thermal conductivity {k) are 
related by
k =  g  (2.12)
where, Pr is the Prandtl number, Cp is the specific heat coefficient at constant 
pressure. The coefficient of dynamic viscosity for a perfect gas is dependent on 
the temperature, and is evaluated using Sutherland's formula,
where re f  denotes the reference values and S  the Sutherland temperature. 
The various coefficients for the working fluid air used in the present study are.
10
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H r e f  = 1.716 X  10-^—  (2.14)ms
Tref = 273.15ir (2.15)
S  = IIQAK  (2.16)
Pr = 0.72 (2.17)
R = 287.14-7- (2.18)kgK
7  =  1.4 (2.19)
Wk = 0.0242-— (2.20)m K
Cp = 1005.0-4- (2.21)kgK
Hair = 1 .7 8 x 1 0 -^ -^  (2.22)ms
The governing equations are applied to the fluid domain consisting of non­
overlapping control volumes or cells. The present solver is implemented for 
unstructured grids with hexahedral cells and the grid is generated using a com­
mercial grid generator. The solver is based on the face-based (or edge-based) 
data structure to define the connectivity or the mapping between cells and faces 
(see section 2 .1).The subsequent section describes the temporal integration.
2.2 Temporal integration
The method of lines is used to discretize the governing equations and hence, a 
separate discretisation is used in space and time. The semi-discritized govern­
ing equations for every control volume (say I) are,
4  j  WdQ + KCW) =  0 (2.23)
n
Here, ^(W) is the spatial residual. The spatial discretisation is presented in 
section 2.3. Furthermore governing equations (2.1) can be discretised in time by 
forward or backward difference resulting in an explicit and an implicit scheme, 
respectively. The explicit and the implicit time integration are described as fol­
lows.
11
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2.2.1 Explicit time advancement
In the present solver the Rimge-Kutta explicit time-integration method is 
adopted to integrate equation (2.23) in time. A 5-stage Runge-Kutta (RK5) 
scheme (Swanson et al, 2007) has been used in this study. In each stage of the 
RK5 scheme the intermediate state vector is evaluated by a weighted residual. 
The weights are the coefficients given in the RK5 scheme. The RK5 scheme for 
the Euler solver can be expressed as.
ÿç{0) ^
# 1 )  =  'W(°)-aiAt:R('W(°)),
(2.24)
7yn+l ^  Ÿ^ (5)
where A t  is the time step. The time-step for a cell I  with neighbours J  
on faces m  is calculated from the spectral radius (A) of the convective and the 
viscous fluxes as.
Np
(A.)/ =  y ;( |g .n | +  c)„A 5„ (2.26)
J=1
Np
(2.27)
where A S  is the face area, c is the speed of sound, CEL is the Courant num ­
ber and Nj? is the number of faces of the cell. The viscous spectral radius (A^) is 
neglected for inviscid flows.
In equation (2.25) the superscript enclosed in parenthesis indicates the RK5
stage, and the RK5 coefficients [o i, , 0:5] are chosen according to the spatial
discretisation and the order of the scheme. Furthermore, for the Navier-Stokes
12
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Stage
l® -^order upwind 2"^-order upwind
CFL = 2.0 CFL = 1.0
a a P
1 0.2742 1.00 0.2742 1.00
2 0.2067 0.00 0.2067 0.00
3 0.5020 0.56 0.5020 0.56
4 0.5142 0.00 0.5142 0.00
5 1.0000 0.44 1.0000 0.44
Table 2.1: RK(5,3) coefficients for Upwind schemes (Blazek, 2001)
equations, the dissipative fluxes are weighted by the coefficients [/?i,....., yds] re­
sulting in the R K (5,3) scheme. This is because the dissipative fluxes are evalu­
ated only thrice as.
with.
- a i ^  
Ÿ)(2) =  'ÿ)(0) _
=  1^ (0) _  
w(4) =
"ÿ)(5) _
(0)
convective ^  diffusive 
diffusive
(0)
m _  m
convective
m (2) _  Æ (2.0)
convective ^  diffusive
m (0) _  Æ (2.0)
^  convective fH
m _  m^  convective fti
diffusive
(
d ffusive
(2.28)
^ d i f f u s i v e  diffusive T  (1 diffusive
m _  /o m _L A -  /? "IT^ d i f f u s i v e  P 5 '^  diffusive "T P d ) '^  diffusive
C2.29)
The RK coefficients used in the present solver are shown in Table 2.1.
2.2.2 Implicit time advancement
The implicit time integration can be obtained by applying the backward Euler 
discretisation in time, equation (2.23) becomes.
(2.30)
13
CHAPTER 2. NUMERICAL METHOD
Linearising about the time-step n,
(231)
where A'W’^ =  'W^+i — W" is the update and I  is the identity matrix. The term 
^  represents the implicit operator (named as the residual Jacobian) on AW 
(the update) and involves the flux Jacobians derived from the flux formulation. 
Equation (2.31) results in a large sparse linear system which needs to be solved 
at each time step A t  to obtain AW” and thus the solution W”+^  at the next 
time-step. The system from equation (2.31) may be solved for using Newton's 
method by setting A t -p- oo, leading to.
dH
PS --:K(1A;”) (2.3:2)
cfW
However, this equation converges only if the time-step solution or the 
initial solution is very close to the steady state solution. Therefore, the term 
^  is retained in the equation resulting in an inexact Newton method. For the 
solution strategy, a flow solution obtained (after few hundred iterations) from 
the explicit solver is taken as the initial solution for the implicit solver. The time- 
step of the implicit solver can now be either fixed as a large constant number 
or scaled using a Switched Evolution Relaxation (SER) method (Bucker et al,
2009). In the present study the time-step was fixed using a CFL of 1000. The 
evaluation of the flux Jacobians and the choice of linear systems used in the 
present study are presented in 3.3. The evaluation of the spatial discretisation 
is presented in the next section.
2.3 Spatial Discretisation
The governing equations (2.1) in semi-discrete form are
^  I  Q {^convective ~  ^ v i s c o u s } = 0, (2.33)
Q all faces
where T is the normal flux density vector at the cell face (m) and ASm is the 
area of the cell face. The convective fluxes (denoted by $  convective) are evaluated 
using the Roe scheme (Roe, 1981) and the viscous fluxes (denoted by %iscous)
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using the face-averaged variables. They are presented as follows.
2.3.1 Convective fluxes
The convective flux vector density T^ convecUve can be expressed as.
convective (2.34)
where 3c is the average convective flux and D is the numerical dissipation 
evaluated at the face.
?c is calculated by applying central difference approximation of the flux 
across right and left cell states.
9c =  gCSF'-b 5F4) (2.35)
where and are the left and right states of the inviscid flux density 
vector normal to the cell face, respectively. The inviscid flux contribution at the 
cell interface is evaluated by Equation (2.6).
The Roe scheme artificial dissipation can be written as.
2 l^ -Roel — ' ^ l )i C236)
where \ARoe\ is the convective flux Jacobian evaluated using the Roe aver­
aged variables at a cell face, given by.
\ARoe\{ÿ^R — W l) — A F i + A F2,3,4 AF. (2.37)
with.
AFi V - c Ap — pcAV  
252
1
Ü  —  C U x  
V  —  C U y  
W  —  C U z
jT -- cf"
(2.38)
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AF,2,3,4 V
' 1 0
Ü A u —  AVrtx
(a p - ^ ) V + p A v —  A V u y
V ^ /
w A w  — A V riz
_ g"/2 _ u A u +  v A v  -h w A w  — V"Ay
(2.39)
A F . y  +  c Ap +  pcAV
252
1
Ü  +  C U x  
V +  CUy 
W  +  C U z
H + cV
(2.40)
where the Roe-averaged variables (denoted by ~ ) are given by
P = y/pLpR
VAL +  U Ry/^
y/pL +  y/pR
^Ly/PL-I VRy/pR
y f ^ T  y/pR
WLy/pL +  Wr^P r
y/pL +  y/pR
H  = HLy/PL + ÜRy/pR
y/pL +  y/pR
(2.41)
U U x  -4 -  VUy - h  W U z
+  w‘^
(2.42)
The 2”^-order scheme is obtained by reconstructing the flow variables at 
the faces. In the present work the cell variables are assumed to be linearly 
varying across the cell (Barth & Jespersen, 1989), this is known as the linear 
reconstruction method and is obtained by substituting the left (/) and right (J) 
cell states by the reconstructed variables in equation (2.35).
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3'c== 4- S'*) (2.43)
The reconstructed primitive flow variable (U) are obtained from the cell- 
gradients as.
(2.44)
where Vf/j is the gradient in the cell I  and ft, is the distance from the cell- 
centroid I  and the face-centroid on which the flux is being calculated. The term 
^  is the limiter function applied to every cell with ^  G [0 , 1] to preserve the 
monotonicity of the scheme. The limiter function is evaluated for every cell 
using Barth's method (Barth & Jespersen, 1989) as.
'ifji =  mirij <
where.
min  f 1 ,
min  ^1 , Lmin-Ui 
1
sjT )> 0
i f  A i < 0  
i f  A i = 0
(2.45)
Ai =  VUi S l 
Umax =  max{Ui,maxjUj) 
U m i n  =  rnin (Uj, mirijUj)
(2.46)
In equations (2.45) and (2.46) the functions min and max represent the min­
ima and maxima of the neighbours ( J) of the cell (7). Furthermore, the factor 
Ai is modified to be a non-zero term by adding a numerically small value, gen­
erally the machine epsilon^. The viscous fluxes on the other hand are treated as 
follows.
^Machine epsilon may be defined for a given machine, to be the smallest positive number 
which, when added to 1, gives a number different from 1 (Goldberg, 1991).
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2.3.2 Viscous fluxes
The viscous and thermal fluxes are evaluated using the the central scheme. This 
requires the flow variables (primitive) and their gradients on the faces. The 
primitive variable (say U) on a face (denoted by m) are obtained by averaging 
the variable directly from the immediate neighbouring cells (say I, J) as,
U,a = \{U, + Uj) (2.47)
The gradients on the faces are obtained by averaging the cell gradients as.
T7C/,» =  4- CZ.'WS)
The face gradients calculated will result in decoupling of the solution on 
hexahedral cells (Blazek, 2001). To avoid this the face gradients are modified by 
using the directional derivative. The directional derivative at face m  is calcu­
lated as.
m  (2.49)
I.I J
where Ijj is the distance between the cell-centroids of cells I  and J. Hence, 
the modified average of the gradient at the face can be written as.
Vf/m =  VUm — 
where the unit vector t j j  be given by.
t7j (2.50)
t i j  — (2.51)
where r fj  is the vector directed from cell-centroid I  and J  given by f j  — f}.
The gradient at the cell centers is evaluated from the contribution of the 
nearest neighbours which are sharing the faces with a cell. This task is accom­
plished by the using the Green-Gauss approach as.
1  1
VU[ =  E  ^{Ui + %).»m.A5'm (2.52)
m=l
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where m  is the face of cell I  with neighbor J. Also ASm and denote the 
unit normal vector and area of the face. Q denotes the volume of cell /  and 
Np its number of neighbours. The boundary conditions for different boundary 
types are presented in the subsequent section.
2.3.3 Boundary Conditions
Appropriate boundary conditions are applied depending on the flow problem 
to be solved. The general boundary types implemented in the solver are the 
inviscid wall (also symmetry plane), far-field, supersonic and subsonic pressure 
inlet /  outlet conditions. The boundary conditions are applied using the Roe 
scheme and using the ghost-cell approach, i.e by setting the flow variables in 
the ghost cell (indicated by subscript g). The implicit boundary conditions are 
applied by differentiating the flux at the face with the state vector of the internal 
cell using automatic differentiation approach. The treatment for the various 
boundary types implemented in the solver are presented as follows.
Inviscid Wall boundary condition
In the case of the inviscid wall boundary condition, the fluid slips over the sur­
face. Hence, there is no normal flow to the boundary. The pressure ipi) at the 
boundary is taken from the interior cell (I), resulting in a zero-order extrapola­
tion. The flux at the inviscid wall boundary face is evaluated as.
0
Pb'O'y
0
C153)
Supersonic Pressure boundary condition
For the supersonic inflow boundary condition, all the boundary face flow vari­
ables are pre-defined and are independent of the flow variables inside the flow 
domain. Therefore,
19
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=  Winf i ow  (2.54)
For the supersonic outflow boundary conditions, all the boundary face flow 
variables are defined by the flow variables inside the flow domain. Therefore,
Subsonic Inflow boundary condition
The subsonic boundary conditions (Holmes, 1989) are treated differently com­
pared to the strong boundary implementation of inviscid wall, and supersonic 
pressure boundary conditions. The ghost cell flow variables at the subsonic in­
let are set by specifying the total pressure (po), total temperature (To) and the 
flow angle (6) at the inlet. The only characteristic required is the static pressure 
and it is extrapolated from the flow domain.The rest of the flow variables in the 
ghost cells are calculated as follows.
K- =  (2.56)7 - 1
The outgoing Reimann (3%") invariant is then used to calculate the speed of 
sound in the ghost cell as;
--SR--(7 -- 1)
Cn —
(7  — l)cos‘^0 +  2 
2 .  2 , 7 -  111-* ||2
(2.57)
Cc/ =  Cf" 4- -^7r--|l%rlr (2 )^8)
The rest of the ghost flow variables are calculated from isentropic relations
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as.
C,2
Tg =  Î 0 - 7  (2.59)
Co
f T
Pg = (2.60)
"  BTg
lll&lll =  ^ 2 c ^ ( T o - T , )  (2.62)
where Cp is the heat coefficient at constant pressure and R  is the specific gas 
constant. The components of the inflow velocity are found from the inlet flow 
angle and velocity magnitude.
Subsonic Outflow boundary condition
In the case of subsonic outflow (Belk et al, 1987) the density and velocity are 
extrapolated from the domain and the static pressure is specified Psubout- The 
flow variables of the ghost cell are;
Pg Psubout PL63)
Pg = PI
- P i (2.64)
% = qi + n
.  CfP; .
(2.65)
Viscous Wall boundary condition
At the viscous wall, the noslip condition is imposed. The fluid is set to have the 
wall velocity (qwaii)/ and the ghost-cell variables for the adiabatic wall are fixed 
as,
Pg — Pi
Eg = Ej (2.66)
Qg — ‘^Qwall ~~ Qi
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Periodic boundary condition
The periodic boundary condition is also implemented to handle geometries 
with translational periodicity. For this purpose, an additional type of mapping 
is defined in the solver, similar to the internal face-cell mapping (this is pre­
sented in section 3.1). For the periodic boundary face the left cell is the internal 
cell and the right ghost-cell variables are copied from the shadow face defined 
from the mapping.
22
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Solver Implementation
This chapter describes the unstructured data structure and the solver. The 
solver is implemented to handle hexahedral meshes with a face-based data 
structure, but the performance results are indicative of unstructured CFD 
solvers. The data structure is described in section 3.1. This is followed by the 
explicit and implicit algorithms in sections 3.2 and 3.3, respectively. The flux 
Jacobian evaluation and the linear solvers are also described in section 3.3. The 
GPU version of the solver is written in CUDA C, although OpenCL (Stone et al.,
2010) is a more general language for any multi-core (both CPU and GPU) archi­
tecture. The reasons for the given choice are maturity of available compilers 
and the availability of relevant libraries. Furthermore, the solver was written in 
double-precision accuracy.
The explicit solver was implemented with the help of the OPlus 2 (OP2) 
library (Giles et al., 2011) and this is described in section 3.4. The implicit solver 
was then implemented with a Jacobi linear solver in two variants. First, using 
the OP2 library and the second using the CUDA library (NVIDIA, 2012).
3.1 Unstructured data structure
Unstructured grids depend on the mapping information to define the grid 
topology. A typical 3D grid has sets of nodes, faces and cells. Associated with 
these sets are the mappings from faces to nodes (such as a quad-face having a 
list of 4 nodes) and cells to faces (such as cells adjacent to a face), and data on 
sets such as residual on the cells, face normal of the faces, co-ordinates of the 
nodes. A 2D example unstructured grid is shown in Figure 3.1.
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W 3 W 4
C3
6
W i %
Co Cl
9
Figure 3.1: An example of 2D mesh, with Cells 0,1,2,3 and Nodes from 1 to 9.
The grid consists of nodes, edges and cells. Consider the example node list 
with each co-ordinate labelled from rii to %. Here, the subscript of each node 
in the list represents the node number. Using these node numbers the edge list 
is built, which connects 2 nodes as, ei -> (ni, 712), 62 -4- (722, %), en (725, 722), 
012 -4 (728, 715), etc. Here the subscript of the edge in this list represents the edge 
number. The mapping from cells to edges is built by using the right hand rule 
such that edge en consisting of nodes 725 and 722 has cells cg and C2 on its left and 
right side, respectively. The explicit and the implicit algorithms are presented 
in the following sections.
3.2 Explicit Algorithm
The explicit time integration described in section 2.2.1 is presented as a pseudo­
code in Algorithm 1. First, the grid is read by the solver and the geometrical 
properties such as the cell volumes, face areas and the face unit normals are 
calculated. Along with the geometrical data an initial solution is transferred to 
the GPU memory. The Step 4 and Step 16 in the Algorithm 1 are applicable 
only to the GPU version of the solver, and are performed only once, as all the 
required data is residing on the GPU. The solution is sent back to the CPU after 
reaching the required convergence (e) of the residual or maximum num ber of 
iterations {itermax). The OPlus 2 library is used in the present study to port the 
explicit solver to the GPU, and this is presented in the section 3.4. The implicit 
algorithm is presented in the subsequent section.
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Algorithm 1 Explicit Algorithm
1 Read grid
2 Calculate geometrical properties
3 Initialize Solution W
4 Send data to the CPU
5 while iter < itermax do
6 Calculate time — step A t
7 while RKLoop do
8 Calculate !k(W) 0 Calculate the spatial residual
9 TV = t> Perform RK update
10 end while
11 obiter ^  ÿç > Update flow solution
12 if ||!k|| < e then t> Check for convergence
13 break > Break on convergence
14 end if
15 end while
16 Fetch solution from  the GPU
3.3 Implicit Algorithm
The implicit solver in addition to the residual evaluation, involves two major 
components arising from equation (2.31). These are the evaluation of the resid­
ual Jacobian j  and the linear solver to solve the linear system to obtain the
update (AW”). The flux Jacobians can be evaluated by differentiating the flux 
at a cell interface with respect to the left cell and the right cell states. The resid­
ual Jacobian is evaluated using the l®*-order Upwind Roe scheme (Roe, 1981) 
and the residual is evaluated using the 2”^-order Upwind Roe scheme (Barth & 
Jespersen, 1989), resulting in the defect-correction approach (Venkatakrishnan, 
1(%6^
The process of deriving the analytical flux Jacobians for the Roe flux for­
mulation is tedious (Barth, 1987) (Vanden & Orkwis, 1996) and may result in 
incorrect evaluation of the Jacobians. An efficient alternative to avoid both 
hand-derived Jacobians and computationally expensive finite-difference eval­
uation of the Jacobians, is to generate the flux Jacobians using automatic- 
differentiation. The latter method employed in the present solver, uses the 
chain-rule to calculate the derivative of a function, in this case the flux formu­
lation. In this method the flux formulation is passed as a differentiable func­
tion to the auto-differentiation package TAPENADE (Hascoët & Pascual, 2004). 
The package generates the analytical expressions of the flux Jacobians. Alter­
natively, the memory usage of the sparse system can be reduced by simplifying
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the Jacobian to the spectral radius (Luo et al., 2001). The present study is limited 
to the use of full flux Jacobians.
The sparse structure of the residual Jacobian depends on the grid connec­
tivity. Each row of the matrix has the Jacobians of a control volume and its 
immediate neighbours. The boundary flux Jacobians are added to the diago­
nal elements of the residual Jacobian using the ghost-cell approach. The sparse 
matrix can be stored in various compressed formats. In the present study the 
compressed sparse row storage {GSR) format (Intel, 2013) has been selected, 
due to its favourable performance on the GPU (Giles et ah, 2012) (Bell & Gar­
land, 2009). The pointers of the sparse matrix do not change and hence are 
transferred to the GPU only once. This reduces the communication between 
the CPU and the GPU and only the data of the sparse matrix is updated at ev­
ery iteration. The implicit algorithm for solving the governing equations using 
a linear solver is presented in Algorithm 2. The sparse matrix, the residual and 
the guess solution are generated on the CPU and are transferred to the GPU. 
The linear solver is executed on the GPU and the solution is fetched back to 
the CPU for update. The linear solvers employed in the solver are presented as 
follows.
Algorithm 2 Implicit Algorithm
1: Generate GSR pointers for  the sparse matrix  
2: Send the row and the column pointers to the GPU 
3: Initialize Solution W”
4: while iter < itermax do
5: Calculate S  > Calculate the Jameson or the Roe scheme residual
6: Calculate ^  > Calculate Residual Jacobian
7: AW 0 t> Set guess solution
8: Send AW, to the CPU \> Send data to the GPU
9: Solve linear system on the GPU t> Linear solver executed on the GPU
10: Fetch AW from  the CPU > Fetch data from the GPU
11: W”+^  W” +  AW t> Update flow solution
12: end while
Linear solver
The linear solver is the most expensive part of the implicit solver and this is 
ported to the GPU to examine the performance benefits. In the present study, 
firstly a Jacobi linear solver is implemented. As it contains the major compo­
nents in any linear solver such as the sparse-matrix vector product and the 
vector-vector operations. Hence, it is straightforward to calculate the linear
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solver performance and also identify the most time-consuming components. 
For all calculations the linear solver is converged to a relative tolerance of ma­
chine epsilon.
The algorithm for the Jacobi linear solver as in Step 9 of the Implicit Algo­
rithm 2 is presented in Algorithm 3. The terms SpM V  and axpy in Algorithm 
3 refer to the sparse matrix-vector product and the vector-vector operations, re­
spectively. The efficient solution update in the Jacobi algorithm is performed 
by switching the address pointers in the memory of the work array y with the 
solution update vector AW. Here, the GSR  pointers represent the row and col­
umn pointers generated from storing the sparse matrix in the Compressed-Row 
Storage format (Intel, 2013). The sequential (CPU) version of the Jacobi lin­
ear solver is implemented using the available standard implementations (Saad, 
1990) (Lawson et ah, 1979). On the other hand, two different versions of the 
Jacobi linear solver are implemented on the GPU. The first using the Oplus2 li­
brary (Giles et ah, 2011), described in the final section of the present chapter. The 
second GPU version is the hardware manufacturer provided library (NVIDIA, 
2012). The performance of the Jacobi linear solver is presented in the chapter 5.
Algorithm 3 Jacobi Algorithm
1: while iter < maxiter do
2: y ^  ^ A W  > SpMV operation
3: if iter % m = 0 then > Check for convergence
II A Wif ^ ----- < 1“ ^^  then > norm operation4
5
6
7
8
9
10
break > Break on convergence
end if 
end if
^ G- S  — 1^ AW > axpy operation
AW 4— y > Solution update by pointer switch
end while
3.4 OPlus 2 library^
OPlus 2 (Giles et ah, 2011) is an active library, which transforms the users code, 
with a minimal set of extensions, to the target multi-core architecture (multi­
core CPU or GPU) and links the transformed code to the appropriate parallel 
library. Oplus 2 (OP2 in short) has been exclusively developed for unstructured
^This section is based on the literature from Giles (201 lo), Giles (20111;)
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CFD algorithms. OP2 decomposes an unstructured CFD algorithm to a collec­
tion of sets, datasets, mappings and operations. They are defined in as follows,
• Sets: Sets are things like nodes or faces or cells, a collection of abstract 
elements over which the parallel loops execute. For the example shown 
in Figure 3.1, the cell set can be written as; (0,1,2,3), and the node set can 
be written as, (1,2,3,4,5,6,7,8,9).
• Datasets: Datasets are the data associated with the sets, such as the state 
vector at all cell centers. The state variables Wi, W2, W3 and W4 at cell 
centers 0 , 1, 2 ,3  respectively, are an example of a dataset on the cell set.
• Mappings: Mappings are the connectivity information between one 
dataset and another. In a parallel loop, an indirect dataset is one, which is 
referenced indirectly using pointers. For example, in the flux calculation 
routine, the arguments are passed with their respective mappings of cell 
states and face normal, which are referenced using a mapping from cells 
to faces. In the example, the mapping between the cells and nodes can be 
given by [(7,4,5,8), (8^6,9), (4,1,2,5), (5,2,3,6)].
• Operations: Operations on sets are the repetitive calculations that are per­
formed on different datasets. For example, the 'update' routine which 
updates the state vector using residual of all cells, is an operation that 
iterates over the cell set, reads cell state variables, performs some opera­
tions on the dataset and writes back some useful results.
The next section describes the OP2 parallélisation strategy for a given par­
allel loop.
3.4.1 OP2 parallélisation strategy
The parallélisation strategy in OP2 is focused on minimising data transfer be­
tween the GPU and the CPU memory. For a typical CFD calculation the prob­
lem set and all its variables are copied onto the GPU main memory after the 
host initialises or reads all required variables. Parallel loops are then passed as 
kernels to the GPU cores by explicitly transferring the required data from the 
GPU main memory to the shared memory; as a result OP2 can optimise the way 
data is organised and accessed.
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A  kernel is processed as a collection of CUDA blocks and threads. The 
datasets of a kernel are split into partitions each sized by the available shared 
memory. The data partitions are then copied to shared memory and, after per­
forming the required operations, are copied back to the global memory. Read­
ing and writing datasets is straightforward but for incrementing datasets, the 
shared memory array of increments is initialised to zero, and at the end of the 
kernel the increments are added to the global memory. The data in the parti­
tions are renumbered in the shared memory for maximum data re-use.
For indirect loops data conflicts may arise when incrementing indirect 
datasets; as two different blocks and /o r threads try to update the same mem­
ory location at global memory and /o r shared memory level respectively. For 
example, two nodes of the same cell simultaneously performing flux updates or 
increments both at global memory and /o r shared memory levels. This problem 
does not arise when the indirect datasets are used in read-only or write-only 
modes.
This data conflict problem at global memory level is addressed by dividing 
the indirect datasets into partitions such that no two faces of the same cell be­
long to a partition. A CUDA block then executes each partition if the number of 
blocks coincides with the number of elements in each partition or else a thread 
may execute two or more elements. Blocks are colored such that no two blocks 
of the same color update the same global memory location. Blocks of the same 
color are then processed together and synchronisation is performed after each 
color. However, blocks are not reordered by color, rather a block m apping is 
defined which maintains the partitioning order.
Data conflicts can also occur at shared memory level when two CUDA 
threads try to update the same cell in shared memory location, simultaneously. 
Threads are also colored such that no two threads of the same color update the 
same location or reference in the shared memory. Threads of the same color are 
processed together and thread synchronization is performed after each color.
The task of renumbering, partition sizing, block mapping and thread color­
ing for indirect datasets is taken care by the 'plan' routine in the OP2 library. 
The partitioning, renumbering, coloring, and mapping performed in OP2 are 
discussed in the subsequent sections.
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Partitioning
All datasets in a parallel loop are partitioned by the OP2 plan at execution time. 
Partitions are sized such that they fit the shared memory. For example, the 
NVIDIA Tesla M2050 offers 48kB of shared memory, which is equivalent to 6144 
double precision floating-point numbers. If each partition is executed by one 
CUDA block, the number of threads per block is assigned as the partition size 
by OP2. Direct datasets are contiguous in the main memory; hence their access 
is straightforward. But in case of indirect datasets the data required is scattered 
across the main memory. To improve data locality and to increase data reuse, 
renumbering is done. It is presented in the following section.
Renumbering
To improve data locality of the datasets the partition data is made contiguous 
by renumbering the data. For direct datasets the data is already contiguous so 
only indirect datasets are renumbered. For each indirect partition dataset the 
algorithm for renumbering is,
• Build a list of all references to the indirect dataset by appending to a new 
list
• Sort the new list and eliminate duplicates. This list now defines the m ap­
ping from local indices (from shared memory) to global indices (main 
memory)
• The list mapping is inverted to give mapping from global indices to local 
indices
A new copy of the mapping table is created which uses the new local 
indices
Coloring
As stated, coloring is used at two levels to avoid data conflicts. Coloring of 
blocks and threads is done in the same way. In thread coloring, elements within 
each block are colored, as each element is executed by one thread. The element 
(thread) coloring assigns a color to each element such that no two elements of 
the same color reference the same indirect dataset element. Figure 3.2 shows 
an example of a grid with edge coloring. For each indirect dataset a list of the
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colors is maintained. Starting with this list initialized to be empty, the math­
ematical algorithm treats each set element in turn and performs the following 
steps:
• loop over all indirect dataset elements referenced by the set element to 
find the lowest index color which does not already reference them
• set this to be the color of the element
• loop again over all indirect datasets, adding this color to their list
Figure 3.2: Edges colored in a set to avoid data conflict
The efficient implementation of coloring uses bit operations. The color list 
for each indirect dataset element is a 32-bit integer in a work array with the 
i*^  bit set to 1 if it is referenced by an element of color i. The block coloring is 
performed in exactly the same way, except that in the first and third steps the 
loop is over all indirect dataset elements referenced by all of the elements in the 
block, not just by a single element /  thread.
Block Mapping
As mentioned the plan routine constructs blocks and stores their data in the 
partitioned order, so they are not grouped by color. Rather than reordering the 
blocks by color, a block mapping 'blkmap' is constructed. The illustration of 
block mapping is shown in Eigure 3.3. The algorithm to compute blkmap is:
• compute the total number of blocks of each color
• do a cumulative summation to obtain the sum of all blocks of preceding 
colors
• processing each block in turn, add the number of preceding blocks of the 
same color to the cumulative sum of preceding colors, to obtain its posi­
tion in the blkmap array
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finally, undo the cumulative summation operation to store the number of 
blocks of each color
blkmap 0 0 0 0 0 1 1 1 1 1 2 2 2 2 2 3 3 3 3 3
I I V V
0 1 2 3 0 1 2 3 0 1 2 3 0 1 2 3 0 1 2 3
Figure 3.3: Illustration of block mapping, with colors indicated as 0,1, etc.
3.4.2 Data Layout
The storing of datasets plays an important role in determining the data transfer 
efficiency between the shared memory (SM) and the GPU main memory. For 
example, the NVIDIA Tesla M2050 GPU card has a 128B cache line size, which 
is equivalent to storing/loading 16 doubles. The cache line size data is used 
for computation. Hence, to attain maximum data usage in the cache line, the 
datasets can be stored in two different ways:
• SoA (Struct of Arrays) : storing all dataset elements as a contiguous block, 
as shown in Table 3.1. For example, the cell variables can be stored as 
contiguous blocks of p array, 72-velocity array, then f-velocity, and so on.
• AoS (Array of Structs) : storing all components of an element together 
as a small contiguous block. For example, the cell variables of cell 1 are 
grouped together as a small contiguous block, then cell 2 variables, and 
so on.
Gonsider an indirect dataset access to /  from the SM, the worst possible 
scenario for the cache line usage when SoA data layout is used would be 1/16 
i.e. only 1 variable being used in the calculation, whereas for AoS it would be 
4/16, as all 4 variables of a cell are used. Hence, in random access AoS is 4 
times more efficient than SoA layout, and therefore 1/4 times less data transfer 
from the main graphics memory. The potential disadvantage of AoS will be 
seen only when direct datasets are called in a direct loop such as 'update'. As 
'update' requires data in SoA format for coalesced transfer, as shown in Table 
3.1. This latency is overcome by simply asking the thread to gather the required
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data, say pi, p2, from main memory by offsetting the in-between variables such 
a.s ui,vi,pi. A  simple example of the AoS data layout, the format of fetched 
data for both indirect and datasets, is shown in Table 3.2.
Pi P2 P3 P4 P5 P6 . . . .
Ui U2 U3 U4 U5 Uq . . . .
Vi V2 V3 Va V5 V6 . . . .
Pi P2 P3 Pa P5 P6 . . . .
Table 3.1: SoA Data Layout
AoS Data Layout in Main Memory
Pi Pi Ul Vi Wi P2 P2 ll2 V2 W2 P3 P3 Us Vs W3
Fetched data in shared memory for Indirect dataset
Pi Pi Ui Vi Wi P2 P2 ll2 V2 W2 P3 P3 Us Vs Ws
Fetched data in shared memory for direct dataset
Pi P2 P3 Pi P2 P3 111 ll2 ll3 Vi V2 Vs Wi W2 Ws
Table 3.2: AoS Data Layout for Direct & Indirect datasets
3.4.3 Auto-tuner
The best choice of block and partition sizes for a given problem size is not 
straight forward and can only be decided looking at the runtime performance. 
For example, by increasing the block size i.e. the number of threads, one 
may schedule more threads to be executed on the GPU. This thread schedul­
ing involves the execution of threads in the processor when the rest of the 
non-executing threads access memory. As memory access is slow compared 
to thread execution, one may think of hiding the memory latency by increasing 
the block size. However, the registers available on the processor is limited and 
therefore, the computation will be limited if the block size is uncontrollably 
increased. Hence, a trade-off between increasing the block size and memory 
available to each thread must be realised.
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Also, the multiplicity of target architectures and the various parameters in­
volved in optimising especially a GPU based CFD code has lead to the natural 
choice of employing an auto-tuner. The choice of runtime parameters is a bit 
tricky because each kernel in the GPU code can have its own best runtime pa­
rameters. The FLAMINGO (Spencer, 2011) auto-tuning framework is used in 
the present study to obtain the best performance parameters for a single GPU 
implementation. This auto-tuner is a Python based code which compiles the 
user source code for the user given list of parameters and scores the runtime. 
It compiles, executes and scores all possible combinations of the list of param ­
eters. The user is required to supply only the parameters of the heavy kernels, 
for efficient auto-tuning and the set the code to run for only few iterations. 
The subsequent section presents an example of the OP2 library implementation 
used in the solver.
3.4.4 An OP2 example implementation
The solver code is supplied to the OP2 preprocessor (referred also as transla­
tor) with OP2 extensions^. The translator then generates the source codes for 
various target architectures. As an example, the function to calculate the time- 
step over volume (for the Euler solver) is presented in Listing 3.1. The example 
shows a loop-over the faces over a function vdCcalc, which calculates the time- 
step over volume as presented in Listing 3.2.
In this example to calculate the time step over volume, 5 arguments of type 
"double" (representing the float data type in double precision) are passed to the 
C function vdt-calc, which does the actual calculation. This function is looped 
over the set "faces" and the corresponding cell state vector values (denoted 
by p_g) are obtained from face-to-cell mapping (denoted by pfcell). If a dataset 
(here psn )  passed is over the given set (here faces), then this direct mapping 
is denoted by O P JD .  The type of access to the data is given by O P-RE AD  
for read-only access, O F -W R ITE  for write-only access, and O P J N C  for in­
cremental operation. The stride to the dataset (here 5 for p-q) and the mapping 
stride (0 and 1 for p-q) are specified when passing the argument. The function 
vdt-calc which contains the implementation details as shown in Listing 3.2. The 
function implementation with OP2 is similar to a serial implementation, except 
for the way the function is called. This example shows the simplicity in the
^The reader may refer to the OP2 user guide (Giles (2011fo)) for the complete set of OP2 
extensions
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/*
0P2 p a r a l l e l  l o o p  s y n t a x  o f  T i m e - S t e p  o v e r  vo lu m e  c a l c u l a t i o n
A r e p r e s e n t a t i o n  o f  t h e  f o l l o w i n g  s e r i a l  l o o p  i n  0P2
f o r ( n = 0 ;  n < f a c e s ;  n++) {
/ /  g e t  t h e  l e f t  a n d  r i g h t  c e l l s  o f  f a c e  ' n '  f r o m  m a p p i n g  
l e f t _ c e l l  = p f c e l l [2 *n] ; 
r i g h t _ c e l l  = p f c e l l  [ 2 * n + l ] ;
/ /  c a l c u l a t e  t i m e - s t e p  o v e r  vo lu m e  ( p _ v d t )  
v d t _ c a l c  ( p _ _ q [ 5 * l e f t _ c e l l ] , p _ q [ 5 * r i g h t _ c e l l ]  , p__sn[3*n] , 
p _ v d t  [ l e f t _ c e l l ] , p _ v d t  [ r i g h t _ c e l l ]  ) ;
}
*/
(vdt_calc. "vdt_calc", faces.
p_q. 0, pfcell. 5, "double". OP._READ,
p_q/ 1, pfcell. 5, "double", OP._READ,
p_sn. -1/ OP_ID , 3, "double". OP._READ,
p_vdt, 0, pfcell. 1, "double". OP._INC,
p_vdt, 1, pfcell. Ir "double". OP._INC);
Listing 3.1: A C and OP2 function to calculate the time-step over volume
use of OP2 library. It is to be noted that the sets, mapping and their data were 
pre-defined in the OP2 context, which are not shown in the example. The next 
chapter presents the validation of the implemented CFD solver.
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/*
F u n c t i o n  t o  c a l c u l a t e  t h e  t i m e - s t e p  o v e r  vo lu m e
q l ,  q2 -  a r e  t h e  c o n s e r v a t i v e  f l o w  v a r i a b l e s
o f  t h e  l e f t  a n d  r i g h t  c e l l s  o f  a f a c e  (INPUT) 
v d t l ,  v d t 2  -  a r e  t h e  t i m e - s t e p  o v e r  vo lu m e  
o f  l e f t  an d  r i g h t  c e l l s  (OUTPUT) 
sn  -  t h e  s u r f a c e  n o r m a l  t o  t h e  f a c e  (INPUT) 
gam -  r a t i o  o f  s p e c i f i c  h e a t s ,  a g l o b a l  c o n s t a n t  
gml -  r a t i o  o f  s p e c i f i c  h e a t s  m i n u s  1
*/
void vdt_calc(double *ql, double *q2, double *sn,
double *vdtl, double *vdt2)
{
double area, p; // t e m p o r a r y  v a r i a b l e s  
/ /  f a c e  a r e a
area = sqrt( sn[0]*sn[0] + sn[l]*sn[l] + sn[2]*sn[2] );
// Time s t e p  o v e r  v o lu m e  c o n t r i b u t i o n  t o  c e l l  1 
/ /  -
// p r e s s u r e
p = gml* (ql[4]-0.5f*(ql[l]*ql[l]+ql[2]*ql[2]+ql[3]*ql[3])/ql[0]);
// S p e e d  o f  s o u n d  
c = sqrt(gam*p / ql[0]);
// t i m e - s t e p  o v e r  vo lu m e  c a l c u l a t i o n
vdtl += (ql[1]*sn[0]+ql[2]*sn[1]+ql[3]*sn[2])/ql[0] + c*area;
// Time s t e p  o v e r  vo lu m e  c o n t r i b u t i o n  t o  c e l l  2 
/ / ------------------------------------------------------------------------------
// p r e s s u r e
p = gml*(q2[4]-0.5f*(q2[1]*q2[1]+q2[2]*q2[2]+q2[3]*q2[3])/q2[0]);
// S p e e d  o f  s o u n d  
c = sqrt(gam*p / q2[0]);
// t i m e - s t e p  o v e r  vo lu m e  c a l c u l a t i o n
vdt2 += (q2[1]*sn[0]+q2[2]*sn[1]+q2[3]*sn[2])/q2[0] + c*area;
Listing 3.2: The source code of the function vdt-calc
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Validation
The solver described in the previous chapter has been validated for various 
test cases and these are presented in the present chapter. The solver is sys­
tematically validated for different boundary conditions, the order of the spatial 
scheme for solution accuracy and the convergence behaviour for the implicit 
scheme and hence, the correctness of the residual Jacobian implementation.
Firstly, the first-order Euler solver using the Roe scheme is validated for su­
personic flow over a wedge in a channel and this is presented in section 4.1. Sec­
ondly, the l®*-order spatial scheme is extended to the 2^^-order spatial scheme. 
The test for the order of accuracy is presented for the flow over a smooth-bump 
in section 4.2. Furthermore, the boundary conditions are extended to handle the 
subsonic pressure inlet and outlet. This is validated for the subsonic and tran­
sonic flow over the bump and this is presented in section 4.3. Furthermore, the 
solver is extended to handle viscous terms in the governing equations and the 
viscous wall boundary condition. This is validated for the laminar flow over a 
flat plate and this is described in section 4.4. The implicit scheme is validated 
for the wedge, bump and the flat plate test cases by restarting the solution from 
an explicit solution and using a large CFL number. The linear convergence is 
observed and this is presented with each test case.
4.1 Supersonic flow over a wedge
The supersonic flow over the wedge test case is used to validate the inviscid 
wall, the supersonic pressure boundary conditions and the correctness of the 
residual Jacobian for the l®^-order scheme. The computational domain of the 
wedge is shown in Figure 4.1. The Euler or the inviscid wall boundary con­
dition, pressure inflow and outflow boundary conditions are indicated in the 
figure. The pressure boundaries are set to maintain a Mach number of 3.0 in the 
channel. The solution is initialised to the pressure inlet conditions. Figure 4.2 
shows the mesh with 384 x 128 x 4 in the x, y and z-directions, respectively. The 
grid is extruded in the z-direction to 4 cells and as the flow is two-dimensional
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E u l e r  W a l l
O u t f l o w
I m
W e d g e  ( E u l e r  W a l l )
Figure 4.1: xy-plane view of the flow domain with boundary conditions. The 
origin is located at the left-bottom corner of the domain. The Inflow /  Outflow 
boundaries are parallel to the y-axis and the Symmetry boundary is parallel to 
the x-axis.
Figure 4.2: xy-plane view of the mesh
in nature, periodic boundary conditions are used for the z-planes.
The Mach number distribution along the line y = 0.4, is shown in Figure 4.3 
and is compared with a solution obtained from the commercial solver (FLU­
ENT). The result indicates the present solution is in good agreement with the 
commercial solver. The commercial solver was run to full convergence on the 
same mesh with the 1 '^^-order scheme. The Mach contours obtained from both 
the solver and the commercial solver are in good agreement and are shown in 
Figure 4.4.
The solver is run for 500 iterations using the explicit solver and then 
restarted with the implicit solver using the Jacobi linear solver and a CFL num ­
ber of 1000. This ensures that the initial solution for the implicit scheme is 
close enough to the solution to achieve linear convergence. The linear solver is 
converged to machine zero at each implicit iteration. The convergence of the 
implicit scheme is presented in Figure 4.5. More than an order of magnitude 
reduction for every iteration in the density residual is observed in the conver­
gence behaviour of the implicit solver. This has established the correctness of 
the solution for the given boundary conditions and the proper implementation
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Figure 4.3: Mach number distribution along the line y = 0.4m
Solver
FLUENT
.^6
Figure 4.4: Mach contours of the supersonic flow over the wedge for the solver 
and commercial solver (reflected).
of the internal flux Jacobians and the applied boundary conditions.
4.2 Test for spatial order-of-accuracy
The inviscid flow through a channel with a smooth bump (Wang et al., 2013) 
is used to evaluate the spatial order-of-accuracy of the 2"‘^ -order Euler solver. 
The flow is two-dimensional with an inflow Mach number of 0.5. The com­
putational domain is shown with the boundary conditions in Figure 4.6. The 
smooth bump is centered at the origin and is defined by
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Figure 4.5: L2-norm of the density residual for the supersonic flow over the 
wedge. The explicit solver is run for 500 iterations and is used to initialize the 
implicit solver using a CFL number of 1000.
Symmetry
Inlet
0.8 m Outlet
Smooth bump
3.0 m
Figure 4.6: xy-plane view of the flow domain with boundary conditions. The 
origin is located at the bump center comer. The Inflow /  Outflow boundaries 
are parallel to the y-axis and the Symmetry boundary is parallel to the x-axis. 
The z-planes are set as periodic.
y =  0.0625e-25x^ (4.1)
The error in the maximum Mach number in the flow domain is taken to eval­
uate the order of the spatial scheme. The reference maximum Mach number is 
computed from the commercial solver solved on mesh of 960 x 256 x 4 size. The 
error indicator is calculated after the solver reached convergence to machine 
zero. Different mesh sizes (with h being the cell spacing in x-direction per unit 
length) are considered and the error is presented in Table 4.1. The observed 
order-of-accuracy of the spatial scheme is seen from the slope of error reduc­
tion, as shown in Figure 4.7. The order-of-accuracy for the solver is observed to
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Grid size h Error
120 X  32 X  4 0.025 0.06509251
240 X  64 X  4 0.0125 0.01663375
480 X  128 X  4 0.00625 0.00310908
Table 4.1: Error in maximum Mach number on various meshes for the flow over 
smooth bump.
3.5
Roe2 slope — 
Second-order slope —’ 
First-order slope ^
'R 2.5
slopé=2.ï
2.2 2.4
-log(h)
Figure 4.7: The error reduction of the 2"^-order scheme (denoted by Roe2) com­
pared to the first-order and second-order slopes.
be 2.1.
4.3 Subsonic and transonic flow over a bump
The 2^^-order solver is validated for subsonic and transonic flow over a bump. 
The 10% thick bump (Ni, 1981) in an inviscid channel as shown in Figure 4.8, is 
taken as the computational domain. As the flow is two-dimensional in nature 
the domain is extruded to 4 units in the z-direction (perpendicular to the plane 
of the paper). The geometry shows the inviscid walls and the pressure inflow 
and outflow boundaries. The height and the width of the channel are taken 
as Im  and 3m, respectively. The Mach number for the subsonic and transonic 
flow over the bump is set to 0.5 and 0.675 respectively. The flow is initialised to 
the pressure inlet condition and the density residual is converged to machine 
epsilon.
Three different mesh sizes are chosen to validate the solver and are shown
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Euler Wall
Inflow Outflow
Euler Wall
Figure 4.8: 10% Thick bump in an inviscid channel
Transonic mesh sizes Subsonic mesh sizes
27 X  9 X  4 27 X  9 X  4
57 X  19 X  4 72 X  24 X  4
72 X  24 X  4 147 X  49 X  4
Table 4.2: Mesh sizes for the subsonic and transonic flow over the bump
in Table 4.2. The test case is used to validate the subsonic pressure boundary 
conditions and also to verify the grid convergence properties of the solver.
The Mach number distribution along the lower wall of the channel is com­
pared with solutions available in the literature. Figures 4.9 and 4.10 show the 
Mach number distribution along the lower wall of the channel for the subsonic 
and the transonic Mach numbers. The results indicate good agreement between 
the solver solution and that available from the literature. The solution obtained 
in the subsonic case differs slightly from the numerical solution provided by Ni 
(Ni, 1981). This may be due to grid resolution. However, this is not visible in 
the transonic test case as the pressure loss is minimized by the presence of the 
shock. With these test cases the solver has been validated for the correctness 
of the boundary implementation. The Mach contours obtained from the solver 
and the commercial solver are in good agreement. These are shown in Figures 
4.11 and 4.12 for the subsonic and transonic flows, respectively.
The convergence of the subsonic and the transonic flow over the bum p using 
the implicit solver is shown in Figures 4.13 and 4.14, respectively. The solution 
is restarted from 2000 iterations of the explicit solver with CFL of 1.0 and run 
with a CFL of 1000 using the implicit solver.
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Figure 4.9: Mach number distribution along the lower wall of the channel for 
subsonic flow compared with reference solution (Ni, 1981)
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Figure 4.10: Mach number distribution along the lower wall of the channel for 
transonic flow compared with reference solution (Morton & Paisley, 1989)
4.4 Laminar flow over a flat plate
The Euler solver was then extended to a Navier-Stokes solver and has been val­
idated for viscous laminar flow over a flat plate. The viscous fluxes and the 
appropriate boundary conditions are verified against the exact solution using 
the Blasius equation (Schlichting, 2003). The Mach number is taken as 0.2 to 
compare with the incompressible solution. The Reynolds number based on the 
length of the flat plate is taken as 1000. The geometry and the boundary condi­
tions are shown in Figure 4.15. An additional domain is included upstream of 
the flat plate to allow the flow to approach the flat plate at free-stream condi­
tions. The grid is stretched in the y-direction such that at least 30 grid points lie 
in the boundary layer thickness. The first point lies at 1mm and is stretched in
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FLUENT
Figure 4.11: The Mach contours of the solver and commercial solver for the 
subsonic flow over the bump.
FLUENT
0^,45 V
SOLVER
Figure 4.12: The Mach contours of the solver and commercial solver for the 
transonic flow over the bump.
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Figure 4.13: Convergence of the subsonic flow over the bump. The explicit 
solver is run for 2000 iterations. This solution is used to initialize the implicit 
solver using a CFL number of 1000.
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Figure 4.14: Convergence of the subsonic flow over the bump. The explicit 
solver is run for 2000 iterations. This solution is used to initialize the implicit 
solver using a CFL number of 1000.
the y-direction to include sufficient points in the boundary layer. The stretch­
ing in the x-direction is is applied to reduce the grid size along the flat plate 
(Hirsch, 2007). Also, the mesh is extruded in the z- direction uniformly to 4 
layers of unit length, due to the two-dimensional nature of the flow.
The coefficient of skin-friction is calculated and is compared with the Bla­
sius solution in Figure 4.16, and is observed to be in good agreement. The 
convergence of the implicit solver is shown in Figure 4.17. The implicit solver 
is started from the explicit solver (using CFL 1.0) and the convergence rate ob­
served confirms the correctness of the Jacobian implementation.
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Figure 4.15: Flat plate (viscous wall) domain and grid with boundary condi­
tions.
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Figure 4.16: Skin friction co-efficient comparison of solver and Blasius solution 
at Re = 1000.
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Figure 4.17: Convergence of the laminar flow over the flat plate. The explicit 
solver is run for 1000 iterations with CFL of 1.0. This solution is used to initialize 
the implicit solver using a CFL number of 1000.
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Results
The previous chapters introduced the CFD algorithms and demonstrated the 
validity of the solver for various test cases. The present chapter describes the 
performance of the explicit and the implicit algorithm on a single GPU. Firstly, 
sections 5.1 and 5.2 describe the hardware used, the performance metric, and 
the test case, respectively. Secondly, the performance of the explicit solver is 
presented in section 5.3. Finally, section 5.4 discusses the performance of the 
implicit solver, for the mentioned linear solvers. The next section describes the 
GPU code and the performance metric.
5.1 Hardware and Metric
The performance metric for the whole of the present work is chosen to be the 
wall clock time (referred to as runtime). All times are in milli-seconds and are 
averaged for the total number of calls for a given routine. The speedup is cal­
culated as the relative runtime of the GPU to the runtime on the CPU. The 
'Marché' node at the TFSUTC is used for all performance evaluations. The 
hardware specifications for both the CPU and GPU are shown in Table 5.1. The 
price and the power consumption of the hardware used is presented in Table 
5.2.
The compilers used for the CPU and GPU code and their compile flags are
Hardware Cores
Clock 
Speed (GHz)
Global /  
Main 
memory (GB)
Shared 
memory /  L2 
cache(KB)
FLOP 
per clock 
cycle
Intel 
Xeon E5é20
4 2.4 24 3072 4
NVIDIA 
Tesla M2050 448 1.15 3 48
1 for double 
and 2 for single 
precision
Table 5.1: Hardware specifications for the CPU and the GPU hardware on 
'Marché'
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Hardware Power (Watts) Price (£)
Intel Xeon E5é20 80 300
NVIDIA Tesla M2050 225 2300
Table 5.2: Power consumption and the market price of the CPU and the GPU 
hardware on Marché
Compiler Flags Version
8++ -03 -DUNIX 4.4
nvcc -03 -arch=sm_20 -use_fast_math 4.0 /  5.0
Table 5.3: Compiler and compiler flags used to compile the CPU and GPU codes
presented in Table 5.3. It is to be noted that CUDA compiler nvcc and library 
versions are mentioned for two different implementations.
The explicit algorithm is fully ported using the OP2 library and the perfor­
mance is compared to the multi-core OpenMP (Dagum & Menon, 1998) CPU 
implementation. Both the GPU and the CPU versions of this solver have been 
generated using the OP2 library. In case of the explicit algorithm the runtime is 
measured for 1000 iterations and the speedup is calculated.
On the other hand, for the implicit algorithm only the runtime expensive 
part, i.e. the linear solver, is ported to the GPU. The performance of the im­
plicit solver is compared to a CPU sequential version of the solver. The sequen­
tial code for the implicit algorithm is implemented using the BLAS (Lawson 
et ah, 1979) library and the SPARSKIT (Saad, 1990) library for vector-vector and 
SpMV (in CSR format) operations, respectively. Also, two different GPU ver­
sions of the linear solver were implemented. The first using the OP2 library 
and the second using NVIDIA libraries (NVIDIA, 2012) to perform the matrix- 
vector (CUSPARSE library) and the vector-vector (CUBLAS library) operations. 
Each component of the linear solver and the data transfer between the CPU and 
the GPU is measured. The test case for performance assessment is as follows.
5.2 Test case
The solver performance is examined for the subsonic flow over the bum p, de­
scribed in section 4.3. Furthermore, mesh sizes up to 1 million cells, as shown 
in Table 5.4, are considered to observe the performance of various grid sizes.
where, NNZ denotes the number of non-zero blocks (where each block is a
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Grid name No. of cells No. of faces No. of boundary faces NNZ blocks
S 20K 40K 40K O.IM
A 0.2M 0.4M 0.4M IM
B 0.5M 14M 0.2M 33M
C l.OM 29M 0.2M 68M
Table 5.4: Test grid sizes
matrix of 5 x  5 size) in the residual Jacobian.The explicit solver performance is 
presented in the following section.
5.3 Explicit solver performance
The explicit solver was timed for 1000 iterations and the runtime for both the 
CPU and the GPU are noted. The performance of the explicit solver on the 
GPU compared to the OpenMP multi-core CPU implementation for various 
grid sizes is shown in Table 5.5. It is observed that for large problems a speedup 
of nearly an order-of-magnitude was achieved on the GPU. However, this was 
achieved by modifying the OP2 partition and block sizes. For the grid 'C , the 
the slowest runtime was observed to be 266.35, which is relatively 18% more 
than the fastest runtime, and this was observed for a partition and block size of 
25 6  X  512. Hence, it is recommended that for a given problem size the optimum 
partition and block size be supplied by an auto-tuner, such as presented in 3.4.3.
Grid name CPU runtime GPU runtime Speedup Partition size x Block size
S 42.77 6.25 6.84 X 256 X 256
A 219.68 22.81 9.63 X 64 X  64
B 1224.84 113.73 10.76 X 64 X  64
C 2517.25 225.10 11.18X 64 X  64
Table 5.5: Performance of the explicit solver on the CPU and the GPU. All times 
in milli-seconds.
5.4 Jacobi solver performance
Firstly, the implicit solver with the Jacobi linear solver was timed for 100 sub­
iterations to identify the 'heavy' or the most time consuming routines in the 
algorithm. It was observed that the linear solver dominated the runtime of the 
implicit solver for all the test grids. As shown in Figure 5.1, the linear solver
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takes nearly 80-85% of the total runtime on the CPU of the implicit solver for 
large grids.
100
80
60
20
S A B C
3 Linear Solver 
3 Jacobian evaluation 
□ Residual calculation
Figure 5.1: Timeline of the implicit solver
Therefore, the topic of interest for the remainder of the report is the linear 
solver performance. The next section describes the performance of the linear 
solver and the components for the sequential run on the CPU, so as to identify 
the operations dominating the runtime.
5.4.1 Sequential runtime
The runtimes for each operation is averaged for 2000 calls and they are pre­
sented in Table 5.6. It is to be noted that the solver is run in double precision 
and the names of the routines are as in Algorithm 3. Also, the sequential code 
is not optimised for performance benefits.
Grid SpMV axpy norm
S 13.52 0.17 0.83
A 68.50 1.05 3.45
B 443.66 5.21 17.86
C 917.57 10.59 35.59
Table 5.6: Runtimes of the Jacobi linear solver routines for 1 call. All times in 
milli-seconds.
It is evident that the SpMV operation takes 95% of the total runtime of the 
linear solver for all grids. Hence, the performance of SpMV would directly
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translate as speedup for the given linear solver. Also, to reduce the overall 
runtime the norm calculation is performed only once every 'm ' calls to check 
for convergence, 'm ' is taken as 100 for all test cases presented here.
The performance of the linear solver is dominated by the SpMV routine. 
Therefore, the focus in the subsequent sections is on the SpMV runtime for two 
different implementations on the GPU. First using OP2 indirect loop over faces 
(referred to as 'OP2" SpMV). Second using the NVIDIA libraries. These are 
presented as follows.
5.4.2 OP2 SpMV Performance
The performance of the OP2 SpMV routine using the OP2 library is presented 
in this section. The routine is an indirect loop on the faces set. Each face cor­
responds to a left (denoted by i) and right cell (denoted by j). The OP2 SpMV 
kernel is shown in Listing 5.1, Here, the O P JD  shows that the m apping is 
direct, whereas the face-cell-mapping term indicates the mapping between the 
cells and faces. The sizes of the arguments and the type of access (OPJNC for 
increment and OP J^EAD for read) is shown at the end of every argument. The 
kernel sends 70 doubles (with each double occupying 8bytes of memory) and 
increments only 10 doubles.
op_par_loop(0P2_spmv,"0P2_spmv",faces, 
op_arg_dat(jacobian_i, OP_ID, 
op_arg_dat(jacobian_j, 
op_arg_dat(W_i, 
op_arg_dat(W_j, 
op_arg_dat(dW_i, 
op_arg_dat(dW_j,
25, "double",OP_READ), 
OP_ID, 25,"double",OP_READ),
face_cell_mapping, 5,"double",OP_READ), 
face_cell_mapping, 5,"double",OP_READ), 
face_cell_mapping, 5,"double",OP_INC), 
face_cell_mapping, 5,"double",OP_INC));
Listing 5.1: OP2_spmv kernel 
The runtime of this routine for the test grid sizes is presented in Table 5.7.
Grid name OP2 SpMV Speedup
S 4.01 3.34 X
A 20.0 3.42 X
B 132.3 3.35 X
C 270.52 3.39 X
Table 5.7: Runtimes and speedup of OP2 SpMV. All times in milli-seconds.
It is clear that the speedup of the SpMV routine is poor in case of the OP2 
implementation. The routine has been profiled to understand the underlying
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reasons. The routine performs 100 floating-point operations (FLOPs) at an ex­
pense of 560 Bytes of data sent to the GPU. The GPU hardware has a memory 
bandwidth of 144GB/s (12.5% used by the Error Correction Code on the hard­
ware bandwidth of 148GB/s) with a theoretical peak of 515 GFLOPs in double 
precision. To achieve this, every double floating value sent to the compute core 
has to incur nearly 30 FLOPs. This results from fact that if the 144GB/s i.e. 18 
Giga-doubles/s bandwidth is fully used to send data to the GPU. Then, every 
double value sent to the GPU should perform ^  =  28.6 FLOPs. However, as 
the OP2 SpMV routine sends 70 doubles and performs only 100 FLOPs (i.e for 
matrix-vector multiplication and increment operation) instead of ideally 2100 
(70 X 30) FLOPs, there is a straightforward 21 x reduction in the achievable 
speedup resulting in a maximum achievable 24.5 GFLOPs.
In contrast to a coalesced memory access (i.e. consecutive threads access 
consecutive memory addresses) in the case of direct loops, the OP2 SpMV rou­
tine has indirect access (resulting from the unstructured data structure) to the 
arguments via the face_cell_mapping. Therefore, the data for each computing 
thread is not readily available. The profiling parameters that indicate and quan­
tify this behaviour are as follows.
The data from the profile indicates the reduction in the performance and is 
presented in Table 5.8 and Table 5.9.
Grid
% of Hit rate on 
LI cache
Effective
(GFLOPs)
% of Hit rate on 
Shared Memory
Effective
(GFLOPs)
S 42.1 10.31 83.8 8.64
A 45.2 11.76 82 9.64
B 49.3 12.08 84.2 10.17
C 47.8 11.71 83.3 9.75
Table 5.8: Effect of LI and shared memory hit rates
Data miss rates are the percentage of instruction issues that are missed 
due to the data misses on the LI and the shared memory and the global 
memory. The source for this miss rate is the indirect data access and this 
occurs largely on the global memory (nearly 85%).
Shared memory bank conflicts (SMBC) is the percentage of serialised 
(non-parallel) calls due to the simultaneous access of data on the shared 
memory. This happens when threads in a half-warp (a group of 16 
threads) access (write /  increment) the same memory location. The source
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of this delay is the increment operation in the matrix-vector operation. 
The OP2 library incorporates a stride in the shared memory to reduce 
bank conflicts. However, this stride is based on the size of the largest ar­
gument i.e. 25 doubles in this case. Increasing this to the total size of the 
kernel arguments may decrease the serialised calls.
The partitioning and the colouring of blocks and threads provided in OP2, 
result in a good hit rate on the shared memory. However, the LI cache hit rates 
are maintained at nearly 50% in all test cases, which reduces the achievable 
performance by half.
Grid
% of GMEM
cache misses
Effective
(GFLOPs)
% of
SMBC
Effective
(GFLOPs)
S 59.7 3.5 53 1.6
A 52.0 4.3 58 1.8
B 50.5 5.0 69 1.5
C 49.0 4.9 76 1.2
Table 5.9: Profiled data
There are also cache misses on the global memory (GMEM). Due to this the 
performance is degraded considerably. Apart from the delay in the data access 
due to the shared memory bank conflicts, there is also a penalty in the form of 
serialised calls on the shared memory. This further degrades the performance 
as shown in Table 5.9. According to the analysis, the GPU roughly gives a 
speedup of 3 to 4 x to the 0.35 GFLOPs (which is bONNZ operations) achieved 
on the CPU sequential. This is the observed speedup for the OP2 SpMV imple­
mentation presented in Table 5.7.
In this section, it has been shown that the OP2 SpMV implementation results 
in poor performance due to the above mentioned reasons. Moreover, it was 
shown that this was due to the cache misses on at the global memory, hit rate on 
the LI /  L2 cache and also due to serialising threads on shared memory due to 
memory conflicts. Hence, it can be concluded that the OP2 SpMV is inefficient. 
As a result, other available efficient implementations, which are reported (Bell 
& Garland, 2009) to achieve better performance are explored in the next section.
5.4.3 CUSPARSE Performance
Recently, researchers have suggested various efficient implementations of the 
SpMV operation. Reguly and Giles (Giles et al, 2012) claim the best possible
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SpMV implementation compared to the available CUSPARSE 4.0 library, at the 
time of publication. However, the present investigation shows that the newer 
CUSPARSE 5.0 library outperforms both the previous library and Reguly and 
Giles's implementation. Compared to the OP2 library implementation, the use 
of efficient libraries is a better alternative. The CUSPARSE library versions 4.0 
and 5.0 have been considered for the SpMV routine runtime. The performance 
of the CUSPARSE /  CUBLAS library for performing SpMV and vector opera­
tions are presented is Table 5.10 and Table 5.11. There were no changes in the 
performance of the vector-vector (axpy and norm) operations on either of the 
CUDA library versions.
Grid name SpMV Speedup axpy Speedup norm Speedup
S 0.96 14.04 X 0.03 7.19 X 0.10 8.59 X
A 4.27 16.05 X 0.11 9.58 X 0.15 23.34 X
B 20.92 21.21 X 0.54 9.71 X 0.45 39.43 X
C 42.00 21.85 X 1.07 9.87 X 1.03 34.56 X
Table 5.10: Runtime and performance of CUSPARSE 4.0. All times in milli­
seconds.
Grid name SpMV Speedup axpy Speedup norm speedup
S 0.38 35.59 X 0.02 7.25 X 0.11 7.51 X
A 1.88 36.50 X 0.11 9.58 X 0.16 21.46 X
B 14.60 30.39 X 0.54 9.75 X 0.47 38.01 X
C 30.00 30.59 X 1.07 9.91 X 1.02 34.86 X
Table 5.11: Runtime and performance of CUSPARSE 5.0. All times in milli­
seconds.
It is evident that the performance of the SpMV routines are indeed a more 
efficient implementation on the GPU. It is also observed that there were no 
improvements in the vector-vector operations performance.
The linear system is solved by sending and fetching the relevant data to 
and from the GPU as presented in Algorithm 2. The data transfer time for the 
test grid sizes is presented in Table 5.12. It is to be noted that the data transfer 
time is solely dependent on the bandwidth of the GPU device. The CSR row 
and column pointers for the sparse matrix have been copied only once and the 
value array is updated at every non-linear iteration. The data copy time (in the 
range of 2-3 seconds for the mentioned grid sizes) for the pointers is a one time 
investment.
The above runtime can be expressed in terms of the most expensive compo­
nent in the linear solver (the SpMV operation) for the most efficient implemen-
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Grid size S e n d # Send i Fetch AW
20K 3.94 0.13 0.12
0.2M 20.50 0.91 0.95
0.5M 137.00 4.80 6.00
l.OM 302.00 11.00 16.00
Table 5.12: Data transfer time for the Linear solver. All times in milli-seconds.
tation (i.e. CUSPARSE 5.0). This would express the cost of the data transfer in 
a more useful manner. The data transfer time in terms of the SpMV operation 
is presented in table 5.13.
Grid size Send i Fetch AW
20K 10.36 X 0.34 X 0.32 X
0.2M 10.92 X 0.48 X 0.50 X
0.5M 9.38 X 0.32 X 0.41 X
l.OM 10.06 X 0.36 X 0.53 X
Table 5.13: Data transfer time in terms of SpMV operation
In terms of the SpMV operation the total (send and fetch) data transfer time 
is equivalent to 11-12 SpMV calls. The present Jacobi linear solver performs 
lOO's of iterations to converge and the effect of the data transfer time is not 
seen. However, the data transfer time cannot be neglected if efficient linear 
solvers (Venkatakrishnan, 1995) which perform fewer iterations are employed. 
Considering the present linear solver implementation on the GPU and the data 
transfer time between the CPU to /  from the GPU, the overall speedup of the 
linear solver is presented in Table 5.14. The runtime is calculated for 100 sub­
iterations of the linear solver.
Grid size CPU Runtime GPU runtime Speedup
20K 1369 44.2 31X
0.2M 6955 221.4 31X
0.5M 44887 1661.8 27x
l.OM 92816 3436.0 27x
Table 5.14: Overall speedup of the linear solver on the GPU for 100 sub­
iterations. All times in milli-seconds.
It is evident that the GPU outperforms the CPU sequential implementation 
by a factor of 27 — 30 x including the data transfer time. Assuming a linear 
speedup on the CPU for 8 threads, the speedup on the GPU translates to nearly
3.3 to 3.75 X.
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Conclusions
The purpose of the present work was to investigate the performance benefits 
of the explicit and the implicit algorithm on the GPU. The explicit solver was 
ported to the GPU using the OP2 library. A multi-core (OpenMP) CPU code 
and a GPU (CUDA) code wqre generated using minimal OP2 extensions. A 
speedup of lOx was observed on the GPU compared to the OpenMP CPU im­
plementation. In the case of the explicit solver, the GPU card is priced at nearly 
8  X  the CPU and so is considered cost effective.
The scope of this thesis is limited to first-order Jacobians and the choice of 
linear solver was taken to be the Jacobi linear solver. This is expected to be 
representative of other linear solvers. On the CPU, the linear solver is the most 
expensive operation using 80-85% of the runtime of the implicit solver. Further­
more, it was observed that the SpMV operation dominated the linear solver 
runtime by taking 95% of the linear solver runtime. A version of SpMV us­
ing the OP2 library was employed, which resulted in poor performance on the 
GPU. The possible reason for the poor performance being an inefficient kernel 
implementation. Two versions of the SpMV implementation using the available 
CUDA libraries were employed. It was seen that the SpMV performed 22 x and 
31X faster than the CPU implementation, by using the CUSPARSE 4.0 and 5.0 
library, respectively. The vector-vector operations performed 10 x the speed of 
the CPU sequential runtime.
The effect of the data transfer is found to be equivalent to 10-12 SpMV calls 
for every linear solver call. For the largest grid size, the overall speedup of the 
linear solver on the GPU with respect to the CPU sequential runtime was found 
to be 27 X ,  including the data transfer time. The present work demonstrated 
that by off-loading the linear solver to the GPU, a 27x speedup in performance 
benefits can be obtained for implicit solvers on a single-GPU. The price and 
power consumption of the GPU are approximately 8 x and 3 x compared to the 
CPU. Hence, the implicit solver for the present GPU may not be cost-effective 
option compared to the CPU.
The central objective of the present research to evaluate the performance
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CFD solvers on the GPU is achieved. The explicit (using OPlus 2 library) and 
the implicit (using NVIDIA library) CFD solvers on the GPU are observed to be 
about 10 X and 3.75 x faster compared to the multi-core CPU implementation, 
respectively. Furthermore, it was also observed that the OPlus 2 implementa­
tion of the implicit solver resulted in poor performance and the possible reasons 
are outlined. It is to be concluded that the GPU remains to be elusive until suit­
able hardware level modifications are provided by the manufacturer. Two of 
which may be faster global memory and large shared memory. It is also identi­
fied that the OPlus 2 library is an efficient tool for porting large codes, especially 
for the explicit algorithm.
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Further Work
The present work may be extended as follows to study the performance of the 
implicit solver on the GPU.
• Other efficient linear solvers may be used, which converge in fewer itera­
tions than the Jacobi linear solver. In this case the data transfer time may 
be dominant.
• The performance of the matrix assembly on the GPU could also be stud­
ied. This might reduce the data transfer time between the CPU and the 
GPU.
• Performance benefit may be observed with the use of other efficient ma­
trix formats, at an additional cost of matrix format conversion.
• The present study is limited to single-GPU and could be extended to a 
multi-GPU implementation. The would add to the communication time, 
resulting in further loss in performance.
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