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A hierarchical equations of motion (HEOM) based numerical approach is developed for accurate
and efficient evaluation of dynamical observables of strongly correlated quantum impurity systems.
This approach is capable of describing quantitatively Kondo resonance and Fermi liquid charac-
teristics, achieving the accuracy of latest high-level numerical renormalization group approach, as
demonstrated on single-impurity Anderson model systems. Its application to a two-impurity An-
derson model results in differential conductance versus external bias, which correctly reproduces the
continuous transition from Kondo states of individual impurity to singlet spin-states formed between
two impurities. The outstanding performance on characterizing both equilibrium and nonequilib-
rium properties of quantum impurity systems makes the HEOM approach potentially useful for
addressing strongly correlated lattice systems in the framework of dynamical mean field theory.
PACS numbers: 71.27.+a, 72.15.Qm
Quantum impurity systems cover a broad range of im-
portant physical systems where strong electron-electron
(e-e) interactions among a few localized impurities affect
crucially the system properties. Besides the e-e interac-
tions, the impurities are coupled to the itinerant electrons
in surrounding bulk materials, which serve as the electron
reservoir and thermal bath. Moreover, some extensive
strongly correlated systems can be treated as quantum
impurity systems. For instance, the celebrated Hubbard
model can be mapped onto an Anderson impurity system
via a self-consistent dynamical mean-field theory [1]. The
strong e-e interactions give rise to a variety of intrigu-
ing phenomena of prominent many-body nature, such as
Kondo effects, Mott metal-insulator transition, and high-
temperature superconductivity. Examples of localized
impurities are the d- or f -electrons of transition metal
atoms and electrons trapped in quantum dots.
Accurate characterization of quantum impurity sys-
tems is the key to the understanding of the mechanisms
and effects of strong electron correlations. This has re-
mained a very challenging task, especially for the quan-
titative evaluation of dynamical quantities directly re-
lated to experimental measurements, such as the pro-
jected density of states and spectral function of the local-
ized impurities. A vast amount of theoretical efforts have
been devoted to achieving this goal, including the quan-
tum Monte Carlo (QMC) approach [2, 3], density matrix
renormalization group method [4, 5], numerical renormal-
ization group (NRG) method [6, 7], many-body perturba-
∗Electronic address: xz58@ustc.edu.cn
†Electronic address: wjh@ruc.edu.cn
‡Electronic address: yyan@ust.hk
tion theory [8], effective/quasi single-particle approaches
[9, 10], etc. Despite their success in elucidating some
fundamental features of electron correlations, the prac-
ticality of existing approaches has been limited within a
few basic models [11–13]. The reason is mainly twofold:
(i) the applicability of involving techniques relies criti-
cally on the system configuration, and (ii) the complex-
ity of numerical algorithms increases dramatically with
the number of impurities. Consequently, generalization
of existing approaches [2–7] to more complex models is
often difficult. Therefore, an accurate and universal ap-
proach capable of addressing strong correlation effects in
general quantum impurity systems is highly desirable.
In this Letter we propose a general approach based
on a hierarchical equations of motion (HEOM) formal-
ism [14] to characterize quantum impurity systems from
the perspective of open dissipative dynamics. The local-
ized impurities constitute the open system of primary in-
terest, while the surrounding reservoirs of itinerant elec-
trons are treated as environment. The total Hamiltonian
consists of the interacting impurities (Hsys), the nonin-
teracting electron reservoirs (Hres), and their couplings
Hsys-res =
∑
αµk(tαµk aˆ
†
µdˆαk + H.c.). Here, aˆ
†
µ and aˆµ
denote the creation and annihilation operators for impu-
rity state |µ〉 (including spin, space, etc.), while dˆ†αk and
dˆαk are those for the α-reservoir state |k〉 of energy ǫαk.
The influence of electron reservoirs on the impurities is
taken into account through the hybridization functions,
∆µν(ω) ≡
∑
α∆αµν(ω) = π
∑
αk tαµkt
∗
ανk δ(ω − ǫαk), in
the absence of applied chemical potentials.
The HEOM that governs the dynamics of open system
2assumes the form of [14]:
ρ˙
(n)
j1···jn
= −
(
iL+
n∑
r=1
γjr
)
ρ
(n)
j1···jn
− i
∑
j
Aj¯ ρ
(n+1)
j1···jnj
− i
n∑
r=1
(−)n−r Cjr ρ
(n−1)
j1···jr−1jr+1···jn
. (1)
The basic variables are the reduced system density op-
erator ρ(0)(t) ≡ trres ρtotal(t) and auxiliary density op-
erators, {ρ
(n)
j1···jn
(t);n = 1, · · · , L}, with L denoting the
terminal or truncated tier level. The Liouvillian of im-
purities, L · ≡ ~−1[Hsys, · ], may contain both e-e inter-
action and time-dependent external fields. The superop-
erators Aj¯ and Cj are expressed by Eq. (S1) of Ref. [15].
The index j ≡ (σµm) corresponds to the transfer of an
electron to/from (σ = +/−) the impurity state µ, as-
sociated with the characteristic memory time γ−1m . The
total number of distinct j-indexes involved is determined
by the preset level of accuracy for decomposing reservoir
correlation functions by exponential functions. Such a
number draws the maximum tier level Lmax, at which
Eq. (1) ultimately terminate [15]. The hierarchy is self-
contained at L = 2 for noninteracting Hsys [14]; while for
Hsys involving e-e interactions, the solution of Eq. (1)
must go through systematic tests to confirm its conver-
gence versus L. In practice, a relatively low L (≈ 4) is
usually sufficient to yield quantitatively converged results
for weak and medium impurity-reservoir couplings.
The details of the HEOM formalism are referred to
Refs. [14–17]. Here, we focus on some of its key features:
(i) It is based on the Feynmann–Vernon path integral
formalism [18], with fermionic operators represented by
Grassmann variables [19]. (ii) It resolves nonperturba-
tively the combined effects of impurity-reservoir dissipa-
tion, e-e interactions, and non-Markovian memory [14].
(iii) The influence of reservoir environment on physical
properties of impurities is taken into account via the hy-
bridization functions, which enter Eq. (1) through a re-
cently developed optimal Pade´ spectrum decomposition
scheme [20, 21]. (iv) Besides the equilibrium dynamical
observables, it is also capable of addressing nonequilib-
rium response of quantum impurity systems to external
fields such as laser pulses or applied voltages [17].
The HEOM approach has been applied to study static
and transient electron transport through quantum dot
systems, with which some interesting phenomena have
been revealed, such as the dynamical Coulomb blockade
[22] and dynamical Kondo transition [16].
In the framework of HEOM, there are two schemes
to evaluate the dynamical observables of quantum im-
purity systems. (i) Calculate relevant system correla-
tion/response functions based on an HEOM-space lin-
ear response theory [15]. The correlation function for
two arbitrary system operators Aˆ and Bˆ is C˜AB(t) ≡
〈Aˆ(t)Bˆ(0)〉 = trtotal[Aˆ(t)Bˆ(0)ρ
eq
total(T )], where ρ
eq
total(T )
is the equilibrium density operator of the total sys-
tem. C˜AB(t) can be evaluated by using the quan-
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FIG. 1: (Color online). The spin-up or down spectral function
of an asymmetric SIAM calculated by the HEOM approach
at different truncation tiers. The inset magnifies the Kondo
resonance peak at ω = 0. The parameters adopted are ǫd =
−5, U = 15, W = 10, and T = 0.075 (in unit of ∆).
tum Liouville propagator in the HEOM space [15]. Let
CAB(ω) ≡
1
2
∫
dt eiωtC˜AB(t), which satisfies the de-
tailed balance relation of CBA(−ω) = e
−ω/kBTCAB(ω).
The corresponding spectral function is JAB(ω) ≡
1
2pi
∫
dt eiωt〈{Aˆ(t), Bˆ(0)}〉 = 1pi
(
1 + e−ω/kBT
)
CAB(ω).
In particular, with Aˆ = Bˆ† = aˆµ, Jaˆµaˆ†µ(ω) = Aµ(ω)
gives the spectral density of impurity state µ, which can
be measured experimentally via angle-resolved photoe-
mission spectroscopy [23] and scanning tunneling micro-
scope [24]. (ii) Solve Eq. (1) for nonequilibrium electronic
response under external perturbation. For instance, the
differential conductance (dI/dV ) can be calculated via
the response current under applied bias, followed by a
finite difference analysis. The above two schemes are
completely equivalent for linear response properties.
It is emphasized that the HEOM approach is dis-
tinctly different from the conventional equations of mo-
tion (EOM) method using many-body Green’s functions
(GFs) as basic variables [25]. The GF–EOM method of-
ten treats the impurities and reservoirs on equal footing.
To close the equations it invokes specific approximations
for individual GFs. In contrast, the HEOM approach
focuses on the impurities, with all reservoir degrees of
freedom averaged out properly [14]. Consequently, the
HEOM involve much fewer unknowns than GF–EOM at
same tier level. Moreover, the generic form of Eq. (1)
applies to any complex impurity system, without addi-
tional derivation effort. Therefore, the HEOM approach
outperforms GF–EOM in terms of both efficiency and
universality [15].
For numerical demonstrations, consider first an asym-
metric single-impurity Anderson model (SIAM) system
that has been widely studied [26]. Hsys = ǫd(nˆ↑ + nˆ↓) +
Unˆ↑nˆ↓, where nˆµ = aˆ
†
µaˆµ and U 6= −2 ǫd. Lorentzian
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FIG. 2: (Color online). Comparison between A(ω) of sym-
metric SIAM calculated by HEOM and NRG methods. The
parameters adopted are T = 0.2 and W = 50 (in unit of ∆).
The inset shows the imaginary part of interaction self-energy
calculated from HEOM at energy close to ω = 0.
hybridization functions, ∆µν(ω) = δµν∆W
2/(ω2 +W 2),
are adopted, with ∆ being the effective impurity-reservoir
coupling strength and W the reservoir band width. Fig-
ure 1 depicts the calculated impurity spectral function
A(ω) by the HEOM approach, up to the converged tier
level. The well-known spectral features of SIAM are
clearly resolved: (i) The two resonance peaks at around
ω = ǫd and U + ǫd correspond to the excitation energies
associated with change of impurity occupancy state. (ii)
The peak at the Fermi energy (ω = EF ≡ 0) highlights
the presence of Kondo resonance under a low tempera-
ture. (iii) The sum rule
∫
A(ω) dω = 1 is satisfied to nu-
merical precision. The comparison in Fig. 1 demonstrates
distinctly that the HEOM results converge rapidly with
L for full energy range. This confirms that the HEOM
results converge quantitatively at a relatively low trun-
cation level, even in the Kondo regime.
Figure 2 depicts the calculated A(ω) of a symmetric
(U = −2ǫd) SIAM, from weak (U = 0.5π∆) to strong
(U = 6π∆) e-e interactions. For comparison, we also
show results obtained by using the full density matrix
NRG method [27], where a self-energy scheme of Ref. [28]
is employed, and the results are averaged over 8 differ-
ent logarithmic discretizations [29]. Note that our NRG
data in Fig. 2 differ slightly from those in Ref. [30], due to
different ∆µν(ω) used (Lorentzian versus constant). Ap-
parently, the two sets of curves agree quantitatively at all
values of U studied. In the weak (U = 0.5 and 1.0 π∆)
and intermediate (U = 3π∆) interaction regimes, HEOM
and NRG curves almost overlap with each other; while
in the strong (U = 6π∆) interaction regime minor devi-
ation is observed in the height of Hubbard peaks, which
is possibly due to remaining uncertainty in NRG results
[15]. Therefore, such a benchmark comparison clearly af-
firms that the HEOM approach achieves the same level
of accuracy as the latest high-level NRG method.
Highlighted in the inset of Fig. 2 are the imaginary part
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FIG. 3: (Color online). (a) dI/dV versus T/TK for sym-
metric SIAM with TK = (U∆/2)
1
2 e−piU/8∆+pi∆/2U [26] and
W = 24∆. The inset depicts dI/dV versus unscaled T . (b)
Comparison between the HEOM numerical results and an an-
alytical expression, Eq. (4.2) of Ref. [35], for the large–ω tail of
A(ω). Other parameters adopted are (in unit of ∆): W = 100,
U = −2ǫd = 6π. See Ref. [15] for more details.
of interaction self-energy (circles), exhibiting a parabolic
lineshape near ω = EF ≡ 0 (lines). This is a clear indica-
tion of Fermi liquid character [26]. Luttinger has proved
that the Kondo peak height is exactly 1/π∆ for a sym-
metric SIAM at T = 0, independent of U [31]. At finite
T and U , it is expected that in general A(ω = 0) < 1/π∆
[32], as exemplified by both Fig. 1 and Fig. 2.
The HEOM results exhibit the correct scaling behavior
by Kondo temperature TK [33, 34]. This is verified by the
calculated dI/dV versus T/TK as depicted in Fig. 3(a),
where the universal scaling is clearly manifested at T <
TK and ∆ ≪ U ≪ W . Moreover, as T is lowered, the
calculated A(ω) draws progressively to an analytic curve
of a logarithmic form predicted in Ref. [35]; see Fig. 3(b).
We also compare HEOM with the latest continuous
time QMC (CTQMC) approach [3] on the SIAM studied
in Fig. 2. Both approaches yield quantitatively consistent
imaginary time GFs with a maximum relative deviation
less than 5%. However, A(ω) of CTQMC suffer from non-
trivial uncertainties in analytical continuation of GFs to
real energies by the maximum entropy method [15]. We
then extend the comparison to the exact diagonalization
[36–38], the slave-boson mean-field theory [39], and the
non-crossing approximation [40]. The HEOM approach
is apparently much more accurate than these methods
[15]. In contrast to the fact that some existing methods
would encounter practical or intrinsic problems in treat-
ing certain forms of e-e interactions, the HEOM approach
admits an arbitrary form of e-e interaction (including
spin-flip, electron-pair hopping, and nonlocal Coulomb
interaction [41]) without additional computational cost,
as long as it works with the full impurities Fock space.
The computational cost (time and memory) of present
HEOM approach grows rapidly with the lowered T . This
is because the resolution of long-time memory requires
more exponential functions, and a higher L is usually
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FIG. 4: (Color online). (a) A(ω) and (b) dI/dV versus V of
a TIAM at various inter-impurity coupling strength ranging
from 0 to 2.5∆. The TIAM system is sketched in (a). The
parameters adopted are (in unit of ∆): W = 10, U1 = U2 =
10, ǫ1 = ǫ2 = −5, and T = 0.5.
necessary to achieve quantitative convergence. In partic-
ular, the cost for producing A(ω) of Fig. 2 is comparable
to that required for NRG and CTQMC [15]; while at a
higher T , the HEOM approach would be orders of mag-
nitude faster. Whereas at extremely low T or large ∆,
the present HEOM approach may be very expensive. It
is however possible to reduce the computational cost sig-
nificantly by designing more efficient reservoir memory
decomposition schemes.
We proceed to demonstrate that the applicability of
HEOM approach can be extended beyond the simple
SIAM model and equilibrium properties. To this end, a
parallel-coupled two-impurity Anderson model (TIAM)
sketched in Fig. 4(a) is considered, where Hsys = H1 +
H2+V12, with H1 (H2) being the SIAM Hamiltonian for
the impurity 1 (2), and V12 = t(aˆ
†
1↑aˆ2↑ + aˆ
†
1↓aˆ2↓ + H.c.).
Such a TIAM model has been realized experimentally
via a double quantum dot system, with the inter-dot cou-
pling strength t tuned by plunger gates [42]. The nonzero
t gives rise to an effective anti-ferromagnetic coupling,
J = 4t2/U , between the local spin moments at the two
impurities. At a weak J , the two spin moments are nearly
independent of each other, and the local spin at each im-
purity is screened by itinerant electrons separately. In
contrast, at a sufficiently strong J , singlet spin-states
covering both impurities are formed. Therefore, by vary-
ing the strength of t, the TIAM undergoes a continuous
transition from Kondo singlet states of individual impu-
rity to singlet spin-states formed between two impurities,
as confirmed by NRG and conformal-field-theory calcu-
lations [43, 44].
The HEOM approach is applied to evaluate the equi-
librium spectral function A(ω) of a TIAM consisting of
two identical impurities, along with its dI/dV versus ex-
ternal bias V . The latter is a nonequilibrium property,
and is achieved via a finite difference approach [15]. The
response current is extracted from first-tier (n = 1) aux-
iliary density operators [14]. Figure 4(a) and (b) depict
the calculated A(ω) ≡ A1(ω) = A2(ω) and dI/dV − V ,
respectively. Apparently, the variation of A(ω) and
dI/dV −V with increasing t are analogous to each other.
Their common features are as follows. (i) The system
undergoes a transition from a Kondo singlet involving
individual impurity (characterized by the single-peaked
lineshape) at t < ∆, to the singlet spin-state between
two impurities (characterized by the double-peaked line-
shape) at t > 1.5∆. (ii) The transition exhibits continu-
ous crossover. As t increases, the single Kondo peak first
broadens and approaches to its maximal height before it
drops and splits into two. These features are consistent
with previous experimental [42] and theoretical [43, 44]
investigations.
To summarize, the practicality of our developed hierar-
chical Liouville-space approach is demonstrated through
studies on Anderson impurity models, where the key
Kondo resonance and Fermi liquid features due to
strong e-e interaction are accurately characterized. The
HEOM approach can be straightforwardly extended to
more complex quantum impurity models (such as multi-
impurity models) without additional derivation and pro-
gramming efforts [15]. Once converged, the HEOM re-
sults can serve as benchmarks to calibrate approximate
numerical approaches, particularly the effective single-
electron approaches, which are useful for studying more
complex systems. Moreover, it is anticipated that HEOM
would become a promising impurity solver for character-
izing strongly correlated lattice systems in the framework
of dynamical mean field theory [1].
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3I. GENERAL REMARKS ON THE HEOM FORMALISM
The hierarchical equations of motion (HEOM) formalism is established based on the
Feynman-Vernon influence functional path-integral theory,1–4 and implemented with the
Grassmann algebra for fermionic dissipatons.2,5 Thus, it is formally exact for a general
open system coupled to reservoirs bath which satisfies Grassmann Gaussian statistics. The
mathematical construction of HEOM has been discussed comprehensively in Refs. 3–6. We
shall not repeat the tedious derivations, but just address some key features of the HEOM
formalism, particularly for those pertinent to the quantum impurity systems studied in the
main text of this work. By elucidating these basic features we will discuss the reasons why
the HEOM formalism is not just a formally exact theory, but also leads to an accurate,
efficient and universal approach for characterization of quantum impurity systems at finite
temperatures.
A. Accuracy and efficiency of the HEOM approach
The efficiency of the HEOM approach is rooted mainly at its nonperturbative nature, as
discussed later. As a result, it converges often at a relatively low tier level (L . 4). This
appealing feature is related to the fact that the HEOM formalism is of finite support, as
seen below.
(i) The HEOM formalism is of finite support by a maximum tier level Lmax, although
numerically it is usually too high to reach. Let us start with the HEOM, Eq. (1) of main text,
in which the basic variables are a set of ADOs, {ρ
(n)
j1···jn
(t);n = 0, 1, · · ·, L}, with L denoting
the converged or truncated tier level in practice. The reduced system density operator is set
to be the zeroth-order ADO; i.e., ρ(0)(t) ≡ ρ(t) = trres[ρtotal(t)], with trres representing the
trace over all reservoir environment degrees of freedom. In constructing HEOM, the influence
of reservoirs enters via the reservoir correlation functions {C±µν(t)}, which are related to the
inverse Laplace-Fourier transform of the self-energy functions via C+µν(t) = i[Σ
<
µν(t)]
∗ and
C−µν(t) = iΣ
>
µν(t). To achieve formally close HEOM, {C
±
µν(t)} are expanded in exponential
series. Without loss of generality, consider Cσµν(t) = δµν
∑M
m=1 η
σ
µme
−γσµmt, with the total
number of distinct exponential terms being K = 2MNµ, where the factor 2 comes from the
choice of σ = + or −, M is determined by resolution of reservoir memory, and Nµ denotes
the number of system states through which the itinerary electrons transferring into (σ = +)
and out of (σ = −) the central system. In writing the HEOM (1) and the involving ADOs,
we adopt the abbreviation j ≡ (σµm), so that γj ≡ γ
σ
µm. Thus, the damping term in Eq. (1)
collects all involving exponents. Denote also j¯ ≡ (σ¯µm), with σ¯ being the opposite sign of
σ. Involved are also the superoperators, Aj¯ ≡ A
σ¯
µ and Cj ≡ C
σ
µm, defined via their actions
on an arbitrary operator of fermionic or bosonic nature, OˆF or OˆB, respectively, by
AσµOˆ
F ≡ [aˆσµ, Oˆ
F] and CσµmOˆ
F ≡ ησµmaˆ
σ
µOˆ
F + (ησ¯µm)
∗OˆFaˆσµ, (S1a)
4or
AσµOˆ
B ≡ {aˆσµ, Oˆ
B} and CσµmOˆ
B ≡ ησµmaˆ
σ
µOˆ
B − (ησ¯µm)
∗OˆBaˆσµ. (S1b)
In particular, while the reduced system density operator ρ ≡ ρ(0) and its associated even-tier
ADOs
{
ρ(2k)
}
are bosonic, the odd-tier
{
ρ(2k+1)
}
are fermionic.
Moreover, the subscription index set (j1 · · · jn) in a generic n
th-tier ADO ρ
(n)
j1···jn
belongs
to an ordered set of n distinct j-indices. Swapping any two of them leads to a minus sign
to the ADO, i.e., ρjrjp = −ρjpjr . As a result, the number K of distinct j-indices is equal to
not only the number of the first-tier ADOs in total, but also the maximum hierarchical level
(Lmax = K) as by the full HEOM theory. Apparently, the number of the n
th-tier ADOs is
K!
n!(K−n)!
, while the total number of unknowns to solve, up to the truncated tier level L, is∑L
n=0
K!
n !(K−n) !
≤ 2K , as L ≤ K. The overall computational cost increases dramatically with
both L and K.
To minimize the computational expenditure while maintaining the quantitative accu-
racy, various reservoir spectrum decomposition schemes (in relation to the K size) have
been developed, including the Matsubara spectrum decomposition,5 the hybrid Matsubara
decomposition-frequency dispersion scheme,6 the partial fractional decomposition,7 and the
recently proposed Pade´ spectrum decomposition (PSD) scheme.8,9 Among all these schemes,
the PSD scheme provides an optimal basis to exploit the different characteristic time scales
associated with system-reservoir dissipation processes, and hence has the best performance.
It leads to an optimal construction of HEOM, with the minimal size of K.
(ii) The HEOM formalism is nonperturbative. An important feature of the formalism is
that for noninteracting electronic systems (e.g. the single-impurity Anderson model (SIAM)
with U = 0) that are characterized completely by single-particle properties, the resultant
HEOM terminate automatically at second tier level (L = 2) without approximation.5 This
feature highlights the nonperturbative nature of the HEOM approach. The underlying
hierarchy construction resolves nonperturbatively the combined effects of e-e interaction,
system-reservoir dissipative couplings, and non-Markovian memory of reservoir. For quan-
tum impurity systems with nonzero e-e interactions (e.g. the SIAM with U 6= 0), in principle
the hierarchy extends to the K-tier level, as Lmax = K discussed earlier. In practice, the
calculation results usually converge quantitatively at a low truncation tier (L ≤ 4), for
weak to medium system-reservoir coupling strength. It is important to verify the numerical
convergence with the increasing L, and such testing procedure has been carried out for all
calculations presented in the main text and also in the Supplemental Materials.
The above features imply the following analogies of the HEOM formalism to conventional
many-particle quantum mechanics theories. The full HEOM theory (with Lmax = K) having
a total of 2K unknowns resembles the K-particle full-space configuration interaction theory,
but now for K dissipatons resulted from decomposition of reservoir correlation functions.
On the other hand, practically the HEOM formalism resembles a certain coupled-cluster
method, as it converges rapidly at a relatively low truncation tier level.
5B. A universal quantum mechanical method for open systems
The versatility of the HEOM formalism is rooted at the fact that reduced system dynamics
is completely representable in a linear space, referred as the HEOM space hereafter. Such a
linear space can be deemed as an extension of conventional Liouville space to open systems.
In this subsection, we will establish the HEOM space and elaborate its associated algebra.
We will demonstrate that the HEOM space is naturally compatible with the Schro¨dinger
picture, the Heisenberg picture, and the interaction picture of the HEOM formalism. Linear
response theory can be established in the HEOM space for open quantum systems. Its
application to the evaluation of system correlation functions and response functions will
be presented in Sec. IC. In particular, the calculation of various dynamical properties of
quantum impurity systems, such as the spectral function, dynamic admittance, and local
magnetic susceptibility, will be discussed in Sec. ID.
1. The Schro¨dinger picture versus the Heisenberg picture
Let us start with the Schro¨dinger/Heisenberg picture in the conventional Liouville (or
Hilbert) space of isolated systems. Consider the expectation value of a system dynamical
variable,
A¯(t) = tr[Aˆρ(t)] ≡ 〈〈Aˆ|ρ(t)〉〉 = 〈〈Aˆ(t)|ρ(0)〉〉. (S2)
The last two quantities are the evaluations in the Schro¨dinger picture and the Heisenberg
picture, respectively. The former is described by the Liouville-von Neumann equation, ρ˙ =
−iLρ = −i[HS, ρ], for isolated systems with ρ(t) = G(t, τ)ρ(τ). The Heisenberg picture is
usually defined only for time-independent system Hamiltonian HS cases. The corresponding
Liouville-space propagator of the isolated system is of the translational invariance in time
and given by G(t, τ) = G(t− τ) = e−iL(t−τ). The Heisenberg picture is then Aˆ(t) = AˆG(t) or
equivalently ∂
∂t
Aˆ = −iAˆL = −i[Aˆ, H ] in isolated systems.
To identify the HEOM space and the corresponding Heisenberg picture, we recast Eq. (S2)
with its HEOM-space evaluation,
A¯(t) = 〈〈Aˆ(0)|ρ(t)〉〉 = 〈〈Aˆ(t)|ρ(0)〉〉. (S3)
The above identities go by
ρ(t) ≡
{
ρ
(n)
j1···jn
(t); n = 0, 1, · · ·, L
}
, (S4)
and
Aˆ(t) ≡
{
Aˆ
(n)
jn···j1
(t); n = 0, 1, · · ·, L
}
, (S5)
with the (by-definition) initial conditions of Aˆ(0)(t = 0) ≡ Aˆ and Aˆ
(n>0)
jn···j1
(t = 0) ≡ 0. The
6HEOM-space inner product is defined by
〈〈A|B〉〉 ≡
L∑
n=0
∑
j1···jn
〈〈A
(n)
jn···j1
|B
(n)
j1···jn
〉〉 . (S6)
The 〈〈 · | · 〉〉 on the right-hand-side (rhs) has been given by the second identity of Eq. (S2).
The bra 〈〈A| has the involving operators in a row vector, while the ket |B〉〉 a column
vector. Consequently, the j-indexes set (jn · · · j1) in the former is of the reversed order from
the (j1 · · · jn) in the latter.
Let us write the Schro¨dinger picture of the HEOM formalism as
ρ˙(t) = −iLρ(t). (S7)
It is just the matrix form of HEOM (1); i.e.,
∂
∂t
ρ
(n)
j1···jn
=− i
(
L− i
n∑
r=1
γjr
)
ρ
(n)
j1···jn
− i
∑
j
Aj¯ ρ
(n+1)
j1···jnj
− i
n∑
r=1
(−)n−r Cjr ρ
(n−1)
j1···jr−1jr+1···jn
. (S8)
The HEOM-space generator L is a matrix of superoperators defined by Eq. (S8). It dictates
the HEOM-space propagator G(t) = e−iLt, for both ρ(t) = G(t)ρ(0) and Aˆ(t) = Aˆ(0)G(t).
The HEOM in the Heisenberg picture assumes therefore
∂
∂t
Aˆ = −iAˆL , (S9)
with the row vector Aˆ defined in Eq. (S5).
To have the explicit Heisenberg HEOM expression, consider the matrix form of Eq. (S8),
with the part involving ρ
(n)
j1···jn
explicitly being highlighted as (denoting Ljn ≡ L−i
∑n
r=1 γjr)
∂
∂t


×
ρ
(n−1)
j1···jr−1jr+1···jn
ρ
(n)
j1···jn
ρ
(n+1)
j1···jnj
×


= −i


× × 0 0 0
× × (−)n−rAj¯r 0 0
0 (−)n−rCjr Ljn Aj¯ 0
0 0 Cj × ×
0 0 0 × ×




×
ρ
(n−1)
j1···jr−1jr+1···jn
ρ
(n)
j1···jn
ρ
(n+1)
j1···jnj
×


.
In writing the second row of the above equation for ρ
(n−1)
j1···jr−1jr+1···jn
, we exploit the identity
of ρ
(n)
j1···jr−1jr+1···jn jr
= (−)n−rρ
(n)
j1···jn
. The Heisenberg counterpart is therefore of
∂
∂t


×
Aˆ
(n−1)
jn···jr+1jr−1···j1
Aˆ
(n)
jn···j1
Aˆ
(n+1)
jjn···j1
×


T
= −i


×
Aˆ
(n−1)
jn···jr+1jr−1···j1
Aˆ
(n)
jn···j1
Aˆ
(n+1)
jjn···j1
×


T 

× × 0 0 0
× × (−)n−rAj¯r 0 0
0 (−)n−rCjr Ljn Aj¯ 0
0 0 Cj × ×
0 0 0 × ×

 .
7It reads explicitly as
∂
∂t
Aˆ
(n)
jn···j1
= −iAˆ
(n)
jn···j1
(
L − i
n∑
r=1
γjr
)
− i
∑
j
Aˆ
(n+1)
jjn···j1
Cj
− i
n∑
r=1
(−)n−rAˆ
(n−1)
jn···jr+1jr−1···j1
Aj¯r . (S10)
This is the Heisenberg counterpart of Eq. (S8). The Grassmann-parity associated superop-
erators Aj and Cj act now from the right or backward side on the specified operators that
are of either fermionic or bosonic in nature, dictated by that of Aˆ(0) ≡ Aˆ and then alternates
in every subsequent tier. We have the following equivalence to Eq. (S1):
OˆFAσµ ≡ [Oˆ
F, aˆσµ] and Oˆ
FCσµm ≡ η
σ
µmOˆ
Faˆσµ + (η
σ¯
µm)
∗aˆσµOˆ
F, (S11a)
or
OˆBAσµ ≡ {Oˆ
B, aˆσµ} and Oˆ
BCσµm ≡ η
σ
µmOˆ
Baˆσµ − Oˆ
Baˆσµ(η
σ¯
µm)
∗. (S11b)
2. The interaction picture and the Dyson equation
The HEOM space interaction picture can also be readily established straightforwardly
from its Hilbert-space counterpart. Let us revisit Eq. (S8), with L + δLpr(t) and thus the
HEOM generator L + δLpr(t). Here, L is the impurities system Liouvillian that may be
time-dependent, for example, in the presence of external pump fields. On the other hand,
δLpr(t) denotes the additional contribution from the external “probe” field interrogation on
the system. Let Gpr(t, τ) be the total HEOM propagator in the presence of the probe field,
while G(t, τ) be the probe-free counterpart; i.e., ∂
∂t
Gpr(t, τ) = −i(L + δLpr)Gpr(t, τ) and
∂
∂t
G(t, τ) = −iLG(t, τ), respectively. The standard interaction picture technique leads then
readily to the Dyson’s equation with the HEOM dynamics the form of
Gpr(t, τ) = G(t, τ)− i
ˆ t
τ
dτ ′ Gpr(t, τ
′)δLpr(τ
′)G(τ ′, τ), (S12)
where τ denotes any time before the specified probe field interrogation. In terms of the
interrogated ρ(t) + δρ(t), or δρ(t) =
[
Gpr(t, τ) − G(t, τ)
]
ρ(τ), the above Dyson equation
can be recast as (setting τ → −∞)
δρ(t) = −i
ˆ t
−∞
dτ ′ Gpr(t, τ
′) δLpr(τ
′)ρ(τ ′) = −i
ˆ t
−∞
dτ ′ Gpr(t, τ
′)[δLpr(τ
′)ρ(τ ′)] . (S13)
In writing the second identity, we emphasize the fact that δLpr(t) appears in only but every
diagonal matrix element of the HEOM space generator, so that δLpr(t) = δLpr(t)I, where
I is the unit matrix. Hence, δLpr(t)ρ(t) =
{
δLpr(t)ρ
(n)
j1···jn
(t); n = 0, · · ·, L
}
= δLpr(t)ρ(t),
as inferred from Eq. (S4).
8C. Linear response theory via the HEOM dynamics
Consider now the equilibrium HEOM dynamics where the impurities system is initially
at thermal equilibrium, ρ(t0) = ρ
eq(T ) at a given temperature T , and there is no time-
dependent pump field. Therefore, the probe-free propagator is of the translational invariance
in time, G(t, τ) = G(t−τ), and further that ρ(τ ′) = G(τ ′−t0)ρ(t0) = ρ
eq(T ) in the integrand
of Eq. (S13). Together with the Dyson equation, Eq. (S13) for the equilibrium dynamics
reads
δρ(t) =
∞∑
n=1
(−i)n
ˆ t
−∞
dτn · · ·
ˆ τ2
−∞
dτ1 G(t−τn)δLpr(τn)G(τn−τn−1) · · · δLpr(τ1)ρ
eq(T ) . (S14)
This resembles the celebrated Hilbert-space time-dependent perturbation theory via inter-
action picture. Note that the thermal equilibrium ρeq(T ) ≡
{
ρ
(n); eq
j1···jn
(T ); n = 0, · · ·, L
}
is a
steady-state solution of the HEOM (S8), in the absence of time-dependent external fields;
see its evaluation in Sec. II. The resulting nonzero ADOs, ρ
(n>0); eq
j1···jn
(T ) 6= 0, reflect the initial
system-reservoirs correlations.
The above observations highlight a straightforward equivalence mapping between the
conventional Hilbert space and the HEOM space formulations for the evaluations of various
correlation and response functions of impurity systems. Consider, for example, the steady-
state two-time correlation function between two arbitrary dynamical variables Aˆ and Bˆ of
the impurity system of interest. We have [cf. Eqs. (S2) and (S3)]
C˜AB(t) =
〈
Aˆ(t)Bˆ(0)
〉
=
〈〈
Aˆ(t)
∣∣Bˆρeqtotal(T )〉〉 = 〈〈Aˆ(t)∣∣Bˆρeq(T )〉〉 . (S15)
Similarly, the response function will be
χAB(t) = i
〈
[Aˆ(t), Bˆ(0)]
〉
= i
〈〈
Aˆ(t)
∣∣[Bˆ, ρeqtotal(T )]〉〉 = i 〈〈Aˆ(t)∣∣[Bˆ,ρeq(T )]〉〉 . (S16)
The proof will be exemplified with the response function of Eq. (S16) as follows.
Application of Eq. (S14) is to be illustrated with the HEOM evaluation of correlation and
response functions of impurity systems via the linear response theory (LRT) which applies
to the HEOM linear space defined in Sec. I B.
Regarding the LRT, we are primarily interested in how system properties (such as the
expectation value of a system observable Aˆ) respond to an external perturbation in the phys-
ical subspace of the system. Suppose the perturbation Hamiltonian assumes the following
form
Hpr(t) = −Bˆǫpr(t), (S17)
where Bˆ is a Hermitian system operator, and ǫpr(t) is the time-dependent perturbative field
which takes effect from t0 [ǫp(t < t0) = 0]. The induced change in the expectation value of
a system observable Aˆ due to the presence of Hpr(t) is
δAˆ(t) = trS
[
Aˆ δρ(t)
]
=
〈〈
Aˆ|δρ(t)
〉〉
. (S18)
9By using the first order perturbation in Eq. (S14), we arrive at
δρ(t) = −i
ˆ t
0
dτ G(t− τ)δLpr(τ)ρ
eq(T ). (S19)
To proceed, we define the time-independent HEOM-space superoperator Bˆ as
Bˆ ≡ −δLpr(t)/ǫpr(t), (S20)
whose action can be determined as
Bˆρ = [Bˆ, ρ]. (S21)
Inserting Eq.(S21) into (S19), we finally get
δAˆ(t) = i
ˆ t
0
dτ
〈〈
Aˆ(0)|G(t− τ)Bˆ|ρeq(T )
〉〉
ǫpr(τ), (S22)
from which we are ready to define the response function in HEOM space as
χAB(t, τ) ≡ i
〈〈
Aˆ(0)|G(t− τ)Bˆ|ρeq(T )
〉〉
. (S23)
The correlation function in HEOM space can be similarly defined as
C˜AB(t, τ) ≡
〈〈
Aˆ(0)|G(t− τ)Bˆ|ρeq(T )
〉〉
, (S24)
where Bˆρeq(T ) = {Bˆρ(n);eq;n = 0, 1, . . . , L}. By setting τ = 0 while noting Aˆ(t) =
Aˆ(0)G(t), Eqs. (S23) and (S24) recover Eqs. (S16) and (S15) immediately.
The dynamical observables of our primary interest in the present work are the system
correlation function and spectral function, which associate with each other through the
fluctuation-dissipation theorem (FDT) at thermal equilibrium. Consider, for example, the
retarded and advanced single-particle Green’s functions in terms of the correlation functions,
GrAB(t) = −iθ(t)
〈{
Aˆ(t), Bˆ
}〉
= −iθ(t)
[
C˜AB(t) + C˜BA(−t)
]
, (S25)
and
GaAB(t) = iθ(−t)
〈{
Aˆ(t), Bˆ
}〉
= iθ(−t)
[
C˜AB(t) + C˜BA(−t)
]
. (S26)
Here, the Green’s functions in our theory is defined for two arbitrary operators Aˆ and Bˆ.
We now focus on cases where Aˆ = Bˆ† (e.g., Aˆ = a and Bˆ = a† for conventional fermionic
Green’s functions). In such circumstances, C˜∗AB(t) = C˜AB(−t) follows by definition. Using
this relation in the Fourier transform of Eqs. (S25)−(S26) leads to GaAB(ω) = [G
r
AB(ω)]
∗. We
can further define the spectral function JAB(ω) as
JAB(ω) ≡ −
1
π
Im [GrAB(ω)] = −
1
2πi
[GrAB(ω)−G
a
AB(ω)] . (S27)
Let CAB(ω) ≡
1
2
´∞
−∞
dt eiωtC˜AB(t), which satisfies CBA(−ω) = e
−βωCAB(ω), the detailed-
balance relation at thermal equilibrium. By combining Eqs. (S25)−(S27), we arrive at the
FDT of
JAB(ω) =
1
π
(
1 + e−βω
)
CAB(ω). (S28)
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D. Evaluation of dynamical observables of quantum impurity systems
In principle, the dynamical correlation of any two system operators (Aˆ and Bˆ) can be
calculated by using the HEOM-space LRT via Eq. (S24). This allows us to evaluate at quan-
titative accuracy a variety of dynamical observables of experimental significance, such as the
Green’s functions and spectral function of the system, local electric and magnetic suscep-
tibilities, and dynamic admittance (inverse of complex impedance), etc. The calculation of
system Green’s functions and spectral function will be presented in Sec. II. Here, we take
the local magnetic susceptibility as an example to illustrate how the response properties are
evaluated by using the HEOM approach.
The local magnetic susceptibility χm describes the magnetization of an impurity in linear-
order response to an external magnetic field applied locally at the impurity site. For sim-
plicity, we consider the case that the magnetic field is applied only along the z-direction, so
is the induced spin polarization for electrons on the impurity.
Mz(ω) = χ
m(ω)Hz(ω). (S29)
Here, Mz(ω), Hz(ω), and χ
m(ω) are the local magnetization, local magnetic field, and local
magnetic susceptibility of frequency ω along z-direction, respectively. Note that Mz(ω) =
F [〈mˆz(t)〉], with the local magnetization operator being
mˆz = gµBSˆz =
1
2
gµB
∑
i
(
a†i↑ai↑ − a
†
i↓ai↓
)
. (S30)
Here, g is the gyromagnetic ratio, µB the Bohr magnetization, and Sˆz is the electron spin
polarization operator along z-direction for the impurity.
Upon application of an ac local magnetic field, Hz(t), the system perturbation Hamilto-
nian is
Hˆpr(t) = −mˆzHz(t). (S31)
Apparently, Eq. (S31) assumes the same form as Eq. (S17), with mˆz playing the role of Bˆ.
The physical observable of primary interest is Aˆ = mˆz. Based on the HEOM-space LRT,
the local magnetic susceptibility is expressed as
χ˜m(t) = i〈[mˆz(t), mˆz]〉 = i
〈〈
mˆz(0)
∣∣G(t)∣∣[mˆz,ρeq] 〉〉 . (S32)
Equation (S32) is formally analogous to Eq. (S23), and hence χ˜m(t) can be readily calcu-
lated by solving the quantum Liouville propagator G(t) in HEOM space. The dynamic
(frequency-dependent) local magnetic susceptibility is then obtained via Fourier transform,
i.e., χm(ω) = F [χ˜m(t)]. In particular, the static local magnetic susceptibility is just its zero-
frequency component, χm(ω = 0). The above formulas can be easily extended to scenario
of noncollinear spin.
11
The above procedures are applicable to a variety of dynamical observables, such as the
local electric susceptibility. However, the evaluation of dynamic admittance is somewhat
different. It involves the calculation of response function, χ˜Gαα′(t) = −i〈[Iˆα(t), Nˆα′ ]〉, where
Iˆα and Nˆα′ are the current operator for α–reservoir and electron number operator for α
′–
reservoir, respectively. Although Iˆα and Nˆα′ are not “system” operators, χ˜
G
αα′(t) can still be
evaluated by making use of the quantum Liouville propagator in HEOM space. The detailed
formulation and numerical demonstrations will be published elsewhere.
It is important to emphasize that the HEOM approach is capable of addressing the
nonequilibrium electronic dynamics under arbitrary time-dependent external fields. This
thus provides an alternative way for the evaluation of dynamical observables, i.e., through
the real-time evolution of system reduced density matrix ρ(t) and the ADOs. The expecta-
tion value of physical observable is then extracted from {ρ(n)(t)}. For instance, the dynamic
local magnetic susceptibility can be obtained via χm(ω) = gµB F [Sz(t)]/F [Hz(t)], where
Sz(t) = 〈Sˆz〉 = tr[Sˆzρ(t)] is the spin polarization for electrons on the impurity under the
applied magnetic field Hz(t). Another example is the dynamic admittance, which can be
evaluated via χGαα′(ω) ≡ F [χ˜
G
αα′(t)] = F [Iα(t)]/F [−eVα′(t)], with Iα(t) and Vα′(t) being the
time-dependent current and voltage for α– and α′–reservoir, respectively. Note that Iα(t) is
extracted from first-tier ADOs; see Ref. [10]. In our previous work, we have carried out com-
prehensive studies on the dynamic admittance of open impurity systems; see Refs. [10,11].
Moreover, such an approach allows us to go beyond the linear regime and explore system
properties in far-from-equilibrium situations. Furthermore, the static response (ω = 0) to
external perturbation can be obtained straightforwardly by solving stationary states corre-
sponding to fixed external fields. For instance, the differential conductance data (dI/dV )
displayed in Fig. 3 of main text are extracted from steady-state current under different bias
voltages via a finite-field treatment.
To summarize, there are two ways to evaluate the dynamical observables of quantum
impurity systems within the framework of HEOM theory. One is to calculate the relevant
correlation/response function via the HEOM-space LRT; while the other is to calculate the
nonequilibrium static/dynamic electronic response to applied external fields. These two
ways are completely equivalent in the linear response regime.
II. NUMERICAL ASPECTS OF THE HEOM FORMALISM
The numerical implementation of the HEOM method for calculations of dynamical prop-
erties of open electronic system, such as transient transport current through quantum dot
systems under time-dependent applied voltages, has been addressed in our previous pub-
lications; see Refs. [6,10–12]. Our recent improvement on numerical algorithms and codes
concerns mainly the follows: (i) improve the numerical efficiency by making use of various
advanced numerical techniques, so that the quantum impurity systems in strong correlation
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regime can be treated accurately with the presently available computational resources; and
(ii) extend the HEOM method to evaluation of dynamical observables at equilibrium state.
To reduce the computational cost, we have employed the Pade´ spectrum decomposi-
tion scheme8,9 to construct the HEOM, the quasi-minimal residual (QMR) method13,14 to
solve the large linear problem for stationary states, and the fourth-order Runge-Kutta15
or Chebyshev16 method for the time evolution of quantum Liouville propagator in HEOM
space. We have also used sparse matrix algorithms and parallel computing techniques to
accelerate the calculations. The detailed descriptions of our numerical code will be published
elsewhere. Here, we demonstrate the numerical capability of our HEOM code through the
calculations on the same single-impurity Anderson model (SIAM) as studied in Fig. 1 of the
main text. Tables S1 and S2 show the computational cost and numerical convergence for the
SIAM at relatively high (T = 1.5∆) and low (T = 0.075∆) temperatures, respectively. In
particular, the low temperature brings the SIAM system into the strong correlation (Kondo)
regime, and the fourth-tier truncation (L = 4) predicts the number of occupied electrons
with a minor uncertainty of less than 2× 10−5 electron.
A variety of system dynamical observables, such as the spectral density function associ-
ated with µth single-electron level of system, Aµ(ω) ≡ Jaˆµaˆ†µ(ω), can be evaluated in two
ways: either with a time-domain scheme or by calculations in the frequency domain.
The time-domain scheme starts with the evaluation of system correlation functions
C˜aˆ†µaˆµ(t) and C˜aˆµaˆ†µ(t) through the time evolution of the quantum Liouville propagator Gˆeq(t)
at t > 0. The spectral function is then obtained straightforwardly by a half Fourier transform
as follows,
Aµ(ω) =
1
π
Re
{ˆ ∞
0
dt
{
C˜aˆµaˆ†µ(t) + [C˜aˆ†µaˆµ(t)]
∗
}
eiωt
}
. (S33)
The averaged system spectral function is A(ω) = 1
N
∑N
i=1Ai(ω). However, in practice the
time-domain scheme can be very time-consuming, especially for strongly correlated systems
at low temperatures, where A(ω) exhibits prominent Kondo signatures at around zero fre-
quency. In such cases, both C˜aˆ†µaˆµ(t) and C˜aˆµaˆ†µ(t) decay rather slowly at large t, due to the
significant long-time reservoir memory component. Consequently, to calculate A(ω) at low
frequency accurately, it is necessary to have the correlation functions propagate to a long
enough time.
An alternative scheme is based on the half-Fourier transformed correlation function via
C¯AB(ω) ≡
ˆ ∞
0
dtCAB(t) e
iωt =
ˆ ∞
0
dt 〈〈A| Gˆeq(t)|Beq〉〉 e
iωt
=
ˆ ∞
0
dt 〈〈A|e(iω−Λˆ)t|Beq〉〉
= −〈〈A|
(
iω − Λˆ
)−1
|Beq〉〉 = 〈〈A|X〉〉. (S34)
At a fixed frequency ω, the HEOM-space vector X is determined by solving the following
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linear problem with the QMR algorithm:
(
iω − Λˆ
)
X = −Beq. (S35)
The system spectral function is then evaluated via
Aµ(ω) =
1
π
Re
[
C¯aˆµaˆ†µ(ω) + C¯aˆ†µaˆµ(−ω)
]
. (S36)
Within the frequency-domain scheme, A(ω) is calculated at one frequency point by solving
Eqs. (S35) and (S36) once. Therefore, to obtain the whole spectrum of A(ω), a full scan for
the whole frequency domain is needed.
The equivalence between the two schemes is exemplified with Fig. S1, where the spectral
function of a SIAM is calculated with both time- and frequency-domain schemes. Appar-
ently, the results out of both schemes agree perfectly with each other, as they should. In
practice, a hybrid time- and frequency-domain scheme can be employed. The overall profile
of A(ω) can be obtained with the time-domain scheme, while the detailed structures of the
resonance and Kondo peaks which are difficult to resolve by the time-domain algorithm can
be exploited with the frequency-domain scheme. This hybrid scheme provides an accurate
and efficient method to calculate the full spectrum of A(ω) for a strongly correlated quantum
impurity system in the Kondo regime.
Similarly, the retarded Green’s function is evaluated based on system correlation functions
with the time- or frequency-domain scheme as follows.
Grµµ(ω) = −i
ˆ ∞
0
dt
{
C˜aˆµaˆ†µ(t) +
[
C˜aˆ†µaˆµ(t)
]∗}
eiωt = −i
{
C¯aˆµaˆ†µ(ω) + [C¯aˆ†µaˆµ(−ω)]
∗
}
. (S37)
For an SIAM system, the single-electron retarded Green’s function is formally expressed as
Grd(ω) = [ω − ǫd − Σ
r
res(ω)− Σ
r
ee(ω)]
−1. (S38)
Here, Σrres(ω) is the self-energy due to the dissipative couplings between the impurity and
reservoirs. Its imaginary part gives the hybridization function ∆(ω) = −Im[Σrres(ω)], which
is calculated from the surface Green’s function of the isolated electron reservoirs, or provided
as a known property of the reservoirs (such as the Lorentzian lineshape model adopted in
this work). Σree(ω) is the self-energy due to the presence of electron-electron interaction (the
U -term) which reflects the information of electron correlation. With Grd(ω) evaluated by the
HEOM approach via Eq. (S37), Σree(ω) can be extracted from Eq. (S38) as the only unknown
variable.
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III. REMARKS ON APPLICATION OF HEOM APPROACH TO STRONGLY
CORRELATED QUANTUM IMPURITY SYSTEMS
A. Application to single-impurity Anderson model
1. Spectral function of SIAM
The numerical convergence of HEOM is exemplified via the calculated A(ω) of an asym-
metric SIAM system at different truncation tier L; see Fig. 1 in the main text, where the
resulting A(ω) converges uniformly to the numerically exact solution with the increasing L.
Figure S2 depicts the derivation of A(ω) calculated at various L from the result obtained at
Lmax = 5. It is observed that the magnitude of difference indeed decreases as L approaches
Lmax. In particular, there is only rather minor deviation between the calculated A(ω) at
L = 4 and that at L = 5, which is barely recognizable at around zero frequency.
We also investigate the temperature dependence of A(ω). Figure S3 plots the calculated
A(ω) of the same asymmetric SIAM system at various temperatures. Apparently, as the
temperature increases over an order of magnitude, the two resonance peaks at ω = ǫd and
ω = ǫd+U , which are due to transition between different occupancy states, remain intact. In
contrast, the Kondo peak at ω = EF = 0 almost vanishes at the higher temperature. This
clearly highlights the significant role of strong electron correlation in quantum impurity
systems.
2. Differential conductance and Kondo temperature
We proceed to examine the zero-bias differential conductance of various two-terminal
SIAM systems. This is to verify that the low-temperature physical properties obtained by
the HEOM approach indeed follows the correct Kondo scaling relation.
The analytical expression for Kondo temperature of a symmetric SIAM is17
TK =
√
U∆
2
e−piU/8∆+pi∆/2U . (S39)
Equation (S39) is derived based on Bethe Ansatz,17 and is expected to be valid provided that
the relation ∆ ≪ U ≪ W is satisfied. Here, ∆ is the impurity-reservoir coupling strength,
and W is the bandwidth of electron reservoirs.
Figure S5 and Figure 3(a) of main text depict the temperature dependence of zero-bias
differential conductance (dI/dV ) of symmetric SIAM systems with different values of U .
Apparently, the dI/dV versus T curves for different values of U display rather scattered
distribution; see Fig. S5(a). In contrast, with the temperature scaled by TK of Eq. (S39), all
curves merge into one at T < TK , showing the expected universal Kondo scaling behavior;
see Fig. S5(b). Whereas the curves become separated at T > TK , indicating the systems
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are outside the Kondo regime. It is important to point out that the second term in the
exponent of Eq. (S39) is unnegligible to achieve the universal scaling behavior quantitatively.
Moreover, note that as the value of U approaches ∆, TK of Eq. (S39) is no longer the true
Kondo energy scale. This is clearly manifested by the U = 1.2∆ curve in Fig. S5(b), where
the dI/dV versus T/TK data deviate significantly from the universal scaling curve. Instead,
it is found that by taking U as the Kondo energy scale, the universal scaling is retrieved;
see the pink squares in Fig. S5(b). It is thus inferred that the Kondo energy scale depends
sensitively on the relative magnitudes of relevant parameters (U , ∆, and W ). For lower
temperatures, a higher truncation level L is necessary to achieve quantitative convergence,
which is computationally too demanding for present HEOM approach.
By varying the value of ǫd or U while fixing the others, the SIAM is tuned away from
the particle-hole symmetry. The degree of asymmetry can be characterized by a parameter
δ = ǫd +
U
2
. It is well known that for an asymmetric SIAM (corresponding to δ 6= 0), its
Kondo temperature deviates from the form of Eq. (S39).18 In particular, it had been derived
by Krishna-murthy, Wilkins, and Wilson19 that the Kondo temperature of an asymmetric
SIAM in the local moment regime (T ≪ −ǫd ≪ U and ∆≪ U ≪W ) can be evaluated via
ǫ∗d = ǫd −
∆
π
ln
(
−U
ǫ∗d
)
,
ρ0JK =
2∆
π
(
1
|δ − U/2|
+
1
|δ + U/2|
)
,
ρ0K =
∆
2π
(
1
|δ − U/2|
−
1
|δ + U/2|
)
,
ρ0J˜K = ρ0JK
[
1 + (πρ0K)
2
]−1
,
T ′K = 0.182 |ǫ
∗
d|
√
ρ0J˜K exp
(
−1
ρ0J˜K
)
. (S40)
Here, ǫ∗d is the renormalized on-site energy. We examine a series of SIAMs in this regime, with
fixed ǫd but different values of U (and hence different δ). The corresponding dI/dV curves
versus T and T/T ′K are depicted in Fig. S6(a) and (b), respectively. The scattered curves
in Fig. S6(a) merge into one in Fig. S6(b), indicating that T ′K of Eq. (S40) indeed provides
a universal Kondo energy scale for asymmetric SIAM systems. Note that in Fig. S6(b)
the U = 1.6meV data (represented by pink triangles) deviate slightly from the universal
scaling relation at low temperatures, which is possibly due to the fact that such a value of
U approaches to the reservoir bandwidth of W = 2.0meV.
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3. Spectral tail for Kondo resonance
It has been predicted that for symmetric SIAM systems, the Kondo peak of scaled spectral
function has a slowly varying logarithmic tail as follows,20
A(ω) =
1
2π∆
{
1
[(4/π) ln(|ω′|)]2 + 1
+
5
[(4/π) ln(|ω′|)]2 + 25
}
. (S41)
Here, ω′ = ω/ω′m = ω/[λe
−piU/8∆] with λ = min(W,U/2) being the high-energy cut-off. It
has been verified that Eq. (S41) fits well with the NRG result at T = 0.20
Figure 3(b) of main text plots the spectral function around the Kondo peak calculated by
the HEOM approach, which is compared with the analytic curve of Eq. (S41). Clearly, at rel-
atively large scaled frequencies, (say, at ω/ωk > 150) the numerical results agree remarkably
with the analytic curve under all temperatures studied; while in the low-frequency region,
the HEOM results converge consistently to the analytic curve (corresponding to T = 0) as
the temperature decreases. At even larger frequencies (ω/ωk > 500), the Hubbard peak
starts to rise, which overwhelms the tail of Kondo resonance peak, and hence this part of
A(ω) does not show up in the comparison.
Figure S7 depicts the comparison between the HEOM calculated A(ω) for symmetric
SIAMs with various values of U and the analytic expression of Eq. (S41). Apparently, the
numerical data agree better with the analytic formula as U increases. This is due to the
fact that the exponent e−piU/8∆ involved in Eq. (S41) is asymptotically exact in the strong
coupling limit.20
The above comparisons clearly affirm that the HEOM approach correctly reproduces the
asymptotic logarithmic scaling of Kondo resonance tail.
B. Application to two-impurity Anderson model
As described in the main text, we have applied the HEOM approach to two-impurity
Anderson model (TIAM) system. For clarity, a symmetric parallel-coupled two-impurity
system is considered. For the TIAM, we focus on how the inter-impurity coupling t affects
the system dynamical properties (e.g. the spectral function of the impurities) in the presence
of strong e-e interaction. Fig. 3 of the main text reveals that with the increasing t, the system
exhibits a continuous crossover transition from the Kondo singlet state of individual impurity
to the singlet spin-state between the two impurities. This is affirmed by the impressive
agreement between the essential features of calculated A(ω) and differential conductance
(dI/dV ).
Actually, with our universal HEOM approach, the full spectrum of A(ω) can be obtained
for any coupling strength t. As an example, Fig. S4 depicts the full spectral functions of a
symmetric TIAM at t = 0 and t = 2.0∆, calculated by the HEOM approach at L = 3. The
same set of parameters as that to plot Fig. 3 in the main text are adopted (in unit of ∆):
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ǫ1 = ǫ2 = −5, U1 = U2 = 10, W = 10, and T = 0.5. The sum rule
´∞
−∞
A(ω) dω = 1 is
satisfied to numerical precision. One can see that the full spectrum resolves more resonance
peaks at high frequency range, which provides rich information about the evolution of the
energetic structure of the impurities system with the variation in t.
In Fig. S4, the three-peak-structure (the black line) at t = 0 is nothing but the duplication
of the result for individual impurity, with the itinerant electrons screening the local spin
moment at each impurity separately. At t = 2.0∆ (the red line), the anti-ferromagnetic
coupling (J = 4t2/U) between the local spin moments splits the Kondo peak at ω = 0.
Meanwhile, the inter-impurity coupling t splits the high-frequency peaks at ω = εd and
U + εd. Then, the three-peak structure of A(ω) changes to a six-peak one, as shown in
Fig. S4. The details will be systematically studied in our future work.
C. Application to multi-impurity Anderson models
The HEOM approach is applicable to a general quantum impurity system, and the nu-
merical procedures are easily extended to more complex systems than the single- and two-
impurity Anderson models as discussed in Sec. IIIA and Sec. III B. To exemplify the appli-
cability of the HEOM approach, we also perform calculations on a three-impurity Anderson
model (3IAM) with the system Hamiltonian as follows,
Hsys = H1 +H2 +H3 + V12 + V13 + V23, (S42)
where Hi =
∑
σ ǫiσ aˆ
†
i↑aˆi↑ + Ui nˆi↑nˆi↓ and Vij = tij (aˆ
†
i↑aˆj↑ + aˆ
†
i↓aˆj↓) + H.c. Figure S8 exhibits
the calculated system spectral functions of 3IAM for two cases: (i) t12 = t13 = t23 = t = 0,
and (ii) t12 = t23 = t 6= 0 and t13 = 0. The variation of spectral density function induced by
a small t is clearly demonstrated. In particular, it has been verified that in the case of t = 0,
the calculated Ai(ω) for ith impurity in a 3IAM is exactly identical to A(ω) of a SIAM with
its Hamiltonian taking the form of Hi. Note that Eq. (S42) is in a general form, and does
not distinguish a degenerate case from a nondegenerate one. This infers that an impurity
with high degeneracy (such as a transition metal atom with multiple d-electrons) is treated
normally by the HEOM approach, without additional computational effort.
The computational cost of HEOM approach increases exponentially with the system size.
The reason is mainly two-fold: (i) The system Hilbert space (spanned by Fock states) ex-
pands as 4N , with N being the number of impurities. As a result, the system density matrix
and each ADO in the hierarchy is a 4N–by–4N matrix. (ii) The number of distinct exponen-
tial functions used to resolve the reservoir memory is K = 2MNµ, with Nµ being the number
of impurities that are coupled to the reservoirs. Actually, in the present implementation of
HEOM method, the major bottleneck is the physical memory required to store all the ADOs
(rather than CPU time).
Fortunately, it is possible to improve substantially the efficiency of HEOM based on
physical considerations and making use of the sparse nature of HEOM. This may extend
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further the applicability of HEOM to more complex quantum impurity systems. First, the
4N growth of system Fock space may be suppressed by imposing some physically reasonable
constraint. For instance, with a rather large Coulomb repulsion strength (Ui), the double-
occupancy Fock states may be omitted, which reduces the scaling to 3N . Moreover, quite
often some off-diagonal blocks of density matrix and ADOs are exactly zero, due to absence of
quantum coherence between two Fock states. These blocks may be safely removed, and hence
lead to saving of physical memory. For resolution of reservoir memory, an efficient filtering
algorithm has been proposed by Shi et al. for bosonic bath environment,21 which performs a
screening process to discard a large number of unimportant ADOs with negligible values, and
hence reduces greatly the size of hierarchy while preserving the quantitative accuracy. Such
kind of algorithms may be adopted to treat larger quantum impurity systems coupled to
electron (fermionic) reservoirs, particular for the 5-band systems of significant experimental
relevance.
IV. COMPARISON BETWEEN HEOM AND OTHER METHODS FOR
QUANTUM IMPURITY SYSTEMS
In this section, we compare HEOM method and other methods frequently used for solving
the Anderson impurity model, including numerical renormalization group (NRG), strong
coupling continuous time quantum Monte Carlo (CTQMC), Green’s function equation of
motion (GFEOM), exact diagonalization (ED), slave-boson mean-field theory (SBMFT),
and non-crossing approximation (NCA). For calculations discussed below, unless stated
otherwise, the parameters for the Anderson impurity model are ∆ = 0.02W , U = 3π∆,
ǫd = −U/2, and temperature T = 0.2∆. Here W = 1 is the energy unit. Note that in the
HEOM calculation, the energy unit is set as W = 10. It does not change the dimensionless
results.
A. Comparison with numerical renormalization group method
The NRG method has been regarded as the most accurate method for solving impurity
problems.22 This is because it can resolve exponentially small energy scales, thanks to the
logarithmic discretization and iterative diagonalization algorithm. In order to make conclu-
sive comparison with NRG and HEOM, we first need to produce accurate NRG data for the
spectral function A(ω).
Here we use the full density matrix-NRG (FDM-NRG) method23,24 to produce A(ω)
at a finite temperature. In order to get the most accurate spectral function, we combine
FDM-NRG with the self-energy method of R. Bulla25,26 and the z-average method.27,28 For
broadening the δ-functions in A(ω), we adopt the following scheme: A. Weichselbaum’s log-
Gaussian functions with width Bg are used for |ω| > αT ;
23 while normal Gaussian functions
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with width Bzero = αT are used for |ω| < αT . In our calculation, we use Nz = 8, α = 0.5,
and Bg = 0.2 which are found to minimize the broadening error.
Besides the broadening error, there are two sources of error in A(ω) from NRG. (1)
Discretization error, usually described by how large the logarithmic discretization parameter
Λ is (Λ > 1). This error disappears in the limit Λ → 1. (2) Truncation error, described by
how large the number of kept states Ms is. This error disappears in the limit Ms → ∞.
Therefore, the parameters that influences the accuracy of spectral function are Λ and Ms.
First, we examine the effect of decreasing Λ to approach 1 where discretization error
disappears. In Fig. S9(a), we show A(ω) for different Λ, with relatively large Ms values for
each Λ. Since the larger Λ is, the smaller Ms is required, we use different Ms for different
Λ. As Λ decreases from 3.0 to 2.0, the weight in A(ω) transfers from the Hubbard peaks
to the Kondo peak, leading to an increase of the height of Kondo peak and lower Hubbard
peaks. As compared to HEOM curve, the overall agreement with HEOM is improved when
Λ decreases.
Next, we examine the truncation error controlled byMs. Note that the curves in Fig. S9(a)
are not converged with respect to Ms. Now we fix Λ = 2 and increase Ms. It is seen from
Fig. S9(b) that the curve for Ms = [550, 580] are almost same as that of Ms = [600, 630]
in large frequency regime. The height of Kondo peak A(0) converges as Ms → ∞ in an
oscillating way. It begins to converge from below for the largest number of kept states that
we use, Ms = [600, 630]. We therefore believe that Λ = 2.0,Ms = [600, 630] produces the
best A(ω) within our efforts.
It is seen in Fig. S9(b) that the overall agreement between our best NRG result and
HEOM is very good. A(0) has about 4% relative error. For larger frequencies the relative
error is less than 4%. Since the HEOM results are converged with respect to the level L
while our NRG curve has not converged to Λ = 1,Ms → ∞, we therefore conclude that in
Fig. 1(b), the accuracy of A(ω) from HEOM is close to or higher than the best NRG result
that we obtain. To reach such a comparable accuracy, the calculation time of NRG and
HEOM are also comparable, both are of the order of a few hours on a workstation.
B. Comparison with continuous time quantum Monte Carlo method
CTQMC is in principle exact, provided that there is no minus sign problem and the
number of sampling tends to infinity.29 Here we compare the spectral function from HEOM
and the strong coupling CTQMC calculations. For CTQMC, the imaginary time Green’s
function G(τ) is first calculated. The spectral function A(ω) is then produced by the maxi-
mum entropy method.30 The transform of information from G(τ) to A(ω) is an numerically
ill-posed problem. We find that the resulting spectral function depends rather sensitively on
the statistical distribution of the input G(τ), which is controlled by parameters of CTQMC,
such as nsweep (number of sweeps), ntimes (number of discrete τ ’s), and iwmax (number of
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Matsubara frequencies of input ∆(iωn)).
This makes the error bars of A(ω) much larger than the statistical error bars of G(τ).
In Fig. S10(a), we plot A(ω) from CTQMC with different control parameters and compare
them with those from HEOM and NRG. It is seen that for these sets of parameters, the
variation of π∆A(ω) is 4 × 10−2 around the Hubbard peaks, even though the statistical
errors of all the G(τ)’s are already smaller than 6 × 10−4. Compared to HEOM result, the
maximum relative error in A(ω) is about 15%, mainly in the intermediate frequency regime.
To elucidate the source of discrepancy, we calculate G(τ) from A(ω) of HEOM and compare
it with the G(τ) directly from CTQMC. As shown in Fig. S10(b), they agree much better,
with the maximum relative error of 5% at τ = β/2.
Therefore, we conclude that although G(τ) agrees well between CTQMC and HEOM, it
is difficult to achieve quantitatively converged spectral function A(ω) by CTQMC approach,
due to the large uncertainties associated with the analytical continuation of Green’s function
to real energies with the maximum entropy method.
C. Comparison with refined Green’s function equation of motion method
Various equations of motion (EOM) methods using many-particle Green’s functions (GFs)
or density operators as basic variables had been developed.31 However, very few method of
this kind is able to address strong correlation effects in quantum impurity system. Luo et
al. have proposed a refined GF–EOM method,32 which yields A(ω) of a SIAM in the Kondo
regime comparable to that by NRG method; see Fig. 2 of Ref. [32]. It is important to clarify
that our HEOM approach is distinctly different from the refined GF–EOM method of Luo et
al. (and many others) in terms of fundamental formalism, practical implementation, and
overall performance.
1. Difference in fundamental formalism
The GF–EOM method of Ref. [32] uses many-body GFs as basic variables, and the
complete set of equations involves explicitly all the single-electron states of the reser-
voirs (labeled by k-index). It treats the system and reservoir degrees of freedom on
the same footing. This inevitably leads to a rather large number of GFs to solve,
even at a low level of hierarchy. In contrast, our HEOM method uses reduced den-
sity matrix and auxiliary density operators as basic variables. It is only the reduced
system (impurities) that is treated explicitly, and the influence of electron reservoir of
infinite degrees of freedom is accounted for by statistical means. The only information
required for the reservoir is its memory content, which can be decomposed efficiently
into a number of characteristic dissipative modes. Consequently, our HEOM method
involves much fewer unknowns than the GF–EOM, due to the statistical treatment for
the electron reservoir.
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2. Difference in practical implementation
Another key difference is that in our HEOM method the couplings among different
auxiliary density operators are determined systematically from the Feynmann–Vernon
path integral formalism,1 and hence the HEOM can be cast into a generic compact
form; see Eq. (1) of main text. As a consequence, our HEOM method is applicable to
more complex quantum impurity systems such as multi-impurity and multi-reservoir
models without additional derivation effort. In contrast, the extension of present GF–
EOM method is much more tricky, because the EOM of each individual GF requires
analytic derivation, and the complexity increases drastically as the model becomes
more complicated.
Furthermore, in our HEOM method the truncation of hierarchy is carried out in a
systematic way, so that it is easy to verify the numerical convergence of resulting
data with respect to truncation level. In contrast, the present GF–EOM method is
hampered by lacking a general recipe for truncation. In most of calculations, the
truncation scheme is strongly empirical and rather arbitrary. Therefore, it cannot be
regarded as a controlled approximate method. In the work of Luo et al.,32 a formal
criterion is introduced to guide the truncation, but still with the use of empirical
approximations to simplify the calculations.
3. Difference in overall performance
As demonstrated in our manuscript, the spectral functions resulted from our HEOM
approach agrees quantitatively with those calculated with the latest state-of-the-art
NRG method. On the other hand, to the best of knowledge, the most accurate GF–
EOM method produces only qualitatively correct results for the Anderson impurity
model. As shown in Fig. 2 of Ref. [32], for temperatures T < TK , the relative deviation
in A(ω = 0) is about 20%. In contrast, the HEOM results has a relative deviation
less than 4% when compared with our best NRG result. Therefore, it is apparent that
HEOM generally outperforms the sophisticated GF–EOM calculation in accuracy.
D. Comparison with exact diagonalization method
The ED method is an important numerical method for solving many-body problems with
limited degrees of freedom.33 It is often used as an impurity solver in the context of dynamical
mean-field theory.34–36 As shown in Figs. 1 and 2 in the main text, the HEOM approach can
produce a smooth spectral function similar to NRG by treating all reservoir degrees of
freedom in a statistical manner. In contrast, the ED method uses a finite number (Nb)
of single-particle states to represent the electron reservoir. Limited by computer memory,
usually the adopted Nb is not a very large number, which might lead to strong quantum
confinement effect, due to the finite size of Hilbert space. In practice, Nb ≤ 9 is adopted for
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a full diagonalization algorithm, and a somewhat larger Nb ∼ 15 is feasible with the Lanczos
algorithm for ground-state properties at zero temperature.37,38
Figure S11 shows the ED results for U = 3.0π∆ using Nb = 7 bath sites, with Vk’s and
ǫk’s fitted from the hybridization function ∆(iωn). Here, an odd number of bath sites is
adopted to properly describe the noninteracting electron reservoirs.39 As shown in Fig. S11,
the Kondo peak and the Hubbard peaks are resolved qualitatively by the ED method, but
the Kondo peak is composed of two small peaks with a splitting due to finite size effect. The
positions of the Hubbard peaks are close to ±U/2, but their widths are smaller than the
HEOM results. This ED calculation takes about five hours in our workstation, consumed
mainly by the calculation of the density of states. Such computational time is on the same
order of magnitude as the time of HEOM calculation shown in Table S1 and S2. Thus we
conclude that with similar computational cost, HEOM has much higher energy resolution
than ED.
E. Comparison with slave-boson mean field theory and non-crossing approximation
Both SBMFT and NCA are analytical approximation methods. In this section, we com-
pare their results with HEOM.
The Kotliar–Ruckenstein SBMFT40 is a convenient theory to study the Anderson impu-
rity model with finite U . It can qualitatively describe features of the Fermi-liquid ground
state, such as the quasi-particle weight z and the Kondo resonance peak in the spectral
function A(ω). The spectral function from SBMFT is expressed as (for paramagnetic and
particle-hole symmetric case),
A(ω) = −
1
π
Im
z
ω + iη − zΓ(ω + iη)
. (S43)
Here, z is the quasi-particle weight, determined by a mean-field equation. Γ(ω + iη) is the
Kramers–Kronig transformation of the hybridization function ∆(ω). Therefore, A(ω) has
the form of non-interacting density of states, but renormalized by the factor z.
In Fig. S12, we compare A(ω) from SBMFT and HEOM at a finite temperature T =
0.2∆. In Fig. S12(a), it is seen that the Hubbard peaks at ω = ±U/2 are missing in A(ω)
of SBMFT. This is because SBMFT does not correctly describe the temporal quantum
fluctuations on the impurity site. The total weight of A(ω) only contains the Fermi liquid
quasi-particle weight z which decrease from 1 as U increases. In the inset of Fig. S12(a),
SBMFT and HEOM spectral function are compared for U = 0.5π∆. They agree quite well
because for such a small U , there is no local moment formation and the renormalized Fermi
liquid description is valid.
Another feature of A(ω) in Fig. S12(a) is that the height of Kondo peak A(0) does not
change with U . This is a feature of Fermi liquid phase at T = 0, but should not hold for
the finite temperature that we study here. This shows that for finite temperature, SBMFT
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cannot correctly describe the suppression the Kondo peak by the thermal fluctuation, while
it is correctly described in the HEOM results shown in Fig. S12(b).
NCA is based on the partial summation of the diagrams in the perturbative expansion of
hybridization function under the slave-boson representation. Complementary to SBMFT,
NCA can handle the high energy features such as the Hubbard peaks, but fails to describe
the Fermi liquid features in the low energy regime, such as the Kondo peak at temperatures
T < TK (Ref. 41). In contrast, HEOM not only correctly produces the Hubbard peaks, but
also produces accurate Kondo peaks at the low temperature T = 0.2∆ < TK , as shown in
the main text.
We conclude that both SBMFT and NCA work only in limited regime of the parameter
space, while HEOM applies to much wider area of the parameter space, covering both low
and high energies.
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L # of unknowns Memory (MB) CPU time (s) nd
1 352 0.1 1.6 0.49156
2 4,512 0.4 1.6 0.47980
3 29.152 2.0 2.3 0.47602
4 188,032 13.0 8.4 0.47650
5 868,096 59.7 39.7 0.47649
6 3,920,896 269.3 239.9 0.47649
Table S1: Summary of HEOM calculations on an SIAM with the parameters of (in unit of ∆):
T = 1.5, ǫd = −5, U = 15, W = 10, and ∆L = ∆R = 0.5. The number of occupied electrons on
the impurity (per spin), nd = trS(nˆµρeq), is calculated at various truncation tiers (up to L = 6).
The number of unknowns, computer memory, and CPU time are listed for each L. The converged
digits of the resulting nd are highlighted with boldface at each L. A total number of 4 Pade´ points
are sufficient to reproduce the reservoir correlation function quantitatively. Calculations are done
on a single PC with a 4-core 2.8GHz Intel(R) Core(TM) i5–2300 CPU.
L # of unknowns Memory (MB) CPU time (s) nd
1 1,056 0.1 1.6 0.50000
2 42,528 3.0 3.1 0.49163
3 774,688 53.2 53.4 0.47832
4 14,678,816 1008.0 1252.3 0.48224
5 67,721,088 4650.1 9004.9 0.48226
Table S2: Summary of HEOM calculations on an SIAM with the parameters of (in unit of ∆):
T = 0.075, ǫd = −5, U = 15, W = 10, and ∆L = ∆R = 0.5. The number of occupied electrons on
the impurity (per spin), nd = trS(nˆµρeq), is calculated at various truncation tiers (up to L = 5).
The number of unknowns, computer memory, and CPU time are listed for each L. A total number
of 15 Pade´ points are used to reproduce the reservoir correlation function at all L, except for L = 5
where 12 Pade´ points are used. Calculations are done on a single PC with a 4-core 2.8GHz Intel(R)
Core(TM) i5–2300 CPU.
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Figure S1: Spectral function of an asymmetric SIAM calculated by the HEOM approach at L = 4.
The same set of parameters as that used for plotting Fig. 1 in the main text are adopted here (in
unit of ∆): ǫd = −5, U = 15, W = 10, and T = 0.075. The results of both time-domain and
frequency-domain schemes are displayed.
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Figure S2: Deviation of system spectral function of an asymmetric SIAM calculated at L = 1 ∼ 4
from the L = 5 result. The same set of parameters as that used for plotting Fig. 1 in the main text
are adopted here (in unit of ∆): ǫd = −5, U = 15, W = 10, and T = 0.075.
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Figure S3: Calculated system spectral function of an asymmetric SIAM at different temperatures.
The same set of parameters as that used for plotting Fig. 1 in the main text are adopted here (in
unit of ∆): ǫd = −5, U = 15, W = 10, and T = 0.075. All curves are obtained at L = 5, and are
considered to be quantitatively converged. The inset magnifies the low frequency range where the
Kondo resonance peak becomes more prominent at a lower temperature.
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Figure S4: The full spectral function of a symmetric TIAM calculated by the HEOM approach
at L = 3. The same set of parameters as that adopted for plotting Fig. 3 in the main text are
considered here (in unit of ∆): ǫ1 = ǫ2 = −5, U1 = U2 = 10, W = 10, and T = 0.5.
30
0.01 0.1
0.5
1.0
1.5
2.0
0.1 1 10
0.5
1.0
1.5
2.0
 
 
dI
/d
V
 (e
2 /h
)
T (meV)
(a)
 U = 1.2  
 U = 2.4
 U = 4.8
 U = 7.2
 U = 9.6
 U = 1.2 , TK = U
(b)
 
 
T/TK
Figure S5: Zero-bias differential conductance (in unit of e2/h) versus (a) unscaled and (b) TK–
scaled temperatures, for symmetric SIAM systems of different values of U = −2ǫd. The Kondo
temperature TK is evaluated with Eq. (S39), except for the pink squares in (b) where U is taken
as the Kondo energy scale and used to scale the temperature. Other parameters are (in unit of
meV): W = 2 and ∆ = 0.0833. Calculations are done with the HEOM approach with L = 4.
31
0.01 0.1
0.5
1.0
1.5
1 10 100
0.5
1.0
1.5
(b)
 
 
dI
/d
V
 (e
2 /h
)
T (meV)
(a)
  
 
  = 0.133, U = 1.0
  = 0.139, U = 1.2
  = 0.143, U = 1.4
  = 0.154, U = 1.3
  = 0.133, U = 1.5
  = 0.125, U = 1.6
T/TK'
Figure S6: Zero-bias differential conductance (in unit of e2/h) versus (a) unscaled and (b) T ′K–
scaled temperatures, for asymmetric SIAMs of different U and ∆ in unit of meV. The Kondo
temperature T ′K is calculated with Eq. (S40). Other parameters are (in unit of meV): W = 2, and
ǫd = −0.2. Calculations are done with the HEOM approach with L = 4.
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Figure S7: Spectral functions of symmetric SIAMs of various values of U . The scattered data
are the HEOM numerical results, while the solid curves follow the analytic expression of Eq. (S41).
Other parameters adopted in the HEOM calculations are: W = 50∆ and T = 0.05∆.
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Figure S8: Spectral functions of a three-impurity Anderson model system sketched in the inset
of (a). Panels (a) and (b) depict the spectral function of total system 3A(ω) =
∑
iAi(ω) and that
of ith impurity Ai(ω), respectively. The inter-impurity coupling strengths are set to t12 = t23 = t
and t13 = 0, i.e., only the nearest neighboring impurities are considered to be coupled. The lines
and circles correspond to t = 0 and t = −π∆/2, respectively. Other system parameters are:
U1 = −2ǫ1 = π∆, U2 = −2ǫ2 = 3π∆, U3 = −2ǫ3 = 6π∆, T = 0.75∆, W = 50∆, and ∆ = 0.1meV.
Calculations are done with the HEOM approach with L = 3.
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Figure S9: (a) A(ω) from NRG using different Λ (red, green, and blue lines). For each Λ, we
choose a relatively large Ms. (b) A(ω) from NRG with Λ = 2.0 and different Ms (red, green, blue,
and cyan lines). In both (a) and (b), HEOM curve is also shown for comparison (black line). The
parameters are ∆ = 0.02W , U = 3π∆, ǫd = −U/2, and temperature T = 0.2∆. W is the energy
unit.
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Figure S10: (a) Comparison of spectral function from HEOM (black line), NRG (red line), and the
strong coupling CTQMC (lines with other colors). The parameters for CTQMC-1 to CTQMC-4
are: (nsweep, ntimes, iwmax) = (6 × 109, 210, 222) , (2.4 × 1010, 211, 219), (6 × 109, 213, 222),
and (9.1 × 1011, 213, 223), respectivley. (b) Comparison of G(τ) bwteen HEOM (black circle) and
CTQMC (red line). The CTQMC data is obtained using the parameter of the CTQMC-4 in (a).
Other parameters are ∆ = 0.02W , U = 3π∆, ǫd = −U/2, and temperature T = 0.2∆. W is the
energy unit.
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Figure S11: Comparison of ED and HEOM spectral function. A(ω) from ED (Nb = 7) is broadened
with Lorentzian function of width η = 0.007. The parameters are ∆ = 0.02W , U = 3.0π∆,
ǫd = −U/2, and temperature T = 0.2∆. W is the energy unit.
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Figure S12: (a) A(ω) from SBMFT for different U ’s. Inset: comparison of SBMFT (red line) and
HEOM (black line) result for U = 0.5π∆. (b) A(ω) from HEOM for different U . For (a) and (b),
other parameters are ∆ = 0.02W , ǫd = −U/2, and temperature T = 0.2∆. W is the energy unit.
