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MESSAGE FROM THE GENERAL CHAIR
FIRST CLIPS USERSCONFERENCE
These Proceedings of the First CLIPS Users Conference mark an important milestone in
the evolution of CLIPS. Until this time, CLIPS has been used mainly by individuals who
had little knowledge of what others were doing. Now with over 3000 sites using CLIPS in
government, industry,and academia, this Conference and its Proceedings offers people the "_
opportunity to learn how many others are using CLIPS. This dissemination of the state-of-
the-art work offers many potential benefits to all CLIPS users. As more people hear about
CLIPS, we expect further growth in the user community. Conferences like this are an
important mechanism for increasing the growth of artificial intelligence technology. We -_
welcome your comments concerning CLIPS and how it can be improved.
Joseph C. Giarratano
University of Houston at Clear Lake
MESSAGE FROM THE BRANCH CHIEF
SOFTWARE TECHNOLOGY BRANCH
Since the first general distribution of CLIPS by my section in 1986, CLIPS has been
continuously improved. The new version 5.0 of CLIPS that we will release in Fall 1990
has major enhancements by the addition of objects, generic functions, defglobals, integer
data type support, and deftemplate type checking. All new versions of CLIPS are
thoroughly tested to insure its performance in mission critical applications. _--_.,
CLIPS comes with a full set of documentation manuals, all the source code in C, a cross
reference style and verification tool (CRSV), an intelligent tutor for learning CLIPS, an on-
line help facility, and telephone support for technical questions. In addition to the version
of CLIPS written in C, a version written in Ada is also available. An executable of CLIPS
for the IBM PC and compatibles is available with puUdown menus and mouse support.
Another version for the Macintosh designed for the Mac style interface is also supported.
Since the complete source code for CLIPS is supplied, it can be compiled to run on any
machine with a C compiler. CLIPS has been successfully ported to virtually every brand of
hardware including Cray, Next, Connection machine, VAX, HP, and Sun. CLIPS is free
to NASA and USAF users, and their contractors. The price to others is $312, and just
$187 for universities. There are no royalties or fees for unlimited copies of CLIPS, thus
making it a very cost-effective tool for distributingexpertsystems, and for education.
Our success with CLIPS has led us to develop other advanced technology tools such as
Nets for the development and delivery of artificial neural networks, Costmodl for _,
estimating software development costs, and Compass for planning and scheduling. For
additional information, please contact the Help Desk at (713) 280-2233.
I am proud to have directed the development of CLIPS and seen it grow from a small
internal NASA projectto over 3000 sites in just four years. CLIPS is an excellent example "_
of the spin-off benefits of the Space Program in maintaining the competitive edge of this
nauon m an increasinglycompetitive world.
Robert T. Savely
NASA/Johnson Space Center .... _ii
MESSAGE FROM COSMIC
_f-..... COSMIC, NASA'sComputerSoftwareManagementand InformationCenter,is proud
tocosponsorthe FirstCLIPSUsersGroupConference.
Since 1966 COSMIC hasbeenthe one centralmarketingand distributioncenterfor
_ computersoftwarecreatedunder NASA funding.The COSMIC inventorypresently
contains over 1,200 computer programs. In addition to artificial intelligence,
applicationareas include:aerodynamics;compositeanalysis;computationalfluid
dynamics; control systems; heat transfer; image processing; optics; project
management;reliability;satellitecommunications;scientificvisualization;and UNIX
utilities.
While this is not a completelist, it does indicatethe breadthof applications.Most
programsare soldwithoutlicensingrestrictionso programscan be usedas supplied
or incorporatedintocommercialand/orin-houseprogrammingoperations.
As partof NASA'sTechnologyUtilizationProgram,ourgoalisto savetimeandmoney
for industry,other governmentagencies,and academicinstitutions.The COSMIC
inventory,a valuablenationalresource,is maintainedto helpthe U.S. economykeep
itscompetitivedge.
Forassistancein locatingappropriatesoftware,youcanwrite,call, FAX,or E-mailto
explainyour requirements.We will reviewour databaseof NASAsoftwareand send
descriptiveabstractsof eachappropriateprogram.Thereis nochargeforthisservice.
COSMIC
The Universityof Georgia
382 EastBroadStreet
Athens,GA 30602
phone (404) 542-3265
FAX (404) 542-4807
E-mail SERVICE@COSSACK.COSMIC.UGA.EDU
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THREE CLIPS-BASED EXPERT SYSTEMS FOR
SOLVING ENGINEERING PROBLEMS
by
W. J. Parkinson
Los Alamos National Laboratory
Los Alamos, NM 87545
G. F. Luger
Department of Computer Science
University of New Mexico
Albuquerque, NM 87131
R. E. Bretz
Department of Petroleum Engineering
New Mexico Institute of Mining and Technology
Socorro, iNM 87801
ABSTRACT
We have written three expert systems, using the CLIPS PC-based expert
system shell. These three expert systems are rule based and are relatively small,
with the largest containing slightly less than 200 rules. The first expert system is', ........
an expert assistant that was written to help users of the ASPEN computer code
choose the proper thermodynamic package to use with their particular vapor-
liquid equilibrium problem.
The second expert system was designed to help petroleum engineers
choose the proper enhanced oil recovery, method to be used with a given
reservoir. The effectiveness of each technique is highly dependent upon the
reservoir conditions. :
The third expert system is a combination consultant and control system.
This system was designed specifically for silicon carbide whisker growth. Silicon
carbide whiskers are an extremely strong product used to make ceramic and
metal composites. The manufacture of whiskers is a very complicated process.
which to date, has defied a good mathematical model. The process was run by _,
experts who had gained their expertise b_trial and error. A system of rules was
devised by these experts both for proced_ye setup and for the process control. In
this paper we discuss the three problem areas of the design, development, and
evaluation of the CLIPS-based programs.
INTRODUCTION
Our goal for these projects was to develop small computer-based expert
assistants to help some of the less-experienced engineers at Los Alamos National ......
Laboratory make expert decisions about particular tasks for which they may rlol
otherwise have the expertise.
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Although we had available a LISP machine and the sophisticated hybrid
expert system shell, KEE, we felt that the "frame" or "object-based" simulation
expert system designs were unnecessary and overly complex for our application.
,"....... We further felt that any usable expert system should be executable with ani'
inexpensive shell and an easily available computer. We therefore focused our
search on rule-based shells for the PC family of computers. But we were not sure
that the PC-based shells available to us would be adequate for the expert systems
that we envisioned. We were pleasantly surprised when we found that CLIPS 1
.... could handle our tasks.
We have written three expert systems using the CLIPS expert system shell.
These three expert systems are rule-based and relatively small. The largest is
slightly less than 200 rules. Their size, however, does not preclude them fi-om
being useful. The first expert system is an expert assistant that was written to
help users of the ASPEN computer code pick the proper thermodynamic package
to be used with their particular vapor-liquid equilibrium problem. ASPEN is a
large computer code used to design chemical plants and refineries. Vapor-liquid
equilibrium and associated energy balance problems are an important part of
chemical plant and refinery design. There are 144 possible correlations for vapor-
liquid equilibrium calculations that can be obtained using combinations of tile
built-in ASPEN options. Picking the proper combination requires some expertise
in thermodynamics, which may not be a strong area for the plant designer. If the
designer uses the wrong correlation, the plant design will be wrong.
The second expert system was designed to help petroleum engineers pick
the proper enhanced oil recovery method to be used with a given reservoir.
There are several different techniques used for enhanced oil recovery. The
.....° effectiveness of each one is highly dependent upon the reservoir conditions.
Ultimately, the choice of an enhanced oil recovery technique will be based upon
economics. However, there are many techniques and many variations of conditions
within each technique. It is therefore impractical to do an economic analysis of
each case. This expert system helps the user screen the methods and reduce the
required number of economic calculations to just a few.
The third expert system is a combination consultant and control system.
This system was designed specifically for the silicon carbide whisker growth.
Silicon carbide whiskers are an extremely strong product that are used to make.
ceramic and metal composites. The manufacture of the whiskers is a very
complicated process, which to date has defied a good mathematical model. The
process was run by experts who had gained their expertise by trial and error. A
system of rules was devised by these experts both for procedure set up and for
" process control. These rules make up the expert system used for this process.
This expert system is especially useful because the silicon carbide whisker
process is a candidate for technology transfer. With the expert system, we can
transfer complicated technology that is not well enough understood to model
- mathematically without transferring the experts as well.
THE ASPEN COMPUTER CODE
One goal was to develop an expert system to help engineers design refinery
F....... and chemical processes. The modern design of refinery or chemical plant(
operations requires a chemical process simulation computer code. The simulalion
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code used by Los Alamos is ASPEN 2 (Advanced System for Process ENgineering).
It was developed for the United States Department of Energy at the Massachusetts
Institute of Technology. Similar software products are available in the commercial .....
marketplace, but because of ASPEN's solids handling capability and its wide choic(,
of built-in thermodynamic packages, it was considered to be the only product
suitable for the design of coal and oil shale processing units. Thus, ASPEN was II_(,
product of choice for use in LANL's recent coal and shale oil projects.
To demonstrate why an expert system Is useful, it is first necessary to give a
brief description of how ASPEN works. Then the descriptions of thermodynamic
packages and of our expert system for determining the proper thermodynamic
package for use with ASPEN will demonstrate why and how this program is useful.
With ASPEN, a chemical plant is represented by modules that are tied
together by material flow streams. The modules may, in turn, be represented by
building blocks that are unit operations common to many different types of
processing modules. The ASPEN package also includes a large thermodynamic
database and a code that allows mass and energy balances to be performed to aid
the designer in sizing, specifying, and selecting equipment and/or determining
optimum processing conditions.
For example, Fig. 1 is a block flow diagram of an oil shale processing plant.
Each block represents a major plant module, including modules for a retort, a gas-
liquid separation and cleanup unit, a hydrogen recovery unit, a hydrogen plant,
and a hydrotreater unit. The solid lines represent material flow streams in the
plant. In developing a block flow diagram like that in Fig. 1, the designer supplies
instructions to ASPEN that specify the compositions, conditions and rates of raw -_
materials, and operating conditions, and identify the module and the flow streams
between modules. Output from ASPEN contains information on the rates,
temperatures, pressures, and compositions of the flow streams between and from
the modules.
Figure 2 is the building block, or unit operation, flow diagram for the retort
module of Fig. 1. In Fig. 2, the unit operation blocks, pumps, mixers, heaters,
reactors, etc., are displayed in a logical design sequence. The solid lines
represent mass flow, and the dotted lines represent energy flow. When the rio\y
stream information and conditions are specified and calculated for the block
diagram of Fig. 1 and additional instructions are supplied for each building block.
calculations can be performed in ASPEN to yield rate, temperature, pressure.
composition, and energy requirements for each building block and for the flow
streams between the building blocks. This output is used by the designer to make
economic calculations, to specify equipment, or to set the optimum operating
parameters for the unit.
In the retort module, the oil shale unit undergoes processes of heating.
thermal decomposition, combustion, and vaporization to name a few. Calculations
involving these processes require information on enthalpy, heat capacities, heats
of reaction, and vaporization for materials that contain so many components that
the compositions must often be expressed in terms of fractions containing
components with nearly like-properties, Measured thermodynamic data are often
sparse over the range of compositions and conditions encountered, and even if '__
available, would be clumsy or time consuming for use with computer codes. "rht_s.
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Fig. 2. ASPEN block flow diagram for an oil shale retort,
the ASPEN code provides the designer with several thermodynamic models, or
packages, that provide data for the calculations described above.
Figure 3 is the ASPEN building block diagram for the gas-liquid separation
and cleanup module. The diagram requires less equipment than the retort, but,
more importantly, it differs from the diagram for retort (Fig. 2) in the type of
process being carried out. As shown in Fig. 3, like the retort module there are
heating, pumping, and mixing blocks, but in addition, here there are water
_'= separation, hydrocarbon phase separations, and impurity removal processes.
Although these separations also require thermodynamic data for modeling, the
nature of these processes differs significantly from those in the retort module.
__ Not surprisingly, the thermodynamic package that is appropriate for use
with calculations in the retort module is likely very different from the appropriate
package for use with the gas-liquid and cleanup module. Even within the gas-
liquid separation and cleanup module, the best thermodynamic package for use in
performing calculations on the different unit operations may differ. For instance.
the best package to use in separating impurities, which may be highly polar
compounds, might be different from that used with the flash unit in which the
liquid-vapor phase behavior of relatively nonpolar compounds is described.
Also not surprisingly, many designers, when first assigned the task of using
ASPEN, do not have the necessary experience and training to know the strengths
and weaknesses of the different thermodynamic packages available to them.
Those neophytes often must rely on the advice of more experienced designers
until they gain their own knowledge and experience.
/
As an example of the computations involved, ASPEN contains two basic
thermodynamic model types for predicting equilibrium K-values, that is,
L V
Kt=Yi/Xi=¢i/_)i , (1)
where Yl = the mole fraction of component i in the vapor phase,
xl = the mole fraction of component i in the liquid phase,
L
¢i = the fugacity coefficient of component i in the liquid phase, and
V
¢i = the fugacity coefficient of component i in the vapor phase.
In K-value calculations, the vapor phase fugacity coefficients are always
calculated using an equation of state (EOS) thermodynamic model. For liquids "
that are ideal mixtures or nearly ideal mixtures, such as mixtures of hydrocarbons.
' EOS are also used to predict liquid fugacitles. When both the liquid and vapor
phase fugacities are predicted using an EOS, the model is called an EOS model.
Several such EOS models are available with ASPEN. Many EOS are based, at least
in part, on fundamental concepts of the physical properties of matter, while
others may be purely empirical. And each different EOS offers an advantage over
7
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Fig. 3. ASPEN block flow diagram of a gas-liquld
separation and clean-up unit.
the other EOS for one (or more) type of prediction. But no EOS has been
demonstrated to be superior to all other EOS for every design situation.
_...... For nonideal liquid mixtures, such as aqueous electrolyte solutions, a typo
of thermodynamic model called an activity coefficient model is often used to
predict liquid phase fugacity coefficients. An example of this type of model is
Eq. (2), the famous Chao-Seader Eq. (3),
r. o V
Ki =v iTi/_i , (2)
where v_ - the liquid fugacity coefficient of the pure component (this
L
coefficient is different from _i, which is the liquid fugacity
coefficient of component i in the liquid mixture], and
7i = the liquid phase activity coefficient°
Typically, with an EOS model, both the liquid- and vapor-phase fugacilv
coefficients are calculated using the same EOS. With the activity coefficient
model, the pure component liquid fugacity coefficient model is usually matched
with a particular activity coefficient model. In this model, however, one may
choose the calculation for the vapor-phase fugacity coefficient from many EOS,
independently from the activity coefficient calculation. Thus, many models and
many combinations of models are available from which to choose, and in a given
f- situation, one choice is often better than any other.
In addition to the equilibrium K-values, other important thermodynamic,
functions are also used in ASPEN. For example, the Gibbs free-energy function is
related to the equilibrium K-value by Eq. (3), as
-AGi = RTInKi , (3)
where AGi = the Gibbs free energy of component i at a given state relative to
the reference state,
R = the gas law constant, and
T = the absolute temperature.
The enthalpy is related to the entropy and the Gibbs free energy by
" Eq. (4), as
AHI = AGI +TASi ', {4)
where AHi = the enthalpy of component i relative to a reference state,
ASi = the entropy of component i relative to a reference state, and
where enthalpy, entropy, and Gibbs free energy are all defined
for a given state relative to a reference state.
i< ....... <,
Correct enthalpy values are necessary for proper energy balances.
Therefore, it is important to pick the correct K-value model and to pick
thermodynamic models that are consistent with the K-value model. This is k.
necessary for the proper use of ASPEN because the major tasks performed by
ASPEN are to obtain energy balances and mass balances (phase compositions) at
all points in a chemical plant or refinery. The expert assistant helps the ASPEN
user to pick the correct K-value and thermodynamic models.
Figure 4 shows the search tree for the expert assistant. The leaves on the
tree are the ASPEN system options, or SYSOPs, which are the models that can l)e
used for predicting K-values. In addition to the steam tables for pure water
(SYSOP12) and the ideal gas and liquid model (SYSOPO), ASPEN contains two _
additional major model types: EOS and activity coefficient models. These major
model types are further subdivided. The EOS models vary from the empirical
Benedict-type equations to the more theoretical-type van der Waals equations.
The activity coefficient models are divided into two groups: the models for which
the ASPEN user is not required to supply his own system data and the models fo_
which the user is required to supply the system data. The expert assistant asks
the user questions about the situation in question. On the basis of the answers
given, the assistant recommends the most appropriate model for that situation.
The rules for determining the correct model were obtained from the literatu_-e 'l I_
and and personal experience. References 4 and 5 are exceptionally good.
Each ASPEN SYSOP has provisions for calculating the following
thermodynamic properties for the solid, liquid, and vapor phases in a
thermodynamically consistent manner.
Fugacity coefficient
Enthalpy
Gibbs Free Energy
Entropy
Volume (density)
Viscosity (no solid correlation)
Thermal conductivity
Diffusivity (no solid correlation)
Surface tension (liquid correlation only)
Within each SYSOP, the code allows changing of thermodynamic models used l•o
calculate the individual phase properties. We have compiled rules in our expert
assistant that will allow the user to choose changes to the vapor and liquid fuga_'i1>.'
coefficients. This is the most important correlation because it leads directly to
the plant mass balance. In a later paper, it would be worthwhile to explore
different correlations for all of the other properties. The ASPEN-supplied
alternate thermodynamic models for calculating liquid and vapor fugacity
coefficients that may be substituted into the system options are listed in Table I. _
Also listed in Table are the model numbers, which are related to SYSOP numbers.
Table II lists the possible substitutions for which we have compiled rules.
There are 144 possible combinations of models in Table II that may be _
suggested by using our compiled rules. Each model will be better than any other
in a given situation.
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Fig, 4. Search tree for the plant design expert assistant.
TABLE I
ASPEN FUGACITY COEFFICIENT MODELS ............._,
Model
Number Name
2 Hayden-O'Connell
3 Redlich-Kwong-Soave
4 Peng-Robinson
5 Conformal Solution Theory (BWR)
6 Perturbed Hard Chain (nonpolar)
7 Perturbed Hard Chain _
14 Modified Redlich-Kwong-Soave
21 Scatchard-Hildebrand (temperature dependent)
22 Wilson (temperature dependent)
23 van Laar (temperature dependent)
24 Renon (temperature dependent)
25 UNIQUAC (temperature dependent)
26 Electrolytes
TABLE II
POSSIBLE FUGACITY COEFFICIENT SUBSTITUTIONS _,_--_,,
FOR THE PROJECT TWO EXPERT SYSTEM
Vapor Fugacity Liquid Fugacity
SYSOP SYSOP Coefficient Model Coefficient Model
Number Name Number Number
Ideal solutions 26
0
1 Chao-Seader 2,3,4,5,6,7, 14 21
2 Grayson-Streed 2,3,4,5,6,7, 14 21
3 Soave 2,6a,7a 6a,7a
4 Peng-Robinson 2,6a,Ta 6a, 7a
5 BWR 2,6a,7a 6a,7a
8 Wilson 2,3,4,5,6,7, 14 22,26
9 van Laar 2,3,4,5,6,7, 14 23,24,26
10 Renon (NRTL) 2,3,4,5,6,7, 14 26
11 UNIQUAC 2,3,4,5,6,7, 14 25,26
12 Water 26
14 Modified Soave 2,6a,7a 6a,7a "
models 6 or 7 are used for the vapor phase, the same model
be used for the liquid phase and vice-versa. ____
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After the ASPEN user has chosen the best thermodynamic models for each
situation in the plant, he can run the code. Unfortunately, since the temperature.
pressures, and compositions of many of the internal flow streams were initially
S ..... only estimates, the ASPEN computation will change these values. These changes
may be great enough to require model changes for subsequent ASPEN iterations.
Typically, several ASPEN runs are required to obtain the desired product.
Figure 5 characterizes how a design engineer can interactively use an expert
system with the ASPEN computer code.
EXAMPLE--HOW CLIPS WORKS
We have picked a simple example to demonstrate how CLIPS works with
_ this expert system. In the example, the ASPEN user wants to know which modc:.l
to use for a desalination plant. Although this is a trivial problem for the expert
system it demonstrates well how CLIPS solves a problem. With the answers to
only three questions, the expert system picks the steam tables (SYSOP12) and
suggests using the electrolyte model for the liquid phase fugacity coefficient
{model 26 in Table I). A portion of the search space used by the CLIPS expert
assistant that contains this example is shown in Fig. 6. The solution to the
example problem is shown on the figure in bold face.
Figure 7 shows the dialogue between a user and CLIPS. The reader can
follow in Fig. 6, which is a portion of the search space used by CLIPS.
With this system, instead of just picking the best solution for the more
complicated problems, we use a scoring technique and supply the user with a list
...... of rated solutions. To do this, simply score the answer to each question asked by
CLIPS.
The dialogue with CLIPS begins with the following questions: "Are the
system conditions low pressure and high temperature? .... Is your system almost all
steam and waterF' and "Are electrolytes present in the mixture?" The user
responds with No, Yes, Yes. In this case, this is enough information to allow CI.II S
to make a final decision: "Use SYSOP12 for steam, the score is 5.0. Use liquid
phase fugacity coefficient option number 26 for electrolytes." The score of 5.0 is
high. In this example, we really have little choice. With most problems, at this
point CLIPS would give a list of possible choices with their relative scores. These
scores will be more meaningful as one uses the system more often.
EXPERT ASSISTANT FOR ENHANCED OIL RECOVERY
_' Some of the reasons to study enhanced oil recovery (EOR) are listed in a
1986 paper by Stosur (11). At the time of the printing of his paper only 27% oI
the oil ever discovered in the United States had been produced. About 6% more
will be produced using existing technology; under current economic conditions.
This leaves the remaining 67% as a target for EOR. Currently, only about 6 % of
our daily oil production comes from EORo These figures indicate, even in these
times of reduced awareness of an impending energy crisis, that the study of EOR
can be rewarding because of the high potential pay-off.
S ..... EOR is expensive. It is necessary for engineers to pick the best EOR
' recovery method for the reservoir in question in order to optimize or even mako
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Fig. 5. The engineers use of the expert assistant with the ASPEN computer code.
low pressure?
flrslASPEN llorollon? Sleomanclwator?
./
- ldeolliquid? I
Eleclrolytes?
[ Highly
non-ldool?
Hootcrlllcol?
l Polor solution?
{ Super_criiica, compononis?I _ PrlnI-solullon
Jf Polymor solution?i
I N°rm°I flulcls? ] 1 Choos, boiwoonactlvltx_coofflclont&
equalion-of-stato
,,, mothods
Fig. 6. A portion of the search space of the plant design expert "
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Are the system conditions, low pressure and high
temperature? _
(yes/no/"don't know")
o
no %
Is your system almost all steam and water ? (yes/no)
•ye_
Are electrolytes present in the mixture?
(yes/nofdon't know")
yes
Use SYSOP12 for steam, the score is 5.0
Use liquid-phase fugacity coefficient option number 26 for
electrolytes
Fig. 7. Dialogue with CLIPS.
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profits. The entire screening method itself is expensive. It typically involvt_'s
many steps. The first step is to consult a technical screening guide. Screening
guides consist of a table or several charts that list rules of thumb for picking the
i...... proper EOR technique as a function of reservoir and crude oil properties. "I'he
candidate techniques are often subjected to laboratory flow studies. Data from
these studies are then often used in computer simulations of the reservoir.
Finally, a pilot project may be used to demonstrate the viability of the selected
technique. Economic evaluations are usually carried out throughout the screening
process.
Our expert assistant was developed to replace the table and the graphs used
in the technical screening guides or to replace step one in the screening process.
y.... It provides essentially the same information as the old table and graph method.
but it is more comprehensive than graphs and easier to use than the tables. It
provides the user with a weighted list of potential techniques at the end of tim
run, which is quite hard to do with the tables. The expert assistant is user
friendly in that it asks all the questions and leads the user through the first stage
of the screening process. It is understood that the final choice of a technique will
be based upon economics, but it is obvious that the first screening step ig quite
important because of the high cost of the entire screening process and the
absolute necessity of choosing the most economically optimum EOR technique.
For this study we define EOR as any technique that goes beyond water
flooding or gas recycling to increase oil well production. This includes only the
injection of material not usually found in the reservoir. The program we have
developed relies mainly on the work of Taber and Martin (12) and Goodlet ct al.
(13) for its rules.
EOR techniques can be divided into four general categories: thermal, gas
injection, chemical flooding, and microbial. Thermal techniques usually require
reservoirs with fairly high permeability. Steam flooding is a thermal technique
that has traditionally been the most used EOR method. In the past it has bccr_
applied only for relatively shallow reservoirs containing viscous oils. This is oI1_,
area where screening criteria are changing because improved injection methods
now allow us to go deeper, and because new studies have pointed out thai st ca_
temperatures affect other reservoir and oil properties, than just viscosity. Thcr
expert system format is a good one to use here because we can easily change the
program as the technology changes. On the other hand, gas injection techniquc s
are the opposite extreme of steam flooding. Gas injection techniques tend to
work best in deep reservoirs containing light oils. Chemical flooding is usually
used with low- to medium-viscosity oils, and reservoir depth is usually not a
problem. Microbial techniques are new and primarily experimental at this time.
and little is known about them. Chemical flooding is divided into polymer,
surfactant-polymer, and alkaline recovery techniques. Gas injection is divided i_tc_
hydrocarbon, nitrogen and flue gas, and carbon dioxide. Thermal flooding is
-: further subdivided into in situ combustion and steam flooding techniques. The
microbial category is not subdivided. Figure 8 shows the search tree for the
expert system.
/, -.--- ,.
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Expert system users, are quizzed by the system about their particular
problems. Typical questions are about the rock formation type, well depth.
reservoir temperature and pressure, reservoir thickness, reservoir permeability. ........
oil saturation, oil gravity, viscosity, and composition. Based on the answers to
these questions, the system presents users with an ordered list of preferred
techniques for their particular wells.
The solid lines in Fig. 8 represent the most common calculated paths to the _,.
solution method. The dotted lines show other possible paths to the same solution
method. In other words, with this particular expert system a final solution can be
found before the system has zeroed in on the correct EOR category. Our search
tree is really a directed graph. The reason for this is probably that this system .,
should really be goal driven or use a backward chaining search instead of the
normal forward chaining approach used in CLIPS. Although the CLIPS User's
Guide (1) shows how to force CLIPS to do backward chaining we did not use this
approach. Instead, we forced it into the forward chaining mode by using a scoring
system and foUowing a data-driven approach. It would be an interesting exercise
to try a goal-driven approach and see if it is easier to program.
Figure 9 is a portion of the search space used by this expert system.
Figure 10 shows a portion of the dialog with CLIPS that is used in solving a simple
problem.
CLIPS asks the user the following questions:
What is the well depth? ....
The user answers, 2000 feet, this is a relatively shallow well.
CLIPS asks what is the formation type?
The user answers Sandstone.
CLIPS asks questions about payzone thickness, reservoir temperature,
permeability, porosity, and oil saturation. The well is at a low temperature
corresponding to the relatively shallow depth and has a high permeability. The
last two questions shown in Fig. 10 have to do with oil gravity and viscosity. In this
case the oil is heavy and quite viscous. The shallow well, high permeability, and
heavy high-viscosity oil lead to the conclusion that thermal techniques will work
well with this reservoir. The printed list shows the two thermal techniques.
steam flooding and in situ combustion rate very high on the list to be considered _.
for further study, with scores of 17 and 15, respectively. Two other possibilities .
are Alkaline flood and microbial drive, with scores of 9 and 7 respectively. To
make this expert system work in the forward chaining mode, we decided to ask a
lot of questions up front, score the answer to each question, and make decisions
based on these scores. The scoring system is empirical and works like this. If the _-
answer to a question presents a condition for which it is impossible for a given
method to work, that method will receive a score of -100. If it is very difficult for
that method to work at those conditions, a score of -5 is assigned to that n_ethod
for that question. Other levels of difficulty are assigned -3 and -1 for difficult and ......
just slightly difficult. The method gets a 0 if the answer to the question is not
important for that particular method. Scores of 1, 3, and 5 are given for fair.
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Fig.9. A portionof the searchspace
for the EORexpertsystem.
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What is the well depth ? (feet)
20.00
_ '"What is the formation type ?
(Sandstone, Carbonate, or Unconsolidated-sand)
Sandstone
_° What is the payzone thickness ? (feet)
30
,_,What is the reservoir temperature ? (F)
ii0
What is the reservoir permeability ? (md)
i000
What is the reservoir porosity ? (%)
28
What is the reservoir oil saturation ? (%)
5O
Y......What is the oil gravity at 60 F ? (degrees API)
18
What is the oil viscosity at reservoir temperature ? (cp)
5OO
The following list contains the candidate EOR methods and their relative
scores
P Steam flood score = 17
In-situ combustion score = 15
Alkaline flood score = 9
Microbial drive score = 7
Fig°I0. A portionof the dialoguewiththe
EOR expertsystem.
(
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good, and optimal operating conditions for a given method. As an example, the
hydrocarbon gas injection technique and the surfactant-polymer chemical flood
technique cannot be used with as high a viscosity as 400 centipoise, so they both ...._,
score -100 for this question. On the other hand, this is an optimal condition fox"
the thermal techniques steam flooding and in situ combustion, both of which
score 5's. Microbial drive scores a 1 on this question, and all other methods score
a-5.
At the end of the session, the scores are tallied. Any method with a score
greater than 5 makes the list of candidates for further consideration. So far, this
approach has given realistic results.
Some of the other questions that are asked that are not shown in Figs. 9 and
10 have to do with reservoir pressure, oil composition, salinity, rock wetability.
etc.
In this system, because different operating conditions are required as
different methods are used, one question can lead to as many as eight rules. The
_ entire expert system currently has about 50 rules.
• EXPERT CONSULTANT AND CONTROL SYSTEM FOR THE SILICON CARBIDE
WHISKER GROWTH PROCESS
Silicon carbide whiskers are a very strong material that resemble cat's
whiskers. They are produced primarily as a reinforcing material for strengthening
ceramic or metallic composite materials. Whiskers can be used as randomly
oriented chopped fibers or they can be grown in long lengths, which can be made ....
into yams and woven: When woven, these fibers create an even more effective
directional reinforcement. Although the primary purpose of the whiskers is for
the compositing of materials for strength, other uses are also being considered.
Whisker-production is a semi-batch process that is extremely difficult to
model mathematically. We are using rules accumulated from many years of trial
and error experience to successfully set up and run the process. Two catalyst
types, two reactor configurations, and several sets of process conditions are
available. When the proper combination of these variables is chosen, the desirc_c]
result can be attained.
In the past, as long as one person would set up and operate the whisker
production runs each time, it was considered adequate for that person to keep the
rules in his or her head. But because the whiskers process is now a candidate for
_ technology transfer, we are faced with the problem of how to transfer the
_i_expertise to industry without transferring the expert. We therefore designed an
expert system to organize and assist in the solution process.
The first phase of the expert system design was to build an expert
consultant to provide the user with enough information to correctly set up the n_n
and produce the desired results. The setup information was then incorporated
• into the rule base to make up the second phase, the control system. The control
system corrects perturbations in the process condiUons to ensure that the proper ..__
corrections can be made and to ensure that the desired product will be obtained
at the end of the run.
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The SiO (the ingredient used to make silicon carbide) production rate is
proportional to the concentration of Si02 and CO in the brick, and those
concentrations are diminishing with time. This is the transient batch portion of
f_" the process. As shown in Fig. 11, a mixture of gases containing methane, the
carbon source for the silicon carbide production, is forced through the reactor.
For many situations, the composition and flow rate of this gas mixture does not
vary throughout the length of a production run. This is the steady-state portion of
the process. The silicon carbide is formed by Eq. (2).
/
SIO + CH4 .......... > SIC + H20 + H2 {2 )
An idealized growth sequence for a silicon carbide whisker is shown in Fig. 12.
i x-
The SIO formed by Reaction 1 must mix with CH4 in the process gas stream.
These gases must find their way to a whisker growth surface, as shown in Fig. 1 I.
Flow-visualization studies (14) have shown that this path is tortuous, involving
several different modes of mass transfer. Figure 13 shows the modes of mass
transport from the SiO generator to the whisker growth surface. Figure 14 shows
the steps involved in the overall kinetic process for growth the whiskers.
We have learned a great deal about the silicon carbide whisker growth
process and we can now grow them quite well. The foregoing discussion indicates
how hard this process is to model with normal mathematical-algorithmic
techniques. In fact, we first tried the mathematical modeling approach and found
that our models would not adequately predict whisker yield and type from a
particular experimental setup. Furthermore, they were inadequate for process
.......... control. We had to ask the question "How can we grow whiskers as well as we do,
_ when we do not understand the physics and chemistry of the process any better
than we do?"
The answer to this question is that our expert operators have learned
excellent rules of thumb, through years of trial-and-error experiences, for setting
up and running whisker growth experiments. Our next question was "How do we
capture this expertise so that the process can be set up and run by people who are
not experienced experts?' This question is especially important since the
technology of the whiskers process has been earmarked for transfer to industry.
We would like to be able to transfer the technology without transferring our
experts as well. So the answer to this question was to write an expert system or
systems to capture this expertise.
THE EXPERT SYSTEMS
Our goal for this stage of the project was to develop a small PC-based expert
system in two phases, as shown in Fig. 15. In Phase I, we developed a whisker
growth consultant to help the operator set up a whisker run for the desired
_ whisker type and quantity. The knowledge developed during this phase was
entered into a knowledge base that could be used with the expert control system°
The expert consultant developed in this phase can be used with the expert
control system developed in Phase II, or it can stand alone. The expert control
system developed in Phase II uses rules to control our laboratory-scale silicon
(-- carbide whisker growth process. The expert control system uses rules and facts
Because our system is a "laboratory-scale" project, we have not added
elaborate sensory devices to test for perturbations or upsets. Instead, we use a
human sensor: the operator. After observing the controlled variable readings, the .......
operator asks the expert system whether the process is behaving correctly. The
expert system responds and suggests which, if any, corrections should be made.
The operator then makes the corrections. This system is designed so that
automatic controls and sensors can easily be added at a later date or for a larger
operation. ,_,
The expert system is rule-based, and it is designed to run on a PC. For easy
access by the operator, the PC is kept in the laboratory associated with the
whisker process equipment. _
THE SILICON CARBIDE WHISKER GROWTH PROCESS
On the laboratory scale, the silicon carbide whisker process is a semi-batch
process. That is, part of the process is run in the transient batch mode and part
of the process is run in the steady-state continuous flow mode. Figure I I is a
diagram of the silicon carbide whisker reactor. Silicon dioxide bricks
impregnated with graphite are placed inside the reactor. After they are heated,
these bricks produce silicon monoxide by reaction (1).
SiO2 + C .......... > SiO + CO ( l )
Fig. 1 I. The Los Alamos silicon carbide whisker production reactor.
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Fig. 12. Idealized growth sequence for the Los Alamos silicon carbide
whisker production: (a) metallic catalyst is melted on a
substrate, (1))catalyst forms a crater in the substrate.
(c) silicon carbide whisker is nucleated, and (d.e) whisker
grows away from the substrate with liquid catalyst ball at
,:i the tip.
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Fig. 13. Gas-phase mass transport modes.
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Fig. 14. Steps in the overall kinetic process for growing silicon
carbide whiskers.
from the knowledge base shown in Fig. 15. Because our process is "laboratory-
scale," our controls are manually operated and our sensor output is manually
observed. This means that our control system is somewhat limited because it
cannot work without an operator interface. This scenario is depicted in Fig. 16.
Although this system is adequate for our current process, it would fall short for a • "..
full-scale whisker production plant. The full-scale plant scenario is depicted in
Fig. 17. This type of of control system is the ultimate goal of future work.
Figure 18, taken from Ref. (15) shows an empirical phase diagram for the
growth, and the types of whiskers that can be produced as a function of gas
composition. The abscissa represents a change from silicon-rich to carbon-rich
gas mixtures. The ordinate represents the silicon monoxide concentration in tlw
gas phase. The properties for the whiskers from categories one through se\,en,
shown at the top of the chart, depend primarily on the whisker diameter. To
date, there is some commercial interest in all sections of the chart except areas E
and F. These are the combined species and the large bent needles.
For this study we have lumped the whisker types into slightly different
groups, based on lengths and diameters. The whisker lengths vary from about 2
1/8 in. to about 3-1/2 in., which we have divided into three categories: short,
medium length, and very long. The whisker diameters vary from 0.1 to 15 in. W(,
have divided them into three groups: small, medium, and large. With short
whiskers we are interested only in small diameters. With long and medium lenglh
whiskers, we are interested only in those with medium and large diameters.
In addition to developing rules to produce a particular whisker type, we ,
have developed some rules to help maximize the production of those whiskers
under various operating constraints. These rules can be divided into three ......
categories: (1) how to obtain the maximum yield with new growth plates, {2) how
to obtain the maximum yield with used growth plates, and (3) how to obtain a
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Fig. 15. The two phases of the expert system design.
Fig. 16. Demonstration of the operator interface between the
current expert system and the process.
?
Fig. 17. Desired expert system/process interface for fuU-scale plants.
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Fig. 18. Empirical phase diagram for the growth of silicon
carbide whiskers.
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maximum yield in a limited run time. We can also have combinations of these
three categories. These rules depend upon the type of whisker that we are trying
_ to produce and are included in our whisker growth consultant expert system.
For our laboratory scale operation, we have been primarily concerned with
Categories (I) and (2}. New growth plates require different gas compositions than
used growth plates to produce the same quantity of whiskers. After one run. the
new growth plates are coated with silicon carbide, and from then on the silicon
carbide participates in the process chemistry. After about four runs the whisker
production degrades to the degree that we must replace the plates. We have
developed some cost analyses of our process and find it to be labor and material
intensive. Replacing growth plates after every run is too expensive, even for a
" "laboratory-scale" process. Figure 19 shows the general shape of the time-versus-
whisker yield curve. Because we are a laboratory operation, our approach is to nln
the reactor as long as possible to produce the maximum yield.
Figure 19 suggests that a point of diminishing retums is reached before the
reactor is shut down. Because this process is a candidate for technology transfer
to industry, we have developed some production rules for maximizing yields wifl_
shorter run times based on the curve shown in Fig. 19. We assume that an
industrial process, even if a batch process similar to ours, would be optimized ii_ _
different manner. For example, if several batches were run in one day to the puint
of diminishing returns, more whiskers would be produced than in our previous
maximum production run, yet in the same amount of time.
Figure 20 is a simplified search tree for our whisker growth consultant. "I'h(,
_-..... leaves of the tree represent operating conditions that will produce the type of
whiskers we want to make. We can change the production from medium length t_
long whiskers by changing the reactor and catalyst type. To produce short
whiskers, we must change the gas composition. Whisker diameter depends
primarily on catalyst choice and particle size. At first glance picking the proper
production rules for a given run seems straight forward. However, rules obtained
from our database have shown that this procedure is more complicated to set L_I)
and run optimally than it appears at first observation. For example, gas
compositions and temperatures should be different, depending upon the catalysl
and the particle size used, The rules for maximizing the whisker yield in a
shorter period of time depend upon the intended whisker diamefer and length.
Long whiskers are not normally produced in shorter run times, and so on.
The expert control system requires the information given to the knowledge
base by the operator and the expert consultant. Because, in our system, sensors
"_ do not communicate directly with the expert control system, the operator must
observe the sensor output, communicate with the control program, and then. if
necessary, adjust the system controls manually. The current system has only
eleven sensed variables and eight possible control adjustment actions. Three of
: the sensed variables are temperature, pressure, and total inlet flow. The other
eight variables are the inlet and outlet compositions of the four process gases,
hydrogen, carbon monoxide, nitrogen, and methane. The eight control
adjustment actions are shutdown; adjust temperature; adjust total inlet llow:
adjust the flow of the four individual inlet gases (hydrogen, carbon monoxide,
(_ nitrogen, and methane); or take no action. The amount of adjustment is highly
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Fig. 19. A time-vs-yield curve for the silicon carbide whisker
growth process.
Fig. 20, A search tree for the whisker growth consultant.
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dependent upon the current reading and the run setup conditions supplied by the
expert whisker growth consultant. Figure 21 shows part of the search tree for the
_-.. expert control system.
f
Figure 22 is a simplified search space diagram for our expert consultant.
The rectangular blocks represent the major decision points in the program.
Figure 23 shows the CLIPS dialogue with the whisker growth consultant. It
.... follows the search space shown in Fig. 22, Some of the values given in Fig. 23 arc
fictitious, because the whisker process falls under the purview of United States
Export Control Laws and some information is subject to limited access. The
questions in Fig. 23 are questions asked by the expert system with user supplied
answers. Note that, at each decision point, the user is given the opportunity to
_ use values other than those recommended. The system was set up this way
because, at the end of the consulting session, the correct values must be available
for use by the control system.
Figure 24 is a search space diagram for the expert control system. Figure 25
shows the CLIPS dialogue with the expert control system. Note that the control
system makes many of its decisions based on parameter values gix_en during the
session with the expert consultant.
It should be pointed out that our laboratory scale process is relatively simple.
Our operation is not subject to some of the problems of a full-scale plant, such as
real-time time-constraint problems caused by the need to search :through
thousands of rules before an urgent decision can be made. Our expert system
works fast enough for the whisker process at this scale. Evidence for this is given
/ .... in the last line of Fig. 25, "Reduce the inlet composition.., and check with me
again in forty minutes." In the laboratory environment, gas-stream: compositions
are only monitored every 40 minutes. This is adequate.
CONCLUSIONS
The expert systems discussed here have been useful. In each case, we
intend to expaned the systems to be even more useful. In the case of the expert
assistant used with the ASPEN code, we intend to upgrade the expert system to
add more capability. With the expert control system, we plan to fully automate lhc
system and take the operator out of the loop, as shown in Fig. 17. The EOR expert
screening assistant requires updates to the methodology as the technology
improves. An example of this, as pointed out in the paper, is how the use of steam
flooding as an EOR technique is expanding.
....' The expert system shell is a very good vehicle for this kind diflprogrammin_.
that is, for writing programs that have to be changed and updated r_gularly:
because it is easy to Just add rules to the existing code. To date CLIPS has worked
very well on these problems, and the PC has been an adequate, if not preferred,
': platform for the work. We intend to expand our work and explore other
approaches to these problems, as discussed in Ref. 16. For example the goal-
driven or backward-chaining approach may work better on some of these
problems than the data-driven or forward-chaining approach used in CLIPS. As
the problem space becomes larger, there may be significant performance
S -_ differences between these paradigms. CLIPS can be programmed in this mode,
but it may be easier to go to other shells if this is the case.
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Fig. 21. A search tree for the expert control system. _,
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What is the desired average whisker length 9
(in inches 0. to 3.5)
3.0
We recommend reactor type B, which will you use _
(A or B)
B
What is the desired average whisker diameter ?
(in microns, 0 to 12)
i0
We recommend the manganese based catalyst, which
one will you choose ? (manganese or iron)
manganese
We recommend sieve size 20-25, what will you use ?
(25-32, 20-25, or 15-20)
20-25
How many times have you used the reactor growth plate ?
(0 or greater)
0 '_i
We recommend time-temperature profile A, which will you use ?
(A, B, C, or D)
A
We recommend that you use the following initial gas composition:
H2 = 80.0 %
co = 5.5 %
N2 =14 %
CH4 = 0.5 %
Will you use this ? (yes or no)
yes _
We recommend that you vary the CO concentration according to
time-concentration profile A. What profile will you use ?
(A,B, C, or D)
A
F_. 23. Dialogue with the expert consultant.
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Fig. 24. The search space diagram for the expert control system.
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Wl,at process parameter do you wish to question _
(Temperature/ Pressure/ Total-Flow/ Gas-Composition)
Gas-Compos ition
Wh'ich component 9. (H2/ CO/ N2/ CH4)
CO
Exit or Entrance Composition ? (Exit/ Entrance)
Exit
What is the volume percent ?
5
How many minutes since the run began 9
420
The volume percent is too high. f-"-_,_
What is the inlet CO volume percent 9
4.6
What is the reactor temperature in degrees centigrade _
1400
The temperature is OK.
Reduce the inlet composition to 2.9 volume percent and check
with me again in forty minutes.
Fig. 25. Dialogue with the expert control system.
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SYSTEMS IN CLIPS
Ken Porter
HarrisCorporation
PO Box 98000,MailstopR3/7257
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INTRODUCTION
This paper is intendedfor CLIPS developerswith a working knowledgeof expert systemsandthe
CLIPS syntax. It discussesRete pattern matchingand rule-factinteraction,explainsseveral
developmentand debugtechniques,and givesadviceon compilingCLIPS and knowledgebases.
The techniquesapplyto CLIPS versions4.2 and4.3, especiallyin the PC/DOS environment.Two
examplesdevelopedbytheauthorare analyzedandcompared.
TYPICAL DATA DRIVEN APPLICATIONS
Many professionalsuse computersto processinformationandmakedecisions,oftenspendingmuch
time at low-leveldata processingtasks. The "informationdensity"of data is proportionalto how
much effortwas spentrefining,summarizing,and analyzingthe raw data with respectto a given
purpose. Environmentsin whichCLIPS can be effectiveallow a rule baseto augmentconventional
/ .... softwareusingpreviouslyautomateddata. Professionalswho are expertsat their jobsmay already
use batch programsor "macros"to customizeand link existinginformationprocessingtools.
Increasingthe degree of automationfor data processingactivities increasesthese experts'
productivity.
A potentialCLIPS engineeringapplicationmay be identifiedas a data processingtask requiring
experiencemorethancreativethinking,and wherecomputerautomationalreadyassistsin somepart
of the task. The expertperformsroutinestepsto handle 60 to 80 percentof the data with a
computer.The remainingtasksrequiredecisionsbasedon experienceor professionalskills,whichis
probablywhy an expertis doingthe job inthe firstplace.
BusinessapplicationsforCLIPS expertsystemsmay be foundas bothexpert"assistant"programs
used by the expert to processsome alreadyautomatedinformation,and also as expert "advisor"
systemswhichare usedby non-expertsto increasetheir levelof performance.The CLIPS forward
chaininginferenceengineis suitedfor assistantapplicationswhichprocessdata streams. CLIPS
was used to developan embeddedapplicationfor Wall Street in which an expert securities
monitoringsystemran alongsideconventionalsecuritiestraderdisplays/ CLIPS is less suitedfor
_ advisor,applications,whichare typicallyproblemsof classificationor diagnosis.
An importantfactorin selectingan expertsystemshellfor a problemis howwell the shellfeatures
supportthe problemenvironment,Many simplerbackwardschainingshellshave better interactive
user interfacesupportthan CLIPS, makingthem more effectivefor interactiveadvisorapplications.
:: However,constructionof a basicgoalstructureand rulesfor combiningevidenceare nottoodifficult
in CLIPS. By assertinggoalsas controlfactsandcreatingrule conditions,or left-handside (LHS)
patterns,whichmatchon the goals,the CLIPSforwardchaininginferenceenginecan be made to
emulatebackwardschainingbehavior.= Notethat whileforwardchainingshellscan be madeto run
backwards,the reverseis notgenerallytrue.
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TWO ENGINEERING EXPERT SYSTEMS
Two examples will help illustrate how to build information processing applications in CLIPS. Both
examples are from the engineering disciplineof automatictesting. The first is a small engineering
tool, while the second example pushes the limitsof the common PC.
TRACER. The first expert system automates the translationof wiring information. The objective is
to create an end-to-end wire list from a somewhat random, CAD-generated file of wire path _
segments. Electrical circuits for a chassis include a network of connectors which is already
documented in a CAD application. The number of connectors in a path and their sequence is
arbitrary. Some paths branch out and others converge, forming an interconnectednetwork with
several large common nodes. The CAD data consists of wire segmentsreferenced by their endpoint
connector names and pin numbers. The task is to trace througha list of wire segments in arbitrary _.
order, determine their interconnectionstructure, and print it in several formats. The programmer
working on this problem in a conventional language encountered difficulties tracing through the
connector network due to non-uniformlydeep nesting and recursion,which suggested a data-driven,
rule based solution.
The expert system which solves this problem is comprised of three separate rule bases, TRACER,
LISTER, and NOD2ATL (summarized in Table 1). TRACER processes the wiring informationby
tracing depth-first from a known endpoint. The wire segments are read from an ASCII file and
asserted as facts with fields for connector names and pin numbers. Wire path tracing employs
heuristicknowledge about how to identify which connectorsand pins plug together. Terminal blocks
are represented like connectors but can be recognized by features in their names. When the path
traces to a terminal block or other endpoint,that node is specially labeled. A second trace from the
terminal blocksconnects them together. The resulting node list is saved as an ASCII file. The two
other rule bases read the node list and format the information. LISTER printsconnector names and
paths as a conventional single-ended wire list for engineers to use in troubleshootingthe wiring.
NOD2ATL generates a file header of the path data which is required by the ATLAS programming
language. The functionalitywas split between three rule bases to make it easy to modify either wire .....
listingformat without affecting the basic path tracingfunctionality.
HEIRS. The second example expert system helps engineers design the wiring for an interface test
adapter (ITA), used in automatic circuitcard testingto connect the circuitcard to the tester. Testing
a circuit card requires electrical power, various kinds of stimuli, and measurements at certain
connectorpins. The automatic tester has power supplies,digital meters, signal generators, and other
programmable instrumentsconnected to a large patch panel. Electrical design for an ITA consists
mostlyof mapping the circuitcard connector pins to the righttester patch panel pins. But in some
cases, conflicting signal requirements result from two or more tests being pedormed at the same
circuit card pin (at different steps in the tester's program). For instance, it may damage an
ohmmeter to leave it connected when power is applied to a circuit. Most of these cases can be
solvedby adding a tester-controlledrelay to switch between the conflictingsignals.
The design process and domain heuristics of an experienced test engineer were used to build a
knowledge base which could handle most of the signal requirementscorrectly and automatically.
This expert system, the Harris Expert ITA Routing System (HEIRS), contained77 rules and several
hundredfacts. HEIRS was intendedto be a proof-of-conceptprototype,but user evaluation showed
this prototype could save an ITA design engineer about 25% of his design time. Extending the _-
system's knowledge base to cover more signaltypes and resolve more problem cases proved to be
easy. Table 2 containsa synopsisof the HEIRS expert system.
USING CLIPS EFFECTIVELY
Heuristic versus deterministic programming. The rich rule syntaxof CLIPS permitsboth heuristic
and deterministic programming. It is important to decide which method best suits the particular
purpose of each rule. Heuristicsmay define domain knowledgeas relationshipsbetween symbols.
This knowledge is often implementedas a set of simple rules by translatingthe symbol relationships --_
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into rule conditions. Each rule contributesits knowledgebased on changesto the facts it
recognizes. This can simulatethe thoughtprocessof humanexports,and is one of the primary
.... motivationsfor developinga rule-basedsystem. However,non-deterministicprogrammingmethods
are not always the best. A deterministictask programmedas multiplerules may not execute
properlyif unanticipatedeventsoccur.
Tasks suchas readingrecordsand parsingdata from a file can oftenbe performedby a routine
written as the conclusion,or right-handside (RHS), of a singlerule. RHS commandscan be
.- combinedto createa conventionalprogrammodule. The CLIPS syntaxfor RHS commandsincludes
if...thenstructures,while loops,mathexpressions,fact assertionand retraction,and basic stringand
multi-fieldvariablemanipulations.Externalprogramscan be calledanddata passed. Environmental
commandsmaybe usedto determineavailablememory,readandwritefiles,and communicatewith
the operatingsystem. When buildingsuchprogrammodules,make sure the RHS routineis self-
sufficient.Try to puttheentireroutineinone ruleto ensurethat executionwillnotbe interrupted.
Patternmatching. Patternmatchingand fact managementfunctionscan exhibitpoorperformanceif
youdon'tkeep patternmatchingefficiencyin mindwhendevelopingthe knowledgebase. Justas a
good screwdrivermakes a poor hammer,you must use the CLIPS rule propertiesand symbolic
functionsto solvetheproblem,and nottryto implementa conventionaldeterministicsolution.
CLIPS usesa Rete networkof compiledruleconditionsto monitorthe matchingof rule conditions
and facts. The Retenetworkimprovesthe speedof rule-factmatching,but as a consequence,new
rulescannotbe accommodatedonceCLIPS is executing.CLIPSactivatesrulesby postingthemon
an agendawhenall of theirLHS conditionsare met. The CLIPS matchingprocesscyclesthrough
the knowledgebase checkingall the factsagainsteach rulecondition.As new factsare asserted,
each rule may be unaffected,partiallyinstanciated,or postedand activatedduring each cycle,
dependingon how many of the rule's conditionsare met and also their order in the LHS.
Understandingthe effectsthat conditionorder hason rule instanciationis the key to effectiveuse of
the Retepatternmatchingalgorithm.
_ To get a feelingfor how the RETE networkworks,picture a Japanesepachinkogame. In this
centuries-oldform of pinball,littleballsare shotup ontoan inclinedboardand sometimescatchin
trapson the boardas theyrolldown. Compiledruleconditionsare likethe traps,pre-arrangedin a
network. Facts are likethe littleballs,whichcatchin the trapsif theymatchthe patternof the rule
condition. Visualizingrules as fixed structureswhich catch the dynamicfacts may help in
understandingthe synergyof rule-factinteractionin CLIPS.
Arrangeeach rule's LHS patternsto minimizepartial matches,which consume CPU time and
memory. Of course,putthepatternleastlikelyto matchfirst. However,be sureto considerfactsas
well as rules when decidinghow many rule-factcombinationsmay matchup. Multi-fieldvariables
(e.g.,$?x) musthandlezeroor morefieldsand are speciallyhandledby CLIPS in a way that uses
more memorythan fixed patterns. CLIPS also createstemporarymemory records of rule-fact
matcheswhen it needsto transfervariablebindingsfroman initialmatchto subsequentconditions.
Consequently,executinga knowledgebase with manyvariablepattern matchescan use a lot of
memory. BecauseCLIPS implementsmultiplematchesin an outer-joinor N-by-M manner, a
knowledgebase containingmanymulti-fieldfacts and ruleswith severalmulti-fieldvariablesin the
same LHSpatterncan resultinextremeexecutionmemoryrequirements.
DEVELOPMENTTECHNIQUES
Interfacing. CLIPS has only a basic capabilityfor I/O handlingof ASCII strings,butthisstillpermits
_i its powerfulinferencecapabilitiesto be applied to many informationprocessingapplicationsin
engineeringand businessenvironments.Althoughno direct interfacesto commondata processing
applicationsuchas dBaseor Lotusareprovided,mostcommercialpackagesinterfacewith standard
text files to which CLIPS can easily read and write. For example,the NOD2ATL rule base
transformsa nodal structureinto ready-to-compilesourcefor ATLAS,a higher-ordertester control
languagesimilarto FORTRANin syntax. Filesandcommandscriptsmaybe usedto interfacewith
......... spreadsheets,databases,CADtools,and evenaccountingsystems.f
,tt
CLIPS permitsdirectcalls to user-writtenroutinesin C, makingvirtuallyany desiredextension .....
possible. A usercan define externalfunctionsfor use on both the LHS and RHS of rules. The
growingpopularityof C, alongwiththe ever-increasingpowerof availablehardwareplatforms,makes
thisCLIPS featureparticularlyusefulin a computer-orientedjob environmentsuchas engineeringor
dataprocessing.
The documentationsuppliedwith CLIPSis verywellwritten,makingit easy to use and modify. The _;
AdvancedPro.arammir_Guidehasannotatedsourcelistingsfor interfacesto Ada and FORTRAN.
Phase state control. Many processesmay be dividedinto simplersub-tasks,a problemdomain
featurewhich can be used to structurea large knowledgebase. By segregatingthe rules into
functionalsetsand assigningeacha phasecontrolfact,unwantedLHSmatchingwillbe eliminatedat
the first level of search. However,maskingrulesto be activeonly in a certainphaseconflictswith -'
the opportunisticnatureof rule basedsystems. Rule base segregationshouldbe usedonlywhen
the problemis readilyseparableintosub-taskswith littleincommon.
To implementphasecontrolsin a knowledgebase,analyzethe problemdomainto identifysub-tasks
which are mostlyindependent. The creationof intermediateformsof informationoften identifies
suitablesub-taskboundaries. Partitionthe knowledgebase intosub-tasksubsetswhichtransform
informationfrom one form to the next,assertingand retractingtemporaryfacts in the knowledge
base. Assigneachrulesubseta uniquephasecontrolfact andmakeit the firstpatternin each rule
of that subset. Finally,to controlthe phasestateprogression,makea verylowsalience(lowpriority)
rule that matchesany phase controlfact, but just the phasecontrolfact. When the fact base is
exhaustedby the currentphase,this rule retractsthe old controlfact and assertsthe nextcontrol
fact. The new controlfact enablesmorenew rules. The processcannotstallbecausethe phase
changeruleis alwaysmatched. Youdon'treallyhaveto retracttheoldcontrolfact unlessyouwant
to be sure thoserulescannotfire again. In fact, it is possibleto builda knowledgebasethat not
onlyprogresseslinearlybut also iteratesor recursesthroughmanyphasestatesusingthis phase
controlfact technique......
In the HEIRS expert system,rules are split into 7 phases. The phase controltechniqueis
implementedas one large rule and sevenphase namestringsin an initial"deffact"statement,as
shownin Figures1 and 2. One phaseis furthersub-dividedto reducea peak executionmemory
requirement,wherethree rules have multi-fieldvariablepatternsthat matchnearlyeveryfield in a
largegroupof multi-fieldfacts.
Assertingthe phasenamesas stringsin an initialfactmakesit easyto changetheirexecutionorder
by re-arrangingtheir name strings. Note that the "phase-state0" fact controlswhere execution
starts,at phase1 in thisexample. The end of the phasecontrolrule, shownin Figure2, is where
the phasestate numberis incremented. This keepsthe processgoing. The phasecontrolrule's
LHS,with a salienceof -1000, bindsthe controlfact and testsfor a errorindication. The RHS is a
ser.iesof "if"clauseswhichassertfacts,openand closefiles,and performotheractionsas needed
at the start of eachphase(actually,at the end of thepreviousphase). Severalotherrulesare used
to test forcertainkindsof errors. One rulehas no explicitLHS and a saliencelowerthan anyother
rule. It detects if the knowledgebase has stalled,indicatinga problemwith the phase control
structure.
.,\
Knowledgebase segregation. If it is possibleto split the problemintotwo or more completely
independentsub-tasks,builda separateknowledgebasefor each sub-task. The CLIPS save and
loadcommandsmaybe usedto createintermediatefact files. Using"bload"and "bsave"is faster,
and has the added featurethat the binary files are not directlyreadable. Controlfor loadingand
executingsuccessiverulebasescan be implementedthroughoperatingsystemcontrolscripts(batch '_
files in DOS). The TRACER/LISTERwire list generatorwas able to processmore facts in a
memory-limitedDOSenvironmentbecausethe tracingtaskwasseparablefromthe listingtask. Also,
developingseveralsmallerrule sets is easierthan one bigone. Creatingand debugginga set of
rulesto generatea new outputformatwas simplifiedby not havingto considerpossibleinteractions
with ruleswhichperformedthe tracingfunction.
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Fact management, Get rid of informationas soon as it is no longerneededby the knowledge
base. Thisminimizesthe numberof factsandthusthepossibilitiesforunwantedmatching. Usinga
highsaliencerule, bind the fact to be deletedin a LHS patternand use the RHS to periormany
/--_ appropriatefinalaction(suchas writingto a file) and retractthe fact. Use enoughLHS patternsand
teststo makecertainthishighsaliencerulematchesonlythe facts readyto be removed.
Attachinga processstatevector"tag"to eachfact when it entersthe knowledgebase can simplify
fact management.You shouldalterthe tag when significantfact modificationsare performed.This
: can alsobe veryhelpfulfor tracingand analyzingexecutionproblemsin the non-deterministicCLIPS
environment.
Monitoring rule base execution, Once a rule base for an embeddedapplicationis running
properly,there is oftenlittlevisibilityof itsinternalfunctions. CLIPS may be processinghundredsof
_._ piecesof informationper secondwithoutrequiringor attractinguserattention,actingas a knowledge
based"invisible"assistant. While unobtrusivexecutionis beneficialin manysituations,illustrating
systemactivitymaybe importantforbothdebuganddemonstrationpurposes.
An animatednarrativeof the system'sbehaviorcan be createdby usingsimpleformatstatements
whichprintto the screenwhen rulesare fired. A text-baseddisplayof the executingsystemcan be
built usingthe "fprintout"and "format"commands. Four text colorsare availablewith the DOS
windowinterfaceversionof CLIPS by usingthe I/O router's"wtrace"for white, "wdialog"for tan,
"werror"for green, and "wagenda',"wdisplay"or "stdout"for cyan (lightblue). Note that tan is a
difficultcolorfor manycolormonitors,and couldresultinany huefrompinkor orangeto brown.
For ruleswhichmakesignificantchangesto the fact base,putdescriptivecommentsin the fprintout
commands.It helpsto quotethekey factassociatedwiththe ruleactivation. SuchRHS actionscan
be usedinitiallyfor debuggingthe rulebase,then dressedup laterto make an executionmonitoring
displayfor the expertsystemuser.
DEBUG TECHNIQUES/
AlthoughCLIPS comeswith onlya few debuggingaids,theycan be effectivewhenusedin the right
way. These includebreakpoints,the %NatCh"and "dribble"functions,batch commands,and the
CrossReference,StyleandVerificationutility(CRSV).
Watchingexecution. CLIPS does not have a fancygraphicaldevelopersinterface,so watchinga
knowledgebase duringexecutionrequiresplanning. The watchfunctionsreport on changesto the
fact base, rule activations,and rule firings(and compilingin version4.3) by sendingtext to the
screen. It is best to use all threewatchfunctionsin observingthe behaviorof new rules,but one
eventcan oftensend too much informationscrollingoff the screen. To preventthis, turn on the
"dribble"functionat the start of execution. Dump the facts to the screen wheneverunexpected
eventsoccurandat the end of execution.Thisthoroughlydocumentsthe systemstatein thedribble
filefor lateranalysis.
Breakpointsin CLIPS will halt executionimmediatelypriorto firingthe specifiedrule. To use a
breakpointrepeatedlyor severalbreakpointsin combination,create a text file of CLIPS commands
andinvokeCLIPSwiththe "-f"batchfileoption. A typicaldebugbatchfile mightlooklike:
(dribble-on"debug.log") ; save results
(load "main.clp") ; load primaryrule file
(reset)
(run2) ; for initializationas required/ (set-break<rule-name>) ; area of interest
(facts) ; system state before
(watchall) ; turn on trace information
(run20) ; limit firing
(facts) ; system state after
43
Whenthe batchfilefinishes,CLIPSwill remaininthe interactivemodeuntilyouexit,allowingfurther
manualsteppingandotherdebugactions. •......
Conservingmemory. CLIPS normallyreservesmemoryto storethe optionalquotedcommentof
each rule so it can performa "prettyprint"listingif needed. The "conserve-mem"commandallows
youto turnoff thisfeature,savingabout400 to 1000bytesof memoryper rule(seeTable4).
If a knowledgebase will compileand begin executingbut then runsout of memory, it may be
makingtoo manyvariablematches. CLIPScan dynamicallyallocatememory,and willattemptto re- _'
use previouslyallocatedmemorywhen an allocationattemptsfail. Thiswill cause CLIPS to slow
downconsiderablyand write"*** DEALLOCATINGMEMORY***" messagesto the screen,but it may
continueto run if a few Kbytes more memory is enough. To avoidrun-timememoryproblems,
restrictthe use of LHS variablesto a minimumand organizethe LHS so that conditionswith
variablescomeafterthosewith none.
Using CRSV. The CRSV utility may be usefulfor checkingthe consistencyand style of a
knowledgebase,evenwhenseparatedintoseveralfiles. CRSV is helpfulmainlyfor largeknowledge
basesin theirfinal stageof development.Becauseit assumesfacts to be writtenin an attribute-
valueformat,it is most usefulfor to knowledgebaseswhichadhereto that paradigm. The version
suppliedwithCLIPS 4.3 is morepowerfulthanthe4.2 version,butneitherare wellsuitedto analyze
knowledgerepresentedin object-attribute-valueformats.
To use the CRSV utility,first invokeit withthe create(-c) optionto parsethe rulesandgeneratea
file containingdescriptionsof LHS patterns,fact structures,and externalfunctioncalls. Editthese
descriptionsusingany editor and then use them to filteryour rule base for unusual,and often
erroneous,rule structuresandfactsusingtheverify(-d)option. BecauseCRSVcomparisonkeyson
the firstfield in a fact, facts whichbeginwitha variableareproblematic.Be carefulwhenusingthe
create option -- the first file name after the create optionis used to store the newlycreated
descriptionsandif a file bythat namealreadyexistsit willbe overwritten.Forgettingthisandputting
the nameof the rulefile immediatelyafterthe createoptionwillcauseCRSVto destroythe ruletile
youmeantto check. __
For a largeknowledgebase, it is bestto re-directhe CRSV outputto an externalfile when using
the verbose(-v) or cross-reference(-x) options. Theseoptionscan createliterallydozensof pages
of outputfora non-trivialsizedknowledgebase. Conversely,the summary(-r) and style(-s) options
producemuch less output. Note that the style optionis the only one turned on by default,so
specifyingthisoptionturnsoff stylewarningsandcodeanalysis.
A newfeatureof CLIPS4.3 is theabilityto generatea tracefile duringexecutionandanalyzeit with
CRSVafterwards. Thisshouldbe helpfulforknowledgebaseswhichemploystringmanipulationsof
facts andotherrun-timegyrationsthatCRSVmisseswhenanalyzingthe ruleandfactpatternsin the
.... staticknowledgebase.
COMPILING
CLIPS is suppliedwith completesourcecodeandexcellentdocumentation,makingit oneof themost
adaptableexpertsystemshellsavailable. The C sourcefollowsthe ANSI standard,so compilingit is "_
trouble-freefor mostcompilersand hardware. You may want to compileCLIPS to customizeits
features. MergingCLIPSwitha knowledgebaseintooneexecutablecanprovideadditionalbenefits.
CustomizingCLIPS. Forthe mostpart, the CLIPSDOS version4.2 from COSMICis compiledjust
rightfor learningthe CLIPS syntaxand runningsmallapplications.In version4.3, COSMICtook a
differentapproachand supplieda minimalDOS configuration. However,tailoringthe CLIPS
executableto alter its featuresis simple. You don'tneedto know muchaboutthe C languageas
long as you understandbasic programmingconcepts. You can make smallercompiledexpert
systemsor morepowerful,fasterdevelopmentversionssimplyby editingthe mastersetupfile and
re-compilingtheCLIPSsourcefileswithanyANSI C compiler. _.....
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The COSMIC CLIPS 4.2 executableincludesan integratedEMACS editor with incrementalrule
compiling.Thisversionrunswell, but has a bug whichmakesthe helpsystempracticallyuseless.
f-_ The COSMIC CLIPS 4.3 executablefixes the help problem,but does not have the editor. The
COSMIC 4.3 executableinitiallytakes about70K lessmemory,but usestwiceas muchmemoryfor
loadingeach rule as the 4.2 executable. Also,the COSMIC4.3 executableseemsto have a stack
overflowproblemwhen loadinga largenumberof facts. Re-compilingCLIPS allowsyouto tune it
forbestperformancein a particularapplication.
The headerfile SETUP.Hcontains24 compilerflags(18 in version4.2) that may be editedto easily
tailorCLIPS. Tailoringinstructionsare includedin thecommentsof SETUP.H,andthe compilerflags
are describedwell in the AdvancedProgrammingGuides. There areseveralfeaturesworthchang|ng
for a developer'sversion,andsomejustwastememoryin a non-developmentenvironment.To help
keeptrack of the more than40 sourcefiles,CLIPS is distributedwithcompilersupportfor TurboC
F 1.5 or 2.0, MicrosoftC 5.1, ZortechC 1.07, LatticeC 3.0, andLightspeedC on the Macintosh.
For a developer'sversion, you may want to turn on the flag for CLP_TIME and possibly
BLOCKMEMORYor BLOAD. The CLP_TIMEfunctionis very helpfulfor tuningCLIPS execution
speedbecause it printsthe executiontime along with the numberof rulesfired wheneverCLIPS
stops. The BLOCK_MEMORYflaghelpsif memoryis not a problembutthe knowledgebase needs
to run a bit faster. The BLOADflagmay helpto interfaceseparateknowledgebasesby savingand
loadingfacts quickly. Whateveryou do, be sureto changethe openingmessageCLIPS displays
when it starts up to providean indicationof which versionis running. The familiaropeningtext
"CLIPS(V4.x0 mm/dd/yy)"in the file MAIN.Cshouldbe replacedby a tersedescriptionof the flags
changed,otheralterationssuchas stack size,and perhapsthe C compilerused. This is essential
for version4.2, which lacks the "options"commandof version4.3 so you cannot recover the
configurationinformationlater.
Fora bare-bonesexecutableversion,youdefinitelywantto turnoff the CLP_EDIT,CLP_HELP,and
CLP_TEXTPROflagsto save about25 Kbytesof memory. Breakpointsare notusefulafter the rules
have been debugged,so turnthem off too. Other CLIPS featureswhichyou can eliminateif you
f ......... don'tuse them include:extendedmath (anythingmorethan add,subtract,multiply,and divide),any
unused I/O functions,the "delfacts"and "deftemplates"commands,and the stringand muiti-field
functions.Together,thesecan save up to 100Kbytesof memory. Use the blockmemoryflag to
speedup memoryfunctionsif youhavememoryto spare.
Of the two popularcompilersMicrosoftC and Borland'sTurboC, it is probablybestto useTurboC
if youhave littleor no C languageexperience.TurboC is oneof the moreuser-friendlyC compiler
on the market,withpull-downmenusandon-linehelp. Be sureto set the largememorymodelflag
fromthe setupmenu. Theremaybe someproblemsin usingTurboC fordemandingapplications--
too manyfactscan causeTurboC versionsof CLIPS to overwritememoryand possiblycrashthe
system.
MicrosoftC (version5.1) is moreflexibleand possiblybetter suited if you can at least pass the
"Hello,world"test4. The MicrosoftC 5.1 optimizingcompilergeneratesCLIPS versionswhichrun 15-
25% fasterthantheCOSMICexecutableusingthe "/Ox"switchfor maximumoptimization.However,
MicrosoftC 5.1 doesnot have an integrateddevelopmentenvironmentandtakes longerto compile.
Table3 showsMicrosoftC 5.1 compilerswitchesyouneedfor successfulcompilationandothersthat
_ mayimprovetheperformanceof yourapplication.
Severaldetailsare of noteIn usingthe MicrosoftC 5.1 compiler. If youare not usingthe COSMIC-
suppliedmake file to controlcompilation,youwillwant to use the switch"/FeCLIPS"to make the
executablebe namedCLIPS insteadof the nameof the firstsourcefile, ANALYSIS. The sourcefile
RULEMNGR.Cwill usuallyget a fatal compilererror (errorcodeC1001) due to the "/Ox"switch. Ifyou are compilingall the sourcefiles and this happens,don't panic-- justcompileRULEMNGR.C
again by itselfwithoutany optimization. Use the library switch"/link /NOE" at the end of the
compilercommandline to preventthe symbol"_iota"from being "multiplydefined"(error code
L2044). To handlea largenumberof facts,whichmay resultin the run-timeerrormessage"R6000
stackoverflow',use the "IF 1000"switchto increasethe stacksize froma defaultof 2K bytesto 4K
/ ........ bytesor larger.
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Compiling a knowledgebase. Compilingboththe rule base and CLIPS functionsintoa single
executablefile will saveconsiderablememory. Thisalsomakesthe knowledgebase opaqueto the
user,whichis usefulfor distributingapplicationsthat incorporateproprietaryknowledge.A compiled
applicationis builtby compilingthe knowledgebase, makingCLIPS run-timemodules,and linking
themintoa singleexecutable.
To makea compiledexpertsystem,firstmaketwonewversionsof CLIPS:a rules-to-cversion(using
the CLP RULE_COMPflag in SETUP.H),and a run-timeversion(usingthe RUN_TIMEflag). You
mustmakenew versionsbecauseboth theseflagsare turnedoff inthe COSMIC-distributedversions
of CLIPS. Aftereditingthe sourcefiles,re-compilethemto makenewobjectfiles. Linkthe rules-to-
c versionobjectfilesto makea new CLIPS executablewithwhichyoucancompilea rule base into
C sourcecode. 7_
Beforecompilingagainto makethe run-timeversionobjectmodules,editthe file MAIN.Cto addthe
functions"init_clips0"and "init_crules_l()"immediatelybeforethe resetand run commandsalready
there. You must keep all the other flags in their originalstatefor this version,exceptset the
IBM_MSCflagto 1. (Notethatmostenvironmentcommandsand someembeddedfunctioncallsare
not availablein the run-timeversion-- a completelist of these is at the top of page 11-31in the
AdvancedProoramminQGuide. Thesefunctionsare mainlydebugcommandsenteredat the CLIPS
prompt,and notusuallyusedin rules.) Don'tlinkthe run-timeobjectfilestogetheryet, as theycan't
do anythingwithoutthe knowledgebase.
The knowledgebase is actuallycompiledtwice:onceinto C sourcecode, and againinto C object
modules. First,loadthe rulesand initialfactsintoyournew rules-to-cversionof CLIPS. Next, enter
the rules-to-ccommand with a suitablemodule name and referencenumber, e.g., "(rules-to-c
expersys1)<cr>",and wait whileCLIPSautomaticallygenerates8 textfiles(10 in version4.2). The
generatedfilescontainhashtablesequivalento the compiledknowledgebase. Compilethem into
objectmodulesusing a largeor huge memory model. Finally,link the resultingknowledgebase
object moduleswith the CLIPS run-timeobject modulesto make a completeexecutable. The
resultingcompiledapplicationwill behavethe sameas CLIPS did with the originalknowledgebase, s--'\
exceptusesignificantlylessmemoryandperhapsruna bitfaster.
Compliedversus standard rules. Table4 showsa comparisonbetweenstandardversuscompiled
knowledgebases for severalCLIPS applications. The MAB rule base (Monkeysand Bananas,
CLIPS 4.2 version)is includedin Table4 as a pointof reference. MAB and HEIRSwere compiled
usingCLIPS4.3 sourcecode;TRACERandNOD2ATLusedtheolderversion4.2 sourcecode.
Table 4 illustratesseveral salientcharacteristicsof CLIPS versions4.2 and 4.3 in the DOS
environment.Perhapsthe most strikingis that the COSMICCLIPSversion4.3 usesabouttwiceas
much memoryfor loadingrules as version4.2. This can causethe newerCLIPS to run out of
memorywhile loadingor executing,even thoughit takes less memoryto start with. Preliminary
investigationshowthatthe increasedmemoryusageis not evidentafterre-compilingCLIPS4.3 with
MicrosoftC 5.i.
As may be expected,executiontimes in Table 4 are dominatedby the numberof facts, not the
numberof rules. The two knowledgebaseswith the least rulesbut the mostfacts,TRACERand
NOD2ATL,take aboutfivetimeslongerto executethan HEIRS,whichhasseveraltimesmore rules :
but far fewer facts. Executionof all the compiledknowledgebases is somewhatfasterthan the
same rule base loaded into COSMIC'sCLIPS 4.2 version;the COSMIC 4.3 versionresultsare
inconclusive.
Figure3 plotsthe numberof rulesversussizeof thecompiledexpertsystems. The resultis a linear
relationship,witha core size of about180K bytesplus640 bytesper compiledrule. Compilinga
knowledgebase saves from 85K bytes (TRACER)to 185K bytes(HEIRS) of memory. For the
HEIRS knowledgebase withCLIPS 4.3, thissavesenoughmemoryfor it to run successfullywhile
the un-compiledversiondoeslittlemorethanloadthe rulesbeforerunningoutof memory.
Figure4 plotsthe additionalmemoryusedper rule duringexecutionof the differentexpertsystems. ,"--_,
46
Two trendsare apparent,one for smallknowledgebasesand a higherrate for largerknowledge
bases. For smaller•knowledgebases,the line definedby TRACER, NOD2ATLand MAB shows
F_-_ additionalmemoryrequirementsof about8K bytesplus 1K byte per rule. HEIRS indicatesthat
l largerknowledgebasesuseabout3K bytesper rule(withCLIPS4.2).
SUMMARY
_ CLIPS is suitablefor manydata-driveninformationprocessingtasks. A soundunderstandingof its
characteristicsand their implicationsis essentialfor effectiveapplicationdevelopment. You may
avoid potentiallylimitingmistakesby applyingthis paper'sconceptsand techniques. Compiling
CLIPScan alteritsfeatures,solvemarginalmemoryproblems,and protectproprietaryknowledge.
ACRONYMS AND ABBREVIATIONS
ANSI AmericanNationalStandardsInstitute
ASCII AmericanStandardCodefor InformationInterchange
ATLAS AbbreviatedTestLanguageforAll Systems
CLIPS C LanguageIntegratedProductionSystem
COSMIC ComputerSoftwareManagementand informationCenter
CRSV CrossReference,StyleandVerificationutility
DATSA DepotAutomaticTestSystemforAvionics
HEIRS HarrisExpertITA RoutingSystem
ITA InterfaceTestAdapter
K multiplyby 1024
._...... LHS left-handside,premiseof a rule
LISTER nodelistto wirelistexpertsystem
NOD2ATL nodelistto ATLASexpertsystem
RHS right-handside,conclusionof a rule
TRACER a wiretracingexpertsystem
UUT unitundertest
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1. Leinweber, D., "Knowledge-BasedSystemsfor FinancialApplications,"IEEE Expert,Fall 1988,
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2. A goodexampleof backwardschainingis the WINE.CLPexampledistributedwith CLIPS. See
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and is familiarwith C languagedevelopmentenoughto createthissimpleprogramshouldhave little
troubleusingthe MicrosoftC compiler.
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Table i. A Summary of TRACER, LISTER, and NOD2ATL Table 2. The HEIRS Expert System
TRACER LISTER NOD2ATL Rules 77
Rules 9 8 19 Preconditions/rule 4.3 (0-8) ".......%
Preconditions/rule 1.7 1.9 2.8 RAM for rules 147K
RAM for rules 16K - 25K Facts 97 UUT + 280 DATSA*
Facts 992 97 97 RAM for fac_s 91K
RAM requirement 521K - 491K ....
Hardware PC-AT VAX 780/8800
Hardware VAX/PC PC PC Run time (min:sec) 2:02 1:40 / 0:31
Run time (min:sec) 3:18/6:09 - 6:53
Development time about 5 man-months '_
Developmenttime about 1.5 man-months total
* UUT is the circuit card, DATSA is the tester.
Table 3. Microsoft C 5.1 compiler flags for CLIPS
/AL Uses large memory model **REQUIRED**
/F <hex number> Sets the stack size
/FeCLIFS Names the executableCLIPS
/FPa Uses alternate math library
/G2 Uses 80286 instructionset
/Ox Makes faster executable
/link /NOE Avoids _iota error **REQUIRED**
Table 4.
A Comparison of Conventional and Compiled Knowledge Bases.
CLIPS 4.2 Mod. 4.2 CLIPS 4.3 Compiled
CLIPS shell 271 218 198 -
TRACER - 8 rules 24.6 16.4 33.8 198 ....._RAM/rule 3.1 2.1 4.2 -
rules (c) 16.4 16.4 30.7 -
RAM/rule (c) 2.1 2.1 3.8 -
RAM to run (c) 250 252 -(1)- 238
run time (c) 6:09 3:54 -(i)- 4:35
NOD2ATL - 19 rules 32.7 32.7 56.3 200
RAM/rule 1.7 1.7 3.0 -
rules (c) 24.6 24.5 50.2 -
RAM/,rule(c) I.3 1.3 2.6 -
RAM to run (c) - - - 286
run time (c) 6:53 5:38 -(I)- 5:30
HEIRS .77 rules 184 184 -(2)- 290
RAM/rule 2.4 2.4 -(2)- -
rules (c) 147 148 278 -
RAM/rule (c) 1.9 I°9 3.6 -
RAM to run (c) 238 238 -(I)- 98
run time (c) 1:22 1:06 -(i)- i:I0
MAB - 32 rules 40.9 40.9 72.7 213
RAM/rule 1.3 1.3 2.3 -
rules (c) 32.7 32.7 65.4 -
RAM/_ule (c) 1.0 1.0 2.0 -
RAM _:_run (c) 40.9 40.9 231 -
run-£_ (c) 0:03.4 0:03.0 0:02.1 0:03.4
NOTES:
RAM values in Kbytes (xi024),times as minutes:seconds S
All tests run on: ACER 900 PC-AT 286 @ 12 MHz, DOS 3.3,
640K RAM, 589K free, 28 ms disk
(c) rules loaded with (conserve-memon)
(I) COSMIC version 4.3 ran out of memory while executing
(2) COSMIC version 4.3 ran out of memory while loading
s_
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(deffacts initial-facts
(phase-state-names
"LOADING UUT TEST REQUIREMENTS"
/.... "ANALYZING SIGNAL PATH REQUIREMENTS"
i "COMPARING SIGNAL PATH REQUIREMENTS"
"RESOLVING PATH CONFLICTS"
"ASSIGNING POWER AND GROUNDS"
"ASSIGNING DATSA RESOURCES"
"PRINTING WIRELIST")
(need-to-loaddesign,dat)
(worst-id-connone-assigned none-asslgned 0)
_ (tasksexpand consolidatel consolidate2compare)
(phase-state0))
Figure i. Initial facts for HEIRS include phase names.
/
(defrulechange-to-next-phase
(declare (salience-i000))
?fl <- (phase-state?phase)
?f2 <- (phase-state-names?next $?list)
(not (error ?))
=>
(retract ?fl ?f2)
(assert (end-of-phase?phase)1
(format t "%n ")
(formatwtrace "Phase %d Complete" ?phase)
(formatt .....................%n%n%n......=........< ")
(formatwtrace "%s" ?next)
(formatt " >..............."1
(if (eq ?phase 0)
then
(assert (tag-humI0000)))
(if (eq ?phase 3)
then
(assert (need-to-loaddatsa06.pin)
/....... (need-to-loaddatsa02b.pin)(need-to-loaddatsa01b.pin)))
(if (eq ?phase 4)
then
(assert (term-block-numI)
(need-to-loaddatsa01a.pin)
(need-to-loaddatsa02a.pin)))
(if (eq ?phase 51
then
(assert (need-to-loaddatsa09.pin)
(need-to-loaddatsal3aopin)
(need-to-loaddatsa03a.pin)
(need-to-loaddatsal7opin)
(need-to-loaddatsalg.pin)
(need-to-loaddatsa21.pin)))
(if (eq ?phase 6)
then
(open "wire.lis" list "w")
(format t "%n> opening file \"")
(formatwtrace "wire.lis")
(format t "\" for writing "))
(assert (phase-state-(+ ?phase I))
(phase-state-names$?list)))
Figure 2. HEIRS phase change rule performs initial
actions when changing to certain phases.
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S" .... DYNAMICARRAYPROCESSINGFORCOMPUTATIONALLYINTENSIVEEXPERTSYSTEMSIN CLIPS
N.N.Athavale1,R.K.Ragade1,T.E.Fenske2,M.A.Cassaro2
University of Louisville
• Louisville KY40292
ABSTRACT
F"
This paper puts forth an architecture for implementing a loop for advanced data structure of
arrays in CLIPS.An attempt is made to use multifieid variables in such an architecture to process
a set of data during the decision making cycle. Also, current limitations on the expert system
shells are discussed in brief in this paper.The resulting architecture is designed to circumvent the
current limitations set by the expert system shell and also by the operating environment. Such
advanced data structures are needed for tightly coupling symbolic and numeric computation
modules.
INTRODUCTION
All engineering design projects are highly computationally intensive. Many low cost expert
systems shells are better at symbolic computation than numeric. Few of them handle external
modules and very few of them allow use of advanced data structures such as arrays. Numeric
..... processes or symbolic processes alone will not address all the problems in the design process,
but a coupled system can provide a better solution. Two types of coupling are possible: i) a
tightly coupled system and a ii) a loosely coupled system. The tightly coupled system should
have some knowledge of the numeric processes used within the systems [1]. It makes the
system more robust in nature. In the loosely coupled system, the expert system module will not
have any knowledge of the numeric processes being used.
Even so, a loosely coupled system will have advantages over the individual symbolic or numeric
processing. Any coupled system can fully automate the design and analysis process. Usually,
numerical processes in engineering design and analysis are computationally very complex. There
are a large number of iterations. For large problems, there is a very large storage requirement
for intermediate or incomplete results, Such a bottleneck limits the usage of these programs.
Intelligent processing can handle the numerical processes to avoid this bottleneck.
One is naturally led to ask, how an expert system shell may help in reducing the bottleneck
mentioned above. ;._i_
\
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ROLE OF EXPERT SYSTEMS SHELLS:
Expert system environments can have limitations. These limitations are usually are imposed by
their development shells and environments. A variety of expert system development shells are
available in the market. At one end of the spectrum are less expensive systems and at the other
end of the spectrum are the high performance systems.Many expert system shells with less cost ,_
are limited in their capabilities such as inability to represent data structures, a small library of
basic numeric functions, and poor interfacing capabilities. High performance, complex expert
system shells have increased capabilities that make use of LISP based architectures in order to
improve their performance. Such machines are expensiveand also restrict number of users as __
they need intensive training in its use [2].
Many shells do not have advanced data structures in their environment. Thus, the programmers
have to simulate advanced data structure processing in such shells. Such overhead makes the
package less efficient, as many sessions of loading the interfaces and read/write on disk files
consume precious time. In many cases, advanced data structures will dominate the time
complexity of the complete package. Also, a few auxiliary control rules are required to simulate
such data structures. Many microcomputer basedshells limit the available memory for interfaces.
This limitation demands hardware changes and thus is more expensive to use.
A number of shells interact with a user, on a screen basis. Every new input is asked using a new
screen. A few shells provide graphics functions to custom design the screens. Such shells
caution programmers when dealing with screen design issues in the interfaces. A programmer
may not use any sensitive parameters such as control characters for the screen designs. This
limits a programmer from changing the monitor parameters set by the shell. _\_
In engineering design problems, one is typically faced with a large number of inputs. A user
would be tired with too many screens, each scrolling leisurely to ask for just one input. Interfacing
schemas are also as limited as in the case of screen handling. Such shells can call any external
program but no externalprogram can call such a shell. Thus, the control always remains within
the shell, Many programmersprefer the locusof controlto be in external modules ratherthan
inan expert system.Every time a programmerdecidesto executean external modulea decision
hasto be made bythe expertsystemand executethe moduleas an externalprogram. Thisadds
to the alreadyhigh timecomplexityof the integratedpackage.
Many shells allow external data communication.Often this communication is allowed only
through data files. This interaction using files is very slow and an inefficient way of
communicationbetweeninterfacesand expertsystem.Ifone ormoreexternalmodulesexchange
data with the expert systemthen the system runs at slower speed, resulting in a longer response _
time. To some extent, the performance of an expert system can be improved by regrouping the
rules.
A few utility programs are accessories to such shells. However, these programs can take a long
time to be understood by the programmers for better programming. Typical utilities are provided
to improve the performance by rearranging the rules in the expert system, to provide a cross
reference of the rules and the variables, to transfer the rules from one operating systems
environment to another, merging many expert systems into a single expert system.
Computer-Aided Engineering applications demand intensive numeric processing abilities from _-_
the expert systems. The above mentioned limitations may not fulfill the demands of the
5_
programmer developing a heterogeneous system for an engineering design problem.
f-_ In summary, the degree of coupling can be examined along the dimensions of data
communication, array handling and module invocation. These issues are discussed with
reference to the interaction of CLIPSin a heterogenous package called KYBAS1.2 [3].
KYBAS 1.2 ARCHITECTURE :
A prototypeexpert system for the KentuckyBridge Analysis(KYBAS) project is developed in
CLIPS. The prototypeconsistsof three main modules: 1. expert system,2. numeric code 3.
- interfaces.
This package processes arrays of data during the decision making and analysis phases in
design. This is particularly crucial in our implementation of a prototype framework of interacting
expert systems for structural analysis and design of highway bridges [4]. The Master Program,
written in FORTRAN,controls the heterogeneous system all the time. Initially, it calls the expert
systemto obtainthe geometryof the bridge and to design a finiteelement mesh.
The expertsystemgeneratesthe mesh and executesinterfacesto get the structuraland material
informationneededto createthe data file for the finiteelementanalysiscode.The finiteelement
analysiscode analyzesthe meshgenerated by the expert system and outputs the resultsinto
a data file.This architectureis possibleas CLIPS can be called by any externalprograms[5].
The KYBASprojecthas a majorgoalof an intelligentcomputerassistedbridgedesign.There are
differentfunctionsto be performed during the design process of a highway bridge. First,the
J_- location of a bridge is determined. After this decision, the type of the bridge is decided. The
bridge can be a single span bridge, a multi-span bridge or a curved bridge. The type is based
on the
surrounding conditions of the bridge. These conditions include the under-passing structure,
skewness and anticipated traffic load. The type of bridge also depends upon construction and
fabrication cost.
KNOWLEDGE REPRESENTATION IN KYBAS: ....
A rule-based expert system is used to represent the knowledge of an expert in the finite element
modeling of structures. The rules are written to apply this knowledge to generate an optimum
size grid for finite element model and pass it on to the numeric modules during the analysis
process.
There are four major groups of the as shown in Figure 1. The input group of rules gathers all
data related to the geometry of a bridge. It is further subdivided into functionally dependent
subgroups.
The first subgroup, SPANS, accepts the numerical model of the spans in a bridge. The second
subgroup is BEAMS. This group takes in geometry of the beams used in the bridge. The third
group is DIAPHRAGMS.It reads in the geometry of the diaphragms in the bridge. The next group
SUPPORTStakes in information about the boundary conditions of the bridge supports. The last
,,....... subgroup CURBS reads data about the skewness of the bridge, distances between the curbs
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and immediate beams. It is a part of BEAMS subgroup.
The next major group is PROCESS-AND-DECIDEgroup of rules. The PROCESS-AND-DECIDE
group is subdivided into subgroups similar to input groups. The first subgroup LATERALuses
the available knowledge and processes the data to generate the number of nodes in a column
in lateral direction. The second subgroup LONGITUDINALdecides the number of nodes in the
longitudinal direction. This set of rules decides any further refinement of the mesh at specific _
positions and its effect on the rest of the mesh. The architecture used for this set is a
Loop-Architecture inside another Loop-Architecture. This architecture is explained later in the
paper.
The other subgroups at the top level are not developed in the current phase of the system, but
they are on the agenda for the next phase of development. These subgroups include a
SKEWNESS group, a COST group and a DATABASEquery group. The last main group is the
OUTPUT group. This group outputs the decisions and the key information generated, in the file
EXPERT.DAT.The interfaces are invoked to generate and analyze the finite element mesh of the
bridge. The analysis of the mesh is not passed to the expert system at this time.
ARRAY HANDLING:
Arrays can be represented in different ways in a programming language. Arrays can be defined
as strings of numbers stored one after the other, they can be a linked list of numbers or arrays
can be stored in a record with each field is a location in the array.
The simple way to represent an array is to define it as a new data structure and use the widely F--\ ]
available array handling mechanisms to process the arrays. However, this type of representation
will have its overheads in an application program such as an expert system development tool
written in a higher level language. Its complexity will be determined by the host higher level
language and such representation will demand more memory from the system. Also, such
definitions will orient the expert system shells around the numeric processing and the control
mechanisms in the shell will be influenced by advanced data structures. This effect is not
desirable for expert system shells as expert system shells are written to improve symbolic
processing than the traditional programming languages without any special hardware.
Arrays of numbers or strings can be represented in CLIPS.These are called "multifield" variables.
CLIPS provides a mechanism to represent multifield variables. These variables can be strings of
characters or numbers or combination of both. This data structure can be used to simulate an
array in CLIPS. A multifield variable consisting only of numbers can be treated as a single _,
dimensional array or a vector of values. The next section explains an architecture for such an ;!._
array simulation. _•ii_ ° :_
LOOP ARCHITECTURE :
The same set of rulesworkson differentsets of data iteratively.This architectureis unique as it
handles the arrayswithout any explicitloop constructsand avoidsany side-effectson the rest
of the system. These side effects can cause execution of unwanted rules, and also cause
memory overflow due to the growing list of facts. This is the architecture referred to as the ;___
Loop-Architecture in an earlier section.
'!
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The multifield variable can be treated as a fact during a particular array processing application.
Everytime a single value is processed from the array, the index, another fact, is incremented and
f.... the fact with previous array index is deleted. The new contents are substituted for the old
contents of a location indexed by an index variable and the array with the previous values is
replaced by the array with new values.
The first rule will check the index, and if the index is within the range, the value will be accessed
and processed in the action part of the rule. When a new value is established for the current
value, following actions are taken.
1. The fact representing the index variable is modified,
_ 2. The new value is placed at the current location in the array, and,
3. The old image of array is deleted.
The constructs required for such a loop are shown in figure 2. The TEST construct checks the
index for its values and the reassertion of the facts causes CLIPS inference engine to fire the
same rule again. This process continues until all the values in an array are processed. This end
of processing can be detected by the TEST of index variables. The example in the figure 2 works
as follows:
Initially the user resets the system and runs the rule. The first rule takes the values and asserts
facts so that the second rule is fired. At this time the rules enter in a loop.
The fact (loop?i ?max)represents the index variable for the array
(list $?array.elements).
The variable ?i is the index variable and the number of elements in the array is represented by
_. the variable ?max.This implementation starts with the ?i = 1 and terminates
when (?i > ?max).The second rule uses this ?i to access the i'_ variable in the array and
compares it with 5.0. Ifthe i_ element is greater than 5.0 then the rule prints out "above threshold
value". The next action taken by this rule increments the value of ?i and asserts a new fact. This
causes the same rule to fire and it continues until the limiting conditions are satisfied. The factlist
at the end of execution of this loop is as shown in figure 3. Note the extra unwanted fact (loop
5 4) is present.
However, this implementation leaves few extra facts in the environment. The fact simulating the
array index is not retracted after the test fails and such extra facts may cause side effects in the
system. Thus, a new implementation is developed to retract such extra leftovers from the array
processing in CLIPS.
The figure 4 shows that the action part of the rule contains a conditional branching in the actions.
It uses
/,
"if.....then.....else"
construct to examine the index variable and to select the group actions to be taken. The "then"
part contains the actions related to the array processing and the "else" part contains the
retraction of the extra facts. This implementation performs comparably with the previous one but,
it avoids any potential side effects making it a more desired implementation. The example shown
in figure 4 executes as.follows:
.......... The execution starts after the user resets the system and issues a (run) command. The first rule
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assertsthenecessaryfactsandthesefactscausesecondruletofire.Thesecondrulestartswith
the •.......
facts(count ?i), (no_of_elements ?max)
and
(list $?array_elements).
The variable?i is initializedto 1 by the first rule.There are 4 elements in the array list. It is
representedby the fact (max4). The action part of this rule contains conditionalactions. If the
countis greaterthan?max,then the ruleretractsunwantedfact (count 5) and also -_
(max4) if necessary.If the countis notgreaterthan?max,then itcarriesoutitsactionsin the
similarwayas thatof the previousexample.Thefactlist,aftercompletionof the execution,will
notcontainanyunwantedfacts(figure5).Thisincreasesthespaceutilizationof theprogramand
alsoavoidsanypotentialfailures.
The multidimensionalrrayscan be simulatedby two multifieldvariables.The first multifield
variablecontainsthevaluesofarrayrowsinsequence,i.e.thefirstrowsofvaluesisfollowedby
thesecondrowsof valuesandso on.Thesecondmultifieldvariablecontainsthe dimensions.
Thefirstdimensionis followedbytheseconddimensionandsoon.
Thismultidimensionalrraycanbe processedinan implementation
similarto thevector(singledimension)processingimplementation.Ifthemultidimensionalrray
hasndimensionsthen (n-l) moreconditionsareaddedto controltheindexof eachdimension.
Thisimplementationrequiresmorenumberofrules,but,itprovidesa viableschemeto simulate
multidimensionalrrays.Thisis an importantrequirementof engineeringapplicationsinvolving
expertsystems.This implementationcausesthe systemto be moreinefficient.However,the
systemcanbe usedmoreeffectivelyandcancovera broaderrangeof activities.
CONCLUSIONS:
This paper providesa feasibleframeworkfor the implementationof multidimensionalarray
processingin CLIPS.Thesystem performsbetter if the TESTconstruct is not used.
The "if......then .....else"constructmakessamenumberof comparisonsbut providesa mechanism
todeleteundesiredfactsleftoverduringthearrayprocessing.A traditionalwayofarrayhandling
will providethe applicationsa greaterflexibility,with a penalty of reducedefficiency.This
bottleneckcan possiblybe overcomeby the issuesin the parallelprocessing.The degreeof
couplingwill influencethe performanceof such systems.This architectureis reusablein many
expertsystemarchitecturesincludingdistributedexpertsystems.
:f
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Figure 1. Four major groups in the expert system.
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(defrule rule1 "initiate the processing"
?reml <- (initial-fact)
=>
(retract ?reml)
(assert (list 1 2 3 4))
_; (assert (loop 1 4))) ;initialize index variable to 1.
(defrule rule2 "go into the loop"
-_ (list $?array_elements)
?reml <- (loop ?i ?max)
(test (< = ?i ?max))
-->
(retract ?rem1)
(assert (loop = (+ ?i 1) ?max))
(bind ?tmp (nth ?i $?array_elements))
(if (> ?tmp 5) then
(fprintout t "above threshold value" crlf))
Figure 2. Array simulation in CLIPS
(loop 5 4)
(list 1 2 3 4)
Figure 3. Facts present after the execution of rules.
fr
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(defrule rule1 "initiate the processing" ......._
?reml <- (initial-fact)
-->
(retract ?reml ) '_
(assert (list 1 2 3 4))
(assert (no of elements 4))
(assert (count 1))) ;initialize index variable to 1. _
(defrule rule2 "go into the loop"
(list $?array_elements)
(no of elements ?max)
?reml <- (count ?i)
-->
(retract ?rem1)
(if (< = ?i ?max) then
(assert (count = (+ ?i 1)))
(bind ?tmp (nth ?i $?array_elements))
(if (> ?tmp 5) then .....
(fprintout t "above threshold value" crlf))
Figure 4. Array simulation in CLIPS
(list 1 2 3 4)
Figure 5. Facts present after the execution of rules.
J\
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Intelligent Tutoring Using HyperCLIPS
Randall W. Hill, Jr. ,_
Brad Pickering
Jet Propulsion Laboratory _
4800 Oak Grove Drive M/S 125-123
Pasadena, CA 91109
1. Introduction
HyperCard ® I is a popular hypertext-like system used for building user interfaces to
databases and other applications, and CLIPS is a highly portable government-owned
expert system shell. We developed HyperCLIPS in order to filla gap in the U.S. Army's
computer-based instruction tool set; it was conceived as a development environment
for building adaptive practical exercises for subject-matter problem-solving, though it
is not limited to this approach to tutoring. Once HyperCLIPS was developed, we set out --_'I
to implement a practical exercise prototype using HyperCLIPS in order to demonstrate
the following concepts: learning can be facilitated by doing; student performance
evaluation can be done in real-time; and the problems in a practical exercise can be
adapted to the individuzd student's knowledge.
2. Intelligent Tutoring: Theme and Variations
2.1 Approaches to InteIBgent tutoring
The way in which computer-assisted instruction systems are typically implemented is
to use the tutorial and inquiry mode of instruction wherein the computer presents a
sequence of frames of graphic and textual information to the student, and at
predetermined points in the lesson a multiple choice quiz is given to test the student's
retention of the subject contents. This approach has become fairly standard both in the
Army [1] and in the computer industry (and is supportable by HyperCLIPS), but it is by
no means the only way of training someone through the use of a computer. A number of
other approaches have been demonstrated: WEST [2] exercises arithmetic skills
through the use of a game. A coach intervenes when the student has recognizable
1. HyperCard ® is a registered trademark of Apple Computer, Inc.
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trouble with an issue on how to do some arithmetic operation. WHY [3] uses Socratic
f........ dialogue, teaching through the use of questions and examples, as a means of
instruction about meteorology. STEAMER [4] is an interactive simulation of a steam-
plant on a naval vessel where the student learns by manipulating the controls over the
environment, and IDEBUGGY [5] is an interactive practical exercise system for doing
>_ problems in subtraction. One of the common threads running through all of these
systems is that they attempt to do more than just present information along a set course
of instruction (i.e. they attempt to be more than electronic page-tumers). What
distinguishes systems such as the ones mentioned above is that they provide a morerr
dynamic environment for the student than the traditional computer-assisted
instruction (CA!) approach. This dynamism is created by making the instruction more
reactive to the student through the use of simulations of physical systems, coaching,
interactive dialogues, and adaptive practical exercises. Student modeling plays a key
role in deciding what to do next; the model provides a way of identifying
misconceptions as weU as what the student does not know. Our claim in this paper is
that HyperCLIPS can support a wide range of these instructional techniques, as we will
illustrate with a detailed example in a later section.
2.2 Student Modeling
One of the ways to make an instructional system adaptive is through the use of student
/ .... modeling. A student model is a representation of the current state of the student's
knowledge [6]. It is used for the purpose of identifying missing knowledge as well as for
diagnosing misconceptions. There are two well known techniques used for doing
student modeling:
2.2.1 Overlay method - One of the most common and simplest ways of doing student
modeling is the overlay method. The basic idea behind this method is that whatever the
student knows or learns will be a subset of what the expert knows. So, the first step is to
build an expert model of the domain knowledge. As the student interacts with the
tutoring system through testsand practical exercises, the system can begin to over/ay
the student's demonstrated knowledge on the expert model. By doing differential
analysis, the tutoring system can detect knowledge gaps that require further tutoring
"_ [7]. In the example described in section 4 we use the overlay method to model the
student's knowledge of map symbols. The limitation with this approach to modeling is
that it only indicates where the knowledge gaps exist, but it does not identify
misconceptions [6].
2.2.2 Bug libraries - Another approach used in student modeling is to develop a library
of '"ougs", or misconceptions, that represent the procedures or errorful inference rules
t_ 4.
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that might be used by the student to perform some operation. The bug library is an
enumeration of the possible misconceptions a student might have about a subject, and ........_"
it can be used to generate '_ad °' solutions to problems the student is solving in order to
match with an incorrect student response. This approach overcomes limitations of the
overlay method, but it has the disadvantage that it takes a great deal of effort to
enumerate the misconceptions for a particular domain -- and even in the most well- _
defined domains, such as subtraction, there may be dlfficulties in pinpointing the
misconception due to multiple interacting '_ugs" [5,6].
3. HyperCLIPS
3. I HyperCLIPS = HyperCard + CLIPS
Based on our review of the work that has been done in the field of intelligent tutoring,
we knew that we needed two essential capabilities: (1) a graphical user interface for
representing non-textual data, and (2) a reasonable knowledge-based representation
language and inference engine. For this reason it seemed natural to integrate the
capabilities of HyperCard and CLIPS. HyperCard takes advantage of many of the user
interface features of the Apple Macintosh ®2 in a hypertext-like environment,
thereby providing a great deal of flexibility for building the front-end to a tutoring
system. CLIPS, on the other hand, provides the knowledge-based reasoning needed for
doing some forms of student modeling. HyperCLIPS has many potential uses other "_\!
than intelligent tutoring, and it provides many of the features we desired for this
particular domain.
3.2 Using Hyper_n_
HyperCLIPS is fairly easy to use ff one is already familiar with HyperCard and with
CLIPS. The main issue that confronts the HyperCLIPS user is how to separate the user
interface from the inference procedures. The feature of HyperCLIPS that must be
learned is how to pass control back and forth between the user interface and the CLIPS
production system. HyperCLIPS provides several commands for passing control, which
are described in greater detail in [8].
4. An Example: A Practical Exercise in Map Symbol Recognition *
4.1 The world of map symbols
We chose map symbol recognition as the domain for demonstrating the benefits of
using HyperCLIPS for creating practical exercises. Map reading is a basic skill for the
military intelligence analyst, for whom the military unit map symbol conveys
2 Macintosh @ is a registered trademark of Apple Computer, Inc.
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important information about the size, function and combat role of a battlefield unit.
These symbols are small icons that are placed on a map to denote the geographic
locations of opposing and friendly forces. In addition to being geographically
contextualized, the military unit map symbol is Juxtaposed among other such symbols,
thereby providing the analyst with the basis for making inferences about the
disposition, strength and strategy of an opposing force. Without a thorough knowledge
of how to interpret military unit map symbols, the intelligence analyst is not able to
make inferences about an opposing force's composition and capability.
4,2 Instructional objectives
The goal of the practical exercise is to help the student master the skill of recognizing
military unit map symbols through the use of an interactive test environment (we
assume that the student has already received some instruction on the basic rules for
recognizing a map symbol and is ready to put this knowledge into practice). Implicit to
this goal is the objective of helping the student to learn the rules for analyzing a map
symbol by decomposing it into its atomic components rather than trying to look at the
symbol as a whole. There are two kinds of learning involved with this process: rote
memorization of the sub-components and analysis by decomposition.
4.3 Interaction strategy
From the user's perspective, interaction with the practical exercise is simple: the
student is presented a military unit map symbol, the student attempts to identify the
symbol, the system corrects errors in identlficaUon and provides feedback, and a new
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map symbol is presented. {See Figure 1 for an example of the interface.) One of the
salient features of the practical exercise is that the symbols that are presented to the
student are generated randomly from the student model, which provides information
about where the student's weaknesses exist. Hence, the interaction with each student is
unique; it is adapted to the needs of the individual as predicated by the student model,
which is built up from interaction with the student. "_
4.4 Representing knowledge about map symbols
The domain knowledge about military unit map symbols is fairly simple and can be .....
broken into three categories: the unit size (squad, platoon .... ), unit function (artillery,
armor .... ), and unit combat role (combat, combat support ..... ). This information is
stored in templates in the CLIPS production system. Each sub-component of the three
categories also has a standard graphical portrayal -- the procedure for drawing the sub-
component is represented in Hypef1"alk@ 3, the language used in HyperCard to
manipulate the user interface. The link between the production system representation
and the user interface representation is made by giving each sub-component a "picture
name" that can be used for communicating between the two representations. In addition
to the template information about the map symbol sub-components, there are rules for
assembling map symbols from sub-components. The rules encode the structural
information about map symbols and are used to execute the generation of a symbol for
the practical exercise. '_
4.5 Representing a model of the student
We chose to use the over/ay method for representing the student. In this case, the expert
model is comprised of the set of all military unit map symbol sub-components. The
template for symbol has a slot called "mastery-level" that keeps track of how many
times the student has correctly identified the particular sub-component. When the
production system is generating a new problem, it evaluates the relative mastery-level
of the various sub-components and derives a "weakness set" from which to randomly
choose sub-components for the next symbol. This is a relatively simple way of
representing what the student knows with respect a domain and it provides a way of
making the problem generator adapt itself to the weaknesses of the student.
4.6 Controlling the session
The control over the practical exercise is mostly directed from within CLIPS, though
this is not strictly true since CLIPS does not have direct control over HyperCard, '.
rather, control is passed back and forth between the two systems. But the control
initiative is directed from the CLIPS environment, where we have designed five control
3HyperTalk @ is a registered trademark of Apple Computer, Inc. .-......
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phases for executing the practical exercise:
f
4.6.1 Generate a oroblem - Using the student model, determine the set of map symbol
concepts where the student's knowledge is weakest. From this '_eakness set",
randomly choose a legal combination of map symbol sub-components that can be
: assembled for the next problem in the practical exercise.
4.6.2 Problem prCsen_ati0n - Generate a message from the production system to the user
. interface specifying the combination of map symbol sub-components to draw for the
presentation. By sending a message to the user interface, control is passed to the
HyperCard environment. The HyperCLIPS message is parsed by the user interface
software and the appropriate map symbol sub-components are drawn on the screen.
Note that the knowledge about how to draw a symbol is stored in the user interface
environment rather than in the production system.
4.6.3 Interact with the student - The user interface software acts to both present the
problem and elicit a response from the student. In our practical exercise we eliminate
the need for the student to type in the answer by providing lists of choices from each
category of map symbol sub-component. Each of the choices is actually a button that
can be selected by clicking the mouse, which results in the selected phrase appearing
-- under the map symbol (see Figure 1). The student completes the solution by clicking on
the map symbol itself, which is also a button, and the next phase begins wherein the
answer is analyzed.
4.6.4 Evaluate the student solution - The user interface collects the student's response
to the problem and composes a message that is sent back to the production system for
evaluation. Since the map symbol domain is a simple one and there is only one
solution to each problem, the analysis is straightforward. The student model is updated
on the basis of the knowledge displayed about each map symbol sub-component. Each
correct answer boosts the mastery rating of that item in the model, while each incorrect
answer lowers it. Next, a brief explanation is composed so that the student is made
aware of both the correct answer and what the actual symbol is for each incorrect
_ answer. The explanation information is composed into a message that is sent to the
user interface and displayed on a "solution screen" that shows the correct identities of
the symbol, in the original problem as well as for the incorrect answer given by the
_ student.
4.6.5 Cleanup - The cleanup phase is the transition point between problems that
prepares the system to begin again from the generate problem phase.
/,
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5. Conclusions
We have argued that HyperCLIPS supports concepts in intelligent tutoring by taking
advantage of the graphical user interface building capability provided by HyperCard
and the knowledge-based representation and reasoning power of CLIPS. Our practical
exercise system demonstrates that it is feasible to build an adaptive practical exercise _
for simple cognitive skills -- the map symbol recognition practical exercise is adapted
on the basis of a student model that is constructed step-by-step as the student attempts
to solve the problems presented by the system. It remains to be seen how effective this
approach will be in more complex problem domains, but this is where much of our cur
rent and future is focused. Other issues that must be addressed are: how to standardize
the process of acquiring a student model, how to build a planning system to work from
the student model, and how effective HyperCLIPS is for building real-time end-user
systems.
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Abstract
The Payload-assist module Deploys/Intelligent Computer-Aided Training (PD/ICAT)
system was developedas a prototypefor intelligenttutoringsystems with the intentionof
seeing PD/ICAT evolve and produce a general ICAT architecture and development
environment that can be adapted by a wide variety of training tasks. The proposed
architecture is composed of a user interface, a domain expert, a training session manager, a
trainee model and a training scenariogenerator. The PD/ICAT prototype was developed in
the LISP environment. Although it has been well received by its peers and users, it could
not be delivered to its end users for practical use becauseof specific hardware and software
constraints. To facilitate delivery of PD/ICAT to its users and to prepare for a more widely
accepted development and delivery environment for future ICAT applications, we have
ported this training system to a UNIX workstation and adopted use of a conventional
'/.... language, C, and a C-based rule-based language, CLIPS. A rapid conversion of the
PD/ICAT expert system to CLIPS was possible because the knowledge was basically
represented as a forward chaining rule base. The resulting CLIPS rule base has been tested
successfully in other ICATs as well. Therefore, the porting effort has proven to be a
positive step toward our ultimate goal of building a general purpose ICAT development
environment.
I. Introduction
A large number of academic and industrial researchers have explored the application of artificial
intelligence concepts to the task of tutoring or training, but few completed systems have received adequate
acceptance or been adopted for routine use because of various reasons, such as lack of a trainee model,
lack of agreement on an architecture for intelligent tutoring systems and lack of an optimum delivery
_ environment. The Software Technology Branch (STB), formerly Artificial Intelligence Section, at
NASA/Johnson Space Center has developed an autonomous Intelligent Computer-Aided Trainer (ICAT)
for training Mission Control Center Flight Dynamics Officers to perform payload-assist module deploys
from the Space Shuttle. The purpose of this ICAT, named PD/ICAT, is to provide the transition between
"- the fundamental knowledge acquired from textbooks and the skills required for performing successfully in
large*scaleintegrated simulations. It is a supplement to the existing modes of training for highly skilled
personnel in accomplishing complex, mission-critical tasks. Full discussions of PD/ICAT have been
addressed in previous papers [1], [2].
Concurrent with the development of PD/ICAT, we have proposed an architecture together with a software
f-_ -.
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environment for constructing future training systems [3]. The efficacy of this architecture and
development environment is currently being tested by means of building two additional ICATs which
address distinctly different training tasks at NASA. Upon refinement and completion of these systems,
they will evolve into a generic architecture and a general p.urposedevelop.mentenvironment which will
facilitate the rapid creation and adaptation of intelligent tutoring systems m a wide variety of complex,
procedural tasks.
II. General ICAT Architecture
The ICAT architecture developed for PD/ICAT consists of five basic components, namely, user interface,
domain expert, training session manager, trainee model and training scenario generator, connected by a _
blackboard which serves as a common faetbase used for communication between the five components
(Figure 1). With the exception of the trainee model, each component makes assertions to the blackboard.
The user interface allows the trainee to assert actions and communicate with the ICAT. It is implemented
with a windowing system. The rest of the components are rule-based and each of them examines the
blackboard for information to be processed at various stages of the training.
The domain expert contains data representing knowledge in the specific training domain. It recognizes
both correct knowledge and common trainee misconceptions or mistakes. The training session manager
compares the assertion of the domain expert with that of the trainee to detect errors and provides the text to
coach the trainee through the lesson. PD/ICAT's trainee model stores assertions made by the training
session manager as a result of trainee actions. It contains a record of all trainee interactions with the
training session manager, including successful accomplishments, errors and requests for help. Finally, the
training scenario generator integrates data in the trainee model with a database of training scenarios
associated with the domain expert to structure unique lessons for the trainee.
USER
I
USER .....I
INTERFACE
III
DOMAIN . SESSION
EXPERT MANAGER
I I II
TRAINING TRAINEE '_
MODEL
Figure 1. General ICAT Architecture ....--._
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III. Delivery of ICATs
f...... PD/ICAT was initially developed on a LISP machine. The user interface and trainee model were written
mostly in LISP while the domain expert, training session manager and part of the training scenario
generator were implemented as a rule base in ART (Automated Reasoning.Tool licensed by Inference
Corporation). Three and a half man-years were invested by STB in this project from its inception to its
maturity and acceptance by the users. Despite their acceptance, PD/ICAT users were unable to adopt this
:- training system for regular use because they did not have the equivalent hardware and software
specifications required for executing the system. Users were limited to using the same machines which
STB was using for development work and were forced to be away from their normal training
environment. This situation reduced the effectiveness of the training system tremendously.
At the same time, there were also the prospect of building more ICATs for various other training.tasks and
the potential of generating a general ICAT architecture and development environment to be considered. If
each ICAT needs to be developed in its own unique hardware and software environment, the costs of the
training systems will certainly be high and ICATs would be deemed infeasible for common applications.
Meanwhile, it will also be impossible to generalize across several diversified ICAT environments to
produce a single general purpose environment.
PD/ICAT became a typicalexample of the expert system delivery problem that has been inhibiting NASA's
technology advancement in the artificial intelligence world [4]. It seemed inevitable that this training
system would have to be ported to a conventional computer if it was to be the forerunner of many more
usable ICATs for other disciplines. PD/ICAT's end users' operational environment consists of a wide
variety of conventional computers.A Unix workstationwas selected as the ultimate delivery environment.
The decision was made to convert LISP code and ART rules to C and CLIPS, respectively, while the user
interface would be rewritten in another more portable windowing package--X Window System. C and
CLIPS were chosen as opposed to any commercial LISP tool delivered on workstations because of the
°- former'savailability, portability and general popularity. By choosing a highly portable environment, we
improved the possibility of reusing portions of the PD/ICAT software in subsequent ICAT projects.
The scope of rehosting PD/ICAT from a LISP machine to a UNIX/C environment can be divided into three
areas: user interface, C functions and the rule base, in the order of decreasing amount of effort actually
required to complete the conversion. The large amount of time used in building the user interface with the
X Window System was due to a learning curve involved in mastering this rather new technology. Again,
here we have selected to wade start up time for portability and adaptability for future ICATs. LISP to C
conversion required a major rewrite, even though the effort was facilitated, to a certain extent, by utilizing
a commercial library which was able to duplicate some LISP functionality in the C programming language.
LISP lists and conses were translated into strings whereas LISP structures were recreated as C structures.
Over 4,000 lines of code were converted successfully in a five month period.
Interestingly,the rule base of PD/ICATcomprises the largestamount of code, yet required the least time to
convert. Approximately 300 ART rules were converted to CLIPS rather smoothly in less than a month.
This was made possible because rehosting PD]ICAT to a conventional computing environment was a
I foresight of the development team even before inception of the project. Therefore, the ART rules were
already written to facilitate translation into CLIPS, utilizing forward chaining and other capabilities which
can be duplicated easily in CLIPS.
IV. Conversion of PD/ICAT Rule Base to CLIPS
The extent of modifications which need to be implemented in the PD/ICAT rules for them to function
correctly in CLIPS is described here.
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1. Language Syntax
Only a few areas of syntax differences were identified in PD/ICAT.
o Predicate function names
o Math function names _
o Multi-field functions: Multi-field functions were, by far, the most drastic of all the syntax
differences being addressed, but CLIPS string functions and multi-field functions have provided
adequatemeans to replace all ART multi-field functions.
o Global variables: Global variables were used mostly, but not exclusively, for salience
declaration. They were replaced by constant values.
2. LISP Data Types
There were over 40 external functionsinterfacing with CLIPS in PD/ICAT. Aside from rewriting these
functions in C, there were additional considerations in passing data from CLIPS to these external
functions when LISP data types were involved. The two major data types we have encountered in
PD/ICAT were lists and keywords.
o Passing list constructs to C
In PD/ICAT, since list constructs in the external functions were being retained by utilizing the
commercial LISP-C library, this governed the method which we chose to convert the list data type --_
used in the CLIPS rules. A list on the fight hand side of a rule can be constructed by using the
str-cat function to concatenate the elements. For example,
(list 'mSO ?dvx ?dvy ?dvz) in ART
will translate to
(str-cat mSO .... ?dvx .... ?dvy .... ?dvz) in CLIPS.
By using the LISP-C list function in the external function, list(rstring(1)), a list look-alike
construct
"(m50 2.3308 -0.1968 0.8822)"
will be returned. However, unless the external function needs to perform additional LISP-like
functions on the list, string representations of floating point numbers will have to be converted ,_
back to float type.
If a list construct is not requiredin the external function, list elements in the rule can be appended
into a multi-field value by using themy-append function. For example,
(list "mSO ?dvx ?dvy ?dvz) in ART
will translate to
(mv-append m50 ?dvx ?dvy ?dvz) in CLIPS. ".......
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Inversely, if the external function expects a list construct from CLIPS, as in most cases in
,-_-_ PD/ICAT, and the rule contains a multi-field variable, then the multi-fieldvariable will need to be
( converted to a string. For example,
(Ust$?dr)inART
will translate to
(str-implode $?dv) in CLIPS.
Then, again, the LISP-C list function can be used to return the list construct.
o Passing keyword arguments to C
Two options were considered in converting keyword arguments. The first one retains the original
ART syntax, for example,
(reset-error-counts :total t :errors nil).
In this ease, it is the external function's responsibility to first identify the keyword and then to
access the next field as its argument.
The second alternative will require a change in the syntax of the function call:
(reset-error-counts ":total t.... :errors nil").
In this case, since the argument is concatenated to the keyword, it ensures that the argument is
..... always in the proper place and simplifies the checking process in the external function. The
previous method allows keyword arguments of all valid CLIPS values whereas the second one
requires all arguments to be already in string format or converted to string type first. For
PD/ICAT, because all keyword arguments are either words or strings, we opted for the second
method.
3. Programming Style
With the exception of syntax modification and LISP data type conversion, none of the PDilCAT rules
were changed when we first attempted to test them in CLIPS. But we soon noticed that in two
instances, differences between the CLIPS inference engine and ART inference engine were apparently
significant enough to cause rules to be activated in a different sequence, and, consequently, result in
unexpected and undesirable firing sequences which led to malfunctions in the training system. A
closer look at the rules actually pointed to deficiencies in two of them where patterns on the left hand
side were not sufficiently constrained for the desired activation to occur, or not to occur. Once the
problems were identified, they were quickly resolved by adding constraints in the rules. Programming
discrepancies such as these had not manifested themselves before; their occurrences in the CLIPS
environment have actually helped us restructure the PD/ICAT rule base.
V. Results of Conversion
PD/ICAT's rule-based expert system has been running on the UNIX workstation in the C and CLIPS
environment for some time already and we have made several positive observations. First of all, the rule
ti
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base is being stored in compiled format. Even though it has to be loaded into the training environment
every time a lesson begins, the comparatively small size of the binary files (compiled rules together with
the ICAT executable) and short program load time are much more desirable than having to save an entire •
ICAT environment in a LISP world or the longer program load time experienced on the LISP machine.
Secondly.,because the user interface and expert system can be detached from each other easily, debugging
the rule base by using the CLIPS debugging tools is facilitated. Thirdly, interruptions from garbage
collection have been eliminated. Although ICATs are not real-time processes, frequent occurrences of
garbage collection in the previous ICAT environment did have an adverse effect on the trainee, whose _.
interest is to concentrate on the training domain rather thanbattling the system.
Finally, we are one step closer to our goal of adapting the ICAT expert system for other training tasks. We
have alreadysuccessfully integratedPD/ICAT'straining session manager and trainee model with a second :
ICAT which STB is developing for Kennedy Space Center in training System Engineers to perform tests _'_
on various subsystems of the Space Shuttle's main propulsion system. The delivery vehicle selected for
this project is also a UNIX workstation. By using the general architecture, little work is needed to adapt
PD/ICAT's training session manager and trainee model to this ICAT. So the development effort can be
focused on the knowledge domain and user interface. More recently, a third ICAT is in the process of
adopting the same architecture and ICAT expert system. While part of PD/ICAT's rule base is being
reused by these ICATs, these later development efforts also serve to refine the proposed architecture and
expert system into a generic training architecture for a broader spectrum of training domains.
VI. Conclusion
Porting the ICAT expert system from LISP to C was awise move. The cost was minimal comparedto the
long termbenefits. However, establishinga generic trainingsession managerand traineemodel does not
constituteall the solutionsto creatinga generalpurposeICATdevelopmentenvironment.Most of us in the
expertsystem developmentworldrecognize thatknowledge acquisitionand knowledge representationcan
be major stumblingblocks to quick turnarounds of usable applications. This is true for ICATs as well. To _'_
date, we are still in the primitive stages of testing andbuilding tools for capturing expert knowledge and
translating it into a representation which can be integrated with ICATs. When these tools approach
maturity, the production of a general purpose ICAT development environment will be another step closer to
reality.
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• ABSTRACT
A large number of Intelligent Tutoring Systems (ITSs) have been built since they
were first proposed in the early 1970's. Research conducted on the use of the
best of these systems has demonstrated their effectiveness in tutoring in selected
domains. Computer Sciences Corporation, Applied Technology Division,
Houston Operations has been tasked by the Spacecraft Software Division at
NASA/Johnson Space Center (NASA/JSC) to develop a number of ITSs in a
variety of domains and on many different platforms. This paper will address
issues facing the development of an ITS on a personal computer using the CLIPS
(C Language Integrated Production System) language.
For an ITS to be widely accepted, not only must it be effective, flexible, and very
F- responsive, it must also be capable of functioning on readily available computers.
There are many issues to consider when using CLIPS to develop an ITS on a
•personal computer. Some of these issues are: when to use CLIPS and when to use
a procedural language such as C, how to maximize speed and minimize memory
usage, and how to decrease the time required to load your rule base once you are
ready to deliver the system. Based on experiences in developing the CLIPS
Intelligent Tutoring System (CLIPSITS) on an IBM PC clone and an intelligent
Physics Tutor on a Macintosh II, this paper reports results on how to address
some of these issues. It also suggests approaches for maintaining a powerful
learning environment while delivering robust performance within the speed and
memory constraints of the personal computer.
_ ITSARCHITECTURECONSIDERATIONS
Assuming that we are only considering using the languages C and CLIPS to build
. an ITS, there are two basic approaches which can be taken when designing an ITS
architecture. The main driving program can be written in CLIPS with calls to
external C functions to handle interface and miscellaneous •issues,or the
main driving program can be written in C with a call to the CLIPS expert system
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to handle the tutoring. Let's discuss some of the advantages and disadvantages of
these two approaches.
Intelligent Tutoring Systems which are built entirely in CLIPS, with the
exception of calls to extemal C functions, are very nice for applications involving
a single procedure to be tutored. The rules are very specific and check for
particular student actions and particular errors. Rule-based code also tends to
have more generic modules than C-based systems and is therefore more readily _
reused by other ITS developments. The programmer of CLIPS-based systems
must be cautioned, however, against an overabundance of C function calls.
External C function calls, especially those used in left hand side patterns, tend to ,_
be very slow. Since speed is very critical in an ITS, careful consideration should
be given to the overall design.
Systems which have the main program written in C tend to have more advantages
than CLIPS initiated ones. Initialization, rule loading, resetting, and other
procedural operations can be performed in the C code before the CLIPS code is
called. Once CLIPS returns control to the main program, the CLIPS fact list can
easily be reset for the next problem. This technique allows the procedural
operations to be handled by a procedural language and the non-procedural
operations to be handled by CLIPS. Systems designed using this approach are
very effective for handling multi-problem/procedure domains. A multi-problem
ITS, such as an algebra tutor which would ask a student to solve a number of
distinct problems, would consist mainly of generic rules. The generic rules would --\
provide the basic knowledge about how to solve algebra and specific problem
description facts would exist to define the current problem being worked. The
expert system would pass its results to the main program by calling external
functions.
CHOOSING THE APPROPRIATE LANGUAGE
It can be argued that there is no single architecture or development language that ....
would be ideal for every type of ITS. The architecture and the languages used to
code each module are dependent upon the type of application, the hardware and
operating system used, and the speed and memory requirements of the system.
An issue to consider before designing an ITS is whether or not there is a good
reason to use a rule-based language. If the expert knowledge can be just as easily
represented in C code as it can in CLIPS, then it is probably best not to involve
the overhead associated with CLIPS. Rule-based systems tend to be easier to -_
write but slower to execute than procedural systems. Rule-based code is also very
powerful for checking multiple solutions paths at a time. An ITS whose main
goal is to tutor the student in some procedure usually allows several optional steps
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or paths at any point in time. Rules can easily determine which path the student is
following with minimal coding. Determining which type of language, rule-based
or procedural, to use when building an ITS can be very difficult. Most ITS
S" development is a hybrid of proceduraland rule-based languages. The procedural
code typically provides the graphics and student input capabilities, and the
rule-based code provides the domain knowledge and student feedback and
modeling capabilities. Often times the language used to write one module will
_ dictate the language used to write another. For example, if you choose to keep
the student model facts in the fact-list, then the error handling code will most
likely also be written in CLIPS. However, if you choose to dump this student
data into a C data file, then your error handler would probably be written in C.
PERFORMANCE
Another issue to consider when building an ITS on a personal computer is finding
a balance between speed and memory requirements. There are several factors
which affect the speed of a system. The n_ber of rules, facts, and the
arrangement and type of rule patterns all affect speed. Probably the single most
important factor is the number of facts in the fact list. In one recent experiment,
42 specific rules were reduced down to 6 generic rules and instead of the system
running faster it actually ran slower. This was because the number of facts
necessary to support generic rules was greater and the number of partial rule
matches increased.
Speed can also be improved by minimizingthe use of the test function and
multi-field variables. There is a large overhead associated with these as well as
external C function calls on the left hand side of the rule.
Finally, the ordering of the pattems on the left hand side of a rule can also be
arranged to maximize speed or minimize memory usage. Consider the following
two sample rules:
#1 (defrule Speed #2 (defrule Memory
(a) (c)
(b) (a)
(c) (b).
=> => 7;.
...)
Assume that the fact list initially contains the facts (a) and (b). As soon as the fact
(c) is asserted, sample #1 would be activated faster than sample #2. This is
because in sample #1, the instantiations for patterns (a) and (b) were already
completed before pattern (c) was matched. Therefore, there was only one pattern
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in the rule remaining to be instantiated. In sample #2, however, there were
initially no patterns instantiated since CLIPS stops as soon as it finds a pattern it
can't instantiate, namely pattern (c). As soon as fact (c) appears on the fact list, ..........
then all three patterns are instantiated and the rule activates. The key, then, is if •
you want to maximize for speed, place all your static facts as high on the left
hand side as possible. Complete as many partial rule matches as possible at a time
which won't be as noticeable to the student (in the case of an ITS) so that the rule
is ready to fire as soon as it finds the one or so remaining facts. The best time
for this is in between problems or while the student is reading text on the screen.
The method for minimizing memory usage is just the opposite of the method for :-.
maximizing speed performance. To minimize memory usage, avoid as many
partial instantiations as possible. Place your static patterns near the bottom on the
left hand side and arrange your rules so that your most critical pattern is at the
top of your patterns to be matched. In this way, once your critical pattern is
matched, the other patterns in the rule should also be matched and very few
partial memory eating matches will occur.
Typically the rules of an ITS will represent a compromise between speed and
memory efficiency. The system should be tuned so that the rules associated with
student actions which require immediate response are speed efficient and the
others are memory efficient. Obviously, the more memory you have available to
your application, the more attention you can pay to optimizing your rules for
speed. ....
THE DELIVERY VERSION
The final delivered version of the ITS should be as simple as possible for the
student to execute. Forcing a non programmer to enter CLIPS commands to load
rules, reset and run can be very frustrating. The time spent waiting for the rules
to load can also be rather annoying. There are several options available. The
first is to start CLIPS running and use the "bload" command instead of the
"load_rules" command to load your rules into the system. If your rules have
already been saved in binary form using "bsave", loading will be speeded up
tremendously. The second approach is to create a CLIPS run-time program. To
do this you would need to create a run-time version of the basic CLIPS language, _,
compile the CLIPS rules and any necessary C code and link these together. This
produces a single executable program name for the student to enter and performs
the reset and run commands for him. The third approach is to compile the
CLIPS source together with your C source code and create a single executable.
From within your C code you would issue the "bload" command to load your
previously generated binary rule base or the "load_rules" command if your rules
have not been converted to binary form using the "bsave" command.
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Probablythe overallbest approachwouldbe the second. Thestudentwouldhave
to issue onlyone commandto activatethe tutorand it will get the tutor up and
runningfaster than any of the others. Closebehind,though, is the third approach
...._ usingthe "bload"capability. Thisapproachactivatesthe tutor a little more
slowlybut it relievesthe programmerof havingto build a specialrun-time
versionof CLIPSand ofhaving to compilethe rules intomany separatefiles.
Typicallythis approachwouldbe usedduringprototypingstagesand building a
. run-timeexecutablewouldbe used for the final delivery. Regardlessof the
approachtakenfor loadingrulesand initiatingtheprogramexecution,the
performanceof the ITSwill be the same.
'_" SUMMARY
The design of anITS should take into consideration the application, hardware,
and performance requirements of the system. If the application tutors only a
single procedure, then the easiest approach may be to write the entire system in
CLIPS, with the exception of the necessary external calls to C for user interface
and miscellaneous capabilities. Care should be taken, though, that a response to a
student action occurs quickly enough to avoid frustration and confusion by the
student. If the ITS runs too slowly, given the memory and speed constraints of
the personal computer, then the rules must be optimized for speed and/or
portions of the ITS should be rewritten in C. If the application tutors the student
in performing a number of related problems, then the best approach is to embed
..... CLIPS within a C main program and allow C to handle all the housekeeping
duties before and after each problem.
Rules can be optimized either for speed or memory. To optimize for speed,
place your least changing and static patterns at the top on the left hand side of the
rules. Try to arrange your rule patterns so that when a student input is received,
all the other patterns in the rule being activated have already been matched and
the only one remaining is the pattern associated with the student input. To
optimize for memory, do just the opposite. Inhibit as many partial rule matches ....
as possible until all the facts you need are in the fact list. Creating partial
instantiation networks consumes memory.
Finally, when delivering the ITS for use, its best to provide the student with a
,_ single command to initiate the tutor. This can be accomplished by building a
CLIPS run-time executable or by compiling CLIPS with your C code and using
the "load_rules" or "bload" functions. Either approach is an effective way of "
,, decoupling the student from the implementation details.
€
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ABSTRACT
ACSIhas developeda programutilizingCLIPSto assess compliancewithvariousprogramming
standar&. Essentiallythe programparses C code to extractthe name of all functioncalls. These are
asserted as CLIPS facts which also include informationabout line numbers,source file names, and
called functions. Ruleshave been devisedto establishfunctionscalled that have not been definedin
any of the sourceparsed. These are compared against lists of standards (representedas facts) using
rules that check intersectionsand/or unions of these. By piping the output into other processes the
source is appropriatelycommentedby generatingand executingsealscripts.
L
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F ...... Barry W.Cameron
H. R. Helblg
AdvancedComputingSolutions,Inc.
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. Houston,TX77058
_ Apart from addressing functionality, all software engineering projects, given the continually in-
creasing performance of manufacturer's available offerings, must also address design constraints
derived from consideration of the developed software's future portability. In particular, the rise of
UNIXTM as an operating system of choice running in a distributed, heterogeneous, networked en-
vironment has served to underscore the industry wide role of formal standards. Furthermore, the
recent increase in software development productivity, coupled with the complexity of design re-
quired within current and proposed software engineering projects, has helped lead to an industry
recognition that the issues involving portability need to be addressed during the original project de-
sign phase. If portability is not addressed as a design issue, which must include consideration of
existing or emerging standards, later adaptation of resulting products or projects is likely to give
rise to cost overruns. In short, emerging standards coupled with decreased development times and
increased complexity have elevated portability to an organization-wide issue rather than its tradi.
tional consideration as a minor development constraintwithin systems and programming divisions.
This new focus has, at all organizational levels, intensified the awareness of problems associated
....... with formally verifying that developed software is actually in compliance with those emerging
standards.
Formerly,above the programmerorganizationallevel, such verificationand compliance with de-
sign standardshas beenprimarilybasedon assurancesthat establishedsoftware engineeringprac-
tices would somehow minimizeportabilityissues. While suchassurances,given certainhardware
and limited communicationstopology,have worked to some degree, with the adventof open sys-
tems,new communicationsprotocols andemerging standardsthat address multipletopologies and
architectures,and,since there have beenno tools availabletoverify that code developedis in fact
compliant to existing standardsor to determineto what degree it is in variance from those stan-
TM €4 _dards,UNIX software developershave been forced to opt for a best guess heuristicto make
any portabilityestimationand, consequently,any estimationof futureportcosts.
_ Today,requirementsthat derivefrom portability considerationsareof constantconcernto all pro-
grammers.However,consideringthe frequency of definitionsand redefinitionsof standardsthat
haveoccun'edin the industryrecently,asevidenced by the releaseof UI's OpenLook, OSF's Mo-
tif, AT&T'sSVID, Release4, the progressof the variousPOSIXcommittees,etc., the goal hasbe-
i come one of writingcode that ever more closely approachesportabilityandis one thatnecessarily
has to involve continuallyevolving methods. Advanced Computing Solutions, Inc. (ACSI) was
tasked b)rIBM on behalf of NASA to look at promoting and supportingportabilityfor large
UNIX_'*Iprogrammingprojectsin supportof the NASA Mission Control CenterU_rade project
(MCCU).Thecode forthisupgrade was to bewrittenin C intendedto runonUNIX_*'basedcorn-
(
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puters.Partof the ACSI assignment was to develop tools to aid in insuring source level portability,
which would address the issues of hardware independence throughverificationagainst some stan-
dard of same. This effort would, of course, primarily focus on the setof existingand emerging stan-
dards regarding UNIXTM.
The statusof standardsefforts to defineUNIxTM which were relevant to this project in the summer
of 1989 was that IEEE had published the POSIX 1003.1 standardand had released a number of 4
draft standards which included definitions for real time extensions, System Administration, Net-
working, Security,etc.; AT&T had defined SVID for Release3; the Berkeley versions of UNIXTM
provided the only practicalnetwork interfacesthat were commercially available,and ANSI C was,
practically speaking, defined, but only a few compilers were available and existed on a limited
number of _latforms, and, even as of this writing,not yet officially released. Real time extensions
to UNIX `'w were availablefrom Masscomp (Concurrent) but were neither compliant nor compat-
ible with the POSIX real time draft model./usr/group and X-Open had definedgeneral directions
for the formal standardsefforts, but there was no guaranteethat those would be the directions tak-
en. X-windows was available from MIT,but no window tool kits or window management systems
had yet reached any kind of "standard" status2' 3,4,6,7,8,9, 10,ll, 12,13,14,15,16.
Since standards definitions were not available to address the entire functionality implied from the
MCCU requirements5, but each standard that did exist or was proposed addressed a particularas-
pect or layer of functionality,we decided that the most practical tool that could be made available
was one that could easily be updated as these standards were further refined and others defined and
one thatcould support and promote a modularityand layering of software tobe supportedreflective
of these individual standards.This would enforce a softwaredesign that would modularize those
areas that were not clearly defined leaving the majority of coderelatively portable and the rest able "'-'_
to be upgraded modularly with modules corresponding to functional areas to be addressed by stan-
dards definition efforts. Another important and driving requirement of the ACSI task was the need
to implement the software within a very constrained time and dollar budget.
One approach to standardsverification would be to ensure that specific implementations of defined
standards are correct and test suites to verify compliance with ANSI C, POSIX, and SVID were
either availableor in work at that time1. Another approach toward verification would be to ensure
syntactic compliance with those same standards and ANSI C compilers, available from gnu, could
check for syntacticalcompliance with the language standard, but could not verify that any system
supplied functions were even defined by standards. We did not want to duplicate any of these ef-
forts and certainly were not about to delve into the realm of code semantics. What we felt waspos-
sible was the development of a system that would determine what functions were called in a set of
source files, and check to see if those were valid functions defined by standards or allowed by the :
specific program design, i.e., allowed interfaces to lower level objects. We believed that we could
implement, through a DBMS or an expert system, some method to coordinate known problem
functions with some action,either the display of a message to indicate a correction, or an update to
the code, or simply setting a flag indicatingthe function was invalid. ACSIwas quite familiarwith _
CLIPS and had previously developed aparser,for reverse engineeringpurposes,that could follow
the calling structureof a C program. It was felt that CLIPS could provide a means of making fast
comparisons to standards and a means of quickly updating standards definitions.Furthermore, we
believed that the parser, aftermodification to output CLIPS rules and facts, could be used to iden-
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tify functions used within a particular program. By devising an appropriate set of rules, different
actions could be taken depending on what function was encountered and where in the source it was
...... encountered. It was felt that this combination would provide a practical approach to supporting/
!
both software modularity and the need for frequent updates to reflect the constantly changing stan-
dards arena to support portability.
For the actual implementation (see Figure 1), the preexisting parser was modified to output, along
with the calling sequence, the line number and source file name where the function was encoun-
tered. The parser output was modified to be a program descriptionin the form of CLIPS factswhich
defined what additional functionseach encountered function called. This allowed unresolved func-
tions to be identified by a single simple rule. By defining standards as sets of deffacts, and writing
rules to make comparisons to different sets of standards, either as intersections, or unions of stan-
dards the required functionality was built.Further modificationto the parser allowed it to identify
all internally defined functions which could then be manually modified to reflect the designed vis-
ibility rules for a particular project and, therefore, support its designed modularity. The resultant
deliverable, called HICS (Hardware Independence Check-out Software) has been baselined as the
portability and verificationtool for the MCCU project. All C code developed for the MCCU is re-
quired to first pass the HICS verifier.
For the commercial product, ZEUS, further refinements were mad_v_ provide a working environ-
ment for UNIX_M code development based on the standard UNIX concepts of user and group,
with the addition of project and module. This allowed specific co_. adons of rules to be imple-
mented for each level of a project while providing standard UNIX security and support for mul-
tiple projects. By writing a few more CLIPS code generators which automatically generate deffaets
._..... (to define standards) and rules (to take predefined actions such as commenting source code, print-
' ingmessages to the screen, and taking defaultactions if a functionis not identified),a menudriven
interface was written that allowed a developer to set up the entire environment (the actions, asso-
ciated messages, priority of the actions, as well as standards definitions and updates) with no
knowledge at all of CLIPS.
In the current interface to CLIPS the rules and facts are all written to files and a script to load and
run them is written at run-time. CLIPS is then called as a system call using the -f option with its
output funneled through various filters which are used to mediate CLIPS messages, output sed
(stream editor) scripts that can be used to directly update source code at the place the function was
found, or print messages informing a programmer what action he should take to achieve a higher
degree of portability. Figure 2 shows a code fragment that has been analyzed for compliance with
the intersection of POSIX and SVID definitions.
ZEUS is under continuous further development. Using CLIPS as the communication link between
the standards definitions and the parser output has distinct advantages toward furthering the prod-
uct capabilities. Any other parsers, which might be designed for any specific portability checks
: (e.g. arguments to specific functions) could be readily integrated into the product. Rule sets can
easily be devised and added to cheek for compliance with anything that earl be defined in terms of
CLIPS facts.
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Analyzed Code Fragment
file_name= tmpnam (NULL);
file= fopen ( file_name,"w" );
if ( file-- NULL )
{
err_log ( _
"PERMISSION: UNIX error while computing a mode change, errno = %d",
errno, 0 );
return (0);
}
fclose( file);
**********************************************************************
Change the mode of the fileto that required by the input
arguments. Then read the modes to see what the result is.
**********************************************************************
sprintf ( command, "chmod %0 %s; chmod %s %s; is -I %s; rm -f %s",
mode, filename, changes, file_name,file_name,file_name );
/* @@@ ZEUS @@@ popen is allowed but not POSIX */
pipe = popen ( command, "r" ); j,_
if ( pipe == NULL.)
{
err_log (
_PERMISSION: UNIX error while computing a mode change, errno - %d",
errno, 0 );
return (0);
}
fgets ( dir line, sizeof(dir_line), pipe );
/* @@@ ZEUS @@@ pclose is allowed but not POSIX */
pclose ( pipe );
**********************************************************************
Convert the result back to an integer.
**********************************************************************
mode = rwx_to_perm ( dir_line ); .....
Figure2
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Analyzed Code Fragment
filename - tmpnam[NULL)
file- fopen ( filename, _w" );
if ( file-- NULL )
err log (
_PERMISSION:UNIX error while computinga mode change, errno - %d",
errno, 0 );
return(0);
}
folose ( file);
**********************************************************************
/_ Change the mode of the fileto that required by the input
arguments.Then reed the modes to see what the result is.
**********************************************************************
sprintf ( conmmnd, _chmod %0 %s; chmod %s %s; is -I %s_ rm -f %sH,
mode, _ilename, changes, filename,filename,filename );
/* @8@ ZEUS 888 popen is allowedbut not POSIX */
pipe - popen ( command, _r" );
if ( pipe -- NULL )
(
err_log (
"PERMISSION:UNIX error while computinga mode change, errno - %d",
errno, 0 );
return(0);
}
fgets ( dir line, sizeof(dirline), pipe );
/* 88@ ZEUS 88@ pclose is allowedbut not POSIX */
pclose ( pipe ];
**********************************************************************
Convert the result back to an integer.
**********************************************************************
mode - rwx_to_perm ( dir._line);
f
Figure2
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ABSTRACT
Symbolic Analysis is a methodology first applied as an aid in selecting and generating test cases for
"white box" type testing of computer software programs [Reference 1]. The feasibility of automating
this analysis process has recently been demonstrated through the development of a cLIPS-based proto-
type tool. Symbolic analysis is based on separating the logic flow diagram of a computer program into
its basic elements, and then systematically examining those elements and their relationships to provide a
detailed static analysis of the process that those diagrams represent. The basic logic flow diagram ele-
ments are flow structure (connections), predicates (decisions), and computations (actions).
The symbolic analysis approach supplies a disciplined step-by-step process to identify all executable ..... _
program paths and produce a truth table that defines the input and output domains for each path iden-
tified. The resulting truth table is the tool that allows software test cases to be generated in a compre-
hensive manner to achieve total program path, input domain, and output domain coverage.
Since the manual application of symbolic analysis is extremely labor intensive and is itself error
prone, automation of the process is highly desirable. Earlier attempts at automation, utilizing conven-
tional software approaches, had only limited success.
This paper briefly describes the automation problems, the symbolic analysis expert's problem solv-
" ing heuristics, and the implementation of those heuristics as a CLIPS based prototype, and the manual
augmentation required. A simple application example is also provided for illustration purposes. The
paper concludes with a discussion of implementation experiences, automation limitations, usage experi-
ences, and future development suggestions.
INTRODUCTION
A technique, referred to herein as symbolic analysis, has been successfully applied to NASA's Space =_
Shuttle flight software for assistance in the selection and generation of test cases for software white box
verification testing [Reference 1]. The feasibility of automating this analysis process has been demon-
strated through the development of a prototype tool using CLIPS [Reference 2]. CLIPS, the C Lan-
guage Integrated Production System, may be obtained for non-government work from COSMIC for a
nominal fee. .....
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The commonly accepted minimal test coverage criteria for white box testing require that each pro-
_-_' gram statement and control flow branch be exercised at least once during the testing process. The sym,(
bolic analysis methodology identifies test cases that satisfy this condition.
The symbolic analysis approach supplies a disciplined step-by-step process to identify all executable
program paths and produce a truth table that defines the input and output domains for each path iden-
tiffed. This truth table is the tool that allows software test cases to be generated in a comprehensive
manner and for many programs to achieve total program path, input domain, and output domain cov-
erage. A more complete description of the symbolic analysis methodology is contained in Reference I.
A summary of the basic steps is as follows:
I. Identify all possible program paths
2. Identify all path input domains
3. Identify all executable paths
4. Identify all path output domains
5. Construct a program truth table
Although the symbolic analysis methodology is comprehensive, its manual application can be tedi-
ous, labor-intensive, and error-prone. It also requires total rework whenever the tested program is modi-
fied. To overcome these problems, early, unsuccessful attempts were made to automate the analysis pro-
cess by using conventional programming techniques. It was only with the availability of expert systems
( techniques and tools (list processing, symbolic computation, heuristic procedures, and forward chain-
ing) that many of the problems associated with conventional programming approaches could be solved
and more complete automation achieved.
For each symbolic analysis process step, the associated problem, the expert practitioner's heuristics,
the CLIPS automation, and the required manual augmentation will be discussed and demonstrated with
a simple example. Though simple, the example is representative of a large class of real-world programs.
Additional complications arise with the use of loops, local variables set by previous entries, time depen-
dency, computed and multiple variable predicates, etc. Although these complications are manually
resolvable, their automation has not yet been attempted by the author. The CLIPS rules shown have
been simplified from those actually contained in the prototype, by eliminating path counting, fact
cleanup, terminal display, printing, and input/output file management.
STEP 1. IDENTIFY ALL POSSIBLE PROGRAM PATHS
The Problem
One of the easiest ways to approach the symbolic analysis of a program is to transform it into a
directed graph form. This can often be done with tools that automatically generate flow charts from a
program source code. The program flow chart shown in Fig. 1, with edge labeling a,b,...,p, is an
acceptable flow chart and represents the example program that will be used throughout this paper.
The flow chart describes the program structure, the predicates (branch conditions), and the compu-
tations performed; the labels allow the individual program elements and paths to be uniquely identified.
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The problem is to generate a list of all possible paths through the program from beginning to end, iden........ ,
tifying each path, P {i}, by the set of edges, {i}, that it contains; e.g., path P (abcdijkp) contains the
edges abcdijkp. Since the relationship between the number of possible paths and the number of
branches varies from linear to exponential, identifying a complete list of all possible paths is generally
not a small task. Although the path identification concept is simple, the more skilled symbolic analysis
practitioners greatly outperform the average. It is also not uncommon for even an expert to discover at ,,,,
a later step that a possible path was overlooked.
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Fig. 1. Flow Chart With Edge Labeling. Thef!ow chart describes the program; labelsallow individual
element and path identification.
The Expert'sHeuristics ..
The only elementsthat an expertanalystneeds to accomplish this stepare the labeled logic flow dia-
gram and a medium to recordthe results.The expert's heuristicscan be summarizedas follows: (1) tra....
_ersing the logic flow chart (Fig. 1) from top to bottom, left to right, in a systematicmanner, convert
theflow chart into a directedbinary tree (Fig. 2); (2) usingthe tree, list all paths with terminatingleaves.
The CLIPS Automation _'
The approach is to use facts about the program structureto generatea set of program path-edge
facts which have a one-to-one correspondence to the set of all possible program paths. Each path-edge
fact will contain a string of elements denoting its edges, e.g., (path '1st-edge' '2nd-edge', ... 'last-edge').
These path-edge facts will serve as the basis for the subsequent symbolic analysis steps. :---
i
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Fig. 2. Directed Binary Treeof All Possible Paths. Ali possible program paths can be shown as a
directed binary tree.
To enable the set of all possible program path-edge facts to be generated, the logic flow diagram
structure must be converted (manually or by another program) into CLIPS edge-connection facts of the
form
/..... (deffacts edge-connections
(connects begin ' lst-edge')
(connects ' lst-edge' '2nd-edge')
• • •
(connects 'nth-edge' end))
Rules working on these edge-connection facts can generate path-edge facts and test these facts for
solutions and solution coverage. The process is similar to the expert's heuristics: Create path-segment
facts; start each segment with the beginning edge and add successiveedges to it, one at a time. Testeach
path-segment after each edge is added to see if it contains the ending edge; if it does, change the path-
s_gment fact into a path-edge fact and record it for later use.
The CLIPS rules generate path-segment-edge facts of the form
(segment'lst-edge' '2nd-edge'.... 'mth-edge')
and whenthe endingedgeis encountered,the path-segment-edgefacts areconvertedto path-edgefacts
of the form
: (path ' 1st-edge' '2nd-edge' .... 'ending-edge')
Note: the path-segmentfactsand path facts do not include "begin" or "end" as theyare not edges.
The CLIPS path generation rules are as follows:
/
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• (defrule initialize .. ........_
?start <- (initial-fact)
(connects begin ?to $?more)
=>
(retract ?start)
(assert (segment ?to $?more))) .,,
(defrule create-partial-path
(segment $?path ?from)
(connects ?from ?to $?more) _
=>
(assert (segment $?path ?from ?to $?more)))
(defrule create-path
?partial-path <- (segment $?path exit)
=>
(retract ?partial-path)
(assert (path $?path)))
The ManualAugmentation Process
Since the path identification process automation is complete, there is no need for manual augmenta-
tion to complete this step.
Example
For the sample program, the flow graph structure information is used to construct the following
edge-connection facts:
(deffacts edge-connections (connects begin a) (connects a b) (connects a g) (connects b c)
(connects b e) (connects c d) (connects d i) (connects d n) (connects i j) (connects i 1)
(connects j k) (connects k p) (connects 1m) (connects m p) (connects n o) (connects o p)
(connects e f) (connects f i) (connects f n) (connects g h) (connects h i) (connects h n))
Executing the CLIPS rules generates the following path-edge facts:
(path a b c d i j k p)
(path a b c d i Im p) ....
(path a b c d n o p)
(path a b e f i j k p)
(path a b e f i 1m p) .
(path a b e f n o p) .4
(path a g h i j k p)
(path a g h i 1m p)
(path a g h n o p)
These facts correspond to the set of all possible program paths:
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P (abcdijkp), P (abcdilmp), P (abcdnop), P (abefijkp), P (abefilmp), P (abefnop),
....., P (aghijkp), P (aghilmp), and P (aghnop)
STEP 2. IDENTIFY ALL PATH INPUT DOMAINs
The Problem
) ?
The input domain for any particular path is the set of input values that satisfy all of the predicate
(branch) conditions for that path. Each path input domain, I[P ({i})], can be uniquely identified by a
two-step process: (1) identify all predicates contained in the path and (2) formulate and evaluate the log-
ical intersection (&) of the associated predicate values in terms of constants and symbolic global input
values.
Each program predicate, p (j), can be uniquely identified by the label of its exiting edge and its sym-
bolic value; e.g., the predicate p (b) = (A < B) (for edge b to be reached, the condition A < B must be
true).
i:..For each path, an equation can be formulated by using the symbolic values of the predicates that
liealong the path. That equation can then be evaluated in symbolic terms to yield the path input
domain; e.g.,I[P(abcdijkp)] = p(b)&p(c)&p(i)&p(j) = (A < B)&(A < = C)&(A < C)&
(A < C) = < (A < B < C) (for path P (abcdijkp) to be executed, the inputs must satisfy the condition
A< B<C).
The Expert'sHeuristics
....... Using the predicate information contained in the flow diagram, the expert first tabulates all of the
predicates and identifies each by its exit edge. Next, equations are formulated and evaluated for each
path using the symbolic values of the predicates contained in that path.
The CLIPS Automation
The approach is to generate a set of predicate-value facts corresponding to the set of all program
path-edge facts. Each predicate-value fact will contain a string of elements representing the appropriate
predicate values for the predicates contained in its corresponding path, e.g., (predicate-string '1st-
predicate-value' '2nd-predicate-value' ... 'last predicate value'). This string of predicate-value elements
can be evaluated symbolically to yield the corresponding path input domain. For this process, both
predicate and path-edge facts are necessary.
The flow diagram predicate information from the program flow chart (Fig. 1) is converted (manu-
ally Or by another program) into predicate facts (both edge and value) of the form
,i_deffactspredicates
(predicate 'edge' '"value'")
(predicate 'edge' '"value'")i
a,I
(predicate 'edge' '"value'"))
The rules for the predicate-vaiue element string generation process are more complex than for the
........ path,edge element string generation process. Initially for each path, an empty partial-predicate-value
( ,
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fact and a path-segment-edge fact (whose initial value is the path-edge fact string of edges) are created .......... .,
The leading edge element is removed from the path-segment .fact and tested against all predicate fact
edge elements for a match. If a match is not found, the edge is not a predicate, therefore, it is discarded
and the next edge is removed. If it is a predicate edge, the corresponding predicate value is appended to
the end of the partial-predicate-value fact string. When the path-segment fact is reduced to empty by the
leading edge removal process, the partial-predicate-value fact is converted into a predicate-value fact. __,
The CLIPS rules generate predicate-value facts of the form
(predicates-string 'lst-predicate-value' '2nd-predicate-value' ... 'last-predicate-value')
The predicate-value string generation rules are as follows:
(defrule initialize
?start <- (initial-fact)
=>
(retract ?start)
(assert (phase pick)))
(defrule pick-a-path
?phase <- (phase pick)
?path <- (path $?edges)
=>
(retract ?path ?phase)
(assert (phase strip)) ....
(assert (partial-string)) !
(assert (segment $?edges)))
(defrule strip-edge
?phase <- (phase strip)
?segment < - (segment ?edge $?rest)
=>
(retract ?segment ?phase)
(assert (phase process-edge))
(assert (segment $?rest))
(assert (edge ?edge)))
(defrule check-edge
?phase <- (phase process-edge)
?segment <- (edge $?edge) ._
(not (predicate ?edge $?predicate))
=>
(retract ?segment-edge ?phase)
(assert (phase strip))) ._
(defrule predicate-edge
?phase <- (phase process-edge)
?segment-edge <- (edge ?edge)
(predicate ?edge $?predicate)
?partial-string <- (partial-string $?predicate-string) ..........._
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/ (retract ?partial-string ?segment-edge ?phase)
(assert (phase strip))
(assert (partial-string $?predicate-string $?predicate)))
(defrule form-strings
' ?phase <- (phase strip)
?segment <- (segment $?rest)
(test (= (length $?rest) 0))
?partial-string <- (partial-string $?predicates-string)
,+
=>
(retract ?segment ?partial-path ?partial-string ?phase)
(assert (predicate-string $?predicates-string))
(assert (phase pick)))
The ManualAugmentation Process
By replacingthe " " with ( ) and inserting an & between adjacent predicatevalue elements in the
string, each predicate-value fact can be manually solved to yield the symbolic valued input domain of its
corresponding path; e.g.,
(path a b c d ij k p)
...... (predicates-string "A < B" "A = > C" "B < C" "A < = C")
corresponds to
lIP (abcdijkp)] = (A < B)&(A < = C)&(B < C)&(A < = C)
Solving the right-hand side yields
I[P (abcdijkp)] = (A < B < C)
Example
For the sample program, the flow chart predicate information
p(b) = (A < B), p(c) = (A < = C), p(e) = (C < A), p(g) = (B < = A), p(i) = (B < C),
p(j) = (A < = C), p(1) = (C < A), p(n) = (C < = B)
is used to construct the following predicate facts:
" (deffacts predicates (predicate b "A < B")
(predicate c "A < = C") (predicate e "C < A')
(predicate g "B < = A") (predicate i "B < C")
(predicate j "A < = C") (predicate I "C < A")
(predicate n "C < = B"))
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These predicate facts are added to the path-edge facts from Step 1 and supplied as inputs .... --'_-_
The predicate-value facts generated by executing the CLIPS rules for this step are combined with
the path-edge facts from Step l to yield
(path a b c d i j k p) _
(predicates-string "A < B" "A < = C" "B < C" "A < = C")
(path a b c d i 1m p)
(predicates-string "A < B" "A < = C" "B < C" "C < = A")
(path a b c d n o p) _
(predicates-string "A < B" "A < = C" "C < = B")
(path a b e f i j k p)
(predicates-string "A < B" "C < A" "B < C.... A < = C")
(path abe filmp)
(predicates.string "A < B" "C < A" "B < C" "C < A')
(path a b e f n o p) i
(predicates-string "A < B" "C < A" "C < = B") _ii_
(path a g h i j k p) i.
(predicates-string "B < = A" "B < C" "A< = C")
(path a g h i Im p)
(predicates-string "B < A" "B < C" "C < A")
(path a g h n o p)
(predicates-string "B < = A" "C < = B") ..
Replacing the " " with ( ) and inserting an & between predicate elements, eagh predicate-value
string fact is manually solved to identify the following path input domains:
I[P(abcdijkp) ] = (A < B < C)
I[P(abcdilmp)] = null (empty)
I[P(abcdnop)] = (A < B = C)or (A < C < B)or (A = C < B)
I[P(abefijkp)] ---null (empty)
I[P(abefilmp)] = null (empty)
I[P(abefnop)] = (C < A < B)
I[P(aghijkp)] = (A = B < C)or (B < A < C)or (B < A = C)
IIP(aghilmp)] = (B < C < A)
I[P(aghnop)] = (A = B = C)or (C < A = B)or (C < B < A)
STEP 3. IDENTIFY ALL EXECUTABLE PATHS _' .....
The Problem
),
Whether a path can be executed or not depends on the satisfaction of its input domain conditions. If
its input domain is null or empty, there are no input values that can satisfy all path predicates and thus
path execution is impossible. By using the results of Step 2, the set of all possible paths can be reduced
to the set of all executable paths by discarding the paths with null (empty) input domains:(Fig. 3).
! i
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Fig. 3. Directed Binary Treeof All Executable Paths. Eliminating Branches with empty input domains
produces a directed binary tree of all executable paths.
The Expert'sHeuristics
The expert's heuristics can be summarized as follows: Delete all paths with null input domains, e.g.,
since its input domain I[P(abcdilmp)] = null, discard path P(abcdilmp).
The CLIPS Automation
I
This step is satisfied by deleting path facts with correspondingnull input domains, but it has not
been automated since it is easily accomplished manually.
The Manual Augmentation Process
All paths with corresponding null input domains are manually deleted.
Example
Removing the path-edge facts
(path a b c d i I m p)
(path a b e fij k p)
(path a b e f i 1m p)
/,
corresponding to paths
P (abcdilmp), P (abefljkp), and P (abefilmp)
yields the reduced path-edge fact set
(path a b c d i j k p)
(path a b c d n o p)
(
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(path a b e f n o p) f--_
(path ag h ij k p)
(path a g h i Im p)
(path a g h n o p)
correspondingto thepaths -_
P (abcdijkp),P (abcdnop),P (abefnop),P (aghijkp),P (aghilmp),and P (aghnop)
STEP 4. IDENTIFY ALL PATH OUTPUT DOMAINS '_
The Problem
The output domain of any particular path is the result of the sequential evaluation of all computa-
tions occurring along that path. Each path output domain O [P({i}])] can be uniquely identified by a
two-step process: (1) identify all computational elements contained in the path and (2) evaluate these
computational elements sequentially in terms of constants and global input values.
Each program computational element, c (k), can be uniquely identified by its exit edge and its sym-
bolic value; e.g, the computation c (d) = (X := 1)(for edge d to be reached, the computation replace X
with 1 must be completed).
For each path, an equation can be formulated using those computations values that lie along the
path and are evaluated in symbolic terms to yield its output domain; e.g., 0 [P (abcdijkp)] = c (d) & Jr--.
c (k) & c (9) = (X : = 1) & (Y : = 2) & (Z : = X + Y) = (Z := 3) (if path P (abcdijkp) is executed, the
output variable Z will have the value 3).
The Expert'sHeuristics
Using the computation information contained in the flow diagram, the expert first tabulates all of
the computations and identifies each by its exit edge. Next, equations are formulated and evaluated for
each path using the computations contained in that path.
The CLIPS Automation
The approach is similar to that used for the path input domain generation process. A set of
computation-value facts is generated that corresponds to the set of program path-edge facts. Each
computation-value fact will contain a string of appropriate computation-values for the corresponding ,,
path, e.g., (computation-string 'lst-computation-value' '2nd-computation-value' ... 'last-computation-
value'). The computation-value elements can be processed for symbolic evaluation to yield the corres-
ponding path output domain.
The flow diagram computation information from the program flow chart (Fig. 1) is converted into
computation facts of the form
(deffacts computations
(computation 'edge' '"value'") ,p_, \
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(computation 'edge' '"value")
/ coo
(computation'edge' '"value'"))
The rules for the computation-value element string generation process are essentially the same as
those for the predicate-value string generation process previously described, with the word "computa-
_' tion" substituted for the word "predicate."
The ManualAugmentation
"_' For each computation fact, starting with the first computation element, solve each element symboli-
cally and substitute the result into the succeeding elements as necessary until all elements have been eval-
uated. The final evaluation yields the symbolic valued output domain for the corresponding path; e.g.,
(pathabcdij k p)
(computation-string "X : = 1" "Y := 1" "Z •= X + Y")
corresponds to ..
O [P (abcdijkp)] = [(X : = 1) & (Y : = 1)& (Z := X + Y)]
Solving the right-hand side yields
O [P (abcdijkp)] = (Z := 2)
/
Example ,_
For the sample program, the flow diagram computation information
c(d) = (X := 1), c (f) = (X := 2), c (h) = (X := 3),
c(k)= (Y:= 1),c(m)= (Y:=2),c(o)= (Y:= 3),and
c(p) = (Z:=X + Y)
is used to construct the following computation facts
(deffacts computations
(computation d "X := 1")
(computation f "X := 2")
.. (computation h "X := 3")
'_ (computation k "Y := 1") _;!_
__ _
• (computation m "Y := 2") _::-_.....
(computation o "Y := 3")
(computation p "Z := X + Y"))
These facts are added to the path-edge facts from Step 3 and supplied as inputs.
The computation-value facts generated by the CLIPS rules for this step are combined with the path-
edge facts from Step 3 to yield :
f
i .'
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(pathabcdijkp) _ :.......,
(computation-string"X:= 1" "Y := 1" "Z:= ,X + Y")
(path a b c d n o p)
(computation-string"X := 1" "Y "= 3" "Z := X + Y")
(patha b e f n o p)
(computation-string"X:= 2" "Y:= 3" "Z:= X + Y") _,
(patha g h i j k p)
(computation-string"X := 3" "Y := 1" "Z := X + Y")
(path a g h i 1m p)
(computation-string"X := 3" "Y := 2" "Z := X + Y") _
(path a g h n o p)
(computation-string"X := 3" "Y := 3" "Z := X + Y")
Solving each element and substituting in subsequent elementsyield the followingpath output
domains:
0 [P abcdijkp)] = (Z := 2)
0 [P abcdnop)] = (Z := 5)
0 [P abefnop)] = (Z := 5)
0 [P aghijkp)] = (Z := 4)
0 [P aghilmp)] = (Z := 5)
0 [P aghnop)] = (Z := 6)
STEP 5. CONSTRUCT A PROGRAM TRUTH TABLE !
The Problem
A program truth table specifies the output responseby the programto a giveninput. Toproduce a
truth table for the program, the inputdomains andthe output domainsof each executablepath must be
correlated. The information necessary to perform this task is contained in the resultsof the previous
steps; e.g., the input (A < B < C) resultsin the execution of path P (abcdijkp)and producesthe output
(z = 2).
The Expert'sHeuristics
Using the results from the previous steps; construct a table of paths and their corresponding input
and output values.
.
The CLIPS Automation
Automation of this process has not been undertaken because the manual task is simple and straight-
forward, given the results available from automating the previous steps.
The facts needed are the path, predicate-value, and computation-value facts; augmenting each fact
with a path number would facilitate ease of correlation, g,,_-_
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The ManualAugmentation Process
For each executable path resulting from Step 3, select the corresponding input and output domains
fromSteps2and4, andplacetheinformationin a tabularformat.
Example
By using the information generated in Steps I, 2, and 4, the following truth table is constructed:
Path Input Domain Output Domain
i P ({i}]) I [P ({i})] O [P ({i})]
P (abcdijkp) (A < B < C) Z = 2
P (abcdnop) (A < B = C) Z = 4
(A < C < B)
(A = C < B)
P (abefnop) (C < A < B) Z = 5
P (aghijkp) (A = B < C) Z = 4
(B < A < C)
(B < A = C)
P (aghnop) (A = B = C) Z = 6
(B = C < A)
C<A=B)
(C < B < A)i
P(aghilmp) (B < C < A) Z = 5
SUMMARY
Formulating the structure and content of the facts was the key to the CLIPS automation. Once the
fact formats were defined, the path (path-edge) generation rules were developed and tested with relative
ease. The path input domain (predicate-value) generation rules seemed to pose a simpler problem; how-
ever, their development and testing actually took twice as long as the path generation rules. Since the
path output domain (computation-value) generation rules were almost identical to the input domain
generation rules, the time required for their development and testing was minimal. As stated earlier, the
facts shown were actually augmented to produce printed reports and fact database input/output file
management.
Automation of the symbolic evaluation of the predicate-value element strings and computation-
value element strings to produce the input and output domains was impeded by CLIPS limitations; e.g.,
the symbols <, =, >, -, and + are reserved as CLIPS operators. It was for this reason that the the
predicate and computation values are placed in quotes in the initial predicate and computation facts.
This problem can be alleviated in most cases by substituting non-reserved symbols; e.g., EQ for =, LT
for <, PLUS for +, etc. Unfortunately, these substitutions must be made manually or with a prepro-
cessor written in another language.
105
The automation achieved was limited to the demonstration of a proof of concept for feasibility. In o......
the current version, loops must be treated as separate programs. Much additional work needs to be
done in automating loop handling and symbolic evaluation for determining the input and output
domains. Some challenging problems have been encountered while evaluating complex inequality equa-
tions. Breaking down compound inequalities (e.g, a < = b) to their simplest elements (e.g., a < b or a
= b) and using only the < and = relations in that order, as shown in this paper, facilitate the manual ._
evaluation process. Additional work also needs to be done on correlating the facts from the individual
steps and producing the final truth table.
The prototype has been used successfully on a program containing eighteen decisions with 251 pos-
sible paths. The input facts were easily constructed, the CLIPS path-edge facts were produced quickly,
and the predicate-value string facts were manually evaluated in a short time. An experiment has been
conducted by using the prototype on a program with 72 decisions and over 80,000 possible paths. Due
to the large number of paths, the program had to be subdivided into six segments, each of which was
processed separately. Manual evaluation of all predicate-value and computation-value strings to identify
the input domains, executable paths, and output domains was not feasible; it was quickly determined,
however, that two thirds of the possible paths could not actually be executed. The inability to analyze
such a large number of paths should not be taken as a criticism of the prototype, but rather a criticism
of the program design.
Future development should involve adding the ability to handle loops directly. A preprocessor
should be developed to produce the program edge-connection, predicate; and computation facts
directly from program source code. The preprocessor would make predetermined substitutions for
CLIPS-reserved symbols in the process, removing the need for enclosing the predicate and computation
values in quotes, and facilitating the automation of the evaluation process. A postprocessor should also ,.......,
be provided to reverse the substitution process and produce the truth table in the symbols of the original
program, as is now done manually. When source code statement numbers are used in place of flow dia-
gram edges, the symbolic analysis process requires that both the entry and exit statement numbers be
supplied for identification purposes. This causes the connection, predicate, and computation facts, and
the rules that operate on them to be modified accordingly.
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1 Introduction
1.1 Fault Analysis
Traditionally fault models are usually represented by trees. Recently, digraph models _-_
have been proposed [Sack]. Digraph models closely imitate the real system dependencies
and hence are easy to develop, validate and maintain. However, they can also contain
directed cycles and analysis algorithms are hard to find. Available algorithms tend to be
complicated and slow.
On the other hand, the tree analysis [VGRH,Tayl] is well understood and rooted in vast
research effort and analytical techniques. The tree analysis algorithms are sophisticated
and orders of magnitude faster. Transformation of a digraph (cyclic) into trees [CLP,LP]
is a viable approach to blend the advantages of both the representations.
Neither the digraphs nor the trees provide the ability to handle heuristic knowledge.
An expert system, to capture the engineering knowledge, is essential.
We propose an approach here, namely, expert network analysis. We combine the di-
graph representation and tree algorithms. The models are augmented by probabilistic and
• heuristic knowledge. Clips, an expert system shell from NASA-JSC will be used to develop
a tool. The technique provides the ability to handle probabilities and heuristic knowledge.
Mixed analysis, some nodes with probalilities, is possible. The tool provides graphics in-
terface for input, query, and update. With the combined approach it is expected to be a
valuable tool in the design process as well in the capture of final design knowledge.
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...... 2 Objectives
The tool has the following specific objectives:
• Digraphs: Provide the ability to handle digraphs as well as trees.
• Knowledge Capture: Incorporate heuristic knowledge gained through experience
and reason to guide the design process for fault tolerent systems, and encode the
- final design knowledge for future analysis.
• Graphics: Provide an optional ability to input, query, and update the knowledge
graphically.
3 Expert System Approach
Network traversal techniques will be used to obtain reachability solution. Intermediate
solutions generated by previous queries could be saved to provide an incremental build up
of solutions and avoid re-computation.
3.1 Digraphs
•...... A digraph is constructed from the system schematic in a straight forward manner. For
example, consider the thrust vector control function. The schematic and the digraph are
shown in Figure 1. The crew operates the redundant TVC module to control the servo
with a feedback loop. Digraph is described by individual component models and their
interconnections. Knowledge, analytical and heuristic, is encoded into component models.
As an example of digraph consider figure 2. The digraph contains a cycle BGF. When
node A is chosen as the top event following prime implicants are generated: BC, CE, CF,
D, F, GH, BH, and EH. An acyclic digraph for top event A constructed from these terms
is shown Figure 3. Algorithms developed for tree analysis are also capable of handling such
graphs°
3.2 Expert Model
1',
Each component has a set of input ports and a set of output ports. The behaviour of
each output port is described in terms of the component state and the input ports. This
o
need not be an exact state transition description. Probabilities and heuristic knowledge
written as rulesare appropriate. Failure modes are constructed from combinations of the
state description, probabilistic, and heuristic knowledge during the procesing. The system
model, a digraph with componentl descriptions as rules, is constructed from the schematic
with the help of the persons knowledgeable about the components and their interactions.
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Figure 1: Thrust vector control (a) schematic and (b) digraph
Figure3:A cyclefreedigraph
Figure2:An Example ofcyclicdigraph fortopeventA ........."• ']
_20
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.......... 3.3 Expert Network Traversal
The system model once developed can be queried for reliability, faults, and, conditions
under which certain states can be reached. This is done by traversing the digraph and
activating each component along the way. Analogous to petri nets, each activated compo-
= nent fires its rules which in turn enables other components. Both forward and backward
reasoning can be accomplished.
" 3.4 Choice of Expert System
Clips is an expert system development tool - a rule based general purpose shell. Clips was
developed by NASA Johnson Space Center in Houston. The development of Clips was in
response to low availability of Lisp on wide variety of computers, high cost of Lisp tools,
and poor integration of Lisp based tools with other languages. Clips is written in C. It is
embodies primarily a forward chaining infernce engine based on Rete algorithm. The basic
elements of Clips are a fact list, a set of rules, initial conditions, an infernece engine that
controls the firing and decides which rule to be fired next, and any user supplied functions,
written in C or other language. The C language functions can be directly linked into Clips.
Syntax of Clips is similar to Inference Corp.' expert system tool ART. Clips is distributed
free and not copyrighted. One may freely use modify, and distribute compiled and source
code. Clips runs on a variety of machines including VAX under V'MS, Sun workstations,
..... Apple Macintosh, and IBM PC under MSDOS. Clips has been chosen for its ability to
integrate with other programs, portability, and extensibility.
4 Expert Tool
The system model is developed by the analyst. However, the rules to manipulate the model
remain common to all applications. These have to be developed only once. The major
steps in the development of the expert tool are:
• integration of Clips with fault tree analysis tools.
• integration with databases.
• rules for backward queries.
• rules for forward queries.
• option of maximum n-ton option.
• print options: selective viewing nodes and cutsets.
• handling cycles.
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(defrule backward-or-rule " _,.......
(fail ?target $?pre ?y $?post)
(F-OR ?x ?y)
=>
(if (or (member ?x $?pre) (member ?x $?post)) then
(assert (fail ?target $?pre $?post))
else ....
(assert (fail ?target $?pre ?x $?post))))
(defrule backward-and-rule
(fail ?target $?pre ?b $?post) _-
(F-AND ?a ?b ?c)
=>
(if (or (member ?a $?pre) (member ?a $?post)) then
(if (or (member ?c $?pre) (member ?c $?post)) then
(assert (fail ?target $?pre $?post))
else (assert (fail ?target $?pre ?c $?post)))
else
(if (or (member ?c $?pre) (member ?c $?post)) then
(assert (fail ?target $?pre ?a $?post))
else (assert (fail ?target $?pre ?a ?c $?post)) )))
(defrule target-to-fail-or-rule
(target ?t)
(F-OR ?x ?t)
(assert (fail ?t ?x)))
(defrule target-to-fail-and-rule
(target ?t)
(F-AND ?a ?t ?c)
(assert (fail ?t ?a ?c)))
(defrule subsume-rule
; given two sets of failure nodes, if one is proper subset
; of the other the proper subset subsumes the bigger set
?fl <- (fail ?t $?x)
?f2 <- (fail ?t $?y)
(test (and (neq ?fl ?f2) (subset $?x $?y)))
(retract ?f2))
(defrule print-failure
(fail $?x)
=>
(printout t "(fail " $?x ")" crlf))
Figure 4. Simplified Rules for Backward Query .......
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(...... • rules for heuristic knowledge capture and reasoning.
• rules for condensation of digraphs.
.... 4.1 Integration
Sophisticated fault tree analysis algorithms and tools are readily available. Clips expert
system shell could simply set up the problem and invoke such programs to solve it. Certain
knowelede about components and libraries of components, are best kept in a database and
retrieved when needed. Interfacing Clips with external procedures becomes essential as
the system models grow in size.
As the system model gets large the response time may become unreasonable. The
nodes in a cascade are condens_ together to form a single super node. In practice, chains
of nodes occur frequently and condensation offers an effective method to cope with the
increasing response time.
4.2 System Rules
Backward reasoning tries to answers questions like "what (combination of) nodes could fail
a given node?". The reasoning might also provide probabilities and remedies. A singleton
is single node that affect the target node. A doubleton is combination of two nodes that
f .... together affect the target node. Probabilities get smaller quickly as the size of the such
combinations increase. Hence, one might want to restrict such queries to n-tons with a
small n.
4.3 Example
An OR node is represented by a set of facts of the form (F- OR a b) meaning node b fails
if node a fails. An AND node is represented by the facts of the form (F - AND a b c)
meaning b fails if both a and c fail.
Figure 4 lists a simplified set of rules for backward query. Cycles in the digraph pose
no problem.
Consider the example in Figure 1. Following facts representing the digraph and the
fact to query the failure of the node servo - gimbal are entered.
"'7*,,-
(F-OR crew sw) (F-OR sw gpc)
(F-OR gpc tvcl) (F-OR gpc tvc2)
(F-OR servo-gimbal mdm) (F-AND tvcl mdm tvc2)
(F-AND tvcl servo-gimbal tvc2) (F-OR mdm gpc)
(fail servo-gimbal)
,f i
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The result of the backward query would be tuples of nodes that together would cause
the failure of the servo - girnbal. The singletons are crew, sw, gpc, rndrn. The doubleton
is (tvcl,tvcJ) as expected.
5 Conclusions
EDNA provides an cztensible and portable AI tool for fault tolerent system design and
analysis. The major benefits are
• heuristic design knowledge can be captured
• ability to handle cyclic digraphs
• use of well established tree algorithms for analysis
• previous work in tree analysis and graphics need not be discarded or repeated but
incorporated
• ability to embed other applications - user interface, databases
Not only the analyst, but the system designer of fault tolerent system can use this
tool. :.-.,
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A MIDDLE MAN APPROACH
TO KNOWLEDGE ACQUISITION IN EXPERT SYSTEMS ....----._
ABSTRACT
The Weed Control Advisor (WCA) is a robust expert system that has been
successfully implementedon anIBM AT class microcomputerin CLIPS. The goal of the
WCA was to demonstrate the feasibility of providing an economical, efficient, userfriendly -
system through which Texas rice producers could obtain expert level knowledge regarding
herbicide application for weed control. During the development phase of the WCA, an
improved knowledge acquisition method which we call the Middle Man Approach (MMA)
was applied to facilitate the communication process between the domain experts and the
knowledge engineer. The MMA served to circumvent the problems associated with the
more traditional forms of knowledge acquisition by placing the Middle Man, a semi-expert
in the problem domain with some computer expertise, at the site of system development.
The middle man was able to contribute to system development in two major ways. First,
the Middle Man had experience working in rice production and could assume many of the
responsibilities normally performed by the domain experts such as (1) explaining the
background of the problem domain and (2) determining the important relations. Second,
the Middle Man was familiar with computers and worked closely with the system
developers to (1) update the rules after the domain experts reviewed the prototype, (2)
contribute to the help menus and explanation portions of the expert system, (3) conduct the
testing that is required to insure that the expert system gives the expected results (4) answer
questions in a timely way, (5) help the knowledge engineer structure the domain
knowledge into a useable form, and (6) provide insight into the end user's profile which
helped in the development of the simple user friendly interface. The final results were not
only that both time expended and costs were greatly reduced by using the MMA, but the
quality of the system was improved. This paper will introduce the WCA system and then _-',,
discuss traditionalknowledge acquisition along with some of the problems often associated
with it, the MMA methodology, and it's application to the WCA development.
THE WCA EXPERT SYSTEM
Delivering the WCA on a micro-computerdemonstrated the feasibility of producing
a robust expert system for rice production. By robust, we mean an expert system that is
user friendly, provides reasonable solutions for a wide variety of domain specific
problems, explains why some solutions were suggested and others were not, and provides
technical information relating to the problem solution.
The WCA is a rule-based expert system written in CLIPS and integrated with user
defined C routines. CLIPS is the tool that was used to implement the rules of the expert
system because of the speed, efficiency and flexibility it provides on a IBM AT class
machine. The user interface was implemented with a simple menu system to obtain the
user's input and display the WCA's suggestions and explanations. During program
execution, the problem description is entered in the form of facts which interact with rules
to produce a candidate set of preliminary solutions. Then, rules which comprise constraint
sets are applied to the candidate set to produce evaluations. Finally, the evaluations are
processed and a solution (or set of solutions) is displayed for the user along with
explanations and general information. The user may try a new scenario by backing up to
any of the input screens and revising segmentsof the original input.
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Need for the WCA
/....... Weedcontrolinriceisessentialto productivericemanagement.Ignoringweed
problems can lead to six categories of loss: yield loss, grain quality loss, land value
decline, increased harvesting costs, additionalherbicide costs, and the cost of extra land
preparationand cultivation. The weed control problem is complex, and rice farmers
usually look for solutionsfrom two types of informationsources. One is in writtenform,
such as those published by the Texas Agricultural Experiment Station or the Texas
= AgriculturalExtension Service, industrialcommunications(factsheets, bulletins) andlarger
research and academic texts. The other is verbal communication in the form of
conversationwith county and state extension personnel,university faculty and scientists,
private consultants, other producers and industryrepresentatives. The written form is
-_' easier to access, but it is considerably more difficult for the producer to extract the
necessary information from the potentially cumbersome amount of material available. The
latter provides more dynamic idea exchange and problem solving but is limited by the
availability of informed individuals with which a rice producer can communicate.
The WCA was developed to bring this information to the rice producer in a more
convenient form that could be easily accessed. Figure 1 illustrates the WCA Concept.
With a user friendly environment the producer can obtain critical information within
minutes along with explanations for why a particular herbicide was chosen and what
alternative methods of control are possible. The farmer can also execute alternative
scenarios based on different criteria to produce different results.
Many important factors are taken into account when making decisions concerning
herbicide application. The following are included in the design of the WCA. Weed
species, growth stage, and size influenced herbicide effectiveness. Rice growth stage,
.... size, production stage, and water management methods established a time period which
determined the preliminary list of herbicides. Herbicide history had an impact on the legal
application rates of some herbicides. Other environmental factors that affected weed
management decisions were rainfall possibilities, soil moisture, soil fertility, temperature,
rice stress, presence of organic matter, days to harvest, rice variety, insecticide application,
and the probability of herbicide injury to flee. Weed control decisions are even more
complicated due to the variety of herbicides available to choose from. Also, future
implications on land preparation resulting from a weed control management policy had to
be considered.
TRADITIONAL KNOWLEDGE ACQUISITION METHOD
A typical expert system development team is comprised of a knowledge engineer
and domain experts. The domain experts provide the knowledge and evaluate the expert
system's performance. The knowledge engineer determines the methodology with which
to implement the domain expert's knowledge.
Phases in the Traditional Knowledge Acquisition Cycle
There are several steps to accomplishing the process of knowledge acquisition. In
the beginning of expert system development, the knowledge engineer needs to acquire a
basic understanding of the domain knowledge, usually accomplished by reviewing the
literature and becoming familiar with the terminology. Next, a series of interviews with the
domain experts are held to identify threshold values and extract the expert's thought
/'
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processes. Third, the knowledge engineermodels the domain experts' reasoning processes
used to arrive at a decision, and builds a procedural or rule based prototype as a tool to ......-_
communicate with the domain experts. Finally, the domain experts review the prototype
and make re,commendations that are recorded and the whole cycle begins again.
Figure 2 illustrates the knowledge acquisition process. As the diagram shows,
implementation of the domain experts' recommendations may require more interviews with
the domain experts in order to access the necessary information required to begin the next
stage of prototype development. Validation of the prototype by the domain experts is a
critical factor in checking the credibility of the expert system. The domain experts test the
prototype and evaluate its performance. During the prototype demonstration, the domain
experts identify necessary changes or improvements needed. This process can continue
until the domain experts are satisfied that the expert system mimics the decisions made for a
given situation. When the performance of the expert system satisfies the domain experts, it
is delivered to the end user as a beta test version. During field testing, the end user
evaluates and identifies necessary changes or improvements and the knowledge engineer
continues to maintain and enhance the system.
Problems With Traditional Knowledge Acquisition
One problem occurs when the domain experts do not have the time to explain all the
terminology and reasoning connected with decision making in the problem domain.
Frustration can build between the domain experts and the knowledge engineer as a result of
these communication problems. Incorrect modeling approaches may emerge when
communication with the domain experts is infrequent or difficult to schedule. A second
problem is that the knowledge engineer may not fully understand the end user profile and
may create a user interface that does not display results in a usable form or an appropriate
sequence. The user interface may be too difficult to master quickly or menu explanations _'_
may be overly simplified or too complex to meet the user's needs.
Problems With Knowledge Acquisition in the WCA
Two experts, Dr. A.D. Klosterboer and Dr. E.F. Eastin of the Texas A&M
University (TAMU) Agricultural Research and Extension Center at Beaumont, Texas,
provided the domain information for the WCA. Aside from their research, they are
consultants to rice producers, attend conferences, document research results, and provide
other tasks and services. Consequently, their schedules provided little time for the
knowledge acquisition task. Since the domain experts did not live or work near the site of
expert system development, the distance made communication even more difficult. During
the development phase of the WCA the MMA was applied to facilitate the communication
process between the domain experts and the knowledge engineer.
THE MIDDLE MAN APPROACH _.
The MMA was implemented in the WCA project by C. R. "Rusty" Smith, a masters
student in the Department of Agricultural Economics at TAMU. Mr. Smith had several
years of experience in rice production and he worked closely with the knowledge engineer.
In this case, the Middle Man had substantial knowledge about the problem domain and
some computer programming skills, so he could serve as a bridge between the domain
experts and the knowledge engineer.
l
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Tasks and Responsibilities of the Middle Man
S-_ Initially the Middle Man plays the .part of the domain expert and provides
backgroundinformationto the knowledgeengineer on the basic structureof the reasoning
used by the domainexperts. Occasionally,the Middle Manplays the partof the knowledge
engineer to acquiredetailed information from the domainexperts. Since the Middle Man
has sufficient knowledge about the domain, it is much easier for him to understand the
__ logic behind the expert'sreasoning.
The Middle Man takes the information available on the problem domain and
compiles it into a usable form so thatthe knowledge engineercan build aprototype. Figure
3 illustrates the MMA as it applies to the knowledge acquisition process. The presence of
_' the Middle Man reduces the number of cycles needed for system development because it
bypasses the numerous communications required between the domain experts and the
knowledge engineer.
A Middle Man who has had some exposure to computer programming, as well as
the problem domain, can help the knowledge engineer build the explanation portions of the
help menus. The Middle Man can update the expert system rules after the expert's have
evaluated the prototype and can incorporate the expert's suggestions for enhancing the
system. The Middle Man can do the extensive testing that is required to verify the system.
The Middle Man also provides valuable information about the end user profile to help the
knowledge engineer build a useful user interface.
Middle Man Approach to Knowledge Acquisition in the WCA
The domain experts provideda list of the weed varietiesand herbicidecompounds,
successful strategies, and herbicide effectiveness vs. weed size and species to the
knowledge engineer. The Middle Man then createdtableswith the information and filled in
the rest of the input requirementssuch as weed growth stage, weed size, rice growth stage,
rice size and water management methods. The Middle Man also provided explanations for
the relationship between the rice growth stage, water management method and the rice
production stage. Based on these factors, the Middle Man came up with a list of
preliminary herbicideswith about 20 possible combinations. The Middle Man determined
the environmental constraints used to select the appropriate herbicides and knew the
difference between residual herbicidesand contact herbicidesand how they work. Finally,
the initial prototypewas demonstrated to the domain experts, changes wererecommended
by the domain experts to the Middle Man, and the knowledge engineer updated the program
to work as the domain experts had expected.
SUMMARY
The WCA is a robust farm-level expert system that has been successfully
,,- implemented on an IBM AT class microcomputer andhas proven to be an efficient and user
friendly tool that the rice farmer can consult for his weed problems. The WCA was
developed to give Texas rice farmers access to expert knowledge regarding weed control
for rice production management through a low cost and convenient vehicle.
\
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During the development phase of the WCA an improved knowledge acquisition
method called the MMA was applied to facilitate the communication process between the
domain experts and the knowledge engineer. Problems that developed while building early
/[
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prototypes of the WCA system weredue in part to the time constraints experiencedby the
domain experts. The interview process was difficult to schedule and progress on system .....
development was slow. The MMA served to circumvent the problemsassociated with the '
more traditional forms of knowledge acquisition by putting the Middle Man, a semi-expert
with some computer expertise, at the site of system development.
With the MMA, the Middle Man performed two main functions that facilitated the
development of the expert system. First, the Middle Man was able to take the expert's __
place in many instances by giving the knowledge engineer the necessary background on the
problem domain. The Middle Man knew what was relevant information to the problem
domain and where to find that information. The Middle Man was available to answer
questions by the knowledge engineer in a timely way when the domain experts had other ,.....
commitments, and therefor, the project schedule was maintained.
Second, the Middle Man played the part of the knowledge engineer by determining
the important relations in the problem domain and helping the knowledgeengineer structure
the domain knowledge in a useable form. The Middle Man updated the rules after the
domain experts reviewed the prototype. The Middle Man contributed to the help menus
andexplanation portions of the expert system and was able to do the testing that is required
to insure that the expert system gives the results expected by the domain experts. Finally,
the Middle Man provided insight into the end user's profile which helped in the
development of the simple user friendly interface. The final results were not only.that both
time expended and costs were greatly reduced, but the quality of the system was improved
using the MMA.
I
136
InformationSources
for Weed ControlSolutions
WRITTEN FORM
• Publications
Texas Agricultural Experiment Station
Texas Agricultural Extension Service
• Industrial Communications
Fact Sheets & Bullelins
_1- ./1_ * Larger Texts-_ _ Research & AcademicFarmer VERBAL COMMUNICATION
• Extension Personnel
County & State
• University Personnel
Faculty & Scientists
• Private Consultants
• Industry Representatives
• OtherFarmers
figure1
TRADITIONAL KNOWLEDGE ACQUISITION
KNOWLEDGEACQUISITION ___ PROTOTYPE _..1_ EXPERT'S {RECOMMENDATIONSI ,,.
figure 2
THE MIDDLE MAN APPROACH
KNOWLEDGE [__. Limited CommunicationENGIN ER _ {DOMAIN[ExPERT
MIDDLE ]MANCommunication Communication
figure 3
138
A3 Session:
Network Applications
I
139
JESNET EXPERT ASSISTANT ........'
ROGERF.HANSEN _
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Houston, TX 77258
ABSTRACT
The Johnson Space Center Engineering and Science Network (JESNET)
supports the JSC Engineering and Space and Life Sciences
Directorates by providing a network of interconnected ETHERNETS ,_--_,
with a wide diversity of processing and routing nodes throughout the
Johnson Space Center and off-site contractor locations. The JESNET
provides the primary method of communication between the various
computers that support the Directorates. Lockheed Engineering and
Sciences Co. (LESC) is tasked with the operation and maintenance of
certain primary portions of this network.
Since maintenance of this network depends on the timely
identification and subsequent repair of problems on the network, the
decision was made to develop a JESNET Expert Assistant (JEA) to
assist LESC personnel in the operation and maintenance of the
JESNET. The JEA is being implemented in CLIPS, DEC Graphical
Kernal System (GKS)TM and C on a DEC MicroVAXTM with VMSTM.
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INTRODUCTION .....-_"
The Johnson Space Center Engineering and Science Network (JESNET)
supports the JSC Engineering and Space Life Sciences Directorates
by providing a network of interconnected ETHERNETS with a wide _
variety of processing and routing nodes throughout the center and
off-site contractor locations. It also provides access to various
gateways and bridges that link JSC to several intercenter and world ,,,
wide communications networks (SPAN, CSNET, ARPANET), plus
providing communication with the JSC administrative network
(IBM/PROFS)TM.
Lockheed Engineering and Sciences Co. (LESC) is tasked with the
operation and maintenance of certain primary portions of .this
network. As the operator of this network, it is vital that LESC
personnel provide timely configuration management information and
fault determination, isolation and repair. Since critical skills are in
limited supply, new ways to augment these skills must be
constantly sought.
THE PROBLEM ___
There are two problems inherent in operating and maintaining the
type of network under discussion: network configuration
management and network fault detection, isolation and repair. Each
will be discussed separately.
1. Configuration Management
Any network reconfiguration proposal is driven by network
constraints; these are:
a. Naming Constraints A new address and node name
consistent with the existing network must be developed.
b. ETHERNET Constraints - The existing ETHERNET must be _
examined to determine if a new tap can be placed or if it needs to be
extended, what length of new cable and what type of connections are
required.
c. Physical Constraints - Where to place the new taps and ,.....
where to place the new ETHERNET extensions must be determined.
t
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2. Fault Detection, Isolation and Repair
Normally, the detection of a fault depends upon a user of the
network to report the anomaly (typically, a node is not reachable).
_ Once the network manager has been notified that a network fault
may exist, he must then proceed through a series of diagnostic steps
to determine if a problem really exists, e.g., a node may not be
i reachable because it has been purposely taken off-line for some
normal reason. If a network problem is indicated, it must then be
isolated and repaired as required.
THESOLUTION
It was obvious from the beginning of the project that the solution
lent itself to a rule-based system. Since the diagnostic hardware
was a DEC VAX and the diagnostic software was implemented on the
VAX it was imperative that the expert system shell used to
implement the rules could be installed on the VAX.
After a short search, C Language Integrated Production System
(CLIPS) was chosen as the implementing expert system sl_ell. CLIPS
was chosen for a number of reasons:
- CLIPS could be implemented on any system with a C
compiler, i.e. VAX.
- It was available at low cost.
- The authors had previous experience with CLIPS in a PC
environment (see the paper "System Control Module
Diagnostic Expert Assistant") and therefore knew that
CLIPS was easily integrated with external systems and
J-_ was capable of accessing both internal and external data
bases.
The choice of CLIPS subsequently proved to be extremely fortunate
_/_ for reasons that will be discussed later.
A copy of CLIPS was ported to the VAX, all C source files were
compiled and linked to form the executable CLIPS file. With CLIPS
......... now operational on the VAX, development of the JESNET Expert
Assistant could proceed.
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METHODOLOGY
The system development philosophy used a modified rapid
prototyping methodology where a series of prototypes are developed ,_
and delivered to the requestor. Feedback from the experts and users
at each prototype stage results in more efficient evolvement of
system requirements. This approach also greatly facilitates the .r_
knowledge acquisition task and provides a working system for
operational evaluation.
The CLIPS environment is ideal for this approach. It enables the
developer to demonstrate the latest version of the rules to the user
at every stage of development. This encourages user participation in
the evaluation and refinement of the rules and leads to a far more
useful system.
CLIPS also allows the knowledge engineer to demonstrate his
interpretation of the knowledge gleaned from the expert in the form
of a working system. This enables the expert to provide a timely
evaluation of the knowledge capture process and recommend /_-_
improvements at every stage of development.
RESULTS
As was noted previously, the JESNET Expert Assistant has two
distinct parts: (1) a Configuration Expert Assistant, and (2) a
Diagnostic Expert Assistant. The decision was made to make them
accessible from the same program even though they are separate
functionally, since they could then s'hare a common data base.
1. Configuration Expert Assistant (CEA)
When reconfiguration assistance is requested, the subsystem
accesses the configuration files and the common data area to
establish the current network configuration. Once the current
configuration is established, the CEA then requests the user to input
the desired configuration change. Changes are restricted to adding a
node or extending an ETHERNET. After the network change is input,
the CEA accesses the network constraints knowledge base to
determine the required equipment to be added and check all network
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..... constraints. If the requested change can be made, the CEA
recommends a plan for accomplishing the reconfiguration.
Initially, the CEA was developed as an interactive, text driven
system. Later phases included the development of a graphical
-_ capability which produces a drawing of the network on a graphics
capable terminal and uses an interactive window for discourse with
the user. How this was accomplished will be covered in the
_J following discussion of the Diagnostic Expert Assistant.
2. Diagnostic Expert Assistant (DEA)
Phase 1 of the DEA consisted of rules which addressed each element
of the network links (routers, bridges, gateways, etc.) as separate
entities. CLIPS capability to access external data bases and the
CLIPS "system" function proved to be the keys to determining the
status of each element under scrutiny.
Phase 2 automatically queried the network to determine the current
status of the node under scrutiny, parsed the response, took
appropriate actions to determine the cause of the problem, and
.... passed this information to the user along with a recommended
remedial action. All of these diagnostic steps were undertaken
automatically with no action required from the user. Almost all of
the rules were reduced to their generic form, thus removing as much
of the individual type-of-node code as possible. Also, the rules
were redesigned to depend upon the knowledge base to provide
information necessary to diagnose the problem, thus insuring that
changes and additions to the JESNET configuration were easily
integrated.
Phase 3 introduced a new graphics capability for the JEA. This
capability, which required integration of CLIPS code and DEC's
..... Graphical Kernal System (GKS), used CLIPS ability to integrate with
external languages and functions. CLIPS main driver was modified
using C and GKS to provide the graphics necessary to support the
Phase 3 prototype. Phase 3 draws a full screen color representation.
_ of the JESNET configuration and then uses the drawing to illustrate
either the CEA or DEA reasoning process visually. Any interaction
between the JEA and the user is accomplished via a communication
window within the graphical representation.
t'
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CONCLUSION
CLIPS capabilities and adaptability made the development of the
JESNET Expert Assistant possible. Its ability to communicate with =::
both internal and external data bases enables the use of
configuration files and common data bases to simplify the rules and
ease maintenance. CLIPS "system" function allowed the rules to use _
the full capabilities of the operating system and the network
diagnostic software implemented on the VAX. Also, CLIPS ability to
allow the inclusion of external routines in its code facilitated the
development of graphics displays for the JEA. Finally, the CLIPS
function "rules-to-C" made possible the development of an easily
executed JEA module. ,ii
Using CLIPS and proven knowledge engineering techniques has
provided LESC with a superior tool with which to perform its tasks
of operation and maintenance of the Johnson Space Center
Engineering and Science Network.
, r. ,,
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The Network Management Expert System Prototype
For
Sun Workstations
Albert Leigh
McDonnell Douglas Space Systems Company
Houston, Texas
Networking has become one of the fastest growing areas in the computer
industry. The emergence of distributed workstations make networking more
popular because they need to have connectivity between themselves as well as
with other computer systems to share information and system resources.
Making the networks more efficient and expandable by selecting network
services and devices that fit to one's need is vital to achieve reliability and fast
throughput. Networks are dynamically changing and growing at a rate that
r outpaces the availablehuman resources. Therefore, there is a need to multiply
the expertise rapidly rather than employing more network managers. In
addition, setting up and maintaining networks by following the manuals can
be tedious and cumbersome even for an experienced network manager. This
prototype expert system was developed to experiment on Sun Workstations to
assist system and network managers in selecting and configurating network
services.
f,,
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1. Introduction
Networking has become one of the fastest growing areas in the computer industry. The
emergenceof personalcomputers(PC)and workstationsmake networkingmore popular because
they need to have connectivitywithin themselvesas well as with other computer systems to
exchangeinformation.Constructingand maintainingthese networksbecomes a major chore for
system and network managerswho are responsiblefor administeringcomputer systems. Most
of the networks are dynamicallychangingand growing. Therefore, makingthe networksmore
efficientand expandableby selectingthe network servicesand devicesthat fit to one's need is
vital to achieve reliabilityand fast throughput.
Networking plays a major role in UNIX operatingsystems becauseUNIX is available from _-_
PC's with the Intel 80286 processors and distributed workstations to supercomputers.
Configurationof these machines depend on individual site requirements. Some installations
have high capacitydiskdriveson each node and some have centralizedfileserversto serve nodes
with smallerdisks or disklessnodes. In the distributedenvironment,sharable softwarepackages
and hardwaredevices such as desktoppublishingsoftware,high-qualitylaser printers,compilers,
and on-line manuals do not need to be installed redundantly by sharing the mass-storage media.
The user home directoriescan be configuredon fileserversso that personalfilescan be accessed
from the machines on the network. There are variety of network services availableon UNIX
systems for Local Area Networks (LAN) and Wide Area Networks (WAN). ALAN is a
networkthat transmits a large amountof data at high speeds over limited distances. A WAN
network can basically span all over the world via phone lines and transmits data at lower -
speeds. LANsoften needto communicatewith other LANsat anotherlocationvia a WAN.
This prototypeproject, Network ManagementExpert System(NETMES),emphasizesLAN and
WAN services available on the Sun Workstation. Sun Workstationsoffer the BerkeleyUNIX ,_i_
operating system, open systems networkingarchitecture,powerfulRISC (SPARC)architecture,
and attractivecost. This expert systemprovidesassistanceto system administrators,who are the
intendedusers, in selecting and configuringnetworkservices on Sun Workstations. The users .
shouldhave some backgroundin UNIX systemadministrationsand networkingconceptsto fully
understand the advices and instructions that the expert system delivers. It also features
explanationfacility that basicallyallowsusers to querywhy the systemgives a certainadviceor
an action.
t
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S .... The expertsystemprovidesa menudrivenuserinterfaceto guide the user throughthe systempromptsrequiredto select andconfigurenetworkservices. When adviceis given, the expert
systempromptsthe userwitha submenuto continueto nextstep,ask forexplanations,go back
to the mainmenu,or exitto the CLIPSprompt.All rulesare coded in CLIPS. Theexplanation
facilitatesto answer'why' typeof questionsto explainwhya particularulesis fired.Thedetail
descriptionof the programis describedin section4.
:" 2. Statementof the problem
2.1 Descriptionof the problemdomain
Setting up and managingthe networkon UNIXoperating systemsby followingthe manualsand
without a friendlygraphicaluser-interface(GUI)can be very tedious. Manycompaniesspenda
great deal of time and money sending their personnelto computer trainingschools or buying
installation services from the computer vendors._iThere are only a handful of system
administration and network management softwarepackages available on the market today.
These softwarepackagescost at least severalthousanddollars. The softwarevendorsclaim that
theydo not have much competitionin this market.
The NETMES expert system will assist systemmanagers in selectingand configuringnetwork
services. However,the user should havesome backgroundin UNIX systemadministrationsand
networkingconceptsbecause the expert system has no magic and it will not replace the human
expert. The expert system emphasizeson Sun Workstationsto restrictandsimplifythe problem
domain. There are a variety of UNIX systemssuch as AT&T SystemV, BerkeleyUNIX,HP-
UX, and DEC's Ultrix. Each version may have different ways of managing the system and
differentsets of networkingservices. Even whenthey employthe same networkservices, some
systemshave differentsystemconfigurationfiles.
Out of all the networkservicesavailableon the SunWorkstations,only the servicesmostlyused
are selected as the rules for the NETMESsystem. The expert system is implementedin CLIPS
and it applies forward-chainingstrategy providedby the CLIPSinferenceengine. This expert
system can be considered quite shallow because it does not provide much reasonings or
explanations. These deficiencies will be improved as prospects for future work as well as
expandingthe expert system. The featuresof the NETMESincludenetwork servicesselection,
local area network services such as Network Filesystem, Yellow Page database management,
and configuringa wide area network.
The network servicesselectionfeaturegives advice to _i administratorsas to why they need to
have certain network services and how these services•willease the networkmanagementjob.
The Network Filesystem (NFS) enables machines to share file systems, also known as disk
' partitions, across a network utilizing Remote Procedure Call (RPC) services, DOD's
Transmission Control ProtocolBnterfaceProtocol (TCP/IP), and ethernet. These low level
services are completelytransparentto users and they seenetwork file systems as if they are
local disk drives. NFS actually enables heterogeneousoperatingsystemssuch as variations of
UNIX,DOSand Digital EquipmentCorporation'sVMSto:sharethe mass storage. This project,
f .,
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however, focuseson Sun OS, whichis a derivativeof the BerkeleyUNIX operatingsystem,as
mentionedbefore.
The YellowPages (YP) is Sun Microsystems'distributednetworklookupservice. It maintains
a set of files suchas passwordinformation,groupinformationand host tablefiles thatmachines _
can query as they would in a database. These files are knownas YP maps. All YP maps are
fully replicated on several systems knownas YP servers,each of which runs a serverprocess
for the maps. There are two kinds of YP servers: a YP master server and a YP slave server.
The master server updates the mapsof the slave servers. The YP clients run processes that
request data from maps on these machines. YP clients do not care which server is the master,
since all YP servers should have the same information. The distinctionbetweenmaster and
slave server only applies to wherethe YP file updatesare made. The YP filesshouldalwaysbe
modifiedon the master server and modificationsare propagatedto the slave servers to prevent
chaos if there are duplicate sets of systemfiles such as password file on the network. It also
ensuresconsistencyof the user and systeminformation.
The aforementionedservices are strictly for a local area network.The last feature is how to
configurea wide area network. All UNIX systemsprovide a service called UUCP, UNIX-to-
UNIX-Copy. UUCP allows systemsto communicatewith each other using either diai-up or
hardwired communication lines. Once a UUCP line is available, systems can also run
commandson remote machines. The physical connectioncan be used by the Kermitprograms
to communicate with UNIX and other systems including PC's. Of course, this wide area
networkdoesnot provide a real-timedata transfer unlikethe high-speedlocal area network.
2.2 Appropriate domains for NETMES
A few questions are raised before building this expert system to see whether the problem
domain is appropriate for an expert system. They are as follows:
• Can the problemcan be solvedeffectivelyby conventionalprogramming?
The problemcan be solvedby conventionalprogrammingbut perhapsnot very effectively. The
problemis very complexand only partial tools can be built easilyusing a procedurallanguage.
However, when the rules change, as they always do because the network grows or a new
operating release require changes, the code has to be modifiedextensively to adapt to those
changes. This is probably not feasible or desirable. If it were developedin an expert system
language, only the rules that are changedneed be modifiedand leave the logic alone to the _
inferenceengine. Consequently,the expert systemprovidesmore flexibility.
• Is the domainwell-bounded?
The problem domain is well-boundedbecause the availabilityof network servicesor the ways
of managing the network is well definedand finite. A dilemmais that there are variationsof
UNIX are each system has its own "standards" but is avoided by emphasizing on Sun
Workstationsand the problemdomainis well definedwithinthe scopeof the Sun OS.
f
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/ ..... • Is therea needanddesireforan expertsystem?
This questionmust be answered with a definite 'yes' because network experts are very
demandingon the job markettodayand there are not too many expertsystemscommercially
available for configuringnetworkservices. Expertiseare available from only a handful of
people who are specially trainedat computervendor'strainingschools or who have a prior
_ experienceand a thoroughknowledgeon the subject. The informationis also availablefrom
systemmanualsbut they arehardto understandand needto be filteredout.
-_ • Can the expert explain the knowledge so that it is understandableby the knowledge
engineer?.
The knowledgeacquisition is not very difficultbecause the knowledgeengineer himself has
some experience setting up the networks and is extremely familiar with UNIX system
administrations. It is certainlyunderstandable.
• Is the problem-solvingknowledgemainlyheuristicand uncertain?
A portionof the problem-solvingis heuristicbut the majorityof the rules are certain and well-
definedbecause there are a set of system configurationfiles that need be altered and a set of
system commandsthat need be issued. The heuristicpartappears in the networkselection and
tutorialsections.
3. Overviewof the approachto NETMES
The problemis identifiedas a needin the networkingcommunitybecause thereis no systematic
way of setting up and managingnetworksat the local computingfacilities. The problem was
first analyzed to meet certain criteria such as feasibility and rapid prototyping. Before
implementing the prototype, the problem domain analyzed is to focus on UNIX system
administrationin general.Becauseof the time constraint,it is realistic to concentrateonly on a
portionof the chosendomain. As a result, the problemdomain is reducedto networkingamong
UNIX systems but again it remains rather complex because there is no standard on UNIX
systems. After careful consideration,Sun Workstationsare selected because they rely on
networkingconcepts and some of them are diskless workstations. These diskless machines
dependon host machineswhichhavemass-storageperipherals.
S',
Once the problemwas selected,a brief researchwas done by reading systemmanuals to see
which usefulrules can be extractedout of the lengthyvolumes. Then, a setof networkservices
that are heavily used are selected as rule-basedinformation. The firstversionof the prototype -
was written in abouteight hours in order to show how the expert system can fire certain rules\
and was demonstratedto my colleagues. It featuresa menu and a set of queriesabout selecting
networkservices. The remainingrules are then collectedby interviewingthe expert,recalling
from my experience,and reviewingthe system manuals. Most of the rules about YP services
are obtained from the networkexpert. The rules are translatedto if-then formand the rest of
the rules are implementedin CLIPS.
S .......
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The review of related papers also provides some hints and clues about building the expert "............,
system in general such as knowledgeacquisition,selectingproblemdomain, and planning the
network. One of the articles is writtenby people who have helped build many expert systems
for school projects and commercial ventures. Their article was about lessons learned from
buildingexpert systems. After completionof the NETMESsystem,it is testedby threesystem
administratorsand they are impressedwith the advices and suggest that the system should be ....
expandedto serve the entire systemadministrationtask.
4. Detailed description of the program
The NETMES expert system is designed such that it facilitatesa user-friendlyinterface with
menus,queries, and explanations.Thereare three menus:mainmenu, YP menu,andNFS menu.
The main menu allows the user to select the available services such as 'advice' (Network
Services Selection Advisor), 'YP' (YellowPage Database Lookup Services), 'NFS' (Network
Filesystem),and 'exit' (Exit to CLIPS). These menu selectionsmust be entered as they appear
on the screenand theyare case-sensitive.
The first menu selection 'advice' leads to a set of queries to see what kind of network
capabilities the user wishes to facilitate and then the system advices the appropriate network
services that should be implemented. Each time a rule gets fired, a NETMES submenu is
prompted as the following example .... _.,
+++ NETMESsubshellmenu+++
Enter '(w)hy', '(m)ain', '(q)uit' or '(c)ontinue' ->
The first choice 'why' is the explanation facility. It can be selected with either the first
characteror the entire word. This explainswhy the user receives the fired-rule,a suggestionin
this case.Reasonsare thenassertedby the same rule in the followingformat:
(assert (reason [explanation is inserted here]))
The explanation facility picks up this fact by matching the pattern 'reason' and allows the user
to view iL More than one reason can be asserted and the explanation facility loops through 7
them until reasons depleted.
The second selection 'main' takes the user back to the main menu without going through the
rest of the rules that are waiting to be fired. The third selection 'quit' allows the user to
completely exits out to the CLIPS shell and clear the agenda. The last choice 'continue' simply
allows the user to proceed without receiving any explanation. This sub-shell menu is always
prompted upon firing a rule.
152
, ....... The YP menupermitsthe userto receivea brief tutorialaboutthe YPservicesanddefinitions.
The threemenuselections,appearedbelow the tutorialon the screen,allowthe userto set up a
masterserver,a slave serveranda YP client. One of these menuselectionslead the user to a
setof queries,similarto the 'advice'fromthe mainmenu,whicharenecessaryinputdatato set
up YPservices. The last menuselectionallowsthe userto returnto the main menu. The user
is instructedto enterthe firstwordof a menuentryto makethe selection. Whena rule is fired,
_ the userreceivesthe sub-shellmenumentionedaboveto take a desiredaction.
The NFS menu is very muchsimilar to the YP menuexcept, of course, it permits the user to
select one of the NFS services. It also featuresa tutorialfacilityso that the usercan familiarize
himself with NFS terminology. Sometimes,the expert system informsthe user that a system
commandwill be initiatedbut actually it does not spawnany commandbecause the system is
required to run on DOS for grading purpose. Eventually, the system will be corrected to
performreal commandson a Sun Workstation. Someuser answers can result in failure and the
system would display that an error condition occurs. This error facility is tied into the
explanationso that the systemcan explainwhy the error is flagged.
Finally, there is a WideArea Network (WAN)facilitywhichallowsthe user to set up a generic
UNIX communication programcalled UUCP and Kermit lines. These facilities enable the
systemsto communicatewith remote systemsas far as such locationsoverseas. Upon selecting
the 'wan' from the main menu, the user is simply prompted with two questionswhether he
wishes to set up UUCP and/or Kermit. Then, appropriatequestions are asked for selected
servicesto proceed. Again,the explanationfacilitycomes in wheneach rule gets fired.
This expert system is designedto be brought up easily. All the user needs to do is to bring up
CLIPS, load the program,reset for the initial-fact to be on the agenda, and then execute the
program. Lower-case letters are recommended to select menu picks and answer queries
although'y' and 'n' type of responsesare not case-sensitive.
5. Conclusion
The prototypesystem gives advicebut it does not isstie systemcommandsto physicallyedit the
system filesor start up daemonprocessesas it says. This expert system should help the system
administratorsand networkmanagersconfigurethe network services. The lessons learnedfrom
workingon this project are lengthy and extremelyvaluable. The system can be used in real/ _.
worldonly to a certain extentbecauseof the systemis simplifieddue to the time constraint. It
can definitely be expanded to facilitate network diagnosing capability and to have a better
explanation facility. The character oriented user-interfaceshould be replaced with a generic
graphical user-interfacesuch as the X-WindowSystem to make the system more meaningful
'_ and friendlier. Eventually, the expert systemshouldbe genericso that it can be used for all
types of UNIX operating systems. This will take some time because the proposedPOSIX, a
standardization of UNIX by ANSI, is yet to be accepted and implemented by computer
manufacturers.
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Using CLIPS in a Distributed System
The Network Control Center (NCC) Expert System
;
Tom Wannemacher
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Wright-Patterson Air Force Base, Ohio
Abstract
This paper describes an intelligent troubleshooting system
for the Help Desk domain. It was developed on an IBM-compatible
80285 PC using Microsoft C and CLIPS and an AT&T 3B2 minicomputer
using the UNIFY database and a combination of shell script, C
programs and SQL queries. The two computers are linked by a fan.
The functions of this system are to help non-technical NCC personnel
handle trouble calls, to keep a log of problem calls with complete,
concise information, and to keep a historical database of problems.
The database helps identify hardware and software problem areas and
provides a source of new rules for the troubleshooting knowledge
base.
Introduction
The Network Control Center (NCC) will be a central contact
point for all problems encountered by our users. It will not be
necessary for everybody to keep a list of office symbols, telephone
numbers, and systems in case of trouble. They will call one central
office which will take care of logging problems, determining who is
responsible for them, and calling them in.
Our system is composed of many different pieces of hardware and
software. Any system with this many moving parts will be difficult
to maintain. Difficulties will include the following:
In our environment, one major problem for the users will be in
knowing who to call for which problem,
Another will be identifying exactly where and what the problem
is. The tendency will be for users to call whoever they know who
might be able to solve the problem. The result will be constant
interruptions for people involved in the system.
A further problem, related to the above two, is caused by the
fact that our system will not be entirely maintained in-house. Many
of the critical functions will be out of our control in other
organizations. If we are not able to identify problems succinctly
and correctly, finger pointing will replace troubleshooting.
/
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I. Purpose of NCC Expert System.
The NCC personnel can perhaps get along with a set of
checklists and phone numbers and a log book in which they can write ......_
descriptions of problems when users call in. If we take that
approach though, much of the information will be unusable and a lot
will fall between the cracks. If as much as possible is automated,
our NCC personnel will be able to give quicker and more effective
response to users' problems. An additional benefit of the Expert
System approach is that, with proper maintenance, the system will -
improve with use.
II. System Configuration.
This system is distributed between PCs and an AT&T 3B2
minicomputer. Either component can perform its functions without
the other.
A. PC Component.
The critical parts of the NCC system, the software to log
problems and the expert troubleshooter, are hosted on one or more
PCs. This way, the NCC can respond as normal to user calls under
all circumstances, no matter which components of the production
system are down.
B. Minicomputer Component. ......._
The historical log, tracking information and the associated
query and reporting software are hosted on an AT&T 3B2. A menu
driven system handles normal queries and reports.
III. Execution.
To execute the floppy disk based version of the NCC system,
insert the floppy in drive A: and proceed as follows:
A o Load the system:
A:
NCC
While the system is loading and initializing, a variety of
messages are displayed on the screen. The names of the rules of the
latest knowledge bases will be displayed on the screen as they are
compiled. Finally, the system menu will be displayed.
Use only lowercase when entering commands. CLIPS will not
understand if you enter uppercase. If somewhere along the line you
inadvertantly enter an uppercase or somehow throw yourself out of
the menu system, simply enter '(restart)', with the parentheses but ......
without the apostrophes, to get going again.
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B. NCC commands:
'up' causes a rule to kick off that will prompt you for the
name of the system component that has come back up. For major
_ components like 'ibm' or 'afcac' you can enter 'reset-ibm' or
'reset-afcac' to bring up that component plus all software running
under it. Otherwise just enter the name of the component that just
came up, like 'roscoe'. Be sure to use lowercase.
'down' causes a logging module to be called. A number of
_ things happen here:
The system asks the operator to log on. The profile should
already have been set up. This file contains information like the
! name of the NCC person, his initials (used as part of the problem
log's key), his office symbol and telephone number. Just enter the
name of the file, like 'IDBM'.
It is not necessary to exit and restart the system when
someone new mans one of the NCC PCs. Each time a problem is
reported, the system asks for the operator to log on. Whoever is
taking the problem call should use their own logon id.
The system asks for the name of the person calling in a
problem. Do not use blanks, use underlines or dashes instead.
Next, the office symbol of the person is prompted for.
Then his telephone number is requested.
The system asks for the name of the component that has
failed. Enter the number next to that component's name. If you
don't know what has failed, select 'unknown'.
The system will prompt you for a text description of what
happened, symptoms, etc. Just enter a simple description, hitting
carriage return every line or two.
The system will automatically generate a problem log, storing
it in file NCCLOG.CUR. Then a message will be displayed telling you
who to call for this problem.
If you entered 'unknown', you will now enter a GURU session°
GURU will display a list of symptoms. Ask the user on the phone if
any of those things sound like the problem he has. If so, enter the
number of the rule from the menu. If you select one, you will be
told where the problem is, what it is, how to report it and who to
report it to.
Finally, you will be returned to the main NCC menu.
'guru' brings up the system's troubleshooting rules. Guru
displays a list of symptoms, grouped by hardware platform. Next to
the symptom is the number of the rule dealing with that problem.
Just select the number next to the symptom the caller identifies.
If there is nothing like what the caller says is on his screen,
/ enter zero. Anytime a new problem is identified, a new rule should
be created to handle it and a new entry made on the main guru menu.
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'status' causes the current state of the system to be
displayed on the screen.
'exit' quits the NCC system. If you are at the CLIPS> prompt, ....
you can also enter '(exit)'.
IV. GURU Troubleshooting.
As the system develops, GURU troubleshooting rules and screens
will be layered, from general to specific. The current design
consists in two layers, a general rule and many specific rules.
A. The general GURU rule/screen displays messages or error messages
or other clear problem symptoms. The NCC operator asks the caller
what symptom is displayed on his screen. Many problems can be
identified this way. If the symptom is found in GURU's list, the
NCC operator selects the number displayed next to it. GURU then
kicks off a rule and the specific screen dealing with that problem
is displayed.
B. GURU rule/screen displays:
When a problem has been identified, GURU displays its
information. A screen header identifies the rule number. Below
that is a short paragraph describing the problem. Following is the
steps to follow to solve the problem, if it can be solved over the _-_,_
phone. Otherwise, the operator is told who the contact is for that I
problem, what to tell them, their office symbol and telephone
number. The operator should just read the GURU display to the
expert over the phone, it will be in his language and will make
sense to him.
V. NCC Rule Maintenance
A. Adding Rules to the NCC System.
Once the NCC system is set up for a hardware/software
configuration, the 'C' code should never have to be changed. New
knowledge will occasionally be added however. New knowledge is
added in the form of CLIPS rules. These rules are ASCII text and
can be added with EDLIN or any PC editor. Before attempting to add
new knowledge to the NCC system, make sure the knowledge is
appropriate and complete enough.
B_ Situations where rules are appropriate.
An error message or symptom that will be obvious to the caller
exists that will uniquely identify the problem.
A solution exists such that: _--_
i. The problem can be solved on the spot.
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A solution exists that can be read over the phone and that
will be clear to the caller.
2. The problem must be referred to the domain experts.
A description of the problem that will identify it clearly
has been obtained from the office in charge of fixing this problem.
C. Procedure to add rules.
If the situation is appropriate for creating CLIPS rules,
proceed as follows:
Using PCWrite or EDLIN or some similar editor, edit file
NCC\NCC.CLP. Add a line to the GURU menu in rule 'system guru' that
displays the following information:
Number of the new rule, this must be unique.
An error message or short description of the symptoms. This
short phrase must be clearly visible on the caller's screen. Do not
put in anything that will have to be explained at length over the
phone.
Using your editor, edit file A:kNCC\NCCRULES.KB. Find the
rules dealing with the current hardware platform, copy one of them.
In the copy, change all occurrances of the rule number to your new
rule number. Then change the information that will be displayed,
this is inside the double quotes. Add or delete 'printout' lines
but change nothing else.
D. Format of GURU rules.
Model your new rule after the old ones. Be sure to include
all relevant information in the same format and as succinct as
possible. The necessary information includes the following:
i. Rule Header.
This is simply 'RULE x'.
2. Fulldescription of the problem.
3. Steps to follow to solve.
This is either a series of steps to read to the caller over the
phone, or a message to read to the office with expertise in this
area. Whichever, it is in the language and terminology of the
experts, not the NCC.
4. Office symbol and telephone number of the office with relevant
expertise.
,/
/
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E. The GURU Troubleshooting menus:
There is one menu screen for each platform. Below are screens
for two of them.
*******************************************************
* System Problem Troubleshooting GURU *
* IBM: *
* 1 - 'CICS>' prompt displayed * k
* 2 - 'LOGON APPLID' prompt displayed' *
* Enter the problem number, '0' if none _atch: *
*******************************************************
If one of the selections on the current GURU menu is entered,
that rule is kicked off. Otherwise the next menu is displayed.
*******************************************************
* System Problem Troubleshooting GURU *
* LAN: *
* 200 - 'Connection (n)' *
* 201 - NO LAN prompt (>>) displayed' *
* 202 - 'HANGUP' *
* 203 - 'HOST ID not found' *
* 204 - LAN timeout at logon *
* Enter the problem number, '0' if none match * _-_
*******************************************************
F. GURU Problem solution rules:
If one of the known problems on the above menus matches the
current problem, the rule associated with the selected symptom will
fire. Sometimes GURU is able to isolate the problem and give
specific instructions based on the error message. Rule 203 is one
of these:
*******************************************************
* RULE 203 *
* If the message 'HOST ID not found' is displayed, *
* there is a problem with the LAN's hostid table. * _i_
* Call the LAN office and tell them the message and *
* the host's name. *
* LAN Office tel: 75531 *
* Depress <c> to continue *
*******************************************************
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G. GURU troubleshooting rules:
In other cases the situation is not so clearcut. Rule 200 gives
several options:
* RULE 200 *
* When the message 'Connection (n)' is displayed *
_ * during logon, there is something wrong between the *
* NIU and the mainframe. The host may be down or the *
* host's port may be dead. It is also possible that *
* the cable between the NIU and the host is bad. *
* Ask the user which host he was trying to connect *
* to. Call that office and see if the computer is up. *
* If the host is up, call the LAN office and report *
* that there is a problem between the NIU and the host. *
* LAN Office tel: 75531 *
* Depress <c> to continue *
*********************************************************
H. Further Problem Isolation using GURU rules:
In the 'down' procedure, if the NCC operator cannot isolate the
problem, he can log it as an unknown on one of the systems, as in
'unknown-ibm'. If the problem is completely unidentifiable, it
should be logged as a generic 'unknown'. At present, GURU's
mechanism for handling unknown problems is present only as a stub.
In the problem database, 'unknown' is a reminder that further
analysis is necessary. Enough information is logged to make that
analysis possible. As the 'unknowns' are analysed, it should be
possible to add rules to cover some of them and to write new rules
to further clarify different situations. Development of a more
generic problem solving approach will have to wait until our
production system finally comes up.
VI. Security and System Configuration
A. Security.
The NCC PC(s) should be manned constantly during working
hours and should all be in the same room. If PC security is a
problem, the daily log (NCCLOG.CUR) should be uploaded to the 3B2's
UNIFY database and deleted from the PC hard disk before shUtting
down each day.
Access to the 3B2 is thru the PCLogin system using Smarterm
220. PCLogin is a system written in 'C' that asks for the password
at PC bootup time. The password is inserted into ST220 scripts that
/ are generated and stored on the ramdisk. For the rest of the day,
the user can log on to one or more mainframe or mini automatically,
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without entering phone numbers, fan commands, userlds, passwords
etc. As long as the NCC personnel logoff the PCLogin system before
leaving the PC unattended, and keep the 3B2's NCC password secret,
security between the PCs and 3B2's should not be a problem.
i
B. Authorizing new NCC Personnel.
Every member of the NCC who may ever answer problem calls from
users should have his own NCC userid on every NCC PC used for this
purpose. Create a new userid as follows:
Create a new file with your PC editor. The filename should be
the operator's last name, in the format of a DOS filename. A userid
from another system also works.
The information in the file contains four lines, each line is a
alphanumeric string with no embedded spaces. The first line is
Name, the second is three position initials, the third is office
symbol and the fourth is telephone number. For example,
Tom Wannemacher
TLW
AFLC/PMXS(CDMS/SITA)
257-5941
C. Configuring new NCC PCs.
The procedure to add a new PC to the NCC is fairly simple.... _
Just set up an NCC directory and copy the files from the floppy
disk. Then set up an NCC.BAT file to execute it. Be sure to put the
NCC.BAT in a directory on a PATH set up by the AUTOEXEC.BAT file.
Edit file NCCLOG.PC. Make the ID of the new NCC PC different
from the other NCC PCs but follow the same conventions. For
example, if you already have NCC PCs 'A', 'B', and 'C', the new one
will be 'D'. If numeric, make it the next digit. The ID must be
one position, do not make it 'i0'.
Edit file NCCLOG.NR. Start it at 0 (zero).
VII. Problem Tracking and TrendAnalysis
A. Background. 11
The production version of the NCC problem database is stored
on a UNIFY database on the minicomputer. All historical analysis is
done on that platform. If that system is down and version is A
implemented, the same work can be done manually using the PC based
LOG file, NCCLOG.CUR.
B° using the NCC LOG File.
'i
Problems are automatically logged onto a file called
NCCLOG.CUR. Sometime each day, this file will be uploaded to the
minicomputer and the information added to a UNIFY database. For
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occasions when the minicomputer is not available or when something
needs to be checked out on the PC, the problem log history will be
the PC based file. To examine it, take the NCC floppy to a PC that
has a printer, and enter,
I PRINT A:\NCC\NCCLOG.CUR
C. Information contained in NCCLOG.CUR.
Enough information is contained in the LOG file for tracking
and trend analysis to be possible. After uploading to the UNIX
.... machine, programs do it automatically. The slots in the file
contain the following information about each problem:
i. Caller Name.
! This is the name of the person who called in the problem.
2. Caller Office.
3. Caller Telephone.
In case further follow up by the NCC or another office is
necessary, the telephone number of the original caller will be
available.
4. Hardware.
The platform on which the problem occurred. This is things like
IBM, LAN, DDN, and other equipment.
5. Software.
The software that aborted or had problems. There is a set of
software for each hardware platform.
6. Key.
The key contains the following information about the problem:
Hardware on which the problem occurred. This is a three
position abbreviation of the hardware. The cross reference list is
the table, NCCLOG.HWA.
Software that had the problem. This is a three position
abbreviation of the software. The cross reference list is the
table, NCCLOG.SWA.
NCC person who logged the problem. This is a three position
abbreviation of the person's name. It comes from the profile.
ID of the NCC PC being used. This is a 'i', '2', 'a', or
r-_ some other character to identify this PC.
LOG NUMBER. There will be a separate series of numbers
generated by each NCC PC.
7. PROBLEM DESCRIPTION. This is a description of the caller's
complaint. It is straight text, free format and has no length
limit.
8. STATUS. New problems will all have a default status of OPEN.
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9. DISPOSITION. This is automatically generated by the system.
The information comes from the table, NCCLOG.EXP. It is the name of
the office in charge of this part of the system.
i0. DATE. This is the date the problem was logged. _
Ii. TIME. The time the problem was logged.
12. DATE CLOSED. No date is entered in this field by this
system.
SOLUTION. No solution is entered by this system.
Of the above fields, only numbers i, 2, 3, 4, 5, and 7 are
input by the NCC operator.
VIII. Uploading NCCLOG to the 3B2.
At any time during the day, the log files on one or more NCC
PC can be uploaded to the 3B2 and stored on the NCC central problem
tracking database. To upload the data, exit the NCC system and
proceed as follows:
NCCOPD This procedure will automatically log on to the
3B2, do some cleanup, and prompt the user when it is
ready for the next step. After typing 'NCCUPD', wait
until the system prompts for <ESC> and (CTRL-F3). Do
not hit any keys until that message is displayed.
Hit <CTRL-h> several times to move the cursor to the
beginning of the prompt. Then enter, ....._
<ESC>
<CTRL-F3> This will save the file that was uploaded from the
PC, reformat the data, generate programs to load the
information into the UNIFY database, and run the
generated programs. When all is finished, the NCC
Menu will be displayed. This gives access to the NCC
database. At this point, the data has been
successfully uploaded and loaded onto the NCC
database.
The database is designed to reject any duplicate records. If
any were uploaded, these will be rejected with error messages. This
will not cause any problems and the error messages should be
ignored. The duplicate messages should be considered a reminder
that you need to delete the NCCLOG.CUR after processing onto the
UNIFY database. Otherwise that file will continue to grow.
IX. 3B2 Problem Tracking Database Menu System.
The NCC menu system has options to run a number of queries
against the database. Run as many as you want.
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X. Current Status and Future Plans
The implementation of the system that this expert system was
designed to support has been delayed. Many of the critical hardware
/..... and software components are not available yet. For that reason, the
real heart of the expert system is present only in skeletal form.
The troubleshooting rules for the LAN and DDN are fairly complete,
we think. Those are the simplest parts of the system to
troubleshoot. The real problems will be the IBM mainframe, the AT&T
3B2 UNIX machines, and their respective software components.
- Troubleshooting rules for them are almost completely absent from the
rulebases.
Future development will be in adding rules to cover the IBM and
3B2 and the 'UNKNOWN' areas, narrowing down the machine from the
generic 'UNKNOWN', and tracking down the exact software/hardware
problem from the specific machine's 'UNKNOWN'.
?. ... •
f
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From Data Rich to Information Wealthy - a CASE for CLIPS
Larry Mason
Member, Group Technical Staff
Texas Instruments •_
Data. Information. Webster's dictionary defines the two terms almost
synonymously and in fact, uses each term in the other's definition.
More important for this discussion, it associates data with facts and !
information with knowledge. It is this distinction that this paper
will focus upon while describing a CLIPS-based system I have built
that processes data into information. The goal is to leverage the
power of CLIPS without requiring anyone to be trained in the CLIPS
syntax or features. In short, a pseudo-CASE tool for CLIPS (see
figure 1 for an overview picture).
The Map
Data is available to each of us in massive quantities from numerous
sources in different formats. If two people perform the same job
function, would it not be reasonable to expect that they access the
same data and in a consistent and uniform manner? I believe the
volume of data is expanding faster than our capability to effectively
utilize or categorize. Therefore, the first step in this system is to
map the data to its sources, along with the necessary parameters
required for access. For instance, a person's home phone number as a "_
data item has a source of the phone book but requires parameters of
last name, first name and perhaps address to locate. Data is named
and kept unique within the map but not actual values for data. While
a detailed explanation of this mapping is outside the immediate topic
of this paper, I mention it to form the basis for the remainder of the
paper and as a lead-in to the use of CLIPS.
The Problem
Information is defined in this system as the result of some process
upon data and/or other information. For example, suppose the outside
temperature was recorded on each hour. This would be data and there
would be 24 values for any given day. The average temperature for the
same period is not data but rather information. The process was an
addition of all data values and then divided by the number of values.
That is simple information and does not require a very sophisticated _
system. However, building information from other information, which I
will refer to as cascading information, requires the processes to be
assembled serially or goyerned by some schedule for the execution
order. This ordering would be trivial if a single thread of
information was required. For example, hourly temperature (data)
becoming daily average (information) becoming monthly average
(information). The next level of difficulty would be a pyramid of
information processing with multiple data names at the base with the
end result, or peak, being a single point of information. More likely
however, would be the same pyramid structure without the peak but ........
instead people perform the reasoning to draw the final conclusions.
To support this pyramid structure of data and information, the
i
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system's goals are:
[
i. Build information through combinations of data and/or other
information
2. Reduce raw data volume through summarization
3. Provide data acquisition without knowledge of the source of the
..... data
4. Provide an effective, efficient means of cascading information to
become itself a component of information
The Definer
Once a map exists for data, the next part of the system interacts with
the user to define the components and processing techniques for
information. Using the aforementioned example, information would be
structured as the following:
'temperature_sum' = sum of 'hourly_temperature'
_ 'temperature_count' = count of 'hourly_temperature'
'avg_temperature = 'temperature_sum' divided by
'temperature_count'
The following chart illustrates the format of information:
information = [value, field, action] {math [value, field]}
{condition(s)}
field = [data, information]
..... action = [sum, min, max, count] field
math = [addition, subtraction, multiplication, division]
condition = if field relop [value, field]
relop = [=, !=, <, <=, >, >=, member of a list, not a member
of a list]
key: [ , ] means one choice is allowed
{ } means optional
Each information is named by the user in the same manner that names
were given to data in the map step. Information can be formed in one
of three ways: (i) a simple assignment of a value such as true or
false which usually is followed by some condition; (2) an assignment
of the value from a component field; and (3) as an action applied to a
component field. Components are selected from a list of data and
information names. The system continuously displays the definition on
_ i_he screen as choices are being made. Up to five conditions are
_llowed. The relational operator within each condition is implemented
Using CLIPS user defined functions that handle both strings and
numbers. This allows for uniform specification without concern to the
type of data. Each information can have multiple definitions and
presently are not analyzed for any conflicts (for example, hot = true
if temp > 90; hot = false if temp > 90). The definitions are stored
in a database keyed by information name.
The Builder
/ SO far the system has a map of data and definitions for information.
The next part produces the logic to retrieve values for data and
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builds the CLIPS rules for producing information. The first version ......
of the system only allowed for data to be post-processed into
information. In the pyramid analogy, data appeared in only the base.
The most recent version now allows for data to be retrieved based upon
information. This is possible by scheduling CLIPS to execute within
the access to data and requires separate rule files for each
invocation of CLIPS. CLIPS is scheduled as few times as possible to
maximize the amount of information each execution produces. The
pyramid model now still has data as the base, but now allows for
alternated layers of information and data.
Information can be built at different levels. In the temperature
example, the average temperature may be for each day, for each month,
for each year, ... This concept of 'for each' is separate from but
related to the definition of the information. The definition of
average temperature is constant across all of these time periods.
What varies is the volume of data to be processed. This variance is
specified at this stage of the system to allow information to be
reusable but yet configurable. During the build step of the system,
each information is assigned by the user the cross sections of data
applicable to the information. These cross sections are in fact other
data or information names.
Each piece of information becomes a CLIPS rule. The Left-Hand Side
(LHS) of a rule is comprised of patterns for the components of the
information. There is one pattern for all components that are data
and one subsequent pattern for each component that is information. !
All data patterns begin with a keyword of "DATA" and all information
patterns with "INFO". Any conditions specified for the information
are also stated on the LHS using the 'test' feature of CLIPS.
Currently if more than one condition has been defined, they are or'ed
together. The Right-Hand Side (RHS) contains all math and assignment
operations as well as an assertion of a new fact corresponding to the
information.
The CLIPS salience feature is used to assure the proper order of rule
firings when information is cascaded. The order is particularly
important for the actions of sum, min, max and count since the final
value must be computed before any cascading can occur. The salience
value is calculated during the build step and placed on each rule.
The limit of cascade levels is currently 995. Refer to figure 2 for
examples. -
The Processor
The final part of the system is the component that retrieves values
for data and builds information. As data values are retrieved, they
are stored in a database. When information needs to be built, CLIPS
is invoked. The proper rules are loaded into CLIPS. Next, through
user defined functions, data is extracted from the database and
asserted as facts to CLIPS. Once all facts have been asserted, CLIPS
is allowed to run. The CLIPS rule firing mechanism is well suited to
the task by (i) assuring all components are present, (2) proper _...._
execution order through use of salience, and (3) continues until all
possible information is built. At the end of all rule firings, the
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data facts are removed from CLIPS by activating a single rule as shown
_- below.
(defrule remove data "remove data facts"
(declare (sal_ence -998))
?fl <- ("DATA" $?values)
.... ?f2 <- ("EOF")
-->
(retract ?i))
Once purged of data, only facts pertaining to information remain.
These facts are stored back in the database that holds the data
values. The system can then continue to retrieve more data values and
the cycle begins again. The entire process ends when all data has
been retrieved and all information built.
Summary
Again my goal was to aid the process of creating reusable and
manageable information from data. This resulted in a system that
utilizes the features of CLIPS, the rules, facts and activation firing
mechanism, without requiring training in the syntax Or particulars of
CLIPS. The focus of the system was to build results not the mechanism
by which results were produced. The system is written entirely in C
and currently executes on, but is not limited to, MS-DOS and MS OS/2
platforms
By extracting the process of creating logical information from
physical data, this system can front-end applications such as
executive information systems, decision support systems, spreadsheets,
fourth generation tools, and so forth. The applications can then deal
with a higher plane of knowledge and rely upon another process for the
consolidation. Furthermore, the data and information produced can be
used by several of these systems while its creation occurs only once,
thus improving efficiency and more importantly consistency.
Terms used:
data - factual information used as a basis for reasoning, discussion
or calculation (from Webster's Ninth New Collegiate Dictionary )
named items whose values can be obtained through physical means
(as used in the context of this paper)
_ information - knowledge obtained from investigation, study or
instruction; facts, data (from Webster's Ninth New Collegiate
Dictionary)
named items whose vaiues are a result of some process(es) upon
data and/or other information (as used in the context of this paper)
CLIPS - forward chaining rule system based on the Rete algorithm
developed by the Artificial Intelligence Section at NASA/Johnson Space
Center
/ map - database containing data names, source and parameters for
obtaining data values
!
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cascading - the processing of hierarchical information, that is,
information that is a component of other information
definer - system component that interactively builds the definition
for information
builder - system component that produces CLIPS rules from the
definitions and scripts to interact with data sources
processor - system component that retrieves values for data from the _
sources and invokes CLIPS to produce information
MSe MS-DOS are registered trademarks of Microsoft Corporation
• L••_
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Figure 1 - system architecture
/.... I DEFINERI
DEFN_ SCRIPT
i
RULES
Figure 2 - samples
definitions_
'monthly_salary'= data 'yearly_salary'/ value 12
'monthly_net' = info 'monthly_salary'- data 'monthly_rent'
'loan_approved' = TRUE if info 'monthly_net'> data 'loan_amount'
for each:
.- 'monthlysalary' for each 'name'
'monthly_net' for each 'name'
'loan_approved' for each 'name'
generated rulesz
(defrulerule 1 "ASSIGN"
(declare (salience-2))
?fl <- ("DATA" "name"?name "yearly_salary"?yearly_salary)
=>
(bind ?math (/ ?yearly_salary12))
(assert ("INFO" "name" ?name "$ENDKEY$""monthly_?alary"?math)))
(defrulerule 2 "ASSIGN"
(declare (salience-3))
?fl <- ("DATA" "name" ?name "monthlyrent" ?monthly_rent)
,! ,, ,, ,,?f2 <- ("INFO" "name" ?name SENDKEY$ monthly_salary
'- ?monthly_salary")
=>
(bind ?math (- ?monthly_salary?monthly_rent))
(assert ("INFO" "name" ?name "$ENDKEY$""monthly_net"?math)))
(defrulerule 3 "ASSIGN"
(declare (saiience-4))
?fl <- ("DATA" "name" ?name "loan amount" ?loan_amount)
?f2 <- ("INFO" "name" ?name "$ENDKEY$""monthly_net"?monthly_net")
(test (ipm_gt ?monthly_net?loan_amount))
/ =>
(assert ("INFO" "name" ?name "$ENDKEY$""loan_approved""TRUE")))
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1. Introduction
Traditionally,the acquisitionof knowledgefor expertsystemsconsistedof the interview process
with the domainor subjectmatterexpert(SME),observationof domainenvironment,and
informationgatheringandresearchwhich constituteda directformof knowledgeacquisition
(KA). The knowledgeengineerwould be responsiblefor accumulatingpertinentinformation
and/orknowledge from the SME(s) for inputintothe appropriateexpert system development
tool. The directKA processmay (ormay not)have includedformsof dataor documentationto
incorporatefromthe SME's surroundings.
The differentiation betweendirect KA and supplementalKA (indirect)would be the difference in
the use of data. In acquiring supplemental knowledge, the knowledge engineer would access
other types of evidence (manuals, documents, data flies, spreadsheets, etc.) that would support
the reasoning or premises of the SME. When an expert makes a decision in a particular task, one
tool that may have been used to justify a recommendation, would have been a spreadsheet total or
column figure. Locating specific decision points from that data within the SME's framework
would constitute supplemental KA. Data used for a specific purpose in one system or
environment would be used as supplemental knowledge for another, specifically a CLIPS
project.
2. The CLIPS Environment
With the advent of new hardware and software technologies, CLIPS should be able to transform
its facilities and functionality for the future. In order to work with real world applications,
CLIPS must prove that it can somehow link with existing products as database management -:.
systems (DBMS), spreadsheets, word processing documents, hypermedia and hypertext, etc.,
for application support. For example, production expert systems for realistic engineering
applications must process voluminous data and could require access to large distributed DBMSs
[1]. Another project, the ANASTASIL system, used a knowledge base (KB) system for the
identification of different regions of document image using a hybrid, modular knowledge
representation (KR) called a geometric tree to produce an internal,editable description of the
document and its contents [2]..In this case, supplemental knowledge could be derived from this
type of process into theCLIPS environment.
When outside data sources are incorporated into an expert system environment like CLIPS, the .-......,
perceived dichotomy between the CLipS-type system and other software environments like
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spreadsheets, DBMSs, and fourth generation and conventional languages fades. If systems only
implement simple query-and-matchqualified data search applications,the system would likely
.... contain no real expertise and be difficult to control. However, if the project did demand datalookup capabilities and actual subject matterknowledge, the integration facilities of a CLIPS
system could provide a reasonable environment to design systems demonstrating discernible
intelligence with easy access to knowledge that already erasts.
At this point, CLIPS does provide some facility for reading files from various outside sources in
' its "open" and "close" I/O file commands aided by the "format" instruction. However, more
support would be needed to make it an easier process. Within reason, CLIPS also does offer a
set of functions for text processing and hierarchical lookup facilities consisting of "fetch" and
"toss" commands bounded by "entry_file_format" and "print_region" instructions.
3. Issues to Consider for CLIPS with External Product Interfaces as Sources of
Knowledge
Whether in database,spreadsheet,hypertext,or otherforms of datasourcesas well as existing
knowledge bases (intelligentDBs, rule/factbases, etc.), the decisionas to the appropriatenessof
these sourcesto supplyadditionalknowledgeor supportto existingpremisesby the expert
wouldhave to be determinedby those in the knowledgeengineerand/orexpertroles.
Consultationvaluesresidingin datafiles that alreadyexist within theenvironmentof the SME, in
machinereadableform,could serveas effective supplementalinformationfor a CLIPS
application. The captureof supplementalknowledgethroughexistingexternalsources may not
compriseautomatedKA inthe formal sense, but takes advantageof work alreadyaccomplished.
The implicationsof one dataitemto a setof relateddatashouldalso be determine suitabilityfor
integrationpurposes. Since most DBMS designs are constructedarounda "record"data
....... structure,the recordsbecomegroupsof logicallyrelateddataitems forcontrol. Where a payroll
recordof anemployee would includename,social securitynumber,salary,andother
information,each item is stillpertinentrelatingemployee information.CLIPS could similarly
requiregroups of relateddatato conducta consultation. In essence, although importingexternal
files to augmentcurrentknowledge may notbe suitedto all applications,those that require
groups of relatedknowledgebasedon a key couldbenefitmost fromsupplementalKA. The
process has the capabilityof minimizingeffort in creatingor modifyingredundantfiles into the
KB.
Whetherornot interactivequestioningis appropriateshouldalsobe determined.An application
requiringsensitivedata, suchaspersonnelrecordsandpayrollto be handledby the DBMS
interfaceratherthan the user,couldbe consideredan appropriatecandidates. EnablingCLIPSto
•access datathrougha data file interface,the usercouldhave a reasonablemechanism for
consultationswithout requiringsensitive informationfrom the user. However, security or
authorizationlevels of each user should still be verifiedwhen needed.
_ Hardware environments play key roles in the levels and types of products interfacing
possibilities. Although products like Oracle, dBASE, 1-2-3, and Word runs 6t_!vanous
machines, there are other packages that are not so widespread or portable.
Hypercard/hypermedia products like SuperCard, HyperTMon, etc., are reserved for operation in
, the Macintosh domains. Digital Equipment Corporation (DEC)also has some specialized
products that run on VAX equipment only. Clearly, picking products to interface with CLIPS
requires some research as well as preparation, at this point.
Technical issues such as file access constraints or limitations, outside access security, password
protection features, and record locks or other protection protocols in multi-user oi:network
/ .... configurations should also be addressed when deciding, designing, and deploying interfaces for
supplemental KA purposes, i
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4. Methods for Implementation - Roles of Data File Incorporation
The SelectionMenuapproachutilizeslists of selection itemsfromwhich userschoose, ranging
fromyes/no selections to expandableorcascadingmenus. Constantlychangingitems couldbe
managedby puttingchoices inDBMS files andbuildingmenusby file links. The searchstrategy
wouldtargetrecordsmatchingspecificconditionswherevaluesfor buildingthe menu are taken
only fromrecordssatisfyingthe searchrequirements.Forexample, a CLIPSstatementwould
createa selectionmenubasedon a searchof the dBASEDBMS file STAFF.DBA.Records ....
wouldbe chosen where the field "salary"would have a value greaterthanthe value foundin the
CLIPSvariable "minsalry".A menuwould becreatedwhose valuescome from the fieldname
from eachrecordwhich satisfiesthe search.
A Question/Answer (Q/A) Shortcut would use outside data fries to minimize excessive user
questioning. Answers to questions would be derived from a designated information file regarded
by the SME as relevant to the application. CLIPS would be prepared to interrogate the data
source as opposed to the user's data entry in appropriate cases. The user would enter one key
element where CLIPS would perform the DBMS search matching the key and key fields
contents. The record(s) and contents would then become assertions within CLIPS environment.
Furthermore, depending on requirements and with some preparation, certain rules or facts could
also be derived from the data files. However, not all systems need depend on an index method.
CLIPS would be able to access a 1-2-3 ASCII or EBCDIC (mainframe) file to retrieve starting
values.
Another approach, which could be considered an extension of the Q/A Shortcut method, would
be the Audit and Reason approach. Rather than accessing data files, the primary product
interfacewould be the main point of access. These types of expert systems, capable of
intelligent analysis, would run in batch mode behind transaction processing systems providing
"smart" data summaries. Unfortunately, the integration process would be intricate and require ._.,
more sophistication in interpreting or predicting trends/changes in the data source through
CLIPS. However, simplifying the reasoning would make it easier by accumulating and
examining factors like averages, statistical deviations, totals, etc., on condensed versions of the
data. The record-by-record stream summarized by one or more values would be managed more
effectively.
In some cases, applications might require certain lines of reasoning to be processed by the
inference engine before relevance is determined. This strategy of "hypothetical reasoning" refers
to the segments of values that would be stored in an external source and loaded to test the
relevance of the model. The scenariojustifies the consultation if results of the test match the
case of the user. If not, the values of the model are retracted and another is tested or the
consultation is terminated. In the example of a medical diagnostic system, even where only
partial evidence or facts are available, the system should be able to arrive at or suggest condition
"A". The keys containing all other values implied by condition "A" would reside in an external
data source. These could be loaded into the KB and appropriate attributes instantiated with
values from that source. The diagnostic system would process the model in several options: :
- Generate lists of additional symptoms, problem characteristics,or problem implications. The
user could also be queried to verify whether the lists matches the current scenario to confirm
their hypothesis. ,_
- Use the values to suggest certain remedies and poll the user as to the suggestions effectiveness
in improving the problem.
- Investigate contradictions between other user observations and those implied in the
hypothetical model..... ,,
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The DB front-end approach would make use of the expert system for inferencing in order to
develop a profile of requirements. Although various applicationscan take advantage of the
..... CLIPS rule and fact base, managing basic issues like family income and/or student work status
meshed with factors like academic performance, equal opportunity regulations, and special
scholarships, would serve appropriately as an intelligent front-end system. Still, careful
consideration of the process should be given to use of the CLIPS facilities as a DBMS front-end.
CLIPS would need the capability to examine all of the data in a file to find records matching user
requirements and have common interface protocols set up. Even so, the remote possibility of
" CLIPS serving as a bonafide DB front-end without true DB import and export capabilities might
be somewhat disappointing.
5. Embedded Systems
In some applications,proceduralprocessingaddressesproblems satisfactorily. However, where
inferencingwould make sense,CLIPSandsystems like it couldbe embeddedin existing
"conventional"software.Analogousto the "tailwaggingthe dog" syndrome, externalprograms
would drive CLIPSas a subprogram.Addingintelligentbehaviorandestablishingmonitoringor
processcontrolprogramswhere inferenceprocessingspeedis critical would be consideredkey
features.
In somecases, it couldbe debatedthata software programwouldcontain datathat anembedded
CLIPSroutinecould acquireas "knowledgeon a need-to-knowbasis". However, the mechanics
of obtainingknowledgefor the embeddedCLIPSfunctionswould remainthe samewith the
exception of the approachtaken. EmbeddingCLIPSin C languageprogramsis perhaps the most
commonpracticeamongthose developerswho do embed,although the Ada languageis also
anothercandidatehost language. A benchmarkexampleof embedding CLIPSin
forward-chainingmodein C for anintelligentcomputer-aidedtraining(ICAT)systemcalled
= Payload-assist module Deploys PD/ICAT was developed forNASA to teach mission oriented
tasks [3]. There was no supplemental KA attempted in this project.
Another form of supplemental KA could come from the Computer Aided Software Engineering
(CASE) approach of receiving design knowledge rationale from the C or Ada language so that
the CLIPS system embedded within could more easily accept the heuristic information passed
from the main software drivers. Ada or C language developers could use the inferencing
components when needed. For example, a CASE tool would be able to reengineer existing C
code to derive some design information which could be applied to the CLIPS code embedded
within a designated application to maintain consistency of values passed between various
modules in the system.
6. Recommendations to Consider for External Production Integration
Employ established systems analysis techniques with the CLIPS KA process to more effectively
_- incorporate supplemental knowledge. Since CLIPS or other expert systems technologies should
already be acknowledged as hybrids of knowledge-based and DP techniques, supplementing the
KA process would still be appropriate.
' Incorporate the KA and subsequently supplemental KA process within existing DP environments
where applicable. Since CLIPS programming techniques represent just one style of software
development, the verification and validation process of the CLIPS code, just like other software
code, should be performed as well.
Evaluate future as well current technologies for integration needs. The design, analysis,
/ implementation, and integrationprocess will affect success points in existing and future projects.
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Not only with KA, but issues concerning object oriented methodologies, neural networks,
hardware platforms, etc., as theyrelate to CLIPS implementation could have large impacts on
future projects.
On the other hand, vendors developing and marketing software products would also do well to
establish compatible format where data or information could be more easily transferred into a
CLIPS or similar expert system environment. Since CLIPS is primarily rule-based and
parenthesis constrained, translation devices from a wide range of products could help to the
benefit of both.
7. Examples of Interface Activities with External Products
Of the software products out on the market, the dBASE and Lotus packages seem to be the most
popular out in the CLIPS field. The CLIPS Help Desk at Johnson Space Center, Houston,
receives numerous questions concerning CLIPS file access capabilitiesof the more popular file
management packages like dBASE and 1-2-3.
Currently, for knowledge input from external files, the CLIPS developer needed to use either the
"open/close" commands within CLIPS for ASCII file access or the "fopen/fclose" commands
within C for binary file access. One project interfacing CLIPS with Lotus has the developer
modifying the BLOAD modules to create a smoother file loading process. One significant
roadblock was how the interface would resolve the right parenthesis as delimiter. Apparently,
CLIPS is not able to weed out header information left in files created by dBASE, Lotus, Oracle,
etc., products.
Real-time data captured from analog-to-digitalconverters into database or spreadsheet format
would be considered reasonable sources to be acquired for knowledge. Given the amount of
scientific data that would support a physician's premises, supplemental knowledge could be
exported from one system for use by CLIPS. Researchers at the Baylor College of Medicine
have combined the use of CLIPS to manage specific theories with real-time data stored in Clipper
DBMS databases. The overall approach was to testcertain theories against specific patient
profiles.
Another technology just past its infancy would be the hypertext/hypermediatechnologies. Since
the Macintosh world seems to have some monopoly on hypercard development, most of the
interface activities have been limitedto the Mac environments. Developers at the Jet Propulsion
Lab have released their first cut at a hypercard system with CLIPS that can be used for input and
output even with CLIPS' global data and 32K Apple hardware size limitations.
8. Conclusion: Issues for New Technologies
As data managementproduct technology evolves, more features that will aid expert system °::
development, like CLIPS, should materialize. Vendors will have to adjust to technological
change as much as CLIPS developers. Where their current customers are first trying to make
sense and then make use of rule based, object oriented, and other methodologies, vendors should
heed such activitiesand produce some features or functions that help facilitate such
accommodations. Some vendors like Aion Corporation, MDBS Inc., and Neuron Data have
established some types of translationports between their expert system and other expert systems
and data source facilities.
More advanced technology means more adaptation on the part of the CLIPS developers,
vendors, and user communities. Object oriented products and methodologies will take a stronger .........
hold in planning, design, KRs, programming approaches, and implementations. Object oriented
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packages such as Ontos and Gemstone should allow more sophisticatedmanipulation of the data
from CLIPS. Since a beta version of an object oriented version of CLIPS, designed and written
S -_ at JSC, has been released April 1990,there may and should be more impact and flexibility in the
ability in which CLIPS interfaces with external products and knowledge representations.
Interface with not only other KBs within the CLIPS systems but other expert system
development environments like ART, ADS, VP-Expert, etc., wiUhave to be eventually
addressed as the pressure to standardize affects the expert system development environments.
_ Even such issues as the AD/Cycle repository of IBM, much less rule base and fact formats, will
have to be addressed for more constructive and sophisticated interface and knowledge sharing.
Expert system development environments will no longer be islands of activities affecting only
i themselves. Although expert systems were primarily scientific and engineering oriented, the
realm of application will have become more widespread in other applicationslike medical and
business environments by the 1990s [4]. An increasing number of technologies, including
artificial neural systems, genetic algorithms, machine learning and induction, case-based
reasoning and analogy, fuzzy logic and uncertainty, and nonmonotonicity and math maintenance
systems are also evolving requiring various levels of knowledge infusions.
9. Product/Vendor List
PRODUCT marketed by: VENDOR
Oracle Oracle Corporation
dBASE Ashton-Tate
1-2-3 Lotus, Incorporated
Word Microsoft, Incorporated
.... Macintosh Apple Computer, Incorporated
Ontos Ontologic, Incorporated
Gemstone Gemstone Corporation
ART (Automated Reasoning Tool) Inference Corporation
ADS (Aion DevelopmentSystem) Aion Corporation
VP-Expert Paperback Software, Incorporated
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INTRODUCTION
ExpertSystemtechnologyis receivingmoreand more considerationthese days when
it comestimefor selectingan implementationparadigm.Aspeoplebecomeeducatedasto
whichdomains ExpertSystemstechnologycan be appropriatelyutilizedand to what
_ extent this capabilitycan be made useful, they will want to extend this abilityto
encompassgreaterresponsibilitiesof theireverydayroutines.
Knowledge Acquisition is one of the mosttime-consumingphasesof an Expert
Systemdevelopmentprocess. One mustextractthe essentialknowledgefroma source
. by whatevermeans, and transformthis knowledgeinto a representationthat can be
demonstrated.
Rule Induction is onetechniquethat can be appliedto the knowledgeacquisition
processforcertainexample-basedproblems.SpreadSheetsandDataBasesforexample,
maycontaincolumnsof information(criteria) to be usedinsomesortof decisionmaking
policy. Thesecriteriacouldautomaticallybe converted(represented)intoproductionrules
that outputan appropriatedecisiondependantupona givensetof criteria. To generalize
this concept, we could state that Rule Inductionis the process of generating a
KnowledgeBasefroma givensetof examples.
Throughthe use of Rule Induction,I will explainhow I took informationfrom a
database and generated rules encapsulatingthe informationcontained within the
database.
BACKGROUND
There havebeen numerousmethodsdevelopedto automatethe knowledgeacquisition
process in Expert Systems development without any method being the clear
implementationchoice. Thefollowingmethods/algorithmshavebeen identifiedas possible
implementationparadigms: Expertise Transfer System, ID3, and Version Space
Search. Othermethodscouldbeequallyvalid.
The ExperUseTransfer System is baseduponGeorgeKelly's PersonalConstruct
Theory.[3] givesa very highlevel,abstract,introductionto thistheory.I foundall articles
leavinga littleto be desiredwhen it cameto givinginstructionsfor the constructionof
the initialKnowledgeBase Foundation.Everyarticle startedtheacquisitionprocessfrom
an existent knowledge base without specifying what is sufficient for an initial
environment.Eacharticlewasvery weakwhenitcameto determiningwhatthe initialset
of questionsfor the Expertwouldbe.
The ExpertiseTransferSystem(ETS), interviewsthe Expertto comeup withan initial
_ set of heuristicsor ruleswhich makeup the KnowledgeBase. ETS performsthe initial
interviewing,which Boosebelieves to be the most time-consumingand painful. In
essence,thisprocesselicitsconclusionitemsfromthe Expertand triesto extractas many
parameterssupportingthese decisionsas possible. This is sortof like startingoff with
the answerandtrying to come up with an adequatequestion. The nextphaseof this
" systemwasto set up a sortof ratingsgridthatclassifiedthesupportingcriteriain relative
importanceto the correspondingdecision.
Thisratingsgridtechniqueseemedto interesta greatmanypeopledueto thevarious
combinationsof this techniquethat are available. In essence,the ratingsgrid uses
psychologybased reasoningto analyze and classifyeach criteria associatedwith a
' decision./
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Once a grid of parametersis established,a graph of the relationshipsbetween ......"_
constructsis generated. The expertis now requiredto walk througheach of these
relationshipsto ensurecorrectness. By doingthis, the expert can spot holesin the
coverageas well as determineif the representationcorrespondsto hisor her perception
of theworld. This is an Iterativeprocess,withthe expertbeingrequiredto restructure
constructsthat areeitherambiguousor inconsistent. _
This approachseemsto be capableof generatingrules at a high level, but the
complexityof generatingruleswithDEEPknowledgeneedsto be examined.
The ID3 algorithmbuildsa decisiontreebasedupongivenexamples.Themainfeature
of thisalgorithmoverothersis that it inducesan optimaldecisiontree. That is, it usesa
minimalsetof traitsor critedato distinguishone examplefromanother. The limitationsof
this algorithmis that the expressivenessof a decisiontree is not sufficientfor highly
complexrepresentations.
Version Space Searchis an algorithmthatovercomessomeof the limitationsof the
ID3 algorithm. [4] describesan algorithmthat learnsgeneralconceptsgivena set of
positiveand negativeexamples.Theseexamplesare usedto constructa set of "versions"
that correspondto the mostgeneralandmostspecificexamplesof a givenrule. Thusall
versionsof a set of criteriathat fall betweenthe mostgeneraland most specificset of
criteria,willcorrectlyidentifytheactionassociatedwiththeseconditions.
Dueto the natureof thesearchspace,largepatternswill requireintenseprocessing
capabilities.I believethatbeingrequiredto givea negativeexampleforeverypositiveone
will overloadthe systemwill extraneousinformationthat will unnecessarilydegrade
performanceas well as productivity.Noisydata and the inabilityto learn disjunctive
conceptscouldalsobe limitingfactors. .--.\
OVERVIEW OF APPROACH
After I finally understood the basis of the examined algorithms, I decided to
implementa somewhatsimplerapproach. Thisapproach is relatedto all of the given
techniquesinthat it learnsbyexample.
I decidedthat I wouldexaminea databaseand extractthe criteriaused by the
databaseto makea decisionandplacethesecriteriaintoproductionrules. Eachrowof
tuplesin the databaseis uniquewhicheasilytranslatesinto a 1 to 1 transformationof
rows of the databaseto lefthand side patternsof a CLIPS rule. Oncethese rulesare
generated,the usermustsupplythe actionthat is to be performed.Thisactioncouldbe
as easy as displayingwhatdecisionwas madeor it couldmodifythe KnowledgeBasein
someway. Oncethe userhas suppliedtheirchoiceof actions,the actionis loadedinto
theenvironmentalongwiththe necessarycriteria. Dependinguponthe inputcriteria,the ....
knowledgebasewilloutputthe correspondingdecision.
DETAILED DESCRIPTION OF
PROBLEM SOLUTION
I had to start out by inputting the tuples of the databaseintoa data structurethat
could be usedto transformthis data intoleft handside patternsof a CLIPS rule. The
majorobstacleto overcomehere was determininghowthedatabaseproductstructured
theirfiles. ,.....",,
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Havingdecipheredthe file formatof the databaseprogram,I had all the knowledge
S..... withwhichI neededto buildmysystem,I nextneededto writea routinethat translatedthisintoCLIPS rules. Eachcriteriaof a giventupleistransformedintoa singleatomof a
left handside pattern. The decisionthese atomssupportis the basis of the righthand
sideof therule.The righthandsideof therulesoutputsthecorrespondingdecisionof the
specifiedcriteria.
_ The nextobstacleto overcomewas how to automaticallyloadthis informationinto
CLIPS. I wentin andaddedfunctionsthatbypassedthecommandlineandautomatically
. loadedthe filecontainingthegeneratedrulesandthenresettheenvironment.
, The lastmajorobstaclewas designingthe userinterfaceto allowvariousinteractions
with the generated knowledgebase. This was probablythe most difficultpart to
accomplish. Even thoughyou have knowledgewithinthe system, you must provide
facilitiesto letusersaccessand manipulatethisinformationastheirneedsdictate.
RESULTS
This projectturnedoutto be moreworkthanplanned. I hadplannedon a veryquick
prototypethat inputthe knowledgefromthe data base andtransformedthis intoCLIPS
rules. Once this was done, I wouldspend the majorityof the time,creating a user
interface.
What actuallyhappenedwasthat the majorityof the timewas spentconvertingthe
databaseintoa datastructurethatcouldthenbe usedto createrules. Oncethe database
hadbeen input intoa structure,it was a simplematterto transformthis informationinto
CLIPS rules.
CONCLUSIONS
Automatedrule inductioncanbe a very usefulandtime-savingmeasurewhenapplied
correctly.Whetheroneacquiresknowledgedirectlyfromspreadsheetsanddatabases,or
if a systeminteractswithan Expert,the outcomeis the same. Automatedknowledge
acquisitionhasfoundit nicheinthe programmingcommunity.
The importantquestionto answeriswhichtechniqueto usefora givensituation.My
programfor example,is a straightforwardtranslation. A systemwith highlycomplex
representationswillrequirea muchmoresophisticatedtechnique.
As with every other system,you must have a systemthat will satisfy the users
requirements.
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ABSTRACT
The design of complex entities is a multidisciplinaryprocess involving several interactinggroups and disciplines. There is a
need to integrate the data in such environments to enhance the collaboration between these groups and to enforce
compatibilitybetweendependentdata entities. This paperdiscusses the implementationof a workstationbased CAD system
that is integrated with a DBMS and an expert system, CLIPS, (both implemented on a mini computer) to provide such
collaborativeandcompatibilityenforcementcapabilities. The currentimplementationallows for a three way link between the
CAD system, the DBMS and CLIPS. The engineeringdesign process associated with the design and fabrication of sheet
metal housing forcomputersin a large computermanufacturingfacilityprovides the basisfor this prototypesystem.
INTRODUCTION
4:
Computeraided Design (CAD) systems have chiefly developed as geometric modeling tools and have failed to adequately
recognize the needs of the engineering design process. The design process demandscollaborativecapabilities that seek to
externalize the information needs of the designeras well as mechanisms that ensure compatibilitybetween various design
agents. As a result, there is a need to enhance the capabilitiesof existing CAD systems to cater to such design process
requirements. Such capabilities are dependent upon the design organization, and it is therefore required that these
organizationsbe well studiedpreparatoryto suchdevelppmentefforts. Design organizationsconsolidate severalactive design --_'_
agentsthatmay workin a concurrentor serialmodethat may or may not be independent. Pahl and Beitz [1] stress that the
need for interdisciplinarycollaborationis imperative to design in large scale organizations. Furthermore, they note that the
readyavailabilityof a widerange of comprehensiveandproblem-orientedinformationis of utmost importancein the design
process.
A basic criteriain designing such integratedCAD systems is the availabilityof severaldesign process oriented capabilitiesat
the sourceof the design action. (we use the termdesign action to referto the interactionbetween the designer and the CAD
system and to signify the point of influence of the designer in generating the design definition). In other words, the CAD
systems must supportthe demandsof theengineeringdesign processin multidisciplinaryenvironments in additionto routine
geometricmodeling functions.In this paperwe shall discuss how this hasbeen accomplished in a prototype CAD system by
integrating functionalities such as a database management system (DBMS) and an expert system (CLIPS [2]) with a
geometricmodeler.
COMPATIBILITY/CONSTRAINT USV.R
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Figure 1 : Manual Design System and Environment Figure 2 : Integration of Design Action with Environment
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;-- Figure 1 and figure 2 illustrate the natureof interactionbetween the userand the designenvironment. Figure 1 assumes that
thedesigneris forcedto interactwith theenvironmentin a manualmode - it is apparentthat the lack of data integrationwith
respect to the upstreamanddownstreamfunctionsmay resultin repetitionand datainconsistency.
The integratedsystem shown in figure 2 accountsfor this inconsistencyby integratingthe design actionwith a blackboard. In
this environment, the user interacts with a CAD system, which in turn is intimately integrated with both the geometric
.... database as well as a blackboard. The life cycle data is maintainedby several interactingdisciplines and is indicative of the
currentstate of the design. Such a configurationensures that the design action has access to up-to-date design data
originatingfromdifferentparticipantsor teams in a distributeddesign environment. It must also be possible to manipulate
these databases from the design action. The compatibilityrequirementbetween the life cycle data and the geometric database
_ dictates that changes in one system trigger changes in the other system as appropriate. This configuration significantly
externalizes the data communication and consistency requirement that is required of design processes involved in
multidisciplinarydesign by teams.
The informationmanagementproblemas relatedto design organizationsmay then be statedas follows:.
• The need to provide collaborative capabilities across the design life cycle and facilitate interactions
with participatingdisciplines from the sourceof the designaction.
• The need to decreasedesign uncertaintyby incorporatingcompatibilityandconstraintconditions
(acrossdiscipline andfunctionboundaries)at the sourceof the design action.
• The need to providecapabilitiesto manipulatedesign objects in the contextof the abovetwo requirements.
The prototype CAD system has been developed in a case study environmentinvolved with the design and manufactureof
computersin a large computermanufacturingfacility in the U.S.
THE CASE STUDY ENVIRONMENT
Figure 3 shows a typical IDEF0 model [3] of the activitiesat thecase studysite at NCR,Wichita.
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Figure 3 : Activity Model of Typical Design / Manufacturing Operations
_r
The sheet metal design function receives a requirementsspecification as its input data and also receives configurationdata
from the VLSIdesign group, the componentsgroup,the systemsengineeringgroup (not shown) on a continued basis during
the early stages of design. This is a dynamicprocess and there is a high incidence of data interactionsand design iterations.
On completion of the design, the detail design data is communicated to the various serial functions (manufacturingand
_ systems assembly). Thus, the mechanical design functionsare implicitly constrainedby the capabilities of the manufacturing
_' groups. The exact nature of these interactionsis shown in data flow diagramsin [4].
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Scope :Mechanical Design _-----,.,
The designersare assignedthe taskof packagingelectro-mechanicaland electronic componentswhile maintainingconstraints
originating from process limitations ( assembly and manufacture)and electro-magnetic compatibility requirements and
human factors. In the context of this case study, the functionalities of the CAD system have been analyzed from the
mechanical design perspective. The disciplinesinvolved in this researcheffort included Mechanical Design, Manufacturing
Engineering, Components Engineering, Drive Engineering and Sub-Systems Engineering. " _-
The Case Part
The rearpanelsof severaldisk file sub-systemswere identifiedas the 'case part'. These parts are rich with features and they
imply several modes of interactionforassociated data. By studyingthe interactionsbetween these disciplines in the design
and manufactureof the case part, dependenciesbetween design features and macro definitionsfrom the various disciplines
were determined. Figure4 shows a typicalrear panelused in processorand disk file sub-systems. These parts have several
featureswhich are defined by design parametersspecified in related serialandparallel groups. For example, consider the slot
for the fan and its mounting hole - this featureis defined based on standardcomponent specification sheets available from
component databases. Furthermore, the fasteners and screws used to mount the fan on the panel are specified by internal
standardsdocumentsmaintainedby the manufacturinggroups. Figure 5 depicts a part showing the related group interfaces
requiredto determinethe featuredefinition.
J _2 3_ o; C •
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Figure4 : Typical CASE PART : REAR PANEL Figure 5 : Typical Data Interactions in REAR PANEL
Certaincompatibilityand constraint conditionsmustnotbe violated. For example if the fan specifications are changed, the
intra-hole spacing must be within the allowable limits. The need for multidisciplinarydata as well as the enforcement of
compatibilityconditionsis apparent. The data structures needed to support these requirements are complex since additional
data representativeof functional requirementsand compatibility parameters must be added to the form definition ( the
geometry). We see that the significanceof the case part is far more profoundwhen viewed against the engineeringdesign
process as a whole.
Two themes emergefrom this discussion : f-_,Integrationof data originatingfromvaried sources and in differentforms
Enforcement of compatibility and constraint conditions between different design agent objectives.
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DATAINTEGRATION
As a means of providing data integration, the EMTRIS (Engineering,Manufacturing Technical Relational Information
System) system [4] was developedto manage, coordinateand control design and manufacturinginformation in such design
organizations. EMTRIS attemptedto providea collaborativemechanism by allowing different design agents to interact
.... duringthe various stages of the design process and by managing and controlling the design life cycle data. However, this
system is not well integrated with the design action. As a result, the designeris forced.to move from the CAD system to
access EMTRIS. In orderto eliminate this inconvenience, it was decided to develop facilities within the CAD system, that
permitsthe integration of EMTRIS-Iikecapabilitieswith the design action.
\
Withinthe context of this prototype,EMTRISsubstitutesas a blackboardfor severalactive design agents. A blackboardis
essentially a shared database thatdefines the state of theproductdesign to an expandablecommunityof design agents. This
state is an aggregation of the contributionsfrom several design agents. The blackboard therefore provides a forum for
trackingthe status of the design at any point in time. Inadditionto this, the blackboardprovides control strategies to ensure
consistencybetween dataoriginatingfrom several design agents.
Figure 6 depicts the blackboardarchitecturein this prototypesystem which also provides conceptual centralizationof data.
Data fromprevious designs, change requests, notes and relatedproductinformationare available. Also available are a series
of standardreference catalogs maintainedby differentgroups. (e.g. tools, fasteners, standardcomponents). The blackboard
objectsare stored in abill of material(BOM) structure and as standardreferencedatasets.
To capturesuch representationswithin the CAD system, and to allow blackboardinteractions, these entities are modeled as
geometric entities.
Geometric Entity ( Pointer,Type, Positional_attributes,ER attributes,Descriptive_attributes)
Attributesdefine an entity's descriptionwhile functionsdefine anentity's behavior. Within our context, we shall use textual
values (numericor text) to characterize an entity's attributes. The actualgeometryrepresentationis referredto as the the
geometricobject. A geometric entity is denoted by the geometricobject including the attributes. Figure7 illustratesa typical
geometric entity anddifferentiatesthe geometric objectfrom the attributes.
i
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Figure 6 : Conceptual Blackboard Architecture Figure 7 : A Typical Geometric Entity
The pointer is used to access the geometric objectwhile the type broadlyclassifies the entity. The pointeris primarily usedto
manipulate the geometricobject basedon the designer'sneeds.
("
The geometric entity is an aggregationof attribute values andageometric object. We shall classify these attributes into three
types :
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The positional attributes define the actualgeometryof theproductandcontroltherenderingof the geometryin space. .....
'I
The ER auributes establish the connectivitybetweendifferentgeometric objects.
The descriptive attributes assign functional and descriptivemeaning to the geometric objects. In addition to providing the
infrastructureforenforcing the constraintnetwork,these attributesalso providethe designerwith informationaboutthe object
that wouldusuallyappearin the form of engineeringnotes. :
Instantiation of Geometric Entities
Geometricentities may be instantiatedin any one of three ways : •
External Instantiation : These instantiationsresultfrominteractionswith theblackboardeitherthroughthe BOM structureor
the standardreferencecatalogs. These objectsare usuallydefined by serialorparallel design agents. The positional attributes
aredefined by the designer at the time of instantiationwhile the descriptive attributes are imported from the blackboard
structure.Forexample, the PCBandthe fansare external instantiationsfor mechanicaldesign.
Local lnstantiation : These objects are defined by the designer duringthe design process. The positional and dimensional
attributesare defined at the timeofinstantiation. Descriptiveattributesare eitherdefined locally or may use values from the
blackboard.For example, the instantiationof the object:"sheet metalpanel" may use descriptive values from standard stock
items ( gaugesize) maintainedby manufacturingengineering.
Dependent Instantiation : Objectsare sometimesdefined with relationto some otherobjects. The positional, dimensionaland
ER attributesmaybe defined from constraintmappings. The descriptiveattributesmay eitherby manually defined or may be
predefinedby process limitationsor otherconstraints. For example, the location and dimensions of the fan cutout feature is
dependenton the locationandorientationof the fan in space.
COMPATIBILITY ENFORCEMENT
The entity relationship (ER) model [5] is used to model data dependenciesbetween data originatingfrom different design
agents. The relationshipsbetween geometricentities in the CAD systemsaremodeledusing constraintnetworks [6, 7]. The
ER diagramfor the rear panel identifies relationshipsbetween classes of objects (Figure 8). Figure 9 shows a constraint
network for the class of rearpanels. The relationships identified within the constraint network are modeled as functional
relationshipsandare largely rulebased. These relationshipsrely on data from the geometry definition,dataobtainedfrom the
blackboard(EMTRIS)andmay be implementedwithin the CAD system or usinga rulebasedexpert systemsuch as CLIPS.
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Figure 8: ER Model for Rear Panel Objects Figure 9 : Rear Panel Constraint Network
The panel object is a local instantiationwith materialproperties imported from the standardstock databasedefined in the
blackboard. This database is maintainedby manufacturingengineering.
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Thecomponentobjectis anexternalinstantiationeitherfromthe BOMstructurein the blackboard( as inthecaseof the PCB
/....... definitionby the hardwareboardgroup)or the standardcomponentsdatabasemaintainedby the componentsengineering
group.
Thefeaturesmaybe local instantiationsfroma standardsetof featuresestablishedfromprocesscapabilitiestoredwithinthe
CADdatabaseormayhe automaticallyinstantiatedbasedonthe relationq'l'
.-L
_1 : VerifythatComponentnormalvectoris paralleltopanelnormalvector
Determineintersectionofcomponentnormalvectorwithpanelplane
Projectcomponentdependentfeatureontopanelplane.
Thedependencybetweenthe toolsandthe featureslimitthenumberof viablefeatures
_I'2 : Establishviablefeaturesetbasedonavailabletools- Theavailabletoolsarestoredina databasemaintainedby
manufacturingengineering.
The connectiondevices may be local instantiationsfrom a standard set of connectiondevices maintainedby the
manufacturingandsystemassemblygroupsor mayhe instantiatedfollowing_3 "
_t'3 : givenMountingspecificationforcomponent
selectconnectiondevicecompatiblewithmountinghole
determineholerequirementsfor connectiondevice
selecttoolto createholeanddefinemountingholefeature
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.... FigureI0 :AutomatedFeatureInsertionsand Selectionof ConnectionDevices
ThefollowingconstraintsareenforcedusingCLIPSandfacilitatefunctionalandmanufaeturabilityconsiderations:
W4 : featureto featurespacingconstraintbasedon machinetoolcapabilities
W5:componentto componentspacingconstraintbasedoneleclzomagneticcompatibilityandfunctionalrequirements
f_
ConstraintPropagation
Letusconsiderconstraintpropagationeffects: theymayoccurdue to local changesinitiatedby the designeror by changes
posted on the blackboard. Changes in stock parameters, connection device parameters, component parameters or types, and
tools willresultin appropriateactionsas definedin the constraintnetwork. For example, a changein coolingrequirements
may call for a fan with a higherair flow capacity. This will in turn cause changesin the slot feature,the mountinghole
features, the fasteners and the tools (punches, etc.). In addition to these changes,the updatesmust be posted on the
blackboard'sBOM structure. Similarchangesoccur whena componentis deleted - all associatedfeatures must also he
deletedfromthe geometrymodelas wellas theblackboard. This is implementedby keeping trackof the ER attributesand
f. applyingthe constraintrelationshipsonthe geometricobjects.
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THE PROTOTYPE SYSTEM ......._
Figure 11 illustrates the layout of the hardware and the accompanying software. The CAD system[8] runs on a PS/2
compatibleworkstationwhile the blackboardis implementedon a UNIX based mini-computer (NCR-Tower). These mini-
computersare distributed and are linked through the factory network system. The CLIPS expert system shell and the
ORACLEdatabasemanagementsystem [9] are operationalon the mini-computer. The link between the CAD system and the
blackboardis achieved using the TCP/IP[10] networkprotocol.
The functional Model of the prototype system is shown in Figure 12. The user interacts with the system through a user
interface which is essentially menudriven and supports pop up menus, dialog boxes and menus. The primary user interface is
the CAD system. The user may also access the blackboard structure and the EMTRIS database directly from the CAD
system. The communication between the blackboard and the CAD system is controlled by the user. The user is intimated
whenever relevant changes are made on the blackboard. The user is allowed to post notes on the blackboard directed to
different groups - these notes are referenced by the product ID.
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I ................. "3\
CAD WORKSTATION (AUTOCAD)
EMTRIS LINK ]
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ENGINE
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Figure 11 : Prototype Hardware / Software Configuration Figure 12 : The Prototype CAD System
The CAD data defined bythe user is stored in the geometry database. The user may invoke several functions to act on this
data such as typical geometric transformationsand the creationand manipulationof geomelric entities. The data from this
geometric database is allowedto interactwith the blackboarddatabases using routines defined in the prototype CAD engine
and the communication network. This is a two way link - data may be imported from the blackboard to the geometric
database ormay be exportedfromthe geometricdatabase to the blackboard. The prototypeCAD engine contains routinesto
automaticallyoperate on this imported data. The blackboard also has routines to act on the exported data to ensure
consistency,etc. For example, thePCB parametersmay be importedfrom the blackboard and renderedon the CAD system:
on updatinga fan from theblackboard,the fan cutoutand mountinghole featuresas well as the connection devices (standard ....
fasteners)are also automaticallyupdatedby these routines,therebyupdatingthe relevant segmentsof the geometric database.
Data fromthegeometric database is processed by CLIPS in a similar way. The CLIPS system has also been enhanced to
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communicate and post data on the blackboard. The output information from CLIPS may then be used to update the geometry
(-- ..... database.
Any update made to the geometrydatabase is instantaneously renderedon the screen. The functions of the system are geared
to respond in real time. Local functions that do not involve the blackboard or the CLIPS expert system may also change the
geometrydatabase and these changes are posted on the blackboard as appropriateunder the control of the designer. These
.... programsare written in LISP, C, UNIX shell scripts and PC batch files.
Prototype System Capabilities
_ Figure 13 shows the menu structure for the prototype CAD system.
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Figure 13 : Prototype Menu Structure
Some of the key functionalitiesof the CAD systemare enumeratedbelow
Attachment of textual attributes to geometric entities. Encapsulation of form andfunction.
Queryfacility for geometric entities
Blackboard interaction with CAD system:
Automated information transfer between serial and parallel groups :
insert geometric entityfrom standards DBMS ; insert geometrical entity from product specific Data
(automate_lUPDATES, DELETES, INSERTS)
Direct query link between CAD system geometric entities and Blackboard DBMS attributes
Access to EMTRIS from theDesign Action
Maintenance of geometric associations and consistency
Automated form feature generation
.... Feedback on Assembly/Test time (DFA/DFM)
Manipulation of design features
Verification of geometry by CLIPS
A detailed account of these functions is given in [11].
The CLIPS Module
Let us consider the design of a rear panel to support certain components such as fans, controller boards, switches, etc.
Several manufacturable features become apparent. Figure 14 shows such a part which has been designed using the prototype
CAD system. Using the pull down menu in the CAD system, the user selects primitive Panel elements and features such as
slots and holes. The designer specifies the location of the panel in space, thereby automatically specifying the positional
attributes. The descriptive attributes are automatically imported from the blackboard.
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Figure 14 : Panel Example
The features may be inserted automatically based on the constraintnetwork or may be manually specified by the designer. In
all cases, the attribute values are displayed in a dialog box on instantiation. They may subsequently be queried or modified.
Whenever a feature is inserted in a panel, the following checks are performed within the CAD system •
1. The features must be defined within the extents of the panel.
2. The feature dimensions must be greater than the stock thickness. For example,
if the hole diameter is less than the stock thickness, it violates this condition.
Physically there is danger of tool breakage if this condition is not maintained.
These conditions ensure that the features are instantiated with respect to the sheet metal stock. The user is given the option of
repeating the operation if these conditions are violated.
Consequently,'the user may invoke the CLIPS module on the NCR-Tower using the pull down menu option. This results in
the extraction of the positional, ER and descriptive attributes from the geometry database in the CAD system. These
extracted values are passed on to CLIPS over the network. A typical extract file is shown below - the format of this file has
been designed to conform to the deftemplate structure defined within CLIPS.
FEATURE "PANEL" "92" -9.19403o-17-1.53957o-170.0 -1.0 0.0
-1.60787e-169.0 5.0 0.0478 "92" "18Ga.CRSAISI 1010"
"0.0478" "9" "5.000" "0.004" "0.004" "0.004" "348000002A"
"none"
FEATURE "PHOLE" "182" 6.98179 3.04243 0.0 0.0 0.0
1.0 0.569 0.569 0.0478 "5C" "0.569" "0.0478"
"182" "Tool#" "Yes" "None" --
FEATURE "P_SLOT" "176" 7.92125 3.67639 0.0 0.0 0.0
1.0 1.15 0.257 0.0478 "5C" "0.0478" "1.150"
"0.257" "0.004" "0.004" "176" "Tool#" "Yes" "None"
Extract File Format
This data is submittedto the CLIPSmodule, which loads the appropriateknowledge base. The datais then asserted into the
factbase as per rules defined in the knowledge base. The following rules show how these values are asserted as template
facts:
(deftemplate FEATURE "Template to store clips.in from ACAD drawing"
(field description (type STRING) (default ?NONE))
(field handle (type STRING) (default ?NONE))
(field xins (type NUMBER) (default ?NONE)) ,_
(field yins (type NUMBER) (default ?NONE))
(field zins (type NUMBER) (default ?NONE))
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(fieldx ir(typeNUMBER) (default?NONE))
f"..... (fieldy ir(typeNUMBER) (default?NONE))
(field zdir (type NUMBER) (default ?NONE))
(field xscale (type NUMBER) (default ?NONE))
(field yscale (type NUMBER) (default ?NONE))
(field zscale (type NUMBER) (default ?NONE))
_ (multi-field attributes (type ?VARIABLE) (default ?NONE)))
(defruleread-template"Read TemplatevaluesfromCLIPS.INfile& assertinto factbase"
(initial-fact)
(system"rmacad_dat.clp")
(open"clips.in"mydata)
(while(neq(bind?input-str(readlinemydata))EOF)
(fprintout ?input-strcrlf)
(temp_assert?input-str)); temp_assertfunctionto asserttemplatefacts
(closemydata))
int temp_assertO; userdefinedfunction
(
char *arg1;
int num..passed;
num_passed=num_argsO;
argl =rstring(1);
assert(arg1);
return(1); }
• Read Template Rules
Consequently, the relevant rules are activated. Currently the knowledge base contains rules to check for sheet metal
manufacturability.Figure 15 illustratesthe featureto featurespacingrequirementand the featureto edge spacingrequirement
[]2].
i' I A [1 T=Malerial
• /_ _Gauge
A : Feature 1oPanel SpacingConstraint > l to 1.5T
_:' B : Feature to Feature Spacing Constraint > 1.5 to 2.5 T
...... _- ;.
Figure 15 : Spacing Rules
Data may be retrievedfrom the blackboard(theDBMS) usingthe userdefined funcdonsql_link, sql_link submitsany SQL
statementto the DBMS and returnsthe resultof the statement. In the ruleshown below, the fact: (STOCK ?stock_no) has
the effect of activatingthe SQL-stock-assert rule.i.e. whenever stock datais not available, the values are extracted from the
blackboard(DBMS) andassertedas stockdata.:
/r :,(defruleSOL-stock-assert"RetrieveStockdatafromORACLE" ,(STOCK?stock-no)
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(not (?stock-no $?stock-data)) ....."_,
; Retrieve Panel sheet stock data from ORACLE
(bind ?stock-qry (str-cat "select * from stock_tel where stock# =" ?stock-no "'") ) ,_
(bind ?stock-tel (sql_link ?stock-qry) )
(if (eq ?stock-tel "ERROR")
then
(fprintout t "SQL ERROR - no values retrieved" crlf)
(fprintout t "PROGRAM T E R M I N A T E D !! "crlf)
(halt)
else
(fpnntout t" Thge DBMS value is "?stock-tel crlf)
(str-assert ?stock-toO
)) ; end lF
EXTRACT DATA FROM DBMS
The function sql_link is a user defined function written in Pro*C [9] and permits dynamic interaction between CLIPS and the
blackboard. A few sample queries and their responses are shown below:
SQL> select "from stock tol
STOCK# FEATURE TOL EDGE_TOL
.........................................
34800000 IA .089 75 .05385 _-_,
348000002,4 .1195 .0717
348000003A .1495 .0897
348000004,4 .18675 .11205
348000005A .22425 .13455
5 records selected.
SQ/->selectpunch.tool#, screwlt.part#, major_alia,pem_screw,screw#, pem#,pem_ screw,hole,
pem_screw.min_thk, pem screw.ctr_edge frompem_screw, punch, hexscrew, screwIt
where punch.hole = peru_screw.hole and pem_screw.screw# = hexscrew.screw# and
pem_screw.screw# = screwlt.screw#
and screwlt.length = 0.5 and min_thk > 0.05
Sample SQL Queries
Having obtained values from the DBMS, these values may be used as normal facts. In this example, the stock tolerance '_
values are used to check the distance parameters. If these conditions are violated,the correspondinghandles are loggedinto a
file and are subsequently passed to the CAD system.
(defrule write-handles "write problem handles to file" _
(?e PROBLEM ?hI ?h2)
(open "acad dat.clp" clipout "a")
(fprintout t "writing values to file ..." crlf) ,
(fpfintout clipout "l" ?e "_"" ?h1 ?h2crlf) f-_'_
(close clipout) )
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file : acad_dat.clp: "
"SLOT-FEATURE"7D""182"
"SLOT-FEATURE"7D""176"
"SL0 T-FEATURE"DD""FB"
__ Write Data to Files
Control is then transferredto the CAD system which highlights all the problem object pairs in the geometry model as
identified by CLIPS- allowing the designerto takeappropriateaction.
(defunclips_err0
;Readshandlesin acad_dat.clpoutputfile fromCLIPS
; andselectsappropriategeometricobjectsfromModel
; FunctionreadclpOreadsintolist:clipsdat
(readclp"acad._dat.clp"); valuesin CLIPSDAT
(prompt"The FollowingpairsofEntitiesdonotsatistySPACINGTOLERANCES")
(terpri)
(prompt"PressENTERto Continue")
(read-char)
(setqclips_ent(carCLIPSDAT))
. (whileclips_ent
(command"SELECT"(handent(nth I CLIPS_ent))(handent(nth2 CLIPS_ent))pause)
(setqCLIPSDAT(cdrCLIPSDA7"))
(setqclips ent (carCLIPSDAT))))
AUTOLISP File : Read CLIPS output
By this process, the designeris able to invoke CLIPSto evaluate the designagainstpotentialmanufacturabilityconflicts. The
primarypurposehere has beento demonstratethe integrationof geometry data and blackboarddatabasevalues with rules in
CLIPS. By integratingCLIPS with the DBMS andby exploitingthe templatestructurewithin CLIPS, it becomes possible to
allow the CAD system to functionintegrallywith both the blackboardas well as CLIPS. Although this example has focused
on a simplepanel-feature problem,theprincipleof integrationof functions(CAD, DBMS, expert systems) is apparent. The
distributedconfigurationprovides therelevance in multidisciplinarydesign and manufacturingenvironments.
CONCLUSIONS
This paperdescribes briefly, the capabilitiesof a CAD system that supportsthe engineering design process by providing
informationretrievalandcompatibilityenforcementcapabilities at the sourceof the design action. Such facilities become
particularlysignificant in large design organizationswhere the design tasks are decomposedinto severalinteractingsub-tasks.
-_ By providing such functions at the sourceof the design action,it is possible to create a design environment that externalizes
the designer's information retrieval and compatibility verification functions.
The CLIPS application, which runs on an NCR-Tower interacts with the blackboard DBMS (implemented using ORACLE on
an NCR-Tower) for relevant design data and provides feedback to the designer based on the geometry in the prototype CAD
system(implemented using AUTOCAD on an NCR PC/916). This three way link allows "the designer to apply rules on the
_ defined geometry and to check for consistency with data defined by other design groups. Currently, the rules reflect
manufacturability and electromagnetic compatibility guidelines for a class for rear panels used in computers and disk file
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sub-systems. .........
By treating geometric entities as object-attribute-value triplets and by supporting relationships between different objects and
attributes, using entity relationship models and constraint networks, it is possible to impose functional and geometry based
constraints within the CAD environment. By integrating such systems with applications like CLIPS, it becomes possible to
add a new dimension to the CAD system. The prototype CAD system described in this paper provides access to a common
design-manufacturing blackboard structure and an interface where geometric data in the CAD system is derived from _:
parametric text data stored within the blackboard. Consistency between the two systems (updates, inserts, deletes) is also
maintained.
The prototype CAD system described here was well received by the various participating groups at the case study site, and is
considered to be a critical link in providing concurrent engineering capabilities.
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DECOMPOSING A COMPLEX DESIGN PROBLEM USING CLIPS '_
James L. Rogers
NASA Langley Research Center
Hampton, VA, USA
_TRODUCTION
Many engineering systems are large and multidisciplinary. Before the design of such
complex systems can begin, much time and money are invested in determining the possible
couplings among the participating subsystems and their parts. For designs based on
existing concepts, like commercial aircraft design, the subsystems and their couplings are
usually well-established. However, for designs based on novel concepts, like large space
platforms, the determination of the subsystems, couplings, and participating disciplines is
an important task. Moreover, this task must be repeated as new information becomes _'_\_
available or as the design specifications change. Determining the subsystems is not an
easy, straightforward process and often important couplings are overlooked. The design
manager must know how to divide the design work among the design teams so that
changes in one subsystem will have predictable effects on other subsystems. The resulting
subsystems must be ordered into a hierarchical structure before the planning documents
and milestones of the design project are set. The success of a design project often depends
on the wise choice of design variables, constraints, objective functions, and the partitioning
of these among the design teams. Very few tools are available to aid the design manager in
determining the hierarchical structure of a design problem and assist in making these
decisions.
Recently Sobieski (ref. 1) showed the value of multilevel optimization as an approach to
solving complex design problems. But to use this approach, a novel design problem must
be decomposed to identify its hierarchical structure. Although much work has been done
in applying AI tools and techniques to problems in different engineering disciplines (refs.
2,3), only recently has the application of AI tools begun to spread to the decomposition of
complex design problems (ref. 4). Steward (ref. 5) developed a project management tool to
organize and display the couplings among tasks in an NxN matrix format using matrix
manipulations. A new tool, DeMAID (Design Managers Aid for Intelligent r_-_,
Decomposition, ref. 6) has been developed to implement a decomposition scheme suitable
for multilevel optimization. It displays the data in an NxN matrix format and replaces the
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matrix manipulations with a CLIPS knowledge-based system (ref. 7) to provide more
flexibility.
This paper discusses a proposed model of the design process and describes the functions
DeMAID uses to decompose a novel, complex design problem into a multilevel structure.
The knowledge-based aspects of DeMAID, as well as a sample problem showing its
application, are also presented.
A PROPOSED MODEL OF THE DESIGN PROCESS
DeMAID incorporates only one model of the many possible models of the design
process. This model parallels Steward's (ref. 5) model of a system which defines the (i
structure of a system as the way in which some parts of a system affect other parts of a
system. These effects differentiate a system from just a collection of parts. The semantics
of the system describe how and why these effects occur. The structure and semantics
together completely describe the system. To attain a desirable structure, the design
manager needs more formal tools to gain understanding of both the structure and the
semantics of the system.
The design process is divided into tasks which are called modules in DeMAID.
Modules (1) take some input data, (2)perform one or more functions, and (3) generate
some output data. Modules are linked when the output from one module is the input to
another module. Feedback links imply that information is required before it is available
which, in turn, implies that guesses must be made to initiate the process and iterations are
necessary. Typically, a desirable structure has a limited number of feedback links because
each feedback link increases the cost of the solution. One method of reducing feedback
links is multilevel decomposition where the modules and their couplings are ordered, in
such a way that a number of smaller uncoupled optimization problems can be identified.
DeMAID partitions the modules of a system into circuits which represent subsystems
.... where each module is simultaneously dependent on all of the other modules within the :
same circuit. Feedback links are contained within the circuits indicating that an iteration is _•:_i•
required. Circuits are connected to each other only by feedforward links. This indicates
that there is no iteration among circuits and they can be ordered in a multilevel format.
Thus a complex design process can be decomposed into a hierarchical set of tasks.
FUNCTIONS OF THE DEMAID
/ DeMAID performs several useful functions to aid the design manager in attaining a •_
desirable structure. These functions are (1) planning, (2) scheduling, (3) displaying the i.
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modules and their couplings in an NxN matrix format, (4) displaying the subsystems in a
multilevel format, and (5) displaying the dependency matrix. Each of these functions is
contained in a subroutine of the main program (figure 1). The planning function is always ;
done first followed by the scheduling function. Calling the other functions depends upon
the needs of the user. After each function is completed a file is written containing the
current list of modules. This allows the user to restart the process without having to go _
back to the start each time.
The functions of DeMAID are discussed in the remainder of this section using a generic
design problem as a sample problem. The problem has 45 modules. These modules
perform one of the following tasks: (1) set the value of one or more design variables, (2)
evaluate one or more constraint functions, (3) calculate intermediate results and behavior
variables, and (4) evaluate the objective function. The problem is defined in terms of
relationships among these four design tasks. The dependency of the objective and
constraint functions on the design and behavior variables can be defined explicitly by
mathematical equations. The same is true for defining the dependency of the behavior
variables on the design variables. However, the question of whether new values of the
design variables can be set without knowing the outcome of the function evaluations
depends on the design manager's view of the problem, therefore engineering judgement is "°--_
required when determining these dependencies. The main requirement is that a design
variable can only depend on a function evaluation if that function is dependent on the
design variable.
Planning
The term planning within the context of DeMAID means determining which modules
contribute to the solution of the problem. The user begins with a list of modules. This list
should contain all modules that might possibly be used in the problem. The first step in the
planning function is to determine whether or not a module contributes to the problem by
checking the output of each module against the input requirements of the other modules. If
the output of the module is contained in the input list of at least one other module then that ......
module contributes to the solution of the problem. If a module is found not to be a
contributor to the solution of the problem, then it is removed from the list of modules, but
saved for possible use later.
In the second step, the planning function examines the input lists of all the modules to
determine if all input requirements are satisfied by the output of other modules. Some
modules have no input requirements. These modules are used for initialization purposes
and represent external inputs. If an input requirement to a module is not satisfied, then the F---_
user must interactively add a new module to the list or remove the input requirement. If a
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new module is added, its input requirements are also checked. If one or more of its input
requirements are not met, then the modules removed from the list earlier are checked first
to determine if they satisfy the requirement, if not, then another module must be added.
" This step continues until all input requirements are satisfied.
Scheduling
The scheduling functionis the heartof DeMAID. Withinthe context of DeMAID,
scheduling means the orderingof the modules into a meaningfulsolution sequence while
limiting the numberof feedback links amongthe modules. The scheduling function
reordersthe modules basedon theircouplings. If the modulesand their couplings are
placed into the matrix withoutanyregardto their ordering,then very little information
regardingthe desirable structureof the systemis available to the design manager. For
example, the couplingsof the initialdatafor the sampleproblemarevery disorganized and
contain a substantialnumberof feedbacklinks (figure2). Limiting the feedback links
among the modules is accomplishedby examiningthe couplingsand groupingthe modules
into circuits. DeMAID also ordersthe modules within the circuitsand orders the circuits
within the design process. While Steward (ref. 5) implementsthe groupinginto circuits
with matrixmanipulations,DeMAID follows the samesteps butreplacesthe matrix
manipulationsfor groupingby applyingrulescontainedin a CLIPSknowledge base.
One of the advantagesof using a knowledge-basedtool overmatrixmanipulationsis the
ease with which new rules can be added.This gives the knowledge-basedtool more
flexibility. Additional rules thatwere not in Steward's (ref.5) procedureweredeveloped
in conjunctionwith the designproblemof Padulaet al (ref. 8) andhave been addedto
control the orderingof the moduleswithin circuits andthe orderingof circuits within the
design process. The orderingis done basedon the weight assigned to the modules. This
stepreordersthe modules withina circuit by moving the moduleswith the highest weight
to the beginningof the circuit. The moduleswith ever decreasingweights are moved to be
below but near the top prioritymodules to which they are coupled. Using this method,
tasks can begin as soon as possible but the modules with the highest weights are given
priority.
The NxN Matrix Display
Once the schedufingfunctionis completed, the designmanagercan examine the NxN
matrixdisplay (see figure3) and manipulatethe modulesandcouplings to meet the
requirementsandsemantics of the problem. DeMAID's displayof the modules andtheir
couplings is slightly differentfromthat of Steward(ref.5). The modules of the problem/
are placed on the diagonalof the matrix. The couplingsare lines connected horizontallyto
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a box to indicate an output from that module and vertically to indicate an input. A circle at
the juncture of the horizontal and vertical lines indicates a coupling between two modules.
A circle below the diagonal indicates a feedback link.
Multilevel Organization
The circuits and their couplings can also be displayed in an NxN matrix format by
DeMAID (figure 4). By examining the circuits, it is apparent that there are no feedback
links among the circuits, therefore there is no iteration among the circuits. The only
iterations are contained within the circuits. Thus, once the circuits have been found during
the scheduling function, it is simple to achieve a multilevel organization of the problem. A
list of circuits is input to the knowledge base to determine the multilevel hierarchy. As
circuits with satisfied input requirements are found, they are placed on a level. A circuit is
placed on the level below the lowest level containing a circuit which generates input for the
circuit being placed (figure 5).
Dependency Matrix
Another function of DeMAID is to build the dependency matrix of the problem. The ......_
usefulness of this matrix is described by Barthelemy (ref. 9). It is an ordered table that
identifies the functional dependence between constraints and independent design variables.
Behavior variables can be evaluated using design variables, therefore each behavior
variable can be replaced by a list of independent design variables. Each constraint is
examined to determine its dependency on design and behavior variables. Whenever a
constraint depends on a behavior variable, the dependency of that behavior variable on the
independent design variables is substituted. This produces a rectangular matrix with
constraints listed along the rows and the independent variables along the columns (figure
6). An X marks the dependency. Building the dependency matrix after the planning and
scheduling functionsreveals dependency patierns that may prove advantageous when
developing multilevel optimization algorithms.
THE CLIPS KNOWLEDGE-BASED SYSTEM
CLIPS (C Language Production System, ref. 7) is a knowledge-based system that was
developed at NASA Johnson Space Center. It is written in C, performs forward chaining
based on the Rete pattern matching algorithm, and has a FORTRAN interface. There are
three main parts to this knowledge-based system, the facts, the rules, and the inference
engine.
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Facts
Facts are the basic form of datain the knowledge base and are contained in a facts-list.
A fact is composed of one or more fields with each field separated by a space. A field can
contain a number, a word, or a string. In DeMAID, facts are asserted into the facts-list by
an assert command in the calling program before the inference engine is executed, and
_ during execution as the action caused by executing a rule.
The primary function of DeMAID is to manipulate a list of the modules which
contribute to the solution of the problem. A fact about a module has the following format:
(module ?number ?name ?weight ?time ?output ?status $?input-list)
The number field is for "moving" or reordering modules during the inferencing process.
The name field is a unique identifier for each module.
The weight field is a number defining the element of the design process: 4 for an
objective function, 3 for a design variable, 2 for a behavior variable, and 1for a constraint.
The ordering of modules within a circuit is based on the weight assigned to the modules.
..... The modules with the highest weights are moved to the beginning of the circuit, then the
modules with ever-decreasing weights are moved to be below but near the top priority
modules to which they are linked. Using this method, tasks can begin as soon as possible,
but the modules with the highest weights are given priority.
The time field contains the amount of time required for a module to complete
processing. This information is valuable if the designer desires to some of the processing
in parallel.
The output field contains a name of the data that is output from that module. The output
may represent a single value or multiple values.
The status field maintains the status of the module to prevent it from being applied more
than once in a rule.
The input-list field is a list of the modules required to be available before the given
_ module can be processed.
Rules
" The knowledge base also contains rules. A rule states that specific actions are to be
taken if certain conditions are met. An action may be to return data to the calling program
through the FORTRAN interface or assert a new fact into the facts-list. A rule executes
based on the existence or non-existence of facts in the facts-list.
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A typical rule in DeMAID looks like:
(defrule links -!
(module ?nol ?namel ?wtl ?tml ?outl ?statl $?inlistl)
(module ?no2.?name2 ?wt2 ?tm2 ?out2 ?stat2 $?inlist2)
(test (neq ?namel ?name2)) _,
(test (member ?outl $?inlist2)) =>
(KBANS1 LINK null ?nol ?no2))
This is interpreted to read as follows: If there are two different modules where the output
of one is the input to the other, then a link exists between those two modules. The action,
based upon the conditions being satisfied, is to return to the calling program via the
KBANS1 parameter the fact that a link exists between modules ?no1 and ?no2. The
KBANS1 parameter is a pointer to subroutine KBANS1 in the calling program. The LINK
parameter serves as a pointer for storing the numbers in the KBANS 1 subroutine. The null
parameter is a place holder and not needed in this rule. The ?nol and ?no2 parameters are
the two link numbers to be passed to the calling program. If, for example, module 7 has
the output field of DV07, and module 13 has the input-list field of DV01 DV07 DV20,
then the rule would execute and the module numbers 7 and 13would be returned to the ........'_
KBANS 1 subroutine to indicate a link between the two modules.
Currently there are 156 rules divided among seven files. The rule files correspond to
the major subroutines in DeMAID. The division of the rules into seven files was done
primarily for efficiency. For example rules pertaining to the planning function need not be
considered during scheduling and vice-versa. After each subroutine is called, the rule file
is loaded, the facts are asserted, and the CLIPS inference engine is executed.
InferenceEngine
The inference engine applies the knowledge (rules) to the data (facts) by pattern
matching the facts in the facts-list against the conditions of the rule. The basic execution
cycle begins by examining the knowledge base to determine if the conditions of any rules
have been met. All rules with currently met conditions are placed on the agenda which is
essentially a push down stack. Once the agenda is complete, the top rule is selected and its
actions are executed. As a result of the action(s) of the rule, new rules may be placed on
the agenda and rules already on the agenda may be removed. This cycle repeats until all
rules that can execute have done so. The calling program passes control to CLIPS for
execution of the inference engine and CLIPS returns control back to the calling program __.
after all the rules have been executed. !
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As mentioned above, passing data from the execution of a rule to the calling program
uses subroutine K.BANS1. This subroutine has four parameters, two alphanumeric and two
floating point. The first alphanumeric parameter serves as a pointer in KBANS1 to
__ indicate in what variables the other parameters are to be stored. The other alphanumeric
parameter is used to store data such as the name of the module. The two floating point
parameters are used to pass data like module numbers, times, or weights. If one or two of
the parameters are not used in a rule, a dummy value is passes, such as the null in the
above example.
AN APPLICATION OF DeMAID
DeMAID was applied to the design of the Control of Flexible Structures (COFS) mast
problem by Padula et al (ref. 8). The COFS mast was a truss structure, attached to the
space shuttle, and used to study techniques for system identification and active vibration
control. The system contained about 50 modules for decomposition.' For this system, a
module represented calculating system behavior variables such as the vibration
frequencies, selecting a value for one or more design variables, or evaluating a constraint
function. A diagram of the decomposed system is shown in figure 7. (Note: DeMAID
requires about 10 minutes to complete the planning and scheduling functions for a problem
of this size. The amount of time required to decompose a problem increases dramatically
with the number of modules.) After the system was decomposed, it was divided among
design teams such as structures and controls as indicated in the figure. The reference
explains the changes made to the model by the design manager to arrive at this particular
decomposition.
SUMMARY
DeMAID is a newly developed CLIPS-based tool for decomposing complex design
problems into a suitable multilevel structure based on the multilevel optimization approach.
DeMAID requires an investment of time to generate and refine the input for each design
__ module. This investment may not be justified for a small, well-understood problem, but
should save a significant amount of money and time in organizing a new design problem
where the ordering of the modules is still unknown. The decomposition of a complex
design system into subsystems requires an interaction with the judgement of the design
" manager. DeMAID can aid the design manager in making decomposition decisions early
in the design cycle.
DeMAID aids the design manager by reordering and grouping the modules based on the
/ couplings among the modules. The modules are grouped into circuits (the subsystems) and
displayed in an NxN matrix format. The feedback links, which indicate an iterative
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process, are limited and restricted to be within a circuit. Since there are no feedback links
among the circuits, the circuits can be displayed in a multilevel format. Thus, a large
amount of information is reduced to one or two displays which can easily be stored, _
retrieved, and modified. The design manager and leaders of the design teams are given a
visual display of the design problem and the intricate couplings among the different
modules so that they can determine how a change in one subsystem will affect other !
subsystems. It also helps reduce the possibility of overlooking important couplings.
In addition to decomposing the system into subsystems, DeMAID examines the
dependencies of the problem and creates a dependency matrix. This matrix shows the
relationship among the independent design variables and the dependent objective and
constraint functions.
Since DeMAID is based on AI knowledge base techniques, it has proven to be very
flexible in adding new capabilities. Given its current capabilities, DeMAID can provide
the design manager a great deal of insight when decomposing novel, complex design
systems into more manageable subsystems; thereby saving considerable time and money in
the total design process.
,/'-_ \\
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Figure 1 - Diagram of DeMAID.
Figure 2 - Unorganized data from original input.
Figure 3 - Modules and circuits after scheduling.
Figure 4 - NxN display of circuits.
Figure 5 - Multilevel display of circuits.
Figure6 - Dependencymatrix.
Figure 7 - Desired structure of circuits and links for COFS model. -_'_,
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ABSTRACT
The enhancements to CLIPS4.3 presented in this paper provide an embedded
CLIPS application with the ability to continue operation with minimal to no loss of
information in the event of a hardware or a software failure. Given an arbitrary _
failure, the CLIPS application's environment (fact-list, agenda, and pattern
matching network) will be reconstructed to the point at which the failure was
experienced. The environment reconstruction is based on state files to which the
application periodically checks environment information (fact-list and agenda).
The routine for checkpointing the state of the application is as efficient as possible
so that the overhead introduced to normal execution of the application is minimal.
The only assumptions made by the CLIPS application are that it is running under an
operating system that guarantees it access to uncorrupt state files and that the
application will be automatically restarted should it terminate abnormally.
1. INTRODUCTION
Loss of information due to hardware or software failure can be costly for any
application. With a production system, such as a CLIPS application, inference
chains can be quite long and computationally expensive. Simply restarting the
application at "the beginning", should some failure cause the CLIPS application to
halt execution before any useful conclusion is reached, is often very undesirable.
However, CLIPS does not offer any means to recover from such a failure without the ......_,,
potentially expensive loss of information. Therefore, for a CLIPS application to be
made fault-tolerant, the operating system would need to redundantly execute the
application, which could very well be an expensive and unacceptable solution.
There are many ways to organize a fault-tolerant system. In differentiating
possible organizations, two aspects of a fault-tolerant system can be
considered.J1][2] The first aspect is the degree of processor coupling (loose vs.
tight); the second aspect is whether or not identical processes are to be executed.
The Loosely Coupled Processors and Independent Processes fault-tolerant
organization is one in which software provides almost all of the fault recovery and
there is no redundant execution of applications. The enhancements to CLIPS
discussed in this paper utilize this method to enable the construction of fault-
tolerant CLIPS applications. The other fault-tolerant schemes rely mainly on
hardware for fault recovery (e.g. voting scheme) and will not be discussed, although
fault-tolerant expert systems have been developed using these methods.[3]
With the fault-tolerant scheme of Loosely Coupled Processors and Independent
Processes, a system that experiences a fault will be unavailable for a finite_ relatively
short period of time while it attempts to recover from the fault. This is a plausible
method to insure fault-tolerance of flexible, real-time systems (those without hard
deadlines) without requiring expensive fault-tolerant hardware. For example, a
fault-tolerant embedded CLIPS application that will both diagnose and control a
physical system, based on periodic sensor readings, might recover from a failure in
the otherwise idle time between the arrivals of sensor data. However, the ....
operating system must automatically restart the application should it terminate !
t
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abnormally, and guarantee the application constant access to uncorrupt state files.
/..... Though this might sound like a great deal to ask for, it is considerably less
expensive, in a hardware sense, than the redundant execution of applications on
multiple nodes. Furthermore, by minimizing the space requirements and overhead
imposed on the normal execution of the CLIPS application, in order to insure fault-
tolerance, this fault-tolerant scheme becomes even more appealing.
In order to reconstruct the CLIPS environment after hardware or software
failure, it is necessary to have access to previous CLIPS environment state
information and to a transaction log. During execution of the application, the CLIPS
environment should be saved in state files at checkpoints. The transaction log will
contain a record of actions taken since the last checkpoint that affect the CLIPS
environment. Two essential additions to CLIPS are: (1) a command which saves the
fact-list and the agenda to state files, and (2) an I/O router which intercepts
information that the watch all diagnostic mode of CLIPS routes to the logical name
wtrace and enters the diagnostic information in the transaction log. The major
addition to CLIPS enabling fault-tolerant CLIPS applications to be created is the
restoration algorithm whose execution can be explained with the following two
scenarios. _
The most straightforward case of environment restoration follows a failure
after a checkpoint before anything was entered in the transaction log. This case
involves restoring the rules and the fact-list, in addition to reconstructing the
agenda. After the rules and fact-list have been loaded into CLIPS, the resulting
agenda will be a superset of the agenda saved at the last checkpoint. A possible
discrepancy between agendas can occur lbecause CLIPS enforces refraction in
determining the activations to place on the agenda. The reconstruction routine
will then need to purge any activations from the current agenda that are not on the
agenda saved at the last checkpoint.
The most interesting case of environment restoration involves a failure after a
checkpoint, where entries have been made to the transaction log. Restoration is
identical to the previous case except that the final step would be to process the
transaction log. By affecting the CLIPS environment according to entries indicated
in the transaction log, the loss of environmental changes since the last checkpoint
can be avoided. In this way, minimal loss of information can be insured for low cost
since making entries to a transaction log is extremely inexpensive when compared
to saving the state of the CLIPS environment to state files.
Using the previously mentioned checkpointing command, I/O router, and
": restoration algorithm, it is possible to design a fault-tolerant system using
production system technology without red_dant execution of applications. For
example, CLIPS applications can be designed to control/diagnose physical systems
as long as a small amount of down-time due to failure followed by recovery, is
. acceptable. Such controllers/ diagnosers would undoubtedly rely upon historical
data to control, diagnose, and anticipate the behavior of systems; a hardware or a
software failure should not cause the loss of crucial historical information. Using
the restoration routine in the event of a fai!ure these controllers and diagnosers
can operate in a continuous fashion with minimal impact from failures.
/
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After a brief overview of the characteristics of a CLIPS application, a more ....
detailed look istaken at the expectations of a fault-tolerant CLIPS application on
the operating system it is running under. Next, the process of saving the CLIPS
environment to state files will be discussed in more detail followed by an
explanation of the actual restoration algorithm. The final section of this paper
proposes future expansions and improvements on the work presented in this
paper. _
2. OVERVIEW OF EMBEDDED CLIPS APPLICATION
2. I Embedded vs. Interactive CLIPS Applications
The enhancements to CLIPS described in this paper are geared toward
embedded CLIPS applications. Interactive CLIPS applications require continual
human interaction with the program, and though the same state saving and
restoration techniques can be applied to them as proposed in this paper, this case
is not as challenging as the embedded one. This is due to the autonomous nature
(e.g. restoration without human intervention) of embedded CLIPS applications
along with their possibly lengthy execution times. Hence, any CLIPS application
referred to in this paper, except for the applications in the table in section 8,
should be assumed to be embedded.
2.2 Indivisible CLIPS Operations ..........
During the execution of any CLIPS applications, certain operations must be
executed atomically. Therefore, if the CLIPS application is intended to run in a
networked environment and will use interrupt handlers to receive messages,
Instead of busy waiting, certain situations must be avoided. For example, if the
CLIPS application was accessing lts fact-list and an Interrupt handler was invoked
that accessed the fact-list, the results could easily be erroneous. This is due to the
nonreentrant nature of certain CLIPS operations. Namely, asserting a fact,
retracting a fact, and executing activations on the agenda must be done in an
indivisible fashion. This is not to say that these operations cannot be interrupted,
it is that access to the fact-list and the agenda must be completed before another
such access is attempted. Since the save-state routine and the restoration routine
discussed in this paper access the fact-list and the agenda, they too must be
executed atomically.
2.3 CLIPS Internal Environment
J
To better understand the intemal CLIPS environment, it is useful to first ,
define the execution cycle.
"I'he basic execution cycle is as follows:
a) The knowledge base is examined to see if the conditions of any
rules have been met. 'f_"
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b) All rules whose conditions currently are met are activated and
/_ placed on the agenda. The agenda is essentially a stack ....
c) The top rule of the agenda is selected, and its right-hand side
(RHS) actions are executed.'[4]
_. The internal environment for a CLIPS application consists of the fact-list, the
agenda, and the Rete algorithm-based pattern matching network. The rule set(s)
and fact template definitions are assumed to be static and will be restored in the
event of failure by simply loading a file(s). Facts and rules are well documented
concepts of production systems, however the CLIPS pattern matching network will
be elaborated upon.
"Prior to initiating execution, each rule is loaded into the
system and a network of all patterns that appear on the LHS of
any rule is constructed. As facts are asserted into the fact-list,
they are filtered through the pattern network. If the form of
the pattern (number of fields and literal fields) matches any of
the patterns in the network, the rule(s) with that pattem is
partially instantiated. When facts exist that match all patterns
on the LHS of the rule, variable bindings (if any) are
considered... If the field values for all pattems are consistent
with the constraints applied to the variables, the rule(s) is
activated and placed on the agenda."[4]
.... The pattern matching network is reinstantiated automatically by CLIPS as a
result of restoring the rules, fact-list ,and agenda in turn, and possibly processing
the transaction log. Therefore, the only things that need to be saved at a
checkpoint are the fact-list and the agenda. The restoration routine is able to
reconstruct the CLIPS environment with these two state files and a transaction log
if this is applicable. Even though, this will require some processing, it is a much
more economical and efficient solution than to save the entire context of the CLIPS
application at checkpoints.
"'4
3. REQUIREMENTS ON OPERATING SYSTEM
To provide resiliency to the embedded CLIPS application, the application will
need to be run under a special operating system component. This operating
_,_ system component, which will hereafter be referred to as the Fault-Tolerant
Monitor (FTM), will guarantee that the application will continually be executing on
some processor and that it will always have access to accurate state files (see fig. I).
This means that in the event of a failure that halts the execution of the CLIPS-
application, the FTM will restart the application. Any state files should be
.' designated as such to the FTM by the application during initialization. One method
to insure the availability of state files would be for the FTM to keep a duplicate copy
of each state file, and better yet to keep this copy on a different node as the master
copy if multiple nodes exist. Correctness of the state flies could be insured by disk
mirroring, while continual execution of the applications could be insured by
making each application a child process of the FTM, in which case the FTM would
/ be notified by the kernel if any of its child processes terminated abnormally.
!
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4. SAVING THE STATE
4,1 Save-state Routine
Saving the state of a CLIPS application involves saving the fact-list and the
agenda to state files and resetting the transaction log to begin logging information
that affects the CLIPS environment (see fig. 2). This information saved to the state
files is the minimum amount required by the restoration routine to correctly _
reconstruct the environment of a CLIPS application, and is considerably smaller in
size than the entire run-time context of that application. Two state files, one for
the fact-list and one for the agenda, will be used to save the state. The fact field
names will not be written to the state file when using templated facts in order to
conserve space. It is assumed that the rule base(s) will not change during the
execution of the application so there is no need to save the rule base at
checkpoints.
To avoid single point failure, two separate sets of agenda and fact-list state files
are used by the save-state function. This is necessary because a failure during the
save-state function could result in the loss of all the old state information in that
state file set and incomplete saving of the new state information. The resulting
partial state files would be useless during an attempt to reconstruct the CLIPS
environment to its state at the point of failure. Therefore, the first priority of the
save-state function is to determine which state file set to use. This turns out to be
a straightforward task as the last entry of each complete state file will be a time ......._
stamp. The time stamp is simply the character sequence "**TS** dddddddddd",
where the series of d's will be the number of seconds that have elapsed since
January 1, 1970. The larger the number represented by the d's, the newer the
state file. Since this time stamp will be placed in the state file only after the entire
fact-list or agenda has been written, the time stamp serves a dual purpose. Not
only does the stamp give the relative age of the state file, its presence indicates
that the entire structure has been written to the state file, which is useful since the
size of the agenda and the fact-list will vary. The time stamps are in terms of
seconds, this being reasonable since the average embedded CLIPS application
would not need to save the state more than once a second. However, should there
ever be a need to save the state more than once a second the time stamp
mechanism in the state saving routine can be enhanced to mark a file with a stamp
that is down to the microsecond level of granularity.
The state file set that will be overwritten in a save-state call will be the oldest
if both sets are intact. If one of the state file sets is not intact, it will be chosen as
the set to write to since errors might exist in that file. If both of the state file sets
are tainted, then a set will be chosen arbitrarily. This is done in order to keep the
most recent and correct state file set around in case of failure. After the agenda
and fact-list have been saved successfully, the transaction log will be reset and its
first entry will be a time stamp corresponding to the time stamp of the state file
set Just used. This will mark the transaction log thus indicating to which state file
set the transaction log corresponds. Since the restoration routine might use the
older state file set (if the most recent set is corrupted), the time stamp in the
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transaction log will enable the restoration routine to determine whether or not it
(-- should process the transaction log.
4.2 Checkpointing Policies
_- The restoration algorithm does not assume any one particular checkpointing
policy. Greater frequency of state saving enables faster restoration, but increases
the amount of overhead for the application. Since an acceptable frequency for
checkpointing will vary from CLIPS application to CLIPS application, it is left to the
' application designer to insert save-state calls wherever needed. A static interval
for checkpointing might be rigid and not as efficient as a more flexible dynamic
interval for checkpointing. An example dynamic interval checkpointing policy
would be to save the state of the CLIPS environment whenever the transaction log
reaches a certain size (say the typical size of both agenda and fact-list state file
sets). Also, to provide more flexibility to the application designer, the two routines
are available which can be invoked from the right hand side of a CLIPS rule, the
interactive CLIPS command line, or from a C function that will save the fact-list or
the agenda to the file specified by the argument.
4.3 Relative Size of Critical Files
In order to gauge the size requirements of the state file scheme, it is useful to
look at the size of the executing CLIPS application that corresponds to the state
files. The maximum run-time size of a CLIPS application will vary from application
to application, and perhaps even from machine to machine for the same
application. Therefore, no tight bound on the maximum amount of memory that an
application will require during execution can be placed. However, by empirical
observation, one can easily calculate the largest size that a particular CLIPS
application reaches during its execution.
'%Vhen new memory is needed by any CLIPS function, CLIPS
first checks its own data buffers for a pointer to a free structure
of the type requested. If one if found, the stored pointer is
retumed. Otherwise, a call is made to malloc for the proper
amount of data and a new pointer is returned."[4]
The size of the CLIPS executable includes all the source code of CLIPS4.3 and
the source code of the enhancements proposed in this paper (running on unix-
-_ based workstation). A global variable was kept to track the largest amount of
memory used by the CLIPS application at any one time. By adding this number to
the basic size of the CLIPS executable (450,560 bytes), the maximum amount of
memory used by each application during its execution was calculated. The table in
_ section 8 correlates the maximum size in bytes that CLIPS programs reach while
executing to the size that the state files reach with a reasonable checkpointing
scenario (state file memory requirement is only 1.5% that of working memory).
This reasonable scenario is to run the application and checkpoint at about one-
third of the way through and then again about two-thirds of the way through. This
way, both state file sets and the transaction log are utilized and the state flies
f reflect the entire execution of the application. The size requirement of the state
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file scheme is then the combined size of both the state file sets plus the transaction .....
log. The CLIPS programs used in this comparison are the examples included in the
CLIPS4.3 software package.
4.4 Complexity of Save-state
The agenda and fact-list are internal CLIPS structures kept in linked lists.
The save-state routine traverses both linked lists once. If the larger of the two
linked lists for the agenda and fact-list is of size n and the smaller is of size m, then _
the save-state routine is of time complexity O(n + m), which is O(n). The fact that
each entry in each linked list must be examined in order to correctly and
completely save the state of the CLIPS environment, coupled with the fact that file
I/O is intrinsically linear proves that the save-state routine is optimal.
5. RESTORING THE STATE
5.1 Restoration Routine
The general scenario for restoring a CLIPS application is as follows. During
the application's initialization, it will learn from the FTM whether it is executing
for the first time or is being restarted as a result of some failure. In the case of a
restart, it will invoke the restoration routine. When restoring the state of a CLIPS
application, the first priority will be to restore the fact-list based on the fact state ,--_
file from the most recent uncorrupted state file set. The agenda will be
reconstructed later with the agenda state file from this set and the transaction log
will only be processed if it has the same time stamp that both of the files in this set
have. To restore the fact-list, both templated and free form facts are built from
scratch, one field at a time. "This method for building facts is much more efficient
than using the function assert. It should be used by embedded applications which
assert numerous facts into the fact-list."[4] While each fact field from an entry of
the fact state file is isolated in preparation for the fact assertion, it is tested to
make sure it is a valid CLIPS type NUMBER, STRING, or WORD.
Since there is no limit on the length of time that facts can remain in the fact-
list, it is entirely possible that a fact is in the fact-list, but any activations on the
agenda it was responsible for have long since been purged or executed. Because
CLIPS uses refraction for deciding what to place on the agenda, this particular fact,
as long as it remains undisturbed in the fact-llst, will never cause the same
activation to be reintroduced onto the agenda.
"CLIPS was programmed with a characteristic of a nerve cell
called a neuron. After a neuron transmits a nerve impulse
(fires), no amount of stimulation will make it fire for some
time. This phenomenon is called refraction and is very
important in expert systems .... In the real world, the stimulus
that caused the firing eventually would disappear .... However,
in the computer world, once a fact is entered in the fact-list, it F--_
stays there until it is explicitly removed... Without, refraction,
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expert systems would be caught in trivial loops. That is, as
....... soon as a rule fired, it would keep on firing on that same fact
over and over again."[5]
Yet when the fact-list is restored with the fact state file, Just such a fact will cause
activation(s) on the agenda which are not part of the agenda state file. It is for this
-_ reason that the agenda resulting from the assertion of each fact indicated in the
fact state file will be a superset of the desired agenda.
, These extraneous agenda activations in the newly reconstructed agenda can be
detected by checking each activation against the entries in the agenda state file. If
an activation is on the agenda but does not have a counterpart in the agenda critical
file, it is considered extraneous and should be deleted. In order to avoid the
necessity of reading from the state file each time a current agenda activation is
checked, the restoration routine will read the agenda state file once, making each
entry a member of a linked list.
The last step of restoration is processing the transaction log. The first entry
of the transaction log will be a time stamp that is identical to the most recent set of
state files. Processing the transaction log should only occur if the state file set used
to restorethe state has a time stamp which matches the time stamp of the
transaction log. The reason for this becomes clear when one considers that the
purpose of the transaction log is to log all the actions taken that affect the CLIPS
environment since the last checkpoint. Therefore, it only corresponds to the most
recent set of state files, though restoration could have taken place with the oldest
state file set. It is also important to realize that if the restoration routine processes
the transaction log it will only be able to restore the CLIPS environment to the
degree of the last complete and accurate entry of the transaction log.
The restoration routine presented in this paper is limited in restorative ability
to the types of actions logged in the transaction log. It is assumed that the rule
base(s) and fact template definitions will remain static and not change during
execution of the application. Undeffacts, undefrules, excise, etc. will not be part of
the application. In fact, the only things that will be logged in the transaction log
will be fact assertions, fact retractions, agenda activations, agenda deactivations,
and rule firings. Assertions and retractions are handled by asserting and retracting
respectively. When processing a fact assertion entry in the transaction log,
identical error checking and fact assertion methodologies as those used in the
restoration of the fact-list are employed. To process a fact retraction entry in the
transaction log, the fact number is isolated out of the entry and the retract_fact
function is called with this number as the argument. Agenda activation and
deactivation entries in the transaction log can essentially be ignored as agenda
activations and deactivations will result automatically with the assertion and
retraction of facts.
Processing rule firings is a bit more complicated than processing the other
transaction log entries. Essentially, if a rule has fired then the agenda activation
corresponding to the rule should be deleted from the newly constructed agenda.
However, care must be taken to insure that all of the right hand side actions of the
rule actually executed before the activation should be taken off the agenda. If the
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CLIPS application ceased execution during the firing of a rule (the execution of the ......._
RHS actions), it is possible that not every action was executed before failure
occurred, yet the firing is logged along with none, some, or all of the RHS actions
in the transaction log. To remove the uncertainty posed by this particular case, an
exec function was added to CLIPS that places a special character sequence,
"**FE*", in the transaction log after all the RHS actions have taken place (see fig.
2). In this way, if the special character sequence is found, the rule activation can _:
be deleted off the new agenda without fear of losing information. If the special
character sequence is not found in the transaction log, processing of the
transaction log will be stopped without removing the rule from the new agenda.
The reason being that either the point of failure was this rule execution or the _'
transaction log is corrupt at this point.
After restoration is complete the state is saved, thereby precluding the need
to process a transaction log again should a failure be experienced before the next
checkpoint.
5.2 Complexity of Restoration
With n entries in the fact state file, the complexity of restoring the fact-list is
O(n), since file I/O is linear. The agenda state file is placed in a linked list which
requires O(m) time for an agenda state file with m entries. In the worst case each
activation on the newly constructed agenda will traverse the entire old agenda
linked list before finding its counterpart. Given a current agenda with p activations
this would require O(p * m). It will require O(q) time to process a transaction log ....
of size q in the worst case. Therefore, the complexity of the restoration routine is
O(n + m + p * m + q). In the expected case the number of entries in the fact-list
will be considerably larger than the number of entries on the agenda ( Ifact-list I >>
Iagenda i), and processing of the transaction log will generally occupy most of the
restoration routine's time. Therefore, in the expected case given a sensible
checkpointing policy is used (transaction log size is at most that of both critical file
sets) restoration will be O( Itransaction log l) when a transaction log is processed
and O(Ifact-listl) when a transaction log is not processed.
6. FUTURE EXPANSIONS
While the enhancements presented in this paper provide all the required tools
necessary to build a fault-tolerant CLIPS application, further work is still possible.
To increase speed, a hash table could be used instead of a linked list to house the
old agenda in the routine that restores the agenda. For cases where the old agenda
saved in the state file is quite large, the sequential traversal of the data structure
could be a hindrance on the restoration routine. Another possible improvement
would be to log and process more types of actions in the transaction log that affect
the CLIPS environment, such as undeffacts, undefrule, and excise.
To increase the level of confidence for state fries, a checksum number could
be tacked on to the end of each entry made to these files. To achieve this, any
communications protocol technique can be used. The most common scheme used _-_
is the cyclic redundancy check.[6] This method is one of the most powerful error-
detecting codes. It would also be possible to take this improvement further and
228
attempt to add error-correcting codes to a11owrecovery even when a file was
.... corrupted. Being able to recover in this situation would take some of the burden off
' the FTM. However, it may very well be that the overhead introduced to achieve
these improvements would be unacceptable.
__ 7. CONCLUSION
It was imperative to design the state saving code so that it would be as
efficient as possible because the state will continually be saved throughout the
' execution of the application. Though efficiency is desirable, it is not quite as
critical for the restoration routine, as it will only be executed in the event of a
failure. Failures should definitely not be as frequent as the number of times the
save-state routine is called. The restoration routine is fairly efficient but not quite
optimal.
The additions to CLIPS previously discussed employ software to provide fault-
tolerance to a CLIPS application. The overhead required to save a CLIPS
application's environmental information is minimal and the space it requires is
about 1.5% that required by the entire context of the application when it is
executing. For CLIPS applications without hard deadlines, which need fault-
tolerance but cannot be run on expensive fault-tolerant machines, the fault-
tolerance facilities presented in this paper are a viable and efficient option.
" 8. TABLES
Application Total Number Maximum Run-Time Memory
Name of Rules Requirements (bytes)
Fired Application Critical Files
auto.clp 9 490,249 2,190
dilemma, clp 8 0 478,724 6,876
mab.clp 81 506,979 7,331
ttt.clp 151 500,646 6,524
wine.clp 44 526,840 4,670
NOTE: the CLIPS executable requires 4682 additional bytes to get to the
CLIPS interactive prompt
£-,
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9. FIGURES
Figure 1
OperatingSystem
Fault-Tolerant Monitor
s'a''''c'°na ' IEmbedded Fault- _," applications kept by FTMTolerant CLIPS _"
Application
I Rule-Base ......
I Fact-List
I Agenda
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Figure 2
Fact-List State File (SetA)
f-0 (initial-fact)
f-i (square1 1 " " corner)
f-2 (square2 1 " " side)
,_ f-3 (square3 1 " " corner)
f-4 (square1 2 ....side)
f-6 (square3 2 " " side)
f-7 (square1 3 ....corner)
f-8 (square2 3 " " side)
I f-9 (square3 3 " " corner)
f-10 (computeris o)
f-ll (humanis x)
f-15 (square2 2 o center)
f-18 (evaluateboard for human)
f-19 (potential-win3 3 corner o)
f-20 (potential-win2 3 side o)
f-21 (potential-win1 3 corner o)
f-22 (potential-win3 2 side o)
**TS** 639171738
Agenda State File (SetA)
0 evaluate-potential-win:f-18,f-15,f-6,f-4
0 evaluate-potential-win:f-18,f-15,f-7,f-3
0 evaluate-potential-win:f-18,f-15,f-8,f-2
0 evaluate-potential-win:f-18,f-15,f-9,f-I
-i0 switch-to-move:f-18
**TS** 639171738
Fact-List State File (SetB)
f-0 (initial-fact)
f-2 (square2 1 ....side)
f-3 (square3 1 " " corner)
f-4 (square1 2 " " side)
f-6 (square3 2 " " side)
f-7 (square1 3 ....corner)
f-8 (square2 3 ....side)
f-9 (square3 3 " " corner)
f-10 (computeris o)
f-ll (humanis x)
f-15 (square2 2 o center)
f-19 (potential-win3 3 corner o)
f-20 (potential-win2 3 side o)
f-21 (potential-win1 3 corner o)
f-22 (potential-win3 2 side o)
f-23 (potential-wini 2 side o)
-"_ f-24 (potential-win3 I corner o)
f-25 (potential-win2 1 side o)
f-26 (potential-win1 1 corner o)
f-30 (square1 1 x corner)
f-33 (cleanupfor computer)
**TS** 639171741
Agenda State File (SetB)
0 cleanup-2:f-33,f-19
0 cleanup-2:f-33,f-20
0 cleanup-2:f-33,f-21
/- 0 cleanup-2:f-33,f-22
0 cleanup-2:f-33,f-23
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0 cleanup-2: f-33,f-24 _
0 cleanup-2: f-33,f-25
0 cleanup-2:f-33,f-26
-I0 switch-to-evaluate:f-33
**TS** 639171741
TransactionLog
**TS** 639171741
FIRE 1 cleanup-2:f-33,f-19
<== f-19 (potential-win3 3 corner o)
**FE*
FIRE 2 cleanup-2:f-33,f-20
<== f-20 (potential-win2 3 side o)
**FE*
FIRE 3 cleanup-2:f-33,f-21
<== f-21 (potential-win1 3 corner o)
**FE*
FIRE 4 cleanup-2: f-33,f-22
<== f-22 (potential-win3 2 side o)
**FE*
FIRE 5 cleanup-2: f-33,f-23
<== f-23 (potential-win1 2 side o)
**FE*
FIRE 6 cleanup-2:f-33,f-24
<== f-24 (potential-win3 1 corner o)
**FE*
FIRE 7 cleanup-2:f-33,f-25
<== f-25 (potential-win2 1 side o)
**FE*
FIRE 8 cleanup-2:f-33,f-26
<== f-26 (potential-win1 1 corner o) _-_\\
**FE* i
FIRE 9 switch-to-evaluate:f-33
<== f-33 (cleanup for computer)
==> f-34 (evaluateboard for computer)
==> Activation -i0 switch-to-move:f-34
==> Activation 0 evaluate-potential-win:f-34 f-30,f-7,f-4
==> Activation 0 evaluate-potential-win: f-34 f-30,f-4, f-7
==> Activation 0 evaluate-potential-win:f-34 f-30,f-3,f-2
==> Activation 0 evaluate-potential-win:f-34 f-30,f-2,f-3
==> Activation 0 evaluate-potential-win:f-34 f-15,f-8,f-2
==> Activation 0 evaluate-potential-win:f-34 f-15,f-7,f-3
==> Activation 0 evaluate-potential-win:f-34 f-15,f-6,f-4
==> Activation 0 evaluate-potential-win:f-34 f-15,f-4,f-6
==> Activation 0 evaluate-potential-win:f-34 f-15,f-3,f-7
==> Activation 0 evaluate-potential-win:f-34 f-15,f-2,f-8
.' _*FE*
FIRE i0 evaluate-potential-win:f-34,f-15,f-2,f-8
==> f-35 (potential-win2 3 side o)
**FE*
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:f ....... i0. SYMBOLS AND ABBREVIATIONS
x >> y x is much much greater than y
-' Ixl number of elements comprising x, length of x, size of x
O(m) f(m) is of O(g(m)) for any c 1, C2 iff clg(m)>c2f(m) for m>m 0
FTM Fault Tolerant Monitor
LHS Left Hand Side of a CLIPS Rule
RHS Right Hand Side of a CLIPS Rule
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CLIPS/Ada
an Ada-Based Tool for Building Expert Systems
W. A. White
BarriosTechnologyInc.
1331Gemini
Houston,Texas
J!
April4, 1990
Abstract. This paper describes the CLIPS/Ada expert system tool. It explains the reason for the tool's
development, gives examples of its use, and addresses the tools performance and portability. The author
assumes that the reader is familiar with CLIPS.
1 Introduction
Clips/Adais a productionsystemlanguageanda developmentenvironment.It is functionallyequivalento
the CLIPStool.CLIPS/Adawas developedin order to providea meansof incorporatingexpert system technology
intoprojectswherethe useof the Adalanguagehadbeenmandated.A secondarypurposewas to gleaninformation
about the Ada languageand its compilers.Specifically,whetheror not the languageand compilers were mature
enoughto supportAI applications.TheCLIPS/Adatoolis codedentirely in Adaand is designedto be usedby Ada
systemsthatrequireexpertreasoning.
1.1 Program Development
The first fully functionalprototypewas completedin August of 1988.A period of redesign followed.
Severalversionswerereleased to an independentcompanyfor verificationand validation.Due to the C version's
continuingevolution, many new featureswere also added during this time to maintain compatibility.The first
official release of CLIPS/Ariawas in October of 1989.This version is equivalent to CLIPS version 4.3 when
compiledwith the "generic"option(i.e.the setup.h "generic"flagis set to "1"beforecompilation).
2 CLIPS/Add Interface
CLIPS/Adahastwo interfaces.One is interactiveand is used for interactiveexpert systemdevelopment.
The other is embeddableandwasdesignedto allowotherprogramsto easilyinterfacewithCLIPS/Ada.
2.1 Using the Interactive Interface
CLIPS/Ada'sinteractiveinterfaceisidenticalto thegenericCLIPSinterface.Itdoesnot supportnon-generic _
featuressuch the integratededitorand windowingcapabilitythat some implementationsof CLIPSprovide. Aside
fromthesedifferencesthe usershouldnotbe ableto distinguishbetweenthe CLIPS/Adainteractiveinterfaceandthe
CLIPSinteractiveinterface.
2.2 Using the Embedded Interface '
Using the embeddedinterfaceto link CLIPS/Adato and existingAda programis straight-forward.Since
CLIPS/Adais all Ada,its proceduresand functionscan be calledlike anyother Ada subroutines.No knowledgeof
parameter passing mechanismsor interfacepragmasis necessaryas are needed whenlanguages are mixed. An
exampleof howone mightuse the embeddedinterfaceis shownin figure2.1. The namesof the subroutinesshould
seemfamiliarto those withCLIPSprogrammingexperience. '.... \,.
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( withText_io,Embedded_Clips;
use Text_lo,Embedded_Clips;
' procedureExampleis
Status • Boolean;
-' Fact_Value"Fact;
Rules_Fired' Integer;
, begin
InitClips;
Put_Line("Loadingrules.Pleasewait...");
Status:=Load_Rules_File("example.clp");
IfStatusthen
PutLine("LoadCompleted.");
else
Put_Line("LoadFailed.");
return;
endif;
Reset_Clips;
Fact_Value:=AsseM_Fact("Example-Facthas-value1");
Rules_Fired:=Run_Clips;
Status:=RetractA_Fact(FactValue);
endExample;
Figure2.1: EmbeddedCLIPS/AddExample
3 Metrics
CLIPS/Ada,as those with Ada programmingexperiencemight suspect,runs slower thanCLIPS. Two
factorsthat significantlycontributeto this slowdown are: supportof strong type checkingby insertion of extra
machinecode and inefficienthandlingof dynamicmemory.On some machinesit was possibleto suppressmany
•checkswithoutalteringprogrambehavior.This is because the hardwareon some machinesautomaticallyperforms
thesechecksandthe checksproducedbythe compilerare apparentlyredundant.On othermachinesthis wasnotthe
caseandneitherpragmasnorcompilerdirectivesthatsuppressedcheckscouldbe used.
3.1 Speed
Run time performancevaries dependingon the machine,the compiler, and the compilerflags used. By
, improvingmemorymanagementschemesand usingmaximumsafecompileroptimizationswitchesthe speedgap
. betweenthe Ada versionand C versionhas beenclosedfromgreaterthan six timesto about two times slower.In
sometest casesinvolvinglittleI/Oandno multi-fieldvariablestheAda version'sspeednearlymatchedthat of theC
version. Table 3.1 showsthe resultsof informalbenchmark. A formalcomparisonof CLIPS/Adaand other shells
is currentlyunderway.
For the comparisona classic AI demo program,"Monkeysand Bananas"was selected.This programwas
chosenover benchmarkingprogramsthat employartificialsequencesof patternsbecausesuchprogramstendto not
accuratelyreflect the waya real applicationwill perform.For example,a seriesof test in whichthe rule's patterns
followthe sequence(aaa), (bbb), (ccc)...will causethe discriminationnet usedby CLIPSto degenerate-- thus the
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patternsaboveproducea "worstcase"scenario.Whilethe sequence(a a a), (a a b), (a a c)...willproducea near"best
case" scenario.
The programwas executedon a MicroVAX-II.The "(opt)"in the tablesmeans that maximumcompiler
optimizalionwas selected.This includessuppressingtypecheckingwhensafeand applicable.The "(O+M)"in the
tables means that the programwas compiledwith full optimizationand the program tested was the versionof
CLIPS/Adathat managesits ownmemory.
CLIPSVersion CompilerFlags Used Mean Run-Time
CLIPS4.3 CC/Nooptimize 1.40 seconds
CLIPS 4.3 (opt) CC/Optimize 1.31 seconds
CLIPS/Ada4.3 Ada/Nooptimize 7.17 seconds
CLIPS/Ada4.3 (opt) Ada/Optimize=Time/Nocheck 3.80 seconds
CLIPS/Ada4.3 (O+M) Ada/Optimize--Time/Nocheck 3.09 seconds
Table 3.1a: Comparisonof CLIPS and CLIPS/Ada(Mean Run-Time)
vs. CLIPS4.3 CLIPS4.3 CLIPS/Ada CLIPS/Ada CLIPS/Ada
(opt) (opt) (O+M)
'i
CLIPS4.3 1.00
CLIPS4.3(opt) 0.94 1.00
CLIPS/Ada 5.12 5.47 1.00
CLIPS/Ada(opt) 2.71 2.90 0.53 1.00
CLIPS/Ada(O+M) 2.21 2.36 0.43 0.84 1.00
Table 3,1b: RelativeSpeeds of CLIPS and CLIPS/Ada
(Ratio of MeanRun-Times- Rows/ Columns)
3.2 Portability
CLIPS/Ariais portableto anymachinethathasa reliableAda compiler.Table3.2shows the latestversions
of the compilersthat CLIPS/Adahas beentestedon. It is interestingto note that during developmentbugswere
uncoveredin allof thecompilerslistedbelow.Mostwerenotserious,however,andwerefixedin subsequentreleases
of the compilers. :
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COMPILERS MACHINES
HP-370 P0/286 VAX 11/780 MAC-II Sun 3/60 Harris Mips M/120
P0/386 MicroVAXII
Alsys 4.3.1 4.2
VAX/Ada 1.5 -4.O* 3.0 -
Meridian/Ada 4.35HP/Ada
Vertix 5.41 2.10"*
Table 3.2: MachinesKnownto RunCLIPS/Ada
* Compilerproducesunreliablecode
** Reportedto Run on Mips
3.3 Memory Requirements
The CLIPS/Ada executable is larger than the CLIPS executable. One reason for this is Ada's type
checking. Anotheris Ada's lack of a C-like preprocessor. CLIPSuses the C preprocessorto allow the user to
selectivelyomit segmentsof code or even wholemoduleswhichare not needed.For example,the extendedmath
librarywillnotbe includedin the executableif the user setsthe extendedmathpreprocessorflagto 0. Otherreasons
for the increasein sizeare: the inefficientcompilationof genericinstantiation,and the incorporationof unnecessary
run-timelibraryoverheadintothe program.
4 Future Directions
Futureplansincludeimprovingthe program'sexecutionspeed,addinga"rules-to-ada"functionanalogousto
"rules-to-c", investigatingdecomposing CLIPS/Ada into a component library, and continuing to match new
capabilitiesof CLIPS.
4.1 Increasing the Program's Execution Speed
Increasingspeedremainsa highpriority.However,majorimprovementsto executionspeedwill probably
dependon the developmentof better Ada compilersand fasterhardware.Certain extensionsto the Ada language
wouldalso allowprogramsto run faster. CLIPS dependsheavilyon the abilityto calla functionusingits address.
If Ada hadthiscapabilityit wouldgreadyreducetheamountof timeCLIPS/Adaspendsevaluatingexpressiontrees,
andit wouldalso increaseI/Oefficiency.
4.2 Adding a "rules-to-ada" Function
A "rules-to-aria" function is being completed, When invoked this function will generate Ada code that can
• replacethe rulesof an expertsystem.To use thisfeaturerequiresthreesteps.First,the desiredrules mustbe loaded.
Then the rules-to-adacommandmust be invoked.This commandwill produce severalAda specifications.These
specificationscontain the informationnecessaryfor rebuildingthe data structures that were producedduring the
loadingof the CLIPSrules set. The final step is to compile the generatedmodulesand relink the main program.
Afterthese stepsare donethe expert systemcan be calleduponwithoutcontinuallyhave to load it. This eliminates
load time and in some casesreduces memoryrequirements,since modulesthat are only neededfor compilingthe
rulescanbe replacedwithstubs.
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4.3 Decomposing CLIPS/Ada into Components
Sinceeachexpert systemapplicationisdifferent,eachhasdifferentrequirementsof its shell.Aton extreme
are applicationswhichrequire greatspeedbut do not dependon powerfulfeatures.For examplea real-timefault-
diagnosesand correctionexpertsystem. At the otherextremeare thosethatrequirepowerfulfeatureswhilespeedis
not as critical.For example,a systemthatmonitorstrafficona computernetworkandperiodicallyadjustparameters '_
in orderto fine tunethe system.
Meetingthe requirements of both extremessimultaneouslymay be possible if CLIPS/Adawere to be
decomposedintocomponents.The usercould then constructa customizedtoolby combiningcomponents.If Ada _
were to providea meansof conditionalcompilationit wouldbe possibleto, alternatively,customizeCLIPS/Adaby
usingpreprocessorflags.
5 Conclusions
CLIPS/Ariawascreatedin responseto thedemandforAria-basedexpertsystemtools.It is portableand has
been testedon a variety of machines.CLIPS/Adais syntacticallyidenticalto CLIPSand is similarto other rule-
based shells. Porting a production system from CLIPS to CLIPS/Adais trivial. And in many cases it is not
difficultto go fromanothershell to CLIPS/Ariaor visa-versa.CLIPS/Adais distributedby COSMIC.It is available
freeforgovernmentuseand ata small feeforprivateuse.
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Space Shuttle Quality Control/Diagnosis
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SYSTEM CONTROL MODULE DIAGNOSTIC EXPERT
ASSISTANT '_
LUISM. FLORES
ROGERF.HANSEN
LOCKHEEDENGINEERINGANDSCIENCESCO.
2400 NASA Road 1
P O Box 58561
Houston, TX 77258
ABSTRACT
The Orbiter EXperiments (OEX) Program was established by NASA's
Office of Aeronautics and Space Technology (OAST) to accomplish
the precise data collection necessary to support a complete and
accurate assessment of Space Transportation System (STS) Orbiter
performance during all phases of a mission. During a mission, data
generated by the various experiments are conveyed to the OEX
System Control Module (SCM) which arranges for and monitors
storage of the data on the.0EX tape recorder. The SCM Diagnostic
Expert Assistant (DEA) is an expert system which provides on-
demand advice to technicians performing repairs of a malfunctioning
SCM. The DEA is a self-contained, data-driven knowledge-based
system written in the 'C' Language Production System (CLIPS) for a
portable micro-computer of the IBM PC/XT class. The DEA reasons
about SCM hardware faults at multiple levels; the most detailed
layer of encoded knowledge of the SCM is a representation of
individual components and layouts of the custom-designed _-
component boards.
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In the demonstration phase, which has been completed, knowledge
required to troubleshoot the analog components of the SCM,
specifically the switching array and its input and output buffers,
was encoded.
Since the Symbolics machines present a very powerful development
environment, the development of the demonstration phase was done
on a Symbolics in ART in a manner to simulate the restrictions
imposed by the CLIPS environment. The information included in the
demonstration phase's knowledge base was gathered via scheduled
_i. question and answer sessions with a senior expert. Subsequent
analysis and critique sessions with knowledgeable technicians
provided the vital refinement of the prototype system developed on
the Symbolics.
Transfer of the first phase of the DEA to the PC CLIPS environment
. necessitated rewriting the various data base access functions from
_........ Lisp to 'C' and required further refinement of the component data
base to facilitate its installation in the PC. The DEA successfully
demonstrated proof-of-concept of the proposed design and
development methodology.
•_i!_.....
/-
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BACKGROUND
The Orbiter Experiments (OEX) Program was established by NASA to
accomplish the precise data collection necessary to support a
complete and accurate assessment of Space Transportation System
_ (STS) Orbiter performance the launch, boost, orbit, atmospheric
entry, and landing phases of a mission. Prior to each mission the
Orbiter is outfitted with instrumentation associated with the suite
_' of OEX experiments to be performed for that mission. During the
mission, data generated by the various experiments are conveyed to
the OEX System Control Module (SCM) which arranges for and
monitors storage of the data on the OEX tape recorder. After return
of the Orbiter, the data tape is played back for re-recording on a
ground system. Data obtained from OEX program experiments are
constantly being utilized, both to improve the design of the orbiter
and to reduce its life-cycle costs, by demonstrating ground-based
laboratories.
SCMSYSTEMDESCRIPTION
The SCM provides flexible manual and automatic control of the OEX
_ recorder, OEX experiments and other OEX components. In response to
commands received via the Orbiter's Multiplexer/Demultiplexer
(MDM, a multi-purpose communications bus), the SCM controls the
manner in which the OEX recorder records data from the OEX
experiments and the Orbiter's Modular Auxiliary Data System (MADS).
The SCM can control the recording of up to 32 data inputs on any of
32 output channels (the OEX recorder's 28 data tracks plus four T-O
umbilical lines). It controls all recorder operating characteristics
(eg., tape speed, direction)-and provides discrete commands for
experiment control functions.
The SCM contains a semiautomatic feature in which a complete data
_ recording configuration can be established by a keyword command
and an automatic provision whereby the OEX data recording sequence
for an entire mission can be initiated by command. The SCM
interfaces with the various OEX experiments; the OEX tape recorder;
MADS, Orbiter power, instrumentation, mechanical, and thermal
subsystems; and (dedicated) ground support and equipment (GSE).
The SCM-to-GSE interface is designed to allow check-out of the SCM
and tape recorder in four situations" laboratory check-out and
trouble-shooting, qualification and flight level acceptance testing;
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pre-installation testing at John F. Kennedy Space Center (KSC); and .......",,
preflight and postflight testing of the hardware while it is installed
in the Orbiter..The GSE is designed so that power, signal levels,
timing, command word formats, and digital/discrete signals are
identical to those provided by the Shuttle interface. ,_
SCM DESCRIPTIONANDHARDWAREFAULTSDIAGNOSIS
.),
The SCM consists of 6 solid-state component cards, power supplies,
and external connectors (for power, data input, and data output). The
SCM includes both digital and analog components which function
under the control of a model 1802 CPU (connected by auto-switch to
a duplicate backup CPU). The analog portion of the SCM handles
routing of OEX experiments output data to the OEX tape recorder.
OBJECTIVE _
The ultimate objective of this project is to develop an expert
system to assist in diagnosis and repair of malfunctions in the SCM
flight hardware. The intermediate objective of this project is to
prove that the development of the system can be accomplished
incrementally in a non-portable development environment
(Symbolics/ART) with the subsequent transfer .of the completed
system to a portable micro-based computer for ease of field access.
DESCRIPTIONOF THEEXPERTSYSTEM
The SCM Diagnostic Expert Assistant (DEA) is an expert system
which provideds on-demand advice to engineers performing repairs
of a malfunctioning SCM. The DEA is a self-contained, data-driven,
knowledge-based system written in CLIPS and is targeted for
delivery on a micro-computer of the IBM PC/XT or AT class. The DEA
reasons about SCM hardware faults at multiple levels; the most
detailed layer of encoded knowledge of the SCM is a representation _
of individual components and layouts of the,iiiicustom-designed
component boards. .::>;.......
APPROACH
The DEA is being developed in two phases. In phase one, knowledge
required to trouble-shoot the analog components of the SCM,
specifically the switching array and its input and _output buffers, _--_
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was encoded. In phase two, diagnostic aids for the remaining SCM
components will be added tothe DEA.
A preliminary system that included a sample of the strategy for the
representation of the system's components, and the rules for the
diagnosis of a part of the output buffer board was implemented in
ART to test the feasibility of the proposed system architecture.
This system constituted a proof of concept for the system design. In
order to gain efficiencies in time and space which were necessary to
adapt the system to a microcomputer, some functions had to be
written in Lisp in the Symbolics.
An analogous proof of concept for the system's design was built to
operate on a micro-computer of the IBM/XT or AT class based on the
CLIPS inference tool. A suitable lower level language ('C') was
selected for the microcomputer for some selected data base access
functions to produce executable programs.
STRATEGY
Since the Symbolics machines present a very powerful development
environment, the development of phase one was done on a Symbolics
in a manner to simulate the restrictions imposed by the CLIPS
environment. The information included in phase one's knowledge
base was gathered via scheduled question and answer sessions with
a senior expert. Subsequent analysis and critique sessions with
knowledgeable technicians provided the vital refinement of the
prototype system developed on the Symbolics.
The feasibility of a system design based on viewpoints, similar to
ART, was investigated and a viewpoint mechanism for CLIPS was
developed. This strategy allowed the system to reason about an
individual component without forgetting knowledge that has been
_ previously gained, j
Since CLIPS does not have the capability for representation of
objects based on schemata, a hierarchical representation of the
'_ components and parts of the SCM was developed and tested.
p
The feasibility of designing a strategy that would allow the system
to reason about generic components whenever possible was
investigated and led to the development of a data base containing
both generic and actual component names. This minimizes the size
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of the knowledge base and the number of facts in the knowledge base ........i_
during a run. The design was done in a manner that is transparent to
the user so that the user would refer normally to specific
components.
Transfer of phase one of the DEA to the PC CLIPS environment
necessitated requiring the various data base access functions in 'C'
and required further refinement of the component data base to ,
facilitate its installation in the PC.
RESULTSANDCONCLUSION
The first phase of the system consists of the knowledge base and
rules for the three out of the six boards. It is being used for
demonstrations and for obtaining feedback from users prior to final
completion of the project. Simulated diagnosis sessions have been
held to attempt to cover as many as the possible alternative paths
through the system as feasible.
The present system is contained in a bootable low density diskette
and can be operated in a computer of the XT class. The system
interacts with the user through questions and instructions. In all
cases, hardware faults are pursued to the individual component
level.
The design that allows the system to reason about generic
components while to specific components was successful. The
conversion from Symbolics ART to CLIPS on a PC was accomplished
with a minimum of difficulty. The system can guide any technician
who can read the engineering drawings through the tests leading to
the identification of the defective hardware component.
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Abstract
A prototype automated processor for quality assurance of Space Shuttlepost-Main Engine Cut-
Off (MECO) ascent initialization parameters (I-loads) is described. The processor incorporates
Clips rules adapted from the quality assurance criteria for the post4MECO ascent I-loads.
Specifically, the criteria are implemented for nominal and abort targets, as given in the
"I-load Verification Data Table, Part 3, Post-MECO Ascent, Version 2.1, December 1989." This
processor, ivdt, compares a given I-load set with the stated mission des!gn and quality assur-
.... ance criteria. It determines which I-loads violate the stated criteria, and presents a summary
of I-loads that pass or fail the tests.
Introduction
Originally, the verification and quality assurance of Space Shuttle flight software initializa-
tion parameters (I-loads) was the responsibility of the I-load designers: Over the course of
time, the rules-of-thumb and flight design experience were distilled into a document, the
"I-LoadVerification Data Table" (IVDT). Up to now I-loads have been verified manually ac-
cording to guidelines provided in the IVDT. However, .thishas manifest drawbacks, since it is
difficult for a human operator to maintain constant, close attention to repetitive detail, espe-
cially when a large number of parameters are to be examined. Not only does fatigue reduce the
effectiveness of manual quality assurance, but even with the formalized procedure outlined in
the IVDT,individual differences in the quality assurance process are inevitable.
An automated processor for I-loadquality assurance would address these _ifficulties. Since the
criteria for quality assurance are summarizedas rules in the IVDT,a rule,bitsed language would
be a natural choice for programming the processor. Therefore this processor, ivdt, was devel-
- oped in Clips. (Henceforth, upper case IVDT signifies the document or the body of requirements
for QA, while lower case ivdt signifies the program or processor.)
This processor should be relatively simple to use, and it should be possible toenterthe I-loads
and whatever simulation data are needed from the designer with little or no manual pre-
processing. In fact, I-load QA automationhas three parts: automation of the decision-making
based on verification criteria, automationof I-load data entry, and automation of the entry of
performance data from a simulation program. However, ivdt only automates the I-loadQA de-
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cisions, while the I-loads and simulation data must still be entered manually into files with a
text editor prior to operation.
I-Loads
The Space Shuttle flight software initialization loads (I-loads) are parameters specific to the 4
particular mission, and are set before each flight. These I-loads are divided into several cate-
gories, depending on the phase of flight, the functions they govern, and the contingencies for
which they are designed. Here we are only concerned with post-MECOascent for three types of
mission, nominal (NOM), abort-to-orbit (ATO), and abort-once-around (AOA). The I-loads '_
corresponding to these contingenciesarelisted in the IVDTas belonging to categories A3N, A3T,
and A3A, respectively. Post-MECOascent has two orbital maneuvering system (OMS)bums,
OMS-1and OMS-2. The following parameters comprise the post-MECOascent I-loads:
DTIG time interval from externaltank separation ignition (sec)
C1 intercept of vertical vs. horizontal velocity target line (fps)
C2 slope of vertical vs. horizontal velocity target line (dimensionless)
HTGT the height of the OMS target point above the earth (ft)
THETA in-plane downrange angle from launch site to OMStarget point (rad)
There is one set of the above I-loads for each of thenominal OMSbums, but multiple target sets
for ATOand AOA. The total number of post-MECOI-loadsis nearly 160.
I-loads are identified in ivdt by FSSR (Flight Systems Software Requirements) name. The
FSSRname generally has the following parts: the basic name of the I-load (from the above
list), the contingency category (if applicable: AOA or ATO) and either OMS,OMS1,or OMS2..... _
These two or three parts are separated by an underscore, and most of the FSSR names are
followed by one or two subscripts in parentheses separated by a comma. Nominal I-loads have
only one subscript, which gives the number of the OMSburn. ATO OMS-2and AOA OMS-1
I-loads have one subscript, which corresponds to the target set number (ITGT)to which it be-
longs. AOA OMS-2I-loads have two subscripts,the first of which is related (but not identical)
to the ITGTnumber, and the second pertains to one of the three terms in a quadratic equation
dependent on variable-plane targeting. So far this option has not been used, and the linear and
quadratic terms (subscripts 2 and 3) have always been set to zero, leaving only the constant
value term (subscript1). The following are examples of I-loadnames:
DTIG_OMS(2)
HTGT_ATO_OMS1
THETA_AOA_OMS2(7,1)
C2_ATO_OMS2(2)
Since parentheses are delimiters in Clips, and cannot be input as part of a string by Clips i/o
functions,all parentheses must be replaced by square brackets. FSSRnames are used as words in
the ivdt fact base, and therefore must not contain any internal spaces. Since commas are not
delimiters, and can be part of a Clips word, they may be entered unchanged. All inputs to ivdt
must be in lower case. Thus theabove I-loadsshould be entered as
dtig_oms[2]
htgt_ato_omsl
theta_aoa_oms2[7,1]
c2_ato_oms2[2] _._
9.48
/ ..... Criteria
The I-loads must be checked against criteria summarized in the "I-Load Verification Data
Table." The table specifies three kinds of constraints: the I-load values must fall within given
ranges, the I-loads must be consistent with each other, and they must result in simulated flight
.... parameters within acceptable ranges. Three classes of criteria can be distinguished: limit
checks, consistency checks, and performance checks. The I-load limits checks combine
mathematical, physical, and mission constraints. For instance, THETA must fall within the
mathematical limits of zero to twice pi in all cases. HTGTcannotbe less than zero for nominal
)_ OMS-2,and must be high enough to ensure a stable orbit for theduration of the mission plus a
certain margin. An example of a consistency criterion is that for nominal and abort to orbit,
THETA for OMS-2 must be approximately pi greater than that for OMS-1. An example of a
performance check is that the apogee and perigee of the final orbit must be within a certain
margin of the nominal.
Implementation
The program, ivdt, consists of a rulebase operating under theClips 4.3 interpreter. Since inter-
preted rules yield adequate speed for the preliminary version of the processor, a compiled
version has not been attempted. Only standard Clips is used, and no user-defined functions
have been implemented. The source code is contained in seven source code files and can be
loaded into the interpreter manually by the operator,or by running the batch file, ivdt, with
thecommand,(batch "ivdt"):
; batch file: ivdt
(clear)
(close)
(load "ivdtO")
(load "ivdtl")
(load "ivdt2")
(load "ivdt3")
(load "ivdt4")
(load "ivdt5")
(load "ivdt6")
(reset)
To run the program, the operator must then start it with the (run) command, or run the
following batch file, istart:
; istart
(batch"ivdt") ; load ivdt
- (run) : run program
tflg ; enter name of test flag file
fout ; enter name of output file
(save-facts"fact") ; save internalstate at termination
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Istart loads ivdt, enters the test flag input file name (which contains all further information .....
the program needs to run) and the output file name. When ivdt terminates, either normally or '_
abnormally, the command, save-facts, saves the internal state (fact base) of the processor. This
can be helpful for diagnosis of abnormaloperation.
Inputs :_o_
The program, ivdt, requires several input files, whose internal logical names are as follows:
Designator Description J'
dsgn mission design parameters
inpt I-loads
iref I-load reference data, including limits
itgt correlationbetween OMS-1andOMS-2targetset numbers
shdr header and title of simulation run pages in QA package
sims simulationrun results (performancedata)
tflg test flags and file input modes
The file entries are in free format records, one record to a line, and may contain trailing
commentsor even entire commentlines introduced by semicolons. The file logical namemust be
the first datum in these files and is used as a checkon the file format and informationcontent.
Ivdt may either prompt the operator for the system file name of these files, or they may be
specified in the first file opened, trig. For most of these files, a line of data is entered as a fact
by doing a str-cat on the line to the file logical nameand thena str-assert. In trig,however, the
facts are entered directly from the file by a simple str-assert. _--\,
The file, trig,contains flags that activate the tests the operator wishes to run on the I-loads, as
well as the file logical names, file input modes, and, optionally, the system file names, that
the operator wishes to use. The following is an illustration of the contents of this file (not
complete):
tflg ; input flag must be first datum in file
; input flags:
; fname dsgn ; design criteria
file dsgn "dsgn35""r" consistency-check; direct input of file
enter-filedsgn ; enter entire file
; fname inpt ; iload input -_'
file inpt "inpt35""r" input-iloads ; direct input of file
enter-fileinpt : enter entire file
tflg all ; all tests
; tflg Imts ; limit test -_
Note that semicolonsare used not only to introduce comments,but also to comment-outoptions
not used. This file is entered directly by str-assert without prefixing the word, trig. When the
option, fname, is used, the program prompts theoperator for the system file nameof these files.
The option, file, gives the system filename directly, the read/write/append mode, and the _'_
phase when the file is to be opened. The option, enter-file, indicates that the facts should be
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entered from these files with the file's logical name as the first word. The option, trig,
f ..... activates some particularsubset of tests.
The I-loads are entered in the file, inpt. lnpt contains theI-loads listed by FSSRname with
their numerical values, one I-load per line, as illustrated below (not complete). Eachinput line
is asserted as a fact with the word, inpt, prepended. This file is needed for all ivdt test modes.
inpt ; input flag must be first datum in file
_, ; fssr value
; categorya3n
dtig_oms[I] 102
htgt_oms[i] 1183800
theta oms[I] 2.610
dtig_oms[2] 1895
htgt_oms[2] 1196995
theta oms[2] 5.75526
The file, iref, contains reference data on the I-loads,and is the same for all flights. Therefore,
once this file is createdit need not be changed. Eachdata line in iref contains an I-load FSSR
name, its MSID (a unique I-load identifier), the simple I-load name, its contingency category,
OMSburn, target set number, and lower and upper limits. The word, iref, introduces all facts
asserted from this file. This file is needed for all ivdt test modes. The following illustration is
a sample,and not complete:
iref ; file flag must be first datum in file
; fssr msid name cat oms itgt lwr upr
; categorya3n
dtig_oms[l] v97u4367c dtig nom omsl 0 102 102
htgt_oms[l] v97u4411c htgt nom omsl 0 6.076e5 2°7108e6
theta oms[l] v97u4803c theta nom omsl 0 1.6 3.4
dtig_oms[2] v97u4368c dtig nom oms2 0 1200 2250
htgt_oms[2] v97u4412c htgt nom oms2 0 6.076e5 2.7108e6
theta oms[2] v97u4804c theta nom oms2 0 3.5 7.0
J- The file, dsgn, contains flight design parameters, such as heights of apogee and perigee, incli-
nation, and other data. This file is needed for ivdt performance check modes. The word, dsgn,
introduces all factsasserted from this file. A complete example follows:
dsgn ; input flag must be first datum in file
; parameter value ; units
insertion direct
inclination 28.45 ; deg
apogee 190 ; nmi
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perigee 190 ; nmi
var-iy off "....\'_
The file, itgt, contains the correlation between OMS-1 and OMS-2 target set numbers for
nominal and contingency flights. This is sometimes given explicitly in the QA summaries, but
sometimesit must be deduced from the notes in the I-loadtables,or from thesimulation runsum- ....
maries. This file is needed for ivdt consistency andperformance checkmodes. All fact asserted
from this file are introduced with the word, itgt (this example is complete):
itgt : input file flag must be first datum in file
; itgtl itgt2
o o
1 1
1 2
3 3
4 4
5 5
1 6
1 7
0 8
0 9
o io
o ii
o 12
The file, shdr, contains header information for each page of simulation run summaries, each
page corresponds to a single simulated flight. While this file repeats information contained in
itgt and sims, it must be entered for ivdt performance checks. Every factasserted from this file
begins with the word, shdr. Here is a sample of thecontents:
shdr ; input flag must be the first datum in file
; id omsl oms2 title
p16 0 0 dinom
p17 0 I0 di-stlO
p18 0 i0 di-stlO
p19 0 II di-shll
The file, sims, contains simulated flight performance data taken from the QA summaries. The
data include the heights of apogee and perigee before and after each OMS burn, the VGO at
the beginning of each burn, and the true anomaly at OMS-2. This file must be entered for ivdt _\
performancechecks. Facts asserted from this file begin with the word, sims. A sample of the
contentsis given below:
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\sims ; input flag must be the first datum in file
; id name oms qual val
p16 ha omsl co 185.72
p16 hp omsl co 33.84
p16 ha omsl tig 185.72
.... p16 hp omsl tig 33.84
p16 vgo omsl tig 5.14
p16 ha oms2 co 190.27
p16 hp oms2 co 189.88
_, p16 ha oms2 tig 189.93
p16 hp oms2 tig 35.01
p16 vgo oms2 tig 277.27
p16 truea oms2 tig 173.65
While the input files can be given any system file name arbitrarily, it is helpful to adhere to a
consistent nomenclature to avoid confusion. One possible naming convention is to use the internal
logical names with the Shuttle flight number appended, as for instance, I-loads from STS-35
might be stored in the file inpt35. Likewise the other files could be labelled dsgn35, shdr35,
sims35, and tflg35. However, since iref is common to all flights, it could simply be named iref.
Processing
Processing is divided into several phases, with a different set of rules potentially active in
each. The phases are as follows:
Phase Description
initial initial displays, initialize facts, set flags
input-iloads load I-loads as facts
limits-check check I-loads against specified limits
consistency-check check I-loads against consistency criteria
performance-check check simulation results against performance criteria
accumulate accumulate tallies of tests passed and failed
count count tallies
final final displays, output results
These correspond toughly to theseven source code files:
File Description No. of Rules
ivdt0 phasechange facts, rules common to all phases 9
ivdtl initial phase, begin, open and verify data files 11
ivdt2 input I-loads and check limits 4
ivdt3 consistencychecks 8
ivdt4 performancechecks 10
ivdt5 accumulateand countresults 12
lvdt6 final phase, close all files and exit 5
Total 59
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The rules are contained in the source code files are derived from the quality assurance criteria
given for the various I-loads in the IVDTdocument. Most of the WDT criteria have been im-
plemented as rules. However, some of thestated criteria involve AOA re-entry conditions and
landing site targeting for which no informationis available in the QA summaries, and so these
rules were not coded. A sample rule, taken from source code file, ivdt4, and active under the
phase, performance-check, is illustrated here: '-
(defruleorbit-ht-ato ; check ato final orbit ht
(phaseperformance-check) ; phase flag "
(shdr?page ? ?it2 ?tl)
(iload?fssr htgt ato oms2 ?it2 ?) : ato oms2 iload
(sims?page ha oms2 co ?ha2) ; oms2 co ht apogee,nmi
(sims?page hp oms2 co ?hp2) ; oms2 co ht perigee, nmi
=>
(if (and (< (abs (-?ha2 105)) 5) (< (abs (-?hp2 105)) 5)) then
(assert(itst?fssr ot pass))
(assert(ptst?page ot pass))
else ; at least one not nr 105 nmi
(assert(itst ?fssr ot pass))
(assert(ptst ?page ot pass))
(bind?strl (formatnil
"Fail consistency(orbit-ht-ato)-- "))
(bind?str2 (formatnil "Data set %s (%s):"?tl ?page))
(bind?str3 (formatnil
"ATO OMS-2 apogee %5.2f nmi and perigee %5.2f nmi"
?ha2 ?hp2))
(bind?str4 (formatnil ......'_
"shouldbe within 5 nmi of desiredaltitude 105 nmi"))
(bind?str (str-cat"%n" ?strl ?str2 "%n%n%t"
?str3 "%n%t" ?str4 "%n"))
(assert (messageot ?str)))
)
This rule is taken from IVDT Part 3, page A3T-1,"Verification Methodology," Section 1, and
states that, "The orbit after OMS-2 should be near circular with the apogee and perigee ap-
proximately equal to 105 nmi (+ 5 nmi)." The first pattern, (phase performance-check) is
matched only when the processor is in the performance check phase of operation. The second
pattern, (shdr ?page ? ?it2 ?tl),binds the data set page ID and OMS-2 target set number. The
third pattern finds an ATO HTGT I-load for OMS-2whose target set number matches that in
that of the data set. The fourth and fifth patterns obtain the heights of apogee and perigee of
that data set page after OMS-2burn. On the right hand side, if the final orbit is within the _
given limits, the facts that the I-load and the data set pass the test are asserted, otherwise,
the fact that they failed, along with a diagnostic message. The other rules are written in the
same spirit, for the limit tests, consistency tests, and performance tests.
After all the tests are made, the program accumulates the totals of I-loads and data sets that
pass and fail the tests,and generates summary facts,which are used to produce the output.
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Output
The ivdt program produces one output file, whose logical name and system file name are both
fout. This contains a detailed summary of the test results. For each I-load that failed a test,
the file contains a message giving the name and value of the failed I-load, its desired value,
and the name of the test. An I-load summary gives the overall number of I-loads that passed
..... every test, the number that failed at least one test, and the number to which none of the
implemented tests applied. For each simulation run in the QA summary that contains non-
.I-load values that violate some test criterion, fout contains a diagnostic message with the page
number of the simulation run, the name and value of the failed parameter, its desired value,
,. and the name of the test that it failed. A data set summary shows the number of pages that
pass all stated criteria, the number that failed at least one test, and the number to which none
of the implemented tests applied. Finally, a test summary lists each test that was imple-
mented, and how many I-loads and data sets passed or failed the given test. Here we give a
sampleoutput:
Thu Mar 1 10:08:12CST 1990
IVDT vl.0 rev 900223by gdl
AutomatedI-LoadVerificationData Table
QualityAssuranceChecker
Number of I-loadsprocessed: 137
/
131 passed; 6 failed
Number of data sets processed: 19
17 passed; 2 failed
Fail consistency (true-anomaly-oms2)-- Data set ato-ato (p31):
OMS-2 TIG true anomaly186.97 deg shouldbe
shouldbe within 4 deg of 175 deg
Fail consistency (delta-v-omsl-ato)-- Data set ato-ato (p31):
Total delta-v 268.49 fps should be within 3 fps of delta-v
criterion261.97 fps based on nominalorbit height 105 nmi
_ Fail consistency (apogee-omsl-nom)-- Data set dinom (p16):
NominalOMS-I apogee 185.72 nmi shouldbe
within 0.I nmi of design apogee 190.00nmi
Test summary-- I-loads:
1 passed; 2 failed; test: true-anomaly-oms2
0 passed; 3 failed; test: delta-v-omsl-ato
0 passed; 1 failed; test: apogee-omsl-nom
137 passed; 0 failed; test: limit-test
20 passed; 0 failed; test: aoa-cl-c2
.... 3 passed; 0 failed; test: diff-htgt-ato
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1 passed; 0 failed; test: htgt-ato-omsl f-_
4 passed; 0 failed; test: orbit-ht-aoa
2 passed; 0 failed; test: orbit-ht-ato
1 passed; 0 failed; test: apogee-omsl-ato
1 passed; 0 failed; test: delta-v-oms2-nom
1 passed; 0 failed; test: orbit-ht-nom
Test summary -- Data sets:
1 passed; 1 failed; test: true-anomaly-oms2
0 passed; 1 failed; test: delta-v-omsl-ato ,<
0 passed; 1 failed: test: apogee-omsl-nom
17 passed; 0 failed: test: orbit-ht-aoa
1 passed; 0 failed; test: orbit-ht-ato
1 passed; 0 failed; test: apogee-omsl-ato
1 passed: 0 failed: test: delta-v-oms2-nom
1 passed; 0 failed; test: orbit-ht-nom
In the above summary, we can see that the I-loads that failed fall just outside the specified
range. In fact, this set of I-loads passed manual inspectionas these deviations were considered
insignificant.
Conclusions
A prototype automated post-MECOIVDT has been developed. While the program does not
have all the desirable features of a fully automated I-load QA tester, it does represent a first _...._
step. However, the most important part of the process, the reasoning, has been implemented,
and this was possible through the rule-based features of Clips.
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An Expert System to Manage the
'_ Operation of the Space Shuttle's Fuel Cell
Cryogenic Reactant Tanks
Amy Y. Murphey
Rockwell Space Operations Company
Abstract
This paper describes a rule-based expert system to manage the
operation of the Space Shuttle's cryogenic fuel system [1]. Rules are
based on standard fuel tank operating procedures described in the
• EECOM Console Handbook [2]. The problem of configuring the op-
eration of the Space Shuttle's fuel tanks is well-bounded and weU-
defined. Moreover, the solution of this problem can be encoded in
a knowledge-based system. Therefore, a rule-based expert system is
the appropriate paradigm. Furthermore, the expert system could be
used in coordination with power system simulation software to design
operating procedures for specific missions.
1 Introduction
To ensure an adequate and uninterrupted supply of electrical power during all
phases of the Space Shuttle's flight, it is necessary to judiciously monitor and
control the flow of cryogenic hydrogen and oxygen out of storage tanks and
....... into the fuel cells. To maintain a reliable supply of cryogenic reactants and
to provide redundancy and fault-tolerance, the Power Reactant Storage and
Distribution (PRSD) tanks must be depleted as evenly as possible, within
the constraints of certain guidelines. Therefore, the PRSD system must be
configured at certain times during the nominal mission according to, not only
257
the mission profile and initialization specifications, but also an appropriate .
schedule of tank depletion.
This paper presents a rule-based expert system which may be used.for flight
design to manage the operation of the Space Shuttle's PRSD system. The _
expert system provides the user with recommendations on how to configure
the PRSD system. That is, for a given state of the PRSD system, the
expert system indicates which manifold valves to close and which cryogenic
fuel tanks to activate. The knowledge of this expert system is based upon
standardized management criteria established by NASA - Johnson Space
Center.
1.1 Purpose
Flight design analysts of the Space Shuttle's Electrical Power System (EPS)
may use this expert system to design PRSD operational plans during pre-
flight analysis. These preflight plans are influenced by the number of tanks
flown, the mission profile, and other flight-specific and generic data. As this
information is input to this expert system, a PRSD management plan is de- _---,
veloped for the entire flight. This expert system will ensure that the analysts
use a standard PRSD quantity management plan, which is outlined in the
Electrical, Environmental, Consumables and Mechanical (EECOM) Console
Handbook [2].
1.2 Application
This application of an expert system configures, monitors and controls the
PRSD system of the Space Shuttle, according to the analyst's inputs. It
is classified as a configuration type of application because it must assemble
the PRSD components according to a standardized PRSD management plan.
These PRSD components consist of the cryogenic network and its control-
ling switches. Also, this expert system provides a way to monitor the Space "_
Shuttle's cryogenic tanks. It queries the analyst for changing tank condi-
tions at certain predetermined times during the mission. If any anomalies
are detected, it informs the analyst of this potentially dangerous situation.
Furthermore, this expert system is a control tool because it regulates how the
cryogenic tanks are depleted. It is imperative to maintain strict control of
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/the PRSD system because the uniform depletion of the cryogenic fuel tanks
_, ensures a fault-tolerant and redundant system.
2 Rationale for Designing an Expert System
This problem is an ideal candidate for an expert system. Firstly, this problem
domain is well-bounded. Since the Space Shuttle has a finite number of tank
heaters and manifold valves, there are a finite number of valid hardware
configurations, which constrain the problem domain. Also, the limits of this
expert system's knowledge and its capabilities to manage the PRSD system
are well-defined. The operation of the cryogenic tank heaters will follow
the philosophy outlined in the EECOM Console Handbook [2]. Because
this document explicitly outlines what, when and how PRSD configuration
decisions should be made, this problem domain is well-defined. Furthermore,
no efficient, conventional algorithmic solution exists. Various combinations
of facts influence how the tank heaters and manifold valves will be configured.
A simple table look-up or decision tree would not be adequate. A fast pattern
i ..... matching and pattern recognition algorithm, such as the Rete Algorithm [3,
p.35], is required. Moreover, a rule-based expert system will be easier to
maintain. If a certain PRSD philosophy is changed or more hardware is
added to the Space Shuttle, it may be necessary either to modify the actions
of an existing rule or to add other rules. A conventional program may not
adapt very well to such changes and may require major modifications to its
control structure.
3 Problem Domain
During all phases of the Space Shuttle's flight, it is necessary to maintain an
adequate supply of cryogenic reactants in each fuel tank. The PRSD system
stores and distributes the cryogenic reactants, hydrogen and oxygen, to the
_:_ fuel cells [1, p.214]. The fuel cells generate electrical power for all the Space
Shuttle's electrical equipment during all phases of flight. The PRSD tanks
must be depleted as evenly as possible to safeguard against a manifold leak
or loss of a tank. Therefore, the PRSD system must be configured at certain
times during the nominal mission according to an appropriate, standardized
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management scheme and the mission-specific data.
3.1 Electrical Power System
The Space Shuttle's Electrical Power System consists of three subsystems:
Power Reactant Storage and Distribution (PRSD), Fuel Cell Powerplant
(FCP) and Electrical Power Distribution and Control (EPDC) [1, p.214].
For the purpose of this expert system, a rudimentary understanding of the
FCP and EPDC is necessary. The EPDC distributes electrical power to all
the Space Shuttle's electrical components during all mission phases. Three
separate FCPs generate the electrical power. Each fuel cell operates inde-
pendently, producing different amounts of electrical power, as required by its
electrical load. The fuel cells require an uninterrupted supply of cryogenic
hydrogen and oxygen. Within each fuel cell, a chemical reaction between hy-
drogen and oxygen occurs, which produces water, heat and electrical power.
Therefore, to ensure that enough electrical power is generated during all
phases of flight, it is necessary to judiciously monitor the flow of hydrogen
and oxygen into the fuel cells. .._
3.2 Power Reactant Storage and Distribution System
The Space Shuttle's Power Reactant Storage and Distribution (PRSD) sys-
tem consists of a variable number of storage tanks which hold the reactants
at cryogenic temperatures and supercritical (compressed) pressures. These
hydrogen and oxygen reactants are continuously supplied to the three fuel
cells to produce electrical power. Also, the Environmental Control and Life
Support System (ECLSS) requires oxygen to maintain the proper partial
pressure in the cabin. This system maintains a balance of oxygen and nitro-
gen to create a breathable environment, which is vital to the crew.
The number of tanks used on a mission will vary, depending on the mission
duration and the mission profile. However, there will always be the same __
number of tanks for each reactant. So, a tank set will refer to a hydrogen
tank and a corresponding oxygen tank. The physical specifications of all the
oxygen tanks are identical. Likewise, all the hydrogen tanks are identical.
Presently, the Space Shuttle can be configflred for two, three, four or five "_
tank sets.
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The PRSD tanks can be offloaded; tl_at is, the amount of reactant in the tanks
...... can be reduced during prelaunch activities. An offioad situation may occur
_ when a full tank is not needed for the mission duration and the Space Shut-
tle's weight needs to be reduced. Usually, only oxygen tanks are offibaded
, before liftoff because oxygen weighs considerably more than hydrogen. The
oxygen offioad requirement should be carefully divided among the tanks, as
explained in the Offioad Guidelines Section [4]. Moreover, offloaded tanks
require special PRSD management criteria because each tank should con-
tain approximately equal amounts of reactant to protect against single point
failures.
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Figure 1: Block diagram of the Power Reactant Storage and Distribution
(PRSD) system.
The PRSD system has two manifold valves, which can isolate the system
_ into three separate manifold sections, as seen in Figure 1. Separating the
PRSD system into three manifold sections provides a redundant and fault-
tolerant system. For example, if a leak occurs within one of the manifold
sections, then it can be isolated and a continuous flow of reactants can still
be supplied to the fuel cells and the life support system. Also, the standard
PRSD management scheme usually involves closing one manifold valve during
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sleep periods for a single shift crew. During sleep periods, the crew may
not respond quickly to a major system leak. If a manifold section was not
separated, the cryogenic reactants from all the tanks could be lost before
the leak is detected and isolated. This catastrophic leak could interrupt all
electrical power production. Therefore, closing a manifold valve ensures that _
a leak's effects is restricted to that manifold section.
Other components of the PRSD system are cryogenic tank heaters and heater
controllers. The tank heaters add heat energy to maintain a constant pressure
in the tanks. The cryogenic reactant flows out of the storage tank when the
tank pressure is higher than the allowed pressure band. To ensure further
redundancy in the PRSD system, there are two heaters, heater A and heater
B, for each tank. The heater controller maintains the tank pressure within
a certain range. Since certain tanks share heater controllers, the PRSD
management plan must account for this coupling of heater operation.
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Figure 2: Hydrogen or oxygen heater switches.
To configure which tanks supply hydrogen and oxygen to the fuel cells, it
is necessary to decide which tank heaters to activate. However, the heater
switches, which set tank heaters to an AUTO, ON or OFF mode, may not
operate on the expected tank heater. For each tank, there is a set of switches, :-
which consists of a switch for heater A and a switch for heater B. If four tank
sets are loaded, then four of these switch sets are used to control each of the
four hydrogen tanks and four are used to control each of the four oxygen
tanks. However, the Shuttle can be configured for two, three, four or five
tank sets. That is, all of these switches may not be vMid when there are
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fewer than four tank sets. Or, the switches may not operate their respective
-', tank heaters when five tanks are used.
The heater switches are not complicated when two, three, or four tank sets
are loaded, as shown in Figure 2. If two tank sets are used, then only the
I first two sets of switches are used. If three tank sets are used, then the fourth
set of switches is ignored (since it is not connected to any tank heater). If
four tank sets are being used, then each of the four switches corresponds to
the appropriate tank heater.
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Figure 3: Hydrogen heater switches.
_.°k, _.o_2 i_.ok3, T.°, i_.°k,i
I c= 1.
....
Figure 4: Oxygen heater switches.
However, if five tank sets are used, then the wiring of these switches is not
straightforward. The fourth set of switches operates both tanks 4 and 5. But,
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the operation of hydrogen and oxygen differs. For the hydrogen tanks, switch
4A enables heaters 4A and 5A and switch 4B enables heaters 4B and 5B.
This wiring is possible because hydrogen tank 4 will operate alone (in a four
tank set configuration) or hydrogen tanks 4 and 5 will operate simultaneously
(in a five tank set configuration). Refer to Figure 3. For the oxygen tanks,
switch 4A enables heater 4A and switch 4B enables heater 5A. This wiring
is possible because the amount of oxygen required from tanks 4 and 5 can
always be supplied with A heaters only. Refer to Figure 4.
4 Overview of Approach
Expert system technology is an appropriate paradigm for the problem of
configuring the PRSD system. More specifically, the decisions of cryogenic
management must abide by predefined rules. And, certain rules are activated
by the current state of the PRSD system. Therefore, an expert system shell,
which separates facts and rules, supports this flexible and robust representa-
tion of knowledge. The following paragraphs provide a high-level description
of this application, concentrating on how it utilizes an expert system shell. ..... '!
./
4.1 Structure of an Expert System
A typical expert system is composed of an inference engine, a knowledge
base and a working memory. The CLIPS expert system shell provides an
inference engine and functions to define the knowledge base and working
memory. Also, it provides utility and interface functions such as a debugger
and program verifier. How the elements of the CLIPS expert system shell
were used in this application is discussed below.
• The inference engine uses the facts in working memory to determine
which rules should fire. When the fact-list changes, the inference engine
checks which rules are satisfied. A prioritized list of rules to fire is put :"
i_t 0 the agenda. Then, the inference engine executes the rules in the
aig'ei_da.
The inference engine provided by the CLIPS expert system uses the for-
ward chaining control strategy, which is suitable for solving this type of
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problem. This strategy reasons from existing facts to resulting conclu-
-_ sions. Typically, forward chaining is more appropriate for monitoring
and control applications [3, p.29].
• The knowledge base contains the rules governing how to make decisions.k
The criteria to manage the PRSD system, outlined in [2], were easily
translated to CLIPS rules. Since the PRSD management philosophy
is influenced by flight-specific and generic data such as the number
of tanks flown and the capacity of each tank, fact templates which
describe this information form the patterns of the rules. The most
volatile patterns pertain to the mission phase and the quantity in each
tank. Therefore, these patterns are located near the front of the rule [5,
p.90]. The actions of these rules advise the analyst how to configure
the PRSD system. A message is displayed to recommend Which tank
heaters to activate and which manifold valves to open. Simultaneously,
the recommendations are written to a text file.
• In this application, the working memory or fact-list is divided into three
categories of facts.
First, facts which pertain to static data describe unchanging data. This
data includes the number of tank sets used on this flight, the duration
of the mission and physical specifications of the tanks (such as nominal
capacities and volume).
Secondly, there is dynamic data. These facts describe the changing
characteristics of the tanks at certain times in the mission. An example
of dynamic data is the quantities in each tank. This data will influence
how the PRSD system is reconfigured at the appropriate decision time.
Thirdly, control facts are used to divide this problem into phases. This
type of fact detracts from the pure opportunistic nature of a rule-based
expert system. However, in this problem, they are very useful for con-
.... trolling the program execution since the problem can be subdivided into
certain execution phases. That is, the expert system executes by firing
one rule within a set of rules that pertains to the current execution
phase.
(
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Configuration
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Verification
and Validation
i
Figure 5: Steps of the PRSD system configuration problem.
4.2 Overall System Design
This problem can be divided into three sequential steps, as seen in Figure
5. Each step can be executed independently of the next. The expert sys-
tem program for a particular step asserts the appropriate fact-file and loads
the knowledge base for the next step to be solved. This observation was
particularly useful in test and development. Also, since certain subproblems
require many rules, it is advantageous to perform some rudimentary data-
gathering and, then, load the next program into the expert system shell.
This method eliminates the problem of running out of memory or slowing
execution speed. Therefore, this expert system is divided into two programs,
where the first program performs the data initialization step and the second
program performs the remaining steps.
Initialization Step The primary objective of the first step is to get ini-
tial data from the analyst. This data will provide characteristics of
the mission, such as the number of taiik sets, any offioad conditions,
crew sleep shifts, times of other relevant activities and the duration of
the mission. Also, generic data, which is not specific to any mission,
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must be determined. An example of this type of data is the physical
-- specifications of the tanks. Based on this information, the expert sys-
tem will know which management criteria to follow and when to query
the analyst for dynamic information during the configuration step. A
secondary objective of this step is to verify the analyst's inputs. For
example, if there are two crew shifts, then at least four tank sets must
be used.
Configuration Step The purpose of the configuration step is to manage
the PRSD system according to the changing tank quantities and the
mission profile. In the initialization step, the expert system determined
thgioccurrence of the PRSD configuration times. So, in this step, the
expert system asks for tank characteristics at these times and it rec-
ommends how to set the tank heater and manifold valve switches. The
PRSD configuration rules are based on the standard PKSD manage-
ment guidelines, explained in [2]. Also, this step checks to ensure that
none of the tanks have depleted below its residual quantity.
Verification and Validation Step This step is used to check the endingo.
quantities in the tanks. It is imperative that a certain amount of hy-
drogen and oxygen is reserved for mission extension days, the impre-
cision of the measurement gauges and other requirements. If the total
quantities have depleted below this unusable quantity, this anomaly is
reported.
5 Detailed Design Strategy
This expert system is composed of two CLIPS programs to eliminate the
problem of overflowing memory or slowing execution, as discussed previously.
The first program obtains the bulk of the data and verifies that the data is
acceptable for the next program. The second program loads more data,
J evaluates the data at certain configuration times and suggests how to control
. :,::_
the PRSD++system. Lastly, the second program analyzes the final quantities
'N "
in the tanks.
S ."
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5.1 Program 1 - Load Data
The analyst will be asked to enter some flight-specific data. The charac-
teristics of the Space Shuttle flight will influence the PRSD management,
throughout all mission phases. This program will gather the following infor-
mation.
• The number of hydrogen and oxygen tanks used on this mission must
range from two to five tanks. The present Space Shuttle can load two,
three, four or five tank sets, although an Extended Duration Orbiter
(EDO) can hold up to nine tank sets. A general rule of thumb is that
the number of days of a mission is approximately twice the number of
tank sets, with no offioaded tanks.
• The analyst must enter any offloaded amounts from each oxygen tank.
Several rules will be activated to check that the analyst entered valid of:
fload quantities. The knowledge from the Offioad Guidelines Section [4]
was encoded in these rules.
• The number of work shifts is also needed. The Space Shuttle missions ......._
will either have a single or a dual work shift. In general, if there is a
dual work shift, then there are at least four tank sets.
• The analyst must inform the expert system of the number of flight days.
• For each flight day and each work shift, the expert system will ask the
analyst to enter the start and end times of each sleep cycle. These
activities will trigger a reconfiguration of the PRSD system for single
shift crews, in the next program.
• The expert system will also need to know when the following mission
activities are scheduled: cryogenic usage start, post insertion check-
list, ascent end, deorbit preparation checklist and cryogenic usage end.
These activities will trigger other cryogenic decision times. Also, the _:_
analyst may enter the times at which any non-standard PRSD config-
uration activities occur.
The above information is saved in a fact file, which is accessed by the next _,
program. Also, this fact file can be examined with any text editor. It provides
a way to validate and document the expert system's inputs.
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5.2 Program 2 - PRSD Management
This part of the expert system is implemented by the second CLIPS program.
It consists of five general phases of execution.
1. First, the expert system queries the analyst for the names of some
input text files. These text files contain generic tank specifications and
mission extension information. The data from these text files is stored
in working memory. Also, this phase loads the fact file, which was
created by the first CLIPS program, into working memory.
2. The second phase searches for the next cryogenic configuration time.
To examine each PRSD activity, this search procedure will use the
search keys: integer hour, integer minute and integer second.
3. This phase consists of interactive queries for changing tank quantities.
After these tank quantities are entered, the expert system checks that
the quantity in each hydrogen and oxygen tank is greater than its
residual quantity.
4. The next phase performs the actual PRSD management. The knowl-
edge required to manage the cryogenic fuel tanks was based on the
PRSD Quantity Management Section of [2]. The expert system in-
forms the analyst which tank heaters to activate and which manifold
valve to close. To determine the PRSD configuration, these rules ex-
amine the mission data and the changing conditions of the tank. This
JSC document explicitly explains six cases of tank set arrangements:
(a) Two tank sets. "
(b) Three tank sets.
(c) Three tank sets, with offioad conditions.
(d) Four tank sets.
(e) Four tank Sets, with offload conditions.
(f) Five tank sets. .
, This phase was implemented by translating the guidelines in the EECOM
Console Handbook [2] to CLIPS rules. The PRSD management of all
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tank set cases (as described above) is driven by certain metaknowtedge, ::
which aided in the design of this phase of the expert system. In other
words, an understanding of the underlying reasoning behind the guide-
lines of each tank set case reveals a common philosophy for the entire
system. The primary influence is the type of activity which triggers
the PRSD configuration. For example, during all sleep periods of sin-
gle shift crews, the configuration must isolate a manifold section. But,
• during a flight day, the manifold sections are not separated. This fun-
damental rule of isolating the manifold sections during night and not
during day is followed by each tank set case. Also, another principle
relevant to each case is influenced by the following events, liftoff and ,_
landing. That is, the management criteria requires that tanks one and
two are enabled during liftoff and landing for each case.
5. Finally, the expert system performs a validation of the ending con-
ditions of the tanks. The total quantity of the PRSD tanks must be
greater than that reactant's total reserved quantity. This total reserved
quantity ensures an adequate margin for mission contingencies (which
may lengthen the mission duration), for inaccuracies of each tank's : ......."
measurement gauge and for each tank's residual quantity. The expert
system will inform the analyst if there is an adequate margin or not.
If the aforementioned phases of the second program are successfully
completed, then the PRSD management scheme will be saved in an
output file. This output file will contain the recommendations of PRSD
management at each configuration time, This file can be perused with
any text editor to verify and validate the simulation.
6 Concluding Remarks
This expert system fulfills its intended purpose, which is to configure the
PRSD system during all phases of various Space Shuttle missions. Moreover, ""
this expert system will be flexible to changes and easy to maintain because ::_
it is written in a rule-based language, CLIPS. This rule-based system boasts -:_;.....
the following advantages: 2
Modularity Because the rules are not interdependent and act opportunisti-
cally, it will be easy to add more rules. For example, it will be necessary
v
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to add more rules to configure the Extended Duration Orbiter's nine
-._ tank sets.
Granularity The existing rules break the problem domain into little pieces,
so it will be easy to change existing rules. For example, if B heaters,
instead of A heaters, should be used during the ascent phase of the
mission, only two rules need to be modified.
Expandability This expert system could interface or link to other pro-
grams. It could be interfaced to a PRSD simulation program to elimi-
nate the interactive queries for the initialization data at the beginning
of the simulation and for the changing conditions of the tanks at the
PRSD configuration times.
Portability This expert system can run on a variety of computers. That is,
if the computer has a Kernighan and Ritchie C compiler, the CLIPS
expert system shell can be installed. Then, any CLIPS program can
be loaded and executed.
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Abstract
Currently, expert system shells do not address software engineering issues for developing or main-
raining expert systems. As a result, large expert systems tend to be incomprehensible, difficult to
debug or modify, and almost impossible to verify or validate. Partitioning rule-based systems into rule
groups which reflect the underlying subdomains of the problem should enhance the comprehensibility,
maintainability, and reliability of expert-system software. In this paper, we investigate methods to
semi-automatically structure a CLIPS rule base into groups of rules that carry related information. We
discuss three different distance metrics for measuring the relatedness of rules and describe two clustering
algorithms based on these distance metrics. The results of our experiment with three sample rule bases
are also presented.
1 Introduction .......
Knowledge-based expert systems are playing an increasingly important role in NASA space and aircraft
systems. They have potential usefulness in fault diagnostics and recovery, monitoring, planning, scheduling,
and control systems, and are already being used as ground-based advisory systems. However, many
of NASA's software applications are life- or mission-critical, and knowledge-based systems do not lend
themselves to the traditional verification and validation techniques for highly reliable software[i].
Even relatively small rule-based systems contain hundreds of rules, and as the number of rules increases,
the number of possible interactions between rules increases exponentially. There is also another dimension
of complexity independent of the number of rules in the system. This is the number of potential matches for
each pattern in a rule. As the complexity of these patterns increase, the number of possible combinations
of facts required for testing these patterns increases exponentially. Therefore, it is infeasible to attempt
exhaustive testing of every possible path through the system, much less every possible combination of
inputs. Thus, exhaustive testing is impractical for demonstrating high reliability of knowledge-based
systems, and less computationally intensive analysis techniques must be employed. ""
Although the meaning of each rule in isolation may be well understood, the complexity of the rule-
based system stems from the interactions and inter-dependencies between rules. Therefore, analysis of the
system should focus on understanding those interactions and assuring that they are correct. The approach
we have chosen is to investigate the structuring of a rule-based system into a set of groups. Such groups
would allow one to abstract away from the each rule is a procedure call point of view, and look at the
system from a higher semantic level. This should make explicit the underlying subdomalns of the problem
and also aid in understanding the level of knowledge, (i.e. deep or shallow reasoning) that was applied
to solve the subproblems. The groupings are made to aid in comprehension of the rule base and have no
effect on the execution of the syster_ J_-_
Most developers already break up their rule bases into separate files to reflect the different run-time
phases of their programs. However, there still exists a potential for each file to grow large and incompre-
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hensible. For example, ONAV*[2], an expert system developed at NASA Johnson to help navigate re-entry
f--._ of a space craft, has 564 rules divided across 13 files. The largest file contains 282 rules. The file decompo-
_ sition reflects the various stages of navigating re-entry into earth's atmosphere of a spacecraft. Even with
extensive comments and a tool such as CRSVt[3], the dependencies of rules across files cannot be easily
determined. Our analyses indicate that grouping a rule base according to control aspects of the problem
is not sufficient for understanding the problem. The static aspects of the problem can be understood only
_ if domain knowledge can be separated from control knowledge[4, 5].
In this paper we describe our attempts to extract the domain knowledge from a rule base by structuring
the rule base into groups of related rules. Wepresent several distance metrics which measure the relatedness
of rules, and we describe two different clustering algorithms.
/
Related Work
The issues involved in grouping rules have been studied at various levels. Lindell[6] suggests a clustering
algorithm based on keywords contained in comments. Clearly this can work only for well-documented rule
bases and for those where one can succeed in finding appropriate keywords.
Lindenmayer, et al.[7] have proposed a certain methodology for grouping OPS5 rule bases for the
Hubble Space Telescope Project. Different rule couplings are discussed with respect to make, remove and
modify constructs in OPSS. However, dependency between two rules is assumed to exist only from the
consequent of one rule to the antecedent of another.
A more sophisticated approach, by Jacob and Froscher[8,9], utilizes more forms of data dependencies
of a rule base and groups rules on their informational content. However, Jacob's grouping strategy also
assumes that domain knowledge is in the form of a decision tree, in which chaining of rules takes place
predominantly from the consequent of one rule to the antecedent of another. It presumes a hierarchical
....... decomposition of domain knowledge, which seems to be well suited for classification problems, such as the
mammal classification rule base. However, it does not work well in monitoring or scheduling problems,
since here the antecedents of rules generally carry domain information, such as different modes of failure,
while consequents usually give only directives for taking the appropriate actions.
An Overview of Our Approach
We have taken a pattern-matching approach towards grouping of rules. In this approach, the commonality
of items in the rules determines the distance between them- Our rule grouping process consists of three
stages. First, the distance between each pair of rules is computed and stored in a distance matrix. In
the second stage, the computed distances are modified so that all distances satisfy the triangle inequality.
That is, we replace the distance between two rules by a shorter distance, if there exists an intermediate rule
through which a shorter path can be created. Consider three rules r_, rj and rk with inter-rule distances
dlj, d_k and djk. If d_j + d_k < d_, then we replace dik by dlj + djk. This method thus extracts the
.... transitive dependency between rules. Finally, we apply a clustering algorithm to form our groups. There
are two approaches we consider for clustering. The first one is an automatic clustering algorithm based on
graph-partitioning approaches. The second requires the user to designate certain rules as '_primaryrules"
or "seed rules" around which the clustering algorithm will form groups.
Automatic clustering algorithms work, but optimal clustering is NP-complete, and the resulting clusters
may not conform, in any reasonable way, to the clusters a user would desire. Thus, we developed a
more user-directed approach, in which the user designates some rules as primary rules, and a cluster
is automatically formed around each of these rules. These rules typically reflect key concepts from the
domain; thus, the resulting clusters correspond closely to what the user desires.
/ *Onboard Navigation Expert System
! tCLIPS Cross Reference Style Analysis and Verification Tool
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The restof thepaper isstructuredas foliows.In the secondsectionwe discussthe designissuesin /.....\
developingdifferentdistancemetrics.In section3,the two differentalgorithmsforclusteringaregiven.
Section4 describesourexperimentson threedifferentrulebases.Thissectionalsodiscussesvariousquality
measuresfordeterminingthe "goodness"ofgroupings.Based on these,a performanceevaluationisdone
ofthe differentdistancemetricson threesamplerulebases.The finalsectionpresentsour conclusions.
2 Design ofDistanceMetric
In ordertoallowoursystemtoadapt todifferenttypesofrulebases,we have designeddifferentdistance _
metricsformeasuringtherelatednessofrules.Differentmetricscapturedifferentkindsofinformationfrom
therulebase.In thissection,we present hemotivationforour differentdistancemetricsand the criteria
usedindesigningthem.
ExperiencewithusingJacob and Froscher'sgroupingalgorithmon rule-basedsystems,suchas ONAV
and MMU-FDIR t,suggeststhatdifferentapplicationdomainsrequiredifferentdistancemetrics.Finding
a singleuniversalmetricappearstobe impossible,sincedifferentexpertsystemsrequireone to capture
differentinformation.
In our discussionshenceforth,we followtheterminologyof Giarratanoand Riley[11].A rulebaseis
made up ofruleswithantecedentsand consequents.Each antecedentorconsequentiscomposedofpatterns
which match factsinworkingmemory at run time.Each patternisfurtherdividedintofieldsor tokens,
whichin CLIPS canbe a word,stringornumber. We refertotheseasitems.
Only certainitemsarerelevantforgrouping.We ignoreallrun-timeaspectsofthe rulebase,since
theuse ofa particularitem ina ruleappearsto be more importanttopropergroupingthan theway in
which itisused.Also,analysisoftherun-timebehaviorofa rulebasecouldbe prohibitivelyexpensive,
amountingto directsimulationofalllogicpaths.Our groupingdoesnot functionallyaltertherulebase .--_
atall;oncethegroupingisperformed,theuserseesrulesintheiroriginalform.In effect,we aretryingto
automatea user'sfirststepsinattemptingtocomprehend an unknown rulebase.
In ordertodo effectivegrouping,we need tosuppressallinformationconveyedby reservedwords;they
serveonlyas run-timedirectives.For example,a ruleassertinga factA, and anotherone testingforthe
absenceofA, would not be temporallygroupedtogether.But statically,sinceboth rulesarereferring
tothe same information,theirmeaning may be more cleariftheyarepresentin the same group.Ifthe
factA getsmodified,thenitisimportantto show thatthe validityoftheruletestingfortheabsenceof
A stillholds.A sLmilarjustificationh ldsforignoringkeywordssuchas "retract","bind","test"and so
forth.We do,however,includenumericand word typefieldsinour metrics,sincetheyfrequentlycontain
domain-specificnformationrelevanto staticgrouping.However,we suppressallstringsand variable
names. Stringsrarelyoccuroutsideofprintstatementsand conveylittledomain information.Variables
arelocalto eachrule,and hence cannotcarryinformationwhen staticallyrelatingrules.Theirbindings
take place at run time, and therefore no values can be assigned to them a priori,
Given these fundamental design choices, we can now state a generic definition of the distance between
two rules, rl and r_, as
Total no. of items in rl and r_
d(rl,r2) - no. of "common" item8 in rl and r_
where different definitions of "common" give rise to different distance metrics. When there are no common
items between rl and r_, d(rl, r2) is replaced by the maximum number of patterns allowed.
The nature of the domain knowledge enforces a certain programming methodology on the developer
of a rule base. Classification systems, such as the mammal problem, have a hierarchical structure which
yields easily to a data-flow grouping like Jacob's and Lindenmeyer's. Classifying disease hierarchies also "-'_
:Manned Maneuvering Unit - Fault Detection,Isolation and Recovery System [10]
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( de_le rl
_" (animalgivesmilk)
=>
( assert(animalis-a mammal)) )
.. (defile r2
(animalis-a mammal)
(animalhas hoofs)
ffi>
( assert(animalis-a ungula%e)) )
( defrule r3
(animalis-a ungulate)
(animalhas blacks%ripes)
=>
( assert(animalis-a zebra)) )
FigureI:Example Rulesfrom Animal Rule Base
( defrule cea-a-gyro-inpu%-pitch-pos-2
(aahon) (gyro on)
(gyromovemen_ pi%ch pos)
...... (side a on) (side b on)
(rhc roll none pi%ch none yav none)
(%hc x none y none z none)
(vda a ?m.on)
-->
( assert (failureoea))
( assert (suspect a)) )
Figure2: Example Rulesfrom MMU-FDIR Rule Base
falls in the same application type. The fundamental characteristic of such systems is that the flow of data
takes place from the consequent of one rule to antecedent of other rules. Three rules from the mammal
classification rule base are presented in Figure 1 to show the data-flow aspects of the system. For this type
"_ of rule base, it is appropriate to use a distance metric, ddi(rl, r2), between two rules, rl and r2, defined as,
Total no. of items in consequent of rl and antecedent of r2dt(r , =
no. of "common" items in consequent of rl and antecedent of r_
i
A monitoring system issues different commands depending on the status of different components of the
system being monitored. In such systems, the antecedents of_the rules usually search for special values of
flags in the component system, and the consequents assert actions to be taken when different components
fail. Example rules from MMU-FDIR given in Figure 2 illustrate this point.
The bulk of domain information required for grouping is usually present in the antecedents of rules in
a monitoring System. This gives rise to the antecedent distance metric:
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( defrule star_er_ok _
(s_ar_er cranks_engine yes)
(lightsdim slightly)
=>
( assert(batteryproblemsno))
( assert(engineis_tightno)) )
( defrule battery_not_ok-
(starter cranks.engine yes)
(lights dim considerably)
=>
( assert(batteryproblemsyes))
( assert(engineis_tightyes)) )
( defrule eng_e_misfires
(battery problems no)
(engine is.$igh% no)
(engine misfires constantly)
=>
( assert(cylinder problems yes)) )
Figure 3: Example Rules from Car Diagnostics Rule Base
Total no. of item8 in antecedents of rl and r2do,,(rl,r2) =
no. of "common"items in antecedents oi rl and of r2
onewantedtogroupondi_erentcomponentfailuresassertedbytheconsequentorsuchrules,a
consequentdistancemetriccouldbedefiedaswell.Theantecedentsintheabovedistancemetricwould
be replacedbytheconsequents.
Inadiagnosticsystem,adata-nowaspectispresenttogetherwithamonitoringaspect.A_erarchic_
searchspacere_qectsthedilq'erentsub-doma_softheproblem.Rule-interdependencyisfromconsequent
ofSome_es toantecedentofothers,tert_ otherulesarerelatedtoeachotherthroughantecedents
alone,sincetheydetectsimilarsymptom_fromthedoma_.Anexampleis givenin Figure3 wherethe
antecedentsofthe_st andsecondrulesneedtobe_edbyasituationm_tchfromworkingmemory.Other
rules in the rule base do not assert these patterns. However, there is data-flow dependency between the '_
consequent of the first rule and antecedent of the third rule. Since such is the case for most diagnostic
systems, both sides of the rule deserve consideration. Therefore, we have the following metric to define
distance in such a case:
Total no. of item8 in rl and r2 i?
a+,,(rl,r2) =
no. of "common" items in rl and r_
According to the distance metrics defined above, relatedness of two rules is inversely proportional to
the distance between them. That is, the more related two rules are, the less the distance between them.
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3 Clustering Algorithm
In order to be useful, a clustering algorithm must break up a rule base into meaningful groups. However,
which particular clustering will prove "meaningful" is strongly dependent on the nature of the rule base.
To address this issue, we perform clustering based on the different distance metrics. By carefully choosing
therightmetric,we hope tobe abletoachievea clusteringwellsuitedtoeachparticularrulebase.
~,
3.1 Automatic ClusteringAlgorithm
The automaticclusteringalgorithmstartswitheachruleinitsown group.Groups arethenmerged based
on theminimum inter-groupdistance.Here,we defineinter-groupdistance,D(i,j)asfollows:
_--_i, C, _,,€ Gi d(rk, rt)D(i,j) =
n_,nj
where ni and nj are the number of rules in groups Gi and Gj, respectively.
Using this definition of inter-group distance, we form an automatic clustering algorithm as follows. In
this algorithm, the user provides the total number of groups, M, to be formed, which serves as a stopping
criterion. A high level view of the algorithm is given below:
Initialize each rule into its own group
While (number of groups > M)
Find groups G_ and Gj with minimum inter-group distance D(i, j)
Merge groups G_ and Gj
We experimented with various other stopping criteria which did not need any user input. However,
none of them seem to work consistently across rule bases. For example, we calculated the mean distance
between the rules in the rule base, and when the intergroup distance exceeded the mean distance, the
algorithm stopped clustering. A similar experiment was done taking the standard deviation of rules as the
stopping criterion. In some instances, the rule base would fragment into very small meaningless groups; at
other times, one would obtain a very skewed grouping with some very large groups and some very small
ones. Since the purpose of our study is to ascertain which distance metric gives the right grouping for a rule
base, penalizing the distance metric for not responding well to a stopping criteria did not seem justified.
Hence, we chose the option of requiring the user to input the number of groups desired and then seeing
which distance metric fares best.
As we shall discuss later, it is very difficult to define an optimal grouping for a rule base. Even if
there were, implementation of a guaranteed optimal grouping solution for the rule base would reduce to
.... an optimal graph partitioning problem, which is known to be NP-complete.
3.2 Clustering through Primary Rules Selection
In this strategy, more input by the user is required. Not only is the number of groups provided by the
user, but for each group, a primary rule must be given which captures a concept from the rule base. These
rulesthenform the seedorcontextaround whichclusteringcan takeplace.
A highlevelviewofthe clusteringalgorithmthroughprimaryruleselectionisas follows:
For each rule ri
Find primary rule rp for which d(rl, rn) is minimized
Merge ruleriintoG(rp)
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In this algorithm, rules that are equidistant from two or more primary rules are skipped over in the
first pass when all the other rules are clustered. In the second pass, the equidistant rules are resolved based " '_
on the criterion that they minimize the average distance between rules in the group that they are pulled
into.
4 Experimental Results
In order to assess these different approaches to clustering, we tested our algorithms on three sample rule
bases. The largest one is the MMU-FDIR, written by McDonnell Douglas Astronautics having 104 rules.
Correct thruster configurations for the two sides of the MMU and gyroscope in the primary and backup
modes are checked by 73 rules. An additional 14 rules deal with failure recovery for the two control
electronics assemblies_ and seven rules deal with tank/thruster tests. The remaining ten rules do printing
and demonstration. These rules were removed before we began grouping, as mentioned in Section 2. The
majority of the rules in this system have a similar structure. The antecedents consist of tests for automatic
attitude hold, gyroscope readings, rotational and translational hand controller values, and valve drive
.amplifier outputs. The consequent then declares the faulty subsystems.
The second rule base is a car diagnostic expert system we wrote. It has 60 rules to diagnose problems
in 12 subsystems of the car. Typical subsystems include the distributor, carburetor, and ignition systems.
This rule base traverses a search tree which branches first at the root, based on the status of the head
lights and whether or not the starter can crank the engine. The search is guided by various observations
of ammeter readings, lights, spark-plug reversals and others. One of the problems in this rule base is that
rules assert several potential problems. This feature greatly complicates grouping, but seems typical of
fault diagnostic systems. Such complicated couplings mirror the complexity of the underlying domain.
Our last rule base is the animal classification program[12], a well-known problem in artificial intelligence ...... \
It contains 14 rules, which classify an unknown animal as either an ungulate, carnivore, or bird. Then,
having placed a given animal into one of these broad categories, it makes a more precise classification,
deciding, for example, whether an animal is a cheetah or a tiger, based on detailed characteristics.
4.1 Evaluation Criteria
It is difficult to judge the quality of a rule base grouping; judgement of quality is, in general, highly
subjective. Nonetheless, it appears essential to assess the value of our grouping strategies in a comparatively
rigorous manner. Otherwise, we would be unable to make definitive statements about the comparative
merits of these strategies and of the value, more generally.
In order to measure the quality of groupings, we havedeveloped two independent measures. The first of
these measures is based on an "ideal grouping" which we generate ahead of time by hand. It measures the
deviation of the computed groupings f_om our ideal grouping. The second of these measures the "stability"
of groupings obtained by the primary rule algorithm, where we measure stability by counting the number _
of rules which migrate between groups as we vary our choice of primary rules.
While some attempt at measuring the quality of a grouping is necessary, there are difficulties with both
the approaches here. In the first measure, there is obviously some subjectivity inherent in our choice of an
"ideal grouping;" different researchers may produce different "ideal groupings." However, for rule bases as
simple as those used here, people would tend to generate fairly similar "ideal" groups. The second measure
of cluster quality avoids subjectivity, but still begs the question of the quality of a grouping; highly stable
groupings can still be quite poor. In our view, finding a better way of assessing grouping quality should
be as high a priority as that of finding better grouping strategies. Solving either problem would help solve
the other. _-_
'1
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Measuring Cluster Quality
In many cases, it is easy to see which rules should be grouped together. However, in other eases rules
cannot be classified unambiguously, since they relate to several key concepts. For example, in the rules
given for the ear diagnostic system in Figure 3, we can say that the second rule relates only to battery
problems. However, in the first rule, a faulty battery relates to both starter and light problems; there is
no best way to group this rule.
Mathematically, we use the following representation. The rule base consists of a set of rules
R = {rl...r.}
and a set of concepts
c = {cl...cz}.
Rule ri has associated concepts
Concepts(,_)= {C_,...C_}
where {c_,...c_,}c_c.
We define _nique rules as those rules which contain only a single concept, l_ules which have multiple
concepts associated with them are called ambiguous rules.
To deal with the issue of ambiguous rules, we take as our ideal grouping a grouping of the unique rules
only. This is easy to do, and removes some of the subjective component of this approach. Thus our ideal
grouping has the form:
x = {zl...z,,},
" where each _j is a disjoint set of unique rules.
Now suppose the observed or computed grouping is denoted as:
o = {o1...o,,,}
Our first step in measuring deviation is to pair each ideal group Ij with the "closest" observed group,
where we measure closeness using only unique rules. Thus, for each index j, let/_j be chosen to maximize:
IZjnok_I
Now we define the deviation dev(A, B) for groups A and B as:
den(A,B) = {r_A [Concepts(r) n Concepts(B) = _},
where the concepts in a set of rules are defined as the union of the concepts in the individual rules in the
set. The total deviation of the observed groups can then be defined as,
m
tot_dev = _1,_,,(o_, U Zs)l
• i=I jlkj =i
The averagedeviationisthus
tot.dev
n
where n isthetotalnumber ofrules.
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Measuring Stability of Groups F--?
A group formed by the primary rule clustering algorithm is stable if the replacement of its primary rule by
any of the non-primary rules in the group causes no migration of rules to other groups when we rerun the
clustering algorithm. Thus, we can measure stability just by counting migration of rules between groups,
as each non-primary rule in each group is in turn allowed to assume the role of primary rule for that group.
To avoid a combinatorial explosion, we vary the primary rule in only one group at a time. Thus, measuring _
the stability of a grouping of an n-rule rule base requires only O(n s) time, since the primary rule grouping
algorithm requires O(n 2) time. Assume the set of primary rules are:
,\
:
where iv/ : rk_. Let G(pl) be the group computed from primary rule pl. Then we define the stability of
a rule base grouping based on a choice of primary rules lr and distance metric d as:
_rt
Stability(_r, d) = 1 -
Here "\" denotes set differences. That is,
A\B = {a[aEAanda_B}
4.2 Analysis of Results
In this subsection we describe the performance of the various distance metrics in grouping the three rule ....
bases using the two clustering algorithms. "1
Performance of Automatic Rule Clustering
Even if the user is already familiar with the key concepts in a rule base, automatic grouping can provide
much insight into the interactions between those concepts. The most interesting aspect of this strategy is
the way in which groups form around related sets of concepts. For example, we expected that the rules for
battery, starter and engine problems in the car rule base would form independent groups. However, since
the physical coupling between these subsystems is reflected in the rule base, these three groups combine
under the automatic grouping strategy to form a single large group. Perhaps a more careful choice of
distance metric could fix such problems, but we currently have no cure.
The effectiveness of the different distance metrics for grouping our three sample rule bases is shown in
Table 1 through Table 3. As expected, the dant distance metric worked well for the car and MMU rule
base, resulting in average deviation of only 5% from the ideal grouping. Thus, the bulk of the domain
knowledge was indeed carried by the antecedents of the rules. The d#4 distance metric did not do nearly
as well for grouping these diagnostic systems.
Because of the chainingnatureof rulesin the animalrulebase,the dantdistancemetricdid not
capture the rule interdependencies well and resulted in 29% deviation from the ideal grouping. However,
as expected, the d_f distance metric captured this chaining nature very well and resulted in a perfect
grouping.
The automatic strategy has done well with the distance metric dau in all three cases. This appears to
be a more general metric which works well in the absence of more detailed information on the rule base.
Sincethe deviationbetween the figuresobtainedforautomaticand primaryrulestrategiesi not very _,
different,theautomaticstrategycanbe proposedasa viablealternativetotheprimaryrulestrategywhen
no selectionfprimaryrulesisgiven.
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Distance Average deviation Average deviation Stability
Metric for automatic for primary of primary
' clustering clustering clustering
d,,u 0.05 0.04 0.96
dal/ 0.20 0.84 0.29
.. d,,nt 0.05 0.00 0.95/
Table 1: Clustering of MMU FDIR rule base
DistanceAveragedeviationAveragedeviationStability
Metric forautomatic forprimary ofprimary
clustering clustering clustering
dau 0.05 0.05 0.73
d#/ 0.17 0.25 0.54 __
dant 0.05 0.05 0.77
Table2:ClusteringofCarDiagnosticrulebase
DistanceAveragedeviationAveragedeviation Stability
Metric forautomatic forprimary ofprimary
clustering clustering clustering
dau 0.00 0.00 0.73
d_ 0.00 0.07 0.55
dant 0.29 '0.21 0.82
Table3:ClusteringofAnimalrulebase
/
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Performance of Primary Rule Clustering
The primary rule strategy does as good as the automatic strategy in most cases. For our experiments,
we did 'not change the primary rules for the different metrics, because we wanted to judge the metrics
under the same conditions. Given the right distance metric and the right primary rules, the primary rule
clustering gives a perfect grouping for both the animal and MMU rule base. For the MMU rule base,
the perfect grouping was obtained through the dac,t metric, and for the animal rule base, through the dart _
metric. For the car rule base both dau and dant work well. The data-flow approach does not succeed here
for the reasons given in section 2.
Stability figures for ahnost all the rule bases are consistent with the deviation figures, except in the
case of the animal problem. Here our conclusions are limited due to the small set of rules. We suspect that
patterns which are present with both carnivore and ungulate rules, such as dark-spots and black-stripes,
interfere with the grouping process. In the MMU and car rule base, not only do we get meaningful groups
but their stability figures are also consistently good. This means that there is little coupling between the
groups produced, as evidenced also by examination of the rule base. Thruster configuration rules, failure
recovery rules, and tank/thruster rules can be seen to be structurally different. The data flow metric fails
here, because there is no chaining of rules. Each rule's antecedent creates a situation and the consequent
asserts a diagnostic message. There is no relationship, therefore, between the diagnostic performed by one
rule, and the situation created by another rule. The primary rule strategy is effective and robust. The
price to be paid for this is the need for selecting primary rules.
5 Conclusions
In this paper we have described seml-automatic grouping of rule-based systems, using two different ap-
proaches. The first was completely automatic, while the second .clustered rules around primary rules
selected by the user. We also defined three different distance metrics for our grouping algorithms, each
capturing different kinds of information in the rules. We tested our ideas on three sample rule bases, and
attempted to cluster them using both clustering algorithms, and trying all three metrics for each algorithm.
Our experiments have shown that effective grouping can be achieved with both the automatic and
primary rule clustering strategies. The primary rule approach works very well, if a reasonable set of
primary rules can be easily identified. In the absence of a reasonable primary rule set, the automatic
approach could serve as a useful fall-back strategy.
The choice of metric is also important. In the absence of specific knowledge about the nature of the rule
base, a safe approach is to use the distance metric taking all patterns in each rule into account. However,
one can clearly do better by using a metric tuned to the rule base, as our results have demonstrated.
There are a number of minor problems with our approach to grouping. For example, attributes ir-
relevant to the grouping process tend to distort the clustering of groups. In general, the effectiveness of
our approach is fundamentally Kmited by its reliance on syntactic pattern-matching and cannot take into , ....
account the semantics of the patterns. As noted by Michalski and Stepp [13], "a configuration of objects
forms a class only if it can be closely circumscribed by a conjunctive concept involving relations on selected
object attributes." Moreover, a pattern-matching approach cannot capture the "Gestalt properties" of rule
clusters. In other words, the meaning of the whole is generally greater than the sum of its parts. A more
sophisticated approach is required. Our measurement of deviation of computed groups from ideal groups
contains ideas which could lead to grouping strategies reflecting Michalski and Stepp's insight; we hope to
pursue this in the future.
However, even with these ]imitations, the techniques we have developed seem effective at grouping rule
bases, not only as judged by our stability measure, but also when judged in terms of the way one would ___
intuitively group these rule bases. Therefore, we feel that these techniques could be very useful both in
the validation phase and during maintenance of rule bases.
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AutomaticallystructuringandtranslatingCLIPS
James R. Geissman
Abacus Programming Corporation
Van Nuys, CA 91411 _
Introduction
Expert systems become more valuable when they can be integrated into production
environments. Code that is written for easy maintainability and that can be ported to
different machines is code that can be easily integrated. This paper discusses two ports
of CLIPS, implemented using the Metapack TM translation system developed by Abacus
Programming Corporation.
One translation converts positional form CLIPS into "structured" or "template" CLIPS, a
form that is more easily maintained. The other translation converts either form of CLIPS
into OPS83, a semantically similar forward-chaining language that has somewhat higher
performance resulting from its being compiled.
Porting and Translating Expert Systems
Many expert system languages and shells implemenmt similar problem-solving models .........,J
with equivalent semantics, and the forward-chaining production system is a good
example. This model is implemented by CLIPS, OPS5, OPS83 and ART, to name a few
widely available languages. Other, more elaborate systems such as Aion may offer a
variety of models, but can also be translated because they include forward-chaining
among their capabilities and have a text file knowledge representation that is used for
transporting knowledge bases between machines.
Translating CLIPS into OPS83
OPS83 is a forward-chaining production system language llke CLIPS. Some users wish
to translate their systems from CLIPS to take advantage of the increased speed available
in OPS83. The input to the translator is (a) templates describing the fact types to be _
used and (b) CLIPS source code, The input code may be positional (with either
defrelatlons or deftemplates) or in the structured form based on templates. The output is
0PS83. Programs of the complexity of the CLIPS :monkey-and-bananas.example program
can be completely translated. Some program elements such as user-defined functions
and multiple-value fields are not translated, and comments in the output indicate where
hand translation must take place to finish it off.
The translation operates in two passes, and requires that the input be syntactically .... ',,
correct (e.g., the code loads into CLIPS or passes CRSV). Most of the code is parsed in
the first pass and converted into a more manageable form; some that cannot be
!
9.86
r..... converted into OPS83 in the present state of the translator is turned into comments and
passed through as-is with wm-nings. (The translator can readily be extended when it
encounters programs that contain large numbers of elements previously considered of
low priority.) The second pass generates equivalent OPS83 for most CLIPS features and
_ identifies areas where additional hand modifications may be required. For example, the
following CLIPS left-hand-side conditions:
?factl-id <- (factl-type ?value ? ? ?color)
?fact2-id <- (fact2-type ?value ? ?color ?)
are converted into this OPS83 (assuming the field names are defined as shown):
&factl_id (factl_type);
&fact2_id (fact2_type
fieldl = &factl id.fieldl;
field4 = &factl id.field3;);
OPS83 requires fact-ids more frequently than CLIPS, which uses bound variables local to
the rules to connect patterns and only uses fact-ids to identify facts to be retracted or
modified. (Compare the CLIPS and OPS83 in the above example---the variables ?value
and ?color appear in both CLIPS facts, while the OPS83 makes the references by using
&factl_id.fie/dname) Where the CLIPS facts to not have fact-id values, the translator
automatically assigns the ids &1001, &1002, etc..
StructuringPositionalCLIPS
CLIPS facts can be written in two styles. The positional style is of the following form:
(fact-type fieldl-value field2-value field3-value)
where the fie!d-value terms are variables or constants as required. Because the fields are
positional, anonomous variables or wildcards are sometimes required to keep the fields
aligned.
The structured or temp/ate style is of the following form. First, a template is defined:
(deftemplate fact-type
(field fieldl-name (attribute value)...)
,'- )
Then.fieldvalueswithinfactsareidentifiedbyreferencetothefieldnames:
(fact-type (field-name field-value) (field-name field-value)...)
• The structured form has some real advantages over the positional. First, the code is
more readable, because the name of each attribute is given and does not have to be
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guessed from the variable names. Second, the code can be modified without getting f-_'_
fields out of alignment. (For example, Juggling field order to improve performance can be
done by rerranging the template without changing other code.) Third, the basic fact
structures can be redefined by adding or deleting fields without having to change existing
code (except to remove references to deleted fields).
The translation operates in one pass, and requires that the input be syntactically correct
(e.g., the code loads into CLIPS or passes CRSV) including either dei%empate or
defrelation statements defining all the fact types. Most of the code except facts (left- or
right-hand side) is passed through unchanged; templates are parsed and the field names
are stored om a table, and defrelation statements are converted to deftemplates. Fields
identified in defrelations are assigned the names field-001, field-002, etc., unique over
the set of facts; the user can later change these with a text editor if something more
recognizable is desired.
When a fact is encountered, the field names are retrieved from the table and added to the
output, while wfldcard (place-holder) variables are skipped. One required assumption is
that the order of fields in the template is the same as their order in the facts. For
example, the following left-hand-side condition:
?fact-id <- (fact-type ?value ? ? ?color) f__
isconvertedintothisoutput:
?fact-id <- (fact-type
(fieldl ?value)
(field4 ?color)
)
The Metapack translation system
Metapack is a translator-writing package developed by Abacus Programming Corporation
that can be used to translate any regular language or data, such as a computer program
from one language or dialect to another, generic text to specific text, or data from one
database or format to another. It can also be used for related purposes, such as filtering
programs to check for standards, gathering statistical data about text or programs, etc.
The user writes a program containing syntax descriptions of input forms in Back-us-Naur i_
form (BNF), and rules that describe what output is to be generated or other actions
performed when specific forms are encountered in the input. If the first rule does not
match the input, Metapack automatically backs up and tries alternatives. The actions
that it can perform include outputting either copies of the inputs or other data, collecting
information in stacks, arrays and variables that can be of whatever data type is required. _
Metapack is thus similar to Prolog with the difference that reading input and matching it
against the rules is inherent and does not have to be programmed explicitly.
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INTERPRETATION OF SPACE SHUTTLETELEMETRY .....
Donald R.Culp
Rockwell SpaceOperations Company ,-_
Lyndon B.Johnson SpaceCenter
Houston, Texas U.S.A.
The real-time interpretation of SpaCeShuttle telemetry by flight controllers presents
a formidable manual task. Currently, a flight controller scans binary and numerical
data, searching or familiar normal patterns and system behavior. A suspect
signature is analyzed by the flight controller in order to determine its origin. Mission
replanning is undertaken for a degraded system. The Mission Operations Directorate
(MOD) is creating a Real-Time Data System (RTDS) for systems monitoring. The
Payload Deployment and RetrievaL:System (PDRS) Decision Support System will be a
part of RTDS,devoted to Remote Manipulator System (RMS) automated monitoring.
This paper describes the PDRSFailure Analysis and Diagnosis problem, our planned
use of an expert system employingthe C Language Integrated Production System
(CLIPS)language to solve it, and our progress to date. In addition, it will address the
importance of the overall design within the context of automation in the RTDS
architecture, the methodology used, and the validation approach taken. The
Decision Support System will evolve as a modularized rule-based system ....._
programmed in the CLIPSexpert system language. Each of five modules represents a
subsystem of the RMS and includes the positioning and retention hardware
(MPM/MRL), the Display& Control panel (D&C), the Arm Based Electronics (ABE), the
End Effector (EE), and the Orbiter to RMS data interface unit (MCIU). The MPM/MRL
subsystem was chosen as the target of a prototype development and its knowledge
base is completed. Testing and validation of the software is conducted by
experienced mission controllers. The initial design stages for the D&C panel module
are beginning. :
The automation of RTDSfrees humans of the repetitive nature of telemetry
interpretation by providing recognition of nominal and off-nominal signatures and
subsequently offers already rationalized workarounds as potential real-time
solutions to a real-time problem. The CLIPSlanguage provides all necessary
programming constructs to meet the early goals of the proposed solution for this
diagnostic problem. The capabilitiesof present expert systems support this -_
application. The PDRSexpert system_iShould prove valuable in areas beyond its initial
requirements such as training, desig_'_iand the preservation of corporate knowledge.
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BACKGROUND
The present method of monitoring Space Shuttle telemetry differs little from the
monitoring methods of earlier manned spacecraft operations. Data displays
showing only the most basicand necessary processing of telemetry are constantly
scannedby flight controllers. A flight controller's primary function is recognizing
_, data patterns indicating nominal operations, pre-defined anomalous behavior, or
unknown scenarios. This function is executed through the memorization and recall
of explicit patterns and, without an improvement in the representation of
information, any increase in workload reduces pattern recognition accuracy and
' efficiency
The increased complexity of spacecraft systemsand activities related to the Shuttle
program has led to an increased workload for the flight controller without a
corresponding improvement in the management of information. Currently this
information, or telemetry, of Shuttle systems isdisplayed to the flight controller
as a number of monochrome screens blanketed with binary or numerical data
separated by abbreviations of text. The hieroglyphic nature of this method limits
data interpretation to an experienced flight controller of a particular discipline, with
18 disciplines sharing the Shuttle monitoring task. Even trained flight controllers
suffer from this environment, experiencing vision fatigue, mental fatigue, and
boredom. The Real-Time Data System (RTDS) isan approach to remove or alleviate
the majority of these negative aspectsassociated with the monitoring of Shuttle
telemetry. The RTDSimplementation of workstations with powerful graphics and
advanced software will support the flight controller in the performance of specific
monitoring tasks in addition to increasing the time available for procedures
replanning, a task that is not easily automated and competes for the flight
controller's attention at critical times.
The current environment of Remote Manipulator System (RMS) monitoring consists
of two monochrome screens, two strip chart recorders, and several dozen event
lights. A collection of printed materials isused including operational schematics,
flight rules, physical system data and malfunction procedures. Recent certification
of RMS RTDSsoftware has begun a redefinition of the flight controller's tasks.
Nevertheless, the RMS console arrangement still remains very similar to the
previously described environment which existed during the earliest phases of
manned flight.
RTDS, DESSYAND PROTOTYPEASSESSMENT
The RMS section's RTDSintiative consistsof three separate projects. The
Temperature Mode Monitor isan algorithmic software module intended to relieve
RMSflight controllers from data scanning when the RMS is not in use,in what is
called its temperature mode. The RMS Position Monitor displays a graphical
representation of the RMS configuration during operations. Both of these
applications are operated during flight. Finally, the Decision Support System
(DESSY)will monitor RMS operations real-time in order to detect and analyze RMS
failures.
In response to management encouragement for increased automation of systems
monitoring in anticipation of Space Station requirements, the RMS discipline
identified a specific need corresponding to the goals of RTDS. This need originates
from a mandate to maintain at least four certified flight control teams of three flight
controllers. Due to the limited number of Shuttle missions which carry an RMS, the
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RMS'specialty' section receivesa lower training priority than disciplineswhich are _...._
required for each flight. Combined with the low amount of actual flight experience
available to the teams, the RMSflight controller certification processrequires more
time and simulations than desirable. Thesesimulations are expensive large-scale
exercisesin role-playing involving hundreds of people. The circumstances of this
training and retraining issuecreatesa unique opportunity for an expert system ....
which might both train and support the flight controller in the execution of low-
level telemetry analysisand fault diagnosis.
The DESSYexpert system project is primarily expected to provide real-time analysis
and diagnostic capability in support of flight simulations and operations. This
project is divided into two phases: phase I will use a rule-based approach, and phase
II will augment the rule-based approach with model-based capabilities. The
requirements analysis of phase I includes rule-system prototype development,
validation, and testing; system architecture studies and scoping, user interface
studies, initial use of the CONFIG tool for model-based support of rule-system
prototyping activities, and use of Rule Checker, a software tool for verification of
consistency and completeness of rule sets. The exploitation of capabilities for
training and the validation of the Failure Modes and Effects Analysis (FMEA) and
Malfunction Procedures (MALF) is still in the future.
DESSYis a modularized rule-based expert system consisting of five distinct
developmental modules. Each module represents one of five defined subsystems
within the RMS (see Figure 1) : Display & Control panel (D&C), Manipulator
Positioning Mechanism/Manipulator Retention Latches (MPM/MRL), End Effector
(EE), Arm-Based Electronics (ABE), and the Manipulator Controller Interface Unit
(MClU). J......
The MPM/MRL subsystem was selected for development of the initial prototype rule
set. Certain characteristics of the subsystem appeal to its prototype role including
the expert's level of expertise of the system, the level of instrumentation of the
system, the inclusion of both mechanical and electrical devices, the component to
failure ratio, the I/O requirement, independence from other RMS subsystems and a
robustness that tolerates failures (see Figure 2). Other subsystems of the RMS share a
common interface, an interface which in turn doubles as an RMS subsystem - the
MClU. Involvement of the MClU is undesirable for prototyping purposes because of
system complexity resulting from the nature of its interface. ---
The readily available option of using CLIPS4.2 on a personal computer influenced
early considerations of hardware and software requirements for the developmental
stage. The portability of CLIPScode to an executable C file is of great importance
since the expert system is to operate in a MASSCOMP computer environment and use _
an interface written in the C lanc_uac_e. However, RTDS is developing software with
the GENSYM expert system shell G2 and may seek to standardize the language of
all MOD applications in the near future. A copy of G2 is now available tothe DESSY
developers. A future hardware upgrade is expected to provide the RMS console with ._
a DECStation 3100 or similar workstation.
MPM/MRL RULES
Downlinked Shuttle telemetry is the lowest level of system knowledge. This
telemetry iscomposed of current and voltage values,switch scans,and microswitch _
indications. At the present time, all other knowledge of the system isdeduced from
this data. Future applications may include a userquery function to identify the
i
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physical position of switches, talkbacks, and circuit breakers along with other
........ 'astronaut' observedinformation. The importance of this user-input information
fades with the understanding of its undependable availability. Astronauts are not
• asked for this information unless it is requested in direct support of failure diagnosis.
The obvious advantage of user input would be in a training or off-line diagnostic
effort.
A. Syntax
CLIPS'lack of restriction on knowledge representation isa two-edged sword. While
_' allowing the developer to choose hisown representation scheme, it also allows for
misrepresentation of knowledge and creation of programs with poor structure. For
beginning AI programmers, this liberty isconfusing. Original attempts at
representing the MPM/MRL knowledge used facts with asmany fields asdesired.
This led to complex combinations of fields which differed in number from fact to
fact. Our desire to use the Rule Checker tool encouraged consideration of an object-
attribute-variable (O-A-V) fact representation. Ironically, it later became apparent
that all knowledge in the subsystem isibest represented by this classicalform.
A review of the available knowledge Suggested that the O-A-V fact representation is
natural and iscompatible with the results of analysis. This analysis is found in the
Knowledge Acquisition section of the paper. The standardization of fact format.is
especially importantin the early stagesof rule development sincethe number or
purpose of fields may affect the efficiency and compatibility of rules in an area such
assearch. The only restriction created by this typical triple field O-A-V
representation is the lack of generality in object names. This restriction does not
• allow the possibility of classesof objects. Classesof objects can be easily defined in
CLIPSby assigning more than one fieldto the object name.
B. Information
The MPM/MRL system hasseveral discrete operational states thus allowing most
rules to be associated within a context of state. This reduces the chance of an
inappropriate rule being placed on the agenda aswell asadding knowledge of the
operating systemto the rule set. A state can exist for each independent system. The
MPM's, MRL's,and Ready-For-Latch's (RFL)each possessa state. Some possible states
are deployed, in-transit, and stowed for the MPM's, latched, in-transit, and released
for the MRL's; Ready-For-Latch and Not-Ready-For-Latch for the RFL's.
A status fact isused to represent the health of a component or system. Components
are often defined with respect to their pedestal location. For example, the MRL
located on the Mid pedestal isviewed asa single component which can have status
values of nominal, single-motor-time, and failed, in addition to some lessspecific
values. _
Rulesare written inorder to identify every possibletelemetry signature and assigna
. meaning to this state. Sincerules are controlled based on the current state of the
system,many variations in telemetry may passundetected because of their inability
to be placed on the agenda. This control philosophy is permissible when considering
the mechanical nature of the MPM/MRL subsystemwhich limits unexpected
eventualities but must be reconsidered in future DESSYsoftware. Certain rules
identify combinations of different states asvalid but undesirable system activity.
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Theserulesare usually basedon violations of the Flight Rules. Flight Rulesare
restricitions against Shuttle activities that threaten crew or mission success.An _--'_
example isan RMSoperator's attempt to stow the arm without RFLindications.
There are no rules which make useof the FMEAdocumentation for failure analysis.
Such rules would identify candidate failed components or reduce the sizeof ....
ambiguity groups and will require inputs not presently made available to the rule set
suchasstrip chart information. This information will be included in later versions of
the rule set.
C. Organization
After the completion of a significant number of rules a pattern evolved which served
asa template for the majority of rules in the rule set. Thistemplate included the
following conditions • 1)a state fact, 2) a timing fact, and 3) telemetry facts. The
following actions were common in rules basedon this template ' 1)state assertions,
2) status assertions, and 3) output. An example rule isshown in Figure 3.
A rule hierarchy takes advantage of the physical and operational realities in the
system. This is illustrated in Figure 4. Rulesat each level are restricted to a reasoning
processwhich activates a rule at the same or lower level. The final state is the result
of a data-driven forward chaining processthrough a restricted search space.
The MPM/MRL rule set consistsof approximately 90 rules • 70 MRLrules and 20 MPM
rules. A 60% reduction in the number of rules could be achieved by considering
classesof objects. Nevertheless, this amount of repetition isnot likely to be seen in
rule setsof other RMSsubsystems,so a new representation of knowledge would ........_
offer only limited gains in rule set efficiency. No accurate extrapolation can be made
between the numberof rules in the MPM/MRL rule set and an expected number of
rules in other RMSrule sets.
The architecture of the DESSYsoftware isshown in Figure 5. The LOADERmodule
loads all programs necessaryfor the expert system'soperation. The WORLD
program initializes the knowledge by identifying the system s initial or default state.
The RULEprogram contains the diagnostic rules of the systemor subsystem involved.
The TEST-INprogram loads one second of data after all rules placed on the agenda
have been fired. The TEST-DATAprogram supplies the test data or simulated
telemetry. The USER-INPUTprogram allows the user to augment or alter the
knowledge baseafter the initialization routine or before the next activation of the
TEST-INprogram.
KNOWLEDGEACQUISITION,METHODOLOGYr&TOOLS
The integration of varioussourcesof knowledge and their relationship to the
knowledge baseisillustrated in Figure6. The central importance of the expert is
made clear by recognizing his participation in the development of system
publications (e.g. MALF, FMEA0etc.) in addition to his current role in the expert
system. Advice on system architecture and methodology is provided by the
Lockheed Engineering, Management, & Support Company's Artificial Intelligence
Section. Support for rule set development is being provided by the Intelligent
SystemsBranch of the Engineering Directorate. This support includes the useof two
important software packages ,:Rule Checker and CONFIG. ._-_,,,
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A. Knowledge Acquisition & Methodolgy
fi
An important part of any prototype expert systemisthe acquisition of knowledge.
Identification and availability of the human experts is the first step in this process.
This requires assigning key employees to a long-term high payoff project - a difficult
sacrifice for any organization. Unfortunately, this activity fell victim to a total
-.. misunderstanding of the knowledge gathering methodology. In an ideal world, all
flight controllers are to be equallyknowledgeable of the entire RMSSystemthus
allowing the knowledge engineer and expert to be the same person if the
knowledge engineer is to be a user. However, successfulimplementations of AI have
,> been based on reality and in the real world levels of knowledge vary greatly from
one person to the next when the domain issufficiently specific. In addition, this type
of singular activity cannot be expected to produce an abundance of strategic
heuristics - heuristics being the heart of an expert system. Therefore, the first error
was the lack of a clear distinction, or any distinction, between the interviewer and
interviewee. Secondly, the project was inappropriately viewed asan opportunity to
create a systemexpert. This resulted in a situation where an employee new to the
RMSand the field of AI is assigned to be knowledge engineer and expert. Extremely
optimistic timelines were a natural consequence of this.
A second step inthe knowledge acquisition processis the location of all known
published information concerning the system of interest. This included the RMS
Mission Histories, Failure Modes and Effects Analysis, Malfunction Procedures,
Shuttle Operational Data Book, Console Handbook, system schematics,and
documented efforts in the development of limit sensing algorithms. Reorganizing
the collected information into different formats often aided in the task of
discovering relationships between two piecesof knowledge. For example, the
FMEAswere diagrammed into a matrix that plotted failedcomponents versusthe
systemeffect. This type of information quickly established which failures could be
identified with certainty. State-transition diagrams (seeFigure 7) defined the
operational limitations of the system. These diagrams were deduced from physical
systemdata, operational modes, and flight rules.
Testingof the rules in the PCenvironment hasbeen accomplished by creating data
files which represent actual telemetry. The total number of tested casesis 24. These
casesare representative of a broad range of possible failures including transients,
motor failures and microswitch failures. Thesedata files are constructed so that ....
individual files can be combined in different orders to represent a great number of
failure scenarios.
B.Tools
" Rule Checker performs a formal analysisof consistency and completeness for a fault
management rule set. This analysis isused for rule set development and for
validation of diagnostic software. A pair of rules is labeled ambiguous or
redundant; the former if both rules fire but have different actions and the latter if
_' both rules fire and have the sameactions. Ambiguity is permissible if both rules
should fire when given a particular signature. In one case45 comparisons were
made of 10 rules resulting in 19ambiguous casesand 4 redundant cases. Redundant
casesresult from both parts of an 'OR'statement proving true. The majority of .
ambiguous casesmay be resolved through the addition of explicit state inTormation
regarding the RFL'sand this work isnow in progress. The RFLshad previously, been.
treated asa state value for the MRL'seven though the RFLsalways possessa detlned
state. This treatment of the RFL'swas acceptable based on the state-transition
i
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diagram and it successfully operated during rule validation simulations but failed /_._
the logical tests of Rule Checker. This is an example of how certain knowledge can
be considered less important by the expert because of its contextual insignificance.
Without proper guidance, this user development approach will result in a poorly
designed knowledge base.
CONFIG is a modeling and simulation tool prototype for analyzing the normal and
faulty qualitative behaviors of engineered systems. Qualitative component models
are defined in terms of normal and faulty modes and processes, which are defined by
invocation statements and effect statements with time delays. System models are ,,
constructed graphically by using instances of components and relations from object-
oriented hierarchical model libraries. System failure syndromes are simulated using
a modified form of discrete event simulation. CONFIG models of the MPM/MRL are
completed and their capabilities for supporting analysis of system fault detection
and diagnosis have been demonstrated. The present models will be updated to
achieve consistency with rule objects and attributes that were used for fault
diagnosis.
FUTUREWORK
Design assistance in the development of human-computer interface Concepts is
provided by the MITRE Corporation. Development of phase I RMS expert system
interface requirements isthe current focus of this work. Early display proposals from
the RMS user community suggest a total of five window displays for the expert
system - one display for each rule set module. These displays would be part of a
larger network of displays belonging to other RMS RTDS applications. Since the
flight controller must continually be aware of the entire system s performance, the ........
display sharing and hierarchy issue is of particular importance to the user. Although
this issue has received considerable attention, no complete design concept has been
evaluated.
Disregarding the lack of a detailed interface design, much progress has been made
in the understanding of the design problem and the development of prototype
concepts. An illustrative early screen design for the MPM/MRL expert system is
shown in Figure 8. Compared to current display capabilities (see Figures 9), one
immediately appreciates the promises of RTDS. No longer is it necessary to match
crowded numbers to mental patterns. The clear and concise display of information is
made more meaningful for the less experienced or nonexperienced through the
addition of graph cs, color, and I mitedanimation.
Long term goals include completion of phase II goals, integration of the model-
based software with the rule-based software and investigation of the G2 expert _'
system shell. G2 offers significant advantages over CLIPSin display building abilities,
interfaces to simulation data and real-time flight data, and real-time syntax
checking.
Only the earliest steps have been taken toward certification of project products.
Final certification for console support will await the completion of the DESSY
project. Preliminary steps toward certification include the use of Rule Checker,
development of CONFIG models, and the testingof MPM/MRL rules with test case
data. Approximately 20 test cases representingboth nominal and likely off-nominal
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telemetry signatures have been tested with the rules performing asexpected. Final
f ..... certification requires software to be transferred to MASSCOMP computers and serve
in support of simulations.
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(defrule PDRS1129-mrl.forward.latch.commanded "R.F.L "
;;context . applicable only when mrl is r-f-I
?state <- (mrl-forward state r.hl)
;;current time
(current.values pseudo-time ?time)
;;used to prevent multiple firings while the mrl state is
unchanged
(not(mrl-port.forward cmd latch)
;;command indicators
(mrl-port-forward-mca2.1atch status O)
(mrl-port.forward-mca4.1atch status O)
.... ;;mark old facts to be updated
?time <- (current.values time-forward-latch.cmd.init ?)
?status <. (mrl-port-forward status ?)
;;printout conclusion of the rule
(printout t t "'MILL Forward Latch Commanded at °' ?time)=
' ;;update timer and indicate command
(retract ?time ?state ?status)
(assert (current.values time-forward-latch.cmd.init ?time)
(mrl-port-forward state latch.cmd)
(mrl-port.forward status nominal)))
Figure 3 - _xampleRule
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INTRODUCTION :'_-'\
The INCO Expert System Project (IESP) was undertaken in 1987by the Mission
Operations Directorate (MOD) at NASA's Johnson Space Center (JSC) to explore the use
of advanced automation in the mission operations arena [1]. One of MOD's primary
responsibilities in the space shuttle program is the manning of the flight control positions in
the Mission Control Center (MCC) at JSC. The MCC is the central hub for all ground
support activities in support of Space Shuttle missions. Its responsibility extends from the
moment of lift-off from the launch pad though the completion of landing. The flight
controllers in the MCC are tasked with monitoring the health and status of all on-board ..:
systems and payloads, detecting andremedying errors and failures, and modifying flight
activity plans accordingly.
The MCC is organized as shown in Figure 1. The flight controllers are members of a team
headed by the Flight Director who has the ultimate responsibility for the safety and success
of the flight. Directly supporting the Flight Director are the senior controllers in charge of
each of the technical areas or disciplines; together they occupy the Flight Control Room
(FCR) or "front room". The front room controllers cooperate to recommend actions to the
Flight Director who is the final authority for all decisions. In support of most front room
controllers are "back room" controllers who perform detailed analysesof problems and
make recommendations for appropriateactions to their front room team leaders. The back
room controllers are located in Multipurpose Support Rooms (MPSRs) which surround the
FCR.
Through training and experience, a flight controller normally progresses from junior
positions in the back room to become a front room controller; front room controllers
advance to become flight directors based on their abilities and experience. A flight ..... '_
controller must earn certification to be considered competent to support shuttle missions.
The certification process includes both study of shuttle systems and participation in mission
simulations. Typical training times include one to two years before certification for a back
room position and five or more years to reach the front room.
The high degree of required training combined with the normal rate of attrition as flight
controllers move on to other responsibilitiesmakes it difficult to maintain a trained cadre of
certified flight controllers. Exacerbating this is the increasing flight rate needed to support
NASA's planned science and Space StationFreedom construction missions. An additional
problem is the age gap in experienced personnel caused by the period of relative inactivity
that occurred between the end of the Apollo program and the beginning of shuttle flights.
A great deal of knowledge is being lost due to these factors. MOD has been investigating
ways to retain this knowledge. One method being tried is the use of advanced automation
approaches including artificial intelligence. The purpose of IESP is to determine the -_
applicability of such approaches to real-time mission operations with the goal of improving
flight decisions and thereby improving flight safety and mission success probabilities. An
important additional goal is to determine the feasibility of using advanced automation to
reduce the mission support manpower needed for long duration missions such as SpaceStation Freedom and amanned mission to Mars.
APPROACH
To explore this area, the Integrated Communications Officer 0NCO) flight control
positions were selected by this project as its fh-starea of investigation. This flight control
discipline was selected because of ready access to expert controllers, because its systems
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are well insmmaentedandprimarily digital in nature,and because of the existence of a
/_- number of self-contained monitoring tasks which are critical to mission successbut not life
critical.
An important factor in allowing the project to proceed and one which contributedgreatly to
its overall success is the requirement that any system developed under the project have no
potential for negative impact on currentMCC operations. This forced the development of a
system that paraUelsthe existing MCC data systems including the acquisition of real-time
telemetry data. The existing MCC systems for acquiring telemetry data are based on
processing the telemetry data through customized telemetry hardware and feeding it into a
: large mainframe; all flight control consoles are "dumb"terminals attached to the mainframe
and have no processing capability. This approach fit well with past technologies but has
numerous drawbacks in the face of emerging technologies such as artificial intelligence and
distributed systems.
A four layer architecture has beenconceived to permit operating the IESP system in parallel
with the existing MCC systems and thereby ensure no negative impact on flight safety,
shown in Figure 2. The first layer decommutates the data from the shuttle's 192,000 bit-
per-second downlink stream. This is accomplished using a commercial telemetry
processor. The resulting data are transferred into a host computer (a Unix-based
engineering workstation) either by direct memory access or network connection.
The data are then fed to the second layer which performs algorithmic functions upon them.
The operations performed by this layer are quite numerous but relatively simple, consisting
mainly of conversion from analog.-to-digitalcounts and calibration to engineering units.
The algorithms at this level contmn no discipline-specificknowledge.
More comialexalgorithmic operations are performed by layer three; it is this layer in which
discipline-specific knowledge is introduced. A tool named CODE (Computation
Development Environment) was developed which gives a user the ability to specify
algorithms of moderate complexity in a high-level form; the tool uses the specifications to
produce application programs that implement the algorithms in the 'C' programming
language. The tool performs much of the work of integrating the program with the two
lower architectural layers as well as with the user interface, making it substantiallyeasier to
create and modify the algorithms' implementations.
The fourth layer takes the informationproduced by the third layer and performs both
algorithmic and heuristic operations on it. These operations are based on deeper
knowledge than that embodied in the third layer and have been found to be generally well
suited to the use of a rule-based system.
The four layer architecture is proving its viability in several ways. Drawing clean and
' distinct interfaces between the layers has allowed them to develop and evolve with minimal
impact on each other, it has also facilitateddesign and implementation by independent teams
of people without excessive burdens of communication and organization. Each layer has
been certified independently and each has its own simulationcapability so that progress on
one upper layer is not held back waiting for eompletlon of another.
The layered architectureplays a central role in the abilityof the expert system to operate in
real time. Each layer reduces the volume of data and increases its information density. At
the lower layers, filtering Suchas noise removal is performed, simple redundancy is
eliminated, subcomponentsare united to create a single value, and decoding and calibration
are performed. Upper layers add algorithmic knowledge and remove most of the remaining
redundancy. The result is highly condensed data entering the fourth layer. By factoring
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these operations into the lower layers, the design applies the rule base to the task for which :._-.
it is most suited: interpreting the data using deeperknowledge. Performing operations in )
an upper layer that can be reasonably done at a lower layer unnecessarily burdens the upper
layer and (especially at the fourth layer) can create such inefficiency that the ability to
respond in real-time is lost.
CHOOSING THE REPRESENTATIVE PROBLEM
To probe the abilityof using advanced automation in the flight control environment, an ....
initial area of application was chosen within the INCO domain. The INCO flight control
team is composed of a front room position and three back room support positions. This
team is responsible for monitoring all of the shuttle's communications systems. The scope
of the team's activities is clearly much too broad to attempt automating it in a single
application; since the project's purpose is one of demonstration, it became obvious that a
subsystem within the INCO realm should be chosen.
The system selected as the fast candidate for automated monitoring was the payload
communication subsystem. This system consists of hardware that maintains a bidirectional
data link carrying status data from the payloads to the shuttle and commands from the
shuttle to the payloads. This system was chosen because it presents a monitoring task of
moderate difficulty for a flight controller. It is an important system that is actively used
during most shuttle missions; it is clearly critical to mission success but is not considered
life critical.
The payload communicationsystem haspresentedproblems in past missions, both
simulated and actual, not only becauseof failures but also because its configuration states "--_,
are numerous and many manual state transitions are performed during a typical mission.
An error in execution of a transitioncan lead to loss of communication and possible loss of
control of a payload, so such errors must be quickly analyzed and corrected. For this
reason expert INCO flight controllers felt it would provide a good challenge for an
automated system; additionally the system, if successful, would be immediately useful.
The payload communications system is quite well instrumented and nearly all status data is
available on the ground from the shuttle telemetry stream. This contributed to its selection
as the candidate system. However it has several subsections for which the desired level of
instrumentation is not available. This is a significant factor because concerns such as cost,
weight, complexity, and bandwidth limitations always compromise the level of on-boardinstrumentation, and unavailable data must be inferred from the data that is available. A
similar problem exists when an on-board sensor fails. A demonstration of automated
monitoring must show its ability to deal with this problem to be considered robust.
CHOOSING THE KNOWLEDGE-BASED TOOL
CLIPS was chosen as the rule-based interpreter to be used at the fourth architectural level.
CLIPS was selected because it met a numberof criteria set forth at the project's outset. Its 4
forward-chaining basis is appropriate to the task of monitoring and analyzing a stream of
data. Initial tests seemed to show CLIPS's speed of execution was not outstanding but
was adequate to produce an acceptable level of overall system performance. An
experienced flight controller takes an average of less than 5 seconds and no longer than 15
to 20 seconds to analyze a problem in the payload communication system; this was taken as
the desired level of performance for the automated system, and the initial testing showed a _",
CLIPS-based system could achieve this.
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Anotherfactor in the choice is the ease with which CLIPScan be embedded withina larger
system. The role taken by other rule-based systems seems much too dominant for smooth
integrationinto the project'sarchitecture. It is stronglyfelt the rule interpretermust fit into
the architecturedictated by theproblem; however, the moreelaboratethe shells of candidate
systems, the more likely it appears that the architecturewould be forcedto fit the mold of
J the shell rather than the needs of the problem.
Other factorsin the choice of CLIPS include the local availability of a high level of support
and the ready access to the source code of CLIPS. The former allows keeping pace with a
very tight implementation schedule, while the latter allows minorchanges to CLIPS such as
instrumenting desired portions to determine information such as rule fLringactivities.
EVIPLEMENTATIONAPPROACHES
The initial approachtaken embodied the knowledge entirely as CLIPS facts. The rules
written to support these contained almost no domain knowledge but rather interpreted
portions of the CLIPS facts as recta-rules. This resulted in an inference engine which was
customized to the needs of the problem. The approach proved extremely flexible and very
useful for the initial development of the knowledge base. It also provided an inherent
ability to trace backwards through an inferencechain, an abilityenjoyed by backward
chaining engines but normally lacking withforward chaining. Although primarily intended
to support an 'explain' facility for the user, it also proved very useful for knowledge
verification. Unfortunately the additional layer of interpretationbecame too inefficient to be
used for real-time operations and was replaced by a second rule set which embodied the
knowledge in a more direct, conventional manner.
The second and current approachhas been producedby manually translatingthe meta-rules
expressed as facts in the first approach directly into the CLIPS rules. The portion of the
fact base that maintained the state of the payload subsystemremained basically unchanged.
This greatly improved performance but still left the system several times slower than
required to provide adequate real-time response.
Additional adjustments to the rules have achieved an acceptable level of performance. The
largest gain has come from keeping the number of partial matches as low as possible. A
primary technique for doing so is splitting the task of updating the fact base into rules that
"predict" which facts need updating (by examining existing facts) and rules that actually
perform the update.
The rules of both approachesare constructed in a phase-based manner;,during each phase,
a "phase" fact naming the phase is asserted into the fact base. The fact enables only those
" rules relevant to the phase, thereby inhibiting all other rules. This allows the rules to be
more easily implemented and tested because of the repeatability of the rules' response to
incoming data. The approach also creates a more modular and stable environment for
development and evolution of the rule base.
STRUCTURING THE RULE BASE
Therule baseis organizedasasmallnumberof one-t_nestartupinitializationphases
followedby a repeatedcycleofphasescalledthe"majorcycle". The majorcyclerepeats
indefinitelyand is composedof threemainsteps:acqumngreal-timedata,analyzingthe
dataandpostingthedatafor displaybythe userinterface.
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The acquisition of real-time data is performedby the rule base in two phases. The first
phase polls the third architectural layer and receives the next samplingof data while the
second phase removes data that has become out of date. Only data that has actually
changed is admitted to the fact base; data whose values have not changed do not cause any
alteration of the fact base. This greatly improvesoverall efficiency since the rules are not
called into play unless there is a need. ".....
From early in the design of the rule base, the admission of data into the fact base only
during a single phasehas been considered essential for two reasons. First it preserves the
time homogeneity of the data. The data is sampled at discrete intervals, and data sampled in
the same interval must be considered in the context of the environment of that interval.
Examining a datum out of the context of its sample interval can lead to inappropriate
conclusions since many events are time-correlated.
The second reason for limiting the assertion of new data into the fact base to a specific
phaseis that asynchronousinjectionof data can interruptthe line of inference currently
being constructed. Because the data from a single interval are interrelated, they must be
analyzed together, injecting newer values before the process is complete is inappropriate
and could lead to incorrect conclusions.
The combination of asserting only changed values into the fact base and of allowing new
data to enter the fact base only once per major cycle results in a rather large variation in the
time needed to complete a major cycle. When there are many data that change, the rules
require a longer period to analyze the changes; fewer changes mean the major cycle
completes more rapidly.
\
The result is some data are missed when the major cycle falls to complete the analysis of
one interval's data before the next interval's data is available for sampling. Since this
means that some data is ignored, it was initially cause for concern. However, in practice it
has not been a problem: the data being monitored rarely changes so drastically that a major
cycle cannot be completed. In addition, there are almost no events that occur whose
duration is so short that they would not be detected.
To ensure that short duration events are not missed because of the rule base's inability to
examine data from every samplinginterval, two techniques have been explored. The first
is the ability to interrupt the basic phase processing should the need arise to handle an usual
or high priority event. This is implemented using "asynchronous phases" which can be
invoked either between any two phases in the major cycle or between any two rule fh'ings.
This allows the rule base to respond to the event and thenreturn to complete the interrupted
processing.
The second technique for dealing with delayed response from the rule base is embodied in
the interface between the rule base and the lower layers of the architecture. In a manner
similar to saving lower level hardware interrupts while a higher interrupt is processed, the
interface can poll the lower layers and hold significantevents in abeyance until the rule base
is able to deal with them. _"
These techniques exemplify the overall system design philosophy of managing activities at
the lowest possible level in the architecture. They also mimic the way in which a flight
controller deals with asynchronous events. If the event is of a higher priority than the one
being currently engaged, the current activity is set aside in favor of the event needing
attention. This presents the same problems for the rule base that it does for the flight _-'_!
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controller, the most troublesome of which is the need to switch contexts quickly and
s- smoothly while retainingthe ability to resume previously suspendedtasks.
The IESP system's technique of using asynchronous phases provides the ability to clear the
agenda of pending rules so that the new event can be addressed, but there is no similar
facility for the fact base. The ability to focus on a specific subset of the fact base or to
. create a new level of the base would be useful for handling this problem; CLIPS currently
has no such facility.
A set of rules used for debugging has been developed. They provide access to both the
: internal operation of the rule base and to the CLIPS control and userinterfacefunctions.
These rules are constructed in a modular fashion; they can be excluded with no effects on
the operation of the system other than to disable their function. Most of the rules operate at
a salience higher than any other rules in the rule base so that when they are triggered there
is an immediate response. This minimizes the time between triggering a debugging rule
and its t-wing,which in turn means the system can be examined at any desired point in its
operation.
USER INTERFACE
The console displays currently used in the MCC are based on black-and-white video
technology and possess limited graphicscapabilities; an example of the content of these
displays is shown in Figure 3. To aid the flight controller in visualizing the payload
communication system, the display shown in Figure 4 was developed. Both figures show
essentially the same information; the IESP display makes use of the high-resolution color
graphics display capability of the project's workstation to present an animated system
:....... schematic and associated status tables.
The IESP display uses a simple color scheme to keep visual distractions to a minimum.
The color green is used to indicate a component or status is "good" while red indicates a
failure. Yellow is used to indicate that there is a possible problem but that no clear failure
has occurred. Although yellow may signify an unconfmned malfunction, it most
commonly occurs when an element of thecommunication system is configured incorrectly
for the current mission context. Since the components of the shuttle are inherently very
reliable, this occurs far more frequently than actual failure.
As the system has developed, it has been demonstrated on a regular basis to experienced
flight controllers. The area that has received the most intensive scrutiny is the user
interface, as expected. Feedback from the controllers has been used as much as possible to
tailor the interface to their needs, resulting in four major redesigns. This feedback, while
requiring considerable and persistent effort to obtain, has had two extremely positive
--" effects. First and most obvious, it has resulted in a much superior design. Second, it has
engendered in the flight controllers a strong sense of ownership of the system and
responsibility for its effectiveness. This has played a strong role in the high degree of user
acceptance the system is receiving.
As the system has developed, two features have been incorporated into the user interface
that have never before been used in Mission Control. The first is an explanatory facility
that is in addition to the normal 'help' facility. By choosing an on-screen graphical object,
the flight controller can request that the system display an explanation of the reasoning
leading to the current status of the object. This provides a means for experienced operators
to review the system's conclusions and for operators in training to learn about both the
operation of the payload subsystem and the expert system. The facility is supported by a
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set of rules and underlying procedural code that accessboth the fact base and prepared _--.,
script files.
The second feature, dubbed 'telemetry pop-up', allows a flight controller to request data
from lower layers of the architecture such as raw telemetry values associated with a
conclusion of the rule base. This is proving valuable not only for verifying correct
operation of the rule base, but also as a means of building confidence in experienced flight ....
controllers (who in the past used only the raw telemetry as the basis for their conclusions).
The feature provides visibility into all layers of the architecture and has been very warmly
received; it is proving to be a key element in the acceptance of the system by its users. _.
The IESP system separates the user interface task from the inferencing task by
implementing them as separate processes. The inferencing process runs as a "background"
task so that it can actively monitor data while the user's attention may be focused
elsewhere. The user activates the user interface process in order to monitor the current
status of the inferencing process or to control its operation. The two processes
communicate using interprocess communication facilities, using predominantly shared
memory for greatest speed.
This design not only allows continuous operation of the inferencing process, but also
allows for several user interface processes to be monitoring the inferencing simultaneously.
Each user interface process maintains its own context for user 'help', explanations and
display configuration. By using a distributed display facility such as that provided by X-
windows, the expert system can be monitored and controlled from any workstation in the
MCC if desired.
A separate messaging service is used to allow a background task such as the inferencing _-"-,
process to communicate with the user when the user interface process is not active. This
service is always active and maintains a list Ofrecent messages in a window tile at all times.
The structure of the design is shown in Figure 5.
The inferencing process has the capability of logging all facts as they are asserted into the
fact base which provides a log of all data acquired from the real-time data interface. The
facility includes the ability to replay data from the log. This feature is used to great
advantage in the development of the rule base since it allows recording a scenario and
replaying it many times. As the rule base evolves, a suite of fries containing a variety of
test situations are replayed to observe the effects of the evolution. The facility has also
shown itself to be extremely useful for both training and demonstrations.
SUMMARY
The IESP system incorporating the rule base was first used in simulations of the STS-26
return-to-flightmission and was used during the actualmission to monitor the deployment
of the mission's payload, the Tracking and Data Relay Satellite (TDRS); it is the fast
knowledge-based system ever used in the MCC during manned spaceflight operations.
J,
It has repeatedly demonstratedits ability to aid the experiencedflight controller in coming to
a correct conclusion more quickly and accurately than the system used previously. In
addition the wide range of visibility into all layers of the architecture has been used to
quickly detect a problem and trace it to its root in the telemetry stream, a technique that is
not possible with the previous system. This visibility is also a key ingredient in the high
level of user acceptance enjoyed by the system. _'"_
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As work on the systemcontinues, expectationsare thatit will allow flightcontrollersof
if lesser experienceto functionatthe level of the more seasoned controllers. The 'help' and
explanatoryfeaturescan help the controllerslearnmore quicklyand refreshtheir
knowledge morereadily. Currentplansalso include a smallreductionin flight control team
size based on the successof the project;the hope is thatcontinuedeffortsin advanced
automationandknowledge capturecan reduce the potentiallystaggeringoperationscosts of
- long-term programs like Space Station Freedom.
The system has been reviewed and praised by NASA senior management as exciting and
innovative. The success of the system has lead to the incorporationof many of the
: principles it has demonstrated into the requirements for the Mission Control Center
Upgrade project (MCCU) as well as the requirements for the Space Station Control Center
(SSCC). It also has led to a follow-on project, the Real-Time Data System project
(RTDS), that is continuing to explore new approaches to advanced automation in supp_.
of manned space flight. RTDS is currently being expanded to encompass a majority of the
flight control disciplines and includes advanced automationusing both conventional
programming and knowledge-based techniques. In addition, the techniques and much of
the IESP system itself arebeing incorporated into flight research expert system projects at
_ both NASA Ames-Dryden and Edwards Air ForceBase [2].
Planned work includes a distributed expert system that will interact with both conventional
and expert systems supporting individual flight control disciplines. The distributed system
will integrate the conclusionsof the individual areas to detect problems affecting multiple
disciplines and advise individual areas of the overall status of shuttle systems. Other plans
• include intelligent reconfiguration of the payload communicationexpert system to adapt to
. new payloads and an expert system to verify the programming of equipment used in layer
one to process telemetry data.
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Abstract ,_-_!
This paper describes an ongoing expert system development effort started in 1988 which is
evaluating both CLIPS- and LISP- based approaches. The expert system is being
developed to a project schedule and isplanned for flight on Space Shuttle Mission SLS-2 in
1992. The expert system will help astronauts do the best possible sciencefor a vestibular
physiology experiment already scheduledfor that mission [1,2]. The system gathers and
reduces datafrom the experiment,flags "interesting"results, and proposes changes in the
experiment both to exploit the in-flightobservations and to stay within the time allowed by
Mission Controlfor the experiment.These tasks must all be performed in real time. Two
Apple Macintosh computers are used. The CLIPS- and LISP- based environments are
layeredabove the Macintosh computer Operating System.
The "CLIPS-based" environment includes CLIPS and HyperCard. The LISP-based
environment includes Common LISP, Parmenides (aframe system), and FRuleKit (a rule
system).Important evaluationfactors include ease ofprogramming, performance against _J
real-time requirements, usability by an astronaut, robustness, and ease of maintenance.
Current results on thefactors of ease of programming,performance against real-time
requirements, and ease of maintenance are discussed.
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Abstract
Thispaper describes an ongoing expert system development effort started in 1988 which is
evaluating both CLIPS- and LISP- based approaches. The expert system is being
developed to a project schedule and is plannedfor flight on Space Shuttle Mission SLS-2 in
1992. The expert systemwill help astronauts do the best possible science for a vestibular
physiology experiment already scheduledfor that mission [1,21. The system gathers and
reduces datafrom the experiment,flags "interesting" results, and proposes changes in the
experiment both to exploit the in-flight observations and to stay within the time allowed by
Mission Controlfor the experiment. These tasks must all be performed in real time. Two
Apple Macintosh computers are used. The CLIPS- and LISP- based environments are
layered above theMacintosh computer Operating System.
The "CLiPS-based" environment includes CLIPS and HyperCard. The LiSP-based
environment includes Common LISP, Parmenides (aframe system), and FRuleKit (a rule
system). Important evaluationfactors include ease of programming, performance against
•J real-time requirements,usability by an astronaut, robustness, and ease of maintenance.
Current results on thefactors of ease of programming,performance against real-time
requirements, and ease of maintenance are discussed.
1. Introduction
When trying to develop an expert system for a real-world, real-timeapplication, the
following factors are important: ease of programming, performance, usability, robustness,
and ease of maintenance.There are several alternativeprogramming environments that
might be used to build such an expert system. In this paper, we will examine our
experience with two sets of tools applied to the sameprogramming project, the Principal-
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Investigator-in-a-Box (PI-in-a-Box) expert system. One of the tool-sets illustrates a LISP- :_-...
based approach, and the other illustrates a rule-based approach. We introduce the project, i
describe the current status of the expert system with respect to each tool set, and compare
their relative strengths and weaknesses.
Why use a LISP-based approach? LISP is a powerful, flexible language, and it has been ._
widely used to build expert systems. However, some might argue that any system using
LISP will be too slow, will not meet real-time performance criteria due to uncontrollable
dynamic storage reclamation episodes (garbage-collection), and cannot be maintained due
to a scarcity of LISP programmers. This paper offers some evidence contradicting these
claims.
Why use a rule-based approach? Some might claim that experts use declarative knowledge.
Therefore, a declarative representation of knowledge, anddeductive inference based on that
declarative representation of knowledge, is best. These claims are appealing, and this paper
offers some evidence supporting the usefulness of such an approach.
Why not also consider C? We have not attempted a prototype directly in C. Prototyping in
C is too time-consuming, and we do not believe we could have made good progress
programming our expert system in C.
2. The PI-in-a-Box expert system
The PI-in-a-Boxexpert systemis describedin [3]. The system is designed to help scientist-
astronautsdo the best possiblescientificexperimentationin spacegiven fairlyseveretime
constraintsandthe need to workin areasoutsidetheir main specialty.The lack of time ......"\_
affects both pre-flight training in, and in-flight operation of, the experiment.The system '
will help the astronaut become a better scientificcollaborator with the ground-based
Principal Investigator who has designed the experiment by sharing with the astronaut
observations about the quality and importance of the data as it is being generated in-flight.
The system has several modules. These modules together will allow the diagnosis of data-
collection problems, hypothesis monitoring and formulation (limited to an analysis of
"interesting" data in the initial system), anddetermination and scheduling of the
experiment's steps.
The Data Acquisition Module (DAM) and Data QualityMonitor (DQM) acquire data from
the experiment, extract parameters from the data and interpret them, and also analyze the
data to determine its quality with respect to the experimentalapparatus.The DQM activates
the Diagnostic and Troubleshooting Module when necessary.
The Diagnostic andTroubleshooting Module (DTM)helps the astronautisolate and recover _J
from data-collection problems during the experiment. It suggests various tests to isolate
equipment faults. It also presents assessments of problem severity and possible recovery
strategies with respect to theremaining experiment session time.
The Interesting Data Filter (IDF) module monitors subject-specificdata from the experiment
passed to it by the DAM and approved by theDQM. The IDF analyzes the data to determine
its quality with respect to the human subject under evaluation and to decide if any pre-flight
hypotheses are being violated. An unreliable subject is termed "erratic" and receives lower
priority for the rest of the current experiment session as well as the next experiment
session. A violated hypothesis causes the system to suggest confirmation as a prelude to .... ._(possibly) suggesting an alternate hypothesis to test.
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The Protocol Manager (PM) module ensures that the best possible experimental protocol is
_..... always available for use. It also displays information for, and accepts information from, the
user-astronaut. Corresponding to these two major functions, the PM has two logical
components: the scheduling component called the Protocol Suggester (PS) and the human
interface component called the SessionManager (SM).
,o The PS reacts by creating a new experimentalprotocol when:
* there is a predicted shortage of time, indicating a possible need to cut steps.
* there is a predicted excess of time, indicating an opportunity to add steps.
* an experimental subject provides interesting data, indicatinga possible need to substitute
',_' steps that will collect more information about the interestingdata.
* an experimental subject is sick or otherwise unable to p.ai'ticipate,indicating a need to cut
that subject's steps to substitute another subject and experiment.
* the user-astronaut desires to do so.
The SM displays the current state of the experiment including progress against the protocol,
elapsed times, and the history of other sessions occurring earlier in the mission. The SM
also displays procedural step-by-stepchecklists of experimental steps to be performed by
both the subject and the user-astronaut. The SM updates the current protocol, elapsed
times, and the history of other sessions occurring earlier in the mission in response to user-
astronaut editing. The SM also offers a scratch-pad to allow the user-astronaut to record
her/his thoughts. The user-astronaut can currently perform the following actions using the
SM:
* Display the status of the current session. This includes a list of completed
steps, the current step, and all pending steps. It also includes temporal information about
the session and the current step.
* Display alternative protocols (better, maximal, and original).
........ * Display the history of other sessions occurring earlier in the mission.
This history is a list of all completed steps, including the subject and experimental condition
used for each step.
* Display checklists for a given experiment step.
* Edit any protocol (usually on a line-by-line basis) and all temporal information known,
and used, by the system.
* Replace the current protocol with any of the other available protocols
(better, maximal, or original).
* Order a new set of protocols for consideration (by calling the PS).
The Protocol Manager module is more completely described in [4] and [5].
Two furthermodules are planned for future versions of the expert system, an Experiment
Suggester and a (mission) Scheduler. The Experiment Suggester (ES) will work in
•_/ conjunction with the IDF. Given a new hypothesis from the IDF, the ES will generate a set
of tests that can be used to investigate the new hypothesis. The (mission) Scheduler will
look at all of the sessions currently scheduled for all of the experiments in the mission (e.g.
seven-day shuttle flight), and then suggest better schedules.
3. Implementation
As currently designed, the system will run on two Macintosh.computers connected by a
serial port. These machines will be referred to as the "AI-Computer" and "Data-Computer".
The AI-Computer hosts a database, astronaut interface (or SM), DTM, PS, and IDF
• modules. The Data-Computer hosts the experiment interface, as well as the DAM and DQM
modules. The implementation of these two modules on theData-Computer is essentially
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complete (and will not be discussed further,except to point out that they are compatible .... ,,
with either CLIPS- or LISP- based modules on the AI-Computer). The Experiment
Suggester and (mission) Scheduler will be hosted by the AI-Computer, but do not yet exist
in either the CLIPS- or LISP- based implementations.
3.1 The M-Computer
One version of the system is being developed on a Macintosh Ilcx with 5MB RAM using
CLIPS and HyperCard. HyperCard is used primarily as a tool to prototype the astronaut
interface: the CLIPS interface alone is not rich enough for our needs. This version also
uses the MacroMaker and QuicKeys INITs to facilitate transferring control between CLIPS
and HyperCard. The system (including MultiFinder)currently resides in just over 4MB of
RAM. The project documentation text, sourcecode, and image files currently occupy about
6MB of hard disk storage.
A parallel version of the system is being developed on a Macintosh Ilcx with 5MB RAM
using Macintosh Allegro CommonLISP (MACL), Parmenides (a frame-based knowledge
representation tool from Carnegie-MellonUniversity (CMU)) and FRuleKit (a rule-based
reasoning tool from CMU that complementsParmenides). The system (including
MultiFinder) currently resides in just under 3MB of RAM. The project documentation text,
code source and image files currently occupy about 3-1/2MB of hard disk storage.
Both versions fit comfortably on the Macintosh Ilcx computers used for system
development. We do not anticipateneeding more than 8MB of RAM in the final system
with either version.
The hardware/software for each system maps to the system architecture as seen in figure 1. _-_,
Notice that an extra module, the "executive", is present in the CLIPS/HyperCard
_nplementation. This module is used to control the call-out/call-backbetween HyperCard
and CLIPS.
3.2 CLIPS-based Implementation
In the CLIPS-basedimplementation,the astronautinterface (or SM), has beenprototyped
in a single heterogeneousHyperCardstack.The systemuses only one stack, andthe
interfaceincludesmost of the stack'sfour-to-fivedozen cards (abouta dozenof the cards
are used as a database,andare discussed laterin this section).
The interfacecontainsabouta dozencards thatare usedas checklists - one cardpertypeof
experimentstep.There areseveralcards thatare used to hold explanationsfurnished from
CLIPS reasoning: the appropriate explanation is displayed to the user-astronaut on request. _,
Currently, 16 cards are used to display system "help" text for the user. There is a user
scratch-pad card and a "mainmenu" card.
There is one card that serves as the main interface for both user and developer, and is
viewed during most of the session. This card contains 34 text fields and 16 buttons which
are used to display and control temporal information, display and control the experimental
protocol, and to initiate certain procedures. It will be significantlyrestructured specifically
for astronaut use before Space Shuttle Mission SLS-2 in 1992.
In the current implementation,the executive essentially consists of the HyperCard "idle" _-..\
message. It uses idle to:
* read the serial port for data from the Data-Computer and update the data base;
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* pass (temporary) control to the CLIPS-resident DTM, IDF, or PS modules (using the
Y.... MacroMaker and QuicKeys INITs, as mentioned above.); and
* perform time keeping for the PM module.
The data base is divided between HyperCard and CLIPS. The HyperCard-resident portion
consists of about a dozen cards. Half of these are used to store data from the experiment :
...... one card is used for each step of the experiment that generates data. Although they are not
present yet, a few cards will soon be used by the IDF module to store summarized data
used in testing hypotheses. There is also one card used for each experiment session to
summarize the results of that session (including the partial results of the current experiment
>! session). Two cards are used to store data used "globally"by several of the modules. The
CLIPS-resident portion consists of about 120 base facts. About one-third of these duplicate
information from the HyperCard-resident data base. About one-half of the facts represent
domain knowledge. The remaining one-sixth are control facts, global variables, pathnames,
etc. During the typical operation of the PS, there are about 200 facts in the data base at any
one time (out of 120 base facts and 400 generated facts)•
The DTM and IDF modules each presently consist of about 60 CLIPS rules. The IDF rules
are all contained in one file, and will have to be broken up as the file size has reached the
32K CLIPS size limit. The PS module consists of about 200 rules in seven files.
3.3 LISP-based Implementation
The LISP-based implementation is not nearly as complete as the CLipS-based
implementation. There is no interface (asidefrom the MACL "Listener" window and pull-
down menu items). Further, the DTM and IDF modules have not yet been started. The data
base and PS module have both been 50% completed. A much simpler executive is used in
the LISP-based implementation as FRuleKit is well-integratedwith Parmenides, which in
turn is well-integrated with MACE The data base and the PS module are described below.
The data base is a combination of Parmenides frames (object/property/value notation) and a
few LISP global variables.Two major frame taxonomies account for the majority of the
frames used: the "protocols" taxonomy contains the current protocol, all previously-
completed protocols, and the better, maximal, and original protocols; the "steps" taxonomy
contains information describing each experiment step. The data base is integrated in that
LISP procedures can operate on frames, and can be used within rules. Also, rules can
match on frame-stored information. Thus, no duplication of data is necessary.
The PS moduie consists of 10 LISP procedures and 13FRuleKit rules.It is expected to
scale-up linearly to about 20 procedures and 26 rules when completed.
I /
4. Ease of Programming
• 1' 7 AWhat is meant by "ease of programming . _ tool or language facilitates programming if it
._ is easy to learn and use, includes help for debugging, supports a "rapid prototyping"
programming style, allows good control over the concepts (data types) of the language, and
can be used to do the things the programmer needs the program to do. The CLIPS-based
implementation primarily uses two distinct programming tools: CLIPS and HyperCard.
The LISP-based implementation primarily uses three integratedprogramming tools:
MACL, Parmenides, and FRuleKit.
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4.1 CLIPS Programming ....
CLIPSis fairly easy to learn.It is also fairlyeasy to use. It is best atpatternmatchingand
deductionbased on patternmatching.In PI-in-a-Box(anevent-drivensystem), it is not as
good atproceduralcontrol.CLIPSwantsto keep controluntil the agendais empty and
tendsto fire anyrule in the databaseanytime it can.However, at anygiven time, we want
to have only "relevant" rules consideredas candidates for fhing. This partitioning has "::_
several benefits: It (potentially) limits the amount of time committed to a particular chain of
deductive inference; it makes pattern matchingmore efficient; it makes it easier to verify and
validate the results of a chain of deductive inference; and it makes debugging easier. We
use the standard CLIPS programming idioms for this purpose: carefully thought-out rule
saliences and controlfacts. The chief disadvantages of these idioms are: the need to code
rules whose only function is control; as more of the system is implemented (and
functionality is extended), groups of saliences may need to be reset; and, as the number of
control facts needed grows, a rule's Left-Hand-Side (LHS) begins to get cluttered. Also,
the PI-in-a-Box team members had specific module assignments.When these modules
were first integrated in CLIPS there were control fact collisions, and some rules had to be
rewritten. Another procedural control problem is iteration. Rules refract to keep the same
instantiation from firing repeatedly. However, sometimes iteration is desired. This
generallymeans continuallyretracting and reasserting an iteration control fact (another
standard idiom) which adds clutter to the rule's LHS and Right-Hand-Side (RHS).
There is fairly good support for debugging in CLIPS. On our Macintosh machines, the
relatively small screen area (13-inchmonitor) can sometimes make viewing the debugging
information difficult. As mentioned earlier, the system has about 320 rules and 200 current
facts in working memory. A typical run of the PS module includes 300 rule firings. This
means that it can be difficult to see what is happening without a fair amount of scrolling. --',,
Compounding this is the long length of many of the facts in PI-in-a-Box: the PS module
was written in version 4.2 of CLIPS (before deftemplate).
CLIPS is a good rapid prototyping tool. It is easy to write new rules and to load them
quickly into working memory. It is also easy to manipulate facts in the data base. All
deductions, computations and manipulations necessary to support the DTM, IDF, and PS
modules can be accomplished with CLIPS.
4.2 HyperCard Programming
For aprogrammer already familiar with the Macintosh, HyperCard is very easy to learn. It
is also easy to use. It has a fairly good control mechanism and most of the things that the
PI-in-a-Box system needs HyperCard to do can in fact be done. However, it does not have
good support for debugging. [Werecently acquired an add-on tool for debugging ,<
HyperCard, but have not used it enough yet to report on it.] There is no "single-stepper" or
even a graceful way to "break" a computation. If a script with looping forms is
manipulating text fields and does not exit due to a programming error, it is sometimes
impossible to quit HyperCard withoutcorrupting the stack. In pathological cases the entire
stack must be discarded. HyperCard has a tendency to save the state of the stack at the
slightest provocation. This is good when you are using it to permanently store data, but not
always helpful during development, test, and debugging. Because of the frequent auto-
save, and lack of graceful breakpoints, a copy of the current stack should be used for
HyperCard prototyping (with subsequent backcopying of debugged code). Support for the
creation and editing of HyperTalk scriptsis fair. The biggest problem is the script window: f .....
only one can be open at a time. Another problem concerns stacks: only one can be open at a
time. Thus, copying debugged code from a test stack to a stack that represents the
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application canbe tedious. One possible solution is to have two HyperCard applications
........ running under MultiFinder, then one stack can be open in each RAM-resident application.
The above limitations aside,HyperCard is a good rapid prototyping tool. An interface can
be prototyped in several days' time. It supports several Graphical User Interface (GUI)
input styles: text in fields, message box, pop-up menus, check-lists (button hilite), radio
...../ buttons, and "vanilla" buttons. The HyperTalk language gives the programmer good
control over on-screen graphics.However, there is a problem with dialog box positioning
in HyperCard. No positioning control exists at the HyperTalk level. Dialogs pop up in the
upper center of the card. One possible solution is to reconfigure the interface such that the
-! least useful information occupies the "real-estate"dialogs pop-up over. Due to the limited
card size on the screen, and the desirability of the upper center of the card for displaying
useful information to the user (After all, why does the dialog go there by design?), this
solution is not feasible. A better solution is to go to the Mac toolbox and reset the dialog
pop-up position.
HyperCard is serving as a data base as well as a GUI, but it is less useful in this role. One
limitation is the interaction between messagepassing and the addressabilityof information
stored in text fields during rapid prototyping. Elaboration of this point is beyond the scope
of this paper.
While HyperCard's automatic save feature is a disadvantage when prototyping, it is an
advantage as a data base resiliencymechanism at runtime. If the program or machine
"crashes", the previous state of the system is largely intact.
The degree of integration of the tools impacts the degree of integration of the database. We
have already mentioned that some facts are duplicated in CLIPS. Another impact is the care
that must be takenwhen programming the CLIPS-HyperCard interface. While not
especially difficult, the lack of integration between the two tools requires attention to the
syntax of the forms passed between the two tools.
4.3 LISP Programming
CommonLISP is easy to learn(it is widely taughtas anintroductoryprogramming
language)anduse. ParmenidesandFRuleKitare easy to learn and use if alreadyfamiliar
with rule-basedandframe-basedprogramming,though the documentationis barely
satisfactory.The programmerhas goodcontrolover the tools andthe PI-in-a-Box system's
needsare covered. Still,Parmenidesis incompleteas a languagefor Object Oriented
Programming(OOP):not all of the expectedsupportingfunctionsexist. This is not a
critical limitation,as the sourcefiles are available,andthe language is easy to extendby
_j writing LISP-based procedures. Writingrules is more difficult in FRuleKit than in CLIPS.
There are more constraints on the LHS and RHS clauses, and they are not all "reasonable".
[Usually, "unreasonable" constraints imply either an incomplete implementation or an
optimization.] Still, this is not a major difficulty as there will be far fewer FRuleKit rules
than CLIPS rules (Two dozen instead of 200 in the PS module).
There is adequate support for debugging in LISP. While the debugging environment is not
as rich as a LISP Machine's [6], it has the standard trace, step, break, macroexpand,
backtrace, inspect, and eval facilities. As noted above with CLIPS, the relatively small
screen area of our machines can sometimes make viewing the debugging information a
chore.
f
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The LISP-based tool set is a good rapid prototyping environment. There is fairly good P--_
support for OOP during prototyping, although Parmenides is missing a graph-based
inspection/editing facility for the frame taxonomy, and there are some limitations on the
order in which objects can be introduced in the hierarchy. Also, it is quite likely that the
interface will not be as easy to prototype with MACL as with HyperCard.
In this section we have discussed programming in CLIPS, HyperCard, and LISP. The
differences noted are not always comparable, but we conclude that both systems
(CLIPS/1-/yperCardand LISP) can be used to quickly program a prototype. -,.
5. Performance
PI-in-a-Boxis a real-timeexpertsystem. Itmustreceive, analyze,andact on the datathatis
generatedby the experimentquicklyenough to be of use to the user-astronaut.Each data-
producingstep in the vestibularphysiology experimentconsistsof six 30-second trials.
The system has 40 seconds betweenthe endof the fifth trialof one runandthe start of the
first trial of the nextrunto performseveralactions.Itmustcheck the datafor correctness
and agreementwith the currenthypotheses, and (if necessary)suggest newprotocols.The
teamhas concludedthat the time neededto suggestnew protocolsshouldbe no more than
30 seconds.
In the currentCLIPS/HyperCardversion,it takesabout70 seconds to suggest new
protocols.Once the need to suggestnew protocolsis established,HyperCardwrites
informationfrom its fields to a file on disk andpassescontrolto CLIPS.This alone takes
just over 20 seconds. CLIPS then resetsits database,readsthe currentinformationinto ......"i
workingmemory,reasonsover it, andwrites out newly-suggestedprotocolswith
associatedexplanationsto anotherfile on disk. Typically,about300 rules arefiredand400
facts are asserted.This takes about20 seconds.HyperCardresumescontrol andreadsthe
newly-suggestedprotocolswith their supportingexplanationsinto textfields. This takes
just under30 seconds.The currentimplementationtakestoo much time!
One way to reduce the needed time is to recode the CLIPSrules to eliminate some of the
rule f'wingsand to exchange data between CLIPS and HyperCard using RAM instead of
disk fries. The PI-in-a-Box team feels that this might shave about 10 seconds off of the
current 70-second cycle time. Another idea is to code some of the routines directly in either
C or Pascal to try to save more time. It is unclear if the current tools can meet run-time
performance requirements. It is clear that tool integration (chiefly communication between
the tools) is THE critical issue.
The current LISP-based version is not nearly as complete as the CLIPS-based version. "!_
Only about half of the work needed to suggest new protocols is currently represented in the
LISP-based version's code. Still, even though a fully-comparable system does not exist, a
partial comparison can be made. In the current LISP-based version, running interpreted
LISP code, it takes about 4 seconds to suggest new protocols nine-out-of-ten times. The
tenth time, it takes about 8 seconds (four seconds of which represents a "garbage
collection"). If these times scale-up linearly with the size of the system, a LISP-based
system two-and-one-half times larger would usually take 10 seconds to suggest new
protocols, but would sometimes take 20 seconds to suggest new protocols. These times
should be somewhat improved by using compiled, in place of interpreted, code. Thus this
system can probably meet the performancerequirements of PI-in-a Box. S-",
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The LISP-based version offers better performance than the CLIPS-based version by a wide
_-.... margin. The primary reason is that the CLIPS-based version is hurt by the lack of
integration with HyperCard. Another reason is that the LISP-based version is helped by its
ability to use procedures for control, and both a frame taxonomy AND deductive rules for
inference. There is no need to fire a rule to write a line of text to the screen. There is no
need to fire a rule to conclude that object "oscilloscope- check.5" is a step to be scheduled.
_,', Rules are only used when needed for deductive inference. As future work on CLIPS
extends its representation abilities, and as work on integrating CLIPS and HyperCard lets
them exchange informationefficiently, the current differences in performance will be
narrowed.
6. Maintenance
Maintenance is related to ease of programming (discussedabove) in that tools which are
usedto build,test,anddebuga programarealsousedtomaintainandextendit.
Maintenancebytheend-userisnotpracticalwitheitherof thetwosetsof toolscurrently
beingusedonPI-in-a-Box.Maintenancebya general-purposecomputersupportpersonis
feasiblewiththeCLIPS-basedimplementation.Potentialdrawbacksarethelackof
debuggingsupportinHyperCard,therestrictionofonlyonescripteditingwindowopenat
a time,andthelimitedabilitytocontrolandextendthebasicdatatypes(e.g.dialogbox
positioninganduse).MaintenanceoftheCLIPS-basedimplementationbya programmer
whois an expertin theuseof CLIPSandHyperCard,orbytheexpertsystem'sauthors,is
alsofeasible.The"potentialdrawbacks"justmentionedaresomewhatlessimportanthere.
Maintenancebya general-purposecomputersupportpersonfamiliarwithOOPis also
feasible with the LISP-implementation.If this person is not familiar with the concepts of
• OOP, she will have greater difficulty. Finally, maintenance of the LISP-based
implementation by a programmer who is an expert in the use of LISP and frame-based and
rule-based tools is feasible. The flexibility of LISP is particularly valuable when extending
an expert system.
There are other factors, not directly related to ease of programming, to consider as well.
These factors are more of a concern to the program maintainer than the program author
(though hopefully the author considers them as well out of concern for the maintainer).
They include:
* the source of the tool, including the availability of technical support (especially when
extending the system) and ability to obtain new versions that match new versions of the
hardware's operating system.
* the total number of tools used, because the ability to obtain new versions that match new
•versions of the hardware's operating system applies to each tool in the system.
* the ease of conversion from thedevelopment software configuration to the runtime
software configuration.
PI-in-a-Box has not yet begun the process of "tuning" the rules and procedures or
converting the system to a runtime configuration, so there is little to report here on that
topic. However, some comments can be made about the source of the tools currently used.
_' Apple seems to be committed enough to HyperCard for it to be available on upcoming
operating system releases. Also, a number of spin-off products to extend HyperCard and
HyperTalk are starting to appear. Likewise, NASA seems committed to maintaining and
extending CLIPS (e.g., deftemplate,•COOL, user group meetings.). The LISP-based tools
cannot make the same claims. The most recent version of MACL is only available through
Apple Programmer's and Developer's Association (APDA). Parmenides and FRuleKit are
"research quality" (as opposed to "commercialquality") tools, and are only available
through CMU. Still, Parmenides and FRuleKit have been available for four years, and
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have been updated regularly. Further, with the LISP-based source files, it is possible to -_-,
port those tools (except perhaps the interface) to another LISP environment, i
6.1 PM Module Maintenance
The PM module of the PI-in-a-Box system was prototyped by one programmer through _'
May, 1989, and has been maintained by another from October, 1989 to the present time.
The maintainer was very familiar with the CommonLISP HOL, OOP programming
paradigms, and rule-based programming paradigms.The maintainer was also familiar with ,.
the C HOL and with the Macintoshcomputer. The maintainer had not used HyperCard,
CLIPS, MACL, Parmenides, or FRuleKit. The CLIPS/HyperCard version's
documentation for the PM module was fairly thorough [5]. Maintenance to date has
included bug-fixes, porting to new versions of the tools and operating system, and
functionality extensions. In addition to observations already made in the ease of
programming section, above, the following can be said. Maintenance in HyperCard can be
tedious, as each field, button, and card has fragments of code. It is difficult to browse the
source code and follow the thread of procedural flow. This is especially true since only one
script window can be open at a time. Maintenance in CLIPS is easier. Multiple windows
can be open to help the programmer follow the chain of inference. One difficulty concerns
intermediate data lists. A fair numberof therules areconcerned with manipulating these
intermediate lists. Pattern-matchingdifferences are sometimes subtle, and it requires careful
thought to discern all of the possible cases being considered.
In general, maintenance is easiest in CLIPS, and most difficult in HyperCard. There are
potential maintenance problems with respect to the LISP-Parmenides-FRuleKit
implementation, as the separate tools may not follow operating system upgrades as quickly ......
as desired.
7. Conclusions
The PI-in-a-Boxteam has foundboth CLIPSandHyperCardgoodfor rapidprototyping.
Also, the PI-in-a-Boxteam has successfullymaintainedthe CLIPS/Hy.perCard-basedPM
module. However,the performanceof the systemhasbeen disappointing.
The PI-in-a-Boxteam has also foundthe combinationof LISP,ParmenidesandFRuleKit
good for rapidprototyping.No directevidence was presentedfor or againstthe questionof
maintainability,butthe questionhadthe issue of programmeravailabilityatits roots.About
half of the presentteam'smembershave significantLISPprogrammingexperience.
Maintenancewill notbe a problemin the nearfuture.Finally,the LISP-basedsystemis
faster than the CLIPS/HyperCard system,primarily due to the factor of tool integration s
(inter-tool communication). Thus, the LISP-based system will probably be fast enough to
meet the real-time performancerequirements of the vestibular physiology experiment, while
the CLIPS/HyperCard system will not. This result highlights the need for tightly-integrated
programming environments. ,_
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ABSTRACT
fl---
r This describes a knowledge base (KB) partitioning approachto solve the problem of real-time performance
using the CLIPS AI shell when containing large numbers of rules and facts. This work is funded under
the joint USAF/NASA Advanced Launch System (ALS) Program as applied research in expert systems to
performvehicle checkout for real-time controller and diagnostic monitoring tasks.
The Expert System advanced development project (ADP-2302)main objective is to provide robust systems
responding to new data frames of 0.1 to 1.0 second intervals. The intelligent system control must be
performed within the specified real-time window, in order to meet the demands of the given application.
,. Partitioning the KB reduces the complexity of the inferencing Rete net at any given time. This reduced
complexity improves performance but without undo impacts during,load and unload cycles. The second
objective is to produce highlyreliable intelligentsystems. This requn'es simple and automated approaches
to the KB verification & validation task. Partitioning the KB reduces rule interaction complexity overall.
Reduced interaction simplifies the V&V testing necessary by focusing attention only on individual areasof
interest.
Many systems require a robustness that involves a large number of rules, most of which are mutually
exclusive under different phases or conditions. The ideal solution is to control the knowledge base by
loading rules that directly apply for that condition, while stripping out all rules and facts that are not used
during that cycle. The practical approach is to cluster rules and facts into associated "blocks". A simple
approach has been designed to control the addition and deletion of "blocks" of rules and facts, while
allowing real-time operations to run freely. Timing tests for real-time performance for specific machines
under R/T operating systems have not been completed but are planned as part of the analysis process to
validate the design.
BACKGROUND
The Air Force and NASA have recognized that our nation's current suite of launch vehicle systems has a
number of problems making them inadequate for the projected needs after the late-1990's. High costs of
above $2,000/lb of payload delivery, a low reliability, poor resiliency (standdowns of many months for
current expendables), and limited launch rate capacity are reasons behind the joint USAF/NASA effort for
an operational ALS and Shuttle 'C'. These will serve the commercialand DoD mission models beginning
in 1998. In order to meet the goals of $300/lb and launch rates as high as 50 missions annually, these
systems and their associated ground operations segment must be made as autonomous as possible, while
at the same time improving reliability and safety. Under the ALS Program, a study was initiated to explore
the use of knowledge-based system (KBS) techniques for the purpose of automating the decision
.... processes of these vehicles and all phases of the ground operations segment by assessing the feasibility,
benefits, and risks involved.
An expert decision aid is a software approach to solving particular problems that are constantly changing
over time and are complex or adaptive in behavior, the opposite of an analytical problem that is basically
_ deterministic. Examples of these types of problems are: the re-scheduling of a vehicle checkout due to a
damaged cable; or, determining if a system is indeed faulty given conflicting sensor readings. These
heuristic problems require a depth of knowledge and experience (art rather than science) to form solutions
quickly. Expert systems embody that collection of knowledge and experience in modular pieces that are
rules and facts that describe the proper thought process for a given set of circumstances arrived at by any\
J_ path. It is this modular independence thatmakes expert systems attractive. The incremental improvement
of knowledge and experience can be built and tested readily without re-testing the rest of the software
system, unlike conventional software that is difficult to maintain in a day to day changing environment.
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INTRODUCTION
This work was funded under a joint effort on the part of NASA and USAF for the Advanced Launch
System (ALS) program, as applied research in expert systems. The implementation of robust, real-time
expert systems is considered to be an important technological addition to the design and development of
the ALS vehicle. In a document released by the Aerospace Industries Association of America (AIAA) in q
April 1989, Artificial Intelligence technology was identified as one of the eight key technologies for the
1990's. This selection was founded on the basis of greatest potential payoff, broadest application base,
and highest leverage. With the success of non-real-time expert systems already established, it was
important to produce real-time expert systems that would exhibit the benefits of the technology within the
scope of the ALS program.
In attemptingto select a candidate expert system development tool to implement robust, real-time
production systems, speed was the most obvious factor considered. A leading candidate was the "C
Language Integrated Production System" (CLIPS),developed at the Artificial Intelligence Section (AIS) at
NASA/Johnson Space Center. Based on the fact that CLIPS is written in C (considered one of the faster
programming languages), and its lean implementation, it was determined that it held the highest potential
of all tools revi'ewed,for use in real-time expert systems applications. Another factor was that of software
flexibility. CLIPS was chosen because of the nature of the tool. It is public domain software so therefore
the source code can be modified. Its C implementation permitted easy imbedding into the application
system and easy integration with most graphics libraries and other languages (for ex. LISP). And finally,
it provided a hardware independent inference vehicle, allowing development on lap-tops and run-time
multi-system integration on high performance workstations and multi-processor systems. Overall, the
belief was that CLIPS would be the best available tool to realize robust, real-time expert system
implementations within the ALS program.
One of the major problems facing robust, real-time expert systems is that there have not been enough _-_,
successful systems to make a significant impact on the commercial or military community. This was the
same type of problem that initially hindered the success of non-real-time expert systems. An earlier
attempt at creating a modification of CLIPS for use in real-time applications, the Portable Inference Engine
(PIE) by T. Le and P. Homeier of the Aerospace Corporation, has not yet been widely accepted by the
CLIPS user community.
The approach that was chosen for the ALS program was to create a rule partitioning approach that would
not require modification of the actual CLIPS code, but would instead be application-specific CLIPS code
that could be used to reduce the knowledge base (the number of activerules and facts). This is effectively
knowledge-base "control blocking". The examination of rules that do not fh-e during an expert system
application's cycle is the unfortunate overhead that expert systems typically carry. There a only a few
expert system development tools that implement the concept of knowledge base rule blocking, where
production rules are organized into logicalarrangements to facilitate better control of the executionof those
rules. An example of this approach is found in IBM's Expert System Environment (ESE). The challenge
was to create a similar rule partitioning approach in CLIPS. This would then permit the development of ,,_
robust, real-timecontroller applications for use in the ALS program.
•-_;_
APPROACH::::;:......
The approach taken to achieve real-timeresponse using CLIPS was to control the number of production '
rules that would appear in a real-time window (0.1 to 1.0 seconds) during any cycle, without any
significant degradation in performance - i.e. continual real-time operations. The method that was selected
was one that would remove blocks of production rules and associated facts that were not being used
during a real-time cycle and would add any blocks of production rules and facts that would be required
during that same•cycle. This is a procedure that is automated in some expert system development tools,
but this automation has overhead that does not permit expert systems to perform in real-time. As an _'-_"
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example, ESE uses "Function Control Blocks" to control rule sets. This is an effective method of
y .... controlling production rule examination, yet it does not permit real-time applications to be implemented.
In developing the CLIPS approach, overhead costs were unavoidable. The first cost was that each
production rule would carry the overhead of an associated fact, in order to facilitate production rule
removal. Each production rule is assigned a fact whose value is the rule name, which is then referenced
, by an excise statement. It was determined that this was the simplest and most efficient approach. The
next cost was that production rule removal requires a CLIPSrule that will remove both the production rule
and the associated fact. By using an excise statement to remove the rule and a retract statement to
remove the fact (a pointer to the rule), all traces of the production rule are removed from the real-time
" cycle. It was determined that this was, again, the simplest and most efficient approach.
Another factor contributing to the overhead is that each production rule partition should (conceptually) be
stored in an external file; I/O calls to external files are a major contributor to system performance
degradation. A partial solution to this problem is to group together blocks of production rules that have
common characteristics, and store the grouped rules in fewer external files. This will greatly reduce the
number of I/O calls required in a real-time cycle, and therefore speed up the execution of the expert system
application. To further reduce the overhead of excessive I/O calls, production rule partitions should be
organized in an efficient manner. This can be done using a variety of different methods. Using mutual
exclusivity of production rule partitions is very important in reducing I/O calls. By using mutually
exclusive production rule partitions, all extraneous test level rules (see below) can be avoided. When
organizing test level rules, attempt to organize production rule partitions in a manner that will not attempt to
load duplicate production rules. This task can be performed by analyzing all conditions that are used to
load each production rule, categorizing those rules, and putting all of the similar production rules in
categorized external files. For rule removal, the simple rule is to remove only the production rules that are
not needed for the upcoming real-time cycle. In other words, don't leave a production rule in the rule base
if it's not needed during that cycle; it can be loaded at the next appropriatecycle.
Finally, each test level check, for both production rule block removal and loading, is in itself a rule. These
test level rules can be reduced in number by finding conditions that are common within the application's
testing conditions and incorporating them into fewer test level rules. When used across an entire expert
system application, this type of control will greatly reduce the number of test level rules. Unfortunately,
the test level rules cannot be removed. Therefore, if a test level rule will not remove at least three
production rules, it is probably not efficient to execute that test level rule.
The test level rules must be executed at the beginning of each cycle. Therefore, they should be assigned
the highest salience possible. In addition, these test level rules should be ranked, with the basis of the
ranking taking on the characteristics of the application. For example, a system that has mutually exclusive
blocks of production rules should have the mutual exclusivity test level rules examined f'trst, and then
examine the explicit test level rules. Test level rules remove subsets of production rules loaded during the
previous cycle, and add production rules needed for the current real-time cycle. The test level rules can
also turn on and off any facts generated by test level rules. This will further control production rule
?' loading and removal. These facts can also be used to preserve rules that must stay resident in the
production rule-base for multiple cycles. Typically, a test level rule with a salience of 10000 will assert
facts that will have an effect on test level rules with a salience of 9999 and below. The rules with the
salience of 9999 will then assert facts that will have an effect on test level rules with a salience of 9998 and
below. This procedure will continue until all test level rules have been examined. The production rules
that remain in the knowledge base for that cycle will then execute.
Figure 1 gives an example of loading and removing a "control block" (a collection of rules and facts).
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GENERAL DYNAMIC ==
Space Systems Division
CLIPS Knowledge Base Partitioning Scheme
Example: actual CLIPScode, loadedintoa file (remove_rulea.clp)
(deffactsx (x 0))
(deffactsrulea facts (ruleaa0) (ruleaa2))
(defrulea0 (x 0) =>(fprintoutt "Answeris 0" crlf))
(defruleal (x 1) =>(fprintoutt "Answeris 1" crlf))
(defrulea2 (x 2) =>(fprintoutt "Answeris 2" crlf))
(defrulea3 (x 3) =>(fprintoutt "Answeris 3" crlf))
(defrulea4 (x 4) => (fprintoutt "Answeris 4" crlf))
(defruleremove_rulea(?kptr<- (rulea?kname)=>
(fprintoutt "Goingto removerule" ?knamecrlf) (excise?kname)(retract?kptr))
Procedure:
>(load"remove_rulea.clp") >(run)
oo >(reset) Goingto removerulea2
>(facts) Goingto removerulea0
f-0 (initial-fact) 2 rulesfired
f-1 (x 0) ; >(facts)f-2 (ruleaa0) f-0 (initial-fact)
f-3 (ruleaa2) f-1 (x 0)
>(rules) >(rules)
a0 al
al a3
a2 a4
a3
a4 remove_rulea
remove rulea
[continued next column]
Figure I --CLIPS Knowledge Base Partitioning Scheme
.... CONCLUSIONS
There is significantinterestin developingand implementingrobust, real-timeexpertsystems applications
for the ALS Program. Real-timeexpertsystems show greatpromise in reducingcosts for ALS vehicle
launches. With small rule sets of twenty to fifty rules and a real-time operating system, the performance of
the rule partitioning approach was well within the limits of the one second real-time window. Future
timing tests performed for large rule sets under a real-time operating system, will demonstrate the ability of
CLIPS to perform in real-time.
_ There are additional benefits of the knowledge base rule partitioning approach. Using the approach
outlined above, the application of generic verification and validation techniques for expert systems are
more likely to succeed than with traditional expert systems. By efficiently grouping the production rules,
modular testing and documenting of modifications and enhancements are easier to perform than non-
modularized expert systems applications. In addition, each partitioned production rule set can be
independently verified and validated. This is a significant advantage over expert systems with non-
partitioned production rules, and can ultimately lead to lower expert system maintenance and enhancement
costs. When compared to non-partitioned rule bases, modularized production rule bases are easier to
document, and subsequently the documentation is better. Better documentation normally results in lower
maintenance andienhancement costs. There is strong evidence that the ability to verify and validate expert
systems will be a major factor in their expanded use in the military and commercial community.
\
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GENEX: A KNOWLEDGE-BASEDEXPERT ASSISTANTFOR
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Peoria, IL 61625
and
Mark A. Macinnes
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Abstract
We describe a knowledge-basedexpert assistant, GENEX (Gene Explo-
rer), that simplifies some analysis of Genbank data. GENEX is written in
CLIPS (C LanguageIntegrated ProductionSystem),an expert system tool,
developedat the NASAJohnsonSpace Center.The main purposeof the _ .....,,
system is to look for gene start site annotations,unusual DNAsequence
composition, and regulatoryprotein patterns.
1 Introduction
Automatedexpertassistancesimplifiestheanalysisofany large
database,suchas Genbank. Genbank,a molecularbiologydatabaseisa li-
brarycontaininggeneticentriesforvariousspecies. Eachentry.contains
usefulinformationabouta gene,as wellas the DNA sequencefor that
gene. The typicallengthofthe DNA sequenceofa gene is about20,000
nucleotide bases. Genbank entries are compiled by the Los Alamos
National Laboratory. A version of Genbank,whichwe used, is installed on
the FLOVAX network in the Life Sciences Divisionat Los Alamos. ._
_i:_:_....
For our analysis of Genbankdata, we developed a knowledge-based
expert assistant, named GENEX. Like Genbank,GENEX is on the FLOVAX net-
work. In addition, a DNA sequenceanalysis software package, developed
by the Genetics ComputerGroup (GCG)at the University of Wisconsinat
Madison, is installedon FLOVAX. GENEXsupervises the executionof a set ___,
of GCG programs.
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This paperwill focus on what the expert system does, as well as its
s --_ layout. GENEX is partitioned into three knowledgebases (KB's) in a
hierarchal structure. It looksfor gene start siteannotations, unusual DNA
composition, and regulatory protein patterns. Like GENEX, the rest of this
paper is divided into three sections.
2 The Fetch phase
_' In this phase GENEX supervisesthe GCG program Fetchto pull selected
genetic entries from Genbank. Then GENEX scans the entries to find
certain keywordsto help it look for mRNA start site annotations. Once
the start sites are found they are stored in the fact list, where they will
be used later by the other knowledgebases. Many inconsistencieswith
start site annotationswere found here. Therefore,the annotation
searching is very general.
3 The Composition phase
In the Compositionphase, we are trying to locate so called genomic
islands in the DNA sequence. Genomic islands, defined as regions of
considerably biaseddinucleotidecontent, have rangesfrom 200 to 1000
bases. There are four different bases in a DNAsequence: A, C, G, and T. A
dinucleotide is made up of two bases, for example: AG, GT, CC, etc.
Therefore, one can see that there are sixteen possibledinucleotide
combinations.
The second knowledge base usesa modifiedversion of the GCG program
composition, which examines DNAdinucleotide frequencies in the selected
gene entries. The dinucleotidestatistics are taken on three sections of
the promoter region in the DNAsequence: upstream,downstream, and
total. For example, in Table 1, the mRNA start coordinate is found to be at
position 415. Therefore,the downstreamcoordinatesare from 415 to
_ 830. Likewise, the upstreamcoordinatesare from 0 to 415. And the total
promoter site region coordinatesare from 0 to 830, or simply the
upstream region and the downstreamregion. A maximumof 500 bases are
examinedby GENEX in the upstreamand downstream region.
Table 1 shows an example of what the Compositionphase yields for the
ERCC1 gene, a genbank entry. In Table 1, the dinucleotides are on the left
hand side are. Besidethem are their frequency rankings for the total,
upstream, and downstream region. These frequenciesare taken from the
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Table 1: Composition KB Output for ERCC1gene
'f_'\i
ERCC1.dat
mRNA StartSiteat 415
Total Coord. 0 830 _Down Coord. 415 830
Up Coord. 0 415
Dicnucleotide Total U.D Down Delta-R
TC 9 8 13 -5
CG 8 12 6 +6
CT 6 1 8 -7
Top 3 GG 1 3 1 +2
Top 3 GA 2 4 2 +2
Top 3 AG 3 2 4 -2
Top 3 GC 4 5 3 +2
Top 3 CT 6 1 8 -7
\
three regionsand are usually variable,sometimeshavingdramaticshifts.
These dramatic shifts are what makethe DNAcomposition interesting. A
certain dinucleotidewill show up on the table if the absolute valueof the
Delta-R value is 5 or greater. Delta-R is defined as the difference of the
frequency ranking in the upstream region and the frequency ranking in the
downstream region. Anotherway a dinucleotidecan show up in the table
is if the frequency ranking in any region is in the top three.
4 The Sp I Phase
Inthisphase,GENEX looksforSp 1 DNA bindingsites,whichcan be
identifiedby patternsofaboutten basesin length.The transcription
factorproteinSp 1 bindstocertainC-richand G-richDNA motifs,
presumably locatedaround gene start sites. Note that the gene start sites -<
of each gene are located in the fetch phase.
The third knowledgebase recognizescertain patterns, identifyingSp 1
sites, in the DNA sequence. The GCG program Find is used in this phase. A _°_
specified pattern with many ambiguities is scanned for in each gene. The _
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amount of matches varies in each gene. Once found, the patterns are
S .... categorized into four groups according to their putative Sp 1 binding
affinities: High,medium, low, and none. In Table 2 the Sp 1consensus
sequence, labeled as the "perfect"pattern, is given at the top. For each
position, the found pattern differs from the "perfect" pattern, a penalty is
_ given. For example, suppose one of the found patterns is: GGGGCGTGGG.
The idea is to see how much this pattern differs from the consensus
sequence (or "perfect" pattern). Clearly, the symbols in positions7 and 10
are different. The symbol in position7 is a T; therefore, a penalty of -1 is
given. The symbol in position 10 is a F; therefore, a penaltyof -2 is
given. Then, since penalties are cumulative,the total penalty is found to
be -3. The penalty of -3 correspondsto a Mediumaffinity on the chart.
Similarly, many patterns are evaluated.
Table2: Tableof Sp I ConsensusBindingSites
Consensus (or "perfect" pattern) Single substitution
G G G G C G G G G C Penalty Affinity
AA TA AT -1
T T T T -1 High
C A -2
G -2 High
A -3 Medium
T -5 Low
C C C C C -7 None _-_;_....
., <-7 None
/
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5 Conclusions _
The interesting output from the Compositionand Sp 1 phase are
directed to a databasemanagementsystem and to a statisticsdata _
analysis program. GENEX is being run on hundredsof Genbankentries and
is continuouslyupdated as more inconsistenciesare uncoveredin the
entries. Furthermore,we have run GENEXon many randomized DNA. This
was done to determine the occurrenceof similar compositionbiases in the
random sequences. Our objective for locating Sp 1sites is to assess their
statisticalcorrelation with promoter regions in DNAentries.
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Abstract.
As part of an Expert Systems class at the University of \
Houston Clear Lake, a system has been developed using CLIPS to
allow a clinical psychologist or psychiatrist to diagnose mood
disturbances by providing answers to questions corresponding to
branches of a DSM-III criteria tree. Experienced clinicians may
assert indications of the client's behavior in order to
circumvent multiple levels of the tree, thus speeding diagnosis.
An explanation facility was developed for validation of the
diagnosis. It also allows for "what if" scenarios by allowing
the clinician to move backwards from the diagnosis to any
decision branch and alter the answer previously provided. The
system was implemented with a limited vocabulary of symptoms
associated primarily with depressive disorders. However, the
design supports the addition of vocabulary modules and knowledge
bases for other types of disorders. The system currently has
applicability in an instructional setting. With the addition of
a more complete vocabulary, it could have applicability in a
clinical setting. The overall design will support any application
where determinations are made via a decision tree.
348
....... Introduction.
This paper represents the culmination of a semester's work
in expert systems at the University of Houston-Clear Lake. This
_ paper discusses the author's final project for this course,
Moody, a system written in CLIPS to allow a psychologist or an
associated technician to perform a rudimentary diagnosis of mood
disorders in adults. The first part of this paper uses a
comparison of the psychological and medical diagnostic processes
to illuminate the niche for a system like Moody. Next, there is
a discussion of the attempts of various researchers to
computerize the diagnostic process. Finally, Moody will be
discussed in terms of the approach to its implementation, its
output, and the resulting conclusions.
Problem Background.
The psychological diagnostic process is less similar to the
processes used by the other medical professions than simple
observation might reveal. The first phase of the diagnosis of a
psychological disorder is the patient interview. The interview
is used by the clinician to ascertain not only the client's chief
• complaint, but also to determine the client's real identity: the
household in which they were nurtured (or not nurtured); the
types of people they call friends; the type of job they hold;
traumatic experiences past or present. In short, the clinician
needs to Understand the external factors influencing the client's
perspective of the world. In contrast, since most medical
problems treated by the general practitioner are internal
disorders manifesting themselves in external symptoms (e.g.
pain), the interviewing process centers around any significant
past medical history relevant to the current problem. The
general practitioner is concerned more with the physiological
nature of the patient. Keeping in mind the hypochondriacal
illnesses treated by the general practitioner, and the forms of
depression recurring in families for genetic reasons, the primary
difference between the two professions is the outcome of the
<i interviewing process. The general practitioner's interviewing
process is better suited to diagnosing illnesses due to natural
causes while the interviewing process of the psychologist is
better suited to diagnosing illnesses due to "nurtural" causes
(i.e. nature versus nurture).\
Following the interview, both professions progress to the
assessment phase which once again shows their dissimilarities°
The purpose of the assessment phase is to measure quantitatively
the effects of the symptoms in order to both refine the diagnosis
and affect the treatment. The general practitioner has a large
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number of techniques with which to probe (both literally and ."....
figuratively) the human body. Accordingly, there is a vast !
difference between the information gleaned from an EEG and a
biopsy. In general, less intrusive testing requires greater
judgement to interpret the results. However, the use of
intrusive procedures allows the re-evaluation of the judgmental
data, allowing the subjective procedures to be less than
rigorous. The psychological assessment process is based primarily
on non-physically intrusive testing. In order to ensure
different clinicians reach the same conclusions, very rigorous
protocols for making assessments were developed. Herein lies the
problem: rigorous procedures tend to be tedious. However,
tedious problems are generally adaptable for computer use.
Among the psychologist's arsenal of assessment tools are the
16 Personality Factor Questionnaire, the Minnesota Multiphasic
Personality Inventory (MMPI), and the Diagnostic and Statistical
Manual of Mental Disorders, 3rd Edition (DSM-III). The DSM-III
is a particularly rigorous solution based on a decision tree
structure (see Figure I). The clinician must answer a detailed
question at every branch of the tree. Diagnoses are made at the
tree's leaves. However, this process represents a tedious
exercise to the experienced clinician. The purpose of Moody was
to adapt the (i) DSM-III decision tree for use with a system that
would allow the expert to provide knowledge about the client in a
more free format. The system would associate this information
with the appropriate branches of the DSM-III decision tree,
alleviating the need to ask the questions at particular levels.
This method of using knowledge to assist the protocol would lead
to a shortened time to reach a diagnosis thereby eliminating some
of the tedium.
Before Moody was implemented, research was done to ascertain
if and how any other similar systems had been implemented. The
next section of this paper highlights this research.
•A
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Differential Diagnosisof MoodDisturbances
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Figure I
Literature Review. _\,!
In (2), Murphy and Pardeck discuss the various applications
of computer technology to psychology. They concentrate on the
area of the computer as a therapeutic tool. They warn that the <
computer as a provider of clinical services tends to dehumanize
the client.
i
The first portion of the article extols the virtues of the
computer as a mechanism for standardization. Using standard
processes for modeling the data allows the data to be treated as
an "inert object." The standardization thereby controls
uncertainty by eliminating human bias from judgments. The
authors site studies indicating computer based standardized
inventory testing is cost-effective. In addition, the
formalization of the process of collecting clients' histories has
enabled the clinician to gather more comprehensive information.
The area of debate within clinical assessment is that
although clinicians tend to be influenced by their biases and
expectations, and computer-based evaluations solve this problem,
computers are seen to give the client impersonal treatment.
However, the authors site a study showing not only did 88% of the ....._'_
subjects claim the automated method was no more complex than one
with a clinician, but also found it easier to confide sensitive
problems to the machine. It appears the clients innately
understand their clinician, as a human-being, will tend to judge
behavior.
Interestingly, the areas of computer-assisted therapy and
computerized therapy are marked by vastly different approaches.
Computer assisted therapy has been practiced using role playing
games such as Dungeons and Dragons as a "simulation" of life. As
the client plays the game, the therapist acts as a mediator in
extrapolating the client's responses to the game to real-life
situations. In contrast, computerized therapy has used programs _
such as Weizenbaum's ELIZA with some "satisfying" results.
The authors' main criticism concerning the use of computers
is actually a by-product of its chief advantage: standardization. _.
The authors contend the encoding of information for a computer
results in an overall loss of context for the information.
Specifically, affect, the way in which something is spoken, is
lost. This loss can make it difficult to decipher the meaning
of client's behavior and thereby make the client more difficult
to diagnose and treat. However, the problem is not unusual. Any _
time information is categorized, there is always the dilemma of
352
what to do with information that does not quite fit. There was
an attempt to alleviate part of this problem within Moody.
In concluding, the authors indicate the need to understand
the ramifications of a computer's use in the clinical setting.
They reinforce the idea of the computer as a device not just
supplementing, but mediating treatment. The abstracting
qualities of t_e machine tend to divorce behavior from its
I meaning. In addition, the computer is unable to assume the role
of the client to gain this understanding. Finally, the point is
well taken that a system so general as to be appropriate for
everyone, actually helps no one.
Christian Heath's (3) approach was interesting in that while
most articles discussing computer aided diagnosis focus on the
software's ease of use and accuracy, this article focuses on the
diagnostic system's effect on the discourse between the doctor
and the patient in a clinical environment. Researchers
videotaped doctors utilizing a system to diagnose professional
actors masquerading as patients. The idea was to observe any
vocal and nonvocal behaviors induced by the machine.
..... The researchers ' observations support the intuitively
• obvious occurrences of every day conversation. For instance,
eye-contact is used in every day living to infer the focus of
attention (e.g. parent speaking to child: "Look at me when I talk
to you!!") The researchers found a patient would wait for a
doctor to look up from the machine before answering a question.
If the doctor looked back down at the machine while listening to
the patient, the patient's speaking pattern changed to include
devices for attracting the doctor's attention. These
perturbations lowered the amount of information being provided to
the doctor. In addition, it was shown the doctor missed
information while looking at the machine. Taped instances showed
a doctor looking up from the machine to ask a question to which
the patient had just provided an answer. The author's viewpoint
is amusing: "... using the computer whilst [sic] the patient is
_. speaking is quite simply an uneconomic use of the doctor's time."
- (2, p. 336) What about the patient's time? The author sites a
study indicating this problem is not just indicative of a
computer. If the doctor writes while talking to the patient,
similar phenomena are observed.
h
i
The last portion of the article dealt with the problem of
noise during the session. There was no mention of what type of
computer they were using, but it apparently produced a noise at
regular intervals. It is no surprise the noise initially
distracted both the doctor and the patient and made discourse
difficult. However, it appears from the tapes both doctor and
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patient determined the rhythm of the noise and coordinated their _-_
conversation around it. Once again, the computer mediated _
treatment.
In the context of Moody, it is clear that if the machine is _
in the clinical setting with the patient, its operation should be
as unobtrusive as possible to allow maximum communication between
the clinician and the client. Any "noises" should be eliminated.
Harold Erdman (4) discusses how the deployment of an expert
system designed for non-experts effected the quality of
treatment. The study involves an expert system created by Dr.
Erdman for the treatment of depression, the most common
psychiatric problem seen by primary care physicians. The author
sites studies indicating " ... primary care physicians' diagnosis
and treatment of psychiatric problems leaves a great deal to be
desired." (i, p. S138)
Dr. Erdman emphasizes the main benefit of his system is its
ability to explain the reasoning behind a decision. He sites
studies indicating explanations can increase the willingness to
accept the computer's advice. Dr. Erdman places great value on
a system's ability to occasionally change the mind and behavior i-_
of the clinician. And he goes on to state "If computer and human
are to make better decisions together than either can alone, the
clinician must sometimes follow the computer's advice when the
computer disagrees with the clinician and the clinician must
sometimes reject the computer's advice." (i, p. S139)
There were two decision models and three modes of evaluation
of Dr. Erdman's system. The first analysis examined the rate of
agreement between the physician and the system. The second
analysis attempted to determine whether physician judgments
improved as a result of using the program. The final analysis
examined the physicians' positive attitudes toward the system
both with and without the explanation facility. The two groups
exposed to the system were physicians and psychiatrists. Both _
groups were shown to agree with the system to a statistically
significant extent. As would be expected, physicians' attitudes
towards the system were positive when explanations were provided.
Psychiatrists' attitudes were unmoved by explanations (although
they sometimes changed their minds to agree with the
recommendation).
As part of the final analysis, Dr. Erdman compared the
effectiveness of his two decision models, a decision analytic _
model and a protocol. Although neither model performed !
significantly better than the other, Dr. Erdman expressed a
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........ preference for the decision analytic model since its modularity
i made it easier to develop and modify.
Other interesting results were cited. Dr. Erdman indicates
, although the computer model performed at the level of the average
_ psychiatrist, psychiatrists' performance improved, supporting the
two-heads-are-better-than-one theory. In terms of explanations,
Dr. Erdman indicates that physicians, less expert than the
, system, may have been "inappropriately influenced" by the
system's explanations, even when the designated treatment was
incorrect. In addition, in cases where the system disagreed with
the expert and a weak explanation was provided, the expert's
opinion of the system declined.
Dr. Erdman concludes by indicating even an imperfect aid may
improve patient care. Explanations may also improve the system's
usefulness, but his study was not able to statistically measure
the extent to which explanations altered the physician's
judgment. This ability would allow explanation content and
therefore its effects to be controlled.
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overview of Moody.
The premise for creating Moody is that although the DSM-III
is a very rigorous and accurate clinical assessment protocol, it i_
is tedious because of its decision tree nature. The DSM-III
forces the clinician to organize thoughts and materials into a
template suiting itself, not the clinician.
Moody uses two knowledge bases. The first knowledge base
represents the DSM-III decision tree for performing differential
diagnosis of mood disorders. Since the DSM-III allows for both
the assignment of a category and a numerical severity indicator
to a diagnosis, this system may be said to contain "shallow
knowledge," since severity is not processed at this time. The
second knowledge base represents a natural language interface
capable of processing terminology used by the clinician during
assessment. Since Moody was implemented primarily as a proof of
concept and used only one expert as a reference, the language
base represents only a shallow subset of the technical
terminology available.
Without the language base, Moody operates by leading the __.
clinician query by query down the decision tree to a diagnosis. _
Once a diagnosis has been reached, the explanation facility
allows the clinician to backup and re-examine any node in the
tree, altering the response to any query and thereby the
diagnosis rendered by the system. By using the language base, at
any point during the query process the clinician can specify
client information using the appropriate jargon. If
criteria-satisfying information is provided, a corresponding
number of query nodes will be circumvented. Shortening the
decision path will shorten the time to diagnosis and thereby
alleviate some of the tedium.
o
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Detailed Description of Moody.
/
Moody was implemented in three phases. The first phase
consisted of encoding the DSM-III decision tree from Figure i,
_G,_ _ ina a sinale CLIPS fact. Using a strict
__n_ng a single CLIPS fact. Using a strict
computer science definition, the Moody decision tree is not a
tree at all, but a lattice, since some terminal (leaf) nodes can
be reached through several paths. This structure results in a
_ node with multiple parents. In order to support an explanation
facility, the lattice was turned into a tree by replicating the
leaf nodes and giving them a unique identity. The adapted
decision tree and the associated rule numbers are shown in Figure
2. The hatched areas identify the replicated nodes with their
unique rule numbers.
For CLIPS representation purposes, nodes were divided into
two categories: decision (non-leaf) nodes and diagnosis (leaf)
nodes. The template for a decision fact is:
query <rule_f??> <yes-rule> <no-rule> decision <question-l>
...<question-N>
where <rule_f??> is the current rule number (from Figure 2) and
<yes-rule> and <no-rule> represent the rule _ numbers of the
query's "yes" and "no" responses. Data item <question-X>
represents the ASCII query used to prompt the clinician. For
example, the following is the actual CLIPS representation for thedecision tree root:
(query rule f2 rule f2a rule f3 decision
"Was it an organic facto_ that initiated"
"and maintained the disturbance?"
)
\
When presented with this query, if the clinician answers "Yes,"
the next node to be displayed will be rule_f2a. A "No" response
causes node rule_f3 to be displayed.
\
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. DifferentialDiagnosisof MoodDisturbances
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/fi_
In a similar vein, the template for a diagnosis fact is:
query <rule_f??> diagnosis <diagnosis-l> ....<diagnosis-N>
_ where <rule f??> is once again the current rule number and
<diagnosis-X_ is the text for the diagnosis. For example, the
following is the terminal node for rule_f2a's "yes" response:
(query rule f2a diagnosis
"Please execute the ORGANIC expert system."
)
Following the display of the above message, Moody will display
"Diagnosis Complete" and will then be ready to enter explanation
mode.
The explanation facility was implemented as the second phase
of the project. Following the activation of a diagnosis node,
Moody enters an explanation phase controlled by backward-chaining
algorithm. Taking advantage of the tree structure in that every
node has only one parent (even if the leaf itself is not unique),
the algorithm locates the node with the "yes" or "no" rule number
matching the current node's rule number. When the explanation
facility is entered after reaching node rule f2a (see above), the
response is:
Because you answered or implied 'Yes' to:
Was it an organic factor that initiated
and maintained the disturbance?
Do you want to continue? (y, n, or a)
/
At this point, if the clinician responds "y", Moody will display
the parent of this node, the tree's root. If the response is
"n" backward-chaining will cease in order to allow the clinician
to reset the system for another diagnosis. Finally, if the
J clinician responds "a" (symbolizing "alter"), the system resumes
diagnosis mode and reissues the current query for a new
(presumably different) response. This facility allows a
clinician to test multiple scenarios for a single patient without
having to restart the system.
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As already mentioned every node has only one parent. _--'_, !
However, note the word "implied" in the above example. The
explanation facility is limited in that it has no visibility of
the triggering of a decision node as the result of cumulative
symptoms specified by the clinician via the natural language
interface
The natural language interface was implemented as the third
phase of the project. The intentwas to allow the clinician to
provide as much client information as possible up-front. The
inference engine would be used to match the specified information
to an encoded form of the query at a given node. If the criteria
spelled out by the query were met, then the appropriate answer to
the query could be implied.
Language information was divided into two rule bases. The
first rule base implemented a symbolic link between a category of
illness and a rule in the decision tree. The divisions were
determined by examining the decision tree and answering the
question "at this point in the tree, the client's symptoms are
leading to what category of diagnosis?" The intent was twofold:
first, to allow enough certainty in the specification of symptoms
to enable top levels of the tree, the general information, to be ....'_
bypassed; second: not to force the clinician to type in the
diagnosis through sheer detail. Referring to Figure 2, if a
clinician specifies enough information to categorize a client as
suffering from major depression, querying can begin at rule f7.w
If the client is manic, querying can begin at rule f12. The
template for these facts is:
Category <category> Rule <rule>
(e.g.) Category MAJOR-DEPRESSIVE Rule rule_f7
Category MANIC Rule rule_fl2
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The second rule base established a symbolic link between a
symptom and a category of illness. Whereas the relationship
between categories and rules is one-to-one, the relationship
between symptoms and categories is many-to-one i.e. enough
symptoms will eventually determine the category of illness.
These linkages are expressed using following template:
Symptom <symptom> Category <category>
(e.g.) Symptom "IRRITABLE" Category MANIC
Symptom "GRANDIOSITY" Category MANIC
Symptom "RAPID SPEECH" Category MANIC
Once the language rule bases were established, a mechanism
was created to allow the clinician to indicate the symptoms being
exhibited by the client. This information is expressed in the
form:
client <symptom> <instances> <duration>
where
client "IRRITABLE" 2 14
would be interpreted as meaning the client has had two instances
of exhibiting irritable symptoms lasting fourteen days. The
<instances> data item is used within the DSM-III criteria to
achieve a more detailed diagnosis. Moody does not utilize this
information and therefore produces a more rudimentary diagnosis.
In order to support language processing at any point during
the diagnostic process, the query algorithm was modified to allow
the clinician to not only specify "y" and "n" as answers to
questions, but also to suspend the diagnostic process by
specifying "s." During this suspended mode, the clinician was
free to assert as many client facts as desired. Only upon
entering the command to resume execution would Moody act upon the
data.
The chosen method of superimposing the language data upon
DSM-III criteria tree raised two technical issues worth noting.
First, since the CLIPS inference engine does not guarantee the
order in which rules fire, it was possible to fire a query rule
before a language rule. For this reason, language rules were
given a higher salience than query rules. Secondly, even the
rudimentary diagnoses made by Moody sometimes required eight
left-hand-side pattern matches. Since the number of partial
matches was potentially high enough to exhaust the memory on a
640K personal computer, the patterns of highest priority and
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least likelihood were listed first in order to short-circuit _,
through failed pattern evaluations. !
Moody Results.
Numerous test runs of Moody were performed, a sample of
which is included in Appendix A. In all cases, the diagnoses
conformed to DSM-III criteria and agreed with the expert, limited _
by the depth of knowledge utilized by the system.
Following the testing period, the assistance of several
psychologists was sought in order to evaluate the system in a
clinical setting. Although all were interested and enthusiastic
at the prospect of a finished product, none could afford the time
to evaluate it in a cli_±cal trial.
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Conclusions.
Moody satisfied the premise that shortening the decision
path would shorten the time to diagnosis. However, it became
apparent during the testing process that Moody substituted a
different kind of tedium: typing. By using the language
_ interface to eliminate queries, the burden of communication was
placed on the clinician whose only mechanism for input was to
assert the "client" facts. The primary disadvantage of this
mechanism was the lack of a cue to indicate what symptoms were
categorized by the system. Moody's vocabulary is limited.
Entering symptoms not in the rule base would result in no
transfer of control and no feedback to the clinician. In
addition, in some cases entering the symptoms took longer than
answering the questions. It was for this reason rules were
created to assert the "client" facts during the testing phase.
By substituting a menu and mouse interface for the typing
interface, three problems would be alleviated. First, the menus
would eliminate the need to type in the symptoms while
simultaneously providing a list of Moody's vocabulary. For a
complete implementation, the vocabulary should be large enough to
avoid the problem of forcing a client to be placed in a category
by compromise, one of the concerns of Murphy and Pardeck (2). The
menu interface combined with a phase-assertion technique would
also eliminate the need to use salience to control the inference
engine. Finally, the menu interface would act as a shell,
obviating the need to leave the clinician at the CLIPS prompt
during modes when activity was suspended.
Diagnoses using Moody agreed with the expert, but only to
the limit of the shallow'knowledge utilized by the system. For
this reason, Moody is more suited as a teaching tool for the less
experienced clinician. Even though the language interface is
cumbersome, the DSM-III decision tree along with the explanation
i_ facility could be used to test a junior clinician's particular
hypotheses. Finally, the expert expressed the opinion "if it's
not easy to use, no one will use it."
_ In addition to improving the user interface to make the
system easier to use, there are two other areas where refinement
is needed. Currently, Moody does not prioritize diagnoses.
There is the potential for a situation where multiple diagnoses
could be activated. It would seem prudent to categorize the
client in the more serious category. Coupled with
prioritization, the explanation facility should be expanded to
encompass "client" facts. The explanation facility should
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indicate something similar to "Query at rule ??? satisfied by ......
symptoms: symptoml, symptom2, ... , symptomN." --
Finally, it should be noted the mechanism of representing
the decision tree is generic. There is no reason why a different
knowledge base could not be substituted for the DSM-III criteria.
The method of circumventing nodes on the tree is portable, but
the language criteria is not.
'iI
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Appendix A -- Execution Listing of Moody ._,
The annotations for this listing are in Appendix B.
001 CLIPS> (load "moody.clp")
002 **************
003 CLIPS> (reset)
004 CLIPS> (run) _
005 Loading DSM-III Data ...
006 Loading Language Rules ...
007 **********************
008 Loading Language Data ...
009
010 root:
011 Can the client be described as persistently
012 depressed, elevated, expansive, or of
013 irritable mood? (y, n, or s) y
014
015 rule f2:
016 Was it an organic factor that initiated
017 and maintained the disturbance? (y, n, or s) n
018
019 rule f3:
020 Has the client had one or more periods of ....
021 persistently elevated, expansive, or irritable
022 mood, and associated symptoms? (y, n, or s) y
023
024 rule f4:
025 Has at least one mood syndrome caused
026 marked impairment in functioning? (y, n, or s) y
027
028 rule f12:
029 Did The manic syndrome occur exclusively
030 during Schizoaffective Disorder? (y, n, or s) n
031
032 rule f13:
033 Is manic syndrome superimposed on chronic
034 psychotic disorder? (y, n, or s) y
035 , _'_
036 rule fl3a:
037 BIPOLAR DISORDER NOS.
O38
039 Diagnosis Complete. Type '(run)' for an explanation.
040 29 rules fired /
041 CLIPS> (run)
042
043 Because you answered or implied 'Yes' to:
044 Is manic syndrome superimposed on chronic
045 psychotic disorder?
046 ....._
047 Do you want to continue? (y, n, or a) a
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048
049 rule f13:
050 Is manic syndrome superimposed on chronic
051 psychotic disorder? (y, n, or s) n
052
053 rule f14:
054 Has there been a two year period of
055 Cyclothymia prior to Major Depressive or
056 Manic Episode? (y, n, or s) y
057
058 rule fl4a:
059 CYCLOTHYMIA and BIPOLAR DISORDER.
060
061 Diagnosis Complete. Type '(run)' for an explanation.
062 16 rules fired
063 CLIPS> (run)
064
065 Because you answered or implied 'Yes' to:
066 Has there been a two year period of
067 Cyclothymia prior to Major Depressive or
068 Manic Episode?
069
070 Do you want to continue? (y, n, or a) y
071
072 Because you answered or implied 'No' to:
073 Is manic syndrome superimposed on chronic
074 psychotic disorder?
O75
076 Do you want to continue? (y, n, or a) y
077
078 Because you answered or implied 'No' to:
079 Did the manic syndrome occur exclusively
080 during Schizoaffective Disorder?
081
082 Do you want to continue? (y, n, or a) y
083
084 Because you answered or implied 'Yes' to:
085 Has at least one mood syndrome caused
086 marked impairment in functioning?
087
088 Do you want to continue? (y, n, or a) y
089
090 Because you answered or implied 'Yes' to:
091 Has the client had one or more periods of
092 persistently elevated, expansive, or irritable
093 mood, and associated symptoms?
094
095 Do you want to continue? (y, n, or a) y
096
097 Because you answered or implied 'No w to:
098 Was it an organic factor that initiated
099 and maintained the disturbance?
I00
I01 Do you want to continue? (y, n, or a) y
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102 _h
103 Because you answered or implied 'Yes' to:
104 Can the client be described as persistently
105 depressed, elevated, expansive, or of
106 irritable mood?
107 i-
108 Explanation Complete.
109 31 rules fired
ii0 CLIPS> (reset)
iii CLIPS> (run) i
112 Loading DSM-III Data ...
113 Loading Language Rules ...
114 **********************
115 Loading Language Data ...
116
117 root:
118 Can the client be described as persistently
119 depressed, elevated, expansive, or of
120 irritable mood? (y, n, or s) s
121
122 Diagnosis Suspended. Type '(run)' to continue.
123 7 rules fired
124 CLIPS> (watch facts)
125 CLIPS> (assert (Manic))
126 ==> f-98 (Manic)
127 CLIPS> (run I)
128 ==> f-99 (client "IRRITABLE" 1 14) ...._i
129 ==> f-100 (client "GRANDIOSITY" i 14)
130 ==> f-101 (client "RAPID SPEECH" 1 14)
131 <== f-98 (Manic)
132 rule firing limit reached
133 1 rules fired
134 CLIPS> (unwatch facts)
135 CLIPS> (run)
136 Moving from rule root to rule rule_fl2 for MANIC reasons.
137
138 rule f12:
139 Did The manic syndrome occur exclusively
140 during Schizoaffective Disorder? (y, n, or s) n
141
142 rule f13:
143 Is manic syndrome superimposed on chronic
144 psychotic disorder? (y, n, or s) n
145
146 rule f14:
147 Has There been a two year period of i
148 Cyclothymia prior to Major Depressive or
149 Manic Episode? (y, n, or s) y
150
151 rule fl4a:
152 CYCLOTHYMIA and BIPOLAR DISORDER.
is3 ....
154 Diagnosis Complete. Type '(run)' for an explanation.
155 26 rules fired
368
156 CLIPS> (reset)
157 CLIPS> (run)
158 Loading DSM-III Data ...
159 Loading Language Rules ...
160 **********************
161 Loading Language Data ...
162
163 root:
164 Can the client be described as persistently
165 depressed, elevated, expansive, or of
166 irritable mood? (y, n, or s) s
167
168 Diagnosis Suspended. Type '(run)' to continue.
169 7 rules fired
170 CLIPS> (watch facts)
171 CLIPS> (assert (Cyclothymic))
172 ==> f-98 (Cyclothymic)
173 CLIPS> (run i)
174 ==> f-99 (client "MARKED IMPAIRMENT" 1 730)
175 ==> f-100 (client "MOOD SWINGS" 1 730)
176 ==> f-101 (client "IRRITABLE" 1 730)
177 ==> f-102 (client "GRANDIOSITY" 1 730)
178 ==> f-103 (client "RAPID SPEECH" 1 730)
179 <== f-98 (Cyclothymic)
180 rule firing limit reached
181 1 rules fired
182 CLIPS> (unwatch facts)
183 CLIPS> (run)
184 Moving from rule root to rule rule f14 for CYCLOTHYMIC
reasons.
185
186 rule f14:
187 Has there been a two year period of
188 Cyclothymia prior to Major Depressive or
189 Manic Episode? (y, n, or s) y
190
191 rule fl4a:
192 CYCLOTHYMIA and BIPOLAR DISORDER.
193
194 Diagnosis Complete. Type '(run)' for an explanation.
195 27 rules fired
196 CLIPS> (run)
197
198 Because you answered or implied 'Yes' to:
199 Has there been a two year period of
200 Cyclothymia prior to Major Depressive or
201 Manic Episode?
202
203 Do you want to continue? (y, n, or a) y
204
205 Because you answered or implied 'No' to:
206 Is manic syndrome superimposed on chronic
207 psychotic disorder?
208
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209 Do you want to continue? (y, n, or a) y _--_
210 '
211 Because you answered or implied 'No' to:
212 Did the manic syndrome occur exclusively
213 during Schizoaffective Disorder?
214
215 Do you want to continue? (y, n, or a) a !_
216
217 rule f12:
218 Did the manic syndrome occur exclusively
219 during Schizoaffective Disorder? (y, n, or s) y
220
221 rule f6a:
222 Please execute the PSYCHOTIC expert system.
223 In addition, Personality Disorders may also
224 be indicated. Please execute the PERSONALITY
225 expert system.
226
227 Diagnosis Complete. Type '(run)' for an explanation.
228 23 rules fired
229 CLIPS> (reset)
230 CLIPS> (run)
231 Loading DSM-III Data ...
232 Loading Language Rules ...
233 **********************
234 Loading Language Data ...
235 ...._
236 root:
237 Can the client be described as persistently
238 depressed, elevated, expansive, or of
239 irritable mood? (y, n, or s) s
240
241 Diagnosis Suspended. Type '(run)' to continue.
242 7 rules fired
243 CLIPS> (watch facts)
244 CLIPS> (assert (Psychotic))
245 ==> f-98 (Psychotic)
246 CLIPS> (run i)
247 ==> f-99 (client "SCHIZOPHRENIC" 1 14)
248 <== f-98 (Psychotic)
249 rule firing limit reached
250 1 rules fired \_
251 CLIPS> (unwatch facts)
252 CLIPS> (run)
253 Moving from rule root to rule rule f9a for PSYCHOTIC
reasons.
254 "_
255 rule f9a:
256 Please execute the PSYCHOTIC expert system.
257 In addition, Personality Disorders may also
258 be indicated. Please execute the PERSONALITY
259 expert system.
260 I
261 Diagnosis Complete. Type '(run)' for an explanation.
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262 8 rules fired
263 CLIPS> (reset)
264 CLIPS> (run)
265 Loading DSM-III Data ...
266 Loading Language Rules ...
267 **********************
268 Loading Language Data ...
269
270 root:
271 Can the client be described as persistently
272 depressed, elevated, expansive, or of
273 irritable mood? (y, n, or s) s
274
275 Diagnosis Suspended. Type '(run)' to continue.
276 7 rules fired
277 CLIPS> (assert (Depressive))
278 CLIPS> (watch facts)
279 CLIPS> (run i)
280 ==> f-99 (client "DEPRESSED MOOD" 1 14)
281 ==> f-100 (client "POOR CONCENTRATION" 1 14)
282 ==> f-101 (client "INDECISIVE" 1 14)
283 ==> f-102 (client "APATHETIC" 1 14)
284 ==> f-103 (client "WEIGHT LOSS" 1 14)
285 <== f-98 (Depressive)
286 rule firing limit reached
287 1 rules fired
288 CLIPS> (unwatch facts)
289 CLIPS> (run)
290 Moving from rule root to rule rule_f7 for DEPRESSING
reasons.
291
292 rule f7:
293 Is major depressive syndrome superimposed
294 on chronic psychotic disorder? (y, n, or s) n
295
296 rule f8:
297 Has The client had a two year period of Dysthymia,
298 either prior to a Major Depressive EpisOde, or if
299 after a Major Depressiv e Episode, was there an
300 intervening period of at least six months without
301 depressive symptoms? (y, n, or s) y
302
303 rule f8a:
304 DYSTHYMIA and MAJOR DEPRESSION.
305
306 Diagnosis Complete. Type '(run)' for an explanation.
307 30 rules fired
308 CLIPS> (reset)
309 CLIPS> (run)
310 Loading DSM-III Data ...
311 Loading Language Rules ...
312 **********************
313 Loading Language Data ...
314
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315 root: ....\_
316 Can the client be described as persistently
317 depressed, elevated, expansive, or of
318 irritable mood? (y, n, or s) s
319
320 Diagnosis Suspended. Type '(run)' to continue. _
321 7 rules fired
322 CLIPS> (watch facts)
323 CLIPS> (assert (Dysthymic))
324 ==> f-98 (Dysthymic) _,!
325 CLIPS> (run i)
326 ==> f-99 (client "DEPRESSED MOOD" 1 730)
327 ==> f-100 (client "SUICIDAL" 1 730)
328 ==> f-101 (client "DECREASED APPETITE" i 730)
329 <== f-98 (Dysthymic)
330 rule firing limit reached
331 1 rules fired
332 CLIPS> (unwatch facts)
333 CLIPS> (run)
334 Moving from rule root to rule rule_f8 for DYSTHYMIC reasons.
335
336 rule f8:
337 Has The client had a two year period of Dysthymia,
338 either prior to a Major Depressive Episode, or if
339 after a Major Depressive Episode, was there an
340 intervening period of at least six months without
341 depressive symptoms? (y, n, or s) y ........\
342
343 rule f8a:
344 DYSTHYMIA and MAJOR DEPRESSION.
345
346 Diagnosis Complete. Type '(run)' for an explanation.
347 20 rules fired
348 CLIPS> (run)
349
350 Because you answered or implied 'Yes' to:
351 Has the client had a two year period of Dysthymia,
352 either prior to a Major Depressive Episode, or if
353 after a Major Depressive Episode, was there an
354 intervening period of at least six months without
355 depressive symptoms? _>
356
357 Do you want to continue? (y, n, or a) a
358
359 rule f8:
360 Has The client had a two year period of Dysthymia, _
361 either prior to a Major Depressive Episode, or if
362 after a Major Depressive Episode, was there an
363 intervening period of at least six months without
364 depressive symptoms? (y, n, or s) n
365
366 rule_f8b: _',_367 MAJOR DEPRESSION.
368
372
369 Diagnosis Complete. Type '(run)' for an explanation.
'...... 370 17 rules fired
371 CLIPS> (dribble-off)
/-
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Appendix B -- Execution Listings (Appendix A) Annotations
Lines 1-62 of the listing show the normal loading and
execution of Moody without utilizing the language interface. At _
line 37, a diagnosis of BIPOLAR DISORDER NOS (Not Otherwise
Specified) is reached. At line 41, demonstration of the
explanation facility begins. At line 47, the alter option of the
explanation facility is demonstrated. Query rule f13 is _I
repeated, and a different answer (see line 34) is provided. At
line 62, a new diagnosis is reached. Please note the diagnosis
at line 59 is reached after seven queries (ignoring the
backtracking).
Lines 63-109 demonstrate a complete explanation that chains
back to the root node.
Lines 117-155 demonstrate Moody's language interface. Line
120 demonstrates the use of the "suspend" option. In order to
facilitate testing, additional rules were created to trigger
major events. Line 125 shows the assertion of the Manic fact.
This fact serves to trigger a rule asserting the "watched" client
facts. Line 136 shows the transfer of control from the root to
rule f12 because the asserted symptoms implied manic behavior. •....._!
Once-again, CYCLOTHYMIA and BIPOLAR DISORDER are indicated (line
152). However, the diagnosis is reached after only three
queries.
Lines 163-194 demonstrate a complex inference in which a
great deal of detail is specified. The same diagnosis as above
is reached after only one query.
Lines 198-209 illustrate the explanation facility's lack of
visibility into the language interface. As already mentioned,
the explanation facility operates on the assumption the current
node was reached via its parent.
Lines 236-262 demonstrate a case where the language
interface causes a branch directly to a leaf node. As far as the _,
DSM-III is concerned, mood disorders are rarely accompanied by
psychotic symptoms.
Lines 270-370 exercise the remaining language-based
diagnoses. _
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Abstract
An expert system is being developed using CLIPS to assist clinicians in the analysis of multivariate flow
cytometry data from cancer patients. Cluster analysis is used to find subpopulations representing
various cell types in multiple datasets each consisting of four to five measurements on each of 5000
cells. CLIPS facts are derived from results of the clustering. CLIPS rules are based on the expertise of
Drs. Stewart, Duque, and Braylan. The rules incorporate certainty factors based on case histories.
Introduction
Flow Cytometry [1-3] has become an accepted technique in the clinical laboratory for rapidly classifying
cell types in blood, bone marrow, and some solid tumor samples. Cells are labeled with fluorescent
cell-type-specific markers and then passed one-at-a-timethrough a focused laser beam. In commercial
flow cytometers typically used in clinical laboratories three colors of fluorescence can be detected from a
cell as well as light scattered in the forward direction and at right angles to the laser beam. Multiple,
fluorescent-labeledmonoclonal antibodies are used to tag the cells, which are then analyzedone at a time
at rates of several thousand cells a second. Samples can be processed through the flow cytometer at
rates of more than one a minute. Cliniciansare being overwhelmed by the large amount of data that must
be analyzed to provide the information needed to assist in disease diagnosis.
Immunophenotyping
Immunophenotyping is the science of using antibodies to identify cells. The outer membrane of a cell
contains many structurally specific molecules called surface antigens. These antigens have specific sites
called epitopes to which the antibodies bind. Monoclonal antibodies are molecules derived from cells all
having a common parent. These antibodies can be tagged with fluorescent dyes that are excited at the
same 488 nm argon laser wavelength, but that emit their fluorescenceat different wavelengths. Each
fluorescence detector has a filter to accept the fluorescencefrom only one of the markers. Each cell can
be tagged with from one to three different monoclonal antibodies. The tags bound to the cell surface
enable identificationof the cell type.
. Cluster Analysis
/.
The flow cytometer[4] convertsthe fourto five signals fromeach cell into digital values and stores them
in a correlatedfashioncalledlist mode so that the relationshipsamongthe fourto five variatesfor each
cell are preserved.The datacan be displayedas a groupof from six to ten bivariatedot plots. K-means
clusteranalysis [5-6] is carriedouton each datasetto findthe meansof each subpopulationof cells in the
sample. Heuristics, developed to assign numerical thresholds to the wordsnegative, dim, andbright
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regarding fluorescence values and to the words low, medium, and high for scattered light values, are
used to translate the mean values of the clusters for each variate into symbolic facts for use by the CLIPS
rules. The rules are a direct translation of the reasoning process used by the clinical laboratory personnel
in processing the data by hand. The rule syntax is clear enough that the rules can be examined by these
people and changed to reflect new knowledge. _,
Bivariate Plots
Figure 1 shows the six bivariate dot plots from four variate flow cytometry measurements on the blood _i
of a patient with acute leukemia. The 1.2 label in the lower left hand bivariateplot indicates that the
x-axis is variate 1, which is FSC, the intensity of forward scattered light and that the y-axis is variate 2,
which is SSC, the intensity of light scattered by a cell at 90° to the laser beam axis. Variate 3 is FL1, the
emission from a fluorescent-labeled monoclonal antibody. Variate 4 is FL2, which is propidium iodide
(PI) fluorescence. PI stains the DNA of dead cells, which can then be excluded from further analysis.
The bivariate plots are arranged so that variate 1is the x-axis for column 1, variate 2 is the x-axis for
column 2, and variate 3 is the x-axis for column 3. The cluster analysis program has labeled the data for
each cell with a letter corresponding to its cluster association. The clustering algorithm has been
instructed to find three clusters in these data. Each ellipse is centered on a cluster and is two standard
deviations wide in the x-direction and two standard deviations wide in the y-direction. The important
bivariate plot is the one in the upper right hand comer in which x is 3 and y is 4. Clusters B and C
represent cells that have taken up PI and so are dead. Cluster A would be called "negative" for variates 3
(monoclonal antibody) and 4 (PI). The axes for the fluorescence measurements (FL1, FL2 and FL3)
span four decades on a logarithmic scale. Figure 2 shows the bivariate plots for the same patient using a
different monoclonal antibody for variate 3 (FL1). Here cluster A in bivariate 3.4 is "dim" for variate 3
and "negative" for variate 4. Figure 3 shows the bivariate plots for the same patient for another _-5
monoclonal antibody for variate 3. ClusterA in bivariate 3.4 (upper right hand comer) is "bright" for
variate 3 and "negative" for variate 4.
Results and Discussion
After the cluster analysis has been run on the samples for a patient, a C function translates the means and
standard deviations into CLIPS facts, which can then be pattem matched against the conditions in the
rules. The first prototype [7] used a rigid decision tree on five variate data in which multiple monoclonal
antibodies were used to label the cells. Only nine of eleven acute leukemia cases were correctly
assigned. Misclassifications occurred because of the boundaries between"negative" and "dim" and
"dim" and "bright" were fixed. Variability in staining intensity and laser power were sufficient to move
the means of clusters so that the incorrect choice was sometimes made at a decision node.
A second prototype is now being developed that incorporates uncertainty through the use of certainty
factors and measures of belief [8,10]. Facts and rules are selected for evaluation in the order that gives . ;:\
•the greatest improvement in certainty for one of the possible outcomes. This approach has been
successfully used recently in the diagnosis of colonic lesions [11]. The certainty factors are being
assigned initially from a priori probabilitiescalculatedfrom a database containing a large number of case
histories. The results for this second prototype will be reported at the meeting.
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Figure 1. Bivariate dot plot of of four variate data flow cytometry data from a leukemia patient. The two
numbers in the upper fight hand comer of each box (X.Y) are the x-axis vafiate number followed by the
y-axis variate number. Cluster analysishas divided the data into three clusters. Each data point is .,_i_
labeled with a letter designating its cluster membership. Variate one is forward scatter (FSC), variate 2
is side scatter (SSC), variate three is fluorescence one (FL1), a monoclonal antibody, and variate four is
fluorescence two (FL2), which is the dye propidium iodide (PI) that stains the nuclei of dead cells. The
population A in bivariate 3.4 in the upper fight hand comer is "negative" for the monoclonal antibodyof
interest (FL2), and "negative" for PI.
/"°_'x,
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Figure2. SameasFigure1exceptthatadifferentmonoclonalantibodyhas beenusedforFL1 (variate\
.... 2). Here cluster A in bivariate 3.4 is "dim" for the antibody.
,i
Figure 3. Same as Figure 1 except that another different monoclonal antibody has been used for FL1 -_
(variate 2). Here cluster A in bivariate 3.4 is "bright" for the antibody.
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A CLIPS EXPERT SYSTEM FOR MAXIMIZING ALFALFA
(MEDICAGO SATIVA L.) PRODUCTION
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Abstract
An alfalfa managementexpert system originally developed by PurdueUniversity agriculturalscien-
tists on the PC Plus_* expert systemshell fromTexas Instrumenthas been updatedandsuccessfully con-
verted to CLIPS (C Language IntegratedProduction System). This reduces the cost and legal restrictions
associated with making the expert system available to agribusiness industries, extension personnel and
farm managers and operators. The expert system includes recommendations concerning soil drainage,
liming, P and K fertilization, weed control, variety selection and seeding rate including pure live seeds.
Introduction
Alfalfa is one of a very few crops grownin every state in the United States. It is our most productive
legume and, undergood management, will producemore protein per acrethan any other crop. Alfalfa is
used primarily as a livestock feed andwhen managed properlyhas the highest feeding value of all forage
species. The annualproductionof alfalfa in the United States is in the neighborhood of 80 million tons.
At the present market price of about $100 per ton, the annual value of the alfalfa crop in the United States
is approximately 8 billion dollars.
Forage experts have recently developed technology that will increase alfalfa yields as much as 100
percent or more. Unfortunately many seed dealers and agricultural advisors are not knowledgeable about
the management inputs required to produce high alfalfa yields. The availability of an alfalfa management
expert system would enable seed dealers and agricultural advisors to provide the latest alfalfa technology
to alfalfa producers.
The knowledge-based expert system (ES) is the practical applicationof artificial intelligence research.
Development of expert systems was initiated only about a decade ago and the agricultural application of
expert systems has taken place primarily in the past six years.
Personnel in the Agricultural Engineering Department at Purdue University have been leaders in the
development of artificial intelligence applications in agriculture. The department has a long history in the
application of computer technology to agriculture. The development of agricultural ES applications
\ began at Purdue in the Agricultural Engineering Department in 1984. One of the early applications was
the Grain marketing Advisor (GMA) [1]. GMA assists grain producers in selecting the best grain market-
ing strategy for the situation described. Numerous additional agricultural ES applications have been
developed and continue to be developed with Purdue agricultural scientists serving as domain experts.
1 Deparh'nentsof AgriculturalEngineeringandAgronomy,PurdueUniversity,WestLafayette,Indiana47907
* Referenceto acompanyortradenamedoesnotimplyapprovalorrecommendationof aproductby PurdueUniversity.
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Development of the alfalfa establishment and management expert system reported here dates back to
1988 [2]. The primary object of the expert system was to assist Indiana farmers in selecting the best
alfalfa variety, or varieties, to meet the farmer's particular site specific requirements. Knowledge
engineering, the process of building an expert system, requires a development tool (expert system shell), a
domain expert, and a knowledge engineer [3]. The domain expert for the original PC PlusTM program was t
C.L. Rhykerd and the knowledge engineers were R.L. Rhykerd, L.M. Rhykerd and C.L. Rhykerd, Jr.
C.L. Rhykerd has been involved with the research and teaching of alfalfa production for over 30 years.
It quickly became apparent that this variety selection expert system could easily be expanded to make
other management decisions at the time of seeding alfalfa to further increase production [4]. The alfalfa
establishment expert system reported in 1989 [5] worked well for making recommendations for the suc-
cessful establishment of alfalfa in Indiana. However, the costs associated with the purchase of a commer-
cial shell and required mntime fees severely limited the potential for distribution and use of this alfalfa
establishment expert system [6].
Development of Alfalfa Expert System
Because of the problems associated with the practical application of expert systems, the Artificial
Intelligence Section at NASA/Johnson Space Center developed CLIPS. Since CLIPS is not copyrighted
or licensed, it eliminates most of the costs that have been associated with the use of commercial shells
and runtime fees and is easily integrated with existing or conventional software systems. The potential
significance of the development of CLIPS is stressed by Robert T. Savely, Head of Artificial Intelligence
Section at Lyndon B. Johnson Space Center "Although CLIPS is but one of the first steps, it is an impor- ..........
tant step in the evolution of a technology that may be the most important advance in the history of mank- ]
ind" [7].
The objective of this study was to convert the alfalfa establishment expert system built on the PC
PlusTM expert system shell from Texas Instruments [5] to CLIPS. The conversion to CLIPS permitted
updating and expansion of the knowledge base including the calculation of pure live seed since
mathematical calculations were difficult to make in the commercial expert system shell. PC PlusTM is a
parameter driven, forward and backward chaining, rule-based expert system tool and CLIPS is a forward
chaining, pattern matching, rule-based expert system tool [6].
The knowledge base for the alfalfa establishment expert system was developed for Indiana but can
easily be modified for another state or region. Management considerations and the sequence in which
they were built into the knowledge base are as follows:
• soil drainage (phytophthora resistance)
• soil pH ',_
• soil P test
• soil K test
• use of crop
/
• weed control
• expected longevity of stand (anthracnose resistance)
• variety recommendation
• method and rate of seeding
• pure live seed (% germination and purity provided by user)
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/ Knowledge Base Conversion
The first step in the conversion of knowledge bases is the transformation of the knowledge representa-
• tion syntax [8]. Because PC PlusTM and CLIPS both use parameter-like declarations and production rules
_ to represent knowledge, the transformation was literal. Rules of the CLIPS version are very similar to the
-_ rules in PC PlusTM.
To illustrate, example syntax in both development tools will be briefly reviewed. PC PlusTM has a
very structured knowledge representation. Parameters are described in frame-like structures with attri-
': butes that specify their value, the prompt by which their value is asked for or the rules that update their
value, a help statement, a description of their possible values, what rules use them and other characteris-
tics. The production rules are used to update parameter values or to inform the user of results. They con-
tain a premise, a conclusion and other characteristics that specify when and how they should be used [9].
For example, the declaration of the parameter SOILPH in PC PlusTM is:
(SOILPH
USED-BY (RULE001 RULE006 RULE008 RULE004 RULE009 RULE010 RULE011 RULE012
RULE013 RULE015 RULE016 RULE017 RULE018 RULE019 RULE020 RULE005 RULE014
RULE021)
TRANSLATION (The pH of the soil in the field to be seeded.)
PROMPT (Is the pH of the soil from the field you want to seed above 6.6?)
TYPE YES/NO)
A typical example of a PC PlusTM rule is RULE001 from the alfalfa establishment expert system. It indi-
cates that alfalfa should not be seeded in a field when the soil pH is less than 6.6.
(RULE001
PREMISE (SAND (NOTSAME FRAME SOILPH YES)) SUBJECT ALFALFA-RULES)
ACTION (DO-ALL (CONCLUDE FRAME SEED
"Do not seed alfalfa until the pH value meets the suggested
value." TALLY i00)
(CONCLUDE FRAME ADVICE
"The pH of the soil should exceed 6.6 in order to grow a productive
crop of alfalfa." TALLY i00))
CLIPS uses facts and rules. Facts can be used to describe parameter values and properties. Rules are
used to retract, add or modify facts and for input/output purposes. Since no predetermined parameter
description was imposed by the language, one was developed [10]. Thus the declaration of the parameter
SOILPH in CLIPS becomes:
(soILPH
prompt "Is the pH of the soil from the field you want to seed above 6.6?"
\ expect YES NO
help
why
value
value-type YES
default
range
certainty-range
unknown
gprompt ghelp gwhy)
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One of the limitations of CLIPS for agricultural ES is its lack of an end user interface [10]. A pack-
age of C-based PC user interface development functions were developed and integrated into CLIPS [10].
These functions are driven with a parameter-like fact structure as shown above. The string following
prompt is used to query the user for the parameter value. Values following expect are placed in a menu
from which the user selects the appropriate value. The interface functions return the value selected from _.
the menu which becomes part of a fact in CLIPS. A complete description of the interface functions and
their use is provided in Engel et al. [10].
_
The CLIPS syntax of RULE001 is:
(defrule RULE001
;group of rules :ALFALFA-RULES
(SOILPHNO)
_>
(assert (SEED "Donot seed alfalfa until the pH value meets
the suggested value." cf 100))
(assert (ADVICE " The pH of the soil should exceed 6.6 in order
to growa productive cropof alfalfa." cf I00)))
Two programs were developed to convert knowledge bases from PC Plusru into CLIPS. One
transforms rules, and the second transforms parameter declaration frames into CLIPS facts. The use of
these tools allows the syntactic transformation of a moderately large knowledge base (around 100 param-
eters and 200 rules) in a couple of hours instead of several days.
Besides the processing speed, the automation of knowledge base transformation has other advantages.
\
• It allows identification of syntax errors in the original knowledge base.
• If there are no syntax errors and if the program is correctly written, it insures correct output without
typing errors.
• Translation errors are more easily detected as they are repeated for all similar inputs. A manual
transformation with extensive editing and typing can create additional errors, each one being isolated
and difficult to detect.
The conversion of the syntax is only the first step of the transformation process. Next, rules must be
added to insure that logical flow of the program is conserved since the inferencing strategy is different.
The original expert system engine used a backward chaining inferencing method while CLIPS provides
only a forward chaining inference engine. Since most of the questions in the original knowledge base
were asked in the same order no matter what the user's responses, only a few additional rules were
required in the converted knowledge base to maintain the same logical flow.
In the process of knowledge base transformation, some knowledge is lost because of the differences in , _!
knowledge representation and reasoning process between the expert system shells. However, some can
also be gained through the correction of errors and updating of the original knowledge base. The
knowledge that was lost in this knowledge base conversion was the ability to explain how answers are
determined and thus was minimal. Our experiences indicate this feature is seldom used except by the .i_
knowledge engineer during knowledge base debugging. The conversion process discovered several errors
in the original knowledge base. These errors consisted of syntax errors and redundancies or inconsisten-
cies in rules. After re-examining the alfalfa establishment knowledge base, the expert discovered that not
all of the rules were necessary and was able to better define the knowledge base. The CLIPS develop-
ment tool permitted the addition of the calculation of pure live seed. Providing the alfalfa producer a
seeding rate based on pure live seed will increase his chances of obtaining an excellent stand of alfalfa. ,....._.
The knowledge base conversion process provides an opportunity for an expert to rethink and to update his
domain problem solving knowledge.
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!The final step in knowledge b.ase conversion is testing. Since a relatively small number of inputs are
required by the expert system, all possible input combinations were tried with the original and converted
knowledge bases. The converted knowledge base for alfalfa management provided the same results as
the original. For a more in depth discussion of the knowledge base transformation process, see Engell et
_, al. [81.
This alfalfa management CLIPS expert system is in its final stages of development and should be
_ ready for use in the next growing season. It can easily be adapted to other states or farming regions by
, modifying the If-Then Rules and adding, or deleting, alfalfa varieties to the knowledge base.
The potential application of ES technology in agriculture are numerous. Commercial ES develop-
ment and delivery tools have limited the application of this technology in agriculture. CLIPS overcomes
many of these limitations. The alfalfa management system demonstrates the potential of CLIPS-based
ES for agriculture.
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INTRODUCTION
Several studies have indicated that color and firmness are the two quality attributes most
important to consumers in making purchasing decisions of fresh peach and tomato (References 1
2). However, at present, retail produce managers do not have the proper information for handling
fresh produce so it has the most appealing color and firmness when it reaches the consumer. This
information should help them predict the consumer color and firmness perception and preference
for produce from various storage conditions. Since 1987, for 'Redglobe' peach and 'Sunny' tomato,
we have been generating information about their physical quality attributes (firmness and color) '......
and their corresponding consumer sensory scores (References 3, _, 5 _ 6). This article reports on
our current progress toward the goal of integrating such information into a model-based
decision---support system for retail level managers in handling fresh peach and tomato.
MATERIALS AND METHODS
First of all, we wanted to use expert systems technology to create our prototype
decision-support system for ease of updating future knowledge sources and friendly user interface.
We also wanted our system to be "self-sufficient", i.e. no need for a run-time shell, therefore we
needed to embed the inference engine and knowledge base into our particular application. For
these reasons, we chose the CLIPS system, version 4.3, from N.A.S.A. (Reference 7) as our expert
system development tool.
Our expert system is named FP-DSS (for Fresh Produce Decision Support System) and has
3 major components:
A) Physical Models.
B) Sensory Models.
C) Optimality Conditions.
A) PHYSICAL MODELS
Peach firmness and color
Changes in firmness and color of 'Redglobe' peaches were studied under different constant
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<- and variable storage temperatures from 5°C to 21°C. Firmness was measured as the maximum
< force F (in Newtons) during destructive punching by a 10 mm diameter steel probe. Color was
measured in the Hunter (L,a,b) color space (Reference 8) as hue angle H (= tan-l(b]a), 'chroma
C (= _]a2 + b2), and value La_ue L, unchanged). The physical definitions of the three colorcomponents Hue, Chroma and are as follows:
" a) Hue is actually what is commonly referred to as color. Hue angle varies continuously
from 0° to 360°. A hue angle of 0° (or 360°) corresponds to red, while a hue angle of/
90° corresponds to yellow and 180° corresponds to green, and so forth with blue at
270° .
b) Chroma measures the vividness of colors and varies from 0 to 60. A low chroma
makes all colors look grayish, and a high chroma yields strong and distinct colors.
c) Value measures the lightness of colors and varies from 0 to 100, with 0 corresponding
to black and 100 corresponding to white.
The following relationships were found to apply:
for firmness F
F = Fo • e[m'T . n].d .................................................................................................. [1]
where:
F = predicted firmness at day d (N).
Fo = initial firmness value at day d = 0 (N).
d -- storage time (day).
T = storage temperature_(°C).
m and n are constant coefficients reported in Reference 9.
(with goodness of fit R2 = 0.7182).
for hue angle H
H = Ho- (ap.T + bp).d ............................................................................................... [2]
where:
H = predicted hue angle at day d (degree). .
Ho = initial hue angle at day d = 0 (degree).
ap and bp are constant coefficients reported in Reference g.
(with goodness of fit R2 = 0.9731).
for chroma C
H2
C = ki + kco.C o + kh0..Ho + k1.H + k2. ................................................................ [3]
where:
C = predicted chroma at day d (dimensionless).
Co = chroma at day d = 0 (dimensionless).
ki, kco, kho , k1 and k2 are constant coefficients reported in Reference g.
(with goodness of fit R2 = 0.7243).
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for value L _-....
L = qi + qlo" Lo + qho" tto + ql' H + q2"It2 . q3"H3 ................................................... [4]
where:
L = predicted value at day d (dimensionless).
Lo = Value at day d = 0 (dimensionless). (
qi' qlo' qho' ql' q2' and q3 are constant coefficients reported in Reference 9.
(with goodness of fit R2 = 0.7686). :,
Tomato firmness and color
Reference _ reported on a 1987 study on color changes of two types of 'Sunny' tomatoes,
"vine-ripened" and "ethylene-ripened", under constant and variable storage temperatures in the
range of 15°C to 25°C. In that study, polynomial regression equations were used to model H, C
and L with R2 values from 0.54 to 0.66. Reference 6 has details of our 1989 study on the changes
in firmness and color of 'Sunny' tomatoes under constant arid variable storage temperatures, over
the same range of 15°C to 25°C. Firmness and color parameters are defined as previously for
peach. In Reference 6, new and more accurate color models were developed, thus data from
Reference 4 were re-analysed under this new modeling framework and used in FP-DSS.
The following relationships were found to apply:
for firmness F
Fo.e(W.T+ €).d : ......F ............................... ........................[5]
where: "
w and € are constant coefficients reported in Reference 9.
(with goodness of fit R2 = 0.5716).
Eq. [5] is used for both types of _omatoes in FP-DSS.
for hue anql.eH
[ Hmg--Ho]. e[(aT2+bT+c)'d]Hmg + Hrr" o - Hrr .
-- .......................................[6]
1 + [ Hm_ - Ho ]. e[(aT2+bT+c)'d]Ho - Hrr _:_
where: .
Hmg, Hrr, a, b, c are constant coefficients reported:in Reference 9.
.... ..;.
(with goodness of fit R2 = 0.9759 for vine-ripe and 0,9030 for ethylene-ripe). _
for chroma C
H5 6C = ko + kl.H + k2.H2 + k3.H3 + k4.H4 + k5. + k6'H ...................................... [7]
where:
ko, k1, k2, k3, k4, k5, and k6 are constant coefficients reported in Reference 9.
(with goodness of fit R2 - 0.9016 for vine-ripe and 0.9541 for ethylene-ripe).
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y for valueL
J 1.0 - _.e-'('y'H) 1
" L
= L°" 1.0 - 6.e-(')"I'Io ) ] .....................................................................................
[8]
where:
_ 7 and _are constant coefficients reported in Reference 9.
" (with goodness of fit R2 = 0.9304 for vine-ripe and 0.8871 for ethylene-ripe).
In short, with given product initial firmness and color attributes, the above models can
predict the future development of those physical quality attributes. Next we need to link these
physical attributes to their sensory equivalents.
B) SENSORY MODELS
Peach firmness and color
The relevant data set comes from Reference 5 and consists of 29 peaches, each with their
physical firmness and color measurements and corresponding sensory firmness and color scores.
These sensory scores were the average score given by eight sensory panelists judging the same
fruit. The panelists were instructed to place a mark for their judgment on a line 150 mm in length
with anchor points at 138 for excellent color or real firm, at 75 for good color or moderately firm
and at 12 for fair color or not firm. Reference 5 presented the statistical approach to modeling,
whereas the best polynomial regression equation linking sensory scores to physical measurements
was determined.and by usin_ the author'8 :iud_ment_ for the selection of various regressors to be
included in the'regress'ion m_odel. These ou-,puts will be referred to as "regressed scores". The
regression equations for sensory firmness and color were of a linear type:
SF - 85.01 + 0.3598.F .................................................................................................. [9]
where:
SF = sensory firmness score (ram). (with R2 = 0.6095), and,
SC - 377.07- 3.1510.H ............................................................................................... [10]
where:
SC = sensory color score (ram). (with R2 = 0.5900).
In this study, we also use "Neural Networks" as a pattern recognition and modeling tool.
For lack of space, we have to refer the reader to References 10 and 11 for background materials on
this subject. For peach firmness, we used a feedforward network having 1 input neuron for the
physical firmness measurement (i.e. puncture force measurement), 2 hidden layers of 2 neurons
each, and 1 output neuron for the sensory firmness score. For peach color, we used a network
having 3 input neurons for the physical color measurements (i.e. Hue, Chroma and Value), 2
hidden layers of 6 neurons each, and 1 output neuron for the sensory color score. The Generalized
Delta Rule procedure for supervised learning was used (Reference 1_) in determining the optimal
. weights for the interneurons connections. These outputs will be referred to as "learned scores".
Using SAS statistical software (Reference 13), Pearson correlation coefficients were computed to
evaluate the linkage between actual sensory scores and respectively with regressed scores and
learned scores:
Peach firmness
actual-regressed : R2 = 0.7807.
actual-learned : R2 = 0.8081.
389
Peach color ......,
actual-regressed: R2 = 0.7681.
actual-learned : R2 - 0.7877.
Thus, in general, we have achieved better correlation with neural nets. ,.
Tomato firmness and color
A similar scale to the one for peach was used for sensory evaluation of tomato firmness and /
color, except the anchor points were set up differently: 138 for full red or very firm, 75 for pink to
light red or moderately firm and 12 for not red or very soft. Reference 3 reported the following
equation for tomato sensory firmness scores vs. their physical measurements:
SF= 10.3+ 1.70.f......................................................................................................[Ii]
(withR2= 0.81).
Recently, we have obtained a new data set(not yet pubhshed) consisting of 115 tomatoes,
each with their physical color measurements (H,C,L) and corresponding sensory color scores by
each of eight panelists judging the same fruit. Reference 8 showed that C was strictly depend_ent
on H, and that L was both dependent on its initial value Lo and H (see Equations [6], [7]& [8]).
Thus, we formulated a regression equation for sensory color scores SC in terms of hue H, value L
and interaction H'L, and obtained the following results with this new data set and using the
average score from the eight panelists:
SC = 305.3583 - 2.4171.H - 5.2648.L + 0.04266.H.L .................................................. [12]
(with R2 = 0.9619).
Equations [11] and [12] are used in FP-DSS, as the "regressed scores". ....."_
Applying the same neural net architecture as defined for peach color (3-6--6-1), we obtained
the following Pearson correlation coefficients between actual individual panelist scores and
respectively with scores as given by Eq. [12]and the neural net:
Regressed scores
0.95695 - 0.96075 - 0.94983 - 0.95754 - 0.96803 - 0.91806 - 0.94926 - 0.95870.
Learned scores
0.95591 - 0.95903 - 0.95456 - 0.95689 - 0.96894 - 0.92040 - 0.95561 - 0.95384. -
Thus the regression and neural net approaches are equivalent to each other overall, as each
approach is better than the other one only for 50% of the time.
C) OPTIMALITY CONDITIONS '_ '_
Production rules were used to implement optimality conditions which are defined as follows:
Peach: 50 < SF < 100 and 100 < SC < 150. 7"
(Learned sensory scores used in FP-DSS).
Tomato: 50 < SF < 100 and 50 < SC < 100.
(Regressed sensory scores used in FP-DSS, as we did not have a neural net for tomato firmness).
" \t
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FP-DSS USAGE
FP-DSS can be run on any MS-DOS personal computer with VGA graphics recommended,
but not necessary. The executable file is 329,016 bytes long, and the ASCII rule base is 12,825
bytes long. A typical user session with FP-DSS can be described as follows:
"i
a) Display We/come banner while the knowledge base is being loaded and parsed.
b) Show Menu to choose the working scenario among 3 possible & mutually exclusive
choices:
1 - Find optimal sale dates for a given storage temperature.
2 - Find optimal storage temperatures for a target sale date.3 - To exit FP-DSS.
c) If scenario 1 is chosen, Menus instruct the user to enter the considered produce type
among 'tpeaches", "Vine-ripe Tomatoes" and "Ethylene-ripe Tomatoes", next to
enter the initial color and firmness measurements, and then the preferred storage
temperature. Safeguards are built in to guide the user in giving realistic values.
Next, FP-DSS passes these parameters to the main C program which then sets up
the necessary neural networks and reads in previously learned weights for the
"sensory" models. Then, FP-DSS uses previously discussed physical and sensory
models to update the knowledge base and display the resulting sensory score.,t for
firmness and color for each day from day 0 to day: 9 (A VGA g_aphics c'apability is
needed to see the predicted color for each day). It also asserts these scores into theCLIPS facts list, and then returns control to CLIPS which activates rules to d_.cide
on and to display any optimal solution found. Finally, CLIPS clears all facts, resets
the facts list and returns to Step b).
d) If scenario 2 is chosen, similar actions take place, except the targeted sale date is
asked for instead of the preferred storage temperature. Peach has possible storage
temperatures from 5°C to 21°C, while Tomato storage temperatures range from 15°C
to 25°C. The knowledge base has updated information on all possible temperatures
by steps of l°C, but for lack of space on the computer screen, only selected storage
temperatures results are displayed. However, all temperatures are considered in
determining the optimal storage temperature(s). Finally, FP-DSS frees the
knowledgebase, resets CLIPS and returns to Step b).
e) If scenario 3 is chosen, FP-DSS returns to DOS.
. Table 1 lists the results of a session with FP-DSS with different produce types and initial
conditions. These results show that it is possible, but not alwayS_to get a product that has both
firmness and color ratings preferred by consumers. _:
PROGBAMMING HIGHLIGHTS
As our previous experiences were in backward chaining production systems, our thought
process had to be completely reoriented when working with CLIPS. Flow control is no longer
dependent on rules positioning, but on control variables (or facts) on:the LHS.
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Embedding CLIPS into standard C programs was quite painless, although we would like to
be able to pass integers in future versions. We have created 2 user's functions: one called _-'_
c-bounds to compute the upper and lower 95% confidence levels for Tomato Chroma C based on
the given initial hue angle Ho, the other called generate to create the future knowledge base by
applying the above physico--sensory models at all allowed time periods or storage temperatures.
This knowledge base consists of several multifield facts of the type "gentd ... representing the r
scenario chosen, the appropriate day or temperature, both regressed and learned sensory scores for
firmness and color.
We have also noted that care needs to be used when asserting keyboard input through )
expansion of "=" and "rea_ _ into a template field. For example, we had defined a template as
follows:
(deftemplate session
(field scenario
type NUMBER) (default 0))
and the following rule to ask the user for input into the field scenario:
(defrule get scenario wrong
?st_ss <- (sVart-dss)
. --%_
9ystem "cls")
fprintout t "What would you like to do ?" crlf)
f'printout t "1 - Find sale dates for given storage temperature," crlf)
fprintout t "_ - Find storage temperatures for given sale date," crlf)
fprintout t "3 To exit." crlf crlf)
retract ?st-dss)(assert#_o,_ (_ce_rio=(read)))) ..........,
(assert (scenario-got)))
The above rule will assert the user input into the field scaaario with no error message,
however its value is being stored as a character thus creating errors when numerical operations are
performed with it at a later stage. Thus it seems that templates do not enforce type checking
rigorously enough...The following rule works better by first binding (read) into a variable ?sc_
before .asserting it into the template (sesswn), thus ensuring the numerical status of the field
scenario:
(defrule get scenario right
?st---dss<- (s%rt-dss)
-->
(system "cls")
(fprintout t "What would you like to do ?" crlf)
(fprintout t "1 - Find sale dates for given storage temperature," crlf)
(fprintout t "2 - Find storage temperatures for given sale date," crlf) " '_,
(,fprintout t "3 - To exit." crlf crlf)
(retract ?st-dss)
(bind ?sc'._ (read))
51(or(or(= ?sc#1)(= ?sc#2))(=?sc_3))
then ....
(assert (session (scenario ?sc-_)))
(assert (scenario-got))
else
(readline)(?printoutt "!!/INCORRECT SCENARIO ENTERED, please reenter")
(assert (start-dss)))) " _-_
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The previous rule also shows the usefulness of the capability to use "if ... then ... else"
f constructs on the P.I-ISas it allows combining the tasks of aaking for input and input chec_ng in
; the same rule.
Finally, as we wanted our application to loop back to the starting rule after each user
session, we had to clear and then reset our facts list with a few ending rules. For this task, we had
_ to combine control vario_les and salience in order to achieve the proper sequence of events and to
circumvent the side effect of firing unwanted rules. For example, consider the following rules:
(clefrule optimality_for tomato scenario 2 ' ;this rule is applied to
( (sire-done) -- -- I -- ;each gentd fact.
" (session (scenario _) (produce _13) (t-or-d ?sd))
(gentd ? ?td ?rsc ? ?rsf ?)
(if (and (and (>= ?rsc 50) (<= ?rsc 100))
(and (>= 7rsf 50) (<= ?rsf 100)))
then
(asser_ (optimal-found))
(._rintout t "Optimal storage temperature= " ?td " C for D= " 7sd crtf)
else
(no-optima))))
(defrule no optimals ;this rule fires only after the previous rule
dedare (salience -5)) ;applies to all gentd facts and only once,
•noopt <- (no-optimal)_ ;as (no---optimal) is retracted after use.
(not (optimal-found))
(fprintout t "NO OPTIMAL SOLUTION WAS FOUND" crlf)
(fprintout t "FOR THE GIVEN INITIAL CONDITIONS" crlf)
(retract ?noopt))
(clefrule clean up $ ;to retract (no--optimal) if the previous rule
(decIare _s"_i_7,ce-_0)) ;is not fired because
?no- opt <- (no- optimal) ;(optimal-found) exist s.
(retract ?no-opt))
(defrule clean up 3 ;to retract (optimal-found) last as not to
(decla_ (i_ience -_5)) ;trigger the firing of the rule no_.optimals
?opt-fnd <- (optimal-found) ;as a side effect.
=>(retract
(defrulecIean up 4 ;loop to retract all gentd facts.
?results <- (gentd ? 77 7 7 7)
(retract ?results))
393
(clefrule back to_beginning ;to clear completely the facts list and to
;reset to start by asserting (start--dss).(?decla're(sali nce -SO)) "_-_,
.ses<- (session)
?sim <- (sire-done)
-->
'readline)
_rintout t crlf crlf crlf crlf crlf crlf crlf crlf crlf crlf crlf crlf) i,
O_rintoutt crffcrffcWcWcWcrffcrlfcWcrffcWcrZ/crl/)
_rintout t "!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"crlf crl.f)
_riutout t "REINITIALIZING TO BEGINNING OF FP-DSS" erlf crlf) _....
_rintout t "ttlltlt.!!!!!!!!!t.t.!!!!!!!!!!!!!!!!ttt"crtf crlf)
_rintout t crlf crI]crl] crlf crlf crl] cri'f crlf crIf crI.fcrl] crlf)
retract ?ses)
",retract?sira)
readline)
_sert (aart-_s)))
CONCLUSIONS
Although economic components are not yet implemented in FP-DSS, the current version
shows that it is physically feasible with current technology to manage the storage of Peach and
Tomato so that both firmness and color attributes appeal to the consumer preferences. CLIPS
version 4.3 still needs some type checking and a garbage collection utility for cases having
recurring user sessions without exiting CLIPS, as found in this application.
394
REFEI_ENCES
1. Butler, C. L. 1988. What do consumers want when buying peaches ?. p 854--856.
In: The Peach - world cultivars to marketing (N. F. Childers and W. B. Sherman, Eds.).
Horticultural Publications_ FL..
• 2. Resurreccion, A. V. A. and R. L. Shewfelt. 1985. Relationships between sensory
attributes and objective measurements of postharvest quality of tomatoes.
J. Food Sci. 50:1242-1245, 1256.f
3. Shewfelt, R. L., S. E. Prussia, A. V, A. Resurreccion, W. C. Hurst, and
D. T. Campbell. Quality changes of vine-ripened tomatoes within the postharvest handling
system. J. Food Sci. 52:661-664,672.
4. Shewfelt, R. L., C. N. Thai, and J. W. Davis. 1988. Prediction of changes in color of
tomatoes during ripening at different constant temperatures. J Food Sci. 53:1433-1437.
5. Thai, C. N. and R. L. Shewfelt. 1990. Peach quality changes at different constant
storage temperatures: empirical models. Transactions of the ASAE (In Press).
6. Thai, C. N., B.. L. Shewfelt, and J. C. Garner. 1989-b. Tomato color and firmness
changes under different storage temperatures. ASAE Technical Paper 896596, ASAE, St. Joseph,
MI 49085-9659.
7. National Aeronautics and Space Administration. 1989. CLIPS User's Guide, version
4.3. Artificial Intelligence Section, Lyndon B. Johnson Space Center.
/ .
8. Hunter, R.. S. 1975. The measurement of appearance. John Wiley and Sons, Inc.,
New York, 348p.
9. Thai, C. N., J. N, Pease, and R. L. Shewfelt. 1989. Inventory control strategies for
delivering optimal quality peach and tomato: Part I - Quality Management. ASAE Technical
Paper No. 897566. ASAE, St. Joseph, MI 49085-9659.
10. Aleksander, I. (editor) 1989. Neural Computing Architectures. The MIT Press,
Cambridge, Massachusetts, 320p.
11. Wasserman, P. D. 1989. Neural Computing, Theory and Practice.
Van Nostrand - Reinhold, New York, 230p.
12. Pao, Yoh-Han. 1989. Adaptive Pattern Recognition and Neural Networks. 1989.
Addison-Wesley, Reading, Massachusetts, 309p.
13. SAS Institute Inc. 1985. SAS User's Guide: Statistics, Version 5 Edition. SAS
Institute Inc., Cary, North Carolina, 956p.
rr"
395
TABLE 1 '!
PREDICTED OPTIMAL SALE DATES AND STORAGE TEMPERATURES
(for given Fo, Ho, Co, Lo} :i_
Produce Fo Ho CO L° Scenario 1 Scenario 2 .,'
Type Stor. T = 21°C Target D= 4
Peach 100 104 50 70 None (> Day 9) None (> 21°C)
100 90 50 70 None (> Day 9) None (> 21°C)
100 80 50 70 Day 7--> 9 None (> 21°C)
80 80 40 60 Day 7 --> 9 None (> 21°C)
80 70 40 60 Day 1 m> 9 5°C--> 21°C
Vine-dim 62 104 20 45 Day 3 --> 4 16°C m> 21°C
Tomato 62 90 19 45 Day 2 --> 3 16°C --> 18°C
62 80 18 45 Day 2 m> 3 16°C _> 17°C
62 70 17 45 Day 2 16°C ..... _
50 60 16 45 Day 1 m> 2 15°C _> 16°C
Gas-ripe 62 120 20 45 Day 6 _> 7 None (> 25°C)
Tomato 62 110 19 45 Day 4--> 5 19°C--> 25°C
62 100 18 45 Day 3 _> 5 16°C _> 25°C
62 90 17 45 Day 3 _> 4 16°C _> 25°C
50 80 17 45 Day 2 _> 3 15°C m> 19°C
r
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