We find a solution of the optimal stopping problem for the case when a reward function is an integer power function of a random walk on an infinite time interval. It is shown that an optimal stopping time is a first crossing time through a level defined as the largest root of Appell's polynomial associated with the maximum of the random walk. It is also shown that a value function of the optimal stopping problem on the finite interval {O, 1, ... ,T} converges with an exponential rate as T ---t 00 to the limit under the assumption that jumps of the random walk are exponentially bounded.
Introduction
and the main result.
1.1. Let~,6,6, ... be a sequence of independent identically distributed random variables defined on a probability space (O,.r,P). Define a corresponding homogeneous Markov chain X = (XO,XI,X2, ••• ) such that
Let Px denote a distribution function which corresponds to the sequence X. In other words, the system Px, x E R, and X define a Markov family with respect to the flow of a-algebras (.rkh;~o, .ro = {0,O}, .rk = a{~I, ... ,~k}'
For the random walk under consideration we discuss the optimal stopping problem which consists of finding the "value" function (1) V(x)= sup Exg(X.,)I{7<00},
XER, where g( x) is a measurable function, I{-} is the indicator function, and the supremum is taken over the class 9)1;;" of all stopping times 7 with values in [0,00] with respect to (.rkh~o' We call a stopping time 7" optimal if
We impose the following basic conditions on the random walk X and the function g(x): It is well known (see, e.g., [4] , [11] ) that under very general assumptions on g(x) the solution of problem (1) can be characterized as follows: V(x) is the least excessive majorant of the function g(x), i.e., the smallest function U = U(x) with the properties
U(x)~g(x), U(x)~TU(x),
where TU(x) = Ex U(X1) = EU(x + e).
It is also well known (see, e.g., [11] ) that if the stopping time
is finite Px-a.s. for any x E R, then under very general assumptions on g(x) it is optimal in the class rot~.
There are far fewer results in the literature about the optimality of the stopping time T" = inf{k~0: x, ED"} such that, generally speaking, Px{ T" = oo} > 0 for some x E R (where D" = {x E R:
V(x) = g(x)} is the "stopping region" and we assume always that inf{0} = 00).
We consider the case in which a stopping time is not finite, but nevertheless it is optimal (in the class~).
Note that the results described in [4] , [11] , present only qualitative features of the solution of the optimal stopping problem for Markov families but they do not present an effective method for finding V(x) or for constructing the stopping region D". From this point of view it is always of interest to find both V(x) and D" in an explicit form. A list of papers with results of this type contains, in particular, [6] , where the existence of the optimal stopping time T" E rot;;" was proved for the case g(x) = x+ under the assumption that E{ < 0 and it was shown that it has the threshold form T* = inf{k~0: Xk~a"}, i.e., D" = {x E R: x~e"}. Here the value of the threshold a" as well as the function V(x) is completely determined by the distribution of the random variable So = 0 (we use everywhere, if possible, the same notation as in [6] ).
1.2.
The goal of this paper consists of the following: On the one hand we generalize the result of [6] to the case g(x) = (z ")" with n = 2,3, ... ; on the other hand we suggest a different (compare to [6] ) method for checking the optimality of the corresponding stopping times (which are of the threshold form as in [6] ).
To formulate the basic result we need the following definition.
Let 1] be a random variable such that Ee"Il'/1 < 00 for some A > O. Define the
The polynomials Qdy), k = 0,1,2, ... (defined with the help of the "generating" function e Uli jEeUl'/) are called Appell polynomials (also known as Sheffer polynomials; see, e.g., [13] ). The polynomials Qk(Y) can be represented with the help of the cumulants "l, "2,·.· of the random variable "l. For example,
In fact, to define uniquely the polynomials Qk(Y), k = 1, ... , n, it is sufficient to assume that EI"lln < 00. Under this assumption, (3) k~n (this property is also used sometimes as the definition of Appell polynomials). Note also that decomposition (2) implies that for any x E R, Y E R, and k = 1,2, ...
We shall always use Appell polynomials generated by the random variable M = Let a~be the largest real root of the equation (4) and
Then the stopping time T~is optimal: (5) furthermore,
Remark 1. For n = 1 and n = 2 ai = EM, a;
Some cases in which the distribution of M can be found in an explicit form are described in [2, section 19 ]; see also some examples in [14] concerning explicit formulas for crossing times through a level for an upper-continuous random walk. Usually, to find Vn(x) one needs, generally speaking, to know the distribution function of the random variable M. Numerical values of cumulants and the distribution function of M can be found with the help of Spitzer's identity (see, e.g., [12] ). Remark 2. The method used for the proof of Theorem 1 allows us also to obtain corresponding results for other reward functions g (x) . As an illustration we consider the case g(x) = 1 -ex + in Theorem 2 (see section 4 below). Note that in [6] the case g(x) = (eX -1)+ (with a discounting time factor) was studied too.
1.3.
The idea of the proof of Theorem 1 is the following.
Together with g(x) = (x+)n, we consider the function g(x) = z" and solve for this case the optimal stopping problem (7) Vn(x) = sup Exg(X.,.)!{T < oo}, TEffitw here~is the class of special stopping times of the form T = Ta, a~0, r« = inf{k~0: x,~a}.
Since on the set {Ta < oo} the equality g(X.,.J = g(X.,.J holds then, obviously, Vn(x)~Vn(x), as Vn(x) (see (5) ) is calculated over the class of stopping times §jig', which is larger than the corresponding class in (7) .
Based on properties of the Appell polynomials, it is possible to solve problem (7) completely. It turns out (see sections 2 and 3) that (8) and the optimal stopping time is Tn = Ta;. (in the class §jig').
Further, using again properties of the Appell polynomials, we manage to show that (9) Thus, taking into account the inequality Vn(x)~Vn(x), we get that Vn(x) = Vn(x) and the stopping time Tn = Ta;. is optimal in the class 9Jt~.
To carry out the indicated plan of the proof for Theorem 1 we have to list a number of auxiliary results for the maximum M = sUPk~OSk and some properties of the Appell polynomials. That will be done in section 2.-ln section 3 the auxiliary optimal stopping problem (7) will be discussed and the details of the proof for Theorem 1 will be given. In section 4 we present a number of remarks and, in particular, formulate and prove Theorem 2 on optimal stopping for the reward function g( x) = 1-e-x +. In the same section we will formulate and prove Theorem 3 about a rate of convergence as T -t 00 for the value function of the optimal stopping problem for the reward functions g(x) = (x+)n, n = 1,2, ... , and g(x) = 1 -e-x + on the finite interval {O, 1, ... ,T}. The left and right sides of (10) are finite due to the assumption about the finiteness of Ee AM • Equality (10) is implied by the fact that on the set {ua < oo} = {M~a} the inequalities Sk < SUa with k < Ua hold and, hence, the following equality holds:
Due to time homogeneity of sequence Sn this implies that M -SUa l~M. Besides, note that the random variable M -SUa does not depend on events from zr-algebra :Fk = u{6,.·· ,ed on the set {ua = k}. This implies (10) 
and this is equivalent to (11) .
(b) Let condition EeA~< 1 hold for some A > O. Then both parts of (11) are, obviously, differentiable with respect to the parameter u < A. Computing the nth derivative at the point u = 0 and using definition (2) of the Appell polynomials, we get (12) .
The fact that this relation holds also under the assumption E({+)n+l < 00 can be proved with the standard trick of "truncation" for jumps as follows.
Together with the original random walk Sk, k~0, we consider a random walk Sk N ) , k~0, generated by random variables ". LEMMA 4. Let E ({+)n+l < 00. Then (13) Proof At first assume that E eA~< 1 for some A > O. Then by Lemma 2 we have E e AM < 00, and it follows from the definition of the Appell polynomials that o~u < A, which implies (13) . The general case can be proved with the help of the "truncation" of jumps which has been described above.
Remark 3. The statement of Lemma 4 can be easily generalized to the case of Appell polynomials generated by an arbitrary random variable T/ such that E IT/In < 00: (14) for 0~Y < a~, and Qn(Y) is an increasing function for Y~a~.
Then Qn(Y) has a unique positive root a~such that a~, such that
Proof. For n = 1 the statement of this lemma holds as
For n~2, using property (3), we proceed by induction. At first we need to show that Qn(O)~0 for all n = 1,2, ....
Obviously, we have q(a,n)~0 for all a~O. By Lemma 3(b) with
Since by Lemma 4 E Qn(M) = 0, we have
Using (3), we get
O~x~a
and so
Since q(a, n)~0 and P{M < a}~P{M = O} > 0 (see Lemma 1 
where the function G(x) is such that
Then for all x
Proof. Inequality (16) is proved by the following chain of inequalities which exploit the property M l~(M +~)+ (see Lemma 1): Then for all x
TE!m:;"
Proof. Conditions (17) and (18) imply the fact that the function f(x) is an excessive majorant of g (x) . Now the required inequality is implied by Doob's theorem about preserving the supermartingale property under random stopping (see, e.g., [1] , [3] , [9] ).
Proof of Theorem 1. Let g(x) = (x+)n, g(x) = x n with the function Vn(x)
defined as in (7). At first we demonstrate the validity of (8) (8) is proved.
To complete the proof we need only check inequality (9) , that is, show that Vn(x)~Vn(x) (it has been already noted in section 1 that the opposite inequality is valid). To demonstrate this we consider the function
and apply Lemma 7 with g(x) = (x+)n. At first let us check condition (17) for
Hence, by Jensen's inequality and Lemma 4, 
furthermore,
Proof. We present here only a sketch of the proof, as it is similar to the proof of Theorem 1 (and even simpler). 
To complete the proof we need only check inequality (9) , that is, to show Vex)Ṽ ex). To do this consider the function
Condition (17) holds due to the Jensen inequality
Condition (18) where the supremum is taken over all stopping times T, T~T < 00, can be obtained numerically using the well-known method of "backward induction" (see details, e.g., in [4] , [11] ). For large T realization of this method could require a huge amount of calculations even for simple distributions. Therefore, it is of interest to estimate a rate of converyence of V(x,T) as T --+ 00 to the function V(x) described in Theorems 1 and 2. where Tb = inf{k~0: Xk~b} is the optimal stopping time for the value function V(x) with (by Theorem 1 or 2) the parameter b being equal to a~or a* accordingly to the form of the reward function g(x).
Below we shall show that is a nonnegative martingale with the expectation
Therefore, it can be used to construct a new measure A E 0'( U k~oFk) such that for each k~0 and a set A E Fk
(This is nothing else but the well-known Esscher transform.) With the notation given above we get . Theorem 3 is proved. Remark 6. The results of this paper can be generalized to the case of stochastic processes with continuous time parameter (that is, for Levy processes instead of the random walk). This generalization can be done by passage of the limit from the discrete time case (similarly to the technique used in [10J for pricing of American options) or by use of the technique of pseudodifferential operators (described, e.g., in monograph [3] in the context of Levy processes). 
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If EE rrPlfMEHEHIUĨ
Toeda npu ecez u~>. [8] , [2] , [6] , a TaIOKe pa60TY [9] 
Ee.\(M-s .•••)eus .•••I{a
'ITO 3KBHBaJIeHTHO COOTHOIlIeHHIO (11) . 
k=O OTCIOLlaJIerKO crrenyer (13 
. 
11 0 K a 3 a rr e n s c T B O. MhI HaMeTHM TOJIbKO cxesry .nDKaJaTeJIbCTBa, nOCKOJIbKY OHO aHaJIOrH'lHO .n;OKaJaTeJIbCTBY -reopesesr 1 (H nasee npome).
Ilycrr,
Ilrrs 3TOro 3aMeTHM, 'ITO no neMMe 3(a) C u = -1 crrpaaearraao paseacrao 'I'e zse paccyscnerraa, 'ITO H B .n;OKaJaTeJIbCTBe TeOpeMhI 1, nOKaJhIBaIOT, 'ITO q(a) .n;OCTHraeT MaKCHMYMa B TO'lKe a = a* H rrpa 3TOM
YT06hI aaaepnnrrs .n;OKaJaTeJIbCTBO,HaM HY:lKHOTOJIbKO rrposeprrrs
Ycnoaae (17) BhInOJIHeHO no HepaBeHCTBy HeHceHa:
Ycnosae (18) BhInOJIHeHO ,lIIDI <PYHl<Ium G(y) = (1 - Ee u { = e"'(u) (u < 9 = sup{u~0: t/J{u) < oo}). ABTOPbl rrpH3HaTeJIbHbl E. IIlmuoKHKawBHJm: sa 06cy)l(J:leHHe pe3YJIbTaTOB pa60Tbl. IIepBblH aBTOp TaK)I{e rrpH3HaTeJIeH Y. Miyahara H A. Shimizu sa rro.zurepX<Ky H .IlHCKYCCHH BO BpeMR BH3HTa B Nagoya City University.
