Abstract. Approximate rules for evaluating linear functionals are often obtained by requiring that the rule shall give exact value for a certain linear class of functions. The parameters of the rule appear hence as the solution of a system of equations. This can generally not be solved exactly but only "numerically." Sometimes large errors occur in the parameters defining the rule, but the resultant error in the computed value of the functional is small. In the present paper we shall develop efficient methods of computing a strict bound for this error in the case when the parameters of the rule are determined from a linear system of equations.
Introduction.
In this paper we shall analyze mechanical quadrature rules and interpolation formulae which have been determined numerically by means of solving a linear system of equations. These processes can often not be carried out exactly and we want to study the errors in the computed value of the functional which thereby arise.
In Section 2 we give a general formulation of rules which can be found by using the method of undetermined coefficients and we outline a computational process which delivers a strict bound for the effect of computational errors on the value of the functional.
In the last section we treat so-called Newtonian feasible rules (defined in that section), a class of formulae which contains the Lagrangian and Hermitian rules as special cases. These rules have the pleasant property that they can be computed by a small number of multiplications and divisions. We give a general theoretical result on bounds for computational errors by the use of such rules and illustrate with examples that it is possible to solve problems in integration and summation of series in an efficient fashion by using the algorithms in [2] .
2. A General Class of Linear Rules. We introduce some notations which will be used in this section. Let 
■ -i
We shall require that the coefficient matrix of the linear system (2.2) is regular.
In order to clarify the discussion, we distinguish between two sources of error: (a) Truncation or discretization error. This is the difference between Lif) and L(/), an exactly computed approximation to L(f).
(b) Computation error. This is the difference between Iff), the quantity given by a formula and the quantity which we obtain by evaluating this formula using finite precision arithmetic.
In the present paper we shall study the behaviour of computational errors (and not errors of the first kind).
The formulation (2.1), (2.2) applies for many familiar problems. We give some examples. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
It is possible to generalize (2.1) and (2.2) further by replacing the interval [a, b] by other types of sets. Therefore, the results of this section can be extended to the rules treated in [1] and [5] .
We consider the general task: Let A be a regular matrix, n by n, b, x and d ndimensional vectors. Compute Proof Since x is assumed to be known, e is computed from (2.9). Hence, the assertion is established by application of Lemma 2.1 on the dual problems (2.10); (2.11) and (2.12), (2.13).
The formulation (2.10), (2.11) can be used only if the residual vector e is known with good relative accuracy. This often requires that « is evaluated with arithmetic operations in a higher precision than that which was used during the solution of the main problem (2.3), (2.4) . This drawback is eliminated if one uses (2.12), (2.13) for estimating a bound for the computational error.
By direct specialization of Theorem 2.1 we establish the principal result of this section:
Theorem 2.2. Let (2.2) have a regular coefficient matrix and let mui= 1, 2, • • ■ , n, be an approximate solution of (2. In order to use (2.15) we need only bounds on |er| and T. The latter quantity will later be referred to as the error factor. In the next section we will give a theorem which expresses r in terms of the higher derivatives of / if the rule defined by (2.1), (2.2) belongs to a certain class. The error analysis can be carried out in an analogous manner for the case when (2.7), (2.8) are used instead of (2.1), (2.2).
3. Newtonian Feasible Rules. Definition 3.1. Let fr he given by /r(r) = f'1, r = 1, 2, • • • , n. The solution of (2.2) is then the coefficients of a polynomial Q of degree less than n. (2.1), (2.2) are said to define a Newtonian feasible rule if we can associate with (2.1), (2.2) n arguments (not necessarily distinct) in such a manner that Q can be expressed by means of Newton's interpolation formula with divided differences.
Example. n = 6, US) = m,/(0) + m2fiO) + m,/"(0) + iw4/(l) + mbf(\) + m./"(l).
This is a Newtonian feasible rule since we can introduce the six arguments: 0, 0, 0, 1,1,1. If / has two continuous derivatives we can express these in the form of confluent divided differences.
Counterexample.
n = 2, US) = «i/(0) + m2f'(l).
This is not a Newtonian feasible rule since we need the three arguments 0, 1, 1 to express /(0) and /'(I) m the f°rm of divided differences but n is only 2. Still, (2.2) has, in this case, the unique solution m, = 1, m2 = 1. We now prove the general result. But the sum of coefficients of Q is Q(l). Hence, the assertion follows.
We observe that equality holds in (3.1), e.g., if *, < 0,*: = x2 = ••• = *" and /(r_J>(x,)/(r -1)! = d"
We conclude our analysis by discussing a few numerical examples. All of these were run on Stanford's IBM 360/67. Its Algol W compiler represents floating numbers in the form z = x'-16* , where x7 is allotted 24 bits in single precision, 56 bits in double. Furthermore, x" is (if possible) so selected that 1/16 ^ |x'| á 1.
In all of our examples we work with Newtonian feasible rules. If one has to evaluate an expression in order to get input data such as abscissae and moments this is done in double precision. These data are afterwards truncated to single precision. This procedure was adopted in order to insure that the abscissae and moments were represented in full single precision, independently of the manner in which they were obtained.
The quadrature rules appearing in the examples were computed by means of the algorithms given in [2] . The error bounds were estimated according to (2.15). The residuals were computed by means of double precision arithmetic. Thus they were obtained in full relative precision.
The accumulations to form the scalar products which give the computed value of the functional were done in double precision. During this computation the fact was utilized that the product of two single precision numbers is delivered in double precision by this particular machine and compiler. It goes without saying that a more efficient use (but one more difficult to report) could have been made of the available resources. The formula derived directly from (2.14) would presumably give smaller but still strict error bounds. The computed value of the error factor r indicates that the total error is bounded by a rather moderate multiple of the largest residual. This could be reduced most efficiently by using double precision arithmetic during the evaluation of the weights of the pertinent quadrature rule. 1.9-10"8 7.9-10-7 1.0-10"' * In this and following examples "error" refers to the error in the computed value of the functional caused by the fact that the weights of the rule are determined numerically, not exactly.
The example illustrates the fact that, although the weights are not very well determined, the bound for the contribution to the error in the computed value caused by this may be rather small. The circumstance that for 3, 6 moments the observed difference between the computed integral and x/4 is larger than the bound must be ascribed to the influence of the truncation error.
The previous example illustrates a situation where quadrature rules are well known and codes which include abscissae and weights exist. The incentive to reframe the problem ab initio is lacking.
Examples of problems for which this is not the case include integrands with numerically inconvenient weighting functions. Other examples occur in the summation of special series. For example, Example 3.2. Evaluate s = £"., (- Some further numerical examples are given in [3] .
