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a b s t r a c t
For ordinary differential systems, the study of A-stability for a numerical method reduces
to the scalar case by means of a transformation that uncouples the linear test system
as well as the difference system provided by the method. For stochastic differential
equations (SDEs), mean-square stability (MS-stability) has been successfully proposed
as the generalization of A-stability, and numerical MS-stability has been analyzed for
one-dimensional equations. However, unlike the deterministic case, the extension of
this analysis to multi-dimensional systems is not straightforward. In this paper we give
necessary and sufficient conditions for the MS-stability of multi-dimensional systems
with one Wiener noise. The criterion presented does not depend on any norm. Based
on the Routh–Hurwitz theorem, we offer a particular criterion of MS-stability for two-
dimensional systems in terms of their coefficients. In addition, a counterpart criterion of
MS-stability is given for numerical schemes applied to multi-dimensional systems. The
MS-stability behavior of a stochastic numericalmethod is determined by the comparison of
its stability region with the stability region of the system. As an application, the numerical
MS-stability of θ-methods applied to bi-dimensional systems is investigated.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Stochastic differential equations (SDEs) have become an important tool inmany scientific areas owing to their application
formodeling dynamical systems. As a consequence, there is increasing interest in developing numerical methods for solving
SDEs. The numerical stability of these methods has mainly been analyzed for scalar SDEs, see e.g. [1–6]. In this paper we are
interested in the study of the numerical stability of stochastic schemes applied to multi-dimensional SDEs, see e.g. [7]. As
for other stochastic concepts, one expects that stochastic stability would prove to be an extension of the deterministic case.
It is well-known that the study of linear A-stability for ordinary differential equations (ODEs) can be reduced to the scalar
case by means of a transformation that uncouples the test system as well as the difference system given by the method, see
e.g. [8]. For SDEs, in the scalar case Saito and Mitsui [6] have considered a linear test equation with one multiplicative noise
and have proposed the concept of numerical MS-stability as the generalization of A-stability. In addition they analyzed the
MS-stability domains of a number of schemes. Following this line, Higham [4,5] studied MS-stability of scalar θ-methods
for equations with one noise, and Buckwar and Sickenberger [1] studied those with several noise terms. However, unlike
the deterministic case, the scalar stochastic analysis cannot be directly extended to multi-dimensional systems because in
the stochastic linear test equation there are two matrices – one for the drift and one for the diffusion coefficients – and
hence, in general, at most one of them can be assumed to be diagonal. Only in the simultaneous diagonalizable case does the
analysis reduce to the study of a scalar SDE; see [9]. Several attempts have been made by Mitsui and Saito to extend their
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results to multi-dimensional systems, see [10,11], providing only sufficient conditions as the stability criterion. Another
important drawback of their solution, also found in [12], lies in the dependence of the results on the specific matrix norm
used. In this paper we propose new criteria with necessary and sufficient conditions for the MS-stability of the linear test
equation (Section 3) and for the numerical approximation (Section 5), which, in addition, do not depend on the chosen norm.
In Section 4, the criterion of MS-stability in the two-dimensional case is converted into a set of necessary and sufficient
conditions in terms of the coefficients of the linear test system matrices. As an application, in Section 6, the numerical
MS-stability of bi-dimensional θ-methods is investigated. We extend the scalar case results in [4,5], concluding that bi-
dimensional θ-methods for θ ≥ 1/2 preserve the MS-stability of the linear test equation. A similar result can be found
in [13], where a bi-dimensional linear test equation with two independent noises was used.
2. Preliminaries
In this section we introduce some notation and definitions for later use. Consider the d-dimensional SDE of Itô type
given by
dXt = f (t, Xt) dt + g(t, Xt) dWt ,
Xt0 = c,
(1)
where c is a constant vector;W is the standard scalar Wiener process, and the coefficients f = f (t, x) and g = g(t, x)with
t ∈ [t0, T ], x ∈ Rd, satisfy the assumptions of the existence and uniqueness theorem, see [14], and are continuous with
respect to t . Let us also assume that f (t, 0) = 0 and g(t, 0) = 0 for t ≥ t0. Notice that this implies that the process Xt ≡ 0,
called the equilibrium position, is the (unique) solution of (1) with c = 0.
Definition 1 ([14,15]). The equilibrium position is said to be stable in mean square if for every ε > 0 there exists a δ > 0
such that
sup
t0≤t<∞
E∥Xt(c)∥2 ≤ ε for ∥c∥ ≤ δ.
And it is said to be asymptotically stable in mean square if it is stable in mean square and if for all c in a neighborhood of
x = 0
lim
t→∞ E∥Xt(c)∥
2 = 0.
Replacing in the above expressions E∥Xt(c)∥2 by ∥E[Xt(c) Xt(c)′]∥, one can say that the equilibrium position possesses a
stable second moment or an asymptotically stable second moment, respectively.
It can be shown, see [14], that stability in mean square (MS-stability) is equivalent to the stability of the second moment.
3. Linear MS-stability
The linear stability theory for ordinary differential equations starts from a simple test system, whose solutions tend to
zero as t tends to infinity and seek the conditions for the numerical scheme to behave similarly. The usual test system,
see [8], is of the form
x′ = Ax,
where A is a constant matrix with different eigenvalues λ1, . . . , λd ∈ C, all of them in the negative half-plane. In this case
there exists a non-singular matrix T such that T−1AT = diag[λ1, . . . , λd], and the transformation x = Tz uncouples both
the test system and the difference system produced by the use of a numerical scheme. Thus the analysis of stability for
multi-dimensional systems can be reduced to the study of scalar test equations. As an extension, in the stochastic case, a
linear SDE
dXt = A Xt dt + B Xt dWt (2)
with A, B real matrices and A fulfilling the above condition, can be considered. Notice that, in general, the transformation
T does not diagonalize B, i.e., the matrices A, B are not simultaneously diagonalizable (SD). The SD case has been analyzed
in [9].
Following Arnold [14], the second moment P(t) = E[Xt X ′t ] = (pij(t)) of the solution of (2) satisfies the equation
dP(t)
dt
= AP(t)+ P(t)A′ + BP(t)B′, (3)
and theMS-stability of the equilibrium position of (2) is identical to the stability of the secondmoment P(t), which in turn is
equivalent to the stability of the trivial solution of the ordinary differential system (3). Since P(t) is symmetric, (3) reduces
to a linear system of d(d+ 1)/2 differential equations of the form
dY
dt
=MY , (4)
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where the components of the vector Y are the different pij = E[X it X jt ]. For example, if d = 2, A = (aij) and B = (bij), then
(4) can be written as:
dp11(t)
dt
dp22(t)
dt
dp12(t)
dt
 =
 2a11 + b211 b212 2(a12 + b11b12)b221 2a22 + b222 2(a21 + b21b22)
a21 + b11b21 a12 + b12b22 a11 + a22 + b12b21 + b11b22
p11(t)p22(t)
p12(t)

. (5)
Therefore, the asymptotic mean-square stability of test system (2) is identical to the ordinary stability of the equilibrium
position Y ≡ 0 of the linear system (4), which is equivalent, see e.g. [16], to the condition that all the eigenvalues ofM lie
in the left half-plane. Denoting by σ(M) the spectrum of the matrixM and
ν(M) := max{ℜ(λ) : λ ∈ σ(M)}
its spectral abscissa, we arrive at the criterion:
Proposition 1. The linear test system (2) is asymptotically MS-stable if and only if ν(M) < 0.
Example 1. Let us assume, see [9], that
A =

0 1
β γ

, B =

α 0
0 α

with α, β, γ ∈ R. Thus
M =
α2 0 20 2γ + α2 2β
β 1 γ + α2

has eigenvalues α2 + γ , α2 + γ ±4β + γ 2. As a consequence
ν(M) =

α2 + γ +

4β + γ 2 if 4β + γ 2 > 0
α2 + γ if 4β + γ 2 ≤ 0
andwemay conclude that these problemswould beMS-stable if and only if 4β+γ 2 ≤ 0 andα2+γ < 0, or 4β+γ 2 > 0 and
α2+γ +4β + γ 2 < 0. Komori andMitsui [9] propose the case of α = 3, β = −100, γ = −25; since 4β+γ 2 = 225 > 0
and α2 + γ +4β + γ 2 = −1 < 0, the problem is stable.
Notice that by dropping the noise in this problem, i.e. taking α = 0, the ODE x′ = Ax is stable when 4β + γ 2 ≤ 0 and
γ < 0 or 4β + γ 2 > 0 and γ +4β + γ 2 < 0. Thus, once the values of γ , β have been fixed such that the ODE is stable,
the introduction of a noise gives a stable or unstable SDE, depending on its intensity α. For example, γ = −4, β = −5 gives
a stable ODE (4β + γ 2 < 0), and the SDE obtained by introducing a noise of intensity α is stable if and only if−2 < α < 2.
The set of pairs of matrices A, B that provide MS-asymptotically stable systems
DSDE = {A, B ∈ Rd×d : ν(M) < 0}
will be called the domain of MS-stability of the test SDE (2).
Remark 1. SinceM is a real matrix, using the Routh–Hurwitz criterion, see [17], the condition ν(M) < 0 can be verified in
terms of the coefficients ofM, without an explicit computation of its eigenvalues.
4. MS-stability of bi-dimensional schemes
Following [11] in this section, we shall assume that d = 2 and that A is a diagonal matrix, i.e., the 2× 2 test system is of
the form
dXt =

λ1 0
0 λ2

Xt dt +

α1 β1
β2 α2

Xt dWt (6)
with parameters λi, αi, βi ∈ R, i = 1, 2. In this case, we have (4)–(5) with
M =
2λ1 + α21 β21 2α1β1β22 2λ2 + α22 2α2β2
α1β2 α2β1 λ1 + λ2 + α1α2 + β1β2
 . (7)
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First, notice that the concept of MS-stability and the criterion given in Proposition 1 overcome the drawbacks of the
corresponding concept and criterion ofMS-stabilityw.r.t. a logarithmic norm given in [11]. On the one hand, the condition in
Proposition 1does not dependon anynorm; on the other hand, it is a necessary and sufficient condition. Since ν(M) ≤ µ(M)
for any logarithmic normµ, one has that the conditionµ(M) < 0 for a logarithmic normµ is sufficient (but not necessary)
for the convergence to the zero solution. In particular, the criteria based on µ1, µ2, µ∞ logarithm norms given in [11] may
be unable to decide in some cases, as illustrated in the following example:
Example 2. If
A =
−100 0
0 −1

, B =

0 2
9 0

we have
M =
−200 4 0
81 −2 0
0 0 −83

,
σ (M) = {−101 − 45√5,−83,−101 + 45√5} and ν(M) = −101 + 45√5 < 0. Accordingly, the equation is
asymptotically MS-stable. However the criteria of MS-stability w.r.t. µp in [11] do not decide for p = 1, 2,∞ because
µ2(M) = −101+
√
46 429/2 > 0, µ1(M) = 2 > 0 and µ∞(M) = 79 > 0.
Using the Routh–Hurwitz theorem, we can give an especially easy to check criterion. The characteristic polynomial of the
matrixM given in (7) is
P(x) = det(xI −M) = x3 + a2x2 + a1x+ a0 (8)
where
a2 = −α21 − α1α2 − α22 − β1β2 − 3(λ1 + λ2);
a1 = α31α2 − β21β22 + 2β1β2(λ1 + λ2)+ α22(−β1β2 + 3λ1 + λ2)
+α21

α22 − β1β2 + λ1 + 3λ2
+ 2 λ21 + 4λ1λ2 + λ22+ α1α2 α22 + 2(λ1 + λ2) ;
a0 = β31β32 + 2β1β2λ1

α22 − 2λ2
+ β21β22 (λ1 + λ2)− α31α2 α22 + 2λ2
− 2λ1(λ1 + λ2)

α22 + 2λ2
− α1α2 3β21β22 + 2λ1 α22 + 2λ2
−α21

α22(−3β1β2 + λ1 + λ2)+ 2λ2(−β1β2 + λ1 + λ2)

.
(9)
According to the Routh–Hurwitz criterion and Proposition 1, we have
Proposition 2. The two-dimensional test system (6) is asymptotically MS-stable if and only if a2 > 0, a0 > 0 and a2a1 > a0,
with a2, a1, a0 given in (9).
As an application, for the system of Example 2 we have a0 = 6308 > 0, a2 = 285 > 0, a2a1 − a0 = 4 793 662 > 0,
confirming that the equation is MS-stable.
Particular simple expressions of the criterion can be given in the simultaneously diagonalizable (SD) case and in the
special cases introduced in [11]: the singly anti-diagonal (SAD) and the singly diagonal anti-diagonal (SDAD) systems, whose
equations are given in (6) with respective diffusion matrices
BSD =

α1 0
0 α2

, BSAD =

0 β
β 0

, BSDAD =

α β
β α

.
Notice that for the SD and SAD test systems the matrixM in (7) becomes
MSD =
2λ1 + α21 0 00 2λ2 + α22 0
0 0 λ1 + λ2 + α1α2
 , MSAD =
2λ1 β2 0β2 2λ2 0
0 0 λ1 + λ2 + β2
 ,
respectively. Thus, in agreement with [1,11], we have
Corollary 3. In the SD case, the two-dimensional test system (6) is asymptotically MS-stable if and only if maxi=1,2{α2i + 2λi}
< 0.
Proof. Since
σ(MSD) = {2λ1 + α21, 2λ2 + α22, λ1 + λ2 + α1α2}
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and λ1 + λ2 + α1α2 ≤ max{2λ1 + α21, 2λ2 + α22}, then
ν(MSD) = max{2λ1 + α21, 2λ2 + α22},
and Proposition 1 leads to the conclusion. 
Remark 2. SinceMSD = diag[A, B, C] with A = 2λ1 + α21, B = 2λ2 + α22 and C = λ1 + λ2 + α1α2, in the SD case the
coefficients of P(x) in (8) are a0 = −ABC, a1 = AB + AC + BC , a2 = −(A + B + C) and the Routh–Hurwitz conditions of
Proposition 2 for the SD case give:
a2 = −(A+ B+ C) = −α21 − α1α2 − α22 − 3λ1 − 3λ2 > 0;
a0 = −ABC = −(α21 + 2λ1)(α22 + 2λ2)(α1α2 + λ1 + λ2) > 0;
a1a2 − a0 = −(A+ B)(A+ C)(B+ C)
= −(α21 + α22 + 2λ1 + 2λ2)(α21 + α1α2 + 3λ1 + λ2)(α22 + α1α2 + λ1 + 3λ2) > 0.
These three conditions are equivalent to ν(MSD) = max{A, B, C} = max{2λ1 + α21, 2λ2 + α22} < 0.
Corollary 4. The system (6) in the SAD case is asymptotically MS-stable if and only if
λ1 + λ2 +

β4 + (λ1 − λ2)2 < 0. (10)
Proof. It is easy to see that
σ(MSAD) =

λ1 + λ2 + β2, λ1 + λ2 ±

β4 + (λ1 − λ2)2

.
Thus ν(MSAD) = λ1 + λ2 +

β4 + (λ1 − λ2)2, and the assertion follows from Proposition 1. 
Remark 3. In the SAD case, in agreement with the scheme
µ∞(MSAD) < 0 H⇒ ν(MSAD) < 0⇐⇒ Condition (10) holds,
it can be shown algebraically that condition (7) of [11] implies the condition of MS-stability in Corollary 4. The reverse,
however, is not true. Example 1 in [11] gives that λ1 + λ2 +

β4 + (λ1 − λ2)2 = −101 +
√
9817 < 0, whereas
µ∞(M) = 2 > 0. Recall that, as said above, the conditions in [11] using logarithmic norms are sufficient but not necessary
for MS-stability.
The MS-stability domain of a SAD system can be identified with theMS-stability region
SSAD = {(λ1, λ2, β) ∈ R3 : condition (10) holds}.
A geometrical representation of SSAD can be obtained in R3(x,y,z), taking
x = λ1∆, y = λ2∆, z = β2∆ (11)
with any∆ > 0. Condition (10) of MS-stability becomes
x+ y+

z2 + (x− y)2 < 0 (12)
where z > 0. The set of points satisfying (12) is the solid limited by the grid shown in Fig. 1.
Finally, from the Routh–Hurwitz conditions, for the SDAD case we have:
Corollary 5. The system (6) in the SDAD case is asymptotically MS-stable if and only if
(i) −3(λ1 + λ2)− β2 − 3α2 > 0;
(ii) (β2 + λ1 + λ2)(β4 − 4λ1λ2)− α6 + 3α4(β2 − λ1 − λ2)− α2(3β4 − 2β2(λ1 + λ2)+ 2(λ21 + 4λ1λ2 + λ22)) > 0;
(iii) −(λ1 + λ2)(4β2(λ1 + λ2)+ (3λ1 + λ2)(λ1 + 3λ2))− 4α6 − 12α4(λ1 + λ2)− α2(−4β4 + 11λ21 + 26λ1λ2 + 11λ22 +
4β2(λ1 + λ2)) > 0.
For the general SDAD case it does not seem to be possible to calculate the eigenvalues of theMSDAD matrix. Notice also
that a visual representation of MS-stability regions would not be possible with the parameters λi, i = 1, 2, α, β appearing
in the linear test equation. To avoid this problem, we shall assume that λ1 = λ2 = λ, which does not involve any restriction
in the diffusion part of the equation. Under this hypothesis (called the SDAD* case)
MSDAD∗ =
2λ+ α2 β2 2αββ2 2λ+ α2 2αβ
αβ αβ 2λ+ α2 + β2

and
σ(MSDAD∗) = {2λ+ α2 − β2, 2λ+ (α − β)2, 2λ+ (α + β)2}.
Since 2λ+ α2 − β2 ≤ max{2λ+ (α − β)2, 2λ+ (α + β)2}, from Proposition 1 we conclude:
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Fig. 1. Geometrical representation of the MS-stability region of the test system (6) in the SAD case.
Fig. 2. Geometrical representation of the MS-stability region of the test system in the SDAD* case.
Corollary 6. The system (6) in the SDAD* case is asymptotically MS-stable if and only if
max{2λ+ (α − β)2, 2λ+ (α + β)2} < 0. (13)
The MS-stability domain of a SDAD* system can be identified with theMS-stability region
SSDAD∗ = {(λ, α, β) ∈ R3 : condition (13) holds}. (14)
A geometrical representation of SSDAD∗ can be obtained in R3(u,v,w), taking
u = λ∆, v = α√∆, w = β√∆ (15)
with any∆ > 0. Condition (13) of MS-stability becomes
2u+ (v − w)2 < 0; 2u+ (v + w)2 < 0. (16)
The set of points satisfying (16) is the solid limited by the grid shown in Fig. 2.
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5. Numerical MS-stability
We now aim to offer a criterion of numerical MS-stability. When a numerical method is applied with step∆ > 0 to solve
the linear test equation (2), a recurrence of the form
Xn+1 = F(∆,1Wn)Xn (17)
is obtained. By analogy with the definition for the SDE, we say that the numerical scheme is asymptotically stable in the
mean square sense for a selected step-size∆ > 0 if the numerical solution produced, {Xn}, satisfies
lim
n→∞ E∥Xn∥
2 = 0.
This condition is equivalent, see [14], to the stability of the second moment of Xn:
lim
n→∞ ∥E[Xn X
′
n]∥ = 0,
which in turn is equivalent to Y n → 0,where Y n represent a vectorwith the d(d+1)/2 different components E[X in X jn], i, j =
1, . . . , d. Taking expected values in the relation between X in+1 X
j
n+1 and X inX
j
n obtained from (17) gives a one-step difference
equation of the form
Y n+1 =M Y n. (18)
Since, see [16], Y n → 0 if and only if
ρ(M) < 1, (19)
where ρ(M) := max{|λ| : λ ∈ σ(M)} denotes the spectral radius of the matrixM,M is called the stability matrix of the
scheme and we can give the following:
Proposition 7. The numerical scheme applied with step∆ > 0 produces an MS-stable numerical solution iff the stability matrix
of the scheme satisfies ρ(M) < 1.
Remark. In [11], the conditions of numerical MS-stability with respect to ∥ · ∥p can be found. An important drawback of
these conditions is their dependence on the chosen norm. Notice also that given a matrix A, since ρ(A) ≤ ∥A∥ for any sub-
multiplicative norm, the conditions of MS-stability w.r.t. ∥ · ∥p, ∥M∥p < 1, given in [11] are sufficient, but not equivalent,
for numerical MS-stability.
Given∆ > 0, the set of pairs of matrices A, B for which a method applied with step∆ produces a MS-stable solution
SM(∆) = {A, B ∈ Rd×d : condition (19) holds}
will be called the domain of MS-stability of the method. A scheme will be called MS-stable if SM(∆) ⊆ SSDE for any∆ > 0,
that is, whenever the SDE is stable then so is the method applied with any step-size.
6. Numerical MS-stability of θ-methods
In the autonomous scalar case, Higham [4] showed how θ-methods, obtained by the introduction of implicitness in the
drift of Euler scheme,
Xn+1 = Xn + (1− θ)f (Xn)+ θ f (Xn+1)+ g(Xn)1Wn,
are semi-implicit schemes that show better stability behavior with the increase in θ ∈ [0, 1]. In the bi-dimensional case,
we shall consider the counterpart semi-implicit schemes
X1n+1
X2n+1

=

X1n
X2n

+

1− θ1 0
0 1− θ2

f 1(Xn)
f 2(Xn)

+

θ1 0
0 θ2

f 1(Xn+1)
f 2(Xn+1)

∆+

g1(Xn)
g2(Xn)

1Wn, (20)
with θ1, θ2 ∈ [0, 1]. Note that θ1 = θ2 = 0 give the Euler scheme and θ1 = θ2 = 1 gives a fully implicit drift scheme.
Applying (20) to the test system (6) leads to (18), with Y n = (E[(X1n )2], E[(X2n )2], E[X1nX2n ]) and
M(θ)
=

α1
2∆+ (1+ (1− θ1)λ1∆)2
(1− θ1λ1∆)2
β1
2∆
(1− θ1λ1∆)2
2α1β1∆
(1− θ1λ1∆)2
β2
2∆
(1− θ2λ2∆)2
α2
2∆+ (1+ (1− θ2)λ2∆)2
(1− θ2λ2∆)2
2α2β2∆
(1− θ2λ2∆)2
α1β2∆
(1− θ1λ1∆)(1− θ2λ2∆)
α2β1∆
(1− θ1λ1∆)(1− θ2λ2∆)
α1α2∆+ β1β2∆+ (1+ (1− θ1)λ1∆)(1+ (1− θ2)λ2∆)
(1− θ1λ1∆)(1− θ2λ2∆)

.
(21)
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6.1. The SD case
In the SD case (β1 = β2 = 0) we have:
MSD(θ) =

α1
2∆+ (1+ (1− θ1)λ1∆)2
(1− θ1λ1∆)2 0 0
0
α2
2∆+ (1+ (1− θ2)λ2∆)2
(1− θ2λ2∆)2 0
0 0
α1α2∆+ (1+ (1− θ1)λ1∆)(1+ (1− θ2)λ2∆)
(1− θ1λ1∆)(1− θ2λ2∆)
 ;
since α1α2∆+ (1+ (1− θ1)λ1∆)(1+ (1− θ2)λ2∆)(1− θ1λ1∆)(1− θ2λ2∆)

≤ max

α1
2∆+ (1+ (1− θ1)λ1∆)2
(1− θ1λ1∆)2 ,
α2
2∆+ (1+ (1− θ2)λ2∆)2
(1− θ2λ2∆)2

,
condition (19) of numerical MS-stability of the θ-method in the SD case, becomes
max

α1
2∆+ (1+ (1− θ1)λ1∆)2
(1− θ1λ1∆)2 ,
α2
2∆+ (1+ (1− θ2)λ2∆)2
(1− θ2λ2∆)2

< 1,
i.e. the stability reduces to the MS-stability of the one-dimensional θi-methods applied to the scalar test equations dXt =
λiXt dt + αiXt dWt , i = 1, 2 respectively, see [1,6,9].
6.2. The SAD case
In the SAD case (α1 = α2 = 0, β1 = β2 = β), we have
MSAD(θ) =

(1+ (1− θ1)λ1∆)2
(1− θ1λ1∆)2
β2∆
(1− θ1λ1∆)2 0
β2∆
(1− θ2λ2∆)2
(1+ (1− θ2)λ2∆)2
(1− θ2λ2∆)2 0
0 0
(1+ (1− θ1)λ1∆)(1+ (1− θ2)λ2∆)+ β2∆
(1− θ1λ1∆)(1− θ2λ2∆)
 ,
with eigenvalues
r1 = (1+ (1− θ1)λ1∆)(1+ (1− θ2)λ2∆)+ β
2∆
(1− θ1λ1∆)(1− θ2λ2∆) ,
r±2 =
(1+ (1− θ1)λ1∆)2(1− θ2λ2∆)2 + (1+ (1− θ2)λ2∆)2(1− θ1λ1∆)2
2(1− θ1λ1∆)2(1− θ2λ2∆)2
±
[(1+ (1− θ1)λ1∆)2(1− θ2λ2∆)2 − (1+ (1− θ2)λ2∆)2(1− θ1λ1∆)2]2 + 4β4∆2(1− θ1λ1∆)2(1− θ2λ2∆)2
2(1− θ1λ1∆)2(1− θ2λ2∆)2 ,
and the numerical MS-stability condition (19) becomes max{|r1|, |r+2 |, |r−2 |} < 1. Since r1 ≤ r+2 and |r−2 | ≤ r+2 , the
asymptotic MS-stability of a θ-method is equivalent to conditions
− 1 < r1, r+2 < 1. (22)
We shall analyze the stability behavior of each θ-method with θ1 = θ2 = θ , comparing its MS-stability region
S(θ,θ)(∆) = {(λ1, λ2, β) ∈ R3 : conditions (22) hold}
with the MS-stability region SSAD of the problem.
Theorem 8. For all∆ > 0
S(θ,θ)(∆) ⊂ SSAD if 0 ≤ θ < 12 ;
S 1
2 ,
1
2
(∆) = SSAD;
S(θ,θ)(∆) ⊃ SSAD if 12 < θ ≤ 1.
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Proof. For the sake of simplicity, we shall write
M = 1+ (1− θ)λ1∆, N = 1+ (1− θ)λ2∆, R = 1− θλ1∆, S = 1− θλ2∆, F = β2∆.
With this notation
r1 = MN + FRS ; r
+
2 =
M2S2 + N2R2 +(M2S2 − N2R2)2 + 4F 2R2S2
2R2S2
.
We shall first prove that S(θ,θ)(∆) ⊆ SSAD if 0 ≤ θ ≤ 1/2. We have to see that conditions (22) imply condition (10) for a
(λ1, λ2, β) ∈ R3. Since r+2 < 1 we have that
(M2 − R2)(N2 − S2) > F 2 ≥ 0; (23)
S2(M2 − R2)+ R2(N2 − S2) ≤ 0.
These inequalities lead toM2 − R2 < 0 and N2 − S2 < 0, i.e.,
(1− 2θ)λ21∆2 + 2λ1∆ < 0, (1− 2θ)λ22∆2 + 2λ2∆ < 0.
Then λ1 < 0, λ2 < 0 and
(1− 2θ)(λ21 + λ22)∆+ 2(λ1 + λ2) < 0.
Hence
(1− 2θ)λ1λ2∆+ λ1 + λ2 ≤ 12

(1− 2θ)(λ21 + λ22)∆+ 2(λ1 + λ2)

< 0. (24)
Rewriting (23) as
β4 < λ1λ2(2+ (1− 2θ)λ1∆)(2+ (1− 2θ)λ2∆),
leads to
β4 + (λ1 − λ2)2 < λ1λ2(2+ (1− 2θ)λ1∆)(2+ (1− 2θ)λ2∆)+ (λ1 − λ2)2
= ((1− 2θ)λ1λ2∆+ (λ1 + λ2))2 .
From this last inequality, using (24)
β4 + (λ1 − λ2)2 < − ((1− 2θ)λ1λ2∆+ λ1 + λ2) ,
which gives
λ1 + λ2 +

β4 + (λ1 − λ2)2 < −(1− 2θ)λ1λ2∆ < 0,
and the first part of the proof is complete.
We shall now prove the inclusion SSAD ⊆ S(θ,θ)(∆) for 1/2 ≤ θ ≤ 1. If (λ1, λ2, β) satisfies (10) then λ1, λ2 < 0. Now,
condition−1 < r1 is equivalent to
−(1− θλ1∆)(1− θλ2∆) < (1+ (1− θ)λ1∆)(1+ (1− θ)λ2∆)+ β2∆,
which can be written
∆(2θ − 1)(λ1 + λ2) < 2+∆β2 + (1− 2θ + 2θ2)λ1λ2∆2. (25)
Since 1/2 ≤ θ ≤ 1 implies that 1/2 ≤ 1 − 2θ + 2θ2 ≤ 1, it is obvious that (25) holds, because ∆(2θ − 1)(λ1 + λ2) ≤ 0
whereas the term on the right of (25) is positive.
To see that r+2 < 1, using the above notation, we must prove that
(M2S2 − N2R2)2 + 4F 2R2S2 < 2R2S2 − (M2S2 + N2R2). (26)
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Fig. 3. Comparison between the MS-stability region of the SAD test equation (gridded) and the stability regions of θ-methods with θ1 = θ2 = 0 (top left),
1
4 (top right),
1
2 (bottom left) and 1 (bottom right).
Notice thatR2−M2 = −2λ1∆+(2θ−1)λ21∆2 > 0 and S2−N2 = −2λ2∆+(2θ−1)λ22∆2 > 0. Then2R2S2−(M2S2+N2R2) =
(R2 −M2)S2 + (S2 − N2)R2 > 0, and (26) is equivalent to
(M2S2 − N2R2)2 + 4F 2R2S2 < 2R2S2 − (M2S2 + N2R2)2 ,
which can be written as:
β4 < λ1λ2(2+ (1− 2θ)λ1∆)(2+ (1− 2θ)λ2∆). (27)
From (10), β4 < 4λ1λ2, and hence:
β4 < 4λ1λ2
≤ 4+ 2(1− 2θ)(λ1 + λ2)∆+ (1− 2θ)2λ1λ2∆2 λ1λ2
= (2+ (1− 2θ)λ1∆)(2+ (1− 2θ)λ2∆)λ1λ2,
which gives (27). 
Theorem 8 shows for 0 ≤ θ < 1/2 that if the SAD test equation is unstable then so is the θ-method for all∆ > 0. In the
case θ ≥ 1/2, Theorem 8 proves that whenever the SAD equation is stable then so is the θ-method for any ∆ > 0. These
results extend the MS-stability properties of one-dimensional stochastic θ-methods, see [4,5].
Using the variables defined in (11), a geometrical representation of the MS-stability region of each θ-method can be
obtained in R3(x,y,z) and compared with the MS-stability region of the SAD test system shown in Fig. 1. For example, if θ = 0
(Euler method), S(0,0)(∆) ⊂ SSAD for all∆ > 0. The MS-stability region of the Euler scheme (shaded solid) contained in the
MS-stability region of the test equation (grid solid) has been plotted in Fig. 3 (top left). In a similar way, Fig. 3 confirms that
for any∆ > 0, S
( 14 ,
1
4 )
(∆) ⊂ SSAD (top right), S( 12 , 12 )(∆) = SSAD (bottom left) and SSAD ⊆ S(1,1)(∆) (bottom right).
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6.3. The SDAD* case
For the SDAD* case, α1 = α2 = α, β1 = β2 = β and λ1 = λ2 = λ. If we restrict our attention to the behavior of
θ-methods with θ1 = θ2 = θ , (21) becomes
MSDAD∗(θ) =

α2∆+ (1+ (1− θ)λ∆)2
(1− θλ∆)2
β2∆
(1− θλ∆)2
2αβ∆
(1− θλ∆)2
β2∆
(1− θλ∆)2
α2∆+ (1+ (1− θ)λ∆)2
(1− θλ∆)2
2αβ∆
(1− θλ∆)2
αβ∆
(1− θλ∆)2
αβ∆
(1− θλ∆)2
α2∆+ β2∆+ (1+ (1− θ)λ∆)2
(1− θλ∆)2

with eigenvalues
s1 = (α
2 − β2)∆+ (1+ (1− θ)λ∆)2
(1− θλ∆)2 ;
s2 = (α − β)
2∆+ (1+ (1− θ)λ∆)2
(1− θλ∆)2 ;
s3 = (α + β)
2∆+ (1+ (1− θ)λ∆)2
(1− θλ∆)2 .
Now, thenumericalMS-stability condition (19) becomesmax{|s1|, |s2|, |s3|} < 1; since s2 ≥ 0, s3 ≥ 0 and |s1| ≤ max{s2, s3}
the asymptotic MS-stability of a θ-method is equivalent to conditions s2 < 1, s3 < 1, i.e.,
max{(α ± β)2∆+ (1+ (1− θ)λ∆)2} < (1− θλ∆)2,
which can be written
max{(α ± β)2 + 2λ+ λ2∆(1− 2θ)} < 0. (28)
To analyze the stability behavior of each θ-method, we compare its MS-stability region
S∗(θ,θ)(∆) = {(λ, α, β) ∈ R3 : condition (28) holds}
with the MS-stability region SSDAD∗ given in (14). Direct comparison between conditions (13) and (28) gives:
Theorem 9. For all∆ > 0, we have:
S∗(θ,θ)(∆) ⊂ SSDAD∗ if 0 ≤ θ <
1
2
;
S∗ 1
2 ,
1
2
(∆) = SSDAD∗;
S∗(θ,θ)(∆) ⊃ SSDAD∗ if
1
2
< θ ≤ 1.
For 0 ≤ θ < 1/2, given (λ, α, β) ∈ SSDAD∗, the θ-method is MS-stable if and only if
∆ < min
−2λ− (α ± β)2
λ2(1− 2θ)

.
For 0 ≤ θ < 1/2 Theorem 9 shows that (a) if the SDAD* test equation is unstable then so is the θ-method for all∆ > 0,
and (b) if the SDAD* is stable then so is the θ-method for a sufficiently small∆. In the case θ ≥ 1/2, Theorem 9 proves that
whenever the SDAD* equation is stable then so is the θ-method for any ∆ > 0. These properties are an extension of the
MS-stability of scalar stochastic theta methods presented in [4,5], which in turn is a direct generalization of deterministic
A-stability. A similar result in the bi-dimensional case with a test equation with two independentWiener noises is reported
in [13].
Using the variables defined in (15), a geometrical representation of the MS-stability region of each θ-method can be
obtained in R3(u,v,w); it can also be compared with the MS-stability region of the SDAD* test system shown in Fig. 2. For
example, if θ = 0 (Euler method), S∗(0,0)(∆) ⊂ SSDAD∗ for all ∆ > 0. The MS-stability region of the Euler scheme (shaded
solid) contained in the MS-stability region of test equation (grid solid) has been plotted in Fig. 4, top left. In a similar way,
Fig. 4 confirms that for any∆ > 0, S∗
( 14 ,
1
4 )
(∆) ⊂ SSDAD∗ (top right), S∗
( 12 ,
1
2 )
(∆) = SSDAD∗ (bottom left) and SSDAD∗ ⊆ S∗(1,1)(∆)
(bottom right).
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Fig. 4. Comparison between the MS-stability region of the SDAD* test equation (gridded) and the stability regions of θ-methods with θ = (0, 0) (top left),
( 14 ,
1
4 ) (top right), (
1
2 ,
1
2 ) (bottom left) and (1, 1) (bottom right).
7. Conclusions and future issues
In sum, we have studied MS-stability for multidimensional systems with scalar noise. Criteria that do not depend on any
normhave been proposed for the analysis of theMS-stability of the linear test equation and for the numerical approximation.
In addition, for two-dimensional systems, simple necessary and sufficient conditions of MS-stability depending on the
real parameters of the drift and diffusion matrices have been given. Finally, the numerical MS-stability of θ-methods has
been investigated. We plan to follow this work by extending this MS-stability analysis to systems of higher dimension and
addressing our research in stochastic linear systems with complex parameters in the drift and diffusion coefficients.
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