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INTRODUCTION
In the last decade, time-domain electromagnetic (TEM) methods have been gaining popularity in mineral exploration, because they have proven reliable for locating mineral de posits buried beneath deep, conductive overburden. However, TEM methods still lack interpretational aids, especially for a conductive environment.
Scaled physical modeling and numerical modeling for a complex body in a conductive host arc fundamentally impor tant in interpreting real data, as demonstrated in Lamontagne (1975) . Here, we develop a direct, time-domain numerical solu tion for a two-dimensional (2-D) body in a conductive half space in the presence of line sources. In practical application, the model can be used to simulate a large fixed-source system with the longest sides of the loop parallel to the local geologic strike and with measurements made along a profile perpen dicular to the center of the loop. Examples of such systems are the Newmont EM P, UTEM, Crone PEM, SIROTEM, and Geonics EM-37 (Nabighian, 1984) .
Except for UTEM, commercial TEM systems measure ap proximately the time derivative of the earth's response to a step function current in the loop. We calculate the magnetic field impulse response, which is equivalent.
Only afew other 2-D numerical solutions for TEM have appeared in the literature. Kuo and Cho (1980) solved the damped wave equation for a 2-D model using a finite-element approach, while Goldman and Stoyer (1983) computed axi symmetric models in the time domain by a finite-difference method. The solution we use modifies the method of Orista glio and Hohmann (1984) , who solved a 2-D diffusion equa tion using finite-differences. Oristaglio and Hohmann's (1984) total-field solution uses DuFort and Frankel's (1953) 
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is explicit and unconditionally stable. We modified the pro gr-am to solve for the secondary electric. field, which. gives a_ more efficient computation.
Advantages of solving for the secondary field rather than the total field were discussed in papers dealing with frequency domain solutions (Coggon, 1971; Lee and Morrison, 1985) . For example, Lee and Morrison pointed out that solving for the secondary field is necessary when dealing with a magnetic dipole source, because the source becomes singular when Maxwell's equations are reduced to a second-order electric field equation. Goldman and Stoyer (1983) also solved for the secondary field, defined slightly differently from ours, to avoid the singularity of the source field.
'''Ie first present the theory for the secondary field solution, and then discuss checks that verify the validity of the numeri cal results. However, our primary objective is to provide inter pretation insight for TEM by analyzing a suite of 2-D models.
The main limitation of our analysis is that current channeling effects are not included; 2-D responses are purely inductive.
THEO~ETlCAL FORMULATlO~
Assume that all fields are governed by Maxwell's equations, which for an electric source, jp(r, t) , are Db V x e(r, t) = --(r, t),
(1) at and v x b(r, t) = cre(r, t) + £ ~e (r, t) + jp (r, 1). where, for geophysical purposes, we assume II = llo every where, so b = J.1o h, and displacement current can be neglected.
With the source turned off at t = 0 and with proper boundary conditions, equation (3) is an initial-value problem that ean be solved for the total electric field in the earth. However, to increase efficiency, the problem can he refor mulated in terms of primary and secondary fields through the decomposition e = eP + e', and
where e" and h P are the primary fields present in a homoge neous earth (a half-space). For line sources parallel to strike on a half-space, eI' satisfies
where 0'* is the conductivity of the half-space. For a step function current, equation (4) has an analytical solution (Ori staglio, 1982) .
Subtracting equation (4) (Wait, 1971; Oristaglio. 1982) . The time de rivative of the primary field is equivalent to the elastic field caused by an impulse current. For one line source, it is ?e;' e'_ l{ , II' _,
where the function F in the brackets is Dawson's integral, o= (~~~* Yi2, and t is the time in seconds, G* is the conductivity of the half-space, and J.1o is the permeability.
Equation (5) is much simpler to solve numerically than equation (3), because it excludes the primary sources, which are singular at I = 0 and which thus demand fine dis cretization near their locations. In addition, the secondary field generally is smooth ami decays rapidly away from the body. permitting use of a coarse grid and a simple boundary condition in the earth. The ability to use a coarse grid is important, because it also allows a large time step, which is related to the grid size as imposed by the consistency con dition in the numerical method.
As shown in Oristaglio and llohmann (1984) , the DuFort Frankel method retains its diffusive (parabolic) nature if the condition
is satisfied. Here ~t is the time step and !:i.x is the spatial step. The inequality is for a uniform grid (Lix = ~z). For a complex 
0-1

Two-dImensional TEM Responses
model with a nonuniform grid, however, we may use small At for early-time computation and increase it gradually as the computation proceeds. Detailed discussion of this point was given in Oristaglio and Hohmann (1984) . For example, a typi cal model with host resistivity of 300 n .m was computed with an initial time step 1.0 x 10-7 s. This time step was increased gradually after a few hundred iterations, and a total of 2 000 iterations was required to compute the responses up to 35 ms. This computation took about 40 minutes CPU time on a UNIVAC 1100/61 computer. The typical grid used was 80 x 40 nodes, consisting of a fine and uniform grid within the area of interest, and a coarse and nonuniform grid toward the boundaries. For a model with overburden, we had to use the overbur den conductivity as the background conductivity and treat the substratum as an anomalous body. Ideally, in modeling a body beneath overburden, we would use a primary field from a two-layered earth; however, there is no analytic solution for it.
The initial conditions (the DuFort-Frankel scheme requires two such conditions, e.g., the fields at t = 0 and at t = l[) can be set to zero. This is a reasonable assumption for a deeply buried inhomogeneity or for a very small initial time step. The total field is obtained simply by adding the secondary field to the primary field.
Unlike the total-field solution, the secondary field solution also permits use of a coarse grid in computing the boundary values at the air-earth surface by the upward continuation method (Oristaglio and Hohmann, 1984) and use of either a homogeneous Dirichlet or a homogeneous Neumann bound ary condition in the earth. The secondary field solution does -:
..... require calculating the primary field at nodes inside an inho mogeneity at each time step, but this can be done efficiently by using the analytical solution [equation (6)]. Our tests show that for approximately the same accuracy, the secondary field solution requires about one-fifth of the computer time needed for the total field solution. We also investigated use of an absorbing boundary condition for boundaries in the earth in order to reduce the grid size. An absorbing boundary con dition is one that absorbs energy incident at the boundaries without reflecting it back into the computational domain. A theory of an absorbing boundary condition for the diffusion equation is given in the Appendix, along with an explanation of our numerical test of the method which was not successful, The actual boundary condition used is described next.
NUMERICAL CHECKS
Before proceeding to the model studies, we present some tests that were carried out to validate the computer program. Figure 2 shows a comparison of 2-D responses computed by our direct time-stepping method and by Fourier transforming the frequency-domain response, which was calculated with an integral-equation method (Hohmann, 1971) . The Fourier transformation was done using an inversion program for the decay spectrum developed in Tripp (1982) , which requires data at only nine frequencies, sampled logarithmically within four decades of frequency (0.1-1 000 Hz). As shown in Figure 2 , the agreement is reasonable.
The second check, shown in Figure 3 , is a comparison of the response of a two-layer model computed by our method with responses computed by M. Nabighian (pers. comm.) for a very Because this model has no simple boundary condition for grid boundaries in the earth, we experimented with various approximate boundary conditions (Figure 3 ). At boundaries, we set (1) the normal derivative of the field equal to zero (homogeneous Neumann boundary condition), (2) the field equal to zero (homogeneous Dirichlet boundary condition), or (3) the field equal to that of two line sources, if the earth were homogeneous with conductivity of the second layer (substra tum). All these boundary conditions give reasonable results up to about 20 ms; after 20 ms the homogeneous Neumann boundary condition gives a slightly better approximation to Nabighian's solution. As shown in Figure 3 , the agreement between the responses for a large loop and for two-line sources is good up to about 25 ms, which is the usual range of interest in TEM exploration. The small-loop response gives a similar decay to the large one, but it is shifted in time. After 25 ms. however, our values are degraded due to the influence of the boundary, Also involved, however, is the fact that the fields of a loop and of two line sources have different asymptotic decay rates. Both sources give a power-law decay, but the vertical mag netic field of the loop source decays as t ' 25, and that of two-line sources decays as t-2 (Nabighian and Oristaglio, 1984) . Consequently. two-line sources are a good approxi mation to a loop source only at early times. Overall, though, the agreement in Figure 3 demonstrates both the accuracy of the numerical method and the validity of our line-source ap proximation to a large loop within the relevant time range. In our modeling, all homogeneous-host models were computed first. using the homogeneous Dirichlet boundary condition. Based on the subsequent check with Nabighian ( Figure 3 ), all the overburden models were computed with the homogeneous Neumann boundary condition. However, the differences be tween results computed with the two types of boundary con ditions are minor. Our final check. for a body beneath overburden, is shown in Figure 4 . For this model we calculated the frequency-domain data with a finite-element program developed in Rijo (1977) . Except for early times and near the line source, the agreement is good.
EFFECT OF A CONDUCTIVE HOST
Because most available TEM interpretation aids are based on scale and numerical model results for bodies in free space (Annan, 1974 : Lamontagne, 1975 : Spies, 1980 , there is a tend ency to use those results directly in interpreting real data. Common practice is to fit the raw data to a simple model when the anomaly is strong. or to strip off a host effect before fitting when the anomaly is weak. If the host is not very conductive. the physical parameters of the target may be esti mated (Nahighian, 1977) . Lamontagne (I 975) showed that fit ting a simple model to real data can be useful, but the method does not always work due to complexity of the data.
To study the effect of a conductive host, we computed re sponses (secondary field) for the same model shown in Figure  2 with various host resistivities. Figure 5 shows decay curves of the responses at 200 m from the near line source. The obvious effects of the host are to delay and attenuate the peak secondary responses, and these effects are more pronounced with decreasing host resistivity. At late times (i.e., beyond about 10 ms), however, all the responses are nearly the same and decay at approximately the same rate. This result is en- couraging because the late-time portion of the decay curve is not affected by the host, suggesting that a simple super position of the half-space response and the response of the body in free space applies at late times. However, the follow ing closer observations suggest that superposition may not always apply.
In Figure 6 , we compare the decay rates of vertical field responses of a body in a conductive host with that of a similar three-dimensional (3-D) body in freespace. The responses of the body in the conductive host are the secondary fields for body resistivities from 0.1 to 1.0 n· m, embedded in a 300 n· m half-space. The free-space response was calculated using Annan's (1974) program, for a large plate that has a cross section similar to our 2-D model (crt = 66.7 S) but with a finite strike length (2 100 rn), with a large loop source (2 100 x 500 mi. In addition, we show the response of the half-space alone.
The decay of the plate response at late time is vastly differ ent from the others because it is exponential, whereas all the 2-D secondary fields eventually decay at late times according to an inverse power law. However, at the times plotted and in the region of the detectability window, they are closer to an exponential than a power law. The half-space decay is an inverse power law (t 2) as it should be.
In his free-space model study, Lamontagne (l975) suggested that a long thin dike whose strike length and depth extent are much larger than the transmitting loop shows a longer charac teristic time at greater distance from the transmitter. However, Kaufman (1978) argued that the response of an infinite cylin drical body embedded in free space, excited by a line source
\\\\:., ",. Figure 2 , and for a body of similar geometry but finite strike length in free space with a loop source. Also shown is the response for the half-space alone.
parallel to its axis. exhibits a simple exponential decay at late times. Moreover, Kaufman (1978) and McNeill (t 980a) sug gested that the response of a 2-D cylinder with elliptical cross section in free space. excited by a uniform field. also has a simple exponential decay at late times. On the other hand, a calculated time constant using their formula for an elliptical approximation of our model is grossly different from the time constant obtained hy fitting the calculated late-time response to an exponential decay. The time constant estimated for the 0.3 n· m body is about 18 ms, whereas the time constant calculated for a 2-D elliptical body in free space with an axis ratio 15: 1 is about 2 ms.
As shown in Figure 6 , the decay of the secondary response is clearly dependent upon the conductivity of the body; the more conductive the body, the longer is its decay, and obvi ously, the larger is its response. After approximately 1 ms, all the secondary responses arc larger than than the half-space response. At late times, the response of the more conductive body remains larger, while the response of the less conductive (l n· m) body is smaller than that of the half-space. Thus, for a body with a low conductivity contrast, there is a shorter time window where its response is clearly detectable. Figure 7 shows contour plots of the secondary electric field in the earth, in which we observe that at early times (0.2-1 ms), the field is concentrated at the top of the body and switches polarities. Note that the source of the secondary elec tric field is the time derivative of the primary field [equation (5)]. At late times (5-25 ms), the maximum of the electric field gradually diffuses toward the center of the body, with the same polarity as that of the current in the nearest source. More importantly, there is a significant induced current out side the body, even at late times. Although the current density (cre) is obviously larger inside the body, the total current out side the body may be substantial. Therefore, it is not sur prising that at late times the decay of the secondary response approaches an inverse power law, which is characteristic of a half-space.
A similar phenomenon was reported in studies of the tran sient response of a 3-D body in a conductive host. Singh (1973) calculated the transient response of a conductive sphere in a conductive whole space, and compared responses when the host conductivity is taken into account and when it is neglected. He concluded that for a certain range of conduc tivity contrast the host conductivity cannot be neglected, and he showed that the response with a conductive host exhibits a longer decay than its free-space counterpart, which was shown in that paper and in Nabighian (1970) to be a simple ex ponential at late times. Lamontagne (1975) also found similar results when he cal culated the UTEM response of a thin plate in a conductive host by Fourier transforming results from Lajoie and West (1976) . Compared with the free-space responses, the responses for a conductive host had different decay characteristics, which were longer as the host conductivity was increased.
MODEL STUDY
In the models presented here, we simulate the response of a large body excited by a large loop with a 2-D body whose strike is parallel to two line sources. The anomaly consists of a crossover that at 1 ms occurs beyond the body, and later migrates slowly back toward the body. At times later than 15 ms, the crossover is directly above the body, and is used to locate the body. The migration of the crossover reflects the interaction between the secondary and the primary fields and is better understood by studying the electric field distribution in the earth. Figure 8 shows contour plots of the evolving total electric field in the earth at four selected times, for the model in Figure  2 . At early time (0.2 ms), the total field is almost the same as the primary field, which concentrates near the source and slowly diffuses away. The speed of the diffusion depends upon the host conductivity, becoming slower as the conductivity increases. Upon reaching the body, the field is deflected, as shown on the contour plots. This deflection at early times is equivalent to a skin effect in the frequency domain at high frequencies, and the field contains information about the ge- because from Maxwell's equations ?h:/h = -tel' t\:. At subsequent times, the field concentration slowly migrates to the center of the body. At very late time (25 ms), although its amplitude is attenuated, the secondary field is relatively much stronger than the primary field and forms a concentric current distribution about the body producing the crossover directly over the body.
In addition to the crossover location. another common pro cedure for locating a body in TEM interpretation is to plot the normal to the magnetic field (time derivative) vector mea sured on a profile over the body. Figure 9 shows such a plot for our model. Except at 1 ms, when the concentration of electric field is complicated by the interaction of the secondary and primary fields, the normals converge to a point near elec tric field maximum: at late time this convergence point is at the far edge of the body (sec also Figure 8 ).
The effect of the conductive host is more pronounced when we increase the resistivity of the body from 0.3 to 1 n· m ( Figure 10 ). The profiles show the same features as in the preceding model. At late times, however, the crossover mi grates away from the body, indicating that the secondary field is not much stronger than the primary field. The worst possible case is illustrated in Figure 11 , where we decreased the half-space resistivity to 30 n· m. Here the total field profiles alone do not directly indicate the presence of the body. Figure 12 , however, shows profiles of secondary fields for the same model, i.e., the response that we would have if we could strip oITthe half-space response. Now the profiles show a dear crossover at all times, located directly above the body. Clearly, stripping off the effect of the host can indeed enhance a weak anomaly.
Another useful model for TEM exploration is a dipping body in a conductive half-space. Figure 13 shows profiles for a body dipping 45 degrees away from the transmitter. At early times. the profiles are similar to those for a vertical body (Figure 2) , with the crossover located just beyond the top of the body. Later, though. the crossover migrates progressively in the direction of dip, and after 15 ms it is approximately above the center of the body. Thus, for this case the migration direction can be used to infer the dip direction. Alternatively, the dip may be estimated from vector plots.
Again, this behavior is best understood by studying con tours of the electric field in the earth, which are shown in Figure 14 . At early times, the field is predominantly the pri mary field, which diffuses through the half-space. and later induces a secondary field that initially concentrates at the top of the body. Finally, the secondary field concentration moves along this more conductive body toward its center and be comes relatively stronger than the primary field, forming con centric contours about the body.
Our last model with a homogeneous host consists of two bodies in a conductive half-space. 
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(I o_o':~~\O_O-o~:l-:'o, In this case, the crossover does not locate the bodies; in stead, it is between the two conductors. At early times, the profiles show slight inflection points over the bodies, but later, as the amplitudes attenuate and the fields of the bodies merge, it becomes difficult to pick the inflection points.
Jn contrast, profiles of the horizontal component ( Figure 16 ) show noticeable anomalies over both bodies: strong and weak peaks occur approximately where the tirst and second bodies arc located, respectively. The first anomaly is much more pro nounced than the second because it is closer to the transmit ter. The peaks attenuate the first anomaly more rapidly with time. showing smoother anomalies. Nevertheless, the peaks remain approximately above the bodies and still indicate, al though faintly, the presence of the bodies at times as late as 35 ms. The horizontal component is more diagnostic than the vertical component because it is less affected by the primary field. The horizontal component of the primary field decays faster than the vertical component (t 2.5 versus t -2). Of course. natural field noise is larger in the horizontal direction.
Because the field satisfies Laplace's equation
V'
2 h = 0 in the air, so does its time derivative. Knowing one field com ponent, we calculate the other field components on the earth's surface using the relation
, (x -x') or in the wavenumber domain
This relation is known as the Hilbert transform. Macnae (1984) discussed in detail the merit of using the above relation to obtain the horizontal component from the vertical component. and also the advantages and disadvan tages of direct measurement of the horizontal component in a real survey.
Overburden model
To study the effect of conductive overburden, we added a uniform overburden 100m thick to the homogeneous-host model. and made it more conductive than the substratum. One overburden model is also used for the numerical check shown in Figure 4 . Figure 17 compares the responses of a body embedded in a homogeneous half-space to those of a body embedded in a half-space with overburden. The overbur den models are for overburden resistivities of 10 and 30 n· m, respectively. All the responses were calculated for a location 200 m from the nearest line source.
The most obvious effects of the overburden are a large negative response which masks the response of the body at early times; and delay and attenuation of the peak response which become more severe as the overburden conductivity is increased. As a result. the response of the overburden model appears slightly larger at intermediate times, but decays faster than that of the homogeneous-host model at late times.
The effect of the overburden in time and space is best ob served in the profiles (Figure 4 ) across the body, and in con tour plots (Figure 18 ) which show the current evolution and interaction in the earth. The profiles, unlike those of the homogeneous-host model (Figure 2 ), show an early crossover (at 1 ms) due to concentration of current in the overburden, which also appears as the negative response shown in the decay plot of Figure 17 . At subsequent times, the crossover migrates beyond the body, farther than that of the homogeneous-host model, and then slowly migrates back to the position of the body, reflecting a strong influence of the overburden. The evolving electric field in the earth is illustrated in Figure 18 . At first, the electric field has a tendency to con centrate in the more conductive overburden while also slowly diffusing into the substratum. The diffusion is considerably slower than in the homogeneous-host model, causing a longer delay in reaching the body. At later time (5 ms), the secondary field becomes stronger and concentrates at the top of the body. This concentration then migrates to the center of the body. Although the amplitude of the electric field is attenu ated, the resulting secondary magnetic field is larger and pro duces the crossover of the vertical component profiles above the body.
Our last model illustrates a case where the overburden is not uniform in thickness but is uniform in resistivity. This situation is likely to occur in nature when there is differential weathering. 
APPENDIX ABSORBING BOUNDARY CONDITIONS
Although we have achieved an efficient numerical scheme, we investigated a possible use of an absorbing boundary con dition to economize our computer program further.
Making an analogy to a wave-equation absorbing bound ary condition (Engquist and Majda, 1977) , we factor out the differential operator of a homogeneous diffusion equation, To get the absorbing boundary condition, we take the oper ator with positive sign, which allows only an outgoing diffu sion. The operator can be approximated by a finite-difference and incorporated in our finite-difference scheme at boundary nodes.
To evaluate the square root of the operator, first take the Z-transform of the operator (E. Kjartansson, pers. comm.; Claerbout. 1976 Then the square root can be approximated by a truncated polynomial (series expansion) using a continued fraction ex pansion.
Let Z and R be defined as Because factoring the differential operator of a 2-D diffusion eq uation is very complicated, we implemented the above one dimensional (I-D) operator in our 2-D diffusion equation. With a smaller mesh than usual, we computed a model where the operator worked when the time step was small. Unfortunately, it became unstable as the time step increased. Consequently, there is no advantage in using this particular absorbing boundary condition in our scheme. Because of the importance of limiting the mesh size. however, further work on absorbing boundary conditions is warranted.
