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Abstract. In this paper we discuss new adaptive proposal strategies for sequen-
tial Monte Carlo algorithms—also known as particle ﬁlters—relying on new criteria
evaluating the quality of the proposed particles. The choice of the proposal distribu-
tion is of major concern and can dramatically inﬂuence the quality of the estimates.
Thus, we show how the long-used coeﬃcient of variation (suggested by Kong et al.
(1994)) of the weights can be used for estimating the chi-square distance between
the target and instrumental distributions of the auxiliary particle ﬁlter. As a by-
product of this analysis we obtain an adjustment multiplier weight type for which
this chi-square distance is minimal. Moreover, we establish and justify an entropy
criterion of linear complexity which can used for estimating the Kullback-Leibler
divergence between the involved distributions. Guided by these results, we discuss
adaptive designing of the particle ﬁlter proposal distribution and illustrate the re-
sults on a numerical example.
Keywords. Adaptive Monte Carlo, auxiliary particle ﬁlter, coeﬃcient of variation,
Kullback-Leibler divergence, population Monte Carlo, sequential Monte Carlo, state
space models.
1 Introduction
Easing the role of the user by tuning automatically the key parameters of
sequential Monte Carlo (SMC) algorithms has been a long-standing topic in
the community. In this paper we develop methods for adjusting adaptively
the importance sampling distribution of the particle ﬁlter.
Several authors have focused on adaptation of the number of particles,
such as Legland and Oudjane (2006), increasing the size of the particle sample
until the total weight mass reaches a positive threshold, or Fox (2003), in-
creasing the sample size until the Kullback-Leibler divergence (KLD) between
the true and estimated target distributions is below a given threshold.2 Cornebise et al.
Unarguably, setting an appropriate sample size is a key ingredient of any
statistical estimation procedure. However increasing the sample size only is
far from being always suﬃcient for achieving eﬃcient variance reduction.
Indeed, as in any algorithm based on importance sampling, a signiﬁcant dis-
crepancy between the proposal and target distributions may require an unrea-
sonably large number of samples for decreasing the variance of the estimate
under a speciﬁed value.
This points to the need for adapting the importance distributions of the
particle ﬁlter, e.g., by adjusting the proposal kernels. Less work has been
done on this topic, with the notable exception of Pitt and Shephard (1999),
approximating the so-called optimal kernel, and Chan et al. (2003), in which
the authors aim at minimizing the expectation of a cost function, such as
the mean square error or the negative of the eﬀective sample size, over a
parametric family of kernels.
Most of the algorithms described above require tools, such as, e.g., the
coeﬃcient of variation (CV) proposed by Kong et al. (1994), for evaluating
on-line the quality of the particle swarm. In this article we justify theoretically
that the CV can be used for estimating sequentially the chi-square distance
(CSD) between the auxiliary SMC target and importance distributions, and
we propose a new empirical estimate of the KLD having a computational
complexity which is linear in the number of particles. We also identify a
type of auxiliary SMC adjustment multiplier weights which minimize these
criterions for a given proposal kernel. We then use these empirical estimates
to design adaptive algorithms to construct particle approximations, and we
ﬁnally apply the proposed algorithms to several state-space models.
Proofs of the theoretical results, as well as more lengthy explanations and
additional illustrations are available in Cornebise et al. (2008).
2 Auxiliary importance sampling
Let ν be a probability measure on some state space (Ξ,B(Ξ)) and let
{(ξN,i,ωN,i)}
MN
i=1 be a set of particles on Ξ with associated weights such that
 
−1
N
PMN
i=1 ωN,if(ξN,i), with  N  
PMN
i=1 ωN,i, approximates ν(f) for all f in
some speciﬁed class of functions. We wish to transform this sample into a new
weighted sample approximating  ( ) =
R
Ξ L(ξ, )ν(dξ)/
R
Ξ L(ξ, ˜ Ξ)ν(dξ) on
( ˜ Ξ,B( ˜ Ξ)), where L is a ﬁnite transition kernel from (Ξ,B(Ξ)) to ( ˜ Ξ,B( ˜ Ξ)).
A natural strategy for achieving this would be to replace, in the deﬁnition
of  , the measure ν by its particle approximation, leading to an approxima-
tion  N. However, samplig directly from this measure requires expensive ac-
cept/reject techniques (see H¨ urzeler and K¨ unsch (1998)). Pitt and Shephard
(1999), suggested to add an auxiliary variable corresponding to the selected
stratum of an importance mixture, and target instead the measure
 aux
N ({i} × A)  
ωN,iL(ξN,i, ˜ Ξ)
PMN
j=1 ωN,jL(ξN,j, ˜ Ξ)
h
L(ξN,i,A)/L(ξN,i, ˜ Ξ)
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on the product space {1,...,MN}×Ξ . Since  N is the marginal distribution
of  aux
N with respect to the particle position, we may sample from  N by
simulating a set {(IN,i, ˜ ξN,i)}
˜ MN
i=1 of indices and particle positions from
πaux
N ({i} × A)  
ωN,iψN,i
PMN
j=1 ωN,jψN,j
R(ξN,i,A)
where {ψN,i}
MN
i=1 are positive numbers referred to as adjustment multiplier
weights and R is a markovian kernel, and associating each draw (IN,i, ˜ ξN,i)
with the importance weight ˜ ωN,i   ψ
−1
N,IN,idL(ξN,IN,i, )/dR(ξN,IN,i, )(˜ ξN,i) ∝
d aux
N /dπaux
N (IN,i, ˜ ξN,i). We may expect that the eﬃciency of this algorithm
depends highly on the choice of adjustment mutliplier weights and proposal
kernel. In this article we focus on the latter issue and discuss strategies for
adaptive designing of the proposal kernel. The theoretical results described
in the next section are instrumental for the development of these methods.
3 Theoretical main results
In the following a weighted sample {(ξN,i,ωN,i)}
MN
i=1 on Ξ is said to be
consistent for the probability measure   and the set C if, for any f ∈ C,
 
−1
N
PMN
i=1 ωN,if(ξN,i)
P −→  (f) and  
−1
N max1≤i≤MN ωN,i
P −→ 0 as N → ∞.
We will assume that the initial sample {(ξN,i,ωN,i)}
MN
i=1 is consistent for (ν,C)
and that there exists a function Ψ such that ψN,i = Ψ(ξN,i). Moreover, sup-
pose that Ψ ∈ C∩L1(Ξ,ν) and L( , ˜ Ξ) ∈ C. Under these assumptions we de-
ﬁne the weight function Φ(ξ, ˜ ξ)   Ψ−1(ξ)dL(ξ, )/dR(ξ, )(˜ ξ), (ξ, ˜ ξ) ∈ Ξ × ˜ Ξ.
Douc et al. (2007b, Theorem 3.1) describes how the consistency property is
preserved through the auxiliary importance sampling operation, stating that
the sample {(˜ ξN,i, ˜ ωN,i)}
˜ MN
i=1 is consistent for (ν,{f ∈ L1( ˜ Ξ, ),L( ,|f|) ∈
C}),
Let   and ν be two probability measures on the same measurable space
such that   is absolutely continuous with respect to ν. Then the KLD and the
CSD are given by dKL( ||ν)  
R
logd /dν d  and dχ2( ||ν)  
R
(d /dν −
1)2dν, respectively. We will use the following quantities to compute empirical
estimates of the KLD and CSD between  aux
N and πaux
N . Indeed, deﬁne, for
any weighted sample {(ξN,i,ωN,i)}
MN
i=1 on some state space Ξ,
E({ωN,i}
MN
i=1)    
−1
N
MN X
i=1
ωN,i log
￿
MN 
−1
N ωN,i
￿
,
CV 2({ωN,i}
MN
i=1)   MN 
−2
N
MN X
i=1
ω2
N,i − 1 ,
where CV 2 is the square of the coeﬃcient of variation (CV) suggested by
Kong et al. (1994) as a means for detecting weight degeneracy; we then have
the following results.4 Cornebise et al.
Theorem 1. If L( ,|logΦ|) ∈ C ∩ L1(Ξ,ν), then as as N → ∞,
￿ ￿ ￿dKL( aux
N ||πaux
N ) − E({˜ ωN,i}
˜ MN
i=1)
￿ ￿ ￿
P −→ 0 .
Moreover, if L( ,Φ) ∈ C, then
￿ ￿
￿dχ2( aux
N ||πaux
N ) − CV 2({˜ ωN,i}
˜ MN
i=1)
￿ ￿
￿
P −→ 0 .
Now deﬁne two measures ν ⊗ L(A)  
RR
Ξ× ˜ Ξ ν(dξ)L(ξ,dξ′)
1A(ξ,ξ′) and
ν[Ψ]⊗R(A)  
RR
Ξ× ˜ Ξ ν(dξ)Ψ(ξ)R(ξ,dξ′)
1A(ξ,ξ′) on the product space
￿
Ξ×
˜ Ξ, B(Ξ) ⊗ B( ˜ Ξ)
￿
.
Corollary 1. Let the assumptions of Theorem 1 hold true. Then
dKL( aux
N ||πaux
N )
P −→ ηKL(Ψ)   dKL
￿
ν ⊗ L
νL( ˜ Ξ)
￿ ￿ ￿
￿
ν[Ψ] ⊗ R
ν(Ψ)
￿
.
and
dχ2( aux
N ||πaux
N )
P −→ ηχ2(Ψ)   dχ2
￿
ν ⊗ L
νL( ˜ Ξ)
￿ ￿ ￿
￿
ν[Ψ] ⊗ R
ν(Ψ)
￿
.
In addition, arg minΨ ηKL(Ψ) = Ψ∗
KL,R, where Ψ∗
KL,R(ξ)   L(ξ, ˜ Ξ), and
arg minΨ ηχ2(Ψ) = Ψ∗
χ2,R, where Ψ∗
χ2,R(ξ)   [
R
dL/dR(ξ, ˜ ξ)L(ξ,d˜ ξ)]1/2.
In both cases, letting R( ,A) = L( ,A)/L( , ˜ Ξ) yields, as we may expect,
the chi-square optimal adjustment multiplier weight function Ψ∗
KL,R( ) =
Ψ∗
χ2,R( , ˜ Ξ) = L( , ˜ Ξ), resulting in uniform importance weights ˜ ωN,i ≡ 1.
4 Adaptive importance sampling
4.1 Direct minimization of estimated KLD and CSD
In the light of Theorem 1, a natural strategy for adaptive design of πaux
N
is to minimize the empirical estimate E (or CV 2) of the KLD (or CSD)
under consideration over all proposal kernels belonging to some parametric
family {Rθ}θ∈Θ. Thus, assume that there exists a random noise variable ǫ,
having distribution λ on some measurable space V, and a family {Fθ}θ∈Θ of
mappings from Ξ × V to ˜ Ξ such that we are able to simulate ˜ ξ ∼ Rθ(ξ, ),
for ξ ∈ Ξ, by simulating ǫ ∼ λ and letting ˜ ξ = Fθ(ξ,ǫ).
In this setting, denote by {(˜ ξN,i(θ), ˜ ωN,i(θ))}
˜ MN
i=1, with θ ∈ Θ, the weighted
sample generated by drawing indices {IN,i}
˜ MN
i=1 and noise variables {ǫN,i}
˜ MN
i=1 ∼
λ⊗ ˜ MN, and letting ˜ ξN,i(θ) = Fθ(ξN,IN,i,ǫN,i), ˜ ωN,i(θ) = Φθ(ξN,IN,i, ˜ ξN,i(θ)),
for 1 ≤ i ≤ ˜ MN. Note that also the importance weight function depends
on θ. Now, keeping the indices and the noise variables ﬁxed, we can formAdaptive methods for sequential importance sampling 5
an idea of how the KLD (or CSD) varies with θ by studying the function
θ  → E({˜ ωN,i(θ)}
˜ MN
i=1) (or θ  → CV 2({˜ ωN,i(θ)}
˜ MN
i=1)). This suggests an algo-
rithm in which, as soon as the empirical KLD associated with the updated
particle weights {˜ ωN,i}
˜ MN
i=1 exceeds some given threshold, the particles are
reproposed using Rθ∗, where θ∗   arg minθ∈Θ E({˜ ωN,i(θ)}
˜ MN
i=1). The mini-
mum θ∗ exists if, e.g., the parameter space Θ is compact and the mapping
θ  → Φθ(ξ,Fθ(ξ,u)) is continuous for all (ξ,ǫ) or when Θ is ﬁnite.
4.2 Minimization of the KLD by means of population Monte
Carlo methods
Another way to eﬀective adaptation of the instrumental distribution goes
via the D-kernel population Monte Carlo (DPMC) algorithm proposed by
Douc et al. (2007a) in which the weights of a proposal mixture of D stratas
are adapted towards a better ﬁt with the target distribution. A detailed
description of this algorithm is beyond the scope of this note; however, ap-
plying the DPMC method in our context will yield an algorithm in which,
as soon as the empirical KLD is indicating a large discrepancy between  aux
N
and πaux
N , the proposed pairs {(IN,i, ˜ ξN,i)}
˜ MN
i=1 are moved according to a mix-
ture
PD
d=1 αdKd((i, ˜ ξ), ) of kernels {Kd}D
d=1 on {1,...,MN}× ˜ Ξ. In practice
only the particles are moved, while the index transitions follow the identity
kernel. After this, the particles are resampled multinomially with respect to
{ aux
N (I′
N,i, ˜ ξ′
N,i)/
PD
d=1 αdKd((IN,i, ˜ ξN,i),(I′
N,i, ˜ ξ′
N,i))}
˜ MN
i=1. Here (I′
N,i, ˜ ξ′
N,i) de-
note updated positions. The procedure is repeated several times and at each
step the mixture weights {αd}D
d=1 are updated to favour kernels Kd associ-
ated with a high acceptance probability at the preceding DPMC resampling
operation. More speciﬁcally, we set αd proportional to the survival rate of
the corresponding Kd. Referring to the theoretical results obtained by Douc
et al. (2007a), we may expect (a proof is in progress) that this scheme, as the
number of particles and DPMC iterations tend to inﬁnity, provides us with
a set of mixture weights minimizing dKL( aux
N ⊗  aux
N || aux
N ⊗
PD
d=1 αdKd).
5 Application to state space models
To illustrate our ﬁndings within the framework of state space models, we con-
sider a ﬁrst order (possibly nonlinear) autoregressive model observed in noise:
Xk+1 = m(Xk)+σw(Xk)Wk+1, Yk = Xk+σvVk, where {Wk}∞
k=1 and {Vk}∞
k=0
are independent standard Gaussian white noise sequences. In this setting, we
aim to approximate the ﬁlter distributions φk( )   P(Xk ∈  |Y0,...,Yk),
k ≥ 0. This problem can be perfectly cast into the framework of Section 2
(see, e.g., Douc and Moulines (2008) for details) with ν = φk,   = φk+1, and
Lk(x,A) =
R
A g(x′,yk+1)Q(x,dx′), where Q is the transition kernel of the la-
tent chain {Xk}∞
k=0 and g is the density of the distribution P(Yk ∈  |Xk = x′),6 Cornebise et al.
rendering sequential particle approximation of the ﬁlter measures possible.
At each time step we propose new particles according to the dynamics of
the hidden chain, that is, Rk = Q, and for a model of this type the op-
timal adjustment multiplier weight function Ψ∗
Q has a closed form expres-
sion. We studied two special cases of the model in question: m(Xk) ≡ 0,
σw(Xk) ≡ (β0 + β1X2
k)1/2, that is, the classical Gaussian ARCH model, and
m(Xk) ≡ ϕXk,σ(Xk) ≡ σ, yielding a standard linear/Gaussian model. In the
ﬁrst case an experiment was conducted where we compared (1) a plain non-
adaptive particle ﬁlter for which Ψ ≡ 1, that is, the bootstrap particle ﬁlter,
(2) a nonadaptive auxiliary ﬁlter based on the chi-square optimal weights
Ψ∗
Q, and (3) an adaptive auxiliary particle ﬁlter with uniform adjustment
multiplier weights using direct minimization of the empirical CSD. Here the
CV 2 was minimized over the family of kernels obtained by scaling the vari-
ance of Q. The experiment was repeated for impetuously varying as well as
close to constant volatilities of the hidden process, corresponding to the pa-
rameter vectors (β0,β1,σv) = (0.1,2,0.1) and (β0,β1,σv) = (0.5,0.1,0.25),
respectively, and in order to test the eﬀect of the adaption we replaced the
simulated observations at k = 7 by outliers located at distances of 50β0 and
6β0 from the mean level (zero) of {Xk}∞
k=0 in the two cases, respectively.
For this observation record, each particle ﬁlter approximated 400 posterior
means. The mean square errors in the ﬁgures are based on reference values
obtained by means of a bootstrap particle ﬁlter using 500,000 particles. The
outcome is plotted in Figures 1(a) and 1(b), from which it is evident that the
adaptive ﬁlter outperforms the other two in the case of a moderately varying
volatility. In this case the optimal weights are close to constant at all time
steps, making the two nonadaptive ﬁlters close to equivalent. In the case
of impetuously varying observations, the auxiliary ﬁlter based on optimal
weights perform almost as well as the adaptive ﬁlter.
A similar outlier test (k = 3) was also conducted for the linear/Gaussian
model, and this time we also involved an adaptive ﬁlter minimizing the em-
pirical KLD and a ﬁlter using DPMC adaption. For the DPMC-based ﬁlter,
each kernel Kd was a variance-scaled version of Q, and also in this example
the empirical KLD and CSD were minimized over the family of kernels ob-
tained by scaling the variance of Q. The result is displayed in Fig 1(c) from
which it is clear that the standard bootstrap ﬁlter is again outperformed by
the adaptive ﬁlters. Moreover, most weight is given to the D-kernel stratum
corresponding to the scale factor minimizing CV 2 and E, yielding a similar
performance of the three adaptive ﬁlters.
The reader interested in additional simulations, notably with models hav-
ing observations nonlinear in the hidden state, is invited to read Cornebise
et al. (2008).Adaptive methods for sequential importance sampling 7
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Fig.1. Plot of MSE performances (on log-scale) of the bootstrap ﬁlter ( ), the
auxiliary ﬁlter based on optimal weights (◦), adaptive ﬁlters minimizing the empir-
ical KLD (∗) and CSD (×), and DPMC-based adaptive ﬁlter (△). The MSE values
are computed using 5,000 particles and 400 runs for each algorithm.
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