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Abstract
Support vector machines are powerful kernel methods for classiﬁcation and regression tasks. If trained optimally, they produce
excellent separating hyperplanes. The quality of the training, however, depends not only on the given training data but also on
additional learning parameters,which are difﬁcult to adjust, in particular for unbalanced datasets.Traditionally, grid search techniques
have been used for determining suitable values for these parameters. In this paper, we propose an automated approach to adjusting the
learning parameters using a derivative-free numerical optimizer. To make the optimization process more efﬁcient, a new sensitive
quality measure is introduced. Numerical tests with a well-known dataset show that our approach can produce support vector
machines that are very well tuned to their classiﬁcation tasks.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Support vector machines (SVMs) [28] are powerful methods for solving classiﬁcation problems on large datasets.
They combine reliable techniques from linear learning with the intriguing theory of kernel-induced spaces.
In this paper, we address the binary classiﬁcation of unbalanced datasets with emphasis on high sensitivity. Here, a
dataset is considered to be unbalanced if either the sizes of the two classes differ signiﬁcantly, or the cost for a false
negative classiﬁcation is very high whereas a false positive is acceptable, or if both conditions hold. High sensitivity
ensures that false negative classiﬁcations are rare. One of the major challenges for real world applications is the tuning
of parameters that are responsible for the quality of the SVM classiﬁer.
The paper is organized as follows. In Section 2, we brieﬂy review the basics of nonlinear SVM classiﬁcation. In
Section 3, we discuss generalizations of the standard weighting scheme and the Gaussian kernel. These modiﬁcations
are necessary to obtain sensitive and reliable SVMs in the case of highly unbalanced datasets. The quality of the
trained SVM depends crucially on appropriate settings for the learning parameters, i.e., the parameters contained in
the (standard or generalized) model. In Section 4, we describe a framework that allows determining such values in
an automated way, even for unbalanced datasets. To do this, we have a gradient-free numerical optimizer maximize
∗ Corresponding author. Tel.: +49 2461616899; fax: +49 2461616656.
E-mail address: t.eitrich@fz-juelich.de (T. Eitrich).
0377-0427/$ - see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2005.09.009
426 T. Eitrich, B. Lang / Journal of Computational and Applied Mathematics 196 (2006) 425–436
a certain quality measure that reﬂects the performance of trained SVMs for cross validation tests. The success of our
scheme depends crucially on an adequate quality measure and on the efﬁciency of the quadratic program (QP) solver
that is used for training SVMs in each step of the overall optimization. The standard quality measure, which is simply
given by the number of classiﬁcation errors, is not adequate for being used together with efﬁcient numerical optimizers
because it takes only a small number of discrete values. Therefore, we developed a new sensitive quality measure that
controls overall performance with high emphasis for the class of interest. This measure is also introduced in Section 4.
In Section 5 we describe our QP solver. It is a decomposition method that was modiﬁed to take different weights of the
classes into account. Finally, results and effects of parameter tuning for a well-known unbalanced dataset are presented
in Section 6.
2. Support vector machine classiﬁcation
The concept of support vector machines was introduced by Vladimir Vapnik [32]. They implement a linear classiﬁ-
cation approach [3]
flin(x) = 〈x,w〉2 + b =
n∑
k=1
wkxk + b (x ∈ Rn) (1)
with unknown, but ﬁxed, w ∈ Rn and b ∈ R. These SVM classiﬁcation parameters (or level 1 parameters) are
determined during SVM training on given data. Once these parameters are adjusted, binary classiﬁcation for any
x ∈ Rn is achieved via a hypothesis function
h(x) := sgn(flin(x)), (2)
where sgn(·) is the modiﬁed signum function deﬁned as
sgn(a) =
{
1 if a0
−1 else (a ∈ R). (3)
If the dataset under consideration is not linearly separable, a nonlinear function  : Rn → D is used to map the data
to a space D of possibly very high dimension d ∈ N. This leads to
fnonlin(x) = 〈(x),w〉D + b =
d∑
k=1
wkk(x) + b (x ∈ Rn), (4)
where (x) denotes the d-dimensional vector resulting from the nonlinear transformation of x, and w ∈ D, b ∈ R are
the classiﬁcation parameters. In a so-called soft margin model [3] that allows for training errors , the classiﬁcation
parameters can be derived from the solution of the constrained convex optimization problem
min
w∈D,b∈R,∈Rl
1
2 ‖w‖2D + C
l∑
i=1
qi
s.t. yi · fnonlin(xi )1 − i , i = 1, . . . , l,
i0, i = 1, . . . , l.
⎫⎪⎪⎬
⎪⎪⎭ (5)
Here, {(xi , yi) ∈ Rn × {−1, 1}, i = 1, . . . , l} is a set of given input–output data pairs (or training points). q ∈ N+ is
used to deﬁne the inﬂuence of the so-called slack variables i (i = 1, . . . , l). SVM soft margin methods are divided
into L1 (q = 1) and L2 (q = 2) models [3].
A special feature of support vector learning is the implicit nature of the mapping . To explain this we consider the
dual problem for the convex optimization problem (5) with q = 1. According to duality theory [6] it is of the form
min
∈Rl
g() := 12
∑l
i=1
∑l
j=1 yiyjij 〈(xi ),(xj )〉D −
∑l
i=1 i
s.t. 〈y, 〉2 = 0,
0iCi, i = 1, . . . , l.
⎫⎬
⎭ (6)
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For SVM learning typically a single upper bound Ci ≡ C ∈ R+ is used for all Lagrange multipliers i (i = 1, . . . , l)
[28]. In (6) only dot products between data points in the high-dimensional spaceD do occur; the points(xi ) themselves
are not required. Thus substituting the dot products in (6) with function values K(xi , xj ) of a nonlinear kernel K :
Rn×Rn → R relieves the user from constructing an explicit nonlinear mapping for the input data. Often the so-called
Gaussian kernel (radial basis function kernel) [9]
KG(xi , xj ) = exp
(
−
∑n
k=1(xik − xjk )2
22
)
(7)
is used in the context of SVM training; see [28] and the references therein.
Letting Qij = yiK(xi , xj )yj , 1 i, j l, the dual objective function in (6) can be written as
g() := 1
2
TQ−
l∑
i=1
i
with a positive semideﬁnite Matrix Q. Since we deal with convex problems the existence of unique global solutions for
(5) and (6) is guaranteed. Furthermore the optimal function values of (5) and (6) are equal. It turns out that the resulting
dual solution ∗, the vector of Lagrange multipliers, can be used to deﬁne a dual classiﬁer [3]
f ∗nonlin(x)
(4)=
d∑
k=1
w∗kk(x) + b∗
=
d∑
k=1
(
l∑
i=1
yi
∗
i k(x
i )
)
k(x) + b∗
=
l∑
i=1
yi
∗
i 〈(xi ),(x)〉D + b∗
=
l∑
i=1
yi
∗
i K(x
i , x) + b∗.
Thus explicit knowledge of w∗ is not required for applying (4). The threshold b∗ can be determined using the so-called
Karush–Kuhn–Tucker (KKT) conditions [3]. It is well known that only a small number of the training points is located
within the margin or on the “wrong” side of the separating hyperplane. Only these points, called support vectors, have
positive Lagrange multipliers and contribute to the ﬁnal classiﬁer
f ∗sparse(x) =
∑
i∈{1,...,l}:0<i
yi
∗
i K(x
i , x) + b∗. (8)
3. Learning parameters
Note that the optimization problems (5) and (6) contain parameters that inﬂuence the position and orientation of the
separating hyperplane. Thus, they have great inﬂuence on the computation of the threshold and on the classiﬁcation of
validation and test data as well as unknown data points. Such parameters, which are not necessarily explicitly visible
in the trained SVM, will be called learning parameters (or level 2 parameters).
One of them, C ∈ R+, is an important quantity for the trade-off between margin maximization and error toleration.
Usually large values for C lead to few training errors (and a narrow margin), whereas small values generate a larger
margin, at the cost of more errors and more training points situated inside the margin. This knowledge does not really
help in choosing a suitable value for the parameter since the number of training errors cannot be interpreted as an
estimate for the true risk [3]. For good generalization properties emphasis has to lie on a not-too-narrow margin, too.
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Since we consider unbalanced data it is reasonable to weigh wrong classiﬁcations of positive and negative points
differently to obtain sensitive hyperplanes [4]. To this end we replace the single parameter C with two values as follows:
Ci =
{
C+ if yi = 1,
C− otherwise, i = 1, . . . , l. (9)
Similarly, the single parameter  of the standard Gaussian kernel (7) does not account for differing scales or differing
relevance of the features. Thus we propose to replace it with a multi-parameter Gaussian kernel
KG(xi , xj ) = exp
(
−
n∑
k=1
(xik − xjk )2
22k
)
. (10)
Kernel parameters are learning parameters, too.
No matter if a simple or a more complex model is used, the learning parameters have to be chosen carefully to obtain
a good classiﬁer. This problem is addressed in the following section.
4. Optimizing the learning parameters
The choice of appropriate learning parameters is a crucial step in obtaining well-tuned support vector machines.
Usually, the settings of these parameters are based on a so-called grid search [11]. That is, for each parameter a ﬁnite
number of possible values is prescribed, and then all possible combinations of these values are considered to ﬁnd one
that yields the best result. Therefore, the complexity of grid search grows exponentially with the number of parameters.
This is the main reason for the fact that typically only two learning parameters have been used, namely the trade-off
C > 0 between margin maximization and error toleration, and the width > 0 of the standard Gaussian kernel (7) or
the parameter of another kernel function, e.g., the degree of a polynomial kernel [9].
Since we use different trade-off weights, at least three parameter values are unknown. This number grows for
our generalized Gaussian kernel (10) or other special kernels like the complete polynomial kernel [9]. Traditional
approaches, such as grid search, tend to fail for this scenario. In the following, we propose an alternative framework
based on a new sensitive quality measure for validation results and an efﬁcient numerical optimizer. Our framework
allows adjusting a larger number of learning parameters in a fully automated way.
4.1. A new sensitive objective function for quality measurement
If a numerical optimizer is to be used for tuning the learning parameters then it is necessary to deﬁne an objective
function, a so-called quality measure. We use the quality measure to evaluate cross validation results. We deﬁne such
a measure as a function  : P → R+ for parameter vectors p in the parameter space P. The quality measure induces
a preference relation  on P that is given by
pi  pj :⇔ (pi ) >(pj )
and
pi ∼ pj :⇔ (pi ) =(pj )
for all pi , pj ∈ P and is used in our framework to ensure the choice of good parameter values.
The simplest qualitymeasure is just the percentage of validation errors; see [1] for some other interesting performance
measures. For l validation points, the error count measure can take only the l + 1 discrete values 0, 1/l, . . . , 1.
Objective functionswith a small number of different realizations are, however, notwell suited for numerical optimization
algorithms because the latter require sufﬁciently smooth functions to ensure convergence [7].
We also need good generalization abilities of the SVM model, which means that the classiﬁcation function (8) works
well on data that have not been used during the training. We put emphasis on unbalanced datasets where the cost for
a false negative classiﬁcation is signiﬁcantly higher than for a false positive. We therefore decided to maximize the
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so-called F -measure
F = 2 · pr · se
pr + se ∈ [0, 1], (11)
which already has been investigated for SVM learning [23] and used for SVM-based applications [8]. This single
measure deﬁnes a weighting between sensitivity se (how many positive points have been recognized?) and precision
pr (how many of the points that have been classiﬁed positive are indeed positive?), i.e.,
se = tp
p
∈ [0, 1] and pr = tp
tp + fp ∈ [0, 1],
where p, tp and fp denote the number of positive, true positive and false positive points, respectively, in a validation or
test set [14]. In case of se = 0 and pr = 0 we deﬁne F to be zero. Ideally, the F -measure (11) should be close to one.
We compute the numbers of true and false positive points during a complete tenfold cross validation. In contrast to
the usual way of simply counting them we also take into account how sure the SVM had been about the—correct or
wrong—classiﬁcation. More precisely, we deﬁne the number of true positive and false positive points as
tp :=
∑
i:yi=1;1f (xi )
1 +
∑
i:yi=1;0f (xi )<1
f (xi ), (12)
fp :=
∑
i:yi=−1;f (xi )1
1 +
∑
i:yi=−1;0f (xi )<1
f (xi ). (13)
Thus the region [0, 1] of the classiﬁer (8) is treated in a special way in order to learn robust classiﬁers. Our model is
able to distinguish between weak and strong classiﬁcations. More precisely, f (x)1 may be read as “I am sure that
the point is positive,” whereas 0f (x)< 1 indicates “positive, but I am not sure.” Note that the classiﬁcation may be
wrong in both cases. By construction, the quality measure (11) is no longer a simple step function, but can assume
inﬁnitely many values. Moreover, in regions where the solution of the quadratic problem (6) depends continuously on
the learning parameters (C and , say), the functions tp and fp, and therefore also F, are continuous as well. Thus the
F -measure is better suited to guide a numerical optimizer along a promising path in the parameter space, as evidenced
by numerical experiments. Nevertheless, our new measure is a rather complex function, and further work concerning
its properties is required.
Usually performance measures are given for ﬁnal test results only [14]. In contrast to existing work we used the
F -measure instead of overall accuracy as decision criterion for the parameter optimization routine. Thus, theF -measure
and the weighted counting of errors became part of the validation routine and the quality measurement. However, for
the test results in Section 6, the total errors will be given with the usual {0, 1} count to allow for a more intuitive
interpretation.
The F -measure is originally known from the ﬁelds of information retrieval and natural language processing, where
it is deﬁned in the more general way [27]
F = 1
(1/pr) + (1 − )(1/se) ( ∈ [0, 1]). (14)
It is easy to show that (11) is the special case of (14) for  = 0.5 which is sometimes called harmonic mean [27] due
to the equal weights for sensitivity and precision.
Deﬁnition of
 =: 1
2 + 1
easily leads to
F = (
2 + 1)pr · se
2 · pr + se =: F ∈ [0, 1]. (15)
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Fig. 1. Different levels of parameters during parameter optimization.
 ∈ [0,∞] can be used to enforce or diminish the inﬂuence of sensitivity. In particular,
• = 0 leads to F = pr,
• = ∞ leads to F = se, and
• = 1 leads to the harmonic mean (11), also known as F1 value [33].
Based on these facts it is clear how to change the impact of sensitivity. (15) is able to account for different costs
of wrong positive and wrong negative classiﬁcations. Note that  cannot be optimized together with the learning
parameters because it deﬁnes the objective function for the optimization. Instead, a  value must be speciﬁed by the
user. Quantities that reﬂect external knowledge, such as the different costs of wrong classiﬁcations, will be called level
3 parameters.
Our new sensitive objective function for quality measurement of SVM parameter tuning is based on the generalized
F -measure (15) together with the new computation of sensitivity and precision according to (12) and (13).
Fig. 1 summarizes the process of numerical parameter optimization for SVMs in general. Given some initial values
for the level 2 parameters, an SVM is trained with these values. That is, the QP solver is run on the training data to
solve (6) and thus determine optimal settings for the level 1 parameters. In the following step the trained SVM is used
to classify the test data, and the quality measure is computed from the classiﬁcation results and the level 3 parameters.
Based on the quality measure, the numerical optimizer updates the values of the level 2 parameters, and another SVM
is trained. More details on the numerical optimizer will be given in the following subsection, and an efﬁcient QP solver
for training the SVMs will be discussed in Section 5.
A different approach for obtaining classiﬁers well suited for very unbalanced datasets has been discussed in [14].
This approach is based on the concept of so-called enrichment factors.Although we could achieve good results it turned
out that enrichment factors have negative effects, too. They only maximize precision, whereas sensitivity, accuracy or
other performance ﬁgures are not considered. In addition enrichment factors are deﬁned without any parameters. This
can be seen as advantage, since no parameter value has to be chosen, but it is disadvantageous in terms of ﬂexibility.
Our new performance measure (15) that uses the continuous counts (12) and (13) overcomes these difﬁculties.
4.2. Derivative-free optimization with APPSPACK
Numerical methods for optimization can be divided into gradient-based and derivative-free methods. Traditional
gradient-based optimization algorithms can be used only if the objective function is differentiable and if its gradient
can be evaluated exactly or at least be approximated. Since the functionF is not differentiablewe rely on derivative-free
methods for optimizing the learning parameters. We have worked with APPSPACK-4.0, a freely available derivative-
free optimization package for solving nonlinear unconstrained and bound-constrained optimization problems [7]. It
can be run in serial or parallel mode and handles noisy and expensive objective functions  : Rm → R+, where m is
the dimension of the parameter space P.
APPSPACK implements asynchronous parallel pattern search, which uses a pattern of search directions to drive
the search and determine new trial points for evaluation. For details on the pattern search method we refer to [7,15].
APPSPACK is well suited for tuning SVM learning parameters, for several reasons. Only function values are required
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for the optimization, i.e., the user must provide a program that evaluates the objective function at some given point.
The underlying computations can be written in any language and need not to be encapsulated in a subroutine. Since
APPSPACK minimizes the objective function we actually optimize the value F− = 1 − F. In [16] this term is said to
be an effectiveness measure and is called E-measure.
In [22], the authors also considered derivative-free methods for parameter optimization in the context of regression.
Their objective function was an estimate of the mean squared error. They also emphasize the importance of automatic
parameter selection, the necessity of a well deﬁned quality criterion, and the application of optimization methods
that do not need derivative information. In contrast to their work, our emphasis is on sensitive and robust quality
measures, in particular for unbalanced datasets. In addition, we do not agree on their statement that pattern search is
applicable for a maximum number of 3 or 4 parameters. As far as we know a scenario with a large number of SVM
learning parameters had not been considered yet. The target applications for APPSPACK are optimization problems
characterized by a number of variables up to 100 and by expensive objective function evaluations that take minutes
or hours to run. While indeed it is true that derivative-free optimization of SVM learning parameters leads to high
computational costs, exhaustive grid search techniques and genetic algorithms need even more time; this is mentioned
in [22]. We aim at the design of fast SVM algorithms and well deﬁned quality measures that make it possible to use
derivative-free optimization methods even for a large number of SVM learning parameters.
Each evaluation of the quality measure involves at least one SVM training, i.e., the solution of an expensive quadratic
program; in our setting 10 training and test stages are performed that deﬁne a tenfold cross validation. An efﬁcient QP
solver for the training is discussed in the following section.
5. Decomposition methods for unbalanced datasets
The high cost for solving (6) is due to the size and the density of the quadratic matrix Q. Classical solvers for QP
problems with simple constraints are the so called active set methods [6,17], which in each iteration minimize the
objective function over the active set (a subset of the constraints that are locally active), until a solution is reached.
A variation of the active set approach for support vector learning is the well known decomposition method described
in [24]. Decomposition methods for the training of L1 support vector machines [12] repeatedly split the original
optimization problem (6) into active and inactive parts. In each step, the active data points (or working set points) are
used to deﬁne a new QP subproblem. These methods are very ﬂexible, and the user can choose a ﬁxed number of
working points l˜ l to control the size of the QP subproblems. For instance, choosing l˜ = 2 results in the well-known
sequential minimal optimization (SMO) scheme [26]. SMO decomposition steps are fast, but this method suffers from
a very large number of optimization steps even when using moderate problem sizes. We consider larger working set
sizes that lead to fewer decomposition steps.
In Fig. 2 we show the basic form of the decomposition method. Each iteration of the decomposition algorithm
consists of four steps: choice of an adequate working set, solution of the corresponding QP subproblem, update of
the global solution, and checking a stopping criterion. Since the time is dominated by the ﬁrst two of these four
steps, usage of an efﬁcient working set selection algorithm and a fast subproblem solver are crucial for good overall
 input: training data, parameter settings
α=0
 do while optimality=0
 choose new working set and define new QP subproblem
 compute new αactive with efficient QP solver
 update global solution α
 end do
 check optimality 
 optimality=0 
Fig. 2. Simpliﬁed decomposition scheme.
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performance. Thus, these two steps will be considered more closely in the following discussion. Note that all modules
of our implementation are able to handle the two different error weights according to (9) for sensitive SVM model
selection in case of unbalanced data.
5.1. Selection of an adequate working set
Each new working set W should contain indices i such that optimization of the corresponding Lagrange multipliers
i (i ∈ W) leads to an improved minimal function value in (6). It is well known that the global solution ∗ ∈ Rl fulﬁlls
the Karush–Kuhn–Tucker conditions that can be formulated as [18]
min
i∈Iw (∇g(
∗))i · yi max
j∈Jw (∇g(
∗))j · yj , (16)
where we deﬁne the “weighted” index sets Iw and Jw as
Iw := {i ∈ {1, . . . , l} : (i <C+ and yi = 1) or (i > 0 and yi = −1)},
Jw := {j ∈ {1, . . . , l} : (j <C− and yj = −1) or (j > 0 and yj = 1)}.
The sets Iw and Jw are similar to the sets Iup and Ilow deﬁned in [18] except for the usage of C+ and C− instead of a
single C parameter. For more details concerning the original unweighted sets as well as the KKT conditions see [19,2].
As long as the KKT conditions do not hold for the current vector of Lagrange multipliers it is reasonable to choose
the indices for the new working set from the KKT-violating pairs (i, j). According to (16) these pairs are simply
characterized by the inequality
(∇g())i · yi < (∇g())j · yj (i ∈ Iw, j ∈ Iw). (17)
During the ﬁnal iterations the number of KKT-violating pairs may fall below the half working set size l˜/2. Then the
working sets are completed with other points; see [30] for details.
5.2. Solution of the QP subproblem
The second task is to solve subproblems of ﬁxed size l˜. For large working sets this step may be quite expensive,
and therefore an efﬁcient solver is required. We implemented the generalized variable projection method (GVPM)
introduced in [29]. This scaled gradient projection method is based on projections onto feasible regions that are non-
expensive for simple bounds. It uses a special line search procedure and different step-length selection methods. It is
important to note that GVPM in turn is an iterative method that again deﬁnes new (separable) QP problems. For the
solution of these inner problems one can use special algorithms for the solution of QP problems with diagonal Hessians
like the algorithm of Pardalos and Kovoor [25]. We extended GVPM as well as the Pardalos–Kovoor method for our
weighted SVM approach according to (9).
5.3. Update of the global solution
In each iteration the Lagrange multipliers i of active points i ∈ W are optimized and used to update the global
solution vector . Additionally, for application of (17) we have to compute the new gradient of the objective function
(6), that is, ∇g() = Q− 1. This computation is simple and cheap since only active points i with signiﬁcant changes
newi − oldi must be considered [34].
5.4. Checking for convergence
Finally a reasonable stopping criterion for the decomposition method is required. Usually the convergence criterion
is based on fulﬁllment of the system of KKT conditions [13]. Given our strategy for working set selection, a more
natural choice is to stop when the number of KKT-violating pairs becomes zero, i.e.,
(∇g())i · yi(∇g())j · yj ∀i ∈ Iw, j ∈ Jw. (18)
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One can show that (18) corresponds to the idea presented in [19]. Thus, we have a cheap stopping criterion directly
related to the working set selection (17).
6. Numerical experiments
We analyzed the well-known breast cancer dataset from the University ofWisconsin Hospitals, Madison [20], which
is publicly available from the UCI Machine Learning Repository [10]. The number of instances is 699, and each
instance bears one of two possible class labels, benign or malignant. The number of malignant reference points is 241.
We deﬁned the positive class to be malignant, so the dataset is slightly unbalanced and emphasis lies on high sensitivity.
For obvious reasons we assume the cost for false negative points to be very high. The ten attributes of the data describe
the following characteristics: sample code number, clump thickness, uniformity of cell size, uniformity of cell shape,
marginal adhesion, single epithelial cell size, bare nuclei, bland chromatin, normal nucleoli and mitoses. Since the ﬁrst
attribute does not contribute relevant information it was removed.
In Fig. 3 we show the ﬂow of computation as it was realized in our experiments. Of the 699 points in the dataset, 349
were set aside for the ﬁnal independent test (dataset b). The remaining 350 points (dataset a) were used for parameter
tuning with APPSPACK. When splitting the points into the datasets a and b, we preserved the class distributions (about
1
3 positive) to guarantee an adequate number of positive points in the ﬁnal test set. The values of our quality measure
APPSPACK
ROUTINE
 do
 end do
  (C+,C-,σ)*
 initialize (C+,C-,σ)
 training on complete validation data
β
 given reference data
 training data a
 evaluate objective function
 10 times VALIDATION ROUTINE
 -  training: determine α 
based on (C+,C-,σ)
 compute Fβ
 convergence? - exit
 generate new  (C+,C- ,σ)
 -  split validation data
 -  internal test
 swap training and test data sets: a <-> b
 final classifier with optimal α∗
 validation set = training data
 benchmarking on independent test data
final test data b
-
Fig. 3. Overview on parameter optimization using APPSPACK with tenfold cross validation.
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Table 1
Results of parameter optimization with the new and old quality measure for weighted and unweighted SVM based on decomposition with GVPM
Quality measure F -measure Validation errors
SVM method weighted unweighted weighted unweighted
Resulting model (IIB) (IIA) (IB) (IA)
Training data a b a b a b a b
Optimization process
Trial points 104 81 54 77 41 41 36 23
Function evaluations 50 45 34 36 32 32 22 17
Optimal parameter values
C — — 95 55 — — 25 100
C+ 97 97 — — 100 100 — —
C− 3 13 — — 50 50 — —
 25 22 23 13 50 50 100 100
Independent tests∑
overall errors 20 22 23 27∑
false negative points 1 9 8 15∑
false positive points 9 13 15 12
Fraction of test errors 2.8% 3.1% 3.2% 3.8%
were obtained with a tenfold cross validation on the points of dataset a. Thus the number of validation (and training)
data points is relatively small, which may lead to more errors. In the literature often a larger portion of the available
data is used for validation and training, at the cost of a smaller, and thus less signiﬁcant, ﬁnal independent test set.
We preferred to have a more signiﬁcant ﬁnal test because we were interested in showing the effects of parameter
optimization and we did not try to outperform other results.
After the ﬁnal test for the ﬁrst optimization we swapped training and test datasets and started again. Note that even
if each of the 699 points occurred once as a test point, we never used a test point to train the respective SVM. In each
of the two runs the test points were strictly separated from the training points, and each training set got its own optimal
parameters selected with APPSPACK. For this work with moderate data sizes we have used the serial version of the
optimizer.
Table 1 shows results for the cancer dataset.We compare four different scenarios for parameter tuning. On the model
side, we use either (A) the simple “unweighted” (C, ) model or (B) the “weighted” (C+, C−, ) model; results for the
generalized Gaussian kernel are presented in [5]. For each of the two models, the parameters are tuned withAPPSPACK
by optimizing either (I) the percentage of misclassiﬁed validation points or (II) our sensitive F -measure with  = 1.
Note that the usual approach for SVMs is (IA).
For each vector of parameter values deﬁned by APPSPACK we used a complete tenfold cross validation procedure
to evaluate the quality measure. We decided not to provide APPSPACK starting points and scaling vectors. Instead of
handling inﬁnite bounds for the parameters we tested different lower and upper bounds.According to [31] an interesting
search area for  is the interval [0.2, 128.0], originally formulated in the log2 space. The results presented here were
achieved with the interval [0.001, 100] for C, C+, C−, and .
We will discuss only a few aspects of the experimental results concerning computational cost and classiﬁcation
performance.
6.1. Number of function evaluations
The largest number of trial points was generated for the weighted F -measure optimization. Note that only roughly
one half of the trial points actually led to a function evaluation; the other points were pruned, or cached function values
were used. As expected, the numbers of trial points and function evaluations decreased for simpler models. All in all
the average number of function evaluations was small, in particular when compared to grid search. For 3 parameters
even a very coarse 10 × 10 × 10 grid would require 1000 function evaluations.
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6.2. Weighting factors
A common rule [21] says that in the case of differing class sizes, the trade-off parameters C+ and C− should be
chosen according to
C+ =  l
l+
, C− =  l
l−
,
where > 0, and l+ (l−) is the number of positive (negative) reference points. That is, these parameters should be
inversely proportional to the respective class sizes. Indeed, minimizing just the number of validation errors with
APPSPACK for the weighted model automatically leads to parameter values differing by a factor of 2, corresponding
to the ratio of the class sizes. By contrast, optimizing our F -measure for a weighted SVM produced (C+, C−) pairs
differing bymuch larger factors up to 30, reﬂecting the high costs of wrong negative classiﬁcations. Thus, by optimizing
over C+ and C− instead of  we have additional ﬂexibility to tune a particular performance metric into one direction.
6.3. Accuracy
Our intention to design a sensitive and accurate classiﬁer succeeded. In particular, our implementation of a weighted
decomposition method and the new quality measure led to only one false negative result for 241 positive test points.
Since the F -measure is designed to enhance sensitivity, a reduction of false negative classiﬁcations could be expected
with this quality measure. Contrary to our expectations, however, optimizing the F -measure even led to a lower total
number of wrong classiﬁcations than optimizing the number of validation errors did. All in all we could achieve high
accuracy even though only one half of the points was used for optimizing the parameters.
7. Conclusions and future directions
We have presented a framework for automatically tuning the learning parameters of SVMs. Derivative-free opti-
mization methods such as APPSPACK have proved to be well suited for this task, particularly for nonstandard models
with more than two parameters. Such models occur naturally in the weighted SVM approach for unbalanced data or for
a linear combination of two different kernels. Since the numerical optimizer uses only the values of some quality mea-
sure, without knowledge of the underlying simulation and the learning method, the quality measure must be designed
carefully. Experiments with the breast cancer dataset have shown that the new quality measure proposed in this paper is
adequate to construct sensitive classiﬁers for unbalanced datasets. Note that our intention was not to outperform other
learning methods on well-known, permanently investigated datasets, but to show the feasibility and efﬁciency of our
approach to parameter optimization.
In the future we will try to further extend the range of applicability of our framework and to improve its performance
by increasing the number of parameters, investigating alternative quality measures, considering different paths in the
QP solver and the derivative-free optimizer, and by exploiting parallelism.
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