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We develop a method for calculation of charge transfer statistics of persistent current in nanos-
tructures in terms of the cumulant generating function (CGF) of transferred charge. We consider a
simply connected one-dimensional system (a wire) with arbitrary interactions and develop a proce-
dure for the calculation of the CGF of persistent currents when the wire is closed into a ring via a
weak link. For the non-interacting system we derive a general formula in terms of the two-particle
Green’s functions. We show that, contrary to the conventional tunneling contacts, the resulting cu-
mulant generating function has a doubled periodicity as a function of the counting field. We apply
our general formula to short tight-binding chains and show that the resulting CGF perfectly repro-
duces the known evidence for the persistent current. Its second cumulant turns out to be maximal
at the switching points and vanishes identically at zero temperature. Furthermore, we apply our
formalism for a computation of the charge transfer statistics of genuinely interacting systems. First
we consider a ring with an embedded Anderson impurity and employing a self-energy approxima-
tion find an overall suppression of persistent current as well as of its noise. Finally, we compute the
charge transfer statistics of a double quantum dot system in the deep Kondo limit using an exact
analytical solution of the model at the Toulouse point. We analyze the behaviour of the resulting
cumulants and compare them with those of a noninteracting double quantum dot system and find
several pronounced differences, which can be traced back to interaction effects.
PACS numbers: 73.23.Ra, 72.10.Fk, 73.63.-b
I. INTRODUCTION
Persistent current (PC) in ring-shaped nanostructures
is one of the most fascinating phenomena in mesoscopic
physics.1,2 Despite enormous amount of work invested
in its study there are still numerous aspects, which are
yet not fully understood. Perhaps the most interesting
are the issues of how electronic correlations affect the
PC and whether it is subject to fluctuations in clean
systems without disorder.3–5 A quite natural extension
of the latter topic is the question about the full count-
ing statistics (FCS) of persistent current, which, to the
best of our knowledge, has not been addressed yet. FCS
is an interesting and insightful quantity best described
as a probability P (Q) to transfer Q charges through a
constriction or a device during a (very long) measuring
time T .6 Since the seminal paper of W. Schottky it is
known, that the shot noise, which is the second cumulant
of the FCS, contains interesting information about the
charge of current carriers.7. This idea was very impor-
tant in such a breakthrough as the measurement of the
fractional charge in quantum Hall edge states devices.8,9
It turns out, however, that the charge of current carry-
ing excitations can be much more precisely determined if
one uses the third order correlation of the transport cur-
rent instead of the shot noise.10,11 This quantity can very
conveniently be extracted from the cumulant generating
function (CGF) of the FCS. CGF is also known to sat-
isfy in many cases the Gallavotti-Cohen relation, which
is a direct generalization of the conventional fluctuation-
dissipation theorem.12,13 Apart of that the cumulants of
higher orders can help to reveal important details about
interactions of the given system with the environment,
thereby yielding important insights.6,14 Very recently the
concept of the FCS has even been successfully employed
in the field of ultracold quantum gases, as the counting
statistics of Rydberg aggregates was measured, which has
helped to identify multi-particle correlation effects.15
Here we report a progress along several lines. First of
all we develop a general approach, which allows for the
evaluation of PC of arbitrarily shaped structure which
is closed to a ring via single or several weak links, and
which can be applied also to interacting systems. It turns
out that for quadratic Hamiltonians one can even derive
a closed formula for the FCS using the Green’s functions
(GFs) of the original open structure. We generalize this
method to the calculation of the FCS and using it we
discuss the charge transfer statistics of noninteracting as
well as interacting systems and find that in case of a
wire with an Anderson impurity there is a suppression
of PC as well as of its noise at least for not too strong
interactions. Furthermore, we discuss the FCS of PC
in two different kinds of double quantum dot Aharonov-
Bohm interferometer (ABI) setups: a noninteracting one
and a one, both quantum dots of which are driven into the
Kondo regime. We find fundamental differences in the
cumulant generating functions which can be attributed
to interaction effects and predict pronounced differences
in the resulting measurable cumulants of the FCS.
The paper is organized as follows. In the next section
we explain the details of our method of the FCS com-
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FIG. 1. (Color online) The setup of the system under consid-
eration. For γ0 = 0 it is simply connected. The wire can be
coupled to a metallic electrode via hybridization Γ.
putation. Section III is then devoted to applications of
the developed technique to noninteracting systems. Af-
ter that Section IV contains applications to two different
types of interacting systems: to a ring with an embed-
ded Anderson impurity and to a double quantum dot
ABI. Finally, Section V offers a summary of the results.
II. GENERAL APPROACH
The canonical definition of the PC is based on the ob-
servation that if the partition function Z of a given sys-
tem depends on the magnetic flux Φ piercing it, then the
associated conjugate quantity is the finite charge current,
so that (we set e = ~ = c = 1 throughout the paper)
IPC = −∂F
∂Φ
, (1)
where F is the free energy of the system. There are nu-
merous ways of computing IPC , ranging from quantum
statistical to scattering methods but most of them cannot
yield the FCS of PC in a straightforward way. It turns
out that the charge transfer statistics can rather easily
be computed in systems which are characterized by one
or several weak (tunnelling) links, at which one can in-
troduce the counting field λ.10,16 That is why a natural
procedure is to take a ring, disconnect it and introduce at
the ‘cut’ point a weak link along with the counting field
and compute the FCS just like it is done for transport in
tunnelling systems.
Therefore we would like to ask the following question:
Let us suppose that we have a simply connected system,
e. g. a quantum wire with open boundaries, which we
would like to shape into a ring via a weak link, connect-
ing two arbitrary points of the wire. Can we derive an
expression for PC using the GFs of the original open sys-
tem? In order to answer this question one can proceed
as follows. Let H0[ψ(x)] be the Hamiltonian describ-
ing the electronic degrees of freedom in an open simply
connected wire (we concentrate on 1D wires, a general-
ization to higher-dimensional systems can be done along
the same lines). It is closed to a ring by tunneling be-
tween the points x = 0 and x = L with the amplitude γ0.
Then the full system can be described by the following
Hamiltonian,17
H = H0[ψ(x)] + γ0e
−iϕ ψ†(0)ψ(L) + γ0e
iϕ ψ†(L)ψ(0) ,
(2)
where ϕ = 2piΦ/Φ0 describes the magnetic flux en-
closed by the wire measured in units of the flux quantum
Φ0 = h/e. In the following we consider a situation when
the partition function can be written down as a func-
tional integral over the local fields φ0(n) = ψn(0) and
φL(n) = ψn(L), where n denotes the respective Matsub-
ara component,
Z = Z0
∫
D [φ0, φL, φ¯0, φ¯L] exp
{
− 1
β
∑
n
[
φ¯0(n)G
−1
00
× φ0(n) + φ¯L(n)G−1LL φL(n)− φ¯L(n)
(
G−1L0 − γ0 eiϕ
)
×φ0(n)− φ¯0(n)
(
G−10L − γ0 e−iϕ
)
φL(n)
]}
, (3)
where G00, GLL, GL0 and G0L are the correspond-
ing two-particle Green’s functions. In the case of a
quadratic action they can easily be evaluated by inte-
grating out all degrees of freedom away from x = 0, L
using the standard methods. The GFs entering the
above expression, can be shown to descend from the
following two independent Matsubara GFs: (i) the lo-
cal one G0(n) = −〈Tφx(n) φ¯x(n)〉 , which involves only
fields at the contact points, in our case x = 0, L (from
now on we assume both GFs to be identical due to
spatial inversion symmetry of the open system18); (ii)
and the non-local one connecting both contact points
GL(n) = −〈TφL(n) φ¯0(n)〉 = −〈Tφ0(n) φ¯L(n)〉. While
the GFs of the type (i) reflect the local density of states
in the contact points of the weak link, the GF (ii) de-
scribes the single-particle propagation dynamics between
the contact points along the wire. With the help of these
definitions we find
G00 = GLL = G0 −GLG−10 GL
G0L = GL0 = G0G
−1
L
(
G0 −GLG−10 GL
)
= G00G
−1
L G0 . (4)
Using these relations we then immediately obtain the
partition function for our composite system:
Zϕ
Z0
=
∏
n
(
1− γ20 G00G0 + 2γ0GL cosϕ
)
,
where Z0 is the partition function of the open system
(γ0 = 0). The emerging PC is then given by
IPC =
1
β
∑
n
2γ0GL sinϕ
1− γ20 G00G0 + 2γ0GL cosϕ
.
With the help of this relation one can recover all known
results for the PC in non-interacting systems, see e. g.
Ref. [19].
3Now we would like to extend our formalism to the com-
putation of the FCS in terms of the cumulant generat-
ing function (CGF) lnχ(λ) of P (Q).6 There are different
ways to obtain it, the procedure we want to implement is
the one of Ref. [10]. It consists of multiplying every for-
ward/backward tunneling term in the Hamiltonian by the
factor e±iλ/2, where λ is the counting field, which carries
opposite sign on the forward/backward Keldysh branch,
see e. g. Ref. [16]. In this particular procedure the
charges are counted only during some very long measur-
ing time T . Before and after that time span the system is
disconnected. So the advantage offered by our method is
that everything can be represented in terms of GFs of an
open system, which, being simply connected, underlies
simpler boundary conditions. The necessity for employ-
ment of Keldysh techniques roots in the clear distinction
of system states when the tunneling is switched on and
when it is switched off. Gell-Mann and Low theorem
does not hold and one has to resort to non-equilibrium
techniques.20
There is, however, one decisive detail, which makes our
ring-shaped setup completely different from the orthodox
tunneling systems, for which the FCS procedure was de-
signed. In tunneling systems one usually considers the
scattered particles as coming from and vanishing into the
‘infinity’ – the incoherent background of the electrodes.
At least from the ideological point of view this is one of
the reasons the counting procedure works, all tunneling
events are distinguishable from each other. This is not so
for a ring. The particles which are already counted once
are coming back in coherent fashion, and there is a possi-
bility that the whole procedure would not give meaning-
ful results. This problem can, however, be circumvented
by introduction of an additional very large particle bath
– for instance just an additional electrode as is done in
e. g. Refs. [21] and [22]. In this way the electron states
in the ring are hybridized with the continua in the elec-
trode and so become delocalised and reach to ‘infinity’
just like the scattering states in a conventional tunneling
junction. Thus, from the point of view of the junction,
where the charges are counted, both a contacted ring and
an open tunneling junction are indistinguishable. That
is why our approach works. We shall see later though,
that the presence of the electrode is not crucial and that
the conventional FCS method works well even for very
short tight-binding chains. Nonetheless, sometimes it is
useful to keep the extra electrode as in some experiments
it is explicitly present and used to measure the PC.23 Of
course, it is essential to make sure that the resulting CGF
recovers all already known facts about PC. Therefore, be-
fore applying our method to interacting systems, in what
follows we make explicit calculations for simple noninter-
acting rings and show that our technique yields exactly
the same results as all other methods used previously.
The FCS computation is easiest in the Keldysh
representation, in which all fields have two compo-
nents ψ(x) = (ψ−(x), ψ+(x)), describing the for-
ward/backward (±) time propagation. All GFs have then
4 different components,
G(x− x′, t− t′) =
(
G−− G−+
G+− G++
)
, (5)
where G−− and G++ are the time-ordered and anti-time-
ordered components, and G−+ and G+− are the lesser
and greater Keldysh GFs.24 Using this language and as-
suming a quadratic action we can again integrate out all
fields away from the contact points and end up with the
following generalization of the partition function (3):
Z = Z0
∫
D [φ0,φL, φ¯0, φ¯L] exp
{
−
∫
dω
2pi
[
φ¯0(ω)G
−1
00 φ0(ω) + φ¯L(ω)G
−1
LLφL(ω)− φ¯L(ω)
[
G
−1
L0 − γ0
]
× φ0(ω)− φ¯0(ω)
[
G
−1
0L − γ∗0
]
φL(ω)
]}
, (6)
where the counting field enters the matrices
γ0 =
(
γ0 e
i(λ/2+ϕ) 0
0 −γ0 e−i(λ/2−ϕ)
)
. (7)
The analogs of (4) are now given by
G00 = GLL = G0 −GLG−10 GL
G0L = GL0 = G00G
−1
L G0 . (8)
The CGF is up to a prefactor given by the λ-dependent
Keldysh partition function of the system, therefore per-
forming the last remaining functional integrations in (6)
we arrive at our principal result,
lnχ(λ) = T
∫
dω ln detΛ , (9)
Λ = G−100 − (G−10L − γ∗0)G00(G−10L − γ0) ,
where T is the measuring time. It is instructive to com-
pare it with the statistics of a simple structureless tun-
neling contact with the Hamiltonian
H = H0[ψ1,2(x)] + γ0ψ
†
1(0)ψ2(0) + γ
∗
0 ψ
†
2(0)ψ1(0) ,
with ψ1,2(x) describing the electron fields of the right/left
4contact. The corresponding FCS is given by16,25
lnχ(λ) = T
∫
dω ln det
(
G
−1
1 − γ∗0G2 γ0
)
, (10)
where Gi denotes the local GF on the respective elec-
trode at the tunneling point. As G00 in the wire ge-
ometry also describes the strictly local GF we have an
immediate parallel G00 ↔ G1 and G00 = GLL ↔ G2.
Therefore we can split the object Λ = Λc +Λic into the
incoherent contribution which has the same shape as the
matrix for the tunneling contact,
Λic =G
−1
00 − γ∗0G00 γ0 , (11)
and the coherent part
Λc = γ
∗
0G00G
−1
0L +G
−1
0LG00γ0 , (12)
which is absent in the tunneling contact case and which
reflects the fact that in the case of the doubly connected
system both contacts ‘talk’ to each other through the
wire itself. Its presence has interesting consequences.
While the conventional FCS of noninteracting systems
turns out to be 2pi-periodic in λ, the FCS of PC has a
doubled periodicity. This can be understood in the fol-
lowing way. The term Λic is of the order γ
2
0 and arises
from the tunneling of the electron across the weak link
and back (forward and backward propagation along the
Keldysh contour). On the contrary, the coherent term
Λc is linear in γ0. That means that the counted electron
tunnels through the weak link on the forward (backward)
path and returns back following the wire rather than tun-
neling back directly. On the other hand, this periodicity
doubling can also be interpreted in terms of counting
particles in a tunnelling system, which is initially pre-
pared in a superposition of different charge states, see
e. g. Refs. [26] and [27].
III. APPLICATIONS TO NONINTERACTING
SYSTEMS
The individual cumulants of the charge transfer statis-
tics are computed as usual using the prescription
Cn = (−i)n ∂
n lnχ(λ)
∂λn
∣∣∣
λ→0
. (13)
Thus IPC = C1/T . We have tested the prediction for
the PC found using (9) and (5) for a tight-binding chain
with N sites (we take odd N in order so satisfy the sym-
metry requirements imposed on the GFs), connected by
hopping integral γ, which sets the energy scale of the
system, and fixed chemical potential. We have compared
it with the values for IPC for the continuum model of
finite length given in Ref. [19]. In one case we have
coupled the central chain site to an additional metallic
electrode (bath) with some small hybridization Γ. We
find an excellent agreement already for very short chains
FIG. 2. Persistent current through a ring with the length
N = 3 computed with the help of our approach using the
FCS of the PC (solid line) and the formula (1) given in
Ref. [19] (dashed line) at zero temperature, measured in units
of γ/2Φ0. γ is the hybridization amplitude between the ad-
jacent sites within the chain, the tunnelling amplitude of the
weak link is γ0/γ = 0.9, which corresponds to TF ≈ 0.989 as
it appears in Ref. [19]. The chemical potential is set to zero
and Γ/γ = 0.025. The agreement of both curves improves for
descreasing Γ.
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FIG. 3. Second cumulant C2 measured in units of eγT /2Φ0
as a function of magnetic flux for different values of tem-
perature, from above T/γ = 1.6, 0.4, 0.1, 0.025, 0.00625. The
energy level width is kept at δ/γ = 0.025 and γ0/γ = 0.9.
with N = 3 as long as the hybridization is the small-
est energy scale, see Fig. 2.28 Furthermore we consid-
ered a fully decoupled system in which Γ = 0, obtain-
ing precisely the same results as the classical formulas
and recovering all important details such as the parity
effect and the 1/N dependence of the PC on the chain
length N and exponential suppression of IPC with grow-
ing temperature.28,29 Moreover, we have computed the
two lowest order cumulants directly using the current
autocorrelation function and found exactly the same re-
sults.
In Fig. 3 we plot the second cumulant computed for
a decoupled 3-site tight-binding chain with finite very
small energy level widening δ. The generic feature is the
rapid decay of C2 towards lower temperatures until it ul-
timately vanishes at T = 0. This is to be expected since
at zero temperature the system is in its ground state and
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FIG. 4. Third cumulant measured in units of e2γT /4Φ0
at different temperatures T/γ = 0.25, 0.125, 0.0625, 0.03125
(dotted, dashed, dashed-dotted and solid lines, respectively)
for γ0/γ = 0.9 in a coupled system with Γ/γ = 0.05.
all fluctuations are frozen out. This finding is compatible
to the results of Refs. [5],[30]. Another important feature
is the maximum located precisely at half period.4 This is
not surprising either since at precisely these points the
PC changes sign, therefore the probability for current
fluctuations is the highest. C2 shows an interesting be-
havior as a function of temperature. In the case of tight-
binding chains we find C2(T ) ∼ α1 − α2/[1 + (T/T ∗)2],
where α1,2 are some model specific constants and T
∗ is
the energy scale set by EF . It turns out to be very close
to the characteristic temperature on which the exponen-
tial suppression of PC itself occurs.
Contrary to the second cumulant the third one does
not vanish at zero temperature at least in the vicinity
of the turning point Φ/Φ0 = 1/2 or ϕ = pi, see Fig. 4
and turns out to have a singularity there. One interest-
ing peculiarity is also the very strong dependence of the
third cumulant on the coupling to the lead Γ, the asymp-
totic value of C3 at Φ/Φ0 = 1/2 approximately growing
as ∼ 1/Γ. While the strong dependence of the third cu-
mulant on the effects of the environment has been found
before even experimentally,14 it is not clear yet whether
this singularity can be explained by the same physical
mechanism. C3 shows a non-monotonous behavior as
a function of temperature, see Fig. 5. It has a distinct
maximum at intermediate temperatures and decays ex-
ponentially towards the limit T/γ → ∞. This is very
similar to the third cumulant for a tunneling contact be-
tween two non-interacting metals biased by finite voltage
with an energy-dependent transmission, vanishing in the
large energy limit. This is remarkable because a simple
weak-link is known to have an energy-independent trans-
mission coefficient.
Another interesting feature of C3 is its exponential de-
cay with the length of the system. A detailed study of
these properties as well as of the higher order cumulants
will be presented elsewhere.29 The general tendency is
that at zero temperature all even order cumulants vanish
and all odd order objects show a behavior similar to that
0.05 0.10 0.15 0.20 0.25 0.30
TΓ
0.5
1.0
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FIG. 5. The temperature dependence of the third cumulant
measured in units of e2γT /4Φ0 γ0/γ = 1, 0.7, 0.5 (dotted,
solid and dashed line, respectively) and ϕ = pi/4 or Φ/Φ0 =
1/8 for a tight-binding chain with N = 15 and zero chemical
potential.
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FIG. 6. (Color online) Left panel: A double quantum dot
Aharonov-Bohm interferometer formed by two metallic elec-
trodes L, R and two quantum dots 1 and 2. Right panel:
A double quantum dot Aharonov-Bohm interferometer in the
Kondo limit. The transport between the electric leads is pos-
sible via spin-flip processes with amplitudes J⊥1,2.
of the third one.
As another application we would like to analyze the
FCS of a double quantum dot ABI, see Fig. 6. This
is a versatile device widely used to study transport at
nanoscale.31 We would like to consider its simplest re-
alization, consisting of two metallic electrodes, the elec-
trons in which are described by fermion fields R(x) and
L(x) and two localized fermionic levels with energies ∆i
(i = 1, 2), the respective electron creators/annihilators
being denoted by d†i , di. The corresponding Hamiltonian
is given by:
H = H1 +Ht , H1 = H0[R,L] +
∑
i=1,2
∆i d
†
id
†
i , (14)
where the electrodes are coupled to both localized levels
by tunnelling amplitudes γ and γ0:
Ht = γ[R
†d1 + d
†
1R+ d
†
2(R+ L) + (R
† + L†)d2]
+ γ0(e
iϕd†1L+ e
−iϕL†d1) , (15)
where the tunnelling from/into the electrodes is assumed
to occur locally at x = 0 in the coordinate system of
the respective electrode, so that R = R(x = 0) and
6L = L(x = 0). We shall describe the electrode degree
of freedom in the framework of the wide flat band model
(WFBM) for simplicity, but this is not a severe restric-
tion and can easily be relaxed.
Such kind of system is an unorthodox realization of
a ring geometry one usually considers in the theory of
PCs because of the coupling to two different electrodes.
We shall construct a formal solution for the system in
the general case of finite bias voltage applied between
the electrodes and discuss in detail only the zero voltage
case. Furthermore, we shall consider only such quanti-
ties, which are only present when there is a finite PC in a
system. The reason for that is the fact that for instance
the second cumulant, or the noise, can be finite even at
zero voltage at finite temperature but no field ϕ = 0,
thereby yielding information which cannot be connected
to the PC phenomenon at all. It is obvious, that along
with the second cumulant one must exclude all even or-
der cumulants. Odd order cumulants, on the contrary, at
least at zero temperature are finite only in finite ϕ 6= 0.
Therefore we concentrate on the PC and the third cu-
mulant of current C3 only. Moreover, contrary to the
situations considered above we would like not to make
the tunnelling amplitudes to the electrodes small. We
believe that such a geometry can be quite advantegeous
for future experimental investigations of PCs.
In order to compute the CGF we first have to build
the counting field into the system Hamiltonian. In the
present case it is most efficiently done by a transforma-
tion
eiϕd†1L+ e
−iϕL†d1 → ei(ϕ+λ/2)d†1L+ e−i(ϕ+λ/2)L†d1 .
We would like to point out again, that λ is a field which
has opposite sign on the forward/backward paths of the
Keldysh contour (as opposed to ϕ). The CGF is now
nothing else but the λ-dependent Keldysh partition func-
tion. It can either be computed by differentiation with
respect to the coupling constant, or by a straightforward
functional integration.16 We follow the second route and
define the full action of the system in form of a matrix:
A =


G
−1
L 0 Tλ T0
0 G
−1
R T0 T0
T
∗
λ T
∗
0 D
−1
1 0
T
∗
0 T
∗
0 0 D
−1
2

 , (16)
where G−1L,R are the local Keldysh GFs for the electrons
in the respective electrodes with the structure Gs(t) =
−i〈TCs(x = 0, t)s†(x = 0, 0)〉 with s = R,L and TC
being the contour ordering operator. Within the WFBM
they are very simple and given by
Gs(ω) = iρ0
(
ns − 1/2 ns
ns − 1 ns − 1/2
)
(17)
with ρ0 being the density of states in the electrode and
ns being the Fermi distribution function in the respective
electrode. Keldysh GFs of the uncoupled dots are quite
simple as well: Di = diag(1/(ω−∆i),−1/(ω−∆i)). Fi-
nally, the tunnelling contributions in the action are diag-
onal in the Keldysh space since the tunnelling processes
are assumed to be instantaneous and can be shown to be
given by T0 = diag(γ,−γ) and Tλ = γ0, see Eq. (7).
The CGF is then a functional integral of the kind
lnχ(λ) = ln
∫
D[α†,α] exp
[
−
∫
dωα†Aα
]
= T
∫
dω ln detA , (18)
where α = (R−, R+, L−, L+, d1−, d1,+, d2,−, d2,+)
T is the
superfield used to construct the action. The subscript ±
denotes the Keldysh branch index of the respective field.
Although the CGF itself is quite involved the PC in
the symmetric case γ0 = γ and ∆1,2 = ∆ is given by the
following compact relation:
IPC = 8
Γ3
Φ0
sinϕ
∫
dω (ω −∆)(2nF − 1) (19)
× [16Γ4 sin4(ϕ/2) + 2Γ2(ω −∆)2(6 + 2 cosϕ)
+ (ω −∆)4]−1 ,
where Γ = piρ0γ
2. Expressions for all other cumulants
can also be written down in a closed form. However,
they are rather lengthy and therefore we do not report
them.
The behaviour of the PC is generic and is shown in
Fig. 7. As can be clearly seen already from (19) it is
maximal when the system is in resonant configuration
with ∆1,2 = 0. The behaviour of the third cumulant
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FIG. 7. Left panel: Zero temperature PC through a noninter-
acting double dot ABI setup, measured in units of Γ/Φ0 for
different dot offset energies ∆/Γ = 0, 0.5, 1.0 (solid, dashed,
dotted lines) and γ0 = γ. Right panel: the third cumulant
of the persistent current measured in units of e2ΓT /4Φ0 for
the same system at resonance ∆1,2 = 0 for different temper-
atures: T/Γ = 0.05, 0.1, 0.2 (solid, dashed and dotted lines).
qualitatively closely resembles the behaviour of C3 for
rings with a single electrode, see Fig. 7. It is nonzero
even at zero temperature and at resonance ∆1,2 = ∆
has a singularity around a turning point, which is very
similar to the one observed in the case of ordinary rings,
see Fig. 4. However, it is cut off at finite temperatures
or/and finite gate voltage ∆1,2 6= 0.
It is very well known from the theory of double quan-
tum dots, that the transmission coefficient for the parti-
7cles travelling between the electrodes is significantly sup-
pressed for the parameter set ∆1 = −∆2 = ∆.32–34 It
turns out, that it is different for the PC. It is highest for
∆1,2 = 0 as expected. However, the symmetric gating
∆1 = ∆2 leads to considerably smaller PC and C3 as in
the situation with ∆1 = −∆2.
IV. FCS OF THE PERSISTENT CURRENT IN
INTERACTING SYSTEMS
Now we would like to turn to interacting systems. Al-
though it is not always possible to find a representation
of the form (6), the general procedure of closing an open
system via term (7) and subsequent evaluation of the gen-
eralized λ-dependent Keldysh partition function is still
perfectly applicable. To illustrate that we consider a sit-
uation in which one of the chain sites is replaced by an
Anderson impurity – in our case the role of the impu-
rity plays the site, which is coupled to the electrode, see
Fig. 1. Without interaction its energy is resonant (zero).
Although the corresponding exact GFs are not known,
there are plenty of powerful approximative techniques.
In this introductory study we restrict ourselves to the
approach using the second order self-energies,35 closed
analytical expressions for which are e. g. presented in
Ref. [36]. Fig. 8 shows the results for the PC. For grow-
ing U the PC as well as the noise turn out to be sup-
pressed while keeping their overall non-interacting shape
as a function of the magnetic flux. The decrease of PC
is in agreement with general expectation and can be un-
derstood in terms of the decreasing impurity density of
states at the Fermi edge due to the formation of the Hub-
bard sidebands. The temperature for the plot is chosen in
such a way that it is almost twice as large as the Kondo
temperature TK ≈
√
UΓ exp[−piU/(8Γ)] below which a
profound change in ground state occurs.37
At temperatures T < TK the Kondo effect dominates
the low energy properties of the above system and the
self-energy approximation is not applicable any more.
While for the standard Kondo impurity problem there
are a number of different solution approaches, to do so
in a system with a ring geometry is a daunting problem,
see e. g. Refs. [38–40]. However, in the impurity configu-
ration proposed above the Kondo ground state is formed
due to coupling to the external lead. This circumstance
allows for a construction of a two-electrode Aharonov-
Bohm setup with two imbedded Kondo impurities, which
possesses an exactly solvable Toulouse limit.41,42
The Hamiltonian of the system, see also the right panel
of Fig. 6, is given by
H = H0 +HJ , (20)
where, with ψα,σ being the electron field operators in the
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FIG. 8. A comparison between the PC in a non-interacting
system (solid lines) with Γ/γ = 0.05, γ0/γ = 0.9, 0.45 (up-
per/lower curves) and an interacting system with U/γ = 0.4
(dashed lines with the same ratios γ0/γ) at temperature
T/γ = 0.02. We have deliberately used a too high value of U
in order to demonstrate the relative weakness of the interac-
tion effects in this approximation. The current is measured
in units of γ/2Φ0. The corresponding Kondo temperature is
TK/γ ≈ 0.012.
R,L electrodes,
H0 = ivF
∑
α=R,L
∑
σ=↑,↓
∫
dxψ†ασ(x)∂xψασ(x) +
∑
i=1,2
∆iτ
z
i ,
HJ =
∑
α,β=R,L
∑
ν=x,y,z
∑
i
Jαβiν s
ν
αβ
∑
i
τνi . (21)
Here τν=x,y,zi are the Pauli matrices for the impurity
spins located at the dots i = 1, 2 and
sναβ =
∑
σ,σ′
ψ†ασ(0)σ
ν
σσ′ ψβσ′(0) ,
are the components of the electron spin densities
in/across the leads. ∆i = µBghi is proportional to the
magnetic field hi, applied locally to the respective im-
purity only, µB is the Bohr’s magneton and g is the
electron gyromagnetic ratio. For convenience we set the
Fermi velocity of the original fermions vF = 1. J
αβ
iν
is the set of couplings, all of which are assumed to be
the parameters of the system. We follow [43] and as-
sume Jαβix = J
αβ
iy = J
αβ
i⊥ , Jiz± = (J
LL
iz ± JRRiz )/2 and
JLRiz = J
RL
iz = 0. The only allowed transport process
is then the spin-flip tunnelling (sometimes also called
‘exchange cotunnelling’), which is proportional to JRLi⊥ .
Inclusion of the Aharonov-Bohm phase can be done in
the usual way, by supplying the spin-flip transport terms
with an appropriate factor: We choose to do that for the
tunnelling through the dot 1, thus
HJ1⊥ =
JRL1⊥
2
(
τ+1 e
i(λ/2+ϕ)ψ†R↓ψL↑ + τ
−
1 e
i(λ/2+ϕ)ψ†R↑ψL↓
+τ+1 e
−i(λ/2+ϕ)ψ+L↓ψR↑ + τ
−
1 e
−i(λ/2+ϕ)ψ†L↑ψR↓
)
.
8It turns out, that using the general strategy presented in
Refs. [43,44,45] at the Toulouse point, when Jiz− = 0 and
Jiz+ = 2pi, the FCS could be evaluated even for ϕ 6= 0.
Without repeating the rather lengthy but straightfor-
ward calculation we present the resulting Hamiltonian,
which is a descendant of the Majorana resonant level
model (MRLM):46
H = H0 − iJ−(b1 + b2)ξf − iJ+(a1 + a2)ηf
− i
∑
i=1,2
∆iaibi − iJ2 b2ξ (22)
− iJ1 b1ξ cos(λ/2 + ϕ)− iJ1 b1η sin(λ/2 + ϕ) ,
where ai and bi are the two different sets of local Ma-
joranas describing the degrees of freedoms of the two
dots. ξ, η are the Majorana fields of the flavour and
ξf , ηf are the Majorana fields in the spin flavour chan-
nels. The identification of the constants is as follows:
Ji± = (J
LL
i⊥ ± JRRi⊥ )/
√
2pia0, Ji⊥ = J
RL
i⊥ /
√
2pia0 (a0 is
the lattice constant of the underlying lattice model). For
simplicity we have chosen the couplings J± = Ji± to be
the same for both dots while the transversal parts are still
different J⊥1,2 → J1,2. The free Hamiltonian is simply
H0 = i
∫
dx
[
ηf (x)∂xηf (x) + ξf (x)∂xξf (x)
+η(x)∂xη(x) + ξ(x)∂xξ(x)] . (23)
The problem is quadratic in fermionic operators and
thus can be solved analytically for any constellation of
parameters.45 An analytic expression in a closed form
exists and can be found along the same lines as the CGF
of the conventional noninteracting double dot setup dis-
cussed in the previous section. However, it is lengthy and
therefore we relegated it to the Appendix.
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FIG. 9. Left panel: Zero temperature PC through a dou-
ble Kondo impurity ABI setup, measured in units of Γ/Φ0
for equal Γ1,2 = Γ and different magnetic fields ∆/Γ = 0,
0.5, 1.0 (solid, dashed, dotted lines) (we have set ∆1,2 = ∆).
Right panel: the third cumulant of the persistent current mea-
sured in units of e2ΓT /4Φ0 for the same system in zero field
∆1,2 = 0 for different temperatures: T/Γ = 0.05, 0.1, 0.2
(solid, dashed and dotted lines).
The most generic distinctive feature of the double dot
Kondo ABI is the halved periodicity in ϕ of all cumulants
of the FCS as compared to the noninteracting double
dot ABI setup, cf. Figs. 7 and 9. This is in concensus
with the results of [41], where the same phenomenon was
predicted for the overall transmission coefficient of the
double dot structure. We go considerably beyond this
study and confirm this feature for the whole CGF.
The second fundamental difference concerns the λ-
periodicity of the CGF. As was discussed in Section II
the CGF in the case of noninteracting systems contains
incoherent 2pi periodic in λ part as well as a coherent 4pi
periodic contribution. In the present double dot Kondo
case the CGF a similar effect takes place as well. CGF
contains terms which are rational functions of cos and sin
of λ and 2λ. However, we tend to interpret these two con-
tributions as a transport of single electrons and electron
pairs, just like in the case of a single Kondo impurity.44
There two important special cases. When ∆1,2 = 0,
Γ+ = 0 but Γ− 6= 0 the FCS of the single-dot system de-
scribes tunnelling of correlated electron pairs along with
single-particle events.44 It turns out that although al-
ready at strictly Γ− = 0 not only two-particle but also
single-particle processes contribute, with growing Γ− the
admixture of the single-particle channel increases consid-
erably leading to an overall suppression of the PC. For
large Γ− ≫ Γ we find the suppression factor to be of the
form ∼ 1/Γ−. This kind of behaviour is to be expected
since a growing contribution of a single-particle chan-
nel means a further departure from the unitary limit, at
which the transmission of impurities is maximal.
The other special case is that of finite magnetic fields
∆1,2 6= 0. If they become large |∆1,2| ≫ |Γ1,2⊥| the
electron-pair processes are suppressed and the system de-
parts from the Kondo limit. Indeed, PC degrades consid-
erably for growing fields, see Fig. 9. Yet another signa-
ture of that is the decreasing asymmetry of the IPC(ϕ)
curve with respect to the line ϕ = pi/4, which is usu-
ally more pronounced for systems with high transmis-
sion. Similar phenomena can be observed for the third
cumulant, see Fig. 9.
V. SUMMARY AND CONCLUSIONS
To summarize, we have discussed the full counting
statistics of a persistent current. In the first part of the
paper we have derived a general formula for the cumu-
lant generating function of the charge transfer statistics
in a system consisting of an open chain which is closed
to a ring via a weak link. We have shown that the re-
sulting expression for the persistent current perfectly re-
produces all known results. We find that as a function of
the counting field the CGF has a doubled periodicity as
compared to the FCS of the nanostructures contacted by
two independent electrodes. We have discussed the be-
haviour of the second and third cumulant as functions of
the magnetic flux, temperature and coupling strength to
the environment. Using a slightly simplified approach we
have also analyzed the FCS of a PC in a noninteracting
double quantum dot Aharonov-Bohm interferometer.
In the second part of the paper we have extended our
approach to the treatment of interacting systems and ap-
plied it to a ring with an embedded Anderson impurity
9in a perturbatively accessible regime, finding an overall
suppression of the magnitude of all cumulants. Further-
more, we have applied our method to transport through
a double quantum dot Aharonov-Bohm interferometer in
the deep Kondo limit. Here we have made use of an inte-
grability of the system at the Toulouse point deriving an
analytical expression for the cumulant generating func-
tion in a closed form. We confirm the halved periodicity
of the flux dependence in the Kondo limit, which was
suggested in previous works. In agreement with the re-
sult for the FCS of a single-dot system we managed to
identify single particle and electron pair processes in the
corresponding CGF.
In the future it would be particularly interesting to
address the FCS of exactly solvable interacting systems
in ring geometries, such as Luttinger liquids,29 quantum
impurity models,47 or consider the analytic properties of
the CGF in the spirit of Ref. [48].
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Appendix
Here we give an explicit expression for the CGF of the FCS for the persistent current in a double dot ABI in a
Kondo limit, see Section IV. To enhance readability of the formula we set ∆1 = ∆2 = ∆, Γ1 = Γ2 = Γ and Γ± = 0.
lnχ(λ) =
T
Φ0
∫
dω ln
{
8(ω2 −∆2)2 [(ω2 −∆2)2 + 2ω2Γ2 + 2ω2Γ2nF (1− nF )(cos(2λ)− 1)]
+ 8Γ2ω2(ω2 −∆2) [(ω2 −∆2)(1 + cosλ cos(2ϕ))− i2Γω(2nF − 1) sinλ sin(2ϕ)]
+ Γ4ω4(3− 2 sin(2ϕ)− 4 cosλ cos(2ϕ) + cos(2λ))} , (A.1)
where the Fermi distribution function is given by nF = 1/(exp(ω/T ) + 1).
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