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Abstract The IceCube Collaboration has observed a high-
energy astrophysical neutrino flux and recently found evi-
dence for neutrino emission from the blazar TXS 0506+056.
These results open a new window into the high-energy
universe. However, the source or sources of most of the
observed flux of astrophysical neutrinos remains uncertain.
Here, a search for steady point-like neutrino sources is per-
formed using an unbinned likelihood analysis. The method
searches for a spatial accumulation of muon-neutrino events
using the very high-statistics sample of about 497,000 neu-
trinos recorded by IceCube between 2009 and 2017. The
median angular resolution is ∼ 1◦ at 1 TeV and improves
to ∼ 0.3◦ for neutrinos with an energy of 1 PeV. Compared
to previous analyses, this search is optimized for point-like
neutrino emission with the same flux-characteristics as the
observed astrophysical muon-neutrino flux and introduces
an improved event-reconstruction and parametrization of the
background. The result is an improvement in sensitivity to
the muon-neutrino flux compared to the previous analysis
of ∼ 35% assuming an E−2 spectrum. The sensitivity on
the muon-neutrino flux is at a level of E2dN/dE = 3 ·
10−13 TeV cm−2 s−1. No new evidence for neutrino sources
is found in a full sky scan and in an a priori candidate source
list that is motivated by gamma-ray observations. Further-
more, no significant excesses above background are found
from populations of sub-threshold sources. The implications
of the non-observation for potential source classes are dis-
cussed.
1 Introduction
Astrophysical neutrinos are thought to be produced by
hadronic interactions of cosmic-rays with matter or radia-
tion fields in the vicinity of their acceleration sites [1]. Unlike
cosmic-rays, neutrinos are not charged and are not deflected
by magnetic fields and thus point back to their origin. More-
over, since neutrinos have a relatively small interaction cross
section, they can escape from the sources and do not suffer
absorption on their way to Earth. Hadronic interactions of
high-energy cosmic rays may also result in high-energy or
very-high-energy gamma-rays. Since gamma-rays can also
arise from the interaction of relativistic leptons with low-
energy photons, only neutrinos are directly linked to hadronic
interactions. The most commonly assumed neutrino-flavor
flux ratios in the sources result in equal or nearly equal flavor
flux ratios at Earth [2]. Thus about 1/3 of the astrophysi-
cal neutrinos are expected to be muon neutrinos and muon
anti-neutrinos.
a e-mail: analysis@icecube.wisc.edu
URL: https://icecube.wisc.edu/
b Earthquake Research Institute, University of Tokyo, Bunkyo, Tokyo
113-0032, Japan
In 2013, the IceCube Collaboration reported the obser-
vation of an unresolved, astrophysical, high-energy, all-
flavor neutrino flux, consistent with isotropy, using a sam-
ple of events which begin inside the detector (‘starting
events’) [3,4]. This observation was confirmed by the mea-
surement of an astrophysical high-energy muon-neutrino flux
using the complementary detection channel of through-going
muons, produced in neutrino interactions in the vicinity of the
detector [5–7]. Track-like events from through-going muons
are ideal to search for neutrino sources because of their rela-
tively good angular resolution. However, to date, the sources
of this flux have not been identified.
In 2018, first evidence of neutrino emission from an indi-
vidual source was observed for the blazar TXS 0506+056 [8,
9]. Multi-messenger observations following up a high-energy
muon neutrino event on September 22, 2017 resulted in the
detection of this blazar being in flaring state. Furthermore,
evidence was found for an earlier neutrino burst from the
same direction between September 2014 and March 2015.
However, the total neutrino flux from this source is less than
1% of the total observed astrophysical flux. Furthermore, the
stacking of the directions of known blazars has revealed no
significant excess of astrophysical neutrinos at the locations
of known blazars. This indicates that blazars from the 2nd
Fermi-LAT AGN catalogue contribute less than about 30% to
the total observed neutrino flux assuming an unbroken power-
law spectrum with spectral index of −2.5 [10]. The constraint
weakens to about 40–80% of the total observed neutrino flux
assuming a spectral index of −2 [8]. Note that these results
are model dependent and an extrapolation beyond the cata-
log is uncertain. No other previous searches have revealed a
significant source or source class of astrophysical neutrinos
[11–21].
Here, a search for point-like sources is presented that takes
advantage of the improved event selection and reconstruction
of a muon-neutrino sample developed in [6] and the increased
livetime of eight years [7] between 2009 and 2017. The best
description of the sample includes a high-energy astrophysi-
cal neutrino flux given by a single power-law with a spectral
index of 2.19±0.10 and a flux normalization, at 100 TeV, of
100 TeV = 1.01+0.26−0.23×10−18 GeV−1 cm−2 s−1 sr−1, result-
ing in 190–2145 astrophysical neutrinos in the event sample.
Compared to the previous time-integrated point source publi-
cation by IceCube [14,16,22–24], this analysis is optimized
for sources that show similar energy spectra as the measured
astrophysical muon-neutrino spectrum. Furthermore, a high-
statistics Monte Carlo parametrization of the measured data,
consisting of astrophysical and atmospherical neutrinos and
including systematic uncertainties, is used to model the back-
ground expectation and thus increases the sensitivity.
Within this paper, the following tests are discussed: (1)
a full sky scan for the most significant source in the North-
ern hemisphere, (2) a test for a population of sub-threshold
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sources based on the result of the full sky scan, (3) a search
based on an a priori defined catalog of candidate objects
motivated by gamma-ray observations [16], (4) a test for a
population of sub-threshold sources based on the result of the
a priori defined catalog search, and (5) a test of the recently
observed blazar TXS 0506+056. The tests are described in
Sect. 3.4 and their results are given in Sect. 4.
2 Data sample
IceCube is a cubic-kilometer neutrino detector with 5160 dig-
ital optical modules installed on 86 cable strings in the clear
ice at the geographic South Pole between depths of 1450 m
and 2450 m [25,26]. The neutrino energy and directional
reconstruction relies on the optical detection of Cherenkov
radiation emitted by secondary particles produced in neutrino
interactions in the surrounding ice or the nearby bedrock.
The produced Cherenkov light is detected by digital optical
modules (DOMs) each consisting of a 10 inch photomul-
tiplier tube [27], on-board read-out electronics [28] and a
high-voltage board, all contained in a spherical glass pressure
vessel. Light propagation within the ice can be parametrized
by the scattering and absorption behavior of the antarctic ice
at the South Pole [29]. The detector construction finished in
2010. During construction, data was taken in partial detector
configurations with 59 strings (IC59) from May 2009 to May
2010 and with 79 strings (IC79) from May 2010 to May 2011
before IceCube became fully operational.
For events arriving from the Southern hemisphere, the
trigger rate in IceCube is dominated by atmospheric muons
produced in cosmic-ray air showers. The event selection is
restricted to the Northern hemisphere where these muons are
shielded by the Earth. Additionally, events are considered
down to −5◦ declination, where the effective overburden
of ice is sufficient to strongly attenuate the flux of atmo-
spheric muons. Even after requiring reconstructed tracks
from the Northern hemisphere, the event rate is dominated by
mis-reconstructed atmospheric muons. However, these mis-
reconstructed events can be reduced to less than 0.3% of the
background using a careful event selection [6,7]. As the data
were taken with different partial configurations of IceCube,
the details of the event selections are different for each sea-
son. At final selection level, the sample is dominated by atmo-
spheric muon neutrinos from cosmic-ray air showers [6].
These atmospheric neutrinos form an irreducible background
to astrophysical neutrino searches and can be separated from
astrophysical neutrinos on a statistical basis only.
In total, data with a livetime of 2780.85 days are analyzed
containing about 497, 000 events at the final selection level.
A summary of the different sub-samples is shown in Table 1.
The performance of the event selection can be character-
ized by the effective area of muon-neutrino and anti-neutrino
detection, the point spread function and the central 90%
energy range of the resulting event sample. The performance
is evaluated with a full detector Monte Carlo simulation [26].
The effective area Aν+ν¯eff quantifies the relation between
neutrino and anti-neutrino fluxes φν+ν¯ with respect to the
observed rate of events dNν+ν¯dt :
dNν+ν¯
dt
=
∫
dΩ
∫ ∞
0
dEν Aν+ν¯eff (Eν, θ, φ) × φν+ν¯ (Eν, θ, φ),
(1)
where Ω is the solid angle, θ, φ are the detector zenith and
azimuth angle and Eν is the neutrino energy. The effective
area for muon neutrinos and muon anti-neutrinos averaged
over the Northern hemisphere down to −5◦ declination is
shown in Fig. 1 (top).
At high energies, the muon direction is well correlated
with the muon-neutrino direction (< 0.1◦ deviation above
10 TeV) and the muon is reconstructed with a median angu-
Table 1 Data samples used in this analysis and some characteristics of
these samples. For each sample start date, livetime, number of observed
events, and energy and declination range of the event selections are
given. The energy range, calculated using a spectrum of atmospheric
neutrinos and astrophysical neutrinos, spans the central 90% of the sim-
ulated events. Astrophysical neutrinos were generated using the best-fit
values listed in Sect. 1. Note that livetime values slightly deviate from
Refs. [6,7] as the livetime calculation has been corrected
Season Start date Livetime/days Events Declination range log10(Eastroν /GeV) Range log10(Eatmosν /GeV) Range
IC59 2009/05/20 353.39 21411 0◦ – +90◦ 3.02 – 5.73 2.37 – 4.06
IC79 2010/06/01 310.59 36880 −5◦ – +90◦ 2.96 – 5.82 2.36 – 4.04
IC2011 2011/05/13 359.97 71191 −5◦ – +90◦ 2.89 – 5.76 2.29 – 3.98
IC2012 2012/05/15 331.35
IC2013 2013/05/02 360.45
IC2014 2014/05/06 367.96 367590 −5◦ – +90◦ 2.91 – 5.77 2.29 – 3.91
IC2015 2015/05/18 356.18
IC2016 2016/05/25 340.95
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Fig. 1 Top: Muon neutrino and anti-neutrino effective area averaged
over the Northern hemisphere as function of log10 of neutrino energy.
Middle: Median neutrino angular resolution as function of log10 of
neutrino energy. Bottom: Central 90% neutrino energy range for atmo-
spheric (astrophysical) neutrinos as solid (dashed) line for each decli-
nation. Lines show the livetime weighted averaged of all sub-samples.
Plots for individual seasons can be found in the supplemental material
Fig. 2 Ratio of effective area (top) and median angular resolution (bot-
tom) of the sub-sample IC86 2012–2016 and the sample labeled 2012–
2015 from previous publication of time-integrated point source searches
by IceCube is shown [16]
lar uncertainty Δν of about 0.6◦ at 10 TeV. All events
have been reconstructed with an improved reconstruction
based on the techniques described in [30,31]. The median
angular resolution is shown in Fig. 1 (middle). The median
angular resolution at a neutrino energy of 1 TeV is about
1◦ and decreases for higher energies to about 0.3◦ at
1 PeV.
The central 90% energy range is shown in Fig. 1 (bottom)
as a function of sin δ, with declination δ. Energy ranges are
calculated using the precise best-fit parametrization of the
experimental sample. The energy range stays mostly con-
stant as function of declination but shifts to slightly higher
energies near the horizon. The central 90% energy range of
atmospheric neutrinos is about 200 GeV–10 TeV.
In Fig. 2, the ratio of effective area (top) and median
angular resolution (bottom) of the sub-sample IC86 2012–
2016 and the sample labeled 2012–2015 from previous time-
integrated point source publication by IceCube is shown [16].
The differences in effective area are declination dependent.
When averaged over the full Northern hemisphere, the effec-
tive area produced by this event selection is smaller than that
in [16] at low neutrino energies but is larger above 100 TeV.
The median neutrino angular resolution Δν improves at
10 TeV by about 10% compared to the reconstruction used
in [16] and improves up to 20% at higher energies. The event
sample for the season from May 2011 to May 2012 has an
overlap of about 80% with the selection presented in Ref. [16]
using the same time range.
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3 Unbinned likelihood method
3.1 Likelihood & test statistics
The data sample is tested for a spatial clustering of events with
an unbinned likelihood method described in [32] and used
in the previous time-integrated point source publications by
IceCube [14,16,22–24]. At a given position xs in the sky, the
likelihood function for a source at this position, assuming a
power law energy spectrum with spectral index γ , is given by
L =
events∏
i
[ns
N
Si (xs, γ ) +
(
1 − ns
N
)
Bi
]
· P(γ ), (2)
where i is an index of the observed neutrino events, N is the
total number of events, ns is the number of signal events and
P(γ ) is a prior term. Si and Bi are the signal and background
probability densities evaluated for event i . The likelihood is
maximized with respect to the source parameters ns ≥ 0 and
1 ≤ γ ≤ 4 at each tested source position in the sky given by
its right ascension and declination xs = (αs, δs).
The signal and background probability density functions
(PDF) Si and Bi factorize into a spatial and an energy factor
Si (xs, γ ) = Sspat(xi , σi |xs) · Sener(Ei |γ ) (3)
Bi = Bspat(xi )Bener(Ei ), (4)
where xi = (αi , δi ) is the reconstructed right ascension αi
and declination δi , Ei is the reconstructed energy [33] and
σi is the event-by-event based estimated angular uncertainty
of the reconstruction of event i [22,34].
A likelihood ratio test is performed to compare the best-fit
likelihood to the null hypothesis of no significant clustering
L0 = ∏i Bi . The likelihood ratio is given by
T S = 2 · log
[
L (xs, nˆs, γˆ )
L0
]
, (5)
with best-fit values nˆs and γˆ , which is used as a test statistic.
The sensitivity of the analysis is defined as the median
expected 90% CL upper limit on the flux normalization in
case of pure background. In addition, the discovery potential
is defined as the signal strength that leads to a 5 σ deviation
from background in 50% of all cases.
In previous point source publications by IceCube [14,16,
22–24], the spatial background PDF Bspat and the energy
background PDF Bener were estimated from the data.
Given the best-fit parameters obtained from [6] and good
data/Monte Carlo agreement, it is, however, possible to get a
precise parametrization of the atmospheric and diffuse astro-
physical components, including systematic uncertainties. By
doing this, it is possible to take advantage of the high statis-
tics of the full detector simulation data sets which can be used
to generate smooth PDFs optimized for the sample used in
this work. Thus this parametrization of the experimental data
allows us to obtain a better extrapolation to sparsely popu-
lated regions in the energy-declination plane than by using
only the statistically limited experimental data. This comes
with the drawback that the analysis can only be applied to
the Northern hemisphere since no precise parametrization
is available for the Southern hemisphere. Generating PDFs
from full detector simulations has already been done in pre-
vious publications for the energy signal PDF Sener, as it is
not possible to estimate this PDF from data itself. The spatial
signal PDF Sspat is still assumed to be Gaussian with an event
individual uncertainty of σi .
It is known from the best-fit parametrization of the sample
that the data contain astrophysical events. The astrophysical
component has been parametrized by an unbroken power-
law with best-fit spectral index of 2.19±0.10 [7]. In contrast
to the previous publication of time-integrated point source
searches by IceCube [16], which uses a flat prior on the spec-
tral index in the range 1 ≤ γ ≤ 4, this analysis focuses on
those sources that produce the observed spectrum of astro-
physical events by adding a Gaussian prior P(γ ) on the spec-
tral index in Eq. (2) with mean 2.19 and width 0.10. As the
individual source spectra are not strongly constrained by the
few events that contribute to a source, the prior dominates the
fit of γ and thus the spectral index is effectively fixed allow-
ing only for small variations. Due to the prior, the likelihood
has reduced effective degrees of freedom to model fluctua-
tions. As a result, the distribution of the test statistic in the
case of only background becomes steeper which results in
an improvement of the discovery potential assuming an E−2
source spectrum.
However, due to the reduced freedom of the likelihood
by the prior on the spectral index about 80% of background
trials yield nˆs = 0 and thus T S = 0. This pile-up leads
to an over-estimation of the median 90% upper limit as the
median is degenerate and the flux sensitivity is artificially
over-estimated. Thus a different definition for the T S is intro-
duced for nˆs = 0. Allowing for negative nˆs can lead to con-
vergence problems due to the second free parameter of γ .
Assuming nˆs = 0 is already close to the minimum of log L ,
log L can be approximated as a parabola. The likelihood is
extended in a Taylor series up to second order around ns = 0.
The Taylor series gives a parabola for which the value of the
extremum can be calculated from the first and second order
derivative of the likelihood at ns = 0. This value is used as
test statistic
T S = −2 ·
(
log L ′
∣∣
0
)2
2 log L ′′|0
, nˆs = 0, (6)
for likelihood fits that yield nˆs = 0. With this definition, the
pile-up of nˆs is spread towards negative values of T S and the
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median of the test statistic is no longer degenerate. Using this
method, the sensitivity which had been overestimated due to
the pile-up at ns = 0 can be recovered.
3.2 Pseudo-experiments
To calculate the performance of the analysis, pseudo-
experiments containing only background and pseudo-
experiments with injected signal have been generated.
In this search for astrophysical point sources, atmo-
spheric neutrinos and astrophysical neutrinos from unre-
solved sources make up the background. Using the precise
parametrization of the reconstructed declination and energy
distribution1 from Ref. [7], pseudo-experiments are gener-
ated using full detector simulation events. Due to IceCube’s
position at the South Pole and the high duty cycle of >
99% [26], the background PDF is uniform in right ascension.
As a cross check, background samples are generated by
scrambling experimental data uniformly in right ascension.
The declination and energy of the events are kept fixed.
This results in a smaller sampled range of event energy
and declination compared to the Monte Carlo-based pseudo-
experiments. In the Monte Carlo-based pseudo-experiments,
events are sampled from the simulated background distri-
butions, and thus are not limited to the values of energy and
declination present in the data when scrambling. P-values for
tests presented in Sect. 4 are calculated using the Monte Carlo
method and are compared to the data scrambling method for
verification (values in brackets).
Signal is injected according to a full simulation of the
detector. Events are generated at a simulated source position
assuming a power law energy distribution. The number of
injected signal events is calculated from the assumed flux
and the effective area for a small declination band around
the source position. In this analysis, the declination band was
reduced compared to previous publication of time-integrated
point source searches by IceCube [16], resulting in a more
accurate modelling of the effective area. This change in signal
modeling has a visible effect on the sensitivity and discov-
ery potential, especially at the horizon and at the celestial
pole. The effect can be seen in Fig. 3 by comparing the solid
(small bandwidth) and dotted (large bandwidth) lines. The
bandwidth is optimized by taking into account the effect of
averaging over small declination bands and limited simula-
tion statistics to calculate the effective area. As the bandwidth
cannot be made too narrow, an uncertainty of about 8% on the
flux limit calculation arises and is included in the systematic
error.
1 In Ref. [7], the reconstructed zenith-energy distribution has been
parametrized, although, due to IceCube’s unique position at the geo-
graphic South Pole the zenith can be directly converted to declination.
Fig. 3 Sensitivity (dashed) and 5σ discovery potential (solid) of the
flux normalization for an E−2 source spectrum as function of the sin δ.
For comparison, the lines from [16] are shown as well. The dotted line
indicates the bandwidth effect discussed in Sect. 3.2
3.3 Sensitivity & discovery potential
The sensitivity and discovery potential for a single point
source is calculated for an unbroken power law flux accord-
ing to
dNνμ+ν¯μ
dEν
= φνμ+ν¯μ100 TeV
(
Eν
100 TeV
)−γ
. (7)
In Fig. 3, the sensitivity and discovery potential as function
of sin δ is shown. Note that Fig. 3 shows E2ν
dNνμ+ν¯μ
dEν = φ0 E20
which is constant in neutrino energy for an E−2 flux. The
sensitivity corresponds to a 90% CL averaged upper limit
and the discovery potential gives the median source flux for
which a 5σ discovery would be expected. The flux is given as
a muon neutrino plus muon anti-neutrino flux. For compari-
son, the sensitivity and discovery potential from the previous
publication of time-integrated point source searches by Ice-
Cube [16] are shown. Despite only a moderate increase of
livetime, this analysis outperforms the analysis in [16] by
about 35% for multiple reasons: (1) the use of an improved
angular reconstruction, (2) a slightly better optimized event
selection near the horizon, (3) the use of background PDFs
in the likelihood that are optimized on the parametrization
from [6,7] which improves sensitivity especially for higher
energies, (4) the fact that due to the prior on the spectral index
the number of source hypotheses is reduced which results in
a steeper falling background T S distribution, and (5) the use
of negative T S values which avoids overestimating the sen-
sitivity, especially in the celestial pole region (sin δ ∼ 1),
where the background changes rapidly in sin δ. In Fig. 4, the
differential discovery potentials for three different declina-
tion bands are shown.
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Fig. 4 Differential sensitivity (dashed) and 5σ discovery potential
(solid) flux for three different declinations. For high declinations and
high energies, the effect of neutrino absorption within the Earth becomes
visible. The flux is given as the sum of the muon neutrino and anti-
neutrino flux
3.4 Tested hypothesis
3.4.1 Full sky scan
A scan of the full Northern hemisphere from 90◦ down to −3◦
declination has been performed. The edge at −3◦ has been
chosen to avoid computational problems due to fast chang-
ing PDFs at the boundary of the sample at −5◦. The scan is
performed on a grid with a resolution of about 0.1◦. The grid
was generated using the HEALPix pixelization scheme2 [35].
For each grid point, the pre-trial p-value is calculated. As the
test statistic shows a slight declination dependence, the dec-
lination dependent T S is used to calculate local p-values.
T S distributions have been generated for 100 declinations
equally distributed in sin δ. 106 trials have been generated
for each declination. Below a T S value of 5, the p-value is
determined directly from trials. Above T S = 5, an exponen-
tial function is fitted to the tail of the distribution which is
used to calculate p-values above T S = 5. A Kolmogorov–
Smirnov test [36,37] and a χ2 test are used to verify the
agreement of the fitted function and the distribution.
The most significant point on the sky produced by the scan
is selected using the pre-trial p-value. Since many points are
tested in this scan, a trial correction has to be applied. There-
fore, the procedure is repeated with background pseudo-
experiments as described in Sect. 3.2. By comparing the local
p-values from the most significant points in the background
sample to the experimental pre-trial p-value, the post-trial
2 Hierarchical Equal Area isoLatitude Pixelation of a sphere
(HEALPix), http://healpix.sourceforge.net/.
Fig. 5 Upper Panel: Number of local warm spots with p-values smaller
that pthres as function of pthres. The observed number of local spots
are shown as solid black line. The background expectation is shown
as dashed line with 1σ , 2σ and 3σ intervals corresponding to Poisson
statistics. Lower Panel: Local Poisson p-value for given pthres. The most
significant point is indicated by a dotted vertical line
p-value is calculated. The final p-value is calculated directly
from ∼ 3500 trials.3
3.4.2 Population test in the full sky scan
Due to the large number of trials, only very strong sources
would be identified in a full sky scan, which attempts to quan-
tify only the most significant source. However, the obtained
T S values can be tested also for a significant excess of events
from multiple weaker sources without any bias towards
source positions. This is done by counting p-values of local
warm spots where the p-values are smaller than a preset
threshold. An excess of counts with respect to the expectation
from pure background sky maps can indicate the presence of
multiple weak sources.
From the full sky scan, local spots with plocal < 10−2
and a minimal separation of 1◦ are selected. The number of
expected local spots λ with a p-value smaller than pthres is
estimated from background pseudo-experiments and shown
in Fig. 5 as dashed line. The background expectation was
found to be Poisson distributed. The threshold value is opti-
mized to give the most significant excess above background
expectation using the Poisson probability
3 The background distribution of the local p-value plocal for the most
significant point is described by dP = N (1 − plocal)N−1dplocal, with
an effective number of trials N that is fitted to 241, 000 ± 9000. A
rough approximation of this trial factor can be calculated by dividing
the solid angle of the Northern hemisphere ∼ 2π by the squared median
angular resolution. Considering that highest energy events dominate the
sensitivity, we use 0.3◦ for the median angular resolution. Thus we get
2π/(0.3◦)2 ≈ 229000 effective trials, which is in the same order of
magnitude as the determined value.
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ppoisson = exp(−λ)
∞∑
m=n
λm
m! , (8)
to find an excess of at least n spots. Due to the optimization
of the threshold in the range on 2 < − log10 pthres < ∞,
the result has to be corrected for trials as well. To include
this correction, the full sky scan population test is performed
on background pseudo-experiments to calculate the post-trial
p-value.
3.4.3 A priori source list
The detectability of sources suffers from the large number
of trials within the full sky scan and thus individual signifi-
cant source directions may become insignificant after the trial
correction. However, gamma-ray data can help to preselect
interesting neutrino source candidates. A standard IceCube
and ANTARES a priori source list, containing 34 prominent
candidate sources for high-energy neutrino emission on the
Northern hemisphere has been tested [16], reducing the trial
factor to about the number of sources in the catalog. The
source catalog is summarized in Table 2. The sources were
selected mainly based on observations in gamma rays and
belong to various object classes. The sources from this list are
tested individually with the unbinned likelihood from Eq. (2).
For this test, p-values are calculated from 106 background
trials without using any extrapolation. Then the most signif-
icant source is selected and a trial-correction, derived from
background pseudo-experiments, is applied. Note that some
sources such as MGRO J1908+06, SS 433, and Geminga
are spatially extended with an apparent angular size of up to
several degrees, which is larger than IceCube’s point spread
function. In such cases, the sensitivity of the analysis pre-
sented in this paper is reduced. E.g., for an extension of 1◦,
the sensitivity on the neutrino flux decreases by ∼ 20% [24].
3.4.4 Population test in the a priori source list
Similar to the population test in the full sky scan, an excess of
several sources with small but not significant p-values in the
a priori source list can indicate a population of weak sources.
Therefore, the k most significant p-values of the source list
are combined using a binomial distribution
Pbinom(k|pk, N ) =
(
N
k
)
pkk (1 − pk)N−k, (9)
of p-values that are larger than a threshold pk . Here, N = 34
is the total number of sources in the source list. The most
significant combination is used as a test statistic and assessed
against background using pseudo-experiments.
3.4.5 Monitored source list
IceCube and ANTARES have tested the a priori source list
for several years with increasingly sensitive analyses [16,22–
24]. Changing the source list posterior may lead to a bias on
the result. However, not reporting on recently seen, interest-
ing sources would also ignore progress in the field. A def-
inition of an unbiased p-value is not possible as these were
added later. Therefore, a second list with sources is tested to
report on an updated source catalog. In this work, this sec-
ond catalog so far comprises only TXS 0506+056, for which
evidence for neutrino emission has been observed.
3.5 Systematic uncertainties
The p-values for the tested hypotheses are determined with
simulated pseudo-experiments assuming only background
(see also Sect. 3.2). These experiments are generated using
the full detector Monte Carlo simulation, weighted to the
best-fit parametrization from Ref. [7]. This parametrization
includes the optimization of nuisance parameters accounting
for systematic uncertainties resulting in very good agreement
between experimental data and Monte Carlo. Because of this
procedure, the p-values are less affected by statistical fluctua-
tions that would occur when estimating p-values from scram-
bled experimental data as well as the effect of fixed event
energies during scrambling. However, a good agreement of
the parametrization with experimental data is a prerequisite
of this method. As a cross check, p-values are also calculated
using scrambled experimental data. These p-values are given
for comparison in brackets in Sect. 4. We find that the two
methods show very similar results confirming the absence of
systematic biases.
The calculation of the absolute neutrino flux normalization
based on Monte Carlo simulations is affected by systematic
uncertainties. These uncertainties influence the reconstruc-
tion performance and the determination of the effective area.
Here, the dominant uncertainties are found to be the abso-
lute optical efficiency of the Cherenkov light production and
detection in the DOMs [27], the optical properties (absorp-
tion, scattering) of the South Pole ice [38], and the photo-
nuclear interaction cross sections of high energy muons [39–
45].
The systematic uncertainties on the sensitivity flux nor-
malization is evaluated by propagating changed input val-
ues on the optical efficiency, ice properties and cross sec-
tion values through the entire likelihood analysis for a signal
energy spectrum of dN/dEν ∝ E−2ν . Changing the optical
efficiencies by ±10% results in a change of the flux normal-
ization by ±7.5%. The ice properties have been varied by
(+10%, 0%), (0%, +10%) and (−7.1%, −7.1%) in the val-
ues of absorption and scattering length. The resulting uncer-
tainty of the flux normalization is ±5.3%. To study the effect
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Table 2 Results of the a priori defined source list search. Coordinates
are given in equatorial coordinates (J2000). The fitted spectral index
γˆ is not given as it is effectively fixed by the introduced prior. As dis-
cussed in the text, negative T S values are assigned to sources with
best-fit nˆs = 0. Source types abbreviation: BL Lacertae object (BL
Lac), Flat Spectrum Radio Quasar (FSRQ), Not Identified (NI), Pulsar
Wind Nebula (PWN), Star Formation Region (SFR), Supernova Rem-
nant (SNR), Starburst/Radio Galaxy (SRG), X-ray Binary and Micro-
Quasar (XB/mqso)
Source Type α (◦) δ (◦) p-value T S nˆs E2dNνμ+ν¯μ /dE (TeV cm−2 s−1)
4C 38.41 FSRQ 248.81 38.13 0.0080 5.0893 7.69 1.27·10−12
MGRO J1908+06 NI 286.99 6.27 0.0088 4.7933 2.82 7.62·10−13
Cyg A SRG 299.87 40.73 0.0101 4.7199 3.80 1.28·10−12
3C454.3 FSRQ 343.50 16.15 0.0258 2.9675 5.03 8.08·10−13
Cyg X-3 XB/mqso 308.11 40.96 0.1263 0.5695 4.33 8.20·10−13
Cyg OB2 SFR 308.09 41.23 0.1706 0.2554 2.82 7.64·10−13
LSI 303 XB/mqso 40.13 61.23 0.2056 0.1747 2.37 9.93·10−13
NGC 1275 SRG 49.95 41.51 0.2447 0.0230 0.50 6.96·10−13
1ES 1959+650 BL Lac 300.00 65.15 0.2573 0.0717 1.70 9.86·10−13
Crab Nebula PWN 83.63 22.01 0.3213 −0.0197 0.00 4.74·10−13
Mrk 421 BL Lac 166.11 38.21 0.3460 −0.0205 0.00 5.79·10−13
Cas A SNR 350.85 58.81 0.3808 −0.0169 0.00 7.01·10−13
TYCHO SNR 6.36 64.18 0.3893 −0.0219 0.00 7.98·10−13
PKS 1502+106 FSRQ 226.10 10.52 0.3931 −0.1770 0.00 3.57·10−13
3C66A BL Lac 35.67 43.04 0.4265 −0.1089 0.00 5.44·10−13
3C 273 FSRQ 187.28 2.05 0.4285 −0.3705 0.00 2.72·10−13
HESS J0632+057 XB/mqso 98.24 5.81 0.5017 −0.7603 0.00 2.82·10−13
BL Lac BL Lac 330.68 42.28 0.5378 −0.4766 0.00 4.78·10−13
W Comae BL Lac 185.38 28.23 0.5961 −1.0769 0.00 3.88·10−13
Cyg X-1 XB/mqso 299.59 35.20 0.6170 −1.0639 0.00 4.31·10−13
1ES 0229+200 BL Lac 38.20 20.29 0.6257 −1.6867 0.00 3.41·10−13
M87 SRG 187.71 12.39 0.7054 −2.9682 0.00 3.26·10−13
Mrk 501 BL Lac 253.47 39.76 0.7214 −1.9858 0.00 4.58·10−13
PKS 0235+164 BL Lac 39.66 16.62 0.7494 −3.5951 0.00 3.33·10−13
H 1426+428 BL Lac 217.14 42.67 0.7587 −2.5100 0.00 4.86·10−13
PKS 0528+134 FSRQ 82.73 13.53 0.7788 −4.4554 0.00 3.18·10−13
S5 0716+71 BL Lac 110.47 71.34 0.7802 −2.0711 0.00 8.02·10−13
Geminga PWN 98.48 17.77 0.7950 −4.7785 0.00 3.41·10−13
SS433 XB/mqso 287.96 4.98 0.8455 −8.0055 0.00 2.71·10−13
M82 SRG 148.97 69.68 0.8456 −3.5574 0.00 8.04·10−13
3C 123.0 SRG 69.27 29.67 0.9056 −8.2916 0.00 4.11·10−13
1ES 2344+514 BL Lac 356.77 51.70 0.9518 −10.1395 0.00 5.28·10−13
IC443 SNR 94.18 22.53 0.9620 −16.4154 0.00 3.63·10−13
MGRO J2019+37 PWN 305.22 36.83 0.9784 −17.6070 0.00 4.54·10−13
of the photo-nuclear interactions of high energy muons, the
models in Refs. [39–45] have been used, which give a flux
normalization variation of ±5.1%. Note, that these models
are outdated and represent the extreme cases from common
literature. Thus, the systematic uncertainty is estimated con-
servatively. The systematic uncertainties are assumed to be
independent and are added in quadrature, yielding a total
systematic uncertainty of ±10.5% for the νμ + ν¯μ flux nor-
malization. One should note that additionally, the modeling
of point-like sources yields an uncertainty of about ±8% as
discussed in Sect. 3.2.
Since the sample is assumed to be purely muon neu-
trino and muon anti-neutrino events, only νμ + ν¯μ fluxes are
considered. However, ντ and ν¯τ may also contribute to the
observed astrophysical neutrinos in the data sample. Taking
ντ and ν¯τ fluxes into account and assuming an equal flavor
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Fig. 6 Sky map of the local p-values from the sky scan in equatorial coordinates down to −3◦ declination. The local p-value is given as
− log10(plocal). The position of the most significant spot is indicated by a black circle
ratio at Earth, the sensitivity of the per-flavor flux normaliza-
tion improves, depending on the declination, by 2.6–4.3%.
The expected contamination from νe and ν¯e is negligible.
The relative systematic uncertainty is comparable with
the systematic uncertainties quoted in previous publications
of time integrated point source searches by IceCube [16].
In addition, the systematic effect due to the chosen finite
bandwidth is included in this analysis.
4 Results
No significant clustering was found in any of the hypothe-
ses tests beyond the expectation from background. Both the
full-sky scan of the Northern hemisphere and the p-values
from the source list are compatible with pure background.
The p-values given in this section are calculated by pseudo-
experiments based on Monte Carlo simulation weighted to
the best-fit parametrization of the sample (see Sect. 3.2). For
verification, p-values calculated by pseudo-experiments from
scrambled experimental data are given in brackets.
4.1 Sky scan
The pre-trial p-value map of the Northern hemisphere scan
is shown in Fig. 6. The hottest spot in the scan is indi-
cated by a black circle and is located at α = 177.89◦ and
δ = 23.23◦ (J2000) with the Galactic coordinates bgal =
75.92◦, lgal = −134.33◦. The best-fit signal strength is
nˆs = 21.32 (νμ+ν¯μ100 TeV = 1.4 ·10−19 GeV−1cm−2s−1 assum-
ing γˆ = 2.20) with a fitted spectral index of γˆ = 2.20 close
to the prior of 2.19. The T S-value is 21.63 which corre-
sponds to plocal = 10−5.97. The post-trial corrected p-value
is 26.5% (29.9%) and is thus compatible with background. A
zoom into the local p-value landscape around the hottest spot
position and the observed events is shown in Fig. 7. Events
Fig. 7 Local p-value landscape around the source position of the most
significant spot in the sky scan in equatorial coordinates (J2000). Neu-
trino event arrival directions are indicated by small circles where the
area of the circles is proportional to the median log10 of neutrino energy
assuming the diffuse best-fit spectrum. The p-value is evaluated at the
point where the black lines cross
are shown as small circles where the area of the circle is pro-
portional to the median log10 of neutrino energy assuming the
diffuse best-fit spectrum. The closest gamma-ray source from
the Fermi 3FGL and Fermi 3FHL catalogs [46,47] is 3FHL
J1150.3+2418 which is about 1.1◦ away from the hottest
spot. The chance probability to find a 3FGL or 3FHL source
within 1.1◦ is 25%, which is estimated from all-sky pseudo-
experiments. At the source location of 3FHL J1150.3+2418,
the T S value is 8.02 which is inconsistent with the best-fit
point at the 3.6 σ level, if assuming Wilks theorem with one
degree of freedom [48].
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Fig. 8 Single-flavor neutrino and anti-neutrino flux per source vs num-
ber of sources. An unbroken E−2 power law and equal fluxes of the
sources at Earth are assumed. Solid lines show 90% CL upper limits
and dashed lines indicate the sensitivity. Upper limits and sensitivity are
calculated assuming that background consists of atmospheric neutrinos
only and exclude an astrophysical component. Thus the limits are con-
servative, especially for small number of sources. For comparison, the
results from [16,49] are given. The dotted line gives the flux per source
that saturates the diffuse flux from Ref. [7]
4.2 Population test in the sky scan
In Fig. 5, the number of spots with p-values below pthres
are shown together with the expectation from background.
The most significant deviation was found for pthres = 0.5%
where 454.3 spots were expected and 492 were observed
with a p-value of ppoisson = 4.17%. Correcting the result for
trials gives a p-value of 42.0% (54.3%) and thus the result is
compatible with background.
As no significant deviation from the background hypoth-
esis has been observed, exclusion limits are calculated as
90% CL upper limits with Neyman’s method [50] for the
benchmark scenario of a fixed number of sources Nsources,
all producing the same flux at Earth. Upper limits are cal-
culated assuming that background consists of atmospheric
neutrinos only, excluding an astrophysical component from
background pseudo-experiment generation. Excluding the
astrophysical component from background is necessary as
the summed injected flux makes up a substantial part of
the astrophysical flux in case of large Nsources. However,
this will over-estimate the flux sensitivity for small Nsources.
More realistic source scenarios are discussed in Sect. 5. This
rather unrealistic scenario does not depend on astrophysical
and cosmological assumptions about source populations and
allows for a comparison between the analysis power of dif-
ferent analyses directly. The sensitivity and upper limits for
Nsource sources is shown in Fig. 8 together with the analyses
Fig. 9 Sensitivity (dashed) and 5σ discovery potential (solid) of the
flux normalization for an E−2 source spectrum as function of the sin δ.
For comparison, the lines from [16] are shown as well. 90% CL Neyman
upper limits on the flux normalization for sources in the a priori and
monitored source list are shown as circles and squares, respectively
from [16,49].4 This analysis finds the most stringent exclu-
sion limits for small number of sources to date. The gain in
sensitivity compared to Ref. [16] is consistent with the gain
in the sensitivity to a single point source.
4.3 A priori source list
The fit results of sources in the a priori source list are given
in Table 2. The most significant source with a local p-value
of 0.8% is 4C 38.41, which is a flat spectrum radio quasar
(FSRQ) at a redshift of z = 1.8. Taking into account that
34 sources have been tested, a post-trial p-value of 23.7%
(20.3%) is calculated from background pseudo-experiments
which is compatible with background.
As no significant source has been found, 90% CL upper
limits are calculated assuming an unbroken power law with
spectral index of −2 using Neyman’s method [50]. The 90%
CL upper limit flux is summarized in Table 2 and shown in
Fig. 9. In case of under-fluctuations, the limit was set to the
sensitivity level of the analysis. Note that 90% upper limits
can exceed the discovery potential as long as the best-fit flux
is below the discovery potential.
Interestingly, a total of three sources, 4C 38.41, MGRO
J1908+06 and Cyg A, have a local p-value below or close
to 1%. The p-value landscapes and observed events around
these three sources are shown in Figs. 10 and 11.
4 The 90% CL upper limit from Ref. [16] has been recalculated to
account for an incorrect treatment of signal acceptance in the original
publication.
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Fig. 10 Local p-value landscapes around the source position of 4C
38.41 (left) and MGRO J1908+06 (right) in equatorial coordinates
(J2000). Neutrino event arrival directions are indicated by small cir-
cles where the area of the circle is proportional to the median log10 of
neutrino energy assuming the diffuse best-fit spectrum. The p-value is
evaluated at the point where the black lines cross
Fig. 11 Local p-value landscapes around the source position of
Cyg A (left) and TXS 0506+056 (right) in equatorial coordinates
(J2000). Neutrino event arrival directions are indicated by small cir-
cles where the area of the circle is proportional to the median log10 of
neutrino energy assuming the diffuse best-fit spectrum. The p-value is
evaluated at the point where the black lines cross
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Fig. 12 Local significance in Gaussian σ for binomial combinations
of the k most significant sources in the a priori source list. Sources with
nˆs > 0 and nˆs = 0 can be separated by the dashed vertical line
4.4 Population test in the a priori source list
The most significant combination of p-values from the a pri-
ori source list is given when combining the three most sig-
nificant p-values, i.e. k = 3, with 2.59σ as shown in Fig. 12.
The comparison with background pseudo-experiments yields
a trial-corrected p-value of 6.6% (4.1%) which is not signif-
icant.
4.5 Monitored source list
The best-fit results for TXS 0506+056 in the monitored
source list are given in Table 3. Note that the event selec-
tion ends in May 2017 and thus does not include the time
of the alert ICECUBE-170922A [51] that led to follow-up
observations and the discovery of γ -ray emission from that
blazar up to 400 GeV. The data, however, include the earlier
time-period of the observed neutrino flare. The local p-value
here is found to be 2.93%. This is less significant than the
reported significance of the time-dependent flare in [8] but is
consistent with the reported time-integrated significances in
[8], when taking into account that this analysis has a prior on
the spectral index of the source flux and does not cover the
same time-range as in [8].
The local p-value landscape around TXS 0506+056 is
shown in Fig. 11 together with the observed event directions
of this sample.
5 Implications on source populations
The non-detection of a significant point-like source and the
non-detection of a population of sources within the sky scan
is used to put constrains on realistic source populations. In the
following calculation, source populations are characterized
by their effective νμ + ν¯μ single-source luminosity Leffνμ+ν¯μ
and their local source density ρeff0 . Using the software tool
FIRESONG5 [52], the resulting source count distribution dNd
as a function of the flux  for source populations are calcu-
lated for sources within z < 10 and representations of this
population are simulated. To calculate the source count dis-
tribution, FIRESONG takes the source density ρ, luminosity
distribution, source evolution, cosmological parameters, the
energy range of the flux and the spectral index into account.
Following Ref. [53], sources are simulated with a log-normal
distribution with median Leffνμ+ν¯μ and a width of 0.01 in
log10(Leffνμ+ν¯μ ) which corresponds to a standard candle lumi-
nosity. The evolution of the sources was chosen to follow
the parametrization of star formation rate from Hopkins and
Beacom [54] assuming a flat universe with ΩM,0 = 0.308,
Ωλ,0 = 0.692 and h = 0.678 [55]. The energy range of the
flux at Earth was chosen as 104–107 GeV to calculate the
effective muon neutrino luminosities of sources.
Generating pseudo-experiments with signal components
corresponding to the flux distribution obtained from
FIRESONG, 90% CL upper limits are calculated in the ρeff0 –
Leffνμ+ν¯μ plane for various spectral indices assuming that back-
ground consists of atmospheric neutrinos only, as described
in Sect. 4.2. The 90% CL upper limit is calculated based on
the fact that the strongest source of a population does not give
a p-value in the sky scan that is larger than the observed one.
The 90% upper limits are shown as dashed lines in Fig. 13. In
addition, 90% CL upper limits are calculated by comparing
the largest excess measured with the population test in the
sky scan. These 90% upper limits are shown as solid lines
in Fig. 13. Populations that are compatible at the 1σ and
3σ level with the diffuse flux measured in [7] are shown as
blue shaded band. 90% CL upper limits have been calcu-
lated assuming an E−2 power-law flux. The same has been
performed for an E−2.19 power-law flux, which is the dif-
fuse best-fit for this sample (this result can be found in the
supplementary material). The computation of upper limits
becomes very computing-intensive for large source densi-
ties. Therefore, the computation of the upper limits, resulting
from the sky scan, are extrapolated to larger source densities
(indicated by dotted line in Fig. 13). It can be seen that for
large effective source densities and small effective luminosi-
ties, the limit resulting from the population analysis goes
∝ 1/Leffνμ+ν¯μ which is the same scaling as one would expect
from a diffuse flux. Indeed it is found that an excess of dif-
fuse high-energy events, i.e. sources from which only one
neutrino are detected, leads to a p-value excess in the pop-
ulation analysis. This is a result of taking the energy of the
5 FIRst Extragalactic Simulation Of Neutrinos and Gamma-rays
(FIRESONG), https://github.com/ChrisCFTung/FIRESONG.
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Table 3 Results of the monitored source list search. The fitted spectral index γˆ is not given as it is effectively fixed by the introduced prior. We
use the abbreviation BL Lac for BL Lacertae objects
Source Type α (◦) δ (◦) p-value T S nˆs E2dNνμ+ν¯μ /dE (TeV cm−2 s−1)
TXS 0506+056 BL Lac 77.38 5.69 0.0293 2.6475 7.87 6.19·10−13
Fig. 13 90% CL upper limits on the effective muon-neutrino luminos-
ity within the energy range 104–107 GeV at Earth and effective source
density, derived from the hotspot population analysis and the sky scan
event into account in the likelihood. Limits from the hottest
spot in the sky scan are a bit stronger for large effective lumi-
nosities while upper limits from the population test become
stronger at about Leffνμ+ν¯μ ∼ 1052 ergyr .
6 Implications for individual source models
In Sect. 4.3, constraints on source fluxes assuming dN/dEν ∝
E−2ν have been calculated. However, more specific neutrino
flux models can be obtained using γ -ray data. In pion decays,
both neutrinos and γ -rays are produced. Thus γ -ray data can
be used to construct models for neutrino emission under cer-
tain assumptions. Here, models for sources of the a priori
source list are tested. For each model, the Model Rejection
Factor (MRF) is calculated which is the ratio between the
predicted flux and the 90% CL upper limit. In addition, the
expected experimental result in the case of pure background
is also calculated giving the MRF sensitivity. The energy
range that contributes 90% to the sensitivity has been cal-
culated by folding the differential discovery potential at the
source position (similar to Fig. 4) with the flux prediction.
Fig. 14 Differential source flux for the Crab Nebula. Solid lines show
the model prediction, thick lines give the 90% CL upper limit and the
dashed lines indicate the sensitivity flux. 90% CL upper limit and sen-
sitivity are shown in the energy range that contributes 90% to the sen-
sitivity
Models for which the MRF sensitivity is larger than 10 are
not discussed here.
The first source tested is the Crab Nebula, which is a Pul-
sar Wind Nebula (PWN) and the brightest source in TeV
γ -rays. Despite the common understanding that the emis-
sion from PWNe is of leptonic nature, see e.g. [61], neu-
trinos can be produced by subdominant hadronic emission.
Predictions for neutrino fluxes from the Crab Nebula are pro-
posed, e.g. by Amato et al. [56] and Kappes et al. [57]. The
prediction by Amato et al. assumes pion production is dom-
inated by p–p interactions and the target density is given
by nt = 10 μMN
 R−3pc cm−3 with MN
 the mass of the
supernova ejecta in units of solar masses. Moreover, Rpc
is the radius of the supernova in units of pc and μ is an
unknown factor of the order of 1 ≤ μ ≤ 20 that takes into
account e.g. the intensity and structures of magnetic fields
within the PWN. Here μ = 20 and a proton luminosity
of 60% of the total PWN luminosity for Lorentz factors of
Γ = 104, 105, 106, 107 are used to provide a result that is
model-independent and complementary to [56]. The model
prediction by Kappes et al., assumes a dominant production
of γ -rays of the HESS γ -ray spectrum [62] by p–p interac-
tions.
The model predictions, sensitivity and 90% CL upper limit
are shown in Fig. 14 and are listed in Table 4. Sensitivity
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Table 4 Model rejection factors for source models in the source catalog. Given are source type, model reference, central energy range that contributes
90% to sensitivity, MRF sensitivity and MRF at 90% CL
Type Source model log10(E/GeV) Sensitivity 90% UL
Crab Amato et al. [56] Γ = 104 1.5 − 9.0 23.38 31.47
Amato et al. [56] Γ = 105 3.0 − 4.5 0.79 1.14
Amato et al. [56] Γ = 106 4.0 − 5.5 0.16 0.21
Amato et al. [56] Γ = 107 4.5 − 6.0 0.32 0.40
Kappes et al. [57] 2.5 − 4.5 1.06 1.47
Blazar 3C273, Reimer [58] 6.0 − 8.5 0.39 0.42
3C454.3, Reimer [58] 6.0 − 8.0 2.80 5.42
Mrk421, Petropoulou et al. [59] 5.5 − 7.0 0.36 0.43
SNR G40.5-0.5, Mandelartz et al. [60] 3.5 − 5.5 1.45 4.57
Fig. 15 Differential source flux for 3C273, 3C454.3 and Mrk 421.
Solid lines show the model prediction, thick lines give the 90% CL
upper limit and dashed lines indicate the sensitivity flux. 90% CL upper
limit and sensitivity are shown in the energy range that contributes 90%
to the sensitivity
and upper limits are shown for the central energy range that
contributes 90% to the sensitivity.
For the model of Kappes et al., the sensitivity is very close to
the model prediction while for Amato et al. with Γ = 107,
the sensitivity is a factor of three lower than the prediction.
The 90% CL upper limits are listed in Table 4. They are
slightly higher but still constrain the models by Amato et al.
Another very interesting class of sources are active galac-
tic nuclei (AGN). Here, the models being tested come from
Ref. [59] for Mrk 421, a BL Lacertae object (BL Lac) that was
found in spatial and energetic agreement with a high-energy
starting event and from Ref. [58] for 3C273 and 3C454.3
which are flat spectrum radio quasars (FSRQ). The models,
sensitivities and 90% CL upper limits are shown in Fig. 15
and the MRF are listed in Table 4.
The sensitivities for 3C273 and Mrk 421 are well below
the model prediction and the 90% CL upper limits are at
about 40% of the model flux. For 3C454.3, the sensitivity
Fig. 16 Differential source flux for SNR G40.5-0.5. The solid line
gives the model prediction, the thick line gives the 90% CL upper limit
and the dashed line indicates the sensitivity flux. The 90% CL upper
limit and sensitivity are shown in the energy range that contributes 90%
to the sensitivity. G40.5-0.5 is associated with MGRO J1908+06
is a factor 2.8 above the model prediction. Since 3C454.3 is
one of the few sources with a local p-value below ∼ 2.5%,
the 90% CL upper limit is much larger.
Another tested model was derived for the source G40.5-
0.5 which is a galactic supernova remnant [60]. This super-
nova remnant can be associated with the TeV source MGRO
J1908+06 which is the second most significant source in the
a priori source catalog, although the association of G40.5-0.5
with MGRO J1908+06 is not distinct [63]. In addition, the
pulsar wind nebula powered by PSR J1907+0602 may con-
tribute to the TeV emission of the MGRO J1908+06 region.
However, here the tested model for the SNR G40.5-0.5 is
adapted from Ref. [60]. The model, sensitivity and 90% CL
upper limit are shown in Fig. 16 and are listed in Table 4.
The sensitivity of this analysis is a factor 1.4 above the
model prediction and not yet sensitive to this model. As
MGRO J1908+06 is the second most significant source in
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the catalog, with a local p-value of < 1%, the upper limit
lies nearly a factor of five above the model prediction.
7 Conclusions
Eight years of IceCube data have been analyzed for a time-
independent clustering of through-going muon neutrinos
using an unbinned likelihood method. The analysis includes a
full sky search of the Northern hemisphere down to a declina-
tion of −3◦ for a significant hot spot as well as an analysis of a
possible cumulative excess of a population of weak sources.
Furthermore, source-candidates from an a priori catalog and
a catalog of monitored sources are tested individually and
again for a cumulative excess.
The analysis method has been optimized for the observed
energy spectrum of high-energy astro-physical muon neutri-
nos [6] and a number of improvements with respect to the
previously published search [16] have been incorporated. By
implementing these improvements, a sensitivity increase of
about 35% has been achieved.
No significant source was found in the full-sky scan of
the Northern hemisphere and the search for significant neu-
trino emission from objects on a a priori source list results
in a post-trial p-value of 23.7% (20.3%), compatible with
background. Also the tests for populations of sub-threshold
sources revealed no significant excess.
Three sources on the a priori source-list, 4C 38.41, MGRO
J1908+06 and Cyg A, have pre-trial p-values of only about
1%. However, these excesses are not significant. The source
TXS 0506+056 in the catalog of monitored sources has a
p-value of 2.9 %. This is consistent with the time-integrated
p-value in [8] for the assumed prior on the spectral index.
Based on these results, the most stringent limits on
high-energy neutrino emission from point-like sources are
obtained. In addition, models for neutrino emission from spe-
cific sources are tested. The model [56] for the Crab Nebula
is excluded for Γ ≥ 106 as well as the predictions for 3C273
[58] and Mrk 421 [59]. In addition to these specific mod-
els, an exclusion of source populations as a function of local
source density and single-source luminosity are derived by
calculating the source count distribution for a realistic cos-
mological evolution model.
Acknowledgements The IceCube collaboration acknowledges the sig-
nificant contributions to this manuscript from René Reimann. The
authors gratefully acknowledge the support from the following agencies
and institutions: USA – U.S. National Science Foundation-Office of
Polar Programs, U.S. National Science Foundation-Physics Division,
Wisconsin Alumni Research Foundation, Center for High Through-
put Computing (CHTC) at the University of Wisconsin-Madison,
Open Science Grid (OSG), Extreme Science and Engineering Dis-
covery Environment (XSEDE), U.S. Department of Energy-National
Energy Research Scientific Computing Center, Particle astrophysics
research computing center at the University of Maryland, Institute for
Cyber-Enabled Research at Michigan State University, and Astropar-
ticle physics computational facility at Marquette University; Bel-
gium – Funds for Scientific Research (FRS-FNRS and FWO), FWO
Odysseus and Big Science programmes, and Belgian Federal Science
Policy Office (Belspo); Germany – Bundesministerium für Bildung
und Forschung (BMBF), Deutsche Forschungsgemeinschaft (DFG),
Helmholtz Alliance for Astroparticle Physics (HAP), Initiative and
Networking Fund of the Helmholtz Association, Deutsches Elektro-
nen Synchrotron (DESY), and High Performance Computing cluster
of the RWTH Aachen; Sweden – Swedish Research Council, Swedish
Polar Research Secretariat, Swedish National Infrastructure for Com-
puting (SNIC), and Knut and Alice Wallenberg Foundation; Australia
– Australian Research Council; Canada – Natural Sciences and Engi-
neering Research Council of Canada, Calcul Québec, Compute Ontario,
Canada Foundation for Innovation, WestGrid, and Compute Canada;
Denmark – Villum Fonden, Danish National Research Foundation
(DNRF), Carlsberg Foundation; New Zealand – Marsden Japan – Japan
Society for Promotion of Science (JSPS) and Institute for Global Promi-
nent Research (IGPR) of Chiba University; Korea – National Research
Foundation of Korea (NRF); Switzerland – Swiss National Science
Foundation (SNSF).
Data Availability Statement This manuscript has associated data in a
data repository. [Authors’ comment: Data are publicly released on a reg-
ular basis by IceCube at https://icecube.wisc.edu/science/data/access/.
The data used in this publication will be made available at this URL.]
Open Access This article is distributed under the terms of the Creative
Commons Attribution 4.0 International License (http://creativecomm
ons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided you give appropriate credit
to the original author(s) and the source, provide a link to the Creative
Commons license, and indicate if changes were made.
Funded by SCOAP3.
Appendix A: Performance of individual sub-samples
The quality and statistical power of a sample, w.r.t. a search
for point-like sources, can be characterized by the effec-
tive area of muon-neutrino and anti-neutrino detection, the
point spread function and the central 90% energy range (see
Sect. 2). As the data were taken with different partial con-
figurations of IceCube, the details of the event selections are
different for each season. In Fig. 1 the livetime average of
all sub-samples is shown. In Fig. 17 the effective area, point
spread function and central 90% energy range are shown for
each sub-sample individually. The plot shows that – despite
of different detector configurations and event selections – the
characteristics of the event samples are similar.
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Fig. 17 Top: Muon neutrino and anti-neutrino effective area averaged
over the Northern hemisphere as function of log10 of neutrino energy.
Middle: Median neutrino angular resolution as function of log10 of
neutrino energy. Bottom: Central 90% neutrino energy range for atmo-
spheric (astrophysical) neutrinos as solid (dashed) line for each decli-
nation. Lines are labeled by there sub-season
Appendix B: Results for diffuse best-fit spectral index
An E−2 power-law is often used as benchmark model and
for a comparison between publications. However, the diffuse
best-fit spectral index is γ = 2.19, which is, given the uncer-
tainties is not consistent with γ = 2. Therefore, the sensitiv-
ity and discovery potential for single point sources are recal-
culated using this spectral index. In Fig. 18, the sensitivity
and discovery potential for an E−γ spectrum are shown with
γ = 2.0 and γ = 2.19. The flux normalization is evaluated
at a pivot energy of 100 TeV. The sensitivity and discovery
potential for the assumed spectral indices turn out to be very
similar.
Fig. 18 Sensitivity and discovery potential on the flux normalization at
100 TeV for an E−γ power-law spectrum. Lines are given for γ = 2.0
as in Fig. 3 and the diffuse best-fit spectral index of γ = 2.19
Fig. 19 Same as Fig. 13 but for γ = 2.19
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In addition also the 90% CL upper limit on source popu-
lations as described in Sect. 5 are recalculated for a spectral
index of γ = 2.19. The upper limit are shown in Fig. 19.
Comparing with Fig. 13, there is no strong indication of a
dependence on the spectral index.
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