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COMPUTING ZETA FUNCTIONS OF GENERIC PROJECTIVE
HYPERSURFACES IN LARGER CHARACTERISTIC
JAN TUITMAN
Abstract. We give an improvement of the deformation method for computing the zeta
function of a generic projective hypersurface over a finite field of characteristic p that reduces
the dependence of the complexity on p to O˜(p1/2) while remaining polynomial in the other
input parameters.
1. Introduction
Let Fq be a finite field of characteristic p and cardinality q = p
a. Suppose that X is a
projective hypersurface of degree d in projective n-space PnFq . For all i ∈ N we can then count
the number of points of X with values in Fqi . Note that X is defined by some homogeneous
polynomial of degree d in Fq[x0, . . . , xn] andX(Fqi) is just the number of zeros of this polynomial
in projective n-space over Fqi . These numbers of points can be used to define a generating series
that is called the zeta function of X:
Z(X,T ) = exp
( ∞∑
i=1
|X(Fqi)|T
i
i
)
.
It is well known that Z(X,T ) is the quotient of two polynomials with integer coefficients, so
can be given by a finite amount of data. An obvious question is therefore whether it can be
computed effectively. This is clearly the case, since there are well known bounds for the degrees
of the numerator and denominator of Z(X,T ), so that one is reduced to computing a finite
number of the X(Fqi), which can be determined by naive counting. A more interesting problem
is whether, and if so how, Z(X,T ) can be computed efficiently.
Lauder and Wan [12] proposed an algorithm that computes Z(X,T ) in time (padn)O(n)
without any additional assumptions on X. Abbott, Kedlaya and Roe [1] proposed a different
algorithm with roughly the same complexity (but a smaller constant) which assumes X to be
generic (at least smooth). The reason for this assumption is that in contrast to Lauder and Wan,
the algorithm of Abbott, Kedlaya and Roe uses p-adic cohomology, which is better behaved in
the smooth case.
Note that the input size of the problem, i.e. the bit-size of the defining polynomial of X,
is about log(p)adn. Therefore, the algorithms from the previous paragraph are not polynomial
time for multiple reasons: pn is not polynomial in log(p), an is not polynomial in a and dn
2
is not polynomial in dn. Only for fixed p and n (but varying a and d) are these algorithms
polynomial time.
Lauder [10, 11] then introduced the deformation method, which computes Z(X,T ) in time
(padn)O(1), for a generic hypersurface X. Note that this is a polynomial time algorithm for
fixed p. The main idea is to compute the p-adic cohomology of X by deforming it to a diagonal
hypersurface. The author and Pancratz [13] improved the deformation method further and
showed that it can be made to run in
time: O˜
(
pa3dn(ω+4)en(ω+1)
)
, space: O˜
(
pa3d5ne3n
)
,(1.1)
where ω denotes an exponent for matrix multiplication, e is the basis of the natural logarithm
and we use the O˜(−) notation that ignores logarithmic factors, i.e. O˜(f) denotes the class of
functions that lie in O(f logk(f)) for some k ∈ N.
All algorithms mentioned so far have complexity at least linear in p. Note that this is typically
the case for all p-adic point counting algorithms e.g. [9, 4, 14, 15]. However, Harvey has improved
1
this situation, first for hyperelliptic curves [6] and then for general schemes [7]. One algorithm
from [7] runs in
time: O
(
p1/2 log(p)2+28n
2+16na4n+4+n4n+4+(d+ 1)4n
2+7n+
)
,
space: O
(
p1/2 log(p)24n
2+9na2n+3n2n+2d2n
2+4n
)
.
Note that this algorithm does not require the hypersurface X to be generic, since the use of
p-adic cohomology is avoided.
We see that Harvey’s algorithm is better than the deformation method in terms of the de-
pendence of the time complexity on p, but quite a lot worse in terms of the dependence on
everything else (i.e. a, d, n). In particular, Harvey’s algorithm is not polynomial time for fixed p
anymore, since the complexity is polynomial in dn
2
instead of dn and in an instead of a. The
goal of this paper is to modify the deformation method so that the dependence of its complexity
on p becomes O˜(p1/2), while remaining polynomial in a, dn. More precisely, we will prove the
following theorem.
Theorem 1.1. Let X be a generic hypersurface of degree d in projective space PnFq over a
finite field Fq of characteristic p not dividing d and cardinality q = p
a. Then the zeta function
Z(X,T ) may be computed in
time: O˜
(
p1/2a3dn(2ω+3)en(ω+1)
)
, space: O˜
(
p1/2a3dn(2ω+1)e3n
)
.
Proof. This is a simplified version of Theorem 3.7 below. 
What it means for a hypersurface to be generic is explained in Remark 2.11 below. Comparing
our new algorithm to Harvey’s we see that our exponents of a and dn are constant instead of O(n)
and smaller for any value of n. The dependence on p is more or less the same (probably exactly
the same, with some more work). The only remaining advantages of Harvey’s algorithm over
ours are that it can be applied more generally and is conceptually simpler.
The author was supported by FWO Vlaanderen. We thank David Harvey for helpful discus-
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2. The deformation method
In this section we briefly recall how the deformation method works. For more details the
reader should consult [13]. We will keep the terminology and notation from that paper here as
much as possible.
Let Fq be a finite field of characteristic p and cardinality q = p
a. Suppose that X1 is a
projective hypersurface of degree d in projective n-space PnFq and let U1 = P
n
Fq
\ X1 denote
its complement. Moreover, let Qq be the unique unramified extension of Qp with residue field
Fq, let Zq be its ring of integers and σ ∈ Gal(Qq/Qp) the unique lift of the p-th power map on
Fq. We extend σ to the standard p-th power Frobenius lift on P
1
Qq
, i.e. the one that sends the
standard coordinate t to tp. Finally, let ordp(−) denote the p-adic valuation on Qq.
For an algebraic variety Y over Fq, let H
i
rig(Y ) denote the rigid cohomology spaces of Y .
These are finite dimensional vector spaces over Qq that are contravariantly functorial in Y , and
are equipped with a σ-semilinear action of the p-th power Frobenius map on Y that we denote
by Fp. For the construction and basic properties of these spaces we refer to [2].
To compute the zeta function Z(X1, T ) it is sufficient to compute the cohomology space
Hnrig(U1) with the action of Fp by the following theorem.
Theorem 2.1. We have
Z(X1, T ) =
χ(T )(−1)
n
(1− T )(1− qT ) · · · (1− qn−1T ) ,
where χ(T ) = det
(
1−T (p−1 Fp)a|Hnrig(U1)
) ∈ Z[T ] denotes the reverse characteristic polynomial
of the action of (p−1 Fp)a on Hnrig(U1). Moreover, the polynomial χ(T ) has degree
1
d
(
(d− 1)n+1 + (−1)n+1(d− 1)).
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Proof. [13, Theorem 2.13]. 
The main idea of the deformation method is to take advantage of the way the rigid cohomology
spaces and the action of Fp vary in a family.
Definition 2.2. Let P1 ∈ Zq[x0, . . . , xn] be any homogeneous polynomial of degree d not
divisible by p that defines a hypersurface X1 ⊂ PnZq such that X1 ⊗ Fq ∼= X and let P0 ∈
Zq[x0, . . . , xn] be a diagonal polynomial P0 = a0x
d
0 + . . . + anx
d
n with a1, . . . , an ∈ Z×p . Define
P ∈ Zq[t][x0, . . . , xn] to be
P = (1− t)P0 + tP1.
The polynomial P defines a family X/S of smooth projective hypersurfaces over some nonempty
Zariski open subset S of P1Zq such that the fibre X0 at t = 0 is the diagonal hypersurface defined
by P0 and the fibre X1 at t = 1 is isomorphic to X1. Let U/S denote the complement of X/S.
We denote the generic fibres of X ,S, U by X = X ⊗ Qq, S = S ⊗ Qq, U = U ⊗ Qq and the
special fibres by X = X ⊗ Fq, S = S ⊗ Fq, U = U ⊗ Fq, respectively.
Theorem 2.3. The vector bundle HndR(U/S) with its Gauss–Manin connection ∇ admits a
Frobenius structure F with the following property: for any τ ∈ S(Fq) with Teichmu¨ller lift
τˆ ∈ S(Zq), we have
(Hnrig(Uτ ),Fp)
∼= (HndR(U/S), F )τˆ
as Qq-vector spaces with a σ-semilinear endomorphism. We will therefore denote this Frobenius
structure on HndR(U/S) by Fp as well.
Proof. [13, Theorem 2.10]. 
We can explicitly write down a basis for HndR(U/S), at least generically.
Definition 2.4. For k ∈ N, we define the following sets of monomials:
Bk = {xu : u ∈ Zn+1≥0 , |u| = kd− (n+ 1) and ui < d− 1 for all i},
where xu = xu00 . . . x
un
n and |u| = u0 + . . . un. If xu is contained in some Bk, then we let k(u)
denote this k. Let Ω denote the n-form on U/S defined by
Ω =
n∑
i=0
(−1)ixidx0 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn,
where d̂xi means that dxi is left out. We then define Bk = {QΩ/P k : Q ∈ Bk}, B = B1∪. . .∪Bn,
B = B1 ∪ . . .Bn and |B| = b.
Theorem 2.5. The set B (restricted to the fibre at t = 0) forms a basis for Hnrig(U0). Moreover,
B also forms a basis for HndR(U⊗Qq(t)), so that the same conclusion holds for almost all other
fibres.
Proof. [13, Theorem 3.9]. 
Remark 2.6. Note that b = 1d
(
(d− 1)n+1 + (−1)n+1(d− 1)) by Theorem 2.1.
Let M ∈ Mb×b(Qq(t)) denote the matrix of the Gauss–Manin connection ∇ with respect to
the basis B = [ω1, . . . , ωb], i.e.
∇(ωj) =
b∑
i=1
Mijωi ⊗ dt
and let r ∈ Zq[t] with ordp(r) = 0 denote a denominator for M , i.e. such that we can write
M = G/r with G ∈ Mb×b(Qq[t]). Moreover, let Φ denote the matrix of p−1 Fp with respect to
the basis B, i.e.
p−1 Fp(ωj) =
b∑
i=1
Φijωi.
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Note that Φ has entries in the ring
Qq 〈t, 1/r〉† =
{ ∞∑
i,j=0
ai,j
ti
rj
: ai,j ∈ Qq, ∃c > 0 s.t. lim
i+j→∞
(
ordp(ai,j)− c(i+ j)
) ≥ 0},
of overconvergent functions. The fact that F defines a Frobenius structure on the vector bundle
HndR(U/S) with its Gauss–Manin connection ∇ translates into the following differential equation
for the matrix Φ.
Theorem 2.7. The matrix Φ ∈Mb×b(Qq〈t, 1/r〉†) satisfies the differential equation(
d
dt
+
G
r
)
Φ = ptp−1Φσ(M), Φ(0) = Φ0,
where Φ0 is the matrix of p
−1 Fp on Hnrig(U0) with respect to the basis B.
Proof. [13, Theorem 2.17]. 
The matrix Φ0 can be computed using an explicit formula from [13] that we will now recall.
Definition 2.8. For l ∈ Q and r ∈ Z≥0, let the rising factorial
∏r−1
j=0(l+ j) be denoted by (l)r.
Definition 2.9. Let u, v ∈ Zn+1 be such that we have xu, xv ∈ B and p(ui + 1) ≡ vi + 1 mod d
for all i. We define
αu,v =
n∏
i=0
a
(p(ui+1)−(vi+1))/d
i
(∑
m,r
(
ui + 1
d
)
r
r∑
j=0
(
pap−1i
)r−j
(m− pj)!j!
)
,
where the sum in the i-th factor of the product is over all integers m, r ≥ 0 that satisfy the
equation p(ui + 1)− (vi + 1) = d(m− pr).
Theorem 2.10. Let ωi denote an element of B corresponding to a tuple u ∈ Zn+1 and let
ωj denote the unique element of B corresponding to a tuple v ∈ Zn+1 such that p(ul + 1) ≡
vl + 1 mod d for all l. Then we have
(2.1) p−1 Fp(ωi) = (−1)k(v) (k(v)− 1)!
(k(u)− 1)!p
n−k(u)α−1u,v · ωj
as elements of Hnrig(U0).
Proof. [13, Theorem 4.3]. 
The deformation method consists of the following steps:
Step 1. Compute the matrix M ∈Mb×b(Qq(t)) of the Gauss–Manin connection ∇.
Step 2. Compute the matrix Φ0 ∈Mb×b(Qp) of the action of the map p−1 Fp on Hnrig(U0) using
Theorem 2.10.
Step 3. Solve the differential equation from Theorem 2.7 for Φ ∈Mb×b(Qq〈t, 1/r〉†) and evaluate
at t = 1 to obtain the matrix Φ1 ∈ Mb×b(Qq) of the action of the map p−1 Fp on
Hnrig(U1).
Step 4. Use Theorem 2.1 to deduce the zeta function Z(X1, T ).
Remark 2.11. We have already mentioned that the deformation algorithm only applies to
generic hypersurfaces. We will now explain what the exact conditions are [13].
First, the hypersurfaces X0 and X1 have to be smooth over Zq. For X0 this is guaranteed if p
does not divide d and for X1 if the hypersurface X1 is smooth.
Second, we need that the matrix M of the Gauss–Manin connection does not have a pole in the
open p-adic unit disk around t = 1. Note that such a pole can only be an apparent singularity,
caused by the generic basis B not being a basis at the pole. By [13, Proposition 3.13], it is
sufficient that R(1) 6= 0, where R ∈ Fq[t] is the reduction modulo p of the polynomial R ∈ Zq[t]
defined in [13, Definition 3.12]. When X1 varies, R(1) is a polynomial in the coefficients of its
defining polynomial. Since R(1) 6= 0 for diagonal hypersurfaces X1 by the proof of [13, Theorem
3.6], we have that R(1) 6= 0 for generic X1.
Therefore, even for fixed a0, . . . , an ∈ Z×p defining P0, as long as p does not divide d the
deformation method can be applied to a generic hypersurface X1.
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Theorem 2.12. In the deformation method as presented in [13], the four steps above have the
following complexities [13, §7]:
Step 1. time O˜(log(p)a2(dn(ω+2)en(ω+1) + d5ne3n)) space O˜(log(p)a2d4ne3n)
Step 2. time O˜(pa3d4n) space O˜(log(p)ad2n)
Step 3. time O˜(pa3dn(ω+4)e2n) space O˜(pa3d5nen)
Step 4. time O˜(log2(p)a2dn(ω+1)) space O˜(log(p)a2d3n)
Proof. [13, §7], where we have taken a = a′ and dt = 1, because of our choice of P . 
Clearly the only steps not polynomial in log(p) are the second and the third, both of which
are quasilinear in p. So to improve the dependence of the complexity on p, we only have to
consider these steps. All the p-adic and t-adic precisions required to obtain provably correct
results remain the same as in [13].
3. Our new algorithm
Our strategy to reduce the dependence of the complexity on p to O˜(p1/2) will be the same as
in [6]. First we reduce the steps in our algorithm that are quasilinear in p to computing certain
matrix products. Then we apply an algorithm of Bostan, Gaudry and Schost [3] (based on [5])
to compute these products faster than using the naive method. The precise result that we need
is as follows.
Theorem 3.1. Let R be a commutative ring and M (respectively MM) a function N→ N such
that polynomials of degree less than d (respectively matrices of size m ×m) can be multiplied
in M(d) (respectively MM(m)) ring operations (i.e. +,−,×) in R. Moreover, let A(x) be an
m×m matrix over the polynomial ring R[x] of degree at most 1. Suppose that the invertibility
conditions of [3, Theorem 14] are satisfied. Then for any positive integer N , the matrix product
A(1)A(2) · · ·A(N) can be computed in
O
(
MM(m)
√
N +m2M(
√
N)
)
ring operations in R, storing only O(m2
√
N) elements of R.
Proof. This is a special case of [6, Theorem 9], which is based on [3, Theorem 15]. 
Remark 3.2. We do not explain the invertibility conditions in this theorem in detail. However,
they are easily seen to be satisfied when 2, 3, . . . , 2s + 1 ∈ R× where s = blog4(N)c. In the case
we are interested in (R = Zp or Zq and N = p) this is the case for all p > 2. For p = 2 the
results in this paper do not improve the ones from [13] anyway.
3.1. Diagonal fibre.
We start by analyzing Step 2 of the deformation method, i.e. the computation of the matrix
Φ0. In [13, §4] it is explained that we have to compute the
(3.1) αu,v =
n∏
i=0
a
(p(ui+1)−(vi+1))/d
i
(∑
m,r
(
ui + 1
d
)
r
r∑
j=0
(
pap−1i
)r−j
(m− pj)!j!
)
,
to p-adic precision N ′Φ0 ∈ O˜(adn) and that for this we only have to consider terms in the
outer sum with r ≤ R,m ≤ M and p(ui + 1) − (vi + 1) = d(m − pr), where R ∈ O˜(adn) and
M ∈ O(pR). Note that all p-adic precisions in the algorithm are O˜(adn) by [13, §7], so that a
single multiplication in Qp takes time and space O˜(log(p)ad
n).
From the formula above we see that we have to compute k! (to finite p-adic precision) for all
i = 0, . . . , n and all k ≤M such that
k ≡ p(ui + 1)− (vi + 1)
d
mod p.
Computing these factorials naively as in [13] clearly takes time at least linear in p, so we will
have to proceed differently.
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Let us fix a basis vector u ∈ B and let v ∈ B be the unique basis vector such that we have
p(ui + 1)− (vi + 1) ≡ 0 mod d for all 0 ≤ i ≤ n. For a single value of 0 ≤ i ≤ n we can compute
and store all k! with k ≤M and
k ≡ p(ui + 1)− (vi + 1)
d
mod p
in time and space O˜(p1/2a2d2n). Indeed, we need to compute k! for R ∈ O˜(adn) different values
of k and to go from one value of k to the next we have to multiply by the product
(k + 1) . . . (k + p),
which can be computed in time and space O˜(p1/2adn) using the algorithm from Theorem 3.1
with m = 1, R = Zp, A(x) = (x + k) and N = p. Doing this computation for all 0 ≤ i ≤ n
instead of a single value of i does not change the time and space requirements, since the factor
n is absorbed by the O˜ symbol. This takes care of all the (m−pj)! we have to compute in (3.1).
The elements
a
(p(ui+1)−(vi+1))/d
i ,
(
ui + 1
d
)
r
, (pap−1i )
r−j and j!
that we need in (3.1) (note that u is still fixed), can be computed and stored naively in time
and space
O˜(nR log2(p)adn) ⊂ O˜(log2(p)a2d2n).
Moreover, αu,v can be computed from these elements and the k! in time
O˜(nR2 log(p)adn) ⊂ O˜(log(p)a3d3n)
and additional space O˜(log(p)adn). Putting everything together, we find that a single αu,v can
be computed in time O˜(p1/2a2d2n + a3d3n) and space O˜(p1/2a2d2n). Since there are b ∈ O(dn)
different basis vectors u, all of the αu,v can be computed in time O˜(p
1/2a2d3n+a3d4n) and space
O˜(p1/2a2d2n). The same is then clearly true for the matrix Φ0 by Theorem 2.10.
Summarising, we have proved the following theorem:
Theorem 3.3. Step 2 of the deformation method, i.e. the computation of the matrix Φ0 to the
required p-adic precision can be carried out in
time: O˜(p1/2a2d3n + a3d4n), space: O˜(p1/2a2d2n).
3.2. Differential equation.
We now move on to the third step of the deformation method, i.e. the computation of the
matrix Φ1 by solving the differential equation from Theorem 2.7 for Φ and evaluating this matrix
at t = 1. Let us start by recalling what we did in [13], to understand why that is quasilinear
in p and how it can be improved.
Recall from [13, §5] that if C ∈ Mb×b(Qq[[t]]) denotes a fundamental matrix of horizontal
sections of the Gauss–Manin connection ∇ with respect to the basis B, i.e. such that(
d
dt
+
G
r
)
C = 0, C(0) = I,
then Φ = CΦ0σ(C
−1) is a solution to the differential equation from Theorem 2.7. Let us
write G =
∑deg(G)
i=0 Git
i and r =
∑deg(r)
i=0 rit
i. Note that deg(G),deg(r) ∈ O˜((de)n) by [13,
§7]. A power series solution C = ∑∞i=0 Citi can be obtained by solving the following matrix
recurrence [13, (5.5)]:
C0 = I,
Ci+1 =
−1
r0(i+ 1)
 i∑
j=i−deg(G)
Gi−jCj +
i∑
j=i−deg(r)+1
ri−j+1(jCj)
 ,
where we take Cj = 0 for j < 0.
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The inverse matrix C−1 satisfies the dual differential equation [13, Remark 5.7]:(
d
dt
− G
t
r
)
(C−1)t = 0, C−1(0) = I,
which can be solved by a similar recurrence.
To obtain Φ as an element of Mb×b(Qq[[t]]) to t-adic precision K, we need to determine Ci
for i < K and (C−1)i for i < dK/pe. Then we compute the product
Φ = CΦ0σ(C
−1),
where Φ0 has already been obtained in the second step. It is shown in [13, §7] that to recover
Φ1 to the required p-adic precision, we have to take
K ∈ O˜(pad2nen).
Because of some technical convergence issues, we need to multiply Φ by the polynomial s ∈ Zq[t]
from [13, Theorem 6.6] and truncate it to t-adic precision K again before we can evaluate it.
By [13, §7] the degree of s is in O˜(pad2nen). Finally, we evaluate (s/s(1))Φ at t = 1 to obtain
the matrix Φ1. Exact bounds for all p-adic and t-adic precisions can be found in [13, §5, §6].
All p-adic precisions in the algorithm are O˜(adn), so elements of Qq can be multiplied in time
and space O˜(log(p)a2dn).
The computation from the previous paragraph takes time at least linear in p: the number of
terms of C is K so computing this object or multiplying by it already has complexity at least
linear in p. Note that we do not have this problem for the matrix C−1 since that has dK/pe
terms which is O˜(ad2nen) by Theorem 3.4 below. Recall that σ sends t to tp, so that the number
of nonzero terms in σ(C−1) to t-adic precision K is still O˜(ad2nen). Finally, the evaluation of
(s/s(1))Φ at t = 1 again has complexity at least linear in p, because there are K terms. Hence
we will have to proceed differently.
We may assume s = rθ with θ/p ∈ O˜(adn), by Theorem 3.4 below. We have to compute:
(s/s(1))Φ = (r/r(1))θCΦ0σ(C
−1)
as an element of Mb×b(Qq[[t]]) to t-adic precision K and then evaluate at t = 1. We know that
the multiplication of (r/r(1))θ and C has complexity at least linear in p. However, as already
observed by Hubrechts [8][§3.1], we can avoid this multiplication by solving a slightly different
differential equation instead. Let D ∈ Mb×b(Qq[[t]]) denote the matrix D = (r/r(1))θC. Then
D =
∑∞
i=0Dit
i satisfies the differential equation(
d
dt
+
G− θ drdt I
r
)
D = 0, D(0) =
(
r(0)
r(1)
)θ
I.
So we can avoid the multiplication by (r/r(1))θ simply by replacing the matrix G by the matrix
H = G− θdr
dt
I
and solving the recurrence
D0 =
(
r(0)
r(1)
)θ
I,
Di+1 =
−1
r0(i+ 1)
 i∑
j=i−deg(H)
Hi−jDj +
i∑
j=i−deg(r)+1
ri−j+1(jDj)
 ,
where we take Dj = 0 for j < 0.
The matrix Φ1 is now given by the evaluation of DΦ0σ(C
−1) to t-adic precision K at t = 1,
which we can also write as
Φ1 =
dK/pe−1∑
j=0
(
K−1−pj∑
i=0
Di
)
· Φ0 · σ((C−1)j).
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The number of terms in the inner sum (say for j=0) is at least linear in p, so evaluating it will
have complexity at least linear in p. However, since the Di satisfy a recurrence, so do the sums
Ei = D0 + . . .+Di:
E0 =
(
r(0)
r(1)
)θ
I,
Ei+1 = Ei +
−1
r0(i+ 1)
 i∑
j=i−deg(H)
Hi−j(Ej − Ej−1) +
i∑
j=i−deg(r)+1
ri−j+1 · j · (Ej − Ej−1)
 ,
where we take Ej = 0 for j < 0.
The expression for the matrix Φ1 becomes
Φ1 =
dK/pe−1∑
j=0
EK−1−pj · Φ0 · σ((C−1)j).(3.2)
Note that the orders of the recurrences for Ci, (C
−1)i, Di, Ei are all O˜((de)n) since deg(G)
and deg(r) are O˜((de)n). However, to apply Theorem 3.1, we need a recurrence of order 1. The
order of the recurrence for Ei is given by
κ = max{deg(H) + 1,deg(r)}+ 1.
Let Ei ∈ Mκb×b(Qq) be the matrix with vertical blocks Ei, Ei−1, . . . , Ei−κ+1. Then from the
recurrence for Ei, we find a matrix A(x) ∈Mb×b(Qq[x]) of degree 1 such that
Ei+1 = (i+ 1)−1A(i+ 1)Ei
for all i ≥ 0. Note that Ei can be easily read off from Ei.
Recall that dK/pe ∈ O˜(ad2nen). Hence the (C−1)i with i ≤ dK/pe can be computed and
stored in
time: O˜((K/p)(de)nbωa2dn) ⊂ O˜(log(p)a3dn(ω+4)e2n),
space: O˜((K/p)b2a2dn) ⊂ O˜(log(p)a3d5nen).
Applying σ to C−1 takes time
O˜((K/p)b2(log2(p)a+ log(p)a2dn)) ⊂ O˜(log2(p)a3d5nen)
and negigible additional space. This is all the same as in [13, Proposition 7.7]. Now to compute
Φ1, we can proceed in two different ways.
The first way is to evaluate (3.2) by solving the recurrence for Ei naively. Note that we only
have to store the last O˜((de)n) matrices Ei as already observed by Hubrechts [8][Theorem 2].
Therefore, this takes
time: O˜(K(de)nbωa2dn) ⊂ O˜(pa3dn(ω+4)e2n),
space: O˜((de)nb2 log(p)a2dn) ⊂ O˜(log(p)a2d4nen).
The second way is to determine Ei+p from Ei repeatedly, using Theorem 3.1 to compute
A(i+ p)A(i+ p− 1) . . . A(i+ 1) and (i+ 1)(i+ 2) . . . (i+ p).
That the indices in the first product are decreasing instead of increasing can easily be circum-
vented by transposing. We may assume without loss of generality that the matrix A(x) has
entries in Zq[x], since by [13][Remark 3.11] this is the case when p > n and the results in this
paper do not improve the ones from [13] when p ≤ n anyway. We will have to increase the p-adic
precision by
ordp((i+ 1)(i+ 2) . . . (i+ p)) ∈ O(logp(K)),
but this remains O˜(adn). Therefore Ei+p can be determined from Ei in time and space
O˜(p1/2(κb)ωa2dn) ⊂ O˜(p1/2a2dn(2ω+1)enω).
We need to do this dK/pe times and update Φ1 each time. This takes time
O˜
(
(K/p)
(
p1/2a2dn(2ω+1)enω + bω log(p)a2dn
))
⊂ O˜
(
p1/2a3dn(2ω+3)en(ω+1)
)
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and negigible additional space.
In the discussion above we have used two results that are implicit in [13, §7], but cannot be
found there explicitly. For completeness we prove these results in the next theorem.
Theorem 3.4. We can take:
(i) s = rθ with θ/p ∈ O˜(adn) and deg(r) ∈ O˜((de)n),
(ii) K/p ∈ O˜(ad2nen).
Proof. We can take r equal to the polynomial R =
∏n+1
i=2 det(∆k) from [13, Definition 3.12]
which has degree O˜((de)n). Let NΦ denote the p-adic precision to which the matrix Φ ∈
Mb×b(Qq〈t, 1/r〉) has to be computed. From [13, §7], we know that NΦ ∈ O˜(adn). By [13,
Theorems 6.4 (with z 6=∞)] we can take
s = det(∆2 . . .∆n) det(∆n+1)
p(n+h(NΦ))−n,
where
h(NΦ) = max
{
i ∈ N : i+ (n− 1) + ordp((n− 1)!− nblogp(p(n+ i)− n)c < NΦ
}
.
We can take θ = p(n+ h(NΦ)), so that θ/p ∈ O˜(adn) (note that the logarithm in the definition
of h(NΦ) is to base p). By [13, Theorem 6.4 (with z =∞)] it follows that
K ≤ deg(s) + 1 + deg
( n∏
k=2
∆−1k
)
+ (p(n+ h(NΦ))− n) deg(∆−1n+1) + ph(NΦ),
where deg denotes minus the order at z =∞, so that K/p ∈ O˜(ad2nen). 
Summarising, we have proved the following theorem.
Theorem 3.5. Step 3 of the deformation method, i.e. the computation of the matrix Φ1 to the
required p-adic precision, can be carried out in either
time: O˜
(
pa3dn(ω+4)e2n
)
, space: O˜
(
log(p)a3d5nen
)
,
or alternatively
time: O˜
(
p1/2a3dn(2ω+3)en(ω+1)
)
, space: O˜
(
p1/2a2dn(2ω+1)enω + a3d5nen
)
.
Proof. This follows by adding up all complexities from the discussion above, leaving out terms
that are dominated by other terms or powers of logarithms of other terms. The two different
bounds correspond to the two different ways of evaluating Φ1 explained above. 
Remark 3.6. Note that if K/p ∈ O(K1/2−) for some 0 <  < 1/2, then by [6, Theorem 9]
(which is slightly stronger than Theorem 3.1), all the way at the end of the O˜(p1/2) algorithm
we can save a factor K/p and compute Φ1 to the required p-adic precision in
time: O˜
(
p1/2a2dn(2ω+1)enω + a3dn(ω+3)en
)
, space: O˜
(
p1/2a2dn(2ω+1)enω + a3d5nen
)
.
This improvement only applies when p is large enough relative to a and dn. Since the exact
condition on p is rather complicated, we will not use this improvement in the theorem below.
We now put everything together to obtain our main result.
Theorem 3.7. Let X be a generic hypersurface of degree d in projective space PnFq over a
finite field Fq of characteristic p not dividing d and cardinality q = p
a. Then the zeta function
Z(X,T ) may be computed in
time: O˜
(
p1/2a3dn(2ω+3)en(ω+1)
)
,
space: O˜
(
p1/2a2dn(2ω+1)enω + a3d5nen + a2d4ne3n
)
.
Proof. This follows from Theorems 2.12, 3.3 and the second part of Theorem 3.5. 
Moreover, we obtain a space efficient version of the deformation method as well.
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Theorem 3.8. Let X be a generic hypersurface of degree d in projective space PnFq over a
finite field Fq of characteristic p not dividing d and cardinality q = p
a. Then the zeta function
Z(X,T ) may be computed in
time: O˜
(
pa3dn(ω+4)e2n + a2(dn(ω+2)en(ω+1) + d5ne3n)
)
,
space: O˜
(
log(p)
(
a3d5nen + a2d4ne3n
))
.
Proof. This follows from Theorems 2.12, 3.3 and the first part of Theorem 3.5. 
Remark 3.9. Since this result is obtained by a straightforward combination of the work in [13]
and [8], it should not come as a surprise to experts. However, as far as we are aware, no algorithm
with similar time and space complexities appears in the literature. In particular, this algorithm
represents an improvement of another algorithm of Harvey [7] which runs in
time: O
(
p log(p)1+26n
2+13na3n+4+n3n+4+(d+ 1)3n
2+6n+
)
,
space: O
(
log(p)24n
2+9na2n+3n2n+2d2n
2+4n
)
,
but again can be applied more generally and is conceptually simpler.
Remark 3.10. Most ideas in this paper and [13] are not limited to smooth projective projective
hypersurfaces, but also apply to nondegenerate hypersurfaces in projective toric varieties for
example. The only thing that is not straightforward is to find a replacement for the class of
diagonal projective hypersurfaces, for which it is easy to compute Φ0. A good guess would be
to take hypersurfaces with defining polynomials that are maximally sparse or which have a lot
of automorphisms.
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