Graphical models are an intuitive way of exploring and modeling the relationships between variables. The graphical lasso has now become as a useful tool to estimate high-dimensional Gaussian graphical models, but its practical applications suffer from the problem of choosing regularization parameters in a data-dependent way. In this paper, we propose and analyze a model-averaged method for estimating sparse inverse covariance matrices for Gaussian graphical models. We consider the graphical lasso regularization path as the model space for Bayesian model averaging and use Markov chain Monte Carlo techniques for the regularization path point selection. Numerical performance of our method is investigated using both simulated and real datasets, in comparison with some state-of-art model selection procedures.
Graphical models (Lauritzen, 1996; Whittaker, 2009 ) have now become as a useful way of exploring and modeling the distribution. For instance, graphical models may be used to represent complex interactions among gene products resulted from biological processes.
Such problems require us to infer an undirected graph from i.i.d. observations. Let X = (X 1 , . . . , X d ) be a random vector with distribution p
* . An undirected graph G for p * has d vertices, collected in a set V , one for each variable. We can represent the edges as a set E of unordered pairs: (i, j) ∈ E if and only if there is an edge between X i and X j .
An edge between X i and X j is absent if X i and X j are conditionally independent, given the other variables.
The default setting for graphical modeling of continuous data is multivariate Gaussian. Let data D := {x 1 , . . . , x n } be the realizations of n independent samples from a multivariate
Gaussian N d (0, Σ), where Σ is the covariance matrix. The log-likelihood of data D is (up to a constant) given by l n (Θ) := n 2 log det(Θ) − n 2 tr( Σ n Θ),
where Θ = Σ −1 is the inverse covariance matrix, and Σ n = 1 n n i=1 x i x T i is the empirical covariance matrix with dimension d.
For Gaussian graphical models, it is well known that the edge between the ith node and jth node is absent in the graph, meaning that the associated variables X i and X j are conditionally independent given the other variables, if and only if θ ij = 0, where θ ij is the (i, j)th element of Θ. Therefore, the estimation and model selection problems in Gaussian graphical models are equivalent to the estimation of the inverse covariance matrix and identification of its zero-pattern.
While it is one of the classical problems in multivariate statistics, with a renewed focus on high-dimensional data in recent years, a number of sparse estimators have been proposed to deal with the problem of inverse covariance matrix estimation. Among them, Friedman et.al (2008) and Yuan & Lin (2007) impose an 1 penalty on the entries of the inverse covariance matrix when maximizing the Gaussian log-likelihood, well known as the graphical lasso or glasso, encouraging some of the entries of estimated inverse covariance matrix to be exactly zero. In practical applications of glasso, a regularization parameter λ that controls the sparsity of the graph need to be specified. The choice of λ is crucial since different λ's might lead to different estimated graph structures and statistical inference.
The standard approaches for determining the regularization parameter λ are AIC (Akaike, 1998) , BIC (Schwarz, 1978) , and cross-validation (Efron, 1982) . However, AIC and BIC tend to perform poorly when the variable dimension is large relative to the sample size, while cross-validation has been shown to result in many false positives in lasso.
In this paper, we propose a novel method for estimating sparse inverse covariance matrix based on Bayesian model averaging (BMA) (Raftery, 1995; Hoeting et. al, 1999) . BMA methods deal with model uncertainty by averaging over the posterior distributions of multiple models, weighted by their posterior model probabilities. However, BMA has computational difficulty dealing with high-dimensional data (Fraley & Percival, 2015) , where there exists too many candidate model for averaging. In the graphical estimation and selection problems, we have 2 d(d−1)/2 all-subsets graphical models and in this case BMA becomes computationally unsuitable. Since BMA requires a candidate model dictionary over which to average, we consider the glasso regularization path as the model space for BMA and use Markov chain Monte Carlo (MCMC) algorithm for the regularization path point selection. This idea extends the work in Fraley & Percival (2015) for regression and classification problems to graphical models. Our method joins the advantages of the glasso and BMA. We show that this method is computationally and empirically effective for Gaussian graphical models in high-dimensional settings.
In our averaging process, each individual estimator of Θ is obtained using the refit glasso, which is a two-step procedure -in the first step, a sparse inverse covariance matrix is obtained by the glasso; in the second step, a Gaussian model is refit without regularization, but enforcing the sparsity pattern obtained in the first step.
The rest of the paper is organized as follows. In Section 2, we describe the Bayesian modelaveraged regularization approach in detail. Numerical experiments on both simulated data and a gene microarray dataset are presented in Sections 3 and 4, respectively. We provide conclusions and further discussions in Section 5.
Methods
The glasso is a useful tool for estimating high-dimensional Gaussian graphical models. With a positive regularization parameter λ, the glasso estimator Θ(λ) (Friedman et.al, 2008; Yuan & Lin, 2007) is obtained by maximizing the penalized log-likelihood
where Θ 1 = i =j |θ ij | is the off-diagonal element-wise 1 -norm of Θ. Then the estimated graph G can be obtained by examining the zero-pattern of Θ n (λ) -the edge between node i and node j is absent in G, if and only if the (i, j)th element of Θ n (λ) is zero.
The regularization parameter λ balances between the model fitness and sparsity. Larger values of λ tend to yield sparser graphs and smaller values of λ yield denser graphs. In particular, λ = ∞ corresponds to the empty graph with no edges. It is shown in Raskutti et. al (2008) that if the regularization parameter λ satisfies some certain asymptotic rate, the glasso estimator Θ n (λ) could recover the true graph structure with high probability.
However, such excellent theoretical property does not provide a practical tool to guide the choice of regularization parameters. As λ increases from 0 to some λ max , all the glasso estimators Θ n (λ) define a regularization path of the glasso solution.
In graphical models, we call a sparsity pattern any binary vector m ∈ {0, of the corresponding edge by vectorizing the set
candidate set of sparsity patterns. We will use the terms of "sparsity pattern" and "model" interchangeable in the rest of this paper.
Following a Bayesian framework, for any model m ∈ M, we define a prior distribution P(m) and a posterior distribution P(m|D) given the data D. Then the posterior probability of the inverse covariance matrix parameter Θ given the data D can be written as
In practice, notice that an estimate of Θ can be obtained by constructing a Markov chain {m(t)} t=1,...,T with equilibrium distribution P(m|D), and taking the following average
Here, Θ n,m(t) represents the estimate of Θ given the data D and sparsity pattern m(t) ∈ M, which can be obtained by the refit glasso. More precisely, for each m ∈ M, let E m be the edge set of the graph with sparsity pattern m. Let Θ n,m be the constrained maximum likelihood estimator, defined by
where C m := {Θ 0 and θ ij = 0 for all (i, j) ∈ E m , where i = j}.
Notice that each estimator Θ n,m maximizes the log-likelihood under the constraint that some pre-defined subset of the parameters are zero. If n ≥ q m where q m is the maximal clique size of a minimal chordal cover of the graph with edge set E m , Θ n,m exists and is unique (Uhler, 2012) . The following relationships hold regarding Θ n,m and its inverse Θ
[ Θ
Indeed we can drive the above properties via the Lagrange form, where we add Lagrange constants for all missing edges of E m
where γ ij is a Lagrange constant. The gradient equation for maximizing (9) can be written
where Γ is a matrix of Lagrange parameters with nonzero values for all pairs with edges absent. It is an equality-constrained convex optimization problem, and a number of methods have been proposed for solving it, for example, in Hastie et. al (2009) .
The Markov chain {m(t)} t=1,...,T can be constructed using the Metropolis-Hastings (MH) algorithm. At each step of the MH algorithm, let m ∈ M be the present model and we propose a new model m ∈ M among the "neighborhood" around m. Here, all models with one additional or fewer edge included could be considered to be the neighborhood of that model in the model space (Rigollet & Tsybakov, 2011; Fraley & Percival, 2015) . Then the proposal is "accepted" with probability P(m is accepted) = min 1, P(m |m)P(m |D) P(m|m )P(m|D)
.
In practice, we always set symmetric proposal distribution, that is, P(m |m) = P(m|m ).
The resulting Markov chain has the desired equilibrium distribution.
Using Bayes' theorem, the posterior probability for model m is given by
Thus the ratio of posterior model probabilities in (11) can be written as
For BMA techniques, we need to specify the model space M. The most intuitive method is to take all-subsets sparsity patterns. However, it is computationally infeasible in highdimensional settings.
Now, we present our method named as BMA-Glasso that combines BMA and the glasso regularization path, with each lending its strength to combat the other's weakness. A similar technique is exploited in Fraley & Percival (2015) for regression and classification problems.
We extend it to sparse estimation of inverse covariance matrix for Gaussian graphical models.
We first use the glasso to obtain a solution of regularization path for a suitable set of regularization parameters. Then we use the models resulted from the glasso regularization path as the model space M for the BMA method. Let M = {m k } k=1,...,K and without loss of generality, we assume |m k | 1 ≤ |m k | 1 for any k < k , where | · | 1 denotes the vector 1 -norm. In the Metropolis-Hastings algorithm for BMA, the "neighborhood" of any model m k is defined as the model set of {m k } k =max{k−l,1},...,k−1,k+1,...,min{k+l,K} , where l ≥ 1 controls the size of neighborhood.
Algorithm 1 summaries the steps in the calculation of the BMA-Glasso estimator using the Metropolis-Hastings algorithm. It is straightforward to show that the resulting Markov chain ensures the ergodicity. In the Metropolis-Hastings algorithm, the first T 0 iterations are discarded to allow for convergence.
Now we consider the choice of prior distribution P(m).
A simple way is to choose a flat prior, that is, P(m) = P(m ) for any two models m and m , which also cancels each other out in (S5) Put m(t + 1) ← m (t), if r < min 1,
; otherwise, m(t + 1) ← m(t);
(S6) Compute Θ n,m(t+1) . Stop if t > T 0 + T ; otherwise, update t ← t + 1 and go to step (S3).
Then the BMA-Glasso estimator can be calculated as
where T 0 and T are positive integers.
the ratio of posterior model probabilities in (11). Alternatively, we can extend the idea from Rigollet & Tsybakov (2011 , 2012 ) that provides preference on sparser models
where e is the base of the natural logarithm. Note that this form of prior distribution strongly encourages sparse estimation.
For the computational issue of the likelihood P(D|m), we use the BIC of estimator Θ n,m for approximation. Such BIC approximation is often utilized in BMA applications (Raftery, 1995) .
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In this section, we simulate data with sample size n = 200 and number of nodes d = 100 or 200. We consider the following models of graph structure generated by R huge package (Zhao et. al, 2012) :
(1) "AR(1)": The off-diagonal (i, j)th element of the adjacency matrix is set to be 1 if |i − j| = 1 and 0 otherwise;
(2) "AR(2)": The off-diagonal (i, j)th element of the adjacency matrix is set to be 1 if 1 ≤ |i − j| ≤ 2 and 0 otherwise; (3) "Hub": The vertices are evenly partitioned into five disjoint groups. Each group is associated with a center vertex i in that group and the off-diagonal (i, j)th element of the adjacency matrix is set to 1 if j also belongs to the same group as i and 0 otherwise; (4) "Random": The off-diagonal (i, j)th element of the adjacency matrix is randomly set to be 1 with certain probability and 0 otherwise. We now provide empirical evidence to illustrate the usefulness of the BMA-Glasso estimator and compare it with the graphical lasso (Glasso) estimator (Friedman et.al, 2008; Yuan & Lin, 2007) with regularization parameter determined by 10-fold cross-validation (CV), BIC and AIC.
For the BMA-Glasso estimator, we use T 0 = 2000 and T = 500 for the Metropolis-Hastings algorithm. The size of neighborhood l is set to be 3.
For any estimator Θ 0, we use the following criteria for the comparisons. (1) Sum of squared errors (SSE):
(2) Kullback-Leibler (KL) loss:
(3) Precision: the number of correctly estimated edges divided by the total number of edges in the estimated graph. Let G = (V, E) be a d-dimensional graph and let G = ( V , E)
be an estimated graph. We define
(4) Recall: the number of correctly estimated edges divided by the total number of edges in the true graph, defined by
(5) F 1 -score: a weighted average of the precision and recall, defined by
where an F 1 -score reaches its best value at 1 and worst score at 0. Tables 1 and 2 The computational complexity of the graphical lasso algorithm (Friedman et.al, 2008) which 
Analysis of Microarray Data
We analyze a dataset on microarrays for the gene expression levels (Nayak et. al, 2009) . Of the 4238 genes in immortalized B cells of n = 295 normal individuals, we select d = 318
genes that are associated with phenotypes in genome-wide association studies. We study 
Conclusions
We propose and analyze a model-averaged method for estimating sparse inverse covariance matrices for Gaussian graphical models in high-dimensional setting. The graphical lasso is a useful tool for graph estimation and selection but its practical application suffers from the problem of choosing regularization parameters in a data-dependent way. On the other hand, BMA is designed to address model uncertainty but has limited applications in highdimensional data. We present our method that joins the advantages of the two methods by using the graphical lasso regularization path as the model space for BMA. Experimental results show that this method is computationally and empirically effective for Gaussian graphical models in high-dimensional settings.
