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A subclass of boundary measures and the convex
combination problem for Herglotz-Nevanlinna functions in
several variables
Mitja Nedic
Abstract. In this paper, we begin by investigating a particular subclass of
boundary measures of Herglotz-Nevanlinna functions in two variables. Based
on this, we then proceed to solve the convex combination problem for Herglotz-
Nevanlinna functions in several variables.
1. Introduction
Herglotz-Nevanlinna functions are holomorphic functions defined on the poly-
upper half-plane having non-negative imaginary part. In the classical case of one
complex variable, these functions have proven to be most useful, both within the
fields of mathematical analysis and electromagnetic engineering. This development
started around 100 years ago with Rolf H. Nevanlinna’s work on the Stieltjes mo-
ment problem [18]. Since then, these functions have found their home, among
others places, in spectral theory [12, 19], the moment problem [4, 18, 19] and
convex optimization [11] on the mathematical side, as well as derivation of physical
bounds [5, 16, 17], homogenization of two-component media [9, 17] and circuit
synthesis [6] on the engineering side. This has primary been possible due to the
powerful integral representation theorem for these class of functions [7], cf. Theo-
rem 2.4.
The class of Herglotz-Nevanlinna functions in several variables is, however, a
slightly newer consideration, appearing first in the works of Vladimirov and his
collaborators [8, 20, 21] in the 1970s. This class of functions has, so far, proven
a bit less prominent in both mathematics and applications, but relates nonetheless
to multidimensional passive systems [21] and homogenization of multicomponent
media [10, 16, 17]. However, the class of Herglotz-Nevanlinna functions in several
variables has seen a renewed interest in the last few years, especially from a pure
mathematical perspective, with results concerning both integral representations of
this class of functions [14, 15], as well as operator representations [2, 3].
Consider now the following problem. Suppose we are given a Herglotz-Nevan-
linna function q in one variable, which we use to build a new Herglotz-Nevanlinna
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function q˜ in several variables by replacing the argument of the function q with a
convex combination of several variables, i.e.
q˜ : (z1, z2, . . . , zn) 7→ q(k1z1 + k2z2 + . . .+ knzn),
where the coefficients kj describe the convex combination. We are then interested
in relating the parameters of the integral representation of the function q to the
parameters of the integral representation of the function q˜ in the most explicit way
possible. We refer to this conundrum as the convex combination problem, with the
arithmetic mean problem being the obvious special case of the above question. In
the beginning, only the arithmetic mean problem was considered and an answer
obtained, but questions arising from a seminary discussion quickly encouraged the
consideration of the more general problem.
The motivation behind these types of problems comes mainly from two view-
points. On one side, there is the desire to have a table of explicit integration
formulas, not unlike those that one may find in Abramowitz and Stegun’s classical
work [1], or, perhaps, in King’s encyclopedia on the Hilbert transform [13]. On
the other side, we wish to relate the data of one Herglotz-Nevanlinna function to
another in the case when these functions are related by some identity. This is
elaborated upon later in Section 4.
In this paper, we provide a completely explicit answer to the complex combina-
tion problem in full generality using the boundless power of classic residue calculus
in one complex variable. This is presented in Theorem 4.1, which is, therefore, the
main result of this paper.
After the introduction in Section 1, we continue with a short review of the
integral representation formula for Herglotz-Nevanlinna function, presented in Sec-
tion 2. In Section 3, we consider a particular subclass of boundary measures of
Herglotz-Nevanlinna functions in two variables, that turns out to be the starting
point of the solution of the arithmetic mean problem in two variables. This solu-
tion is presented in Section 4, along with the solutions of the convex combination
problem in two variables and the solutions of both the arithmetic mean and convex
combination problems in full generality.
2. Integral representations of Herglotz-Nevanlinna functions
Let us begin by recalling some know results about integral representations of
Herglotz-Nevanlinna functions. Throughout this paper, we will denote by the letter
z variables which lie in the upper half-plane, while the letter t is reserved for real-
valued variables. Recall also that the poly-upper half-plane is defined by
C
+n := (C+)n = {
⇀
z ∈ Cn | Im[zj] > 0 for all j = 1, . . . , n}.
The integration kernel that we will be considering is the kernel Kn, defined for
⇀
z ∈ C+n and
⇀
t ∈ Rn as
(2.1)
Kn(
⇀
z,
⇀
t) := i
 2
(2i)n
n∏
j=1
(
1
tj − zj
−
1
tj + i
)
−
1
(2i)n
n∏
j=1
(
1
tj − i
−
1
tj + i
) ,
and can be equivalently written as
(2.2) Kn(
⇀
z,
⇀
t) =
i
3n+1
∏n
j=1(tj − i)(zj + i)− 2
n−1
i
∏n
j=1(tj − zj)
2n−1
∏n
j=1(tj − zj)(tj − i)(tj + i)
.
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The class of all Herglotz-Nevanlinna function can then be completely character-
ized via an integral representation formula [15, Theorem 4.1], as described by the
following theorem.
Theorem 2.1. A function q : C+n → C is a Herglotz-Nevanlinna function if
and only if it admits, for
⇀
z ∈ C+n, a representation of the form
(2.3) q(
⇀
z) = a+
n∑
ℓ=1
bℓ zℓ +
1
πn
∫
Rn
Kn(
⇀
z,
⇀
t)dµ(
⇀
t),
where a ∈ R, bℓ ≥ 0 for all ℓ = 1, . . . , n and µ is a positive Borel measure on R
n
satisfying the growth condition
(2.4)
∫
Rn
n∏
j=1
1
1 + t2j
dµ(
⇀
t) <∞
and the Nevanlinna condition, i.e.
(2.5)
∑
⇀
ρ∈{−1,0,1}n
−1∈
⇀
ρ∧1∈
⇀
ρ
∫
Rn
Nρ1,1Nρ2,2 . . .Nρn,ndµ(
⇀
t) = 0
for all
⇀
z ∈ C+n, where the factors Nk,j are defined as
N−1,j :=
1
tj − zj
−
1
tj − i
, N0,j :=
1
tj − i
−
1
tj + i
, N1,j :=
1
tj + i
−
1
tj − zj
.
Remark 2.2. It can be shown that the above correspondence is, in fact, a
bijection. That is to say, the parameters a,
⇀
b and µ are unique for a given Herglotz-
Nevanlinna function q, and conversely, a different choice of parameters corresponds
to a different function [15]. Therefore, for simplicity, we often say that a function q
is represented by the data (a,
⇀
b, µ). This can even be improved in the following way.
Suppose that a1 ∈ R,
⇀
b1 ∈ R
n and a positive Borel measure µ1 on R
n are such that
they give a Herglotz-Nevanlinna function when plugged into representation (2.3).
Then, they must satisfy the conditions of Theorem 2.1 and are, in fact, equal to
the data of the function in question [15, Corolarry 4.7].
Remark 2.3. It can be shown that the measure µ from Theorem 2.1 is in
fact the limit of the function Im[q] as we approach Rn from C+n. Therefore, the
measure µ is also called both the representing measure and the boundary measure
of a function q [14, 15].
When n = 2, we note that the growth condition (2.4) becomes
(2.6)
∫
R2
1
(1 + t21)(1 + t
2
2)
dµ(
⇀
t) <∞
and that the Nevanlinna condition 2.5 is then equivalent to the condition that
(2.7)
∫
R2
1
(t1 − z1)2(t2 − z2)2
dµ(
⇀
t) = 0
for any (z1, z2) ∈ C
+2 [15, Theorem 5.1]. It is because of this equivalence that
condition (2.7) is, for simplicity, also referred to as the Nevanlinna condition (in
two variables).
We note also that in the case n = 1, Theorem 2.1 reduces the classical theorem
attributed to Nevanlinna, presented in its current form by Cauer [7].
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Theorem 2.4. A function q : C+ → C is a Herglotz-Nevanlinna function in
variables if and only if it admits, for z ∈ C+, a representation of the form
(2.8) q(z) = a+ bz +
1
π
∫
R
K1(z, t)dµ(t),
where a ∈ R, b ≥ 0 and µ is a positive Borel measure on R satisfying the growth
condition
(2.9)
∫
R
1
1 + t2
dµ(t) <∞.
3. A special class of boundary measures for functions of two variables
Let us consider now a particular subclass of boundary measures of Herglotz-
Nevanlinna functions in two variables. The introduction of our particular subclass
of measures is motivated by the following example.
Example 3.1. Let q be a Herglotz-Nevanlinna function in one variable, repre-
sented by the data (a, b, µ). Consider now two Herglotz-Nevanlinna functions q˜1, q˜2
in two variables, defined by
q˜1 : (z1, z2) 7→ q(z1)
and
q˜2 : (z1, z2) 7→ q(z2),
respectively. It can be shown that the function q˜1 is represented by the data
(a, (b, 0), µ⊗λR), while the function q˜2 is represented by the data (a, (0, b), λR⊗µ).
Here, λR denotes the Lebesgue measure on R. This follows from the fact that inte-
grating the kernel Kn once with respect to dtj gives a constant multiple of Kn−1
with the j-th variable missing [15, Example 3.4]. ♦
Given the above example, we are led to conjecture that a Herglotz-Nevanlinna
function given by (z1, z2) 7→ q(k1z1 + k2z2) with k1, k2 > 0, k1 + k2 = 1, should
have a boundary measure that is ”somewhere in between” µ⊗ λR and λR ⊗ µ. We
formalize this idea by introducing the following class of Borel measures on R2.
First, let α, β, γ, δ ∈ R and let µ1 be a positive Borel measure on R. We
then consider the Borel measure µ on R2, defined for any Borel measurable subset
U ⊆ R2 as
(3.1) µ(U) :=
∫
R
(∫
R
χU (αt1 + βt2, γt1 + δt2)dt2
)
dµ1(t1).
Remark 3.2. Throughout this paper, we never discuss what happens if the
order of integration in the above definition of the measure µ is reversed. For us,
the inner integral in formula (3.1) is always taken first and is always with respect
to the Lebesgue measure.
We now ask the question whether measures on R2 of the type (3.1) can be
representing measures of Herglotz-Nevanlinna functions in two variables. As is
turns out, the answer can be summarized by the following theorem.
Theorem 3.3. A positive Borel measure µ of the form (3.1) is the representing
measure of some Herglotz-Nevanlinna function in two variables if and only if one
of the following cases holds:
(i.1) α = 0, β = 0, δ 6= 0 and µ1 is a finite positive Borel measure on R,
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(i.2) α 6= 0, β = 0, δ 6= 0 and µ1 is a positive Borel measure on R satisfying
the growth condition (2.9),
(ii.1) β 6= 0, γ = 0, δ = 0 and µ1 is a finite positive Borel measure on R,
(ii.2) β 6= 0, γ 6= 0, δ = 0 and µ1 is a positive Borel measure on R satisfying
the growth condition (2.9),
(iii.1.a) βδ < 0, αδ − βγ = 0 and µ1 is a finite positive Borel measure on R,
(iii.1.b) βδ < 0, αδ − βγ 6= 0 and µ1 is a positive Borel measure on R satisfying
the growth condition (2.9),
(iii.2.a) βδ > 0, αδ − βγ = 0 and µ1 is identically zero,
(iii.2.b) βδ > 0, αδ − βγ 6= 0 and µ1 is a positive Borel measure on R satisfying
the growth condition (2.9) and the condition that∫
R
1
((αδ − βγ)t1 − δz1 + βz2)3
dµ1(t1) = 0
for all z1, z2 ∈ C
+.
The remainder of this section is devoted to the proof of this theorem and is
divided into two propositions. Proposition 3.4 first characterizes which measures
of the form (3.1) satisfy the growth condition (2.6), while Proposition 3.5 then
characterizes which measures of the form (3.1) satisfy the Nevanlinna condition
condition (2.7). Combining these results gives Theorem 3.3.
We begin now with the first of the aforementioned propositions.
Proposition 3.4. A measure µ of the type (3.1) satisfies the growth condition
(2.6) if and only one of the following cases holds:
(i.1) α = 0, β = 0, δ 6= 0 and µ1 is a finite positive Borel measure on R,
(i.2) α 6= 0, β = 0, δ 6= 0 and µ1 is a positive Borel measure on R satisfying
the growth condition (2.9),
(ii.1) β 6= 0, γ = 0, δ = 0 and µ1 is a finite positiveBorel measure on R,
(ii.2) β 6= 0, γ 6= 0, δ = 0 and µ1 is a positive Borel measure on R satisfying
the growth condition (2.9),
(iii.1.a) βδ < 0, αδ − βγ = 0 and µ1 is a finite positive Borel measure on R,
(iii.1.b) βδ < 0, αδ − βγ 6= 0 and µ1 is a positive Borel measure on R satisfying
the growth condition (2.9),
(iii.2.a) βδ > 0, αδ − βγ = 0 and µ1 is a finite positive Borel measure on R,
(iii.2.b) βδ > 0, αδ − βγ 6= 0 and µ1 is a positive Borel measure on R satisfying
the growth condition (2.9).
Proof. The total integral, appearing in the growth condition (2.6) for a mea-
sure µ of the form (3.1), is equal to
(3.2)
∫
R2
1
(1 + t21)(1 + t
2
2)
dµ(
⇀
t)
=
∫
R
(∫
R
1
(αt1 + βt2 − i)(αt1 + βt2 + i)(γt1 + δt2 − i)(γt1 + δt2 + i)
dt2
)
dµ1(t1).
We now investigate the finiteness of this integral with respect to the numbers β
and δ.
Observe first that the inner integral
(3.3)
∫
R
1
(αt1 + βt2 − i)(αt1 + βt2 + i)(γt1 + δt2 − i)(γt1 + δt2 + i)
dt2
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cannot be finite unless at least one of the numbers β and δ is non-zero. If one of
the numbers β and δ is equal to zero, then the integral (3.3) is, in the case β = 0
and δ 6= 0, equal to
1
α2t21 + 1
∫
R
1
(γt1 + δt2)2 + 1
dt2 =
1
α2t21 + 1
·
π
|δ|
.
The case β 6= 0 and δ = 0 is treated analogously. Therefore, when one of the
numbers β and δ is non-zero, the total integral (3.2) becomes finite if and only if
one the first four cases happens.
If both numbers β and δ are non-zero, we are left to consider the cases βδ < 0
and βδ > 0. We begin by investigating the case βδ < 0 by using standard residue
calculus to calculate the inner integral (3.3). Let now
F (τ) :=
1
(αt1 + βτ − i)(αt1 + βτ + i)(γt1 + δτ − i)(γt1 + δτ + i)
be an auxiliary function, where the parameters α, β, γ, δ ∈ R, as well as on t1 ∈ R,
are fixed. We note now that the integral
∫
R
F (τ)dτ
is well-defined since since the function F is a rational function with a constant
numerator, while the denominator is a polynomial of degree 4. Note that this ob-
servation is valid independently of the particular values of the parameters α, β, γ, δ
and t1. Next, observe that the function F has singularities at the points
i− αt1
β
,
−i− αt1
β
,
i− γt1
δ
,
−i− γt1
δ
∈ C \ R.
Consider now the case when β > 0 and δ < 0 and take
R > max
{
|i− αt1|
β
,
|i+ γt1|
−δ
}
.
Let also Γ+R be the standard upper half-circle contour in C, i.e. the curve consisting
of the interval [−R,R] and the curve γ+R , which is the upper half-circle of radius R
centered at 0 (note that the curve γ+R has no connection to the number γ), oriented
counter-clockwise. Then, due to the rational form of the function F , it likewise
holds that
lim
R→∞
∫
Γ+R
F (τ)dτ = lim
R→∞
(∫ R
−R
+
∫
γ
+
R
)
F (τ)dτ =
∫
R
F (τ)dτ,
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while, by the residue theorem, it holds that∫
Γ+
R
F (τ)dτ = 2πi
(
Res(F ; i−αt1
β
) + Res(F ; −i−γt1
δ
)
)
= 2πi
(
lim
τ→
i−αt1
β
F (τ)(τ − i−αt1
β
) + lim
τ→
−i−γt1
δ
F (τ)(τ − −i−γt1
δ
)
)
= 2πi
(
β
2i
1
(t1(βγ − αδ)− i(β − δ))(t1(βγ − αδ) + i(β + δ))
−
δ
2i
1
(t1(βγ − αδ) + i(β + δ))(t1(βγ − αδ) + i(β − δ))
)
=
π(β − δ)
t21(βγ − αδ)
2 + (β − δ)2
.
Observe here that β − δ 6= 0 since we are in working with the case when β > 0 and
δ < 0. Thus, the total integral (3.2) becomes∫
R
π(β − δ)
t21(βγ − αδ)
2 + (β − δ)2
dµ1(t1)
and is finite if and only if one of the cases (iii.1.a) or (iii.1.b) happens. The case
β < 0 and δ > 0 is considered analogously.
Finally, we see that, in the case βδ > 0, the total integral (3.2) is finite if one
of the cases (iii.2.a) or (iii.2.b) happens through and analogous application of the
residue theorem. 
Proposition 3.5. A measure µ of the type (3.1) satisfies the Nevanlinna con-
dition (2.7) if and only if one of the following cases holds:
(i) β = 0, δ 6= 0 and µ1 is a positive Borel measure on R,
(ii) β 6= 0, δ = 0 and µ1 is a positive Borel measure on R,
(iii.1) βδ < 0 and µ1 is a positive Borel measure on R,
(iii.2.a) βδ > 0, αδ − βγ = 0 and µ1 is identically zero,
(iii.2.b) βδ > 0, αδ − βγ 6= 0 and µ1 is a positive Borel measure on R satisfying
the condition that
(3.4)
∫
R
1
((αδ − βγ)t1 − δz1 + βz2)3
dµ1(t1) = 0
for all z1, z2 ∈ C
+.
Proof. The total integral, appearing in the Nevanlinna condition (2.7) for a
measure µ of the form (3.1), is equal to
(3.5)
∫
R2
1
(t1 − z1)2(t2 − z2)2
dµ(
⇀
t)
=
∫
R
(∫
R
1
(αt1 + βt2 − z1)2(γt1 + δt2 − z2)2
dt2
)
dµ1(t1)
Similarly to the previous proof, we now investigate when this integral is identically
equal to zero with respect to the numbers β and δ.
We observe first that the inner integral
(3.6)
∫
R
1
(αt1 + βt2 − z1)2(γt1 + δt2 − z2)2
dt2
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cannot be finite unless at least one of the numbers β and δ is non-zero.
If one of the numbers β and δ is equal to zero, then the integral (3.6) becomes
trivial to compute with the help of the residue theorem. For example, in the case
β = 0 and δ 6= 0, the inner integral (3.6) becomes
1
(αt1 − z1)2
∫
R
1
(γt1 + δt2 − z2)2
dt2.
Its integrand is, with respect to the variable t2, a rational function whose denomi-
nator is a polynomial of degree at 2. This allows for the use of the residue theorem.
Since the integrand has only one singularity in the complexified t2-variable, we see
quickly that the inner integral (3.6) is identically zero in this case. The total inte-
gral (3.5) is therefore also identically zero for any positive Borel measure µ1. The
case β 6= 0, and δ = 0 can be considered completely analogously. This give the
first two cases of the proposition. Here, it is also important to remember that we
always abide by Remark 3.2.
If now both numbers β and δ are non-zero, we are left to consider the cases
βδ < 0 and βδ > 0. We begin by investigating the case βδ < 0, where we, again,
use standard residue calculus to calculate the inner integral (3.6). To that end,
define an auxiliary function G as
G(τ) :=
1
(αt1 + βτ − z1)2(γt1 + δτ − z2)2
,
where the parameters α, η, γ, δ, t1 ∈ R are fixed. The function G has singularities
at the points
z1 − αt1
β
,
z2 − γt1
δ
∈ C \ R.
Since βδ < 0, then these singularities both lie in the same half-plane. More precisely,
if β > 0 and δ < 0 then both lie in the upper half-plane, otherwise they both lie in
the lower half-plane.
We note also that the integral ∫
R
G(τ)dτ
is well-defined since the function G, similarly to the function F in the previous
proof, is a rational function with a constant numerator, while its denominator is
a polynomial of degree 4. Note that this observation is valid independently of the
particular values of the parameters α, β, γ, δ and t1. Take now
R > max
{
|z1 − αt1|
β
,
|z2 − γt1|
−δ
}
and consider first the case when β > 0 and δ < 0. Let Γ−R be the standard lower
half-circle contour in C, i.e. the curve consisting of the interval [−R,R] and the
curve γ−R , which is the lower half-circle of radius R centered at 0 (note that the
curve γ−R has no connection to the number γ), oriented clockwise. Then, due to the
rational form of the function G, it holds that
(3.7) lim
R→∞
∫
Γ−R
G(τ)dτ = lim
R→∞
(∫ R
−R
+
∫
γ
−
R
)
G(τ)dτ =
∫
R
G(τ)dτ,
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while, by the residue theorem, we conclude that∫
Γ−
R
G(τ)dτ = 0.
We note that the case β < 0 and δ > 0 is done completely analogously using the
standard upper half-circle contour. Thus, the total integral (3.5) is identically zero,
in this case, if and only if case (iii.1) happens.
Therefore, it remains to consider the case βδ > 0. Using the same auxiliary
function G as before, relation (3.7) still holds. On the other hand, we calculate
using the residue theorem that, in the case β > 0 and δ > 0,∫
Γ−R
G(τ)dτ = −2πiRes(G; z2−γt1
δ
)
= −2πi lim
τ→
z2−γt1
δ
(G(τ)(τ − z2−γt1
δ
)2)′ =
4πiβδ
((αδ − βγ)t1 − δz1 + βz2)3
.
Here, the accent ′ denotes the derivative with respect to the τ -variable. The case
β < 0 and δ < 0 can be treated analogously. Thus, the total integral (3.5) is
identically zero, in this case, if and only if one of the cases (iii.2.a) or (iii.2.b)
happens. This finishes the proof. 
4. The solution of the convex combination problem
A common question concerning integral representations of Herglotz-Nevanlinna
functions is to relate the data of one function to the data of another, when the two
functions are related by a certain identity. A simple staring example is to consider a
Herglotz-Nevanlinna function of one variable, represented by the data (a, b, µ) and
a Herglotz-Nevanlinna function of two variables q˜, represented by the data (a˜, b˜, µ˜).
Suppose that this functions are related by the identity
q˜(z1, z2) = 1 + 2z2 + 3q(z1)
for all (z1, z2) ∈ C
+2. Then, by writing out both functions using their respective
integral representations, one sees that a˜ = 1 + 3a, b˜ = (3b, 2) and µ˜ = 3µ ⊗ λR.
Of course, if the identity relating the functions q and q˜ is more complicated, for
example
q˜(z1, z2) = 1−
1
q(z1 −
1
z2
+ i) + i
,
it may be utterly impossible to say anything about the relations between the data
of the two functions.
Often, we adopt a different point of view to the above problem. In particular,
we consider instead the function q˜ as being built with the help of the function q and
ask to relate the data of the starting function to the data of the new function. It
is in this spirit that we also view our main problem of interest, namely, the convex
combination problem.
We recall from Section 1 that the convex combination problem supposes that
we are given a Herglotz-Nevnanlinna function q in one variable, which is then used
to build a new Herglotz-Nevanlinna function q˜ in several variables by replacing
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the argument of the function q with a convex combination of several independent
variables, i.e.
q˜ : (z1, z2, . . . , zn) 7→ q(k1z1 + k2z2 + . . .+ knzn),
where the coefficients kℓ > 0 are such that k1+k2+ . . .+kn = 1. Later, in Corollary
4.11, we will remove the constraint that the coefficients kℓ are positive.
We are now interested in writing the data (a˜, b˜, µ˜), corresponding to the function
q˜, in terms of the data (a, b, µ), corresponding to the function q. The answer to this
question is the main result of this paper and is presented by the following theorem.
Theorem 4.1. Let q be a Herglotz-Nevanlinna function in one variable, repre-
sented by the data (a, b, µ). Let now n ≥ 2 and kℓ > 0 for ℓ = 1, 2, . . . , n, such that
k1 + k2 + . . . kn = 1. Then, the function q˜ : C
+n → C, defined by
q˜ : (z1, z2, . . . , zn) 7→ q(k1z1 + k2z2 + . . .+ knzn),
is a Herglotz-Nevanlinna function represented by the data (a˜, b˜, µ˜), where a˜ = a,
b˜ = (k1b, k2b, . . . , knb) and µ˜ is a positive Borel measure on R
n, defined for any
Borel measurable subset U ⊆ Rn as
(4.1) µ˜(U)
:= βn
∫
R
(∫
Rn−1
χU (t1 − b1t2, . . . , t1 − bn−1tn, t1 + t2 + . . .+ tn)dtn . . .dt2
)
dµ(t1).
Here, the numbers bj, j = 1, 2, . . . , n−1, are related to the coefficients kℓ by relations
(4.8) and the number βn is defined by relation (4.7).
We will prove this theorem by showing that the parameters a˜, b˜ and µ˜, as
specified by the theorem, give back the function q˜ when plugged into the integral
representation formula (2.3), relying also on the uniqueness of the parameters as
discussed in Remark 2.2. This, however, requires substantial calculations involving
the use of standard residue calculus. Therefore, the proof of Theorem 4.1 is broken
down into several smaller theorems, namely Theorems 4.6, 4.7 and 4.8, which will
be stated and proven shortly.
Before that, we make a short digression to review how the statement of Theorem
4.1 is motivated by the solutions of the convex combination problem for some special
cases, which are of interest in their own right. Which special cases will be considered
and how they relate to one another is shown on the diagram in Figure 1.
We start with an example that is the starting point for the arithmetic mean
problem in two variables.
Example 4.2. Consider the Herglotz-Nevanlinna function q, given by q(z) :=
− 1
z
. It is easy to check that this function is represented by the data (0, 0, πδ0).
The functions q˜1 and q˜2, given by q˜1(z1, z2) := −
1
z1
and q˜2(z1, z2) := −
1
z2
are then
represented by the data (0, (0, 0), πδ0 ⊗ λR) and (0, (0, 0), λR ⊗ πδ0), respectively,
as discussed in Example 3.1. We note here that δ0 denotes the Dirac measure
supported in the point 0 ∈ R, while λR denotes, as always, the Lebesgue measure
on R.
The function q˜, which is most likely to be considered as lying ”halfway” between
the functions q˜1 and q˜2, is then given by
q˜(z1, z2) := q(
1
2z1 +
1
2z2) =
−2
z1 + z2
.
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general convex
combination
problem
general
arithmetic
mean problem
convex combi-
nation problem
in 2 variables
arithmetic
mean problem
in 2 variables
Figure 1. How our special cases of the convex combination prob-
lem relate to one another.
The data used to represent the function q˜ in the sense of Theorem 2.1 can be verified
to be (0, 0, µ˜), where the measure µ˜ is a positive Borel measure on R2, for which
the µ-mass of a Borel measurable subset U ⊆ R2 is given by
µ˜(U) := 2π
∫
R
χU (−t, t)dt = 2
∫
R
(∫
R
χU (t1 − t2, t1 + t2)dt2
)
d(πδ0)(t1).
Note that this further exemplifies the special subclass of boundary measure, con-
sidered in the previous section. ♦
What is perhaps most surprising about Example 4.2 is that it is, in some sense,
universal.
Proposition 4.3. Let q be a Herglotz-Nevanlinna function in one variable,
represented by the data (a, b, µ). Then, the function q˜ : C+2 → C, defined by
q˜ : (z1, z2) 7→ q(
1
2z1 +
1
2z2),
is a Herglotz-Nevanlinna function represented by the data (a˜, b˜, µ˜), where a˜ = a, b˜ =
(12b,
1
2b) and µ˜ is a positive Borel measure on R
2, defined for any Borel measurable
subset U ⊆ R2 as
(4.2) µ˜(U) := 2
∫
R
(∫
R
χU (t1 − t2, t1 + t2)dt2
)
dµ(t1).
Regarding the proof of Proposition 4.3, one can show that plugging the parame-
ters a˜, b˜ and µ˜ into representation (2.3) gives back the function q˜, relying afterwards
on the uniqueness statement of Remark 2.2. This is omitted as it follows directly
from the more general results presented shortly. Note, however, that Theorem 3.3
guarantees that the measure µ˜, defined by relation (4.2), is the representing measure
of some Herglotz-Nevanlinna function in two variables.
One may now continue in one of two directions, either by considering the convex
combination problem in two variables, or by moving on to the general arithmetic
mean problem. Choosing the former, suppose that k1, k2 > 0 such that k1+k2 = 1.
We choose now to write these coefficients as
(4.3) k1 =
1
1 + b1
, k2 =
b1
1 + b1
, or equivalently, b1 =
k2
k1
,
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where b1 > 0. It is elementary to verify that this describes, in fact, a bijection
between the sets {(k1, k2) ∈ R
2 | k1, k2 > 0, k1 + k2 = 1} and {b1 ∈ R | b1 > 0}.
We are now ready to modify Proposition 4.3 in order to accommodate convex
combinations.
Proposition 4.4. Let q be a Herglotz-Nevanlinna function in one variable,
represented by the data (a, b, µ). Let now k1, k2 > 0, such that k1 + k2 = 1. Then,
the function q˜ : C+2 → C, defined by
q˜ : (z1, z2) 7→ q(k1z1 + k2z2),
is a Herglotz-Nevanlinna function represented by the data (a˜, b˜, µ˜), where a˜ = a,
b˜ = (k1b, k2b) and µ˜ is a positive Borel measure on R
2, defined for any Borel
measurable subset U ⊆ R2 as
(4.4) µ˜(U) := β2
∫
R
(∫
R
χU (t1 − b1t2, t1 + t2)dt2
)
dµ(t1).
Here, we have b1 :=
k2
k1
and β2 := 1 + b1.
The proof of Proposition 4.4 follows very closely the proof of Proposition 4.3.
One can again show that plugging the parameters a˜, b˜ and µ˜ into representation
(2.3) gives back the function q˜, which is omitted. However, as before, Theorem
3.3 guarantees that the measure µ˜, defined by relation (4.4), is the representing
measure of some Herglotz-Nevanlinna function in two variables.
If we now wish to move on to the general arithmetic mean problem instead, the
challenge becomes how to modify the definition of the measure µ˜. The following
turns out to be the right choice.
Proposition 4.5. Let q be a Herglotz-Nevanlinna function in one variable,
represented by the data (a, b, µ). Let n ≥ 2. Then, the function q˜ : C+n → C,
defined by
q˜ : (z1, z2, . . . , zn) 7→ q(
1
n
z1 +
1
n
z2 + . . .+
1
n
zn),
is a Herglotz-Nevanlinna function represented by the data (a˜, b˜, µ˜), where a˜ = a,
b˜ = ( 1
n
b, 1
n
b, . . . , 1
n
b) and µ˜ is a positive Borel measure on Rn, defined for any Borel
measurable subset U ⊆ Rn as
(4.5) µ˜(U)
:= n
∫
R
(∫
Rn−1
χU (t1 − t2, . . . , t1 − tn, t1 + t2 + . . .+ tn)dtn . . . dt2
)
dµ(t1).
Proving Proposition 4.5 becomes significantly more difficult, comparing with
the proofs of the previous two propositions. When the parameters a˜, b˜ and µ˜ are
plugged back into representation (2.3), we are now faced with a sequential process of
n−1 integrations with respect to λR. For these reasons, we have, so far, avoided do-
ing any explicit calculations and will instead, as mentioned previously, present them
in full only for the most general case. Moreover, we can no longer rely on Theorem
3.3, and, as such, do not know from the beginning whether the measure µ˜, de-
fined using relation (4.5), is the representing measure of some Herglotz-Nevanlinna
function.
We have, thus, arrived at our final frontier, namely, how to combine the solu-
tions of the arithmetic mean problem and the convex combination problem in two
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variables into a solution of the general convex combination problem. We begin by
defining a matrix Mn, for n ≥ 2 and given numbers b1, b2, . . . , bn−1 > 0, as
(4.6) Mn :=

1 −b1
1 −b2
...
. . .
1 −bn−1
1 1 1 . . . 1

n×n
.
We note here that all the empty places in the matrix Mn are filled with zeros.
This particular choice of a matrix should not be surprising, since it, for appro-
priate n and bj , describes precisely how the integration variables are intertwined
in the formulas (4.2), (4.4) and (4.5). We now introduce the number βn as the
determinant of the matrix Mn, and it is an easy exercise in linear algebra to verify
that
(4.7) βn := det(Mn) =
n−1∑
j=1
n−1∏
i=1
i6=j
bi +
n−1∏
i=1
bi.
We note also, for example, that β2 = 1 + b1, as it was in Proposition 4.4.
Suppose now that k1, k2, . . . , kn > 0 are such that k1 + k2 + . . .+ kn = 1. The
mapping between the numbers bj and the numbers kℓ is then chosen as
(4.8) kℓ =
∏n−1
i=1 bi
bℓβn
, kn =
∏n−1
i=1 bi
βn
, or equivalently, bj =
kn
kj
,
where, j, ℓ = 1, 2, . . . , n − 1. As in the case n = 2, it is easy to check that the
relations (4.8) constitute a bijection between the sets
{(k1, k2, . . . , kn) ∈ R
n | kℓ > 0, k1 + k2 + . . .+ kn = 1}
and
{(b1, b2, . . . , bn−1) ∈ R
n−1 | bj > 0}.
Therefore, if we are given the coefficients of a convex combination, we associate
a positive Borel measure µ˜ on Rn to these coefficients through the numbers bj as
stated previously in formula (4.1), i.e. for any Borel measurable subset U ⊆ Rn we
define
µ˜(U)
:= βn
∫
R
(∫
Rn−1
χU (t1 − b1t2, . . . , t1 − bn−1tn, t1 + t2 + . . .+ tn)dtn . . .dt2
)
dµ(t1).
Observe that this definitions is, of course, dependent on the underlying function q
of the convex combination problem, which manifests itself through its representing
measure µ.
Finally, we investigate what happens to the kernel Kn, written in the form
(2.2), when integrated with respect to a measure µ˜ of the form (4.1). First, we
define a new kernel K˜0n as
(4.9) K˜0n(
⇀
z,
⇀
t) := Kn(
⇀
z,Mn
⇀
t),
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where
⇀
z ∈ C+n and
⇀
t ∈ Rn. Here, the upper index zero is used to note that this
kernel has, so far, not been integrated with respect to λR in any variable. Thus, it
holds that ∫
Rn
Kn(
⇀
z,
⇀
t)dµ˜(
⇀
t) = βn
∫
R
(∫
Rn−1
K˜0n(
⇀
z,
⇀
t)dtn . . .dt2
)
dµ(t1).
In order to be able to explicitly evaluate the above integral, we need a general
description of what happens to the kernel K˜0n after it is integrated a few times with
respect to the Lebesgue measure. This requires the introduction of some notation.
First, we let m ≥ 2 and d ≥ 0 be such that m+ d = n. Also, let the numbers
bj be as before. Consider now the factors Ak, Bk, Ck and Dk, defined as
Ak :=
k∏
j=2
(t1 − bj−1tj − i), Bk :=
k∏
j=1
(zj + i),
Ck :=
k∏
j=2
(t1 − bj−1tj − zj−1), Dk :=
k∏
j=2
(t1 − bj−1tj + i).
Here, we take
⇀
z ∈ C+n and
⇀
t ∈ Rn as usual. The definitions of the factorsAk, Bk, Ck
and Dk are valid for 1 ≤ k ≤ n, while noting that empty products are equal to 1
by convention. These factors can be thought of as the building blocks of the kernel
Kn with regards to formula (2.2), but transformed with respect to the definition of
the kernel K˜0n. Furthermore, we define constants F
d
m as
F dm := 1 +
d∑
j=1
1
bm+d−j
.
Constants of this particular form will appear frequently when preforming calcula-
tions using the residue theorem. Two additional expression will be useful when
doing calculations, namely
T dm := F
d
mt1 + t2 + . . .+ tm
and
Zdm :=
zm
bm
+
zm+1
bm+1
+ . . .+
zm+d−1
bm+d−1
+ zm+d.
Finally, we introduce a notation to write down fractions, which have very long
and complicated expressions as their numerator and denominator. The notations
{·/·} is to be understood as a fraction where anything between the symbols { and /
constitutes the numerator, and anything between the symbols / and } constitutes
the denominator. Some simple examples of the use of this notation would be{
1
/
2
}
= 12 ,
{
1 + 2
/
3
}
= 1+23 ,
{
1
/
2 + 3
}
= 12+3 .
We may now introduce the general kernel K˜dm, for
⇀
z ∈ C+(m+d) and
⇀
t ∈ Rm, as
(4.10) K˜dm(
⇀
z,
⇀
t) :=
{
i
3m+1Am(T
d
m − F
d
mi)Bm−1(Z
d
m + F
d
mi)
− 2m−1F dmiCm(T
d
m −Z
d
m)
/
2m−1AmCmDm(T
d
m − F
d
mi)(T
d
m −Z
d
m)(T
d
m + F
d
mi)
}
.
Note that, when d = 0 and m = n, formula 4.10 does indeed give back the kernel
K˜0n as defined in formula (4.9).
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While the kernel K˜dm may appear long and bulky, it possesses great mathemat-
ical beauty, as the following two theorems show.
Theorem 4.6. Let n ≥ 3, let b1, . . . , bn−1 > 0 and let m, d ∈ N0 be such that
m+ d = n with d ≥ 0 and m ≥ 3. Then, it holds that
(4.11)
∫
R
K˜dm(
⇀
z, (
⇀
t, tm))dtm =
π
bm−1
K˜d+1m−1(
⇀
z,
⇀
t),
where the above equality holds for any
⇀
z ∈ C+n and any
⇀
t ∈ Rm−1.
Proof. If we want to do any sort of calculations, then formula (4.10) is not
particularly helpful since all the variables are hidden in the building blocks of the
kernel. Therefore, we write out all the terms that explicitly contain the variable tm
to get
(4.12)
K˜dm(
⇀
z, (
⇀
t, tm)) =
{
i
3m+1Am−1(t1 − bm−1tm − i)(F
d
mt1 + t2 + . . .+ tm − F
d
mi)
· Bm−1(Z
d
m + F
d
mi)− 2
m−1F dmiCm−1(t1 − bm−1tm − zm−1)
· (F dmt1 + t2 + . . .+ tm − Z
d
m)
/
2m−1Am−1Cm−1Dm−1(t1 − bm−1tm − i)
· (t1 − bm−1tm − zm−1)(t1 − bm−1tm + i)(F
d
mt1 + t2 + . . .+ tm − F
d
mi)
· (F dmt1 + t2 + . . .+ tm − Z
d
m)(F
d
mt1 + t2 + . . .+ tm + F
d
mi)
}
.
We observe now that the kernel K˜dm has six singularities with respect to the
variable tm, with three lying in the upper half-plane and three lying in lower half-
plane. As such, we may attempt to use standard residue calculus in one complex
variable in order to evaluate the left-hand side of equality (4.11).
With respect to the variable tm, the numerator of the expression K˜
d
m(
⇀
z, (
⇀
t, tm))
is a polynomial of degree at most 2, while the denominator of the same expression
is a polynomial of degree 6. The latter follows from observation that the leading
coefficient of denominator, in this regard, is equal to
2m−1Am−1Cm−1Dm−1(−1)
3b3m−1,
which is non-zero due to the fact that the factors Am−1, Cm−1 and Dm−1 only take
non-real values by definition. This shows, in particular, that the left-hand side of
(4.11) is well-defined.
Let now Γ−R be standard lower half-circle contour in C, as was specified in
the proof of Proposition 3.5. Due to particular rational form of the expression
K˜dm(
⇀
z, (
⇀
t, tm)) with respect to the variable tm, it holds that
lim
R→∞
∫
Γ−
R
K˜dm(
⇀
z, (
⇀
t, tm))dtm
= lim
R→∞
(∫ R
−R
+
∫
γ
−
R
)
K˜dm(
⇀
z, (
⇀
t, tm))dtm =
∫
R
K˜dm(
⇀
z, (
⇀
t, tm))dtm.
On the other hand, by the residue theorem, we have that
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Γ−R
K˜dm(
⇀
z, (
⇀
t, tm))dtm
= −2πi
(
Res(K˜dm(
⇀
z, (
⇀
t, ·)); p1) + Res(K˜
d
m(
⇀
z, (
⇀
t, ·)); p2) + Res(K˜
d
m(
⇀
z, (
⇀
t, ·)); p3)
)
Here, the poles of our integrand are situated at the points
p1 :=
−i+ t1
bm−1
,
p2 :=
−zm−1 + t1
bm−1
,
p3 := −F
d
mi− F
d
mt1 − t2 − . . .− tm−1.
It is important to observe that these three points lie in C− irrespective of the
particular values of tj ∈ R and bj > 0.
We now continue by calculating the residue at the point p1, which is equal to
Res(K˜dm(
⇀
z, (
⇀
t, ·)); p1) = lim
tn→p1
K˜dm(
⇀
z, (
⇀
t, tm))(tm −
−i+t1
bm−1
)
= −1
bm−1
lim
tn→p1
K˜dm(
⇀
z, (
⇀
t, tm))(t1 − bm−1tm − i)
= − 1
bm−1
{
− 2m−1F dmiCm−1(i− zm−1)(F
d
mt1 + t2 + . . .+ tm−1 +
t1
bm−1
− i
bm−1
− Zdm)
/
2m−1Am−1Cm−1Dm−12i(i− zm−1)(F
d
mt1 + t2 + . . .
+tm−1 +
t1
bm−1
− F dmi−
i
bm−1
)(F dmt1 + t2 + . . .+ tm−1 +
t1
bm−1
− i
bm−1
− Zdm)(F
d
mt1 + t2 + . . .+ tm−1 +
t1
bm−1
+ F dmi−
i
bm−1
)
}
= −1
b2m−1
{
− 2m−2F dmbm−1Cm−1
/
2m−1Am−1Cm−1Dm−1
·(T d+1m−1 − F
d+1
m−1i)(T
d+1
m−1 + (F
d
m −
1
bm−1
)i)
}
.
When performing this calculation, there are a few thing to take note of. Firstly,
the term in the numerator of expression (4.12) that starts with the constant i3m+1
will tend to zero as tm → p1. In other places, the facts that F
d
m +
1
bm−1
= F d+1m−1
and
F dmt1 + t2 + . . .+ tm−1 +
t1
bm−1
= T d+1m−1
will simplify the encountered expression greatly. Furthermore, we notice that, in
the end result, the numerator and the denominator still share some factors. Given
what we expect as the end result, it is inefficient to cancel out these factors now,
only to be forced to multiply them back later. On the other hand, why we have
chosen to factor out an extra instance of the number 1
bm−1
will become clear when
we calculate the residue at the point p3.
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Moving on to the residue at the point p2, we calculate that it is equal to
Res(K˜dm(
⇀
z, (
⇀
t, ·)); p2) = lim
tn→p2
K˜dm(
⇀
z, (
⇀
t, tm))(tm −
−zm−1+t1
bm−1
)
= −1
bm−1
lim
tn→p2
K˜dm(
⇀
z, (
⇀
t, tm))(t1 − bm−1tm − zm−1)
= − 1
bm−1
{
i
3m+1Am−1(zm−1 − i)(F
d
mt1 + t2 + . . .+ tm−1 +
t1
bm−1
− zm−1
bm−1
−F dmi)Bm−1(Z
d
m − F
d
mi)
/
2m−1Am−1Cm−1Dm−1(zm−1 − i)(zm−1 + i)
·(F dmt1 + t2 + . . .+ tm−1 +
t1
bm−1
− zm−1
bm−1
− F dmi)(F
d
mt1 + t2 + . . .+ tm−1
+ t1
bm−1
− zm−1
bm−1
− Zdm)(F
d
mt1 + t2 + . . .+ tm−1 +
t1
bm−1
− zm−1
bm−1
+ F dmi)
}
= −1
b2m−1
{
i
3m+1bm−1Am−1Bm−2(Z
d
m + F
d
mi)
/
2m−1Am−1Cm−1Dm−1
·(T d+1m−1 − Z
d+1
m−1)(T
d+1
m−1 + F
d
mi−
zm−1
bm−1
)
}
.
Here, the most important thing to notice is that the term in the numerator of
expression (4.12) that starts with the constant 2m−1 will tend to zero as tm → p2.
Finally, we calculate that the residue at the point p3 is equal to
Res(K˜dm(
⇀
z, (
⇀
t, ·)); p3)
= lim
tn→p3
K˜dm(
⇀
z, (
⇀
t, tm))(F
d
mt1 + t2 + . . .+ tm−1 + F
d
mi){
i
3m+1Am−1(t1 − bm−1(−F
d
mt1 − t2 − . . .− tm−1 − F
d
mi)− i)(−2F
d
mi)
·Bm−1(Z
d
m + F
d
mi)− 2
m−1F dmiCm−1(t1 − bm−1(−F
d
mt1 − t2 − . . .− tm−1
−F dmi)− zm−1)(−Z
d
m − F
d
mi)
/
2m−1Am−1Cm−1Dm−1(t1 − bm−1(−F
d
mt1
−t2 − . . .− tm−1 − F
d
mi)− i)(t1 − bm−1(−F
d
mt1 − t2 − . . .− tm−1 − F
d
mi)
−zm−1)(t1 − bm−1(−F
d
mt1 − t2 − . . .− tm−1 − F
d
mi) + i)(−2F
d
mi)
·(−Zdm − F
d
mi)
}
= −1
b2m−1
{
i
3m+1Am−1(T
d+1
m−1 + (F
d
m −
1
bm−1
)i)Bm−1
−2m−2Cm−1(T
d+1
m−1 + F
d
mi−
zm−1
bm−1
)
/
2m−1Am−1Cm−1Dm−1
·(T d+1m−1 + (F
d
m −
1
bm−1
)i)(T d+1m−1 + F
d
mi−
zm−1
bm−1
)(T d+1m−1 + F
d+1
m−1i)
}
.
Here, it is important to observe that
t1 − bm−1(−F
d
mt1 − t2 − . . .− tm−1 − F
d
mi)− i
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= bm−1(
t1
bm−1
+ F dmt1 + t2 + . . .+ tm−1 + F
d
mi−
i
bm−1
)
= bm−1(T
d+1
m−1 + (F
d
m +
1
bm−1
)i).
Similar simplifications are made in the cases where the last term of the starting
expression is equal to zm−1 or +i.
It thus remains to sum together the residues at the points p1, p2 and p3. We be-
gin by observing that all three residue expression have the terms 2m−1, Am−1, Cm−1
and Dm−1 in their respective denominators. Furthermore, the term T
d+1
m−1+ (F
d
m −
1
bm−1
)i appears in the residue expression for the points p1 and p3, while the term
T d+1m−1+ F
d
mi−
zm−1
bm−1
appears in the residue expression for the points p2 and p3. On
the other hand, the expressions T d+1m−1 − F
d+1
m−1i, T
d+1
m−1 − Z
d+1
m−1 and T
d+1
m−1 + F
d+1
m−1i
appear only in the residue expression for the point p1, p2 and p3, respectively. Thus,
it holds that
−2πi
(
Res(K˜dm(
⇀
z, (
⇀
t, ·)); p1) + Res(K˜
d
m(
⇀
z, (
⇀
t, ·)); p2) + Res(K˜
d
m(
⇀
z, (
⇀
t, ·)); p3)
)
= 2πi
b2m−1
{
(∗1)
/
2m−1Am−1Cm−1Dm−1(T
d+1
m−1 − F
d+1
m−1i)
·(T d+1m−1 + (F
d
m −
1
bm−1
)i)(T d+1m−1 − Z
d+1
m−1)(T
d+1
m−1 + F
d
mi−
zm−1
bm−1
)
·(T d+1m−1 + F
d+1
m−1i)
}
= (∗ ∗ 1),
where the expression (∗1) is given by
(∗1) := −2m−2F dmbm−1Cm−1(T
d+1
m−1 − Z
d+1
m−1)(T
d+1
m−1 + F
d
mi−
zm−1
bm−1
)
·(T d+1m−1 + F
d+1
m−1i) + i
3m+1bm−1Am−1Bm−2(Z
d
m + F
d
mi)(T
d+1
m−1 − F
d+1
m−1)
·(T d+1m−1 + (F
d
m −
1
bm−1
)i)(T d+1m−1 + F
d+1
m−1i) + i
3m+1Am−1Bm−1
·(T d+1m−1 + (F
d
m −
1
bm−1
)i)(T d+1m−1 − F
d+1
m−1i)(T
d+1
m−1 − Z
d+1
m−1)
−2m−2Cm−1(T
d+1
m−1 + F
d
mi−
zm−1
bm−1
)(T d+1m−1 − F
d+1
m−1i)(T
d+1
m−1 − Z
d+1
m−1).
Summing together the two terms of expression (∗1) that begin with the constant
i
3m+1 gives
i
3m+1Am−1Bm−2(T
d+1
m−1 − F
d+1i
m−1 )(T
d+1
m−1 + (F
d
m −
1
bm−1
)i)
(
bm−1(Z
d
m + F
d
mi)
·(T d+1m−1 + F
d+1
m−1i) + (zm−1 + i)(T
d+1
m−1 − Z
d+1
m−1i)
)
= i3m+1Am−1Bm−2(T
d+1
m−1 − F
d+1
m−1i)(T
d+1
m−1 + (F
d
m −
1
bm−1
)i)bm−1
·(T d+1m−1 + F
d
mi−
zm−1
bm−1
)(Zd+1m−1 + F
d+1
m−1i),
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while summing together the two terms of expression (∗1) that begin with the con-
stant 2m−2 gives
−2m−2Cm−1(T
d+1
m−1 − Z
d+1
m−1)(T
d+1
m−1 + F
d
mi−
zm−1
bm−1
)
(
bm−1F
d
m
·(T d+1m−1 + F
d+1
m−1i) + (T
d+1
m−1 − F
d+1
m−1i)
)
= −2m−2Cm−1(T
d+1
m−1 − Z
d+1
m−1)(T
d+1
m−1 + F
d
mi−
zm−1
bm−1
)bm−1F
d+1
m−1
·(T d+1m−1 + (F
d
m −
1
bm−1
)i).
Using these simplifications, we conclude that
(∗ ∗ 1) = 2πi
b2m−1
{
i
3m+1Am−1Bm−2bm−1(T
d+1
m−1 − F
d+1
m−1i)(Z
d+1
m−1 + F
d+1
m−1i)
−2m−2bm−1F
d+1
m−1Cm−1(T
d+1
m−1 − Z
d+1
m−1)
/
2m−1Am−1Cm−1Dm−1
·(T d+1m−1 − F
d+1
m−1i)(T
d+1
m−1 − Z
d+1
m−1)(T
d+1
m−1 + F
d+1
m−1i)
}
= π
bm−1
{
i
3m+2Am−1Bm−2(T
d+1
m−1 − F
d+1
m−1i)(Z
d+1
m−1 + F
d+1
m−1i)
−2m−2F d+1m−1iCm−1(T
d+1
m−1 − Z
d+1
m−1)
/
2m−2Am−1Cm−1Dm−1
·(T d+1m−1 − F
d+1
m−1i)(T
d+1
m−1 − Z
d+1
m−1)(T
d+1
m−1 + F
d+1
m−1i)
}
= π
bm−1
K˜d+1m−1(
⇀
z,
⇀
t).
Here, the last equality follows from the observation that i3m+2 = i3m−2. This
finishes the proof. 
Theorem 4.7. Let n ≥ 2 and let b1, . . . , bn−1 > 0. Then, it holds that
(4.13)
∫
R
K˜n−22 (
⇀
z, (t1, t2))dt2 = π
∏n−1
j=2 bj
βn
K1(k1z1 + k2z2 + . . .+ knzn, t1),
where the above equality holds for any
⇀
z ∈ C+n and any t1 ∈ R. Here, the numbers
bj and kℓ are related by formula (4.8).
Proof. In short, the proof of this theorem is exactly the same as the proof of
the preceding theorem. More precisely, all but the very last calculations, performed
in the proof of Theorem 4.6, turn out to still be valid, even now when m = 2 and
d = n − 2. In particular, the same arguments as before justify the use of residue
theorem, and the residues at the points p1, p2 and p3 are still given by the same
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expressions as before, implying that∫
R
K˜n−22 (
⇀
z, (t1, t2))dt2 = lim
R→∞
∫
Γ−
R
K˜n−22 (
⇀
z, (t1, t2))dt2
= −2πi
(
Res(K˜n−22 (
⇀
z, (t1, ·));
−i+t1
b1
) + Res(K˜n−22 (
⇀
z, (t1, ·));
−z1+t1
b1
)
+Res(K˜n−22 (
⇀
z, (t1, ·));−F
n−2
2 t1 − F
n−2
2 i)
)
= 2πi
b2
1
{
(∗2)
/
2A1C1D1(T
n−1
1 − F
n−1
1 i)(T
n−1
1 + (F
n−2
2 −
1
b1
)i)
·(T n−11 − Z
n−1
1 )(T
n−1
1 + F
n−2
2 i−
z1
b1
)(T n−11 + F
n−1
1 i)
}
= (∗ ∗ 2),
where the expression (∗2) is, after analogous simplifications as before, given by
(∗2) := −ib1(T
n−1
1 − F
n−1
1 i)(T
n−1
1 + (F
n−1
2 −
1
b1
)i)(T n−11 + F
n−2
2 i−
z1
b1
)
·(Zn−11 + F
n−1
1 i)− b1F
n−1
1 (T
n−1
1 − Z
n−1
1 )(T
n−1
1 + (F
n−1
2 −
1
b1
)i)
·(T n−11 + F
n−2
2 i−
z1
b1
).
However, unlike in the proof of Theorem 4.6, these expressions can be further
simplified using the observations that A1 = C1 = D1 = 1 and that
T n−11 ± F
n−1
1 i = F
n−1
1 t1 ± F
n−1
1 i = F
n−1
1 (t1 ± i),
as well as T1 − Z
n−1
1 = F
n−1
1 t1 − Z
n−1
1 . Thus, it holds that
(∗ ∗ 2) = 2πi
b2
1
{
− ib1F
n−1
1 (t1 − i)(Z
n−1
1 + F
n−1
1 i)− b1F
n−1
1 (F
n−1
1 t1 − Z
n−1
1 )
/
2(Fn−11 )
2(t1 − i)(t1 + i)(F
n−1
1 t1 − Z
n−1
1 )
}
= π
b1F
n−1
1
{
(t1 − i)(Z
n−1
1 + F
n−1
1 i)− i(F
n−1
1 t1 − Z
n−1
1 )
/
(1 + t21)(F
n−1
1 t1 − Z
n−1
1 )
}
= π
b1F
n−1
1
{
(Fn−11 + t1Z
n−1
1 )
/
(1 + t21)(F
n−1
1 t1 − Z
n−1
1 )
}
= π
b1F
n−1
1
{
(1 + t1
Z
n−1
1
F
n−1
1
)
/
(1 + t21)(t1 −
Z
n−1
1
F
n−1
1
)
}
= π
b1F
n−1
1
K1(
Z
n−1
1
F
n−1
1
, t1).
Observing that
1
b1F
n−1
1
=
∏n−1
j=2 bj
βn
and
Zn−11
Fn−11
= k1z1 + k2z2 + . . .+ knzn
finishes the proof. 
The statements of Theorems 4.6 and 4.7 can thought of as a, sort of, ladder,
visualized in Figure 2. Each column, depicted in Figure 2, shows the number of
integrations of the kernel K˜dm with respect to the Lebesgue measure, described, in
total, by Theorems 4.6 and 4.7. If n = 2, then there is no need for Theorem 4.6,
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and we only need to apply Theorem 4.7. If n = 3, we can first apply Theorem 4.6
once, followed by Theorem 4.7. In general, the reduction of the kernel K˜0n to the
kernel K1 is summarized by the following theorem.
. .
.
K˜05 · · ·
K˜04 K˜
1
4 · · ·
K˜03 K˜
1
3 K˜
2
3 · · ·
K˜02 K˜
1
2 K˜
2
2 K˜
3
2 · · ·
K1 K1 K1 K1 · · ·
dt2
dt3
dt4
dt5
Figure 2. The kernel ladder.
Theorem 4.8. Let n ≥ 2 and let b1, . . . , bn−1 > 0. Then, it holds that
(4.14)∫
Rn−1
K˜0n(
⇀
z, (t1, t2, . . . , tn))dtn . . .dt2 =
πn−1
βn
K1(k1z1 + k2z2 + . . .+ knzn, t1),
where the above equality holds for any
⇀
z ∈ C+n and any t1 ∈ R. Here, the numbers
bj and kℓ are related by formula (4.8).
Proof. First, we apply Theorem 4.6 sequentially (n − 2)-times on the left-
hand side of equality (4.14). Afterwards, we apply Theorem 4.7 to arrive at the
end result. 
We are now ready to prove that Theorem 4.1 solves the convex combination
problem.
Proof. (of Theorem 4.1.) We recall first what we want to prove. We have
n ≥ 2 and numbers kℓ > 0 for ℓ = 1, 2, . . . , n, such that k1 + k2 + . . .+ kn = 1. We
also have a Herglotz-Nevanlinna function q, represented by the data (a, b, µ), and
we have defined the function q˜ by setting
q˜ : (z1, z2, . . . , zn) 7→ q(k1z1 + k2z2 + . . .+ knzn).
It is trivial to see q˜ is also a Herglotz-Nevanlinna function. As such, it is represented
by some data (a˜, b˜, µ˜) in the sense of Theorem 2.1. We claim that a˜ = a, b˜ =
(k1b, k2b, . . . , knb) and µ˜ is a positive Borel measure on R
n, given by formula (4.1).
The numbers bj and kℓ are related, as usual, by formulas (4.8), while the number
βn was defined by relation (4.7).
Let us see now what happens if we try to integrate the kernel Kn with respect
to the measure µ˜. Since we do not know is the measure µ˜ satisfies the growth
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condition (2.4) or the Nevanlinna condition (2.5), we do not know if the result will
be a Herglotz-Nevanlinna function. In fact, we do not even know if the integral of
the kernel Kn with respect to the measure µ˜ is well-defined. Nevertheless, we may
try and see what happens, yielding first that∫
Rn
Kn(
⇀
z,
⇀
t)dµ˜(
⇀
t) = βn
∫
R
(∫
Rn−1
K˜0n(
⇀
z,
⇀
t)dtn . . . dt2
)
dµ(t1) = (∗)
by the definition of the measure µ˜. Here, we note also that the definition of the
measure µ˜ is such that we first integrate the kernel K˜0n with respect to dtn, followed
by dtn−1, and so forth. But each of these integrals is, in fact, well-defined by
Theorems 4.6 and 4.7, with the final result, by Theorem 4.8, being equal to
(∗) = πn−1
∫
R
K1(k1z1 + k2z2 + . . .+ knzn, t1)dµ(t1).
Wemay now plug in the parameters a˜, b˜ and µ˜ into representation (2.3), yielding
a+ k1bz1 + k2bz2 + . . .+ knbzn +
1
πn
∫
Rn
Kn(
⇀
z,
⇀
t)dµ˜(
⇀
t)
= a+ b(k1z1 + k2z2 + . . .+ knzn) +
1
π
∫
R
K1(k1z1 + k2z2 + . . .+ knzn, t1)dµ(t1)
= q(k1z1 + k2z2 + . . .+ knzn) = q˜(z1, z2, . . . , zn).
Thus, the parameters a˜, b˜ and µ˜ yield a Herglotz-Nevanlinna function when inserted
into representation (2.3) and, by the uniqueness Remark 2.2, they must be equal
to the data of the function q˜. This finishes the proof. 
We present now two corollaries that follow immediately from the proof of The-
orem 4.1.
Corollary 4.9. Any positive Borel measure µ˜ on Rn of the form (4.1) for
some numbers bj > 0, j = 1, 2, . . . , n − 1, satisfies both the growth condition (2.4)
and the Nevanlinna condition (2.5).
Corollary 4.10. A Herglotz-Nevanlinna function q˜, constructed from a Herglotz-
Nevanlinna function q as in Theorem 4.1, admits an integral representation formula
of the from
(4.15) q˜(z1, z2, . . . , zn)
= a+ k1bz1 + k2bz2 + . . .+ knbzn +
βn
πn
∫
R
(∫
Rn−1
K˜0n(
⇀
z,
⇀
t)dtn . . . dt2
)
dµ(t1),
where all the parameters are as in Theorem 4.1.
Finally, we remove the little constraint that has been with us since the beginning
of this section, namely that all the numbers kℓ have to be positive.
Corollary 4.11. Let q be a Herglotz-Nevanlinna function in one variable,
represented by the data (a, b, µ). Let now n ≥ 2 and kℓ ≥ 0 for ℓ = 1, 2, . . . , n, such
that k1 + k2 + . . .+ kn = 1. Let
R := {i1, i2, . . . , iρ} = {iℓ | kiℓ = 0} ⊆ {1, 2, . . . , n}
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and
S := {j1, j2, . . . , jσ} = {1, 2, . . . , n} \R
be sets of sizes ρ and σ, respectively, where we assume that the elements of these
sets are indexed in ascending order. Then, the function qˆ : C+n → C, defined by
qˆ : (z1, z2, . . . , zn) 7→ q(k1z1 + k2z2 + . . .+ knzn),
is a Herglotz-Nevanlinna function represented by the data (aˆ, bˆ, µˆ), where aˆ = a,
bˆ = (k1b, k2b, . . . , knb) and µˆ is a positive Borel measure on R
n, defined for any
Borel measurable subset U ⊆ Rn as
µˆ(U) :=
∫
Rσ
(∫
Rρ
χU (
⇀
t)dtiρdtiρ−1 . . . dti1
)
dµ˜((tj1 , tj2 , . . . , tjσ )).
Here, the measure µ˜ is taken as the representing measure of the Herglotz-Nevanlinna
function
q˜ : (z1, z2, . . . , zσ) 7→ q(kj1z1 + kj2z2 + . . .+ kjσzσ).
In short, the above corollary states that, if we allow some coefficients kℓ to
be zero, we should first integrate out the corresponding t-variables and then use
Theorem 4.1.
Proof. We recall the fact, mentioned in Example 3.1, that integrating the
kernel Kn once with respect to dtj gives a constant multiple of Kn−1 with the j-th
variable missing [15, Example 3.4]. More precisely, it holds that∫
R
Kn((z1, . . . , zn), (t1, . . . , tj−1, tj , tj+1, . . . , tn))dtj
= πKn−1((z1, . . . , zj−1, zj+1, . . . , zn), (t1, . . . , tj−1, tj+1, . . . , tn)).
If σ = 1, then q˜ is a function of one variable and the the measure µ˜ is just the
measure µ. Otherwise, the measure µ˜ is as described by Theorem 4.1. The result
then follows. 
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