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学 位 論 文 内 容 の 要 旨 








エッジ機器で Deep Neural Network (DNN) を動作させる際の問題点として，演算量
やメモリ量のことが取り上げられており，これらを削減しないとエッジ機器での動作は
困難であることが述べられている．また，デバイスとして Graphical Processing Unit 







れている．特に，提案手法のベースとなる BinaryConnect，Ternary Weight Networks
に関して詳しい説明がなされており，また，FPGA 向けの量子化モデルの設計ツールな
どが紹介されている． 
 第４章では，MPWN の提案とその FPGA デザインについて述べられている．まず，


































などを通して広く行い，発表は ZOOM および YouTube Live で公開した．その結果，
学内外より合計 37 名の出席があった（YouTube のリアルタイム視聴者を含む）． 
質疑では，他の量子化ベースの学習方法との違いや，DNN フレームワークを用いて浮
動小数点数を固定小数点数化することで提案手法の更なる改良の可能性があるのかど
うか，また，FPGA 以外のデバイスでの提案手法の有効性，といった質問が多数なされ
たが，いずれも著者の明快な説明により質問者の理解が得られた． 
 以上により、論文審査及び最終試験の結果に基づき、審査委員会において慎重に審査
した結果、本論文が博士（工学）の学位に十分値するものであると判断した。 
