Here we present an application of two maxentropic procedures to determine the probability density distribution of compound sums of random variables, using only a finite number of empirically determined fractional moments. The two methods are the Standard method of Maximum Entropy (SME), and the method of Maximum Entropy in the Mean (MEM). We shall verify that the reconstructions obtained satisfy a variety of statistical quality criteria, and provide good estimations of VaR and TVaR, which are important measures for risk management purposes. We analyze the performance and robustness of these two procedures in several numerical examples, in which the frequency of losses is Poisson and the individual losses are lognormal random variables. As side product of the work, we obtain a rather accurate description of the density of the compound random variable. This is an extension of a previous application based on the Standard Maximum Entropy approach (SME) where the analytic form of the Laplace transform was available to a case in which only observed or simulated data is used.
Introduction
Both in the insurance and the banking industries it is important to know how to compute the density of a compound random variable describing an accumulated random number of losses. In the banking industry is the first step towards the implementation of the advanced measurement approach to determine regulatory capital, and in the insurance industry it is the first step to determine insurance premia. In both cases, the need to do this type of work is to abide by regulatory requirements.
To be specific, in this work we shall suppose that the frequency of losses in a given period of time are described by a compound random variable of the type S = N j≥0 X j , where N is a Poisson random variable of intensity ℓ, and {X j , for j = 1, ..., N} denote the individual losses which are independent and identically distributed. This type of problems has been studied for a long time, and a variety of techniques exist for its solution, see for example Panjer (2006) , but techniques like the proposed here are not yet widely used.
From an abstract point of view, our implementation of the maxentropic methods fall within the techniques to invert Laplace transform from a few values of the parameter. We have actually tried that in a situation in which the Laplace transform could be determined analytically and its values along the real axis are known. In Gzyl et. al. (2013) the authors applied the SME approach (along with other methodologies) to find the probability density of a compound random variable, in which the frequency is Poisson and the individual losses were Γ(a, b). In this case, the compound density f S may be approximated to any desired degree and different methods of reconstruction can be compared. Unfortunately, when the individual losses are lognormal, neither the density nor the Laplace transform of the compound variable, are available and we have to use numerical methods. This happens in many cases of practical interest, and our example is typical in this regard.
In particular, when the individual losses follow a lognormal distribution, Laplace transform techniques are hard to implement because, to begin with, the Laplace transform of a lognormal density is unknown. By the way, consider the effort in computing it approximately carried out by Liepnik (1991) . This impossibility, and the need to recur to numerical methods from the beginning is why we consider this model to describe individual losses.
Besides that, the lognormal distribution has been frequently used to model amounts of claims in various classes of insurance business and in risk theory to model losses caused by different risk events. The fact that it has a heavy tail is important, because it allow us consider the possibility of describing very large claims, which correspond to losses that threaten the solvency of an insurance company or a bank. This has important implications for the determination of premiums, risk reserves and reinsurance (Crow et. al., 1988 ).
The starting point for us will be the Laplace transform of S(N) 
calculated numerically through a simulated data of compounded lognormal losses, and setting Y = e −S as a variable in the interval [0, 1] whose density f Y (y) will be inferred from fractional moments. To begin with, we think of the previous identity as follows
As the distribution F S of S has a point mass e −ℓ at S = 0, in order to relate the ψ(α) to the density f S (s) of S or that of Y, we have to condition out the mass at {Y = 1} or at {S = 0}. For that we consider the conditional version
1 − e −ℓ := µ(α i ), i = 1, ..., K.
which defines µ(α i ), that will be the input for the maxentropic methods. Once f Y has been determined, in order to recover f S(N ) we have to apply the change of variables y = e −s to obtain f * S(N ) (s) = e −s f Y (e −s ).
The two approaches presented in this paper are also used to develop a procedure to determine the distribution of the individual losses from the knowledge of the total severity.
Then, in the case of having only a historical record of the total losses, if a model for the frequency of losses is available (and in our case it is), it is possible to decompound (or to disaggregate) the distribution of losses and obtain the distribution of individual losses.
This could be useful for a risk manager that may want to know the distribution of the individual losses in order to apply any particular corrective loss prevention policy.
The remainder of the paper is organized as follows. We recall briefly the basic details of the SME and MEM methods in Section 2. Additionally, in Section 3 we provide a quick overview of the density evaluation methodology used to verify the quality and robustness of the obtained results. In Section 4, we show the results of the implementation of the SME and MEM approaches to determine the distribution of total losses. At this point, we mention the SME and the MEM methods have been applied successfully in a large variety of problems, see Kapur (1989) or Gzyl and Velásquez (2011) for details and references.
Section 5 is devoted to the computation of two of the most commonly used risk measures, namely the V aR and the T V aR using the maxentropic density as loss probability density. This could be interesting for risk managers, who consider insure the operational risk losses to decrease the capital charges. Section 6 is devoted to the complementary problem of disaggregation which will play the role of check up test for our procedure. In Section 7, we present some concluding remarks and finally, the Appendix in the Section 8 describes in detail a variety of tests and graphical tools used to analyze the quality of the results.
The maxentropic approaches
Bellow we review the basis of the SME and MEM methods used to solve the problem of finding the density of the total severity from the knowledge of a small number of fractional moments.
The Standard method of Maximum Entropy (SME)
This is a variational procedure proposed by Jaynes (1957) to solve the (inverse) problem consisting of finding a probability density f Y (y) (on [0, 1] in this case), satisfying the following integral constraints:
We set α 0 = 0 and µ 0 = 1 to take care of the natural normalization requirement on
The intuition is rather simple: The class of probability densities satisfying (4) is convex. One can pick up a point in that class one by maximizing (or minimizing) a concave (convex) functional (an "entropy") that achieves a maximum (minimum) in that class. That extremal point is the "maxentropic" solution to the problem. It actually takes a standard computation to see that when the problem has a solution it is of the type
in which the number of moments K appears explicitly. It is usually customary to write
Clearly, the generic form of the normalization factor is given by
With this notation the generic form of the solution looks like
To complete, it remains to specify how the vector λ * can be found. For that one has to minimize the dual entropy:
where a, b denotes the standard Euclidean scalar product and µ is the K−vector with components µ k , and obviously, the dependence on α is through µ Y .
The method of Maximum Entropy in the Mean (MEM)
The MEM provides another interesting approach to solve the problem of determining f Y (y) such that Equation (2) holds. It can be summed up by saying that it consists in a technique to obtain f Y (y) or its discretized version, as the expected value of an auxiliary probability distribution which is determined by an entropy maximization procedure. To implement MEM numerically, the first step consists of discretizing the problem. This leads to a system of equations like:
A i,j x j = µ i , i = 0, 1, ..., K with x j ≥ 0 and j = 1, ..., M.
Here we have set
factor in front of the definition of x j comes from the discretization dy ≈ 1/M, and A i,j is obtained as the midpoint approximation of y α i for the chosen partition. We have added a normalization constraint by choosing α 0 = 0. Note that with this choice we have A 0,j = 1 for j = 1, ..., M and M j=0 x j = µ 0 = 1 as normalization condition for α 0 = 0. Observe that if we consider a partition of size 200, as we have K + 1 moments, we have a system of K + 1 equations to determine 200 unknowns subject to a positivity constraint. Actually, the original problem consists of K + 1 equations to determine a continuous function, so the discretization may seem to be an improvement from the dimensionality point of view.
To continue, to take care of the positivity constraint, we consider a space Ω = [0, ∞) M with its Borel sets F . Denote by ξ = (ξ 1 , ...ξ M ) a generic point in Ω and define the coordinate maps X j (ξ) : Ω → [0, ∞) by X j (ξ) = ξ j . On (Ω, F ) we place a reference measure dQ(ξ) and we search for a measure P << Q such that
The choice of the measure Q is up to the modeler, and it may be thought of as the first guess of P. The only restriction upon it is that the convex hull generated by its support
is Ω. The purpose of that condition is to ensure that any strictly positive density ρ(ξ) of P respect to Q is such that
that is, the positivity constraint is automatically satisfied. The other constraints will be achieved by a special choice of P. With the notations introduced above, we note that the class of probabilities P = {P << Q such that (10) holds true} is a convex, closed set if not empty, which we suppose to be the case. On this set we define the entropy function
whenever the integral is finite or ∞ otherwise.
Find P * ∈ P which maximizes S Q (P ).
From now on the routine is pretty much as in the previous Section. It is clear that the MEM uses the SME as a stepping stone. The problem is similar but in another setup.
The generic solution is of the type
where, again λ * is obtained minimizing the dual entropy function
where, recall, λ is a Kdimensional vector, and µ is a Kdimensional vector of constraints defined (9) . This time, the function Z(λ) is defined by
The following result is a simplified version of the duality theory presented in Chapter 4 of Borwein and Lewis (2000) . It provides a sound basis for the computations corresponding to the two example presented below.
In this case, the probability P * solving (11) has density ρ * (ξ) given by (12) , and
In the next section we shall illustrate the MEM in one specific setup. The basic idea is that the x j are to be estimated as expected values with respect to a probability P to be determined as explained above.
Poisson reference measure
As reference measure we use a product of Poisson measures, i.e., we take
Here we use ǫ {a} (dξ) to denote the unit point mass (Dirac delta) at a. Certainly the convex hull of the non-negative integers is [0, ∞). Notice that now
from which we obtain
Notice now that if λ * minimizes that expression, then the estimated solution to (9) is
Do not forget that above,
Recall as well that A 0,j = 1 for j = 1, ..., M. As M j=0 x * (j) = 1, we can rewrite (14) as
where we redefinedÂ as the matrix obtained from A by deleting the zero-th row, andλ as the 8−dimensional vector obtained by deleting λ 0 . To complete,
Recall that
, from which we determine f * Y (y) approximately by interpolation.
Quality of the reconstructions
Once a density has been determined, it is necessary to test whether it is consistent with the data. The evaluation process is inherently a statistical problem, which involves exploring, describing, and making inferences about data sets containing observed and estimated values. Here we describe a variety of tests, and in the Appendix we add further detail about them.
Exploratory tests to asses the quality of a reconstruction, include visual comparisons through the use of graphical tools like reliability and calibration plots which measures the agreement between the estimation and the observed data. The reliability plot, popularly known as QQ-plot serves to determine the quality of a fit by the proximity of the quantiles of the maxentropic distribution to the diagonal, the closer the better the approximation.
A similar tool is the marginal calibration plot which is the graph of F * S (s j ) − F n (s j ) versus the total losses {s j |j = 1, ..., n}, where F * S (·) is the cumulative distribution function of the reconstructed maxentropic density, and F n (·) is the observed or empirical distribution function of the losses S. Here, minor fluctuations about zero means that the observations and the maxentropic estimations have the same (or nearly the same) marginal distribution (See Appendix).
Numerical comparisons are also considered for the evaluation of the results. Among them, we compute the L 1 and L 2 distances between the densities and the histogram of the observed data. These distances are calculated by 
where F * S (s j ) is the distribution function of the maxentropic procedure, and F n (s j ) is the distribution function of the observed data (Hyndman et. al., 2006) . This measures of fit have the advantage of not relying on the number of bins, due to F * S (·) and F n (·) can be calculate for all the points of the sample.
Another possibility, is to test whether the estimated density function f * S (·), equals the true underlying density function f S (·). Another way to do this, is based on an integral transform that dates back to Rosenblatt (1952) , and popularized by Diebold et al. (1998) , which consists in testing whether the probability integral transforms (PIT) is independent and uniformly distributed.
The probability integral transform (PIT) of the data is defined by
where s j is the j−th element of the sample of interest, in this case, the observed (simulated) total loss. That is, s j are sampled from a population described by an unknown density f S (·). In the definition f * S (·) is the reconstructed (maxentropic) density, and p j is the probability integral transform (PIT) of s j , which should follow an i.i.d uniform
Deviations from uniformity will indicate that the reconstruction may have failed to capture some aspect of the underlying data generation process. To test uniformity and independence in the PIT test, a visual inspection of a PIT-histogram and autocorrelation plots is used along with additional tests like the KS-test, the Anderson-Darling test, and the Cramér-Von Mises test (Tay et. al, 2000) . Additionally, we also consider the Berkowitz back test approach, which consists of taking the inverse normal transformation of the PIT and then applying a joint test for normality and independence, that is sometimes combined with the normality test of Jarque-Bera.
The calculation of the VaR and the TVaR measures using the SME and MEM densities, may be considered to be an additional way to evaluate the quality of the reconstruction. This is done by comparing these values with the empirical VaR and TVaR obtained from the observed data.
Many of the comparisons that we perform in this paper are made with respect to a simulated compound random variable whose probability density is unknown, but the sample is large enough to provide us with a good approximation of the data used as input to the maxentropic methods. Throughout the paper we will refer to this sample as "the observed data".
On the other hand, we also perform comparisons using a sample that we call "the test set", which is an independent data set that comes from the same population as the observed data, and which is used to audit the results. This is done in order to avoid the problem of overfitting, which is defined as the situation in which the model gives better results for the "observed" set than for other data set which comes from the same population. Besides this helps us to evaluate the ability of the maxentropic density to perform well on unobserved data.
Numerical essays
The examples that we consider consists of a compound process in which the frequency of events during a given period of time is described by a Poisson random variable N of parameter ℓ, and the individual losses X j for j ≥ 1, are distributed according a lognormal distribution (X ∼ logN(µ, σ 2 )). In this case the Laplace transform of S(N) cannot be computed analytically, but it can be estimated numerically.
We proceed as follows:
1. We generate a sample of size 8.000 from a compound distribution
where {N ≥ 0| N = n 1 , n 2 , . . . , n n }, are the sizes of the lognormal samples with mean µ and standard deviation σ, and n is the total number of poisson samples n k of parameter ℓ. Using the simulated losses, we calculate the moments µ(α i ), which are the input data needed to obtain the maxentropic distributions.
2. We apply the SME and MEM approaches described in Sections (2.1) and (2.2), using 4. Once the maxentropic densities have been obtained, we evaluate the quality of the reconstructions using a variety of criteria (described in Section (3) and in the Appendix) for the two independent data sets, namely, the observed data set of size 8000 and a test data set of size 1500.
Numerical Reconstructions with the SME approach
We start with a compound process where the frequency N is a Poisson variable of parameter ℓ = 3 and the individual losses are described by a lognormal distribution with parameters µ = 0, σ = 0.25, the resulting compound sum is called S, which represents the total losses that can affect a business.
In Figure (1) we display the density, the distribution function, the marginal calibration and reliability diagram of the SME based reconstruction. These plots allow us to observe the performance of the SME method with respect to the empirical histogram and the empirical (cumulative) distribution function, by using different perspectives of the same result which gives us a visual idea of how good the obtained reconstruction is. function of the SME and the observed data, whose differences seem to be imperceptible.
In Figure ( Table 1 : Errors SME approach,
It is convenient to test density reconstructions for correct calibration. This consists of testing whether the inverse probability transforms (PIT) is independent and uniformly distributed. Deviations from uniformity may indicate a poor reconstruction. In Figure   ( 2) we display the PIT transformation and correlograms of different powers for Case (1).
As we can see, the PIT histogram seems to be uniform and the correlation plots do not show any sign of dependence.
As said, to test robustness of the SME method, we performed reconstructions with simulated data for other values of the parameters. In each of the cases we went through the same routine: we generated the data, computed the moments and carried out the maxentropic procedure. In Figure ( 3) we display the different SME reconstructions, along Table ( 2). They suggest that the reconstructions are reasonably good. Besides, in Table ( 2) we can see that in Cases (3) and (4) the values of the L 1 , L 2 , MAE and RMSE are smaller than those observed in Case (1), and in Cases (2) and (5) are larger. Table 2 : Errors SME approach, Cases (2)-(5) In order to evaluate the ability of the SME method to perform well on unobserved data, we calculate the error and distances of the SME densities with a test data set, that is, an independent and smaller sample which comes from the same population as the observed data. The corresponding L 1 , L 2 , MAE and RMSE results for all the cases consider in this paper are showed in Table ( 3). They seem to show similar results to the obtained with the observed data set displayed in Tables (1) and (2) . These indicate that the obtained maxentropic approximation does not suffer of overffiting and that performs well on unobserved data. 
Numerical Reconstructions with the MEM approach
In this section we describe the results of the implementation of the MEM approach In Table (5) we show the numerical distances between the reconstructions in the L 1 , L 2 , SME and MEM distances, in order to see how different the maxentropic densities are from the observed data set. Clearly, in Table ( 5) the SME reconstruction seems to be a little better than the MEM reconstruction, but even so, the MEM approximation provides us with a quite good reconstruction. partition employed, which makes the tails of the distribution more difficult to adjust.
In Table ( 6) we list the L 1 and L 2 distances between reconstructed and empirical densities, along with the MAE and RMSE distances between the MEM-distribution function and the empirical distribution function. These errors are in most of the cases a little larger than those obtained for the SME reconstructions. An exception occurs for the Case (2) where the MEM reconstruction is better than the density obtained with the SME. Table 6 : Errors SME and MEM approaches, Cases (2)- (5) Using the test set we can observe how does the MEM reconstruction perform on unobserved data. In Table (7) we display the values of the L 1 , L 2 , MAE and RMSE measures of error. Clearly these results are similar to those displayed in Table ( In Table ( 8) we display the results of statistical tests applied to the test set. As in Section (4.1) those market with asterisks do no reject the null hypothesis of equality between distributions. As we can appreciate, most of the tests seems to validate our reconstruction at 5% of significance. 
Risk measures
In this Section we present the computation of the V aR and T V aR of the total loss S corresponding to the parameters ℓ = 3, µ = 0 and σ = 0.25 (i.e., Case (1)), at various confidence levels. This results also serves to test the potential of the SME and MEM approaches. In this example we compare the quantiles of the reconstruction against the sample quantiles.
For the calculation of V aR and T V aR at the confidence level γ of the SME and MEM reconstructions, we use the theoretical definition of VaR and TVaR simplified in the following lemma taken from Rockafellar and Uryasev (2000). In Tables (9) and (10) we display the resulting computations for a collection of γ's. 
The confidence intervals for the VaR and TVaR were calculated by resampling without replacement using subsamples of size 90% of the total data size.
In Tables (9) and (10) 
Decompounding
It may not be always possible to observe frequency and severity separately. That is, even though the frequency of events is recorded, only the total or aggregated loss data is available. Nevertheless, the risk analyst may want to know the distribution of individual losses, because it is at that level where loss prevention or mitigation is applied.
The maxentropic approaches that we have developed here allow us to determine the distribution of the individual loss as well.
In our case, we know how to compute or we can estimate numerically, the Laplace Table 9 : Comparison of VaR for the SME and MEM reconstructions, Case (1): ℓ = 3, µ = 0, σ = 0.25 transform ψ(α) of the total losses S, and we also have an analytic expression for the generating function G(z) of the frequency of the events N. From these ingredients, we can obtain the Laplace transform φ(α) of the individual losses, which we can use as starting point to determine the probability distribution of individual losses. The relationship between the various Laplace transforms is contained in equation (3), from which we obtain
where, to use what we have developed above, we may write Poisson frequency, which is known in our case, and f * Y is the maxentropic probability density of the total losses, which we have already determined.
To exemplify our procedure, we shall use Case (1), characterized by the following parameters: ℓ = 3, µ = 0 and σ = 0.25. Having determined numerically f * S , and computed φ(α) as mentioned above, we can apply the SME and MEM procedures to obtain the probability density of individual losses. The resulting individual densities are shown in Figure (7) . The comparison with the known probability density that was used to generate the total losses is another consistency test of the procedure. The true distributions of individual losses is a lognormal density with parameters µ = 0, σ = 0.25, and is included in Figure ( In Tables (11) and (12) Notice that they are similar to the same distances between the true density and the histogram. These good results play the role of a check up test for the SME and MEM procedures applied throughout this paper. 
Final comments and Conclusions
We examined the performance of two maxentropic methods for the reconstruction of the probability density of total losses in a standard actuarial model of interest to the insurance and banking industries. The two methods are based on the maximization of entropy functionals defined on an appropriate space of probabilities. For both procedures the input are the values of the Laplace transform of the total loss distribution, which in our case has been determined numerically.
One important reason for using the maxentropic methods, is that they provide good reconstructions based on a very small amount of information. In our case this means the knowledge of the Laplace transform at 8 real values of its transform's parameter. Besides providing quite reasonable representations of the density of total loss, the maxentropic methods admit extension that can be used to handle measurement error or scarce data situations.
For the example that we analyzed from Section (4) on, is one for which an analytical solution is not known, and the standard numerical procedures to determine it, are harder to implement that those we developed here.
To determine the quality of our method, we carried out a variety of statistical tests, including a consistency test consisting of an application of a decompounding procedure to determine the probability density of the individual losses when only the total loss is recorded and a model is available for the frequency of events. The statistical consistency tests are passed quite satisfactorily.
Another reason for using these approaches is that the maxentropic procedure can be extended to the case in which there are errors in the data. Such errors in our case are associated to the size of the data, which for example, in the operational risk losses is a frequent situation. When the amount of data is small, there is a statistical indeterminacy in the values of the moments. Thus having a method that takes this fact into account is certainly of value.
Besides the potential applicability of the method for generic statistical analysis, our interest lies in exploring further the applicability of the maxentropic methodology to problems in operational risk and insurance, specially for data that could have problems of multi-modality, heavy tails, or may include extreme events or economic shocks, for which the estimation of a probability density may be extremely difficult to compute.
8 Appendix
GOODNESS-OF-FIT TESTS
There are a few tests that help us to determine whether the reconstructed density is appropriate or not. Here we recall briefly the basic facts about the tests that we mentioned above.
Kolmogorov-Smirnov test
The Kolmogorov-Smirnov test is a test of uniformity which verifies the differences of fit between the empirical distribution function (EDF) and the estimated (reconstructed) distribution function, using the largest absolute observed distance between them,
where n is the number of data points; {s j |j = 1, ..., n} are the sample data points of the total losses S; F n (·) is the (cumulative) empirical distribution function; and F * S (·) is the maxentropic (cumulative) distribution function (Cruz, 2002) .
The null hypothesis H o of no difference between distributions, has to be rejected at the chosen significance level α of 0.1, 0.05 or 0.01 whenever √ nD n > √ nd α,n or if p − value < α, where the critical value d α,n and the p-value are calculated from the distribution of the K-S statistic when the null hypothesis is true. This is not a straightforward distribution, but could be obtained asymptotically or by simulation. In summary, the null hypothesis is rejected if the statistic √ nD n is greater than 1.22, 1.36, 1.63 at the 90%, 95% and 99% confidence levels respectively.
A problem with this test is that the KS statistic depends on the maximum difference, without considering the whole estimated distribution. This is important when the differences between distributions are suspected to occur only at the upper or lower end of their range (Cruz, 2002 
Anderson-Darling test
This is a more sophisticated version of the KS approach, and it is based on the quadratic difference between F n (s) and F * S (s). Here the AD statistic is computed as follows:
is a weight function; n is the number of data points, and Berkowitz (2001) proposed the transformation z n = Φ −1 (
Berkowitz back test
to make the data i.i.d standard normal under the null hypothesis. This allows to make use of powerful battery of available normality tests, instead of relying on uniformity tests.
Besides that, Berkowitz back test provides a joint test of normality and independence.
The procedure consists of testing the null hypothesis of ρ = µ = 0, σ = 1, against a first-order autoregressive alternative (z t − µ = ρ(z t−1 − µ) + ε t ) with mean and variance possibly different from (0,1). The LR test can be formulated as
where L(μ,σ 2 ,ρ) is the likelihood as a function only of the unknown parameters of the model, the hats denote estimated values. The exact function associated with the first order autoregressive alternative is reproduced here by convenience.
where σ 2 = V AR(ε t ). Under the null hypothesis, the test statistic is distributed as a χ 2 (3). This means that we reject the null hypothesis when the statistic is greater than 7.815 and 11.34 at the 95% and 99% confidence levels, respectively.
It is usually recommended to supplement the Berkowitz test with at least one additional test for normality, for example Jarque-Bera test. This extra test ensures that we test for the predicted normal distribution, and not just for the predicted values of the parameters ρ, µ and σ.
Jarque-Bera test
The standard Jarque-Bera-test is a test of normality, whose statistic JB is defined by
where the sample skewness is SW=μ 3 /μ 3/2 2 and the sample kurtosis is K =μ 4 /μ 2 2 , for {μ j : j = 2, 3, 4} which are the second, third and fourth central moments respectively, estimated byμ j = (1/n) (s i −s) j , j = 2, 3, 4, where n is the sample size and {s i |i = 1, ..., n} are sample data points of the total losses S.
JB is asymptotically chi-squared distributed with two degrees of freedom because JB is just the sum of squares of two asymptotically independent standardized normals. This means that H o has to be rejected at level α if JB ≥ χ As in the standard Jarque-Bera test the robust Jarque-Bera (RJB) test statistic asymptotically follows the χ 2 1−α,2 distribution with two degrees of freedom. Then, the null hypothesis H o , has to be rejected if RJB ≥ χ 2 1−α,2 , being the critical values 5.991 and 9.21 at the 95% and 99% confidence levels, respectively.
Correlograms
Tests like KS and AD does not prove independence by itself, so to asses whether the probability integral transformation (PIT) of the data, denoted by p t , is i.i.d, we use a graphical tool, the correlogram, which is a tool that helps in the detection of particular dependence patterns and can provide information about the deficiencies of the density reconstructions (Diebold et. al, 1998 ).
As we are interested not only in linear dependence but also in other forms of nonlinear dependence such as conditional heteroscedasticity, we examine not only the correlogram of (p t −p t ) but also it powers, i.e. the correlograms of (p t −p t ) 2 and (p t −p t ) 3 which are the conditional variance and conditional skewness. This is sometimes complemented with the LjungBox test, it tests the overall randomness based on a number of lags (Diebold et. al, 1998 ).
Reliability Diagram or QQ-plots
This plot serves to determine the quality of a fit by the proximity of the fitted curve to the diagonal, the closer the better the approximation, deviations from the diagonal gives the conditional bias. Additionally, this plot could indicates problems as overfitting, when the fitted curve lies below the diagonal line and underfitting when the fitted curve lies above the line.
To obtain the reliability diagram we need to find the maxentropic (cumulative) distribution function of F * S against the empirical (cumulative) distribution function F n If the model is good, the points will lie very close to the line that goes from 0 to 1.
Marginal Calibration Plot
Another useful and similar tool is the marginal calibration plot, which is based in the idea that a system is marginally calibrated if its estimations and observations have the same (or nearly the same) marginal distribution. Then, the graphical device is a plot of F * S (s j ) − F n (s j ) versus s j , where F * S (·) is the maxentropic (cumulative) distribution function, F n (·) is the empirical (cumulative) distribution function of the observations and {s j |j = 1, ..., n} are sample data points of the total losses S. Under the hypothesis of marginal calibration, we expect minor fluctuations about zero. The same information can be visualized in terms of quantiles, Q(F * S (·), q) − Q(F n (·), q), q ∈ (0, 1) of the functions F * S (·) and F n (·), (Gneiting et. al, 2007) .
