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Abstract 
 
Sexually transmitted chlamydial infection initially establishes in the endocervix in 
females but if the infection ascends the genital tract significant disease, including 
infertility, can result. Many of the mechanisms associated with chlamydial infection 
kinetics and disease ascension are unknown. We attempt to elucidate some of these 
processes by developing a novel mathematical model, employing a cellular automata- 
partial differential equation model. We matched our model outputs to experimental data 
of chlamydial infection of the guinea pig cervix and carried out sensitivity analyses to 
determine the relative influence of model parameters. We found that the rate of 
recruitment and action of innate immune cells to clear extracellular chlamydial particles 
and the rate of passive movement of chlamydial particles are the dominant factors in 
determining the early course of infection, magnitude of the peak chlamydial time-course 
and the time of the peak. The rate of passive movement was found to be the most 
important factor in determining whether infection would ascend to the upper genital tract. 
This study highlights the importance of early innate immunity in the control of 
chlamydial infection and the significance of motility-diffusive properties and the adaptive 
immune response in the magnitude of infection and in its ascension.  
 
 
Introduction 
 
Chlamydia trachomatis causes genital and ocular disease in humans and is the most 
common bacterial sexually transmitted infection. No vaccine is available against 
Chlamydia although the organism is susceptible to a broad range of antibiotics. Sexually 
transmitted chlamydial infection in the female genital tract initially establishes in the 
cervix which has an epithelium permissive to chlamydial growth, in contrast to the 
vagina. It is here that infectious chlamydial particles, known as elementary bodies (EB), 
attach to and enter the columnar epithelial cells. As an obligate intracellular pathogen, 
chlamydiae require a host cell for survival. Within the host epithelial cell the 
metabolically inert EB differentiates into the chlamydial ‘reticulate body’ (RB) form, 
which replicates by binary fission. After 4-6 cycles of division, some RBs begin 
converting back to EBs whilst others continue to replicate. The lytic cycle of 
development is completed when the host cell lyses to release a new generation of 
infectious EBs (after ~40-48 hours for C. trachomatis and ~24-36 hours for the guinea 
pig species, C. caviae). If the infection ascends the genital tract from the cervix to the 
uterus, fallopian tubes, and adjacent pelvic structures, disease sequelae such as pelvic 
inflammatory disease (PID) may result [1]. Ultimately, PID can lead to ectopic 
pregnancies or infertility [2, 3]. The pathology caused by chlamydial infection is 
associated closely with the host response to the organism, and it is well-known that both 
innate and adaptive host responses contribute to tissue damage. Much of the limited 
knowledge of chlamydial infection and pathology comes from experimental systems in 
the primate, mouse, and guinea pig [4-6]. However, many of the mechanisms associated 
with chlamydial infection kinetics and disease ascension in the female genital tract are 
currently unknown.  
 
In this study we developed a prototypenovel mathematical model to start an investigation 
of early chlamydial infection and spatial movement in the cervix, and to serve as a 
foundation for further theoretical studies. Mathematical modeling enables processes and 
mechanisms associated with kinetics to be extracted and elucidated. Our model 
incorporates a cellular automata framework to track individual simulated epithelial cells 
in the cervix and chlamydial particles and is used in combination with a partial 
differential equation (PDE) model to account for spatial movement of particles. 
Probabilistic rules are defined to account for biological processes and inherent 
stochasticity associated with clearance by innate and cell-mediated immunity, and with 
infection and growth. We also considered the intracellular RB/EB developmental cycle. 
We used our innovative hybrid cellular automata–PDE model to attempt to: (i) reproduce 
infection time-course data of chlamydial infection in the genital tract of the female guinea 
pig; (ii) identify the most important infection kinetic factors for evaluating potential 
interventions; (iii) elucidate the processes involved in infection ascending in the cervix. A 
complete description of the model is described in Methods and a list of parameters with 
their values, based on the biological literature and experience, is presented in Table 1. We 
also incorporated ranges on all parameters (Table 1) in order to account for uncertainty 
and biological variability and we implemented our model in Matlab (version 7; 
Mathworks, MA). Parameters were sampled using Latin Hypercube Sampling techniques 
and multivariate sensitivity analyses were performed using the SaSAT software package 
[7]. 
 
Results 
Model versus data of C. caviae cervical infection in the guinea pig  
Using our mathematical model and the parameter values sampled from the ranges given 
in Table 1 we ran 100 computer-simulated infections of the cellular domain describing 
the endocervical epithelium of the female guinea pig (see Figure 1). We compared the 
simulations with experimental data of the number of inclusion forming units (IFUs) in the 
female guinea pig cervix over time following the onset of infection inoculated 
intravaginally with 103 IFUs of C. caviae (see Methods). Our model calculated the total 
number of extracellular chlamydial particles (as a measure of IFUs) over the infection 
time-course and it was found to match the experimental data well (Figure 2).  
Key factors contributing to the course of infection 
For each of our 100 simulations we calculated the peak chlamydial load (summing over 
the entire spatial domain), time of the peak, maximum percentage of target cells infected, 
maximum growth and decay slopes of the chlamydial time-course curve, the area under 
the chlamydial curve (as a measure of the magnitude and duration of infection), and the 
number of chlamydial particles that ascend to the upper boundary of the endocervix. In 
order to determine which kinetic, biological, spatial, or immunological parameters 
contributed most to the course of infection we carried out various sensitivity analyses for 
each outcome variable with respect to all input parameters; we calculated factor 
prioritization by reduction of variance sensitivity indices [7] (these were found to be 
consistent with the standard measures of partial rank correlation coefficients and 
standardized regression coefficients with respect to ordering the importance of 
parameters). We determined that the parameter for spatial movement of EBs, rate of 
chlamydial growth, and the rate of clearance of EBs by the innate response are the most 
important factors in determining the magnitude of the peak chlamydial time-course curve 
during infection (Fig. 3a). The spatial movement of EBs was clearly found to be the most 
dominant factor in determining the maximum percentage of epithelial cells that are 
infected, followed by the rate of the adaptive immune response (Fig. 3c).  Together, this 
suggests that there is an important interplay between spatial movement and the innate 
immune response during early infection. The parameter for spatial movement determines 
the rate of movement of extracellular particles. The greater the movement of extracellular 
chlamydial particles to regions of lower IFU density the greater the chance of infecting a 
cell. Consequently, it is not surprising that the rate of spatial movement is clearly 
predicted to be the most dominant parameter in determining the maximum percentage of 
epithelial cells that are infected (Fig. 3b). The clearance rates by the immune response are 
also important in effecting the proportion of cells infected (Fig. 3b). However, the 
adaptive immune response becomes of greater importance mid-to-late through the 
infection dynamics. We also found that the smaller the spatial movement parameter (i.e., 
the slower the movement of chlamydial particles) the lower the magnitude of infection. 
Similarly, faster recruitment of innate immune cells lowered the magnitude of infection. 
There appears to be a race between the innate response and the physical movement of 
chlamydial particles to less densely infected regions. Then, the absolute degree of 
infection is ultimately determined by the speed and magnitude of the adaptive immune 
response. 
Comparing specific interventions  
Our sensitivity analyses identified the key parameters that influenced the variation in 
infection outcomes and thus which parameters are likely to be most important to target.  
To further explore the dose, movement, recruitment and action of immune responses we 
investigated the potential impact of larger changes in key parameters describing these 
processes. Specifically, we considered the following scenarios: 10-fold increase or 
decrease in the spatial movement parameter, no innate immunity, doubling or halving of 
the stimulus required for an innate immune response, no cellular immunity, doubling or 
halving of the stimulus required for a cellular immune response, halving the time of 
recruitment for the innate or adaptive immune response, maintaining maximal 
recruitment stimulus, and 2-fold or 10-fold increase or decrease in the initial inoculums 
or distributing the initial inoculums over the entire spatial domain. For each of these 16 
scenarios we carried out 100 simulations and kept all other parameters equivalent to those 
used in the normal infection case shown in Figure 2. We found that almost all scenarios 
resulted in similar magnitudes and duration of infection and variability between 
simulations (results not shown).. However, it is noteworthy that the scenario in which 
there was no innate immunity resulted in a substantial increase in the magnitude and 
duration of infection. This is in strong support of our finding from the sensitivity analyses 
(Fig. 3) and highlights the importance of the early innate immune response. Although the 
other scenarios considered did alter the infection time-courses, the influence was 
relatively modest. 
Spatial movement of infection 
A benefit of the cellular automata structure is that spatial movement of infection can be 
tracked explicitly at the cellular level. For each simulation we calculated the number of 
chlamydial particles that reached the upper boundary of the endocervix. Ascension of 
infection to the upper endocervix was common for  the simulated scenarios. Our 
simulated results are in strong agreement with experimental observations, where infection 
can be detected in the upper genital tract of ~80% of animals by 7 days after infection [8]. 
The exception was the scenario in which the spatial movement parameter was at a 
decreased level. The slightly inhibited movement had substantial consequences to the 
number of chlamydial particles to reach the upper endocervix; indeed, it became a very 
rare occurrence. It is also worth noting that ascension of infection also occurred at 
significantly enhanced rates for the case of random sparse initial distribution of 
inoculums. It is evident from these simulations that the large spread of extracellular 
particles (either through the initial spatial distribution of particles or through physical 
movement processes) is the most important factor in determining whether infection 
would ascend to the upper end of the endocervix. Since there was large variability in the 
degree of ascension for most scenarios, we performed sensitivity analyses on the baseline 
cases  to determine which parameters were most important in giving rise to ascending 
infection. Not surprisingly, we found that the rate of spatial movement of EBs and the 
innate response clearance rate were the dominant factors.  
The spatial ascension of infection is visualized in Figure 4. The upper panel shows the 
initial particle distribution (towards the lower endocervix) on day 0.  The ‘infectious 
band’ then appears to spread in both vertical directions over the first three days, and 
increases substantially in magnitude. Over the next three days, the upper distribution of 
particles continues to move toward the upper endocervix while the lower band is killed 
off due to the inhospitable nature of the lower endocervix. The overall infection has 
considerably ascended the endocervix by day 12. Infection in the endocervix is starting to 
noticeably clear by this point (Fig. 4). The lower panel in Figure 4 shows chlamydial IFU 
counts ‘across’ the different distances from the lower endocervix.  Again we see the 
relatively low initial IFU density spreading spatially and increasing in magnitude over the 
first three days.  For this simulation we note that a relatively large distribution of particles 
ascends to the upper endocervix by day 12. We note that in all simulations, the early 
growth is determined predominantly by the rate of spatial movement of EBs and the 
innate immune response but the clearance of infection from the peak was dominated by 
the adaptive immune response (results not shown). 
Discussion 
 
Mathematical modeling of infectious diseases, both within and between populations, is 
often executed using a system of ordinary differential equations (ODEs) [9, 10]. An 
advantage of such models is that they provide analytical relations between parameters, 
such as the basic reproduction ratio R0 [10]. We have previously used ODE techniques to 
construct intracellular and cellular models of chlamydial infection that are solely 
temporal (including some geometric considerations) [11-16].  Whilst providing important 
insight into key processes and interactions, these models cannot address problems of 
greater complexity. In particular, we have substantially advanced the mathematical 
modeling literature of within-host chlamydial infection by incorporating the spatial 
distribution of infection for the first time. Spatial spread of chlamydial infection is crucial 
for the development of pathology and disease. We constructed a novel hybrid 
mathematical model with the aim of representing the key underlying components of 
chlamydial progression in the female genital tract, using knowledge obtained from 
relevant biological and mathematical literature. The continuum component of the model 
was introduced via the use of a partial differential equation (PDE) in order to describe the 
passive motility of chlamydial EBs. Coupled to this was a two dimensional cellular 
automaton sub-model describing the kinetics of, and individual level events for, cells and 
infectious particles. By incorporating biological features which have previously been 
neglected in ordinary differential equation descriptions of chlamydial infection, such as 
passive movement of infectious particles and explicit spatial modeling of the cervix 
where infection is initiated, our spatio-temporal model is an obvious advancement in this 
field of research, allowing for consideration of previously un-modeled processes. This 
hybrid modeling study is also advances typical cellular automata modeling which tends to 
not include components of continuous movement. 
 
This is a first attempt at a hybrid cellular automata and partial differential equation model 
to describe infection and movement of Chlamydia in the female genital tract. The serious 
female reproductive disease sequelae associated with Chlamydia are due to ascension of 
infection from the cervix to the upper genital tract. We have attempted to describe 
infection in the cervix and calibrated our model to match in vivo data from guinea pigs 
infected intravaginally. Our approach combines mechanistic spatial, kinetic, and 
biological processes together to obtain some insight into the relative importance of the 
various factors and how they interact in contributing to the overall development of 
infection. We found that the early interaction between the innate immune response to 
clear extracellular chlamydial particles and the rate of passive movement  of chlamydial 
particles are highly important in determining the magnitude of infection. These factors 
were also crucial to determining the degree of ascension of chlamydial infection to the 
upper endocervix. However, the adaptive immune response was found to be highly 
important for overall clearance of infection. This study highlights the importance of early 
innate immunity in the control of chlamydial infection and the significance of motility 
properties in the magnitude of infection and in its ascension.  It is possible that critical 
parameters suggested by our study may not actually be the key causal factors in 
establishing chlamydial upper genital tract disease. Results should be interpreted in the 
context that the mathematical model is a relatively simple abstraction from the real 
complex system and it does not explicitly include many immunological and host factors 
that are known to be important. We did not explicitly model epithelial damage that may 
alter fluid dynamics and influx of leukocytes. The model includes a passive motility 
(diffusion) rate that ‘averages’ over all factors that may influence motility. The model 
indirectly considers the decreased activity of EBs as they move further away from the 
initial host cell: EBs die/become inactive, and the longer they remain outside a host cell 
and do not enter a new host cell the greater the chance of this occurring in the model. The 
larger the burst size the greater the chance that a cell far from the initial host will become 
infected. But for small or large burst sizes, neighboring cells are likely to become 
infected and promote graduate (cell to cell) movement. But it is possible that larger 
movement can occur with larger burst sizes. Moreover, the probability of ascending 
infection likely increases with larger numbers of organisms, Recently, it has been 
demonstrated that plaque-purified variants with greater burst size and replicative rates 
elicit increased pathology when compared to variants with lower burst size and 
replicative rates [17, 18]. Therefore, this model may become very useful in determining 
the ability of different chlamydial variants to produce pathology and ascend the genital 
tract. There are other ways by which EBs can move from one host cell to another that 
were not explicitly modeled, including release of intact inclusions, transportation by 
leukocytes, and direct cell-to-cell transfer. But in the absence of experiments to measure 
rates of each of these processes and frequency of their occurrence, they cannot be 
captured appropriately with the mathematical model without forcing the model 
parameters to be very arbitrarily chosen. It is important to wait until experimental data 
accumulates sufficiently to inform the parameterization of a future model that captures 
more of these processes. However, the current model does attempt to simulate the detail 
of the unique intracellular development of Chlamydia, the spatial spread of infection in 
the genital tract, and clearance of infection. It is a substantial advance in this 
interdisciplinary area and is a first step towards building a comprehensive simulation 
model that includes substantial and realistic detail of all factors thought to be important. 
 
Greater complexity will be incorporated into future mathematical models of Chlamydia 
as more data arises to inform model assumptions. Very recently published data suggests 
that a considerable portion of the movement of chlamydiae may actually be via 
movement of infected cells with growing inclusions [19]. There is also a significant 
amount of phagocytosis of EBs by infiltrating PMNs; thus, it is possible that the passive 
movement is related more to larger structures such as infected cells instead of the smaller 
EBs. Of course, the number of PMNs infiltrating the site is also dependent upon signaling 
by infected cells through chemokines and cytokines. Consistent with our results it has 
been shown, albeit in the mouse model, that decreasing PMNs results in more severe 
infection with increased IFUs [20]. In addition, since the adaptive immune response is the 
primary factor which brings about resolution of the infection, the time when it attains an 
effective level and the factors which contribute to the time when it appears will be critical 
parts of the model. More specifically, upper tract disease will be a “race’ between the 
onset of the adaptive response and the replicative rate/burst size of the particular variant 
with respect to the development of upper genital tract pathology. 
 
Future developments of the model will ensure greater realism and explore ascension to 
the upper genital tract. More targeted interventions can be explored in detail, including 
specific signaling pathways for the recruitment and action of various immune responses. 
Combining these mechanistic quantitative approaches with greater experimental data will 
be useful in understanding in vivo infection and predicting implications and importance 
of designing and implementing specific interventions in experimental systems. 
 
 
Materials and Methods 
 
Experimental infection of female guinea pigs with C. caviae 
Female Hartley strain guinea pigs, each weighing 450 to 500 g, were obtained from Sasco 
Laboratories (Omaha, NE, USA). All animals were housed individually in an 
environmentally controlled room with a 12:12 light-dark cycle and were provided with 
food and water ad libitum. C. caviae has been continually passaged in this laboratory for 
31 years. For infection purposes in these experiments, McCoy cell-grown C. caviae was 
utilized. Chlamydiae were passaged, prepared for infection, and quantified by standard 
methodology.  
Fourteen guinea pigs were infected intravaginally by the insertion of a blunt pipette tip to 
the cervix and deposition of 0.05 ml of sucrose-phosphate-glutamic acid containing 103 
inclusion-forming units (IFU) of C. caviae. All animals were confirmed to be infected by 
the isolation and quantification of chlamydiae from cervicovaginal swabs collected every 
3 days following infection. We present the mean IFU and standard deviation of the time-
course in Figure 2. 
 
Ethics approval was obtained from the University of Arkansas for Medical Sciences 
(#1905). The institution also has an Animal Welfare Assurance number on file with the 
Office for Protection from Research Risks (#A3063-01). 
 
Mathematical model 
 
We developed a mathematical model to describe the dynamics of chlamydial infection 
over time and space. Simulations of this model allow a first attempt to investigate and 
devise hypotheses regarding the movement of chlamydial infection in the female genital 
tract using mathematical modeling. We chose a cellular automata approach since it 
provides an avenue for the description of discrete cell-based processes, for combining 
deterministic and stochastic model properties, and for easily combining spatial and 
temporal changes. Similarly to the standard approaches for modeling viral dynamics [9, 
15], we modeled chlamydial infection by tracking three main quantities of interest: the 
spatio-temporal concentration of chlamydial particles (C), and the presence of uninfected 
or infected target (epithelial) cells, denoted by E and I respectively. Differing from other 
approaches, this model tracks these populations at discrete spatial locations, as well as 
through time. As part of the spatial progression description of infection, a pseudo-three 
dimensional domain is employed, as shown in Figure 1. We coupled two distinct model 
components: a continuous component describes the random motility of extracellular 
chlamydial particles by employing the use of a partial differential equation; a discrete 
component, a cellular automata (CA) model, governs individual cell dynamics through a 
stochastic decision process. This ‘hybrid’ approach is relatively novel in modeling of 
cellular systems. We ran our simulations over a period of 25 days. 
 
Random movement of extracellular Chlamydia Particles 
 
Briefly, the algorithm used for simulations is as follows. Initial conditions are generated 
for each species over the entire spatial domain. Then for each time step, each spatial 
location is considered and depending on its contents (healthy or infected cells, free 
particles) a stochastic decision process is initiated to determine actions to be carried out 
(such as lysis or infection) at that location. Finally, the particles are then allowed to 
undergo passive motion by way of the PDE.  These steps are discussed in further in the 
sections below. 
 
We modeled the passive movement of extracellular chlamydial particles with the two 
dimensional partial differential equation: 
 
2 2
2 2
C C CD
t x y
⎛ ⎞∂ ∂ ∂= +⎜ ⎟∂ ∂ ∂⎝ ⎠
,      (1) 
where x and y represent the spatial variables along the horizontal and vertical axes, t 
represents time, and D is the constant parameter controlling passive motion of particles. 
We used an estimated passive motion parameter of D≈10-5–10-4 μm2s-1; this is of the 
order of magnitude for particles of similar sizes in similar media [21]. We note that we 
did not explicitly model numerous specific ways by which movement may occur but 
rather the motility component of the model ‘averages’ over all factors that may influence 
movement. However, the model cellular automata processes (see below) can be 
interpreted as infection of neighboring cells (cell-to-cell transfer). For the mathematical 
domain to be representative of the biological problem and to match the experimental 
model of the female guinea pig cervix, we imposed the following boundary conditions: 
 ( ) ( )0, , , ,xC y t C L y t= ,      (2) 
( ), 0, 0C x t = ,        (3) 
( ), , 0yC x L ty∂ =∂ ,       (4) 
and the initial condition 
 ( ), ,0 ( , )C x y f x y= ,       (5) 
where xL and yL are the lengths of the domain in the x  and y  directions (the mesh had a 
size of 150 × 100 cell locations, approximately corresponding to the guinea pig 
endocervix, given the size of the endocervix and the size of the epithelial cells [22]) and 
( , )f x y  was taken to be an initial randomly generated band of coverage of an initial 
challenge of 104 IFUs over a 100 × 10 cell area (see Figure 1b). The periodic boundary 
condition (2) effectively ties the two sides of the domain together, forming a cylinder. 
The boundary condition in Equation (3) enables us to incorporate the inhospitable nature 
of the lower genital tract for chlamydial infection. At the other end, represented by 
equation (4), a zero-flux condition is imposed along the boundary which allows for a 
representation of the cervical mucus plug during periods where it is present and intact. 
The initial condition, Equation (5), is an initialization of infection by extracellular 
Chlamydia particles.  
 
To solve the partial differential equation for random Chlamydia particle motion we used 
a finite difference scheme on a two-dimensional discrete mesh. This system was solved in 
Matlab (version 7; Mathworks, MA) using a  temporally implicit, centered space finite 
difference approximation, with temporal weighting on the spatial discretization. For our 
rectangular domain seen in Figure 1, we impose equidistant grid spacings in both x  and 
y  directions. 
 
Cellular Automata Component 
 
For interactions and dynamics of individual cells and particles a discrete, cellular 
automata component of the hybrid model is proposed, using established methodology 
[23-26]. We defined computational structures to hold data relating to these populations. 
The cellular automata model divides the spatial region of the tract into a grid of CA 
locations, each of which contains either infected or healthy epithelial cells, as well 
extracellular chlamydial particles. The ‘elements’ of the CA domain are centered on the 
mesh points used in the finite difference scheme for solving the diffusion component. We 
made the simplified assumption that epithelial cells that are removed or lysed are 
replaced immediately with a new healthy epithelial cell from deeper layers of the cervical 
tissue. For each discrete time step, every CA location is checked to determine whether a) 
healthy cells will become infected, b) infected cells will be cleared by the immune 
system, c) free particles will be cleared by the immune system, and d) infected cells 
undergo lysis and release new chlamydial particles. For each CA location which contains 
a healthy cell and free chlamydial particles, the location will change to the infected state 
with a probability that increases with the local level of free chlamydial particles. CA 
locations which contain infected cells are subject to the effects of the immune system; the 
probability of infected cell death due to the acute inflammatory response increases with a 
local ‘infection-signal’ that is generated by infected cells and accumulates over time. The 
‘infection-signal’ for each CA location is modeled by calculating the cumulative number 
of cell infections at that location and in direct neighbor locations. The signal decays in the 
absence of infected cells in the immediate neighborhood. CA locations which contain 
extracellular chlamydial particles are also subject to removal by innate immunity. The 
number of particles at each location is decreased at a clearance rate depending on the 
recruitment of immune cells through the ‘infection-signal’. The infection and clearance 
events described above occur probabilistically depending on the local levels of 
chlamydiae and ‘infection-signal’ levels, respectively.  The general form of the 
probability of each event is  
( ) ( )min maxmax minPr 1
kX
kX
p p eevent
p p e
= + − ,     (6) 
where X represents either the local Chlamydia levels or infection-signal levels. This form 
for Pr(event) gives a probability which increases logistically with the value of X from a 
base level of pmin to a maximum probability of pmax. The parameter k is given by  
[ ] 1/ 21max min
max min min
0.5
ln
0.5
X
p p
k
p p p
⎛ ⎞−= ⎜ ⎟−⎝ ⎠
,     (7)  
where X1/2 is the value of X which gives a probability of 0.5; this is a scaling parameter to 
dictate how quickly the probability increases from pmin towards pmax with X. The 
parameter values for the decision curves, equation (6), for each type of event are 
presented in Table 1.  
 
The time of lysis for infected cells is normally distributed and upon reaching the point of 
lysis new Chlamydia particles are released from the cell. The number of particles released 
is determined by an underlying differential equation model for particle replication inside 
the cell. 
 
Model of Intracellular Chlamydia Development 
 
The number of infectious Chlamydia particles (EBs/IFUs) released by an infected cell 
upon lysis depends on intracellular development. In our CA model we allow for 
stochastic variation of the time of lysis of each cell, thus allowing for differences in the 
number of new EB particles produced per infected cell. Based on other Chlamydia 
intracellular models [11, 13, 14], we used a simple ODE model to capture the binary 
fission of RBs and then asynchronous development of RBs and RB-to-EB differentiation. 
The number of RBs in an infected cell before the onset of RB-to-EB differentiation (at 
time *t ) is given by: 
ln(2)B
B
d
dR R
dt t
= ,       (8) 
where dt  is the RB doubling time. During the later asynchronous growth stage of 
infection (for *t t> ), the number of RBs and EBs in an infected cell is given by: 
 ln(2)B B B
d
dR R R
dt t
δ= − ,      (9) 
B
B
dE R
dt
δ= .        (10) 
If lt  is the time of cell lysis then the solution of equations (8)-(10) imply that the burst 
size is  
( ) [ ][ ]* */ ln(2)2 1
ln(2)
d
d l
t t
t t t
B l
d
E t e
t
δδ
δ
− −⎡ ⎤= −⎣ ⎦− .    (11) 
 
Model fitting 
 
Parameters associated with intracellular development are well-known and were estimated 
from the available literature. Parameters associated with random movement and the 
cellular automata are less well-known. These parameters were estimated based on 
previous experience with cellular automata models [21-24] and knowledge of the 
chlamydial system.  Ranges of plausible parameter limits were specified for biological 
realism and the model was simulated within these ranges to determine which parameter 
sets best reflected the measured IFU data from the experimental system. Goodness of fit 
could be inspected by eye but was also measured by calculating the sum of squared 
residuals between the data and the model simulations. It should be noted that the 
experimental process for measuring IFU counts (swabbing, transport, making dilutions, 
infecting new cells and counting inclusions) is inefficient and this was not captured by 
the model. If the actual IFU data was measured more accurately (and was higher), some 
parameter estimates would be altered slightly in order to reflect the observations. 
However, parameter assumptions are relatively robust to the correct order of magnitude 
and together contribute to simulated output that matches IFU timecourse data. 
 
Uncertainty and sensitivity analyses 
 
To accommodate inherent biological heterogeneity and also uncertainty in estimating 
model parameters, we did not choose a single point estimate for each parameter but 
specified a range of values (using a uniform probability density function). We then 
obtained 100 samples of the parameter space by using the efficient Latin Hypercube 
Sampling technique [27] through the SaSAT software package [28], and  performed 
uncertainty analysis by simulating our model with each of these parameter sets. This set 
of simulations was replicated under a number of different conditions. The outcome 
variables from the model were then analyzed with the input parameters with SaSAT’s 
sensitivity analysis tools [28]. 
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Figure Legends 
Figure 1: The pseudo-three dimensional problem domain. A rectangular lattice with 
wrapped side boundaries is used to provide a cylindrical model. 
Figure 2: (a) The number of chlamydial IFUs over the time-course of infection: black 
curves denote model-generated time-courses from our baseline parameter sets and the red 
data denotes the mean IFUs (with standard error) from 14 guinea pigs initially infected 
intravaginally with 103 IFUs. (b) The model-predicted time-courses from simulations of 
the percentage of epithelial cells infected. The red curves represent the mean of the 
simulations and the blue curves represent the median simulation. 
Figure 3: Pie charts of the relative contribution of each parameter to the variability in the 
100 model simulations of the (a) peak chlamydial load, (b) maximum percentage of 
infected cells. The relative contribution was calculated by factor prioritization by 
reduction of variance sensitivity indices according to a regression model with interaction 
terms. 
Figure 4: Spatial distributions from scenario 2 (10-fold increase in the diffusion 
coefficient compared with baseline) for the simulation with the median peak value for 
chlamydia particles. The upper panel shows the spatial distribution of chlamydial 
particles over the length and circumference of the endocervix for days 0, 3, 6, 9, and 12 
post infection. Darker areas correspond with higher particle counts. The lower panel 
shows the density of chlamydial particles versus distance of endocervix ascension for 
days 0, 3, 6, 9, and 12 post infection. 
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Tables 
 
Table 1: List of parameters and range of values used in the mathematical model 
 
Parameter Description Value 
Movement parameters 
D Diffusion coefficient 10-5 – 10-4 μm2s-1 
Cellular automata parameters 
xL  Length of spatial scale in one dimension 100 cells 
yL  Length of spatial scale in second dimension 150 cells 
1/ 2C  Average number of chlamydial particles in the direct 
neighborhood of an uninfected cell for the probability 
of infection per hour to be 50%  
25-50 
min
Cp  Minimum probability of cell infection per hour if there 
are chlamydial particles in the direct neighborhood of 
uninfected cell 
0.01 
max
Cp  Maximum probability of cell infection per hour in the 
limit of very large numbers of chlamydial particles in 
the direct neighborhood of uninfected cell 
1 
h
IS  Average cumulative number of infected cells over the 
history of infection (as a marker for signaling of the 
adaptive immune response) in the direct neighborhood 
of an infected cell in order for the probability of 
clearance of an infected  cell (over the lifetime of its 
infection) to be 50% 
30-50 
cell
minp  Minimum probability of infected cell clearance (over 
the lifetime of its infection) if there has been some 
recruitment of immune cells 
0.01 
cell
maxp  Maximum probability of infected cell clearance (over 
the lifetime of its infection) in the limit of large 
recruitment of cell-mediated immune cells  
1 
b
IS  Average cumulative number of infected cells over the 
history of infection (as a marker for signaling of innate 
immunity) in the direct neighborhood of a free 
extracellular chlamydial particle in order for the 
probability of clearance of each EB particle to be 50% 
per hour 
10-30 
EB
minp  Minimum probability of extracellular chlamydial 
particle clearance per hour if there has been some 
recruitment of innate immune cells 
0.01 
EB
maxp  Maximum probability of extracellular chlamydial 
particle clearance per hour if there has been large 
recruitment of innate immune cells 
1 
innate
delayτ  Delay before the onset of the acute inflammatory 
response (i.e., neutrophils) to result in phagocytosis of 
6-12 hours 
extracellular chlamydial particles and dislodgement or 
killing of infected cells 
cellular
delayτ  Delay before the onset of the adaptive immune 
response  
4-7 days 
cellular
recruitτ  Recruitment delay between infection-signal and 
clearance of infected cells 
6-12 hours 
signal
1/2t  Decay half-life of immune-signaling in the absence of 
infected cells in the immediate neighborhood of 
location 
48-168 hours 
Intracellular parameters for GPIC strain 
dt  Doubling time of intracellular RBs 1-1.5 hours 
*t  Time post-cell infection of initiation of RB-to-EB 
differentiation  
8-12 hours 
lt  Duration of host cell infection before cell lysis Normal 
Distribution: 
Mean = 24 hours, 
s.d.= 4 hours 
B  Burst size of EB particles from an infected cell after a 
duration of 24 hours 
400-800 
δ  Rate of RB-to-EB differentiation § 
§: Equation (11) is solved for δ in the case of ( )B lE t B= and lt = 24 hours. 
 
