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RESONANCES OF THIRD ORDER DIFFERENTIAL OPERATORS
EVGENY L. KOROTYAEV
Abstract. We consider resonances for third order ordinary differential operator with com-
pactly supported coefficients on the real line. Resonance are defined as zeros of a Fredholm
determinant on a non-physical sheet of three sheeted Riemann surface. We determine upper
bounds of the number of resonances in complex discs at large radius. We express the trace
formula in terms of resonances only.
1. Introduction and main results
1.1. Introduction. There are a lot of results about resonances for second order operators.
Unfortunately, we do not know results about resonances for high order operators. In this
paper we begin to study resonances for the case of third order ordinary differential operators
with compactly supported coefficients on the real line.
We consider the self-adjoint operator H acting in L2(R) and given by
H = H0 + V, V = p∂ + ∂p + q, ∂ = −i d
dx
, (1.1)
where the operator H0 = ∂
3 = i d
3
dx3
is unperturbed. We assume that the coefficients (p, q) are
compactly supported and belong to the space H = Hγ for some γ > 0 defined by
H =
{
(p, q) ∈ L2(R)⊕ L2(R) : p′ ∈ L2(R), supp(p, q) ∈ [0, γ]2}. (1.2)
Under the condition (p, q) ∈ H the operator V (H0 − i)−1 is compact, see Proposition 2.1.
Then the operatorsH0 andH are self-adjoint on the same domain and C
∞
0 (R) is a core for both
H0 and H . The spectrum of both H0 and H is purely absolutely continuous and covers the
real line R (see [C80, DTT82, B85, BDT88]). In the present paper we consider the resonances
of third order differential operators with compactly supported coefficients. The resonances
are defined as zeros of the Fredholm determinant D on three sheeted Riemann surface of the
spectral variable λ. We obtain global estimates of the function D and determine asymptotics
of the number of resonances in the large disc.
Now we discuss the main problems when we study resonances for third order differential
operators. Recall that for second order operators the scattering amplitude (or the Fredholm
determinant, it is equivalent) is a basic function to study resonances. Here the so-called Born
term (the first term in the scattering amplitude) is important and give a lot of information
about resonances, for any dimension. For third order operators the scattering amplitude (or
the Fredholm determinant, it is equivalent) is also the basic function to study resonances. But
here the Born term is a very simple function (see (4.7)). Thus the Born term is not so useful
and we have much more problems to study resonances.
Date: September 22, 2018.
1991 Mathematics Subject Classification. 81Q10 (34L40 47E05 47N50).
Key words and phrases. third order operators, resonances, trace formula .
1
2 EVGENY KOROTYAEV
Results about the operator H (in general, here the coefficients p, q are not compactly sup-
ported) are used in the integration of the bad Boussinesq equation given by
p¨ =
1
3
∂2
(
∂2p + 4p2
)
, p˙ = ∂q, (1.3)
here u˙ = ∂u
∂t
is the derivatives with respect to the time and ∂u = ∂u
∂x
is the derivatives with
respect space variable (see [BZ02], [DTT82] and references therein). It is equivalent to the
Lax equation H˙ = HK −KH , where K = −∂2 + 4
3
p.
1.2. Determinant. In order to define the Fredholm determinant D we rewrite V in the form
V = V1V2, V1 = χ[0,γ], V2 =
(
2p∂ + (q − ip′)), (1.4)
where χA(x) = 1 on the set A ⊂ R and χA(x) = 0 on the set R \ A. Instead of spectral
parameter λ ∈ C± it is convenient to introduce a new variable k ∈ K± by λ = k3. Here the
corresponding domain K± (the sector, see Fig 1) is defined by
K± =
{
k ∈ C : arg k ∈ (0,±pi
3
)
}
⊂ C±.
The sector K+ of the variable k corresponds to the upper half-plane C+ of the spectral pa-
rameter λ. The sector K− of the variable k corresponds to the lower half-plane C− of the
spectral parameter λ. Define a free resolvent R0(k) and an operator Y
0
±(k), k ∈ K± by
R0(k) = (H0 − k3)−1, Y 0±(k) = V2R0(k)V1. (1.5)
We will show (see Lemma 2.4 i) that for each (p, q) ∈ H the operator Y 0±(k), k ∈ K±, is trace
class and analytic in k. Thus we can define the Fredholm determinant D± by
D±(k) = det(I + Y 0±(k)), k ∈ K±, (1.6)
which is analytic in K±. Moreover, in Theorem 1.1 we will show that the function D± has an
analytic extension from K± into the whole complex plane without zero. The determinant D±
has not zeros in K± , since the operator H has not eigenvalues. The zeros of the function D±
in C are called resonances. The basic properties of determinants (see below (2.2), (2.4)) give
the identity
D+(k) = D−(k), ∀ k ∈ C \ {0}. (1.7)
Due to this identity it is enough to consider D+ or D−.
Theorem 1.1. Let (p, q) ∈ H . Then the determinant D±(k) is analytic in K± and has an
analytic extension from K± into the whole complex plane with a possible pole of order m 6 3
at zero. Furthermore, the function D+(k) satisfies the following asymptotics and identity:
logD+(k) =
2e+p0
3ik
+
e−q0
3ik2
+
O(1)
k3
, (1.8)
as |k| → ∞ uniformly in arg k ∈ [0, pi
3
], where p0 =
∫
R
p(x)dx and
1
pi
∫
R
Im(ei
pi
3 logD+((λ+ i0)
1
3 )dλ =
2
3
p0. (1.9)
Remark. A proof of the asymptotics (1.8) and the trace formula (1.9) is standard, see e.g.
[Ko16].
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1.3. S-matrix. We discuss S-matrix for the operators H0, H . It is well known that the wave
operators W± = W±(H,H0) for the pair H0, H , given by
W± = s− lim eitHe−itH0 as t→ ±∞,
exist and are unitary (see [DTT82, B85, BDT88]). Then the scattering operator S = W ∗+W−
is unitary. The operators H0 and S commute and thus are simultaneously diagonalizable:
L2(R) =
∫ ⊕
R
Hλdλ, H0 =
∫ ⊕
R
λ1 λdλ, S =
∫ ⊕
R
S(λ)dλ; (1.10)
here 1 λ is the identity in the fiber space Hλ = C and S(λ) is the scattering matrix (a scalar
function in our case) for the pair H0, H .
We describe an analytic extension of the S-matrix. We consider two cases: firstly, an analytic
extension of the S-matrix for positive energy S(λ), λ = k3 > 0; secondly an analytic extension
of the S-matrix for negative energy S(λ), λ = k3 < 0. We have the following results.
Theorem 1.2. Let (p, q) ∈ H . Then
i) The S-matrix S+(k) = S(k3), k > 0 has an analytic extension into the sector K+ and a
meromorphic extension into the whole complex plane C. The zeros of S+ coincide with the
zeros of D− and the poles of S+ are precisely the zeros of D+ and D± satisfies
D−(k) = D+(k)S+(k) ∀ k ∈ C. (1.11)
ii) The S-matrix S−(k) = S(k3), k ∈ eipi3R+ has an analytic extension into the sector K+
and a meromorphic extension into the whole complex plane C. The zeros of S− coincide with
the zeros of D−(e−i2
pi
3 k) and the poles of S− are precisely the zeros of D+ and D± satisfies
D−(e−i
2pi
3 k) = D+(k)S−(k) ∀ k ∈ C. (1.12)
We remark that we define the resonances as zeros of the Fredholm determinant D+ of an
analytic continuation in the Riemann surface, as usual. We can define the resonances as the
poles of the meromorphic continuation od the perturbed resolvent in the Riemann surface.
By Theorem 1.2, the resonances equivalently are poles of the scattering matrix or zeros of the
determinant D.
1.4. Estimates. For (p, q) ∈ H we introduce a radius r∗ > 1 by
r∗ = max{43C∗, 1}, C∗ = 2
√
γ
(‖q − ip′‖2 + 2‖p‖2). (1.13)
We prove the main result of the present paper.
Theorem 1.3. Let (p, q) ∈ H . Then the determinant D+(k) satisfies:
|D+(k)| 6 48e2γ|k|, ∀ |k| > r∗. (1.14)
Remark. 1) The function kmD+(k) is entire and (1.17) gives that this function is of expo-
nential type, where m is defined in Theorem 1.1. We recall that an entire function f(z) is said
to be of exponential type if there is a constant α such that |f(z)| 6 const. eα|z| everywhere
(see [Ko88]).
2) In the proof the following symmetry of the free resolvent is used. Let R+0 (x− y, k), x, y ∈
R, k ∈ K+ be the kernel of the free resolvent. This kernel is pure imaginary on the half-line
ei
pi
6R. Thus it satisfies the basic identity
R+0 (eok, t) = −R+0 (eok, t) ∀ k 6= 0, eo = ei
pi
6 , (1.15)
4 EVGENY KOROTYAEV
and the resolvent is symmetric with respect to the line eoR, see Fig. 1.
3) We need also the well known result about the Hadamard factorization. The function
kmD+(k) is entire and denote by (kn)
∞
n=1 the sequence of its zeros 6= 0 (counted with multi-
plicity), so arranged that 0 < |k1| 6 |k2| 6 . . . . Then due to (1.14) we have
D+(k) =
C
km
ebk lim
r→∞
∏
|kn|6r
(
1− k
kn
)
e
k
kn , C = lim
k→0
kmD+(k) 6= 0, (1.16)
for some b ∈ C and integerm ∈ [0, 3], where the product converges uniformly in every bounded
disc.
Now we discuss estimates of the number of zeros of the function D+ in the disc |k| < r
counted with multiplicity.
Corollary 1.4. Let (p, q) ∈ H and let N (r) be the number of zeros of the function D+ in
the disc |k| < r counted with multiplicity for r > r∗. Then
N (r) 6 (16 +m log 2) + 6γ
log 2
r, (1.17)
where m 6 3 is the order of pole of D+ at k = 0.
Remark. We have an upper estimate (1.17). There is a problem to get a lower estimate.
Our next corollary concerns the trace formula in terms of resonances. Define the scattering
phase φsc by S+(k) = e
−2iφsc(k), k > 0. Since D+(k) = 1 + o(1) as |k| → ∞, k ∈ K+ we define
logD+(k) = log |D+(k)|+ iφsc(k), k ∈ K+ (1.18)
by condition logD+(k) = o(1) as |k| → ∞, k ∈ K+.
Corollary 1.5. Let (p, q) ∈ H and let R(k) = (H − k3)−1, k ∈ K+. Then the function
Tr
(
R0(k)−R(k)
)
is analytic in K+ and has a meromorphic extension into the whole complex
plane. Moreover, the following identity (the trace formula) holds true:
3k3Tr
(
R0(k)−R(k)
)
= −m+ bk + k2
∑
n>1
1
kn(k − kn) , (1.19)
where the series converges absolutely and uniformly on any compact set of C \ {kn, n > 1},
and the scattering phase φsc satisfies
φ′sc(k) = Im b+
∑
n>1
(
1
|kn − k|2 −
1
|kn|2
)
Im kn ∀ k > 0, (1.20)
uniformly on any compact subset of R+.
Remark. Note that the identity (1.20) is a Breit-Wigner type formula for resonances (see
p. 53 of [RS78]).
RESONANCES OF THIRD ORDER DIFFERENTIAL OPERATORS 5
1.5. Brief overview. Concerning results on resonances, we recall that there are a lot of
results about resonances from a physicists point of view, see [LL65], [RS79]. Since then,
properties of resonances have been the object of intense study and we refer to [SZ91], [Z99]
for the mathematical approach in the multi-dimensional case and references given there.
A lot of papers are devoted to resonances of the one-dimensional Schro¨dinger operator,
see Froese [F97], Hitrik [H99], Korotyaev [K04], Simon [S00], Zworski [Z87] and references
given there. We recall that Zworski [Z87] obtained the first results about the asymptotic
distribution of resonances for the Schro¨dinger operator with compactly supported potentials
on the real line (this result is sharper than Theorem 1.4 in the present paper). Inverse problems
(characterization, recovering, uniqueness) in terms of resonances were solved by Korotyaev
for a Schro¨dinger operator with a compactly supported potential on the real line [K05] and
the half-line [K04], see also Zworski [Z02], Brown-Knowles-Weikard [BKW03] concerning the
uniqueness.
The resonances for one-dimensional operators − d2
dx2
+ qpi + q, where qpi is periodic and
q is a compactly supported potential were considered by Firsova [F84], Korotyaev [K11],
Korotyaev-Schmidt [KS12]. Christiansen [C06] considered resonances for steplike potentials.
Lieb-Thirring inequality for the resonances was determined in [K16]. The ”local resonance”
stability problems were considered in [Ko04], [MSW10].
Inverse problem for n-th order differential operators on the unit interval is discussed in [L66],
[Y00]. We mention that there are results about inverse problem for third order differential
operators on the unit interval see [A99], [A01]. Spectral analysis and spectral asymptotics for
the third order operator with periodic coefficients are considered in for [BK14], [BK14]. Here
the Riemann spectral surface has three sheets and the inverse problem is still open.
1.6. Plan of the paper. In Section 2 we determine different properties of free resolvent
and obtain basic estimates about Y 0±. Section 3 contains estimates and asymptotics of the
Fredholm determinant D±(k), k ∈ K± and the proof of Theorem 1.1. Section 4 establishes an
analytic continuation of D±(k), k ∈ K± and the meromorphic continuation of S-matrix into
the complex plane. In Section 5 we determine the global estimate of the Fredholm determinant
D+ on the whole complex plane. In Section 6 we prove the main theorems. Appendix contains
estimates about the approximation of the scattering amplitude.
2. Properties of the free resolvent
2.1. The well-known facts. By B we denote the class of bounded operators. Let B1 and
B2 be the trace and the Hilbert-Schmidt class equipped with the norm ‖ · ‖B1 and ‖ · ‖B2
correspondingly. We recall some well known facts. Let A,B ∈ B and AB,BA,X ∈ B1. Then
TrAB = TrBA, (2.1)
det(I + AB) = det(I +BA), (2.2)
| det(I +X)| 6 e‖X‖B1 , (2.3)
det(I +X) = det(I +X∗), (2.4)
see e.g., Sect. 3. in the book [S05]. Let the operator-valued function Ω : D → B1 be analytic
for some domain D ⊂ C and (I + Ω(k))−1 ∈ B for any k ∈ D. Then for the function
F (k) = det(I + Ω(k)) we have
F ′(k) = F (k) Tr(I + Ω(k))−1Ω′(k), k ∈ D. (2.5)
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pi
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pi
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K′
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K′′
−
K′
−
K−
Figure 1. The plane K is a union of sectors K±,K′±,K
′′
± and e
i
pi
6 R
is the symmetry line for D+
2.2. The free resolvent. Define the Fourier transformation Φ : L2(R)→ L2(R) by
f̂(k) = (Φf)(k) =
1√
2pi
∫
R
f(x)e−ikxdx, k ∈ R. (2.6)
We discuss the free resolvent R0(k) = (H0−k3)−1, k ∈ K±. The kernel R0(k, x−y), x, y ∈ R
of the free resolvent R0(k), k ∈ K± is given by
R0(k, t) =
1
2pi
∫
R
eiξt
dξ
ξ3 − k3 , t = x− y, k ∈ K±. (2.7)
The equation ξ3 − k3 = 0 has three zeros:
k0 = k, k
± = ke±, e± = e±i
2pi
3 .
• Consider the case k ∈ K+, i.e., when the spectral parameter λ = k3 belongs to the upper
half-plane C+. We have for t = x− y > 0:
R+0 (k, t) =
1
2pi
∫
R
eiξt
dξ
ξ3 − k3 =
2pii
2pi
(
eitk
3k2
+
eitk
+
3k2e2+
)
=
i
3k2
(eitk + e+e
itk+)
and for t = x− y < 0:
R+0 (k, t) =
1
2pi
∫
R
eiξt
dξ
ξ3 − k3 = −
2pii
2pi
1
3k2e2−
eitk
−
= − ie−
3k2
eitk
−
.
We rewrite these identities in the form
R+0 (k, t) =
i
3k2
{
eitk + e+e
itk+ as t > 0
−e−eitk− as t < 0
, k ∈ K+. (2.8)
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Recall that ∂ = −i d
dx
. Similar arguments give identities for the operator ∂R0(k):
(∂R+0 )(k, t) =
i
3k
{
(eitk + e−eitk
+
) as t > 0
−e+eitk− as t < 0
, k ∈ K+. (2.9)
• Consider the case k ∈ K−, i.e., when the spectral parameter λ = k3 belongs to the lower
half-plane C−. We have for t = x− y < 0:
R−0 (k, t) =
1
2pi
∫
R
eiξt
dξ
ξ3 − k3 = −
2pii
2pi
(
eitk
3k2
+
eitk
−
3k2e2−
)
= − i
3k2
(eitk + e−eitk
−
)
and for t = x− y > 0:
R−0 (k, t) =
1
2pi
∫
R
eiξt
dξ
ξ3 − k3 =
2pii
2pi
1
3k2e2+
eitk
+
=
ie+
3k2
eitk
+
.
We rewrite these identities in the form
R−0 (k, t) =
i
3k2
{
e+e
itk+ as t > 0
(−eitk − e−eitk−) as t < 0
, k ∈ K−. (2.10)
Similar arguments give following identities for the operator ∂R0(k):
(∂R−0 )(k, t) =
i
3k
{
e−eitk
+
as t > 0
(−eitk − e+eitk−) as t < 0
, k ∈ K−. (2.11)
The definitions (1.4), (1.5) imply
Y 0± = V2R0(k)V1 =
(
2p∂ + (q − ip′))R0V1, k ∈ K±. (2.12)
Below we show that each operator Y±(k), k ∈ K± belongs to the Hilbert Schmidt class and
the mapping Y± : K± → B2 is analytic. We have the following lemma.
Proposition 2.1. Let (p, q) ∈ H . Then
i) Y 0±(k) is Hilbert Schmidt for all k ∈ C \ {0} and analytic in k.
ii) the operator V R0(k) is Hilbert Schmidt for all k ∈ K±.
iii) For each t ∈ R the kernel R+0 (k, t) is analytic in C \ {0} with pole at k = 0 of order 2.
Moreover, iR+0 (k, t) is real on the line e
ipi
6R and
Proof. i) Recall that Y 0±(k) = V2R0(k)V1, k ∈ K±. Let Y 0±(x, y, k) be its integral kernel.
From explicit formulas (2.8) - (2.11) we deduce that Y 0±(x, y, k) as a function of k has as
analytic extension to the whole complex plane with pole at k = 0. From (2.8) and (2.9)
we deduce that the operator Y 0±(k), k ∈ K± has the kernel Y 0±(x, y, k) from L2(R2) for all
k ∈ C \ {0}, since the functions p, q are compactly supported. The proof of ii) is similar.
iii) For any k = rei
pi
6 , r > 0 the identity (2.8) gives
iR+0 (k, t) =
1
3r2
{
(e∗eitk + e∗eitke+) = 2Re(e∗eitk) as t > 0
eitke− = etr as t < 0
,
since e− = −e∗ and ke+ = −k and ike− = r. Thus iR+0 (rei
pi
6 , t) is real for all t and we have
(1.15).
In order to study resonances we use the symmetry (1.15). Then it is sufficient to study
resonances only on the turned half plane ei
pi
6C+.
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Using (2.8) and (2.10) we obtain the following formula
R+0 (k, t)−R−0 (k, t) =
i
3k2
eitk, k 6= 0, t = x− y ∈ R. (2.13)
Thus we have the first identity for Y 0±:
Y 0+(k)− Y 0−(k) = P (k), k 6= 0, (2.14)
where P (k) is a rank one operator with a kernel P (k, x, y) given by
P (k, x, y) =
i
3k2
V (x, k)ei(x−y)kχ[0,γ](y), V (·, k) = 2kp+ (q − ip′). (2.15)
Moreover, we have
R−0 (k
−, t) =
i
3k2e2−
{
e+e
itk
−eitke− − e−eitke2−
=
i
3k2
{
eitk as t > 0
−e−eitk− − e+eitk+ as t < 0
. (2.16)
The relations (2.8), (2.16) give
R+0 (k, t)− R−0 (k−, t) =
ie+
3k2
eitke+ , k 6= 0, t ∈ R, (2.17)
which yields the second identity for Y 0±:
Y 0+(k)− Y 0−(k−) = P (k+), k 6= 0. (2.18)
Thus from (2.14)-(2.18) we obtain
Proposition 2.2. If k 6= 0, then Y 0+(k) − Y 0−(k) and Y 0+(k) − Y 0−(e−k) are trace class and
satisfy
‖Y 0+(k)− Y 0−(k)‖B1 6
√
γ
3|k|2‖V (·, k)‖2e
γ| Im k|,
‖Y 0+(k)− Y 0−(k−)‖B1 6
√
γ
3|k|2‖V (·, k
−)‖2eγ| Im k−|.
(2.19)
2.3. The operator valued function Y 0±. In order to estimate Y
0
± we need the following
results.
Lemma 2.3. Let Fm(k) = a∂
mR0(k)b for m = 0, 1 and k ∈ K± for some a, b ∈ L2(R). Then
i) Each operator F0(k) ∈ Bj , j = 1, 2, k ∈ K±; the operator-valued function X0 : K± → Bj
is analytic. Moreover, X0(k) for all k ∈ K± satisfies
‖F0(k)‖B2 6
2
3|k|2‖a‖2‖b‖2, (2.20)
‖F0(k)‖B1 6
‖a‖2‖b‖2√
3|k|(| Im k|| Im k+|) 12 . (2.21)
ii) Each F1(k) ∈ B1, k ∈ K± and the operator-valued function F1 : K± → B1 is analytic.
Moreover, X1 satisfies
‖F1(k)‖B2 6
2
3|k|‖a‖2‖b‖2, k ∈ K±, (2.22)
‖F1(k)‖B1 6
3‖a‖2‖b‖2
2(| Im k|| Im k+|) 12 . (2.23)
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Proof. We consider k ∈ K+, the proof for k ∈ K− is similar. The estimates (2.8) give
‖F0(k)‖2B2 6
4
9|k|4
∫
R
dx
∫
R
|a(x)|2|b(y)|2dy = 4
9|k|4‖a‖
2‖b‖2,
which yields (2.20). Similar arguments and estimates (2.8) imply
‖F1(k)‖2B2 6
4
9|k|2
∫
R
dx
∫
R
|a(x)|2|b(y)|2dy = 4
9|k|2‖a‖
2‖b‖2
which yields (2.22). For k ∈ K+ we have
1
ξ3 − k3 =
1
(ξ − k)(ξ − k−)(ξ − k+) ,
k± = e±k, e± = e±i
2pi
3 , k+ − k− = ik
√
3,
− Im k− = sin(pi
3
+ arg k) ∈ [1,
√
3
2
].
(2.24)
Using the estimates (2.24) and | Im k−| >
√
3
2
|k|, we obtain
‖F0(k)‖B1 6
1
| Im k−|
∥∥∥a(∂ − k)−1∥∥∥
B2
∥∥∥(∂ − k+)−1b∥∥∥
B2
6
‖a‖2‖b‖2
2pi| Im k−|
∥∥∥ 1
ξ − k
∥∥∥
2
∥∥∥ 1
ξ + k+
∥∥∥
2
=
‖a‖2‖b‖2
2| Im k−|(| Im k|| Im k+|) 12
6
‖a‖2‖b‖2√
3|k|(| Im k|| Im k+|) 12 ,
since
∫
R
|s± k|−2ds = pi
Im k
. Similar arguments imply
‖F1(k)‖B1 6 C1
∥∥∥a(∂ − k)−1∥∥∥
B2
∥∥∥(∂ − k+)−1b∥∥∥
B2
6
C1‖a‖2‖b‖2
2(| Im k|| Im k+|) 12 ,
C1 = sup
ξ∈R
|g(ξ)|, g(ξ) = |ξ||ξ − k−| 6 1 +
|k−|
|ξ − k−| 6 1 +
|k|
| Im k−| 6 1 +
2√
3
6 3
which yields (2.23)
Recall that for (p, q) ∈ H we have introduced the constants
C∗ = 2
√
γ
(‖q − ip′‖2 + 2‖p‖2), r∗ = max{43C∗, 1}, V0(k) = ∫R V (x, k)dx.
Lemma 2.4. Let (p, q) ∈ H . Then the operator Y 0±(k) ∈ Bj , j = 1, 2 for each k ∈ K±, the
operator-valued function Y 0± : K± → Bj is analytic and has an analytic extension into the
whole complex plane without zero. Moreover, Y 0±(k) satisfies for all k ∈ K±:
|V0(k)| 6 √γ‖V (·, k)‖2, ∀ k,√
γ‖V (·, k)‖2 6 |k|C∗, ∀ |k| > r∗, (2.25)
and
‖Y 0±(k)‖B2 6
(1 + |k|)
3|k|2 C∗, (2.26)
‖Y 0±(k)‖B1 6
(1 + |k|)
|k|
C∗
(| Im k|| Im k+|) 12 , (2.27)
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and in particular,
‖Y 0±(k)‖B2 6
1
2
, if |k| > r∗. (2.28)
Proof. We have
|V0| = |
∫
R
(2pk + (q − ip′))dx| 6 √γ‖V (·, k)‖2, ∀ k,
|V0|
|k| 6
√
γ
|k| ‖V (·, k)‖2 6
√
γ‖2p‖2 +√γ‖q − ip
′‖2
|k| 6
C∗
2
+
C∗
2r∗
6 C∗ ∀ |k| > r∗.
We rewrite Y 0± in the form
Y 0± = X± + T±, X± = (q − ip′)R0±(k)V1, T± = 2p∂R0±(k)V1. (2.29)
From Lemma 2.3 we deduce that the mapping Y 0± : K± → B2 is analytic and satisfies
‖Y 0±(k)‖B2 6 ‖X±(k)‖B2 + ‖T±(k)‖B2 6
2
3|k|2‖q − ip
′‖2‖V1‖2 + 4
3|k|‖p‖2‖V1‖2,
which yields (2.26). From Lemma 2.3 we deduce that the mapping Y 0± : K± → B1 is analytic
and satisfies
‖Y 0±(k)‖B1 6 ‖X±(k)‖B1 + ‖T±(k)‖B1 6
‖q − ip′‖2‖V1‖2√
3|k|w +
3‖p‖2‖V1‖2
w
,
where w = (| Im k|| Im k+|) 12 which yields (2.27).
From Proposition 2.2 we deduce that Y 0+(k) − Y 0−(k) ∈ B1 for all k 6= 0. Above we have
obtained that Y 0±(k) ∈ B1 for all k 6= K±. This yields that Y 0±(k) ∈ B1 for all k ∈ K0 =
K+ ∪ K−. Moreover, using Y 0+(k)− Y 0−(e−k) ∈ B1 for all k 6= 0 we obtain Y 0±(k) ∈ B1 for all
k ∈ K0∪e+K0. Repeating these arguments give that Y 0±(k) ∈ B1 for all k ∈ K0∪e+K0∪e−K0.
For each k ∈ e+R ∪ e−R, k 6= 0 we have
Y 0±(k) =
1
2pii
∫
|z|=ε
Y 0±(k + z)dz
z
for ε > 0 small enough. Here due to (2.27) and the properties of Y 0± (described above) the
function ‖Y 0±(k + z)‖B1 integrable. Thus Y 0±(k) is trace class for all k 6= 0.
We introduce the operator valued function Y± for the perturbed resolvent R(k) = (H−k3)−1
by
Y±(k) = V2R(k)V1, k ∈ K±. (2.30)
This operator satisfies
(I − Y 0±(k))(I + Y±(k)) = I ∀ k ∈ K±. (2.31)
Lemma 2.5. Let (p, q) ∈ H . Then each Y±(k) ∈ B1, k ∈ K± and the operator-valued function
Y± : K± → B1 is analytic and has a meromorphic extension from K± into the whole complex
plane. Moreover, Y±(k), k ∈ K± satisfies
‖Y±(k)‖B2 6 1, if |k| > r∗. (2.32)
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Proof. For k ∈ K± identity (2.31) gives
Y±(k)(k) = Y 0±(k)(I + Y
0
±(k))
−1 ∈ B1 (2.33)
and, since Y 0± is analytic in K1, Y±(k) is also analytic. Due to the analytic Fredholm theorem,
see [RS72, Th VI.14], the function Y±(k) has a meromorphic extension into the whole complex
plane. Moreover, the identity (2.27) and Lemma 2.4 give (2.32).
3. The determinant
3.1. The determinant. We discuss the determinant D±(k), k ∈ K±.
Lemma 3.1. Let (p, q) ∈ H . Then the determinant D+(k) = det(I + Y 0+(k)) is analytic in
K+ and has an analytic extension into the whole complex plane without zero. Moreover, the
function k3D±(k) is entire.
Proof. Due to Lemma 2.4 ii) each operator Y 0±(k), k ∈ K± belongs to the class B1 and
the operator-valued function Y 0±(k) is analytic in k ∈ K±. Moreover, Y 0±(k) has an ana-
lytic extension from K± into the whole complex plane without zero. Then the determinant
D±(k), k ∈ K± is analytic in k ∈ K± and has an analytic extension from k ∈ K± into the whole
complex plane without zero. The statement that k3D±(k) is entire was proved in [OY12].
3.2. Asymptotics of the determinant. The estimates (2.27) give ‖Y 0+(k)‖B1 = o(1) as
|k| → ∞, k ∈ K+. Thus we can define the branch logD+(k), k ∈ K+ for such k large enough
by
logD+(k) = o(1) as |k| → ∞, and k ∈ K+. (3.1)
We need the following standard results.
Lemma 3.2. Let (p, q) ∈ H . Then
Tr Y 0+(k) =
2e+p0
3ik
+
e−q0
3ik2
, ∀ k 6= 0. (3.2)
If k ∈ K+, |k| > r∗, where r∗ > 0 is defined by (1.13), then
|Tr Y 0+(k)| 6
1
4
, (3.3)
logD+(k) = −
∞∑
n=1
1
n
Tr(−Y 0+(k))n, (3.4)
| logD+(k) +
N∑
n=1
1
n
Tr(−Y 0+(k))n| 6
CN+1∗
|k|N+1 , ∀ N > 1, (3.5)
| logD+(k)− Tr Y 0+(k)| 6 log 2−
1
2
, (3.6)
| logD+(k)| 6 2, (3.7)
where the series converges absolutely and uniformly in |k| > r∗.
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Proof. Let k ∈ K+. The kernel of the free resolvent R+0 (k, t) is analytic in t = x − y. We
determine asymptotics of R+0 (k, t) as t→ 0. The identities (2.8) give
−i3k2R+0 (k, t) =
{
eitk + e+e
itke+ = 1 + e+ + ikt(1 + e
2
+) +O(t
2) = h+O(t2) as t > 0
−e−eitke− = −e− − e2−itk +O(t2) = h +O(t2) as t < 0
,
where h = −e− − ikte+ as t→ 0, since 1 + e+ + e− = 0. Let ε0 = ie−3 . This yields
R+0 (t, k) =
e− + ikte+
i3k2
+O(t2) = −ε0
k2
(
1 + ike−t
)
+O(t2),
∂R+0 (t, k) = −
ε0e−
k
+O(t).
(3.8)
Using (3.8) we have
Tr Y 0+(k) =
∫ γ
0
(2p∂x + qp)R
+
0 (k, t)
∣∣
x=y
dx = −2ε0e−p0
k
− ε0
k2
∫
R
(q − ip′)dx = 2e+p0
3ik
+
e−q0
3ik2
,
since
∫
R
(q − ip′)dx = q0. This gives (3.2). We have
|TrY 0+(k)| 6
2|p0|
3|k| +
|q0|
3|k|2 6
2‖p‖√γ
3|k| +
‖q‖√γ
3|k|2 6
C∗
6|k| +
C∗
6|k|2 6
C∗
3|k| 6
1
4
,
which yields (3.3). The estimates (2.26), (2.28) imply∣∣Tr(Y 0±(k)n)∣∣ 6 ‖Y 0±(k)‖nB2 6 (2C∗/3)n|k|n ,∣∣Tr(Y 0±(k)n)∣∣ 6 ‖Y 0±(k)‖nB2 6 2−n, (3.9)
for all n > 2. Then the series (3.4) converges absolutely and uniformly and it is well-known
that the sum is equal to logD+(k) (see [RS78, Lemma XIII.17.6]). The estimates (3.5) follow
from (3.9), (3.4):
| logD+(k) +
N∑
n=1
1
n
Tr(−Y 0+(k))n| 6
(2C∗/3)N+1
|k|N+1
(
1 + 2−1 + 2−2 + ...
)
6
CN+1∗
|k|N+1 .
Moreover, in this case we have
| logD+(k)− Tr Y 0+(k)| 6
∞∑
n=2
2−n
n
= log 2− 1
2
,
which gives (3.6) and adding (3.3) we have (3.7).
We determine asymptotics of D+(k) as |k| → ∞ in K+.
Lemma 3.3. Let (p, q) ∈ H and let |k| → ∞, k ∈ K+. Then
Tr Y 0+(k)
2 =
O(1)
k3
, (3.10)
logD+(k) =
2e+p0
3ik
+
e−q0
3ik2
+
O(1)
k3
, (3.11)
uniformly in arg k ∈ [0, pi
3
].
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Proof. The definition (1.5) and the identity (2.8) give
Tr Y 0+(k)
2 = J(k) +
O(1)
k3
, J(k) =
∫∫
[0,γ]2
p(x)∂xR0(x− y, k)p(y)∂yR0(y − z, k)|x=zdydx
and using (2.9) we obtain
J(k) =
e+
9k2
∫∫
t>0
p(x)p(y)(eitk + e−eitk
+
)e+e
−itk−dxdy
+
e+
9k2
∫∫
t<0
p(x)p(y)eitk
−
(e−itk + e−e−itk
+
)eitk
−
dxdy
=
e+
9k2
∫∫
R2
p(x)p(y)(ei|t|(k−k
−) + e−ei|t|(k
+−k−))dxdy =
O(1)
k3
,
(3.12)
where we have used the integration by parts in the last identity. Similar arguments show
Tr(Y 0+(k))
3 = O(k−4). The last asymptotics and the estimate (3.5) give
logD+(k) = Tr Y
0
+(k)−
1
2
Tr(Y 0+(k))
2 +O(k−3).
The asymptotics (3.2), (3.10) and the estimate (3.5) give the asymptotics (3.11).
Now we are ready to prove the first theorem.
Proof of Theorem 1.1. Let (p, q) ∈ H . Then by Lemma 3.1, the determinant D+(k) =
det(I + Y 0+(k)) is analytic in K+ and has an analytic extension into the domain C \ {0}.
Moreover, the function k3D±(k) is entire. Asymptotics (1.8) was determined in Lemma 3.3.
ii) In order to show the equalities (1.9), we need the following simple result. Assume that a
function f is analytic in C+ and continuous up to R\{0} and satisfies the following condition:
Im f(·+ i0) ∈ L1(R), f(iτ) = −Qf + o(1)
iτ
as τ →∞. (3.13)
for some Qf ∈ R. Then
Qf =
1
pi
∫
R
Im f(t+ i0)dt. (3.14)
Then the above arguments from i) give that the function D+(λ
1
3 ), λ
1
3 ∈ K+ is analytic in C+,
continuous up to R \ {0}. Define a function
f(λ) = iei
pi
3
logD+(λ)
λ
2
3
, λ ∈ C+.
Due to (1.8) this function satisfies:
Re f(λ+ i0) ∈ L1(R), f(iτ) = −2p0 + o(1)
3(iτ)
as τ →∞. (3.15)
This yields (1.9). .
4. The identities for the determinant and S-matrix
4.1. The spectral representation for H0. In this section we study scattering matrix. Re-
call the Fourier transformation Φf(k) = f̂(k) = 1√
2pi
∫
R
f(x)e−ikxdx for k ∈ R. Recall that
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V1(x) = χ[0,γ](x) and V2 =
(
2p∂ + (q − ip′)). Introduce the functionals ψ1(k) : L2(R) → C
and ψ2(k) : C→ L2(R) given by
(ψ1(k)f)(x) = ΦV1f(k) =
1√
2pi
∫
R
e−ikxV1(x)f(x)dx,
ψ2(k)c =
1√
2pi
eikxV (x, k)c, V (x, k) = k2p+ (q − ip′),
(4.1)
for f ∈ L2(R) and c ∈ C.
Lemma 4.1. Let (p, q) ∈ H . Then the functionals ψj(k), k ∈ R+, j = 1, 2 have analytic
extensions into the whole complex plane and for all k ∈ C satisfy
‖ψ1(k)‖ 6
√
γ√
2pi
eγ(Im k)+ , (4.2)
‖ψ2(k)‖ 6 1√
2pi
‖V (·, k)‖2eγ(Im k)− (4.3)
ψ1(k)ψ2(k) =
2kp0 + q0
2pi
=
V0
2pi
, (4.4)
for all k ∈ C, where q0 =
∫
R
qdx and
(a)± =
1
2
(|a| ± a) ∀ a ∈ R.
Proof. It is clear that ψ1(k), k ∈ R+ has an analytic extension into the complex plane. The
functional ψ1(k), k ∈ C satisfies
g = (ψ1(k)f)L2(R) =
∫ γ
0
e−ikx√
2pi
f(x)dx, |g|2 6 γ e
2γ(Im k)+
2pi
‖f‖22,
which yields (4.2). The proof for ψ2 is similar. From the definition of ψ1, ψ2, we obtain
ψ1(k)ψ2(k) =
1
2pi
∫
R
(
k2p+ (q − ip′))dx = 2kp0 + q0
2pi
=
V0
2pi
.
4.2. The scattering matrix. The identity (ΦH0Φ
∗f̂)(k) = k3f̂(k), k ∈ R, implies that
ΦH0Φ
∗ is the operator of multiplication by k3 in L2(R, dk). Recall that the operator S =
W ∗+W− commutes with the operator H0. Then the operator ΦSΦ∗ acts in the space L2(R, dk)
as multiplication by a scalar function S+(k) = S(k3), k > 0 (corresponding to the spectral
parameter k3 = λ > 0) has the form:
S+(k) = 1− ckA+(k), ∀ k > 0, A+ = A+0 −A+1 ,
ck =
2pii
3k2
, A+0 (k) = ψ1(k)ψ2(k), A+1 (k) = ψ1(k)Y+(k + i0)ψ2(k)
(4.5)
and a scalar function S−(k) = S(k3), k ∈ eipi3R+ (corresponding to the spectral parameter
k3 = λ < 0) given by
S−(k) = 1− ckA−(k), A−(k) = e+ψ1(k+)(I − Y+(k + 0))ψ2(k+) (4.6)
for all k ∈ eipi3R+, see, e.g., [RS79]). Here A±(k) is the modified scattering amplitude.
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Lemma 4.2. Let (p, q) ∈ H . Then the modified scattering amplitude A+(k) has a mero-
morphic extension from R+ into the whole complex plane. Moreover, A+(k), k ∈ K+, |k| > r∗
satisfies
A+0 (k) =
2kp0 + q0
2pi
, k ∈ C, (4.7)
‖A+1 (k)‖B2 6
√
γ
2pi
‖V (·, k)‖2eγ(Im k)+ , (4.8)
|S+(k)− 1| 6 C∗
6|k|(1 + e
γ(Im k)+) 6
1
6
(1 + eγ(Im k)+). (4.9)
Proof. From the definition of A+0 (k) in (4.5) and (4.4) we obtain (4.7).
From the definition of A+1 (k) in (4.5), (4.1) and from estimates (4.2), (4.3), (2.32) we obtain
2pi
3|k|2 |A
+
1 (k)| = |ψ1(k)Y+(k + i0)ψ2(k)| 6
√
γ
3|k|2‖2pk + (q − ip
′)‖2eγ(Im k)+
6
√
γ
3|k|(2‖p‖2 + ‖q − ip
′‖2)eγ(Im k)+ = C∗
6|k|e
γ(Im k)+ 6
eγ(Im k)+
6
and
2pi
3|k|2 |A
+
0 (k)| =
(2|p0||k|+ |q0|)
3|k|2 6
√
γ
3|k|(2‖p‖2 + ‖q − ip
′‖2) = C∗
6|k| 6
1
6
.
Using (4.5) and estimates above we obtain
|S+(k)− 1| 6 C∗
6|k| +
C∗
6|k|e
γ(Im k)+ 6
1 + eγ(Im k)+
6
,
which yields (4.9).
We describe an analytic extension of the scattering matrix.
Proof of Theorem 1.2. i) Let λ > 0. Then for k ± i0 = (λ± i0) 13 ∈ R+ ± i0 we have the
Birman-Krein formula [BK62]
D−(k − i0)
D+(k + i0)
=
D−(k)
D+(k)
= S(k3) = S+(k), k = (λ) 13 ∈ R+,
which yields (1.11), since the functions D± are analytic in C \ {0}. Thus the S-matrix
S+(k), k > 0 has an analytic extension into the sector K+ and a meromorphic extension
into the whole complex plane C. The zeros of S+ coincide with the zeros of D− and the poles
of S+ are precisely the zeros of D+.
ii) Let λ < 0. Then for k = (λ)
1
3 ∈ eipi3R+ we have the Birman-Krein formula
D−(k1)
D+(k)
= S(k3) = S−(k), where k1 = e−i2pi3 k ∈ e−ipi3R−,
which yields (1.12), since the functions D± are analytic in C \ {0}. Later on the proof is
similar to the case i).
Using the Birman-Krein formula we estimate the determinant D−(k) in the sector K+.
Lemma 4.3. Let p, q ∈ H , and let k ∈ K+, |k| > r∗. Then
|D−(k)| 6 2
(
1 +
C∗
6|k|(1 + e
γ(Im k)+)
)
6 2 +
1
3
(1 + eγ(Im k)+). (4.10)
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Proof. Substituting estimates (4.9), (3.7) in the identity (1.11) we obtain
|D−(k)| = |D+(k)S+(k)| 6 2
(
1 +
C∗
6|k|(1 + e
γ(Im k)+)
)
6 2 +
1
3
(1 + eγ(Im k)+).
4.3. Transformations of the determinant. In Section 3 we have obtained the analytic
extension of the function D± from K± in the into C \ {0}. In order to get estimates of the
determinant in the complex plane we need new identities. Now we describe these analytic
extension of the function D± from K± into C \ {0}. In fact we construct the precise analytic
continuation in each of the domains K′±,K
′′
± given by (see Fig. 1):
K
′
+ = e∗K+, K
′′
+ = e+K+, and K
′
− = e∗K−, K
′′
− = e−K−. (4.11)
where e∗ = ei
pi
3 and e± = e±i
2pi
3 . We rewrite (2.14) in another form and determine the first
identity
Y 0+(k)− Y 0−(k) = P (k) = ckψ2(k)ψ1(k), k 6= 0, ck =
i2pi
3k2
, (4.12)
where P (k) is a rank one operator with a kernel P (k, x, y) given (2.15).
We rewrite (2.18) in another form and determine the second identity
Y 0+(k)− Y 0−(k−) = P (k+) = cke+ψ2(k+)ψ1(k+), k 6= 0. (4.13)
Thus (4.12) and (4.12) imply the third identity for Y 0+:
Y 0+(k) = Y
0
+(k
−) + P1(k), P1(k) = P (k+)− P (k−). (4.14)
We define
ψ±j (k) = ψj(k
±), Ψ2 = (e+ψ+2 ,−e−ψ−2 ), Ψ1 =
(
ψ+1
ψ−1
)
. (4.15)
Then we have
P1 = P (k
+)− P (k−) = ck
(
e+ψ
+
2 ψ
+
1 − e−ψ−2 ψ−1
)
= ckΨ2Ψ1. (4.16)
Lemma 4.4. Let p, q ∈ H , and let k ∈ C. Then
Ψ1(k)Ψ2(k) =
1
2pi
∫ γ
0
(
e+V (x, k
+) −e−e
√
3kxV (x, k−)
e+e
−√3kxV (x, k+) −e−V (x, k−)
)
dx. (4.17)
Proof. Substituting (4.15), (4.1) in the identity (1.11) we obtain
Ψ1(k)Ψ2(k) =
(
ψ+1 (k)
ψ−1 (k)
)
(e+ψ
+
2 (k),−e−ψ−2 (k))
=
1
2pi
∫ γ
0
(
e−ik
+x
e−ik
−x
)
V (x)(e+e
ik+x,−e−eik−x)dx = 1
2pi
(
e+V0(k
+) 0
0 −e−V0(k−)
)
+Ψ12(k),
and using −i(k+ − k−) = √3k we have
Ψ12(k) =
1
2pi
∫ γ
0
(
0 −e−e−i(k+−k−)xV (x, k−)
e+e
i(k+−k−)xV (x, k+) 0
)
dx
=
1
2pi
∫ γ
0
(
0 −e−e
√
3kxV (x, k−)
e+e
−√3kxV (x, k+) 0
)
dx.
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Lemma 4.5. Let p, q ∈ H , and let k 6= 0. Then
P (k+)− P (k−) + P (k) = ck
(
Ψ2(k), ψ2(k)
)(Ψ1(k)
ψ1(k)
)
, (4.18)(
Ψ1
ψ1
)
(Ψ2, ψ2) =
(
Ψ1Ψ2 Ψ1ψ2
ψ1Ψ2 ψ1ψ2
)
, (4.19)
where
ψ1(k)Ψ2(k) =
1
2pi
∫ γ
0
(e+V (x, k
+)e−
√
3e∗kx,−e−V (x, k−)e
√
3e∗kx)dx,
Ψ1(k)ψ2(k) =
1
2pi
∫ γ
0
(
e
√
3e∗kx
e−
√
3e∗kx
)
V (x, k)dx,
(4.20)
and ck =
i2pi
3k2
and e∗ = ei
pi
3 .
Proof. Substituting (4.15), (4.1) in the identity (1.11) we obtain(
Ψ1
ψ1
)
(Ψ2, ψ2) =
(
Ψ1Ψ2 Ψ1ψ2
ψ1Ψ2 ψ1ψ2
)
.
Thus we need to consider the terms Ψ1ψ2 and ψ1Ψ2, since the term Ψ1Ψ2 and ψ1ψ2 has been
studied in Lemmas 4.4 and 4.2. Substituting (4.15), (4.1) in the identity (1.11) we obtain
ψ1(k)Ψ2(k) = ψ1(k)(e+ψ
+
2 (k),−e−ψ−2 (k)) =
1
2pi
∫ γ
0
e−ikxV (x, ∂)(e+e
ik+x,−e−eik−x)dx
=
1
2pi
∫ γ
0
(e+V (x, k
+)eik(e+−1)x,−e−V (x, k−)eik(e−−1)x)dx
where i(e+ − 1) = −
√
3ei
pi
3 and i(e− − 1) =
√
3e−i
pi
3 . Similar arguments imply
Ψ1(k)ψ2(k) =
(
ψ+1 (k)
ψ−1 (k)
)
ψ2(k) =
1
2pi
∫ γ
0
(
e−i(k
+−k)x
e−i(k
−−k)x
)
V (x, k)dx.
In order to prove the main estimate (1.14) we need the following identities.
Lemma 4.6. Let p, q ∈ H , and let k 6= 0. Then the following identities hold true:
D+(k) = D−(k−) det(I + ckψ1(k+)J−(k−)ψ2(k+)), k ∈ K′+, (4.21)
D+(k) = D+(k
−) det(I + ckΨ1(k)J+(k−)Ψ2(k)), k ∈ K′′+, (4.22)
and
D+(k) = D−(k+) det
(
I + ck
(
Ψ1(k)
ψ1(k)
)
J−(e+k)(Ψ2(k), ψ2(k))
)
, k ∈ K′′−, (4.23)
where J±(k) = I − Y±(k).
Proof. 1) Let k ∈ K′+. Then k− ∈ K− and due to (4.13) we have:
D+(k) = det(I + Y
0
+(k)) = det(I + Y
0
−(k
−) + P (k+)) = D−(k−) det(I + J−(k−)P (k+))
which gives (4.21).
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2) Let k ∈ K′′+. Then k− ∈ K+ and due to (4.14) we have:
D+(k) = det(I + Y
0
+(k)) = det(I + Y
0
+(k
−) + P1(k))
= det(I + Y 0+(k
−)) det(I + J+(k−)P1(k)) = D+(k−) det(I + J+(k−)ckΨ2(k)Ψ1(k))
= D+(k
−) det(I + ckΨ1(k)J+(k−)Ψ2(k)).
3) Let k ∈ K′′−, where k+ ∈ K−. We have
Y 0+(k) = Y
0
+(k
+)− P1(k+) = Y 0−(k+) + P (k+)− P (k−) + P (k)
= Y 0−(k
+) + ck(Ψ2(k), ψ2(k))
(
Ψ1(k)
ψ1(k)
)
.
(4.24)
Then we obtain
D+(k) = det(I + Y
0
+(k)) = det
(
I + Y 0−(k
+) + P (k+)− P (k−) + P (k)
)
= det(I + Y 0−(k
+)) det
(
I + ckJ−(k+)(Ψ2(k), ψ2(k))
(
Ψ1(k)
ψ1(k)
))
= D−(k+) det
(
I + ck
(
Ψ1(k)
ψ1(k)
)
J−(k+)(Ψ2(k), ψ2(k))
)
.
which gives (4.23).
5. Estimates of the determinant on the plane
We prove the basic estimates (1.14) of D+ in the plane.
Lemma 5.1. Let p, q ∈ H , and let |k| > r∗ = max{43C∗, 1}, where C∗ = 2
√
γ
(‖q − ip′‖2 +
2‖p‖2
)
. Then
|D+(k)| 6 2 + eγ| Im k+|, k ∈ K′+, (5.1)
|D+(k)| 6 4e−γ
√
3Re k, k ∈ K′′+. (5.2)
Proof. 1) Let k ∈ K′+. Then we have k+ ∈ K′′−, k− ∈ K−. Due to (4.13) the determinant
D+(k) has the form
D+(k) = D−(k−) det(I + ckF (k)), F = F0 − F1,
F1(k) = ψ1(k
+)Y−(k−)ψ2(k+), F0(k) = ψ1(k+)ψ2(k+),
(5.3)
where ck =
i2pi
3k2
. Lemma 4.1 gives
F0(k) = ψ1(k
+)ψ2(k
+) =
V0(k
+)
2pi
. (5.4)
The resolvent estimate (2.32) and Lemma 4.1 gives
|F1(k)| 6
√
γ
2pi
‖V (·, k+)‖2‖Y−(k−)‖eγ| Im k+| 6
√
γ
2pi
v(k+)eγ| Im k
+|,
where v(k) = ‖V (·, k)‖2.
(5.5)
Combine (5.4)-(5.5) and (2.25) we obtain
|ck||F (k)| 6 |ck||V0(k
+)|
2pi
+
|ck|√γ
2pi
‖V (·, k+)‖2eγ| Im k+| 6 |ck| |k|C∗
pi
eγ| Im k
+|
6
eγ| Im k
+|
2
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since C∗
3|k| 6
1
4
. Then due to (3.7), |D−(k−)| 6 2 and (5.3) we have (5.2).
2) Let k ∈ K′′+. Then we have k+ ∈ K′− and k− ∈ K+. Due to (4.22) the determinant D+(k)
has the form
D+(k) = D+(k
−) det(I + ckF (k)), F = F0 − F1,
F0(k) = Ψ1(k)Ψ2(k), F1(k) = Ψ1(k)Y+(k
−)Ψ2(k),
Lemma 4.4 gives
F0(k) = Ψ1(k)Ψ2(k) =
1
2pi
∫ γ
0
(
e+V (x, k
+) −e−e
√
3kxV (x, k−)
e+e
−√3kxV (x, k+) −e−V (x, k−)
)
dx, (5.6)
and then
|F0(k)|M 6• 1
2pi
( |V0(k+)| √γv(k+)√
γe−γ
√
3Re kv(k+) |V0(k−)|
)
6•
|k|C∗
2pi
(
1 1
e−γ
√
3Re k 1
)
. (5.7)
Here and below for the matrix b = {bij} we define |b|M = {|bij|} and we will write:
|b|M := {|bij|},
{bij} 6• {cij} ⇔ bij 6 cij ∀ ij. (5.8)
Definition (4.15) gives
F1 = Ψ1Y+(k
−)Ψ2 =
(
ψ+1
ψ−1
)
Y+(k
−)(e+ψ+2 ,−e−ψ−2 )
=
(
ψ+1 Y+(k
−)e+ψ+2 −e−ψ+1 Y+(k−)ψ−2
ψ−1 Y+(k
−)e+ψ+2 −e−ψ−1 Y+(k−)ψ−2
) (5.9)
Then due to (2.25), (2.25) we estimate the matrix F1(k) by
|F1(k)|M 6• ‖Y+(k−)‖
√
γ
2pi
(
eγ| Im k
+|v(k+) v(k−)
eγ(Im k
−)++γ(Im k+)−v(k+) eγ| Im k
−|v(k−)
)
6•
√
γ
2pi
(
eγ| Im k
+|v(k+) v(k−)
e−γ
√
3Re kv(k+) eγ| Im k
−|v(k−)
)
6•
C∗|k|
2pi
(
eγ| Im k
+| 1
e−γ
√
3Re k eγ| Im k
−|
)
.
(5.10)
and then
|D+(k)| 6 |D+(k−)|| det(I + ckF (k))| 6 2 detG 6 4e−γ
√
3Re k,
G =
1
16
det
(
5 + eγ| Im k
+| −1
e−γ
√
3Re k 5 + eγ| Im k
−|
)
,
since C∗
3|k| 6
1
4
and | Im k+|+ | Im k−| = −√3Re k.
We estimate D+ in the most difficult case, when k ∈ K′′− and |k| > r∗.
Lemma 5.2. Let p, q ∈ H . Let |k| > r∗ and φ = arg k ∈ [pi, pi + pi6 ]. Then
|D+(k)| 6 48e−2rγ sin(pi3+φ). (5.11)
Proof. Let k = reiφ, φ ∈ [pi, pi + pi
6
]. Then k+ ∈ K−, k− ∈ K′+. We need
Im k− = −r sin(φ+ pi
3
), Im k+ = −r sin(φ− pi
3
),
(Im k−)+ + (Im k+)− = −r sin(φ+ pi3 ) + r sin(φ− pi3 ) = −r
√
3 cosφ = −√3Re k,
(Im k−)+ + (Im k)− = −r sin(φ+ pi3 ) + r sin φ = −r cos(φ+ pi6 ) = −Re kei
pi
6 .
(5.12)
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Due to (4.23) the determinant D+(k) has the form
D+(k) = D−(k+) det
(
I + ckF (k)
)
, F =
(
Ψ1
ψ1
)
(I − Y−(e+·))(Ψ2, ψ2) = F0 − F1,
where ck =
i2pi
3k2
and
F0 =
(
Ψ1
ψ1
)
(Ψ2, ψ2) =
(
Ψ1Ψ2 Ψ1ψ2
ψ1Ψ2 ψ1ψ2
)
, F1 =
(
Ψ1
ψ1
)
Y−(e+·)(Ψ2, ψ2).
From Lemmas 4.4 and 4.5 we have
F0(k) =
1
2pi
∫ γ
0
 e+V (x, k+) −e−e
√
3kxV (x, k−) e
√
3e∗kxV (x, k)
e+e
−√3kxV (x, k+) −e−V (x, k−) e−
√
3e∗kxV (x, k)
e+e
−√3e∗kxV (x, k+) −e−e
√
3e∗kxV (x, k−) V (x, k)
 dx,
where e∗ = ei
pi
3 , and then (here we use definitions (5.8) and v(k) = ‖V (·, k)‖2 )
|F0(k)|M 6•
√
γ
2pi
 v(k+) v(k−) v(k)e−√3γ Re kv(k+) v(k−) e−√3γ Re e∗kv(k)
e−
√
3γ Re e∗kv(k+) v(k−) v(k)

6•
C∗|k|
2pi
 1 1 1e−√3γ Re k 1 e−√3γ Re e∗k
e−
√
3γ Re e∗k 1 1
 6• |k|2
8pi
 1 1 1e−√3γ Re k 1 e−√3γ Re e∗k
e−
√
3γ Re e∗k 1 1
 .
Consider F1. The definitions (4.15) give
F1 =
(
Ψ1
ψ1
)
Y−(e+·)(Ψ2, ψ2)
=
ψ+1 Y+(e+·)e+ψ+2 −e−ψ+1 Y+(e+·)ψ−2 ψ+1 Y+(e+·)ψ2ψ−1 Y+(e+·)e+ψ+2 −e−ψ−1 Y+(e+·)ψ−2 ψ−1 Y+(e+·)ψ2
ψ1Y+(e+·)e+ψ+2 −e−ψ1Y+(e+·)ψ−2 ψ1Y+(e+·)ψ2
 . (5.13)
Then Lemma 4.1 and the estimate (2.32) give
|F1(k)|M 6• C∗|k|
2pi
 eγ| Im k+| eγ(Im k+)++γ(Im k−)− eγ(Im k+)++γ(Im k)−eγ(Im k−)++γ(Im k+)− eγ| Im k−| eγ(Im k−)++γ(Im k)−
eγ(Im k)++γ(Im k
+)− eγ(Im k)++γ(Im k
−)− eγ| Im k|

and then
|F1(k)|M 6• |k|
2
8pi
 eγ| Im k+| 1 eγ(Im k)−e−γ√3Re k eγ| Im k−| e−γ Re kei pi6
eγ(Im k
+)− 1 eγ| Im k|
 .
Thus
|ckF |M 6• 1
6
 1 1 1e−√3γ Re k 1 e−√3γ Re e∗k
e−
√
3γ Re e∗k 1 1
+ 1
6
 eγ| Im k+| 1 eγ(Im k)−e−γ√3Re k eγ| Im k−| e−γ Re kei pi6
eγ(Im k
+)− 1 eγ| Im k|

6
1
3
 eγ| Im k+| 1 eγ(Im k)−e−γ√3Re k eγ| Im k−| e−γ Re kei pi6
eγ(Im k
+)− 1 eγ| Im k|
 .
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These estimates imply
| det(I + ckF )| 6 8(4/3)3eγ(| Im k+|+| Im k−|+| Im k|). (5.14)
Here we have for k = reiφ:
| Im k−|+ | Im k+|+ | Im k| = −2r(
√
3
2
cosφ+ 1
2
cosφ) = −2r sin(pi
3
+ φ). (5.15)
Substituting estimates (5.14) and (3.7) into the identity D+(k) = D−(k+) det
(
I+ ckF (k)
)
we
obtain (5.11).
6. Proof of main theorems
6.1. Asymptotics of the counting function. Proof of Corollary 1.4. Define the entire
function F (k) = D+(k)k
m. Let N (r) be the number of zeros of an analytic function F in the
disc |k| < r counted with multiplicity. Recall the Jensen’s formula for F :∫ r
0
N (t, F )
t
dt =
1
2pi
∫ 2pi
0
log |F (reiϑ)|dϑ− log |F (0)|. (6.1)
Let N (r) = N (r, F ). Let f(reiϑ) = log |D+(reiϑ)|. We take Jensen’s formula (6.1) at 2r
and r > r∗ and take a difference we obtain∫ 2r
r
N (t)
t
dt =
1
2pi
∫ 2pi
0
(
log |F (2reiϑ)| − log |F (reiϑ)|
)
dϑ
=
1
2pi
∫
T
(log |D+(2reiϑ)| − log |D+(reiϑ)|)dϑ+m log 2
(6.2)
Then substituting inequalities |D+(k)| 6 48e2γr for all |k| > r∗ from Theorem 1.4 into the
last integral we get
N (r) log 2 6
∫ 2r
2
N (t)
t
dt 6 2 log 48 + 6γr +m log 2, (6.3)
which yields (1.4).
Proof of Corollary 1.5. We discuss the determinant D+(k), k ∈ K+, when the coefficients
(p, q) ∈ H . In this case due to Proposition 2.1 the operator R0(k)−R(k) ∈ B1, which yields
the identity
1
3k2
D′+(k)
D±(k)
= TrR0(k)V R(k) = Tr(R0(k)−R(k)), k ∈ K+. (6.4)
Recall that this fact is well-known for large class of operators.
We need also the well known result about the Hadamard factorization. The function
kmD+(k) is entire, of exponential type, and denote by (kn)
∞
n=1 the sequence of its zeros 6= 0
(counted with multiplicity), so arranged that 0 < |k1| 6 |k2| 6 . . . . Then we have
D+(k) =
C
km
ebk lim
r→∞
∏
|kn|6r
(
1− k
kn
)
e
k
kn , C = lim
k→0
kmD+(k) 6= 0, (6.5)
for some b ∈ C and integer m, where the product converges uniformly in every bounded disc.
This gives
D′+(k)
D+(k)
= −m
k
+ b+
∑
n>1
k
kn(k − kn) , k ∈ K+, (6.6)
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where the sum converges uniformly on compact subsets of C \ {0, kn, n > 1}. Collecting all
these identities we obtain (1.19).
The identity (1.11) gives the standard formula
S+(k) =
D+(k)
D+(k)
= e−2iφsc(k), k > 0,
where φsc is defined by (1.18). Differentiating this identity we obtain
S+(k)
′ = −2iφ′sc(k)S+(k) =
(
D
′
+(k)
D+(k)
− D
′
+(k)
D+(k)
)
S+(k)
and substituting (6.6) we obtain (1.20).
7. Appendix
In this section we consider the scattering amplitude and for simplicity we assume that p = 0.
We consider the ”approximation” of the scattering amplitude. For three order operators it
is not simple problem. We show that the second term A+1 (k) in (7.1) still is not a ”good”
approximation.
Recall that due to (4.5), (4.7) we have that the S-matrix for k > 0 has the form
S+(k) = 1− 2pii
3k2
(
q0
2pi
−A+1 (k)
)
, A+1 (k) = ψ1(k)Y+(k + i0)ψ2(k), k > 0. (7.1)
Here the coefficient q0
2pi
corresponds to the so-called Born term. It is a first approximation of
the scattering amplitude.
Consider the next term A+1 . Using the identity Y+ = Y 0+− Y 0+Y+ we rewrite A+1 in the form
A+1 = T − T˜ , T = ψ1(k)Y 0+(k + i0)ψ2(k),
T˜ = ψ1(k)Y
0
+(k + i0)Y+(k + i0)ψ2(k).
(7.2)
Here T is the second approximation of A+1 and T˜ is the third approximation.
Consider the second term T . Let t = x− y. From (7.2), (4.1) we obtain the decomposition
T(k) =
1
2pi
∫∫
R2
e−ik(x−y)q(x)R0+(k + i0, t)q(y)dxdy = T1(k) + T2(k),
T1(k) =
1
2pi
∫∫
t>0
e−iktq(x)R0+(k + i0, t)q(y)dxdy.
• Consider the function T1. Then from (2.8) we get
T1(k) =
i
6pik2
∫∫
t>0
e−iktq(x)q(y)(eitk + e+eitke+)dxdy
= ω
∫∫
t>0
q(x)q(y)(1 + e+e
itζ)dxdy = ω
(
f+(0) + e+f+(ζ)
)
, ζ = (e+ − 1)k,
where ω = i
6pik2
and f+(0) is a constant and
f±(ζ) =
∫∫
±t>0
q(x)q(y)eitζdxdy,
e+ − 1 =
√
3eipi−i
pi
6 , ζ = (e+ − 1)k ∈ S = {arg z ∈ [pi − pi
6
, pi +
pi
6
]}.
(7.3)
RESONANCES OF THIRD ORDER DIFFERENTIAL OPERATORS 23
We consider large ζ and let |ζ | → ∞. Here we have two cases
firstly, if ζ ∈ S ∩ C−, then |f+(ζ)| → +∞;
secondly, if ζ ∈ S ∩ C+, then f+(ζ) = o(1).
• Consider the function T2. We have
T2(k) =
1
2pi
∫∫
t<0
e−iktq(x)R0+(k + i0, t)q(y)dxdy =
= −e−ω
∫∫
t<0
q(x)q(y)eitk(e−−1)dxdy = −e−ω
∫∫
t<0
q(x)q(y)eitζe∗dxdy = −e−ωf−(e∗ζ),
where e∗ = ei
pi
3 and e∗ζ ∈ C−. Thus we deuce that the function f−(e∗ζ) → 0 as |k| → ∞.
Thus combine these two cases we obtain
T (k) = ω(f+(0) + e+f+(ζ)− e−f−(e∗ζ)),
f−(e∗ζ) = o(1), f+(ζ)→
{
0 as arg k ∈ [0, pi/6]
∞ as k ∈ arg k ∈ [pi/6, pi/3]
(7.4)
as k ∈ K+ and |k| → ∞. Then we deduce that T (k) = ω(f+(0) + o(1)) as |k| → ∞ and
arg k ∈ [0, pi/6], i.e., it does not go to ∞. Thus S-matrix for the operator H has more
complicated structure than for Schro¨dinger operators, since the first term A0 and even the
second term T do not give information about the resonances.
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