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Abstract
In a number of his recent papers Karl Gustafson has outlined the similarities between the Antieigenvalue
Theory he founded and several ﬁnite dimensional matrix optimization theorems for positive matrices arising
in statistics. In this paper, we will show how the techniques that the author and Karl Gustafson have used
for computation of antieigenvalues can also be applied to prove and generalize these matrix optimization
theorems in statistics. We will primarily focus on two techniques which we have used in antieigenvalue
computations in recent years. These two techniques are a two nonzero component property for certain
class of functionals, and converting the matrix optimization problems in statistics to a convex programming
problem. Indeed, these two techniques allow us to generalize some of the matrix optimization problems
arising in statistics to strongly accretive operators on ﬁnite or inﬁnite dimensional Hilbert spaces.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Given an operator T on a Hilbert space H , the ﬁrst antieigenvalue of T , μ1(T ), is deﬁned by
Gustafson (see [1,4]) to be
μ1(T ) = inf
Tf /= 0
Re(Tf, f )
‖Tf ‖‖f ‖ . (1)
The quantity μ1(T ) is also denoted by cos T (or cosR T ) and is called the cosine (or the real
cosine) of T . Definition (1) is equivalent to
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μ1(T ) = inf
Tf /= 0
‖f ‖=1
Re(Tf, f )
‖Tf ‖ . (2)
Obviously,μ1(T )measures themaximum turning capability of T . The quantityμ1(T ) has impor-
tant applications in Numerical Analysis techniques such as steepest descent optimization method.
Formore information about the application ofμ1(T ) to numerical analysis (see [4]). A vectorf for
which the inf in (1) is attained is called an antieigenvector of T . Antieigenvectors for symmetric
positive definite matrices occur in pairs, and for general operators, a similar phenomenon is
(approximately) seen . The ﬁrst total antieigenvalue of an operator T is deﬁned to be
|μ1|(T ) = inf
Tf /= 0
|(Tf, f )|
‖Tf ‖‖f ‖ = infTf /=0‖f ‖=1
|(Tf, f )|
‖Tf ‖ . (3)
A vector for which the inf in (3) is attained is called a total antieigenvector of T . The “angle”
between a pair of operators T and S can be measured by looking at quantities
μ1(T , S) = inf
T x /= 0,Sx /= 0
Re(Tf, Sf )
‖Tf ‖‖Sf ‖ (4)
and
|μ1|(T , S) = inf
T x /= 0,Sx /= 0
|(Tf, Sf )|
‖Tf ‖‖Sf ‖ . (5)
We call μ1(T , S) the joint antieigenvalue for T and S, and |μ1|(T , S) is called the joint total
antieigenvalue for T and S.
Statisticians have been dealing with similar optimization problems in areas such as statistical
efﬁciency and canonical correlations. Statisticians have generally taken variational approaches to
treat these matrix optimization problems. In a variational approach one differentiates the quan-
tities involved to arrive at an “Euler Equation” and then solves the Euler Equation to obtain the
minimizing or maximizing vectors. Although Gustafson obtained an Euler Equation for the ﬁrst
antieigenvectors (see [4]), the resulting Euler Equation is hard to solve for an arbitrary operator
T . Therefore, to extend Gustafson’s result for positive operators to other types of operators we
developed other techniques. One of these techniques is the two nonzero component lemma which
we will discuss in the next section. Another technique is converting an antieigenvalue problem
to a convex programming problem. In the latter approach the problem is reduced to ﬁnding the
minimumof a convex function on the numerical range of an operator (which is a convex set). Let us
remind the reader that the numerical rangeW(S) of an operator S isW(S) = {(Sx, x) : ‖x‖ = 1}.
Throughout this paper we denote the boundary of W(S) by W(S). The following are some of
the properties that W(S) possesses:
1. W(S) is convex.
2. The closure of W(S) contains the spectrum σ(S) of S.
3. If S is normal, then the closure of W(S) is the convex hull Coσ(S) of σ(S).
4. If S = S1 ⊕ S2, then W(S) = Con(W(S1),W(S2)), the convex hull of W(S1) and
W(S2).
5. Suppose l is a straight line in the complex plane x + iy such that l is a line of support of
W(S) with W(S) below and to the left of l. If λ is the x-intercept of this line and φ is
the acute angle that l makes with the x-axis, then λ is the upper bound of the spectrum of
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the operator ReS + cot φImS where ReS = 12 (S + S∗) and ImS = 12i (S − S∗) are real and
imaginary parts of S, respectively.
6. Suppose l is a straight line in the complex plane x + iy such that l is a line of support of
W(S) with W(S) below and to the right of l. If λ is the x-intercept of this line and φ is
the acute angle that l makes with the x-axis, then λ is the lower bound of the spectrum of
the operator ReS + cot φImS where ReS = 12 (S + S∗) and ImS = 12i (S − S∗) are real and
imaginary parts of S, respectively.
2. The two nonzero component lemma
In computing antieigenvalues and antieigenvector the author has taken advantage of a two
nonzero component property in his previous work (see [5, 11–13]). Although this property is
implicitly used in all of the papers just cited, here we refer to it as the two nonzero component
lemma for the ﬁrst time.
Lemma1 (The twononzero component lemma).Let l+1 be the set of all sequenceswith nonnegative
terms in the Banach Space l1, i.e., l
+
1 = {t = (ti)l1, ti  0}. Let F(x1, x2, . . ., xm) be a function
from Rm to R. Assume gk(t) = ∑ cki ti for (cki )l+1 , t ∈ l+1 , and 1  k  m. Then the minimizing
vectors for the function F(g1(t), g2(t), . . ., gm(t)) on the convex set C = {(ti)l+1 :
∑
ti = 1}
have at most two nonzero components.
A geometric proof for this lemma in the ﬁnite dimensional case is implicit in the proof of
Theorem 5.1 in [5]. Using the notations in Lemma 1, in Theorem 5.1 of [5] we had the speciﬁc
function F(g1, g2) =
√
g1√
g2
, g1(t) = β1t1 + β2t2 + β3t3 and g2(t) = |λ1|2t1 + |λ2|2t2 + |λ3|2t3
(here we have replaced v1, v2, v3 in Theorem 5.1 of [5] with t1, t2, t3, respectively, to compare the
situation with Lemma 1). Also, an analytical proofs for Lemma 1 above is implicit in the proof
of Theorem 2.2 in [11] for the function speciﬁc functions F(g1, g2) = x1√x2 with g1(t) =
∑
βiti
and g2(t) = ∑ |λi|2ti (please note there is a harmless error in expression (2.18) in [11]. In that
expression we must have t1, t2, . . ., tn instead of t21 , t
2
2 , . . ., t
2
n ). What make the geometrical and
analytical proofs of the lemma in these special cases possible are the following two facts: First,
the convexity of the set C = {(ti)l+1 :
∑
ti = 1}. Second, a special property that the functions
F(g1(t),g2(t)) involved possess. Ifwe setD(t1, t2, t3, . . .) = F(g1(t), g2(t)), then all restrictions
of the formD(t1, t2, . . ., ti−1, 0, ti+1, . . .)ofD(t1, t2, t3, . . .)have the samealgebraic formasD(t1,
t2, t3, . . .) itself. For example if D(t1, t2, . . ., tn) = β1t1+β2t2+···+βntn|λ1|2t1+|λ2|2t2+···+|λ3|2t3 (this is the function
appearing in the proof of Theorem 2.2 in [11]), then we have D(0, t2, . . ., tn) = β2t2+···+βntn|λ2|2t2+···+|λ3|2t3
which has the same algebraic form as D(t1, t2, . . ., tn) = β1t1+β2t2+···+βntn|λ1|2t1+|λ2|2t2+···+|λ3|2t3 . Indeed, for any
j , 1  j < n; all restrictions of the function D(t1, t2, . . ., tn) = β1t1+β2t2+···+βntn|λ1|2t1+|λ2|2t2+···+|λ3|2t3 obtained
by setting an arbitrary set of j components of D(t1, t2, . . ., tn) equal to zeros have the same
algebraic form as D(t1, t2, . . ., tn). Obviously, not all functions have this property. For instance,
for the functionG(t1, t2) = 2t1 + t1t2,G(t1, 0) = t1,which does not have the same algebraic form
as G(t1, t2). To avoid repetitions in our papers, we will not present a separate proof for Lemma
1 here. Instead, we note that the proof of this Lemma is embedded in the proof of Theorem 2.2
of [13]. There, one can redeﬁne the function D(t1, t2, . . ., tn) or D(t1, t2, t3. . .) (depending on
the dimension) to be F(g1(t), g2(t), . . ., gm(t)) where F, g1, g2, . . ., gm are as outlined in the
statement of Lemma 1. With this change the proof of Lemma 1 is obtained.
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3. The minimizing vectors for the products of Rayleigh quotients
Rao has pointed out the importance of ﬁnding the minimizing vectors for the products of
Rayleigh quotients in multivariate analysis in the computation of homologous canonical varieties
in studying the relations between two sets of homologous measurements (see [9,10]). Let A, and
B be two positive operators on a separable complex Hilbert space H . Let C be a symmetric
operator on H . A Rayleigh quotient of C over A and B is a quotient of the form
(Cx, x)
(Ax, x)
1
2 (Bx, x)
1
2
, (6)
where xH . Regarding the minimizing vectors for the Rayleigh quotient in the case of ﬁnite
dimensional matrices A, B, and C which are simultaneously diagonalizable with respect to an
orthogonal bases , the authors in [9] note that “there can be solutions of the form x = aei + bej ,
where the ei and ej are eigenvectors.” However, the authors have not provided explicit formulas for
the coefﬁcientsa andb in terms eigenvalues ofA,B, andC.Also, theyhavenot found theminimum
value for (6) in terms of eigenvalues of A, B, and C. In [2,3] the connection between Antieigen-
vectors and minimizing vectors for the Rayleigh quotient were ﬁrst recognized and discussed by
Gustafson.Herewewill ﬁnd explicit expression for the coefﬁcients a and b in terms of eigenvalues
ofA,B, andC. In this sectionwewill apply the two nonzero component lemma to extend the prob-
lem of computingminimizing vectors of Rayleigh quotients to operatorsA,B, andC on an inﬁnite
dimensional Hilbert space. In the process we will also ﬁnd explicit formulas for components of
the minimizing vectors and the minimum value of (6) in terms of the eigenvalues of A, B, and C.
Theorem 1. Let A, and B be two positive operators on a separable complex Hilbert space H.
Let C be a symmetric operator on H. Suppose A,B, and C are simultaneously diagonaliz-
able with respect to an orthogonal bases with eigenvalues {αi}, {βi}, and {λi}, respectively. Let
Ei = E(αi) = E(βi) = E(λi) be the eigenspace corresponding to αi, βi, and λi. Let Pi be the
orthogonal projection on Ei. For each vector f let zi = Pif. If f is a minmizer with ‖f ‖ = 1
for the Rayleigh quotient
(Cf, f )
(Af, f )
1
2 (Bf, f )
1
2
,
then we have one of the following cases: (1) Only one of the vectors zi, is nonzero. i.e., ‖zi‖ = 1,
for some i, and ‖zj‖ = 0 for j /= i. In this case we have
ν1(A,B,C) = inf (Cf, f )
(Af, f )
1
2 (Bf, f )
1
2
= λi√
αiβi
. (7)
(2) Only two of the vectors zi and zj are nonzero and the rest of are zero. i.e., ‖zi‖ /= 0, ‖zi‖ /= 0
and ‖zk‖ = 0 if k /= i and k /= j. In this case we have
‖zi‖2 = λjαiβj + λjβiαj − 2λiαjβj
λiαjβi − 2λiαjβj + λjβiαj + λiαiβj + λjαiβj − 2λjαiβi (8)
and
‖zj‖2 = λiαjβi + λiαiβj − 2λjαiβi
λiαjβi − 2λiαjβj + λjβiαj + λiαiβj + λjαiβj − 2λjαiβi (9)
Furthermore
ν1(A,B,C) = 2
√
(λjβi − λiβj )(λiαj − λjαi)
(αiβj − βiαj ) . (10)
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Proof. Direct computations show that
ν21 (A,B,C) = inf∑∞
i ‖zi‖2=1
(∑∞
i=1 λi‖zi‖2
)2
(∑∞
i=1 αi‖zi‖2
) (∑∞
i=1 βi‖zi‖2
) . (11)
Let ti = ‖zi‖2. Then
ν21 (A,B,C) = inf
(∑∞
i=1 λiti
)2
(∑∞
i=1 αiti
) (∑∞
i=1 βiti
) (12)
on the convex set
C = {(ti)l+1 :
∑
ti = 1}
Now by the two nonzero component lemma, the minimizing vector t for (12) has either one or two
nonzero components. First, if for the minimizing vector t we have ti /= 0 and tj = 0, i /= j then
(7) is obtained. Second, if the minimizing vector t for (12) has two nonzero components ti and
tj (and the rest of the components are zero) then the problem is reduced to ﬁnding the minimum
of the function
(λi ti + λj tj )2
(αi ti + αj tj )(βi ti + βj tj ) (13)
on the line segment ti + tj = 1, 0  ti  1. An application of the Lagrange Multiplier show that
we must have
ti = λjαiβj + λjβiαj − 2λiαjβj
λiαjβi − 2λiαjβj + λjβiαj + λiαiβj + λjα1βj − 2λjαiβi (14)
and
tj = λiαjβi + λiαiβj − 2λjαiβi
λiαjβi − 2λiαjβj + λjβiαj + λiαiβj + λjα1βj − 2λjαiβi (15)
Now (10) is obtained by substituting (14) and (15) in (13). 
4. Statistical efﬁciency
Consider the linear model y = Xβ + e where y is an n-vector which consists of n random
samplings of a random variable Y and where X is X = [X1,X2, . . .,XP ] with 2p  n. Each Xk
is a column vector of size n and X′X = 1P . β is a p-vector composed of p unknown nonrandom
parameters to be estimated. Furthermore, e is an n-vector of random errors in observing y. It is
usually assumed thatE(e) = 0,Cov(e) = σ 2T , where T is a positivematrix and rankX = r  p
(see [2,3,8,10,14]). If βˆ is an ordinary least square estimator (OLSE) and β∗ is the best linear
unbiased estimator (BLUE), then the relative efﬁciency of βˆ is
RE(βˆ) = |Cov(β
∗)|
|Cov(β)| =
1
|X′TX||X′T −1X| , (16)
where |X′TX| and |X′T −1X| denote the determinants of X′TX and X′T −1X, respectively.
Assuming λ1 < λ2 < λ3 < · · · < λn are the n eigenvalues of T , the following lower bound
for RE(βˆ) is well known, e.g., see [3,14].
RE(βˆ) = inf
X′X=1P
1
| X′TX||X′T −1X| =
p∏
i=1
4λiλn−i+1
(λi + λn−i+1)2 . (17)
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In this section we will generalize this inequality to the case of strongly accretive operators on a
Hilbert space H .
The expression 1|X′TX||X′T −1X| is unitarily invariant because for any unitary operator U , we
have
(UX)′(UT U ′)(UX) = X′TX
and
(UX)′(UT −1U ′)(UX) = X′T −1X.
Therefore, for positive operators, we will assume from the start that both T and X are written
with respect to the bases for which T is diagonal. Hence, the minimizing vectors that we will
ﬁnd are unique up to multiplication by a unitary matrix. That is, if X∗ is a minimizing vector
for inf 1|X′TX||X′T −1X| so is UX
∗ for any unitary operator U . In the following theorem we will
ﬁnd the inf in (16) for a general positive operator (ﬁnite or inﬁnite dimensional) over matrices
X of rank one (i.e., vectors X). Notice that if X is a vector, then inf 1|X′TX||X′T −1X| becomes
inf‖x‖=1 1(T x,x)(T −1x,x) . To compare the situation with the case of antieigenvalues and higher
antieigenvalues we will deﬁne 1(T) as follows:
1(T) = inf‖x‖=1
1
(T x, x)(T −1x, x)
.
Theorem 2. Assume λ1  λ2  λ3  · · · are eigenvalues of a selfadjoint operator T on an inﬁ-
nite dimensional Hilbert space. Let Ei = E(λi) be the eigenspace corresponding to λi. Let Pi be
the orthogonal projection on Ei. For each vector x let zi = Pix. If x is a minimizer with ‖x‖ = 1
then we have one of the following: (1) Only one of the vectors zi, is nonzero. i.e., ‖zi‖ = 1, for
some i, and ‖zj‖ = 0 for j /= i. In this case 1(T) = 1. (2) Only two of the vectors zi and zj are
nonzero and the rest of then are zeros, i.e., ‖zi‖ /= 0, ‖zi‖ /= 0 and ‖zk‖ = 0 if k /= i and k /= j .
In this case we have
‖zi‖2 = 1
2
,
‖zj‖2 = 1
2
,
1(T) =
4λiλj
(λi + λj )2 .
Proof. Theproblembecomesminimizing 1
(
∑
λi ti)
(∑( 1
λi
ti
)) on the convex setC = {t : ∑ ti = 1}.
By the two nonzero component lemma the minimizing vector z has no more than two non-
zero components. If only one component, say zi , is nonzero, we trivially have 1(T) = 1. If
‖zi‖ /= 0, ‖zj‖ /= 0 and ‖zk‖ = 0 for k /= i and k /= j , then we must minimize
1
(λi ti + λj tji)
(
1
λi
ti + 1λj tj
) (18)
over the convex set ti + tj = 1, 0  ti  1. By applying Lagrange Multipliers we can see that
that (18) has a minimum for ti = tj = 12 on the set ti + tj = 1, 0  ti  1. Substituting values
ti = tj = 12 in (18) yields 1(T) = 4λiλj(λi+λj )2 . 
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Fig. 1.
Remark 1. Gustafson and others have given alternative proofs for Theorem 2 by solving the
Euler Equation for antieigenvectors. See [2] and the references therein.
Unfortunately, in the case of a general positive operator on an inﬁnite dimensionalHilbert space
we can not easily identify a pair of subscripts i and j for which 1(T) = 4λiλj(λi+λj )2 . This is more
or less the same type of challenge we encounter when we compute the antieigenvalue of a normal
operator on an inﬁnite dimensional Hilbert spaces. However, in [13] using a convex programing
technique we settled this question for the case of normal matrices on ﬁnite dimensional spaces.
Indeed, based on our convex programming approach, in [13] we developed an easy algorithm
for computing higher antieigenvalues and higher antieigenvectors. In the following theorem we
will also apply a convex programing technique to prove (17) for positive matrices on ﬁnite
dimensional spaces. This technique also allows us to develop a simple algorithm for ﬁnding
components X1, X2, . . ., Xp of the minimizing matrix X = [X1, X2, . . ., Xp].
Theorem 3. If T is a positive operator on a ﬁnite dimensional space with eigenvalues λ1 < λ2 <
λ3 < · · · < λn, Then
inf
X′X=1p
1
|X′TX||X′T −1X| =
p∏
i=1
4λiλn−i+1
(λi + λn−i+1)2 .
Proof. First, let us ﬁndminimizing matrices of rank one withX′X = 1 for 1|X′TX||X′T −1X| . This is
equivalent to ﬁnding the minimizing vectors x, with ‖x‖ = 1, for the quantity 1
(T x,x)(T −1x,x) . Let
S = T + iT −1, then S is normal because T is self-adjoint. Also, since T is a ﬁnite dimensional
self-adjoint matrix,W(S) is a polygonwith vertices at (λi, 1λi ). Hence, the problem is converted to
minimizing the function f (x, y) = 1
xy
on the convex set W(S). The minimum of f (x, y) = 1
xy
on W(S) is where a level curve 1
xy
= a of f (x, y) just touches one point of W(S) (without
entering inside W(S)). Equivalently, the minimum is equal to 1
a
, where a is the largest number
for which a member of the family y =
(
1
a
)
1
x
touches just one point of W(S) (see Fig. 1).
Assume the minimum is occurred on the edge connecting
(
λi,
1
λi
)
to
(
λj ,
1
λj
)
. Direct compu-
tations show that the minimum is
4λiλj
(λi+λj )2 . From our knowledge of Antieigenvalues, we know that
we must have i = 1and j = n since 4λ1λn
(λ1+λn)2 is the square of the ﬁrst antieigenvalue and hence
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4λ1λn
(λ1+λn)2 
4λiλj
(λi+λj )2 for any i and j with 1  i  n and 1  j  n. Hence, 1(T) =
4λ1λn
(λ1+λn)2 .
Call one of the minimizing vectors minimizing vector X1. Recall that the minimizing vectors for
1
(T x,x)(T −1x,x) are unique up to multiplication by a unitary matrix (X1 is analogous to one of the
ﬁrst antieigenvectors in Antieigenvalue Theory). Notice that if T = T1 ⊕ T2, and S = T + iT −1;
then S = S1 ⊕ S2 where S1 = T1 + iT −11 and S2 = T2 + iT −12 . Hence
W(S) = co(W(S1),W(S2)).
Now, strike out the vertices
(
λ1,
1
λ1
)
and
(
λn,
1
λn
)
from W(S). Let E1 be the direct sum of the
eigenspaces that correspond to eigenvalues which are stricken out. Let E2 be the direct sum of
the eigenspaces corresponding to the remaining eigenvalues. Then T = T1 ⊕ T2, where T1 is the
restriction of T on E1 and T2 is the restriction of T on E2. Deﬁne η2(T ) = η1(T2). We then have
2(T) = inf
{
1
xy
: x + iy ∈ W(S2)
}
.
Thus
2(T) = 1(T2) =
4λ2λn−1
(λ2 + λn−1)2 .
Let X2 be one of the minimizing vectors for 1
(T2x,x)(T
−1
2 x,x)
(X2 is analogous to one of the sec-
ond antieigenvectors in Antieigenvalue Theory). Deﬁne ηi(T ) inductively and we have ηi(T ) =
4λiλn−i+1
(λi+λn−i+1)2 for i  p. Call the minimizing vector Xi . If X = [X1, X2, . . ., Xp], we have
1
|X′TX||X′T −1X| =
p∏
i=1p
1
(T Xi,Xi)(T −1Xi,Xi)
=
p∏
i=1
4λiλn−i+1
(λi + λn−i+1)2 
The quantity 1(T) = inf‖x‖=1 1(T x,x)(T −1x,x) equals the minimum of the function f (x, y) =
1
xy
on the convex set W(S), where S = T + iT −1, even when T is not a ﬁnite-dimensional
self-adjoint operator. However, in this case W(S) is not necessarily a polygon. The following
theorem shows how to compute 1(T) for some strongly accretive operators on a ﬁnite or inﬁnite
dimensional Hilbert space. An operator T on a Hilbert Space is called strongly accretive if
Re(Tf, f ) > 0 for any vector f .
Theorem 4. Let T be an operator such that both T and T −1 are strongly accretive. Let S =
T + iT −1. If 1(T) = inf‖x‖=1 1Re(T x,x)Re(T −1x,x) , then 1(T) = maxt>0
(
4t
λ2t
)
, where λt is the
upper bound for the spectrum of T − tT −1.
Proof. Let W(S) be the numerical range of the operator S = T + iT −1. The convexity of W(S)
implies that the minimum of f (x, y) = 1
xy
on W(S) is the smallest value of a for which the
level curve 1
xy
= a of f (x, y) just touches one point of W(S). Equivalently, the minimum of
f (x, y) = 1
xy
on W(S) is the smallest value of a for which the graph of y =
(
1
a
)
1
x
touches just
one point W(S) (see Fig. 2).
The shapes of the graphs of the family of functions y =
(
1
a
)
1
x
indicate that if a member of this
family touches one point of the W(S), it does so at the northeast portion of W(S). We deﬁne
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Fig. 2.
the northeast portion of W(S) to be the arc 
 AB on W(S) with the following properties. The
line of support ofW(S)which passes throughA is vertical andW(S) is to the left of it. The line of
support of W(S) which passes through B is horizontal and W(S) is below it (see Fig. 2). Assume
that l is an arbitrary line of support of W(S) that touches W(S) at one point, then W(S) below
and to the left of l. If λ is the x-intercept of such a line and φ is its inclination angle, then λ is the
upper bound for the spectrum of T + cot φT −1. Hence if cot φ = −t , then λ will be a function
of t , which we call λt . The equation of l is y =
(−1
t
)
(x − λt ). We ﬁrst ﬁnd the minimum of
f (x, y) = 1
xy
on such a line. To ﬁnd the minimum of
f (x, y) = 1
xy
(19)
on the line
y =
(−1
t
)
(x − λt ), (20)
we ﬁnd the smallest value of a for which the graph of y =
(
1
a
)
1
x
touches just one of the graph
of y =
(−1
t
)
(x − λt ). At the point of contact, the graph of the touching curve and the graph of
the line are tangent. If c is the x component of the point of contact, then we must have −1
ac2
= −1
t
and 1
ac
=
(−1
t
)
(c − λt ). By solving the last two equations for a and c we obtain c = λt2 and
a = 4t
λ2t
. This shows η1(T )  max
(
4t
λ2t
)
. To show the equality, assume that a member of the
family y =
(
1
a
)
1
x
, say y =
(
1
a0
)
1
x
touches 
 AB at point C. Let l0 be the line that is tangent
to that member of y =
(
1
a
)
1
x
, at C and let t0 = cot φ0, where φ0 is the acute angle between l0
and x-axis. Also, let λt0 be the point of intersection of l0 with the x-axis. Repeating the previous
computations yields a0 =
(
4t0
λ20
)
. This implies 1(T) = maxt>0
(
4t
λ2t
)
. 
In [6], Liu introduced a new efﬁciency criteria based on the following two inequalities for a
symmetric matrix T (see also [2]):
0  |X
′T 2X − (X′TX)2|
|(X′TX)2|  max(i,j)
p∏
k=1
(λi(k) − λj(k))2
4λi(k)λj (k)
, (21)
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0  |X
′TX − (X′T −1X)−1|
|(X′T −1X)−1|  max(i,j)
p∏
k=1
(
λi(k) − λj(k)
)2
4λi(k)λj (k)
(22)
for X = [X1, X2, . . ., XP ], X′X = 1P , 2p  n where the maximum of each is over all possible
partial matchings (i(k), j (k)) of (1, 2, . . ., n) in p pairs, the kth pair being denoted (i(k), j (k)).
We have changed the notations here to match the notations used in other parts of this paper.
We can use the two nonzero component lemma as well as the convex programing method to
prove and generalize these inequalities to operators on inﬁnite dimensional Hilbert spaces. We
only prove and generalize (21). The proof and generalization of (22) is similar.
For p = 1, we have |X′T 2X−(X′TX)2||(X′TX)2| = (T
2x,x)−(T x,x)2
(T x,x)2
. Let us deﬁne δ1(T ) by
δ1(T )
‖x‖=1
= sup (T
2x, x) − (T x, x)2
(T x, x)2
.
Theorem 5. Let T be a positive operator and assume λ1  λ2  λ3· · · are eigenvalues of T .
Let Ei = E(λi) be the eigenspace corresponding to λi. Let Pi be the orthogonal projection on
Ei. For each vector x let zi = Pix. If x is a minimizer with ‖x‖ = 1 then we have one of the
following: (1) Only one of the vectors zi, is nonzero. i.e., ‖zi‖ = 1, for some i, and ‖zj‖ = 0 for
j /= i. In this case δ1(T ) = 0. (2) Only two of the vectors zi and zj are nonzero and the rest of
them are zeros. i.e., ‖zi‖ /= 0, ‖zi‖ /= 0 and ‖zk‖ = 0 if k /= i and k /= j. In this case we have:
‖zi‖2 = λj
λi + λj ,
‖zj‖2 = λi
λi + λj ,
δ1(T) = (λi − λj )
2
4λiλj
.
Proof. The problem becomes maximizing
∑
λ2i ti−
∑
(λi ti )
2∑
(λi t)
2 on the convex set
C =
{
t :
∑
ti = 1
}
.
The maximizing vectors of the positive function
∑
λ2i ti−
∑
(λi ti )
2∑
(λi t)
2 are the same as the minimizing
vectors of function
∑
(λi t)
2∑
λ2i ti−
∑
(λi ti )
2 on C. By the two nonzero component lemma, the problem is
thus reduced to minimizing.
(λi ti + λj tj )2
λ2i ti + λ2j tj − (λi ti + λj tj )2
(23)
over the convex set ti + tj = 1, 0  ti  1, for some i and some j . By applying the Lagrange
Multipliers we can see that the minimum of (23) on the convex set is attained for ti = λjλi+λj and
tj = λiλi+λj . If we substitute
λj
λi+λj and
λi
λi+λj respectively for ti and tj in (23), we get
4λiλj
(λj−λi)2 .
Therefore we have δ1(T ) = (λi−λj )
2
4λiλj
. 
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In the following theorem we will also apply a convex programing technique to prove (21) for
positive matrices on a ﬁnite dimensional space. This technique allows us to develop a simple algo-
rithm for ﬁnding components X1, X2, . . ., Xp of the maximizing matrix X = [X1, X2, . . ., Xp].
Theorem 6. If T is a positive operator on a ﬁnite dimensional space with eigenvalues λ1 < λ2 <
λ3 < · · · < λn, Then
sup
X′X=1
|X′T 2X − (X′TX)2|
|(X′TX)2| = max(i,j)
p∏
k=1
(
λi(k) − λj(k)
)2
4λi(k)λj (k)
.
Proof. First we ﬁnd the maximizing matrices of rank one, with X′X = 1, for |X′T 2X−(X′TX)2||(X′TX)2| .
This is equivalent toﬁnding themaximizingvectorsx,with‖x‖ = 1 for the quantity (T 2x,x)−(T x,x)2
(T x,x)2
.
Note that maximizing vectors for (T
2x,x)−(T x,x)2
(T x,x)2
are minimizing vectors for (T x,x)
2
(T 2x,x)−(T x,x)2 Let
S = T + iT 2, then S is normal since T is self-adjoint. Also, since T is a ﬁnite dimensional self-
adjoint matrix, W(S) is a polygon with vertices at (λi, λ2i ). Hence, the problem is converted to
minimizing the function
f (x, y) = x
2
y − x2 (24)
on the convex set W(S). The minimum of f (x, y) = x2
y−x2 on W(S) is where a level curve
x2
y−x2 = a of f (x, y) just touches one point of boundary W(S) (without entering inside W(S)).
Equivalently, the minimum of f (x, y) = x2
y−x2 on W(S) is where a member of the family of
parabolas y =
(
1 + 1
a
)
x2 just touches one point of W(S) (see Fig. 3).
To ﬁnd the minimum of f (x, y) = x2
y−x2 on W(S), assume the minimum occurs on the line
segment connecting vertices (λi(1), λ2i(1)) and (λj (1), λ
2
j (1)). The equation of this line segment is
y = (λi(1) + λj(1))(x − λi(1)) + λ2i(1) (25)
Substituting y from (25) in (24) gives us
F(x) = x
2
(λi(1) + λj(1))(x − λi(1)) + λ2i(1) − x2
. (26)
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If we set F ′(x) = 0 and solve it for x, we obtain x = 2λi(1)λj (1)
λj (1)+λi(1) . Now substituting
2λi(1)λj (1)
λj (1)+λi(1)
for x in (26) will give us F
(
2λi(1)λj (1)
λj (1)+λi(1)
)
= 4λi(1)λj (1)
(λj (1)−λi(1))2 . Thus
sup
‖x‖=1
(T 2x, x) − (T x, x)2
(T x, x)2
= 1
F
(
2λi(1)λj (1)
λj (1)+λi(1)
) = (λj (1) − λi(1))2
4λi(1)λj (1)
.
Call the maximizing vector X1(X1 is analogous to the ﬁrst antieigenvector in Antieigenvalue
Theory). Notice that if T = T1 ⊕ T2, and S = T + iT 2; then S = S1 ⊕ S2 where S1 = T1 + iT 21
and S2 = T2 + iT 22 . Therefore,
W(S) = co(W(S1),W(S2)).
Now, strike out the vertices (λi(1), λ2i(1)) and (λj (1), λ
2
j (1)) from W(S). Let E1 be the direct sum
of the eigenspaces that correspond to eigenvalues which are stricken out and E2 be the direct sum
of the eigenspaces corresponding to the remaining eigenvalues. Then T = T1 ⊕ T2, where T1 is
the restriction of T on E1 and T2 is the restriction of T on E2. Deﬁne δ2(T ) = δ1(T2). We then
have
δ2(T) = sup
{
y − x2
x2
: x + iy ∈ W(S2)
}
.
Thus
δ2(T) = δ1(T2) = (λj (2) − λi(2))
2
4λi(2)λj (2)
.
Let the maximizing vector be X2 (X2 is analogous to the second antieigenvector in Antieigen-
value Theory). Deﬁne ηi(T ) inductively, and we have ηk(T ) = (λj (k)−λi(k))
2
4λi(k)λj (k)
for k  p. Call the
maximizing vector Xk . If X = [X1, X2, . . ., Xp], we have
|X′T 2X − (X′TX)2|
|(X′TX)2| =
p∏
k
(T 2Xk,Xk) − (T Xk,Xk)2
(T Xk,Xk)2
= max
(i,j)
p∏
k=1
(
λi(k) − λj(k)
)2
4λi(k0λj(k)
 (27)
Theorem 7. If T is a positive operator on a ﬁnite dimensional space with eigenvalues λ1 < λ2 <
λ3 < · · · < λn, Then
sup
X′X=1
|X′T 2X − (X′TX)2|
|(X′TX)2| =
p∏
k=1
(λk − λn−k+1)2
4λkλn−k+1
(28)
and
sup
X′X=1
|X′TX − (X′T −1X)−1|
|(X′T −1X)−1| =
p∏
k=1
(λk − λn−k+1)2
4λkλn−k+1
. (29)
Proof. We will show that for each k maximum of the expressions (λi(k)−λj(k))
2
4λi(k)λj (k)
is attained when
i(k) = k and j (k) = n − k + 1. It will sufﬁces to show this for k = 1 only because the proof
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for other values of k is similar. To see this, note that (λn−λ1)
2
4λ1λn
=
(λn−λ1)2
(λn+λ1)2
4λ1λn
(λn+λ1)2
= 1−μ21(T )
μ21(T )
. However,
μ21(T ) = 4λ1λn(λ1+λn)2 
4λi(1)λj (1)
(λi(1)+λj(1))2 for any i(1) and j (1)with 1  i(1)  n and 1  j (1)  n. The
last inequality holds since we know that
4λi(1)λj (1)
(λi(1)+λj(1))2 is the square of the ﬁrst antieigenvalue of
that restriction of T whose spectrum is [i(1) , j (1)], and the ﬁrst antieigenvalue of an operator is
always smaller than the ﬁrst antieigenvalue of any of its restrictions. Here we assumed without
loss of generality that i(1) < j (1). Also, 1 − μ21(T ) = (λn−λ1)
2
(λn+λ1)2 
(λj (1)−λi(1))2
(λi(1)+λj(1))2 for any i(1) and
j (1) with 1  i(1)  n and 1  j (1)  n. Hence (λn−λ1)24λ1λn 
(λi(1)−λj(1))2
4λi(1)λj (1)
for any i(1) and j (1)
with 1  i(1)  n and 1  j (1)  n. 
Remark 2. In [7], Liu and King have proved the two inequalities
0  |X′T 2X − (X′TX)2|  max
(i,j)
p∏
k=1
1
4
(λi(k) − λj(k))2
and
0  |X′TX − (X′T −1X)−1|  max
(i,j)
p∏
k=1
(
λ
1
2
i(k) − λ
1
2
j (k)
)2
.
However, they have not found explicit expressions for the subscripts i(k) and j (k) in terms of k.
Theorem 8. Let T be an arbitrary accretive operator such that ‖(Im T )x‖  b‖(Re T )x‖ for all
x and for some b  1. Let S = T + iT 2. If
δ1(T ) = max‖x‖=1
(T 2x, x) − (T x, x)2
(T x, x)2
,
then δ1(T ) = mint>0 1−4tλt4tλt , where λt is the lower bound of the spectrum of T − tT 2.
Proof. By Corollary 3.5.4 of [4] the condition ‖(ImT )x‖  b‖(ReT )x‖ implies that T 2 is accre-
tive as well. Therefore, if W(S) is the numerical range of the operator S = T + iT 2, then W(S)
is a bounded convex set in the ﬁrst quadrant. The maximizing vectors for (T
2x,x)−(T x,x)2
(T x,x)2
, with
‖x‖ = 1, are the same as the minimizing vectors for its reciprocal (T x,x)2
(T 2x,x)−(T x,x)2 , with ‖x‖ = 1.
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So, the problem is reduced to ﬁnding the minimum of the function f (x, y) = x2
y−x2 on W(S).
Because W(S) is convex, the minimum of f (x, y) = x2
y−x2 on W(S) is the smallest value of a
for which the level curve x
2
y−x2 = a of f (x, y) touches just one point of W(S). Equivalently,
the minimum of f (x, y) = x2
y−x2 on W(S) is the smallest value of a for which the graph of
y =
(
1 + 1
a
)
x2 touches just one point of W(S) (see Fig. 4).
The shapes of the graphs of the family of functions y =
(
1 + 1
a
)
x2 indicate that if a member
of this family touches one point of W(S), it does so at the northwest portion of W(S). We
deﬁne the northwest portion of W(S) to be the arc 
 BC with the following properties. The
line of support of W(S) which passes through C is vertical and W(S) is to the right of it. The
line of support of W(S) which passes through B is horizontal and W(S) is below it. Assume
that l is an arbitrary line of support of W(S) that touches 
 BC at one point, then W(S) below
and to the right of l . If λ is the x-intercept of such a line and φ is its inclination angle, then
λ is the lower bound of the spectrum of of T + cot φT −1. Hence if cot φ = t , then λ will be a
function of t , which we call λt . The equation of l is y = ( 1t )(x − λt ). We ﬁrst ﬁnd the minimum
of f (x, y) = f (x, y) = x2
y−x2 on such a lines. To ﬁnd the minimum of
f (x, y) = x
2
y − x2 (30)
on the line
y =
(
1
t
)
(x − λt ), (31)
we ﬁnd the smallest value of a for which the graph of y =
(
1 + 1
a
)
x2 touches just one of the
graph of y =
(
1
t
)
(x − λt ). At the point of contact, the graph of the touching curve and the
graph of the line are tangent. If c is the x component of the point of contact, then we must
have and 2
(
1 + 1
a
)
c = 1
t
and
(
1 + 1
a
)
c2 =
(
1
t
)
(c − λt ). By solving the last two equations for
a and c we obtain c = 2 λt and a = 4tλt1−4tλt . This shows δ1(T )  max
(
4tλt
1−4tλt
)
. To show the
equality, assume that a member of the family, say y =
(
1 + 1
a0
x2
)
touches 
 BC at point F .
Let l0 be the line that is tangent to that member of y =
(
1 + 1
a
)
x2, at F and let t0 = cot φ0,
where φ0 is the acute angle between l0 and x-axis. Also, let λt0 be the point of intersection
of l0 with the x-axis. Repeating the previous computations yields a0 = 4t0λt01−4t0λt0 . This implies
inf‖x‖=1 (T x,x)
2
(T 2x,x)−(T x,x)2 = maxt>0 4tλt(1−4tλt ) and hence δ1(T ) = mint>0 1−4tλt4tλt . 
5. Conclusion
We have explained and extended two key techniques of the Antieigenvalue Theory. These are
two-component nature of antieigenvectors, and the use of convex programing methods. Gener-
alizations of known results for positive matrices to arbitrary selfadjoint and strongly accretive
operators are obtained. Some earlier known results are obtained or significantly improved here
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by new proofs using these two techniques. For further citations about antieigenvalue techniques
in statistics see review [3].
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