ABSTRACT We deal with the problem of detecting frequent items in a stream under the constraint that items are weighted, and recent items must be weighted more than older ones. This kind of problem naturally arises in a wide class of applications in which recent data is considered more useful and valuable with regard to older, stale data. The weight assigned to an item is, therefore, a function of its arrival timestamp. As a consequence, whilst in traditional frequent item mining applications we need to estimate frequency counts, we are instead required to estimate decayed counts. These applications are said to work in the time fading model. Two sketch-based algorithms for processing time-decayed streams have been recently published independently near the end of 2016. The Filtered Space Saving with Quasi-Heap (FSSQ) algorithm, besides a sketch, also uses an additional data structure called quasi-heap to maintain frequent items. Forward Decay Count-Min Space Saving (FDCMSS), our algorithm, cleverly combines key ideas borrowed from forward decay, the Count-Min sketch and the Space Saving algorithm. Therefore, it makes sense to compare and contrast the two algorithms in order to fully understand their strengths and weaknesses. We show, through extensive experimental results, that FSSQ is better for detecting frequent items than for frequency estimation. The use of the quasi-heap data structure slows down the algorithm owing to the huge number of maintenance operations. Therefore, FSSQ may not be able to cope with high-speed data streams. FDCMSS is better suitable for frequency estimation; moreover, it is extremely fast and can be used in the context of high-speed data streams and for the detection of frequent items as well, since its recall is always greater than 99%, even when using an extremely tiny amount of space. Therefore, FDCMSS proves to be an overall good choice when considering jointly the recall, precision, average relative error and the speed.
I. INTRODUCTION
In streaming applications we deal with a data stream σ which consists of a sequence of n items drawn from a universe set U. We assume, without loss of generality, that the number of distinct items in σ is D (i.e., U = {1, 2, . . . , D}). The nature of items is strictly dependent on the particular application: indeed, items can be IP addresses, graph edges, points, numbers etc. When the stream size n is reasonably small, an application can store all of the items. However, in typical streaming applications it is generally assumed that n is so large that the items can not be stored and must instead be processed upon their arrival: just one pass over the data stream is allowed. The interested reader may refer to [1] , a comprehensive survey of streaming algorithms.
We are interested in the problem of mining frequent items in a data stream. Frequent items, also called heavy hitters, have been extensively studied and investigated as witnessed by the huge number of papers published on this interesting topic. Informally, the problem requires determining those items in a stream occurring most frequently. From a practical perspective, given a user's support threshold φ, this entails finding all of the items in the input stream whose frequency exceeds φn. In the literature, the problem is also referred to as market basket analysis [2] , hot list analysis [3] and iceberg query [4] , [5] .
Mining frequent items is important not only from a theoretical perspective, but also for its many practical applications, e.g. analysis of web logs [6] , computational and theoretical linguistics [7] and the analysis of network traffic [8] - [10] .
In order to formally state the problem, let f i be the frequency of the item i ∈ U (i.e., its number of occurrences in the stream σ ), f = (f 1 , . . . , f m ) the frequency vector, 0 < φ < 1 a support threshold and ||f || 1 the 1-norm of f (i.e., the total number of occurrences of all of the stream items). Then, an approximate solution to the problem requires determining all of the items i such that f i > φ||f || 1 . Moreover, letting 0 < < 1 (with < φ) denote the tolerance on the error committed, an algorithm must not return any item i such that f i ≤ (φ − )||f || 1 .
Different algorithms for detecting frequent items have been designed, and can be broadly classified as being either counter or sketch based. In practice, the main difference lies in the data structure used. Counter-based algorithms are deterministic and exploit a fixed number of counters, used to keep track of the items. In this context, a counter is an object storing at least the identity of an item and its associate estimated frequency. The minimum number of counters required to track all of the possible frequent items, expressed as a function of the support threshold φ is 1/φ. However, taking into account the error bound tied to the tolerance, the minimum number of counters required is 1/ > 1/φ. Sketch-based algorithms are randomized and provide a probabilistic guarantee. The sketch data structure is usually a bi-dimensional array of cells. Each cell contains a counter variable and stream items are mapped, through pairwise independent hash functions, to their corresponding cells in the sketch.
We deal with the specific streaming model we have described so far. It is commonly referred to in the literature as either cash register or strict turnstile model [1] ; in particular, only insertions are allowed (i.e., the weight associated to an item can only be positive). The more general turnstile model, also allows deletions (i.e. items with a negative weight).
Misra and Gries [11] designed the first sequential, counter-based algorithm. Interestingly, this algorithm was independently rediscovered more than twenty years later by both Demaine et al. [8] (this algorithm is now known as the Frequent algorithm) and Karp et al. [12] . Among the other counters-based algorithms it is worth recalling here Sticky Sampling, Lossy Counting [13] and Space Saving [14] , which is widely regarded as the best algorithm in this class. Regarding sketch-based algorithms, notable examples are CountSketch [6] , Count-Min [15] , Group Test [16] , and hCount [17] .
The need to accelerate the processing of large datasets led to the design and development of many parallel algorithms. The message-passing based algorithms described in [18] , [19] , and [20] provide parallel versions of Frequent and Space Saving. Shared-memory algorithms have also been designed, including parallel versions of Frequent [21] , Lossy Counting [22] , and Space Saving [23] - [25] . Novel shared-memory algorithms are described in [26] . GPU (Graphics Processing Unit) based parallel algorithms include [27] , [28] .
In this paper, we deal with the problem of detecting frequent items in a stream under the constraint that items are weighted, and recent items must be weighted more than former items. This kind of problem naturally arises in a wide class of applications in which recent data is considered more useful and valuable with regard to older, stale data. The weight assigned to an item in the stream is therefore a function of the item's arrival timestamp. As a consequence, whilst in traditional frequent item mining applications we need to estimate frequency counts (i.e., the weight of an item is unitary and the corresponding model is the so-called strict turnstile), we are instead required to estimate decayed counts. These applications are said to work in the time fading model. A different model, called sliding window model [1] , [29] has been proposed and investigated as well.
In the time fading model [30] - [32] , freshness of more recent items is achieved by fading the estimated frequency of older items. A decaying factor 0 < λ < 1 is used to compute an item's decayed count (or decayed frequency) by means of a decay function assigning greater weight to more recent elements. By using an appropriate decay function, the older an item is, the lower its decayed count shall be. A commonly used decay function provides exponential decay, i.e., the weight of an item occurred n time units in the past is set to λ n , which is an exponentially decreasing quantity.
Two sketch-based algorithms for mining frequent items in time-decayed streams have been recently proposed and published independently near the end of 2016. The Filtered Space Saving with Quasi-Heap (FSSQ) algorithm [33] , besides a sketch, also uses an additional data structure called Quasi-Heap to maintain frequent items. Forward Decay Count-Min Space Saving (FDCMSS) [34] , our algorithm, cleverly combines key ideas borrowed from forward decay [35] , the Count-Min sketch and the Space Saving algorithm. Therefore, it makes sense to compare and contrast the two algorithms in order to fully understand their strengths and weaknesses with regard to frequency estimation, detection of frequent items and speed.
In order to formally state the problem we are dealing with, we need the following definitions. We assume a stream with discrete time steps labeled as 0, 1, 2, 3, . . . and only one item i arrives at time step t = 1, 2, 3, . . ..
Definition 1 (Exponentially Decayed Count of an Item):
Given a time decaying factor 0 < λ < 1, the exponentially decayed count of an item i at time t is C t (i) 
The rest of this paper is organized as follows. We describe the FSSQ and FDCMSS algorithms respectively in Section II and III. We compare and contrast the two algorithms from a theoretical perspective in Section IV, and present experimental results in Section V. We draw our conclusions in Section VI.
II. THE FSSQ ALGORITHM
As its name suggests, the FSSQ algorithm is heavily inspired by the Filtered Space Saving algorithm [36] , which uses a bitmap data structure to filter unfrequent items and a list of monitored items to keep track of frequent items. Instead, FSSQ uses a traditional Count-Min based sketch data structure with width w and depth d to filter unfrequent items, and a data structure called Quasi-Heap containing m nodes to monitor frequent items. The Quasi-Heap is still based on the notion of heap property for a min-heap, i.e., the key value of a node must be less than or equal to the keys of its children nodes. However, in a Quasi-Heap the heap property is relaxed and does not need to always hold. For instance, if two nodes are swapped the data structure is not maintained as usual by means of the standard heapify function. The aim is to avoid running an heapify operation whose worst-case computational complexity when run on m nodes is O(log m). The Quasi-Heap therefore postpones sorting operations when the decayed count of an existing item is increased; of course, this may result in an inconsistent heap, i.e., the heap property may be violated by some nodes. The delayedSorting function, whose pseudocode is shown as Algorithm 1, executes heapify on the Quasi-Heap with the aim of identifying the node whose key is minimum.
A counter object c related to an item stores the item's identity c.item, its decayed count c.cnt, error c.error and update time c.ut. Additionally, assuming that c is not a leaf node, the boolean flag c.delay determines whether or not after updating the node the rest of the operations in delayedSorting must be executed: if the delayed flag of an item is not marked, then its count must be the minimum count of its subtree (cfr. [33, Lemma 1] ); otherwise, the heap property may be violated. In this case, the function is recursively called on both the children nodes of c and, if the decayed count of the root node is larger than the children, the root node is swapped with its child node whose decayed count is smaller. In the case of identical decayed counts, the root node is swapped with its child only when the child has larger estimated error.
In practice, instead of running heapify for maintenance of the heap structure, items are simply marked as delayed since they are the old items in the Quasi-Heap. Upon arrival of a new item, delayedSorting runs heapify on the delayed nodes, starting from the root. 
Algorithm 1 FSSQ Delayedsorting
if c is a leaf node then 6: return 7: FSSQ-delayedSorting(the left node of c, t) 8: FSSQ-delayedSorting(the right node of c, t) 9: let sml be the smaller of the two child nodes 10: if (c.cnt > sml.cnt) OR (c.cnt = sml.cnt AND sml.error > c.error) then 11: swap c and sml; sml.delay ← 1 12: c.delay ← 0 Each cell in the sketch data structure stores a decayed count and the latest update time. The sketch dimensions d and w are initialized as follows: letting 0 < δ ≤ 1 be a probability of failure, d = ln δ is the number of rows in the sketch and w = e/ the number of columns.
Assuming that the number of distinct items in the stream σ is D ≤ n, the sketch cells are updated using d pairwise independent hash functions h 1 , . . . , h d , where
FSSQ works as shown in the pseudocode of Algorithm 2. For each incoming item i with timestamp t, if the item is in the Quasi-Heap its error, decayed count and update time are updated as needed. The delay flag is also set. Otherwise (the item is not in the Quasi-Heap), the algorithm determines whether the Quasi-Heap is full or not.
If the Quasi-Heap is not full, a new node c is created to store the item i and the item error, decayed count and update time are set respectively to zero, one and t. The delay flag is set to false. Then, the node is inserted into the Quasi-Heap, with the insertion maintaining the heap property. Otherwise, the delayedSorting operation is invoked on the root node, and the sketch cells corresponding to the item i are updated. Then, the algorithm determines est, which is the minimum decayed count among the d cells in the sketch that have been just updated. If est is greater than the decayed count of the if i is tracked by Qh then 3: let c be the node monitoring i 4: c.error ← c.error
else i is not tracked by Qh
if Qh is full and r is the root node of Qh then 7: FSSQ-delayedSorting(r, t)
8:
if est > r.cnt then 13: for j = 1 to d do 14 :
r.item ← i 17:
else Qh is not full 19: create a new counter c 20: c.item
insert and maintain c in Qh root node r, the sketch is updated again, considering the item monitored by the root node. Then, the root node is updated as well, and the identity of its monitored item is changed to reflect the fact that the node is now tracking the item i. Moreover, the root node delay flag is set to true and its update time is set to t.
Frequent items are retrieved by posing a query to the Quasi-Heap. For frequency estimation, if an item is not in the Quasi-Heap, then the sketch is queried as in Count-Min.
III. THE FDCMSS ALGORITHM
FDCMSS cleverly combines key ideas borrowed from forward decay, the Count-Min sketch and the Space Saving algorithm. We begin by noting that, even though FDCMSS is based on the concept of forward decay instead of backward decay, which is used in FSSQ, we can nonetheless compare the algorithms owing to the fact that backward and forward exponential decay coincide [35] . In the following, we provide a description of FDCMSS based on backward exponential decay; details related to forward decay can be found in [34] . FDCMSS uses an augmented sketch data structure, in which each cell contains a Space Saving stream summary with two counters. The key idea is to work as in the Count-Min sketch algorithm, but to rely on the Space Algorithm 3 Space Saving Update Require: S, a stream summary; j, an item; w, the weight of item j Ensure: a stream summary S containing frequent items 1: procedure SpaceSavingUpdate(S, j, w)
if j is monitored then 3: let c l be the counter monitoring j 4:
else 6: if there is a counter c r which is not monitoring any item then 7: c r .i ← j x ← λ −t i compute the decayed weight of item i and update the sketch 3: count ← count + x update the total decayed count of the stream 4:
SpaceSavingUpdate(S, i, x)
Saving stream summary to allow for simultaneous better frequency estimation and tracking of frequent items. Therefore, FDCMSS does not need any additional data structure to keep track of frequent items. We now describe how FDCMSS works.
FDCMSS initializes its sketch data structure s[x, y] by setting the dimensions d and w as follows: d = ln 1/δ is the number of rows in the sketch and w = e 2 the number of columns.
Each of the sketch cells available stores a Space Saving stream summary, i.e., a data structure S with two counters c 1 and c 2 . Given a counter c j , j = 1, 2, let c j .i and c j .f be respectively the counter's item and its estimated decayed count. We use d pairwise independent hash functions h 1 , . . . , h d , where
into w cells, and initialize the count variable, representing the total decayed count of all of the items in the stream (see Definition 2) to zero.
The sketch is updated upon arrival of an item i with timestamp t i ; the corresponding pseudo-code is shown as Algorithm 4. We compute x, the forward decayed weight of the item, and increment count by x. Then, the d cells in which the item is mapped to by the corresponding hash functions are for i = 1 to d do 4: for j = 1 to w do 5:
let c 1 and c 2 be the counters in S, and c m the counter with maximum decayed count 7: c m ← argmax(c 1 , c 2 )
return R updated by using the well-known Space Saving item update procedure (shown as Algorithm 3).
To retrieve the frequent items, a query can be posed to the sketch. Let t be the query time. The query, shown in pseudocode as Algorithm 5, initializes R, an empty set, and then it inspects each of the cells in the sketch. For a given cell, we determine c m , the counter in the data structure S with maximum decayed count. We compare the decayed count with φ×count. If the decayed count is greater, we pose a point query for the item c m .i, shown in pseudo-code as Algorithm 6. If p, the returned value, is greater than φ × count, then we insert in R the pair (c m .i, p).
The point query for an item j returns its estimated decayed count. We inspect each of the d cells in which the item is mapped to by the corresponding hash functions, to determine the minimum decayed count of the item. In each cell, if the item is stored by one of the Space Saving counters, we set answer to the minimum between answer and the corresponding counter's decayed count. Otherwise (none of the two counters monitors the item j), we set answer to the minimum between answer and the minimum decayed count stored in the counters. Finally, we return answer.
From the previous discussion it is clear that our algorithm also solves the decayed count estimation problem for arbitrary items. Indeed, given an item, it suffices to pose a point query for that item.
IV. THEORETICAL COMPARISON
In this Section, we compare FSSQ and FDCMSS from a theoretical perspective. We begin by analyzing the worst case computational complexity. For FSSQ with m nodes in the Quasi-Heap and a sketch of dimensions d and w, the delayedSorting function requires in the worst case O(m), because it may traverse the entire tree. Assuming that searching for an item in the Quasi-Heap is done by using an auxiliary hash table (incurring the expense of additional space), then the search requires O(1) constant time; otherwise, it requires O(m) time since the heap property does not provide any useful information and one must check both subtrees of every node. answer ← ∞ 3:
let c 1 and c 2 be the counters in S 6:
if j == c 1 .i then 7: answer ← min(answer, c 1 .f ) 8:
if j == c 2 .i then 10: answer ← min(answer, c 2 .f ) 11 :
m ← min(c 1 .f , c 2 .f ) 13: answer ← min(answer, m) bytes. The Quasi-Heap data structure stores in the worst case m nodes, and each node stores the item identity, its decayed count, error, update time and a delayed flag. We assume 4 bytes for the item identity (in our C++ implementation the item is stored as an unsigned int), 8 bytes for each of the other fields (decayed count is a double, error is a double, update time is a long) and 4 bytes for the boolean delayed flag.
Therefore, we assume a total of 32 bytes for each node. It follows that the Quasi-Heap requires 32 m bytes. Finally, the hash table data structure needed to search for an item in the Quasi-Heap requires 3m × 8 + 32m = 56 m bytes. Indeed, given m counters, 3m buckets are allocated, each storing a 8 bytes pointer to a hash table data structure which holds a key, its value and two pointers (required to navigate the bucket list in case of collisions). Given an item as key, we store as its value the corresponding pointer to a Quasi-Heap node (8 bytes). The whole structure requires 32 bytes (8 for the key, 8 for the value and 8 for each pointer). In the worst case we insert all of the m items into the hash table, each one requiring 32 bytes (the size of the hash table data structure for an element). The choice of allocating 3m buckets is arbitrary, but is commonly used in practice. There is a tradeoff between the buckets allocated and the number of collisions: the more the buckets, the less are the collisions and vice-versa. In total, FSSQ needs in the worst case 16 e ln 1 δ + 88m bytes. On the other hand, FDCMSS uses a sketch of dimensions d = ln 1/δ and w = e/(2 ) , and each cell stores 2 Space Saving counters. Each counter requires 4 bytes to track the identity of an item and 8 bytes for its decayed count (in our implementation the item is an unsigned int and the decayed count a double). Therefore, a counter requires 12 bytes and a sketch cell therefore requires 24 bytes. It follows that the space used by FDCMSS in the worst case is 12 e ln 1 δ bytes. Comparing the space required by the two algorithms, again FDCMSS proves to be better than FSSQ.
We now compare the error bounds provided by the two algorithms. For FSSQ, given the sketch dimensions d and w, the real error guaranteed by the algorithm isˆ < e/w with probability 1 − e −d (cfr. [33, Lemma 5] ). The error bound guarantee for FDCMSS is the following:ˆ < e/(2w) with probability 1 − e −d (cfr. [34, Th. 1]), and therefore, our guaranteed bound is obviously better. It follows immediately, that FDCMSS provides overall better frequency estimation than FSSQ. Indeed, we shall see in the experimental results reported in the next Section that, given the same amount of space, FDCMSS outperforms FSSQ with regard to overall accuracy, measured in terms of the mean relative error committed.
Finally, we discuss the recall of the two algorithms. Recall is the total number of true frequent items reported over the number of true frequent items given by an exact algorithm. Therefore, an algorithm is correct iff its recall is equal to 1 (or 100%). For FSSQ, recall is guaranteed iff m, the number of counters in the Quasi-Heap data structure is such that m ≥ 1/φ. For FDCMSS, we guarantee the recall with probability greater than or equal to 1 − ( 
V. EXPERIMENTAL RESULTS
We present and discuss experimental results on both synthetic and real datasets, thoroughly comparing FDCMSS against FSSQ with regard to several metrics. FDCMSS and FSSQ have been implemented in C++. Since in [33] there is no mention of the hash functions used for the sketch data structure, for fairness we use the xxhash hash function used by FDCMSS, and reuse as much as possible the same source code related to the sketch data structure. Moreover, we also implemented in FSSQ the search for an item in the Quasi-Heap by using a hash table in order to make it faster.
The source code has been compiled using the latest version of the Intel c++ compiler v17.0.4 on linux CentOS 7 with the following flags: -O3 -std=c++11. The tests have been carried out on a workstation equipped wth 64 GB of RAM and two 2.0 GHz exa-core Intel Xeon CPU E5-2620 with 15 MB of level 3 cache. The source code is freely available for inspection and for reproducibility of results contacting the authors by email.
A. SYNTHETIC DATASETS
Regarding synthetic datasets, the input distribution used in our experiments is the Zipf distribution. For each different value of n (number of items), φ (support threshold), ρ (skew of distribution), λ and budgeted memory, the algorithms have been run 20 times using a different seed for the pseudo-random number generator associated to the distribution (using the same seeds in the corresponding executions of different algorithms). For each input distribution generated, the results have been averaged over all of the runs. The input elements are 32 bits unsigned integers.
In order to provide a fair comparison of the algorithms, we make sure that the decayed frequencies computed by both algorithms are equal. To this end, we use in FDCMSS the same exponential decay function and the same λ parameter. This way, for a given input stream, the decayed counts of the input items and the set of frequent items computed by an exact algorithm are the same for both algorithms.
We compare our algorithm against FSSQ taking into account the following standard metrics: recall, precision, mean absolute error and updates per millisecond. For each metric, we plot the values (mean and confidence intervals) obtained varying n, φ, ρ, λ and the budgeted memory.
In our implementation, as already discussed in Section IV, FSSQ requires a total amount of bytes given by S 1 = 16 d 1 w 1 + 32m + 56m where d 1 and w 1 are the sketch dimensions and m is the number of nodes in the Quasi-Heap, so that 32m is the space required by the Quasi-Heap and 56m the space required by the hash table. On the other hand, FDCMSS requires S 2 = 24 d 2 w 2 bytes, where d 2 and w 2 are the sketch dimensions. We set d 1 = d 2 = 4 since this value is already enough to amplify the probability of success as needed. Therefore, FSSQ requires a number of bytes equal to S 1 = 64 w 1 + 32m + 56m, whilst FDCMSS requires S 2 = 96 w 2 bytes. Therefore, we need to equate S 1 to S 2 and to determine the correct values to be assigned to w 1 and m for FSSQ and to w 2 for FDCMSS.
Since FSSQ is based on FSS, this is achieved as explained in [36] , i.e., the space assigned to the sketch and the Quasi-Heap is the same: 64 w 1 = 32 m. It follows that m = 2 w 1 , therefore we need to compare S 1 = 64 w 1 + 32m + 56m = 240 w 1 versus S 2 = 96 w 2 . From S 1 = S 2 we derive immediately the final relation w 2 = 240/96 w 1 = 5/2 w 1 . Therefore, fixing the dimension w 1 in FSSQ we obtain immediately the corresponding values for m and w 2 that provide the same amount of budgeted memory for both algorithms.
Without the hash table, FSSQ can use more space for both its sketch and Quasi-Heap data structures; however, the speed of FSSQ, measured in terms of updates/ms, is always at least an order of magnitude worse than FDCMSS (in all of the experiments carried out, for both synthetic and real datasets), reaching at most a few hundreds of updates/ms. In practice, without the hash table FSSQ can only process relatively slow data streams; for this reason, we do not report the experimental results related to the implementation of FSSQ without the hash table.
Finally, from a practical perspective, taking into account that w 2 = 5/2 w 1 , the theoretical bound on the error related to our experiments is therefore for FSSQˆ < e/w 1 with probability 1 − e −d and for FDCMSS is the following:
< e/(2w 2 ) < e/(5w 1 ) with probability 1 − e −d , i.e., the theoretical error bound of FDCMSS is 1/5 of FSSQ. Table 1 reports the parameters' values and their default in the experiments carried out on synthetic zipf datasets.
Recall is the total number of true frequent items reported over the number of true frequent items given by an exact algorithm. Therefore, an algorithm is correct iff its recall is equal to 1 (or 100%).
Precision is defined as the total number of true frequent items reported over the total number of items reported. As such, this metric quantifies the number of false positives outputted by an algorithm. It follows that, from this point of view, an algorithm's precision should ideally be 1 (or 100%).
Denoting with f the true decayed frequency of an item and withf the corresponding decayed frequency reported by an algorithm, then the absolute error is, by definition, the difference f −f . The (absolute) total error is then defined as the sum of the absolute errors. Similarly, the absolute relative error is defined as f = f −f C , where C is the total decayed count of the stream, and the average relative error is derived by averaging the absolute relative errors over all of the measured decayed frequencies. Figures 1, 2, 3, 4 and 5 depict the experimental results obtained on synthetic datasets when varying respectively λ, φ, the budgeted memory space, the skew ρ and the stream size n. In our experiments related to synthetic datasets, FSSQ always reached 100% recall and precision. As shown by Figure 3a , FDCMSS requires slightly more space than FSSQ to reach 100% recall. Nonetheless, by using the default space of 64 KB, FDCMSS reaches more than 99.8% of recall, and in all of the cases in which the recall is slightly below 100%, FDCMSS loses at most one frequent item. Regarding precision, FDCMSS always reaches 100% except when the skew is low (ρ = 0.7), as shown in Figure 4b .
Regarding the average relative error (henceforth called ARE), FDCMSS clearly outperforms FSSQ, exhibiting smaller values of ARE throughout all of the experiments carried out.
Finally, FDCMSS outperforms FSSQ with regard to speed, measured in terms of updates/ms in all of the experiments in which we vary λ, φ, n and the budgeted memory space used. Regarding the experiment in which we vary the skew parameter ρ, FSSQ is faster starting from ρ = 1.7. The reason for this behaviour is strictly related to the maintenance of the Quasi-Heap data structure, i.e., the higher the skew, the lesser the number of heapify operations required. In particular, FSSQ speed depends heavily on the fraction of items which are not monitored by the Quasi-Heap and that are processed when the Quasi-Heap is full. In this case, a delayedSorting operation is required, slowing down the algorithm's execution. We have experimentally measured the number of times that the delayedSorting is invoked over the total number of updates. Table 2 reports the percentage of delayedSorting invocations with regard to the total number of updates varying the skewness of the Zipfian distribution in the case of synthetic datasets; default values have been used for all of the parameters, except when explicitly specified. The third column of the table refers to the algorithm speed. As expected, the results unequivocally point out that the speed of the FSSQ algorithm is heavily influenced by the number of invocations of delayedSorting.
Even though the updates/ms metric is the standard way to measure the performance of this kind of algorithms, for completeness we report in Figure 6 the running times of both FSSQ and FDCMSS when varying respectively λ, φ, the budgeted memory and ρ. We note here that the running time of an algorithm (in ms) is easily derived from the corresponding updates/ms value, since n, the length of the stream, is also known. Indeed, letting v be the updates/ms value, the corresponding running time is given by n/v. We report the running time in seconds, except when the running time is below one second, in which case we report it in milliseconds.
Finally, Figure 7 depicts the running time of both FSSQ and FDCMSS when varying n, the length of the stream. Therefore, this plot clearly shows the scalability of the algorithms under test. As can be seen, both algorithms scale linearly, with FDCMSS clearly outperforming FSSQ.
B. REAL DATASETS
The real datasets we used come from different domains. All of the datasets are publicly available, and two of them (Kosarak and Retail) have been widely used and reported in the data mining literature. Overall, the four datasets are characterized by a diversity of statistical characteristics, which we report in Table 3 .
1) KOSARAK
This is a click-stream dataset of a Hungarian online news portal. It has been anonymized, and consists of transactions, each of which is comprised of several integer items. In the experiments, we have considered every single item in serial order.
2) RETAIL
This dataset contains retail market basket data coming from an anonymous Belgian store. Again, we consider all of the items belonging to the dataset in serial order.
3) Q148
Derived from the KDD Cup 2000 data, compliments of Blue Martini, this dataset contains several data. The ones we use for our experiments are the values of the attribute Request Processing Time Sum (attribute number 148), coming from the ''clicks'' dataset. A pre-processing step was required, in order to obtain the final dataset. We had to replace all of the missing values (appearing as question marks) with the value of 0. to integers (since the original values were real numbers with precision of 3 decimal points). The values of the two attributes were finally concatenated. In our experiments, we read all of the values of the attribute F1, followed by all of the values of the attribute F2. Table 4 reports the parameters value and their default in the experiments carried out on the real datasets.
Regarding Kosarak, as shown by Figures 8, 9 and 10, both FSSQ and FDCMSS reach 100% precision and recall. However, FDCMSS outperforms FSSQ with regard to both ARE and speed in all of the experiments carried out. Figure 11 depicts the running time varying λ, φ and the budgeted memory.
For the Nasa dataset, as shown by Figures 12, 13 and 14, again both FSSQ and FDCMSS reach 100% precision and recall. FDCMSS outperforms FSSQ with regard to ARE, whilst FSSQ outperforms FDCMSS with regard to speed in all of the experiments carried out. Figure 15 depicts the running time varying λ, φ and the budgeted memory. As already pointed out in Section V-A, this behaviour is strictly related to the number of times that the delayedSorting is invoked over the total number of updates. In particular, Table 5 reports the percentage of delayedSorting invocations with regard to the total number of updates for all of the real datasets under test. We now analyze the results obtained for the q148 dataset, depicted by Figures 16, 17 and 18 . FSSQ always provide 100% recall, whilst FDCMSS reaches 100% recall using slightly more space than the default 64 KB as shown in Figure 18a ; its recall is 100% or slightly below 100% in all of the remaining cases. Indeed, since using the default values of λ, φ and budgeted memory FDCMSS does not provide 100% recall, it is easy to see why it does not reaches 100% recall in Figure 16a for λ = 0.99: when λ decreases there are less frequent items, and the space allowed is enough to track them. The same reasoning can be applied to the φ parameter, as shown in Figure 17a : when φ decreases, there are more frequent items and the budgeted memory is a fortiori not enough to track them. Regarding the precision, FDCMSS always reaches 100%, whilst FSSQ is below 100% in two cases, when the budgeted memory is below the default value. Regarding both ARE and speed, FDCMSS outperforms FSSQ in all of the cases. Figure 19 depicts the running time varying λ, φ and the budgeted memory.
For the retail dataset, FSSQ provides 100% recall and precision in all cases except that the precision is below 100% when the budgeted memory is 32 KB; for FDCMSS, using a default of 64 KB of space is just enough to report all of the frequent items. Therefore, FDCMSS in some cases does not reach 100% of recall when the number of frequent items increases, for instance when φ decreases. Nonetheless, FDCMSS in all of the cases loses at most one frequent item. Regarding the precision, FDCMSS always reaches 100%. As shown by Figures 20, 21 and 22 , FDCMSS outperforms FSSQ with regard to both ARE and speed in all of the cases. Figure 23 depicts the running time varying λ, φ and the budgeted memory.
VI. CONCLUSIONS
In this paper, we have compared and contrasted two recently proposed and independently published sketch-based algorithms for mining frequent items in time-decayed streams. The FSSQ algorithm, besides a sketch, also uses an additional data structure called Quasi-Heap to maintain frequent items. FDCMSS, our algorithm, cleverly combines key ideas borrowed from forward decay, the Count-Min sketch and the Space Saving algorithm. The aim was to fully understand the strengths and weaknesses of both algorithms, with regard to frequency estimation, detection of frequent items and speed.
On the basis of the experimental results, we can infer the following conclusions. FSSQ is better suitable to the detection of frequent items than to frequency estimation. The algorithm exploits the space available very well for this purpose. However, the use of the Quasi-Heap data structure appears to be more a disadvantage than an advantage with regard to the speed of the algorithm. Indeed, the number of invocations of the delayedSorting function heavily influences the speed. In particular, FSSQ may not be able to cope with high-speed data streams.
FDCMSS is better suitable for frequency estimation; moreover, it is extremely fast and can be used in the context of high-speed data streams. Even though FDCMSS does not exploit the space available as well as FSSQ, nevertheless, it can be used anyway for the detection of frequent items in the time fading model, since its recall is always greater than VOLUME 5, 2017 99%, even when using an extremely tiny amount of space. Moreover, by using slightly more space (a few additional tens of KB are enough), FDCMSS always reaches 100% recall and precision as FSSQ does, but is much faster in processing time faded streams and much less sensitive than FSSQ with regard to the input distribution (for both synthetic and real datasets). Therefore, FDCMSS proves to be an overall good choice when considering jointly the recall, precision, average relative error and the speed.
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