Abstract. We study representation theory of quantizations of Nakajima quiver varieties associated to bouquet quivers. We show that there are no finite dimensional representations of the quantizations A λ (n, ) if dim V = n is greater than 1 and so is the number of loops . We find that there is a Hamiltonian torus action with finitely many fixed points in case n ≤ 3, provide the dimensions of Hom-spaces between standard objects in category O and compute the multiplicities of simples in standards for n = 2 in case of one-dimensional framing and generic one-parameter subgroups. We establish the abelian localisation theorem and find the values of parameters, for which the quantizations have infinite homological dimension.
Suppose, that X is equipped with a Hamiltonian action of a torus T with finitely many fixed points, i.e. |X T | < ∞. Assume, in addition, that the action of T commutes with the contracting action of S. A one-parametric subgroup ν : C * → T is called generic if X T = X ν(C * ) . To a generic one-parametric subgroup ν : C * → T one can associate a category of modules over the algebra A defined above, called category O ν (A). Namely, the action of ν lifts to A and induces a grading on it, i.e. A = i∈Z A λ (n, ) i,ν . We denote Let A -mod be the category of finitely generated A-modules. Definition 1.2. The category O ν (A) is the full subcategory of A -mod, on which A ≥0,ν acts locally finitely. Example 1.3. Let g be a simple Lie algebra with Borel subalgebra b and Cartan subalgebra h. In order to fit the classical BGG category O in this framework, one needs to consider the Springer resolution X = T * (G/B) → N = X 0 of the nilpotent cone N ⊂ g. The tori are the maximal torus T ⊂ GL(V) and S := C * acting by inverse scaling on the cotangent fibers. Let µ : Z(g) → C be a central character, then the block O µ ⊂ O consists of finitely generated U(g)-modules for which U(b) acts locally finitely, U(h) semisimply and the center with generalized character µ. Pick a generic one-parameter subgroup ν(C * ) ⊂ T , s.t. b is spanned by elements with positive ν(C * )-weights. Let U(g) µ = U(g)/I µ with I µ the ideal generated by z − µ(z) for z ∈ Z(g) be the central reduction of U(g) w.r.t the central character µ. Then U(g) µ is known to be a quantization of the nilcone N . We want to compare the category O ν (U(g) µ ) with O µ . The difference in the requirements for an object M ∈ U(g) µ -mod to be in O ν (U(g) µ ) or O µ is that for the former containment Z(g) must act on M with an honest character µ, while for the latter the action of U(h) on M has to be semisimple. In case µ is regular these conditions are interchangable, i.e. one gets an equivalent category by dropping one condition and adding the other (see Theorem 1 in [Soe86] ), and, hence, the categories O ν (U(g) µ ) and O µ are equivalent.
1.2.
Category O for the quantizations of quiver varieties with Q = B . We study the Nakajima quiver variety with underlying quiver Q, which has one vertex, loops, where ∈ Z ≥0 and a one-dimensional framing. This variety admits the following description. One starts with a vector space V of dimension n and considers the space R := gl(V) ⊕ ⊕ V * , which has a natural G := GL(V) action. The identification of g := gl(V) with g * via the trace form enables to identify the cotangent bundle T * R with gl(V) ⊕2 ⊕ V * ⊕ V. Next notice that T * R is a symplectic vector space with a Hamiltonian action of G. The corresponding moment map is given by To define the Nakajima quiver variety M θ (n, ), we need to choose some character θ of G. It is known that θ an integral power of the determinant, i.e. θ = det k for some k ∈ Z.
Definition 1.5. The GIT quotient M θ (n, ) := µ −1 (0) θ−ss // θ G is called the Nakajima quiver variety with parameter θ.
The torus T = (C * ) acts on R by rescaling X 1 , . . . , X . This naturally gives rise to an action on T * R. This action is Hamiltonian and commutes with the action of G and, therefore, descends to M(n, ) and M θ (n, ). The action of s ∈ S is given by multiplication of all the components of x ∈ T * R by s −1 . Similarly, it commutes with the action of G and descends to M(n, ) and M θ (n, ).
For any θ = 0 the action of G on µ −1 (0) θ−ss is free. This implies that the variety M θ (n, ) is smooth and symplectic and is known to be a symplectic resolution of the normal Poisson variety M(n, ). We denote by ρ the corresponding map ρ : M θ (n, ) → M(n, ). It is a conical symplectic resolution.
Set R = sl(V)
⊕ ⊕ V * and let M(n, ) be the affine variety µ −1 (0)//G, where slightly abusing notation, we denote by µ the moment map for the Hamiltonian action of G on T * R.
. A direct computation shows that Φ sym (x) = Φ(x) − ζ(x), where ζ is half the character of the action of G on Λ top R. For our quiver Q with one-dimensional framing ζ(x) = sequence µ * (ξ 1 ), . . . , µ * (ξ n 2 ), where ξ 1 , . . . , ξ n 2 is some basis for g. The regularity of the sequence is equivalent to flatness of the moment map µ.
In Section 3, following the recipe of [Nak94] , [Nak98] (see also Section 2 of [BL15] ), the description of symplectic leaves of M(n, ) and slices to points on them for n = 2, 3 is obtained. One of the two nontrivial slices to M(2, ) turns out to be a hypertoric variety. The description of T -fixed points on that slice is provided.
Following the lines of [BLPW12] , we give an overview on generalities on hypertoric varieties and categories O associated to them and provide a description of category O for the slice (Proposition 4.15, Section 4).
The next section is devoted to the proof of Theorem 5.2 and the description of the locus of λ, for which the algebra A λ (2, ) has finite homological dimension (Corollary 5.3).
Then, using the construction of restriction functor introduced in [BE09] for rational Cherednik algebras (quantizations of the Hilbert scheme of points on C 2 ) and its generalization for the Gieseker scheme in [Los18] , we define a functor Res : O ν (A λ (2, )) → O ν (S λ (2, )),
where O ν (S λ (2, )) stands for the category O for the slice. This functor is exact and faithful on standard objects. It serves as the main ingredient in the proof of Theorem 6.15, which appears in Section 6.
Section 7 is dedicated to the proof of Theorem 7.4. The main ingredients required here are the results of McGerty and Nevins from [MN16] .
Let {ε 1 , . . . , ε } be the set of coordinate characters of the torus T , i.e. ε i (t 1 , . . . , t ) = t i . The weight decomposition of V with respect to η p is V = χ∈char(T ) V χ , with V χ = {v ∈ V| η p (t) · v = χ(t)v}. It follows from the system of equations (2.1) that X i (V χ ) ⊂ V χ−ε i and, similarly, the Y i 's -to Y i (V χ ) ⊂ V χ+ε i (here multiplication of characters is written additively). As im j = 0 due to the stability condition it follows from the last equation in (2.1) that im j ∈ V 0 .
Below we provide a description of the fixed points when dim(V) ≤ 3. 
, where s ∈ {1, . . . , }.
Case 3. Now dim(V) = 3. Again let the cyclic vector v 0 := im j be the first vector in the basis. Now there are the following possibilities (s, k ∈ {1, . . . , }): In each of the cases above the vectors v 0 , v 1 and v 2 are linearly independent and span V, while all the remaining X and Y coordinates of p are zero. We verify it when X s v 0 = v 1 and Y k v 0 = v 2 , the remaining cases being similar.
First, X =k and Y =s must be zero, as otherwise there would be vectors with weights different from those of v 0 , v 1 and v 2 and, therefore, linearly independent with them. For the same 
Xs
Remark 2.4. Next we show that when n = 4, = 2 the subvariety of fixed points contains a copy of the projective line
The operators below are presented in a weight basis with the first vector of weight (0, 0), the second (−1, 0), the third (0, −1) and the fourth (−1, −1), the action of the subgroup of G, preserving the weight decomposition, can only simultaneously rescale µ 1 and µ 2 . The subvariety is given by 
Remark 2.5. Both varieties M θ (1, ) and M(1, ) consist of a single point, therefore, we proceed with the case dimV = 2.
The following fact is a particular case of the result established in Section 5 of [Los17] and will be used in the proof of Theorem 6.15. Supposeν lies in the face of a chamber containing ν. Then ν restricts to an exact functor O ν (Cν(A λ (2, ))) → O ν (A λ (2, )). Moreover, there is an isomorphism of functors ν = ν • , where ν : Cν(A λ ) -mod → A λ -mod, : C ν (A λ ) -mod → Cν(A λ ) -mod and ν is the standardization functor given by Definition 1.11. This allows to study the functor ν in stages.
We start by describing the fixed points loci M θ (2, ) ν(C * ) for certain one-parameter subgroupsν : C * → T and the corresponding algebras Cν(A λ ).
Proof. The subset M θ (2, )ν (C * ) is formed by the points p = (X 1 , . . . , X , Y 1 , . . . , Y , i, j) which satisfy the system of equations (2.2) below. These equations are obtained analogously to those in (2.1) with η p standing for the composition C * ν
and η p is the same for points in the same connected component. Letη p be the one-parameter subgroup (ν, η p ) ⊂ T × G. The irreducible components of M θ (2, )ν (C * ) can be recovered as the Hamiltonian reductions of the vector space (T * R)˜η p with respect to the action of Z ηp (the centralizer of η p in G).
There are two possible cases. First, if X 1 = Y 1 = 0, it follows from (2.2) and our choice of the stability condition that the entire 2-dimensional vector space V is of weight 0 with respect to η p (t) and, hence, η p (t) = 1 0 0 1 . Such points form the fixed component
Next we treat the case when (X 1 , Y 1 ) = 0. Let v 0 ∈ im j be a cyclic vector. Notice, that since dimV = 2 and X 1 v 0 ⊂ V −dε 1 while Y 1 v 0 ⊂ V dε 1 , we must have that at least one of the operators X 1 , Y 1 is zero as well the remaining one squared. Therefore, the matrix of the nonzero operator is conjugate to 0 0 1 0 . One observes that X 1 = 0 0 1 0 and 
Indeed, X and Y now preserve the weights of weight vectors. Therefore, there are two possibilities:
(i) the vector space V = V 0 , so X = = Y = = 0 and we arrive at T * P 1 described above;
(ii) V is spanned by v 0 ∈ V 0 and v 1 ∈ V ±εs , in which case X = a Proposition 2.8. Let ν 0 and ν be the one-parameter subgroups from Theorem 2.6.
(a) We have an isomorphism of algebras
, where Z 1 , Z 2 are the fixed components for ν and A Z i µ stands for the quantization of Z i with period µ.
stands for the algebra of global sections of the filtered quantization of Z k with period i * Z k
and ρ Z k equals half of the 1st Chern class of the contracting bundle of Z k . We start with describing this bundle in our case. For the general description of tangent spaces to quiver varieties we refer to Lemma 3.10 and Corollary 3.12 in [Nak98] . The tangent bundle descends from the G-module ker β / im α, where α and β are in the following complex:
here α stands for the differential of the G-action and β is the differential of the moment map at that fixed point.
It is not hard to observe that the sequence (2.3) is equivariant with respect to the (C * ) -action with β surjective and α injective.
We proceed with verifying the assertion of (a). As every bundle over the C 2 −2 component of Z is trivial, we look at the restriction of the contracting bundle to M θ (2, − 1).
It follows from the description of the tangent bundle as the middle cohomology of the complex (2.3) that the contracting bundle descends under G-action from T * R˜η p,>0 modulo two copies of g˜η p,>0 . In our case (T * R)˜η p,>0 = H is the three-dimensional space Vec(X 1 ), while g is pointwise fixed under the action ofη p , hence, the contracting bundle descends from H.
The top exterior power of the vector bundle H descending from H under G-action is trivial, since G acts trivially on the top exterior power of H. By [Los12] , Section 5, the period of a quantization A λ (2, ) is λ − ζ, where ζ is half the character of the action of G on Λ top R. Thus the periods of the quantizations A λ (2, ) and A λ (2, − 1) are both equal to λ + 1 2 , the first claim of the proposition follows.
We verify the claim in (b) for Z 1 . There is a line subbundle L triv ⊂Ṽ with the fiber over a point p ∈ Z 1 being im j. It is trivial, since for a fixed 0 = w ∈ W one has a nowhere vanishing section j(w) ofṼ. (the algebras of twisted differential operators on projective spaces).
The next lemma provides some information on the preimages of zero underρ :
Proof. An application of the Hilbert-Mumford criterion shows (the argument is analogous to the one in Proposition 9.7.4. in [DW17] ) that p ∈ M θ (n, ) lies inρ −1 (0) if and only if on the corresponding representation there exists a filtration 0 
independent conditions on the coordinates of p ∈ρ −1 (0). The action of matrices of the form
preserves both j and the strictly upper-triangular matrices and reduces the dimension by
. Therefore, we have established that
and a straightforward computation shows that
Corollary 2.11. Assume n, > 1, then the central fiberρ
but not Lagrangian subvariety.
Remark 2.12. The T -fixed points for the action on M θ (2, ) (see Theorem 2.1) lie on
Corollary 2.14. There are no finite dimensional A λ (n, )-modules for n, > 1 and generic ν.
Proof. The support of a finite dimensional module must be 0 ∈ M(n, ) (since 0 is the only fixed point of M(n, ) for the scaling C * -action, the support is C * -stable and the module is finite dimensional). Then the support of Loc θ λ (M) must be contained inρ −1 (0) ⊂ M θ (n, ). On the other hand, due to Gabber's involutivity theorem, the support of a coherent module must be a coisotropic subvariety of M θ (n, ). However, this is impossible for dimension reasons (dim(M θ (2, )) = 6 −4 and dim(M θ (3, )) = 16 −12 > 2(6 −3) for > 1).
I would like to thank Pavel Etingof for bringing my attention to the following fact.
Remark 2.15. The resolutions ρ : M θ (n, ) → M(n, ) serve as counterexamples to Con-
is homotopy equivalent to ρ −1 (0) (via the contracting C * -action) and this variety has dimension strictly less than 3. Symplectic leaves and slices 3.1. Symplectic leaves. First we describe the symplectic leaves and slices to them for the Poisson varieties M(2, ) and M(3, ). The general description was given by Nakajima, it can also be found in Section 2 of [BL15] . In particular (Section 6 of [Nak94] or Section 3 of [Nak98] ), it was shown that
where the strata are parametrized by reductive subgroupsĜ ⊆ G and M(n, )Ĝ stands for the locus of isomorphism classes of semisimple representations, whose stabilizer is conjugate toĜ. A semisimple representation r ∈ T * R is in M(n, )Ĝ, if it can be decomposed as The third leaf in Table 1 corresponds to representations r = r 0 ⊕ r 1 ⊕ r 2 , while the fourth r = r 0 ⊕ r 1 ⊗ C 2 , the multiplicities in Table 2 are indicated in the second column therein.
Remark 3.2. Since M(2, ) has a unique symplectic leaf of codimension 2, the slice to which is an A 1 singularity the Namikawa Weyl group (see [?NamMain]) of M(2, ) is Z/2Z. As there are no symplectic leaves of codimension 2 in M(3, ), the corresponding Namikawa Weyl group is trivial. Table 2 . Symplectic leaves of M(3, ) 3.2. Fixed points on the slice. Next we study the slice taken at some point of the leaf of type 3 in Table 1 above. This slice is the quiver variety on the picture below with k, s ∈ {1, . . . , − 1, + 1, . . . , 2 − 1}. The dimension vector is (1, 1) and the framing is also one-dimensional.
Figure 1. Slice quiver with the maps corresponding to thick edges from left to right being x 1 , . . . , x −1 , y , . . . , y 2 −2 and from right to left y 1 , . . . , y −1 , x , . . . , x 2 −2 .
We consider the point p = (X = 1 0 0 −1 , X = = 0, Y k = 0, i = 0, j = 0). As the representation is semisimple, the G orbit through p in T * R is closed and slightly abusing notation we will refer to the corresponding point in M(2, ) as p as well. The slice to the symplectic leaf at p will be denoted by SL p . The description of slices as quiver varieties can be found in Section 2 of [BL15] . In our case the slice SL p is the hypertoric variety obtained from the (C * ) 2 -action on C 2 . In the basis x 1 , x 2 , . . . , x 2 −2 , i 1 , i 2 the weights are (t 
Proof. To see that (a) is true, we first notice that for (x, y, i, j) ∈ ρ −1 s (0) we have either all x k = 0 or all y s = 0 (use the Hilbert-Mumford criterion in a similar way to the proof of Lemma 2.2). In the former case the stability condition guarantees j 2 = 0 and j 1 or at least one of y s 's is nonzero. Therefore, the first equation in (3.1) below immediately implies that i 2 = 0. To see that i 1 = 0 as well, notice that the one-dimensional torus, acting on the vector space assigned to the left vertex, acts on i 1 and y s with j 1 with opposite weights. We look at the space C 2 −1 \ {0}, formed by y s 's and j 1 . The C * -action on the one-dimensional framing attached to the right vertex allows to assume j 2 = 1. Observing that the action of the remaining C * simultaneously rescales the vectors in C 2 −1 \ {0}, we recover the first CP
. Similarly, if all y s = 0, one comes up with CP 2 −2 with coordinates x k and j 2 . It remains to notice that the projective spaces have exactly one point of intersection, (x s = y k = i 1 = i 2 = 0, j 1 = j 2 = 1).
Next we verify the assertion of (b). The moment map equations considered separately for the two vertices are equivalent to (3.1)
Recall that θ = (−1, −1). Then the θ-semistable locus consists of all representations for which at least one of j 1 , j 2 is not equal to zero and
• if j 1 = 0 and j 2 = 0 there exists an i such that x i = 0;
• if j 2 = 0 and j 1 = 0 there exists a j such that y j = 0.
The formulas for the torus action below are derived from the fact that x i ∈ Hom(r 1 , r 2 ) and y i ∈ Hom(r 2 , r 1 ) are the elements above and below diagonal in the ith matrix of our quiver variety, where r = r 0 ⊕ r 1 ⊕ r 2 is the decomposition of the representation into simples.
here (t 1 , . . . , t −1 ) ∈ T and (t 1 , t 2 ) ∈ (C * ) 2 . We first notice that it is not possible for both i s and j s to be nonzero (s ∈ {1, 2}), as otherwise the second equation of (3.1) would imply all i s , j s (s ∈ {1, 2}) were nonzero and consequently t 1 = t 2 = 1, implying all x k = y c = 0, hence, contradicting the first equation of (3.1). It follows from (a) that i 1 = i 2 = 0. From the system of equalities (3.2) it also follows that we must have one of the following • x i = 0, y l+i = 0 and y i = 0 with i ∈ {2, . . . , }; • x l+i = 0 and y i = 0 with i ∈ {2, . . . , };
• all x i and all y j are zero with j 1 = j 2 = 1 and i 1 = i 2 = 0.
In each of the former two cases (3.1) reduces to either x i y +i = 0 or x +i y i = 0, then the claim of the proposition easily follows from the description of semistable points.
is a formal subscheme (formal neighborhood of the point p). We describe the intersection of the fixed point loci SL
T (the latter was found in Remark 2.7). Each fixed point (x s = 1, x =s = y j = i 1 = i 2 = j 2 = 0, j 1 = 1) on the slice with s ∈ {1, . . . , − 1} is the fixed point
Notice that these points are respectively the points (1, 0) and
T (see Remark 2.7). In case s ∈ { + 1, . . . , 2 } the fixed points on the
and
The main goal of this section is to provide a description of the category O ν (SL λ (2, )) for the slice SL p . These results will be used in the next section for the study of the category O ν (A λ (2, )). As SL p is a hypertoric variety, we use the results of [BLPW10] and [BLPW12] , where analogous categories were explicitly described in a more general setting.
We start by briefly recalling the basic definitions, notions and results (for a more detailed exposition see [BLPW10] and [BLPW12] ).
Hypertoric varieties (a brief overview).
Consider the moment map for the action of the torus K ⊂T = (C * ) n on the variety T * C n , i.e.
and K ⊂ T be the connected subtorus with Lie algebra k. Thus Λ 0 may be identified with the character lattice of T /K and W Z /Λ 0 may be identified with the character lattice of K.
Definition 4.1. The hypertoric variety associated to the triple X = (Λ 0 , η, ξ) with η a Λ 0 -orbit in W Z is M(X) := µ −1 (0) η−ss //K. Also define M 0 (X) := µ −1 (0)//K. We consider the categorical quotient in both cases. The projective map M(X) → M 0 (X) will be denoted by κ. We will denote the subspace η + V 0,R ⊂ W R by V η . The triple X = (Λ 0 , η, ξ) is called a polarized arrangement.
For a sign vector α ∈ {+, −} n define the chamber P α,0 to be the subset of the affine space V ν := {v + ν | v ∈ V 0,R } cut out by the inequalities h i ≥ 0 for all i ∈ I Λ with α(i) = + and h i ≤ 0 for all i ∈ I Λ with α(i) = −.
If P α,0 = ∅ we say that α is feasible for X and let F η be the set of feasible sign vectors. 
Observe that the 0 th graded piece is D T = C[x 1 ∂ 1 , . . . , x n ∂ n ] and define h 
The hypertoric enveloping algebra associated to Λ 0 is the ring of K-invariants
Consider a module M ∈ U -mod. For a point v ∈ W, let J v denote the corresponding maximal ideal. Then the generalized v-weight space of M is defined as
The support of M is defined by
We will use the notation U -mod Λ for M ∈ U -mod with Supp M ⊂ Λ.
Let Z(U) denote the center of U. It is not hard to show that Z(U) is the subalgebra isomorphic to the image of S[k] under the quantum comoment map (Section 3.2 of [BLPW12] ). Let λ : Z(U) → C be a central character. Notice that the isomorphism Z(U) S[k] allows to think of λ as an element of k * . We will denote by U λ := U/ ker(λ) U the corresponding central quotient. Set V λ := λ + V 0 = λ + CΛ 0 , V λ,R := λ + RΛ 0 and let Λ be a Λ 0 -orbit.
Choose a generic element ξ ∈ Λ * 0 (t/k) * , the action of ξ lifts to U and produces a grading given by U := 
The summands in the decompositions above are blocks, i.e. they are the smallest possible direct summands (see Section 4.1 of [BLPW12] for details).
Let I Λ be the set of indices i ∈ {1, . . . , n} for which h
. For a sign vector α ∈ {+, −} n define the chamber P α to be the subset of the affine space V λ := {v + λ | v ∈ V} cut out by the inequalities If P α ∩ Λ is nonempty, we say that α is feasible for Λ. We call α bounded for ξ if the restriction of ξ is proper and bounded above on P α . The set of feasible sign vectors will be denoted by F Λ , the set of bounded vectors by B ξ and the set of bounded feasible vectors by P Λ,ξ := F Λ ∩ B ξ .
Example 4.5. In case = 2, the slice SL p is the hypertoric variety obtained from the
Notice that k → Lie( T ) and the image is span((−1, 1, −1, 0),
) (the subspace of W R orthogonal to L) and we consider Λ 0 = V 0,R ∩ W Z and the central character λ : S[k] → C defined by λ(t 1 , t 2 ) = (λ,λ) forλ ∈ C. We take η = (−1, −1) to be the restriction of the character θ of G.
Then V λ is cut out in W (or V λ,R inside W R ) by the following equations:
•a 4
•a 3
•a 2 •a 5
•a 1 
This is a 2-dimensional affine subspace of W. We identify V λ with C 2 (or V λ,R with R 2 ) by choosing the origin of V λ to be the point (0, 0, −λ, −λ) and the basis u 1 := (1, 1, 0, 0), u 2 := (0, 1, 1, −1). Next we pick a one-parameter subgroup ξ = (2, 1). In caseλ ∈ Z, we have Remark 4.6. If α ∈ P Λ,ξ and ξ is a generic character then the differential of ξ attains its maximal value at a single point of P α . This point will be denoted by a α . It is the intersection of dim(V λ ) hyperplanes from We will need one more definition. 2 i 2 ), it can be also viewed as a quiver variety (see Figure 1 ). This is the toric variety M(X) for the polarized arrangement X = (Λ 0 , η, ξ). Let Λ 0 = V 0,R ∩ W Z for V 0,R = span R (u 1 , . . . , u 2 −2 ) (where the vectors u 1 , . . . , u 2 −2 are defined below) and the same character λ and same η as for = 2 above, then V λ is the affine subset of W given by
This is a 2 − 2-dimensional affine subspace of W. We choose the origin to be the point (0, . . . , 0, 0, −λ, −λ) and the basis ) is the character for the action of K on Λ top C 2 and r(ν) = (ν, ν) is the restriction.
Proposition 4.12. Pick a central character λ : Z(U) → C withλ ∈ (−∞; 1− )∪( −2; ∞),
Remark 4.13. Henceforth, unless stated explicitly otherwise, we work with λ with correspondingλ regular.
Remark 4.14. Abelian localization holds for the algebra S λ (2, ) for λ < 1 − (it is easy to see that F Λ = F Λ+rη with r ∈ Z ≥0 , so the conditions of Theorem 6.1 in [BLPW12] are met). Proof. Since Λ 0 is unimodular and X is integral, i.e. Λ ⊂ W Z , (a) follows from Remark 4.2 of [BLPW12] . To determine the sign vector α of each chamber, we first notice that ξ is maximized at one of the vertices. The vertex is formed by the intersection of 2 − 2 hyperplanes in the arrangement (see Table 4 .3). The corresponding 2 − 2 coordinates of α are derived from the decomposition of ξ in terms of the normal vectors to the 2 − 2 hyperplanes (in Table 4 .3 the direction of each normal vector η i is chosen so that the corresponding coordinate x i increases along η i ). There is a unique way to choose the polyhedral cone C α so that the dot product of any vector inside the cone with ξ is negative. The remaining two coordinates are determined by the coordinates of the vertex itself (see Tables 4.3 
and 4.3).
We proceed with verifying the assertions in (c) and (d). The appearance of S Λ γ in the composition series of Λ α is equivalent to the containment P γ ⊂ C α (see Proposition 4.15 in [BLPW12] ). This, in turn, means that the 2 − 2 coordinates of the sign vectors γ and α corresponding to the defining hyperplanes of a α coincide (here a α is the point of maximum of ξ on the chamber P α ). The result follows from the explicit description provided in Table  4 .3. , the category O ξ (S λ (2, )) is semisimple.
Proof. According to the general result on block decompositions of hypertoric categories O (see (4.1)), it is sufficient to notice that the partition of points a γ corresponding to sign vectors γ according to Λ 0 -orbits in which they lie, is the same as for corresponding sign vectors in the proposed block decompositions (see Table 4 .3). Table 3 . Multiplicities of simples in standards for = 2 left and right actions of A on grB coincide and grB is a finitely generated A-module. Such filtrations will be referred to as good.
Pick a point x ∈ M(2, ) on a symplectic leaf L. Then for the slice SL x at x we have a restriction functor (see Section 5.4 of [BL15] )
This functor is exact. λ as in the statement of the theorem there no finite-dimensional representations neither in the category S λ -mod nor the category of finitely generated modules over the corresponding quantization of the 2-dimensional slice, the type A 1 Kleinian singularity C 2 /Z 2 (see Remark 3.2), the argument is concluded by contradiction.
Similarly, we prove the following.
Theorem 5.2. Abelian localisation holds for (λ, θ) with θ < 0 and λ < − or θ > 0 and λ > − 1.
Proof. The argument is completely anagolous to the one in the proof of Lemma 5.3 in [Los18] , which can be briefly summarized as follows. The abelian localization holds for λ if and only if the natural homomorphisms for m 0 and χ = det
G,χ the A λ+(m+1)χ − A χ -bimodule, are isomorphisms. Assuming that this is not the case, there must be a nontrivial module M in the kernel or cokernel of the first or the second map. Then the support of M must be L, the closure of a symplectic leaf L. Applying the functor Res †,x to (5.1) with x ∈ L, we again get natural homomorphisms. Furthermore, since the order on the leaves is linear and L = o (otherwise M would be of finite dimension, which is impossible due to Corollary 2.11), we can pick x to be on the 2 -dimensional leaf (the one with number 3 in Table 3 .1). Since the slice SL x is the hypertoric variety SL p and abelian localization holds for the algebra S λ (2, ) for λ < − (see Remark 4.14), the restricted homomorphisms must be isomorphisms. As the module Res †,x (M) is nonzero, we obtain a contradiction.
The assertion for θ > 0 and λ > − 1 follows from the isomorphism A λ (n, ) ∼ = A −λ−1 (n, ) (see Lemma 2.1).
Corollary 5.3. If λ ∈ (−∞; − ) ∪ ( − 1; +∞), then the algebra A λ (2, ) has finite homological dimension.
Proof. Theorem 1.1 of [MN14] asserts that the derived localisation holds for λ if and only if A λ (2, ) is of finite homological dimension.
Structure of the category
The main goal of the present section is to present a proof of Theorem 6.15 and Corollary 6.16, which provide a complete description of homomorphisms between standard objects in O ν (A λ (2, )) and multiplicities of simple objects in the standard ones. In order to accomplish this goal we make an extensive use of methods and results introduced in [BLPW16] and [Los17] . A brief overview of these techniques will be given in Subsections 5.1 through 5.3 after which the section will conclude with the proof of Theorem 6.15. 6.1. Parabolic induction functor. Let ρ : X → X 0 be a conical symplectic resolution equipped with a Hamiltonian action of a torus T . Following Section 5.5 of [Los17] , introduce a pre-order ≺ λ on Hom(C * , T ), the one-parameter subgroups of T , via ν ≺ λ ν, if
The following result was established in [Los17] (see Lemma 5.8 therein).
Lemma 6.1. Consider two elements ν, ν ∈ Hom(C * , T ),
and ν is the standardization functor given by Definition 1.11. Proposition 6.2. Let X = M θ (2, ) and consider the one-parameter subgroups ν = (t
Proof. We are going to find the sufficient condition on -tuples of weights (d 1 , d 2 , . . . , d ), so that for the corresponding one-parameter subgroup ν = (t
For verifying the reverse containment it suffices to check that
Clearly, for such ν the equality
due to equality (6.4), where the action ofν(C * ) is trivial thanks to (6.3). 
We see thatf i being in A >0,ν λ imposes a i 1 > 0 for all i ∈ {1, . . . , s}, hence,f i ∈ A >0,ν λ due to (6.5), so the containment (6.1) holds for ν in place of ν.
Similarly, let g 1 , . . . , g k be the T -semiinvariant generators of the algebra C[M(2, )]
Notice that due to inequality (6.6) for allg j (lifts of g j 's, which generate A
≥0,ν and, therefore, containments (6.2) and (6.3) hold for ν in place of ν.
Finally, we put d 1 > max(d 1 , d 1 ) so that the conditions (6.1)-(6.3) all hold true simultaneously for ν = (t
Remark 6.3. Consider the pair of one-parameter subgroups ν = (t
Similarly to the argument presented in the proof of Proposition 6.2, one shows that the containments (6.1)-(6.3) hold and hence ν 0 ≺ λ ν. (S λ (2, )) Λ 0 consisting of all finitely generated S λ (2, )
Restriction functor. Following [BE09] and [Los18], we define the restriction functor
Λ 0 -modules such that
(1) h 0 = d e ν 0 (the differential of ν 0 at e = (1, . . . , 1)) acts locally finitely with eigenvalues bounded from above; (2) the generalized h 0 -eigenspaces are finitely generated over
We get an exact functor
Let h be the image of 1 under the quantum comoment map for t → ν(t)ν 0 (t) −1 . For N ∈ S λ (2, )
Λ 0 -mod denote by N fin the subspace of h-finite elements. The statement and proof of the following lemma is analogous to Lemma 6.5 in [Los18] .
Lemma 6.4. The functor • Λ 0 is a category equivalence. A quasi-inverse functor is given by N → N fin .
Finally, define
The following isomorphism of functors will be of crucial importance. It was established in Lemma 6.7 of [Los18] .
where Res is the functor O ν (C ν 0 (A λ (2, ))) → O ν (C ν 0 (S λ (2, ))) defined analogously to Res.
Remark 6.5. Let λ < 1 − . As SL ν 0 p consists of 4 − 3 points and abelian localisation holds for λ (Remark 4.14), we have C ν 0 (S λ (2, )) ∼ = C 4 −3 . The variety of fixed points of M θ (2, ) ν 0 is T * CP 1 together with the disjoint union of 2( − 1) copies of C 2 (see Remark 2.7). Arguing analogously to the proofs of Theorem 2.6 and Proposition 2.8 one checks that
Corollary 6.6. Let λ ∈ Z <0 + 1 − ∪ Z >0 + − 2, then the images of standard and simple objects in O ν (C ν 0 (A λ (2, ))) are given by
, the only difference is that Res(S ) = 0.
Proof. We show that the analog of the assertion of the corollary holds for Res in place of Res, then the result is a direct consequence of Lemma 6.1 and equality (6.7) (as ν 0 ≺ λ ν due to Remark 6.3). The standard objects of O ν (C ν 0 (A λ (2, ))) are (N s ), where N s is the one-dimensional irreducible representation of C ν (A λ (2, )) C 2 with the action given by (a 1 , . . . , a 2 ) · w := a s w for (a 1 , . . . , a 2 ) ∈ C 2 and 0 = w ∈ N s . First, let us consider i ∈ { , + 1}, then
where the map ϕ is the evaluation at points (1, 0) and (−1, 0) ∈ C 2 s , the two points on the s th copy of C 2 which are the ν 0 (C * )-fixed points with indices α k and β k on the slice (see Remark 3.4 for details). Here D(C 2 s ) stands for the algebra of differential operators on the sth copy of 2, )) ) with k as given in the statement of the corollary. In case i ∈ { , + 1}, it is analogous to check that Res( (N i )) = M α mid . This completes verification of the assertion on the images of standards.
Next we verify the assertion on the images of simples. Let M ∈ O ν (C ν 0 (A λ (2, ))), we write L ν 0 (M) for the maximal quotient of ν 0 (M) that does not intersect the highest weight subspace. Analogously to Corollary 6.8 in [Los18] , one checks that Res( Proof. We start by noticing that Corollary 6.6 implies that Res maps simple objects to semisimple, hence, the containment Res(Soc( ν i )) ⊆ Soc(Res( ν i )) follows. The reverse inclusion is a consequence of part (c), Proposition 4.15. Namely, it provides an explicit description of socles of standards in the target category, i.e.
Soc( α
Combining the above with the statement of Corollary 6.6, allows to conclude
so the nonstrict containments in every row must be equalities and the result follows.
Corollary 6.8. The socles of standards in O ν (A λ (2, )) are as follows:
(3) otherwise, if λ ∈ (−∞; 1 − ) ∪ ( − 2; +∞) is neither an integer nor a half-integer
Remark 6.9. Since Res maps simple objects to semisimple, the containment Res(Soc(M)) ⊆ Soc(Res(M)) is true for any M ∈ O ν (C ν 0 (A λ (2, )) ).
Proposition 6.10. Let λ ∈ Z <0 +1− ∪Z >0 + −2, then the support of the simple module S 1 has dimension 2 , supports of simple modules S 2 , . . . , S +1 have dimension 4 − 3, supports of simple modules S +2 , . . . , S 2 are of dimension 4 − 2.
Proof. By Theorem 1.2 in [Los17] all irreducible components of Supp(S i ) have the same dimension (the arithmetic fundamental groups are finite due to the general result of [Nam17] ).
If Res(S i ) = 0, there exists an irreducible component of Supp(S i ), containing the point p and, therefore, the symplectic leaf through it. Hence, codim Supp(S i ) in M(2, ) is equal to codim Supp(Res(S i )) in SL p . It remains to compute the dimensions of Supp(Res(S α ))'s. It follows from Proposition 5.5 in [BLPW12] that the variety Supp(S α ) is determined by the sign vector α corresponding to S α . Namely, Supp(S α ) is cut out in SL p by the equations C * ×C * = C, so, Supp(S α ) is a point.
Example 6.11. If = 2, then dim Supp(S 1 ) = 4, dim Supp(S 2 ) =dim Supp(S 3 ) = 5 and dim Supp(S 4 ) = 6.
6.3. Cross-walling functors and W-action. It was checked in Section 5 of [BLPW16] that the natural functor ι ν :
) is a full embedding. As shown in Proposition 8.7 in [BLPW16] , the functor ι ν admits both left and right adjoints to be denoted by ι We need to recall one more concept prior to formulating the property of cross-walling functors relevant for the purposes of the exposition. Let C 1 , C 2 be two highest weight categories. Consider the full subcategories C 1 ⊂ C 1 and C ∇ 2 ⊂ C 2 of standardly and costandardly filtered objects. We say that C 2 is Ringel dual to C 1 if there exists an equivalence
of exact categories. This equivalence is known to extend to a derived equivalence R :
The following result is obtained via a direct apllication of part 2 of Proposition 7.4 in [Los17] .
Proposition 6.13. The functor CW ν→−ν [2 − 3 ] is a Ringel duality functor that maps
to an action on the quantization A λ (2, ). This gives rise to the functor
, where w · ν = ν (here we consider the action of W via conjugation, i.e. w · ν = wνw −1 ). The functor Φ w maps an object N to itself with the twisted action of A λ (2, ). More precisely, a · n := (wa)n, with the ordinary action of A λ (2, ) on the r.h.s.
We conclude with an important result concerning the faithfulness of the functor Res.
Proposition 6.14. The restriction of the functor Res to O ν (A λ (2, )) is faithful.
Proof. The functor Res is exact (see Section 6.2 of [Los17] ). Since it also preserves socles of the objects in O ν (A λ (2, )) (see Corollary 6.7), it is sufficient that Res does not kill socles of standard objects to conclude that the functor is faithful (the socle of the image of a nontrivial homomorphism in O ν (A λ (2, )) is nonzero). As established in Corollary 6.6 this is the case for λ ∈ Z + 1 2 , since Res(S i ) = 0 for all i.
In case λ ∈ Z + 1 2 , we have Res(S ) = 0 (here S is the unique simple annihilated by Res as shown in Corollary 6.6), however, S does not lie in the socle of any standard object in O ν (A λ (2, )) (see Corollary 6.6).
6.4. Main theorem. The results obtained above allow to describe the Hom spaces between standards in O ν (A λ (2, ) ) .
. The nontrivial Homs between standards in O ν (A λ (2, )) are Hom( 2 −i , i+1 ) with i ∈ {0, . . . , − 1}.
All the Hom spaces are one-dimensional.
Finally, if λ ∈ (−∞; 1 − ) ∪ ( − 2; +∞) is none of the above, the category O ν (A λ (2, ) ) is semisimple.
Proof. First consider λ ∈ Z <0 + 1 − ∪ Z >0 + − 2. For convenience of the exposition the proof will be broken down into several steps.
Step 1. Notice that Soc( 2 −1 ) = Soc( 2 ) = Soc( 1 ) = 2 (Corollary 6.8). Hence, Hom( 2 , 2 −1 ), Hom( 2 , 2 ) and Hom( 2 , 1 ) do not vanish.
Step 2. Let w 0 ∈ W be the longest element and consider the functor F w 0 := Φ w 0 • CW ν→−ν . Notice that w 0 · ν = −ν and the order on the T -fixed points corresponding to −ν is in reverse to the one associated with ν. Thus the functor F w 0 is an autoequivalence on O ν (A λ (2, )) with F w 0 ( i ) = 2 −i+1 (see Proposition 6.13). Hence, we see that Hom( 2 −1 , 1 ) = Hom( 2 , 2 ) = 0 for ≥ 3 since Soc( 2 ) = S 2 −1 does not contain
Step 3. We complete the proof for integral λ arguing by induction on the number of loops with = 2 being the base. Assume the assertion holds for the variety M θ (2, ) and
Sinceν ≺ λ ν (see Proposition 6.2), Lemma 6.1 combined with the assumption that induction hypothesis holds in case of loops assure the existense of required homomorphisms between i 's with indices i ∈ {2, . . . , 2 } in O ν (A λ (2, +1) ). The remaining Homs between standard objects (not appearing in Steps 1, 2 above) vanish, since so do the Homs between their images in the category O ν (S λ (2, )) and the functor Res is faithful (see Proposition 6.14).
Step 4. In case λ ∈ Z <0 + 1 2
using that Soc( i+1 ) with i ∈ {0, . . . , − 1} is S 2 −i (see Corollary 6.8), we establish the nonvanishing of Hom spaces in the statement of the theorem. Again the remaining Homs vanish since so do their images in the category O ν (S λ (2, )) and the functor Res is faithful on standardly filtered objects (see Proposition 6.14).
Step 5. Finally, if λ ∈ (−∞; 1 − ) ∪ ( − 2; +∞) is neither an integer nor a halfinteger, Corollary 6.8 asserts that all standards i in O ν (A λ (2, )) are irreducible. Since for λ as above abelian localisation holds (Theorem 5.2), the classes of standard and costandard objects in K 0 (O ν (A λ (2, ))) coincide (Corollary 6.4 in [BLPW16] ), so we have that ∇ i 's are Figure 6 . Homs between standard objects in O ν (A λ (2, )) for = 3 and λ ∈ −2 + Z <0 ∪ Z >0 + 1 simple as well. In particular, every simple lies in the head of a costandard object. The last condition is equivalent to O ν (A λ (2, )) being semisimple (see Lemma 4.2 in [Los18] ).
Corollary 6.16. Let λ ∈ Z <0 + 1 − ∪ Z >0 + − 2. Then
(1) 2 = S 2 ; (2) i with + 1 < i < 2 has a socle filtration with subquotients S i and S i+1 ; (3) i with i ∈ { , + 1} has a socle filtration with subquotients S i and S +2 ; (4) −1 has a socle filtration with subquotients S −1 , S , S +1 and S +2 ; (5) Finally, i with i < −1 has a socle filtration with subquotients S i , S i+1 and S 2 +1−i ; Let λ ∈ Z <0 + 1 2 − ∪ Z >0 + − (1) i = S i for i > ; (2) i with i ≤ has a socle filtration with subquotients S i and S 2 −i+1 .
The multiplicity of each subquotient is equal to 1.
Proof. We check the assertion for + 1 < i < 2 , the remaining cases are established analogously. Let 0 = M 0 ⊂ M 1 ⊂ . . . ⊂ M j = i be a socle filtration. Notice, that M 1 = Soc( i ), so Res(M 1 ) = Soc( α i ⊕ β i ) = S α i+1 ⊕ S β i+1 . Next, Res(M 2 /M 1 ) = Res(Soc( i /M 1 )) ⊆ Soc(( α i ⊕ β i )/(S α i+1 ⊕ S β i+1 ))) (see Remark 6.9), but the latter is equal to Res(S i ) (see (c) of Proposition 4.15), hence, the nonstrict containment above must be an equality, so j = 2 and M 2 = i , concluding verification of the claim. Table 6 . Multiplicities of simples in standards in O ν (A λ (2, )) for = 2 and λ ∈ Z <0 − 1 ∪ Z >0
Singular parameters
In this section we will combine the results of McGerty and Nevins from [MN16] and [MN14] to show that certain quantization parameters λ are singular, by which we understand that the derived localization does not hold. The following definitions are due.
Proof. First we recall the main results of [MN16] . Let X be a smooth, connected quasiprojective complex variety with an action of a connected reductive group G and λ : G → C * be a character. Assume, in addition, X is affine, the moment map µ : T * X → g * is flat and the GIT quotient µ −1 (0)// χ G is smooth. The group G is equipped with a finite set of one-parameter subgroups of a fixed maximal torus T ⊂ G, depending on X and λ. These subgroups are known as the Kirwan-Ness one-parameter subgroups. Suppose that for each Kirwan-Ness subgroup β λ(β) ∈ shift(β) + I(β) ⊆ shift(β) + Z ≥0 , where shift(β) is a numerical shift and I(β) ⊆ Z ≥0 . Then any λ-twisted, G-equivariant D-module with unstable singular support is in the kernel of quantum Hamiltonian reduction and the functor of global sections Γ λ is exact. Now we provide the proof of the second assertion (for θ = det −1 ), the statement for θ = det can be either shown analogously or derived from the isomorphism A The computation is very similar to the one in Section 8 of [MN16] , so we retain the notations. The multiplicity of each weight e i −e j is and the weights e i get substituted by −e i (alternatively, to avoid this substitution, one can use partial Fourier transform, 'swapping' V * with V, see [MN16] for the details). The Kempf-Ness subgroups β k correspond to the weights − (A λ (2, )) ). Since for our choice of λ the functor Γ λ is exact (see Example 7.3), the abelian equivalence holds for λ. From this one can conclude that the long wall-crossing functor WC −θ←θ induces an abelian equivalence O ν (A λ (2, )) → O ν (A λ (2, )) (here λ = λ + s with s ∈ Z >0 a sufficiently large integer, so that the category O ν (A λ (2, )) is a highest weight category and λ − λ ∈ Z). Since WC −θ←θ is also a Ringel duality and for our choice of λ the category O ν (A λ (2, )) is not semisimple (see Theorem 6.15), we obtain a contradiction with Lemma 4.2 in [Los18] , asserting that a highest weight category C, where the classes of standard and costandard objects coincide is semisimple if and only if for any Ringel duality R :
we have H 0 (R(S)) = 0 for any simple object S ∈ C.
Proposition 7.5. Arguing completely analogously to the proof of Theorem 5.2, one shows that abelian localisation holds for θ < 0 and λ ∈ (− ; − 1), λ ∈ Z and λ = − 1 2 . Proof. We notice that if λ ∈ Z there are no finite dimensional irreducibles neither in the category S λ -mod nor the category of finitely generated modules over the corresponding quantization of the 2-dimensional slice, the type A 1 Kleinian singularity C 2 /Z/2Z (see Remark 3.2). Since the aforementioned varieties expose the list of slices (Table 3 .1) we conclude that there are no finite-dimensional irreducibles over the quantization SL x,λ for any slice SL x .
On the other hand, if the equivalence does not hold, there exists a nontrivial bimodule M in the kernel or cokernel of one of the maps in (5.1) (see the proof of Theorem 5.2) and a point x ∈ M(2, ), s.t. Res †,x (M) = 0 is finite dimensional. Hence, we come up with a contradicion.
Combining Theorems 5.2 and 7.4 with Proposition 7.5, we establish the abelian localisation theorem. .
