Abstract. Consider the task of recovering an unknown n-vector from phaseless linear measurements. This task is the phase retrieval problem. Through the technique of lifting, this nonconvex problem may be convexified into a semidefinite rank-one matrix recovery problem, known as PhaseLift. Under a linear number of exact Gaussian measurements, PhaseLift recovers the unknown vector exactly with high probability. Under noisy measurements, the solution to a variant of PhaseLift has error proportional to the ℓ 1 norm of the noise. In the present paper, we study the robustness of this variant of PhaseLift to a case with noise and gross, arbitrary corruptions. We prove that PhaseLift can tolerate a small, fixed fraction of gross errors, even in the highly underdetermined regime where there are only O(n) measurements. The lifted phase retrieval problem can be viewed as a rank-one robust Principal Component Analysis (PCA) problem under generic rank-one measurements. From this perspective, the proposed convex program is simpler that the semidefinite version of the sparse-plus-low-rank formulation standard in the robust PCA literature. Specifically, the rank penalization through a trace term is unnecessary, and the resulting optimization program has no parameters that need to be chosen. The present work also achieves the information theoretically optimal scaling of O(n) measurements without the additional logarithmic factors that appear in existing general robust PCA results.
Introduction
This paper establishes robustness of an algorithm for recovering a vector x 0 ∈ R n from phaseless linear measurements that contain noise and a constant fraction of gross, arbitrary errors. That is, for fixed measurement vectors a i ∈ R n for i = 1 . . . m, our task is to find x 0 satisfying
for known b i ∈ R, known a i , and unknown η i and ε i . Here η i will represent the noise in the measurements, and ε i will represent gross, arbitrary errors. This recovery problem is known as phase retrieval. Measurements of form (1) arise in several applications, such as X-ray crystallography, optics, and microscopy [9, 14, 1] . In such applications, extremely large errors in some measurements may be due to sensor failure, occlusions, or other effects. Ideally, recovery algorithms could provably tolerate a small number of such errors.
Recently, researchers have introduced algorithms for the phase retrieval problem that have provable recovery guarantees [1, 4] . The insight of these methods is that the phase retrieval problem can be convexified by lifting it to the space of matrices. That is, instead of searching for the vector x 0 , one can search for the lifted matrix x 0 x t 0 . The quadratic measurements (1) then become linear measurements on this lifted matrix. As the desired matrix is semidefinite and rank-one, one can write a rank minimization problem under the semidefinite and data constraints, which has a convex relaxation known as PhaseLift. In this noiseless case, PhaseLift is the program min X tr(X) subject to X 0, {a
E-mail address: hand@rice.edu. Date: February 14, 2015. Here, the trace of X is a convex proxy for the rank of a positive semidefinite X. An estimate for the underlying signal x 0 can be computed by the leading eigenvector of the optimizer of (2) .
As in [4, 7, 2] , we will seek recovery guarantees for independent identically distributed Gaussians
Under this data model, [7] and [2] have shown that (2) can be simplified to the semidefinite feasibility problem find X 0 such that {a
..m This feasibility problem succeeds at finding x 0 x t 0 exactly with high probability when m ≥ cn for a sufficiently large c [2] . This scaling is quite surprising because there are only O(n) measurements for an O(n 2 ) dimensional object. As discussed in [7] , the semidefinite cone is sufficiently 'pointy' that the high-dimensional affine space of data-consistent matrices intersects the semidefinite cone only at exactly one point.
In the noisy case without gross erros, that is for ε = 0, [2] showed that the PhaseLift variant
successfully recovers a matrix near x 0 x t 0 with high probability. Specifically, they prove that the solutionX to (3) satisfies X − x 0 x t 0 F ≤ C 0 η 1 /m with high probability. FromX, an estimate of x 0 can be obtained byx 0 = λ 1û1 where (λ 1 ,û 1 ) is the leading eigenvector and eigenvalue pair forX. In [2] , the authors prove that
The contribution of the present paper is to show that the program (3) is additionally robust against a constant fraction of arbitrary errors. For a fixed set of coefficients that contain gross errors, we show that approximate recovery succeeds with high probability for arbitrary signals and arbitrary values of the gross errors. Theorem 1. There exist positive numbers f min , γ, c, C, C ′ such that the following holds. Let m ≥ cn. Fix a set S ⊂ {1 . . . m} such that |S|/m ≤ f min . On an event of probability at least 1 − e −γm , for any x 0 ∈ R n and for any ε with supp(ε) ⊆ S, the minimizerX to (3) satisfies
The resulting estimate for x 0 satisfies
Note that this high-probability result is universal over x 0 and ε and does not only apply for merely for a fixed signal or for a fixed error vector ε.
In the case of no gross errors, in which ε = 0, this theorem reduces to the result in [2] mentioned above. In the noiseless case, in which η = 0, the theorem guarantees exact recovery of x 0 with high probability under a a linear number of measurements, of which a constant fraction are corrupted.
We now explore the optimality of this theorem. The scaling of m versus n is information theoretically optimal and has no unnecessary logarithmic factors. The noise scaling is the same as in [2] , and its optimality was established there. For arbitrary errors, the fixed fraction of gross errors can not be extended to a case where f min ≥ 1/2 because one could build a problem where half of the measurements are due to an x 0 and the other half are due to some x 1 . In such a case, recovery would be impossible.
1.1. Relation to Robust PCA. Much recent work in matrix completion has studied the recovery of lowrank matrices from arbitrary corruptions to its entries, known as robust Principal Component Analysis (PCA). Results in this framework typically involve measuring some of the entries of a low rank n × n matrix X and assuming that some fraction of those measurements are arbitrarily corrupted, giving the data matrix A. The matrix X can then be recovered under certain conditions by a sparse-plus-low-rank convex program: min λ X * + E 1 such that P(X + E) = P(A) (4) where X * is the nuclear norm of X, λ is a constant, E 1 is the ℓ 1 norm of the vectorization of E, and P is the projection of a matrix onto the observed entries. [3, 5, 10, 18, 8, 6, 12] . Results from this formulation have been quite surprising. For example, under an appropriate choice of λ and under an incoherence assumption, the sparse-plus-low-rank decomposition succeeds for sufficiently low rank X when O(n 2 ) entries are measured and a small fraction of them have arbitrary errors [3] . Subsequent results have been proved that only require m rn polylog(n) measurements, where r is the rank of X [6, 12] . This result is information theoretically optimal except for the polylogarithmic factor.
The present paper can be viewed as a rank-one semidefinite robust PCA problem under generic rank-one measurements. From this perspective, we would naturally formulate the PhaseLift problem under gross errors by
The present paper shows that explicit rank penalization by the trace term is not fundamental for exact recovery in the presence of arbitrary errors. That is, (5) can be simplified by taking λ = 0. The resulting program has no free parameters that need to be explicitly tuned. As in [7, 2] , the positive semidefinite cone provides enough of a constraint to enforce low-rankness. The present paper also shows that rank-one matrix completion can succeed under an information theoretically optimal data scaling. Specifically, the extra logarithmic factors from low-rank matrix completion and robust PCA do not appear in Theorem 1. The present work also differs from the standard robust PCA literature in that the measurements are generic and are not direct samples of the entries of the unknown matrix.
1.2. Numerical simulation. We now explore the empirical performance of (3) by numerical simulation. Let the signal length n vary from 5 to 50, and let the number of measurements m vary from 10 to 250. Let x 0 = e 1 . For each (n, m), we consider measurements such that
We attempt to recover x 0 x t 0 by solving (3) using the SDPT3 solver [15, 16] and YALMIP [13] . For a given optimizerX, define the capped relative error as Recovery error for the PhaseLift matrix recovery problem (3) as a function of n and m, when 5% of measurements contain large errors. Black represents an average recovery error of 100%. White represents zero average recovery error. Each block corresponds to the average from 10 independent trials. The solid curve depicts when the number of measurements equals the number of degrees of freedom in a symmetric n × n matrix. The number of measurements required for successful recovery appears to be linear in n, even with a small fraction of large errors.
Proofs
Let A : S n → R m be defined by the mapping X → (a
..m , where S n is the space of symmetric real-valued n × n matrices. Note that A * λ = i λ i a i a t i . Let A S be the restriction of A onto the coefficients given by the set S. Let e i be the ith standard basis vector. Let X 0 = x 0 x t 0 . We can write the measurements (1) as
Similarly, the optimization program (3) can be written as min AX − b 1 such that X 0.
We introduce the following notation. Let X 1 be the nuclear norm of the matrix X. When X 0, X 1 = tr(X). Denote the Frobenius and spectral norms of X as X F and X , respectively. Given
is the space of symmetric matrices supported on their first row and column. The orthogonal complement T ⊥ e1 is then the space of matrices supported in the lower-right n − 1 × n − 1 block. When x 0 is clear, we will simply write T instead of T x0 . Let I be the identity matrix, and let ½(E) be the indicator function of the event E.
2.1.
Recovery by dual certificates. The proof of Theorem 1 will be based on dual certificates, as in [4, 7, 2] . A dual certificate is an optimal variable for the dual problem to (3). Its existence certifies the correctness of a minimizer to (3) .
The first order optimality conditions at X 0 for (3) are given bỹ
where ∂ · 1 (−ε) is the subgradient of the ℓ 1 norm evaluated at −ε. Note that (9) and (10) implyỸ T = 0. Such aỸ would be dual certificate for (3). Unfortunately, constructing such aỸ that exactly satisfies these conditions is difficult. As in [4, 7, 2] , we seek an inexact dual certificate, which approximately satisfies these conditions. Specifically, we will build a dual certificate Y = A * λ that satisfies
To prove that existence of such a Y will guarantee successful recovery of x 0 x t 0 with high probability, we will rely on two technical lemmas. The first technical lemma provides ℓ 1 -isometry bounds on A and was proven in [4] .
Lemma 1 ([4]
). There exist constants c 0 , γ 0 such that if m ≥ c 0 n, then with probability at least 1 − e −γ0m ,
We will need simultaneous control of the ℓ 1 -isometry properties over several subsets of measurements.
The proof of Lemma 2 is immediate from Lemma 1. In order to prove that a dual certificate guarantees recovery, we establish a technical result that an optimal solution X 0 + H to (3) lies near the cone H T ⊥ 1 ≤ 1 2 H T F with high probability. This property is a strong version of injectivity on T .
Lemma 3. Fix a support set S with |S| = ⌈0.01m⌉ and let m ≥ 100c 0 n. On the event E S from Lemma 2, for all x and for all ε with supp(ε) ⊆ S, any optimal X 0 + H satisfies H T ⊥ 1 ≥ 0.56
Proof. By assumption, AH − ε − η 1 ≤ ε + η 1 . By the additivity of the ℓ 1 norm over vectors with disjoint supports,
By the triangle inequality, we have
which implies
Breaking (21) into its components on T and T ⊥ and applying the triangle inequality, we have
We now apply the ℓ 1 isometry bounds from Lemma 1 on each term of (23). On the event E S ,
where the second inequality follows because H T has rank at most 2. On the event E S ,
On the event E S ,
Combining (23) 
We may now prove that existence of an inexact dual certificate (11)-(13) will guarantee successful recovery of a matrix near X 0 = x 0 x t 0 with high probability, provided that there are few enough arbitrary errors.
Lemma 4.
There exists a C such that the following holds. Fix S such that |S| = ⌈0.01m⌉. Let m ≥ 100c 0 n. Fix x 0 ∈ R n . Fix ε ∈ R m such that supp(ε) ⊆ S. Suppose that there exists Y = A * λ satisfying (11)- (13) .
Then, on the event E S from Lemma 2, a minimizerX of (3) satisfies X − X 0 F ≤ C η 1 m . Proof. LetX = X 0 + H be a minimizer for (3), which implies that
Hence,
Decomposing (34) into T and T ⊥ , we have
As Y T ⊥ 0 and H T ⊥ 0, we have
By conditions (11)- (12) 
By Lemma 3, on the event E S ,
Combining (37) and (38), and using α = 7/m, we get 0.56
Construction of the dual certificate. We now construct the dual certificate for arbitrary x 0 . Our construction will be a modification to the dual certificate in [2] . Also similar to [2] , we will build dual certificates with high probability on a net of x 0 . We will then use a continuity argument to get a dual certificate for a arbitrary x 0 .
Let S + and S − be disjoint supersets of the indices over which ε is positive or negative, respectively. Let S = S + ∪ S − . For pedagogical purposes, S + and S − should be thought of as exactly the indices over which ε is positive or negative. For technical reasons, we let them be supersets of cardinality linear in n, in order to use standard probability bounds. For a fixed choice of S + and S − , let the inexact dual certificate Y be defined by
where β 0 = Ez 4 ½(|z| ≤ 3) ≈ 2.6728 and z is a standard normal random variable. We will refer to each of the terms of in the right hand side of (41) as Y + , Y − , and Y 0 , respectively. The form of Y 0 is due to [2] , and the intuition behind it is as follows. Note that E(a i a
, whereβ 0 = Ez 4 for a standard normal z. The construction
and coefficients that are truncated to be no larger than 7/m. In the present formulation, the terms Y + and Y − are then set to have coefficients ∓7/m in order to satisfy (13) .
We now show that for a fixed signal and a fixed pattern of signs of ε, that a dual certificate exists with high probability.
Lemma 5. There exists constants c, γ * such that the following holds. Let m ≥ cn. Fix x 0 ∈ R n and ε ∈ R m . Let S + and S − be fixed disjoint sets of cardinality ⌈0.001m⌉. Then the dual certificate Y from (41) satisfies ( Proof. Without loss of generality, it suffices to assume x 0 = e 1 . It suffices to show that with high probability [17] , apply. If |S + | = ⌈0.001m⌉ ≥c 0 n, with probability at least 1 − e −γ1m for someγ 1 ,
m , and we arrive at (44). The bound for the Y −,T ⊥ term is identical. Next, we establish (45). Note that Y + = −7
, with probability at least 1 − e −γ1m . Thus (42)-(45) hold simultaneously with probability at least 1 − e −γ * m for some γ * provided that c ≥ max(2c, 1000c 0 , 1000c 1 ).
The behavior of Y ±,T relies on the following probability estimate for the behavior of a Gaussian Wishart matrix on T . Proof. Let y be the (1, 1) entry of A, and let y ′ be the rest of the first column of A. 
2 ≤ 4m · m with probability at least 1 − 2e −γ1,4m . So, y ′ 2 < 2 with probability at least 1 − 2e −γ1,4m . So A T 2 F ≤ 25, and hence A T F ≤ 5 with probability at least 1 − e −γ1m for someγ 1 .
We now show that for a fixed signal and support set of gross errors, there is a high probability that a dual certificate exists simultaneously for all gross errors. We now show that for a fixed support set of gross errors, there is a high probability that a dual certificate exists simultaneously for all signals and for all gross errors. 
on the eventẼ S,x0 , which has probability at least 1 − e −γ * m/2 . By Lemma 5.2 in [17] , there exists a net N ε such that |N ε | ≤ (1 + 2/ε) n . Hence, such a Y exists simultaneously for all x 0 ∈ N ε on an event of probability at least 1 − (1 + 2/ε) n e −γ * m/2 . If m > 4n log(1 + 2/ε)/γ * , then such a Y exists simultaneously for all x 0 ∈ N ε with probability at least 1 − e −γ * cn/4 ≥ 1 − e −γ * m/4 . We now appeal to a continuity argument to show that a dual certificate exists for points not on the net N ε . For an arbitrary x such that x 2 = 1, we consider the Y corresponding to the nearest x 0 ∈ N ε . Note that x − x 0 ≤ ε by definition of the net N ε . We now closely follow the proof and notation of Corollary 2.4 in [2] to show that Y is a satisfactory approximate dual certificate for x. We can now prove Theorem 1.
Proof of Theorem 1. Assume that |S|/m ≤ min(0.001, γ * /2 log 2) and m ≥ max(c, 4 log(201)/γ * ). By Lemma 8, there is an event of probability at least 1 − e −γ * m/4 such that for all x 0 and for all ε with supp(ε) ⊆ S, there exists a Y = A * λ satisfying (11)- (13) . Choose a superset S such that |S| = 0.01m. On the intersection of this event with E S , Lemma 4 guarantees that X − X 0 F ≤ C η 1 /m. The intersection of these events has probability at least 1 − e −γm for some γ.
The proof of the error estimate x − x 0 ≤ C ′ min x 0 ,
can be found in [4] .
