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Abstract
COGARCH models are continuous time version of the well known
GARCH models of financial returns. The first aim of this paper is to show
how the method of Prediction-Based Estimating Functions (PBEFs) can
be applied to draw statistical inference from observations of a COGA-
RCH(1,1) model if the higher order structure of the process is clarified.
A second aim of the paper is to provide recursive expressions for the joint
moments of any fixed order of the process. Asymptotic results are given
and a simulation study shows that the method of PBEF outperforms the
other available estimation methods.
Keywords: cogarch model, stochastic volatility models, prediction based
estimating functions, parameter estimation, higher moments
1 Introduction
The COGARCH model with order (1,1) has been introduced as a continuous
version of the GARCH(1,1) model in [Klu¨ppelberg et al., 2004]. It is driven
by a Le´vy process L = (Lt)t≥0 through the equation dGt = σt−dLt and the
resulting volatility process σt satisfies the stochastic differential equation dσ
2
t =
(β−ησ2t−)dt+φσ2t−d[L]dt where [L]dt is the discrete part of the quadratic variation
of L. Financial log-returns are modeled by the increments of the process Gt,h =
Gt+h − Gt. The Le´vy process is the sole source of randomness and when it
jumps both the price and the volatility jump at the same time.
For a more thorough presentation of such model, for the relation between
GARCH sequences and the COGARCH process, for a comparison with other
continuos time models with the same aim and for how this model is able to
capture the stylized facts about financial data we refer the reader to the following
papers [Klu¨ppelberg et al., 2004, Klu¨ppelberg et al., 2011, Haug et al., 2007,
Kallsen and Vesenmayer, 2009,Maller et al., 2008,Buchmann and Mueller, 2012].
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In the last few years many generalizations of the COGARCH model have been
proposed. Among them, COGARCH processes of order (p,q) [Brockwell et al.,
2006] and multivariate COGARCH(1,1) [Stelzer, 2010].
A few methods for the estimation of the model parameters from a sample of
equally spaced returns Gir,r = G(i+1)r −Gir are currently available.
In [Haug et al., 2007] explicit estimators have been derived from a Method of
Moments (MM). In [Maller et al., 2008] a Pseudo Maximum Likelihood (PML)
method has been proposed that allows also for non equally spaced observations
(see also [Kim and Lee, 2013]), and in [Mu¨ller, 2010] an MCMC-based estimation
method has been presented for the model driven by a compound Poisson process.
The first aim of the present paper is to demonstrate that the method of
Prediction Based Estimating Functions (PBEFs) introduced in [Sørensen, 2000]
is applicable to the COGARCH(1,1) model and that its performance is better
then the other available procedures. The general theory of PBEFs allows to find
an optimal PBEF if the joint moments of the observations are explicitly known
up to a certain order.
Motivated by the search for an optimal PBEF, a second aim of the paper
is to provide explicit expressions for the higher moments of the process. In
particular a recursive formula for E
(
G2it σ
2(k−i)
t
)
and Ev
(
G2is,hσ
2(k−i)
s+h
)
is found
whenever they exist, for any total order 2k and any integer i ≤ k and for any
t, h > 0 and s > v > 0. Ev denotes conditional expectation with respect to the
natural filtration Fv.
Explicit expression for the joint moments E(G2ihth,r G
2ih−1
th−1,r · · · G2i2t2,r G2i1t1,r) are
also provided for any integers i1 · · · ih and hence any total order k = i1 + · · ·+ ih
and for any times th · · · t1 such that ti − ti−1 ≥ r.
Up to the order four (k = 2) our formulae coincide with those of [Haug et al.,
2007], but explicit expressions for the higher orders are provided as a new result
whose interest might go beyond the statistical methodology here proposed.
To validate the method, both asymptotic properties and finite-sample per-
formances on a simulated dataset are investigated. The code for the numerical
example and for the computation of the moments has been collected into an R [R
Development Core Team, 2011] package called COGARCH, which is briefly il-
lustrated in the Supporting Information.
The paper is organized as follows. In Section 2 the definition and the prop-
erties of COGARCH(1,1) model are presented. In Section 3, a suitable form of
the prediction based estimation function method tailored for the COGARCH
model is given, together with asymptotic results and the derivation of an opti-
mal PBEF. In section 4 the higher moments are derived and explicit formulae
are given. In section 5 the necessary assumptions on COGARCH(1,1) needed to
apply the method of PBEFs are stated and some example where these assump-
tions are satisfied are presented. Finally in Section 6 finite-sample performances
on a simulated dataset of the proposed method are investigated and compared
with those of the other available methods. Supporting Information is available
to describe the R package COGARCH and to provide a Mathematica [Wolfram
Research, Inc., 2013] notebook for the symbolic computation of the moments.
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2 The COGARCH(1,1) model
Let us introduce on a filtered probability space (Ω,F , {Ft}t≥0,P) with the usual
properties, a Le´vy process L = (Lt)t≥0 with triplet (γ, τ
2, ν) and Poisson ran-
dom measure N (see [Applebaum, 2009, Kyprianou, 2006, Protter, 2005]). The
COGARCH(1,1) model is defined as the solution (G, σ2) =
(
Gt, σ
2
t
)
t≥0 of the
following system of stochastic differential equations (SDE) driven by the Le´vy
process L {
dGt = σt−dLt
dσ2t = (β − ησ2t−)dt+ φσ2t−d[L]dt ,
(1)
with initial value G0 = 0 and σ0 a random variable independent of the Le´vy
process (Lt)t≥0. The parameter space Θ ⊂ R3 is defined as the set of those
θ = (β, η, φ) such that β > 0, η > 0 and φ > 0. By [L]dt , for every t ≥ 0,
we denote the discrete part of the quadratic variation [L]t = τ
2t + [L]dt of the
driving Le´vy process Lt defined as
[L]dt =
∫
R
x2N(t, dx) =
∑
0<s≤t
(∆Ls)
2
with ∆Ls = Ls − Ls−.
The following is assumed throughout the paper.
Condition 2.1. E(L1) = 0 and E(L21) = 1.
If Conditions 2.1 holds, then Lt is a martingale and the volatility of the
component Gt is given solely by σt.
Remark 2.1. Under Condition 2.1, γ and τ2 are not parameters of the model.
Indeed since E(L1) = 0, γ =
∫
|x|≥1 xdν. Moreover, since by the product formula
L2t − [L]t = 2
∫ t
0
LsdLs, we have
E[L]1 = τ
2 +
∫
R
x2ν(dx) = E
(
L21
)
= 1,
hence τ2 = 1−∫R x2ν(dx). Let us however remark that the Le´vy measure ν may
contain further parameters, that are supposed to be known.
We list here without proof some properties of the COGARCH(1,1) that we
will use later on.
The explicit solution of the second of equations (1) with initial condition σ2u
at time u is
σ2t = βe
−(Xt−Xu)
∫ t
u
e−(Xu−Xs) ds+ e−(Xt−Xu)σ2u. (2)
that is written in terms of the auxiliary process
Xt = ηt−
∑
0<s≤t
log
(
1 + φ(∆Ls)
2
)
3
whose Laplace transform can be written as
Ee−cXt = etΨ(c)
for a function Ψ defined as
Ψ(c) = −ηc+
∫
R
[
(1 + φx2)c − 1] ν(dx) = −ηc+ c∑
i=1
(
c
i
)
φi
∫
R
x2iν(dx). (3)
The Laplace transform is finite at c if and only if L1 has finite moments of order
2c and, together with Ψ(c) < 0, this is a sufficient condition for the process
σ2t to admit a stationary distribution (cf. [Klu¨ppelberg et al., 2004]) with finite
moments of any order k ≤ c given by the following formula
Eσ2k∞ = k!β
k
k∏
l=1
−1
Ψ(l)
. (4)
In the COGARCH(1,1) model log-returns are represented as increments
Gt,h = Gt+h−Gt of the G process. The couple
(
Gt, σ
2
t
)
t≥0 is a Markov process,
but the single component (Gt)t≥0 is not. It can be proved (see [Klu¨ppelberg
et al., 2004]) that if E(L41) < ∞ and if the parameters are such that Ψ(2) < 0,
both the volatility process (σ2t )t≥0 and the log-returns process (Gt,h)t≥0 are
stationary (allows for a stationary density) and strongly mixing with an expo-
nentially decreasing rate. We assume that σ20 follows the stationary distribution.
3 Prediction Based Estimating Functions
The statistical problem we address is the estimation of the parameter θ ∈ Θ of
a COGARCH(1,1) model whose driving Le´vy process is known a priori, from a
sample of equally spaced log-returns Gjr,r = G(j+1)r−Gjr, j = 1, . . . , n. Three
methods are currently available to this aim. Estimators based on the MM was
introduced in [Haug et al., 2007]. It is a very flexible tool that provides explicit
estimators without the need for any assumption on the underlying Le´vy process.
The estimators are consistent but not very efficient. A weak point of the method
is that it is very sensitive to the tuning of a parameter. In [Maller et al., 2008] a
PML method is proposed. It is based on the approximation of the COGARCH
model by a sequence of discrete-time GARCH series and on the application of
Gaussian maximum likelihood to the GARCH approximation. A simulation
study demonstrates that if the model is driven by a compound Poisson with
normal jumps, using PML the mean squared errors is reduced with respect to
the MM, but relevant biases can be found. Asymptotic results for this method
are available in the high frequency asymptotic scheme in [Kim and Lee, 2013].
MM and PML are the benchmarks against which we are going to test in Section
6 the methodology introduced below. Furthermore [Mu¨ller, 2010] introduced an
MCMC-based estimation method in case the model is driven by a compound
Poisson process whose applicability is limited also by its computational intensity.
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The aim of this Section is to introduce the method of Prediction Based
Estimating Functions (PBEFs) and to show that it can be applied to the COG-
ARCH(1,1) model provided that we investigate further the structure of its mo-
ments. Asymptotic variances are also assessed in terms of such moments and
an Optimal Prediction Based Estimating Function is found that minimizes such
asymptotic variance.
Estimating functions are functions of the parameters and of the data whose
zeros are used as estimators of the parameters. The most prominent exam-
ple is the Score function which is known to be a martingale. PBEFs were
introduced by Sorensen in [Sørensen, 2000] (see also [Ditlevsen and Sørensen,
2004,Sørensen, 2011] for some recent developments) as a generalization of mar-
tingale estimation functions which are particularly suitable for non Markovian
processes.
The basic idea underlying PBEFs is that if you are able to predict the square
G2ir,r of the i-th observation of the returns on the basis of the previous q squared
observations and of the value of the parameters by means of a random variable
pii−1(θ,G(i−1)r,r, · · · , G(i−q)r,r), denoted also by pii−1(θ), then the value of θ
that annihilates a weighted sum of the prediction errors
∑
i>q wi(G
2
ir,r−pii−1(θ))
might be a good estimate of the unknown parameters. To make such statement
more formal let us introduce some notation and definitions.
Let Hθi be the Hilbert space of all square integrable real functions of the
observations {Gjr,r}ij=0 endowed with the usual inner product
〈h, g〉 = Eθ (h(G0,r, . . . , Gir,r)g(G0,r, . . . , Gir,r)) ,
where Eθ denotes the expectation under the model with parameter θ. Let us
fix an integer q. For any i = q + 1, . . . , n we introduce the closed subspaces
Pθi of Hθi spanned by 1 and the q squared observations that come before the
i-th, i.e. Pθi = span(1, G2(i−q)r,r, . . . , G2(i−1)r,r), where 1 denotes the constant
function with unit value. Provided that Eθ(G2ir,r) < ∞ for every θ ∈ Θ and
every i = 1, . . . , n, we are interested in estimating functions of the form
Sn(θ) =
n∑
i=q+1
wi−1(θ, n)(G2ir,r − pii−1(θ)) (5)
which we call prediction-based estimating functions. The vector wi−1(θ, n) =
(wi−1k (θ, n))
3
k=1 has components w
i−1
k (θ, n) ∈ Pθi−1 and pii−1(θ) is the minimum
mean square error predictor of G2ir,r in Pθi−1, that is the orthogonal projection
of G2ir,r on Pθi−1. Such projection exist and it is uniquely determined by the
normal equations
Eθ
(
pi(G2ir,r − pii−1(θ))
)
= 0 ∀pi ∈ Pθi−1.
Define C(θ) the covariance matrix of the q vector (G2(i−1)r,r, . . . , G
2
(i−q)r,r)
T
and b(θ) the vector whose components are bj(θ) = Covθ(G
2
(i−j)r,r, G
2
ir,r) for
j = 1, . . . , q.
5
As the increment process Gir,r is stationary the matrix C(θ) and the vec-
tor b(θ) do not depend on i. We define the vector a(θ) = C(θ)−1b(θ) whose
components are denoted by aj(θ) for j = 1, . . . , q and the scalar a0(θ) =
EθG2ir,r−
∑q
j=1 aj(θ)Eθ(G
2
(i−j)r,r). Moreover we denote by a˜(θ) the q+ 1 vector
a˜(θ) = (a0(θ), a1(θ), . . . , aq(θ))
T .
An explicit expression for the predictors is [Sørensen, 2000]
pii−1(θ) = a0(θ) +
q∑
j=1
aj(θ)G
2
(i−j)r,r (6)
and it can be derived also from the Durbin-Levinson algorithm (cf. [Brockwell
and Davis, 1991,Sørensen, 2011]).
As the components wi−1k (θ, n) of the vector w
i−1(θ, n) are elements of Pθi−1,
they can be decomposed as wi−1k (θ, n) = w
i−1
k0 (θ, n) +
∑q
j=1 w
i−1
kj (θ, n)G
2
(i−j)r,r
for some scalars wi−1k0 (θ, n) and w
i−1
kj (θ, n) j = 1, . . . , q that we collect into the
p× (q + 1) matrices W i−1n (θ) whose elements are wi−1kl (θ, n) for 1 ≤ k ≤ p and
0 ≤ l ≤ q.
With these notations the estimating function (5) can be written as
Sn(θ) =
n∑
i=1
W i−1n (θ)H
i(θ)
where Hi(θ), i = 1, . . . , n, are (q + 1)−vectors whose components are
Hi0(θ) = G
2
ir,r − a0(θ)− a1(θ)G2(i−1)r,r − · · · ,−aq(θ)G2(i−q)r,r
and for k = 1, . . . , q,
Hik(θ) = G
2
(i−k)r,r(G
2
ir,r − a0(θ)− a1(θ)G2(i−1)r,r − · · · − aq(θ)G2(i−q)r,r).
Since the increment process Gir,r is stationary, so is the vector H
i(θ) and there
is no reason to give different weights for different i, thus we restrict our PBEFs
to those that can be written in the form
Sn(θ) = Wn(θ)
n∑
i=1
Hi(θ). (7)
Example 3.1. An intuitive example of estimating function is found minimizing
the mean square prediction error
Mn(θ) =
n∑
i=q+1
(
G2ir,r − pii−1(θ)
)2
. (8)
An expression of the form (7) is found when searching for the critical points of
(8) by taking the derivatives. It gives for every n the same weight matrix
WMSPE(θ) = (∂θT a˜(θ))
T .
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3.1 Asymptotic results
Let us introduce the vector Zi = (1, G
2
(i−1)r,r, . . . , G
2
(i−q)r,r)
T , the matrix C˜(θ) =
E
(
Zi(Zi)T
)
, and the matrix D(θ) = −W (θ)C˜(θ)∂θT a˜(θ). In terms of such
quantities we state the following conditions.
Condition 3.1. 1. There exist a constant δ > 0 such that Eθ(G
8+δ
1 ) <∞.
2. The vector a˜(θ) and the matrix Wn(θ) are continuously differentiable with
respect to θ.
3. There exist a non-random matrix W (θ) such that for every compact set
K ⊂ Θ
Wn(θ)
Pθ0−→W (θ) ∂θWn(θ)
Pθ0−→ ∂θW (θ)
uniformly for θ ∈ K as n −→∞.
4. The matrix D(θ0) has full rank 3.
5. We have W (θ)Eθ0
(
Hi(θ)
) 6= 0 for any θ 6= θ0.
Since the increment process Gir,r is stationary and exponentially α-mixing,
denoting by Nd (µ,Σ) a d-dimensional Gaussian random vector with mean µ e
covariance matrix Σ, Theorem 4.3 in [Sørensen, 2011] can be restated as follows.
Theorem 3.1. Assume that θ0 ∈ int Θ, and that Conditions 3.1 are satisfied.
Then a consistent estimator θˆn exists that, with a probability tending to one as
n → ∞, solves the estimating equations Sn(θˆn) = 0 and it is unique in any
compact K ⊆ Θ for which θ0 ∈ intK. Moreover
√
n
(
θˆn − θ0
) D−→ N3 (0, V (θ0))
with the matrix V (θ) given by
V (θ) = D−1(θ)W (θ)M(θ)WT (θ)DT
−1
(θ)
and M(θ) by
M(θ) = Eθ
(
Hv(θ)Hv(θ)T
)
+
∞∑
i=1
[
Eθ
(
Hv(θ)Hv+i(θ)T
)
+ Eθ
(
Hv+i(θ)Hv(θ)T
)]
where the index v can be fixed to any value strictly greater than q by stationarity.
Remark 3.2. Knowing all simple and joint moments up to the order four
E
(
G2jr,rG
2
ir,r
)
,E
(
G4jr,r
)
,E
(
G2jr,r
)
for any integer i, j is essential to calculate the
predictors and hence to calculate any estimating function in the form (7). Such
explicit expressions for the COGARCH(1,1) model are given in [Haug et al.,
2007]. However the asymptotic variance of the estimates involves the matrix
M which depends on all the simple and joint moments up to the order eight,
e.g. E
(
G8jr,r
)
, E
(
G6jr,r
)
, E
(
G2jr,rG
6
ir,r
)
, E
(
G2ir,rG
2
jr,rG
2
kr,rG
2
hr,r
)
and similar.
Explicit expressions for such moments are currently not available and finding
such expressions is the goal of Section 4.
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3.2 Optimal estimating functions
According to the general theory (cf. [Godambe and Heyde, 1987,Sørensen, 2000,
Sørensen, 2011] ), among all the PBEFs in the form (7) it is possible to select an
optimal one. The optimal PBEF will be such that the corresponding estimator
has the smallest possible asymptotic variance. The weight matrix of the optimal
PBEF is
W ∗n = ∂θa˜
T (θ)C˜(θ)M−1n (θ) (9)
where the matrix Mn(θ) given by
Mn(θ) = Eθ(H
q+1(θ)Hq+1(θ)T )+
n−(q+1)∑
k=1
n− q − k
n− q
(
Eθ(H
q+1(θ)Hq+1+k(θ)T ) + Eθ(H
q+1+k(θ)Hq+1(θ)T )
)
.
(10)
Since for n→∞, Mn(θ)→M(θ), the matrix M(θ) can be used in the weights
(9) so that
W ∗ = ∂θa˜T (θ)C˜(θ)M−1(θ) (11)
and W ∗n → W ∗ as in the first requirements of Condition 3.1. The asymptotic
variance of the corresponding estimators is given by V ∗, the inverse of the
following matrix
V ∗−1 = ∂θa˜T (θ)C˜(θ)M−1(θ)C˜(θ)∂θT a˜(θ)
Remark 3.3. The optimal weight matrix W ∗ depends on all the simple and
joint moments up to the order eight. Explicit expressions for such moments are
currently not available and finding such expressions is the goal of Section 4.
Remark 3.4. In term of the existence of higher moments, the condition re-
quested for the asymptotic normality of the estimators obtained via PBEF and
via the MM is the same (Eθ(G
8+δ
1 ) < ∞ for some δ > 0), see [Haug et al.,
2007].
Remark 3.5. The calculation of the matrix Mn(θ) is computationally very de-
manding. This is even more relevant when, to find the zeros of the estimating
function, it needs to be evaluated many times in a numerical optimization al-
gorithm. However if the process is exponentially mixing (cf. [Sørensen, 2011]),
the convergence of Mn(θ) to M(θ) is very fast and a truncation of the sum in
(10) that includes only the most relevant terms provides a good approximation.
4 Higher order moment structure
In this section we give conditions that assure the existence of simple and joint
moments of the process Gt,r up to any fixed order k, and we show how they can
be calculated using an iterative procedure.
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4.1 Notations
Whenever we refer to the quadratic variation of the driving Le´vy process Lt we
denote it simply [L]t. We reserve the less compact standard notation [M,N ]t
for the quadratic covariation of two semimartingales Mt and Nt. Moreover, we
often need to take quadratic covariations of quadratic variations and to this aim
we introduce the following notation: quadratic variations of order i+ 1 for any
i ≥ 1 are defined as [L](i+1)t =
[
[L](i), [L](1)
]
t
. With this notation if [L]
(1)
t = Lt,
we have [L]
(2)
t = [L]t, [L]
(3)
t =
[
[L], L
]
t
and so on.
For i > 2 the quadratic variations [L]
(i)
t do not have any continuous compo-
nent and we have (cf. [Applebaum, 2009] Section 4.4.3),
[L]
(i)
t =
∫
R
xiN(t, dx) E[L](i)t = t
∫
R
xiν(dx).
However, in some iterative formula below where an index i ranges between
different values we will write [L]
d(i)
t to keep track of the fact that when i = 2
the object we mean is the discrete part of the quadratic variation. Let us
also remark that for any i ≥ 1 and j ≥ 1 such that i + j = k, we have that[
[L](i), [L](j)
]
t
= [L]
(k)
t .
4.2 Higher moments of COGARCH(1,1)
Let us start with two Lemmas that will be used repetitively in the next sections.
Lemma 4.1. Given a COGARCH(1,1) model (1), then for every integer k, it
holds that
σ2kt = k
∫ t
0
σ2k−2s− (β − ησ2s−) ds+
k∑
i=1
(
k
i
)
φi
∫ t
0
σ2ks−d[L]
d(2i)
s (12)
and
G2kt =
2k∑
i=1
(
2k
i
)∫ t
0
G2k−is− σ
i
s−d[L]
(i)
s (13)
Proof. We prove formula (12) by induction. For k = 1 it is true. Let us suppose
(12) holds for k − 1, that is:
σ2k−2t = (k − 1)
∫ t
0
σ2k−4s− (β − ησ2s−) ds+
k−1∑
i=1
(
k − 1
i
)
φi
∫ t
0
σ2k−2s− d[L]
d(2i)
s .
Then by Ito product formula (see [Applebaum, 2009] Theorem 4.4.13), the (1)
and equation (4.15) in [Applebaum, 2009] p. 257 or Theorem 29 in [Protter,
9
2005] we obtain
σ2kt =
∫ t
0
σ2k−2s− dσ
2
s +
∫ t
0
σ2s−dσ
2k−2
s + [σ
2k−2, σ2]t =
= k
∫ t
0
σ2k−2s− (β − ησ2s−) ds+ φ
∫ t
0
σ2ks−d[L]
d
s+
+
k−1∑
i=1
(
k − 1
i
)
φi
∫ t
0
σ2ks−d[L]
d(2i)
s +
k−1∑
i=1
(
k − 1
i
)
φi+1
∫ t
0
σ2ks−d[L]
d(2i+2)
s =
= k
∫ t
0
σ2k−2s− (β − ησ2s−) ds+ kφ
∫ t
0
σ2ks−d[L]
d
s
+
k−1∑
i=2
[(
k − 1
i
)
+
(
k − 1
i− 1
)]
φi
∫ t
0
σ2ks−d[L]
d(2i)
s + φ
k
∫ t
0
σ2ks−d[L]
d(2k)
s .
The result follows by the well known Pascal’s rule for the binomial coefficients.
So equation (12) is proved.
The identity (13) was proved for k = 1 and k = 2 in [Haug et al., 2007].
For any k > 2 it follows by induction writing G2kt as G
2
tG
2(k−1)
t and applying
Ito’s product formula. Algebraic manipulations with repeated use of Pascal’s
rule are needed to simplify the coefficients.
Lemma 4.2. Let k ≥ 2 be any fixed integer. Assume Condition 2.1 holds. If
E(L2k1 ) < ∞, Ψ(k − 1) < 0, and for any integer 2 ≤ c ≤ k,
∫
R x
2c−1dν(x) = 0,
then for every integer 1 ≤ i ≤ k − 1 we have
E(G2it σ
2(k−i)
t ) = e
tΨ(k−i)
∫ t
0
Cki(s)e
−sΨ(k−i)ds (14)
where
Cki(t) =β(k − i)E
(
G2it σ
2(k−i)−2
t
)
+
i∑
j=1
(
2i
2j
)
E
(
G2i−2jt σ
2(k−i)+2j
t
)
E
(
[L]
(2j)
1
)
+
k−i∑
j=1
(
k − i
j
) i∑
h=1
(
2i
2h
)
φjE
(
[L]
(2j+2h)
1
)
E
(
G2i−2ht σ
2(k−i)+2h
t
)
.
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Proof. Indeed, for the Ito product formula and for Lemma 4.1 we can write
G2it σ
2(k−i)
t =
∫ t
0
G2is−dσ
2(k−i)
s +
∫ t
0
σ
2(k−i)
s− dG
2i
s + [G
2i, σ2(k−i)]t
= (k − i)
∫ t
0
G2is−σ
2(k−i)−2
s− (β − ησ2s−) ds+
k−i∑
j=1
(
k − i
j
)
φj
∫ t
0
G2is−σ
2(k−i)
s− d[L]
d(2j)
s
+
2i∑
j=1
(
2i
j
)∫ t
0
G2i−js− σ
2(k−i)+j
s− d[L]
(j)
s +
+
k−i∑
j=1
(
k − i
j
)
φj
∫ t
0
σ
2(k−i)
s− d[L]
d(2j)
s ,
2i∑
h=1
(
2i
h
)∫ t
0
G2i−hs− σ
h
s−d[L]
(h)
s

= −(k − i)η
∫ t
0
G2is−σ
2(k−i)
s− ds+
k−i∑
j=1
(
k − i
j
)
φj
∫ t
0
G2is−σ
2(k−i)
s− d[L]
d(2j)
s
+ β(k − i)
∫ t
0
G2is−σ
2(k−i)−2
s− ds +
2i∑
j=1
(
2i
j
)∫ t
0
G2i−js− σ
2(k−i)+j
s− d[L]
(j)
s + (15)
+
k−i∑
j=1
(
k − i
j
) 2i∑
h=1
(
2i
h
)
φj
∫ t
0
σ
2(k−i)+h
s− G
2i−h
s− d[L]
(2j+h)
s .
Observe that both Gs− = Gs and σ2s− = σ
2
s almost surely. Taking the
expectation, applying the compensation formula (see for example [Kyprianou,
2006, Theorem 4.4]), differentiating with respect to t, and remembering (3) and
that for any integer 2 ≤ c ≤ k, ∫R x2c−1dν(x) = 0, we obtain
d
dt
E
(
G2it σ
2(k−i)
t
)
=
= Ψ(k − 1)E
(
G2it σ
2(k−i)
t
)
+
+ β(k − i)E
(
G2it σ
2(k−i)−2
t
)
+
i∑
j=1
(
2i
2j
)
E
(
G2i−2jt σ
2(k−i)+2j
t
)
E
(
[L]
(2j)
1
)
+
+
k−i∑
j=1
(
k − i
j
) i∑
h=1
(
2i
2h
)
φjE
(
G2i−2ht σ
2(k−i)+2h
t
)∫
R
x(2j+2h)dν(x)
Simplifying we obtain
d
dt
E
(
G2it σ
2(k−i)
t
)
= Ψ(k − i)E
(
G2it σ
2(k−i)
t
)
+ Cki(t),
and a stationary solution of this ode with initial condition E
(
G2i0 σ
2(k−i)
0
)
= 0
exists if Ψ(k − i) < 0 and is given by (14). This completes the proof.
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Theorem 4.3. Let k ≥ 1 be any fixed integer. Assume Condition 2.1 holds. If
Ψ(k) < 0, E(L2k1 ) < ∞, and, for every integer 1 ≤ i ≤ k,
∫
R x
2i−1dν(x) = 0,
then
EG2kt =
k∑
i=1
(
2k
2i
)
E([L](2i)1 )
∫ t
0
E
(
G2k−2is σ
2i
s
)
ds.
Proof. The result follows from (13) by taking the expectation and applying the
compensation formula [Kyprianou, 2006, Theorem 4.4]). Note that E([L]2i−1) =∫
R x
(2i−1)dν(x) = 0 for every integer 2 ≤ i ≤ k.
4.3 Higher conditional moments
Conditional moments of the product are necessary not only to derive joint mo-
ments of higher order of the log returns, as we will do in the next section, but
could be useful by itself and for this reason the result is presented in this sec-
tion. Let us remind that Ev denotes conditional expectation with respect to the
natural filtration Fv.
Theorem 4.4. For every k and for any 0 ≤ i ≤ k, for h > 0, s > 0 and given
0 < v < s, we have
Ev
[
G2is,hσ
2(k−i)
s+h
]
=
k∑
r=0
Jkir(h, s− v)σ2rv (16)
where G2is,h = (Gs+h−Gs)2i and the coefficients Jkir(h, d) are deterministic and
can be calculated recursively as follows.
First
Jk0k(h, d) = e
(h+d)Ψ(k), (17)
then for every 1 ≤ i ≤ k
Jk0(k−i)(h, d) =
k!
(k − i)!β
i
∫ h+d
0
dsi
∫ si
0
dsi−1 · · ·
· · ·
∫ s2
0
e(h+d−si)Ψ(k)+(si−si−1)Ψ(k−1)+···+s1Ψ(k−i)ds1.
(18)
For any fixed k and i < k the coefficients Jkir(h, d) can be derived as follows
Jkik(h, d) = e
hΨ(k−i)
∫ h
0
e−wΨ(k−i)
 i∑
j=1
E
(
[L]
(2j)
1
)(2i
2j
)
Jk(i−j)k(w, d)+
+
i∑
m=1
(
2i
2m
)
Jk(i−m)k(w, d)
k−i∑
j=1
(
k − i
j
)
φjE
(
[L]
(2j+2m)
1
) dw. (19)
For any r < k
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Jkir(h, d) = e
hΨ(k−i)
∫ h
0
e−wΨ(k−i)
[
(k − i)βJ(k−1)ir(w, d)+
+
i∑
j=1
E
(
[L]
(2j)
1
)(2i
2j
)
Jk(i−j)r(w, d)+ (20)
+
i∑
m=1
(
2i
2m
)
Jk(i−m)r(w, d)
k−i∑
j=1
(
k − i
j
)
φjE
(
[L]
(2j+2m)
1
) dw.
Finally, for any r ≤ k we have
Jkkr(h, d) =
k−1∑
j=0
(
2k
2(k − j)
)
E[L](2(k−j))1
∫ h
0
Jkjr(u, d)du.
Proof. Fix k. Let us start to prove equation (16) for i = 0. To calculate Ev
(
σ2kt
)
we apply formula (2) with initial condition at time v. For every v ≤ s1 ≤ · · · ≤
sk ≤ t, we have
σ2kt =
(
β
∫ t
v
e−(Xt−Xs) ds+ e−(Xt−Xv)σ2v
)k
= e−k(Xt−Xv)σ2kv
+
k∑
i=1
(
k
i
)
e−(k−i)(Xt−Xv)σ2(k−i)v β
i
∫ t
v
e−(Xt−Xs1 ) ds1 · · ·
∫ t
v
e−(Xt−Xsi ) dsi
= e−k(Xt−Xv)σ2kv +
k∑
j=1
(
k
j
)
σ2(k−j)v β
j · j!·
∫ t
v
dsj
∫ sj
v
dsj−1 · · ·
∫ s2
v
e−k(Xt−Xsj )e−(k−1)(Xsj−Xsj−1 ) · · · e−(k−j)(Xs1−Xv)ds1.
The incrementsXt−Xv are independent of Fv and of σ2v which is Fv-measurable.
Time homogeneity of Xt ensures that Xt−Xv D= Xt−v. Then taking the condi-
tional expectation with respect to Fv, by equation (3), we get
Ev
(
σ2kt
)
= e(t−v)Ψ(k)σ2kv +
k∑
j=1
(
k
j
)
σ2(k−j)v β
j · j!·
·
∫ t
v
dsj
∫ sj
v
dsj−1 · · ·
∫ s2
v
e(t−sj)Ψ(k)e(sj−sj−1)Ψ(k−1) · · · e(s1−v)Ψ(k−j)ds1.
that gives the thesis once observed that the coefficients in (16) with i = 0 are
actually dependent only on the sum of their arguments.
Now let us prove equation (16) for i = k = 1. By the Ito product formula
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G2s,h =(Gs+h −Gs)2 =
(∫ s+h
s
σu−dLu
)2
=
=2
∫ h
0
(G(s+u)− −Gs−)σs+udLs+u +
∫ h
0
σ2s+ud[L]s+u
and by the compensation formula for the conditional expectation [Kyprianou,
2006, Corollary 4.5]
ErG
2
s,h = E([L]1)
∫ h
0
Er(σ
2
s+u)du.
Now let us assume as inductive hypothesis that (16) holds for any given integer
value k ≤ a− 1 and for all i ≤ k. We have to show that it holds also for k = a
and all i ≤ k. Let us start to notice that for k = a and i = 0 this has already
been proved. So it is enough to prove that equation (16) for k = a and all
i ≤ b − 1 < a implies equation (16) with k = a and i = b. For every k, by
writing G2ks,h = G
2(k−1)
s,h G
2
s,h and applying the Ito product formula, we have in
analogy with (13)
G2ks,h =
2k∑
i=1
(
2k
i
)∫ h
0
(G(s+u)− −Gs)2k−iσis+ud[L](i)s+u. (21)
With the analogous calculations that lead to formula (15), Ito product formula
guarantees that (denoting the increment G(s+h)− −Gs by Gs,h−)
G2bs,hσ
2(a−b)
s+h = −(a− b)η
∫ h
0
G2bs,u−σ
2(a−b)
(s+u)− du+
a−b∑
j=1
(
a− b
j
)
φj
∫ h
0
G2bs,u−σ
2(a−b)
(s+u)−d[L]
d(2j)
s+u
+ β(a− b)
∫ h
0
G2bs,u−σ
2(a−b−1)
(s+u)− du +
2b∑
j=1
(
2b
j
)∫ h
0
G2b−js,u−σ
2(a−b)+j
(s+u)− d[L]
(j)
s+u+
+
(a−b)∑
j=1
(
a− b
j
) 2b∑
h=1
(
2b
h
)
φj
∫ h
0
G2b−hs,u− σ
2(a−b)+h
(s+u)− d[L]
(2j+h)
s+u .
again analogously to the proof of Lemma 4.2 we can show that for v < s
Ev
(
G2bs,hσ
2(a−b)
s+h
)
solves the following ode
d
dh
Ev
(
G2bs,hσ
2(a−b)
s+h
)
= Ψ(a− 1)Ev
(
G2bs,hσ
2(a−b)
s+h
)
+ Cab(h, s, v)
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with
Cab(h, s, v) =(a− b)βEv
(
G2bs,hσ
2(a−b−1)
s+h
)
+
b∑
j=1
(
2b
2j
)
Ev
(
G
2(b−j)
s,h σ
2(a−b+j)
s+h
)
E
(
[L]
(2j)
1
)
+
+
b∑
m=1
(
2b
2m
)
Ev
(
G
2(b−m)
s,h σ
2(a−b+m)
s+h
) a−b∑
j=1
(
a− b
j
)
φjE
(
[L]
(2j+2m)
1
)
with initial condition Ev
(
G2bs,0σ
2(a−b)
s
)
= 0. Solving the ode we get
Ev(G
2b
s,hσ
2(a−b)
s+h ) = e
hΨ(a−b)
∫ h
0
Cab(u, s, v)e
−uΨ(a−b)du (22)
Let us now observe that by the inductive hypothesis formula (16) is true for
all the conditional expectations appearing in Cab(u, s, v), thus
Ev
(
G2bs,hσ
2(a−b−1)
s+h
)
=
a−1∑
r=0
J(a−1)br(h, s− v)σ2rv
Ev
(
G
2(b−j)
s,h σ
2(a−b+j)
s+h
)
=
a∑
r=0
Ja(b−j)r(h, s− v)σ2rv
Ev
(
G
2(b−m)
s,h σ
2(a−b+m)
s+h
)
=
a∑
r=0
Ja(b−m)r(h, s− v)σ2rv .
Substituting in (22) we get that Ev(G
2b
s,hσ
2(a−b)
s+h ) is itself a polynomial in σ
2
v of
highest order a with coefficients given by formula (20) if r 6= k of according to
formula (19) if r = k.
To conclude the proof we need to show that if (16) is true for k = a and
i ≤ a − 1 then it is also true for k = i = a. To this aim we rewrite (21), with
k = a
G2as,h =
2a∑
i=1
(
2a
i
)∫ s+h
s
(Gu− −Gs)2a−iσiu−d[L](i)u .
Redefining the index of the sum as j = a− i we have for all v < s and h > 0
Ev
(
G2as,h
)
=
a−1∑
j=0
(
2a
2(a− j)
)
E[L](2(a−j))1
∫ s+h
s
Ev
[
G2js,hσ
2(a−j)
u
]
du
=
a∑
r=1
σ2rv
a−1∑
j=0
(
2a
2(a− j)
)
E[L](2(a−j))1
∫ s+h
s
Jajr(h, s− v)du

hence
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Jaaj(h, s− v) =
a−1∑
j=0
(
2a
2(a− j)
)
E[L](2(a−j))1
∫ s+h
s
Jajr(h, s− v)du
Remark 4.5. In the coefficients given by (17) and (18) the dependence from
the time lags h and d came just through the total time lag h+ d.
4.4 Joint Moments
In view of the construction of estimators based on the method of PBEF, the
following theorem provides the result we need.
Theorem 4.6. Fix any integer k ≥ 1. Let Ψ(k) < 0, E(L2k1 ) < ∞ and for
every c ≤ k let E([L]2c−1) = ∫R x(2c−1)dν(x) = 0. For any integer h ≥ 2 and
any set of integers ij ≥ 0, j = 1, . . . , h such that i1 + i2 + . . .+ ih = k we have
for every 0 ≤ t1 < t2 < . . . < th < T , and tj > tj−1 + r for any j,
E
(
G2ihth,r G
2ih−1
th−1,r · · · G2i2t2,r G2i1t1,r
)
=
ih∑
r1=0
(
Jihihr1(r, sh−1 − sh−2 − r)
·
r1+ih−1∑
r2=0
{
J(r1+ih−1)ih−1r2(r, sh−2 − sh−3 − r)
·
r2+ih−2∑
r3=0
[
J(r2+ih−2)ih−2r3(r, sh−3 − sh−4 − r) · · ·
· · ·
rh−2+i2∑
rh−1=0
(
J(rh−2+i2)i2rh−1(r, s1 − r)E
(
σ2rh−1r G
2i1
r
))]})
,
where sj−1 = tj − t1, j = h, . . . , 2.
Proof. By stationarity of Gt,r we can write
E
(
G2ihth,r G
2ih−1
th−1,r · · · G2i2t2,r G2i1t1,r
)
= E
(
G2ihsh−1,rG
2ih−1
sh−2,r · · · G2i2s1,r G2i1r
)
Taking the conditional expectation repeatedly in the right hand side we get
E
[
Er
{
· · ·Esh−3+r
[
Esh−2+r
(
G2ihsh−1,r
)
G2ih−1sh−2,r
]
G2ih−2sh−3,r · · ·G2i2s1,r
}
G2i1r
]
.
Starting with the innermost conditional expectation we can apply Theorem
4.4 reducing the argument to a deterministic part that just contains some J
coefficient (with appropriate indexes) and a part that is measurable with respect
to the σ-algebra we are conditioning on (Fsh−2+r in that case). Repeating the
procedure for every conditional expectation subsequently from the innermost to
the outermost we are left we get the thesis.
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Remark 4.7. The condition
∫
R x
(2c−1)dν(x) = 0 for any 2 ≤ c ≤ k is rather
strong and it is close to assume that the Le´vy measure is symmetric. A more
detailed discussion of its relevance in the model is deferred to Section 5.3
Remark 4.8 (Explicit expressions). For k = 1 and k = 2 the moments were
already calculated (see formulae (9) and (10) in [Haug et al., 2007]). We recover
equivalent expressions. Explicit formulae for all the joint moments with k = 3
and k = 4 have been derived performing the iterations by symbolic computation
in Mathematica [Wolfram Research, Inc., 2013]. The final results are very long
and it is unfeasible to display them here. We include as supporting informa-
tion to the paper (see also the Section at the end of the paper) a Mathematica
notebook [Wolfram Research, Inc., 2013], that allows to calculate and manipu-
late all the expressions of the moments and that is able to produce as output a
computer-readable form that can be evaluated numerically in R [R Development
Core Team, 2011] or in C [Kernighan and Ritchie, 1988]. Functions that allow
the numerical evaluation of the joint moments are available from the R pack-
age COGARCH that is described in a dedicated file included in the Supporting
Information.
5 The estimation method and the assumptions
We are now able to summarize how the iterative expressions found in the pre-
vious section can be concretely turned into a feasible estimation method. In
particular we choose two PBEFs: the one corresponding to the minimum mean
squared prediction error (MSPE) of Example 3.1 and the optimal one with
weights (9). We want to spell out the conditions we need in each case to get
both calculable expressions and nice asymptotic properties.
5.1 MSPE estimation
The estimation by means of (8) requires the explicit expressions of the moments
up to the order four in order to compute the predictors (6) and the contrast
function (8) that is then minimized numerically.
A set of conditions that both provide the good asymptotic properties of
Theorem 3.1 and the necessary moments are listed below.
Condition 5.1. 1. E(L1) = 0 and E(L21) = 1.
2. There exist a constant δ > 0 such that Eθ(L
8+δ
1 ) <∞.
3. Ψ(4) < 0.
4.
∫
R x
3dν(x) = 0
Remark 5.1. The MSPE method does not need any additional condition with
respect to those that were asked for in order to get similar asymptotic properties
for the estimators derived by a method of moments in [Haug et al., 2007].
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5.2 Optimal PBEF
The OPBEF introduced in Section 3.2 requires the explicit expressions of the
moments up to the order eight in order to compute the weights (9). The exis-
tence of such moments is already guaranteed by Conditions 5.1, but to calculate
their explicit expressions (cf. Theorem 4.6) we need the following further as-
sumptions.
Condition 5.2.
∫
R x
5dν(x) = 0 and
∫
R x
7dν(x) = 0.
Under Conditions 5.1 and 5.2 the estimating function exists and the estima-
tors are consistent and asymptotically normal according to Theorem 3.1.
5.3 Discussion on the assumpions
Two of the previous conditions are rather strong: the existence of (slightly more
than) eight moments for the Le´vy process and the condition
∫
R x
(2c−1)dν(x) = 0
for any 2 ≤ c ≤ k, that is close to assume that the Le´vy measure is symmetric.
The former is necessary if we want to prove the asymptotic normality of nearly
any estimator, since (together with Ψ(4) < 0) it guarantees the mixing condition
for the process of log returns (cf. also the paper [Haug et al., 2007] on the
method of moments). The latter is needed mainly because the calculation of
the moments is simplified and less cumbersome. As remarked above, it is needed
for the MSPE method only for k = 2 (the same condition that appears in [Haug
et al., 2007]), while to calculate the OPBE it is asked for k = 4. Let also
remark that in real financial data it is known that often there is an asymmetric
response of the volatility and this assumption is not able to model this leverage
effect, (see also a comment about that in [Haug et al., 2007]). An improved
version of the COGARCH model that can take in account such effect has been
recently proposed in [Behme et al., 2014]. Still, however there is a number of
parametric families of Le´vy processes like Compound Poisson, Normal Inverse
Gaussian, Variance Gamma and Meixner processes that for some value of their
parameters satisfy both Conditions 5.1 and Condition 5.2. A detailed discussion
is presented for the Variance Gamma family below.
5.4 Example: Variance Gamma
The Variance Gamma process Vt is an infinity activity pure jump Le´vy process
that has been used itself to model log returns [Madan and Seneta, 1990]. The
characteristic function is given by
E
(
eiuVt
)
=
(
1 +
A2u2
2C
)−tC
, C > 0, A > 0.
and the Le´vy measure has density
νL(dx) =
C
|x| exp
(
−|x|
A
√
2C
)
dx x 6= 0. (23)
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The Variance Gamma process has finite moments of any order and a symmetric
density which cannot be expressed in a closed form. Its variance is given by A2t.
If we assume that it drives (without a Brownian component) a COGARCH(1,1)
model, the first of Conditions 5.1 imposes A = 1, while the parameter C remains
free.
6 Numerical example
To evaluate the performance of PBEF compared with other estimators we set up
a numerical example. The setting is the same as in [Haug et al., 2007]: the model
is a COGARCH(1,1) with true parameters θ0 = (β0, η0, φ0) = (0.04, 0.053, 0.038)
driven by a Variance Gamma process. The parameter C in (23) is fixed to C = 1
(and non estimated). In this setting we have Ψ(4) = −0.0261 < 0 and Condition
5.1 is fulfilled. The code for the numerical example (simulation, evaluation of
the moments and estimation with the different methods) has been made avail-
able as an R package called COGARCH. Instructions on how to install and use
it are included as Supporting Information.
6.1 Asymptotic variances
Numerical evaluation of the iterative expressions of Section 4 for the higher
moments makes possible to calculate the asymptotic variances of the MSPE
estimator obtained with the weights in (8) and of the OPBE (Optimal Predic-
tion Based Estimator, see (9)). The explicit calculation of the matrix Mn(θ0)
in (10) takes a long time (nearly 100 minutes on a recent personal computer,
with a careful C implementation) and is not feasible for repeated evaluation
within an optimization algorithm. Since the sequence Mn(θ0) of equation (10)
converges exponentially fast to M(θ0) and since our numerical experiment actu-
ally demonstrates that already M0(θ0) approximates M(θ0) very well, it seems
reasonable to use M0(θ0) instead of Mn(θ0) in the weights (9) and to call this
estimator approximate OPBE. With such approximation, a negligible increase
in the asymptotic variance is introduced. The results are summarized in Table
1.
6.2 Simulation study
To investigate the finite sample properties of the different estimation methods
we set up a simulation study. We generate 10000 trajectories of G with 20000
observations separated by a time lag r = 1, {Gj}j=1...20000 and computed the
log-returns Gj,1. To increase the accuracy of the simulation the actual grid for
the Euler method was 1000 times finer with respect to the final grid of the obser-
vations. From each simulated sample we estimated the parameters with all the
four available methods: the method of moments (MME) of [Haug et al., 2007],
the Pseudo-Maximum Likelihood (PML) method proposed in [Maller et al.,
2008], and the new estimators MSPE and OPBE introduced above. Aware of
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MSPE
4.668 2.989 1.2162.989 3.172 2.058
1.216 2.058 1.628

OPBE
4.503 2.844 1.1332.844 3.045 1.985
1.133 1.985 1.587

approximate OPBE
4.504 2.845 1.1342.845 3.047 1.988
1.134 1.988 1.588

Table 1: Asymptotic variances V (θ0) of
√
n (θˆ − θ0) given by Theorem 3.1.
the results of the previous subsection we calculated the OPBE approximatively
using M0(θ) instead of Mn(θ) in the weights.
Descriptive statistics of the estimates are compared in Table 2. Figure 1 il-
lustrates the empirical densities of the estimates for the three parameters. The
OPBE outperforms all the other methods. Indeed, PML estimator has a smaller
variance, but a relevant bias, while the MME has an higher variance. The differ-
ence between the OPBE and the suboptimal MSPE is very small (and difficult
to be appreciated in Figure 1). Let us remark that although our sample is very
large (20000 observations at lag 1 for each trajectory) asymptotic normality is
far from being reached as Figure 2 shows for both MME and OPBE (we plotted
the QQ plot just for the parameter η since the other two are very similar). A
possible reason is that asymptotic normality only holds under Ψ(4) < 0: in the
chosen parameter setting the value of Ψ(4) is negative but very close to zero.
The heavy tail of the estimates may also explain the fact that the the empirical
covariances displayed in Table 2 sistematically underestimate their theoretical
value that can be obtained dividing by the sample size n = 20000 the values
reported in Table 1.
7 Conclusion and further developments
We specialized the method of Prediction Based Estimating function for the
COGARCH(1,1) model. Motivated by the search for an optimal PBEF, we
have investigated the higher order structure of the process. Iterative expressions
to calculate the higher order moments are derived. The asymptotic properties
of the estimators are studied and illustrated by a numerical example. PBEF
are shown to outperform all other available estimation methods. Further work
will be dedicated to the development of an R package to simulate and estimate
the parameters of the COGARCH model. A faster algorithm to calculate the
matrix Mn(θ) would also be desirable. There is no technical obstruction to
apply the PBEF method to non equally spaced observations, a larger empirical
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method avg(θˆ) θ0
|avg(θˆ)−θ0|
θ0
cov(θˆ)
MME
0.0498
0.0585
0.0397
0.04
0.053
0.038
0.245
0.103
0.045
2.41e− 04 1.79e− 04 8.63e− 051.79e− 04 1.81e− 04 1.14e− 04
8.63e− 05 1.14e− 04 8.23e− 05

PML
0.0418
0.0433
0.0278
0.04
0.053
0.038
0.046
0.184
0.268
6.85e− 05 4.12e− 05 1.49e− 054.12e− 05 3.19e− 05 1.65e− 05
1.49e− 05 1.65e− 05 1.19e− 05

MSPE
0.0430
0.0538
0.0376
0.04
0.053
0.038
0.075
0.014
0.011
1.57e− 04 1.18e− 04 5.87e− 051.18e− 04 1.15e− 04 7.14e− 05
5.87e− 05 7.14e− 05 5.06e− 05

OPBE
0.0428
0.0533
0.0372
0.04
0.053
0.038
0.069
0.006
0.021
1.34e− 04 9.86e− 05 4.75e− 059.86e− 05 9.52e− 05 5.81e− 05
4.75e− 05 5.81e− 05 4.11e− 05

Table 2: Summary statistics of the estimates. The values of the OPBE are
approximated as described in the text.
study would be worth.
Supporting information
Additional information for this article is available online. It regards the R
package COGARCH that provides the code for the simulation, estimation, and
evaluation of the moments and also a Mathematica code that implements the
recursive formulae of Section 4. Due to their length, indeed, the outputs of
such formulae are unmanageable for a human. We include as a supplementary
material to this paper a Mathematica notebook that allows to calculate all of
them and to provide the results as computer-readable text files that are then
used into the R package. The content of the supplementary material is the
following:
• the file how2useCOGARCH.pdf that is a brief documentation of the R
package COGARCH
• the file ExplicitExpressions.nb is the Mathematica notebook [Wolfram Re-
search, Inc., 2013]
• the file ExplicitExpressions.pdf reports the content of the notebook in a
file format that is readable without a Mathematica license
• a directory where precomputed outputs of the notebook are stored in order
to make the execution of the notebook faster. The notebook does not need
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Figure 1: Comparison between the empirical densities of the different estimators.
the presence of such directory, however in its absence it has to compute all
the expression anew and the execution becomes much slower. Moreover
into the subfolder R the final expressions of the moments are saved as text
files with a syntax that is compatible with the open source software R [R
Development Core Team, 2011].
Acknowledgements
This work has been supported by PRIN 2009JW2STY. The authors are grate-
ful to Claudia Kluppelberg for her stimulating encouragement and to Michael
Sørensen and Susanne Ditlevsen, that both suggested the use of the approxi-
mation for the limit matrix. Thanks to Giovanni Birolo who wrote the supple-
mentary material. EB dedicates this paper to Martino and fagiolino.
References
[Applebaum, 2009] Applebaum, D. (2009). Le´vy processes and stochastic calcu-
lus, volume 116 of Cambridge Studies in Advanced Mathematics. Cambridge
University Press, Cambridge, second edition.
[Behme et al., 2014] Behme, A., Kluppelberg, C., and Mayr, K. (2014). Asym-
metric cogarch processes. Celebrating 50 Years of the Applied Probability
Trust (J. Appl. Prob. Spec. Vol. 51A).
[Brockwell et al., 2006] Brockwell, P., Chadraa, E., and Lindner, A. (2006).
Continuous-time GARCH processes. Ann. Appl. Probab., 16(2):790–826.
22
-4 -2 0 2 4
0.
05
0.
10
0.
15
0.
20
MME, parameter η
Normal Quantiles
S
am
pl
e 
Q
ua
nt
ile
s
-4 -2 0 2 4
0.
02
0.
04
0.
06
0.
08
0.
10
0.
12
OPBE, parameter η
Normal Quantiles
S
am
pl
e 
Q
ua
nt
ile
s
Figure 2: QQplot of the MME and OPBE of parameter η.
[Brockwell and Davis, 1991] Brockwell, P. J. and Davis, R. A. (1991). Time
series: theory and methods. Springer Series in Statistics. Springer-Verlag,
New York, second edition.
[Buchmann and Mueller, 2012] Buchmann, B. and Mueller, G. (2012). Limit
experiments of GARCH. Bernoulli, 18(1):64–99.
[Ditlevsen and Sørensen, 2004] Ditlevsen, S. and Sørensen, M. (2004). Inference
for observations of integrated diffusion processes. Scandinavian Journal of
Statistics, 31(3):417.
[Godambe and Heyde, 1987] Godambe, V. P. and Heyde, C. C. (1987). Quasi-
likelihood and optimal estimation. Internat. Statist. Rev., 55(3):231–244.
[Haug et al., 2007] Haug, S., Klu¨ppelberg, C., Lindner, A., and Zapp, M.
(2007). Method of moment estimation in the COGARCH(1, 1) model.
Econom. J., 10(2):320–341.
[Kallsen and Vesenmayer, 2009] Kallsen, J. and Vesenmayer, B. (2009). COG-
ARCH as a continuous-time limit of GARCH(1,1). Stochastic Process. Appl.,
119(1):74–98.
[Kernighan and Ritchie, 1988] Kernighan, B. W. and Ritchie, D. (1988). The
C programming language. Prentice-Hall.
[Kim and Lee, 2013] Kim, M. and Lee, S. (2013). On the maximum likelihood
estimator for irregularly observed time series data from COGARCH(1,1) mod-
els. REVSTAT-Statistica journal, 11(2):135–168.
23
[Klu¨ppelberg et al., 2004] Klu¨ppelberg, C., Lindner, A., and Maller, R. (2004).
A continuous-time GARCH process driven by a Le´vy process: stationarity
and second-order behaviour. J. Appl. Probab., 41(3):601–622.
[Klu¨ppelberg et al., 2011] Klu¨ppelberg, C., Maller, R., and Szimayer, A. (2011).
The COGARCH: a review, with news on option pricing and statistical infer-
ence. In Surveys in stochastic processes, EMS Ser. Congr. Rep., pages 29–58.
Eur. Math. Soc., Zu¨rich.
[Kyprianou, 2006] Kyprianou, A. E. (2006). Introductory lectures on fluctu-
ations of Le´vy processes with applications. Universitext. Springer-Verlag,
Berlin.
[Madan and Seneta, 1990] Madan, D. B. and Seneta, E. (1990). The variance
gamma (vg) model for share market returns. Journal of business, pages 511–
524.
[Maller et al., 2008] Maller, R. A., Mueller, G., and Szimayer, A. (2008).
GARCH modelling in continuous time for irregularly spaced time series data.
Bernoulli, 14(2):519–542.
[Mu¨ller, 2010] Mu¨ller, G. (2010). Mcmc estimation of the cogarch (1, 1) model.
Journal of Financial Econometrics, 8(4):481–510.
[Protter, 2005] Protter, P. E. (2005). Stochastic integration and differen-
tial equations, volume 21 of Stochastic Modelling and Applied Probability.
Springer-Verlag, Berlin. Second edition. Version 2.1, Corrected third print-
ing.
[R Development Core Team, 2011] R Development Core Team (2011). R: A
Language and Environment for Statistical Computing. R Foundation for Sta-
tistical Computing, Vienna, Austria. ISBN 3-900051-07-0.
[Sørensen, 2000] Sørensen, M. (2000). Prediction-based estimating functions.
Econom. J., 3(2):123–147.
[Sørensen, 2011] Sørensen, M. (2011). Prediction-based estimating functions:
review and new developments. Braz. J. Probab. Stat., 25(3):362–391.
[Stelzer, 2010] Stelzer, R. (2010). Multivariate COGARCH(1,1) processes.
Bernoulli, 16(1):80–115.
[Wolfram Research, Inc., 2013] Wolfram Research, Inc. (2013). Mathematica
9.0. Wolfram Research, Inc., Champaign, Illinois.
24
