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1. Introduction
Two unitary operators on L2(R) play an important role in wavelet theory: the translation operator T and the dilation
operator D deﬁned by
[T f ](x) := f (x− 1), [Df ](x) := 21/2 f (2x) ( f ∈ L2(R)). (1)
Orthonormal bases (shortly ONBs) of L2(R) can be constructed by application of translations and dilations to an appropriate
function. Under the name orthonormal wavelet on R is commonly understood a function ψ ∈ L2(R) such that the family
{ψm,n := DmTnψ: m,n ∈ Z} is an ONB of L2(R). All orthonormal wavelets ψ ∈ L2(R) are characterized by two equations
involving the Fourier transform ψˆ(ξ) := ∫
R
e−iξxψ(x)dx. Provided ‖ψ‖ = 1, they are∑
m∈Z
∣∣ψˆ(2mξ)∣∣2 = 1, for a.e. ξ ∈ R, (2)
and, for every odd integer l,
∞∑
m=0
ψˆ
(
2m(ξ + 2lπ))ψˆ(2mξ)= 0, for a.e. ξ ∈ R. (3)
A way to construct a wavelet basis of L2(R) and to obtain eﬃcient algorithms is given by the concept of multiresolution
analysis (MRA), due to Mallat and Meyer, and originally used as a signal-processing tool by means of perfect reconstruction
ﬁlterbanks. An orthonormal wavelet ψ ∈ L2(R) is an MRA wavelet if and only if (iff)
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m=1
∑
n∈Z
∣∣ψˆ(2m(ξ + 2nπ))∣∣2 = 1, for a.e. ξ ∈ R. (4)
In particular, every compactly supported orthonormal wavelet (CSOW) is an MRA wavelet. Along the literature, the transfer
functions of the ﬁlters associated with an MRA have been the keystone for constructing CSOWs, the study of properties
like regularity, vanishing moments, symmetry, etc., and proposals of generalization. See [3,6,8] and references therein. Like
formulas (2)–(4), almost all wavelet theory has been developed on the basis of Fourier transform, which diagonalizes the
translation operator T . In this work we propose to consider arbitrary ONBs {L(0)i }i∈I of L2[0,1) and {K (0)±, j} j∈J of L2[±1,±2),
and extend them to a pair of ONBs of L2(R) by means of translations and dilations. The resultant ONBs of L2(R),{
L(n)i := TnL(0)i
}
i∈I,n∈Z,
{
K (m)s, j := DmK (0)s, j
}
s=±, j∈J,m∈Z,
lead to shift and spectral representations of the operators T and D , respectively – a detailed discussion can be found in [5].
In Section 2 we introduce these general pairs of ONBs of L2(R) and use them in Theorem 2 to characterize all orthonormal
wavelets
ψ(x) =
∑
s, j,m
ψ˜
(m)
s, j K
(m)
s, j (x) ∈ L2(R)
(
shortly ψ = {ψ˜(m)s, j }),
by means of conditions involving the coordinates ψ˜(m)s, j and the elements α
s, j,m
i,n of the change of basis matrix relating {L(n)i }
and {K (m)s, j }. Theorem 2 already appears in [5], but we give here a more direct and shorter proof of it. Sections 3 and 4
deal with particular situations showing the potential of this result. Section 3 restricts attention to orthonormal wavelets
ψ = {ψ˜(0)+, j} ∈ L2(R) with compact support included in the interval [1,2] and a particular choice of the ONBs {L(n)i } and
{K (m)s, j } built on the classical Haar function – the elements of the matrix (αs, j,mi,n ) for these ONBs are given in Appendix A.
Corollary 3 rewrites the spectral conditions of Theorem 2 for such wavelets and ONBs, and Proposition 4 gives simple
suﬃcient conditions under the additional assumption ψ˜(0)+,0 = 0. The close relationship between orthonormal wavelets and
certain families of functions belonging to the Hardy class H2 is established in Section 4, where we pay attention to the
situation described by Proposition 4. In particular, as Theorem 5 shows, certain families of the form{
hl(z) =
∞∑
n=0
c(l)n z
n ∈ H2: l ∈ 2N − 1
}
,
articulated around an inner function b and the corresponding backward shift invariant subspace [bH2]⊥ , have associated a
CSOW ψ = {ψ˜(0)+, j} ∈ L2(R) with suppψ ⊆ [1,2]. The relationship materializes through the identiﬁcation of Taylor coeﬃcients
c(l)n of the Hardy functions hl with coordinates ψ˜
(0)
+, j of the wavelet ψ in such a way that each function hl contributes only
locally to the wavelet; see Remark 7. This fact leads to algorithms focusing on the local shape of the wavelet. Rational inner
functions, i.e., ﬁnite Blaschke products, with zeros 0 < |ak| < 2−1/2, lead to optimal algorithms; see Proposition 12.
2. Spectral conditions for orthonormal wavelets
As we have indicated in the Introduction, suitable ONBs of L2(R) lead to shift and spectral representations of the trans-
lation and dilation operators, T and D , given in (1) – see [5] for details. One begins by considering an ONB {L(0)i (x)}i∈I
of L2[0,1) and ONBs {K (0)±, j(x)} j∈J of L2[±1,±2), where I, J are denumerable set of indices (usually, N, N ∪ {0} or Z).
Obviously, the translated set{
L(n)i (x) :=
[
TnL(0)i
]
(x) = L(0)i (x− n)
}
i∈I (5)
is an ONB of L2[n,n + 1) for every n ∈ Z, and the two dilated sets{
K (m)±, j(x) :=
[
DmK (0)±, j
]
(x) = 2m/2K (0)±, j
(
2mx
)}
j∈J (6)
are ONBs of L2[±2−m,±2−m+1) for every m ∈ Z. For each f ∈ L2(R) write
fˆ (n)i :=
∫
[n,n+1)
f (x)L(n)i (x)dx (i ∈ I, n ∈ Z),
f˜ (m)±, j :=
∫
m m+1
f (x)K (m)±, j(x)dx ( j ∈ J, m ∈ Z).
[±2 ,±2 )
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f =
∑
i,n
fˆ (n)i L
(n)
i and f =
∑
s, j,m
f˜ (m)s, j K
(m)
s, j . (7)
The change of representation between both expansions is governed by the matrix (αs, j,mi,n ), where
α
s, j,m
i,n :=
∫
R
L(n)i (x)K
(m)
s, j (x)dx, (8)
so that
L(n)i =
∑
s, j,m
α
s, j,m
i,n K
(m)
s, j , K
(m)
s, j =
∑
i,n
α
s, j,m
i,n L
(n)
i
and
fˆ (n)i =
∑
s, j,m
α
s, j,m
i,n f˜
(m)
s, j , f˜
(m)
s, j =
∑
i,n
α
s, j,m
i,n fˆ
(n)
i . (9)
Fixed ONBs {L(n)i (x)}i∈I,n∈Z and {K (m)±, j(x)} j∈J,m∈Z of L2(R) as above, for each f ∈ L2(R) we shall write
f = { fˆ (n)i }= { f˜ (m)s, j }.
Lemma 1. Let f = { fˆ (n)i } = { f˜ (m)s, j } ∈ L2(R). Then, for p,q ∈ Z,[
D̂ p T q f
](k)
l =
∑
s, j,m
α
s, j,m
l,k
∑
i,n
α
s, j,m−p
i,n+q fˆ
(n)
i (l ∈ I, k ∈ Z), (10)
[
T̂ qDp f
](k)
l =
∑
s, j,m
α
s, j,m
l,k−q
∑
i,n
α
s, j,m−p
i,n fˆ
(n)
i (l ∈ I, k ∈ Z), (11)
[
D˜ p T q f
](k)
r,l =
∑
i,n
α
r,l,k−p
i,n
∑
s, j,m
α
s, j,m
i,n−q f˜
(m)
s, j (r = ±, l ∈ J, k ∈ Z), (12)
[
T˜ qDp f
](k)
r,l =
∑
i,n
αr,l,ki,n
∑
s, j,m
α
s, j,m+p
i,n−q f˜
(m)
s, j (r = ±, l ∈ J, k ∈ Z). (13)
Proof. From (5), (6) and (7) one has that, for p,q ∈ Z,[
T̂ q f
](n)
i = fˆ (n−q)i (i ∈ I, n ∈ Z), (14)[
D˜ p f
](m)
s, j = f˜ (m−p)s, j (s = ±, j ∈ J, m ∈ Z). (15)
The result is a straightforward consequence of (14), (15) and the change of representation formulas (9). 
Formulas (14) and (15) lead to shift representations and spectral decompositions of the operators T and D . As the
following result shows, conditions for a function ψ = {ψˆ(n)i } = {ψ˜(m)s, j } of L2(R) to be an orthonormal wavelet can be written
in terms of the coordinates ψ˜(m)s, j and the matrix elements α
s, j,m
i,n . We call them “spectral conditions”. As usual, δn denotes
the discrete Dirac delta function deﬁned by
δn :=
{
1, if n = 0,
0, if n ∈ Z \ {0}.
Theorem 2. A function ψ ∈ L2(R), with ψ = {ψ˜(m)s, j }, is an orthonormal wavelet iff the following two conditions are satisﬁed:
(i) Orthonormality: For every p,q ∈ Z,∑
s, j,m
ψ˜
(m)
s, j
∑
i,n
α
s, j,m−p
i,n
∑
r,k,l
αr,k,li,n−qψ˜
(l)
r,k = δpδq. (16)
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i,n
α
s, j,m
i,n
∑
r,k,l
αr,k,li,n−qψ˜
(l)
r,k
)
(m,q)∈Z×Z
(s, j)∈F
has maximal rank, i.e., the cardinality of F (#F).
Proof. By deﬁnition, a function ψ = {ψˆ(n)i } = {ψ˜(m)s, j } ∈ L2(R) is an orthonormal wavelet when the system {ψp,q =
DpT qψ: p,q ∈ Z} is an orthonormal basis of L2(R). Since D and T are unitary operators (and even although they do
not commute: T D = DT 2), the orthonormality of this system is equivalent to(
Dpψ, T qψ
)=∑
i,n
[
D̂ pψ
](n)
i
[
T̂ qψ
](n)
i = δpδq (p,q ∈ Z). (17)
Rearrange sums in (16) and use (9), (14) and (15) to get (17):∑
s, j,m
ψ˜
(m)
s, j
∑
i,n
α
s, j,m−p
i,n
∑
r,k,l
αr,k,li,n−qψ˜
(l)
r,k =
∑
i,n
∑
s, j,m
α
s, j,m
i,n ψ˜
(m+p)
s, j
∑
r,k,l
αr,k,li,n−qψ˜
(l)
r,k
=
∑
i,n
∑
s, j,m
α
s, j,m
i,n
[
D˜−pψ
](m)
s, j [ψˆ](n−q)i
=
∑
i,n
[
D̂−pψ
](n)
i
[
T̂ qψ
](n)
i = δpδq (p,q ∈ Z).
Now, the subspace F consisting of all functions f = { f˜ (m)s, j } ∈ L2(R) with a ﬁnite number of non-zero coordinates f˜ (m)s, j is
dense in L2(R). Thus, the completeness of the orthonormal system {ψp,q = DpT qψ: p,q ∈ Z} in L2(R) is equivalent to the
condition: if f ∈ F and ( f ,ψp,q) = 0 for all p,q ∈ Z, then f = 0. From (7) and (12),
( f ,ψp,q) =
∑
s, j,m
f˜ (m)s, j
[
D˜ p T pψ
](m)
s, j =
∑
s, j,m
f˜ (m)s, j
∑
i,n
α
s, j,m−p
i,n
∑
r,k,l
αr,k,li,n−qψ˜
(l)
r,k.
Since m and p are independent, one arrives at the condition (ii) of the result. 
3. CSOWs and Haar bases
The spectral conditions of Theorem 2 are computationally useful when one deals with compactly supported orthonormal
wavelets (CSOWs) and convenient ONBs {L(0)i (x)}i∈I and {K (0)±, j(x)} j∈J . In what follows we shall pay attention to CSOWs
ψ ∈ L2(R) with suppψ ⊆ [1,2] and the so-called Haar ONBs {L(n)i } and {K (m)±, j} built below. Let ϕH and ψH be the Haar
scaling function and wavelet given by
ϕH := χ[0,1), ψH := χ[0,1/2) − χ[1/2,1),
where χ denotes the characteristic function:
χ[a,b)(x) :=
{
1, if x ∈ [a,b),
0, otherwise,
and consider the “Haar ONBs” {L(0)i (x)}i∈N∪{0} of L2[0,1) and {K (0)±, j(x)} j∈N∪{0} of L2[±1,±2) deﬁned by
L(0)0 := ϕH0,0;
L(0)2p+q := ψHp,q, for p = 0,1, . . . ; q = 0,1, . . . ,2p − 1;
K (0)+,0 := ϕH0,1;
K (0)+,2p+q := ψHp,2p+q, for p = 0,1, . . . ; q = 0,1, . . . ,2p − 1;
K (0)−,0 := ϕH0,−2;
K (0)−,2p+q := ψHp,−2p+1+q, for p = 0,1, . . . ; q = 0,1, . . . ,2p − 1. (18)
1 Each row of this matrix corresponds with ﬁxed values of the pair of indices (m,q) ∈ Z × Z, whereas each of its columns corresponds with ﬁxed values
of the pair (s, j) ∈ F, so that the matrix has an inﬁnite number of rows and the number of its columns is the cardinality of F.
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L(n)0 = ϕH0,n,
L(n)2p+q = ψHp,q+2pn, for p = 0,1, . . . ; q = 0,1, . . . ,2p − 1;
K (m)+,0 := ϕHm,1;
K (m)+,2p+q := ψHp+m,2p+q, for p = 0,1, . . . ; q = 0,1, . . . ,2p − 1;
K (m)−,0 := ϕHm,−2;
K (m)−,2p+q := ψHp+m,−2p+1+q, for p = 0,1, . . . ; q = 0,1, . . . ,2p − 1. (19)
The change of representation matrix (αs, j,mi,n ) for these bases is given in Appendix A. For the Haar ONBs and CSOWs ψ ∈
L2(R) with suppψ ⊆ [1,2] the spectral conditions read as follows.
Corollary 3. Consider the Haar bases given in (19) and the corresponding matrix (αs, j,mi,n ) given in Appendix A. Let ψ = {ψ˜(m)s, j } be a
function of L2(R) with compact support included in the interval [1,2], so that the only possible non-zero coordinates of ψ are ψ˜(0)+, j ,
for j ∈ N ∪ {0}. Then, ψ is an orthonormal wavelet iff the following two conditions are satisﬁed:
(i) Orthonormality: For every p,q ∈ Z,∑
j
ψ˜
(0)
+, j
∑
k
α
+, j,−p
k,1+q ψ˜
(0)
+,k = δpδq. (20)
(ii) Completeness: For every ﬁnite set F of indices (s, j), with s = ± and j ∈ N ∪ {0}, the matrix(∑
k
α
s, j,m
k,1+qψ˜
(0)
+,k
)
(m,q)∈Z×Z
(s, j)∈F
has rank the cardinality of F.
Proof. The result is a straightforward consequence of Theorem 2 and the values of the change of representation matrix
elements αs, j,0i,n for the Haar ONBs given in Appendix A. 
The additional assumption ψ˜(0)+,0 = 0 simpliﬁes signiﬁcantly the situation.
Proposition 4. Under the conditions of Corollary 3, assume in addition that ψ˜(0)+,0 = 0. Then:
(1) The set of orthonormality equations (20) is equivalent to∑
r=0,1,...
t=0,1,...,2r−1
ψ˜
(0)
+,2r(q+1)+tψ˜
(0)
+,2r+t = δq
(
q ∈ N ∪ {0}). (21)
(2) A suﬃcient condition for the completeness condition (ii) of Corollary 3 to be satisﬁed is that ψ˜(0)+,1 	= 0.
Proof. (1) Consider the Haar bases given in (19). According to the matrix elements αs, j,mi,n given in Appendix A, the only
non-trivial orthonormality equations (20) in Corollary 3 are the following:
• For p,q = 0,∑
j
∣∣ψ˜(0)+, j∣∣2 = 1. (22)
• For q > 0, with q + 1 = 2u + v (u = 1,2, . . . , v = 0,1, . . . ,2u − 1), if p = u,∑
r=0,1,...
t=0,1,...,2r−1
ψ˜
(0)
+,2r(q+1)+tψ˜
(0)
+,2r+t + 2−u/2ψ˜(0)+,0ψ˜(0)+,0 +
u−1∑
l=0
(−1)w(u,v,l)2(l−u)/2ψ˜(0)+,2l+[v/2u−l]ψ˜
(0)
+,0 = 0, (23)
where w(u, v, l) = [ v−2u−l[v/2u−l]u−l−1 ].2
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∑
r=0,1,...
t=0,1,...,2r−1
ψ˜
(0)
+,2r+tψ˜
(0)
+,2r−p+2r+t + 2p/2ψ˜(0)+,0ψ˜(0)+,0 +
−p−2∑
l=0
2(l+p)/2ψ˜(0)+,0ψ˜
(0)
+,2l − 2−1/2ψ˜
(0)
+,0ψ˜
(0)
+,2−p−1 = 0. (24)
Taking ψ˜(0)+,0 = 0, the sets of equations (22), (23) and (24) come down to the set of equations (21).
(2) Let F be a set of indices (s, j), with s = ± and j ∈ N ∪ {0}, and consider the matrix(∑
k
α
s, j,M
k,1+Q ψ˜
(0)
+,k
)
(M,Q )∈Z×Z
(s, j)∈F
,
the values αs, j,mi,n for Haar bases given in Appendix A. If ψ˜
(0)
+,0 = 0, the only possible non-zero matrix elements∑
k α
s, j,M
k,1+Q ψ˜
(0)
+,k are the following:
• If (s, j) = (+,0) ∈ F: For M > 0 and 1+ Q = 0,
∑
k
α+,0,Mk,0 ψ˜
(0)
+,k =
M−2∑
r=0
2(r−M)/2ψ˜(0)+,2r − 21/2ψ˜(0)+,2M−1 .
In particular, for M = 1 and 1+ Q = 0,∑
k
α+,0,1k,0 ψ˜
(0)
+,k = −21/2ψ˜(0)+,1. (25)
• If (s, j) = (+,2p + q) ∈ F, with p = 0,1, . . . and q = 0,1, . . . ,2p − 1: For −p  M < 0 and 1+ Q = 2−M + [q/2p+M ],∑
k
α
+,2p+q,M
k,2−M+[q/2p+M ]ψ˜
(0)
+,k = ψ˜(0)+,2p+M (1−[q/2p+M ])+q.
In particular, for M = −p and 1+ Q = 2p + q,∑
k
α
+,2p+q,−p
k,2p+q ψ˜
(0)
+,k = ψ˜(0)+,1. (26)
For M = 0 and 1+ Q = 1,∑
k
α
+,2p+q,0
k,1 ψ˜
(0)
+,k = ψ˜(0)+,2p+q.
For M > 0 and 1+ Q = 0,∑
k
α
+,2p+q,M
k,0 ψ˜
(0)
+,k = ψ˜(0)+,2p+M+2p+q.
In particular, for M = 1 and 1+ Q = 0,∑
k
α
+,2p+q,1
k,0 ψ˜
(0)
+,k = ψ˜(0)+,2p+1+2p+q.
• If (s, j) = (−,0) ∈ F: For M > 0 and 1+ Q = −1,
∑
k
α−,0,Mk,−1 ψ˜
(0)
+,k = −
M−2∑
r=0
2(r−M)/2ψ˜(0)−,2r+1−1 + 21/2ψ˜
(0)
+,2M−1.
In particular, for M = 1 and 1+ Q = −1,∑
k
α−,0,1k,−1 ψ˜
(0)
+,k = 21/2ψ˜(0)+,1. (27)
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k
α
−,2p+q,M
k,2−M+1+[q/2p+M ]ψ˜
(0)
+,k = ψ˜(0)+,2p+M (1−[q/2p+M ])+q.
In particular, for M = −p and 1+ Q = −2p+1 + q,∑
k
α
−,2p+q,−p
k,−2p+1+q ψ˜
(0)
+,k = ψ˜(0)+,1. (28)
For M = 0 and 1+ Q = −2,∑
k
α
−,2p+q,0
k,−2 ψ˜
(0)
+,k = ψ˜(0)+,2p+q.
For M > 0 and 1+ Q = −1,∑
k
α
−,2p+q,M
k,−1 ψ˜
(0)
+,k = ψ˜(0)+,2p+M+2p+1(2M−1−1)+q.
In particular, for M = 1 and 1+ Q = −1,∑
k
α
−,2p+q,1
k,−1 ψ˜
(0)
+,k = ψ˜(0)+,2p+1+q.
Thus, for every ﬁnite set F of indices (s, j) with cardinality #F, the square (#F) × (#F) submatrix(∑
k
α
s, j,M
k,1+Q ψ˜
(0)
+,k
)
(M,Q )∈F′
(s, j)∈F
,
where F′ corresponds to the choices (25)–(28), has determinant β[ψ˜(0)+,1]#F , with β = 1,±2−1/2 or −2−1. 
4. CSOWs and inner functions
In this section we consider the Haar ONB {K (0)+, j} j∈N∪{0} of L2[1,2) introduced in Section 3 and orthonormal wavelets
ψ =∑ j ψ˜(0)+, j K (0)+, j – therefore of compact support included in the interval [1,2] – and such that ψ˜(0)+,0 = 0 and ψ˜(0)+,1 	= 0.
Under these conditions, according to Proposition 4, ψ is an orthonormal wavelet iff the orthonormality equations (21) are
satisﬁed. Theorem 5 below shows that the set of equations (21) is closely related with certain families of Hardy functions.
Inner functions and the corresponding backward shift invariant subspaces are in the core of the structure of these families.
First of all, let us recall some facts about Hardy classes and inner functions. Let D denote the open unit disc of the complex
plane C and ∂D its boundary. The classical Hardy space H2 ≡ H2(D) consists of complex-valued functions h =∑∞n=0 cnzn ,
holomorphic in D and such that
∑∞
n=0 |cn|2 < ∞, provided with the usual Hilbert space structure given by the scalar product
(h,g) :=
∞∑
n=0
cndn
(
h =
∞∑
n=0
cnz
n, g =
∞∑
n=0
dnz
n ∈ H2
)
.
The unilateral shift S acting on H2 is the linear operator “multiplication by z”, i.e., [Sh](z) := zh(z), for h ∈ H2 and z ∈ D.
The adjoint operator S∗ , the backward shift, is given by [S∗h](z) = (h(z) − h(0))/z. By a theorem of Beurling, the closed
subspaces of H2 invariant under S are of the form
bH2 := {f ∈ H2: f = bh, h ∈ H2},
where b is an inner function. An inner function b is of the form b(z) = B(z)s(z), where B is a Blaschke product (possibly
with a ﬁnite number of factors)
B(z) =
∞∏
k=1
ak
|ak|
ak − z
1− akz , (29)
with |ak| < 1 for all k and ∑(1− |ak|) < ∞ (ak/|ak| = 1 if ak = 0), and s is a singular factor
s(z) = exp
[
−
∫
ω + z
ω − z dσ(ω)
]
,∂D
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orthogonal complement [bH2]⊥ = H2  bH2 is invariant under the backward shift S∗ . Being b inner, the subspace [bH2]⊥
coincides with the de Branges–Rovnyak space H(b) associated to b [2]. The space H(b) is a reproducing-kernel Hilbert
space with reproducing kernel
Kb(z, λ) = 1− b(z)b(λ)
1− zλ . (30)
Theorem 5. Let
A :=
{
hl(z) =
∞∑
n=0
c(l)n z
n ∈ H2: l ∈ 2N − 1
}
(31)
be a family of Hardy functions such that
(a) h1 = μ1b, where 0 	= μ1 ∈ C and b is an inner function such that z0 = 0 is not a zero of b,
(b) hl ∈ [bH2]⊥ for every l ∈ 2N + 1,
(c)
∑
l ‖hl‖2 = 1,
(d) the functions hl (l ∈ 2N + 1) satisfy the set of equations
∞∑
r=1
2r−1−1∑
u=0
(h2r(q+1)+2u+1,h2r+2u+1) = 0 (q ∈ N). (32)
Then A has associated a unique compactly supported orthonormal wavelet ψ ∈ L2(R), with suppψ ⊆ [1,2], deﬁned by
ψ :=
∞∑
j=1
ψ˜
(0)
+, j K
(0)
+, j
(
in L2-sense
)
, (33)
where {K (0)+, j} j∈N∪{0} is the Haar ONB of L2[1,2) given in (18) and, for j = 2nl, with l ∈ 2N − 1 and n ∈ N ∪ {0},
ψ˜
(0)
+, j = ψ˜(0)+,2nl = c(l)n . (34)
Proof. Consider the Haar bases given in (19) and the corresponding matrix (αs, j,mi,n ) given in Appendix A. Let ψ = {ψ˜(m)s, j } be
a function of L2(R) with compact support included in the interval [1,2], so that the only possible non-zero coordinates of
ψ are ψ˜(0)+, j , for j ∈ N ∪ {0}. Assume in addition that ψ˜(0)+,0 = 0. Then, we are under the assumptions of Proposition 4 and,
according to (7), ψ is given by (33). For each l ∈ N, deﬁne the function hl ∈ H2 by
hl(z) :=
∞∑
n=0
ψ˜
(0)
+,2nl z
n. (35)
This deﬁnition fulﬁlls relations (34). In terms of the functions hl , the orthonormality equations (21) are written as
(hq+1,h1) +
∞∑
r=1
2r−1−1∑
u=0
(h2r(q+1)+2u+1,h2r+2u+1) = δq
(
q ∈ N ∪ {0}). (36)
Putting q + 1 = 2nl, where l ∈ 2N − 1 and n ∈ N ∪ {0}, Eqs. (36) are written in terms of the hl ’s for odd l’s only:
(
S∗nhl,h1
)+ ∞∑
r=1
2r−1−1∑
u=0
(h2r+nl+2u+1,h2r+2u+1) = δl−1δn
(
l odd, n ∈ N ∪ {0}). (37)
Eq. (36) for q = 0 (or Eq. (37) for l = 1 and n = 0) is just condition (c) of the statement. On the other hand, the function b
is inner iff (h2n ,h1) = (S∗nh1,h1) = |μ1|2(S∗nb,b) = 0 for every n ∈ N [10]. If, moreover, for each l ∈ 2N + 1, hl belongs to
the subspace [bH2]⊥ , which is invariant under S∗ , then, for every n ∈ N, h2nl = S∗nhl belongs to [bH2]⊥ too. Thus, b inner
and (b) imply (hq+1,h1) = μ1(hq+1,b) = 0 for every q ∈ N, so that the set of equations (37) for q ∈ N comes down to the
set (32) of condition (d). Therefore, b inner and (b)–(d) imply the orthogonality equations (21). Finally, z0 = 0 is not a zero
of b and μ1 	= 0 iff c(1)0 = ψ˜(0)+,1 	= 0. Then, by item (2) of Proposition 4, the completeness condition (ii) of Corollary 3 is
veriﬁed. In other words, consider a family A of Hardy functions as in (31), satisfying properties (a)–(d), and deﬁne ψ by
(33) and (34). Property (c) implies that ψ is well deﬁned, ψ ∈ L2(R) and ‖ψ‖ = 1. On the other hand, from (33) one has
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of Corollary 3, and z0 = 0 is not a zero of b and μ1 	= 0 in (a) imply the completeness condition (ii) of Corollary 3. Thus, by
Corollary 3, ψ is an orthonormal wavelet of L2(R). 
The set of equations (32) is satisﬁed under stronger orthogonality conditions for the functions hl (l ∈ 2N + 1):
Proposition 6. Condition (d) of Theorem 5 is satisﬁed if
(d′) for j, l ∈ 2N + 1, with j < l and binary expansions j = 1 + (∑r−1ν=1 jν2ν) + 2r and l = 1 + (∑s−1ν=1 lν2ν) + 2s , the functions h j
and hl are orthogonal if r < s and jν = lν for 0 < ν < r.
Proof. Condition (d′) is equivalent to
(h2r(q+1)+2u+1,h2r+2u+1) = 0
(
q, r ∈ N, u = 0,1, . . . ,2s−1 − 1),
so that each summand in (32) is null. 
Each Hardy function hl in the family (31) contributes to the wavelet ψ only on a dyadic subinterval which becomes
shorter as l increases:
Remark 7. For each odd natural number l = 2p + q (p = 0,1, . . . , and q = 1,3, . . . ,2p − 1), the function hl =∑∞n=0 c(l)n zn
contributes to the wavelet ψ given by (33) and (34) only on the subinterval [1+ q2p ,1+ q+12p ) and determines the detail of
ψ on the right of the point x = 1+ q2p . Thus, h1 contributes to ψ on the whole interval [1,2) and determines its detail on
the right of 1, h3 contributes to ψ on [3/2,2) and determines its detail on the right of 3/2, h5 contributes on [7/4,3/2) and
the detail on the right of 7/4, etc. Indeed, according to (18), for n = 0,1, . . . , one has K (0)+,2nl = K (0)+,2n(2p+q) = ψHn+p,2n(2p+q)
and
suppψHn+p,2n(2p+q) =
[
1+ q
2p
,1+ q
2p
+ 1
2n+p
)
.
Example 8. The functions h1(z) = 1 and hl(z) = 0 for odd l > 1 have associated the Haar wavelet ψ = χ[1,3/2) − χ[3/2,2) .
Recall that, given an inner function b ∈ H2, the subspace [bH2]⊥ has ﬁnite dimension iff b is a ﬁnite Blaschke product;
in such a case, dim[bH2]⊥ is just the number of zeros of b (repeated according to their order) [2, Problem 99]. In general,
the sequence {[S∗]nb}∞n=1 spans [bH2]⊥ [4, Theorem 3.2.1]. The subspace [bH2]⊥ is also the closed linear manifold spanned
by the functions S∗a, where a ranges over the inner functions that divide b (a 	= b) [1, Corollary 6.1]. On the other hand,
being [bH2]⊥ a reproducing-kernel Hilbert space with reproducing kernel Kb given in (30), one has, in particular, that
Kb(z, λ) ∈ [bH2]⊥ for |λ| < 1 [2, Problem 26]. Ahern and Clark [1] construct a unitary operator which maps the sum of
three L2 spaces onto [bH2]⊥ . This result permits us to obtain ONBs of [bH2]⊥ , which are used in the following examples.
Example 9. Consider the Blaschke product B given in (29). Let B0(z) := 1 and, for m 1, let Bm be the partial product of
B with zeros a1, . . . ,am . Then the functions
dm(z) :=
(
1− |am|2
)1/2Bm−1(z)
1− amz ,
where m varies from 1 to the number of zeros of B (repeated according to their order), form an orthonormal basis of
[BH2]⊥ . If no zero ak is null, Theorem 5 asserts that each family of Hardy functions
h1(z) = μ1B(z), hl(z) =
∑
i
μl,idmi (z) (l ∈ 2N + 1),
where μ1,μl,i ∈ C are such that μ1 	= 0, |μ1|2 +∑l∑i |μl,i |2 = 1 and condition (d) is satisﬁed, deﬁnes an orthonormal
wavelet ψ ∈ L2(R) with suppψ ⊆ [1,2]. For example, as a particular case of condition (d′) in Proposition 6, one may
consider families of the form
h1(z) = μ1B(z), h2p+q(z) = μp,qdp(z)
(
p ∈ N, q = 1,3, . . . ,2p − 1),
where μ1,μp,q ∈ C satisfy |μ1|2 +∑p,q |μp,q|2 = 1. When the zeros ak of B and the coeﬃcients μ1,μp,q are in R, also
the wavelet is real-valued. Some simple cases are plotted in Fig. 1.
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(c) B with zeros a1 = −1/2, a2 = 1/2. h1 = 10−5B, h11 = 0.999d1 (d) B with zeros a1 = −1/2, a2 = 1/2. h1 = 10
−5B, h11 =
0.990d1, h23 = 0.141d2
Fig. 1. Plots of some simple orthonormal wavelets following Example 9. The non-null function h1 is proportional to a (ﬁnite) Blaschke product B, con-
tributes to the wavelet on the whole interval [1,2) and gives the detail on the right of the point 1. For l ∈ 2N + 1, hl belongs to [BH2]⊥ and contributes
only locally to the wavelet. In particular, h3 contributes on [3/2,2), h11 on [11/8,3/2) and h23 on [23/16,3/2), giving the detail on the right of the points
3/2, 11/8 and 23/16, respectively. See Remark 7.
Example 10. For each p ∈ N ∪ {0} let sp be the singular inner function given by
sp(z) := exp
(
− 1
2p
1+ z
1− z
)
.
An ONB of [s0H2]⊥ consists of the functions
e0(z) := 2
1/2
1+ z s0,
em(z) = e2p+q(z) := 2
(p+1)/2
1+ z s
2q
p+1(z)
[
sp+1(z) − 1
]2 (
m = 2p + q ∈ N),
where, for each p ∈ N ∪ {0}, q = 1,2, . . . ,2p − 1. According to Theorem 5, each family of Hardy functions
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∑
i
μl,iemi (z) (l ∈ 2N + 1),
where μ1,μl,i ∈ C are such that μ1 	= 0, |μ1|2 +∑l∑i |μl,i |2 = 1 and condition (d) is satisﬁed, deﬁnes an orthonormal
wavelet ψ ∈ L2(R) with suppψ ⊆ [1,2].
Eq. (33) is satisﬁed in L2-sense. A study of the absolute and uniform convergence of the series in (33) is done in what
follows.
Proposition 11. Under the assumptions of Theorem 5, if only a ﬁnite number of functions hli (1 i m) are non-null, then the series
in (33) converges absolutely and uniformly to the wavelet ψ except perhaps on a set A of the form
A =
m⋃
i=1
[
1+ qi
2pi
,1+ qi
2pi
+ 
)
,
where  > 0 is arbitrarily small, m ∈ N ∪ {0} and, for each i, pi ∈ N and qi ∈ {0,1,3, . . . ,2pi − 1}.
Proof. Each non-null function hli =
∑∞
n=0 c
(li)
n z
n contributes to series in (33) the sum
∑∞
n=0 c
(li)
n K
(0)
+,2nli . For li = 2pi + qi , one
has supp K (0)+,2nli = supp K
(0)
+,2n(2pi +qi) = [1+
q
2pi ,1+ qi2pi + 12n+pi ), so that,
supp K (0)+,2nli ⊆
[
1+ qi
2pi
,1+ qi
2pi
+ 
)
, for n > pi − log2().
Therefore, on [1,2] \ A the series in (33) reduces to a ﬁnite sum. 
Proposition 12. Under the assumptions of Theorem 5, if the inner function b is a ﬁnite Blaschke product with zeros ak such that
0 < |ak| < 2−1/2 and only a ﬁnite number of functions hl are non-null, then the series in (33) converges absolutely and uniformly to
the wavelet ψ on the whole interval [1,2].
In order to prove Proposition 12 we will need the following lemmas.
Lemma 13. For each m ∈ N, let
Bm(z) :=
m∏
k=1
ak
|ak|
ak − z
1− akz =
∞∑
n=0
b(m)n z
n
be a ﬁnite Blaschke product with m zeros ak, such that 0 < |a1| |a2| · · · |am| < 1, and let
ρm := sup
1km
|ak|, κm := sup
1km
(
1− |ak|2
)
.
Then, ∣∣b(m)0 ∣∣ ρmm ,∣∣b(m)n ∣∣mnκmρm−nm , for 1 n <m,∣∣b(m)n ∣∣ (n + 1)m−1κmρn−mm , for nm. (38)
Proof. The Taylor series at z0 = 0 for a Blaschke factor is
ak
|ak|
ak − z
1− akz =
ak
|ak|
[
ak −
(
1− |ak|2
) ∞∑
n=1
an−1k z
n
]
.
Thus, the result is true for m = 1, since |b(1)0 | = |a1| and |b(1)n | = (1 − |a1|2)|a1|n−1 if n  1. And, assuming the result is
satisﬁed for some m 1, then it is also veriﬁed for m + 1. Indeed, since κm  κm+1 < 1 and ρm  ρm+1 < 1, for n = 0,∣∣b(m+1)0 ∣∣= ∣∣am+1b(m)0 ∣∣ ρm+1ρmm  ρm+1m+1 ,
for n = 1,∣∣b(m+1)∣∣= ∣∣am+1b(m) − (1− |am+1|2)b(m)∣∣ ρm+1mκmρm−1m + κm+1ρmm  (m + 1)κm+1ρm ,1 1 0 m+1
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∣∣b(m+1)n ∣∣=
∣∣∣∣∣am+1b(m)n − (1− |am+1|2)
[
n−1∑
ν=1
aν−1m+1b
(m)
n−ν + an−1m+1b(m)0
]∣∣∣∣∣
 ρm+1mnκmρm−nm + κm+1
[
n−1∑
ν=1
ρν−1m+1m
n−νκmρm−n+νm + ρn−1m+1ρmm
]
 κm+1ρm−n+1m+1
[
mn + κm+1
n−1∑
ν=1
ρ2ν−2m+1 m
n−ν + ρ2n−2m+1
]
 κm+1ρm−n+1m+1
[
mn + (n − 1)mn−1 + 1] κm+1ρm−n+1m+1 (m + 1)n,
for n =m,
∣∣b(m+1)m ∣∣=
∣∣∣∣∣am+1b(m)m − (1− |am+1|2)
[
m−1∑
ν=1
aν−1m+1b
(m)
n−ν + am−1m+1b(m)0
]∣∣∣∣∣
 ρm+1(m + 1)m−1κm + κm+1
[
m−1∑
ν=1
ρν−1m+1m
m−νκmρνm + ρm−1m+1ρmm
]
 κm+1ρm+1
[
(m + 1)m−1 + κm+1
m−1∑
ν=1
ρ2ν−2m+1 m
m−ν + ρ2m−2m+1
]
 κm+1ρm+1
[
(m + 1)m−1 + (m − 1)mm−1 + 1] κm+1ρm+1(m + 1)m,
and, for n >m,
∣∣b(m+1)n ∣∣=
∣∣∣∣∣am+1b(m)n − (1− |am+1|2)
[
n−m∑
ν=1
aν−1m+1b
(m)
n−ν +
n−1∑
ν=n−m+1
aν−1m+1b
(m)
n−ν + an−1m+1b(m)0
]∣∣∣∣∣
 κm+1ρn−m+1m+1 (n + 1)m−1 + κ2m+1ρn−m−1m+1
n−m∑
ν=1
(n − ν + 1)m−1
+ κ2m+1ρn−m+1m+1
n−1∑
ν=n−m+1
mn−νρ2(m−n+ν−1)m+1 + κm+1ρn+mm+1
 κm+1ρn−(m+1)m+1
[
(n + 1)m−1 + (n −m)nm−1 + (m − 1)mm−1 + 1]
 κm+1ρn−(m+1)m+1 (n + 1)m.
Therefore, by the induction principle, the result is true for every m ∈ N. 
Lemma 14. For each m ∈ N, let Bm, ρm and κm be as in Lemma 13 and deﬁne
dm(z) :=
(
1− |am|2
)1/2Bm−1(z)
1− amz =
∞∑
n=0
d(m)n z
n,
where B0(z) := 1. Then,∣∣d(m)0 ∣∣ κ1/2m ρm−1m−1 ,∣∣d(m)n ∣∣ (m − 1)n+1κ1/2m ρ(m−1)−nm , for 1 n <m − 1,∣∣d(m)n ∣∣ (n + 1)m−1κ1/2m ρn−(m−1)m , for nm − 1. (39)
Proof. Recall that
(1− |am|2)1/2
1− amz =
(
1− |am|2
)1/2 ∞∑
n=0
anmz
n (|z| < |am|−1).
The result is true for m = 1, because, for n 0,
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If m > 1, one has, for n = 0,∣∣d(m)0 ∣∣= ∣∣(1− |a1|2)1/2c(m−1)0 ∣∣ κ1/2m ρm−1m−1 ,
for 1 n <m − 1,
∣∣d(m)n ∣∣= (1− |am|2)1/2
∣∣∣∣∣
n−1∑
ν=0
aνmc
(m−1)
n−ν + anmc(m−1)0
∣∣∣∣∣
 κ1/2m
[
n−1∑
ν=0
ρνm(m − 1)n−νκm−1ρ(m−1)−(n−ν)m−1 + ρnmρm−1m−1
]
 κ1/2m ρ(m−1)−nm
[
n−1∑
ν=0
ρ2νm (m − 1)n−ν + ρ2nm
]
 κ1/2m ρ(m−1)−nm
[
n(m − 1)n + 1] κ1/2m ρ(m−1)−nm (m − 1)n+1,
and, for nm − 1,
∣∣d(m)n ∣∣= (1− |am|2)1/2
∣∣∣∣∣anmc(m−1)0 +
m−2∑
ν=1
an−νm c
(m−1)
ν +
n∑
ν=m−1
an−νm c
(m−1)
ν
∣∣∣∣∣
 κ1/2m
[
ρnmρ
m−1
m−1 +
m−2∑
ν=1
ρn−νm (l − 1)νκρ(m−1)−νm−1 +
n∑
ν=m−1
ρn−νm (ν + 1)m−2κρν−m−1m−1
]
 κ1/2m ρn−(m−1)m
[
1+ (m − 2)(m − 1)m−2 + (n −m + 2)(n + 1)m−2]
 κ1/2m ρn−(m−1)m (n + 1)m−1.
This completes the proof. 
Proof of Proposition 12. Let m ∈ N and suppose that b is the ﬁnite Blaschke product Bm considered in Lemma 13 and
ρm < 2−1/2. According to Example 9, for l ∈ 2N + 1, each non-null function hl is a linear combination of the functions dk
(1 km) considered in Lemma 14, so that
h1(z) = μ1Bm(z), hl(z) =
∑
i
μl,idki (z) (l ∈ 2N + 1),
where μ1,μl,i ∈ C are such that μ1 	= 0, |μ1|2 +∑l∑i |μl,i |2 = 1 and condition (d) of Theorem 5 is satisﬁed. By Propo-
sition 11, in this case the only problematic subsets of [1,2] with respect to the uniform convergence of the series in (33)
are [1,1 + ) and, for each l = 2p + q > 1 with hl non-null, [1 + q2p ,1 + q2p + ), where  > 0 is arbitrary small. Taking a
conveniently small  > 0, the series in (33) on these intervals is
∞∑
n=0
μ1b
(m)
n K
(0)
+,2n (x), x ∈ [1,1+ ),
∞∑
n=0
(∑
i
μl,id
(ki)
n
)
K (0)+,2n(2p+q)(x), x ∈
[
1+ q
2p
,1+ q
2p
+ 
)
.
By (38) and since |K (0)+,2n (x)| 2n/2,
∞∑
n=m
∣∣μ1b(m)n K (0)+,2n (x)∣∣ |μ1|κmρ−mm ∞∑
n=m
(n + 1)m−1(ρm21/2)n.
By (39) with m the different ki and since |K (0) n p (x)| 2(n+p)/2,+,2 (2 +q)
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n=m−1
∣∣∣∣(∑
i
μl,id
(ki)
n
)
K (0)+,2n(2p+q)(x)
∣∣∣∣ ∞∑
n=m−1
(∑
i
|μl,i|(n + 1)ki−1κ1/2ki ρ
n−(ki−1)
ki
)
2(n+p)/2

∞∑
n=m−1
(∑
i
|μl,i|(n + 1)m−1κ1/2m ρnm
)
2(n+p)/2

(∑
i
|μl,i|
)
κ
1/2
m 2
p/2
∞∑
n=m−1
(n + 1)m−1(ρm21/2)n.
Then, the result follows from ρm < 2−1/2. 
Remark 15. Newman and Shapiro [10] prove that the Taylor coeﬃcients of a non-rational inner function cannot be o(n−1)
and that the Taylor coeﬃcients of a non-constant singular inner function cannot be o(n−3/4). Thus, for this type of inner
functions one cannot avoid the set A of Proposition 11, where the wavelet may behave like a directional (oscillatory) Dirac
delta function.
Results similar to Theorem 5 can be given for wavelets with arbitrary support. Several families of Hardy functions with
intertwined orthonormality relations must be considered in the general case. Summing up, this work presents new methods
for constructing orthonormal wavelets from certain families of Hardy functions. Inner functions and the corresponding
backward shift invariant subspaces are in the core of the structure of these families. These methods are only particular cases
of general spectral conditions for all orthonormal wavelets. The new algorithms focus on the local shape of the wavelets,
a property making them potentially useful for pattern recognition and other areas of active research. The development of
these methods and their applications deserve further study.
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Appendix A. Matrix elements for Haar bases
Consider the Haar ONBs {L(0)i (x)}i∈N∪{0} of L2[0,1) and {K (0)±, j(x)} j∈N∪{0} of L2[±1,±2) given in (19). For these bases the
change of representation matrix (αs, j,mi,n ) deﬁned by (8) is as follows: For n = 0, i = 0,
α
s, j,m
0,0 =
{
2−m/2, if s = +, j = 0, m > 0,
0, otherwise.
For n = 0, r = 0,1,2, . . . ,
α
s, j,m
2r ,0 =
⎧⎪⎨⎪⎩
−2−1/2, if s = +, j = 0, m = r + 1,
2(r−m)/2, if s = +, j = 0, m > r + 1,
0, otherwise.
For n = 0, r = 0,1,2, . . . and t = 2p + q (with 0 p < r and q = 0,1, . . . ,2p − 1),
α
s, j,m
2r+t,0 =
{
1, if s = +, j = t, m = r − p,
0, otherwise.
For n = 1 and every i  0,
α
s, j,m
i,1 =
{
1, if s = +, j = i, m = 0,
0, otherwise.
For n > 1 and i > 0, with n = 2u + v (u = 1,2, . . . , v = 0,1, . . . ,2u − 1) and i = 2r + t (r = 0,1, . . . , t = 0,1, . . . ,2r − 1),
α
s, j,m
2r+t,2u+v =
{
1, if s = +, j = 2r(2u + v) + t, m = −u,
0, otherwise.
For n > 1 and i = 0, with n = 2u + v (u = 1,2, . . . , v = 0,1, . . . ,2u − 1),
α
s, j,m
0,2u+v =
⎧⎪⎨⎪⎩
2−u/2, if s = +, j = 0, m = −u,
(−1)w(u,v,p)2(p−u)/2, if s = +, j = 2p + [v/2u−p] for 0 p < u, m = −u,
0, otherwise,
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w(u, v, p) =
[
v − 2u−p[v/2u−p]
2u−p−1
]
. (40)
For n = −1, i = 0,
α
s, j,m
0,−1 =
{
2−m/2, if s = −, j = 0, m > 0,
0, otherwise.
For n = −1, r = 0,1,2, . . . ,
α
s, j,m
2r+1−1,−1 =
⎧⎪⎨⎪⎩
2−1/2, if s = −, j = 0, m = r + 1,
−2(r−m)/2, if s = −, j = 0, m > r + 1,
0, otherwise.
For n = −1, r = 1,2, . . . , 0 p < r and q = 0,1, . . . ,2p − 1,
α
s, j,m
2r+1−2p+1+q,−1 =
{
1, if s = −, j = 2p + q, m = r − p,
0, otherwise.
For n = −2 and every i  0,
α
s, j,m
i,−2 =
{
1, if s = −, j = i, m = 0,
0, otherwise.
For n < −2 and i > 0, with n = −2u+1 + v (u = 1,2, . . . , v = 0,1, . . . ,2u −1) and i = 2r + t (r = 0,1, . . . , t = 0,1, . . . ,2r −1),
α
s, j,m
2r+t,−2u+1+v =
{
1, if s = −, j = 2r(2u + v) + t, m = −u,
0, otherwise.
For n < −2 and i = 0, with n = −2u+1 + v (u = 1,2, . . . , v = 0,1, . . . ,2u − 1),
α
s, j,m
0,−2u+1+v =
⎧⎪⎨⎪⎩
2−u/2, if s = −, j = 0, m = −u,
(−1)w(u,v,p)2(p−u)/2, if s = −, j = 2p + [v/2u−p] for 0 p < u, m = −u,
0, otherwise,
where w(u, v, p) is given by (40).
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