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problem
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Abstract
We consider a singularly perturbed fourth-order problem with third-order terms on the unit
square. With a formal power series approach, we decompose the solution into solutions of reduced
(third-order) problems and various layer parts. The existence of unique solutions for the problem
itself and for the reduced third-order problems is also addressed.
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1 Introduction
In the present paper we are concerned with the singularly perturbed problem
Lψ := ε∆2ψ + (b · ∇)∆ψ − c∆ψ = f in Ω = (0, 1)2,
ψ = 0 on Γ = ∂Ω,
∂nψ = 0 on Γ,
(1.1)
where b = (b1, b2) with b1, b2 > 0 and c > 0 are given, and the perturbation parameter ε is supposed to
be very small with 0 < ε≪ 1.
The problem (1.1) arises from different physical models. In particular, the equations (1.1) can be
formally derived from the Oseen equations, that is, from the streamfunction-vorticity formulation of
the Oseen equations. In this context the parameter ε is the reciprocal of the Reynolds number. If
the Reynolds number gets very large, the flow is said to be turbulent. Although the Oseen equations
are usually considered as a model for the moderate Reynolds-number regime, we are interested in the
high-Reynolds number case and see the Oseen equations as linearisation of the non-linear Navier-Stokes
equations.
Apart from the motivation in fluid dynamics fourth-order problems are frequently studied, when mod-
elling plate-bending problems. In contrast to our problem, this kind of problems is well understood and
numerical analysis can be found, see [2,3,5,7,8], just to name a few. The main difference, however, is that
the equations treated in the references cited do not contain third-order terms. Thus, the corresponding
reduced problem is elliptic which simplifies the asymptotic analysis.
Our method of choice for finding a proper solution decomposition into an interior part (arising from
solutions of third-order problems) and layer parts is the method of asymptotic expansions. This approach
can, for instance, be found in [4, 10, 11, 13], where it is applied to second-order problems. Roughly
rephrasing the rationale of asymptotic expansions, we consider a reduced problem, where formally ε is
set to 0 and certain boundary conditions are neglected, to construct solution parts that are independent
of ε. The misfit of certain boundary conditions is then corrected by boundary layer terms. As an ansatz
for the boundary layer terms, we choose functions that exponentially decay away from the boundary.
More precisely, with the exponentially decaying functions
E1(x) = e
−b1
x
ε and E2(y) = e
−b2
y
ε ,
our final result reads as follows: Assuming appropriate conditions on the right-hand side f , the solution
ψ of (1.1) admits a decomposition
ψ(x, y) = S(x, y) + εH(x, y)E1(x) + εI(x, y)E2(y) + ε
2J(x, y)E1(x)E2(y),
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where the functions S, H, I and J are bounded independently of ε. Similar decompositions do also
hold for the first derivatives. In the one-dimensional case solution decompositions already exist in the
literature, see, for instance, [17]. The decompositions given there contain so-called “weak layers”: A
property shared by the decomposition derived in this exposition. Here, we call a function weak layer, if
it is exponentially decaying away from the boundary, its L∞-norm vanishes for ε→ 0 but the L∞-norm
of its derivative does not.
The structure of this paper is as follows. The existence of unique solutions to (1.1) is shown and some
of the solution’s properties are given in Section 2. In this section, we also put (1.1) into an (abstract)
functional analytic perspective. The methods are based on (more or less standard) perturbation theory
for linear operators and a crucial regularity result established in [2]. In order to establish a connection
between the data of (1.1) and its solution we present a stability estimate in Section 3, which relies on
results of [14]. Finally, Section 4 contains the derivation of the decomposition mentioned above.
Notation
Throughout this article, the domain Ω will be the unit square (0, 1)2. Unless it is clear from the context,
we will denote by ‖ · ‖X the norm of the Banach space X. Moreover, we will frequently neglect the
reference to the underlying domain D of certain Lebesgue or Sobolev spaces, that is, we will write, for
instance, ‖ · ‖L2 instead of ‖ · ‖L2(D).
2 Existence and uniqueness of solutions
This section is devoted to the proof of existence and uniqueness of solutions of (1.1), for any f ∈ L2(Ω).
We approach the problem from an abstract point of view in Subsection 2.1. The findings are then applied
to (1.1) in Subsection 2.2.
2.1 Perturbation theorems for operators in Hilbert spaces
In this subsection we shall elaborate on some elements of perturbation theory of linear operators in Hilbert
spaces. Large parts can be found in the standard reference [9, Chapter III]. As some of the well-known
results focus on selfadjoint/symmetric operators, some of the theorems might not be directly applicable.
Hence, we provide full proofs of the respective results, though the general techniques employed are not
new. The final aim of this section is to establish a proof of Theorem 2.6. For stating and eventually
proving the theorem, we need the following notion of relative boundedness.
Definition 2.1 Let H be a Hilbert space, A : D(A) ⊆ H → H, B : D(B) ⊆ H → H be linear operators.
B is called A-bounded with A-bound κ ≥ 0, if D(B) ⊇ D(A) and for all κ′ > κ there exists Cκ′ > 0 such
that for all φ ∈ D(A) the inequality
‖Bφ‖ ≤ κ′‖Aφ‖+ Cκ′‖φ‖
holds true. The operator B is called infinitesimally A-bounded, if B is A-bounded with A-bound 0.
For later use, for a linear operator A : D(A) ⊆ H → H in a Hilbert space H, we denote the space
D(A), the domain of A, endowed with the graph scalar product of A by DA. Recall that A is a closed
operator if and only if DA is a Hilbert space.
Remark 2.2 Let, in this remark, Ω := (0, 1)n ⊆ Rn for some n ∈ N.
(a) Let j ∈ {1, . . . , n}. Consider the operator ∂j : H
1
j (Ω) ⊆ L
2(Ω) → L2(Ω), f 7→ ∂jf , where
H1j (Ω) := {f ∈ L
2(Ω); ∂jf ∈ L
2(Ω)}. Then the operator ∂j is infinitesimally ∂
2
j bounded. This is a
direct consequence of [9, p. 191].
(b) For any k,m ∈ N>0, k > m, and κ > 0 there exists Cκ > 0 such that for all φ ∈ H
k(Ω) the
inequality
‖φ‖Hm ≤ Cκ‖φ‖L2 + κ‖φ‖Hk (2.1)
holds true. In order to prove the claimed inequality (2.1), we proceed by induction: The case k ≥ 2 and
m = 1 is a consequence of part (a) and of the Lipschitz continuity of the embedding Hk →֒ Hℓ for every
ℓ ≤ k with Lipschitz constant 1. Next, assume the inequality (2.1) is valid for some m ∈ N>0 and all
2
k > m. Let κ > 0 and k > m+ 1. Employing the induction hypothesis, we find Cκ > 0 such that for all
φ ∈ Hm+1(Ω)
‖φ‖Hm+1 ≤ ‖φ‖L2 +
n∑
j=1
‖∂jφ‖Hm
≤ ‖φ‖L2 +
n∑
j=1
(Cκ‖∂jφ‖L2 + κ‖∂jφ‖Hk−1) .
By part (a) and the fact that k ≥ 2, for κ′ > 0 there exists Cκ′ > 0 such that we may estimate further
‖φ‖Hm+1 ≤ ‖φ‖L2(Ω) +
n∑
j=1
(
CκCκ′‖φ‖L2 + Cκκ
′‖φ‖Hk(Ω) + κ‖∂jφ‖Hk−1
)
≤ (1 + nCκCκ′)‖φ‖L2 + (nCκκ
′ + κ)‖φ‖Hk .
The latter inequality yields the proof of the inductive step.
(c) Let k,m ∈ N>0, k > m. Let A : D(A) ⊆ L
2(Ω) → L2(Ω) be closed with D(A) ⊆ Hk(Ω),
B : Hm(Ω) → L2(Ω) linear and bounded. Then B considered as an operator in L2(Ω) is infinitesimally
A-bounded. Indeed, the canonical embedding ι : DA →֒ H
k(Ω) is well-defined. Moreover, as the mapping
DA →֒ L
2(Ω) is continuous, the operator ι is closed. Using the closedness of A, we infer that DA is a
Hilbert space. Hence, ι is continuous by the closed graph theorem. In particular, there exists C > 0 such
that for all φ ∈ D(A) we have1
‖φ‖Hk ≤ C‖φ‖DA ≤ C‖Aφ‖L2 + C‖φ‖L2 .
Next, take φ ∈ D(A). Let κ > 0 and let Cκ > 0 as in (2.1). Then, denoting by ‖B‖Hm→L2 the operator
norm of B as an operator mapping from Hm to L2, we compute for φ ∈ D(A)
‖Bφ‖L2 ≤ ‖B‖Hm→L2‖φ‖Hm
≤ ‖B‖Hm→L2Cκ‖φ‖L2 + ‖B‖Hm→L2κ‖φ‖Hk
≤ ‖B‖Hm→L2Cκ‖φ‖L2 + ‖B‖Hm→L2κ(C‖Aφ‖L2 + C‖φ‖L2)
= (‖B‖Hm→L2Cκ + ‖B‖Hm→L2κC)‖φ‖L2 + κ‖B‖Hm→L2C‖Aφ‖L2 ,
which implies the assertion.
Lemma 2.3 Let H be a Hilbert space, A : D(A) ⊆ H → H, B : D(B) ⊆ H → H be linear operators.
Assume that A is closed and that B is A-bounded with A-bound κ < 1. Then A + B is closed with
D(A+B) = D(A)
Proof
Note that, by the A-boundedness of B, D(B) ⊇ D(A). Hence, the natural domain of A + B coincides
with the one of A. Thus, only the closedness needs to be shown. For this, let C > 0 be such that
‖Bx‖ ≤ C‖x‖+ κ′‖Ax‖ for some κ′ < 1. Then, we compute
‖Ax‖ ≤ ‖(A+B)x‖+ ‖Bx‖ ≤ ‖(A+B)x‖+ C‖x‖+ κ′‖Ax‖ (x ∈ D(A))
Hence, ‖x‖+ (1− κ′)‖Ax‖ ≤ ‖(A+B)x‖+ (C + 1)‖x‖ (x ∈ D(A)). On the other hand, we realize
‖(A+B)x‖+ ‖x‖ ≤ (1 + κ)‖Ax‖+ (C + 1)‖x‖ (x ∈ D(A)).
Therefore, the norms ‖ · ‖+ ‖A · ‖ and ‖ · ‖+ ‖(A+B) · ‖ are equivalent, proving the assertion. 
We recall that if A is a selfadjoint operator in a Hilbert space H, that is, we have A = A∗, then the
operator A is necessarily closed and densely defined.
For properly computing the adjoint of the sum A+B, we need a condition on B∗:
Lemma 2.4 Let H be Hilbert space, A : D(A) ⊆ H → H, B : D(A) ⊆ H → H linear operators. Assume
that A is selfadjoint, D(B) ⊇ D(A) and that B∗ is A-bounded with A-bound < 1. Then
(A+B)∗ = A+B∗
1In the applications to be discussed later on, the inequality will be guaranteed right away so that we do not really need
to invoke the closed graph theorem.
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We need the following prerequisit.
Lemma 2.5 Let H be a Hilbert space, A : D(A) ⊆ H → H, B : D(B) ⊆ H → H be linear operators.
Assume that A is selfadjoint and that B is A-bounded with A-bound < 1. Then there exists z ∈ ρ(A)
such that
‖B(A− z)−1‖ < 1.
Proof
By hypothesis, there exists 0 ≤ κ < 1 and Cκ ≥ 0 such that for all x ∈ D(A), we have
‖Bx‖ ≤ κ‖Ax‖+ Cκ‖x‖.
Next, as for any r ∈ R \ {0} by the self-adjointness of A, we infer
‖(A− ir)−1‖ ≤
1
|r|
.
Thus, we get for all x ∈ H and r ∈ R \ {0},
‖B(A− ir)−1x‖2 ≤
(
κ‖A(A− ir)−1x‖+ Cκ‖x‖
)2
≤
(
κ2‖A(A− ir)−1x‖2 + 2κCκ‖A(A− ir)
−1x‖‖(A− ir)−1x‖+ C2κ‖(A− ir)
−1x‖2
)
≤ κ2‖x‖2 + 2κCκ
1
|r|
‖x‖2 + C2κ
1
r2
‖x‖2
≤
(
κ2 + 2κCκ
1
|r|
+ C2κ
1
r2
)
‖x‖2,
where we used the selfadjointness of A to estimate ‖A(A− ir)−1‖ ≤ 1. 
Next, we prove Lemma 2.4. The proof of which has been kindly communicated to the authors by
Rainer Picard.
Proof (Lemma 2.4)
By Lemma 2.5, we find z ∈ ρ(A) such that ‖B∗(A− z)−1‖ < 1. Next, we observe that
(A− z∗)−1B = (B∗(A− z)−1)∗.
In fact, the equality being clear on the domain of B, so the equality is plain since B is densely defined
and the operator on the right-hand side is continuous. In particular, we infer that ‖(A+ µ)−1B‖ < 1 for
µ := −z∗.
For proving the claim of the lemma, we take x ∈ D((A + B + µ)∗). Then for all y ∈ D(A + B + µ),
the equality
〈(A+B + µ)y, x〉 = 〈y, (A+B + µ)∗x〉
holds true. For y ∈ D(A+B + µ) putting uy := (1 + (A+ µ)−1B)y, we compute
(A+B + µ)y = (A+ µ)y +By = (A+ µ)(1 + (A+ µ)−1B)y = (A+ µ)uy.
Hence,
〈(A+ µ)uy, x〉 = 〈(1 + (A+ µ)−1B)
−1
uy, (A+B + µ)
∗x〉,
or, expressed differently, for all w ∈ R((1 + (A+ µ)−1B)|D(A)) we infer
〈(A+ µ)w, x〉 = 〈(1 + (A+ µ)−1B)
−1
w, (A+B + µ)∗x〉.
Next, observe thatR((1+(A+µ)−1B)|D(A)) is dense in H, since D(A) is dense in H and (1+(A+ µ)−1B)
is an isomorphism. Therefore, the continuous extension of the functional
R((1 + (A+ µ)−1B)|D(A)) ∋ w 7→ 〈(1 + (A+ µ)−1B)
−1
w, (A+B + µ)∗x〉
defines an element of D(A∗). Hence, x ∈ D((A+ µ)∗) = D(A) and
(A+ µ)∗x = (1 + (B∗((A+ µ)∗)−1))−1(A+B + µ)∗x〉,
or
(A+B)∗x+ µ∗x = (A+B + µ)∗x = (1 + (B∗((A+ µ)∗)−1))(A+ µ)∗x = (A+ µ∗ +B∗)x,
which yields the claim. 
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We finally come to the main result of this subsection. We recall that an operator A : D(A) ⊆ H → H
is called non-negative, if for all φ ∈ D(A), we have that 〈Aφ, φ〉 ≥ 0.
Theorem 2.6 Let H be a Hilbert space, A : D(A) ⊆ H → H be selfadjoint and non-negative. Assume
that B : D(B) ⊆ H → H is linear, B and B∗ being A-bounded with A-bound κ < 1. Assume there exists
c > 0 such that for all φ ∈ D(A) we have
ℜ〈Bφ, φ〉H ≥ c〈φ, φ〉H and ℜ〈B
∗φ, φ〉H ≥ c〈φ, φ〉H .
Then the operator A+B is continuously invertible with ‖(A+B)−1‖ ≤ 1/c.
Proof
By Lemma 2.3, the operator A+B is closed with D(A+B) = D(A). The same is true for the operator
A+B∗. Next, for φ ∈ D(A) using the non-negativity of A, we estimate
ℜ〈(A+B)φ, φ〉 ≥ ℜ〈Bφ, φ〉 ≥ c〈φ, φ〉H . (2.2)
The latter inequality (2.2) implies that A + B is invertible on its range R(A + B) ⊆ H with Lipschitz
constant 1/c. We emphasize that the closedness of A+B together with (2.2) also implies that R(A+B) ⊆
H is closed. From Lemma 2.4, we deduce that (A+B)∗ = A+B∗. Hence, from
ℜ〈(A+B)∗φ, φ〉 = ℜ〈(A+B∗)φ, φ〉 ≥ ℜ〈B∗φ, φ〉 ≥ c〈φ, φ〉H (φ ∈ D((A+B)
∗) = D(A))
it follows that (A + B)∗ is one-to-one. The decomposition H = N ((A + B)∗) ⊕ R(A+B) thus yields
that A+B is onto, as R(A+B) is closed. 
2.2 The fourth-order problem
In this section, we provide the well-posedness theorem for the fourth-order problem under consideration,
see (1.1). For this, we start out with the problem with b and c formally set to zero. We introduce some
operators from vector calculus in order to formulate the fourth-order problem in a proper functional
analytic framework.
Definition 2.7 Let Ω ⊆ Rn open. Then define
gradc : C
∞
c (Ω) ⊆ L
2(Ω) →L2(Ω), φ 7→ (∂jφ)j∈{1,...,n}
divc : C
∞
c (Ω)
n ⊆ L2(Ω)n→L2(Ω), (φj)j∈{1,...,n} 7→
n∑
j=1
∂jφj
∆c : C
∞
c (Ω) ⊆ L
2(Ω) →L2(Ω), φ 7→
n∑
j=1
∂2jφ.
Moreover, we set
grad := − div∗c , div := − grad
∗
c , ∆ := ∆
∗
c
as well as
˚grad := gradc, d˚iv := divc, ∆˚ := ∆c.
In order to relate the operators just introduced to the equation under consideration, we investigate
the domain of ∆˚ a bit further:
Theorem 2.8 Let Ω = (0, 1)2. Then ∆˚ = d˚iv ˚grad, in other words, φ ∈ D(∆˚) satisfies both homogeneous
Dirichlet and Neumann boundary conditions.
Proof
From ∆|C∞c (Ω) = d˚iv
˚grad|C∞c (Ω) it follows that ∆˚ = d˚iv
˚grad. Hence, it suffices to show that d˚iv ˚grad is
closed. For this, let (un)n in D(d˚iv ˚grad) with un → f and d˚iv ˚gradun → g in L
2(Ω) as n→∞ for some
f, g ∈ L2(Ω). Observe that for n,m ∈ N, we have
‖ ˚grad(un − um)‖
2 = −〈(un − um), d˚iv ˚grad(un − um)〉 → 0 (n,m→∞).
Thus, (un)n is a Cauchy-sequence in D( ˚grad) endowed with the graph norm. Thus, f ∈ D( ˚grad) and
˚gradf = lim
n→∞
˚gradun, by the closedness of ˚grad. Moreover, as both ( ˚gradun)n and (d˚iv ˚gradun)n are
convergent in L2(Ω)n and L2(Ω), respectively, we infer, by the closedness of d˚iv that ˚gradf ∈ D(d˚iv) and
d˚iv ˚gradf = g, which proves the assertion. 
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Remark 2.9 (On the domain of d˚iv ˚grad) (a) The boundary of Ω = (0, 1)2 is Lipschitz. Hence, by
a standard regularity result, we have
D( ˚grad) = H10 (Ω) = {u ∈ H
1(Ω);u = 0 on ∂Ω}.
Moreover,
D(d˚iv) = {u ∈ D(div);u · n = 0 on ∂Ω},
where u · n is the normal component of u. Hence, the domain of d˚iv ˚grad can be characterised by
D(d˚iv ˚grad) = {u ∈ D(div grad);u = 0, ∂nu = 0 on ∂Ω},
where ∂nu is the normal derivative of u.
(b) With the help of (a), the boundary conditions in equation (1.1) may be interpreted equivalently
in two ways. The first way is that the boundary conditions may be understood in the sense of traces.
Secondly, for a solution ψ ∈ L2(Ω) of (1.1), any summand should belong to L2(Ω) and the equation (not
including the boundary conditions) should hold in a distributional sense. The boundary conditions are
realised as the additional condition of ψ belonging to the domain of ∆˚.
Remark 2.10 (On the regularity of D(∆˚)-functions) Note that Theorem 2.8 in particular implies
that ∆˚ ⊆ div ˚grad =: ∆D, where the index D stands for homogeneous Dirichlet boundary conditions. So,
∆˚ is a restriction of the Dirichlet Laplacian. It is known that, on convex domains, the Dirichlet Laplacian
admits optimal regularity, that is, D(∆D) = H
2(Ω) ∩ H10 (Ω). So, D(∆˚) = H
2
0 (Ω) := {u ∈ H
2(Ω);u =
0, ∂nu = 0 on ∂Ω}.
Remark 2.11 (a) It is a consequence of the Poincare´ inequality that the operator −∆˚ is strictly positive.
Indeed, we have for all φ ∈ D(∆˚) that
−〈∆˚φ, φ〉 = −〈d˚iv ˚gradφ, φ〉 = 〈 ˚gradφ, ˚gradφ〉 ≥ c2P ‖φ‖
2
L2
for cP > 0 being the Poincare´ constant on the square Ω = (0, 1)
2.
(b) The inequality in (a) shows that ∆˚ is one-to-one and has closed range. It is standard (see,
e.g., [19, Corollary 2.5]) that the range of ∆˚∗ = ∆ is closed itself. As ∆˚ is one-to-one, the operator ∆
is onto. Moreover, by [19, Theorem 2.6], the operator |∆∆˚| =
√
∆∆˚ is continuously invertible in L2(Ω).
Hence, so is |∆∆˚|2 = ∆∆˚.
Next, we cite a crucial result for our approach, which asserts that – similar to the Dirichlet Laplacian
(cf. Remark 2.10) – the operator ∆∆˚ admits optimal regularity on Ω = (0, 1)2, that is, D(∆∆˚) =
H4(Ω) ∩H20 (Ω).
Theorem 2.12 ([2, Theorem 2]) The operator
∆∆˚: D(∆∆˚) ⊆ L2(Ω)→ L2(Ω)
is continuously invertible and there exists d > 0 such that for all φ ∈ D(∆∆˚) we have the estimate
‖φ‖H4(Ω) ≤ d‖∆∆˚φ‖L2(Ω).
Proof
The continuous invertibility has been established in Remark 2.11 (b). The regularity result is one of the
statements in [2, Theorem 2]. 
For the proof of the continuous invertibility of the operator
G := ε∆∆˚ + (b · ∇)∆˚− c∆˚ (2.3)
in L2(Ω) for b ∈ R2 and c > 0, we will employ the abstract results found in the previous section.
The next result shows that ε∆∆˚ is in fact the leading term in the operator G. We briefly recall that
any operator of the form A∗A is selfadjoint and non-negative, where A is a densely defined, closed linear
operator in some Hilbert space.
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Lemma 2.13 The operator
T : D(∆∆˚) ⊆ L2(Ω)→ L2(Ω), u 7→ ((b · ∇)∆˚− c∆˚)u
is infinitesimally ∆∆˚-bounded.
Proof
By Theorem 2.12, D(∆∆˚) = H4(Ω) ∩H20 (Ω) ⊆ H
4(Ω). Next, the operator
(b · ∇)∆− c∆: H3(Ω)→ L2(Ω)
is continuous. In addition, note that the operator ∆∆˚ = ∆˚∗∆˚ is selfadjoint, hence, closed. Thus, by
Remark 2.2(c), considered in L2(Ω), the operator (b · ∇)∆ − c∆ is infinitesimally ∆∆˚-bounded. We
conclude with the observation that on D(∆∆˚) the operator T coincides with (b · ∇)∆− c∆. 
Lemma 2.14 Let T be given as in Lemma 2.13. Then the inclusion D(T ) ⊆ D(T ∗) holds.
Proof
We will use again Theorem 2.12, that is D(∆∆˚) = H4(Ω) ∩H20 (Ω). So, for φ, ψ ∈ H
4(Ω) ∩H20 (Ω), we
compute for j ∈ {1, 2}
〈∂j∆˚φ, ψ〉 = 〈∂j∆φ, ψ〉
= 〈∆∂jφ, ψ〉
= 〈∂jφ, ∆˚ψ〉
= 〈∂˚jφ, ∆˚ψ〉
= −〈φ, ∂j∆˚ψ〉,
where we denoted by ∂˚j the minimal closed restriction of the distributional derivative operator ∂j with
respect to the j’th coordinate in L2(Ω) with C∞c (Ω) as a core. Moreover, we have
−〈∆˚φ, ψ〉 = 〈 ˚gradφ, ˚gradψ〉 = −〈φ, ∆˚ψ〉,
which establishes the assertion. 
Remark 2.15 Note that in the proof of Lemma 2.14, we also showed that for φ ∈ D(∆∆˚), we have
T ∗φ = −(b · ∇)∆˚φ− c∆˚φ.
Thus, from this equality and Lemma 2.13 it follows that T ∗ is infinitesimally ∆∆˚-bounded, as well.
Lemma 2.16 Let T be given as in Lemma 2.13. Then for all φ ∈ H4(Ω) ∩H20 (Ω), the estimates
ℜ〈Tφ, φ〉 ≥ cc2P 〈φ, φ〉 and ℜ〈T
∗φ, φ〉 ≥ cc2P 〈φ, φ〉
hold true. Here cP > 0 is the constant in Poincare´’s inequality, see also Remark 2.11.
Proof
Both the asserted inequalities are shown in the same way. Hence, we stick to the first inequality only.
We compute, using Remark 2.15, for φ ∈ H4(Ω) ∩H20 (Ω):
2ℜ〈Tφ, φ〉 = ℜ〈Tφ, φ〉+ ℜ(〈Tφ, φ〉)∗
= ℜ〈Tφ, φ〉+ ℜ〈φ, Tφ〉
= ℜ〈Tφ, φ〉+ ℜ〈T ∗φ, φ〉
= ℜ〈(b · ∇)∆˚φ− c∆˚φ, φ〉+ ℜ〈−(b · ∇)∆˚φ− c∆˚φ, φ〉
= −2ℜ〈c∆˚φ, φ〉
≥ 2cc2P 〈φ, φ〉,
where we also used Remark 2.11(a). 
Finally, we are in the position to prove the well-posedness result for the operator G:
Theorem 2.17 The operator G as given in (2.3) is continuously invertible with domain D(G) = H4(Ω)∩
H20 (Ω). Moreover, ‖G
−1‖ ≤ 1/(cc2P ), where cP > 0 is the Poincare´ constant given in Remark 2.11.
Proof
For the proof, we use Theorem 2.6 applied to A = ε∆∆˚ and T = B, where T is given in Lemma 2.13.
We will now show that the assumptions of Theorem 2.6 are met. First of all note that the operator
ε∆∆˚ = ε∆˚∗∆˚ is selfadjoint and non-negative. Next, the operators T and T ∗ are infinitesimally ∆∆˚-
bounded by Theorem 2.13 and Remark 2.15. The needed inequalities are established in Lemma 2.16. 
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2.3 A third-order problem
We conclude Section 2 with a brief summary of the results of [20], which are relevant for our analysis to
be carried out later on.
Definition 2.18 We call the problem
(b · ∇)∆ψ − c∆ψ = f in Ω,
ψ = 0 on Γ,
∂nψ = 0 on Γ−,
(2.4)
where Γ− := {x ∈ Γ : −b · n < 0} is the inflow boundary, the reduced problem of (1.1).
Definition 2.19 A function ψ from the class C1,h(Ω¯)∩C3(Ω) is a classical solution of the problem (2.4)
if it satisfies the equation and its boundary conditions. By C1,h(Ω), we denote the space of functions
which are in C1(Ω) and whose derivatives satisfy the Ho¨lder condition for 0 < h < 1.
Proposition 2.20 Let f ∈ C1,h(Ω¯) and c ≥ 0. Then the problem (2.4) has a classical solution which is
unique.
Proof
For the proof, see [20, Theorems 1 & 2]. 
In [20], Zikirov shows the unique solvability for a more general problem, that is, for non-local boundary
conditions. For our subproblems arising later, we also need solvability for such problems. To guarantee
unique solvability, Zikirov states compatibility conditions (see [20, Problem 1]) for the boundary data
that read in our case:
Proposition 2.21 The third-order problem
(b · ∇)∆ψ − c∆ψ = f in Ω,
4ψ(0, y) = ϕ1(y), ψ(1, y) = ϕ2(y), ∂xψ(1, y) = ϕ3(y), 0 ≤ y ≤ 1,
ψ(x, 0) = κ1(x), ψ(x, 1) = κ2(x), ∂yψ(x, 1) = κ3(x) 0 ≤ x ≤ 1,
where b = (b1, b2) with b1, b2 > 0 and c ≥ 0 are constant, has a unique solution if the following compati-
bility conditions are fulfilled:
ϕ1(0) = κ1(0), ϕ1(1) = κ2(0), κ1(1) = ϕ2(0), ϕ2(1) = κ2(1),
∂xκ1(1) = ϕ3(0), ∂yϕ1(1) = κ3(0), ∂xκ2(1) = ϕ3(1), ∂yϕ2(1) = κ3(1).
3 A stability estimate
Another important tool for the asymptotic analysis is a stability estimate. For the statement, we recall
Cα(I) for any interval I ⊆ R, the space of α-Ho¨lder continuous functions on I endowed with the usual
norm. The special cases α = 0 and α = 1 yield the space of continuous functions and continuously
differentiable functions, respectively. Similarly, we make use of fractional order Sobolev spaces Hα(I) on
bounded intervals, α ∈ R≥0, being the complex interpolation spaces of the respective Sobolev spaces with
integer values. We recall from [18] the following essential properties of the Ho¨lder spaces and fractional
order Sobolev spaces.
Theorem 3.1 ([18, Sect 4.5.2 Rem 2, Sect 2.4.2 Rem 2(d), Sect 4.2.2 Thm]) Let I ⊆ R be a
bounded closed interval. Then for α ∈ (0, 1) there exist d1, d2 > 0 such that
‖f‖Cα(I) ≤ d1‖f‖
1−α
C0(I)‖f‖
α
C1(I) and ‖g‖Hα(I) ≤ d2‖g‖
1−α
H0(I)‖g‖
α
H1(I)
for all f ∈ C1(I), g ∈ H1(I).
Definition 3.2 Consider two functions g1 ∈ C
1(∂Ω)∩H3/2(∂Ω) (more explicitly g1 ∈ C
1(Γi)∩H
3/2(Γi),
where Γi are the edges of the unit square) and g2 ∈ C(∂Ω) ∩H
1/2(∂Ω). We say (g1, g2) are admissible
boundary values, if there exists a function φ ∈ D(∆2), such that
φ|∂Ω = g1 and ∂nφ|∂Ω = g2.
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We now consider the following problem
ε∆2ψ + (b · ∇)∆ψ − c∆ψ = f in Ω = (0, 1)2,
ψ = g1 on Γ = ∂Ω,
∂nψ = g2 on Γ,
(3.1)
where (g1, g2) are admissible boundary values and f ∈ L
2(Ω).
In the following, whenever appropriate, we stick to the custom of denoting by C > 0 a generic constant
independent of ε.
Theorem 3.3 Consider problem (3.1). The solution ψ can be estimated by
‖ψ‖L∞(Ω) ≤ C
(
ε−1
(
‖f‖L2(Ω) + ‖g1‖C1/2(∂Ω) + ‖g2‖L2(∂Ω)
)
+ ‖g1‖C1(∂Ω) + ‖g2‖C(∂Ω)
)
.
Furthermore, we have
‖ψ‖H1(Ω) ≤ Cε
−1
(
‖f‖L2(Ω) + ‖g1‖C1/2(∂Ω) + ‖g2‖L2(∂Ω)
)
.
Before proving this theorem, we collect some intermediate results in two lemmas.
Lemma 3.4 Consider problem (3.1) with homogeneous boundary conditions, that is, assume g1 = g2 = 0.
The solution u ∈ H20 (Ω) ∩H
4(Ω) can then be estimated by
‖u‖H2(Ω) ≤ Cε
−1‖f‖H−2(Ω).
Proof
For u ∈ H20 (Ω) ∩H
4(Ω), using integration by parts and div b = 0, we get
ℜ〈(b · ∇)∆u, u〉 = −ℜ〈u, (b · ∇)∆u〉,
which yields
ℜ〈(b · ∇)∆u, u〉 = 0.
Thus, we get from the differential equation
ℜ〈f, u〉L2 = ℜ〈Lu, u〉
= ℜ〈
(
ε∆2u+ (b · ∇)∆u− c∆u
)
, u〉
= ε‖∆u‖2L2(Ω) + c‖∇u‖
2
L2(Ω).
Hence,
ε‖∆u‖2L2(Ω) + c‖∇u‖
2
L2(Ω) ≤ ‖f‖H−2(Ω)‖u‖H2(Ω).
Using the equivalence of the H2-norm and u 7→ ‖∆u‖L2(Ω) in H
2
0 (cf. Remark 2.10), we get the desired
result. 
Lemma 3.5 Let (g1, g2) be admissible boundary values. Let v ∈ H
2(Ω) be the variational solution of the
problem
∆2v = 0 in Ω = (0, 1)2,
v = g1 on Γ = ∂Ω,
∂nv = g2 on Γ.
(3.2)
The triple (v, g1, g2) ∈ H
1(Ω)×H1/2(∂Ω)×H−1/2(∂Ω) can also be understood as a generalised solution
of (3.2) in the sense of [12, Theorem 3.2.1]. Then, v fulfils the following estimate
‖v‖H1(Ω) ≤ C
(
‖g1‖H1/2(∂Ω) + ‖g2‖H−1/2(∂Ω)
)
.
Proof
The proof follows an idea of [16], which we will repeat here. For ease of formulation, we stick to the case
of real-valued functions, the complex case follows similar lines.
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Let w ∈ H20 (Ω) be the variational solution of the problem
∆2w = ∆v − v in Ω = (0, 1)2,
w = 0 on Γ = ∂Ω,
∂nw = 0 on Γ.
(3.3)
It follows from [2, Theorem 2] that w ∈ H3(Ω) and
‖w‖H3(Ω) ≤ C‖∆v − v‖H−1(Ω) ≤ C‖v‖H1(Ω). (3.4)
Furthermore, we find a function z ∈ H1(Ω) with z = g1 on ∂Ω in the sense of traces and
‖z‖H1(Ω) ≤ C‖g1‖H1/2(∂Ω), (3.5)
see [6, Corollary B.53]. With the help of Green’s formula, we get
0 =
∫
Ω
(∆2v)w =
∫
Ω
∆v∆w =
∫
Ω
v∆2w +
∫
∂Ω
((∂nv)∆w − v∂n∆w)
=
∫
Ω
v(∆v − v) +
∫
∂Ω
g2∆w −
∫
∂Ω
z∂n∆w.
(3.6)
We now make use of the equations∫
Ω
v(∆v − v) = −
∫
Ω
(
|v|2 + |∇v|2
)
+
∫
∂Ω
v∂nv
and ∫
∂Ω
z∂n∆w =
∫
∂Ω
z∇∆w · n =
∫
Ω
div(z∇∆w) =
∫
Ω
(∇z · ∇∆w + z∆2w)
=
∫
Ω
(∇z · ∇∆w + z∆v − zv)
=
∫
Ω
(∇z · ∇∆w −∇z · ∇v − zv) +
∫
∂Ω
z∂nv
to get from equation (3.6) and the relation v = z on ∂Ω∫
Ω
(|v|2 + |∇v|2) =
∫
Ω
(zv +∇z · ∇v −∇z · ∇∆w) +
∫
∂Ω
g2∆w. (3.7)
Using (3.5) we can estimate the first term by∣∣∣∣
∫
Ω
(zv +∇z · ∇v −∇z · ∇∆w)
∣∣∣∣ ≤ ‖z‖H1(Ω)‖v‖H1(Ω) + ‖z‖H1(Ω)‖w‖H3(Ω)
≤ C‖g1‖H1/2(∂Ω)‖v‖H1(Ω)
and with the help of a trace inequality (see [15, Theorem 5.5]) and (3.4), we get for the second term∣∣∣∣
∫
∂Ω
g2∆w
∣∣∣∣ ≤ ‖g2‖H−1/2(∂Ω)‖∆w‖H1/2(∂Ω) ≤ C‖g2‖H−1/2(∂Ω)‖w‖H3(Ω)
≤ C‖g2‖H−1/2(∂Ω)‖v‖H1(Ω).
From (3.7) we get
‖v‖2H1(Ω) ≤ C
(
‖g1‖H1/2(∂Ω) + ‖g2‖H−1/2(∂Ω)
)
‖v‖H1(Ω),
which we wanted to prove. 
Proof (Theorem 3.3)
We want to have an estimate for the function ψ. We consider the function v and w with ψ = v + w,
where v is the solution of the problem (3.2) and w is the solution of
Lw = f − (b · ∇)∆v + c∆v in Ω = (0, 1)2,
w = 0 on Γ = ∂Ω,
∂nw = 0 on Γ.
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By Lemmas 3.4 and 3.5 we have
‖w‖H2(Ω) ≤ Cε
−1
(
‖f‖H−2(Ω) + ‖ − (b · ∇)∆v + c∆v‖H−2(Ω)
)
≤ Cε−1
(
‖f‖H−2(Ω) + ‖v‖H1(Ω)
)
≤ Cε−1
(
‖f‖H−2(Ω) + ‖g1‖H1/2(∂Ω) + ‖g2‖H−1/2(∂Ω)
)
≤ Cε−1
(
‖f‖L2(Ω) + ‖g1‖C1/2(∂Ω) + ‖g2‖L2(∂Ω)
)
.
With the Agmon-Miranda maximum principle, see [14, Theorem 10], applied to v we obtain
‖v‖C1(Ω¯) ≤ C
(
‖g1‖C1(∂Ω) + ‖g2‖C(∂Ω)
)
. (3.8)
By the continuity of the embedding H2(Ω) →֒ L∞(Ω), see [1, Theorem 4.12], and (3.8) we get
‖ψ‖L∞(Ω) ≤ ‖w‖L∞(Ω) + ‖v‖L∞(Ω)
≤ C(‖w‖H2(Ω) + ‖v‖C1(Ω))
≤ C
(
ε−1
(
‖f‖L2(Ω) + ‖g1‖C1/2(∂Ω) + ‖g2‖L2(∂Ω)
)
+ ‖g1‖C1(∂Ω) + ‖g2‖C(∂Ω)
)
.
For the second estimate in Theorem 3.3 we use the H1-norm estimate from Lemma 3.5 and get
‖ψ‖H1(Ω) ≤ ‖w‖H1(Ω) + ‖v‖H1(Ω)
≤ C(‖w‖H2(Ω) + ‖v‖H1(Ω))
≤ Cε−1
(
‖f‖L2(Ω) + ‖g1‖C1/2(∂Ω) + ‖g2‖L2(∂Ω)
)
. 
4 Solution decomposition
For the derivation of the solution decomposition for the 2D problem (1.1), we use the method of asymptotic
expansions in powers of ε, see for instance [4]. We will follow ideas presented in [13], where an asymptotic
expansion of the type
∑
i ε
iui for a second-order problem is given. There are some differences between
the approach presented in [13] and ours, mainly due to the fact that we have a fourth-order problem and
two different types of boundary conditions. In particular, the Neumann-boundary condition necessitates
correction functions that interact across different ε-levels. Thus, in comparison to the second-order
problem, the structure is more involved.
The boundary layer terms involve exponentially decaying functions in x and y, which we will denote
by
E1(x) = e
−b1x/ε and E2(y) = e
−b2y/ε.
In this section, we provide a formal analysis and assume all solutions to be as smooth as needed. In fact,
C4(Ω¯) will be sufficient.
4.1 Formal expansion
The formal ansatz as an infinite series for the structure of the solution ψ would be:
ψ =
∞∑
i=0
εiψi +
∞∑
i=0
εivi +
∞∑
i=0
εiwi +
∞∑
i=0
εizi. (4.1)
Since we are interested in a lower order expansion only, we will confine ourselves with finite sums in the
expression (4.1). To be more precise, we seek an approximation of ψ, the solution of (1.1), of the form
Ψ =
j∑
i=0
εiψi +
k∑
i=0
εivi +
l∑
i=0
εiwi +
m∑
i=0
εizi, (4.2)
where the integers j, k, l,m will be specified later. The first sum represents the outer expansion by means
of reduced problems with Dirichlet boundary conditions and homogeneous Neumann conditions at the
inflow boundary. The boundary corrections needed are corrections of Neumann values. They are split
into two sums for the different sides of Ω in terms near the outflow corner. The final sum of (4.2) corrects
Neumann values introduced by the previous correction terms near the outflow corner. Figure 4.1 depicts
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ψ0 v1
w1 z2
Figure 4.1: The interplay of Neumann corrections, solid line: no error, dashed line: error, densely-dotted
line: correction
the situation for the first step for b = (b1, b2) ∈ R
2 with b1, b2 > 0, which we shall abbreviate by writing
b > 0.
Let us start by defining ψ0. It solves a reduced problem that can formally be found by comparing
powers of ε in the general approach (4.1). We have
(b · ∇)∆ψ0 − c∆ψ0 = f in Ω = (0, 1)
2, (4.3a)
ψ0 = 0 on Γ = ∂Ω, (4.3b)
∂nψ0 = 0 on Γ−, (4.3c)
where Γ− := {(x, y) ∈ Γ| − b · n(x, y) < 0} is the inflow boundary. According to Proposition 2.21 the
third-order problem (4.3) has a unique solution satisfying homogeneous Dirichlet conditions on the whole
boundary Γ, and homogeneous Neumann conditions on the inflow boundary Γ− only. This is similar to
the asymptotic expansions for second order problems as in [13].
Now the normal derivative of ψ0 is in general non-zero on the outflow boundary. Thus, we correct
these Neumann data by correction functions vi in x-direction and wi in y-direction. We recall our standing
assumption of b > 0, the general case b = (b1, b2) with b1 · b2 6= 0 can be derived from the one with b > 0
by a change of coordinates. Using b > 0, we find the outflow boundary at x = 0 and y = 0. The layers
occur at x = 0 and y = 0 as well.
We will now define the correction function for the layer at x = 0. They can formally be derived
with the help of the stretched variable ξ defined by ξ = xε and comparison of powers of ε in the trans-
formed differential operator L˜. We obtain L˜ expressed in terms of the variable ξ and y by a coordinate
transformation
L˜v˜(ξ, y) = ε−3v˜ξξξξ + 2ε
−1v˜ξξyy + εv˜yyyy + ε
−3b1v˜ξξξ + ε
−1b1v˜ξyy + ε
−2b2v˜ξξy + b2v˜yyy
− ε−2cv˜ξξ − cv˜yy
= ε−3(v˜ξ + b1v˜)ξξξ + ε
−2(b2v˜y − cv˜)ξξ + ε
−1(2v˜ξ + b1v˜)ξyy + (b2v˜y − cv˜)yy + εv˜yyyy. (4.4)
Now the function v is to correct the Neumann data. Thus, it has to fulfil the boundary conditions at
x = 0, that is ξ = 0. Therefore, we consider the Neumann derivative in x = 0 of the (formally) infinite
sum (4.1) and make a comparison in the powers of ε. The last two sums are set to zero, because they do
not have to correct anything. We get conditions on the functions ψi and v˜i, namely
ψi,x(0, y) = −v˜i+1,ξ(0, y) (4.5)
for correcting the contributions of ψi to the Neumann data at x = 0. The functions ψi and v˜i act on
different ε-levels because we consider the derivative of v˜i in ξ and thus, we get an additional order of ε.
Note that we do not correct the boundary conditions up to arbitrarily large values of i. We make use
of this condition only for the considered finite number of indices. Additionally, the boundary correction
functions are expected to be exponentially decaying away from the boundary. For this reason, we expand
the domain of L˜ from (0, 1ε )× (0, 1) to (0,∞)× (0, 1).
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Now, the boundary condition (4.5) shows that the contribution of ψ0 will be corrected by v1. Thus,
v0 has nothing to correct and therefore we set
v˜0 = 0.
For v˜1 the comparison of powers of ε in (4.4) with L˜v˜ = 0 yields
v˜1,ξξξξ + b1v˜1,ξξξ = −b2v˜0,ξξy + cv˜0,ξξ = 0 in (0,∞)× (0, 1),
v˜1,ξ(0, y) = −ψ0,x(0, y) and lim
ξ→∞
v˜1(ξ, y) = 0.
This problem has constant coefficients and no derivatives in y. Therefore, it can be solved explicitly and
has the solution
v˜1(ξ, y) =
ψ0,x(0, y)
b1
exp{−b1ξ} or v1(x, y) =
ψ0,x(0, y)
b1
E1(x).
Analogously, we obtain the correction function w˜0 = 0 and w˜1(x, η) with the stretched variable η =
y
ε for
the layer along y = 0:
w˜1(x, η) =
ψ0,y(x, 0)
b2
exp{−b2η} or w1(x, y) =
ψ0,y(x, 0)
b2
E2(y).
Both boundary correction functions v1 and w1 introduce non-zero Dirichlet and Neumann contributions
at the outflow-boundary. We correct the Neumann data by a corner correction function z2 and the
Dirichlet data by ψ1. For the corner-correction function we apply the stretching of the coordinates in
both directions and obtain formally the operator
L¯z¯(ξ, η) = ε−3(z¯ξξξξ + 2z¯ξξηη + z¯ηηηη) + ε
−3(b1(z¯ξξξ + z¯ηηξ) + b2(z¯ξξη + z¯ηηη))− ε
−2c(z¯ξξ + z¯ηη).
Again, the correction function is to correct the Neumann data of v along y = 0 (η = 0) and of w along
x = 0 (ξ = 0). Thus we have
v˜i,y(ξ, 0) = −z¯i+1,η(ξ, 0) and w˜i,x(0, η) = −z¯i+1,ξ(0, η),
respectively. This time we obtain z¯0 = z¯1 = 0 because they have nothing to correct. The corner-correction
function z¯2 satisfies
∆¯2z¯2 + (b · ∇¯)∆¯z¯2 = c∆¯z¯1 = 0 in (0,∞)× (0,∞),
z¯2,η(ξ, 0) = −v˜1,y(ξ, 0) and z¯2,ξ(0, η) = −w˜1,x(0, η),
lim
ξ→∞
z¯2(ξ, η) = 0 and lim
η→∞
z¯2(ξ, η) = 0.
A solution can be found to be
z¯2(ξ, η) = −
ψ0,xy(0, 0)
b1b2
exp{−b1ξ} exp{−b2η} or z2(x, y) = −
ψ0,xy(0, 0)
b1b2
E1(x)E2(y).
As said before, the boundary-correction functions v1 and w1 introduce non-neglectable contributions
in the Dirichlet data on Γ+ := {(x, y) ∈ Γ : −b · n(x, y) > 0}. This will be corrected in the next step by
ψ1 satisfying the reduced problem
(b · ∇)∆ψ1 − c∆ψ1 = −∆
2ψ0 in Ω = (0, 1)
2,
ψ1 = 0 on Γ−,
∂nψ1(x, y) = 0 on Γ−,
ψ1(0, y) = −v1(0, y) y ∈ (0, 1),
ψ1(x, 0) = −w1(x, 0) x ∈ (0, 1).
It can be checked that the conditions for existence of a unique solution, given in Proposition 2.21, are
fulfilled.
13
Now the construction of problems for v2 and w2 follows the same pattern as the construction for v1
and w1, respectively. We get
v˜2(ξ, y) =
(
ψ1,x(0, y)
b1
−
α(y)
b31
−
α(y)ξ
b21
)
exp{−b1ξ},
that is v2(x, y) =
(
ψ1,x(0, y)
b1
−
α(y)
b31
−
α(y)x
b21ε
)
E1(x)
with α(y) = −b2ψ0,xy(0, y) + cψ0,x(0, y)
and
w˜2(x, η) =
(
ψ1,y(x, 0)
b2
−
β(x)
b32
−
β(x)η
b22
)
exp{−b2η},
that is w2(x, y) =
(
ψ1,y(x, 0)
b2
−
β(x)
b32
−
β(x)y
b22ε
)
E2(y)
with β(x) = −b1ψ0,xy(x, 0) + cψ0,y(x, 0).
The function z¯3 has to fulfil the following problem:
∆¯2z¯3 + (b · ∇¯)∆¯z¯3 = c∆¯z¯2 = −
c(b21 + b
2
2)
b1b2
ψ0,xy(0, 0) exp{−b1ξ} exp{−b2η} in (0,∞)× (0,∞),
z¯3,η(ξ, 0) = −v˜2,y(ξ, 0) and z¯3,ξ(0, η) = −w˜2,x(0, η),
lim
ξ→∞
z¯3(ξ, η) = 0 and lim
η→∞
z¯3(ξ, η) = 0.
We make the ansatz
z3(ξ, η) = (ω1 + ω2ξ + ω3η) exp{−b1ξ} exp{−b2η}
with unknown constants ω1, ω2, ω3. With this ansatz, we get only a solution if the compatibility condition
(b · ∇)ψ0,xy(0, 0)− cψ0,xy(0, 0) = 0 (4.6)
holds true. Then, the solution is given by
z¯3(ξ, η) = (ω1 + ω2ξ + ω3η) exp{−b1ξ} exp{−b2η} or z3(x, y) =
(
ω1 + ω2
x
ε
+ ω3
y
ε
)
E1(x)E2(y)
with
ω1 =
−b1b2ψ1,xy(0, 0) + b1ψ0,xyy(0, 0) + b2ψ0,xxy(0, 0)
b21b
2
2
,
ω2 =
ψ0,xxy(0, 0)
b1b2
and ω3 =
ψ0,xyy(0, 0)
b1b2
.
Without the explicit ansatz for z3 we also get several compatibility conditions, which follow from the
differential equation itself and the boundary conditions, warranting z3 to be continuous in the corner
(0,0).
Now z2 introduces non-neglectable contributions in the Dirichlet data on Γ+. Thus for the next step,
ψ2 has to correct the Dirichlet data of v2, w2 and z2. We consider the equation
(b · ∇)∆ψ2 − c∆ψ2 = −∆
2ψ1 in Ω = (0, 1)
2,
ψ2 = 0 on Γ−,
∂nψ2 = 0 on Γ−,
ψ2(0, y) = −v2(0, y)− w2(0, y)− z2(0, y) y ∈ (0, 1),
ψ2(x, 0) = −v2(x, 0)− w2(x, 0)− z2(x, 0) x ∈ (0, 1).
We again have to check the conditions of Proposition 2.21. Therefore, we have to verify, whether the
following equations hold
−v2(0, 1)− w2(0, 1)− z2(0, 1) = 0, (4.7a)
−v2(1, 0)− w2(1, 0)− z2(1, 0) = 0, (4.7b)
−v2,y(0, 1)− w2,y(0, 1)− z2,y(0, 1) = 0, (4.7c)
−v2,x(1, 0)− w2,x(1, 0)− z2,x(1, 0) = 0. (4.7d)
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We begin with equation (4.7a):
v2(0, 1) + w2(0, 1) + z2(0, 1)
=
ψ1,x(0, 1)
b1
−
α(1)
b31
+
(
ψ1,y(0, 0)
b2
−
β(0)
b32
−
β(0)
b22ε
)
E2(1)−
ψ0,xy(0, 0)
b1b2
E2(1)
=
(
−
2
b1b2
+
b1
b32
+
b1
b22ε
)
ψ0,xy(0, 0)E2(1) = 0.
This is zero, if
ψ0,xy(0, 0) = 0. (4.8)
Equation (4.7b) yields
v2(1, 0) + w2(1, 0) + z2(1, 0)
=
(
ψ1,x(0, 0)
b1
−
α(0)
b31
−
α(0)
b21ε
)
E1(1) +
ψ1,y(1, 0)
b2
−
β(1)
b32
−
ψ0,xy(0, 0)
b1b2
E1(1)
=
(
−
2
b1b2
+
b2
b31
+
b2
b21ε
)
ψ0,xy(0, 0)E1(1) = 0
and also gives condition (4.8). Let us continue with equation (4.7c):
v2,y(0, 1) + w2,y(0, 1) + z2,y(0, 1)
=
ψ1,xy(0, 1)
b1
−
αy(1)
b31
+
(
−b2
ε
(
ψ1,y(0, 0)
b2
−
β(0)
b32
−
β(0)
b22ε
)
−
β(0)
b22ε
)
E2(1) +
ψ0,xy(0, 0)
b1
E2(1)
(4.8)
=
ψ1,xy(0, 1)
b1
−
αy(1)
b31
−
ψ1,y(0, 0)
ε
E2(1)
=
b2ψ0,xyy(0, 1)
b31
= 0.
Analogously, we get for equation (4.7d)
v2,x(1, 0) + w2,x(1, 0) + z2,x(1, 0) =
b1ψ0,xxy(1, 0)
b32
= 0.
Thus we obtain the additional conditions
ψ0,xyy(0, 1) = 0 and ψ0,xxy(1, 0) = 0. (4.9)
If the conditions (4.8) and (4.9) are violated, Proposition 2.21 is not applicable. Hence, it is unclear,
whether a solution ψ2 exists. Condition (4.8) implies that z2 = 0.
Remark 4.1 From the conditions (4.9) we get conditions on f , namely f(0, 1) = 0 and f(1, 0) = 0.
This follows by extension of the differential equation for ψ0 to the boundary. Furthermore, if b1 = b2,
condition (4.6) implies that f(0, 0) = 0.
The construction of v3 and w3 follows the same pattern as those for v1, v2, w1 and w2. The structure of
the solutions is of the form
v˜3(ξ, y) = P˜2(ξ, y) exp{−b1ξ} or v3(x, y) = P˜2
(x
ε
, y
)
E1(x),
w˜3(x, η) = Q˜2(x, η) exp{−b2η} or w3(x, y) = Q˜2
(
x,
y
ε
)
E2(y),
where P˜2 is a polynomial of second order in the first variable and Q˜2 a polynomial of second order in the
second variable. To continue the expansion with higher order terms of ǫ in the same manner results in
more compatibility conditions. So, we stop the classical asymptotic expansion here. We add functions
v˜4, w˜4 and z¯4 not correcting the boundary layers, but modifying the right hand-side of the residual. We
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want them to satisfy:
v˜4,ξξξξ + b1v˜4,ξξξ = −b2v˜3,ξξy + cv˜3,ξξ − 2v˜2,ξξyy − b1v˜2,ξyy − b2v˜1,yyy + cv˜1,yy, in (0,∞)× (0, 1),
v˜4,ξ(0, y) = 0, in (0, 1),
lim
ξ→∞
v˜4(ξ, y) = 0, in (0, 1),
w˜4,ηηηη + b2w˜4,ηηη = −b1w˜3,xηη + cw˜3,ηη − 2w˜2,xxηη − b2w˜2,xxη − b1w˜1,xxx + cw˜1,xx, in (0, 1)× (0,∞),
w˜4,η(x, 0) = 0, in (0, 1),
lim
η→∞
w˜4(x, η) = 0, in (0, 1),
∆¯2z¯4 + (b · ∇¯)∆¯z¯4 = c∆¯z¯3.
The boundary data of z¯4 only have to be bounded by a constant and need not to correct other data, thus
we have some freedem in the choice for z¯4. We get
v˜4(ξ, y) = P˜3(ξ, y) exp{−b1ξ} or v3(x, y) = P˜3
(x
ε
, y
)
E1(x),
w˜4(x, η) = Q˜3(x, η) exp{−b2η} or w3(x, y) = Q˜3
(
x,
y
ε
)
E2(y),
where P˜3 is a polynomial of third order in the first variable and Q˜3 a polynomial of third order in the
second variable. The function z4 is of the structure
z¯4(ξ, η) = R¯2(ξ, η) exp{−b1ξ} exp{−b2η} or z4(x, y) = R¯2
(x
ε
,
y
ε
)
E1(x)E2(y),
where R¯ is a polynomial of second order in both variables.
4.2 Estimating the residual
Consider now the approximation Ψ of ψ given by
Ψ =
2∑
i=0
εiψi +
4∑
i=1
εivi +
4∑
i=1
εiwi +
4∑
i=2
εizi,
with the functions given before. Furthermore, let R = ψ − Ψ be the residual of the solution of problem
(1.1) and its approximation Ψ. We now estimate the residual R with the help of Theorem 3.3. Let us start
with some lemmas. In all the lemmas, it is implicitly assumed that the compatibility conditions (4.6),
(4.8) and (4.9) are fulfilled. We also recall our standing assumption on the solutions to be sufficiently
smooth.
Lemma 4.2 For the residual R holds
‖LR‖L2(Ω) ≤ Cε
5/2. (4.10)
Proof
Let us start by computing
LR = L(ψ − ψ0 − εψ1 − ε
2ψ2 − εv1 − ε
2v2 − ε
3v3 − ε
4v4 − εw1 − ε
2w2 − ε
3w3 − ε
4w4
− ε2z2 − ε
3z3 − ε
4z4)
= L(ψ − ψ0 − εψ1 − ε
2ψ2)− L(εv1 + ε
2v2 + ε
3v3 + ε
4v4)
− L(εw1 + ε
2w2 + ε
3w3 + ε
4w4)− L(ε
2z2 + ε
3z3 + ε
4z4). (4.11)
We obtain for the first term of (4.11)
L(ψ − ψ0 − εψ1 − ε
2ψ2) = f − f + ε∆
2ψ0 − ε∆
2ψ0 + ε
2∆2ψ1 − ε
2∆2ψ1 + ε
3∆2ψ2
= ε3∆2ψ2.
For the second term of (4.11) we have
L(εv1 + ε
2v2 + ε
3v3 + ε
4v4) = L˜(εv˜1 + ε
2v˜2 + ε
3v˜3 + ε
4v˜4)
= ε2 ((v˜1,yy + b2v˜2,y − cv˜2 + 2v˜3,ξξ + b1v˜3,ξ)yy + (b2v˜4,y − cv˜4)ξξ)
+ ε3(v˜2,yy + b2v˜3,y − cv˜3 + 2v˜4,ξξ + b1v˜4,ξ)yy
+ ε4(v˜3,yy + b2v˜4,y − cv˜4)yy + ε
5v˜4,yyyy.
16
The third term of (4.11) can be rewritten analogously. Finally, the remaining term in (4.11) is
L(ε2z2 + ε
3z3 + ε
4z4) = L¯(ε
2z¯2 + ε
3z¯3 + ε
4z¯4)
= −ε2c∆¯z¯4.
Thus, we obtain with some functions g1, g2, g3 that are bounded independently of ε
LR(x, y) = ε3∆2ψ2(x, y) + ε
2(g1(y)E1(x) + g2(x)E2(y) + g3(x, y)E1(x)E2(y)) (0 ≤ x, y ≤ 1),
which yields (4.10). 
Lemma 4.3 The residual R can be bounded on the boundary Γ = ∂Ω by
‖R‖L∞(Γ) ≤ Cε
3. (4.12)
Its tangential derivative ∂t is bounded on ∂Ω by
‖∂tR‖L∞(Γ) ≤ Cε
2. (4.13)
Proof
We will give details only for some of the terms occuring in the expression for R as the estimates for the
others follow the same rationale. Let us start out with
R(1, y) = ψ(1, y)− ψ0(1, y)− εψ1(1, y)− ε
2ψ2(1, y)
− ε(v1(1, y) + w1(1, y))− ε
2(v2(1, y) + w2(1, y) + z2(1, y))
− ε3(v3(1, y) + w3(1, y) + z3(1, y))− ε
4(v4(1, y) + w4(1, y) + z4(1, y))
The first four terms of R(1, y) are zero, because these functions fulfil homogeneous Dirichlet boundary
conditions.
The correction terms with index 1 yield
v1(1, y) + w1(1, y) =
ψ0,x(0, y)
b1
E1(1) +
ψ0,y(1, 0)
b2
E2(0) =
ψ0,x(0, y)
b1
E1(1)
because ψ0,y(1, 0) = 0 due to homogeneous Dirichlet boundary conditions of ψ0. The factor E1(1) is
exponentially small in ε and can therefore be bounded by an arbitrary power of ε. For the corrections
with index 2 we have
w2(1, y) =
(
ψ1,y(1, 0)
b2
−
β(1)
b32
−
β(1)y
b22ε
)
E2(y) = 0
because β(1) = 0 due to ψ0,xy(1, 0) = 0 and ψ1,y(1, 0) = 0 due to homogeneous Dirichlet boundary
conditions of ψ1, and
v2(1, y) + z2(1, y) = v2(1, y) =
(
ψ1,x(0, y)
b1
−
α(y)
b31
−
α(y)
b21ε
)
E1(1).
We obtain for the corrections with index 3
v3(1, y) + z3(1, y) = P˜2
(
x =
1
ε
, y
)
E1(1) + R¯1
(
x =
1
ε
,
y
ε
)
E1(1)E2(y).
Finally,
w3(1, y) = Q˜2
(
1,
y
ε
)
E2(y)
is bounded by a constant due to P2(t)e
−t ≤ C for all t, where P2 is a polynomial of order 2. The
corrections with index 4 contribute similar bounds as an analogous argument shows. Combining the
terms discussed so far, we obtain with some function g, bounded independently of ε, and polynomials
P2, P3,
R(1, y) = εg(y)E1(1) +
(
ε3P2
(y
ε
)
+ ε4P3
(y
ε
))
E2(y), (0 ≤ y ≤ 1).
Thus, the L∞-norm over this part of the boundary is bounded by
‖R(1, ·)‖L∞(0,1) ≤ Cε
3.
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Let us take a look at the outflow boundary at x = 0. Here, we do not have an arbitrarily small factor
E1(1) in our estimates. We start with
R(0, y) = ψ(0, y)− ψ0(0, y)− εψ1(0, y)− ε
2ψ2(0, y)
− ε(v1(0, y) + w1(0, y))− ε
2(v2(0, y) + w2(0, y) + z2(0, y))
− ε3(v3(0, y) + w3(0, y) + z3(0, y))− ε
4(v4(0, y) + w4(0, y) + z4(0, y)).
The first two terms are zero due to the imposed Dirichlet conditions. By definition of ψ1 and ψ2 we have
ψ1(0, y) = −v1(0, y),
ψ2(0, y) = −v2(0, y)− w2(0, y)− z2(0, y).
Employing the fact that w1(0, y) is zero since ψ0 satisfies homogeneous Dirichlet conditions and, hence,
ψ0,y(0, 0) = 0, we get
R(0, y) = −ε3(v3(0, y) + w3(0, y) + z3(0, y))− ε
4(v4(0, y) + w4(0, y) + z4(0, y)).
We obtain with the same methods as above for some function h bounded independently of ε and poly-
nomials P2, P3,
R(0, y) = ε3
(
h(y) +
(
P2
(y
ε
)
+ εP3
(y
ε
))
E2(y)
)
(0 ≤ y ≤ 1).
Thus, the L∞-norm of this part of the boundary is also bounded by
‖R(0, ·)‖L∞(0,1) ≤ Cε
3.
On the remaining boundaries we use similar ideas and eventually obtain (4.12).
For the tangential derivative we estimate Ry(0, y) and Ry(1, y): We obtain
‖Ry(0, ·)‖L∞(0,1) ≤ Cε
2 and ‖Ry(1, ·)‖L∞(0,1) ≤ Cε
2
due to E2,y(y) = −
b2
ε E2(y). On the other boundaries we apply the same techniques and conclude (4.13).
Lemma 4.4 The normal derivative of R on the boundary ∂Ω can be estimated by
‖∂nR‖L∞(Γ) ≤ Cε
3 and ‖∂nR‖L2(Γ) ≤ Cε
7/2. (4.14)
Proof
Again, we only exemplify the method of proof. The terms not discussed are estimated using the same
techniques. Let us start out with R(1, y). Here, we have
Rx(1, y) = ψx(1, y)− ψ0,x(1, y)− εψ1,x(1, y)− ε
2ψ2,x(1, y)
− ε(v1,x(1, y) + w1,x(1, y))− ε
2(v2,x(1, y) + w2,x(1, y) + z2,x(1, y))
− ε3(v3,x(1, y) + w3,x(1, y) + z3,x(1, y))− ε
4(v4,x(1, y) + w4,x(1, y) + z4,x(1, y)).
Now,
ψx(1, y)− ψ0,x(1, y)− εψ1,x(1, y)− ε
2ψ2,x(1, y) = 0
due to the homogeneous Neumann boundary conditions at this boundary of the functions ψ, ψ0, ψ1 and
ψ2. For the next terms we have
v1,x(1, y) + w1,x(1, y) = −
ψ0,x(1, y)
ε
E1(1) +
ψ0,xy(1, y)
b2
E2(y)
= −
ψ0,x(1, y)
ε
E1(1)
because ψ0 satisfies homogeneous Neumann boundary condition along x = 1 and, hence, its y-derivative
is zero. The terms with index 2 are
w2,x(1, y) =
(
ψ1,xy(1, 0)
b2
−
βx(1)
b32
−
βx(1)y
b22ε
)
E2(y)
=
b1ψ0,xxy(1, 0)
b32
(
1 +
b2y
ε
)
E2(y) = 0,
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due to the compatibility condition (4.9), and
v2,x(1, y) + z2,x(1, y) = −
b1
ε
(
ψ1,y(1, 0)
b1
−
α(y)
b31
−
α(y)
b21ε
)
E1(1).
The terms with index 3 contribute
v3,x(1, y) + z3,x(1, y) =
(
P˜2,x
(
1
ε
, y
)
−
b1
ε
P˜2
(
1
ε
, y
)
+
w2
ε
E2(y)−
b1
ε
(
ω1 + ω2
1
ε
+ ω3
y
ε
)
E2(y)
)
E1(1)
and
w3,x(1, y) = Q˜2,x
(
1,
y
ε
)
E2(y)
which is bounded by a constant due to P2(t)e
−t ≤ C for all t, where P2 is a polynomial of order 2. The
same arguments apply to the correction functions with index 4. Combining all these terms, we have for
some function g bounded independently of ε and constants c7, c8 and c9 independent of ε
Rx(1, y) = g(y)E1(1) + ε
3
(
c7 + c8
(y
ε
)
+ c9
(y
ε
)2)
E2(y).
Thus, we obtain
‖Rx(1, ·)‖L∞(0,1) ≤ Cε
3 and ‖Rx(1, ·)‖L2(0,1) ≤ Cε
7/2.
On the outflow boundary at x = 0 we have
Rx(0, y) = ψx(0, y)− ψ0,x(0, y)− εψ1,x(0, y)− ε
2ψ2,x(0, y)
− ε(v1,x(0, y) + w1,x(0, y))− ε
2(v2,x(0, y) + w2,x(0, y) + z2,x(0, y)
− ε3(v3,x(0, y) + w3,x(0, y) + z3,x(0, y))− ε
4(v4,x(0, y) + w4,x(0, y) + z4,x(0, y)).
The first term is zero and the next terms cancel with their corresponding layer-correction functions. So
far, we have
Rx(0, y) = −ε
3w3,x(0, y)− ε
4(v4,x(0, y) + w4,x(0, y) + z4,x(0, y)).
The remaining terms are not vanishing and we have for some function h bounded independently of ε and
constants c10, c11 and c12 independent of ε
Rx(0, y) = ε
4h(y) + ε3
(
c10 + c11
(y
ε
)
+ c12
(y
ε
)2)
E2(y).
Thus, we obtain again
‖Rx(0, ·)‖L∞(0,1) ≤ Cε
3 and ‖Rx(0, ·)‖L2(0,1) ≤ Cε
7/2.
The normal derivative on the other sides can be estimated similarly and we obtain (4.14). 
We summarize the results obtained so far in the next proposition. Recall that we assumed sufficiently
smooth solutions to be existent.
Proposition 4.5 Assume the compatibility conditions (4.6), (4.8) and (4.9) to be satisfied. We consider
the approximation of ψ given by
Ψ =
2∑
i=0
εiψi +
4∑
i=1
εivi +
4∑
i=1
εiwi +
4∑
i=2
εizi.
Then, the residual R = ψ −Ψ can be estimated by
‖R‖L∞(Ω) ≤ Cε
3/2 and ‖R‖H1(Ω) ≤ Cε
3/2.
Proof
We make use of Theorem 3.3. For this, using Lemmas 4.2, 4.3, 4.4, we are left with an estimate of the
C1/2-norm on Γ of R. But, with the help of the estimates in both the C1- and L∞-norm it follows that
‖R‖C1/2(Γ) ≤ Cε
5/2.
Hence, the assertion eventually follows from Theorem 3.3. 
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Theorem 4.6 Assume the compatibility conditions (4.6), (4.8) and (4.9) to be satisfied. Then the solu-
tion ψ of (1.1) can be decomposed in a regular part S and two layer parts in the following form:
ψ(x, y) = S(x, y) + εH(x, y)E1(x) + εI(x, y)E2(y), (0 ≤ x, y ≤ 1)
where the functions S,H and I are independently bounded of ε.
Proof
The result follows from the asymptotic expansion which was done in this section. Proposition 4.5 yields
that the residual R is small enough and thus, it can be incorporated into the smooth part S due to the
structure of the layer correcting terms. The corner layer parts z3 and z4 are also incorporated into the
smooth part. 
Remark 4.7 The layers of ψ are so-called weak layers. If we look at ψ − S, with S being given by
Theorem 4.6, we obtain
‖ψ − S‖L∞(Ω) ≤ Cε,
but
‖∇(ψ − S)‖L∞(Ω) ≤ C,
that is the layers are visible in the first derivative for ε→ 0.
4.3 Asymptotic expansion without compatibility conditions
With the rationale presented, we have seen that an asymptotic expansion of arbitrary order is possible
upon imposing certain compatibility conditions. In fact, for the construction of ψ2 we needed (4.8) and
(4.9) to be satisfied. We make now an asymptotic expansion without any compatibility conditions and
demonstrate that we will lose an ε-order in the estimates of the residual R, while we keep in mind that
we assume the solutions occuring to be sufficiently smooth.
We keep the construction of the functions ψ0, ψ1, v1, w1, v2, w2 and z2. In the next step, we formally
set ψ2 = 0. This implies that we impose homogeneous boundary conditions for v3 and w3. For z3 we
choose an arbitrary, exponentially decaying function that fulfils a corner-correction type problem, given
by
∆¯2z¯3 + (b · ∇¯)∆¯z¯3 = c∆¯z¯2
= −
cψ0,xy(0, 0) exp{−b1ξ} exp{−b2η}(b
2
1 + b
2
2)
b1b2
in (0,∞)× (0,∞).
Its boundary data only have to be bounded by a constant and need not to correct other data, thus we
have some freedom in choosing z¯3. We take
z3(x, y) =
cψ0,xy(0, 0)
b1b2(b1 + b2)
(x
ε
+
y
ε
)
E1(x)E2(y).
Next, we consider an approximation Ψnew of ψ given by
Ψnew = ψ0 + εψ1 + εv1 + ε
2v2 + ε
3v3 + εw1 + ε
2w2 + ε
3w3 + ε
2z2 + ε
3z3.
Following the strategies exemplified in the previous section, we derive estimates for the new residual.
Lemma 4.8 For the residual Rnew = ψ −Ψnew we get the following estimates:
‖LRnew‖L2(Ω) ≤ Cε
3/2,
‖Rnew‖L∞(Γ) ≤ Cε
2, ‖∂tR
new‖L∞(Γ) ≤ Cε,
‖∂nR
new‖L∞(Γ) ≤ Cε
2, ‖∂nR
new‖L2(Γ) ≤ Cε
5/2
and finally
‖Rnew‖L∞(Ω) ≤ Cε
1/2.
Proof
The upper bounds follow by a straightforward calculation in the same way as in Lemmas 4.2, 4.3 and
4.4. For obtaining the last inequality, one has to use Theorem 3.3 in addition. 
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So we see that the ε-order of the residual Rnew is not small enough to have a solution decomposition like
in Theorem 4.6. We can only show the following.
Proposition 4.9 Consider equation (1.1). The solution ψ can be represented as
ψ(x, y) = S(x, y) + εH(x, y)E1(x) + εI(x, y)E2(y) + ε
2J(x, y)E1(x)E2(y) +R
new(x, y), (0 ≤ x, y ≤ 1)
where the functions S,H, I, J are bounded independently of ε and the residual is of order ε1/2.
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