We study the mean quenching time distribution and its moments in a one-dimensional N-site donor-bridgeacceptor system where all sites are coupled to a two-state jump bath for arbitrary disorder and an arbitrary ratio ϵ͗k͘/R of the bath jump rate R and the average hopping rate ͗k͘. When Nϳ1, the quenching time distribution has long power-law tails even when the waiting times are exponentially distributed. These disappear for NӶ1 where the hopping rate self-averages on the bath relaxation time scale. In the absence of disorder or for small , the mean quenching time scales linearly with N. Otherwise, we observe a power law, ϳN 1ϩ␥ , with a crossover to linear scaling (␥ϭ0) for large N. Distributions of particle position, its second moment, velocity and diffusion coefficient are computed in the infinite N limit. For times longer than R Ϫ1 , the dynamic disorder self-averages and the average position, velocity, and diffusion coefficient scale linearly in time.
I. INTRODUCTION
Disordered systems are usually divided into two classes depending on whether the disorder is annealed ͑dynamic͒ or quenched ͑static͒ ͓1-4͔. This paper studies the scaling properties of one-dimensional directed walk ͓5-7͔ with dynamic disorder. Models of directed walk have been used to analyze numerous systems, including excitation transport from a donor chromophore through a bridge of intermediate sites to an acceptor where this excitation is quenched ͓8-12͔, lateral diffusion of proteins on the surface of a membrane ͓13-15͔, charge transport in single molecular wires and DNA ͓16 -18͔, diffusion in ion channels ͓19-24͔, and polymer translocation through a narrow pore ͓25-29͔.
The effects of fluctuating environment on transport are of considerable interest ͓30-36͔. When NӶ1, where N is the total number of sites, ϵ͗k͘/R, R is the bath jump rate, and ͗k͘ is the average hopping rate, transport is unaffected by environment fluctuations. However, this is not the case in the presence of dynamic disorder, i.e., when transport and bath jumps are coupled and occur on a compatible time scale. This is an important regime relevant to many biophysical systems. For example, excitation transfer may occur while the bridge conformation fluctuates spanning a manifold of conformational states. Some of these states may facilitate fast transport whereas in others the excitation may be trapped ͓35,37͔. Protein rare jumps over or through the cytoskeletal fence between ''corralled regions'' in membranes may take place over the same time scale as the reorganization of the matrix itself ͓13͔. Matrix fluctuations can either open or close the gate of a ''skeleton fence'' and thus, may affect protein transport. Charge transfer from donor to an acceptor can occur while a molecule undergoes vibrational energy redistribution which may alter the donor and acceptor wave function overlap and thereby affect conductance. Ion diffusion may occur at comparable time as geometry fluctuation of a channel ͓19-23͔, which may increase or decrease the effective size of the bottleneck region and therefore, affect ion diffusion. Furthermore, when an ion channel is controlled by more than one fluctuating bottleneck, diffusion can also be affected by correlations among bottlenecks ͓19͔.
Dynamic disorder is also important in the studies of glassy systems who have a broad spectrum of time scales with no clear separation between fast and slow degrees of freedom. The dynamic behavior of primary collective degrees of freedom may be coupled to other modes which follow the dynamics only on slightly shorter ͑or longer͒ time scale.
The equilibrium behavior of glassy systems is studied by the ''replica trick'' ͓38͔. The existence of many minima of the free-energy landscape, unrelated by symmetry, gives rise in the mean-field treatment to ''replica symmetry breaking.'' This transition can be understood in terms of the extremal statistics of the Boltzmann weights of the low-lying states ͓38͔. Their glassy dynamics are exhibited by lack of ergodicity, violation of the fluctuation-dissipation relation, and aging. The correlation and response functions depend separately on the initial and final times and not on their difference alone ͓39͔. This transition was found for the mean first passage time of a random walk on a random Cayley tree as the temperature is lowered ͓40͔.
Ranges of applicability of these mean-field results to realistic systems are still debated and alternative approaches are needed to go beyond mean-field theory. Here, we present such an approach by studying directly the effect of the noise time scales on the dynamics of a directed random walk which models drift caused by a strong external field. In the absence of noise, the behavior is simple: the walker hops to the right to its neighboring site with a site independent rate. The distance covered varies linearly in time and the velocity is given by the intersite distance to the hopping time ratio. The dynamic disorder is modeled by coupling of the walk to a parallel channel. Despite the simplicity of this system, a very rich variety of possible behaviors is found when time scales of diffusion and fluctuation of the environment are entangled.
Random walks which serve as intuitive physical models for propagation of excitation or material transport in con-densed phases ͓5-9͔, may exhibit long tails in the distribution of various quantities. The directed walk considered here involves a single walker hopping to the next nearest neighbor on a line with N sites and is a limiting case of the usual random walk when a jump back to the previous site can be neglected. It can be used to model excitation or material transport subject to an external potential. The probability density of making a jump is given by waiting time distributions. When these distributions are exponential, the directed walks may be described by an ordinary master equation with random transition rates. For example, the directed walls can be used to model pulling of single DNA molecules by motor proteins in bacteriophages ͓41͔.
In this paper, we model fluctuations of the environment by the bath undergoing jumps between two states, one favoring transport whereas the other acts as a trap. In many cases, environment degrees of freedom can be modeled by two relevant states ͓42-47͔. For instance, when the diameter of a bottleneck ͑or dimensions of the gate of a skeleton fence͒ exceeds or equal to the characteristic size of diffusing entities ͑ions, protein, etc.͒, the channel ͑gate͒ is open, otherwise it is closed ͓48͔. When the overlap of donor and acceptor wave functions is nonvanishing, the charge hops to the nearest neighbor. When this overlap is zero, charge transfer is prohibited. In this dynamic gating picture, ''the door'' stochastically fluctuates between open or closed states.
While the scaling properties of one-dimensional random walks in the presence of static disorder, i.e., the distribution of transition rates for various sites in the chain, have been extensively studied by many authors ͓49-51͔, dynamic disorder is less studied. The simple one-dimensional random walk was studied in the presence of dynamic and static disorder when fluctuations are either fast or slow than the diffusion itself ͓49,52͔. However, modeling the intermediate regime is more difficult. We have previously analyzed the distribution of excitation arrival times for a donor-acceptor system coupled to a two-state jump bath ͓12͔. We show that a directed random walk in an N-site donor-bridge-acceptor system with exponential waiting time distributions for hopping between nearest-neighboring sites acquires memory for previously visited sites in the presence of dynamic disorder.
Our model is defined in Sec. II. In Sec. III, we employ a generating Green function method to compute the distribution of probability of quenching times. In Sec. IV, we simulate the quenching time distribution and study the scaling of the mean and second moment of quenching time with N. The distribution of particle coordinate, its average, the distribution of second moments of coordinate, and its average are studied in Sec. V. We also compute the distribution of velocity and diffusion coefficient and their average. Our results are discussed in Sec. VI. The generating function for the recursive computation of Green functions is given in the Appendix.
II. THE MODEL
Consider an N-site donor-bridge-acceptor system, where an excitation is created on the donor site ͑see Fig. 1͒ , hops through bridge sites 2, . . . ,NϪ1, and finally reaches the terminal site N where it is quenched. The excitation transfer process is coupled to a fluctuating environment modeled by the two-state jump bath with states ␣ and ␤ ͓43͔. We assume a directed continuous time walk with nearest-neighbor hopping from site i to iϩ1 determined by the waiting time distribution functions i ␣ (t), i ␤ (t) for the excitation jumps (i ϭ1, . . . ,NϪ1) when the bath is in state ϭ␣ or ␤. Bath fluctuations are described by the rates R ␣␤ and R ␤␣ of ␤ →␣ and ␣→␤ jumps, respectively, and are independent of the excitation. Finally, the quenching of excitation from states ͉N␣͘ and ͉N␤͘ of the terminal site is described by the waiting time distributions D ␣ (t) and D ␤ (t).
The time evolution of directed walk probabilities P [i] (t) of finding excitation in site iϭ1,2, . . . ,N is described by the generalized master equations which in matrix form are given by
where ϭ␣,␤ and P(t;) denotes the vector of populations of sites iϭ1,2, . . . ,N with vector components P [i] 
) is a NϫN two-block-diagonal matrix of 2ϫ2 matrix ⌽ (i) (t;) of generalized rates of excitation transfer and bath jump rate matrix R,
͑3͒
where
and
͑6͒
Using the Laplace transformation
the matrix elements of Eqs. ͑4͒ and ͑5͒ may be computed in terms of the waiting time distributions Eqs. ͑16͒ become ordinary master equations, i.e., Ṗ (t,) ϭ⌽()P(t,).
The generalized master equations ͑1͒ may be solved by defining the conditional probability matrix G for the excitation to reside in state ͉ j͘ at time tЈ given that excitation was in state ͉i͘ at earlier time t (i, j and , denote sites 1,2, . . . ,N and bath states ␣,␤, respectively͒, i.e., G͑t,i;tЈ, j ͒ϵ͓G͑ tϪtЈ;0͔͒ ͕i͖,͕ j͖ , ͑10͒
where iϭi␣,i␤ is the site and bath state dependent index. P [i] (t;) can then be expressed as
where P(0; j) is the probability to find excitation in state ͉ j͘ at time tϭ0. G is given in Laplace domain by
and P(t;) is obtained by inverse Laplace (L Ϫ1 :z→t) transform and substituting G(t;) back into Eq. ͑12͒.
To study the scaling of quenching times with N, we need to compute the Green functions, Eq. ͑12͒. Because excitation is created in site 1, a 2ϫ2 matrix of Green functions G [N] (t) is formed by elements of the 2Nϫ2N matrix L 
, have either odd number of jumps or zero. Some of the diagrams for computation of Green functions G ␣␣ [N] (z) and G ␣␤ [N] (z) for Nϭ2 and 3 are given in Fig. 2 ͑panel B) .
The entire distribution of quenching probabilities for arbitrary N is obtained by summing over all 2 NϪ1 diagrams for each of the four elements of Green function matrix. This matrix can be obtained numerically by diagonalizing the matrix ⌽(t) itself when the waiting time distributions 's are exponential or finding the inverse of matrix ͓zIϪ⌽ (z)͔ for general 's followed by inverse Laplace transformation to the time domain. It becomes a formidable task for large N.
We have computed the Green functions for the N-site problem recursively starting from Green functions for a single site using a generating function approach outlined in the Appendix. The Green functions for the N-site problem are given by
where G ␣␣ [1] (z) and G ␣␤ [1] (z) are single site Green functions and 1 (z), 2 (z) are the eigenvalues of the generating matrix Ã n (z) given by Eq. ͑A2͒. All our calculations were carried out using Eq. ͑13͒. It shows that the Green functions for the excitation transfer process can be computed from the Green functions for the two-eigenchannel problem in which this excitation is created and destroyed on a single site.
III. QUENCHING PROBABILITY DISTRIBUTIONS
We now study a directed walk with no disorder so that
and using Eqs. ͑13͒, we have computed probabilities Q ␣ [N] (t) and Q ␣
[N] (t) of excitation quenching from terminal states ͉N␣͘ and ͉N␤͘ after it has been created in site 1 at time t ϭ0 defined by
where w eq ␣ ϭR ␣␤ /(R ␣␤ ϩR ␤␣ ), w eq ␤ ϭR ␤␣ /(R ␣␤ ϩR ␤␣ ) are equilibrium populations of states ͉1␣͘ and ͉1␤͘ of the first site, respectively, and the average quenching probability
[N] (t), and ͗Q
[N] (t)͘ for the models M 1 -M 9 of fast and slow channels, i.e., k ␣ Ӷk ␤ . Models M 1 -M 9 are summarized in Table I 
In models M 1 -M 3, R ␣␤ ϭR ␤␣ . In models M 4ϪM 6, R ␤␣ ϽR ␣␤ , where bath state ␤ facilitating faster transfer, and in models M 7 -M 9, R ␤␣ ϾR ␣␤ . In Fig. 3 Fig. 4 . Here, fast channel is less populated as excitation transfers to the terminal site Nϭ4, 10, and 20 and the weights of Q ␣ and Q ␤ in ͗Q͘ are roughly equal. After creation of excitation in site 1 at t ϭ0, the fast channel probability quickly passes the probability in slow channel. Coupling between these channels makes faster ͑slower͒ part to decay from the terminal site at shorter Model k 
with the eigenvalues 1 (z) and 2 (z) given by
where the average rate ͗k͘ is defined by ͗k͘ϭw eq
Taking inverse Laplace transform of Eq. ͑19͒, we obtain
͑22͒ represent memoryless propagation of excitation on a single site. Memory effects enter the dynamics through the eigenvalues 1 (z) and 2 (z) taken to power NϪ1 which in the time domain become integral memory kernels 1 NϪ1 (t) and 2 NϪ1 (t).
Note that when R ␣␤ ϭR ␤␣ ϭ0, 
͓Q
[
where P (0) is a populations of state ͉1͘ at time tϭ0, ⌫(N)ϭ(NϪ1)!, and ⌫(N,y) is defined by
In particular, when k
It follows from Eq. ͑23͒ that in the absence of dynamic disorder excitation quenching probability is exponentially distributed.
From Figs. 3 and 4 , we see that the dynamic disorder self-averages for fast bath jump models M 3 and M 6. As a result, aside from the overall amplitude
and ͗Q
[N] (t)͘ are identical. Invoking eigenchannel representation, the eigenvalues ͑20͒ of transformation ͑A2͒ in the limit of fast bath jumps become 1 f b (z)ϭ0 and 2 f b (z) ϭ͗k͘/(zϩ͗k͘), where RϵR ␣␤ ϩR ␤␣ and the superscript ''f b'' denotes fast bath. Vanishing 1 f b implies that we no longer have two interacting eigenchannels ␣ and ␤ but rather, the dynamics of quenching probability is now averaged. As a result, excitation hops in the ''averaged channel'' with the average rate ͗k͘ and the average quenching prob-
͑25͒
The distribution of quenching probability can be computed as
which is a consequence of the central limit theorem. When
N→ϱ, the relative width of ͗Q
[N] (t)͘ f b , (ͱN/͗k͘)/(N/͗k͘) approaches zero and excitation transport becomes a selfaveraging deterministic process.
Therefore, both in the fast bath jump limit when the dynamic disorder self-averages and in the absence of dynamic disorder, the distribution of quenching probability, given by Eqs. ͑23͒ and ͑25͒ respectively, is exponential and the N-site walk can be described as a Markovian process without including explicitely the bath variable. However, when N ϳ1 ͑dynamic disorder͒, the distribution of quenching probability is governed by Eqs. ͑22͒ with nontrivial memory kernels 1 NϪ1 (t) and 2 NϪ1 (t), and excitation transfer becomes a non-Markovian walk with memory. For models M 7 -M 9 ͑not shown͒, we found that the time profile of ͗Q [N] (t)͘ is dominated by a contribution from a fast channel.
IV. DISTRIBUTION OF QUENCHING TIMES
Using Eqs. ͑16͒ for the probability distribution of quenching times, we now compute its partial moments (p ϭ1,2, . . . ),
is the pth moment corresponding to quenching from state ͉N͘. The total moment of quenching time distribution is given by
In Fig. 5 , we display partial first moments t ␣ (N), t ␤ (N) of the quenching time vs N for models M 1 -M 9. Because in these models k D ӷk,R, t ␣ (N), and t ␤ (N) and the mean quenching time ͑MQT͒ ͗t(N)͘ studied below are equivalent to partial first moments of passage time and the mean-first passage time, respectively. t ␣ (N) and t ␤ (N) for models M 1, M 4, M 7 (ӷ1) and M 2, M 5, M 8 (ϳ1) exhibit nonlinear scaling with N. Only when the dynamic disorder averages out, do t ␣ (N) and t ␤ (N) scale linearly with N for models M 3, M 6, and M 9 (Ӷ1). Note that t ␤ (N) ͑fast channel͒ approaches linear scaling faster than t ␣ (N).
Before analyzing the MQT for models M 1 -M 9, let us examine the limiting cases of no dynamic disorder (→ϱ) or fast bath jumps (→0) considered in the preceding sec- In Fig. 6 , we present log-log plots of ͗t(N)͘ vs N for models M 1 -M 9. ͗t(N)͘ lie between the upper bound given by ͗t(N)͘ 0 and the lower bound ͗t(N)͘ f b . When the time it takes for excitation to reach the site N is short compared with 1/R, i.e., when Nӷ1, the MQT can be reasonably approximated by ͗t͘ 0 . For our model parameters, Nϳ1 ͑note that both curves ͗t͘ 0 and ͗t͘ f b coincide with data points for models M 1 -M 9 for Nϭ1). In the opposite limit, ͗t͘Ϸ͗t͘ f b . Therefore, models M 1 -M 9 tend asymptotically to ͗t͘ f b for large N ͑in our calculation Nϳ20).
The crossover between the two asymptotic regimes is clearly observed when Nϳ1. Indeed, the log-log plot for this case indicates that the apparent exponent is somewhat larger than one for intermediate N, and only gradually approaches the scaling form ͗t͘ϳN. We have found that in this parameter regime, the MQT is described by the nonlinear scaling law
where ␥ is the N-dependent fractional exponent. Therefore, in a context of the MQT the non-Markovian memory effects ͑e.g., long tails of the distributions of quenching probability depicted in Figs. 3 and 4͒ are reflected in the deviation of apparent exponent from the unity in the log-log plot of ͗t(N)͘ vs N.
In Fig. 7 , we display the fractional exponent ␥ as a function of N for models M 1, M 2, M 4, M 5, M 7, and M 8. Using the generating Green function technique of the previous sections and Eq. ͑22͒, we now Taylor expand Eq. ͑28͒
and to the first order in ␥, we obtain
Eq. ͑33͒ implies that the amplitude of ␥(N) is proportional to and that ␥ scales as ␥ϳ1/ln N for large N. When →0, ␥(N)→0.
We have also analyzed partial second moments of quenching time t ␣ (2) (N) and t ␤ (2) (N) and the average second moment ͗t 2) vs N shown in Fig. 8 for models M 1 -M 9 are similar to the distribution of first moments t ␣ and t ␤ ͑Fig. 5͒. In Fig. 9 , we present the log-log plots of ͗t (2) ͘ vs N for models M 1 -M 9. Again, we observe similarity in the N profile between ͗t (2) ͘ and ͗t͘ ͑Fig. 5͒. The log-log plots also indicate that the apparent exponent is larger than two for small N, but asymptotically approaches the scaling form ͗t 2 ͘ϳN 2 for large N or fast bath jumps. In Fig. 10 , we show the ratio of second moment of the MQT to the square of the MQT,
as a function of N for models M 1 -M 9. This quantity probes a contribution to quenching times from rare events. r(N) starts off from a finite value ͑not equal to 1͒ and decays with N, approaching asymptotic value r(N)ϭ1 for large N. Varia- 
FIG. 8. Partial second moments t ␣
(2) ͑left panels͒ and t ␤ (2) ͑right panels͒ of quenching time vs N for models M 1 -M 3 ͑top͒, M 4 -M 6 ͑middle͒, and M 7 -M 9 ͑bottom͒. Size of circles increases with bath jump rates as in Fig. 5 . tion of r with N demonstrates that higher moments of mean quenching time provide additional information to that contained in the MQT.
V. DISTRIBUTIONS OF COORDINATE, VELOCITY, AND DIFFUSION COEFFICIENT
We now examine the scaling behavior of excitation coordinate n, velocity V, and diffusion coefficient D in the limit when N→ϱ. The velocity distribution is defined by
and the average velocity function is
͑36͒
The distribution of excitation coordinate n (t) and the average coordinate ͗n(t)͘ can be obtained by integrating V ␣ (t), V ␤ (t), and ͗V(t)͘ with initial condition n(0)ϭ1.
It follows from Eq. ͑1͒ that
where the total populations P ␣ ϵ ͚ nϭ0 ϱ P ␣ [n] and P ␤ ϵ ͚ nϭ0 ϱ P ␤ [n] of channel ␣ and ␤ obey the system of coupled differential equations
Eqs. ͑38͒ can be readily solved to give
where the Green functions g ␣␣ (t) and g ␣␤ (t) are given by
ϪRt ), respectively, and g ␤␣ (t) and g ␤␤ (t) are obtained by interchanging indices ␣↔␤. These functions describe propagation of the total occupation probability from channel to (,ϭ␣,␤) subject to initial condition
Using Eqs. ͑39͒, we obtain for the average velocity function
͑40͒
where ⌬kϵk ␣ Ϫk ␤ is the magnitude of disorder. It follows from Eq. ͑40͒ that ͗V(t)͘ starts off from its value k ␣ P ␣ (0) ϩk ␤ P ␤ (0) at time tϭ0 and asymptotically approaches the limit
where V ␣ ϭk ␣ w eq ␣ and V ␤ ϭk ␤ w eq ␤ is the distribution of excitation velocity. The transient part ͓second term in Eq. ͑40͔͒ decays on the time scale of bath relaxation R Ϫ1 . Thus, dynamic disorder self-averages when tӷR Ϫ1 . In Fig. 11 ͑upper panels͒, we plot the distribution of velocity
and ͗V(t)͘ for models M 10, M 11, and M 12 with ӷ1, ϳ1, and Ӷ1, respectively ͑see Table I͒. Note that since in our calculation ⌬kϽ0, V ␤ (t) grows at the expense of V ␣ (t).
All three quantities, V ␣ (t), V ␤ (t), and ͗V(t)͘, approach their respective asymptotic limits, V ␣ , V ␤ , and ͗V͘, as
→0.
The distribution of the pth moment (pϭ1,2, . . . ) of excitation coordinate is defined by 
The distribution of coordinates n ␣ (t), n ␤ (t) and the average coordinate ͗n(t)͘ can now be obtained by integrating V ␣ (t), V ␤ (t), and ͗V(t)͘ subject to initial condition n(t ϭ0)ϭn 0 . For ͗n(t)͘, we obtain
͑45͒
The distribution of displacement given by
and the average displacement ͗⌬n(t)͘ϵ͗n(t)͘Ϫn 0 for models M 10ϪM 12 is plotted in Fig. 11 ͑lower panels͒. Again, we see that all three quantities, ⌬n ␣ (t), ⌬n ␤ (t), and ͗⌬n(t)͘ approach linear scaling, ⌬n ␣ (t)ϳk ␣ w eq ␣ t, ⌬n ␤ (t) ϳk ␤ w eq ␤ t, and ͗⌬n(t)͘ϳ(k ␣ w eq ␣ ϩk ␤ w eq ␤ )t after the dynamic disorder self-averages.
We next examine the distribution of higher moments of excitation coordinate n ␣ p (t), n ␤ p (t) and higher moments of the average excitation coordinate ͗n
implies that the distribution of pth moments of excitation coordinate can be computed recursively from the corresponding distribution of moments of order pϪ1.
The distribution of second moments n ␣ 2 (t), n ␤ 2 (t) and the average second moment ͗n 2 (t)͘ are obtained by setting p ϭ2 in Eq. ͑47͒, i.e.,
͑48͒
Inserting n ␣ (t), n ␣ (t), P ␣ (t), and P ␤ (t) into Eq. ͑48͒ and integrating Eq. ͑48͒, we obtain the distribution of second moments,
2 ϭ1) and the average second moment is ͗n 2 (t)͘ ϭn ␣ 2 (t)ϩn ␤ 2 (t). Plots of ⌬n ␣ 2 (t), ⌬n ␤ 2 (t), and ͗⌬n 2 (t)͘ for models M 10 ϪM 12 are presented in Fig. 12 ͑upper panels͒. The amplitude of ⌬n ␣ 2 for a slow channel (⌬n ␤ 2 for a fast channel͒ increases ͑decreases͒ with bath relaxation time scale. As follows from Eqs. ͑49͒ and seen in Fig. 12 , all three quantities ⌬n ␣ 2 (t), ⌬n ␤ 2 (t), and ͗⌬n 2 (t)͘ scale linearly with time for short times and quadratically for long times. In the intermediate time regime (Rtϳ1), the dynamic disorder ͓terms containing factor 1Ϫexp͓ϪRt͔ in Eqs. ͑49͔͒ gives nonvanishing contribution.
We have also computed the distribution of diffusion function D ␣ (t) and D ␤ (t) defined by
and the average diffusion function ͗D(t)͘,
Expressions for D ␣ (t), D ␤ (t), and ͗D(t)͘ are too lengthy and will not be presented.
In Fig. 12 ͑lower panels͒, we display D ␣ (t), D ␤ (t), and ͗D(t)͘ for models M 10-M 12. Note drastic difference in the amplitude of diffusion coefficients for slow and fast channels. We see that only after the dynamic disorder averages out ͑i.e., for N such that NӶ1) do D ␣ (t), D ␤ (t), and ͗D(t)͘ approach their limiting distribution given by diffusion coefficients D ␣,␤ ϭlim t→ϱ D ␣,␤ (t) and the average diffusion coefficient ͗D͘ϭlim t→ϱ ͗D(t)͘. A slow channel ͑fast channel͒ approaches its asymptotics D ␣ (D ␤ ) from below ͑above͒, which reflects conservation of the total probability in channels ␣ and ␤. Note that before the disorder self-averages, D ␣ may become negative, implying the absence of excitation transfer in channel ␣ and funneling of the distribution from channel ␣ to channel ␤ at short times. However, as the disorder selfaverages at longer times, D ␣ becomes positive.
VI. CONCLUSIONS
In this paper, we studied the effects of a fluctuating environment on transport, modeled by a directed onedimensional walk. We consider a walker created at time t ϭ0 on the first site of the chain and destroyed at some later time on a terminal site N. The fluctuating environment is described by stochastic jumps between two states of the bath. In this stochastic model, transport is affected by the bath dynamics but the bath is not affected by transport.
We studied the dynamics when the waiting time for a walker to hop to the next nearest neighbor are exponentially distributed in a regime when both transport and bath fluctuations occur on a comparable time scale assuming the same transfer rates for all sites. The present analysis could be extended to include both static and dynamic disorder as well as backward transitions.
Examination of the probability distribution of quenching at the terminal site shows that when hopping rates associated with bath states are notably different, bath state dependent quenching probabilities develop interesting dynamical pattern ͑i.e., anomalously long quenching time tails for a slow channel and peaks at short times for a fast channel͒ with the average quenching probability exhibiting multiply peaked long quenching tails. This implies that in the presence of fluctuating environment when R is comparable with the MQT, random walk becomes a non-Markovian process once the bath is eliminated. When bath jumps are fast compared with transport time, quenching probabilities and the average probability are identically distributed. In this limit, we merely see the average channel since self-averaging sets in on the bath time scale almost immediately.
These findings motivated our study of scaling of the entire distribution of quenching time and the MQT with N. In the absence of dynamic disorder when the waiting times are exponentially distributed, the average posing time for a directed walker is inversely proportional to the hopping rate and the MQT is linear in N. However, with disorder partial first moments of quenching time and the MQT ͗t͘ notably deviate from linear scaling. We found that ͗t͘ϳN 1ϩ␥ where the fractional part of the exponent ␥ scales with N as 1/lnN and is inversely proportional to the bath jump time scale. Therefore, as the dynamic disorder self-averages, deviations of ͗t͘ from linear scaling gradually disappear for a longer walk or faster bath jumps. Only when NӶ1, does ͗t͘ approaches asymptotically linear scaling, ͗t͘ϳN. The existence of finite fractional counterpart ␥ is directly related to non-Markovian long tails of the distribution of quenching probabilities and is a result of the memory of the random walker to its initial state.
We have further examined partial second moments of quenching time and the average second moment ͗t (2) ͘. Similar to the behavior of ͗t͘, we found deviations of ͗t (2) ͘ from quadratic dependence and that ͗t (2) ͘ϳN 2 only after the dynamic disorder is self-averaged. In view of the interesting types of dynamic behavior for ͗t͘ and ͗t 2 ͘, we examined the and ͗D(t)͘ ͑right panels͒ vs t for models M 10 ͑dotted lines͒, M 11 ͑dashed lines͒, and M 12 ͑solid lines͒. P ␣ (0) and P ␤ (0) are as in Fig. 11. inverse problem, namely, how the length of a directed walk scales with time ͑i.e., ͗n͘ and ͗n 2 ͘ as functions of t) in the limit when N is infinite. We computed the distribution of displacements, average displacement, the distribution of displacement second moments, and the average second moment of displacement. We have shown that the distribution of higher (pth) moments of coordinate can be computed from the distribution of moments of lower order (pϪ1).
Similar to ͗t(N)͘ and ͗t 2 (N)͘, ͗⌬n(t)͘, and ͗⌬n 2 (t)͘ exhibit interesting scaling behavior with time: ͗⌬n͘ scales linearly with t only after the transient part reflecting dynamic disorder decays to zero on the time scale R Ϫ1 ; ͗⌬n 2 ͘ scales linearly with time for times shorter than R Ϫ1 and quadratically for times longer than R Ϫ1 with the cross over facilitated by the transient term ͑decaying exponentially on the time scale R Ϫ1 ) coming from dynamic disorder. We have also computed the distributions of velocity and diffusion coefficient, and the average velocity and diffusion coefficient and found that only after the dynamic disorder self-averages, do distributions of velocity and diffusion coefficients approach their limiting constant values.
