There are many genetic traits whose distribution has a spike. Broman (2003) recently considered single-QTL models for mapping such traits. In this article, we develop a multiple interval mapping (MIM) procedure based on mixture generalized linear models (GLIMs) and an extended Bayesian information criterion (EBIC). The MIM procedure is compared with the single-QTL models considered by Broman in a real data example as well as in simulation studies. It is demonstrated that the MIM procedure greatly improves the e ciency of the single-QTL models in terms of positive selection rate and false discovery rate. For phenotypic distributions where many individuals share a common value-such as survival time following a pathogenic infection-a spike occurs at that common value. This spike affects QTL mapping methodologies and causes standard approaches to perform sub-optimally. In this article, we develop a multiple interval mapping (MIM) procedure based on mixture generalized linear models (GLIMs). An extended Bayesian information criterion (EBIC) is used for model selection. To demonstrate its utility, this new approach is compared to single-QTL models that appropriately handle the phenotypic distribution. The method is applied to data from Listeria infection as well as data from simulation studies. Compared to the single-QTL model, the findings demonstrate that the MIM procedure greatly improves the efficiency in terms of positive selection rate and false discovery rate. The method developed has been implemented using functions in R and is freely available to download and use. 
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For phenotypic distributions where many individuals share a common value-such as survival time following a pathogenic infection-a spike occurs at that common value. This spike affects QTL mapping methodologies and causes standard approaches to perform sub-optimally. In this article, we develop a multiple interval mapping (MIM) procedure based on mixture generalized linear models (GLIMs). An extended Bayesian information criterion (EBIC) is used for model selection. To demonstrate its utility, this new approach is compared to single-QTL models that appropriately handle the phenotypic distribution. The method is applied to data from Listeria infection as well as data from simulation studies. Compared to the single-QTL model, the findings demonstrate that the MIM procedure greatly improves the efficiency in terms of positive selection rate and false discovery rate. The method developed has been implemented using functions in R and is freely available to download and use.
Many statistical methods for mapping quantitative trait loci (QTL) have been developed for traits with regular distributions. These include single interval mapping Hunter et al. (2001) . Broman (2003) studied several single-QTL methods. The common feature of these methods is that putative QTL are considered one at a time.
The single-QTL methods can be efficient for identifying QTL-bearing chromosomes.
But if they are used to identify individual QTL, there is a potential to commit a high false discovery rate due to the existence of spurious genotype correlations between loci not in LD (linkage disequilibrium) with QTL and those in LD with QTL.
A natural alternative to single-QTL methods is to consider multiple QTL simultaneously. In this article, we consider a multiple interval mapping (MIM) procedure based on mixture generalized linear models (GLIM) for traits with the spike feature.
An EM algorithm for the mixture GLIM and a forward procedure using an extended Bayesian information criterion (EBIC), see Chen and Chen (2008) , are developed.
The MIM procedure is illustrated with the Listeria data (Boyartchuk et al. 2001) which was analyzed by Broman (2003) using the single-QTL methods mentioned above. Simulation studies are carried out to compare the MIM procedure with the single-QTL methods.
METHODS
For simplicity, we consider backcross designs without loss of generality. Let the marker genotypes of an interval be coded by x as follows: x = 1, if both markers are homozygous; x = 2, if the left one is homozygous and the right one is heterozygous; x = 3, if the left one is heterozygous and the right one is homozygous; and x = 4, if both markers are heterozygous. Let y i be the trait value of individual i, and x ij its genotype code on interval j. Denote by δ ij the unobservable genotype of individual i at a putative QTL on interval j, where δ ij = 1, if the genotype is homozygous, 0, otherwise. The probability that δ ij = 1 is determined by x ij and r j , where r j is the 2 recombination fraction between the left marker and the putative QTL of interval j.
Let p(r j , x ij ) denote this probability.
The multiple-QTL mixture GLIM. Consider any m intervals. Let δ i = (δ i1 , . . . , δ im ). Assume that the conditional density function of y i given δ i is
where z i = I{y i = 0}, π(δ i ) = P (z i = 1) and φ is the density function of an exponential family distribution. Then the joint density of {(
where y = (y 1 , . . . , y n ) and ∆ = (δ 1 , . . . , δ n ). The marginal density of y is obtained by summing up the second product over all possible values of the δ ij 's, which gives rise to a mixture of 2 m components of form (1).
Consider the general exponential family form of φ(y i , δ i ) given below:
where τ is a dispersion parameter common to all i, and b µ a monotone function related
If only the main effects of the QTL are considered,
Similarly, let π(δ i ) be related to a linear predictor η π (δ i ) through another link function g 2 . The linear predictor η π has the same structure as η µ . For example, in the main-effect-only model,
The mixture GLIM described above forms the basis of the MIM procedure. For details on GLIM, the reader is referred to McCllagh and Nelder (1989) .
The EM algorithm. In the EM algorithm, the unobservable QTL genotypes ∆ are treated as missing data. The pair (∆, y) is considered as the complete data and y as the incomplete data. The parameters to be estimated are β µ , β π , the coefficient vectors in the two linear predictors, and r, the vector of recombination fractions, as well as τ , the dispersion parameter. The EM algorithm alternates iteratively between an E-step and an M-step. In an E-step, the conditional expectation of the log likelihood of the complete data,
, is computed at the most updated values of β µ , β π , r, τ . In an M-step, the conditional expectation is maximized with respect to the parameters. Let
and b π (θ π ) = ln(1 + exp(θ π )). The log density of the complete data, log f(y, ∆), is expressed as follows: 
and ∆ [z] respectively, where ∆
[1]
The M-step for updating β µ and β π is then realized by iteratively solving the following equations:
After β µ is updated, the dispersion parameter τ is updated by the average squared Pearson's residuals associated with L 1 . The EM algorithm above is developed along the same line as that in Chen and Liu (2008) .
Multiple interval mapping procedure. The MIM procedure makes use of a model selection criterion adapted from the EBIC recently developed by Chen and Chen (2008) . For a model with m intervals, the adapted criterion is given by
where M is the total number of intervals under study. The number νm is considered as the effective number of unknown parameters in the model. an additional interval to be added is adjacent to any one already selected, it is skipped to avoid potential co-linearity that might cause non-convergence of the EM algorithm.
To summarize, the procedure sequentially adds intervals to a tentative model if the EBIC of the model decreases. The procedure stops when the EBIC begins to increase.
The intervals contained in the final model are taken as QTL-bearing ones. The single-QTL two-part model method is implemented with threshold value 4.93 for the LOD score. This threshold value is obtained by 10,000 permutation replicates.
EXAMPLE
The intercross version of the MIM procedure is applied with ν = 2.5 in EBIC. The 7 exponential family distribution φ in the GLIM is taken as the normal distribution.
In the following, we use [k, d] Table 2 . The positions of the loci are slightly different from step to step because they are re-estimated at each step. We cannot judge which result is better in this example. In the next section, we will evaluate these two methods by simulation studies.
SIMULATIONS
The genetic map of the mouse genome in the Example is used to generate the data in simulation studies; that is, the number and lengths of chromosomes, the number The simulation results over 500 replicates are given in Table 3 . The findings are summarized as follows. With heritability 0.63, the MIM procedure has a much higher PSR with all the three ν values, a lower FDR when ν equals 2 or 2.5 and a comparable FDR when ν equals 1.5. With heritability 0.43, the MIM procedure has higher PSR and lower or comparable FDR when ν = 2 or 1.5, and lower FDR and comparable PSR when ν = 2.5. We may claim that the MIM procedure is better than the single-QTL two-part model method when the heritability is moderate or high. However, in the case of heritability 0.16, the single-QTL two-part model method is better than the MIM procedure in terms of either PSR or FDR. An explanation is given below. The heritability considered in the simulation accounts only for the non-survival portion and the QTL effect on the survival proportion is fixed. Any QTL with a heritability as low as 0.16 is hard to detect no matter whatever approach is used. The fairly sizeable PSR in this case is mainly due to the QTL effect on the survival proportion.
In the EBIC criterion of the MIM procedure, an over-penalization arises when the effect on the survival time is in fact negligible. This explains why the PSR of the MIM procedure is lower in this case. A remedy for the problem of over-penalization will be discussed in the next section.
DISCUSSION
We have demonstrated that the MIM procedure compares favorably with the single-QTL two-part model method when being used to identify QTL-bearing chromosomes. It has the further advantage of identifying individual QTL with accurately estimated positions. We discuss some further issues in this section.
In the MIM procedure considered in the previous sections, we do not distinguish between the QTL effects on the spike probability and on the survival time. This might lead to an over-penalization of the EBIC if only one type of effect exists and hence result in a reduced power for QTL detection. The procedure can be modified such that, when an new interval is considered, two sub-steps are taken, one for the effect on the spike probability and the other for the effect on the survival time.
Correspondingly, the term νm ln n in the EBIC is replaced by νq ln n where q counts the number of parameters of the model. When a new interval is considered, if only one type of effect is included, q increases by 1, and if both types of effect are included, q increases by 2.
In the simulation studies, we used different ν values in EBIC. For smaller ν, the PSR is higher but the FDR is also higher, and vice versa. We give some ad hoc rules for the choice of ν here. First, different ν values should be used and the resultant results compared. It is usually the case that, if the heritability is relatively high, the results will be similar in a range of ν values. If this is the case, the smallest ν in this range produces the highest PSR and comparable FDR compared with other values in the range, and should be used for final decision. If there is a big discrepancy among different values, the choice should be based on the purpose of study. If the study is for confirmation, the FDR is a more serious concern, a larger ν should be taken. If the study is a preliminary step to detect regions for further investigation, a smaller ν should be taken.
A data-driven approach based on the idea of model averaging and bootstrapping can be used. The approach is outlined as follows. Starting with a moderate ν value, a set of claimed QTL together with their estimated effects are obtained. Then the following bootstrap-like procedure is carried out. A random number, say m * , is generated from a Poison distribution with mean as the number of claimed QTL.
Then m * loci, each on a different interval, are randomly selected from the genetic map and assigned as QTL, the effects of the QTL are generated using the estimated effects of the claimed QTL, the trait values of individuals are generated by using the GLIM. Finally, the MIM procedure with different ν values is applied to the generated data, the positive discoveries and false discoveries are obtained by comparing the claimed QTL with the assigned QTL. This process is repeated for a large number of times. The numbers of positive discoveries and false discoveries are averaged to provide estimates for PSR and FDR for each of the ν values. Then with the estimated PSR and FDR, the user can make a choice based on a balanced consideration on PSR and FDR. A full development of the data-driven approach in more general settings is underway, which is beyond the scope of this article. We will report the general data-driven approach elsewhere.
The MIM procedure has been implemented using functions in the R package migtlm. The package will be updated soon to include a general function for the MIM procedure. The package can be downloaded from www.stat.nus.edu.sg/~stachenz. 
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