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Abstract 
The problem of assigning radio frequencies to a set of transmitters in a region is related to 
the theory of vertex colourings of graphs. Real frequency assignment problems often deal with 
a large number of transmitters. Exact methods of solution may be impracticable and heuristic 
methods must be used. 
Lower bounds for the frequency assignment problem can be used to assess the performance 
of these heuristic methods. In this paper, we present and assess a number of lower bounds. 
Methods of reducing the size of the problem before application of the heuristic methods are also 
described. 
I .  Introduction 
Frequency assignment problems arise in practice when a region is to be served by 
a number of  radio transmitters, or a network of radio links is to be established. Each 
transmitter has to be assigned a frequency channel. The interference due to unwanted 
signals from transmitters on receivers has to be at an acceptable level. Interference can 
usually be avoided if there is an adequate separation between the frequency channels 
used. At the same time the demand for frequencies is outstripping the pace of tech- 
nological change in expanding the usable radio spectrum. Therefore, it is important o 
seek the most effective methods of radio frequency assignment. 
Many authors have treated the frequency assignment problem as a generalized graph 
colouring problem [5,6,13,24]. A comprehensive account can be found in [16]. Exact 
backtracking methods can be used for small problems [16,23]. However, the problem 
is NP-complete and, for the large problems which typically arise, sequential algorithms 
[14] based on greedy algorithms for graph colouring [1] are often used. These may 
give results which are far from optimal and interest has focussed recently on heuristic 
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methods uch as genetic algorithms, Tabu search and simulated annealing [2-4,7,8]. 
Although the performance of these algorithms when applied to problems for which the 
exact answer is known is encouraging, bounds on the number of frequencies required 
are necessary in order to evaluate their performance on large problems. Upper bounds 
for a particular problem can be obtained using sequential algorithms, so the emphasis 
here is on lower bounds. Such lower bounds must be both strong and computable if
they are to be used for this purpose. 
Bounds for the frequency assignment problem have been studied by several authors 
[6, 16,22], but, most of the bounds given are either weak or restricted to particular forms 
of constraint, which may prevent heir use in a real frequency assignment problem. In 
this paper, we present a number of bounds which can be used for evaluating the 
performance of heuristic algorithms in fairly general frequency assignment problems. 
These include new generalizations of the independent set bound for graph colouring. 
We also show how the generalized graph colouring approach allows the introduction of 
some simplifications to the frequency assignment problem. These simplifications can 
be made before heuristic algorithms are applied, in order to reduce the amount of 
computation ecessary. 
Definition 1. A constraint graph G is a finite, simple, undirected graph in which each 
edge has an integer label in the set {0, 1 . . . . .  L}. 
Let To, T1 . . . . .  TL be sets of nonnegative integers with 0 E To and To C T1 C . . .  C_ To. 
Definition 2. A frequency assignment in a constraint graph G with vertex set V is a 
mapping f : V --~ F (where F is a set of consecutive integers 0, 1 . . . . .  K) such that if 
edge (vjvk) has label i then 
[f(vj) - f(vk)l ~ Ti. 
The elements of F are referred to as frequencies. I f  Tr = {0, 1, 2 . . . . .  r - 1, 
r , s , t ,  . . . .  w} with r+ l  < s < t < -.. < w then the set Tr is called r-complete. 
A particularly important case is when T/ is a set of consecutive integers {0, 1 . . . . .  i}. 
I f  L = 1, To = {0}, Tl = {0, 1} we have the case usually known as cochannel 
and first adjacent channel frequency assignment. The possibility of sets T~ other than 
{0, 1,2 . . . . .  i} is introduced to deal with practical situations uch as the so-called UHF 
taboos [13]. All bounds presented in this paper other than Theorems 3 and 4 and 
Proposition 3 assume that Tr is r-complete. The reader unfamiliar with frequency as- 
signment problems will lose little by assuming that ~ = {0, 1, 2 . . . . .  i}. 
Definition 3. If  K is a minimum over all feasible assignments, then the assignment 
is a minimal assignment. This minimal value of K is called the span, and denoted 
sp(G). 
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Our formulation of the frequency assignment problem here is fairly general. The 
nesting of the sets Ti corresponds to the normal case which arises in practice and 
the sets To -- {0}, Ti = {0, 1, 2 ... .  i} are realistic in many real frequency assign- 
ment problems. Again, the assumption that the frequencies are arranged in consecutive 
equally spaced frequency channels is common, although this paper does not deal with 
the case when there are gaps due to isolated forbidden frequencies. The problem of 
minimising the span will be emphasised rather than that of minimising the number of 
frequencies actually used. Frequencies are normally allocated in blocks of consecutive 
frequency channels and minimising the span is the more important problem. The def- 
inition of r-complete given here is more general than the definition of r-initial [5,22] 
which requires that s, t . . . . .  w are not multiples of r. 
It should also be mentioned that intermodulation products involving three transmitters 
may sometimes need to be considered [3], but this removes the problem from the 
domain of generalized graph colourings. Such constraints are normally considered after 
a good assignment has been found. 
2. Bounds applied to the constraint graph 
The chromatic number of G is itself a lower bound for sp(G) + 1. Stronger lower 
bounds can be obtained by making use of the sets T1, T2 . . . . .  TL. 
Let Cp be a complete subgraph of G with every edge having label at least p. If Cp 
is not contained in any larger complete subgraph with every edge having label at least 
p, then Cp is called a level-p clique. 
Proposition 1. I f  each set Tr (r = 0, 1, 2 . . . . .  L) is r-complete and G has a level-p 
clique Cp then 
sp(G)~>(p + 1)( IV(fp) I - 1). 
Proof. An assignment requires at least ]V(Cp)[ distinct frequencies and for any two 
vertices vi, vj in Cp we have If(vi) - . f (v j ) l>~(p+ 1). [] 
The clique bound of Proposition 1 may be very weak if the constraint graph has no 
large cliques. It follows from the existence of triangle-free graphs of arbitrarily large 
chromatic number [9,19, 20] that there exist triangle-free constraint graphs of arbitrarily 
large span. As a consequence, alternative bounds to clique bounds may be necessary 
for some frequency assignment problems. 
Raychaudhuri [21] was the first to observe the connection between the span of G 
and Hamiltonian paths, dealing with the case when the constraint graph is complete. 
A lower bound for sp(G) can be obtained without this assumption. 
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Construct a weighted complete graph G ~ with the vertices of  G as vertices. The 
weights w(vivj) of the edges are defined as follows: 
w(vivj) = 0 if (vivj) is not an edge of G, 
w(vivj) = s if the edge (vivj) has a label s - 1 in G (s = 1, 2 . . . .  ). 
Let H(G')  denote the length of  the shortest Hamiltonian path in G ~. 
Theorem 1. Suppose that each set Tr, (r = O, 1 . . . . .  L) is r-complete. Then 
sp(G) >~H(G'). 
Proof. Consider an assignment f : V ~ F, where F = {0, 1, 2 . . . . .  K} is minimal. 
For each frequency i, (i = 0, 1 . . . . .  K)  list the vertices using the frequency 
0 : {/)il/)i2 " " " /)ii0 },  
1 : {v60+~ Vijo+ 2 " ' "  1)ij I } ,  
K: {v6~_,+, VijK_I+Z " " " Uilv,G, I } ,  
where some of the sets may be empty. 
Then vi,, vi2 . . . . .  virv~a) I is a Hamiltonian path in G'. Furthermore, if v6, vij+~ are in 
the same set then WG,(V#Vij+, ) = 0 = f (vij+~ ) -- f ( v 6 ). Otherwise, 
WG, ( Vi, v 6 +, ) <~ f(vij +, ) -- f (  V 6 ). 
Then 
sp(G) = 
IV(G)I--1 
f(v#+, ) - f (V ig  ) 
j= l  
IV(G)l-~ 
>f ~ wa,(vijvij+,) 
j= l  
>1 H(G'). [] 
Let S(G ~) denote the total weight of  a minimal weight spanning tree in G ~. 
Theorem 2. Suppose that each set Tr, (r = 0, 1 . . . . .  L) is r-complete. Then 
sp(G)>,S(G'). 
Proof. A Hamiltonian path is a spanning tree and so we have H(G')>~S(Gt). The 
result then follows from Theorem 1. [] 
Theorem 2 is never stronger than Theorem 1 but has the advantage that S(G') can 
be calculated by a greedy algorithm [15]. 
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Definition 4. Let 7~M)(G) denote the size of  the largest set of  vertices in G, containing 
v, which can be assigned using a set of M consecutive frequencies. 
Theorem 3. 
1 7~M)(G ) M.  
Proof. Suppose that the constraint graph G has been validly assigned with a minimum 
set of  sp(G) + 1 consecutive frequencies. Let fl~i)(G) (i = l, 2 . . . . .  M;  v E V)  denote 
the number of  vertices assigned with frequencies between 0 and sp(G) inclusive from 
the set of  frequencies 
X(v ,  i) = {f (v ) -M+i  . . . . .  f (v )  + i -  2, f (v )  + i -  1}. 
If  M ~> 1 + max(/I i E TL) we note that for a minimal assignment there is always at 
least one vertex assigned to a frequency from the set {J -M  + 1 . . . . .  J}  for J E 
{0, 1 . . . . .  K + M - 1 } or the span of the assignment could be reduced. 
Then 
M 
1 
sp(o)  + 1 = y ~  (M - l )  #~')(a) 
t, EV i= l  
as each vertex v is assigned a frequency in the M sets X(v , i ) ,  (i = 1, 2 . . . .  , M) ,  the 
sum of the 1/(fl~,i)(G)) corresponding to each distinct set is 1 and the total number of 
distinct sets is M - 1 greater than the number of  frequencies between 0 and sp(G) 
inclusive. 
I fM  < 1 +max(i l i  E TL) there may be no vertex assigned a frequency from the set 
{J - M + 1 . . . . .  J}  for some J E {0, 1 . . . . .  K +M - 1}. However, we still have 
M 
1 - (M-  1). 
sp(G) + 1 >~ E E fl~i)(G ) 
vEV i=1 
Also, fl~i)(G)<~y~a4)(G ) which is the maximum number of  vertices that can be as- 
signed using a set of M consecutive frequencies. Thus, in both cases we have 
M 
sp(G)+l>/E  (M- l ) .  
7~M)(G) r, CV 
The theorem follows by observing that sp(G) is an integer. K~ 
If M = 1 the bound of Theorem 3 reduces to the usual independent set bound for 
vertex colouring of graphs. Taking the lower bound of Theorem 3 over all values of 
M gives: 
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Theorem 4. 
1 ) M.  
3. Bounds applied to subgraphs of the constraint graph 
Proposition 1 can be applied to the largest level-p clique in G or to any large level-p 
clique in G in order to obtain a lower bound for sp(G). Theorems 1-4 can be applied 
to induced subgraphs of G instead of to G itself. I f  the induced subgraph is a level-p 
clique Cp we obtain Cp by applying the construction of G p in Section 2 to Cp. We 
then have the following result. 
Proposition 2. Suppose that each set Tr, (r = 0, 1 . . . . .  L) is r-complete. Then for 
each level-p clique Cp in G : 
(i) sp(G)>>,H(Cp), 
(ii) sp(G) >~S(Cp). 
Proof. An assignment of G never requires a smaller span than an assignment of Cp. 
The result then follows from Theorems 1 and 2. ½ 
A stronger bound may sometimes be obtained from an induced subgraph than from 
the constraint graph itself. Consider, for example, a constraint graph G consisting of a 
clique with 10 vertices and each edge having a label 6, together with a large number 
of isolated vertices. The bound of Proposition 2(i) applied to the clique gives a lower 
bound of 63 which is correct if T /= { 1, 2 . . . . .  i}, whereas the Hamiltonian path bound 
applied to the constraint graph gives a lower bound of 0. 
The use of such an induced subgraph also has the advantage that a bound may be 
very much easier to calculate for the subgraph than for the constraint graph itself. The 
bounds of Theorems 1, 3 and 4 are often impossible to calculate for a large constraint 
graph. The bounds of Propositions 1 and 2 may require a heuristic algorithm for finding 
the largest clique in G (or a large clique in G) in a reasonable time [12]. 
Let G have n vertices and each set Tr, (r = 0, 1, 2 . . . . .  L) be r-complete. Let 
p~M)(G) denote the number of edges of G incident with v with label at least M. 
Suppose vertex v is assigned a frequency from a set FM of M consecutive frequencies. 
Then the vertices vj adjacent o v with edge (vvj) having label at least M cannot be 
assigned with a frequency from the set FM. Thus, 
7~M)(G) <~n -- p~M)(G) 
and Theorem 3 gives 
sp(G)  M ] 
n - pT (a) M . 
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This bound is easy to calculate but is normally very weak. However, if we apply the 
result to a level-0 clique Co, all vertices of Co must be assigned a different frequency 
SO 
71:g)(Co)<~min(M, [C01 - P~M)(Co)) 
and we have the following theorem. 
Theorem 5. I f  Tr (r = 0, 1, 2 . . . . .  L) is r-complete, Co is a level-O clique of a con- 
straint graph G and p~M)(Co) denotes the number of edges of Co incident with v with 
label at least M then 
sp(G) ~> min(M, ICol - P~M)(Co)) -- M . 
I f  an induced subgraph is small (say with at most 50 vertices [16]) it may be possible 
to find the minimum span of the subgraph exactly using a backtracking algorithm 
[16,23]. Thus, we state for reference the following result whose proof is immediate. 
Proposition 3. I f  G" is a subgraph of a constraint graph G then 
sp(G) ~> sp(G"). 
The question that arises is how the induced subgraph should be chosen. Constraint 
graphs often arise in frequency assignment problems in the following way. Suppose 
that Ti = {0, 1 . . . . .  i} (i = 0, 1 . . . . .  L), that the vertices of the constraint graph 
(transmitters) are embedded in a plane and that we are given a set of Euclidean 
distances {Do, D1 . . . . .  DL}. Then the edge of the constraint graph G joining vi to v/ 
has label 
L i f  dE(Vi, Vj) < DL, 
L -  1 i f  DL <~ dE(l~i,I)j) < DL-I, 
L -  2 i f  Dr-1 <~ dE(vi, vj) < DL-2, 
1 i f  D2 <~ dE(Vi, vj) < Dl, 
0 i f  D1 <~ dE(Vi, Vj) < Do 
and vi, vj are not adjacent if dE(Vi, Vj)>~Do, where dE denotes Euclidean distance. We 
shall say that the constraint graph is distance-determined if it arises in this way. 
Suppose that we choose an open disc of diameter Dj containing the maximum num- 
ber of vertices (or at least a disc in which the density of vertices is large). This is 
straightforward for a regular lattice assignment. For an irregular assignment the radio 
systems engineer can normally use geographical considerations to determine a suitable 
disc. Then the subgraph induced by the vertices within the disc is a level-j clique and 
we can apply Proposition 2 or Theorem 3 to the clique or simply apply a backtracking 
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algorithm to the subgraph if it is small enough. A lower bound can be obtained for 
each j E {0, 1 . . . . .  L} and the largest bound used. 
4. Evaluation of bounds 
The following result shows that Proposition 2 is always stronger than Proposition 1 
for the same level-p clique: 
Proposition 4. For each level-p clique Cp in G 
(i) n(Cp)>~(p+ 1)(IV(Cp)l- 1) = (p+ 1)(IV(Cp)[- 1), 
(ii) S(Cp)>~(p + 1)(IV(fp)l- 1)= (p + 1)(IV(fp)l- 1). 
Proof. The minimum weight of any edge in Cp is p + 1. [] 
In the following examples Ti is a set of consecutive integers {0, 1 .. . .  , i}. The first 
example shows that these bounds can be tight. 
Example 1. Consider the complete bipartite graph Kp, p in which each edge has a label 
M-  1. Clearly, the minimum value of sp(G) is M, as we can assign the same frequency 
to every vertex in the same set of the bipartition. The largest clique is a level-(M-1) 
clique K2 and the clique bound gives sp(G)~>M. Similarly, all Hamiltonian path and 
minimum spanning tree bounds give sp(G)~>M, unless a subgraph is chosen consisting 
only of isolated vertices. We also have 7(Y ) --- p since the extreme frequencies of a 
set of M consecutive frequencies cannot be assigned to the two ends of an edge. 
Theorem 3 gives 
M 
so(G)>~2p ~ - M = M. 
P 
If not all of the edge labels were equal, but the maximum edge label were M-  1, the 
bounds again give sp(G)~>M provided that each bound is applied to the level-(M-1) 
clique 322. 
Example 2. A triangle free graph of arbitrarily large span can be constructed as fol- 
lows [19,20]. Using induction on k we let G2 be the complete graph/(2 and suppose 
that Gk has vertices Vl,/)2 . . . . .  /)n. Form a graph Gk+l by adding n + 1 new vertices 
ul, u2 . . . . .  Un, V. For l<~i<~n join ui to the neighbours of vi and to v. It is then easy 
to show that Gk has chromatic number k. Now consider the triangle free graph G4 and 
let each edge have a label M - 1. G4 has a minimal span assignment of span 3M. The 
clique bound, the Hamiltonian path bound and the spanning tree bound applied to a 
level-(M-1) clique/(2 give sp(G)~>M. 
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,,{M) = 4 for 10 vertices and y~ M) = 3 for the other vertex, we have from Since z~, 
Theorem 3: 
sp(G)>~ lO  + 1~- = . 
Thus Theorem 3 gives the strongest of our bounds here, although in this particular 
case a better bound can be obtained from the ordinary independent set bound, which 
shows that 4 distinct frequencies are required. As M-  1 is the minimum edge label it 
follows that sp(G) ~> 3M. 
Many frequency assignment problems are concerned with a lattice of regular hexag- 
onal cells. The methods particular to the hexagonal lattice are quite different o those 
used for irregular problems. In many cases they can generate minimum span assign- 
ments and other good assignments [10,17,18]. Clique based bounds have been applied 
to hexagonal lattice assignments by Gamst [11]. In the following two examples, as- 
signments on the hexagonal lattice will be used to evaluate the bounds presented in 
this paper. 
Example 3. Leese [17] gives a number of minimal span assignments on a regular 
hexagonal lattice.Transmitters are located at the centre of each cell and transmitters 
in adjacent cells are assumed to be at unit distance. In our terminology the constraint 
graph is distance-determined. In particular, Leese gives an assignment with L = 1, 
Do = 5, DI = v /~ and span 34. Choosing an open disc of diameter 5 overlaying 
the lattice we can obtain a cluster of at most 24 cell centres which, as Do = 5, 
gives a level-0 clique (or cochannel clique) with 24 vertices in the constraint graph. 
Then Proposition 1 gives sp(G)~>23. Similarly, from an open disc of diameter x /~ 
overlaying the lattice we obtain a level-1 clique (or adjacent channel clique) with 12 
vertices, so Proposition 1 gives sp(G)~>22. The Hamiltonian path and spanning tree 
bounds applied to the level-0 clique both give a bound sp(G)~>27. 
If we let M = 2 we can apply Theorem 3 to the level-0 clique. The 71, 2) are 
222 
22222 
21122 
22112 
2222 
22 
Thus, 
[2 2 1 sp(G)~> 20 .~+4. i -2  =26.  
Theorem 5 also gives sp(G)>~26. The application of Theorem 3 to larger subgraphs 
generally gives weaker bounds. The use of the ordinary independent set bound 
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(Theorem 3 with M = 1) here only gives the same bound sp(G)~>23 as the level-0 
clique bound. Theorem 3 with M = 3 gives sp(G)~>23. 
Example 4. Leese [18] gives a similar regular hexagonal lattice assignment, his time 
with L = 2, Do = v /~,  Da = v~, D2 = v/3 and span 14. Choosing an open disc 
of diameter ~ overlaying the lattice we obtain a level-0 clique with 12 vertices so 
Proposition 1 gives sp(G)~> 11. Hamiltonian path and minimum spanning tree bounds 
give the same result. Level-1 and level-2 cliques have only 3 vertices and do not give 
useful bounds here. For the level-0 clique ~)  = I, 7~ 2) = 2, 7~ 3) = 3 and ~4) = 4 for 
all v so Theorem 3 gives sp(G)~> 11, 10, 9, 8 for M = 1, 2, 3, 4. Theorem 5 gives the 
same results as Theorem 3. 
5. Simplification of frequency assignment problems 
Let 49ij denote the label on the edge (ViVj) of G, and let F(vi) denote the set of 
vertices adjacent o vi in G. 
Suppose that for a given vertex vi E G there exists a nonadjacent vertex vj E G 
such that for each edge (vivk) incident with vi, (vjvk) is an edge of G with ~bjk ~>qSik. 
Vertex vj is said to cover vi, and vi is called a covered vertex. This is a familiar idea 
from the theory of graph colouring. 
Proposition 5. Suppose that vj covers v i in G. Given a frequency assignment f c-v, 
o f  the graph G - vi, there exists an assignment f 6 o f  G with 
fa (V)  = fG-v,(V) (V # Vi), 
f c (v i )  = fG-v,(Vj). 
Proof. I f  f6_v, (v j )  satisfies all constraints involving edges (vjvk), then setting fa (v i )  = 
fc-v~(vj) ,  f c (v i )  satisfies all of the constraints involving edges (vivk). [] 
Proposition 6. Suppose that To = {0}, Ti = {0, 1, 2 . . . . .  i}. Let 
P(vi) = ~ (2cfiik + 1). 
vkEF(v,) 
I f  G - vi can be assigned with a set {0, 1 . . . . .  J} o f  frequencies and 
P(vi) < J+  1, 
then there exists a frequency assignment for  G with f a(v) --- f a--v~(V) for  (v y~ vi). 
Proof. I f  G - vi has been assigned then P(vi) is the maximum number of frequencies 
forbidden to vi by constraints involving F(vi). If P(vi) < J q- 1 a frequency is always 
available for vi from {0, 1,2 . . . . .  J}. [] 
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A vertex vi with P(vi) < J + 1 is referred to as a deficient vertex. 
Now suppose that we are attempting to assign G with a set {0, 1, 2 . . . .  , J} of fre- 
quencies. A sequence 
G = Go, v0, G1, Vl . . . . .  l)i-2, Gi-I, Vi-l, Gi, vi, Gi+l . . . . .  Gm 
can be constructed as follows: 
Given a graph Gi in the sequence, choose a vertex vi which is either a covered vertex 
in Gi or is deficient in Gi. Then Gi -  vi : Gi+l. Continue this until no further vertices 
can be chosen which are covered or deficient. Find (if possible) an assignment of Gm 
which uses frequencies from the set {0, 1, 2 . . . . .  J}. Now work backwards through the 
sequence adding in the vertices in reverse order and assigning them until an assignment 
of G using frequencies from the set {0, 1, 2 . . . . .  J}  is obtained. Gm is referred to as 
the kernel and the problem of assigning Gm is the kernel problem. The kernel is not 
unique. 
It should be noted that the same sequence can also be used in attempts to obtain 
good choices of the subgraph G" =Gm in Proposition 3. A larger value of J is chosen 
so that Gm has at most 50 vertices. Then Proposition 3 and a backtracking algorithm 
can be used to obtain a lower bound for sp(G). 
6. Conclusions 
The simplifications given in the previous section generally give useful reductions 
in the size of frequency assignment problem to which a heuristic algorithm must be 
applied. The bounds of this paper cannot be expected to be strong for all constraint 
graphs, but taken together they can give a good lower bound for many real frequency 
assignment problems. 
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