Abstract. We study analogues of weak almost periodicity in Banach spaces on locally compact groups.
Introduction
Let G be a locally compact abelian group. Let CB(G) denote the bounded continuous functions on G. Let M (G) denote the space of bounded regular Borel measures on G. We shall denote the Fourier-Stieltjes transform of a measure µ bŷ µ. The symbol " " will also be applied to sets of measures, e.g, F .
This paper is motivated first by the vast body of results on the almost periodic functions f ∈ CB(G), resp. weakly almost periodic functions, on G: those are the functions such that the orbits O ( * ) (f ) = {δ x * f : x ∈ G} are norm compact, resp. weakly compact. A second motivation is the literature on translation results for Fourier-Stieltjes transforms on locally compact abelian groups; for a survey, see, e.g., [15, pp. 234-238] or [4] .
We study variations on these as follows: we replace translation by elements x ∈ G with multiplication by elements of Γ, or we replace CB(G) with other Banach spaces related to G, or we do both. In all cases, we ask if the orbit is relatively weakly compact, or whether the orbit has relatively weakly compact subsets.
An interesting theory in the context of a translational module over a locally compact abelian group G, which is, among other things, a locally convex space of measures, has been developed by Argabright and Gil de Lamadrid in [1] . An almost periodic measure is defined in [1] as one for which the set of translates has compact closure.
For results related to some of ours, see Host, Méla and Parreau [25] . Our notation will be O (×) (S) = {γ · S : γ ∈ Γ} and (1.1)
where L g S is the left translation of S by g, defined appropriately depending on whether S is a function, a measure, or an element of some other space on G closed under left translations. If Λ (resp. E) is a subset of Γ (resp. G), we define We also consider analogues of those results for non-abelian groups, and some compactifications of locally compact groups. We have tried to be thorough in our examination of the effect translation and multiplication by characters has on spaces connected with locally compact groups:
, and L ∞ (G). To give more detail, this paper is organized as follows. Some preliminaries (many measure theoretic) are given in Section 2 . In Section 4 we consider orbits of the form
where µ ∈ M (G) and f ∈ L ∞ (µ). The section's main result is that O (×) (f ) is weakly compact (in the σ(L ∞ (µ), L ∞ (µ) * ) topology) only if f = 0 or µ is discrete. We also give a new proof of Theorem 3.1 of [27] , as well as a stronger version of that result: if G is discrete and Λ ⊂ Γ has non-empty interior and if f ∈ L ∞ (G)\c o (G), then the orbit O
Λ (f ) = {γf : γ ∈ Λ} is not relatively weakly compact in L ∞ (G). That proof depends on an interpolation theorem for I o -sets, which we prove in Section 3.
In Section 5 we consider orbits using elements of M (G). We give a new proof of the fact that Fourier-Stieltjes transforms are weakly almost periodic, characterizing nets of translates that converge weakly: δ γ α * (μ) converges weakly in CB(Γ) iff γ α converges weak* in L ∞ (µ) (Theorem 5.1). We give related results. Section 6 considers orbits arising from elements of A p (G) and the L p -multipliers on G.
In Section 7 we consider f ∈ L 1 (G), examining orbits of the forms (1.3)-(1.4). In Section 8 we consider orbits arising from f ∈ C o (G). In Sections 9-10 we look at compactifications of Γ, using some results from Sections 2-4. Section 9 relates properties of the semigroup Γ(µ) to properties of µ, License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
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and Section 10 examines implications of the condition (1. 6) lim sup γ→∞ |μ(γ)| < 1 for probablity measures (such a measure µ is is called "full"). The opposite 1 condition, of a measure being "Dirichlet" is of interest in Section 4:
(1. 7) lim sup γ→∞ Reμ(γ) = 1.
A set E ⊂ G is a "Dirichlet set" if there exists a sequence of continuous characters γ j → ∞ such that γ j → 1 uniformly on E.
In Section 11 we consider mappings of a (possibly non-abelian) group G into the unit ball of a von Neumann algebra by a *-homeomorphism.
We conclude with some open problems.
Preliminaries
Remark 2.1. Our basic technique in deciding whether a set is relatively weakly compact or not is to use the fact that if X is relatively weakly compact, then the weak and weak* topologies agree on the weak closure of X. (That is because the topologies are Hausdorff, and the closure of X is compact in the stronger, that is, the weak-topology.) Generally, we find that 0 is in the weak* closure of X but not in the weak closure. Also, we usually show that 0 is not in the weak closure of X by using a multiplicative linear functional on the algebra of which X is a subset.
To illustrate the point in a particularly simple way, we prove the (known) fact that the charisteric function of non-negative integers, H = χ [0,∞) , is not weakly almost periodic in L ∞ (Z). We obtain a slightly stronger result, namely, that if a subset of {δ n * H : n ∈ Z} is relatively weakly compact, then it is finite. Indeed, let Ξ + ∈ L ∞ (Z) With this in mind, we let {V α } be a neighbourhood basis of relatively compact sets at 0 ∈ G. Under the relation of inclusion, {V α } is a directed set. For each α, let f α be a continuous positive-definite function on G such that Supp f α ⊂ V α and f α (0) = 1, where 0 is the identity in L 1 (G) for all α. That is, (2.5)f α ≥ 0, and
Then, by a result of Eberlein [10] (or see [32, 5.6 .9]), (2.6) lim
Since µ is continuous, the right-hand side of (2.6) is zero. Then (2.5)-(2.6) and |μ| 2 ≥ 0 imply thatμ cannot be bounded away from zero, that is, 0 must belong to the closure ofμ(Γ). Now let µ 1 , . . . , µ k µ. Replacing µ in (2.6) with µ = j µ j * μ j , we see that lim α f α j |μ j | 2 2 dγ = 0. Hence (2.4) must hold. The conclusion now follows.
We now give an abstract version of the previous lemma. Assumptions 2.3. Let µ be a finite positive regular Borel measure on the locally compact Hausdorff space X. We let S * (X, µ) denote the elements of L ∞ (µ) that have absolute value one µ-almost everywhere. Let ρ : Γ → S * (X, µ) be a group homomorphism from a locally compact abelian group Γ such that ρ(γ) ∈ CB(X) for all γ and such that ρ(Γ) separates the points of X.
Corollary 2.4. Suppose that under Assumptions 2.3, the measure µ is a continuous measure. Then 0 is a weak* accumulation point of a net in
Proof. Let G be the dual group of ρ(Γ) when the latter is given the discrete topology. Since ρ(Γ) separates points of X, X is mapped homeomorphically into G and, therefore, the image of µ is a continuous measure on G . Because µ is a continuous measure, considered as a measure on G , we may apply Lemma 2.2 to conclude that 0 ∈ ρ(Γ) (the weak* closure).
When weak limits are considered, we do not have the conclusion of Corollary 2.4. Proof. Fix a point w in the support of µ, considered as a measure on ∆(L ∞ (µ)). Then |ρ(γ α )(w)| = 1 for all α, since evaluation of ρ(γ α ) at w is given by the bounded linear functional
, the integration is against the unit point mass at w ∈ ∆(L ∞ (µ)), and we are identifying elements of L ∞ (µ) with their Gel'fand transforms. Hence, the weak limit F of elements of ρ(Γ) has |F | = 1 as an element of L ∞ (µ) * * .
Convergence in S * (X, µ). The following is well known (e.g., [24, pp. 19-20] for some of the equivalences below), but it will be useful to have a statement here. Lemma 2.6. Let µ be a probability measure on the measurable space (X, Σ).
Let {γ α } be a net in Γ and γ ∈ Γ. Then the following are equivalent:
Remark 2.7. Let ρ, Γ, and F be as in Lemma 2.5. Then F is a weak* limit of elements of O(f ) = {ρ(γ) : γ ∈ Γ}. This is immediate from the fact that the weak topology is stronger than the weak* topology.
Proof of Lemma
is immediate from the Cauchy-Schwarz-Bunyakowski inequality:
(3) ⇒ (4). Let 1 < p < ∞. Then, since the γ's have modulus one,
The first term on the right of (2.8) is bounded by 2 (just separate into two terms and use the fact that the γs have modulus one). The second term tends to 0 by weak convergence in L p . Hence,
Corollary 2.8. Let µ be a probability measure on the measurable space (X, Σ).
Then the multiplication in S * (X, µ) is continuous in both variables simultaneously under any of the topologies of Lemma 2.6(1)-(4) and in the weak topology.
Proof. [24, p. 19] We begin with the four topologies of Lemma 2.6. Let γ α → γ and λ β → λ in any one of those first four topologies, and, hence, in all of them, in particular in the L 1 norm topology. Then
We apply Lemma 2.6 and (2.9) to conclude that the L 1 -convergence of the γ α and λ β imply that γ α λ β converges in L 1 (µ) norm to γ λ. Another application of Lemma 2.6 shows that γ α λ β converges to γ λ in the other topologies, except for the weak topology. Now assume that γ α → γ and λ β → λ weakly. Then Lemma 2.
.) Now the proof for the preceding case shows that γ α λ β converges to γ λ in L 1 (ω)-norm to γ λ, and, hence, in the weak topology.
3. An interpolation theorem on I o -sets
In this section we shall establish an interpolation theorem for I o -sets (defined below) that we need to prove the main result, Theorem 4.5, in Section 4.
Before stating the theorem, some background information may be useful. A subset Λ of the discrete abelian group Γ is an "I o -set" iff every bounded function on Λ can be extended to an almost periodic function on Γ. This is equivalent to having every bounded function on Λ being the Fourier-Stieltjes transform of a discrete measure. See [28, p. 165ff] for references. The set Λ is a "Sidon set" if every bounded function on Λ can be extended to a Fourier-Stieltjes transform on all of Γ. Let G be the dual group of Γ and K ⊂ G. We say that K is "associated with" Λ if there exists a constant C > 0 and a finite subset F ⊂ Λ that for all trigonometric polynomials p(x) on G with coefficients from Λ\F , x∈G |p(x) ≤ C sup x∈K |p(x)|. If G is compact and connected, then every Sidon set in Γ is associated with every K ⊂ G with int K = ∅ by results of Déchamps-Gondim [8] . The result of [8] is stronger that we state. See [8] and also [28, p. 109ff ] for details and a still stronger result.
It will be apparent from the preceding paragraph that Theorem 3.1 is a variant of [8] . The papers [8] , [29] , and [30] 
The integer q is not necesarily the order of Γ; it may be a prime factor of the order of Γ; see, e.g., Corollary 3.10 below.
The following corollary is immediate from Theorem 3.1, and was previously obtained by Hartman and Ryll-Nardzewski [17] , Kalton [16] , Galindo and Hernández [13] , and Kunen and Rudin [26] . 3.0.1. Outline of the proof of Theorem 3.1. We begin the proof of Theorem 3.1 by consideration of particular cases G, starting with G = Z. We then show that if Theorem 3.1 holds for a subgroup or a quotient group of Γ, it holds for Γ. After some other reductions, we consider the case that H contains an infinite independent set. The case that H has an infinite subset of elements of the same finite order is reduced to the case of an infinite independent set. We then prove the theorem for the general case. Proof. The proof proceeds from the observation that for each interval (a, b) ⊂ T and λ ∈ Z, λ = 0, the range of x → e 2πiλx x ∈ (a, b) spreads out to cover all of T as λ → ∞. It is then easy to construct, for each φ, a convergent sequence in (a, b) which yields the required element. Here are the details. Let a non-empty interval (a, b) = (a 1 , b 1 ) ⊂ T be given such that [a 1 , b 1 ] ⊂ U (using closure here will ensure that our limit point is in U ). Choose
Choose λ 2 > λ 1 , λ 2 ∈ H so large that for any interval I ⊂ T of length at least
Proceeding in this way, we find a strictly increasing sequence λ j → ∞ such that for j ≥ 2, {e 2πiλ j x ; x ∈ I} = T whenever I has length at least
Therefore, there exists
Proceeding in this way, we find a strictly decreasing sequence of intervals (a j , b j ) and elements x j ∈ (a j , b j ) with Proof. Indeed, we can identify the singly generated subgroup of G with Z. Now Corollary 3.6 follows from Lemma 3.3 and Subgroup Lemma 3.4. Proof. Suppose that H contains an infinite set that is contained in a coset of a finitely generated subgroup of G. We apply the Subgroup Lemma 3.4, so that we may assume that G is finitely generated by the generators of the finitely generated subgroup plus a representative of the coset. Then we can find one of the generators, say ω, of (our now finitely generated) G such that ω has infinite order and the projection (a quotient mapping!) of H onto the subgroup generated by ω is infinite. We apply the Quotient Group Lemma, Lemma 3.7, and Lemma 3.3 to conclude that the conclusion of Theorem 3.1 holds for G and H. Lemma 3.9. Assume the hypotheses of Theorem 3.1. Suppose that H contains an infinite independent set. Then the conclusion of Theorem 3.1 holds for G and H.
Proof.
Suppose that H contains a countable infinite independent set H . If all the elements of H have the same order q ≥ 2, then that q will be the q of the assertion of Theorem 3.1. Otherwise, we will take q = 2 and assume that the order of every element of H is greater than 100/ . Let L be the subgroup of G generated by H . By Subgroup Lemma 3.4, we may assume that G = L. We consider L: it is a direct sum of cyclic groups, and L is the direct product of the compact dual groups of those cyclic groups. But now the conclusion will follow easily from the structure of product groups: we define x by its coordinates, chosing the j
Here, we will have equality if q < ∞. Since we have a product group, x j , λ k = 1 if j = k. Then x = x j will do, where we take a finite number of the x j = 1, so that the resulting product is indeed in U . The finite set F will thus depend on the neighbourhood U : the smaller U is, the larger F is. Of course, U can be taken as a product set of the form {0} × · · · × {0} × ∞ =1 Z q , and then F is the set of elements of H which are non-zero in the factors of E which are non-zero. Therefore, the conclusion of Theorem 3.1 holds for G and H. Proof. Suppose that an infinite set of elements of H had the same finite order q ≥ 2. First suppose that q is prime. We then claim that H contains an infinite independent set. Indeed, suppose that I = {λ 1 , . . . , λ n } is a maximal independent subset of H. If λ ∈ H\I, then the maximality of I means that there exist integers 1 ≤ a < q and 0 ≤ a j < q with at least one a j not zero such that aλ = j a j λ j . Since the λ j are independent and q is prime, we have m a λ = j m a j λ j = 0 if and only if ma j ≡ 0(mod q) for all j, that is, m = q. In other words, λ has order qa, a contradiction, unless a = 1. Of course, only a finite number (q n ) of elements of H\I can have the form λ = j a j λ j . Eliminating those, we find an independent subset of H that has n + 1 elements, so I is not maximal. This contradiction establishes the claim, so H does contain an infinite independent set, and therefore, the conclusion of Theorem 3.1 holds for G and H.
We now reduce to the subcase that q is prime, as follows. Let p be a prime factor of q, and let q = pr. Let Ξ = rG. Then the image H +Ξ in G/Ξ contains an infinite set of elements of prime order p. Hence, the conclusion of Theorem 3.1 holds for G/Ξ and H + Ξ, by the preceding paragraph. By the Quotient Group Lemma 3.7, the conclusion of Theorem 3.1 holds for G and H.
Proof of Theorem 3.1. By Corollary 3.5, we may assume that H is countable and generates G. By Lemma 3.9, we may assume that H does not contain an infinite independent set. By Corollary 3.8, we may assume that no infinite subset of H is contained in a finitely generated subgroup of G. Also, by Corollary 3.10, we may assume that H does not contain an infinite set of elements having the same finite order.
Therefore, we may assume that H has no infinite independent subset, and that either
(1) all elements of H have different finite orders, all of which are greater than 100/ ; or (2) H has no infinite independent subset, and all elements of H have infinite order.
For example, in case (1), G could be roots of unity in T, with the discrete topology. In case (2), G could be the rational numbers Q with the discrete topology. (The assumption in case (1) that the orders are different and all greater than 100/ follows from an (other) application of the Subgroup Lemma 3.4.) We will reduce the second case to the first, and then show that in the first case, the conclusion of Theorem 3.1 holds for G and H.
Let I be a maximal independent subset of H. Of course, I could contain only the element, l and anyway, I is finite. Consider Ξ = Gp(I). Then H + Ξ is an infinite subset of G/Ξ. Indeed, otherwise, H would be contained in a finitely generated subgroup of G, contradicting our assumptions at the start of the proof of Theorem 3.1. Thus, we may assume that H + Ξ is an infinite subset of H/Ξ.
By the Quotient Group Lemma 3.7, it will suffice to prove Theorem 3.1 for G/Ξ and H + Ξ. We claim that the orders of the elements of H + Ξ are finite. Indeed, if some element λ + Ξ had infinite order in G/Ξ, then I ∪ {λ} would be independent, contradicting the maximality of I.
This completes the reduction to case (1). In this case any q ≥ 2 will do. For simplicity, we will use
We recall the assumptions that the order of each element of H is at least 10q/ and that H is countable and generates G. Pick any
contained an infinite set of elements of the same finite order, then by the Quotient Group Lemma 3.7, we are done. Hence, we may assume that H contains an element λ 2 such that λ 2 + Gp(I 1 ) has order at least 10q/ in G/Gp(I 1 ). By induction, we may find a sequence λ 1 , λ 2 , . . . such that for
We have not yet completed our selection of H , however. We need a further growth condition, which we now describe. Let F be a finite subset of G. Suppose H + Gp(F ) were a finite subset of the quotient group G/Gp(F ), say
Then H ⊂ Gp(F ∪{λ 1 , . . . , λ }), and we are in the situation of Corollary 3.8, which we have eliminated. Thus, we may assume that F ⊂ G and #F < ∞ implies that
Similarly, we may assume that F ⊂ G and #F < ∞ implies the orders of the elements of H +Gp(F ) are unbounded, and no order repeats infinitely often. Thus, we apply induction to obtain a subset H = {λ 1 , λ 2 , . . . } ⊂ H, so that for each n ≥ 1, and I n = {λ 1 , . . . , λ n },
Of course, we may still assume that H generates G.
Now suppose an open neighbourhood E of 0 ∈ G is given.
Since E is open, it contains a basic neighbourhood of the form U = {x : | < λ j , x > −1| < δ, j = 1, . . . , m}, for some δ > 0 and some m ≥ 1. In fact, we may assume that U +U ⊂ E.
(This is not the largest neighbourhood basis, but it is a neighbourhood basis at 0, since we are assuming that H generates G.) Let F = {λ j : 1 ≤ j ≤ m} and Ξ m = Gp(F ). Now suppose that φ : H → C satisfying (3.1) is given, that is, φ(λ j ) = ±1, by (3.6). We must find x ∈ E such that (3.2) holds. Consider λ m+1 . By (3.10), λ m+1 + Ξ m has order at least 100 m / . Therefore, there exists
Hence, x k+2 ∈ U . We let x be any accumulation point of the set of sums
That completes the proof of Theorem 3.1.
Orbits of
We now give our first variation on the theme of weakly almost periodic functions. It is a rather general version. For the concrete version, just ignore "ρ(·)." 
The set {ρ(γ) f : γ ∈ Γ} can have infinite relatively weakly compact subsets (in contrast, e.g., with Remark 2.1 and Proposition 6.2). Here is an example. Suppose µ is a continuous probability measure on a Dirichlet 3 subset E of T; see (1.7). That means there exist γ j ∈ Z such that γ j → 1 uniformly on E. It follows that {f } ∪ {γ j f : 1 ≤ j < ∞} is norm (!) compact.
(ii) Let G be a locally compact abelian group with dual group Γ, µ ∈ M (G) and f ∈ L ∞ (µ). Then {γf : γ ∈ Γ} has weakly compact subsets if and only fµ is Dirichlet; see Section 10 and [24] for more about Dirichlet measures.
Proof of 4.1. We prove (1) first. We suppose that O(f ) is relatively weakly compact and derive a contradiction. The proof is by way of four assertions. (i) We may assume that f ≡ 1 a.e. dµ. (ii) 0 is in the weak* closure of ρ(Γ). (iii) Relative weak compactness implies that every function in the weak closure of ρ(Γ)f is unimodular. (iv) The preceding are contradictory.
(i) Since f = 0, there exists an element g ∈ L ∞ (µ) such that fg is a non-zero idempotent in L ∞ (µ). Of course, if {ρ(γ) f : γ ∈ Γ} were relatively weakly compact, then {ρ(γ) fg : γ ∈ Γ} would also be relatively weakly compact, since multiplication in L ∞ (µ) is separately continuous in the weak topology. Therefore, we may assume that f is idempotent. By replacing µ by fµ, we see that we may assume that f ≡ 1 a.e.
(ii) This is just the conclusion of Corollary 2.4. The proof of (2) is a slight elaboration of the preceding. Suppose that there exists τ in the weak* closure of ρ(Λ) such that |τ |f = f . As in (i) above, we may assume that f is idempotent and fµ = µ (we throw away the part of f where |τ |f = f ). As in (iii), any weak accumulation point τ of ρ(Λ) must have |τ | = 1 as an element of L ∞ (µ). Hence |τ |f = f .
Corollary 4.3. Let µ be a finite regular Borel positive measure on the locally compact abelian group
Proof. This is almost immediate. The mapping ρ :
The mapping is, of course, weak* continuous.
The next corollary is essentially Theorem 3.1 of [27] . (
Then the following are equivalent:
Proof.
(1) (This argument is very different from that in [27] .) Let U be a relatively compact open subset of G such that f |U = 0, and let µ denote the Haar measure 
iff G is not discrete). This establishes (1).
Theorem 4.5 is a stronger version of the equivalences (2)- (4). That stronger version provides our proof of the equivalences (2)-(4). Our proof is different from [27, Theorem 3.1].
By using a method different from [27] , we can obtain a stronger version of Corollary 4.4 (2)- (4), as follows.
Theorem 4.5. Let G be a discrete abelian group with dual group
Proof of Theorem 4.5. For simplicity, we will write
Because f (x) → 0 as x → ∞, |f (x)| > for some > 0 and an infinite number of x ∈ G. Let Λ be that set of x. By multiplying f by an element of L ∞ (G), we may assume that f ≡ 1 on Λ.
Let Λ ⊂ Γ have non-empty interior. We may assume that Λ is open. Let γ o ∈ Λ. Then O Λ (f ) is relatively weakly compact if and only if γ o O Λ (f ) is relatively weakly compact. Therefore, we may assume that Λ is a neighbourhood of the identity.
We now apply Theorem 3.1: let Λ and q be given by Theorem 3.1, and let Ξ be any weak* accumulation point of {δ
Then every neighbourhood U of the identity of Γ contains γ U such that
2πi/q | < 1/100 except for a finite number of x ∈ E .
We then have | Ξ, γ U f − e 2πi/q | < 1/100, while Ξ, f = 1. Hence,
Of course, if O Λ (f ) is relatively weakly compact, then O Λ (f ) would be relatively weak* compact, and the two topologies would agree on O Λ (f ), which they do not by (4.2)-(4.3).
5. Orbits in various containing spaces of γµ, for µ ∈ M (G) and γ ∈ Γ It has been known since Eberlein's 1949 paper [9] (or see [5, Cor. 3 .4 on p. 37]) that each Fourier-Stieltjes transformμ on a locally compact abelian group is weakly almost periodic, but it does not appear to be equally well known that the elements of the weak closure of the set O (×) (μ) of translates are also Fourier-Stieltjes transforms. In this section, we give a new proof of Eberlein's result, which contains the stronger statement. We then give some applications of our method, and show how an analogous conclusion can be obtained in the non-abelian case. By B(Γ), we mean the set of Fourier-Stieltjes transforms on Γ; by dν dµ we mean the Radon-Nikodym derivative of ν with respect to µ. (
In particular, B(Γ) is closed under the operation of taking weak limits in CB(Γ) of translates of its elements.
Proof. Let γ α be any net in Γ. Without loss of generality, we may assume that
Then the composition of S with the Fourier-Stieltjes transform (call it T , soν = T (ν) for allν ∈ B(Γ)) is a bounded linear functional on L 1 (µ). Hence, there exists an element F S ∈ L ∞ (µ) such that for all ν µ,
The limit in (5.3) follows from the assuption that γ α → f weak*, and the equalities in (5.2)-(5.5) are from the definitions and (5.1). It now follows that
weakly. The equivalence of (1) and (2) is now an exercise in functional analysis. The last assertion is immediate from the equivalence of (1) and (2).
A similar argument yields the following generalization. Its proof is essentially identical to the proof of Theorem 5.1 (just remove the " "s), and is left to the reader. Furthermore, if T is one-to-one, then the following are equivalent:
A non-abelian version of Theorem 5.1. Let G be a locally compact group, not necessarily abelian. Let CB(G) be the set of continuous bounded functions on G. Let B(G) denote the subspace of CB(G) that is generated by the continuous positive definite functions [18 We now turn to some other versions of Theorem 4.1. The conclusion of the first is stronger than what we have in the general L ∞ situation; contrast Remarks 4.2, above. The conclusion of the second is also stronger (in the opposite direction) than Theorem 4.1: there are some "new variant WAP" multipliers. We will restrict our discussion to the circle group T and its dual group Z. We shall denote the n th character on T by χ n (x) = e 2πinx , x ∈ T, n ∈ Z. We will assume that 1 < p < ∞. We begin by defining the predual of M p (T). The Figa-Talamanca-Herz algebra [21] A p (G) is as follows: f ∈ A p (G) if and only if there exist g j ∈ L p (G) and h j ∈ L q (G) with f = g j * ȟ j , whereȟ(x) = h(x −1 ) and (6.1)
p, q being conjugate indices. The norm is the infimum of all expressions (6.2) subject to (6.1). For all G, A p (G) is a regular Banach algebra [20] . Of course, A 2 (G) = A(G), the usual Fourier algebra. The dual space of A p (T) can be identified [15, 10.2.16] . Each regular bounded Borel measure on T gives rise to a multiplier. In particular, we will be interested in the absolutely continuous measures, and in the discrete measures. First, though, we consider A p (T).
Proposition 6.2.
Let f ∈ A p (T), f = 0. Let {γ k } be an infinite subset of Z. Then {γ k f : k ∈ Z} has no infinite subsequence {γ f : 1 < < ∞} that is relatively weakly compact.
We need some Littlewood-Paley theory for the proof of Proposition 6.2. We let
if j = 0, and
We use {E j } ∞ j=−∞ for the resulting Littlewood-Paley decomposition of Z, and S j f = λ∈E jf (λ)λ. The book [11] has a proof that for 1 < p < ∞, there exist constants
The following lemma is nearly immediate from (6.4); see [15, 10. , where C p is given by Lemma 6.3. Let T denote the support of the Fourier transform of t. Let {γ k( ) } be an infinite subsequence of {γ k }. We will show that {γ k( ) f } has a subsequence {γ m( ) f } which is not relatively weakly compact.
We claim it will be enough to show that γ f does not accumlulate weakly at 0. Indeed, since {γ m( ) f } converges to zero as far as the absolutely continuous measures are concerned, and since evaluation at the absolutely continuous measures separates points of A p (T), it will be necessary for {γ m( ) f } to accumulate weakly at 0, if {γ m( ) f } is to be relatively weakly compact. Thus it will be enough to construct an element S of M p (T) = A p (T) * such that
We may assume that m( ) is increasing so rapidly that there exist j(1) < j(2) < . . . such that, for all ≥ 1, m( ) ∈ E j( ) and (6.6)
where C p is given by Lemma 6.3. Also, for all 1 ≤ k 0 < ∞,
Taking c = 1 for all , and S = c (S j( )−1 + S j( ) + S j( +1) ), we see that (6.5) holds, and {γ k f } is not relatively weakly compact. Now suppose that f = 0, but f (0) = 0. Then there is an x such that f = δ x * f has f (0) = 0. We may assume f (0) = 1, so there exists, by the first part of the proof, γ k such that {γ k f } has no infinite relatively weakly compact subsets. Then
We may replace γ k with a subsequence γ k( ) such that x, γ k( ) converges. Suppose that {γ k( ) f } has a relatively weakly compact subset, which we may as well assume to be {γ
is relatively compact in T×L ∞ (µ) * * , when the second factor has the weak topology, and so the diagonal
, is relatively weakly compact, a contradiction. Thus, {γ k( ) f } has no relatively weakly compact subsets.
A similar argument yields the analogous result for all groups for which there is a Littlewood-Paley theorem (e.g, R).
We now turn to two versions of Theorem 4.1 for the space
multipliers. Each multiplier M has a Fourier transform, denoted M . We let H be the element of M p (T) whose Fourier transform is the characteristic function of the set of non-negative integers. We first look at the translation of the transforms. In this circumstance, we find some multipliers that are "WAP" and some that are not. 
by (6.14). Hence, γ M → 0 weakly.
If M is in the closure of the multipliers whose transforms have finite support, then a 2 argument shows that | X, γ M | → 0 as → ∞, as required.
(2) The argument here is basically that of Theorem 4.1: we look at an element of the maximal ideal space of the algebra. We first note that for each f ∈ A p (T), lim n→∞ χ n H, f = 0 and lim
Thus, (6.15) χ n H → 0 as n → ∞ and χ n H → δ 0 as n → −∞, in the weak* topology σ(M p , A p ). In an abuse of notation, let χ n also denote the element f ∈ A p (T) with f (x) = χ n (x), x ∈ T, n ∈ Z. Let Ξ + be any weak* accumulation point of {χ n : n ≥ 0} in M * p (this is in the σ(M * p , M p ) topology!), and let Ξ − be any weak* accumulation point of {χ n : n ≤ 0}. Then (6.16) Ξ + , χ n H = 1 for n ∈ Z, and Ξ − , χ n H = 0 for n ∈ Z.
We separate the positive and negative directions. Positive: let L + be any weak accumulation point of {χ n H : n ≥ 0}. Then the first equalities of (6.15) and (6.16) are contradictory:
On the other hand, χ n H → 0 weak* in M p as n → ∞, and weak convergence implies weak* convergence. Hence L = 0, a contradiction.) Negative: let L − be any weak accumulation point of {χ n H : n ≤ 0}. Then the second equalities of (6.15) and (6.16) are contradictory.
(3) This is Corollary 6.1.
If we use translation in T, we have a different result. Proof. Let {x(j)} be a sequence that converges to 0. We shall show that {δ x(j) } is not relatively weakly compact in M p (T). By evaluating the translates δ x at elements of A p (T), we see that if {δ x(j) } is weakly compact, then we must have δ x(j) → δ 0 weakly. We will show that this does not occur. Indeed, by passing to a subsequence, we may assume that each finite subset of U = {x j } is a Helson set with Helson constants bounded by 2 (see, e.g., [15, p. 34ff ] for this and the definition of "Helson"). Then for every finite subset V ⊂ U and complex numbers 
It follows that {δ u : u ∈ U } does not converge to δ 0 weakly, and, therefore, that {δ u : u ∈ U } is not relatively weakly compact. Corollary 6.6. {δ x * H : x ∈ T} is not relatively weakly compact in M p .
Proof. Indeed, suppose that {δ x * H : x ∈ T} is relatively weakly compact. Let H be the element of M p whose Fourier transform is the characteristic function of (−∞, −1), so H + H = δ 0 . Then {δ y * H : y ∈ T} would also be relatively weakly compact, as would be the product {δ x * H :
Since addition is continuous, {δ x * H + δ x * H : x ∈ T} = {δ x : x ∈ T} would be relatively weakly compact, contradicting Proposition 6.5.
Orbits of δ
In this section, we consider L 1 (G) as our source of functions to be translated or multiplied. We begin with a simple observation.
Remark 7.1. Let G be a locally compact group with dual group Γ and f ∈ L 1 (G),
x ∈ G} be the set of translates of f . Then the following are equivalent:
Furthermore, if G is non-compact, then the only relatively weakly compact subsets of O ( * ) (f ) are those sets O ( * ) E (f ) = {δ x * f : x ∈ E} with E relatively compact in G (which are also relatively norm compact).
Proof. (1) ⇒ (2)
. We suppose that G is not compact. Then whatever the net
is not relatively weakly compact, since the weak and weak* topologies do not agree on
The final statement is immediate from the proof of (1) ⇒ (2), except for part of the parenthetical remark, which is immediate from (2) ⇒ (3).
Proposition 7.2. Let G be a locally compact abelian group with dual group
Then the following hold: 
by the Riemann-Lebesgue Lemma, applied to the L 1 -function fS. It follows that the weak closure of
The reader will note that the last paragraph of the preceding proof is a simple version of Lemma 2.2, as well as being closely related to the argument of Theorem 5.1.
Orbits of γf and δ
Multiplication in C o (G) characterizes discreteness, as follows.
Then the following are equivalent:
(1) G is discrete.
(1) ⇒ (2) is trivial: if γ α ∈ Γ is any net, then it has a subnet γ α(n) that converges pointwise on the (countable) support of f . Hence, γ α(n) f converges pointwise and boundedly on G. A two epsilon argument, using f ∈ C o (G), shows that γ α(n) f converges in norm. A fortiori , the net converges weakly, i.e., in
. Suppose G is not discrete. Let µ be an absolutely continuous measure whose support is the support of f . Suppose that γ α is a net in Γ that tends to infinity in Γ. Then γ α f → 0 weak* in L ∞ (µ) (by the Riemann-Lebesgue Lemma). Of course, this holds for any ν that is absolutely continuous with respect to µ. Hence, if γ α f converges weakly, it converges weakly to 0.
On the other hand, let ω be a Dirichlet probablity measure whose support is contained in the support of f . Then there exists a net 
(2) 0 is in the weak closure of {δ x * f : x ∈ G} iff G is not compact. In this case, {δ x * f : x ∈ G} is relatively weakly compact, with 0 as the "point at infinity".
9. Weak* limits and the topology of Γ(µ)
We assume in this section that G is a locally compact abelian group with dual group Γ, and that µ is a finite regular measure on G.
For each µ ∈ M (G), the space of bounded regular Borel measures, let Γ(µ) denote the image of Γ in L ∞ (G), let Γ(µ) be the closure of Γ(µ) in L ∞ (|µ|) in the weak* topology, and letΓ(µ) be the set of elements χ ∈ Γ(µ) with |χ| = 1 a.e. dµ. See [24, pp. 13, 33, 37] .
It follows that Γ(µ) is a compact semi-topological semigroup (in the weak* topology): multiplication (pointwise of functions) is separately continuous. Thus, Γ(µ) is a semigroup compactification of Γ (see [2] ). It is natural to ask the following question: given a measure µ, what can we say about Γ(µ)? This question has been considered quite extensively in [24] , leading (among other things) to a new proof of the Cohen Idempotent Theorem and its generalization to non-abelian groups (see [23] ).
The main results of this section are as follows. First, the simple result that Γ(µ) andΓ(µ) are topological groups (multiplication is continuous in both variables simultaneously), but Γ(µ) is (in general) only a semitopological semigroup; see Theorem 9.4.
We show that measures with finite support group are not interesting in this context in Proposition 9.2.
We consider when Γ(µ) can be metrizable in Proposition 9.3. Discrete measures are characterized in terms of properties of Γ(µ) (Theorem 9.4). We answer the question of whenΓ(µ) or Γ(µ) can be discrete in Theorem 9.5. We will use the notion of "L-subalgebra": a norm closed subspace of measures which is closed under the operation of multiplication by bounded measurable functions.
Proposition 9.1. Let G be a locally compact abelian group and µ ∈ M (G). Then the multiplications in Γ(µ) andΓ(µ) are continuous in both variables simultaneously.
Proof. This is a special case of Corollary 2.8. It is also a special case of Proposition 11.5. Proposition 9.2. Let µ be a regular probability measure on the locally compact abelian group G with dual group Γ. Let A be the symmetric L-subalgebra of M (G) generated by µ, and let C( Γ(µ)) be the space of bounded continous functions on Γ(µ). Then the following are equivalent:
(1) The support of µ generates an infinite group. C(Γ(µ) ).
Proof. The equivalence of (1)- (3) (2) ⇒ (4). We prove more, namely that (2) implies that C( Γ(µ))/ A has dimension at least c, where A is the symmetric L-subalgebra generated by µ.
Of course A is dense in C( Γ(µ)) if A contains an identity, and otherwise the closure of A has codimension one in C( Γ(µ)), by the Stone-Weierstrass Theorem.
If A were not closed in C( Γ(µ)), then C( Γ(µ))/ A has dimension at least c by a standard theorem in Banach space theory.
If A is closed in C( Γ(µ)), then the uniform topology on A and the L 1 norm topology are equivalent, so A is weakly sequentially complete. Since A is a C*-subalgebra of C( Γ(µ)), it must be finite dimensional [7] . Thus, Γ is finite, so G is finite.
We note that we have also proved that (2) =⇒ (5).
That (4) and (5) each imply (2) is trivial.
Proposition 9.3. The following hold for µ ∈ M (G), where G is a locally compact abelian group:
(1) Γ(µ) is metrizable if L 1 (µ) is separable;
the latter occurs if G is separable. (2) ∆(M (G)) is metrizable iff and only if G is countable.
(1) This is trivial. (But Γ(µ) can be metrizable when G is not separable: let G be compact and not separable and let µ be a Haar measure on G.) (2) If G is not countable, then we can map ∆(M (G)) continuously onto the Bohr compactification bΓ of Γ by the mapping restricting each multiplicative linear functional on M (G) to the discrete measures. If G is not countable, then bΓ is not metrizable, so neither is ∆(M (G)). (1) µ is discrete.
then µ is discrete (though the converse is false).
Proof. (1) ⇔ (2). If µ is discrete, then Γ(µ) =Γ(µ) is just a quotient of the Bohr compactification of Γ, so the multiplication is jointly continuous.
But, if µ is not discrete, then Lemma 2.2 applies, so there exists a net γ α which converges weak* to an element of Γ(µ) which is zero with respect to the continuous part of µ. This implies that the limit of the product is not the product of the limits: lim α γ α γ α = 1 everwhere, but lim β lim α γ α γ β = 0 (with respect to the continuous part of µ). Therefore the multiplication is not jointly continuous.
(1) ⇔ (3). If µ is discrete, then, as in the proof of (1), Γ(µ) is compact, so Γ(µ) = Γ(µ) =Γ(µ) is compact. On the other hand, suppose thatΓ(µ) is compact. Let H = (Γ(µ)) . If Λ = (Γ(µ)) is compact, then H is discrete. Now,μ is a positive-definite, continuous function on Λ, so there exists a regular probability measure µ on H withμ =μ onΓ(µ). Since µ has the same Fourier-Stieltjes transform as µ , µ = µ , that is, µ is supported on the discrete group H. The continuous group homomorphism of Γ →Γ(µ) induces an injection of H into G. Since µ is concentrated on (the image of) H, µ must be a discrete measure.
Finally, if Γ(µ) is compact, then Γ(µ) = Γ(µ) and Γ(µ) has jointly continuous multiplication. Apply the first part.
Now for a counterexample to show that the converse is false. We let G = T and µ = δ π/ √ 2 . This gives us a discrete measure whose support group is (isomorphic to) Z. Then Γ(µ) = Z (not compact) and Γ(µ) = T (topologically).
Theorem 9.5. Let G be a locally compact abelian group with dual group Γ and µ ∈ M (G), µ ≥ 0. Then the following hold:
Proof. (1) Let G be the Bohr compactification of Z, and let µ be the unit point mass at the number 1 ∈ Z (not the identity of G). Then G is compact, and Γ(µ) = T is also compact.
(2) IfΓ(µ) is non-discrete, then it is a perfect space (because it is a topological group, so every point is non-isolated). ButΓ(µ) is a subset of L 1 (µ), and its relative (the norm!) topology agrees with the weak* topology by Lemma 2.6. Of course, if χ j is Cauchy inΓ(µ) for the L 1 -norm topology, then lim χ j must also be unimodular (that is, the absolute value is 1 everywhere), soΓ(µ) is closed in the L 1 -norm topology. HenceΓ(µ) is a perfect complete metric space and therefore not countable [22, 6.65] .
(3) This is an exercise in weak* limits. If Γ(µ) is discrete, then there exist 1 ≤ n < ∞ and
Suppose γ α → λ is a net in Γ(µ) converging weak* to λ ∈Γ(µ), with λ ∈ Γ(µ). We can assume that for each β, the set A β of α with γ α = γ β is cofinal. [Indeed, just take a weak* neighbourhood U of λ that does not contain γ β and consider the set
Then, for each β and each α ∈ A β , sup j |ν j (γ α γ β ) −ν j (0)| ≥ 1. Taking first the weak* limit in α ∈ A β , and then using the continuity of the sup function (over a finite set), we have sup j |ν j (λ γ β ) −ν j (0)| ≥ 1. Now take the limit in β: sup j |ν j (λ λ) −ν j (0)| ≥ 1, which is absurd. Therefore, we cannot have Γ(µ) =Γ(µ) when Γ(µ) is discrete.
(4) Consider the Riesz product µ = lim n Π n k=1 (1 + cos4 k x)dx on T. (The limit is weak* .) Then Γ(µ) can be identified topologically with Z × {0, (4) This follows from Remark 10.1: iH is the closed subgroup generated by the support of iν = µ, and Γ(µ) = Γ(iν) = H is topologically isomorphic to G iH /H ⊥ , so µ is indeed a full measure in M (iH).
Full measures and Dirichlet measures
Suppose now thatΓ(µ) is locally compact. Let H be the dual group ofΓ(µ). We have Γ →Γ(µ), and the image of Γ (which is Γ(µ)) is dense inΓ(µ), so the dual group mapping sends H continuously and one-to-one into G. We now proceed as in the previous case.
Here are some examples related to the preceding result. In the first example, the subgroup H that Theorem 10.2(2) says exists is the support group of the convolution of the product Proof. This works because the sum is finite: embed Γ(µ) in N j=1 Γ(µ j ), using the mapping γ → (γ 1 , . . . , γ N ) , where γ j is the image of γ in Γ(µ j ). That product space is locally compact since each factor is locally compact. Here are some of the details.
Suppose that N = 1. Let µ be such that there exists a locally compact topology τ on G such that µ ∈ M (G τ ) and µ is full as a measure on G τ . Then Γ(G τ , µ) (in the obvious notation) is locally compact. But Γ(G τ , µ) = Γ(G, µ). That proves the assertion for N = 1, as well as showing that the product group
Since the µ j are mutually singular,
It follows easily that the image of Γ(µ) in It is not the case that Γ(µ) is locally compact iff µ = ∞ 1 µ j , where the µ j are mutually singular such that for each j there exists a locally compact group topology τ j on G (stronger than the given one) such that µ j is a full measure in M (G τ j ). A counterexample to that is as follows. Proof. The topology induced on Γ byμ is no weaker than that induced by the set
) for all j. Thus, convergence in Γ(µ) is the same as convergence in R. To show that µ is Dirichlet, we let γ (k) be the character on G = ΠbR that equals 1 (not the identity 0) in the k th factor and equals the identity in every other factor. Then
Saying Γ(µ) =Γ(µ) is not quite the same as saying "µ is full in G". Let G be the Bohr compactification of R, and let µ be Lebesgue measure on [0, 1] considered as a subset of R ⊂ G. Then µ is not full (because Γ is discrete), but Γ(µ) =Γ(µ) = R as locally compact abelian groups (though, of course, µ is full for the subgroup iR → G).
Remark 10.5.Γ(µ) may be locally compact without being equal to Γ(µ). Indeed, let G = T × T and let µ be Lebesgue measure on [0, 1], where we identify R with the dense subgroup
Semigroup compactifications of non-abelian groups
We study some general compactifications of non-abelian locally compact groups. Let M be a von Neumann algebra and let M * be its unique predual. For each Proof. (i) The map x → L x φ from M to M * is weak*-weak continuous, and M 1 is compact in the weak*-topology. Hence {L x φ; x ∈ M 1 } is weakly compact. Similarly {R x φ; x ∈ M 1 } is also weakly compact.
(ii) Let Λ ⊂ Λ be such that |Λ | is totally ordered and give Λ the order from |Λ |. In that ordering, Λ possesses a weak* -cluster point φ o ∈ Λ. If φ ∈ Λ , then φ o is a cluster point of the set {ψ ∈ Λ : |ψ| ≤ |φ|}. Hence φ o ≤ φ. An application of Zorn's lemma completes the argument.
(iii) This follows from an adaptation of [24, pp. 65-66] .
Let σ denote the weak*-topology on M. Let 1 ≤ q < ∞. By the s q -topology on M we shall mean the locally convex topology determined by the family of seminorms 
Then (1) ⇒ (2), and (2)-(4) are equivalent. 
Proof of Lemma 11.3. For (11.2): this is a version of the Hölder inequality, and the proof is by using the C * -algebra generated by x * x and 1. Then φ restricts to a probability measure on that C * -algebra. The proof then proceeds as usual for measurable spaces [6, p. 120] .
For (11.3) : use the C * -algebra generated by x * x and 1. Then φ restricts to a probability measure on that C * -algebra. The proof then proceeds as usual for measurable spaces.
Proof of Proposition 11.2. As in the proof of Lemma 2.6, we will show that the semi-norms p φ,q , 1 ≤ p < ∞, are equivalent on Λ. For this proof, it will be enough to consider only those φ ≥ 0 with φ(p) = 1.
(1) ⇒ (2). By the assumptions on φ, φ((γ − γ α ) * (γ − γ α )) = 2 − 2Reφ(γ * γ α ). Then weak* convergence in M implies φ(γ * γ α ) → φ(γ * γ) = 1, and (2) follows.
(2) ⇒ (3) is immediate from the Cauchy-Schwarz-Buniakowski inequality:
(3) ⇒ (4). Let 1 < p < ∞. Then
(4) ⇒ (2). This is immediate from (11.2). Let τ be the locally convex topology on M determined by all the seminorms {n φ : φ ∈ M * }. Then, clearly τ is stronger than σ. Also by the Mackey-Arens Theorem, τ is a topology of the dual pair (M, M * ), i.e. the continuous linear functionals on M with respect to τ are also the set M * . Proof. The first and last items follow from Proposition 11.5.
The second follows from the simple observation that p φ (g · x) = p φ (x) for each φ ∈ M * , g ∈ G. 
Problems
(1) For f ∈ A p (G), is it the case that {δ x * f : x ∈ G} is relatively weakly compact iff either f = 0 or G is compact? (2) For f ∈ A p (G) and abelian G, is it the case that {γf : γ ∈ G} is relatively weakly compact iff f = 0 or the dual group G is compact? The proof of 
