There is a growing interest in understanding how the built environment affects temperature in cities. This study explores the impact of land use on temperature and how it varies by season and time of day in Seoul, South Korea. Unlike other studies that rely on extracted data from remotely sensed information, this study uses land use data from local GIS and near-ground temperature data from a network of state-run weather stations. To deal with multicollinearity among the land use variables, partial least squares regression models were used for analysis. Results suggest that residential and commercial uses and roads increase the temperature while open spaces decrease it. In detail, central commercial use, high-density residential use, and roads were influential heaters, while greenery was an influential cooler throughout the year. This study suggests the need for place-based planning and design solutions that help build climate resilience of cities.
Introduction
Urban researchers are increasingly becoming interested in the city's role in determining the temperature that is sensed by citizens [1] [2] [3] [4] . In addition to understanding the city as a major generator of greenhouse gas that causes climate change [5, 6] , discussions on how the built environment influences surface or near-ground temperature in cities are moving ahead. Critics argue that these discussions help understand how the planning of cities shape urban climate [7] [8] [9] [10] [11] [12] to adapt to the rising temperatures, mitigate any negative impacts, and in the long term build resilience [13] [14] [15] .
Among studies on the relationship between the built environment and temperature in cities, some focus on the contribution of buildings on the rising temperature and its mitigation by adopting green or cool roofs [16] [17] [18] [19] [20] , green walls [21] , and cool pavements [22] . Others adopt a three-dimensional approach by examining the impact of sky view factor which is the amount of free sky uninterrupted by buildings, structures, or vegetation at a specific location [23] [24] [25] [26] [27] [28] . A second focus is on urban density. Several studies based on the American context report that low-density residential areas discharged more heat [29, 30] . Another from a tropical Asian city finds that urban areas with higher built-up ratio experienced cooler daytime and warmer nighttime conditions [31] .
Perhaps the most investigated element of the built environment is the land cover conditions, or land use/land cover (LULC) as termed by environmental scientists. Researchers extract various information from remotely sensed satellite imagery such as Light Detection and Ranging (LIDAR) and Landsat. They pay attention to the cooling effects of green elements in the city such as vegetation, landscaping, and greenery [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] . Others investigate the impact of water bodies [44] [45] [46] [47] [48] and impervious land surface [49] [50] [51] [52] .
Another body of literature looks into how land use in cities affect local temperature [53] [54] [55] [56] [57] [58] , which may benefit local planning practice. However, many of these studies tend to oversimplify land use information; for example, Weng et al. [58] classified local land use into three types that seem to be broad: commercial and industrial, residential, and green. These studies depend entirely on abstracted land use information from satellite imagery without consideration of actual conditions on the ground. Rather, only a small number of studies make use of local land use or zoning details derived from geographic information system (GIS) data [59] [60] [61] .
Similar applies to studies that rely on computed values from satellite imagery for producing city-wide surface temperature maps. Algorithms and models that support such a process are becoming more supplicated and comprehensive, but the values they generate are essentially estimates subject to errors. Only a handful of studies use data collected at the ground-level weather stations [44, [62] [63] [64] , as not many cities have enough weather stations to support research. Some researchers design, build, and operate a mobile station of their own to collect temperature data [26, 59, 65, 66] , but end up with short-term observations that range up to weeks at the most, which may seem too instantaneous for making planning decisions that often look years ahead.
This study explores how the surrounding land use conditions affect near-ground temperatures in Seoul, South Korea. It also analyzes whether there are seasonal and diurnal variations observed in the influences. It differentiates from other studies in two ways. First, it does not rely on satellite imagery but on GIS data that reflect actual land use and temperature data measured and recorded at weather stations. Second, it adopts partial least square (PLS) regression models that safely deal with the peculiar nature found among the independent variables used in this study. The outcome of this study may help unveil the relationship between the built and thermal environments and support local land use practice, which takes environmental challenges such as climate change into serious consideration.
Methods

Study Area
Seoul (37 • 34 N and 126 • 58 E) sits in the central part of the Korean Peninsula, which extends southward from the east coast of Eurasian continent. Accommodating a stable population of 10 million, it is the capital city of South Korea, a world leading per capita carbon emitter. The Köppen climate classification places the city under the continental climate zone which experiences hot, humid summers and cold, dry winters. Seoul is one of many cities around the world where rising temperatures have become an obvious trend over the past decades and will remain in the coming future. Readings at the city's main weather station report that its annual average temperature has increased 2.0 • C, from 11.5 • C to 13.5 • C between 1910 and 2010 [67] . In accordance with the regional climate projections made by the Intergovernmental Panel on Climate Change (IPCC) that estimates extensive warming across East Asia [68] , local meteorologist forecast that by 2100 Seoul's annual average temperature will range between 15.5 • C and 17.9 • C, which is 2.5 • C to 4.9 • C higher than that of 13.0 • C between 2001 and 2010, and argue for an active adoption of relevant land use policies and climate action plans [69] .
Local meteorologists present observations of temperature rise and the intensifying of urban heat islands (UHIs) in Seoul [70] [71] [72] [73] . Cha et al. [74] measured the effects of LULC characteristics on surface temperature in Seoul but did not provide lessons for local planning practice.
Data
Temperature Data
This study used temperature data that come from a dense system of weather stations run by the Korea Meteorological Administration (KMA), a state-run entity responsible for collecting nation-wide meteorological information and providing weather forecasts. As shown in Figure 1 , the KMA operates 29 automated weather stations (AWSs) in Seoul today that log air temperature, wind speed and direction, relative humidity, and many other meteorological data at the near-ground level. While several studies report problems with poorly located weather stations for research [75, 76] , these stations in Seoul are set up mostly on publicly owned land at locations with minimal interference from most immediate surrounding conditions [77] .
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Land Use Data
Parcel-level GIS data were acquired from the National Geographic Information Institute (NGII) of South Korea, which keeps a regular update of the country's spatial information. A thorough review was carried out to verify whether the data reflect the actual land use conditions, and revisions were made when necessary.
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Land use types were reorganized into two generalized classifications for analysis. One is a relatively broad classification of Seoul's land use in seven types: residential (RE), commercial (CO), civic (CI), industrial (IN), open space (OS), road (RO), and water (WA). This resembles approaches of environmental science studies on LULC, as previously introduced. The other is a much finer classification that is in line with what is usually found in local land use maps. It subdivides some of the seven types from Classification I into eleven and incorporates density. They are low-density residential (RL), medium-density residential (RM), high-density residential (RH), neighborhood commercial (CN), central commercial (CC), civic (CI), industrial (IN), park (PA), greenery (GE), road (RO), and water (WA). Among these, PA typically accommodates natural habitat and spaces for recreation such as paved fields, structures, and buildings. GE refers to areas populated by trees or bushes that are protected or reserved.
This study focuses on the land use conditions of surrounding parcels within one kilometer from each weather station, as exemplified in Figure 2 . It is a common approach found in the literature that examines the impact of the surrounding land use on the environmental condition of a given location [63, 74, 78, 79] . From the one-kilometer radius circles, data were drawn in percentages for the land use types in Classification II, and then combined into those in Classification I. Table 1 lists the land use types of the two classifications and the summary statistics of each land use type for the 28 AWSs selected for analysis in this study, in comparison with the reference station. (RO), and water (WA). Among these, PA typically accommodates natural habitat and spaces for recreation such as paved fields, structures, and buildings. GE refers to areas populated by trees or bushes that are protected or reserved. This study focuses on the land use conditions of surrounding parcels within one kilometer from each weather station, as exemplified in Figure 2 . It is a common approach found in the literature that examines the impact of the surrounding land use on the environmental condition of a given location [63, 74, 78, 79] . From the one-kilometer radius circles, data were drawn in percentages for the land use types in Classification II, and then combined into those in Classification I. Table 1 lists the land use types of the two classifications and the summary statistics of each land use type for the 28 AWSs selected for analysis in this study, in comparison with the reference station. 
Analysis
The independent variables of this study are the percentages of each land use type of Classifications I and II within the one-kilometer circle around the 28 AWSs. The dependent variables are the mean temperature differences (∆T mean ), which are calculated by subtracting the mean temperature of the reference station from the mean temperate from each of the 28 stations for the four seasons and two times of the day. Figure 3 summarizes these variables.
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The independent variables of this study are the percentages of each land use type of Classifications I and II within the one-kilometer circle around the 28 AWSs. The dependent variables are the mean temperature differences (∆Tmean), which are calculated by subtracting the mean temperature of the reference station from the mean temperate from each of the 28 stations for the four seasons and two times of the day. Figure 3 summarizes these variables. Application of multiple regression models based on ordinary least squares seems like an obvious method for analysis in this case. However, studies report the problem of multicollinearity frequently exhibited among land use variables [59, 79] and adopt alternative approaches. Some use bivariate correlation to measure the direction and strength of the impact of each land use type [37, 42, 49] . Another group uses simple linear regression models so that the impact of each type on temperature can be quantified individually [80] [81] [82] . Others take best subset regressions that selectively incorporate land use types into the regression model to obtain the best fitted curve [26, 38, 47, 74] .
The PLS regression model is adopted in studies that examine the impact of land use on various environmental conditions [83] [84] [85] . The model is a robust multivariate regression method that predicts the dependent variable by extracting from the independent variables a set of orthogonal factors called latent variables which have the best explanatory power [86] . It is favored by environmental scientists for effectively dealing with independent variables that yield high multicollinearity. However, the model has been introduced to only a small number of urban researchers such as Liu and Shen [87] and Zhao et al. [88] . Unlike other regression models that generate the p value to represent significance level, the PLS regression model generates the variable importance for projection (VIP) value for each independent variable to reflect its importance. A VIP value between 0.8 and 1.0 suggests moderate influence of the independent variable on predicting the dependent variable, while a value larger than 1.0 yields high influence [89] . The goodness-of-fit statistics are R 2 as the explanatory capacity of the model and Q 2 as the cross-validated goodness of prediction.
Results
Testing for Multicollinearity
The first step was to check whether multicollinearity among the independent variables is evident. Tables 2 and 3 present bivariate correlation results between the land use types in Classifications I and II, respectively. They commonly suggest that there are a number of statistically significant (p < 0.05) and strong correlations (|r| > 0.6). This demonstrates that multicollinearity is present in both classifications and that an alternative model such as PLS regression is required. Application of multiple regression models based on ordinary least squares seems like an obvious method for analysis in this case. However, studies report the problem of multicollinearity frequently exhibited among land use variables [59, 79] and adopt alternative approaches. Some use bivariate correlation to measure the direction and strength of the impact of each land use type [37, 42, 49] . Another group uses simple linear regression models so that the impact of each type on temperature can be quantified individually [80] [81] [82] . Others take best subset regressions that selectively incorporate land use types into the regression model to obtain the best fitted curve [26, 38, 47, 74] .
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The first step was to check whether multicollinearity among the independent variables is evident. Tables 2 and 3 present bivariate correlation results between the land use types in Classifications I and II, respectively. They commonly suggest that there are a number of statistically significant (p < 0.05) and strong correlations (|r| > 0.6). This demonstrates that multicollinearity is present in both classifications and that an alternative model such as PLS regression is required. Table 4 shows estimation of ∆T by season (spring, summer, fall, and winter) and time of day (daytime and nighttime) with the land use types in Classification I using PLS regression models. First, RE, CO, and RO turned out to be influential heaters while OS was an influential cooler in all seasons during both daytime and nighttime. This suggests that areas with a larger degree of residential or commercial development served by more roads are generally hotter, while those with more open spaces are cooler throughout the year. Second, the absolute values of coefficients of these four land use types were bigger during nighttime than daytime, indicating that their influences are more evident at night. Third, among the three heaters, CO was the most impactful in all cases, followed by RO and RE. The coefficients of CO remained relatively constant during daytime (0.019 to 0.028) and nighttime (0.051 to 0.067). Those of RO and RE showed similar trends around the year. These suggest that, regardless of the season and time of day, the impact of residential, commercial, and road uses are generally fixed. Fourth, the coefficient of OS, the cooler, was relatively stable during daytime (−0.006 to −0.005) and nighttime (−0.013 to −0.011). Fifth, the absolute values of OS's coefficients were considerably smaller than those of RE, CO, and RO. It can be interpreted as the per area cooling capacity of open spaces is outperformed by the heating capacity of commercial areas and roads. Lastly, CI and IN showed mixed results, and WA was an unexpected heater in all cases. However, none of these three were identified as influential, as their VIP values did not exceed 0.8. Figure 4 visually presents the impacts of statistically influential land use types of this classification on the temperature with respect to their size. Figure 4 . Visualization of the impacts of statistically influential land use types of Classification I on the temperature with respect to their size.
Land Use Classification I
Land Use Classification II
PLS regression models that estimate ∆T with the land use types Classification II are provided in Table 5 . A first observation is that CC, RO, and RH performed as influential heaters. It can be interpreted that urban areas with more high-density residential or central commercial uses and roads experience higher temperatures. Among the three heaters, CC was the most impactful in most cases as its coefficients were generally the largest during daytime (0.015 to 0.023) and nighttime (0.042 to 0.056). It was followed by RO (0.018 to 0.019 during daytime and 0.033 to 0.038 during nighttime) and RH (0.011 to 0.012 during daytime and 0.020 to 0.024 during nighttime). A plausible interpretation is that concentrations of high-rise buildings that dominate CC and RH areas trap heat and hinder ventilation, resulting in higher temperatures. Second, GR played the role of an influential cooler in all seasons at both times of day, and RL was a stronger cooler during daytime in all seasons than GR but not influential during nighttime. Our interpretation is that areas surrounded by more greenery experience lower temperatures at all times, and those by low-density residential enjoy lower temperatures during daytime. The coefficients of GR remained relatively constant during daytime (−0.004) and nighttime (−0.008 to −0.009) in all four seasons. RL presented more impactful coefficients (−0.011 to −0.016). It can be interpreted as RL, unlike RH, provides room for ventilation and minimizes heat trapped between buildings during daytime. Third, absolute values of the coefficients of the heaters were generally larger than those of the coolers, and their differences were much bigger during nighttime than daytime. Especially, the influence of GR was much smaller than those of the heaters, suggesting the relatively limited cooling performance by GR as opposed to the heating effect of highdensity development patterns. The larger absolute values observed during nighttime suggest the larger influences of these land uses, as well as the intensification of UHI during nighttime. Lastly, no other land uses were found to be influential. Figure 5 is a visual representation of the impacts of statistically influential land use types from Classification II on the temperature with respect to their size. 
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Discussion and Implications
Review of the two PLS regression models incites further discussion. In general, Classification II, a finer break down of Seoul's land use, unveils what Classification I does not. First, the heating impact of RE in Classification I throughout the year is in fact mostly driven by RH in Classification II. This suggests that the widely spread high-density living in Seoul may not be a preferred solution from the temperature perspective. Intense use of land to accommodate ten million residents, but overdependency on high-density residential environment could result in higher temperatures. Alternative planning and design guidelines for high-density residential environments that promote cooling could be incorporated.
Similarly, the heating effect by CO in Classification I can be attributed to CC in Classification II. This implies the existence of UHI that forms around commercial cores of the city. As the cores inherently concentrate people, goods, and traffic, it may be almost impossible to expect commercial areas not to warm up. However, again, alternative approaches may provide guidance to establishing cooler commercial areas of the city.
Third, this research reconfirms the fact that roads are the main actors that warm up the city. The current practice of relying on asphalt or concrete for paving will keep boosting temperatures. Our findings call for a new approach, such as cool or green paving to be implemented.
Lastly, it is quite alarming to find that, while OS in Classification I was identified as an influential cooler, PA and GR in Classification II showed differing results. Of the two, GR presented consistent cooling performance at all times, but the cooling impact of PA was not at all statistically influential. This is somewhat contrary to common sense that parks help cities cool down. Rather, greenery was identified to be impactful in cooling. 
Review of the two PLS regression models incites further discussion. In general, Classification II, a finer break down of Seoul's land use, unveils what Classification I does not. First, the heating impact of RE in Classification I throughout the year is in fact mostly driven by RH in Classification II. This suggests that the widely spread high-density living in Seoul may not be a preferred solution from the temperature perspective. Intense use of land to accommodate ten million residents, but over-dependency on high-density residential environment could result in higher temperatures. Alternative planning and design guidelines for high-density residential environments that promote cooling could be incorporated.
Lastly, it is quite alarming to find that, while OS in Classification I was identified as an influential cooler, PA and GR in Classification II showed differing results. Of the two, GR presented consistent cooling performance at all times, but the cooling impact of PA was not at all statistically influential. This is somewhat contrary to common sense that parks help cities cool down. Rather, greenery was identified to be impactful in cooling.
Overall, the thermal performances of land use and their seasonal and diurnal variability propose further challenges that may alarm planners and designers. Near-ground temperatures affected by the surrounding land use would result in increased cooling or heating loads in peak seasons. They may also discourage people from engaging in outdoor activities by negatively influencing their perceived thermal comfort.
Concluding Remarks
This study examined how the surrounding land use conditions affect the near-ground temperatures in Seoul, South Korea. Specifically, it analyzed the impacts of various land use types on temperature and their variations by season and time of the day. Findings suggest that, among those from a coarser classification of local land use, residential and commercial uses and roads increase the temperature while open space decreases it at all times. From a much finer classification, high-density residential and central commercial uses and surface roads were found as influential heaters, while greenery was an influential cooler all year round and low-density residential during daytime.
There are several shortcomings in this study. The samples size (N = 28) may not seem be large enough. Findings of this study may apply only to Seoul and not be transferred to other cities or generalized. The analysis incorporated a subset of variables on the built environment at the ground level without much consideration of climate and topography at a more regional scale, as well as socio-economic conditions. However, this study makes several contributions. First, the nature of data used in this study, which come from local GIS information and meteorological measurements at publicly run weather stations, enhances reliability of the findings as opposed to studies based on estimates. Second, rather than developing knowledge that is transferrable or generalizable, it sounds more plausible to state that the impacts of land use on temperature would depend on the specific conditions within each city. Further exploration of the varying impacts of land use on temperature in cities around the world and coming up with place-based solutions may be a more urgent task for planning practice and research in the coming future.
