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Abstract
Circadian clocks involve feedback loops that generate rhythmic expression of key
genes. Molecular genetic studies in the higher plant Arabidopsis theliene have revealed
a complex clock network. We begin by modelling the first part of the Arabidopsis clock
network to be identified, a transcriptional feedback loop comprising TIMING OF CAB
EXPRESSION 1 (TOCl), LATE ELONGATED HYPOCOTYL (LHY) and CIRCADIAN
CLOCK ASSOCIATED 1 (CCA1). As for many biological systems, there are no exper-
imental values for the parameters in our model, and the data available for parameter
fitting is noisy and varied. To tackle this we construct a cost function, which quanti-
fies the agreement between our model and various key experimental features. We then
undertake a global search of parameter space, to test whether the proposed circuit can
fit the experimental data. Our optimized solution for the Arabidopsis clock model is
unable to account for significant experimental data. Thanks to our search of parameter
space, we are able to interpret this as a failure of the network architecture.
We develop an extended clock model that is based upon a wider range of data
and accurately predicts additional experimental results. The model comprises two inter-
locking feedback loops comparable to those identified experimentally in other circadian
systems. We propose that each loop receives input signals from light, and that each
loop includes a hypothetical component that had not been explicitly identified. Analy-
sis of the model predicts the properties of these components, including an acute light
induction at dawn that is rapidly repressed by LHY and CCAL We find this unexpected
regulation in RNA levels of the evening-expressed gene GIGANTEA (GI), supporting our
proposed network and making GI a strong candidate for this component.
We go on to develop reduced models of the Arabidopsis clock to aid conceptual
understanding, and add a further proposed feedback loop to develop a 3-loop model of
the circadian clock. This 3-loop model is able to reproduce further key experimental
data.
xi
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Chapter 1
Introduction
1.1 Circadian clocks
Almost all organisms have evolved to co-ordinate their activities with the many changes
in the environment caused by the earth's rotation. A circadian clock that generates bio-
logical rhythms with a period of approximately 24 hour (h) is found in most eukaryotes,
and some prokaryotes, such as cyanobacteria [1]. Circadian rhythms allow the timing
of diverse biological processes throughout the day/night cycle, conferring a selective
advantage to the organism [2]. It might be important, for example, that a particular
process occurs in anticipation of a light/dark (LD) transition. The clock is capable of
sustained oscillations under constant environmental conditions and maintains synchrony
with the environment by entraining to rhythmic cues of the day/night cycle, especially
input signals from light and temperature. Another key feature of the clock is that it is
temperature compensated. When an organism is placed at different temperatures within
its physiological range, the period of the rhythm does not change significantly [3].
Molecular genetic studies in several model organisms over the last thirty years
have revealed a common regulatory mechanism for the circadian clock, as I will now
review.
1
Input
Pathways
Output Pathways
Temperature
Figure 1.1: The circadian clock classically has been split into three basic components
[4J - the input pathways, the central oscillator and the output pathways.
1.1.1 Molecular mechanism of circadian clocks
The circadian clock has classically been split into three basic components [4J - the
input pathways, the central oscillator and the output pathways (Figure 1.1). The input
pathways allow the entrainment of the oscillator to match the environmental cycle by
providing information from stimuli such as light and temperature. For example, light can
reset the clock either by inducing the transcription of a component of the core oscillator,
or by promoting its degradation. Circadian clocks can be phase shifted by even brief
light pulses, depending on the time of the pulse, which will be discussed later in terms
of Phase Response Curve experiments (PRCs). Figure 1.2 shows a typical expression
profile of a clock component whose transcription is activated by light, causing its rhythm
to be entrained to the LD cycle.
A shared feature of the central clock mechanism is that the rhythms appear to
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Figure 1.2: Expression profile of a typical clock component. White boxes represent
periods of light, black boxes periods of darkness. Two light-dark (LD) cycles are shown
before the oscillator goes into constant darkness. The oscillator is entrained to the LD
cycle before free-running with a period slightly longer than 24h in constant darkness.
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be generated by the interactions of a core set of around 6-12 rhythmically expressed
genes that form positive and negative feedback loops [1]. In principle, one negative
feedback loop in which a gene encodes a protein that, after several hours, turns off its
own transcription is capable of creating a circadian rhythm. However, real circadian
clocks have proven to be more complicated than this, with interlocked feedback loops
[5, 6]. This network motif has evolved several times as there is little homology between
the components of the fungal, plant, and mammalian clocks.
The output pathways connect the oscillator to physiology and metabolism. Mi-
croarray experiments have shown that the clock controls the rhythmic expression of
5 - 10% of genes in higher eukaryotes [7] and as such is a very important mechanism.
Although a useful heuristic model, on closer inspection the distinction between the in-
put pathways, central clock and the output pathways tends to become blurred, with
output genes feeding back onto the central clock oscillator for example. Networks of
this complexity are more easily understood through mathematical modelling.
1.2 Mathematical modelling of circadian clocks
Mathematical modelling helps to provide a framework for integrating experimental data
and allows insights into the behaviour of complex biological systems [8, 9]. Biological
experiments often lead to conceptual models, which describe the major elements thought
to be involved in a process. Converting these conceptual models in to mathematical
models allows us to critically test our ideas, by giving our conceptual model more rigid
detail. In studying these models, we can test whether they truly represent the observed
phenomena, and propose new experiments.
Modelling has long been a part of circadian research, even before the molecular
mechanism of the clock was known. By treating the clock as a limit cycle oscillator,
mathematical models can be used to understand the clock's entrainment properties
[10, 11]. A limit cycle is a periodic, cyclic trajectory around a fixed point in the phase-
space of a system and may be stable or unstable. A stable limit cycle is one in which
4
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Figure 1.3: Plots of x(t) and the (x, y) phase space for the Van der Pol oscillator,
Eqn.1.1 with E = 0.2. The limit cycle is clearly visible.
slight perturbations to the phase-space trajectory are driven back into the limit cycle.
An unstable limit cycle is one in which slight perturbations to the trajectory result in the
system deviating further from the limit cycle. The circadian clock oscillation is usually
understood to be a stable limit cycle. Limit cycle oscillations occur in many dynamical
systems. A typical example is in the Van der Pol oscillator,
dx
dt
dy
dt
y
-X+EY(1_X2) where E>O (1.1 )
which is capable of generating a stable limit cycle (see Figure 1.3) that gives a reasonable
imitation of a circadian oscillator in darkness [11, 12]. Here x and y can be treated as
proxies for biological components of the clock. A modified version of the Van der Pol
oscillator has been used to great effect to understand human circadian clock properties,
in particular how human sleep/wake cycles are affected by light [13, 14].
Models exhibiting limit cycles can be used to analyse and understand phase
response curves (PRes) [15]. PRe experiments have been an invaluable tool in under-
standing entrainment in circadian rhythms. They produce a plot of phase shifts of a
circadian rhythm against the circadian phase that a stimulus is given (see Figure 1.4 for
a description of Type 0 and Type 1 PRes). In order to be able to compare PRes of
5
different organisms with different free-running periods, their response is plotted in cir-
cadian time (CT). A circadian hour is defined to be equal to 1/24th of the free-running
period. A diagrammatic representation of a limit cycle is shown in Figure 1.5, which
also shows the effects of a perturbation on the system. The size of the perturbations
and when in the cycle they are applied results in the system returning to the limit cycle
in different positions. A phase shift can occur when the state variables move back to
the limit cycle but with a different phase than if no perturbation had occurred. This
results in the characteristic shape of experimental PRCs. Models exhibiting limit-cycles
also suggest that stimuli applied at exactly the right phase and strength can push the
oscillation towards its fixed point, or singularity, causing arrhythmia. Arthur Winfree
was able to invoke arrhythmicity in fruit flies, by timing his stimuli from the predictions
of his limit-cycle model [16].
The mathematical study of negative feedback in biological processes goes back to
Goodwin's landmark work [17], where he shows that a relatively simple 3 variable system
can be used to describe an enzymatic negative feedback loop. This work anticipated
many experimental findings for circadian clocks, and slightly modified versions of the
Goodwin oscillator have been used effectively to model the circadian clock in the fungus
Neurospora [18, 19, 20, 21].
1.2.1 Modelling the Neurospora clock
Studies on the fungus Neurospora crassa have helped to understand many of the basic
mechanisms that underlie circadian rhythms, including negative feedback and light and
temperature entrainment, which are common to all clock systems. The Neurospora
clock controls several rhythmic processes, the daily production of asexual conidiospores
being the most frequently assayed.
The Neurospora circadian clock is based on an autoregulatory negative-feedback
loop involving three proteins, the FREQUENCY protein, (FRQ), and the WHITE COL-
LAR proteins WC-1 and WC-2, (reviewed in Ref. [22]). Throughout this thesis, proteins
6
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Figure 1.4: Typical phase response curves (PRes). A PRe is a plot of phase shifts
of a circadian rhythm as a function of the circadian phase that the stimulus is given.
(a) A Type I PRe; in this case, a stimulus during the subjective day has little effect
on phase (the dead zone). A stimulus applied early at night moves the phase back
to the previous day (a phase delay) and a stimulus applied late at night moves the
phase forwards into the next day (a phase advance). Responces are relatively small and
there is a continuous transition between delays and advances. (b) A Type 0 PRe; in
this case, the phase response is large and the transition between delays and advances
is discontinuous. Often the strength of the stimulus determines which type of PRe is
observed.
7
oState variable X
18 21 9 12 15 18 21 0
Circadian time (CT)
Figure 1.5: The effect of a stimulus on the phase of oscillation. Left Panel: (X, Y)-
space depiction of phase resetting. The circadian clock proceeds clockwise around the
limit cycle. Isochrons, which represent those points in phase space which are at the
same point in time, are shown as straight lines intersecting at the fixed, or singular,
point at the centre of the limit-cycle. A stimuli, such as a light pulse, applied at point
'a' (at circadian time (C'T) 21), perturbs the system to the state described by point 'b'
on the Cf 3 isochron. As time advances after the stimulus, the perturbed oscillator
moves back towards the limit-cycle, becoming asymptotically indistinguishable from a
rhythm initiating from point 'c' on the limit-cycle at isochron Cf 3. Because Cf 3
may be considered as Cf 27, the light pulse has advanced the phase of the perturbed
oscillator by 27 - 21 = 6h. Right Panel: Plot of state variable X against time. The blue
line represents the phase shifted oscillation, the black line represents the unperturbed
oscillator. (Figure modified from Ref. [1]).
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are denoted by uppercase letters, and mutant alleles are denoted by italicised lower case
letters. Arabidopsis genes are denoted by uppercase italicised letters, and Drosophila
and Neurospora genes are denoted by lowercase italicised letters.
In the core circadian clock feedback loop, WC-1 and WC-2 form a White Collar
Complex (WCC) that acts both as the circadian photoreceptor and to promote the
expression of the frq gene. The WCC has been shown to bind to two light responsive
elements in the frq promoter, activating transcription of frq [23, 24]. As the levels
of frq mRNA rise, the mRNA exits the nucleus and is translated into FRQ protein.
In the negative step of the loop, FRQ protein re-enters the nucleus a few hours after
synthesis and interacts with the WCC to inhibit its activation of frq transcription [25].
As a result the amount of FRQ protein is reduced, which in turn results in less FRQ
returning to the nucleus. The reduction in FRQ allows the WCC to resume activating
frq transcription, and the cycle repeats itself. In constant darkness, frq mRNA and FRQ
protein concentrations oscillate. The peak of frq mRNA is in the mid-morning [25] and
is followed after 4-6 h by a peak of FRQ proteins [26].
The first model of the circadian clock in Neurospora modelled only the central
FRQ negative feedback loop [18]. The following was taken as the mathematical model
for the central circadian network: a single negative feedback loop involving FRQ protein
repressing its own transcription. This involves the cellular concentrations c~)(t) of the
products of the frq gene P, where j = m, c, n denotes that it is the corresponding
mRNA, or protein in the 9'toplasm or nucleus respectively. Light was treated as directly
activating frq transcription, and the WC proteins were not included.
d (m) nlgla mlC~m)...!!.E_ (1.2)dt gl a + cc;)a kl + c~m)
d (c) (c)2_ (m) (c) (n) m2cF (1.3)= PICF - rlCF + r2cF - (c)dt k2 +cF
d (n)
~ = rlc~) - r2cC;) (1.4)dt
Here the various rate constants parameterise transcription (nk' gk), degradation (mk'
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Figure 1.6: (a) Network diagram for Neurospora clock. Transcription of frq mRNA is
light activated and is translated into protein in the cytoplasm. FRQ protein is then
transported into the nucleus where it represses frq transcri ption. (b) Output of clock
model simulated for 48h under light:dark cycles and 48h in constant dark. Parameter
values are those used in [18]. Parameter values are nl = 1.6nMh-1, ml = 0.505nMh-1,
PI = 0.5h-1, rl = 0.5h-1, r2 = 0.6h-1, gl = lnM, kl = 0.5nM, k2 = 0.l3nM, a = 4.
Parameter nl is increased by 25% under light conditions as frq transcription is light
activated.
kk), translation, (Pk), and the nuclear ~ cytoplasmic protein transport rate, (rk). This
model is closely related to the minimal model originally proposed by Goodwin [17]. Tran-
scription is modelled by a saturated Hill function and degradation is given by Michaelis-
Menten terms. For a full review of Michaelis-Menten kinetics and Hill functions please
see Appendix A. In brief, Michaelis-Menten kinetics describe enzyme mediated reac-
tions where the substrate is in much greater abundance than the enzyme, resulting in a
saturated output. The Hill function represents a cooperative enzyme mediated reaction
where the Hill coefficient (a) can be thought of as a measure of the cooperativity [27].
In order for the numerical solution of Eqns. 1.2 to 1.4 to give a stable limit
cycle with a period of around 24h the equation parameters must be chosen to give
enough non-linearity in the system to generate an oscillation, and a large enough delay
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between each component [28]. The main difference between this model and that of
the Goodwin model is that the degradation of the protein is described using Michaelis-
Menten kinetics, rather than a linear term. In the Goodwin model for the system to
exhibit sustained oscillation an unreasonably high Hill coefficient (a > 9) is required.
This would represent a FRQ protein needing to form a complex with eight other FRQ
proteins before being able to repress frq transcription - there is no experimental evidence
for such high levels of cooperativity. Non-linear degradation of the sort set out in Eqns.
1.2 to 1.4 allows a more reasonable value for the Hill coefficient of 4. Solving numerically
Eqns. 1.2 to 1.4 shows that the model consisting of a single negative feedback loop with
a delay can generate circadian rhythms which look qualitatively similar to experimental
data (Figure 1.6). The model successfully simulates light regulation, and entrainment
of frq mRNA and protein levels. The model also predicts that oscillations of frq mRNA
should continue in constant light and could be forced into chaos in LD cycles, but these
phenomena contradict experimental observations [18].
Recent experimental studies have shown the Neurospora clock to be more com-
plex than just one negative feedback loop. A second, positive feedback loop has been
discovered involving the enhancement of We-1 synthesis by FRQ. Following its induc-
tion, FRQ protein indirectly inhibits the wee to shut down its own expression, but also
has a positive post-transcriptional effect on We-1levels [5]. Mathematical modelling has
been used to try and understand the properties of this network structure. This second
feedback loop was shown not to be necessary for oscillations [29], but a more detailed
model, using mass action kinetics without the assumption of Michaelis-Menten kinetics,
has shown that the second feedback loop contributes significantly to the robustness
of the oscillator period against parameter variation [30]. It is an open question why
circadian systems have evolved a more complex structure. Recent mathematical stud-
ies propose that interlocked feedback loops increase the flexibility of regulation during
evolution [31] and enhance precision [32].
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1.2.2 Modelling the Drosophila Clock
Many models of the Drosophila clock are still based on the Goodwin model, using
Hill functions to model the transcription and Michaelis-Menten kinetics to describe
degradation. The basic mechanism for the Drosophila circadian clock is as follows;
PERIOD (PER) and TIMELESS (TIM) proteins form a heterodimer (PER/TIM), which
is then transported into the nucleus where it inhibits the transcription of PER and
TIM [33, 34]. The repression is carried out by the PER/TIM heterodimer binding to
the transcription factor, a heterodimer between dCLOCK (dCLK) and CYCLE (CYC),
dCLK/CYC (Reviewed in [35]). light entrains the clock by the rapid degradation of TIM
[36]. PER protein and per mRNA fluctuate with a 24h period, with protein levels lagging
by 4-6h, similar to the delay in FRQ expression seen in Neurospora. PER is modified
by kinases and phosphatases, including the DOUBLE-TIME (DBT) protein [37], which
appears to be expressed at a constant level, and post translational regulation plays a
large role in the correct running of the clock.
This one loop mechanism has been investigated [18, 38], and has been shown
to be capable of creating a 24h rhythm that can be entrained by light. The effect of
phosphorylation of PER and TIM proteins was also investigated. Phosphorylation was
proposed to be a method of creating a delay, by requiring the PER protein to be phos-
phorylated twice before entering the nucleus [18] and also as a method of introducing
positive feedback [38]. In Ref [38] PER proteins were assumed to be heavily phospho-
rylated by DBT, whereas PER-TIM dimers were not. Therefore, as PER expression
increases, an ever increasing amount of PER is dimerised and protected from DBT,
giving a source of non-linearity as is required for sustained oscillations.
Recently, two additional feedback loops were identified as parts of the core cir-
cadian pacemaker in Drosophila. In one of the loops, VRILLE (VRI), a protein which
is activated by dCLK/CYC was found to repress transcription of the dClk gene forming
a negative feedback loop [6]. This second feedback loop has been modelled [39] and
shown to produce more robust rhythms in relation to parameter changes than would be
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the case with a one loop model. Another, positive, feedback loop has also been dis-
covered in which the protein PAR Domain Protein 1 (POPl) activates the transcription
of dClk, which itself activates the transcription of PDPl [6]. Two recent studies have
investigated the possible roles of these three positive and negative feedback loops in the
generation and stabilisation of oscillations in Drosophila [40, 41]. The three loop model
was able to explain the effect of altering gene dosage of per and tim on the period of
the clock, and made several further predictions about the structure of the network that
have yet to be confirmed experimentally.
1.2.3 Other Clock Models
It is possible to group processes, such as protein translation and transport in and out
of the nucleus, into an explicit time delay [42, 43, 44]. Time delay models have the
advantage of reducing the number of equations and the number of parameter values, and
some people find them easier to understand conceptually. However, it is not possible
to use these models to generate bifurcation diagrams and they are considered to be
only an approximate representation of the underlying biochemical network. A further
sub-set of models involve stochastic simulations of the clock. It has been suggested
that noise in gene expression may severely affect the robustness of the circadian clock
[45]. although recent work suggests that noise is not crucial, and that the approach of
using deterministic ordinary differential equations (ODEs) as opposed to stochastic DEs
is often rather reliable [46].
The mouse circadian clock has also been studied [47, 48]. Ref [48] is of note, as
an attempt to estimate the parameters in the model was made. Much molecular data
aims to identify components of the network and to define connections between them.
Generally there is little or no biochemical data for the numerous parameters that con-
trol the circadian network. Apart from Ref [48]. these parameters have been chosen by
hand in previous studies. Such an approach becomes more and more time consuming,
and potentially unreliable, as the number of components in the model increases. This
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opens up the very real possibility that apparent deficiencies in existing models may not
be caused by an incomplete experimental understanding, or model, but rather by non-
optimum choices of the parameters. The optimisation process used in [48] represents a
step forward, as parameters were optimised by performing a least squares fit to experi-
mental data. However, several key parameters such as nuclear export were fixed to be
the same for all components of the model, and the starting choice of parameters before
optimisation was not given. A major aim of this thesis is to develop a global parameter
optimisation scheme that works well with noisy and varied experimental data, and to
use this scheme to model the plant circadian clock.
1.3 Rhythmic Behaviour in Plants
One of the first experimental studies of endogenous biological rhythms was carried out
in plants over two hundred and seventy years ago [49]. A plant (mimosa) that was
already known to fold up its leaves at night and reopen them during the day was placed
in constant darkness. It was found that the leaf opening and closing persisted just as if
the plant was seeing the day and night. With this came the first experimental evidence
for the persistence of an endogenous rhythmicity in the absence of environmental cues.
The circadian clock is now known to control many aspects of plant physiology,
including leaf movement, flowering time, and photosynthesis. The clock is also used
to measure photoperiod (day-length), allowing the detection of seasonal changes [50].
Microarray experiments in the model plant Arabidopsis thaliana [51] suggest that mRNA
transcripts from at least 6 percent of the genome, over a thousand genes, are under the
control of the clock. A recent study has suggested that as much as 15 percent of the
genome is under the control of the clock [52].
There is strong evidence that the circadian clock in plants gives a competitive
advantage. In wild type and long and short circadian period mutants of Arabidopsis,
plants with a clock period matched to the environment contain more chlorophyll, fix
more carbon, grow faster, and survive better than plants with circadian periods differing
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from their environment [2]. It appears that the circadian clock allows the plant to be
prepared for predictable environmental changes, and thus make the most of the resources
available.
1.4 The Molecular Mechanism of the Arabidopsis Circadian
Clock
Arabidopsis thaliana has many advantages for genome analysis, including a short gener-
ation time, small size and relatively small nuclear genome [53]. Its genetic structure is
also representative of the world's major crop plants including soybeans, corn, and wheat.
As such, it is an important model system for identifying genes and their functions. Sev-
eral backgrounds of Arabidopsis, such as Landsberg erecta (Ler), Wassilewskija (Ws)
and Colombia (Col) have been treated as wild type (WT), i.e. non-mutant, plants with
which to experiment. Experimental work on Arabidopsis has revealed several aspects of
the circadian clock in plants.
In Arabidopsis, most of the characterised input pathways to the clock involve
light. Photoreceptors PHYTOCHROME (PHY) A, B, D and E and CRYPTOCHROME
(CRY) 1 and 2 have all been shown to be inputs to the clock (Reviewed in [54]). Mutant
studies have shown that PHY A, B, D,and E mediate signals from red light to the clock
in an additive fashion, and CRY 1 and 2 from blue. The signalling pathways from
the photoreceptors to the circadian clock are believed to be very complex, (reviewed in
Ref [55]), and the connections between the photoreceptors and the clock are not well
characterised. PHYTOCHROME INTERACTION FACTOR 3 (PIF3), a basic-helix-Ioop-
helix (bHIH) transcription factor, was proposed to playa role in the entrainment of the
Arabidopsis clock. PIF3 was shown to interact with PHYA and PHYB and to bind to
the promoter of two proposed central clock genes, LATE ELONGATED HYPOCOTYL
(LHY) and CIRCADIAN CLOCK ASSOCIATED 1 (CCA1) [56]. However, recent studies
have shown that overexpression or lack of biologically functional PIF3 does not affect
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period length of rhythmic gene expression or red-light-induced resetting of the circadian
clock [57, 58]. Nonetheless, there are several homologues of PIF3, which may yet play
a role in mediating light signals to the clock [59].
Molecular components in the central clock of Arabidopsis were first identified us-
ing plants expressing the promoter of the clock controlled output gene CHLOROPHYLL
A/B BINDING PROTEIN (CAB) fused to the firefly LUCIFERASE (LUC) reporter gene.
The CAB promoter drives a robust rhythm of bioluminescence that can be monitored
with a photon-counting video camera [60]. Mutagenising these transgenic plants fol-
lowed by bioluminescence analysis of abnormal CAB rhythms resulted in the isolation of
a number of circadian period mutants. THE TIMING OF CAB EXPRESSION 1 (TOO)
was the first gene to be found using this method and now, using this and other tech-
niques, several genes have been found to playa role in the clock (reviewed in [61]).
The first proposed mechanism for the central clock in Arabidopsis is based on a single
positive and negative feedback loop involving TOO, and two redundant genes LHY
and CCA1. We describe these genes, and the proposed network, below.
1.4.1 TOC1
A mutant with reduced TOO function (caused by the semi-dominant allele toc1-1)
displayed a period 3h shorter than wild-type, not only for CAB::LUC expression but
also for circadian outputs such as leaf movement [60]. The toc1-2 allele, which is
fully recessive and is believed to cause a complete loss of function, caused arrhythmia
in certain conditions including constant darkness and red light [62] (Figure 1.7 shows
LHY and CCAl mRNA levels in a toc1-2 background). Moderate over expression of
TOe1 lengthens the free running period [62], and strong, constitutive overexpression
abolishes rhythmic expression of all genes examined [59]. This suggests that TOO is
an important component of the core of the oscillator, rather than part of the light input
pathway to the clock [63].
TOO mRNA levels have a broad peak at dusk, with slowly decreasing levels
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through the night [64, 63]. The only evidence for TOO protein levels is in an overex-
pressing background [65]. TOC1 protein levels peak in the middle of the night. There is
also evidence that TOC1 protein is degraded by ZEITLUPE (ZTL), as in a ztl-l mutant
there is constitutive levels of TOC1 protein expression [65].
1.4.2 LHY
LHY was first identified in a late-flowering mutant screen, and only later characterised
as a clock component [66]. Overexpression of LHY causes complete arrhythmia in
clock controlled genes (Figure 1.7), and a Ihy loss of function mutation causes a 1-2
h period shortening [64, 67]. LHY mRNA levels oscillate, peaking in the morning, and
have shown to be light activated. The LHY protein has been shown to bind DNA via
MYB domains, and has significant similarity to CCAL DE-ETIOLATED 1 (DET1) has
been shown to be involved in the post-transcriptional modification of LHY, by regulating
LHY's proteasomal degradation [68].
1.4.3 CCAI
CCAl was first identified as a binding factor of the promoter of CAB, and was later
shown to have very similar properties to that of LHY. Overexpression of CCAl causes
complete arrhythmia in clock controlled genes, and a ccal loss of function mutation
causes a 1-2 h period shortening [69, 67]. CCA1 also has a similar expression profile to
that of LHY.
CCA1 has been shown to be phosphorylated in vitro by the protein kinase CA-
SEIN KINASE 2 (CK2) [70]. Over expression of CK2 leads to short period oscillation
demonstrating that CCA1 phosphorylation by CK2 is important for the normal function-
ing of the Arabidopsis clock [71].
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1.4.4 The LHY/CCAl- TOCI feedback loop
The first proposed mechanism for the central clock in Arabidopsis is based on a single
positive and negative feedback loop involving LHY/CCAl and TOCl [72] (Figure 1.8).
Microarray analysis identified a sequence in the promoters of many circadian regulated
genes which peaked in the evening, the evening element [51]. LHY and CCA1 were shown
to bind to the evening element in the TOCl promoter, and it is proposed to negatively
regulate TOCl 's transcription, as TOCl mRNA levels are low and arrhythmic in an LHY
or CCA1 overexpressor [72, 59]. TOO is then proposed to go on to positively activate
LHY and CCA1, thus completing the loop. The evidence for TOO acting positively on
LHY and CCAl comes from much reduced LHY and CCAl mRNA levels in the toc1-2
mutant. Further supporting evidence for this model is that a double Ihy;ccal mutant
results in a very disrupted clock, which has been described as arrhythmic (Reviewed in
[61]).
1.5 Other Clock related Genes
Although a useful model, there are several genes that have not been placed inside the
Arabidopsis central clock that appear to playa role. We describe these genes below.
1.5.1 GI
GIGANTEA (GI) is an evening expressed gene, with a very similar expression pattern to
that of TOCl [73]. GI mRNA is at a low, arrhythmic level in plants that over-express
LHY [74] or TOO [59]. The sequence of the GI promoter includes several evening
elements, the putative binding sites for LHY [51].
It had been suggested that GI encodes a novel, putative membrane protein [74],
which made it unlikely that GI is involved directly in regulating transcription in other
genes, but GFP imaging has shown GI in the nucleus [75, 76]. gi loss-of-function
mutations result in low amplitude circadian rhythms, with low levels of LHY and CCAl
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Figure 1.7: TOO expression is strongly repressed in; (a) LHY over expressing plants
(lhy); (b) CCAl over expressing plants (CCA1-0X). The dark and white bars at the
bottom of each graph represent lights off and on, respectively; (c) LHY and; (d) CCAl
expression is reduced in a strong toc1 mutant (toc1-2). Plants were germinated and
entrained to cycles of 12h light, 12 h dark [lD (12, 12)] for 7 days and then released
into constant light (Ll.). mRNA levels were analysed by Northern blotting (a technique
for detecting specific RNAs separated by electrophoresis by hybridisation to a labelled
DNA probe). Representative data are shown. Figure reproduced with permission from
[72].
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Figure 1.8: The LHY fCCAI-TOO feedback loop. Light activates LHY and CCAl
expression at dawn. CCAI, and probably LHY, activate CAB expression; they may
activate other genes that cycle with a phase similar to CAB. LHY and CCAI simultane-
ously repress TOO and potentially other evening genes. Progressive reduction of LHY
and CCAI expression levels during the day allows TOO transcript levels to rise and
reach maximum levels toward the end of the day, when LHY and CCAI expression levels
are lowest. TOCI, either directly or indirectly, appears to augment the expression of
LHY and CCA1, which reach maximum levels at dawn, starting the cycle again. Figure
reproduced with permission from [72].
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RNA and either shorter or longer circadian periods [74, 73] or, in some conditions, in
arrhythmia [77].
1.5.2 ELF4
ELF4 is an evening expressed gene, which is involved in photoperiod perception and cir-
cadian regulation [78]. Knockouts cause attenuated expression of CCA1, while output
genes, such as CCR2, show output rhythms with highly variable period lengths. Muta-
tions also cause early flowering, caused by elevated activation of CONSTANS, (CO), a
gene that promotes floral induction. It appears that ELF4 could carry out a very similar
role to TOCl, activating LHY and CCAl [79], although more experiments are needed
to place ELF4 in the loop.
1.5.3 The PRR quintet
TOCl is a member of a gene family comprising a quintet of genes called PSEUDO
RESPONSE REGULATORS, (PRR1/TOC1, PRR3, PRR5, PRR7, PPR9), that are un-
der the control of the circadian clock, such that the PRR mRNAs start accumulating
sequentially after dawn with 2 to 3h intervals, in the order of PRR9-PRR7-PRR5-PRR3-
PRR1/TOCl [80]. It has been suggested that each gene activated each other in turn,
although recent evidence suggests that this is not the case (Reviewed in Ref. [81]). The
circadian phenotypes of the single prr mutants are small, with a period variation of 1
to 1.5h compared to the severe period shortening seen in the toc1-2 mutant and the
overexpression of PRR3, PRR5 or PRR9 only modestly affect the clock outputs whereas
overexpression of TOC1 results in arrhythmicity [82, 81]. Hence, the other members
of the PRR quintet do not seem to be as important to the clock as TOCl is. Recent
investigations into double and triple mutants of the PRR genes have revealed a complex
set of connections. It appears that PRR7 and PRR9 may be redundant genes involved
in light and temperature input to the clock, and might also form another feedback loop
with LHY/CCAl [83,84]. A triple mutation of PRR5, PRR7 and PRR9 appears to be
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arrhythmic in constant light and darkness [85]. Further characterisations of the PRR
family are required before a full understanding of their role in the clock can be attained.
1.5.4 ELF3
ELF3 mediates the circadian gating of light responses and regulates light input to the
clock [86, 87]. The elf3 mutant abolishes circadian rhythms in CAB and CCR2 gene
expression in constant light, but CCR2 is rhythmic in DD. This suggests that ELF3 only
acts during light, and so is not a component of the core oscillator, but is in the pathway
of the light input to the clock. ELF3 appears to gate light response to the clock, the
protein is found to peak at the middle of the night, and elf3 mutants become arrhythmic
in the middle of the night if pulsed with light [88, 89].
1.6 Spatial Organisation of the Plant Circadian System
In mammals a small cluster of cells in the supra chiasmatic nuclei in the brain, which
are entrained by light signals from the eyes, are responsible for entraining the circadian
clocks in cells throughout the body [90]. In plants, however, photoreceptors are present
throughout the organism and there does not appear to be a central clock that entrains
all the tissues. Circadian clocks in different cells in plants appear to be weakly coupled
or independent oscillators. CAB:LUC expressing tobacco seedlings whose leaves are
entrained to opposite phases maintain their different phases in constant conditions,
and thus, are not entrained from a central pacemaker [91]. Also, output genes of the
clock have been shown to have different periods under the same background and light
conditions [92]. This suggests that the plant might contain several oscillators which are
either not coupled, or not strongly coupled. Further evidence for different oscillators
has been found in Arabidopsis, where different oscillators have been shown to control
CAB:LUC and CATALASE3:LUC rhythms due to different temperature sensitivity [93].
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1.7 Outline of thesis
By collaborating closely with experimentalists in Andrew Millar's lab, we have been able
to take an iterative approach of mathematical modelling and experiment to develop an
accurate mathematical model of the circadian clock in Arabidopsis. This approach is
central to systems biology [94] which aims to integrate different levels of information in
mathematical models to understand how biological systems function.
We first model the current understanding of the Arabidopsis circadian clock,
i.e. the LHYJCCAl-TOCl feedback loop, in order to see whether this network can
explain the existing experimental data (Chapter 2). We develop an ODE model, using
Michaelis-Menten kinetics and Hill functions, of the clock and optimise the parameters
for this network using a novel optimisation scheme, outlined in Chapter 3.
In Chapter 4 we add extra components to the LHYjCCAl- TOCl feedback loop
to try and fit to more experimental data. For each new model we re-optimise all the
parameters. This leads us to a two-loop model for the Arabidopsis clock involving two
predicted genes, factor X and Y. In collaboration with experimentalists we find that GI
is a candidate gene for Y.
In Chapter 5 we develop simplified versions of the Arabidopsis clock models. We
do not model protein levels, replacing them with explicit delays. This allows a great
reduction in the number of parameters and equations required, and we investigate these
models accuracy compared to the biochemical reaction models described in Chapters 2
and 4.
In Chapter 6 we further develop the two loop model for the Arabidopsis clock
to include the recently discovered feedback loop between LHYJCCAl and PRR7 jPRR9.
Using this new triple-loop model we present evidence that GI acts as Y. Our results also
suggest the plant clock comprises morning and evening oscillators, coupled intracellularly,
which may be analogous to the morning and evening cells in the clocks of Drosophila
and the mouse.
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Chapter 2
Modelling the Arabidopsis clock
The first multi-gene loop identified in the Arabidopsis circadian clock comprises a
negative feedback loop, in which two partially redundant genes LATE ELONGATED
HYPOCOTYL (LHY) and CIRCADIAN CLOCK ASSOCIATED 1 (CCA1) repress the
expression of their activator, TIMING OF CAB EXPRESSION 1 (TOC1) [72]. Several
other clock genes have been discovered in Arabidopsis (reviewed in [61]. Chapter 1),
but these either have accessory functions [65] or have not yet been located relative to
the one-loop LHY/CCA1 - TOCl model. We therefore begin modelling the Arabidop-
sis clock by analysing the one-loop LHY/CCA1 - TOC1 model, using an optimisation
method that will be widely applicable in tackling larger genetic networks (the optimisa-
tion process is described in detail in Chapter 3). By comparison with experimental data,
the model suggests where additional components of the clock network may function.
This chapter is based on work published in 'Modelling genetic networks with
noisy and varied data: The circadian clock in Arabidopsis thaliana', J. C. W. Locke, A.
J. Millar and M. S. Turner, J Theor. Biology, 234, 383-393, (2005).
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Figure 2.1: Model for the central feedback loop in the Arabidopsis clock. TOCI protein
in the nucleus activates transcription of LHY and CCAl mRNA, together with light
mediated by protein P (not shown). When LHY and CCAI proteins reach the nucleus
they down regulate TOCl mRNA transcription.
2.1 Model Description
The initial description of the Arabidopsis clock network as outlined in Figure 2.1 required
seven coupled differential equations to model the central loop, yielding a total of 29
parameters. As in previous clock models [18, 47, 39, 95, 28] Michaelis-Menten kinetics
were used to describe enzyme mediated degradation of proteins, and Hill functions
were used to describe the transcriptional activation term of the mRNA for LHY and
TOC1. We use the cytosolic and nuclear pools of our model proteins to represent all the
processes between the accumulation of an mRNA and the regulation of the next gene
in the network by an active form of the protein. Other clock models include additional
processes, such as mRNA export from the nucleus, but there is currently no data to
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specify their dynamics in plants. The converse approach is to combine all intermediate
steps as a time delay between the synthesis of RNA and active protein (See Chapter 4).
As LHY and CCAl are indistinguishable for our purposes, we retain only one
gene, LHY, in our model. Although quantitative differences in LHY and CCAI regu-
lation have sometimes been reported, [74], there is strong experimental evidence that
LHY and CCAI play redundant roles in the Arabidopsis circadian clock [64], and that
their qualitative behaviour is very similar. Combining LHY and CCAl genes removes 16
parameters and 3 equations from the model. In principle these could later be included
when better informed by further data.
We adopt the following equations to define our mathematical model for the
central circadian network: an LHY- TOCI feedback loop that involves the cellular con-
centrations c~j\t) of the products of the ith gene (i = L labels LHY, i = T labels
TOCl) where j = m, c, n denotes that it is the corresponding mRNA, or protein in the
gtoplasm or nucleus respectively.
d (m)
~
dt
d (c)~
dt
d (n)...!2:_
dt
(2.1)
(2.2)
(2.3)
d (m) n292b m4C~m)...!2:_ = (2.4)dt 92b+ ct)b k4 + cr;)
d (c) (c)
..5:I._ (m) (c) (n) m5cT (2.5)dt P2cT - r3cT + r4cT - (c)k5 +cT
d (n) (n)
...!!I_ = (c) (n) m6
cT (2.6)dt r3cT - r4cT - (n)k6 +CT
Here the various rate constants nk, 9k etc., parameterise transcription (nk' 9k), degra-
dation (mk' kk), translation (Pk), and the nuclear ~ cytoplasmic protein transport rate
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(rk). There is evidence that LHY and CCA1 proteins bind as a dimer to the promoter
of TOGl [71], and that there is only one active binding site on the TOGl promoter
[72]. so the Hill coefficient of transcription, b, was set to 2. As there is no experimen-
tal evidence for the Hill coefficient a this was set to 1. The effect of light appears
through the term L(t). Light is known to give an acute, transient activation response
for expression of LHY and GGAl [96, 97, 9S]. This was modelled through a simple
mechanism involving an interaction of a protein P with the LHY gene promoter. P is a
light sensitive protein similar to PIF3 in stability [99] that is present with concentration
(n)cp .
(2.7)
where Blight = 1 when light is present, 0 otherwise. We propose that P is controlled by
an equation of the form:
(n) (n)
dcp m7cp (n)-dt = (1 - Blight)P3 - (n) - Q2BlightCp
k7 + cp
(2.S)
where the values of the four parameters that appear in this equation are chosen so as
to give an acute light activation profile that is close to that observed in experiment.
In principle these could also be optimised under our scheme, but since P is coupled
into Eqns. 2.1 to 2.6 via an arbitrary coupling constant Ql, which is varied in our
optimisation scheme, we consider this an adequate approach that captures the primary
role of P in mediating light input. The essential features of Eqn. 2.S are that P is
produced only when light is absent and is degraded strongly when light is present. We
modelled the acute effect of light at the level of transcription but note that a similar
effect on translation would result in essentially identical network behaviour [96]. This
left 23 parameters to be determined by our optimisation scheme (Chapter 3).
2.1.1 Experimental Data
Various experimental data sets [SO, 96, 64] give us approximate values for the phase and
period of the oscillations in mRNA levels of the known central clock genes in Arabidopsis,
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Figure 2.2: Typical experimental data sets for the time-variation of mRNA levels, for
(a) LHY, inferred from the luminescence levels of a Luciferase reporter gene [96], and
(b) TOC1 [64]. Note that the phase of the peak of LHY is just after dawn while the
phase of the peak in TOC1 is much later, at approximately 12h after dawn.
see Figure 2.2. TOG1 and LHY mRNA expression levels have been shown to peak
around dusk and dawn respectively. In contrast neither the absolute nor the relative
levels of LHY and TOG1 mRNA are known. Furthermore, none of the parameters in
our model, such as the transcription rate of TOG1, have been experimentally measured.
We estimated these parameters using a global optimisation scheme described in detail
in Chapter 3, and summarised here. Our optimisation approach involves first defining a
qualitative cost function ~, effectively a set of least-squared error terms representing the
essential experimental phenomena that the model must reproduce. This cost function is
then calculated across a sample of points in the high dimensional parameter space. By
point we here mean a vector (position), the components of which represent each of the
free parameters of the model. The 50 points with the lowest cost function score (best
agreement with experiment) found from this search are then passed on to a further local
simulated annealing scheme. Our scheme resulted in a set of 41 solutions with ~ < 100,
which we took as our set of candidate solutions to be examined further.
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Figure 2.3: mRNA Levels for a typical annealed solution, ~ = 81. q1 = 4.5703
h-1, Q2=1.0 n:', n1=7.5038 nM/h, n2=0.6801 nM/h, 91=1.4992 nM, 92=3.0412
nM, m1 =10.0982 nM/h, m2=1.9685 nM/h, m3=3.7511 nM/h, m4=2.3422 nM/h,
m5=7.2482 nM/h,m6=1.8981 nM/h, m7=1.2 nM/h, P1=2.1994 h-1, P2=9.4440
h-1,P3=0.5 h-1, rr =0.2817 h-1,r2=0.7676 h-1,r3=0.4364 h-1, r4=7.3021 h-1,
k1=3.8045 nM,k2=5.3087 nM,k3=4.1946 nM, k4=2.5356 nM, k5=1.4420 nM,
k6=4.8600 nM, k7=1.2 nM, a = 1, b = 2. In this and other figures; filled box above
panel, dark interval; open or no box, light interval. The time is redefined so t = 0
corresponds to the first dawn missing in constant conditions. In order to entrain the
oscillations, the equations are solved for 300h under LD conditions before being solved
for constant conditions.
2.2 Results of parameter search
The result of our extensive parameter search suggests that it is not possible to fit the
single loop model to all the experimental data. Figure 2.3 shows a typical solution ob-
tained after the simulated annealing, with a score of ~ = 81. TOC1 mRNA expression
peaks too late in the daily cycle, and LHY mRNA expression comes up too soon in the
night. This solution oscillates on a limit cycle in DD with a period of 25h.
Figure 2.4 shows the results for the optimal solution, i.e. the one with the lowest
cost function score, in this case ~ = 27. In this solution, TOC1 and LHY mRNA levels
both peak at roughly the correct time, and the oscillation slowly damps in darkness with
a period of 25h, similar to experiment.
Using this model, it is possible to investigate how light entrains the clock, by
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Figure 2.4: (a) mRNA levels for optimal parameter set for the LHY JCCA1-TOO net-
work, Ll = 27. ql = 2.9741 h-1, Q2=1.0 tc:', nl =16.9711 nMjh, n2=1.3043 nMjh,
gl=3.0351 nM, g2=0.386 nM, ml=9.3383 nMjh, m2=16.9058 nMjh, m3=1.0214
nMjh, m4=1.6859 nMjh, m5=0.4212 nMjh, m6=0.0484 nMjh, m7=1.2 nMjh,
PI=4.9753 h-1, P2=1.2947 h-1, P3=0.5 h-1, rl =1.4563 h-1, r2=0.8421 tc:',
r3=0.0451 h-1, r4=0.0018 tc:', kl =1.3294 nM, k2=0.8085 nM, k3=0.1445 nM,
k4=0.2089 nM, k5=0.3187 nM, k6=0.3505 nM, k7=1.2 nM, a = 1, b = 2. (b) Protein
levels for optimal model of the LHY JCCA1-TOO network.
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Figure 2.5: Simulated Phase Response Curve (PRC) for optimal solution of LHYjCCA1-
TOC1 network (solid curve). Phase advances are plotted as positive values, and delays
are plotted as negative values. The simulation followed the same experimental protocol
as in the data extracted from a published red light PRC, [88] (dashed curve).
simulating a light treatment phase-response curve experiment (PRC). Circadian rhythms
are entrained by effects of transitions - lights-on or lights-off - on the phase of the
rhythm. Switching on the light in the morning, for instance, induces a phase shift:
either a phase advance or a phase delay (See Chapter 1 for review). A light treatment
phase-response curve experiment systematically explores the phase-shifting effects of
light. Conventionally, the phase shifts in expression that are generated by one hour light
treatments are plotted against the circadian time at which the light pulses were given.
Our simulated PRC has a similar shape to experiment, see Figure 2.5.
The phases of the peak of LHY mRNA and TOCl mRNA under LD cycles are
not overly sensitive to light levels (both an 80% reduction in light levels and a 100%
increase in light levels causes no significant change in phase). Although not imposed
as a specific constraint in the cost function, LHY protein levels do indeed peak 1-2h
after the peak of LHY mRNA expression, as suggested in [69]. However, LHY mRNA
expression still over-anticipates dawn. We found that 5 of the annealed solutions had
low cost function scores with the pathological feature that TOCl mRNA expression
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Figure 2.6: Comparison between experimental concentrations (solid curves, arbitrary
conc. scale, right axis) with those obtained from our optimal model (dashed curves,
left axis), as also shown in Figures 2.2 and 2.4 respectively. Our model reproduces the
phases of LHY and TOGl mRNA correctly. LHY anticipates dawn in the simulation
to a greater degree than experiment. Experimental traces show TOGl levels are falling
during the night before LHY levels start to rise, suggesting that our model is missing
some factor that would serve to bring TOGl down at the end of the day.
had saturated through the night. This suggests that in future work an extra term in the
cost function might be added for the profile shape of TOGl mRNA.
We interpret the inadequacies in all the annealed solutions as reflecting failures
in the structure of the network. This is because the global search shows that there is not
a distribution of model parameters that gives a good agreement with experiments for
this network structure. Further examination of the experimental data shows that TOGl
mRNA expression starts to fall before LHY mRNA expression has started to increase,
meaning that experimental efforts should be focused on understanding what is missing
from the network in order to bring down TOGl mRNA levels at night, see Figure 2.6.
Also, in order for LHY mRNA to be expressed for a shorter time interval compared to
TOGl mRNA, post-translational modification of the TOO protein may be required.
Previous papers [29] have carried out stability analyses based on the period and
amplitude of solutions after a small percentage increase and decrease for each parameter
value in turn. We have also carried out such an analysis which shows that, as for previous
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Figure 2.7: Stability analysis for optimal parameter set of LHYjCCA1- TOC1 network.
The mean period and amplitude of TOCl mRNA over 300h in DD are calculated for a
small perturbation, a 5 percent increase and decrease, for each parameter value in turn.
The circle represents the period and amplitude of the original parameter values.
models, the solution is extremely sensitive to small changes of a few parameters, see
Figure 2.7. For example, a reduction of five percent in n2, the transcription rate of
TOCl mRNA, causes the oscillations to damp to experimentally undetectable levels
after 300h in darkness.
The LHYjCCA1- TOO network does not respond to changes in day length,
as simulated gene expression profiles are identical in LD cycles with long and short
photoperiods, Figure 2.8. It is clear experimentally that the clock has a later phase
under longer photoperiods [101, 100]. The model is insensitive to light at the end of
the day, because the effect of protein P effectively terminates within 3 h after lights on.
Otherwise there should be a drop of LHY and CCAl transcription at dusk. LHY and
CCAl expression fall to a low level before the end of a 12h photoperiod [96]. which
suggests there might be another mechanism to mediate light input at the end of the
day.
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Figure 2.8: Effects of altered photoperiod on circadian rhythms. Simulations (dashed
line, (nM)) are compared to data (solid line, arbitary concentrations) a) under light dark
cycles (LD) consisting of 16h of darkness and 8h of light (LD16:8), b) under light dark
cycles (LD) consisting of 8h of darkness and 16h of light (LD8:16). CCR2 luciferase
imaging data data from [100] is used as a late evening marker to compare to simulations
of TOCl mRNA, as CCR2 and TOCl have been seen to have comparable phases of
expression in vivo (for example ref [64]).
2.2.1 Simulated Mutant Analysis
We have further characterised the output of the 41 annealed parameter sets with
~ < 100, by carrying out a simulated mutant analysis, see Figure 2.9. This involved
the comparison of simulated thy mutants to experimental data, and revealed further
interesting information about the role of LHY in the network.
Single null mutations in LHY or GGA1 experimentally result in short periods of
around 2lh [72]. We simulated this experiment by reducing the translation rate of LHY
protein to half of its original value, and for every single one of our annealed parameter
sets this resulted in a long period mutant or arrhythmia. This is because in our model, a
reduction in LHY level delays the repression of TOG1, so TOG1 mRNA peaks later in
the night, a feature that is not observed experimentally. This discrepancy suggests that
the main role of LHY in the plant clock is to stop TOG1 mRNA peaking too early in
the day, rather than to bring TOG1 levels down during the night, which it does in the
model. All of the 41 solutions with ~ < 100 showed similar mutant analysis, suggesting
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Figure 2.9: Simulation of gain and loss of function mutants of LHY and TOC1 using
optimal model of LHYjeeAl- TOel network. Upper left pane, Translation rate of LHY,
(PI) halved, the average period over the 300h in DD, Td = 29.2h. Upper right pane,
PI doubled, Td = 21.3h. Lower left pane, translation rate of TGCl. (P2), halved,
Td = 44.7h. Lower right pane, P2 doubled, ra = 23.5h.
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that the failure in this regard is a generic feature of the network.
2.3 Discussion
We have modelled the LHY/CCA1 - TOO feedback loop of Arabidopsis, which was first
proposed by Alabadi [72] as an important component of the plant circadian clock. We
developed a cost function to score the performance of the model with a particular set
of parameter values, together with a method to explore the space of possible parameter
values and identify an optimal set. The resulting model reproduces many features of
Arabidopsis circadian rhythms, and it points to a specific phase of the circadian cycle
where further experimentation is required to identify one or more additional components
of the circuit. A significant advantage of our approach is in determining that a gene
network model is inconsistent with experimental data because its circuit is incorrect,
rather than simply being due to a poor choice of parameter values.
The LHYfCCAl - TOO loop was proposed based on the mRNA accumula-
tion patterns of Arabidopsis plants in which these genes were mutated or mis-expressed
[72, 69, 66]. Our model of this loop drives rhythms with the major circadian proper-
ties observed in Arabidopsis which were specified in the cost function used to select
the parameter values. The model has a period close to but longer than 24h in con-
stant darkness, it entrains to 24h light:dark cycles, and it shows peak expression of
the LHY / CCAl and TOCl mRNAs close to the required phases. It also reproduces
features that were not explicitly specified in the cost function, such as a phase-response
curve (PRe) to light treatments with the correct characteristic shape, Figure 2.5. For
some parameter values, the model has a sustained limit cycle in constant darkness, (see
Figure 2.3), though the optimal solution is slightly damped, as is often observed in
experimental data. The model supports rhythms in constant light, as it does in dark-
ness. We do not address any temperature effect explicitly, due to the paucity of relevant
molecular data. The model is likely to be capable of temperature compensation, as
much simpler models can exhibit this behaviour [19].
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The waveforms of LHY and TOCl expression during the day match the data
closely, both for the optimal parameter choice, Figure 2.6, and with many of the opti-
mised parameter sets selected from a million quasi-random choices, Figure 2.3, indicating
that no further biochemical complexity is necessary to simulate this phase of the cycle.
However, even the optimal parameter choice fails to reproduce mRNA accumulation
patterns during the night. LHY mRNA levels start to rise early in the night in the op-
timal parameter choice under LD cycles, anticipating the observed rise by several hours.
Simulated mutant analysis highlights this limitation more clearly. Deletion of either the
LHY / CCAl or the TOCl function leads trivially to arrhythmia, so another timing loop
must be present in the plant, because complete arrhythmia is observed in the relevant
mutants only in specific conditions [65]. if at ali" [67]. Such components might simply be
paralogues of LHY / CCAl and TOCl with non-identical functions [102, 103] which
are absent from the model. More significantly, partial reduction or increase in either
gene function in the model causes period changes in the opposite direction to those
observed, Figure 2.9. This discrepancy cannot be explained by partial gene redundancy
in the plant, nor by a feature specific to the optimal parameter set in the model, as it
was observed in all of the annealed solutions with .6. < 100. It arises because LHY in the
model represses TOCl expression continuously from the mid-night phase, so reduced
LHY function leads to a later peak of TOCl expression at night and a longer period.
Neither LHY nor CCAI expression is observed until close to dawn in the plant [69, 96].
so LHY and CCAl mutants allow an early rise in TOe1 expression in the day and have
a short period.
The failure of the model to reproduce gene expression patterns during the night
or the gross phenotypes of clock mutants, despite this global search of parameter space,
indicates that the gene network in the model is incorrect. In Chapter 4, we attempt
to extend our network model to include extra gene functions, in order to fit to more
experimental data.
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Chapter 3
Optimisation scheme
3.1 Parameter Optimisation
Parameter Optimisation is a very large field, touching on many areas of research, in-
cluding the physical and mathematical sciences, and several branches of engineering.
Essentially it involves minimising or maximising a function that depends on one or more
independent variables to obtain some sort of "best fit". Our optimisation approach
involves first defining a qualitative cost function, effectively a set of least-squared error
terms representing the essential experimental data that the model must fit to. This cost
function is then calculated for a sampling of parameter space, the coordinates being
chosen using a quasi-random number generator on a uniform, bounded domain. The
best points found from this search are then passed on to a further local simulated an-
nealing scheme. Each section of this process is described in detail in this chapter (See
Figure 3.1.
This chapter is based on work published in 'Modelling genetic networks with
noisy and varied data: The circadian clock in Arabidopsis thaliana', J. C. W. Locke, A.
J. Millar and M. S. Turner, J. Theor. Biology, 234, 383-393, (2005).
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Figure 3.1: Flow diagram of optimisation scheme. The qualitative cost function .6. is
solved for 106 points in parameter space chosen using a Sobol quasi-random number
generator. The top fifty parameter sets with the lowest .6. scores are then passed to a
further simulated annealing acheme. The parameter set which gives the lowest .6. score
after 105 annealing points is taken as our optimal parameter set.
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3.1.1 The Cost Function
Various experimental data sets [SO,96, 64] give us approximate values for the phase and
period of the oscillations in mRNA levels of the known central clock genes in Arabidopsis,
see Figure 2.2. TOC1 and LHY mRNA expression levels have been shown to peak
around dusk and dawn respectively. In contrast neither the absolute nor the relative
levels of LHY and TOC1 mRNA are known. Due to the lack of time points in RNA
experiments, together with the level of variability (noise) currently ubiquitous in such
biological data, it is inappropriate to compare a model quantitatively to any particular
set of experimental mRNA traces. Although such a direct quantitative comparison has
been attempted in other studies [104, 4S], as well as in cell cycle models [105], it is our
belief that in cases with sparse experimental data this simply will not be appropriate.
This motivated us to construct an empirical cost function designed to give a quantitative
value for the goodness of fit of our solution to essential qualitative features present in
the experiments. These are the sort of features that plant circadian biologists would
demand that a model reproduces in order to be viable.
We constructed our cost function b. as simply a sum of terms that each quan-
tify the agreement between our model and a single qualitative experimental feature.
Sma II va Iues of the cost function correspond to a model (or, more precisely, a set of
parameter values within a given model) that give a good qualitative agreement with the
corresponding experimental features. Wherever possible the weighting of each term in
the cost function was chosen so that an 0(1) contribution would arise from any term
in the cost function, reflecting a marginally acceptable divergence between the model
and the data. This level of disagreement would correspond to roughly the size of the
experimental error bars. There is inevitably some arbitrariness in how we defined the
level of acceptable error, but at all times we tried to base our assumptions on inferences
from experimental data. In order to evaluate the terms in the cost function we solved
numerically Eqns. 2.1 to 2.S over 600h, 300h in 12h light:12h dark cycles (LD), followed
by 300 h in darkness (DD) (the first 200 h of each solution are discarded as transitory).
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The equations were solved using MATLAB, integrated using the inbuilt stiff equation
solver ODE15s [106]. The optimisation process described in the following sections was
carried out by compiling the MATLAB code into C and running the code on a task farm
super computer consisting of 31 x 2.6 GHz Pentium4 Xeon 2-way SMP nodes (62 CPUs
in total). In what follows we identify 1nM and 1h as the typical concentration and time
scales, and measure all concentrations and rate constants in units where these are unity.
We initialised our simulation at c~j) = 1. The cost function is given by:
(3.1)
we now describe each term of the cost function, Eqn.3.1, in turn.
First, 6T1d measures the difference between the experimental target period and
the mean period of the oscillation in mRNA levels of LHY and TOGl in light:dark
(LD) cycles as exhibited by the model;
6T1d = L ((24 - Ti(m»)2/0.15)ld
i=L,T
(3.2)
This is the summed error in the period, T, for LHY (L) and TOGl (T) mRNA levels
in light:dark cycles (LD), where Old gives the average over the cycles between 200 <
t < 300, and a marginally acceptable period difference of ~ 25mins contributes 0(1)
to the cost function for each term.
Second, the term 6Td gives a similar measure in constant darkness (DD). These
two terms ensure that the entrained and free running clocks are near limit cycles with the
experimentally observed period (stably entrained in LD cycles and with a free running
period greater than 24h [107]),
6Td = L ((25 - Ti(m»)2 / f)d
i=L,T
(3.3)
where the average of Od is now over 300 < t < 600 (DD). The biological evidence
strongly indicates that the free running period of the clock is greater than 24 [107],
probably about 25, but we have less confidence in assigning a precise value hence we
adopt values of f = 0.05 if Ti(m) ~ 25 and f = 2 if Ti(m) > 25.
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Thirdly Ocp measures the difference between the target phase and the average
phase of the peaks of LHY and TOCl mRNA expression in LD. It also ensures that
the oscillations are entrained to the LD cycles,
The first term compares the mean difference in phase over the LD cycles, where .6.<Pi =
(fii - (h ¢i is the phase (from dawn) of the RNA peak in the model and ch = 1hr,
(fiT = llhr are the target phases of the peaks in c~m)and c~m) respectively. We assume
a cost that is 0(1) for solutions that differ by an hour. The next two terms ascribe a
cost of 0(1) for limit cycle solutions in LD cycles whose peak heights vary only within
5 percent of one another, and whose variations in peak phases are 5 minutes. aDld is
the standard deviation for the cycles in LD. The term Oent checks that the solution is
truly entrained to the light/dark cycle, i.e is not oscillating with the correct phase simply
because of the initial conditions chosen. This is achieved as follows: the solution is rerun
for 75h, taking the solution at 202h and shifting it back 3h, i.e initialising the t = 202
solution as the t = 199 solution. The new phase of the second peak is compared to the
original phase of the second peak. If the phase discrepancy is still near 3 h, then the
solution is too weakly entrained, and the solution is pathological. The LD cycles have
failed to phase shift the response. We assume that the rate of adjustment of the phase
is linear in the discrepancy of the phase. This gives us a phase discrepancy that goes to
o exponentially in time (like the radioactive decay equation). The characteristic time is
then trivially related to the log of the phase discrepancy. It is this logarithmic variation
that is reflected in our choice of Oent. Hence Oent takes the form of log(O.5)/ log(o¢/3),
where o¢ is the phase discrepancy in hours between the shifted and original solution, and
o¢/3 is therefore the fraction of the imposed 3h phase shift remaining after 2 periods.
The term log(0.5) gives the acceptable remaining phase difference of 1.5h for the second
cycle, which results in an 0(1) contribution to the cost function.
Next Osize checks that the oscillation sizes are large enough to be detectable
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experimentally, and quantifies the degree to which the clock in the model is damped in
darkness: we require that it is not strongly damped,
(3.5)
The first term introduces a > 1 cost for solutions in LD cycle with oscillation sizes,
(~c~m) = c~m)max - c~m)min)' less than Lnm, and the second term penalises oscillations
that decay too quickly when entering DD as follows: To is a time characterising the decay
in the oscillations over the 300h in DD, To = -300/log((~C~m)ld - ~c~m) d)/~C~m)ld),
and Te gives the marginally acceptable decay time, corresponding to TOe oscillation
amplitudes that have dropped by 1/4 over 300h, -300/ log (0.75).
Finally the term 8CL contains a measure of how broad the peak of LHY mRNA
expression is in the proposed solution in LD cycles and is small only if the trace peaks
sharply, as observed experimentally. This term is also only small if the peak heights of
LHY mRNA expression drop when going from LD to DD,
(3.6)
The first term penalises LHY mRNA expression profiles that do not have a sharp peak
in LD cycles, with an 0(1) contribution if LHY's expression level has dropped by 2/3
of its oscillation size within 2h before and after its peak of expression (at time tp). The
second term checks that LHY mRNA expression has a broad minimum, with an 0(1)
contribution if 2h before and after the minimum point (at time tm) LHY's expression
has only increased to 5 percent of the level 2 h before LHY's peak. The last term
checks that the peak of LHY mRNA expression drops from LD into DD, as it loses its
light activation.
Throughout the implementation the cost function was "capped" at ~max = 104,
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such that ~ ---t Min(104, ~). This enabled us to discard solutions that grossly disagree
with experimental observations.
3.1.2 Sampling parameter space in order to calculate ,6.
Random numbers have many applications including in simulation, cryptography and
statistical sampling. There are three main types of random number generators; truly
random generators, pseudo-random generators and quasi-random generators [108]. Truly
random generators are based on a genuinely random process, such as by tapping into
electrical noise. Pseudo-random generators create a series of numbers generated by
a deterministic process that mimics a random sequence. This has the advantage of
being reproduceable and being computationally undemanding, both crucial features in
numerical simulation. Quasi-random generators do not really produce truly random
numbers. For some applications, such as evaluating integrals numerically, using random
or pseudo-random sequences is not efficient. In our case, we are attempting to search
an n-dimensional space for a point that minimises our cost function. One method of
achieving this would be to choose points on a grid; the primary issue with this approach is
that one has to decide in advance how fine a grid to use. Quasi-random generators pick
sample points at random, yet spread out in a self-avoiding way, reducing the chance
of clustering that occurs when using a pseudo-random generator. Figure 3.2 shows
the advantages of points chosen using the Sobol algorithm, a standard quasi-random
generator [109, 110], over random points. We implemented the Antoneev-Saleev variant
of the Sobol quasi-random number generator to choose parameter values (vectors) in
our d = 23 parameter space, adapted from [108]. The initial values as described in [111]
were used, allowing number generation in up to 1111 dimensions. We carried out the
following change of parameters fl1 = 91a, 92 = 92b, n'2 = n292b, retaining the 'hatted'
variables, and then bounded the parameter space for the 23 parameters to be optimised
to be bounded E [0,10], where our typical parameter scale is unity in nM=hours=l.
We calculated ~ for 1 million Sobol points, and the top 50 solutions found from this
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Figure 3.2: Demonstration of the utility of using Sobol points for more" uniform"
sampling. (a) 500 points distributed randomly in two dimensions. (b) 500 Sobol points
in two dimensions. Sobol points are chosen in order to avoid the clustering and voids
that occur with randomly generated points.
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E Local minima
Figure 3.3: Energy landscape of a hypothetical function. In order to reach the global
minimum. the optimisation procedure must be able to escape local minima. This can
be achieved using simulated annealing.
search of parameter space were then passed onto a simulated annealing scheme.
3.1.3 Simulated Annealing
Simulated annealing is a very popular technique when tackling optimisation problems.
where a desired global minimum is hidden among many poorer local minima (see Figure
3.3). A downhill optimisation approach such as the Neider Mead scheme [112] will only
accept a move in parameter space if it has a lower cost function: meaning that it will
get stuck in local minima. Simulated annealing is a much more flexable and robust way
of identifying minima.
The concept of simulated annealing [113. 114] is based on the manner in which
liquids freeze or metals recrystallise in the process of annealing. In an annealing process
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a melt, initially at high temperature and disordered, is slowly cooled so that the system
at any time is approximately in thermodynamic equilibrium. As cooling proceeds, the
system becomes more ordered and approaches a frozen ground state at T = o.
The original Metropolis simulated annealing scheme for minimising a function is
that an initial state of the system is chosen at energy E and temperature T. Holding T
constant, the initial configuration is perturbed and the change in energy dE is computed.
If the change in energy is negative the new configuration is accepted. If the change
in energy is positive it is accepted with a probability given by the Boltzmann factor
exp (-dEfT). The temperature is then decremented and the entire process repeated
until a frozen state is achieved at T = O. Hence at the beginning of the scheme it is
easier to take uphill steps, just as a disordered material has more freedom to re-arrange
at high temperature.
We annealed according to a standard Metropolis algorithm [114]. Temperature
reduction was carried out linearly each step, from Tmax to 0 over the 105 annealing
steps. Tmax was set as the average cost function value of the best 50 solutions. The
step size Ib"rl in parameter space was set to allow the optimisation routine after 105
annealing steps to travel a distance approximately equal to the distance between two
neighbouring Sobol points. This approach yields Ib"rl = 0.0431. During the algorithms
operation, the parameter values were reset to the best found point if a parameter set
giving a lower .6. score had not been found over the previous 104 points. The parameter
values were not bounded during the annealing process.
3.2 Analysis of the Optimisation Scheme
We solved our system of equations for 106 quasi-random Sobol points, each representing
a list (vector) of all parameter values (see Figure 3.1 for flow diagram of the optimisation
scheme). We then proceeded to calculate the qualitative cost function for these 106
random points in parameter space. Encouragingly, the best cost function obtained after
N steps appears to converge, see Figure 3.4.
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Figure 3.4: Convergence of best cost function with number of Sobol points (dotted line),
(Upper pane). Also shown is the trace of the annealing steps leading to the optimum
solution, with ~ = 27 (solid red line). The lower pane shows (~), the average value
of b. for the best 100 solutions, for varying values of the Hill coefficients, a = b. The
average value remains relatively constant, suggesting the value of the Hill coefficients is
not crucial for the optimisation of this model.
48
[]
ern 0000 rnrmorri
o
o 0 DOJO DD
CD
o 0 OD 0[IJ 0 =
o [[] OOIIJ 0 0 o DD CIllO 0 0 (DO aoQ
toc1 mRNA ~OD o o 00 0 DO[lJO CD o 0 OJ CD (] 0 orocm::n:::Ij
LHY nuc 0 0 o o DO CD 0 ornrtio DD []) o 0 [] 0 0 DOODaD
LHY cyt 0 0[] o DD 00 DJ DD rn 0 rrn 0 0 O~
Ihy mRNA o o DD OD 0 0 OCIJ 0 0 OOCIJ 0 rno 0 o o 0
0.5
Saturation Index
0.75o
Figure 3.5: The Saturation index, as defined in the text, is shown for degradation terms
in the model. A value of 1 shows the term is saturated, 0 shows the term is linear.
Also shown is how the best 100 values from the Sobol sampling vary with in-
creasing Hill coefficients. Interestingly we found that the high Hill coefficients adopted
in many previous models are not required to obtain a near optimal solution. The 50
top solutions all have t:.. < 122 and were broadly distributed in parameter space (mean
of parameter values range from 3.53-7.08, standard deviations from 2.14-3.19). In our
scheme the 50 points with the lowest cost function score obtained from the Sobol sam-
pling were then passed to a simulated annealing routine. We then used the 41 annealed
solutions with t:.. < 100 as diverse but reasonable annealed parameter sets for further
analysis in Chapter 2.
We tested whether there was any similarity between the annealed parameter
sets by examining the saturation of the Michaelis-Menten kinetics of the degradation
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Figure 3.6: Variation of the cost function near the optimal solution of the LHY /CCA1-
TOCl network. Parameters nl,gl and ml (Top panel) and parameters kl' PI, and
rl (Bottom panel) are varied by +/- 5% and the resulting variation in 6. is shown.
Parameter space can be seen to contain many local minima, supporting our choice of
simulated annealing for the parameter optimisation.
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terms. Although the parameter values were broadly distributed in parameter space,
there could still be redundancy between parameter sets, as for example the transcription
and degradation rates could simply scale together. We examined the saturation in the
degradation terms as it has been suggested that saturated degradation terms in clock
models leads to oscillatory solutions [95]. We defined our saturation index (SI) as
smax
S1=----K +smax (3.7)
where K is the Michaelis-Menten constant and smax is the maximum numerically cal-
culated value for the substrate under constant dark conditions. Figure 3.5 shows that
for our optimised solutions there is no strong trend towards saturation of the degrada-
tion terms, which provides further evidence for the requirement of a global approach to
parameter optimisation.
We also examined the parameter space around the optimal solution, with .6. =
27, by recalculating the .6. for parameter values near this point (Figure 3.6). This
figure shows the .6. landscape to be 'choppy', suggesting that simulated annealing was
a reasonable choice for our optimisation scheme.
3.3 Discussion
We have developed a robust optimisation scheme that appears to work well with noisy
and varied experimental data. The construction of the qualitative cost function allowed
us to constrain the behaviour of the model to the consistent, qualitative features of
the experimental data. This approach is effective even for noisy or underdetermined
systems, when data are scarce and variable (for example, among different laboratories)
so direct fitting to quantitative data is undesirable or impossible. It is easy to understand
intuitively and can be expanded along with the available data. Terms can be added to
the cost function to fit the phenotypes of mutants, for example. The terms in the cost
function developed here are specifically based on the experimental data known for the
Arabidopsis network, and these terms would probably have to be re-formulated to be
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applied to a different network. However, a cost function containing terms similar to those
as described here should be useful for analysing circadian networks in other organisms.
The cost function can potentially combine the qualitative terms, used here, with direct
fitting to data. A clock model was recently fitted to a particular set of molecular data
for the first time [48], though without specifying how the starting parameter values
were chosen. The qualitative terms will no longer be required when sufficient, reliable
time-series data are available for fitting. The need for fitting will in turn be reduced as
parameter values are measured experimentally. However, a common feature in scientific
research is that data tends to be sparse at first, and only later measured extensively
under all relevant conditions.
We solved the cost function for a large range of parameter values. A million
starting parameter sets were generated quasi-randomly. This approach leaves fewer
voids in parameter space than a random distribution. Each parameter was bounded at
a maximum value. The 50 parameter sets (points, in parameter space) that gave the
lowest cost function scores were taken as starting points for optimisation by simulated
annealing. Our method is computationally intensive but achieves a far greater coverage
of parameter space than the most extensive manual search, finding good solutions with
a maximum Hill coefficient of 2. Optimisation may require fewer parameter steps if
these can be directed [115], but our method clearly converges upon parameter values
that give an excellent match to the data (Chapter 2).
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Chapter 4
Extending the Arabidopsis clock
model
Here, we extend the LHYjCCA1- TOC1 network beyond the structures easily inferred
from data. This involves the development of new mathematical models that we use to
direct further experimentation. To investigate the effect of variations of the network, the
outputs of the extended models are compared to published data and to new experiments
undertaken by the Millar lab. The biochemical parameter values required in the model
are optimised using the method described in Chapter 3. This reduces the possibility that
problems with the model are due to a particular set of parameter values, allowing us to
examine the properties and failures of the network structure directly.
This chapter is based on work published in 'Extension of a genetic network model
by iterative experimentation and mathematical analysis', J C W Locke, M M Southern,
L Kozma-Bognar, V Hibberd, P E Brown, M S Turner and A J Millar, Mol. Syst. BioI.,
1:13, (2005).
53
4.t Limitations of the LHY/CCAt- TaCt network
Our previous model of the single-loop LHYjCCA1- TOC1 network (Chapter 2) was able
to correctly reproduce the phases of TOC1 and LHY RNA accumulation in WT under
light-dark cycle (LD) 12:12. However, simulated TOC1 mRNA levels remained high
until LHY protein accumulated, rather than falling after dusk as observed [64]. This
was exaggerated by halving the LHY mRNA translation rate in the simulation (repre-
senting thy or ccal loss-of function mutants), which incorrectly predicted a long-period
phenotype. This led us to deduce that there must be another factor responsible for
reducing TOC1 expression, which is not modelled by this network.
Studies of a fusion of a fluorescent protein and TOC1, which allows measurement
of the levels of TOC1 by imaging the flourescent protein, suggest an additional limitation
[65]. The TOO fusion was shown to be close to its minimum abundance before dawn
under LD12:12, whereas according to the single-loop LHYjCCA1- TOO network, TOO
should be activating LHY transcription maximally at that time [116]. This suggests that
either the active form of TOO is present at a far lower concentration than bulk TOC1
protein, perhaps in a complex, or that an additional, TOC1-dependent component is
the direct activator of LHY and CCA1.
A third problem is that the LHYjCCA1- TOO network did not respond to day
length (simulated gene expression profiles were identical in LD cycles with long and
short photoperiods, Figure 2.8), whereas it is clear experimentally that the clock has a
later phase under longer photoperiods [101, 100]. This limitation occurs because light
input to this network is modelled only by the activation of LHY expression at dawn,
so the model is insensitive to light at the end of the photoperiod. Indeed, LHY and
CCAl expression fall to a low level before the end of a 12h photoperiod [96], so another
mechanism is required to mediate light input at the end of the day.
54
4.2 The LHY/CCAl- TOCI-X network
We extended the single-loop LHYjCCA1- TOC1 network by adding components that
would address these limitations, as directed by the experimental data. After each addi-
tion, we tested network parameters to establish whether the new network could account
for further experimental data. We identified optimal parameters for the most promising
of the extended, single-loop models, which we term the LHYjCCAl- TOO-X network.
Firstly, light activation of TOCl transcription was included to provide light input at the
end of the day and, conversely, to reduce TOCl activation immediately after lights-off.
Secondly, an additional gene X was added to the network after TOCl, with nuclear
X protein as the immediate activator of LHY instead of nuclear TOO. Thirdly, as
the F-box protein ZEITLUPE (ZTL) has been shown to degrade TOC1 protein more
effectively during the night [62], we added this factor into our network equations.
We extended the model described in chapter 2, again using Michaelis Menten
kinetics and Hill functions to describe degradation and transcription respectively. We
used the same form of equation for the acute light response and again grouped LHY
and CCAl as a single gene, LHY.
We adopt the following as our mathematical model for the central circadian
network: an LHY-TOC1-X feedback loop which involves the cellular concentrations
c~j)(t) of the products of the ith gene (i = L labels LHY, i = T labels TOC1, i = X
labels X) where j = rn, c, n denotes that it is the corresponding mRNA, or protein in
the 0'toplasm or nucleus respectively.
d (m)
__!:l:._ =
dt
d (c)~
dt
d (n)
...!:..L =
dt
(4.1)
(4.2)
(4.3)
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d (m) (n2 + 8light (t)n3) 92b m4C~m).5:I_ (4.4)
dt 92b + 4:)b k4 + c~m)
d (c) (c)
~ (m) (c) (n) (( 8 ( )) ) Cr (4.5)dt P2Cr - r3Cr + r4Cr - 1 - -light t m5 + m6 (c)k5 + Cr
d (n) (n)3:_ (c) (n) (( 8 ( )) ) Cr (4.6)= r3Cr - r4Cr - 1 - -light t m7 + mg (n)dt k6 + Cr
d (m) (n)C mgc<;").5:JL = n4Cr (4.7)dt 93c + c¥!')C k7 + c<;")
d (c) (c)Cx (m) (c) (n) mlOCx (4.8)= P3Cx - r5Cx + r6Cx - (c)dt kg +Cx
d (n) (n)...!2L (c) (n) ml1Cx (4.9)
dt r5Cx - r6Cx - (n)kg +Cx
d (n) (n)
~ m12Cp (n) (4.10)= (1 - 8light)P4 - (n) - Q28lightCpdt klO + Cp
Here the various rate constants nj, 9j etc parameterise transcription (nj, 9j), degrada-
tion (mj, kj), translation (Pj), and the nuclear +-t cytoplasmic protein transport (rj).
There is evidence that LHY and CCA1 proteins bind as a dimer to the promoter of
TOGl [71], and that there is only one active binding site on the TOGl promoter [72],
so the Hill coefficient for TOGl inhibition by LHY protein, b, was set to 2. As there
is no experimental evidence to support different values for the Hill coefficients a and C
these were also set to 2.
A constant light activation term, 8light (t) n3, was added to TOC1 mRNA pro-
duction and the effect of ZTL is modelled by the degradation terms for TOC1 in the
cytoplasm and the nucleus, which are dark activated as suggested in [65]. An optimal
parameter set was found using the methods described in Chapter 3.
Figure 4.1 shows the simulated expression profiles for the LHYjCCA1- TOC1-X
network using the optimal set of parameter values (Appendix B). TOC1 RNA levels peak
at dusk in WT under LD12:12, and LHY RNA levels at dawn. The model allows TOC1
mRNA levels to drop before LHY levels rise, as observed in experiment. Including gene
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Figure 4.1: The single-loop LHYjeeA1-TOe1-X network. (a) Network diagram. LHY
and CCAl are modelled as a single gene, LHY (genes are shown encircled). Nuclear
and cytoplasmic protein levels are grouped for clarity (shown boxed) and degradation
is not shown. Light acutely activates LHY transcription at dawn and activates TOO
transcription throughout the day. TOe1 activates a putative gene X, which in turn
activates LHY. Nuclear LHY protein represses TOO transcription. TOe1 degradation
in the nucleus and cytoplasm is dark activated, due to data showing ZTL degrades TOe1
more efficiently at night (not shown) (b) Time variation of mRNA levels for the optimal
parameter set. In all figures, filled box above panel, dark interval; open or no box, light
interval. LHY mRNA (dotted line) peaks at dawn in LD12:12 and TOO (solid line)
falls after dusk, due to the loss of light activation.
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Table 4.1: Comparison of models: period estimates of the LHYjCCA1- TOO,
LHYjCCA1- TOO-X, and interlocked loop models for the Arabidopsis circadian clock
network are compared to experimental data. The simulation estimates are the average
period over 300h in DD of TOO mRNA for WT, ccal, and ccal;lhy backgrounds. Ex-
perimental data for WT and ccal mutant periods from [67], ccal;lhy data from Figure
4.3.
WT period (h) cca1 Single mutant (h) cca111hy mutant (h)
experimental data (:t1 S.E.M) 26.6 (:lO.2) 25.4 (:lO.2) 18.5 (:to.3)
Intarlocked Feedback Model 25.9 25.5 17.0
LHY/CCA1-TOC1-X single loop model 25.9 29.5 ArryIhmic
LHY/CCA1-TOCl single loop model 25.0 29.2 ArryIhmlc
X within the model permits simulated TOO protein levels to fit well with the published
data (Figure 4.2). ztl mutants were modelled by reducing the degradation rates of
TOC1 protein in the cytoplasm and the nucleus by 50%. This results in a long period
phenotype, with a period of 32h, similar to or longer than the period of ztl mutants [62].
A prediction of X mRNA and protein levels is also possible (Figure 4.2): X mRNA peaks
in the middle of the night under LD12:12 and nuclear X protein levels peak at dawn.
Strong X mutants have the same predicted phenotype as the strongest phenotype of
tocl loss-of-function mutants, causing arrhythmia due to the lack of LHY activation.
The pattern of X mRNA accumulation, and its mutant phenotype, are similar to those
of characterised genes such as ELF4 [78]. However, this model still incorrectly predicts
a long period in the simulated ccal single mutant (Table 4.1), and the strong, constant
light activation of TOCl transcription causes several problems; for example, the model
becomes arrhythmic under LD cycles with long photoperiods.
4.2.1 Experimental characterisation of the cca1;lhy double mutant
The response of circadian phase to day length [101, 100] strongly suggested that the
circadian system receives at least one light input in addition to the activation of LHY
and CCAl expression, yet simulations with the LHY jCCA1- TOC1-X network indicated
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Figure 4.2: Simulations of the LHYjCCA1- TOC1-X network. Left panel: simulated
TOCl protein levels from model (dashed line), data from [65] (solid line). Maxima have
been normalised to 1 for each trace. Right panel: Prediction of X mRNA (dotted line)
and X protein levels (black line). In this and other figures, filled box above panel, dark
interval; open or no box, light interval.
that this was unlikely to be a simple light activation of TOC1 transcription. We sought
more direct evidence for this light input by characterising circadian rhythms in the
ccal;lhy double loss-of-function mutant. RNA data for ccal;lhy mutants in constant
conditions show a damping, short period oscillation [67, 64]. which has been described
as arrhythmia. These experiments were repeated using luciferase imaging by Victoria
Hibberd (Figure 4.3). In the ccal;lhy mutant, promoter activity of CCAl and of the
clock output genes CCR2 and CAB2 showed an 18h rhythm for at least 3 cycles in
constant light (LL), which subsequently lost amplitude. The rhythm is more robust in
LL but is also apparent in constant dark (DD) (Figure 4.3). The double mutant retains
a regulatory network capable of supporting rhythmic gene expression.
Reproducible entrainment of the double mutant by LD cycles was implicit in
previous reports, suggesting that entrainment by light is still possible in the residual
network [67, 64], (Figure 4.3). To test this more stringently, Laszlo Kozma-Bognar
generated a Phase Transition Curve (PTC) for the WT and double mutant (Figure 4.4).
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Figure 4.3: Experimental data for the expression of CCR2:LUC+ in WT (filled dia-
monds) and ccal-11;lhy-21 double mutant (open diamonds) plants in LL (top) and DD
(bottom). Luminescence of each seedling was normalised to its mean value over the
entire timecourse. Data are averages of normalised luminescence from WT seedlings
in LL, n=16, in DD n=18, ccal;lhy seedlings in LL n=13, in DDn=15. Error bars
represent one SEM, often within symbols. This experiment was performed by Victoria
Hibberd, see Ref. [117].
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Figure 4.4: Phase Transition Curve for WT (panel a) and ccal;lhy double mutant (panel
b). Seedlings expressing the CCR2:LUC reporter were grown and entrained for 12 days in
LD cycles, and then transferred to DD at the predicted time of lights-off. Luminescence
signals were monitored for 5 days in DD. After 24 h in DD, red light pulses (15 J.lmol
m-2s-1 for 1h) were administered at 3h intervals. The new phase of the rhythm induced
by the light pulses was converted to circadian time (CT (h), 24ths of the period) and
plotted against the circadian time of light treatment (Solid lines). Experiment performed
by Laszlo Kozma-Bognar, see Ref. [117]. Simulated phase responses are represented
by dashed lines, and show simulated response of the interlocked feedback loop model
to a 1h light pulse. Phase marker for simulation was TOO mRNA peak, compared to
CCR2:LUC+ peak in data.
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The PTC shows the response of an oscillator to a resetting stimulus and is plotted as
the phase to which the oscillator is set (" new phase"), for each phase at which the
resetting stimulus is applied (" old phase"). In WT, light pulses induced phase delays
during the early subjective night and phase advances during the late subjective night,
whereas relatively small phase shifts were elicited during the subjective day. The WT
showed a Type I (weak) resetting pattern with less than 6h maximal phase shifts, in
contrast to the Type 0 (strong) resetting observed in a previous report [88], probably due
to the lower fluence of our light stimulus. In contrast, the double mutant showed Type 0
resetting: irrespective of the phase of the light stimulus, the clock was reset to a narrow
phase range (circadian time (CT) 20-23). Light input to a residual, rhythmic network
remained without LHY and CCAI function, leading us to add a second, light-responsive
feedback loop to produce our next model.
4.2.2 The interlocked feedback loop network
Removing LHY function from the single loop models prevents any oscillation, so none
of these models can reproduce the entrainable, damped rhythms observed in ccal;lhy
plants. We therefore developed an interlocked feedback loop network that is capable
of oscillation in simulated ccal;lhy double mutants (Figure 4.5). A hypothetical gene
Y activates TOO transcription and TOCI protein represses Y transcription, forming
a feedback loop. Light input into this loop is possible via transcriptional activation of
Y rather than of TOO; there is as yet no evidence of direct light activation of TOO
[118]. Y was allowed to be both acutely light activated, in the manner of LHY, so
to explain the extremely light sensitive response seen experimentally in the PTC of the
ccal;lhy mutant (Figure 4.3), and to have a constant light activation term, to allow the
clock to sense photoperiod. Y is also repressed by LHY, as this allowed the network to
fit the WT as well as the ccal;lhy experimental data. LHY therefore acts as a powerful
delaying factor in the early day, when it inhibits expression of both TOO and of Y.
As for the LHYjCCAI- TOCI-X network, The TOCI degradation term in the cytoplasm
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Figure 4.5: The interlocked feedback loop network. (a) Network diagram. This differs
from that shown in Figure 4.1 in the following way: here TOCl is activated by light
indirectly via hypothetical gene Y. Y activates TOCl transcription and both LHY and
TOC1 repress Y transcription, forming a second feedback loop. (b) Simulation of
LHY (dashed line) and TOCl (solid line) mRNA levels for the optimal parameter set,
representing WT (top) and ccal;lhy double mutant (bottom) in DD. Translation rate of
LHY mRNA in simulated mutant is 1/1000 WT value (Reducing the translation rate of
LHY MRNA to 0 gives the same result). Period of WT in DD is 26h, period of mutant
is 17h.
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and nucleus was dark activated, to fit with data showing ZTL degrades TOC1 more
efficiently at night.
We used a non-cooperative binding term for the activation and repression of
TOG1 by Y and LHY respectively, and for the repression of Y by TOO and LHY.
This means that LHY represses TOG1 transcription irrespective of the levels of Y. The
Hill coefficients a,b,c,d,e in the equations were allowed to vary between 1 and 4 in the
optimisation procedure. In order to obtain a compromise between flexibility and overall
number of free parameters the Hill coefficients of activation and repression of TOG1
were set to the same value, i.e. b = c.
d (m)...5!.l._
dt
d (c)~
dt
d (n)..5.L
dt
d (m)
...!2;_ =
dt
d (c)...:::r_
dt
d (n).5:L
dt
d (m)
~ =
dt
d (c)Cx
dt
d (n)...!2L
dt
(4.11)
(4.12)
(4.13)
(4.14)
(4.16)
(n)d
n3cT
g2 + cc;:)d (4.17)
(4.18)
(4.19)
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d (m)~
dt
d (c)~
dt
d (n)~
dt
d (n).2_
dt
(S
. (t) (n) + (Slight (t) n4 + n5)9~)
hght Q2Cp e (n)e X
95 +CT
(f) (m)96 m12Cy9t + c~n)f - kw + c~m)
(c)
(m) (c) (n) m13Cy
P4Cy - r7Cy + rscy - (c)
kl1 + cy
(n)
(c) (n) m14Cy
r7Cy - rScy - (n)
k12 + cy
(n)
m15cp (n)
(1 - Slight (t)) P5 - (n) - Q3Slight (t) cp
k13 + cp
(4.20)
(4.21)
(4.22)
(4.23)
Optimal parameters for the interlocked feedback loop network (Appendix D)
were identified (see Appendix C for details). The optimised model achieved a good fit
to experimental results that were specifically encoded into the cost function and hence
the optimisation process. This demonstrates that the proposed network is sufficient to
explain these data, in contrast to previous models. Simulations of the WT and ccal;lhy
mutant using the optimal model fit well to experimental RNA expression profiles in DD
and in LD12:12 (Figure 4.6(a) and 4.6(b)). For the WT simulation (Figure 4.5), LHY
mRNA peaks at dawn, TOCl at dusk, and the oscillations follow a stable limit cyde with
a period of 26h in DD. The simulation of ccal;lhy gives a low amplitude oscillation in DD
with a 17h period (Figure 4.5), as observed experimentally (Figure 4.3). Under LD12:12,
TOCl mRNA oscillates with an early peak phase in the double mutant, 5h after dawn, as
contained within the optimisation cost function. The rhythm of TOCl expression in the
double mutant also shows a higher amplitude than WT (Figure 4.5), which is observed
experimentally [64], but this was not specified explicitly in the cost function during
optimisation. Figures 4.6(c) and 4.6(d) show similar expression profiles for simulated
and observed [64] TOCl mRNA in the WT and ccal;lhy mutant under LD16:8 (note
that normalisation of data and simulated values obscures the change in amplitude in
this figure). TOCl mRNA anticipates dawn in the simulation of the ccal;lhy double
mutant, which has not been so dearly observed in published experimental data and
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Figure 4.6: Comparison of interlocked feedback loop simulations (dashed line) under
LD to data (solid line). (a) TOC1 mRNA levels in WT plants in LD12:12, left axis;
data from [59], right axis. (b) LHY mRNA levels in WT plants in LD12:12, left axis;
data from [96], right axis. (c, d, e) TOC1 mRNA levels in WT (c), ccal;lhy mutant
(LHY mRNA translation rate 1j1000th WT value in simulation), (d), ccal mutant
(LHY mRNA translation rate half WT value in simulation) (e) entrained to LD16:8,
data from [64]. Highest value of data and simulation is set to 1, for each panel. (f)
TOO protein levels for WT simulation entrained to LD12:12, TOC1 fusion protein data
from [62].
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Figure 4.7: Stability analysis of optimal parameter set in the interlocked feedback loop
model. The period and amplitude of TOCl mRNA oscillations over 300h in LL are
calculated for a 5% increase and decrease to each parameter value in turn. The circle
represents the period and amplitude of the optimal parameter values.
points to an area for future experimentation.
4.2.3 Analysis and validation of the interlocked feedback loop network
This model with the optimal parameters not only fits these data but its behaviour is
also robust to parameter changes. This is widely thought to be a realistic requirement
for models of biological regulation, because effective parameter values may be poorly
buffered in biology. Changes in the period and amplitude of TOCl RNA oscillation
under LLwere examined after a 5% increase or decrease of each parameter value in turn
(Figure 4.7). The resulting change in period varied from 0 to 4%. As for previous clock
models [116, 44], some parameters are more sensitive to change than others. The most
sensitive parameters are those involved in TOCl degradation, and X translation and
nuclear transport. The period and amplitude of this model are much less sensitive to
parameter changes than the single-loop LHYjCCA1- TOCl model (Fig 2.7), suggesting
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Figure 4.8: Simulations of the interlocked feedback loop network in LD12:12 and LL.
(a) mRNA levels for WT in LD12:12 then LL. LHY mRNA level peaks at dawn (dotted
line) and TOO mRNA level (solid line) at dusk in LD cycles. Period is 25h in LL. (b)
mRNA levels for ccal;lhy double mutant in LD12:12 then LL. TOO mRNA peaks in
the middle of the day and oscillates with an 18h period in LL, as seen experimentally in
Figure 4.3.
that some of the weaknesses of this model have been overcome.
Simulations using the optimal parameter set also fit well to several experimental
results that were not specified in the optimisation, giving additional support for the
proposed network structure. This is the first model that fits well to LL data for LHY
and TOO mRNA levels. The WT period in LL is correctly shorter (25h) than the period
in DD (26h, Figure 4.8) although this effect is less than that observed experimentally.
The rhythms in LL generally have a higher amplitude than in DD, as observed. The
model correctly predicts the short-period phenotype of ccal and Ihy single mutants in
LL and DD (Table 4.1), and the early phase of TOO RNA expression in the single
mutant under LD12:12 (Figure 4.6(e)). The single mutants were simulated by halving
the LHY mRNA translation rate. Simulated overexpression of LHY produced arrhythmia
with low levels of TOO mRNA, as observed in plants that overexpress LHY or CCA1
[72, 66, 69]. Protein levels are also well fitted: simulated LHY protein levels peak 1-
2h after LHY mRNA levels, as observed [96]. Figure 4.6(f) compares simulated and
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measured [62] TOC1 protein levels in WT, showing low levels at dawn in both cases.
The optimal parameter set has minimised the light regulation of TOC1 degradation
«1 % of total TOC1 degradation), indicating that light-regulated degradation [62] is
not required to fit these data. Simulation of a ztl mutant by halving the total TOC1
degradation rate results in a 28h period phenotype, again similar to that observed in ztl
mutants [62]. The value of a 50% reduction was chosen arbitrarily, but we note that the
correct qualitative behaviour of period lengthening with reduced TOO degradation is
oberved in simulations. A simulated tocl mutant results in lower levels of LHY mRNA
as expected from experiment [72], and simulated TOO overexpression is predicted to
increase LHY mRNA levels. The observed decrease in LHY mRNA where TOC1 is
overexpressed [59, 65, 119] remains paradoxical.
Simulations of the WT and ccal;lhy double mutant PTCs were performed (Dot-
ted trace, Figure 4.4). Both simulations are similar to our experimental data, with a type
1 PTC in the WT, and a type 0 PTC in the double mutant. As expected, the entrained
phase of the interlocked feedback model is photoperiod-responsive (Figure 4.10), with
simulated mRNA levels peaking later under longer photoperiods, as observed [100, 120].
Light input to Y allows the network to respond to light throughout the day. This network
will therefore be a good starting point for models of the photoperiod sensor involved in
flowering time. The balance of light input to LHY, Y, and ZTL should now be examined
in greater detail to determine how their contributions affect circadian entrainment.
4.2.4 GIGANTEA is a candidate for Y
The interlocked feedback model predicts a distinctive pattern of Y mRNA accumulation
in the WT and ccal;lhy double mutant (Figure 4.11). Y mRNA levels peak at the end
of the day, but also increase transiently at dawn due to the acute light response of Y
transcription. This early expression is quickly repressed by rising LHY protein levels,
delaying the peak in Y mRNA level until after LHY protein is degraded at the end of
the day. Y transcription is then repressed as TOC1 protein levels begin to rise during
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Figure 4.9: Effects of altered photoperiod on circadian rhythms. Simulations using the
interlocked feedback network (dashed line), compared to data (solid line, arbitrary con-
centrations), under LD16:8 (upper panels) and LD8:16 (lower panels). CCR21uciferase
imaging data from [100] is used as a late evening marker to compare to simulations of
TOCl mRNA (left-hand panels). LHY mRNA levels are from [120], highest value of
data and simulation is set to 1 (right-hand panels).
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Figure 4.10: Effects of partial y loss-of-function in the interlocked feedback network.
Simulation of LHY mRNA in WT (dashed line) and simulated gi mutant (solid line),
simulated by halving the Y mRNA translation rate compared to WT.
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Figure 4.11: GI is a candidate gene for Y. Simulated Y mRNA levels under LD12:12
and LL (dashed line). Data for GI mRNA levels (crosses), assayed by quantitative PCR
relative to the ACT2 control, from samples harvested at the times indicated. (a) WT.
(b) ccal;lhy. Highest value of data and simulation is set to 1, for each panel. Experiment
performed by Megan Southern, see Ref. [117].
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the night (Figure 4.5). In the ccal;lhy double mutant, however, the light activation of
Y at dawn is de-repressed, resulting in a much stronger activation than in WT, and
causing Y mRNA levels to peak soon after dawn. No gene with this expression pattern
had been observed experimentally.
In order to identify Y, Megan Southern analysed the transcript abundance of
clock-affecting genes with peak RNA levels in the evening in WT and ccal;lhy double
mutant seedlings. Tissue samples were harvested across the light-dark transitions in one
LD cycle, followed by one cycle in LL. TOCl, ELF3, ELF4 and GI mRNA levels were
examined. GI was the only gene whose mRNA levels fitted well to our predicted mRNA
profiles for Y (Figure 4.11). GI was shown to be significantly but transiently light
activated in the WT and had a very strong light response in the double mutant. The
subsequent circadian peak also fitted closely to the prediction for Y mRNA, including
the 12h phase advance in the mutant relative to WT (Figure 4.11). The tentative
identification of Y as GI allowed us to test whether Y in our model fitted additional,
published results for GI; indeed, further data do support this proposed function of GI. GI
mRNA is at a low, arrhythmic level in plants that over-express LHY [74] or TOC1 [59]:
this agrees with model predictions and occurs because both LHY and TOC1 repress Y
transcription (Figure 4.5). The sequence of the GI promoter includes several evening
elements, the putative binding sites for LHY [51]. gi loss-of-function mutations result
in low amplitude circadian rhythms, with low levels of LHY and CCAl RNA and either
shorter or longer circadian periods [74,73] or, in some conditions, in arrhythmia [77]. A
simulated null mutation of Y indeed results in still lower LHY transcription and therefore
in arrhythmia. If another gene in Arabidopsis can substitute for a fraction of Y function,
then null mutants will avoid arrhythmia. Figure 4.10 shows the oscillation of LHY
mRNA levels in a simulated partial loss-of-function y mutant, where Y translation rate
has been halved compared to the WT rate. As observed in gi mutants, the oscillations
have reduced LHY expression and a low amplitude both in LD cycles and in DD [64].
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4.3 Discussion
We use a joint experimental and mathematical approach to understand the plant circa-
dian clock, as an example of a regulatory sub-network that is not completely identified.
We start from the first proposed feedback loop of the circadian clock mechanism in Ara-
bidopsis, the LHYfCCA1-TOCl network [72], Chapter 2. Comparing model predictions
with experimental results, we have progressively incorporated additional components
and interactions identified by molecular genetics or inferred from physiological analysis.
Our final, interlocking loop model accounts for a greater range of data than the single-
loop models, including the entrainable, short period oscillations in the ccal;lhy double
mutant. In developing this model, we included two putative genes X and Y, and used
experiments designed from the model predictions to identify GI as a candidate gene for
Y.
The prediction of new components is a particularly beneficial outcome from for-
mal modelling of a system that has not been completely identified by experiment. Math-
ematical models, in contrast to intuitive reasoning, can produce quantitative predictions
of dynamic processes that allow detailed experimental design. This was important: the
acute light activation of Y in WT was predicted to be very transient (peak 25 min af-
ter lights-on, Figure 4.11), allowing us to target our tissue sampling to the appropriate
interval, whereas conventional sampling had obscured this induction of GI RNA [64].
The interlocked feedback model now highlights the importance of GI as a component of
light input to the clock, a role that had not previously been emphasised and should now
be tested in greater detail. The activation of TOCl by GI in an interlocked feedback
loop is also a new proposal, which is consistent with the timing of peak GI expression
before TOCl. Mutants that remove both of the loops, such as the Ihy; ccal; gi triple
mutant should now be tested to determine whether further oscillating sub-networks re-
main in their absence. A recent study has suggested the existence of a feedback loop
between APRR9fAPRR7 and LHY fCCAl [84]. Including this loop would not affect our
conclusions on the residual network in the ccal;lhy double mutant, which would lack
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this additional loop. The component(s) that activate CCAl and LHY at the end of the
night remain to be identified: the model predicts the likely accumulation pattern of such
a component, X. The level of detail in such predictions is obviously limited by the data
upon which the model is based, so including statistical measures of uncertainty with the
predictions will be increasingly important [115].
Each model makes further, qualitative predictions that appear robust and readily
testable. The constant activation of TOC1 by light reproducibly caused arrhythmia of
the LHY/CCA1- TOC1-X model under long photoperiods or constant light, for exam-
ple, which is not observed in WT plants. This highlights the importance of rhythmic
inhibition of the light input [121] which is a wide spread feature of clocks [122, 123].
It is reminiscent of the ELF3-dependent zeitnehmer function observed in Arabidopsis
[88, 89]. In the interlocked loop model, repression of Y by LHY and by TOO are
sufficient to gate the light activation of Y, so we had no justification for further addi-
tions to this model. Clearly such models should be interpreted with caution, because
undiscovered components cannot be included explicitly. A model that accurately repro-
duces the regulation of known components is very likely to have captured the relevant
effects of the 'hidden' components. The model can advance understanding and make
useful predictions but might not capture the real number or mechanism of the hidden
components. For example, we model the direct activator of LHY and CCAl as the
product of a TOO-activated gene, X, which could be a minor population of modified
TOO protein or TOC1-dependent protein complex. We assume that Y mediates both
the second light input and the additional feedback loop for parsimony, which is now sup-
ported by data on GI, though these functions could in principle be split among several
components.
In order to create more complex models of the circadian clock network, a method
to reduce the number of parameters to be optimised needs to be implemented. Our fi-
nal interlocked loop model has 61 unknown parameters to be optimised, and increasing
the complexity of the network by, for example including the output pathway genes, will
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greatly increase this number. The best approach to reduce the number of unknown pa-
rameters is to measure them directly, although this is both time-consuming and difficult.
Another approach is to reduce the number of free parameters in our equations - this is
explored in the following chapter.
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Chapter 5
Time delay models of the
Arabidopsis clock
5.1 Introduction
In the previous chapters we developed a biochemical reactions model of the first multi-
gene loop identified in the Arabidopsis circadian clock comprising a negative feedback
loop, in which two partially redundant genes LATE ELONGATED HYPOCOTYL (LHY)
and CIRCADIAN CLOCK ASSOCIATED 1 (GGA1) repress the expression of their acti-
vator, TIMING OF CAB EXPRESSION 1 (TOG1) (LHY/CCA1- TOC1 network, Chapter
2). We showed that this model could not explain all of the current experimental data for
the Arabidopsis clock, and went on to extend this network in a series of further models,
in order to gain a better understanding of the network responsible for the observed ex-
perimental data. Our final model consisted of two interlocking feedback loops (Chapter
4).
There is little or no direct biochemical data for the values of the numerous
parameters that control the Arabidopsis clock. Our interlocked feedback loop model
(Chapter 4) has 61 unknown parameters to be estimated by our optimisation scheme.
Reduced models, where the equations representing protein translation and transport in
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and out of the nucleus are replaced by a time delay [42, 43, 44], have two advantages
over biochemical reaction models. Firstly they aid understanding, as they are simpler
conceptually than biochemical reaction models. Secondly, the reduction in parameter
numbers required to be optimised simplifies the parameter search. In this Chapter we
generate time delay models for both the LHYjCCA1- TOC1 one-loop model and the
interlocked feedback loop model. The parameters for the model are optimised using
the same methods as in Chapter 3. Our aim is to both analyse models that are more
simple to understand, and to test the accuracy of an approach that assumes a fixed
delay between components of the network.
5.2 LHY /CCAt- roci time delay model
The time delay model of the Arabidopsis clock network as outlined in Figure 5.1 required
three coupled differential equations to model the central loop, with a total of 12 free
parameters. This represents a reduction of 16 parameters and 4 equations compared to
our biochemical reaction model (Chapter 2). As before, Michealis-Menten kinetics were
used to describe enzyme mediated degradation of proteins, and Hill functions were used
to describe the transcriptional activation term of the mRNA for LHY and TOG1. We
took the following as our mathematical model for the central circadian network: a LHY-
TOO feedback loop which involves the cellular concentrations c~j)(t) of the products
of the ith gene (i = L labels LHY, i = T labels TO(1) where j = m, c, n denotes that
it is the corresponding mRNA, or protein in the 9'toplasm or nucleus respectively.
d (m) (n) ( )a mlC~m)...!!:L_
8light (t) QlCY;) +
nlcT t-71
(5.1)
dt gf + cr;:) (t - 71) a ». + c~m)
d (m) n2gg m2C~m)~ (5.2)dt gg + c~n) (t - 72) b k2 + c~m)
d (n) (n)
~ ( ~~ ~ (5.3)= 1- 8light (t)) PI - (n) - Q28light (t) cpdt k3 +cp
Here the rate constants parameterise transcription (nk' gk) and degradation
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DELAY
't2
Figure 5.1: Time Delay model for the LHYjCCA1- TOO feedback loop. Transcription
of the LHY gene is light activated. and represses TOO transcription after a delay 71.
which represents the time taken for the LHY protein to be translated and transported
back into the nucleus. TOO mRNA then goes on to activate LHY transcription. after
a delay 72.
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(mk' kk). Light was modelled as in Chapter 2, using a simple mechanism involving an
interaction of a light sensitive protein P, with concentration cY;) with the LHY gene
promoter. Slight = 1 when light is present, 0 otherwise.
The 12 unknown parameters were estimated using the optimisation method as
described in detail in Chapter 3, and briefly outlined here. The equations were numeri-
cally solved using the Matlab delay solver dde23 for 106 points in parameter space, and
the qualitative cost function ~ was calculated (Eqn. 3.1). The delays 71 and 72 were
bound to take values between 30 minutes and 15h, and the other rate constants were
bound between 0 and 10 in units where nM=l and hour=L, as before. The 50 param-
eter sets with the lowest ~ score were then passed on to a further simulated annealing
routine, where the values of the parameters were not constrained. 105 annealing steps
were calculated for each of the top 50 solutions from the sampling of parameter space.
5.2.1 Results of Parameter search
The 50 parameter sets resulting from the optimisation scheme all had a cost function
score ~ < 52. Five of the optimised scores were discarded, as LHY and TOC1 mRNA
levels were seen to oscillate in phase in constant conditions in contradiction to exper-
iment. This problem could probably be resolved by the addition of another term to
the cost function - and did not occur in the optimisation of the equivalent biochemical
reactions model (Chapter 2).
The remaining 45 optimised solutions had very similar values for the delays. 71
= 10.22h ±2.187, 72 = 0.418h ±O.262. The LHY mRNA and TOC1 mRNA profiles for
the parameter set with the lowest cost function score, ~ = 24, is shown in figure 5.2.
There are qualitative differences between the output of the optimal parameter set for the
delay model and for the biochemical reactions model (See Figure 2.6). The delay model
solution fits well to experimental data for LHY mRNA with the simulated levels of LHY
mRNA being correctly low at night. However simulated TOC1 mRNA levels incorrectly
saturate and remain at a high level throughout the night. The oscillations in simulated
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Figure 5.2: Comparison between experimental concentrations (solid curves) with those
obtained from our optimal LHYJCCA1-TOC1 time delay model (dashed curves). Sim-
ulation models phases of LHY and TOG1 mRNA correctly. LHY anticipates dawn in
the simulation to a greater degree than experiment. Experimental traces show TOG1
levels are falling during the night before LHY levels start to rise, suggesting that our
model is missing some factor that would serve to bring TOG1 down at the end of
the day. ~ = 24. q1 = 5.3687 h-1, Q2=1.0 h-1, n1=12.2968 nMjh, n2=6.7059
nMjh, g1=7.3107 nM, g2=0.1826 nM, m1 =9.0131 nMjh, m2=33.5039 nMjh, m3=1.2
nMjh,P1=0.5h-1, k1=2.5545 nM,k2=7.3262 nM,k3=1.2 nM, 71=11.2943h, 72 =
0.4670h, a = 1, b = 2.
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LHY and TOCl mRNA levels under constant dark conditions are also less sinusoidal
than seen experimentally. The optimal biochemical reactions model solution showed
TOCl mRNA expression levels correctly being reduced over night in LD cycles, but only
by increasing LHY mRNA levels earlier than shown experimentally. Both solutions point
to the same result - there must be another mechanism to reduce TOCl mRNA levels
at night, as LHY mRNA is low at this time.
The set of optimised delay models does give some information, as it clearly
shows that a long (around 10h) delay is required between TOCl transcription and
TOC1 activation of LHY, and that a short delay is required between LHY transcription
and TOCl. A comparison of the annealing scheme for the optimised solution for the
delay and biochemical reactions model shows that the optimising scheme works faster
in the reduced parameter space (Figure 5.3).
We have carried out a stability analysis on our optimal LHYjCCA1- TOC1 delay
model (Figure 5.4) as we did for the biochemical reactions network model (Figure 2.7).
Here, the only parameters to affect the period of the oscillation were the parameters
setting the delay, 71 and 72· All the remaining parameters only affected the amplitude of
oscillation. The period of the oscillator being fixed is a major disadvantage of the time
delay model. This can be seen clearly when we attempt a simulated mutant analysis
(Figure 5.5), where we double and half the transcription rates of LHY and TOCl and
examine the effect on the period. The period is only very slightly affected by this
parameter variation, due to the period being completely set by the time delays. This
means that gene dosage effects on period can not be analysed using our time delay
model.
5.3 The interlocked loop time delay model
The interlocked loop model (See Chapter 4 for a full description) consists of a feedback
loop between LHY, which represents the function of both CCAl and LHY and is acutely
light activated, and TOCl, and an additional loop between TOCl and a proposed gene
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Figure 5.3: Comparison of annealing progress for optimal solution for LHY fCCA1-TOCl
biochemical reaction model (Red line) and for LHY fCCA1-TOCl time delay model
(black line).
Y, which is also light activated. An additional gene X is also proposed to be activated
by TOC1 and then go on to activate LHY transcription, as TOCllevels are low at dawn
when LHY transcription is activated. For our delay model (Figure 5.6), 4 delays are
used: Tl represents the delay between X mRNA transcription and LHY activation by X,
T2 represents the delay between Y mRNA transcription and TOCl activation by Y, T3
represents the delay between LHY mRNA transcription and TOCl and Y repression by
LHY and T4 represents the delay between TOCl mRNA transcription and X activation
and Y repression by TOCl.
The time delay model of the interlocked loop network as outlined in Figure 5.6
required five coupled difFerential equations to model the central loop, with a total of 32
parameters to be fitted. This is a reduction of 31 parameters and 8 equations compared
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Figure 5.4: Stability analysis on optimal solution for the LHY JCCAl-TOCl time delay
model. The mean period (h) and amplitude (nM) of TOCl mRNA over 300h in DD are
calculated for a small perturbation, a 5 percent increase and decrease, for each parameter
value in turn. The circle represents the period and amplitude of the original parameter
values. The squares represent changes in Tl, the delay between TOe1 activation and its
activation of LHY. Diamonds represent changes in T2, the delay between LHY activation
and the repression of TOCl (red symbols indicates 5% decrease, blue symbols indicate
5% increase).
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Figure 5.5: Mutant analysis on optimal solution for the LHY JCCAl-TOCl time delay
model. Period of TOCl mRNA for WT model is 25.l2h. (a) Transcription rate of LHY.
(PI) halved, the average period over the 300h in DD, Td = 25.00h. (b) PI doubled,
Td = 25.04h. (c) transcription rate of TOO, (P2), halved, Td = 24.Slh. (d) P2 doubled,
Td = 25.l7h.
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Figure 5.6: Interlocked loop time delay model network. The network differs from that
defined in Figure 4.5, as the clock component protein levels have been replaced by
explicit delays.
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to the previously developed biochemical reaction model (Chapter 4)
d (m)..5:.L
dt
d (m)_5_z_
dt
d (m)__2s_
dt
d (m)~
dt
d (n)~
dt
(5.4)
(5.5)
(5.6)
(5.7)
(5.8)
Optimal parameters for the interlocked feedback loop delay model were identified
as in Chapter 4 (see Appendix C for details). A preliminary search of 104 annealing
points was carried out for the forty best parameter sets obtained from calculating the
cost function for 106 Sobol points.
5.3.1 Results of parameter search
All of the forty optimal solutions that obtained a good fit to both WT and Ihy / ccal
simulations showed an extremely long delay value for T3, representing the delay between
LHY mRNA transcription and TOO and Y repression by LHY. A typical solution is
shown in Figure 5.7. LHY mRNA levels are correctly peaking at dawn and TOO levels
are correctly peaking at dusk in the WT simulations and GI are acutely activated at dawn
and oscillate with a short period under constant conditions in the ccal;lhy simulation.
However in this case T3 takes the value of 18.98h. This length of delay was not possible
with the equivalent bio-chemical reaction network, and is not backed up by experimental
data for LHY levels, which peak soon after LHY mRNA levels at the beginning of the
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Figure 5.7: Simulated mRNA levels for WT and ccal;lhy backgrounds using the opti-
mal interlocked loop delay model. (a) LHY mRNA levels (dotted line, left axis) and
TOCl mRNA levels (black line, right axis) for WT simulated solution. (b) Y mRNA
levels (dotted line, left axis) and TOCl mRNA levels (black line, right axis) for Ihy;ccal
simulated solution. Parameters are 71 = 6.7073h, 72 = O.2723h, 73 = 18.9823h and
74 = 5.3419h. ql = 7.6517 h-1, q2=4.8681 h-1, nl =0.9704 nMjh, n2=1.6243 nMjh,
n3= 2.9133nMjh, n4=0.2116 nMjh, n5=1.1241 nMjh, 91=1.7837 nM, 92=0.8356
nM, 93=1.9081 nM, 94=1.1387 nM, 95=2.5948 nM, 96=1.3836 nM, ml=7.5432 nMjh,
m2=5.2839 nMjh, m3= 2.8703 nMjh, m4=5.6216 nMjh, PI=0.5h-1, kl =9.93 nM,
k2=19.9658 nM, k3=0.4766 nM, k4=8.1527 nM, a=2.0611, b=2.8744, c=2.8744,
d=1.3959, e=1.4907, 1=1.5126.
day [96]. This suggests that for future optimisations, 73 should be constrained to be
less than 5h to better agree with experimental results.
5.4 Discussion
Our time delay model for the LHYjeeAl- TOe1 network is easy to understand concep-
tually, and clearly shows that another factor is required to reduce TOCl mRNA levels
at night. The estimated delay of around lOh between TOCl transcription and LHY ac-
tivation by TOe1 required for the clock components to oscillate with the correct phase
is of interest as it is unlikely that such a long delay is created just by the transport of
TOe1 protein into the nucleus. However, there is a limit to the scope of analysis possible
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using the time delay model. Due to the fixed nature of the delays our stability analysis
(Figure 5.4) and simulated mutant experiment (Figure 5.5) were not as informative as
for the equivalent biochemical reactions model (Chapter 2).
Our preliminary parameter search for the interlocking loop delay model suggests
that it may be possible to generate a delay model comparable in accuracy to the equiv-
alent biochemical reactions model (Chapter 4). Our optimisation should be repeated
with further constraints on 73.
The reduction in parameter values and equations made the computational op-
timisation time of our time delay models faster than the biochemical reaction models.
Time delay models could be used in future to quickly test different network topologies
before generating a complete biochemical reactions model of the more promising topolo-
gies found. However the greater speed in optimisation needs to be balanced against the
time required to develop two separate models of the same network.
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Chapter 6
The 3-loop Arabidopsis clock
model
In this Chapter we extend our interlocked feedback loop model to include the recently
proposed feedback loop between PSEUDO-RESPONSE REGULATOR 7 (PRR7) and 9
(PRR9), and LHYJCCA1 [84]. We use the resulting 3-loop network to further test our
prediction that GI acts in a feedback loop with TOCl, and investigate the possibility of
the feedback loops in the clock de-coupling. This work does not affect our predictions
for the residual network in the ccal;lhy double mutant in Chapter 4, which lacks the
additional loop.
6.1 Introduction
The interlocked loop model (Chapter 4) was able to fit to several key pieces of ex-
perimental data. However, there were experimental results that the model could not
reproduce. A reduction in Y translation rate caused the period of our model to increase
slightly (Figure 4.10). Although one mutant allele of GI, gi-2, was seen to have a long
period expression of CAB compared to WT [73], all other mutant alleles cause the clock
to go short-period [76, 64, 74]. This causes a problem with our prediction that GI is a
89
Figure 6.1: 3-loop model network diagram. LHY and CCAl are modelled as a single
gene, LHY (genes are shown encircled). Nuclear and cytoplasmic protein levels are
grouped for clarity (shown boxed) and degradation is not shown.
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component of Y in our network. Also, toc1 mutant plants show a residual short-period
oscillation [72, 62] similar to that seen in a ccal;thy plant (Chapter 4). This cannot
be reproduced using the interlocked loop model, as tocl mutants are arrhythmic in our
simulations.
A feedback loop has recently been proposed to act between LHY/CCAl and
the genes PRR7 and PRR9 [84, 83]. LHY and CCA1 are proposed to activate PRR7
and PRR9 transcription. The evidence for this is that in LHYor CCA1 overexpressing
plants PRR7 and PRR9 mRNA levels are elevated compared to WT, and PRR7 and
PRR9 levels are low in thy, ccal backgrounds, and extremely low in thy / ccal plants
[84]. CCA1 has also been shown to specifically bind to the PRR7 and PRR9 promoters.
PRR7 and PRR9 are proposed to repress LHY and CCAl transcription forming an
additional feedback loop. The evidence for this repression is less strong, although LHY
and CCAl levels are expressed at a higher level in a prr7/ prr9 plant. In this chapter we
add the LHY/CCA1-PRR7 /9 feedback loop to our network equations and analyse the
effect this has on our simulations
6.2 Computational Methods
We have built upon our network equations for the proposed interlocked feedback loop
model for the Arabidopsis circadian clock [117] (see Chapter 4) to include the LHY/CCA1-
PRR7/9 loop.
The interlocked loop model builds on the network described in Chapter 4, namely
a feedback loop between LHY, which represents the function of both CCAl and LHY
and is acutely light activated, and TOCl, and an additional loop between TOCl and a
proposed gene Y, which is also light activated. An additional gene X is also proposed
to be activated by TOC1 and then go on to activate LHY transcription, as TOO
levels are low at dawn when LHY transcription is activated. We have added to this
network an additional loop; PRR7 and PRR9 transcription is proposed to be activated
by LHY/CCA1, and then PRR7 and PRR9 go on to repress LHY and CCAl transcription
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[84]. We denote this as the 3-loop model for the clock (Figure 6.1).
We incorporated the PRR7/9 - LHY/CCAl feedback loop into our clock model
as follows. PRR9 [124] and PRR7 [125] are two genes that peak at the beginning and
middle of the day respectively. As there is little experimental evidence to distinguish
their roles in the clock we modelled them with a single gene, called PRR7/9 (Eqns.6.14
to 6.16). PRR7/9 transcription is given both an acute light activation term, as PRR9
has been seen to be acutely light activated experimentally [124], and a constant light
activation term of the form previously used for Y, and is activated by nuclear LHY protein
. Future work should explore whether it is possible for the acute light induction of PRR9
transcription seen at dawn to be indirect, through the light induction of LHY /CCAl.
We modified our terms for LHY mRNA levels to include the role of PRR7/9
(Eqn.6.1). PRR7/9 represses both LHY's light activation and the activation by TOCl.
In addition to the acute light response, we gave LHY mRNA levels a constant light acti-
vation term Blight (t) no as LHY transcription appears to be light activated throughout
the day in an prr7/prr9 plant lacking functioning genes for PRR7/9 [84]. Blight = 1
when light is present, 0 otherwise.
We took the following as our mathematical model for the central circadian net-
work, which involves the cellular concentrations c~j) (t) of the products of the ith gene
(i = L labels LHY, i = T labels TOO, i = X labels X, i = Y label Y, i = A labels
PRR7/9) where j = rn, c, n denotes that it is the corresponding mRNA, or protein in the
9'toplasm or nucleus respectively Eqns. 6.4 to 6.13 are unchanged from the interlocking
feedback loop model in Chapter 4 but are listed here for completeness.
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d (m)
( gg ) ( (n)a )(n) n1CX~
9g + c~)a Slighdt) (q1Cp + no) + a (n)adt 91 +CX
m1C~m)
(6.1)
k1 + c~m)
d (c) (m) (c) (n) m2Cr) (6.2)...!!.L = P1CL - r1CL + r2cL
k2 + cr)dt
d (n) (n)
.5:L (c) (n) m3cL (6.3)= r1CL - r2cL - (n)dt k3 +CL
d (m) ( (n)b) ( a) (m)_!2:_ n2Cy 93 m4cT (6.4)
dt 9g + c~)b 9~ + c~n)C - k4 + c~m)
d (c) (c)
...!:L = p2C~m) - r3c~) + r4c~) - ((1 - Slight (t))m5 + m6) CT (c) (6.5)
dt k5 +CT
d (n) (n)
_2_ r3c~) - r4c~) - ((1 - Slight (t))m7 + mg) CT (n) (6.6)=
dt k6 + CT
d (m) (n)d mgc<;)...!2L_ n3cT (6.7)
dt 9t + c~)d k7 + c<;)
d (c) (c)Cx (m) (c) (n) mlOcx (6.8)= P3Cx - r5Cx + r6cx - (c)
dt kg +cx
d (n) (n)
~ (c) (n) mncx (6.9)
dt
r5Cx - r6cx
kg + cC;)
d (m)
( El. (t) (n) + (Ellight (t) n4 + ns)g!) X_5::_ = light Q2Cp e (n)edt 95 +cT
( g[ ) m12c(:") (6.10)
9[ + ct)! - klO+ c~m)
d (c)
(m) (c) (n) m13c~) (6.11)___x_ = P4Cy - r7Cy + rgcy (c)dt kn + cy
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d (n) (n)
~ (c) (n) mI4Cy (6.12)dt r7Cy - r8Cy - (n)kI2 + Cy
d (n) (n)
...!:E_ mI5cp ) (n) (6.13)dt (1-8light(t))P5- (n) -q38light(t CpkI3 + Cp
d (m) (n)9 8 ( ) (m)
-.SL 8 ( ) ( (n)) n6cL + -light t n7 mI6CA (6.14)= light t Q4Cp + 9 (n)9 - (m)dt 97 + cL kI4 + CA
d (c) (c)--.Si_ (m) (c) (n) mI7CA (6.15)dt P6CA - rgCA + rlOCA - (c)kI5 + CA
d (n) (n)
--.SL (c) (n) mI8c A (6.16)dt rgcA - rlOCA - (n)k16 + CA
Here the various rate constants nj, 9j etc parameterise transcription (nj, 9j),
degradation (mj, kj), translation (Pj), and the nuclear +-t cytoplasmic protein transport
(rj). The Hill coefFicients are represented by 0::, a, b, c, d, e, f, 9. The acute light
response was modelled as in Chapters 2 and 4. A preliminary parameter search was
carried out, see Appendix E for details. We took as our starting parameters the optimal
solution for the interlocked loop model. We then treated this network as representing a
prr7/prr9 double mutant plant and re-optimised the parameters for LHY transcription
in order to give a 30h period in LL. We then modified the interlocked loop equations
to include PRR7/9, and optimised the PRR7/9 parameters to give an oscillation with
a period of 24 hours in constant light for a WT plant, and a short period « 20h)
oscillation in a tocl plant (Appendix E).
6.3 Results of Parameter Search
The optimum model from our parameter search (Appendix F) gives a good fit to WT
data similar to that seen for the interlocking loop model, see Figure 6.2. LHY levels
peak at dawn and are low during the night, as shown by experiment, and TOC1 levels
correctly peak at dusk.
The PRR7jPRR9 - LHYJCCA1 loop is capable of generating the short-period
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Figure 6.2: Comparison of simulations using the optimal 3-loop model (dashed line)
under LD to data (solid line). (a) LHY mRNA levels in WT plants entrained to LDI2:I2,
left axis; data from [96], right axis. (b) TOCl mRNA levels in WT plants entrained to
LDI2:I2, left axis; TOCl mRNA levels relative to UBIQUITIN (UBQ) from [59]. right
axis.
rhythm of toc1 mutant plants [62] (see Figure 6.3), and its absence results in the 30h
period of prr7/prr9 double mutants [84], (see Figure 6.4).
We used our 3-loop model to further investigate our prediction that GI is a
component of Y. A simulation of a gi mutation using the interlocked feedback loop
model caused the period of the clock to increase slightly (Chapter 4). A simulated gi
mutation using the 3-loop model (modelled by reducing Y translation by 70%) gives
a Ih reduction in period (Figure 6.5a) that appears to agree with the observed period
of a gi null mutant allele (gi-ll [74], Figure 6.5b) Experimental work carried out by
Peter Gould and Anthony Hall. According to our model, the Y-TOCI feedback loop
generates the I8h rhythm seen in a ccal;lhy mutant (Figure 6.5d). A reduction in Y
function in the ccal;lhy mutant background should therefore reduce the robustness of
this residual rhythm. In fact, simulation of the ccal;lhy;gi triple mutation results in
complete arrythmia (Figure 6.5c). The single oscillation of LHY mRNA levels predicted
by the simulation is due to the residual component of Y remaining in a simulated gi mu-
tant. The very strong phenotype encouraged us to test the rhythms of ccal;lhy;gi triple
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Figure 6.3: Comparison of simulated LHY (dotted line) and PRR7/9 (solid line) mRNA
levels using the optimal 3-loop model in; (a) a WT background; (b) a toc1 mutant
background (translation rate of TOCl reduced to 1/1000th of WT value).
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Figure 6.4: Comparison of simulated LHY mRNA levels in the WT and prr7/9 mutant
background (dotted line) using the optimal3-loop model, to experimental data extracted
from Ref. [84] (solid line).
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mutant plants (Figure 6.5d). Encouragingly, with no further adjustment of parameters
we find excellent agreement between the model and data; the ccal;lhy;gi mutant is also
arrhythmic. GI operates in a feedback loop separate from LHY and CCA1, which is
required for the maintanence of residual rhythms in the ccal;lhy background.
Our new model allows futher investigation into the structure of the Arabidop-
sis clock circuit. The model predicts that two short-period oscillators, the PRR7/9-
LHY /CCAl loop and the TOCl-Y /GI loop, are coupled together by the LHY /CCAl-
TOCl-X loop (Figure 6.2). If the coupling were broken, the two oscillators might run
with different periods within one cell. This is predicted by simulation of an x mutant
(Figure 6.6), where LHY mRNA levels oscillated with a 20.4h period under constant light
conditions, and TOCl levels oscillated with a l7.3h period. This causes the oscillations
of LHY and TOCl mRNA to go in and out of phase with each other.
6.4 Discussion
By extending our interlocked feedback loop model to include the PRR7/9-CCAl/LHY
feedback loop, we are able to fit to several new pieces of experimental data. We are
able to recreate the long period in LHY mRNA oscillations seen in a prr7/9 mutant,
and the PRR7/9-CCAl/LHY loop is capable of generating the short period oscillation
observed in a tocl mutant background. A simulation of a gi mutant by reducing Y
translation rates to 70% of the WT value results in a lh short period oscillation that
matches well to experiment. The arrythmicity seen experimentally in a ccal;lhy;gi plant
in constant light conditions matches well with our simulations and provides evidence
that our prediction that gi operates in a feedback loop with TOCl is correct.
Our results concerning the possible decoupling of the feedback loops of the Ara-
bidopsis clock leads to some very interesting possibilities. Future genetic screens could
target mutations that cause desynchronisation of LHY and TOCl mRNA rhythms (Fig-
ure 6.6). Period differences among rhythms in the same plant have been observed
repeatedly and in some cases can be interpreted as evidence for desynchronisation of
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Figure 6.5: Gt acts as Y in a feedback Loop with TOC1; (a) Simulation of WT (black
line) and mutant (Y translation rate reduced by 70%, red line) under constant light (LL);
(b) Corresponding experimental data assaying circadian control of CAB:LUCIFERASE
expression by video imaging; (c) Simulation of LHY mRNA under LL in ccal;thy (black
line) and ccal;thy;gi mutants (red line). Translation rate of LHY mRNA in simulated
ccal;thy and ccal;thy;gi mutants was sset to 1/1000 of WT value. (d) Corresponding
experimental data assaying CAB:LUCIFERASE expression. The ccal;thy;gi mutant is
arrhythmic. All data was normalised to the average level of expression. Experimental
data from Peter Gould and Anthony Hall.
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Figure 6.6: An x mutation can de-couple the two clocks Simulation of LHY mRNA
levels and TOCl mRNA levels in an x mutant background, shown for an interval of free
running rhythm in LL. Translation rate of X mRNA in simulated mutant is 1/1000th
WT value. Peak levels of TOCl and LHY mRNA can be seen to go in and out of phase
with each other. Data was normalised to the maximum level of expression.
two intracellular oscillators, although cell-type-specific effects cannot be excluded (for
example,[126,93]). The 3-loop model provides a mechanism for such intracellular desyn-
chronisation, if the various rhythmic processes are controlled by different loops and
coupling between loops is weakened in some conditions. This flexibility of circadian
regulation is expected to offer a selective advantage, particularly where the changing
photoperiod varies the relative timing of dawn and dusk [127]. There is strong ev-
idence in Drosophila [128] and mammals [129] for separate control of morning and
evening processes by oscillators in different cells, which are coupled together by cell-cell
signalling. Plant clocks are coupled only weakly between cells, if at all [91]. but the 3-
loop circuit suggests that an analogous architecture can be constructed within a single
cell, by coupling the loop of morning-expressed genes LHY /CCA1 and PRR7/9 to the
evening-expressed TOC1-GI loop.
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Chapter 7
Conclusions
I have achieved, through close collaboration with Andrew Millar's lab, the construction of
a detailed and predictive mathematical model of the Arabidopsis circadian clock. Using
an iterative process of experimentation and mathematical modelling, we extended our
circadian clock model from a one loop to a three loop network. Our final 3 loop model for
the Arabidopsis clock incorporates several of the known clock genes. We have been able
to design experiments using our models in order to test our prediction of G/'s role in a
feedback loop with TOCl. Throughout this work we have used a parameter optimisation
scheme in order to rigorously determine the consistency between our network model and
experimental data. The implications of each addition to our Arabidopsis clock models
are discussed at the end of each chapter, but I here summarise the key points of the
work and place them in the wider context of modelling genetic networks.
Our first model of the Arabidopsis clock was able to pinpoint areas where the
LHY jCCA1- TOC1 network was unable to explain experimental data (Chapter 2). The
model failed to reproduce experimental data that TOCl mRNA levels are reduced before
LHY mRNA levels rise in the night. Also, simulations using the model were incorrectly
unaffected by changes in photoperiod. However, the model was able to reproduce several
important experimental features, such as the phases of the peaks of LHY and TOCl
mRNA LD cycles, and the long period seen in oscillations in DD. As such, it was a useful
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starting point for our examination of the Arabidopsis clock, and suggested a specific
phase of the circadian cycle where further experimentation continues to be required to
identify additional components of the circuit.
Using a qualitative cost function as opposed to directly fitting to experimental
data in my optimisation process allowed us to avoid the many technical issues with
fitting to noisy and varied experimental data (Chapter 3). Our optimisation scheme also
represents a step forward from the manual choice of parameters seen in many previous
works, in which a very limited exploration of parameter space has carried the drawback
that discrepancies cannot be assigned with confidence to choice of network over poor
choice of parameters. The approach produced optimised solutions that fitted very well
to experimental data.
There are limitations to the qualitative cost function technique. To some extent,
the choice of weight of each error term must be arbitrary, and these qualitative terms
should be replaced by a direct fit to data once sufficient, reliable time series data are
available. The cost function terms developed here are specific for the Arabidopsis clock,
and therefore would need to be reformulated if applied to a different network. That
said, we envision that it would require only minor alterations to apply this optimisation
technique to models of the Drosophila, Neurospora or mammalian clock.
In order to overcome the limitations of the LHYfCCA1-TOC1 model, we added
network components to the model based on inferences from experimental data. A more
comprehensive technique would be to optimise parameters for random network topolo-
gies, in order to distinguish the most promising networks. This is not presently feasible,
due to the level of computational power available, so additions to the network had to
be informed from data. By extending our network to include two hypothetical compo-
nents, genes X and Y, we were able to produce a far better fit to experimental data.
The interlocked loop model (Chapter 4) simulates a residual short-period oscillation in
the ccal;lhy mutant, as characterised by experiments carried out Victoria Hibberd. No
single-loop model is able to do this. Our model also matches experimental data un-
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der constant light (LL) conditions and correctly senses photoperiod. The model also
predicts a distinctive pattern of Y mRNA accumulation in the WT and in the ccal;lhy
double mutant, with Y mRNA levels increasing transiently at dawn. We designed an
experiment carried out by Megan Southern to identify Y based on this prediction. GI-
GANTEA (GI) mRNA levels fit very well to our predicted profile for Y identifying GI as
a strong candidate for Y.
The ability to predict new components of a genetic network using mathematical
modelling is potentially very advantageous. As most systems' components have not been
completely identified by experiment, mathematical modelling affords us a tool which
allows us more precision in the design of our experiments. The mathematical models can
produce quantitative predictions of the mRNA expression profile of missing components,
for example. However, modelling may not accurately identify the mechanism by which
hidden components work, or how many components are interacting.
The inclusion of the PRR7 /9-LHY /CCA1 loop into our interlocked loop model
further increased the accuracy of our modelling (Chapter 6). Using this 3-loop model
we were able to reproduce the effect of a prrl/prr9 mutation, and the low amplitude
oscillation seen in a toc1-2 plant. The almost exact match betwen our simulation of
a ccal;lhy;gi triple mutant plant and that observed in experiments represents a step
towards confirming our prediction that GI acts as a feedback loop with TOCl.
Our final 3-loop model of the Arabidopsis circadian clock is reaching the com-
plexity of the mathematical models of the Neurospora and Drosophila circadian clocks.
However, there is less experimental evidence for the components of our Arabidopsis net-
work. Further experimentation is required to further characterise GI, PRR7 and PRR9s'
role in the circuit. Neither can our model reproduce all known molecular data for the
Arabidopsis clock. There are several further genes yet to be placed in the 3-loop net-
work, such as ELF3, PRR3 and ELF4. In order to be able to include further genes it
will be necessary to perform several additional experiments. The paucity of data for
ELF3 and PRR5, for example, makes it impossible to accurately understand their role.
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Experiments need to be carried out in order to produce a standard set of results for each
clock gene. Also, experiments need to be carried out in order to measure parameters
which are currently unknown in our model - such as the transcription and translation
rates of LHY. Our final 3-loop network model has> 70 unknown parameters and is
reaching the limits of the capability of available optimisation schemes. As computer
processing power continues to increase this will become less of a problem, but it will
always be preferable to measure rather than infer, however accurately, parameter values.
Mathematical models will be invaluable in suggesting which parameters to accurately
measure first, in order to make best use of available experimental resources.
In order to reduce the number of parameters to be optimised and produce easier
to conceptualise models, we developed Arabidopsis clock models using timedelays rather
than modelling the protein levels of our clock components. (Chapter 5). Our reduced
model of the LHY /CCA1- TOC1 network clearly shows the long delay required between
TOC1 expression and LHY transcription, although the scope of analysis capable with
time delay models was limited due to the fixed nature of the delays. Reduced models
can be used for a preliminary examination of the properties of a network, but can not
replace biochemical reaction models for detailed analysis.
We can envision several extensions to this work. The importance of the light
input pathways in our models was to be expected, because the plant circadian system is
known to interact with multiple photoreceptor pathways in a complex fashion (reviewed
in [130, 131]). The tracking of multiple phases during entrainment is thought to require
at least two light inputs to two feedback loops [31], for example, which are present
in our interlocking loop model. Our final model, including the PRR7/9-CCA1/LHY
loop, has three light inputs to three feedback loops. A study should be made of how the
network structures affect entrainment and whether the models are able to track multiple
phases. The known input photoreceptors could in future be explicitly included, providing
quantitative estimates of their function for comparison to data from plant photobiology.
The models will help to reveal how the circadian output pathways allow the
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few genes of the clock to control over a thousand rhythmically-regulated genes in the
Arabidopsis genome [51]. However, the complexity of such biological networks is likely
to limit the quantitative accuracy of early models, so the potential value of simplified
experimental model systems that facilitate the link to mathematical analysis is clear.
These will include synthetic gene networks in microbial hosts but also reduced systems:
For example by characterising circadian rhythms in seedlings without light exposure,
the complexity of the circadian system and the number of clock-controlled target genes
would be greatly reduced.
Our work modelling the circadian clock of Arabidopsis fits into the broader aim
of plant biologists to develop a 'Computable plant'. As our biological knowledge and
computational resources increase, it is becoming possible to use computational modelling
to study in detail plant development (Reviewed in [132]). Our clock model can in future
be linked into part of a larger network of models designed to create in silico a virtual
plant. Using this software, it would, for example be possible to visualise the effect on
leaf movement, and development in general, of a clock mutation.
Inferring network structure from system-wide transcriptomic data has already
been shown to be a useful technique in systems biology [133]. In this thesis we have
shown that a detailed mathematical model of even a partially-characterised genetic
network can be accurately predictive, and that mathematical models can be a crucial
tool in our attempts to understand complex regulatory networks.
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Appendix A
Derivation of Michealis-Menten
kinetics
Biochemical reactions generally involve enzymes as specific catalysts, which react on
substrates to form products. For example haemoglobin in red blood cells is an enzyme
and oxygen, with which it combines, is a substrate. Michaelis and Menten [134, 27]
proposed a basic enzyme reaction as follows:
(A.1)
(A.2)
Where the k's are constant parameters relating to the reaction rates. The first of these
reactions is a reversible creation of the complex SE from the substrate S using the
enzyme E. The non-reversible break-down of this complex yields the product P and the
original enzyme. Hence the enzyme is not used up in the overall reaction. The Law
of Mass action states that the rate of a reaction is proportional to the product of the
concentrations of the reactants. Denoting the concentration of the enzyme, product,
complex and substrate by e,p,c,s respectively, the law can be applied to equations A.1
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and A.2 to give the following system of non-linear equations.
ds
-kles + k2C (A.3)-dt
de
-kles + (k2 + k3)C (A.4)dt
dc
k1es - (k2 + k3)C (A.5)- =dt
dp
k3C (A.6)dt
The initial conditions are assumed to be s(O) = So, e(O) = eo, c(O) = 0, p(O) = 0 so
that only the enzyme and the substrate are initially present. In the mechanism described
in A.1 and A.2 the enzyme E is merely a catalyst so its total concentration is a constant.
e(t) + c(t) = eo (A.7)
Hence the four equations in A.3-A.6 can be reduced to two, namely the differential
equations for the concentration of the substrate and the complex. However, analytic
solutions are not attainable, so an approximation on the relative amounts of reactants
needs to be made. Very little of the enzyme is needed compared to the amount of sub-
strate, so the approximation eo « So can be made. This suggests that the time-scale
of complex formation is much shorter than the timescale for product formation, and we
can assume steady state conditions for the concentration of the complex. For a detailed
analysis of Michaelis-Menten kinetics please see [27]. Here, we use the assumption of
steady state kinetics to rewrite the complex formation equation as follows:
(A.8)
This can be rearranged to
es
c=-
Km
where Km, the Michaelis constant, is given by
(A.9)
(A.10)
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The Michaelis constant represents the dissociation constant (affinity for substrate) of
the enzyme-substrate (ES) complex. Low values indicate that the ES complex is held
together very tightly and rarely dissociates without the substrate first reacting to form
product. Substituting Eqn.A.7 into Eqn.A.9 gives
(eo - c)sc = -'---__;_-
Km
(A.ll)
Rearranging Eqn.A.ll gives
1
c = eo K
1+~
Substituting Eqn,A.12 into Eqn.A.6 gives
(A.12)
dp s s
dt = k3eO Km + S = Vmax Km + S (A.13)
Vmax is the maximum rate of the reaction.
Many enzymes have more than one binding site, and reactions involving these
enzymes can be cooperative. The above procedure can be applied in a more general
way to give the following equation for cooperative reactions, called a Hill function [27]:
dp sn- -v,dt - max Km n + sn· (A.14)
where n is called the Hill coefficient and gives the degree of cooperativity in the system.
We use Michaelis Menten kinetics terms of the form seen in Eqn. A.12 to describe
the degradation of the clock components mRNA and protein through out this thesis,
and Hill Functions of the form seen in Eqn. A.13 are used to describe transcription
rates of the mRNA. This is because we have made similar assumptions, such as there
being implicit enzymes that control transcription and degradation, and the time-scale
of the complex formation of the enzyme and our substrate being much shorter than the
time-scale for product formation. This is conventional in the literature.
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Appendix B
Optimal parameter values for
LHY/CCAl- TOCI-X network
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Table B.1: Optimal parameter values for LHYjCCA1- TOC1-X network.
Parameter values for LHY/CCA 1-TOC1-X Network
P"""""'r P-wr
IUme V8Iue Parameter Duc:rIptIon Dimensions
q1 12.2286 Coupling constant of light activation of LHY transcription 1/h
n1 9.4424 Maximum IIght-independent LHY transcription rate nMlh
a 2 Hill coefficient of activation by X
g1 2.0947 Constant of activation by protein X nM
m1 8.0496 Maximum rate of LHY mRNA degradation nMIh
k1 3.9155 Michaella constent of LHY mRNA degradation nM
p1 4.0186 Rate constant of LHY mRNA tranaiation 1/h
r1 10.6578 Rate constant of LHY transport into nucleus 1/h
r2 1.0993 Rate constent of LHY transport out of nucleus 1/h
m2 2.1267 Maximum rate of cytoplasmic LHY degradation nMlh
k2 0.2511 Michaelis constant of cytoplasmic LHY degradation nM
m3 3.7925 Maximum rate of nuctear LHY degradation nMIh
k3 8.4915 Michaella constant of nuctear LHY degradation nM
n2 3.4691 Maximum IIght-indepenclent TOC1 transcription rate nMIh
n3 1.2236 Maximum of light dependent activatlon of TOC1 transcription 1/h
b 2 Hill coeffICient of rapression by protein LHY
g2 1.3659 Constant of repre&lion by protein LHY nM
m4 7.1075 Maximum rate of TOC1 mRNA degradation nMlh
k4 2.2424 Michaella constant of TOC1 mRNA degradation nM
p2 2.1535 Rate constant of TOC1 mRNA tranliation 1/h
r3 0.6876 Rate constant of TOC1 movement into nucleus 11h
r4 4.1674 Rate constant of TOC1 movement out of nucleus 1/h
m5 1.5743 Maximum rate of light dependent cytoplasmic TOC1 degradation nMIh
me 2.5529 Maximum rate of light independent cytoplasmic TOC1 degradation nMIh
k5 1.8972 Michaella constant of cytoplasmic TOC1 degradation nM
m7 0.5879 Maximum rate of light dependent nuclear TOC1 degradation nMlh
m8 0.9016 Maximum rate of light independent nuclear TOC1 degradation nMIh
k6 2.68n Michaella constant of nuctear TOC1 degradation nM
n4 2.6891 Maximum transcription rate of X mRNA nMlh
c 2 HUIcoefficient of activation by TOC 1
g3 1.9160 Constant of activation by TOC1 nM
m9 5.4578 Maximum rate of degradation of protein X mRNA nMIh
k7 1.9433 Michaella constant of protein X mRNA degradation nM
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Table B.1: (continued)
Parameter Parameter
N..... Value Parameter Description Dim_iona
p3 2.4201 Rata constant of X mRNA lranslation 11h
r5 2.0076 Rate constent of protein X movement into nucleus 1/h
Ii! 20.0648 Rate constant of protein X movement out of nucl.us 11h
m10 2.1119 Maximum rate of degradation of cytoplasmic protein X nMlh
k8 5.2738 Michaelis constent of cytoplasmic protein X degradation nM
m11 2.1795 Maximum rate of degradation of nuclur protein X nMlh
k9 18.1832 Michaelis constant of nuclear protein X degradation nM
p4 0.5 light dependent production of protein P nMlh
q2 1.0000 Coupling constant of light activation of protein P degradation 11h
m12 1.2000 Mi8ximum rate of protein P degradation nMlh
k10 1.2000 Michaelis constant of protein P degradation nM
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Appendix C
Optimisation of interlocked loop
model
We follow the optimisation technique as described in chapter 3. We constructed our
cost function .6. as a sum of terms that each quantify the agreement between our model
and a qualitative experimental feature. Small values of the cost function correspond to
a model (or set of parameter values) that give a good qualitative agreement with the
corresponding experimental features. The weighting of each term in the cost function
was chosen so that an acceptable error within the range of expermental variability would
add on the order of 1 unit to the cost function. In order to evaluate the terms in the
cost function we solved the equations numerically over 600 hours, 300 hours in 12 hour
light 12 hour dark cycles (LD), followed by 300 hours in darkness (DD) (the first 200
hours of the LD cycles of each solution are discarded as transitory). In order to find a
set of optimal solutions for each network studied, the cost function was calculated for a
cross section of parameter space chosen using a Sobol quasi-random number generator
[108]. The best fifty solutions were then put through a further optimisation step using
a simulated annealing routine [113].
The interlocked feedback loop network proposed here was scored both as a model
of WT and of the ccal;lhy mutant. The double mutant was simulated by reducing the
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translation rate of LHY to 1/1000th of its WT value. This simulated mutation led to
arrhythmia in all the single loop models. Additional terms were introduced to the cost
function to score models of the double mutant, specifying entrainment under LD12:12
with peak TOC1 expression 5h after dawn and oscillations with a period of 18h or less
in DD. To enable TOC1 activation sufficiently early in the day in the double mutant,
we required that Y transcription peaked sharply at dawn in the double mutant.
The 20 parameter sets with the lowest costs (which allowed the model to best fit
the specified criteria) all simulated similar gene expression profiles in WT and ccal;lhy
backgrounds. An optimal parameter set was chosen from these 20 by comparing the
simulated rhythms to experimental data that were not included in the cost function (see
chapter 4).
The equations were solved using MATLAB (Mathworks, Cambridge, UK). Pa-
rameter optimisation was carried out [116] by compiling MATLAB code into C and
running the code on a task farm computer consisting of 62 x 2.6GHz Xeon CPUs. A
user-friendly interface has been developed, "Circadian Modelling" , to allow simulations
using this and other circadian models, without MATLAB. This software and files for the
interlocked loop model are available online [135].
Here we discuss the new cost function terms in detail. We added new terms to
the cost function in order to optimise the interlocked feedback loop model to both WT
and ccal;lhy mutant data. The equations were re-solved with the translation rate of
LHY reduced to a thousandth of its WT value in order to simulate the double mutant.
The cost function now becomes
(C.1)
where the label (dm) denotes the cost function for the ccal;lhy double mutant. One new
WT cost function term 8cjJd added represents a minor change to constrain an appropriate
phase difference between the peak times of LHY (h) and TOC1 mRNA (<PT), .6.<Pd =
<PT - <PL (modulo half the period), with a characteristic prefactor of 10h. This term
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makes no discernable difference to the cost function when applied to the optimised one
loop models. See term below:
(C2)
8size was also altered slightly in order to ensure both LHY mRNA and TOCl mRNA
oscillations do not decay too quickly when entering DD. This is necessary as in the
interlocked feedback loop model TOCl mRNA levels can oscillate through TOCl 's
feedback loop with Y whilst LHY mRNA levels are arrhythmic. 8size becomes
(C3)
The first term remains the same, and the second term is now summed over LHY (L)
and TOCl (T). All the other WT cost function terms remain the same as for the one
loop model optimisation.
Using the same methodology as for the WT terms, we define below the new
double mutant terms of the cost function. The first new term,
8~t::= L ((24 - Ti(m))2/0'15)ld
i=Y,T
(C.4)
is the summed error in the period, T, for Y (Y) and TOCl (T) mRNA levels in LD
cycles.
We penalise solutions with a period of TOCl greater than 18 hours in the dark.
8~;:;)= 0 if the period is less than 18 hours, otherwise:
(C5)
The next term 8~m is defined as:
8~m = l: [(~<I>;)ld + (0'[~<I>i])2]
i=Y,T
(C.6)
Here the first term compares the mean difference in phase over the LD cycles, where
~<I>i = ¢i-c/>i, cPi is the phase (from dawn) of the RNA peak in the model and ¢y = Ih,
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(fiT = 5h are the target phases of the peaks in c~) and c~m) respectively. The second
term describes a cost of 0(1) for solutions whose variations in peak phases are 1h. Next,
( )
2
8dm _ 1
size - L (.6. Cm»)
i=Y,T Ci Id
(C.7)
This term costs for solutions in LD cycle with oscillation sizes, (.6.c(m) = c(m) -~ ~ max
c~m)min)' less than 1nm. Finally,
(
Cm) )28dm _ ~ ( 2/3cy (tp) )
Cy - ~ Cm) Cm) . Id
i=2,-2 Cy (tp) - Cy (tp + z)
(C.S)
This term checks that the Y mRNA expression profile has a sharp peak in LD cycles,
with an 0(1) contribution if Y's expression level has dropped by 2/3 of its oscillation
size within 2 hours before and after its peak of expression. As for the single loop optimi-
sations, throughout the implementation the cost function was "capped" at .6.max = 104,
such that .6. - Min(104, .6.). The sum of the double mutant cost function terms was
also capped at 103.
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Appendix D
Optimal parameter values for
interlocked feedback network
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Table 0.1: Optimal parameter values for interlocked feedback loop network.
Parameter values for Interlocked feedback loop network
Parameter
Name Parameter Value Parameter Description DimensIons
ql 2.4514 Coupling constant of light activation of LHY transcription llh
nl 5.1694 Maximum light-Independent LHY transcription rate nMih
a 3.3064 Hili coefficient of activation by prolaln X
gl 0.8767 Constant of activation by prolaln X nM
ml 1.5283 Maximum rate of LHY mRNA degradation nMIh
kl 1.8170 Michaelis constant of LHY mRNA degradation nM
pl 0.8295 Rate constant of LHY mRNA translation llh
rl 16.8363 Rate constant of LHY transport Into nucleus llh
r2 0.1687 Rate constant of LHY transport out of nucleus llh
m2 20.4400 Maximum rate of cytoplasmic LHY degradation nMih
k2 1.5644 Michaalls constant of cytoplasmic LHY degradation nM
m3 3.8888 Maximum rata of nuclear LHY degradation nMih
k3 1.2785 Michaelis constant of nuclear LHY degradation nM
n2 3.0087 MaximumTOCl transcrtptlon rata nMih
b 1.0258 HUIcoefficient of activation by protein Y
g2 0.0368 Constant of activation by protaln Y nM
g3 0.2658 Constant of raprasslon by LHY nM
c 1.0258 HIli coa1'IIcient of rap_Ion by LHY
m4 3.8231 Maximum rata of Toe mRNA degradation nMih
k4 2.5734 Michaelis constant of Toe mRNA degradation nM
p2 4.3240 Rate constant of TOCI mRNA translation llh
r3 0.3166 Rata constant of Toel movament into nucleus llh
r4 2.1509 Rata constant of Toel movement out of nucleus l/h
mS 0.0013 Maximum rata of light dependent cytoplasmic Toel degl'lldation nMih
m6 3.1741 Maximum rata of light Independent cytoplasmic Toel degradation nMih
k5 2.7454 Michaelis constant of cytoplasmic TOCI degradation nM
m7 0.0492 Maxlmum rata of light dependent nuclear Toet degradation nMih
m8 4.0424 Maxlmum rata of light independent nuclear Toel degradation nMih
k6 0.4033 Michaelis constant of nucle8r Toel degradation nM
n3 0.2431 Maximum tranecrlptlon rata of protein X nMih
d 1.4422 HUIcoefficient of activation by Toel
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Table 0.1: (continued)
P........ r,._ P......... V.lue p __ Deacrlptlon Dlmenalona
g4 0.5388 Conllan! of activation by TOC1 nM
m9 10.1132 Maximum rate of degradation of protein X mRNA nMih
k7 S.5585 Michaella constant of pcoteln X mRNA degradation nM
p3 2.1470 Rate constant of X mRNA translation 11h
IS 1.0352 Rate constant of protein X movement Into nucleus 11h
r5 3.3017 Rate constant of protein X movement out of nucleus 11h
m10 0.2179 Maximum rate of degradation of cytopIaamIc protein X nMih
lIB 0.6632 Michaelis constant of cytoptaamlc protein X degradation nM
m11 3.3442 Maximum rate of degradation of nuclear protein X nMih
k9 17.1111 MIchaelis constant of nuclear protein X degradation nM
q2 2.4017 Coupling conatant of Ught activation of Y mRNA tranacriptlon 11h
n4 0.0857 Light dependent component of Y transcription nMih
n5 0.1649 Light independent component of Y tranlCription nMih
gil 1.1780 ConIIant of repl'8lllon by TOC1 nM
g6 0.0645 Conllant of rapreesion by LHY nM
e 3.8064 HIli COefficient of rap_ion by TOC1
f 1.0237 HOIooefficIent of raPl8llion by LHY
m12 4.2970 Maximum rate of degradation of protein Y mRNA nMih
k10 1.7303 Michaeli. con.tent of protein Y mRNA degradation nM
p4 0.2485 Rate constant of Y mRNA transl.tiOn 11h
n 2.2123 Rate conatant of protein Y movement Into nucleu8 11h
r5 0.2002 Rate constant of protein Y movement out of nucleus 11h
m13 0.1347 Maximum rate of degradation of cytoplasmic protein Y nMih
k11 1.8258 Michaelis constant bf cytoplasmic protein Y degradation nM
m14 0.S114 Maximum rate of degredatIon of nuclear protein Y nMih
k12 1.8066 Michaelis constant of nuclear protein Y degradation nM
pS 0.5000 Light dependent production of protein P nMih
k13 1.2000 Michaelis constant of pcoteln P degradation nM
m15 1.2000 MiaJClmum rate of protein P degradation nMih
q3 1.0000 Coupling constant of light activation of protein P degradation 11h
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Appendix E
Optimisation of 3-loop Model
The parameter values (Appendix D) and equations for the optimal solution of the inter-
locked feedback loop model (Chapter 4) were taken as our starting parameter set and
network.
The parameters for LHY transcription in Eqn. 6.1 were re-optimised to take
into account that in a prri',/prr9 plant the period of the clock is approx 30h in LL [126].
In order to model the prr!/prr9 mutant the equations were solved for 106 simulated
annealing points in order to minimise the qualitative cost function as defined in Ap-
pendix C which quantifies the goodness of fit of the solutions to several key pieces of
experimental data. The cost function error term for the WT period in DD, 6Td was
replaced with an error term for the period in LL, 6T!! in order to find a solution in LL
with a period of 30h, as opposed to a DD solution with a period of 25h.
6Tl! is given by:
6Tl! = L ((30 - Ti(m))2 / f)ll.
i=L,T
(E.1)
This represents the summed error in the period, T, for LHY (L) and TOC1 (T) mRNA
levels in constant light conditions, where Ou gives the average over the cycles between
300 < t < 600. The biological evidence strongly indicates that the free running period
of the clock in an prr! /9 mutant plant is not less than 30h [84], but we have less
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confidence in assigning a precise value hence we adopt values of f = 0.05 if Ti(m) ::; 30
and f = 2 if Ti(m) > 30.
The equations of the interlocked loop model were then altered to include the
effects of PRR7/9 (Chapter 6.1). The equation for LHY transcription was modified
to include the effect of PRR7/9 repressing LHY transcription (Eqn. 6.1, and three
equations were added to describe PRR7/9 mRNA, cytoplasmic and nuclear protein levels
(Eqs. 6.14 to 6.16).
The parameters for PRR7/9 were then optimised (Eqs. 6.14 to 6.16) in order
to model a WT plant. In order to reduce parameter space, the acute light activation
term for PRR7/9 q4 was set to the same value as the acute light response for the LHY
promoter qi. the Hill coefficient of PRR7/9 activation by LHY, g, was set to the same
value as c. The Hill coefficient of TOC1 repression by LHY, and go, the constant of
repression of LHY by PRR7/9 was set to 1.
As in Chapter 3 the equations were solved for 1 million quasirandom points in
parameter space, and 8Tll was altered in order to search for a period in LL of 24h rather
than 30h 8Tll = 2:i=L,T((24 - Ti(m»)2 / f)u. The costfunction was also altered to find
a short period oscillation in the toc1 background [62], as opposed to a short period
oscillation in a Ihy/ccal background (Appendix C). This gives a cost function:
(E.2)
where the label (tocl ) denotes the cost function for the toc1 mutant plant. We define
below the terms for the new toc1 mutant terms of the cost function:
8~~~1= L ((24 - Ti(m»)2/0'15)ld
i=A,L
(E.3)
is the summed error in the period, T, for A (PRR7/9) and T (LHY) mRNA levels in
LD cycles. We penalise solutions with a period of PRR7/9 greater than 20 hours under
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constant light conditions. 6~:)= 0 if the period is less than 20 hours, otherwise:
(E.4)
The next term 6~m is defined as:
(E.5)
Here the first term compares the mean difference in phase over the LD cycles, where
~<Pi = ch - (h, (h is the phase (from dawn) of the LHY mRNA peak in the model
and ¢L = 1h is the target phase of the peak in c~m). The second term describes a cost
of 0(1) for solutions whose variations in peak phase are 1h. Next,
( )
2
6toc1 _ 1
size - L (~(m»)
i=A,L Ci ld
(E.6)
This term costs for solutions in LD cycle with oscillation sizes, (~c~m) = c~m)max -
c~m)min)' less than 1nm. Finally,
= '""' (( 2/3c~m) (tp) ) 2)
~ (m) (m) . Id
i=2,-2 CL (tp) - CL (tp + '1,)
The first term checks that the LHY mRNA expression profile has a sharp peak in LD
6toc1Cy (E.7)
cycles, with an 0(1) contribution if LHY's expression level has dropped by 2/3 of its
oscillation size within 2 hours before and after its peak of expression. As for the single
loop optimisations, throughout the implementation the cost function was "capped" at
~max = 104, such that ~ --t Min(104, ~). The sum of the tocl cost function terms
was also capped at 103.
As we are only optimising parameters in the equations for LHY and PRR7/9,
the output of the model is the same as for the interlocked loop model when simulating
a Ihy/ccal plant, as PRR7/9 and LHY are no longer part of the functional clock in this
case.
A further 105 simulated annealing points was carried out on the 10 best solutions
found from the search of parameter space, to find the optimal parameter set.
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Appendix F
Optimal parameter values for the
3-loop Model
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Table F.1: Optimal parameter values for the 3-loop model.
Parameter values for 3 - loop model of Arabidopsis clock
Parameter
Name Parameter Value Parameter Description Dimensions
q1 4.1954 Coupling constant of light activation of LHY transcription 1/h
nO 0.0500 Maximum light-dependent LHY transcription rate nM/h
gO 1 Constant of repression by APPR7/9 nM/h
III 4.000 Hill coefficient of repression by APPR7/9 nM
n1 7.8142 Maximum light-independent LHY transcription rate nM/h
a 1.2479 Hill coefficient of activation by protein X
_91 3.1383 Constant of activation by protein X nM
m1 1.9990 Maximum rate of LHY mRNA deoradation nM/h
k1 2.3920 Michaelis constant of LHY mRNA degradation nM
p1 0.8295 Rate constant of LHY mRNA translation 1/h
r1 16.8363 Rate constant of LHY transport into nucleus 1/h
r2 0.1687 Rate constant of LHY transport out of nucleus 1/h
m2 20.4400 Maximum rate of cytoplasmlc LHY degradation nM/h
k2 1.5644 Michaelis constant of cvtoplasrnic LHY decradation nM
m3 3.6888 Maximum rate of nuclear LHY degradation nM/h
k3 1.2765 Michaelis constant of nuclear LHY degradation nM
n2 3.0087 MaximumTOC1 transcription rate nM/h
b 1.0258 Hill coefficient of activation by protein Y
02 0.0368 Constant of activation by protein Y nM
g3 0.2658 Constant of repression b}' LHY nM
c 1.0258 Hill coefficient of repression by LHY
m4 3.8231 Maximum rate of TOC mRNA degradation nM/h
k4 2.5734 Michaelis constant of TOC mRNA degradation nM
p2 4.3240 Rate constant of TOC1 mRNA translation 1/h
r3 0.3166 Rate constant of TOC1 movement into nucleus 11h
r4 2.1509 Rate constant of TOC1 movement out of nucleus 1/h
m5 0.0013 Maximum rate of light dependent cytoplasmic TOC1 degradation nM/h
m6 3.1741 Maximum rate of light independent cytoplasmic TOC1 degradation nM/h
k5 2.7454 Michaelis constant of cytoptasrntc TOC1 degradation nM
m7 0.0492 Maximum rate of liaht dependent nuclear TOC1 dearadation nM/h
m8 4.0424 Maximum rate of light independent nuclear TOC1 degradation nM/h
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Table F.1: (continued)
Parameter
Name Parameter Value Parameter DescriDtion Dimensions
k6 0.4033 Michaelis constant of nuciear TOCI degradation nM
n3 0.2431 Maximum transcription rate of_j)_rotein X nM/h
d 1.4422 Hill coefficient of activation by TOC 1
a4 0.5388 Constant of activation Il}'TOC 1 nM
m9 10.1132 Maximum rate of degradation of_p_rotein X mRNA nMIh
k7 6.5585 Michaelis constant of protein X mRNA degradation nM
p3 2.1470 Rate constant of X mRNA translation l/h
r5 1.0352 Rate constant of protein X movement into nucleus l/h
re 3.3017 Rate constant of protein X movement out of nucleus l/h
ml0 0.2179 Maximum rate of degradation of cytoplasmic protein X nM/h
k8 0.6632 Michaelis constant of eytoplasmic protein X degradation nM
mil 3.3442 Maximum rate of degradation of nuclear protein X nM/h
k9 17.1111 Michaelis constant of nuclear protein X degradation nM
Q2 2.4017 Coupling constant of liaht activation of Y mRNA transcription llh
n4 0.0857 Light dependent component of Y transcription nM/h
n5 0.1649 Light independent component of Y transcriQ_tion nM/h
g5 1.1780 Constant of repression by TOCI nM
ee 0.0645 Constant of repression by LHY nM
e 3.6064 Hill coefficient of repression by TOC 1
f 1.0237 Hill coefficient of repression Il}'LHY
m12 4.2970 Maximum rate of degradation of protein Y mRNA nMIh
kl0 1.7303 Michaelis constant of protein Y mRNA degradation nM
p4 0.2485 Rate constant of Y mRNA translation l/h
r7 2.2123 Rate constant of protein Y movement into nucleus l/h
r8 0.2002 Rate constant of protein Y movement out of nucleus l/h
m13 0.1347 Maximum rate of dearadation of c:ylQQIasmic_l)_rotein Y nM/h
kll 1.8258 Michaelis constant of cytoplasmic protein Y degradation nM
m14 0.6114 Maximum rate of degradation of nuclear protein Y nM/h
k12 1.8066 Michaelis constant of nuclear protein Y degradation nM
es 0.5000 Light dependent production of _l)_rotein P nM/h
k13 1.2000 Michaelis constant of protein P degradation nM
m15 1.2000 Miaximum rate of protein P degradation nM/h
Q3 1.0000 Coupling constant of light activation of protein P degradation llh
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Table F.1: (continued)
Parameter
Name Parameter Value Parameter Description Dimensions
Q4 2.4514 Coupling constant of iight activation of LHY transcription 1/h
II 1.0258 Hill coefficient of activation by LHY
n6 8.0706 Maximum light-independent APRR7/9 transcription rate nM/h
n7 0.0002 Maximum light-dependent APPR7/9 transcription rate (nM/h)(nM)g
g7 0.0004 Constant of activation by LHY nM
m16 12.2398 Maximum rate of degradation of APRR7/9 mRNA nM/h
k14 10.3617 Michaelis constant of APRR719 mRNA degradation nM
p6 0.2907 Rate constant of APRR7/9 mRNA translation 1/h
r9 0.2528 Rate constant of APRR7/9 protein movement out of nucleus 1/h
r10 0.2212 Rate constant of APRR7/9 protein movement into the nucleus 1/h
m17 4.4505 Maximum rate of degradation of cytoplasmic protein APRR7/9 nM/h
k15 0.0703 Michaelis constant of cytoplasmic protein APRR7/9 degradation nM
m18 0.0156 Maximum rate of degradation of nuclear protein APRR7/9 nM/h
k16 0.6104 Michaelis constant of nuclear protein APRR7/9 degradation nM
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