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Abstract
This paper gives the estimates of the distance between two consecutive zeros of the nth m-orthogonal
polynomial Pn for a Freud weight W = e−Q as follows. Let {xkn} be the zeros of Pn in decreasing order,
an = an(Q) the nth Mhaskar–Rahmanov–Saff number, and φn(x) = max

n−2/3, 1− |x |/an

. Assume
that Q ∈ C(R) is even, Q(0) = 0, Q′ ∈ C[0,∞), Q′(x) > 0, x ∈ (0,∞), Q′′ ∈ C(0,∞), and for some
A, B > 1,
A ≤ (x Q
′(x))′
Q′(x) ≤ B, x ∈ (0,∞).
Then, for 1 ≤ k ≤ n − 1,
xkn − xk+1,n ≤ c ann φn(xkn)
−1/2
and
xkn − xk+1,n ≥

c
an
n
φn(xkn)
−1/2, m = 2,
c
an
n
φn(xkn)
(m−2)/2, m ≥ 3.
Moreover, we have
−an < xnn < · · · < x1n < an
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and for even m,
−an[1− c(W,m)n−2/3] ≤ xnn < · · · < x1n ≤ an[1− c(W,m)n−2/3].
This paper also gives the estimates of Christoffel type functions with odd order and discusses the con-
vergence of Gaussian quadrature formulas for such a weight.
c⃝ 2011 Published by Elsevier Inc.
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1. Introduction and main results
This paper deals with the estimates of the distance between two consecutive zeros of m-
orthogonal polynomials for Freud weights and their applications.
First let us introduce some notations and definitions.
Throughout this paper m denotes an integer not less than 2. Denote by N, No, and Ne the
sets of positive, odd positive, and even positive integers, respectively. R stands for the set of
real numbers. Write Mo = {m − 2 j − 1 : j = 1, 2, . . . , [(m − 1)/2]} for m ≥ 3 and
Me = {m − 2 j : j = 1, 2, . . . , [m/2]} for m ≥ 2, where [r ] denotes the integral part of
r ∈ R. That is, j ∈ Mo if and only if 0 ≤ j ≤ m − 3 and m − j ∈ No for m ≥ 3; j ∈ Me if and
only if 0 ≤ j ≤ m − 2 and m − j ∈ Ne.
Pn stands for the set of algebraic polynomials of degree at most n. Put P∗n = {P(x) =
c(x − y1) · · · (x − yr ) : c, y1, . . . , yr ∈ R, r ≤ n} and P∗n(x) = {P ∈ P∗n : P(x) = 1} for
x ∈ R. We agree P∗0 = P0.
For n ∈ N, the monic m-orthogonal polynomial of degree n with respect to a weight w on R
Pn(w,m; x) = xn + P(x), P ∈ Pn−1,
is defined by∫
R
|Pn(w,m; x)|mw(x)dx = min
Q∈Pn−1
∫
R
|xn + Q(x)|mw(x)dx .
It is well known that (see, say, [7, Theorem 3.2.2, p. 33]) Pn(w,m; x) is a monic m-orthogonal
polynomial of degree n with respect to a weightw on R if and only if it satisfies the orthogonality
relations∫
R
|Pn(w,m; x)|m
Pn(w,m; x) Q(x)w(x)dx = 0, ∀Q ∈ Pn−1.
Hence Pn(w,m; x) has n distinct real zeros, which are denoted by xkn = xkn(w,m) in decreasing
order
xnn < xn−1,n < · · · < x2n < x1n .
Definition 1.1 (Lubinsky and Mastroianni [5, Definition 1.1]). Let W = e−Q , where Q ∈ C(R)
is even, Q′(x) > 0, x ∈ (0,∞), Q′′ ∈ C(0,∞), and for some A, B > 1,
A ≤ (x Q
′(x))′
Q′(x)
≤ B, x ∈ (0,∞).
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Then we write W ∈ F .
Assume, further, that Q(0) = 0 and Q′ ∈ C[0,∞). In this case we write W ∈ F∗.
Remark 1.1. Definition 1.1 in [3, pp. 7–8] and Definition 1.4 in [3, pp. 11–12] also give the
classes of weights F(C2+) and F(Lip 12 ), respectively (here we omit the details). Meanwhile,
Remark(a) in [3, p. 8] and the list of inclusions between the various classes of weights (1.50)
in [3, p. 13] show
F∗ ⊂ F(C2+) ⊂ F

Lip
1
2

. (1.1)
For a weight W ∈ F or even for a weight W which satisfies the conditions of Lemma 2.7
below, the qth Mhaskar–Rahmanov–Saff number aq = aq(Q) is defined by the positive root of
the equation
q = 2
π
∫ 1
0
aq t Q
′(aq t)(1− t2)−1/2dt, q > 0. (1.2)
The letters c, c1, . . . stand for positive constants independent of variables and indices, unless
otherwise indicated and their values may be different at different occurrences, even in subsequent
formulas. Moreover, Cn ∼ Dn means that there are two constants c1 and c2 such that c1 ≤
Cn/Dn ≤ c2 for the relevant range of n.
In what follows we always assume that n ∈ N, n ≥ 2, and xkn = xkn(W m,m), k = 1, 2,
. . . , n, unless otherwise indicated.
The first main result in this paper gives the estimates of the distance between two consecutive
zeros of m-orthogonal polynomials for a Freud weight W ∈ F∗, in which
φn(x) := φn(Q; x) := max

n−2/3, 1− |x |
an(Q)

= max

n−2/3, 1− |x |
an

. (1.3)
Theorem 1.1. Let W ∈ F∗. Then, for 1 ≤ k ≤ n − 1,
xkn − xk+1,n ≤ c ann φn(xkn)
−1/2 (1.4)
and
xkn − xk+1,n ≥

c
an
n
φn(xkn)
−1/2, m = 2,
c
an
n
φn(xkn)
(m−2)/2, m ≥ 3.
(1.5)
Moreover, we have
− an < xnn < · · · < x1n < an (1.6)
and for m ∈ Ne,
− an[1− c(W,m)n−2/3] ≤ xnn < · · · < x1n ≤ an[1− c(W,m)n−2/3]. (1.7)
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As the first application of Theorem 1.1 in this paper we state the following
Theorem 1.2. Let W ∈ F∗. If
A >
3
2
, (1.8)
then
an = o(n2/3) (1.9)
and
lim
n→∞ max1≤k≤n−1
(xkn − xk+1,n) = 0. (1.10)
In [8] we obtained the estimates of Christoffel type functions with even order for a Freud
weight only (see Lemma 2.1 below). Here as an application of Theorem 1.1, we shall give the
estimates of Christoffel type functions with odd order for a Freud weight.
To this end we need the definition of the Christoffel type functions.
Given a fixed point x ∈ R, an index j, 0 ≤ j ≤ m − 2, and n ∈ N, for P ∈ Pn−1 with
P(x) = 1 and B j (P, x; ·) ∈ Pm− j−2, let the polynomial
A j (P, x; t) := A jnm(P, x; t) := 1j ! (t − x)
j B j (P, x; t)P(t)m (1.11)
satisfy the interpolation conditions
A(i)j (P, x; x) = δi j , i = 0, 1, . . . ,m − 2. (1.12)
Clearly, A j (P, x; t) must exist and be unique.
Definition 1.2 (Shi [6, Definition 1.1]). Let n ∈ N and j ∈ Me, m ≥ 2. The Christoffel type
function λ jn(dµ,m; x) with respect to a weight w on R is defined by
λ jn(w,m; x) = inf
P∈P∗n−1(x)
∫
R
A j (P, x; t) sgn[(t − x)P(t)]mw(t)dt. (1.13)
According to Theorem 2.1 in [6], there is a unique polynomial Px ∈ P∗n−1(x) such that for every
j ∈ Me,
λ jn(w,m; x) =
∫
R
A j (Px , x; t) sgn[(t − x)Px (t)]mw(t)dt. (1.14)
Then, using Px and (1.14) we can define λ jn(w,m; x) for j ∈ Mo, m ≥ 3.
Meanwhile, by Corollary 2.2 in [6] we have
λ0n(w, 2; x) = λn(w; x),
here λn(w; x) is the classical Christoffel function with respect to a weight w.
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Now we can state the following
Theorem 1.3. Let W ∈ F∗ and j ∈ Mo. Then for x ∈ [xn−1,n, x2n],
|λ jn(W m,m; x)| ≤ c
an
n
 j+1
W (x)mφn(x)
−m/2. (1.15)
As another application of Theorem 1.1 in this paper we formulate an interesting result of
convergence for Gaussian quadrature formulas on R, in which S(w) stands for the set of all
Riemann–Stieltjes integrable functions with respect to a weight w on R and
Qn(w,m; f ) :=
n−
k=1
λ0n(w,m; xkn(w,m)) f (xkn(w,m)).
Theorem 1.4. Let W ∈ F∗, f ∈ S(W m), and m ∈ Ne. Assume that G has all derivatives on R
and satisfies that
G(2 j)(x) ≥ 0, x ∈ R, j = 0, 1, . . . , (1.16)
|G( j)(x)| ≤ cG(x), x ∈ R, j = 1, 2, . . . ,m − 2, (1.17)
lim|x |→∞
f (x)
G(x)
= 0, (1.18)
and ∫
R
G(x)W (x)mdx <∞. (1.19)
If inequality (1.8) is true, then
lim
n→∞ Qn(W
m,m; f ) =
∫
R
f (x)W (x)mdx . (1.20)
Finally, we formulate a consequence of Theorem 1.4. Here f ∈ S0(w) means that f ∈ S(w)
and for s ∈ Ne, D > 0,
| f (x)| ≤ D(1+ x s), x ∈ R. (1.21)
(See [1, p. 69].)
Theorem 1.5. Let W ∈ F∗, f ∈ S0(W m), and m ∈ Ne. If inequality (1.8) is true, then the
relation (1.20) holds.
We shall give some auxiliary lemmas in Section 2 and the proofs of the theorems in Section 3.
2. Auxiliary lemmas
We need upper and lower bounds of the Christoffel type functions λ jn(W m,m; x) with
j ∈ Me for a Freud weight W .
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Lemma 2.1 (Shi [8, Theorem 1.3]). Let W ∈ F∗, n ∈ N, d > 0, and j ∈ Me. Then for x ∈ R,
λ jn(W
m,m; x) ≥

c
an
n
 j+1
W (x)mφn(x)
−1/2, m ∈ Ne, j = 0,
c
an
n
 j+1
W (x)m, otherwise,
(2.1)
and for |x | ≤ an(1+ dn−2/3),
λ jn(W
m,m; x) ≤ c
an
n
 j+1
W (x)mφn(x)
(1−m)/2. (2.2)
We also need some known results as follows.
Lemma 2.2 (Shi [6, Theorems 2.1–2.3 and 2.6]). Let w be a weight on R and let xkn =
xkn(w,m). Then for 1 ≤ k ≤ n,
λm−2,n(w,m; xkn) =
∫
R
|Am−2(ℓkn, xkn; t)|w(t)dt
= 1
(m − 2)!
∫
R
|ℓkn(t)|m |t − xkn|m−2w(t)dt, (2.3)
where
ℓkn(t) := ℓkn(w,m; t) := Pn(w,m; t)P ′n(w,m; xkn)(x − xkn)
. (2.4)
Moreover, for i ∈ Me and j > i , we have the estimate
|λ jn(w,m; x)| ≤ ch j−iλin(w,m; x), (2.5)
where
h =
max{|x − xk−1,n|, |x − xk+2,n|}, x ∈ [xk+1,n, xkn], 2 ≤ k ≤ n − 2,|x − xn−1,n|, x ≤ xnn,|x − x2n|, x ≥ x1n . (2.6)
Lemma 2.3 (Lubinsky [4, Theorem 1]). Assume that w(x) > 0, w′(x) exists, and the function
w′(x)/w(x) is non-increasing on R. Then for 1 ≤ k ≤ n − 1,
ℓk(x)w(x)
w(yk)
+ ℓk+1(x)w(x)
w(yk+1)
≥ 1, x ∈ [yk+1, yk], (2.7)
where ℓk are the fundamental polynomials of Lagrange interpolation based on the set of nodes
yn < yn−1 < · · · < y1.
Lemma 2.4 (Levin and Lubinsky [2, Lemma 5.1]). Let W ∈ F∗. Then
Q′(1)x A−1 ≤ Q′(x) ≤ Q′(1)x B−1, x ∈ [1.∞), (2.8)
A ≤ x Q
′(x)
Q(x)
≤ B, x ∈ (0.∞), (2.9)
and
Q(an x) ∼ n, x ∈ [a, b], −∞ < a < b <∞. (2.10)
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Lemma 2.5 (Levin and Lubinsky [2, Theorem 1.9 and Lemma 5.2]). Let W ∈ F∗. Then for
P ∈ Pn ,
‖P ′W‖ ≤ c n
an
‖PW‖.
Lemma 2.6 (Levin and Lubinsky [3, Theorem 1.15, p. 21]). Let W ∈ F∗. Then for P ∈ Pn ,
‖(PW )′φ−1/2n ‖ ≤ c nan ‖PW‖. (2.11)
Lemma 2.7 (Shi [8, Lemma 2.12]). Let W ∈ F and q, λ > 0. Then
aq(λQ) = aq/λ(Q). (2.12)
Lemma 2.8 (Shi [9, Corollaries 2.2 and 2.4]). Let W := e−Q where Q : R → [0,∞) is convex
and even with limx→∞ Q(x) = ∞ and Q(x) > Q(0) = 0, 0 < |x | <∞. Then
− an < xnn < · · · < x1n < an . (2.13)
Moreover, if W ∈ F∗ and m ∈ Ne, then
− an[1− c(W,m)n−2/3] ≤ xnn < · · · < x1n ≤ an[1− c(W,m)n−2/3]. (2.14)
To state the following result we need a notation [1, p. 62]: w ∈ E means that if a weight u
satisfies∫
R
xnw(x)dx =
∫
R
xnu(x)dx, n = 0, 1, . . . ,
then ∫ x
−∞
w(t)dt =
∫ x
−∞
u(t)dt.
We have
Lemma 2.9 (Zhou [10, Theorem 3.1]). Let w ∈ E , f ∈ S(w), and m ∈ Ne. Assume that G has
all derivatives on R and satisfies the conditions (1.16)–(1.19). If relation (1.10) is true, then
lim
n→∞ Qn(w,m; f ) =
∫
R
f (x)w(x)dx . (2.15)
Lemma 2.10. Let W ∈ F∗ and C > 0. If for x, y ∈ R,
|y − x | ≤ C an
n
φn(x)
−1/2, (2.16)
then
φn(x)
1+ C ≤ φn(y) ≤ (1+ C)φn(x). (2.17)
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Proof. Clearly, by (1.3)
φn(x) ≥ n−2/3. (2.18)
Thus by means of (2.16)
|y − x | ≤ C an
n
(n−2/3)−1/2 = Cn−2/3an,
from which it follows by (1.3) that
φn(y) ≥ 1− |y|an ≥ 1−
|x |
an
− |y − x |
an
≥ 1− |x |
an
− Cn−2/3 ≥ 1− |x |
an
− Cφn(y). (2.19)
Hence
φn(y) ≥ 11+ C

1− |x |
an

. (2.20)
On the other hand, by (2.18)
φn(y) ≥ n−2/3 ≥ 11+ C n
−2/3,
which by (2.20) gives
φn(y) ≥ 11+ C φn(x). (2.21)
Interchanging x and y in (2.19)–(2.21), we can obtain
φn(x) ≥ 11+ C φn(y)
instead of (2.21). This completes the proof of (2.17). 
3. Proofs of the theorems
3.1. Proof of Theorem 1.1
We use the ideas of Levin and Lubinsky in [3, pp. 321–322 and p. 380] with modifications.
Denote ‖ f ‖ = supx∈R | f (x)|, f ∈ C(R). For simplicity, we often omit the superfluous
notations, say, xk := xkn, ℓk := ℓkn, . . ..
First we point out that (1.6) and (1.7) follow directly from (2.13) and (2.14), respectively.
Next let us prove (1.4) and (1.5). Since Q is even, we conclude that xk = −xn+1−k, 1 ≤ k ≤
n/2. Denote dk = xk − xk+1.
To prove (1.4) using (2.3) and (2.4) with w = W m for 1 ≤ k ≤ n,
λm−2,n(W m,m; xk) = 1
(m − 2)!
∫
R
|ℓk(x)|m |x − xk |m−2W (x)mdx,
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where ℓk(x) = ℓkn(W m,m; x). Thus
S := λm−2,n(W m,m; xk)W (xk)−m + λm−2,n(W m,m; xk+1)W (xk+1)−m
= 1
(m − 2)!
∫
R
[ |ℓk(x)|m |x − xk |m−2
W (xk)m
+ |ℓk+1(x)|
m |x − xk+1|m−2
W (xk+1)m
]
W (x)mdx
≥ 1
(m − 2)!
∫ xk− dk3
xk+1+ dk3
[
ℓk(x)m |x − xk |m−2
W (xk)m
+ ℓk+1(x)
m |x − xk+1|m−2
W (xk+1)m
]
W (x)mdx
≥ 1
(m − 2)!

dk
3
m−2 ∫ xk− dk3
xk+1+ dk3
[
ℓk(x)
W (xk)
]m
+
[
ℓk+1(x)
W (xk+1)
]m
W (x)mdx .
Using the inequality |a|m + |b|m ≥ [2−1(|a| + |b|)]m the above relations yield
S ≥ 1
(m − 2)!

dk
3
m−2 ∫ xk− dk3
xk+1+ dk3

1
2
[
ℓk(x)
W (xk)
+ ℓk+1(x)
W (xk+1)
]
W (x)
m
dx .
According to (2.7) the above inequality gives
S ≥ 1
(m − 2)!

dk
3
m−2 ∫ xk− dk3
xk+1+ dk3
1
2m
dx = 1
2m3m−1(m − 2)!d
m−1
k . (3.1)
To estimate the upper bound for S we need to separate the two cases when xk > 0 and xk ≤ 0.
Case 1. xk > 0. In this case, noticing that xk ≥ |xk+1| and hence φn(xk) ≤ φn(xk+1), by (2.2)
with j = m − 2 we have
S ≤ c
an
n
m−1
φn(xk)
(1−m)/2,
which, coupled with (3.1), gives (1.4).
Case 2. xk ≤ 0. In this case, noticing that |xk | < |xk+1| and hence φ(xk) ≥ φ(xk+1), by (2.2)
with j = m − 2 we have
S ≤ c
an
n
m−1
φn(xk+1)(1−m)/2,
which, coupled with (3.1), gives
dk ≤ c ann φn(xk+1)
−1/2.
Applying Lemma 2.10, we again obtain (1.4).
Inequality (1.5) with m = 2 is given by Theorem 1.19 in [3, p. 22–23]. Now let m ≥ 3 and
recall ℓk = ℓk(W m,m). Since Am−2(ℓk, xk; ·) ∈ Pmn−2, according to (1.13) we obtain
Am−2(ℓk, xk; x)2 ≤ λ0,mn(W 2m, 2; x)−1
∫
R
Am−2(ℓk, xk; t)2W (t)2mdt
≤ λ0,mn(W 2m, 2; x)−1
∫
R
|Am−2(ℓk, xk; t)|W (t)mdt‖Am−2(ℓk, xk; ·)W m‖.
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Using Lemma 2.2 we have
λm−2,n(W m,m; xk) =
∫
R
|Am−2(ℓk, xk; t)|W (t)mdt
and hence
Am−2(ℓk, xk; x)2 ≤ λ0,mn(W 2m, 2; x)−1λm−2,n(W m,m; xk)‖Am−2(ℓk, xk; ·)W m‖,
which by (2.1), (2.2), and (2.12) gives
Am−2(ℓk, xk; x)2 ≤ c
[
mn
amn(m Q)
W (x)−2mφmn(m Q; x)1/2
]
×
[an
n
m−1
W (xk)
mφn(xk)
(1−m)/2
]
‖Am−2(ℓk, xk; ·)W m‖
≤ c
an
n
m−2
W (x)−2m W (xk)mφn(xk)(1−m)/2‖Am−2(ℓk, xk; ·)W m‖.
Thus the inequality
[Am−2(ℓk, xk; x)W (x)m]2 ≤ c
an
n
m−2
W (xk)
mφn(xk)
(1−m)/2‖Am−2(ℓk, xk; ·)W m‖
holds for all x ∈ R and hence
‖Am−2(ℓk, xk; ·)W m‖ ≤ c
an
n
m−2
W (xk)
mφn(xk)
(1−m)/2. (3.2)
Applying Lemma 2.5 m − 2 times and using (2.12) and (3.2), we obtain
‖A(m−2)m−2 (ℓk, xk; ·)W m‖ ≤ c

mn
amn(m Q)
m−2 an
n
m−2
W (xk)
mφn(xk)
(1−m)/2
≤ cW (xk)mφn(xk)(1−m)/2
and then applying Lemma 2.6 we have
|[A(m−2)m−2 (ℓk, xk; x)W (x)m]′φmn(m Q; x)−1/2| ≤ c
mn
amn(m Q)
‖A(m−2)m−2 (ℓk, xk; ·)W m‖
≤ c mn
amn(m Q)
W (xk)
mφn(xk)
(1−m)/2.
We notice that by (1.3) and (2.12)
φmn(m Q; x) = max

(mn)−2/3, 1− |x |
amn(m Q)

= max

(mn)−2/3, 1− |x |
an

≤ max

n−2/3, 1− |x |
an

= φn(x).
Thus with the help of (2.12) we get
|[A(m−2)m−2 (ℓk, xk; x)W (x)m]′φn(x)−1/2| ≤ c
n
an
W (xk)
mφn(xk)
(1−m)/2. (3.3)
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We observe that A(m−2)m−2 (ℓk, xk; xk) = 1 by (1.12) and A(m−2)m−2 (ℓk, xk; xk+1) = 0 by (1.11).
Hence applying the mean value theorem for the derivative it follows from (3.3) that for some
ξ ∈ [xk+1, xk],
W (xk)
m = A(m−2)m−2 (ℓk, xk; xk)W (xk)m − A(m−2)m−2 (ℓk, xk; xk+1)W (xk+1)m
= [A(m−2)m−2 (ℓk, xk; x)W (x)m]′x=ξdk
≤ c n
an
W (xk)
mφn(ξ)
1/2φn(xk)
(1−m)/2dk
and hence
dk ≥ c ann φn(ξ)
−1/2φn(xk)(m−1)/2.
Using Lemma 2.10 we get dk ≥ c ann φn(xk)(m−2)/2. 
3.2. Proof of Theorem 1.2
By (2.8)–(2.10) for an ≥ 1,
an ≤ B Q(an)Q′(an) ≤
B Q(an)
Q′(1)a A−1n
≤ cBn
Q′(1)a A−1n
and hence
an ≤
[
cB
Q′(1)
]1/A
n1/A.
Thus inequality (1.8) implies inequality (1.9).
By virtue of (1.4), (2.18), and (1.9)
xkn − xk+1,n ≤ cann−2/3 = o(1).
This proves (1.10). 
3.3. Proof of Theorem 1.3
Using (2.5) with i = j − 1 and (2.2) for x ∈ [xn−1, x2],
|λ jn(W m,m; x)| ≤ chλ j−1,n(W m,m; x) ≤ ch
an
n
 j
W (x)mφn(x)
(1−m)/2. (3.4)
Let us estimate h. We have by means of (2.6) for x ∈ [xk+1, xk], 2 ≤ k ≤ n − 2,
h ≤ xk−1 − xk+2
and hence by (1.4) we obtain
h ≤ c an
n
[
min
k−1≤i≤k+1φn(xi )
]−1/2
.
Using Lemma 2.10 we obtain
h ≤ c an
n
φn(x)
−1/2
which, together with (3.4), yields (1.15). 
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3.4. Proof of Theorem 1.4
We need a result in [3, Lemma 3.2, p. 64]
s
r
≤ Q(s)
Q(r)
, s ≥ r ≥ 1. (3.5)
Inequality (3.5) implies that Q(x) ≥ Q(1)x, x ≥ 1. Thus∫
R
e(m−1)Q(1)|x |W (x)mdx =
∫
|x |<1
e(m−1)Q(1)|x |W (x)mdx
+
∫
|x |≥1
e(m−1)Q(1)|x |W (x)mdx
≤
∫
|x |<1
e(m−1)Q(1)|x |W (x)mdx +
∫
|x |≥1
e−Q(1)|x |dx <∞.
By Theorem 5.2 in [1, p. 80] we see W m ∈ E . Meanwhile, by Theorem 1.2 inequality (1.8)
implies relation (1.10). Then applying Lemma 2.9 the relation (1.20) follows from (2.15) with
w = W m . 
3.5. Proof of Theorem 1.5
Choose G(x) = 1 + x s+m . Clearly, the function G satisfies conditions (1.16) and (1.19).
Meanwhile, the relation (1.18) follows from (1.21).
To prove (1.17) we observe that for 1 ≤ j ≤ m − 2,
|G( j)(x)| = (s + m)(s + m − 1) · · · (s + m + 1− j)|x |s+m− j
≤ (s + m)(s + m − 1) · · · (s + 3)(1+ x s+m)
= (s + m)(s + m − 1) · · · (s + 3)G(x).
Then inequality (1.17) with c = (s + m)(s + m − 1) · · · (s + 3) holds. Applying Theorem 1.4,
we have (1.20). 
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