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Zusammenfassung
Fu¨r eine Riemannsche Mannigfaltigkeit M , ein Prinzipalfaserbu¨ndel P u¨ber M , einen
Zusammenhang D + A von P ist das Yang-Mills-Funktional definiert als
YM(D + A) :=
∫
M
|FD+A|2 dx,
wobei FD+A die Kru¨mmung von D + A bezeichnet.
Wir fixieren eine Lie-Gruppe K, die auf M und P operiert, sodass die Kohomoge-
nita¨t der K-Operation auf M ho¨chstens vier ist. Indem wir YM auf der Menge der
Zusammenha¨nge, die unter diesen K-Operationen a¨quivariant sind, minimieren und
Palais’ Prinzip der symmetrischen Kritikalita¨t anwenden, zeigen wir die Existenz ei-
ner K-a¨quivarianten Lo¨sung der Euler-Lagrange-Gleichung zu YM fast u¨berall auf
M . Diese Lo¨sung ist im Allgemeinen ein Zusammenhang eines von P verschiedenen
Bu¨ndels.
Um dies zu erreichen, zeigen wir zuna¨chst, dass es lokal in M passende Eichtrans-
formationen gibt (die nicht notwenigerweise Coulomb-Eichungen sind), wenn eine
Kleinheitsbedingung an die Kru¨mmung des betrachteten Zusammenhangs erfu¨llt ist
(dafu¨r modifizieren wir einen bekannten Eichsatz von Meyer und Rivie`re).
Mit Hilfe dieses Eichsatzes und der direkten Methode der Variationsrechnung erhalten
wir fast u¨berall auf M lokale Lo¨sungen der YM-Gleichung. Diese setzen wir zusam-
men zu einem Zusammenhang eines Bu¨ndels u¨ber M ohne eine Ausnahmemenge der
Kodimension vier.
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Abstract
For a compact Riemannian manifold M , a principal fiber bundle P over M , and a
connection D + A of P , the Yang-Mills functional is defined as
YM(D + A) :=
∫
M
|FD+A|2 dx,
where FD+A denotes the curvature of D + A.
We fix a compact Lie group K acting on M and P , such that the cohomogenity of
the K-action on M is less or equal to four. By minimizing YM among all connections
that are equivariant under the action of K and using Palais’ principle of symmetric
criticality, we show the existence of a solution of the Euler-Lagrange equation of YM
almost everywhere on M . In general, this solution is a connection of a bundle different
from P .
In order to obtain this result we prove the local existence of good equivariant gauges
(which are not necessarily Coulomb gauges) under a smallness assumption on the
curvature of the regarded connection (by modifying a well-known Coulomb gauge
theorem by Meyer and Rivie`re).
By using this gauge theorem and the direct method of the calculus of variations, we
obtain local solutions to the YM-equation almost everywhere on M . Then we assemble
those local solutions to a connection of a bundle over M ′ ⊂ M , where M \M ′ has
codimension-four.
Key words:
Gauge theory, Yang-Mills connection, Coulomb gauge, equivariance, supercritical di-
mension, symmetric criticality, direct method of the calculus of variations.
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1 Einleitung
1.1 Das Yang-Mills-Funktional
Das Yang-Mills-Funktional, das in dieser Arbeit na¨her betrachtet werden soll, wurde
zuerst im Zusammenhang mit dem physikalischen Pha¨nomen des Isospin beschrieben:
Heisenberg kam 1932 zu der Vermutung, dass Protonen und Neutronen nur zwei un-
terschiedliche Zusta¨nde desselben Teilchens darstellen; diese Zusta¨nde bezeichnete er
als Isospin und stellte die Grundlagen eines mathematischen Modells dafu¨r auf: Einem
Teilchen, das sich an einer beliebigen Stelle der Raumzeit befindet, werden dafu¨r zwei
komplexe Zahlen zugeordnet, deren quadrierte Betra¨ge sich zu Eins aufaddieren. Die
Gruppenoperation von SU(2) auf S3 ⊂ C2 modelliert hierbei den U¨bergang zwischen
unterschiedlichen Zusta¨nden des Teilchens in Bezug auf dessen Isospin. Diese Theo-
rie bauten Yang und Mills 1954 in [YM54] aus. Eine grundlegende Erkenntnis dabei
besteht in der Eichinvarianz des Modells: Die zwischen zwei Nukleonen auftretenden
Kra¨fte sind invariant unter von der Position der Teilchen abha¨ngenden “Drehungen”
von S3 im Modell von Heisenberg, so genannten Eichtransformationen. (Grob ge-
sagt bedeutet das, dass physikalisch relevante Gro¨ßen nicht davon abha¨ngen ko¨nnen,
in welcher Orientierung S3 an jeden einzelnen Punkt der Raumzeit “geha¨ngt” wird).
Der Betrag von Feldsta¨rken a¨ndert sich unter solchen Eichtransformationen nicht (die
zugeho¨rigen Potentialfunktionen aber schon). Die L2-Norm dieser Feldsta¨rke stellt
demnach ein physikalisch und geometrisch sinnvolles Funktional dar, da es nicht von
willku¨rlichen Auswahlen abha¨ngt:
Sei M eine kompakte Riemannsche Mannigfaltigkeit (im Falle des Isospins ist M
statt dessen die Raumzeit). U¨ber M sei das Prinzipalfaserbu¨ndel (P, pi,M ;G) mit
kompakter Lie-Gruppe G als Faser gegeben (im Falle des Isospins: G = SU(2)).
Dann entsprechen Eichtransformationen speziellen Isomorphismen von P auf sich
selbst. Ein Zusammenhang von P beschreibt ein Untervektorbu¨ndel des Tangenti-
albu¨ndels TP an P , das bestimmte Voraussetzungen erfu¨llt (und entspricht im phy-
sikalischen Modell einer Potentialfunktion). Grob gesagt liefert die Auswahl dieses
Untervektorbu¨ndels eine Aussage daru¨ber, wie unterschiedliche Fasern von P identi-
fiziert werden, also “zusammenha¨ngen”. Fu¨r analytische Zwecke ist es jedoch meist
sinnvoller, Zusammenha¨nge zu identifizieren mit kovarianten Ableitungen auf einem
zu P assoziierten Vektorbu¨ndel adP (welches die Lie-Algebra g zu G als Faser hat):
Die kovarianten Ableitungen von adP bilden einen affinen Raum: Fixiert man eine
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kovariante Ableitung D, so kann man zu jeder anderen kovarianten Ableitung ∇ von
adP eine adP -wertige Einsform A ∈ Ω1(adP ) finden, sodass ∇ = D + A (dabei
bezeichne Ωk(adP ) den Raum der glatten adP -wertigen k-Formen auf M).
Fu¨r eine solche kovariante Ableitung D+A kann man definieren, was ihre Kru¨mmung
ist:
FD+A := (D + A) ◦ (D + A),
wobei das a¨ußere D + A die natu¨rliche Fortsetzung von D + A zu einer kovarianten
a¨ußeren Ableitung D+A : Ω1(adP )→ Ω2(adP ) bezeichnet. Ist FD+A = 0, so bedeu-
tet das also, dass Richtungsableitungen bezu¨glich der kovarianten Ableitung D + A
vertauschen.
Man kann nachrechnen, dass
FD+A = DA+ [A,A]
tensoriell ist und daher aufgefasst werden kann als FD+A ∈ Ω2(adP ). Im Modell fu¨r
den Isospin entspricht FD+A einer Feldsta¨rke.
Das Yang-Mills-Funktional bezeichnet nun die L2-Norm dieses Kru¨mmungstensors:
YM(D + A) :=
∫
M
|FD+A(x)|2 dx.
Das Infimum und spezielle kritische Punkte dieses Funktionals liefern dabei vom
Standpunkt der Physik aus gesehen eine Aussage daru¨ber, welche Potentialfunktionen
in der Natur vorkommen. Aus geometrischer Sicht liefern sie Erkenntnisse u¨ber topo-
logische Eigenschaften des zugrunde liegenden Bu¨ndels (siehe zum Beispiel [Don83]
fu¨r vierdimensionale Mannigfaltigkeiten).
Damit eine Chance besteht, dass dieses Infimum angenommen wird, sollte man es
u¨ber einem vollsta¨ndigen Raum bilden. Man kann leicht nachrechnen, dass dabei
(W 1,2∩L4)Ω1(adP ) (also der Abschluss von Ω1(adP ) unter der Norm ‖·‖W 1,2 +‖·‖L4)
eine natu¨rliche Wahl wa¨re.
Der Wert des Yang-Mills-Funktionals ist invariant unter der Anwendung von Eich-
transformationen. (Generell bezeichnet man die Bescha¨ftigung mit Funktionalen, die
diese Invarianz aufweisen, als Eichtheorie – und das Yang-Mills-Funktional ist eines
der grundlegendsten eichtheoretischen Funktionale.) Das liegt an Ku¨rzungseffekten,
die bei der Berechnung der Kru¨mmung auftreten. Die Normen von A, insbesondere
die W 1,2- und L4-Norm, a¨ndern sich dagegen, wenn eine Eichtransformation ange-
wandt wird. Will man nun das Minimum von YM bestimmen, so bringt dies einen
entscheidenden Nachteil mit sich:
Da die Menge der Eichtransformationen eine unendlichdimensionale Symmetriegrup-
pe ist und die Anwendung von Eichtransformationen zwar die Normen der Zusam-
menhangsform A vera¨ndert, den Wert des Yang-Mills-Funktionals aber nicht, ist YM
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nicht koerziv. Koerzivita¨t ist jedoch eine notwendige Bedingung dafu¨r, die direkte
Methode der Variationsrechnung anwenden und damit die Existenz von Minimierern
zeigen zu ko¨nnen.
1982 behob Karen Uhlenbeck (in [Uhl82a]) dieses Problem, indem sie (fu¨r den Fall,
dass M ho¨chstens vierdimensional ist) einen wichtigen Satz u¨ber die Umeichung von
Zusammenha¨ngen bewies: Da die Nicht-Koerzivita¨t des Yang-Mills-Funktionals mit
seiner Eichinvarianz zusammenha¨ngt, besteht der Ansatz dabei darin, lokal auf klei-
nen Kugeln B ⊂ M , auf denen ‖FD+A‖L2(B) hinreichend klein ist, eine bestimmte
Eichung zu fixieren: Fu¨r diese ist die W 1,2-Norm der umgeeichten Zusammenhangs-
form beschra¨nkt gegen den Wert des Yang-Mills-Funktionals. Unter der Nebenbedin-
gung, dass diese spezielle ”Coulomb-Eichung“ angewandt wurde, wird das Funktional
demnach lokal koerziv.
Ist die Dimension der Basis-Mannigfaltigkeit kleiner als vier, so la¨sst sich mit Hilfe
dieses Eichsatzes und der direkten Methode der Variationsrechnung die Existenz eines
glatten (globalen) Yang-Mills-Zusammenhangs von (P, pi,M ;G) zeigen: Ausgehend
von einer Minimalfolge (Ai)i∈N kann man lokal auf kleinen Kugeln Bα, auf denen
der Eichsatz angewandt werden kann, u¨bergehen zur umgeeichten Folge. Diese auf
Bα umgeeichte Folge ist beschra¨nkt in W
1,2 und hat daher eine schwach konvergente
Teilfolge. Man kann zeigen, dass die so gefundenen Minimierern auf kleinen Kugeln
glatt sind; demnach handelt es sich um klassische Lo¨sungen der Yang-Mills-Gleichung,
von denen man beweisen kann, dass sie aus einer glatten Zusammenhangsform auf
ganz M hervorgehen.
Ist M vierdimensional, so kann eine endliche Menge von Punkten auftreten, bei de-
nen die Kru¨mmung der entsprechenden Folgenglieder nicht gleichma¨ßig beschra¨nkt
ist. Um diese Punkte gibt es also keine Kugeln, auf denen der Eichsatz auf alle
Folgenglieder angewandt werden kann. Daher kann mit der direkten Methode der
Variationsrechnung nur außerhalb dieser Punktmenge die Existenz eines Yang-Mills-
Zusammenhangs gezeigt werden (siehe [Sed82]). Auf dieser Punktmenge kann dieser
Zusammenhang zwar zu einem glatten Zusammenhang erga¨nzt werden; dieser kann
jedoch ein Zusammenhang eines von P verschiedenen Bu¨ndels sein, das nur noch
bestimmte topologische Invarianten mit P gemeinsam haben muss (siehe [Uhl82b]).
Da die Dimension vier nicht nur der Grenzfall fu¨r die Anwendung des besagten
Eichsatzes ist, sondern auch einen Grenzfall fu¨r die Regularita¨tstheorie der Euler-
Lagrange-Gleichung zum Yang-Mills-Funktional darstellt, bezeichnet man Vier auch
als die kritische Dimension von YM.
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1.2 Das Yang-Mills-Funktional in superkritischer
Dimension
U¨ber Mannigfaltigkeiten M , die mehr als vierdimensional sind, gibt es keinen a¨hnlich
allgemeinen Eichsatz – demnach ist u¨ber das Yang-Mills-Funktional in diesem Fall
weniger bekannt.
Auf Kugeln B ⊂ M , auf denen die Morrey-Norm ‖FD+A‖L24(B) hinreichend klein ist,
la¨sst sich jedoch ein analoges Ergebnis erzielen (dies wurde bewiesen von Tao und Tian
[TT04] und unabha¨ngig davon auch von Meyer und Rivie`re [MR03]). Insbesondere
la¨sst sich dieser neuere Eichsatz auf stationa¨re schwache Yang-Mills-Zusammenha¨nge
anwenden, also auf schwache Lo¨sungen der Yang-Mills-Gleichung, fu¨r die zusa¨tzlich
d
dt
∣∣∣∣
t=0
∫
M
|(ψXt )∗FD+A|2 dx = 0 fu¨r alle Vektorfelder X ∈ Γ(TM)
gilt (wobei ψXt (x) = expx(tX)). Dies folgt aus einer Monotonieformel von Price
([Pri83]), die besagt, dass die Kru¨mmungen dieser speziellen Lo¨sungen automatisch
im Morrey-Raum L24 liegen.
Implizit verwendet Tian auch schon in [Tia00] dieses Resultat, um Folgen von glatten
Yang-Mills-Zusammenha¨ngen zu untersuchen. Unter Verwendung eines geeigneten
Lo¨sungsbegriffs konnte er so ein Kompaktheitsresultat fu¨r Modulra¨ume von Yang-
Mills-Zusammenha¨ngen beweisen.
Im bislang unvero¨ffentlichten Preprint [PR13] erzielen Petrache und Rivie`re ein sehr
allgemeines und entscheidendes Ergebnis zur Existenz von Yang-Mills-Zusammenha¨n-
gen auf fu¨nfdimensionalen Mannigfaltigkeiten (und ku¨ndigen in diesem Artikel ein
analoges Ergebnis fu¨r Mannigfaltigkeiten jeder Dimension an). Die Erkenntnis, dass
das zugrunde liegende Bu¨ndel beim Minimierungsprozess “springen” kann, greifen sie
auf und minimieren das Yang-Mills-Funktional nicht wie gewohnt unter Zusammen-
hangsformen in W 1,2∩L4, sondern variieren das zugrunde liegende Bu¨ndel gleichzeitig
mit der Zusammenhangsform. So schaffen sie es, das Minimierungsproblem fu¨r YM zu
einem wohlgestellten Problem zu machen und ko¨nnen mit Hilfe von Methoden der geo-
metrischen Maßtheorie unter sehr schwachen Voraussetzungen (A ∈ L2(B5, g⊗∧1R5),
sodass dA+ [A,A] ∈ L2) Existenz und ein optimales Regularita¨tsresultat zeigen.
1.3 A¨quivariante Yang-Mills-Zusammenha¨nge
Ein anderer Ansatz, um fu¨r spezielle Bu¨ndel u¨ber mehr als vierdimensionalen Man-
nigfaltigkeiten einen Eichsatz und somit Existenzresultate zu erhalten, besteht darin,
zuvor eine Nebenbedingung an die betrachteten Zusammenha¨nge festzulegen: Parker
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(in [Par92]) und R˚ade (im unvero¨ffentlichten Preprint [Rad97]) stellten fest, dass fu¨r
Zusammenha¨nge, die geeignete Symmetrien aufweisen, ein Eichsatz bewiesen werden
kann. (Zuvor hatten Urakawa und Park in [Ura88] und [PU04] bereits sehr spezielle
Symmetrien genutzt, um die Euler-Lagrange-Gleichung fu¨r das Yang-Mills-Funktional
auf ein System algebraischer Gleichungen beziehungsweise gewo¨hnlicher Differential-
gleichungen zuru¨ckfu¨hren.)
Dabei handelt es sich um Symmetrien unter einer vorgegebenen kompakten Lie-
Gruppe K, die isometrisch auf M und in geeigneter Weise auf dem Bu¨ndel P operiert.
Parker (im Spezialfall dim(M) = 4) und R˚ade setzen nun voraus, dass die Kodimensi-
on dim(M)−dim(Kx) jedes Orbits Kx ho¨chstens drei betra¨gt. In diesem Fall ist die
Morrey-Norm ‖FD+A‖L23 abgescha¨tzt gegen ‖FD+A‖L2 ; sie ko¨nnen einen passenden
Eichsatz beweisen und so zeigen, dass das Infimum
inf{YM(D + A) : D + A erfu¨llt die vorgegebene Symmetriebedingung}
angenommen wird (der besagte Eichsatz entspricht dabei dem spa¨ter bewiesenen aus
[TT04] und [MR03] unter sta¨rkeren Voraussetzungen). Die K-a¨quivariante Zusam-
menhangsform, in der dieses Infimum angenommen wird, stellt im Allgemeinen kein
globales Minimum des Yang-Mills-Funktionals dar, jedoch kann man Palais’ “Prinzip
der symmetrischen Kritikalita¨t” darauf anwenden und somit zeigen, dass es sich um
einen kritischen Punkt des Yang-Mills-Funktionals handelt.
Damit das Prinzip der symmetrischen Kritikalita¨t angewandt werden kann, muss da-
bei sichergestellt werden, dass der erhaltene Grenzwert auch selbst wieder K-a¨quiva-
riant ist – was angesichts der vorgenommenen Umeichung, die im Allgemeinen selbst
nicht a¨quivariant ist, ein Problem darstellt. Wa¨hrend dies eine Lu¨cke in Parkers Be-
weis darstellt, definiert R˚ade eigens zu diesem Zweck A¨quivarianz von Zusammen-
hangsformen auf eine spezielle, “schwa¨chere” Art, die stabil unter Umeichung ist.
1.4 Eigener Ansatz
Hierbei fa¨llt auf, dass die Bedingung an die Gruppenoperationen, dass die Kodimen-
sion aller Orbits ho¨chstens drei betragen darf, eine sehr starke Einschra¨nkung an
die erlaubten Symmetrien ist: Im Allgemeinen kommen bei Gruppenoperationen sin-
gula¨re Orbits vor, darunter auch solche mit einer niedrigeren Dimension als m − 3
(und somit einer ho¨heren Kodimension als drei).
Daher soll der Ansatz von R˚ade hier verallgemeinert werden: einerseits sollen auch
Gruppenoperationen mit singula¨ren Orbits zugelassen werden, andererseits sollen die
Ergebnisse auf Gruppenoperationen der Kohomogenita¨t vier erweitert werden. In
diesem Fall ist ein Resulat analog zu dem von [Sed82] auf vierdimensionalen Mannig-
faltigkeiten zu erwarten: insbesondere liegt der Verdacht nahe, dass auf diese Art ein
14 1 Einleitung
Yang-Mills-Zusammenhang nicht auf der ganzen Mannigfaltigkeit gefunden werden
kann und dass dieser mo¨glicherweise ein Zusammenhang eines anderen Bu¨ndels als P
sein ko¨nnte.
Genauer soll hier unter passenden Voraussetzungen gezeigt werden:
Es existiert ein K-a¨quivarianter Yang-Mills-Zusammenhang auf einer Teilmenge
M ′ ⊂M .
Dabei hat M \M ′ endliches (m − 4)-dimensionales Hausdorff-Maß und setzt sich
zusammen aus all denjenigen singula¨ren Orbits, deren Kodimension kleiner als vier
ist, und ho¨chstens abza¨hlbar vielen Orbits der Kodimension vier.
Diesen Yang-Mills-Zusammenhang findet man mit der direkten Methode der Variati-
onsrechnung unter Verwendung einer YM-Minimalfolge von Zusammenha¨ngen eines
Prinzipalfaserbu¨ndels P u¨ber M . Der erhaltene Yang-Mills-Zusammenhang kann ein
Zusammenhang eines von P verschiedenen Bu¨ndels u¨ber M ′ sein.
Dabei ist es von großer Wichtigkeit, sicherzustellen, dass dieses neue Bu¨ndel, in wel-
chem der Minimierer gefunden wird, u¨berhaupt eine K-Operation zula¨sst. Dafu¨r ist
es unvermeidbar, zu zeigen, dass im Minimierungsprozess K-a¨quivariante passen-
de Umeichungen verwendet werden ko¨nnen, da aus diesen Eichtransformationen die
“U¨bergangsabbildungen” des neuen Bu¨ndels hervorgehen. Wir legen uns daher darauf
fest, keinen schwachen A¨quivarianzbegriff wie bei R˚ade zu verwenden, sondern einen
“starken” A¨quivarianzbegriff, der nur unter ebenfalls a¨quivarianten Eichtransforma-
tionen erhalten bleibt:
Dafu¨r sei die Operation auf M durch k : M → M bezeichnet und diejenige auf
adP durch λk : adP → adP . Diese beiden Operationen induzieren eine natu¨rliche
Operation τk : Γ(adP ) → Γ(adP ) auf den Schnitten von adP : Fu¨r Y ∈ Γ(adP ) sei
(τkY )(x) := λk(Y (k
−1x)). Eine kovariante Ableitung D auf adP bezeichnet man nun
als K-a¨quivariant, wenn sie die Bedingung
Dk∗u(τkY ) = τk(DuY )
erfu¨llt. Zu diesem aus [Gas13] u¨bernommenen Begriff muss zuna¨chst ein passender
A¨quivarianzbegriff fu¨r Eichtransformationen gefunden werden.
Da K-a¨quivariante Zusammenhangsformen A ∈ W 1,2Ω1(adP ) bereits im Morrey-
Raum W 1,24 (adP |U) liegen (wenn U einen positiven Abstand zu allen Orbits hat, die
weniger als (dim(M)−4)-dimensional sind), kann man fast u¨berall auf M den Eichsatz
aus [MR03] anwenden. Dabei liefert dieser Eichsatz nur eine Existenzaussage – jedoch
ist a priori nicht klar, ob die dort erhaltene Coulomb-Eichung selbst K-a¨quivariant
ist.
Daher muss dieser Satz modifiziert werden, was den Hauptschritt dieser Arbeit dar-
stellt. Dabei kann man nicht, wie sonst ha¨ufig im Kontext a¨quivarianter Funktionen
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u¨blich, das klassische Resultat auf der vierdimensionalen Scheibe um x0 verwenden
und durch a¨quivariantes Fortsetzen auf den ganzen Schlauch u¨bertragen, da es sich
um eine Aussage u¨ber Differentialformen handelt: Mit einem solchen Argument wu¨rde
man gewissermaßen nur eine passende Eichtransformation fu¨r einige der Komponen-
tenfunktionen von A finden.
Statt dessen wenden wir zuerst auf einer Kugel in einem betrachteten Schlauch U den
Eichsatz aus [MR03] an. In dieser Kugel wa¨hlen wir eine passende Scheibe aus, auf
der passende Abscha¨tzungen fu¨r die betrachteten Objekte gelten. Erst danach benut-
zen wir ein Fortsetzungsargument. Dadurch wird die eigentliche Coulomb-Bedingung
aus dem Eichsatz von [MR03] zunichte gemacht, der erhaltene Eichsatz liefert aber
dennoch eine Koerzivita¨tsbedingung.
Nach diesen Vorbereitungen kann man lokal auf Schla¨uchen die direkte Methode
der Variationsrechnung anwenden: Dafu¨r wa¨hlt man eine glatte Minimalfolge (Ai)i∈N
des Yang-Mills-Funktionals. Fu¨r jede Teilmenge M˜ von M , die positiven Abstand
von den “zu singula¨ren” Orbits hat, die weniger als (dim(M)− 4)-dimensional sind,
kann man analog zu Sedlacek ([Sed82]) eine U¨berdeckung mit Schla¨uchen finden
(von M˜ ohne eine endliche Vereinigung (m − 4)-dimensionaler Orbits), auf denen
eine Teilfolge der (Ai)i∈N die Voraussetzungen fu¨r den vorher gezeigten a¨quivarianten
Eichsatz erfu¨llt. Durch einen Grenzprozess kann man ein Resultat auf der gesam-
ten Mannigfaltigkeit M bis auf eine Ausnahmemenge folgern (welche einerseits aus
den Orbits mit zu hoher Kodimension besteht, andererseits aus ho¨chstens abza¨hlbar
vielen (m − 4)-dimensionalen Orbits, bei denen die Kru¨mmungen der betrachteten
Folgenelemente nicht gleichma¨ßig beschra¨nkt werden ko¨nnen).
Auf jedem Schlauch der U¨berdeckung ist die umgeeichte (Teilfolge dieser) Minimal-
folge in W 1,2 schwach konvergent – und der erhaltene Grenzwert ist eine schwache
Lo¨sung der Yang-Mills-Gleichung.
Dies zeigt bis dahin jedoch nur die Existenz von Lo¨sungen der Yang-Mills-Gleichung
auf kleinen Schla¨uchen. Nun stellt sich die Frage, ob man diese lokalen Zusammen-
hangsformen zusammensetzen kann zu einer einzigen Zusammenhangsform auf der
ganzen Mannigfaltigkeit bis auf die Ausnahmemenge. Dafu¨r muss gezeigt werden,
dass es auf den Schnittmengen der Schla¨uche glatte Eichtransformationen gibt, wel-
che die lokalen Zusammenhangsformen ineinander u¨berfu¨hren. In dieser Arbeit wird
dies streng genommen nur fu¨r flache Mannigfaltigkeiten gezeigt; um diese Bedin-
gung zu eliminieren, mu¨sste noch der Coulomb-Eichsatz aus [MR03] (Theorem 1.3,
Seite 199) sowie ein Regularita¨tslemma aus [MR03] (Lemma 4.10, Seite 214; dieses
besagt, dass spezielle Yang-Mills-Zusammenha¨nge nach Anwendung einer Coulomb-
Eichtransformation bereits glatt sind) auf allgemeine Mannigfaltigkeiten angepasst
werden, was im Rahmen dieser Arbeit nicht mehr mo¨glich war.
Damit ist die Existenz eines K-a¨quivarianten Zusammenhangs auf M bis auf eine
Ausnahmemenge mit endlichem (m−4)-dimensionalem Hausdorff-Maß bewiesen. Wie
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nach den Resultaten aus [Sed82] bereits zu erwarten war, kann dieser in einem neuen
Bu¨ndel liegen.
1.5 Gliederung dieser Arbeit
Diesen Pla¨nen entsprechend gliedert sich die vorliegende Arbeit folgendermaßen:
• Zuna¨chst werden in Kapitel 2 einige Grundlagen u¨ber Faserbu¨ndel (Abschnitt
2.1) und kompakte Transformationsgruppen (Abschnitt 2.2) zusammengetra-
gen, die fu¨r das Versta¨ndnis dieser Arbeit no¨tig sind. Insbesondere wird dort
darauf eingegangen, wie kompakte Lie-Gruppen auf kompatible Weise auf Eich-
transformationen und Zusammenhangsformen operieren; weiterhin wird dort (in
Unterabschnitt 2.2.3) eine glatte, isometrische Operation von Isotropiegruppen
Kx0 auf kleinen Umgebungen von x0 ∈M definiert – dies beno¨tigen wir fu¨r den
Beweis des K-a¨quivarianten Eichsatzes.
• Mit Hilfe dieser Definitionen ko¨nnen in Abschnitt 3.1 die Voraussetzungen fu¨r
die hier zu zeigenden Ergebnisse festgelegt werden. An Hand eines Beispiels wird
in Abschnitt 3.2 sodann gezeigt, dass es viele interessante Beispiele fu¨r Bu¨ndel
mit Gruppenoperationen gibt, die a¨quivariante Zusammenha¨nge haben.
• Unter diesen Voraussetzungen wird zuna¨chst (in Kapitel 4) der oben besagte
Eichsatz aus [MR03] auf die hier vorliegende a¨quivariante Situation angepasst:
ist A ∈ Ω1(adP |U) eine a¨quivariante Zusammenhangsform auf einem Schlauch
U , auf dem eine Kleinheitsbedingung an die Kru¨mmung FD+A erfu¨llt ist, so
gibt es eine a¨quivariante Eichtransformation σ ∈ W 2,24 (P ×cG|U ′) (wobei U ′ ein
Schlauch mit einem kleineren Radius als dem von U ist), sodass
‖σ∗A‖W 1,24 (U ′) 6 C‖FD+A‖L24(U).
– Dafu¨r wird zuna¨chst gezeigt, dass der Eichsatz aus [MR03] bereits A¨qui-
varianzen unter speziellen isometrischen Gruppenoperationen erha¨lt (siehe
Abschnitt 4.1). Als eine solche Gruppenoperation kann insbesondere die
Operation einer Isotropiegruppe Kx0 gewa¨hlt werden.
– Dieses Resultat fu¨r Kugeln in Rm wird sodann in Abschnitt 4.2 auf Kugeln
BMr (x0) in der Mannigfaltigkeit M angepasst.
– Innerhalb dieser Kugel kann, wie in Abschnitt 4.3 gezeigt wird, eine “Schei-
be” (also eine spezielle Untermannigfaltigkeit S ⊂ M mit x0 ∈ S und
U ′ ⊂ KS) so ausgewa¨hlt werden, dass die zuvor erhaltene Eichtransforma-
tion auf diese Scheibe eingeschra¨nkt werden kann und dort in den richtigen
Funktionenra¨umen liegt.
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– Die auf diese Scheibe eingeschra¨nkte Eichtransformation kann K-a¨quivari-
ant fortgesetzt werden – in Abschnitt 4.4 wird gezeigt, dass die so erhaltene
Eichtransformation die geforderten Bedingungen erfu¨llt.
• In Kapitel 5 wird dem eigentlichen Ziel dieser Arbeit, dem Beweis eines Exis-
tenzresultats fu¨r a¨quivariante Yang-Mills-Zusammenha¨nge nachgegangen. Dafu¨r
fixieren wir eine K-a¨quivariante Yang-Mills-Minimalfolge von Zusammenhangs-
formen {Ai}i∈N.
– In Abschnitt 5.1 wird gezeigt, dass jede Teilmenge von M , auf der die oben
beschriebenen Morrey-Abscha¨tzungen vorliegen, bis auf eine Ausnahme-
menge u¨berdeckt werden kann mit Schla¨uchen, auf denen der K-a¨quivari-
ante Eichsatz angewandt werden kann. Auf diesen Schla¨uchen la¨sst sich in
Analogie zu [Sed82] nach der entsprechenden Umeichung die Existenz einer
konvergenten Teilfolge der urspru¨nglich festgelegten Minimalfolge zeigen.
Mittels des Prinzips der symmetrischen Kritikalita¨t kann man nachweisen,
dass auf jedem Schlauch der dort erhaltene Grenzwert die Euler-Lagrange-
Gleichung zum Yang-Mills-Funktional erfu¨llt. Durch einen Grenzprozess
kann dieses Ergebnis u¨bertragen werden auf eine Teilmenge von M , die
sich nur durch eine ho¨chstens (dim(M) − 4)-dimensionale Menge von M
unterscheidet.
– In Abschnitt 5.2 wird danach gezeigt, dass diese lokalen Lo¨sungen der
Yang-Mills-Gleichung zusammengesetzt werden ko¨nnen (zumindest wenn
M eine flache Mannigfaltigkeit ist). Dafu¨r zeigen wir, dass sie auf Teilmen-
gen der Schla¨uche, auf denen sie definiert sind, umgeeicht werden ko¨nnen
zu glatten Zusammenhangsformen. Mit Hilfe dieses Ergebnisses kann ge-
zeigt werden, dass es glatte, K-a¨quivariante Umeichungen zwischen den lo-
kalen Yang-Mills-Zusammenha¨ngen gibt. Das impliziert schon, dass es ein
Bu¨ndel u¨ber der Vereinigung der betrachteten Schla¨uche gibt, welches eine
K-Operation zula¨sst und in dem die lokalen Yang-Mills-Zusammeha¨nge
durch lokale Umeichungen aus einem einzigen Zusammenhang hervorge-
hen.
• Dieses Ergebnis la¨sst noch einige Fragen fu¨r weitere Forschungsvorhaben offen,
die in Kapitel 6 erla¨utert werden.
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2 Grundlagen u¨ber Faserbu¨ndel
und Gruppenoperationen
Wie in der Einleitung bereits erwa¨hnt, geht es in dieser Arbeit um ein spezielles Va-
riationsproblem auf Prinzipalfaserbu¨ndeln, das mit Hilfe von Symmetrieargumenten
betrachtet werden soll.
In diesem Kapitel werden die dabei involvierten Bu¨ndel und Gruppenoperationen
definiert und einige grundlegende Argumente gesammelt, welche fu¨r den weiteren
Verlauf dieser Arbeit essentiell sind. Weiterhin werden Ra¨ume von Schnitten in diesen
Bu¨ndeln definiert, auf welchen das betrachtete Variationsproblem wohldefiniert ist.
2.1 Prinzipalfaserbu¨ndel und assoziierte Bu¨ndel
Allgemeine Einfu¨hrungen zu lokaltrivialen Faserungen und Prinzipalfaserbu¨ndeln fin-
den sich zum Beispiel in [Bau09] (Kapitel 2, Seiten 43-72), [Weh04] (Anhang A und
B, Seiten 165-192) und [Ble05] (Kapitel 2 und 3, Seiten 34-53). Die hier aufgefu¨hrten
Definitionen sind in Analogie zu diesen Bu¨chern ausformuliert.
2.1.1 Faserbu¨ndel, Prinzipalfaserbu¨ndel
Definition 2.1.1 (Faserbu¨ndel). Ein Faserbu¨ndel (auch “lokal-triviale Faserung”
oder “lokal-triviales Bu¨ndel” genannt) mit dem Fasertyp F ist ein Tupel (E, pi,M ;F ),
fu¨r das gilt:
• pi : E → M ist eine glatte Abbildung zwischen den Mannigfaltigkeiten E und
M , F ist eine weitere Mannigfaltigkeit;
• um jeden Punkt x ∈ M gibt es eine Umgebung U ⊂ M und einen Diffeomor-
phismus ΨU : pi
−1U → U × F , sodass pr1 ◦ΨU ≡ pi ist.
E bezeichnet man als den Totalraum des Bu¨ndels. Solange Missversta¨ndnisse ausge-
schlossen sind, wird ha¨ufig auch das Bu¨ndel selbst mit E bezeichnet.
M nennt man den Basisraum, F den Fasertyp, pi die Projektion.
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Das Paar (U,ΨU) nennt man lokale Trivialisierung oder Bu¨ndelkarte von (E, pi,M ;F );
ist {Ui}i∈I eine U¨berdeckung von M und (fu¨r jedes i ∈ I) Ψi eine lokale Trivialisie-
rung von E auf Ui, so bezeichnet man {(Ui,Ψi)}i als einen Bu¨ndelatlas von E.
pi−1U ist fu¨r jedes U ⊂M selbst ein Bu¨ndel, das man auch als E|U bezeichnet.
Fu¨r x ∈M nennt man Ex := pi−1x die Faser von E u¨ber x.
Man bezeichnet das Bu¨ndel E als trivial, wenn es einen Diffeomorphismus
Ψ : E →M × F
gibt.
Definition 2.1.2 (Produkte von Bu¨ndeln, Unterbu¨ndel). Seien (E1, pi1,M ;F1) und
(E2, pi2,M ;F2) zwei Faserbu¨ndel u¨ber M . Sei {Ui : i ∈ I} eine U¨berdeckung von M ,
{(Ui,Ψ1i ) : i ∈ I} ein Bu¨ndelatlas fu¨r E1 und {(Ui,Ψ2i ) : i ∈ I} ein Bu¨ndelatlas fu¨r
E2. Dann definiert man das Produktbu¨ndel (E1⊗E2, pr1◦(pi1⊗pi2),M ;F1×F2) mittels
des Bu¨ndelatlanten (Ui,Ψ
1
i ⊗Ψ2i ).
Seien (E1, pi1,M ;V1) und (E2, pi2,M ;V2) zwei Vektorbu¨ndel mit V2 ⊂ V1 und E1 ⊂ E2
(als Mannigfaltigkeit). Gibt es eine Abbildung f : E1 → E2, sodass pi2 ◦ f = pi1 und
sodass die Einschra¨nkung auf die Faser f |(E1)x : (E1)x → (E2)x fu¨r jedes x ∈M eine
lineare Abbildung ist, so bezeichnet man E2 als Untervektorbu¨ndel von E1.
Definition 2.1.3 (Schnitte in Bu¨ndeln). Unter einem glatten Schnitt in einem Bu¨ndel
(E, pi,M ;F ) verstehen wir eine glatte Abbildung s : M → E, sodass pi ◦ s = idM . Die
Menge aller Schnitte in (E, pi,M ;F ) bezeichnen wir mit Γ(E, pi,M ;F ) oder kurz mit
Γ(E).
Ist U ⊂M , so bezeichnen wir jedes Element von Γ(E|U) als lokalen Schnitt.
Definition 2.1.4 (Differentialformen auf Bu¨ndeln). Sei k ∈ N und (E, pi,M ;F ) ein
Faserbu¨ndel. Einen Schnitt s ∈ Γ(E ⊗ ∧kTM) =: Ωk(E) bezeichnet man als
k-Form (oder Differentialform k-ter Ordnung) von E.
(Dabei werden die zugeho¨rigen Bu¨ndel von Differentialformen ∧kTM als bekannt
vorausgesetzt; fu¨r eine Einfu¨hrung hierzu siehe [Bau09], Anhang A2, Seite 272ff.)
Vektorbu¨ndel und Prinzipalfaserbu¨ndel sind spezielle Faserbu¨ndel, die u¨ber zusa¨tzliche
Struktur verfu¨gen und Hauptrollen in dieser Arbeit spielen:
Definition 2.1.5 (Vektorbu¨ndel). Ein Faserbu¨ndel (E, pi,M ;V ) heißt ( R-)Vektor-
bu¨ndel vom Rang m <∞, falls Folgendes gilt:
• Der Fasertyp V ist ein m-dimensionaler ( R-)Vektorraum;
• jede Faser Ex des Bu¨ndels ist ein ( R-)Vektorraum;
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• es gibt einen Bu¨ndelatlas {(Ui,Ψi) : i ∈ I} (mit einer beliebigen Indexmenge
I), sodass fu¨r alle i ∈ I und alle x ∈ Ui gilt:
pr2 ◦Ψi|Ex : Ex → V
ist ein Vektorraum-Isomorphismus.
Das wohl (zumindest in der Analysis) gebra¨uchlichste Vektorbu¨ndel ist das Tangenti-
albu¨ndel (TM, pi,M ;Rm) an Riemannsche Mannigfaltigkeiten M mit dim(M) = m.
(Fu¨r mehr Informationen dazu siehe [GWH72], Kapitel III.1, Seite 87 ff.)
Definition 2.1.6 (Prinzipalfaserbu¨ndel). Ein Faserbu¨ndel (P, pi,M ;G) heißt Prinzi-
palfaserbu¨ndel mit Strukturgruppe G, falls Folgendes gilt:
• Der Fasertyp G ist eine kompakte Lie-Gruppe;
• G wirkt von rechts als Liesche Transformationsgruppe auf P ; die Wirkung ist
fasertreu (das heißt: ist p ∈ Px, so ist auch pg ∈ Px fu¨r alle g ∈ G)
und einfach transitiv auf den Fasern (das heißt: fu¨r alle p, q ∈ Px gibt es ein
g ∈ G, sodass pg = q);
• jede lokale Trivialisierung von P ist G-a¨quivariant; das heißt: ΨU(p·g) = ΨU(p)·
g fu¨r alle Bu¨ndelkarten (U,ΨU), p ∈ P |U und alle g ∈ G.
Fu¨r jedes Prinzipalfaserbu¨ndel P sind lokale Schnitte a¨quivalent zu lokalen Triviali-
sierungen: Ist σ ∈ Γ(P |U) ein lokaler Schnitt in P , so ist durch ΨU(σ(x)g) := (x, g)
eine lokale Trivialisierung ΨU : P |U → U × G definiert; umgekehrt definiert jede
lokale Trivialisierung ΨU : PU → U × G einen lokalen Schnitt σ ∈ Γ(P |U) durch
σ(x) := Ψ−1U (x, e). (Siehe [Ble05], Theorem 1.1.5 und Remark 1.1.6, Seite 27.)
Insbesondere gilt: Ist Γ(P ) 6= ∅, so ist P ein triviales Bu¨ndel.
Ein Beispiel eines Prinzipalfaserbu¨ndels ist das Reperbu¨ndel : Sei M eine m-dimensio-
nale Mannigfaltigkeit. Dann definiere fu¨r jedes x ∈M
GL(M)x := {vx = (v1, . . . , vm) : vx ist Basis von TxM}
und
GL(M) :=
⋃
x∈M
GL(M)x
als die disjunkte Vereinigung dieser Mengen von Basen. GL(M) ein Prinzipalfa-
serbu¨ndel (GL(M), pi,M ;GL(m)), dessen Projektion pi : GL(M) → M gegeben ist
durch pi(vx) = x fu¨r alle x ∈ M und alle vx ∈ GL(M)x. Dabei operiert GL(m) von
rechts auf der Menge GL(M) durch
(v1, . . . , vn) · A :=
(
m∑
i=1
viAi1, . . . ,
m∑
i=1
viAin
)
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fu¨r A = (Aij) ∈ GL(m).
Ist U ⊂M , V ⊂ Rm und φ : V → U eine lokale Parametrisierung von M , so ist(
∂φ
∂x1
◦ φ−1, . . . , ∂φ
∂xm
◦ φ−1
)
∈ Γ(GL(M)|U)
ein lokaler Schnitt, definiert also eine lokale Trivialisierung von GL(M) auf U . (Ver-
gleiche [Bau09], Beispiel 2.9, Seite 51.)
Definition und Satz 2.1.7 (U¨bergangsabbildungen fu¨r Prinzipalfaserbu¨ndel). Sei
(P, pi,M ;G) ein Prinzipalfaserbu¨ndel, I eine Indexmenge und {Ui : i ∈ I} eine of-
fene U¨berdeckung von M . Sei fu¨r jedes i ∈ I mit Ψi : P |Ui → Ui × G eine lokale
Trivialisierung von P u¨ber Ui gegeben. Dann ist fu¨r jedes i, j ∈ I
Ψi ◦Ψ−1j : (Ui ∩ Uj)×G→ (Ui ∩ Uj)×G
ein Diffeomorphismus, dessen erste Komponentenabbildung die Identita¨t auf Ui ∩ Uj
ist.
Definiere ψij : Ui ∩ Uj → G durch
Ψi ◦Ψ−1j (x, g) = (x, ψij(x)g)
fu¨r alle (x, g) ∈ (Ui ∩ Uj)×G.
Die U¨bergangsabbildungen erfu¨llen die folgende Kozykelbedingung: Fu¨r alle i, j, k ∈ I
ist
ψii ≡ idF und ψij ◦ ψjk ≡ ψik
auf Ui ∩ Uj ∩ Uk.
Umgekehrt definiert jede Menge von glatten Abbildungen
{ψij : i, j ∈ I, sodass Ui ∩ Uj 6= ∅}
zu einer U¨berdeckung {Ui : i ∈ I} von M , welche die Kozykelbedingungen erfu¨llt, ein
eindeutiges Prinzipalfaserbu¨ndel mit Strukturgruppe G.
(Vergleiche [Bau09], Seite 44 und [Weh04], Seite 166.)
Definition 2.1.8 (Automorphismen). Ein Faserbu¨ndelautomorphismus auf einem
Faserbu¨ndel (E, pi,M ;F ) ist ein Diffeomorphismus f : E → E mit pi ◦ f = pi.
Ein Vektorbu¨ndelautomorphismus auf einem Vektorbu¨ndel (E, pi,M ;V ) ist ein Dif-
feomorphismus f : E → E, sodass pi ◦ f = pi und sodass die Einschra¨nkung f |Ex :
Ex → Ex fu¨r jedes x ∈M linear ist.
Die Menge aller Vektorbu¨ndelautomorphismen auf E bezeichnet man mit Aut(E).
Ein Prinzipalfaserbu¨ndelautomorphismus auf einem Prinzipalfaserbu¨ndel (P, pi,M ;G)
ist ein Diffeomorphismus f : P → P mit pi ◦ f = pi, sodass f(pg) = f(p)g fu¨r alle
p ∈ P und alle g ∈ G.
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Weiterhin definieren wir fu¨r ein Vektorbu¨ndel (E, pi,M ;V ) eine Bu¨ndelmetrik 〈·, ·〉
als einen Schnitt in Aut(E ⊗ E), welcher auf jeder Faser Ex × Ex (mit x ∈ M)
eine symmetrische, positiv-definite Bilinearform definiert. Auf jedem Vektorbu¨ndel
existiert eine Bu¨ndelmetrik (siehe [Bau09], Satz 2.10, Seite 61).
Durch Faseraustausch kann man aus Prinzipalfaserbu¨ndeln verschiedene weitere Fa-
serbu¨ndel konstruieren:
2.1.2 Zu Prinzipalfaserbu¨ndeln assoziierte Faserbu¨ndel
Definition und Satz 2.1.9 (assoziierte Faserbu¨ndel). Sei (P, pi,M ;G) ein Prinzipal-
faserbu¨ndel und sei F eine beliebige Mannigfaltigkeit (zum Beispiel eine Lie-Gruppe
oder ein Vektorraum), auf dem es eine Darstellung ρ : G → Diff(F ) von G auf F
gibt.
Dann ist das zu P assoziierte Bu¨ndel P ×ρ F definiert als die Menge der A¨quivalenz-
klassen bp, fc in P × F , die durch die A¨quivalenzrelation bp, fc = bpg, ρ(g−1)fc (fu¨r
alle g ∈ G) definiert ist.
P ×ρG ist ein Faserbu¨ndel mit der Projektion piP×F bp, gc := piP (p) (wohldefiniert, da
die Operation von G auf P fasertreu ist und piP×F bp, gc daher nicht von der Auswahl
des Repra¨sentanten abha¨ngt).
Solange keine Verwechslungsgefahr vorliegt, wird hier, unabha¨ngig von F und ρ, im-
mer b·, ·c als Notation fu¨r die A¨quivalenzklassen verwendet.
Beweis. Lokale Trivialisierungen fu¨r die assoziierten Faserbu¨ndel erha¨lt man aus den
lokalen Trivialisierungen von P : Ist Ψ : P |U → U ×G eine lokale Trivialisierung von
P auf U ⊂M , so ist durch
ΨP×ρF : (P ×ρ F )|U → U × F
mit
ΨP×ρF (bp, fc) := (piP (p), ρ(Ψ2(p))f)
eine lokale Trivialisierung von P ×ρ F definiert.
Ist F ein Vektorraum und ρ : G → Aut(F ), so kann man Linearkombinationen der
oben definierten A¨quivalenzklassen folgendermaßen definieren:
cbp, vc+ dbp, wc := bp, cv + dwc
fu¨r alle c, d ∈ R, p ∈ P , v, w ∈ F .
Unter dieser Definition ist P ×ρ F in diesem Fall ein Vektorbu¨ndel.
24 2 Grundlagen u¨ber Faserbu¨ndel und Gruppenoperationen
Schnitte in zu P assoziierten Faserbu¨ndeln P×ρF sind a¨quivalent zu G-a¨quivarianten
Abbildungen P → F :
Sei dafu¨r U ⊂ M , p ∈ Γ(P |U) ein lokaler Schnitt in P und v : P → F eine
G-a¨quivariante Abbildung, in dem Sinne, dass v(pg) = ρ(g−1)v(p).
Dann ist bp(x), v(p(x))c ∈ Γ(P ×ρ F |U).
Dabei ha¨ngt bp(x), v(p(x))c nicht von der Auswahl des P -Schnitts ab, sondern nur
von der G-a¨quivarianten Abbildung v : P → F :
Sei dafu¨r V ⊂ M und q ∈ Γ(P |V ) ein anderer P -Schnitt. Dann gibt es fu¨r jedes
x ∈ U ∩ V ein gx ∈ G, sodass q(x) = p(x)gx (da G transitiv auf den Fasern von P
operiert). Daher gilt fu¨r jedes x ∈ U ∩ V :
bq(x), v(q(x))c = bp(x)gx, v(p(x)gx)c = bp(x)gx, ρ(g−1x )v(p(x))c = bp(x), v(p(x))c.
Da es in jedem nichttrivialen Prinzipalfaserbu¨ndel P nur lokale Schnitte gibt (siehe
Abschnitt 2.1.1), kann man auch Schnitte im assoziierten Faserbu¨ndel P×ρF nur lokal
als A¨quivalenzklassen aufschreiben (selbst dann, wenn das assoziierte Faserbu¨ndel
selbst globale Schnitte zula¨sst – was zum Beispiel fu¨r Vektorbu¨ndel immer der Fall
ist).
Die in dieser Arbeit wichtigsten Beispiele fu¨r Faerbu¨ndel, die zu einem Prinzipalfa-
serbu¨ndel (P, pi,M ;G) assoziiert sind, sind:
• das zu P adjungierte Bu¨ndel adP (F = g, die Lie-Algebra zu G, ρ(g)v = g−1vg)
und
• P ×c G (F = G, ρ(g)h = c(g)h := g−1hg).
Im Gegensatz zu P (wenn P nicht selbst trivial ist) la¨sst P ×c G globale Schnitte zu
(insbesondere gibt es eine globale Identita¨t e ∈ Γ(P ×c G)).
Ist V ein Vektorraum, ρ : G → Aut(E) und E = P ×ρ V ein zu P assoziiertes
Vektorbu¨ndel, so ist auch die Menge der Vektorbu¨ndelautomorphismen zu E (siehe
Definition 2.1.8) selbst ein zu P assoziiertes Vektorbu¨ndel: Aut(E) = P ×ρ′ Aut(V )
mit ρ′(g)M := Mρ(g−1). Insbesondere werden wir an einigen Stellen Aut(adP ) be-
trachten.
Auf adP kann man (faserweise) eine Lie-Klammer definieren: Sei p ∈ Px, v, w ∈ g,
so definiert man: [bp, vc, bp, wc] := bp, [v, w]c. Sei ΨadP : adP |U → U × g eine lokale
Trivialisierung von adP wie in Definition 2.1.9 und seinen Y1, Y2 ∈ adPx, dann gilt:
ΨadP ([Y1, Y2]) = [Ψ
adP (Y1),Ψ
adP (Y2)].
Ist F ein Skalarproduktraum mit G-invariantem Skalarprodukt 〈·, ·〉F , so ist durch
〈bp, vc, bp, wc〉P×ρF := 〈v, w〉F
(fu¨r alle p ∈ P und v, w ∈ F ) eine Bu¨ndelmetrik auf P ×ρ F gegeben. (Vergleiche
[Weh04], Seite 172.)
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Da es fu¨r jede kompakte Lie-Gruppe G ein G-invariantes Skalarprodukt auf ihrer Lie-
Algebra g gibt (siehe [Weh04], Theorem A.2, Seite 170), gibt es auch eine G-invariante
Bu¨ndelmetrik 〈·, ·〉adP auf adP fu¨r jedes G-Prinzipalfaserbu¨ndel P .
Dabei gilt: 〈[Y1, Y2], Y3〉adP = 〈Y1, [Y2, Y3]〉adP (siehe [Weh04], Remark A.3, Seite 171).
P ×c G operiert durch Linkskonjugation auf adP :
Sei dafu¨r p ∈ P , h ∈ G und w ∈ g. Dann ist σ := bp, hc ∈ P ×c G und Y := bp, wc ∈
adP und man kann die Gruppenoperation von P ×c G auf adP folgendermaßen defi-
nieren:
bp, hcbp, wc := bp, hwh−1c.
Diese Operation ist eine faserweise lineare Abbildung, also ein Vektorbu¨ndelautomor-
phismus auf adP . Demnach gibt es eine natu¨rliche Einbettung P ×c G ↪→ Aut(adP ).
Insbesondere in Abschnitt 4 ist es notwendig, zu verstehen, wie die Trivialisierungen
von adP und P ×c G zusammenwirken:
Sei Ψ : P |U → U ×G eine lokale Trivialisierung von P .
Sei ψP×cG : (P ×c G)|U → U ×G die dazugeho¨rige lokale Trivialisierung von P ×c G
(also ψP×cG(bp, gc) = Ψ(p)−1gΨ(p)) sowie ψadP : adP |U → U × g die dazugeho¨rige
lokale Trivialisierung von adP (das heißt: ψadP (bp, vc) = Ψ(p)−1vΨ(p)).
Lokale Trivialisierungen fu¨r P ×c G und adP passen zusammen im folgenden Sinne:
ψadP (σ(x)Y (x)) = ψadP (bp, hvh−1c) = Ψ(p)−1hvh−1Ψ(p)
= (Ψ(p)−1hΨ(p))(Ψ(p)−1vΨ(p))(Ψ(p)−1h−1Ψ(p))
= ψP×cG(σ(x))ψadP (Y (x))ψP×cG(σ(x)−1) = ψP×cG(σ(x))ψadP (Y (x)),
mit den Notationen von oben.
2.1.3 Zusammenha¨nge
Zusammenha¨nge sind ein zentrales Konzept dieser Arbeit; es gibt einige verschiedene
a¨quivalente Definitionen dafu¨r. Fu¨r die A¨quivalenz dieser Definitionen verweisen wir
auf [Ble05].
Definition 2.1.10 (Zusammenha¨nge in Prinzipalfaserbu¨ndeln). Sei (P, pi,M ;G) ein
Prinzipalfaserbu¨ndel. Ein Zusammenhang in P ist eine 1-Form ℵ ∈ Γ(g ⊗ ∧1TP )
(also eine g-wertige Einsform auf P ) mit den folgenden Eigenschaften:
• ℵ(pg) = g−1ℵ(p)g fu¨r alle p ∈ P und alle g ∈ G.
• Fu¨r v ∈ g und v˜(p) := d
dt
|t=0(p exp(tv)) ∈ TpP gelte:
ℵv˜(p)(p) = v.
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Jeder Zusammenhang entspricht einer Zerlegung TP = V ⊗H des Tangentialbu¨ndels
an die Mannigfaltigkeit P , wobei die horizontale Distribution H definiert ist durch
Hp = Kern(ℵ(p)).
(Siehe zum Beispiel [Ble05], Theorem 1.2.4, Seite 31).
Satz 2.1.11 (Existenz von Zusammenha¨ngen). Auf jedem Prinzipalfaserbu¨ndel exis-
tiert ein Zusammenhang.
(Siehe [Bau09], Satz 3.4, Seite 84.)
Definition und Satz 2.1.12 (Zusammenhangsformen). Die Menge der Zusam-
menha¨nge eines Prinzipalfaserbu¨ndels (P, pi,M ;G) ist ein affiner Raum mit dem Vek-
torraum
Ω1(adP ).
Das heißt: Fixiert man einen Zusammenhang D, so gibt es fu¨r jeden weiteren Zu-
sammenhang ℵ von P eine 1-Form A ∈ Ω1(adP ), sodass man ℵ identifizieren kann
mit D + A.
D nennen wir Referenzzusammenhang, A Zusammenhangsform.
(Siehe [Bau09], Folgerung 3.1, Seite 87.)
Definition und Satz 2.1.13 (Lokale Zusammenhangsformen aufM). Sei (P, pi,M ;G)
ein Prinzipalfaserbu¨ndel und sei {(Ui,Ψi) : i ∈ I} ein Bu¨ndelatlas fu¨r P mit den
U¨bergangsabbildungen ψij : Ui ∩Uj → G. Fu¨r jedes i ∈ I sei ωi ∈ C∞(Ui, g⊗∧1TM)
gegeben, sodass fu¨r i 6= j ∈ I mit Ui ∩ Uj 6= ∅ gilt:
ωj = ψ
−1
ij dψij + ψ
−1
ij ωiψij.
Dann gibt es genau einen Zusammenhang ℵ auf P , der durch {ωi : i ∈ I} beschrieben
wird.
(Siehe [Ble05], Definition 1.2.3 und Theorem 1.2.5, Seite 30f und 32f.)
In Bezug auf analytische Fragestellungen ist es ha¨ufig sinnvoll, Zusammenha¨nge mit
kovarianten Ableitungen auf Vektorbu¨ndeln zu identifizieren:
Definition 2.1.14 (kovariante Ableitungen). Sei (E, pi,M ;V ) ein Vektorbu¨ndel. Ei-
ne kovariante Ableitung ∇ ist eine R-lineare Abbildung ∇ : Γ(E) → Ω1(E), welche
die Leibniz-Regel
∇(fσ) = df ⊗ σ + f∇σ fu¨r alle f ∈ C∞(M,R) und σ ∈ Γ(E)
erfu¨llt.
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Jede kovariante Ableitung ∇ : Γ(E)→ Ω1(E) induziert eine kovariante Ableitung
∇ : Ωk(E)→ Ωk+1(E)
fu¨r jedes k ∈ N: Sei ∇˜ der Levi-Civita-Zusammenhang auf M , dann ist fu¨r jedes
α ∈ Ωk(E) und X0, . . . Xk ∈ Γ(TM):
(∇α)X0,X1,...,Xk := ∇X0(αX1,...,Xk)− α∇˜X0X1,X2,...,Xk − . . .− αX1,...,Xk−1∇˜X0Xk .
Sei 〈·, ·〉 eine Bu¨ndelmetrik auf E. Man bezeichnet eine kovariante Ableitung
∇ : Γ(E)→ Ω1(E)
als metrisch (bezu¨glich 〈·, ·〉), falls fu¨r alle X, Y ∈ Γ(E) und alle v ∈ Γ(TM) gilt:
dv〈X, Y 〉 = 〈∇vX, Y 〉+ 〈X,∇vY 〉.
Die totale Ableitung eines Schnitts Y ∈ Γ(E) bezu¨glich der kovarianten Ableitung
bezeichnen wir mit J∇Y .
Satz 2.1.15 (Zusammenha¨nge und kovariante Ableitungen). Jeder Zusammenhang
von P induziert eine kovariante Ableitung auf jedem zu P assoziierten Vektorbu¨ndel,
insbesondere auf adP und Aut(adP ):
Sei ℵ ∈ Γ(g⊗∧1TP ) ein Zusammenhang von P und sei P ×ρF ein zu P assoziiertes
Vektorbu¨ndel. Dann ist folgendes ∇ℵ eine kovariante Ableitung auf P ×ρ F :
∇ℵvY (x) := bp, dV s(p) + [ℵV (p), s(p)]c,
(fu¨r x ∈ M , v ∈ TxM , p ∈ pi−1(x) und V ∈ TpP , sodass dpi(p){V } = v). Dabei sei
Y (x) = bp, s(p)c (mit einer G-a¨quivarianten Abbildung s : P → F ) ein Schnitt in
adP .
Ist F ein Skalarproduktraum, so ist ∇ℵ eine metrische kovariante Ableitung bezu¨glich
der induzierten Bu¨ndelmetrik auf P ×ρ F .
(Vergleiche [Bau09], Satz 3.12 und Satz 3.13, Seite 99.)
Zu jeder kovarianten Abbildung ∇ auf adP gibt es sogar genau einen Zusammenhang
ℵ von P , sodass ∇ = ∇ℵ. Dies wird in dieser Arbeit ausgenutzt, indem die Frage
nach der Existenz eines Yang-Mills-Zusammenhangs auf P auf die Frage nach einer
entsprechenden kovarianten Ableitung auf adP zuru¨ckgefu¨hrt wird.
Ist der Zusammenhang ℵ ∈ Γ(g⊗∧1TP ) gegeben durch einen Referenzzusammenhang
und eine Zusammenhangsform A ∈ Ω1(adP ), so ist die durch ℵ induzierte kovariante
Ableitung ∇ℵ auf adP gegeben durch
∇ℵY = ∇DY + [A, Y ]
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fu¨r alle Y ∈ Γ(adP ). Dabei ist [A, Y ] ∈ Ω1(adP ) definiert durch [A, Y ]v := [Av, Y ].
Zur Erleichterung der Notation bezeichnen wir im weiteren Verlauf dieser Arbeit die
kovariante Ableitung ∇D als D; diese Formel wird also zu
∇ℵY = DY + [A, Y ].
Wegen P ×c G ↪→ Aut(adP ) kann man auch Schnitte σ ∈ Γ(P ×c G) mit der von ℵ
auf Aut(adP ) induzierten kovarianten Ableitung differenzieren.
Ebenso kann man adP als Unterbu¨ndel von Aut(adP ) auffassen, da jeder Schnitt
Y ∈ Γ(adP ) (mittels [Y, ·]) einen Vektorbu¨ndelautomorphismus von adP definiert.
(Die Verknu¨pfung der von σ ∈ Γ(P ×c G) und Y ∈ Γ(adP ) ist dabei folgendermaßen
definiert: fu¨r jedes X ∈ Γ(adP ) ist
(σ ◦ Y )(X) = [σ ◦ Y,X] = [σY σ−1, X] = (σY σ−1)(X).)
Die kovarianten Ableitungen ∇ℵ,Aut(adP )|adP und ∇ℵ,adP stimmen u¨berein.
Mittels des Bu¨ndelatlanten {Ui,Ψi} von adP ko¨nnen wir lokal eine kovariante Ablei-
tung auf adP |Ui (und somit einen Zusammenhang von P |Ui) definieren:
D˜iuY (x) := ψ
−1
i (x, du((ψi)2 ◦ Y )(x)) .
Definition 2.1.16 (Kru¨mmung eines Zusammenhangs). Sei (E, pi,M ;V ) ein
Vektorbu¨ndel und ∇ : Γ(E)→ Ω1(E) eine kovariante Ableitung auf E. Man bezeich-
net
F∇ := ∇ ◦∇ : Γ(E)→ Ω2(E)
als die Kru¨mmung von ∇.
Demnach ist fu¨r alle Y ∈ Γ(E), x ∈M und u, v ∈ TxM
(F∇)uvY (x) = ∇u(∇vY (x))−∇v(∇uY (x)).
Man kann leicht nachrechnen (siehe [Jos08], Seite 111), dass F∇ tensoriell ist, also
dass F∇ ∈ Ω2(E) ⊗ (Ω0(E))∗ = Ω2(Aut(E)) ist fu¨r jede kovariante Ableitung ∇ auf
E.
Ist E ein zu einem Prinzipalfaserbu¨ndel P assoziiertes Vektorbu¨ndel und gilt fu¨r
die kovariante Ableitung auf E, dass ∇ = ∇ℵ = D + A (fu¨r einen Zusammenhang
ℵ ∈ Γ(g⊗ ∧1TP ), einen Referenzzusammenhang D und A ∈ Ω1(adP )), so ist
FD+A = DA+
1
2
[A,A].
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Dabei ist fu¨r A,B ∈ Ω1(adP ) die 2-Form [A,B] ∈ Ω2(adP ) definiert durch
[A,B]uv := [Au, Bv]− [Av, Bu]
fu¨r alle u, v ∈ Γ(TM).
Insbesondere ist dann FD+A ∈ Ω2(adP ) ⊂ Ω2(Aut(E)).
(Vergleiche [Weh04], Seite 170.)
Fu¨r die Kru¨mmung gilt die Bianchi-Identita¨t:
∇F∇ = 0.
(Siehe [Jos08], Theorem 3.1.1., Seite 112.)
2.1.4 Eichtransformationen
Definition und Satz 2.1.17 (Eichtransformationen auf Prinzipalfaserbu¨ndeln). Die
folgenden Definitionen von Eichtransformationen sind a¨quivalent:
• Ein Automorphismus eines Prinzipalfaserbu¨ndels (P,M, pi;G) ist ein G-a¨quiva-
rianter Diffeomorphismus u : P → P .
Ist u zusa¨tzlich fasertreu (also pi(u(p)) = pi(p) fu¨r alle p ∈ P ), so nennt man u
eine Eichtransformation von P .
• Eine Eichtransformation ist ein Schnitt im Bu¨ndel P ×c G.
(Fu¨r die A¨quivalenz siehe [Ble05], Seite 46ff.)
Ist ℵ ∈ Γ(g ⊗ ∧1TP ) ein Zusammenhang des Bu¨ndels P und u ∈ Aut(P ) eine
Eichtransformation, so transformiert ℵ unter u mittels der Ru¨ckholung von Differen-
tialformen:
u∗ℵV (p) = ℵu∗V (u(p))
fu¨r p ∈ P und V ∈ TpP .
Ist D ein Referenzzusammenhang und A ∈ Ω1(adP ), sodass man ℵ mit D + A iden-
tifizieren kann, und ist σ ∈ Γ(P ×c G) so gewa¨hlt, dass man u mit σ identifizieren
kann, so kann man u∗ℵ identifizieren mit
D + (σ∗A) := D + σ−1Dσ + σ−1Aσ.
Fu¨r die entsprechende kovariante Ableitung auf adP bedeutet das:
(D + σ∗A)vY = DY + σ−1[Dvσ, Y ] + σ−1[A, σY ].
(Vgl. [Jos08], Seite 129.)
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Es bleibt zu kla¨ren, warum σ(x)−1Dvσ(x) +σ(x)−1Av(x)σ(x) ∈ adPx ist, also warum
σ(x)−1Dvσ(x) ∈ adPx ist.
Fasst manD als (aus dem selben Zusammenhang auf P wieD auf adP hervorgehende)
kovariante Ableitung auf Aut(adP ) auf, so ist
Dvσ(x) ∈ Tσ(x)(P ×c G)x = σ(x)Te(x)(P ×c G)x = σ(x)(P ×c g)x
⊂ σ(x)(adP )x ⊂ Aut(adP )x.
Also ist σ(x)−1Dvσ(x) ∈ (adP )x.
Wie eine Eichtransformation auf einer Zusammenhangsform A ∈ Ω1(adP ) operiert,
ha¨ngt also ab vom Referenzzusammenhang D, gerade weil die Operation auf dem
Zusammenhang ℵ von P nicht davon abha¨ngt: Sei D¯ ein weiterer Referenzzusam-
menhang und sei A¯ ∈ Ω1(adP ) eine Zusammenhangsform, sodass D¯ + A¯ = D + A.
Dann ist
D + σ∗A = D¯ + σ∗¯A¯ = D¯ + σ−1D¯σ + σ−1A¯σ.
Die Kru¨mmung eines Zusammenhangs verha¨lt sich unter Eichtransformationen fol-
gendermaßen: Sei σ ∈ Γ(P ×c G) eine Eichtransformation, so ist
FD+σ∗A = σ
−1FD+Aσ.
(Siehe [Jos08], Formel (3.1.28), Seite 112.) Insbesondere ist
|FD+σ∗A| = |FD+A|.
Seien A,B ∈ Ω1(adP ), sodass es eine Eichtransformation σ ∈ Γ(P ×c G) gibt mit
B = σ∗A.
Dann bezeichnet man A und B als eicha¨quivalent. (Tatsa¨chlich handelt es sich um
eine A¨quivalenzrelation, wie man leicht nachpru¨fen kann.)
Sei {(Ui, ψi) : i ∈ I} ein Bu¨ndelatlas von (adP, pi,M ; g). Angenommen, es gibt zu
jedem i ∈ I eine Zusammenhangsform Ai ∈ Ω1(adP |Ui), sodass es auf jeder Schnitt-
menge Ui ∩ Uj 6= ∅ (mit i 6= j) eine Eichtransformation σij ∈ Γ(P ×c G|Ui∩Uj) gibt
mit D + σ∗ijAi = D + Aj.
Dann gibt es eine Zusammenhangsform A ∈ Ω1(adP ) und fu¨r jedes i ∈ I eine lokale
Eichtransformationen σi ∈ Γ(P ×c G), sodass Ai = σ∗iA auf Ui:
Seien dafu¨r zuna¨chst A˜i, A˜j ∈ Ω1(adP ) so gewa¨hlt, dass
D˜i + A˜i = D + Ai
und
D˜i + Aj = D + Aj.
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auf Ui ∩ Uj (wobei D˜i der aus der Trivialisierung auf Ui kommende lokale Referenz-
zusammenhang ist).
Da Eicha¨quivalenz unabha¨ngig vom gewa¨hlten Referenzzusammenhang ist, gibt es
eine Eichtransformation σ˜ij ∈ Γ(P ×c G|Ui∩Uj), sodass D˜i + σ˜ij = D˜i + A˜j.
Diese Identita¨t trivialisieren wir, um festzustellen, dass die trivialisierten Eichtrans-
formationen die Transformationseigenschaft lokaler Zusammenhangsformen erfu¨llen:
Sei Y ∈ Γ(adP |Ui∩Uj) und v ∈ Γ(TM |Ui∩Uj), so ist
(ψi)2((D˜i + A˜i(x))vY (x)) = dv((ψi)2 ◦ Y )(x) + (ψi)2([(Ai)v(x), Y (x)])
= dv((ψi)2 ◦ Y )(x) + [(ψi)2((Ai)v(x)), (ψi)2(Y (x))],
und
(ψi)2((D˜i + A˜j(x))vY (x)) = (ψi)2((D˜i + σ˜
∗
ijA˜i(x))vY (x)) =
= dv((ψi)2 ◦ Y )(x) + (ψi)2([σ˜ij(x)−1D˜vσ˜ij(x) + σ˜ij(x)−1(Ai)v(x)σ˜ij(x), Y (x)])
= dv((ψi)2 ◦ Y )(x) + [((ψP×cGi )2(σ˜ij(x)−1))d((ψP×cGi )2 ◦ σ˜ij)(x)
+ (ψP×cGi )2(σ˜
−1
ij )(ψi)2((Ai)v(x)), (ψ
P×cG
i )2(σ˜ij(x))(ψi)2(Y (x))]. (2.1)
Fu¨r die lokalen Zusammenhangsformen A¯i := (ψi)2◦Ai und A¯j := (ψi)2◦Aj, erhalten
wir
A¯j = (ψ
P×cG
i )2 ◦ σ˜−1ij d((ψP×cGi )2 ◦ σ˜ij) + (ψP×cGi )2 ◦ σ˜−1ij A¯i(ψP×cGi )2 ◦ σ˜ij. (2.2)
Das entspricht der Transformationseigenschaft lokaler Zusammenhangsformen mit
gij := (ψ
P×cG
i )2 ◦ σij. Somit definiert die Familie {Ai}i∈I einen Zusammenhang ei-
nes Bu¨ndels (P ′, pi′,M ;G) mit U¨bergangsabbildungen {gij} (und eine entsprechende
kovariante Ableitung auf adP ).
In der Literatur (zum Beispiel [Sed82] und [GS14]) werden daher ha¨ufig die Eich-
transformationen σij selbst als U¨bergangsabbildungen bezeichnet.
2.1.5 Sobolev-Ra¨ume in der Eichtheorie
Definition und Satz 2.1.18 (Lp- und Sobolev-Normen und -Ra¨ume fu¨r Schnit-
te). Sei (E, pi,M ;V ) ein Vektorbu¨ndel u¨ber einer kompakten Mannigfaltigkeit m mit
Bu¨ndelmetrik 〈·, ·〉 und sei |v|E :=
√〈v, v〉
E
fu¨r v ∈ E. Sei s ∈ Γ(E), ∇ eine kovari-
ante Ableitung auf E, p ∈ [1,∞) und k ∈ N.
Dann definiert man die Lp-Norm von s folgendermaßen:
‖s‖Lp(M) := ‖|s|E‖Lp(M) =
(∫
M
|s|pE dx
) 1
p
.
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Weiterhin definiert man die Sobolev-Normen von s als
‖s‖Wk,p∇ (M) :=
(
k∑
j=0
‖(J∇)js‖pLp(M)
) 1
p
=
(
k∑
j=0
∫
M
|(J∇)js|pE dx
) 1
p
.
(Dabei ist mit (J∇)js ∈ Ωj(E) die j-te totale Ableitung von s bezu¨glich der kovarian-
ten Ableitung ∇ gemeint.)
Sind ∇ und ∇′ zwei kovariante Ableitungen auf E, so sind die Normen ‖ · ‖Wk,p∇ (M)
und ‖ · ‖Wk,p∇′ (M) a¨quivalent (siehe [Rad97], Seite 10).
Wir bezeichnen mit LpΓ(E) den Abschluss von Γ(E) bezu¨glich der Norm ‖ · ‖Lp(M)
und mit W k,pΓ(E) den Abschluss von Γ(E) bezu¨glich der Norm ‖ · ‖Wk,p∇ (M).
‖ · ‖Lp(M) la¨sst sich dann auf LpΓ(E) fortsetzen, ‖ · ‖Wk,p∇ (M) auf W
k,pΓ(E).
L2Γ(E) ist ein Skalarproduktraum mit dem zur L2-Norm geho¨rigen Skalarprodukt
(f, g)L2(M) :=
∫
M
〈f, g〉E dx.
Analog ist auch W k,2Γ(E) ein Skalarproduktraum.
LpΓ(E) undW k,pΓ(E) sind Banachra¨ume, L2Γ(E) undW k,2Γ(E) sogar Hilbertra¨ume.
Man kann diese Definition erweitern auf Differentialformen und somit Ra¨ume LpΩ`(E)
und W k,pΩ`(E) definieren.
Wurde auf dem Bu¨ndel E ein Referenzzusammenhang D ausgewa¨hlt, so bezeichnet
man die Norm ‖ · ‖Wk,pD (M) auch mit ‖ · ‖Wk,p(M).
Sei {Ui, φi}i∈I (mit φi : Ui → Rm) ein endlicher Atlas fu¨r M (dessen Existenz ist
auf Grund der Kompaktheit von M gewa¨hrleistet) und sei {τi}i∈I eine Zerlegung der
Eins auf M mit supp(τi) ⊂ Ui. Da∫
M
f dx =
∑
i∈I
∫
φi(Ui)
τi ◦ φi · f ◦ φi
√
| det((φi)∗g| dx,
lassen sich Abscha¨tzungen fu¨r Lp- und Sobolev-Ra¨ume u¨ber beschra¨nkten Gebieten
in Rm auf Schnitte u¨bertragen. Insbesondere gilt:
Satz 2.1.19 (Ho¨lder-Ungleichung). Seien (E1, pi1,M ;F1) und (E2, pi2,M ;F2) zwei
Vektorbu¨ndel u¨ber derselben Mannigfaltigkeit M . Sei f ∈ LpΓ(E1) und g ∈ LqΓ(E2).
Dann ist f ⊗ g ∈ Lr(E1 ⊗ E2) mit 1p + 1q = 1r und es gilt:
‖f ⊗ g‖Lr(M) 6 ‖f‖Lp(M)‖g‖Lq(M).
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(Vergleiche zum Beispiel [Bre05], The´ore`me IV.6, Seite 56 fu¨r Funktionen auf Ge-
bieten in Rm; die U¨bertragung auf Schnitte in Vektorbu¨ndeln geht direkt u¨ber die
Definition der entsprechenden Normen.)
Satz 2.1.20 (Sobolev-Einbettungssatz). Es gibt eine Einbettung
W 1,pΓ(E) ↪→
{
Lp
∗
Γ(E) falls p ∈ (1,m),
C0,αΓ(E) falls p ∈ (m,∞).
Dabei ist p∗ definiert durch 1
p∗ =
1
p
− 1
m
und α durch α := 1− m
p
.
(Siehe zum Beispiel [GT01], Seite 164 fu¨r Funktionen.)
Da in dieser Arbeit viel mit Grenzwerten von Folgen von Sobolev-Schnitten gearbeitet
wird, sind weiterhin die folgenden beiden Definitionen wichtig:
Definition 2.1.21 (Schwache Konvergenz). Sei (Yi)i∈N eine Folge in W k,pΓ(E). Man
sagt, Yi konvergiere schwach in W
k,p gegen Y ∈ W k,p(M) (in Zeichen: Yi ⇀ Y in
W k,p), falls
T (Yi)
i→∞→ T (Y )
fu¨r alle beschra¨nkten linearen Abbildungen T : W k,p(M)→ R.
Definition 2.1.22 (Schwach-Unterhalbstetigkeit). Ein Funktional
F : W k,pΓ(E)→ R
heißt schwach-unterhalbstetig, falls fu¨r jede Folge (Yi)i∈N mit Yi
i→∞
⇀ Y in W k,p gilt:
lim inf
i→∞
F (Yi) > F (Y ).
In dieser Arbeit spielen vor allem Sobolev-Zusammenhangsformen A ∈ W k,pΩ1(adP )
und Sobolev-Eichtransformationen σ ∈ W `,qΓ(P×cG) eine Rolle. Dabei ist es wichtig,
die entsprechenden Koeffizienten k, `, p und q so zu definieren, dass die umgeeichte
Zusammenhangsform σ∗A = σ−1Dσ + σ−1Aσ wohldefiniert und im selben Sobolev-
Raum wie A liegt. Weiterhin soll fu¨r die zugeho¨rige Kru¨mmung gelten: FD+A ∈
L2Ω2(adP ). Sonst wa¨re das Yang-Mills-Funktional nicht wohldefiniert.
Auf R4 sind A ∈ W 1,2Ω1(adP ) und σ ∈ W 2,2Γ(P ×c G) eine geeignete Wahl:
‖σ∗A‖L2(M) 6 ‖σ−1Dσ‖L2(M) + ‖σ−1Aσ‖L2(M)
6 ‖σ−1‖L∞(M)‖σ‖W 1,2(M) + ‖σ−1‖L∞(M)‖A‖L2(M)‖σ‖L∞(M)
6 c(G)‖σ‖W 2,2(M)‖A‖W 1,2(M).
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(Da G eine kompakte Lie-Gruppe ist, ist |σ| fast u¨berall auf M beschra¨nkt, also
‖σ‖L∞(M) 6 c(G).) Weiterhin ist
‖JD(σ∗A)‖L2(M) 6 ‖JD(σ−1Dσ)‖L2(M) + ‖JD(σ−1Aσ)‖L2(M)
6 ‖JD(σ−1)Dσ‖L2(M) + ‖σ−1JD(Dσ)‖L2(M)
+ ‖(JDσ−1)Aσ‖L2(M) + ‖σ−1JD(A)σ‖L2(M) + ‖σ−1A JDσ‖L2(M)
6 ‖JD(σ−1)‖L4(M)‖Dσ‖L2(M) + ‖σ−1‖L∞(M)‖JD(Dσ)‖L2(M)
+ ‖JDσ−1‖L4(M)‖A‖L4(M)‖σ‖L∞(M) + ‖σ−1‖L∞(M)‖JDA‖L2(M)‖σ‖L∞(M)
+ ‖σ−1‖L∞(M)‖A‖L4(M)‖JDσ‖L4(M)
6 ‖σ−1‖W 2,2(M)‖σ‖W 2,2(M) + c(G)‖σ‖W 2,2(M) + c(G)‖σ−1‖W 2,2(M)‖A‖W 1,2(M)
+ c(G)2‖A‖W 1,2(M) + c(G)‖A‖W 1,2(M)‖σ‖W 2,2(M). (2.3)
Dabei kann man ‖σ−1‖W 2,2(M) abscha¨tzen gegen Normen von σ:
Es gilt
‖σ−1‖L2(M) 6 |M |‖σ−1‖L∞ 6 |M |c(G)
sowie
Dσ−1 = −σ−1Dσσ−1
(da 0 = D(σ−1σ) = (Dσ−1)σ + σ−1(Dσ)) und
(JD)2σ−1 = JD(−σ−1(JDσ)σ−1)
= −(JDσ−1)(JDσ)σ−1 − σ−1((JD)2σ)σ−1 − σ−1(JDσ)(JDσ−1)
= σ−1(JDσ)σ−1(JDσ)σ−1 − σ−1((JD)2σ)σ−1 + σ−1(JDσ)σ−1(JDσ)σ−1.
Daher ist
‖σ−1‖W 2,2(M) 6 c(G)|M |+ c(G)2‖σ‖W 2,2(M) + c(G)3‖σ‖2W 1,4(M)
+ c(G)2‖σ‖W 2,2(M) + c(G)3‖σ‖2W 1,4(M)
mit der Ho¨lder-Ungleichung und dem Einbettungssatz.
Demnach ist σ∗A ∈ W 1,2Ω1(M), falls A ∈ W 1,2Ω1(M) und σ ∈ W 2,2Γ(P ×c G).
Weiterhin ist dann
‖FD+A‖L2(M) =
∥∥∥∥DA+ 12[A,A]
∥∥∥∥
L2(M)
6 ‖A‖W 1,2(M) + 1
2
‖A‖L4(M)‖A‖L4(M)
6 ‖A‖W 1,2(M) + 1
2
‖A‖2W 1,2(M) <∞.
Im Falle m > 4 erha¨lt man analoge Abscha¨tzungen fu¨r alle Zusammenhangsfor-
men A ∈ (W 1,2 ∩ L4)Ω1(adP ). Als gewinnbringender stellt es sich jedoch in vielen
Fa¨llen heraus, auf Morrey-Ra¨umen zu arbeiten, da diese einen analogen “Sobolev-
Einbettungssatz” bieten, in dem die Dimension von M keine Rolle spielt. Außerdem
passen sie gut zum hier behandelten a¨quivarianten Ansatz, wie in Lemma 2.2.7 deut-
lich wird:
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2.1.6 Morrey-Sobolev-Ra¨ume in der Eichtheorie
In diesem Kapitel sollen einige Grundlagen u¨ber Morrey-Ra¨ume zusammengefasst
werden, welche wir in dieser Arbeit beno¨tigen. Dabei sollte man beachten, dass die
Notationen fu¨r Morrey-Ra¨ume sich in zahlreichen Arbeiten unterscheiden: insbeson-
dere wird der Morrey-Exponent auf verschiedene Art und Weise definiert. Wir orien-
tieren uns an der Definition aus [KJF77] und [Rad97].
Definition und Satz 2.1.23 (Morrey-Ra¨ume auf Gebieten). Sei p ∈ [1,∞) und
` ∈ R.
Sei G ⊂ Rm ein beschra¨nktes Gebiet, sodass es ein A > 0 gibt mit
|G ∩Bmρ (x)| > Aρm
fu¨r alle x ∈ G¯ und alle ρ ∈ (0, diam(G)).
Mit Lp`(G) bezeichnen wir den Raum der Funktionen f ∈ Lp(G), fu¨r welche die
Morrey-Norm
‖f‖Lp` (G) :=
(
sup
x∈G,ρ∈(0,diam(G))
ρ`−m‖f‖pLp(Bmρ (x))∩G
) 1
p
endlich ist.
Weiterhin definieren wir fu¨r jedes k ∈ N den Morrey-Sobolev-Raum W k,p` (G) als den
Raum der Funktionen, fu¨r welche die Morrey-Sobolev-Norm
‖f‖Wk,p` (G) :=
(
k∑
j=0
‖Djf‖p
Lp` (G)
)p
endlich ist.
L2`(G) ist ein Skalarproduktraum mit zur L
2
` -Norm geho¨rigem Skalarprodukt
(f, g)L2` (G) := sup
x0∈G,ρ∈(0,1]
ρm−`
∫
G∩Bρ(x0)
f · g dx.
Dementsprechend ist auch W k,p` (G) ein Skalarproduktraum.
Ersetzt man in den Definitionen der Normen bei der Supremumsbildung ρ ∈ (0, 1]
durch ρ ∈ (0, c] mit c > 0, so erha¨lt man dazu a¨quivalente Normen.
Diese Definition la¨sst sich auf Schnitte in metrischen Vektorbu¨ndeln u¨bertragen:
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Definition 2.1.24 (Morrey- und Morrey-Sobolev-Normen und -Ra¨ume fu¨r Schnit-
te in Vektorbu¨ndeln). Sei (E, pi,M ;V ) ein Vektorbu¨ndel u¨ber einer kompakten, m-
dimensionalen Mannigfaltigkeit M mit Injektivita¨tsradius ρ0. E sei ausgestattet mit
einer Bu¨ndelmetrik 〈·, ·〉 und es sei |v|E :=
√〈v, v〉
E
fu¨r v ∈ E. Sei s ∈ LpΓ(E) und
seien ∇ eine kovariante Ableitung auf E, p ∈ [1,∞), ` ∈ R und k ∈ N.
Dann definieren wir die Morrey-Norm zum Morrey-Exponenten ` von s als
‖s‖Lp` (M) := ‖|s|E‖Lp` (M) =
(
sup
ρ<
ρ0
2
,x0∈M
ρ`−m‖|s|E‖pLp(Bρ(x0))
) 1
p
=
(
sup
ρ<
ρ0
2
,x0∈M
ρ`−m
∫
Bρ(0)
|s|pE dx
) 1
p
.
Die Menge aller s ∈ LpΓ(E) mit ‖s‖Wk,p` (M) <∞ bezeichnen wir mit L
p
`Γ(E).
Ist s ∈ W k,pΓ(E), so definieren wir die Morrey-Sobolev-Norm zum Morrey-Exponenten
` als
‖s‖Wk,p`,∇(M) :=
(
k∑
j=0
‖(J∇)js‖p
Lp` (M)
) 1
p
=
(
sup
ρ<
ρ0
2
,x0∈M
ρ`−m
k∑
j=0
∫
M
|(J∇)js|pE
) 1
p
=
(
sup
ρ<
ρ0
2
,x0∈M
ρ`−m‖(J∇)js‖p
Wk,p(M)
) 1
p
.
Die Menge aller s ∈ W k,pΓ(E) mit ‖s‖Wk,p` (M) <∞ bezeichnen wir mit W
k,p
` Γ(E).
(Dabei ist mit (J∇)js die j-te totale Ableitung von s bezu¨glich der kovarianten Ablei-
tung ∇ gemeint.)
Sei G ⊂M ein Gebiet. Mit Lp`Γ(G) bezeichnen wir den Raum der Schnitte
s ∈ LpΓ(E|G), fu¨r die die Morrey-Norm
‖s‖Lp` (G) :=
(
sup
x∈G,ρ∈(0, ρ0
2
)
ρm−`‖f‖pLp(Bρ(x)∩G)
) 1
p
endlich ist.
Wir definieren fu¨r jedes k ∈ N den Morrey-Sobolev-Raum W k,p` Γ(E|G) als den Raum
der Funktionen, fu¨r welche die Norm
‖f‖Wk,p` (G) :=
(
sup
ρ<
ρ0
2
,x0∈M
ρ`−m‖(J∇)js‖p
Wk,p(G)
) 1
p
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endlich ist.
Ersetzt man in den Definitionen der Normen bei der Supremumsbildung ρ ∈ (0, ρ0
2
]
durch ρ ∈ (0, c] mit 0 < c 6 ρ0
2
, so erha¨lt man dazu a¨quivalente Normen.
Wurde auf dem Bu¨ndel E ein Referenzzusammenhang D ausgewa¨hlt, so bezeichnet
man die Norm ‖ · ‖Wk,p`,D(M) auch mit ‖ · ‖Wk,p` (M).
Sind ∇ und ∇′ zwei kovariante Ableitungen auf E, so sind die Normen ‖·‖Wk,p`,∇(M) und
‖ · ‖Wk,p
`,∇′ (M)
a¨quivalent. (Das kann man unmittelbar aus der entsprechenden Aussage
u¨ber Sobolev-Normen ableiten.)
Morrey- beziehungsweise Morrey-Sobolev-Schnitte mit Morrey-Exponenten ` u¨ber m-
dimensionalen Mannigfaltigkeiten verhalten sich in vielerlei Hinsicht wie Lp- bezie-
hungsweise Sobolev-Schnitte u¨ber `-dimensionalen Mannigfaltigkeiten. Insbesondere
gelten die folgenden Sa¨tze:
Satz 2.1.25 (Zusammenhang mit Sobolev-Ra¨umen).
W k,p` Γ(E) ⊂

{0} fu¨r ` < 0,
W k,∞Γ(E) fu¨r ` = 0,
W k,pΓ(E) fu¨r ` > 0.
(Siehe [Gia83], Proposition 1.1, Seite 66 fu¨r Funktionen auf Gebieten in Rm. Die
U¨bertragung auf Schnitte in Vektorbu¨ndeln funktioniert unmittelbar mit der Defini-
tion der entsprechenden Normen.)
Satz 2.1.26 (Banach-Ra¨ume). Alle hier eingefu¨hrten Morrey-Ra¨ume und Morrey-
Sobolev-Ra¨ume sind Banach-Ra¨ume.
(Siehe [KJF77], Seite 217 fu¨r Funktionen auf Gebieten in Rm.)
Satz 2.1.27 (Ho¨lder-Ungleichung fu¨r Morrey-Ra¨ume). Seien (E1, pi1,M ;F1) und
(E2, pi2,M ;F2) Vektorbu¨ndel u¨ber derselben Mannigfaltigkeit M . Sei f ∈ Lp`Γ(E1) und
g ∈ Lq`Γ(E2). Dann ist f ⊗ g ∈ Lr`(E1 ⊗ E2) mit 1p + 1q = 1r und es gilt:
‖f ⊗ g‖Lr` (M) 6 ‖f‖Lr` (M)‖g‖Lq` (M).
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Beweis. Das folgt direkt aus der Ho¨lder-Ungleichung fu¨r Lp-Ra¨ume (Satz 2.1.19):
‖f ⊗ g‖Lr` (M) =
(
sup
ρ∈(0, ρ0
2
),x∈M
ρ`−m‖(f, g)‖rLr(Bρ(x))
) 1
r
6 sup
ρ∈(0, ρ0
2
),x∈M
(
ρ
`−m
r ‖f‖Lp(Bρ(x))‖g‖Lq(Bρ(x))
)
= sup
ρ∈(0, ρ0
2
),x∈M
ρ(`−m)(
1
p
+ 1
q
)‖f‖Lp(Bρ(x))‖g‖Lq(Bρ(x))
6
(
sup
ρ∈(0, ρ
2
),x∈M
ρ`−m‖f‖pLp(Bρ(x))
) 1
p
+
(
sup
ρ∈(0,1],x∈M
ρ`−m‖g‖qLq(Bρ(x))
) 1
q
= ‖f‖Lp` (M)‖g‖Lq` (M).
Satz 2.1.28 (Morrey-Sobolev-Einbettungssatz). Sei ` ∈ (0,m). Dann gibt es eine
Einbettung
W 1,p` Γ(E) ↪→
{
Lp
∗
` Γ(E) falls p ∈ (1, `),
C0,αΓ(E) falls p ∈ (`,∞).
Dabei ist p∗ definiert durch 1
p∗ =
1
p
− 1
`
und α = 1− `
p
.
(Siehe [Ada75], Theorem 3.2, Seite 769 und [GT01], Theorem 7.19, Seite 165 fu¨r
Funktionen auf Gebieten in Rm; die U¨bertragung auf Vektorbu¨ndel geht direkt u¨ber
die Definition der entsprechenden Normen.)
Vo¨llig analog zu Rechnung (2.3) kann man zeigen, dass W 1,24 Ω
1(adP ) ein geeigne-
ter Raum fu¨r Zusammenhangsformen und W 2,24 Γ(P ×c G) ein geeigneter Raum fu¨r
Eichtransformationen: so ist gewa¨hrleistet, dass FD+A ∈ L2(M) ist und σ∗A fu¨r jede
Eichtransformation σ in demselben Raum wie A liegt.
Ein wesentlicher Unterschied zu Lp- beziehungsweise Sobolev-Ra¨umen besteht jedoch
darin, dass im Allgemeinen Γ(E) weder in Lp`Γ(E) noch in W
k,p
` Γ(E) liegt.
2.1.7 Das Yang-Mills-Funktional
Definition 2.1.29 (Yang-Mills-Funktional). Sei (P, pi,M ;G) ein Prinzipalfaserbu¨ndel
und sei (E, pi′,M ;V ) ein zu P assoziiertes Vektorbu¨ndel. Sei D ein fixierter Referenz-
zusammenhang von P . Das Yang-Mills-Funktional YM zu E ist definiert als
YM :

D + (W 1,2 ∩ L4)Ω1(adP )→ R,
D + A 7→
∫
M
|FD+A|2adP dx;
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also als das Funktional, welches jeder kovarianten Ableitung auf E die quadratische
L2-Norm seiner Kru¨mmung zuordnet.
Lemma 2.1.30 (Euler-Lagrange-Gleichung zu YM). Genau dann ist eine Zusam-
menhangsform A ∈ (W 1,2 ∩ L4)Ω1(adP ) ein kritischer Punkt von YM auf M , wenn
fu¨r jede Testform ϕ ∈ Ω1(adP ) gilt:
((D + A)φ, FD+A)L2(M) = 0.
Ist U ⊂ M , so ist A ∈ W 1,2Ω1(adP |U) genau dann ein kritischer Punkt von YM auf
U , wenn fu¨r jede Testform ϕ ∈ Ω10(adP |U) (also fu¨r jede glatte 1-Form auf U mit
kompaktem Tra¨ger in U) gilt:
((D + A)φ, FD+A)L2(U) = 0.
Beweis. Sei ϕ ∈ Ω1(adP ). Dann ist fu¨r alle t ∈ R und fu¨r alle Y ∈ Γ(E)
FD+A+tϕY = (D + A+ tϕ)((D + A)σ + tϕ)Y
= FD+AY + (D + A)(tϕY ) + tϕ(D + A)Y + t
2([ϕ, ϕ])Y
= (FD+A + t(D + A)ϕ+ t
2[ϕ, ϕ])Y.
Also ist
d
dt
YM(D + A+ tϕ)|t=0 = d
dt
∫
M
〈FA+tϕ, FA+tϕ〉adP⊗∧2TM dx|t=0
= 2
∫
M
〈(D + A)ϕ, FD+A〉adP⊗∧2TM dx = ((D + A)ϕ, FD+A)L2(M).
Die Rechnung fu¨r U ⊂M geht vo¨llig analog.
Die Euler-Lagrange-Gleichung zu YM wird im Folgenden auch als Yang-Mills-Gleichung
oder YM-Gleichung bezeichnet; Zusammenhangsformen, die diese lo¨sen, werden als
Yang-Mills-Zusammenhangsformen oder YM-Zusammenhangsformen bezeichnet.
Offensichtlich ist YM invariant unter Eichtransformationen: Wie bereits gesehen, ist
FD+σ∗A = σ
−1FD+Aσ
fu¨r alle Eichtransformationen σ ∈ Γ(P×cG). Die Bu¨ndelmetrik auf adP istG-invariant
(und somit auch invariant unter der Anwendung von Eichtransformationen); daher
erha¨lt man:
|FD+σ∗A| = |FD+A|
und somit
YM(D + σ∗A) = YM(D + A).
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Daraus folgt automatisch auch, dass die Euler-Lagrange-Gleichung zu YM eichinva-
riant ist.
In dieser Arbeit soll das Yang-Mills-Funktional mit Hilfe der “direkten Methode der
Variationsrechnung” analysiert werden: Grundsa¨tzlich bedeutet das, dass eine Mini-
malfolge zu diesem Funktional ausgewa¨hlt wird, von der dann gezeigt wird, dass sie
eine schwach konvergente Teilfolge besitzt. Ist das Funktional schwach unterhalbste-
tig, so ist der Grenzwert dieser konvergenten Teilfolge ein Minimierer.
Um die Existenz einer solchen konvergenten Teilfolge zu zeigen, verwendet man in der
Regel die Koerzivita¨t des betrachteten Funktionals. Leider folgt aus der Eichinvarianz
des Yang-Mills-Funktionals auch, dass es im Allgemeinen nicht konvex und nicht
koerziv ist. Auf Grund der Nicht-Konvexita¨t ist no¨tig, lokal eine geeignete Eichung
zu fixieren, in welcher YM koerziv wird. Dies gelang erstmals Uhlenbeck in [Uhl82a]
fu¨r Basismannigfaltigkeiten, deren Dimension ho¨chstens 4 ist. Der in dieser Arbeit
beno¨tigte Eichsatz (Satz 4.0.2) wird in Abschnitt 4 bewiesen.
Das Yang-Mills-Funktional ist schwach unterhalbstetig im folgenden Sinne:
Lemma 2.1.31 (Schwach-Unterhalbstetigkeit von YM). Sei (Ai)i∈N eine in Folge
von Zusammenhangsformen in (W 1,2 ∩ L4)Ω1(adP ), die schwach in W 1,2 und in L4
gegen A ∈ (W 1,2 ∩ L4)Ω1(E) konvergiert.
Dann gibt es eine Teilfolge (Ai(k))k∈N von (Ai)i∈N, sodass
[Ai(k), Ai(k)] ⇀ [A,A]
schwach in L2. Fu¨r diese Teilfolge gilt:
YM(D + A) 6 lim inf
k→∞
YM(D + Ai(k)).
Beweis.
‖[Ai, Ai]‖L2(M) 6 ‖Ai‖2L4(M) 6 C
(da (Ai)i∈N schwach konvergent und somit beschra¨nkt in L4 ist). Da L2 ein reflexiver
Banachraum ist, folgt daraus (siehe zum Beispiel [Bre05], Seite 50, The´ore`me III.27),
dass ([Ai, Ai]i∈N eine in L2 schwach konvergente Teilfolge ([Ai(k), Ai(k)])k∈N hat.
Der schwache Grenzwert von ([Ai(k), Ai(k)])k∈N muss mit [A,A] u¨bereinstimmen, da
die schwache Konvergenz Ai ⇀ A in W
1,2Ω1(adP ) fast u¨berall auf M punktweise
Konvergenz einer Teilfolge von (Ai)i∈N impliziert.
2.2 Gruppenoperationen und Symmetrien 41
Fu¨r diese Teilfolge gilt dann:
YM(D + Ai(k))− YM(D + A) =
∫
M
(|FD+Ai |2 − |FD+A|2) dx
=
∫
M
|FD+Ai(k) − FD+A|2 dx+ 2
∫
M
〈FD+Ai(k) − FD+A, FD+A〉 dx
> 2
∫
M
〈FD+Ai(k) − FD+A, FD+A〉 dx
=
∫
M
〈(DAi(k) + 1
2
[Ai(k), Ai(k)]−DA− 1
2
[A,A]), FD+A〉 dx
=
∫
M
〈(DAi(k) −DA), FD+A〉 dx+
∫
M
〈1
2
([Ai(k), Ai(k)]− [A,A]), FD+A〉 dx
k→∞→ 0.
Dabei geht beim Grenzu¨bergang k → ∞ der Term ∫
M
〈(DAi(k) − DA), FD+A〉 dx
offensichtlich gegen 0 (wegen der schwachen Konvergenz Ai ⇀ A in W
1,2Ω1(adP )).∫
M
〈([Ai, Ai]− [A,A]), FD+A〉 dx geht gegen 0, da [Ai(k), Ai(k)] ⇀ [A,A] schwach in L2.
2.2 Gruppenoperationen und Symmetrien
2.2.1 Allgemeines zu kompakten Transformationsgruppen
Definition 2.2.1 (Transformationsgruppen). Ein Paar (M,K) bezeichnet man als
Liesche Transformationsgruppe, wenn gilt:
• M ist eine Riemannsche Mannigfaltigkeit (mo¨glicherweise mit Rand),
• K ist eine Lie-Gruppe und
• K operiert differenzierbar auf M .
(M,K) heißt kompakt, wenn sowohl M als auch K kompakt ist.
(Vergleiche [Gas96].)
Weiterhin wird in dieser Arbeit (und insbesondere in diesem Abschnitt) vorausgesetzt,
dass K isometrisch auf M operiert: Fu¨r alle k ∈ K und alle x, y ∈M soll also gelten:
dist
M
(kx, ky) = dist
M
(x, y).
Fu¨r x ∈M definiert man den Orbit
Kx := {kx : k ∈ K}
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und die Isotropiegruppe
Kx := {k ∈ K : kx = x}.
Jeder Orbit Kx einer kompakten Transformationsgruppe (M,K) ist eine kompakte
Untermannigfaltigkeit von M . Daher ist die Dimension eines Orbits wohldefiniert;
man bezeichnet max{dim(Kx) : x ∈M} als Homogenita¨t der K-Operation auf M ,
` := dim(M)−max{dim(Kx) : x ∈M}
als Kohomogenita¨t der K-Operation auf M . In dieser Arbeit werden kompakte Trans-
formationsgruppen (M,K) betrachtet, deren Kohomogenita¨t ` 6 4 ist.
Weiterhin beschra¨nkt sich diese Arbeit auf Transformationsgruppen, bei denen die K-
Operation auf M isometrisch ist, also distM(kx, ky) = distM(x, y) fu¨r alle x, y ∈ M
und alle k ∈ K.
Weiterhin ist wegen der Untermannigfaltigkeitseigenschaft von Kx das Normalenbu¨n-
del (ν(Kx), pi,Kx;Rdim(Kx)) an Kx wohldefiniert (und ein Unterbu¨ndel von TM).
Auf TM operiert K auf natu¨rliche Weise durch Differentiale: Jedes k ∈ K definiert
eine Abbildung k : M → M , fu¨r deren Ableitung dk(x) : TxM → TkxM gilt. Diese
Abbildung wird hier abgeku¨rzt mit k∗v := dk(x)v fu¨r v ∈ TxM .
Die Isotropiegruppe Kx ist fu¨r jedes x ∈M eine Untergruppe von K. Ist y = κx (mit
κ ∈ K), so ist Ky = κKxκ−1.
Wenn Kx konjugiert ist zu einer Untergruppe H von K (wenn es also ein κ ∈ K
gibt, sodass Kx = κ
−1Hκ), dann bezeichnet man (H) als den Isotropietyp von x. In
Analogie zu [Gas96] werden hier die folgenden beiden Abku¨rzungen verwendet:
M(H) := {x ∈M : x ist vom Isotropietyp H}
und
M(6 H) := {x ∈M : Kx ist konjugiert zu einer Untergruppe von H}.
Orbits, die denselben Isotropietyp haben, haben dieselbe Dimension.
Weiterhin definiert man die Schlauchumgebung eines Orbits als
T r(Kx) := {y ∈M : dist
M
(y,Kx) < r}
(fu¨r x ∈M und r > 0).
Eine wichtige Grundlage dieser Arbeit ist das folgende Resultat:
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Satz 2.2.2 (Scheibensatz). Sei (M,K) eine kompakte Transformationsgruppe, sodass
die K-Operation auf M isometrisch ist. Sei x ∈ M . Dann bildet die Exponentialab-
bildung ein kleines Scheibenbu¨ndel
νr(Kx) := {v ∈ ν(Kx) : |v|γ < r} ⊂ ν(Kx)
(mit r > 0) K-a¨quivariant und diffeomorph auf die Schlauchumgebung T r(Kx) ab.
Fu¨r exp |νr(Kx) gilt also:
exp |νr(Kx) : νr(Kx)→ T r(Kx)
sowie
exp(k∗n(a)) = k exp(n(a))
fu¨r alle k ∈ K, alle a ∈ Kx und alle n(a) ∈ νa(Kx).
(Siehe [Kaw91], Theorem 4.10, Seite 184; zitiert nach [Gas96], Satz 1.3., Seite 13.)
Daraus kann man folgern:
Definition und Satz 2.2.3 (Orbittypen). Sei (M,K) eine kompakte Transforma-
tionsgruppe. Dann gibt es nur endlich viele Isotropietypen (Hi). Es gibt einen mini-
malen Isotropietyp (Hmin), sodass jedes es in jedem Hi eine Untergruppe gibt, zu der
Hmin konjugiert ist.
Orbits vom Isotropietyp (Hmin) bezeichnet man als Hauptorbits. Einen Orbit mit ei-
nem anderen Isotropietyp nennt man Ausnahmeorbit, falls er dieselbe Dimension wie
die Hauptorbits hat. Ansonsten bezeichnet man ihn als singula¨ren Orbit.
Die Vereinigung aller Hauptorbits ist eine offene und dichte Teilmenge von M .
(Siehe [Kaw91], Theorem 4.23 (Seite 213) und Theorem 4.27 Seite 216.)
Wir beno¨tigen weiterhin eine Abscha¨tzung dafu¨r, wie groß man den Radius der
Schlauchumgebung beziehungsweise des Scheibenbu¨ndels im Scheibensatz wa¨hlen kann:
Satz 2.2.4 (Abscha¨tzung der Scheibengro¨ße). Unter den Voraussetzungen des Schei-
bensatzes (Satz 2.2.2 gibt es eine Konstante C(M,K) < 1, sodass fu¨r jedes x ∈ M ,
r > 0 und ε ∈ (0, 1) mit
r 6 C(M,K)ε dist(x,M(>Kx))
(oder r 6 C(M,K)ε im Fall M(>Kx) = ∅) gilt:
BiLip(exp |νr(Kx)) := max{Lip(exp |νr(Kx)),Lip(exp−1 |T r(Kx))} < 1 + ε
(wobei Lip die jeweils optimale Lipschitz-Konstante bezeichnen soll).
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(Siehe [Gas96], Satz 1.8, Seite 14f.)
Sei U ⊂ Kx0. Dann bezeichnen wir T r(Kx0)|U := exp(νr(Kx0)|U).
Eine Anwendung des Scheibensatzes in dieser Arbeit liegt darin, lokale Parametrisie-
rungen von M zu konstruieren, die zur K-Operation passen:
Korollar 2.2.5 (Existenz einer “orbittreuen” lokalen Parametrisierung). Sei ` die
Kohomogenita¨t der K-Operation auf M , λ ∈ {0, . . . , `}.
Sei x0 ∈ M , sodass dim(Kx0) = m − λ, und sei r 6 C(M,K)ε dist(x0,M(>Kx0))
wie in Satz 2.2.4. Dann gibt es ein ρ > 0 und eine lokale Parametrisierung
φ : Rm ⊃ Bm−λρ (0)×Bλr (0)→ T r(Kx0)|BKx0ρ (x0),
sodass gilt:
• φ−1(Kx0) ⊂ Rm−` × {0};
• fu¨r jedes z ∈ Kx0 gibt es ein a ∈ Rm−`, sodass φ−1(Srz) ⊂ {a} × R`;
• BiLip(φ) 6 2(1 + ε) und
• fu¨r jedes z ∈ Kx0, x, y ∈ Srz und κ ∈ Kz ist
〈φ−1(κx), φ−1(κy)〉Rm = 〈φ−1(x), φ−1(y)〉Rm .
Beweis. Laut dem Scheibensatz (Satz 2.2.2) ist exp : νr(Kx0) → T r(Kx0) ein
K-a¨quivarianter Diffeomorphismus und bildet daher K-Orbits in T r(Kx0) ab auf
K-Orbits in νr(Kx0).
Da K isometrisch auf M operiert, ist auch die K-Operation auf TM isometrisch und
somit insbesondere die von Kx0 auf ν(Kx0). Demnach ist
〈exp−1(κx), exp−1(κy)〉TM = 〈exp−1(x), exp−1(y)〉TM
fu¨r alle z ∈ Kx0, x, y ∈ Srz und κ ∈ Kz.
Dabei ist BiLip(exp |νr(Kx0)) 6 1 + ε.
Weiterhin gibt es (da ν(Kx0) ein Vektorbu¨ndel ist) eine lokale Trivialisierung von
ν(Kx0) um x0; es gibt also ein ρ > 0 und einen Diffeomorphismus
ψ : ν(Kx0)|BKx0ρ (x0) → B
Kx0
ρ (x0)× Rλ.
Wir beno¨tigen eine lokale Trivialisierung ψ˜, fu¨r welche die lineare Abbildung
ψ˜2|νx(Kx0) : νx(Kx0)→ R`
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fu¨r jedes x ∈ BKx0ρ (x0) eine Isometrie ist, dass also gilt:
〈ψ˜2(v), ψ˜2(w)〉R` = 〈v, w〉TM
fu¨r alle v, w ∈ νx(Kx0). Dafu¨r wa¨hlen wir ρ hinreichend klein, dass es einen Ortho-
normalrahmen {ei(x)}`i=1 auf BKx0ρ (x0) gibt. In dieser Orthonormalbasis ko¨nnen wir
ψ2|νx(Kx0) als Matrix B(x) ∈ GL(R`) schreiben. Dann ist ψ˜2(x, ·) := B(x)−1ψ2(x, ·)
ebenfalls eine lokale Trivialisierung von ν(Kx0)|BKx0ρ (x0), welche eine Isometrie ist.
Da K isometrisch auf M wirkt, ist dann auch
〈ψ˜2 ◦ exp−1(κx), ψ˜2 ◦ exp−1(κy)〉R` = 〈ψ˜2 ◦ exp−1(x), ψ˜2 ◦ exp−1(y)〉R`
fu¨r alle z ∈ Kx0, x, y ∈ Srz und κ ∈ Kz.
Kx0 ist eine Mannigfaltigkeit. Demnach gibt es eine lokale Parametrisierung von Kx0
um x0; es gibt also ein ρ > 0 und einen Diffeomorphismus
φ˜ : Rm−λ ⊃ Bm−λρ (0)→ BKx0ρ (x0) ⊂ Kx0.
mit Bi-Lipschitzkonstante BiLip(φ˜) 6 2
Dann ist
φ := exp ◦ψ−1 ◦ (φ˜⊗ idRλ) : Rm ⊃ U ×Bλr (0)→ T r(Kx0)|BKx0ρ (x0).
eine lokale Trivialisierung von T r(Kx0)|BKx0ρ mit den gewu¨nschten Eigenschaften.
Im Zusammenhang mit a¨quivarianten Schnitten ist die folgende Definition der Morrey-
Norm praktisch, die auf kompakten Transformationsgruppen a¨quivalent zur herko¨mm-
lichen Morrey-Norm ist:
Lemma 2.2.6 (a¨quivalente Morrey-Norm auf kompakten Transformationsgruppen).
Sei (M,K) eine kompakte Transformationsgruppe und seien x0 ∈ M und δ > 0,
sodass dist(x0,M(>Kx0)) > 2δ > 0. Definiere
ρ¯(δ) :=
1
2
min
{
δ,
ρ0
C(M.K)
}
mit der Konstanten C(M,K) aus Satz 2.2.4.
Dann wird durch
‖f‖Lp` (T δ(Kx0),K) :=
(
sup
x∈T δ(Kx0),ρ∈(0,ρ¯(δ)],
ρ`−m‖f‖p
Lp(Qρ(x)∩T δ(Kx0))
) 1
p
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(fu¨r f ∈ Lp(T δ(Kx0), K)) eine zu ‖ · ‖Lp` (T δ(Kx0)) a¨quivalente Norm definiert:
es gibt Konstanten c¯(M,K, δ) und C¯(M,K), sodass
c¯(M,K, δ)‖f‖Lp` (T δ(Kx0)) 6 ‖f‖Lp` (T δ(Kx0),K) 6 C¯(M,K)‖f‖Lp` (T δ(Kx0))
fu¨r alle f ∈ Lp`(T δ(Kx0)).
Beweis. Laut Korollar 2.2.5 gibt es eine lokale Parametrisierung φ von T δ(Kx0) um
x0 mit
BiLip(φ) 6 2(1 + ε)
fu¨r jedes ε > δ
C(M,K) dist(x0,M(>Kx0 ))
.
Da nach Voraussetzung dist(x0,M(>Kx0)) > 2δ > 0 gilt, kann man
ε :=
δ
C(M,K)2δ
=
1
2C(M,K)
wa¨hlen und erha¨lt
BiLip(φ) 6 2 + 1
C(M,K)
mit der Konstante C(M,K) aus Satz 2.2.4.
Daher existieren µ(δ), ν(δ) > 0, sodass fu¨r alle x ∈ M und alle ρ ∈]0, ρ¯(δ)] gilt:
Bµρ(x) ⊂ Qρ(x) ⊂ Bνρ(x): Man kann µ := 1
(2+ 1C(M,K))
2 und ν :=
(
2 + 1
C(M,K)
)2
wa¨hlen.
Fu¨r alle f ∈ Lp(T δ(Kx0)), x ∈ T δ(Kx0) und ρ ∈ (0, ρ¯(δ)] gilt dann:
ρ`−m‖f‖p
Lp(Bµρ(x)∩T δ(Kx0)) 6 ρ
`−m‖f‖p
Lp(Qρ(x)∩T δ(Kx0)) 6 ρ
`−m‖f‖Lp(Bνρ(x)∩T δ(Kx0))
und daher
‖f‖p
Lp` (T
δ(Kx0),K)
= sup
x∈T δ(Kx0),ρ∈(0,ρ¯(δ)],
ρ`−m‖f‖p
Lp(Qρ(x)∩T δ(Kx0))
6 sup
x∈T δ(Kx0),ρ∈(0,ρ¯(δ)]
ρ`−m‖f‖p
Lp(Bνρ(x)∩T δ(Kx0))
=
(
1
ν
)`−m
sup
x∈T δ(Kx0),ρ∈(0,ρ¯(δ)]
(νρ)`−m‖f‖p
Lp(Bνρ(x)∩T δ(Kx0))
=
(
1
ν
)`−m
sup
x∈T δ(Kx0),ρ∈(0,νρ¯(δ)]
ρ`−m‖f‖pLp(Bρ(x))
6
(
1
ν
)`−m
sup
x∈T δ(Kx0),ρ∈(0, ρ02 ]
ρ`−m‖f‖pLp(Bρ(x))
=
(
1
ν
)`−m
‖f‖Lp` (T δ(Kx0)).
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Weiterhin ist(
1
ν
)`−m
‖f‖p
Lp` (T
δ(Kx0))
=
(
1
ν
)`−m
sup
x∈T δ(Kx0),ρ∈]0, ρ02 ]
ρ`−m‖f‖p
Lp(Bρ(x)∩T δ(Kx0))
6
(
1
ν
)`−m
c(δ, ρ0) sup
x∈T δ(Kx0),ρ∈]0,µρ¯(δ)]
ρ`−m‖f‖p
Lp(Bρ(x)∩T δ(Kx0))
= c(δ, ρ0) sup
x∈T δ(Kx0),ρ∈]0,ρ¯(δ)]
ρ`−m‖f‖p
Lp(Bµρ(x)∩T δ(Kx0))
6 c(δ, ρ0) sup
x∈T δ(Kx0),ρ∈]0,ρ¯(δ)]
ρ`−m‖f‖p
Lp(Qρ(x)∩T δ(Kx0))
= c(δ, ρ0)‖f‖pLp` (T δ(Kx0),K).
Und demnach:
c¯(M,K, δ)‖f‖Lp` (T δ(Kx0)) 6 ‖f‖Lp` (T δ(Kx0),K) 6 C¯(M,K)‖f‖Lp` (T δ(Kx0))
mit c¯(M,K, δ) := 1
c(δ,ρ0)
(
1
ν
)`−m
und C¯(M,K) :=
(
1
ν
)`−m
.
Damit kann man ein Resultat aus [Rad97] (Lemma 3.1, Seite 9) nachrechnen und
etwas erweitern:
Lemma 2.2.7 (Invarianz und Morrey-Abscha¨tzungen). Sei (M,K) eine kompakte
Transformationsgruppe und sei x0 ∈ M mit dim(Kx0) > m − `. Sei δ > 0, sodass
dist(x0,M(>Kx0)) > 2δ > 0. Sei f ∈ Lp(T δ(Kx0)) eine K-invariante Funktion.
Dann ist f ∈ Lp`(T δ(Kx0),R) mit
‖f‖Lp` (T δ(Kx0)) 6 c(M,K, δ, `)‖f‖Lp(T δ(Kx0)).
Definiert man
M `2δ := M \
 ⋃
dim(Ky)<m−`
T 2δ(Ky)
 ,
so erha¨lt man auch fu¨r f ∈ Lp(M)
‖f‖Lp` (M`2δ) 6 c(M,K, δ, `)‖f‖Lp(M).
Beweis. Arbeite mit der a¨quivalenten Morrey-Norm aus Lemma 2.2.6, der orbittreuen
Parametrisierung von M aus Korollar 2.2.5 und der Kofla¨chenformel. Definiere dafu¨r
wie in Lemma 2.2.6 ρ¯(δ) := 1
2
min
{
δ, ρ0
C(M.K)
}
. Definiere weiterhin f¯ ∈ Lp(M) durch
f¯ |T δ(Kx0) = f , f |M\T δ(Kx0) = 0. Dann ist auch f¯ eine K-invariante Funktion.
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Die Kofla¨chenformel wollen wir bezu¨glich der Projektion g : T δ(Kx0)→ Kx0 auf den
Mittelorbit entlang der Scheiben arbeiten. Dafu¨r beno¨tigen wir eine Abscha¨tzung fu¨r
deren normale Jacobische:
|Jg(x)| 6 Lip(g)m = Lip((g ◦ φ) ◦ φ−1)m 6 Lip(g ◦ φ)m Lip(φ−1)m = Lip(φ−1)m
6 BiLip(φ)m =
(
2 +
1
C(M,K)
)m
= c(M,K),
wie im Beweis von Lemma 2.2.6 gesehen.
Damit erha¨lt man:
‖f‖p
Lp` (T
δ(Kx0))
6 1
c¯(M,K, δ)
‖f‖p
Lp` (T
δ(Kx0),K)
6 1
c¯(M,K, δ)
sup
x∈T δ(Kx0),ρ∈(0,ρ¯(δ)]
ρ`−m
∫
Qρ(x)∩T δ(Kx0)
|f(t)|p dt
=
1
c¯(M,K, δ)
sup
x∈T δ(Kx0),ρ∈(0,ρ¯(δ)]
ρ`−m
∫
Qρ(x)
|f¯(t)|p dt
6 c(M,K) 1
c¯(M,K, δ)
sup
x∈T δ(Kx0),ρ∈(0,ρ¯(δ)]
ρ`−m
∫
BKxρ (x)
∫
Sρz
|f¯(t)|p dt dz
= c(M,K)
1
c¯(M,K, δ)
sup
x∈T δ(Kx0),ρ∈(0,ρ¯(δ)]
ρ`−m|BKxρ (x)|
∫
Sρx
|f¯(t)|p dt
6 c(M,K, δ, `) sup
x∈T r(Kx0),ρ∈(0,ρ¯(δ)]
∫
Sρx
|f¯(t)|p dt
6 c(M,K, δ, `) sup
x∈T r(Kx0),ρ∈(0,ρ¯(δ)]
1
Hm−`(Kx)
∫
T ρ(Kx)
|f(t)|p dt
6 c(M,K, δ, `)
∫
T δ(Kx0)
|f(t)|p dt
= c(M,K, δ, `)‖f‖p
Lp(T δ(Kx0))
.
M `2δ kann man u¨berdecken mit N(δ) Schla¨uchen (T
δ(Kxi))
N(δ)
i=1 um Orbits der Dimen-
sionen m− `i > m− `. Demnach ist
‖f‖Lp` (M`2δ) 6
N(δ)∑
k=1
‖f‖Lp` (T δ(Kxi)) 6
N(δ)∑
k=1
‖f‖Lp`i (T δ(Kxi))
6 c(M,K, δ, `)
N(δ)∑
k=1
‖f‖Lp(T δ(Kxi)) 6 c(M,K, δ, `)‖f‖Lp(M).
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2.2.2 Gruppenoperationen und A¨quivarianz auf Bu¨ndeln
Sei K eine kompakte Lie-Gruppe. Wir wollen nun Gruppenoperationen von K auf
Prinzipalfaserbu¨ndeln (P, pi,M ;G) und dazu assoziierten Faserbu¨ndeln definieren.
(M,K) und (P,K) seien kompakte Liesche Transformationsgruppen. Dabei operiere
K von links auf die Mannigfaltigkeiten M und P ; die Wirkung von k ∈ K auf M
sei mit k : M → M bezeichnet, die auf P mit φk : P → P . Dabei stellen wir die
folgenden beiden Forderungen:
• Fußpunkttreue: piP (φkp) = kpiP (p) und
• Vertra¨glichkeit mit G-Wirkung: (φkp)g = φk(pg).
Wir bezeichnen K als Symmetriegruppe (im Gegensatz zur Strukturgruppe G des
Faserbu¨ndels).
Die Gruppenoperation von K auf P induziert Gruppenoperationen auf allen zu P
assoziierten Bu¨ndeln:
Die Operation von K auf P ×ρ F ist definiert durch λP×ρFk bp, fc := bφkp, fc. Diese
Wirkung ha¨ngt nicht von der Auswahl des Repra¨sentanten der A¨quivalenzklasse bp, fc
ab:
λ
P×ρF
k bpg, ρ(g−1)fc = bφk(pg), ρ(g−1)fc = b(φkp)g, ρ(g−1)fc = bφkp, fc,
Ist F ein Vektorraum, so ist die so definierte Gruppenoperation faserweise eine lineare
Abbildung:
λ
P×ρF
k (cbp, vc+ dbp, wc) = λP×ρFk bp, cv + dwc = bφkp, cv + dwc = cbφkp, vc+ dbφkp, wc
= cλ
P×ρF
k bp, vc+ dλP×ρFk bp, wc.
Die Operation von K auf allen zu P assoziierten metrischen Bu¨ndeln ist trivialerweise
isometrisch: Die Bu¨ndelmetrik 〈·, ·〉P×ρF auf P ×ρ F war definiert durch
〈bp, vc, bp, wc〉P×ρF := 〈v, w〉F
fu¨r p ∈ P , v, w ∈ F (wobei 〈·, ·〉F das Skalarprodukt auf F bezeichnet).
Also ist
〈λP×ρFk bp, vc, λP×ρFk bp, wc〉P×ρF = 〈bφkp, vc, bφkp, wc〉P×ρF
= 〈v, w〉F = 〈bp, vc, bp, wc〉P×ρF
fu¨r alle k ∈ K.
Daher ist fu¨r Schnitte f ∈ LpΓ(P ×ρ F ) in metrischen Bu¨ndeln |f | eine K-invariante
Funktion auf M . Demnach ist Lemma 2.2.7 anwendbar: f ∈ Lpλ(T δ(Kx0)) fu¨r alle
x0 ∈M mit dim(Kx0) > m− ` und alle δ > 0, sodass dist(x0,M(>Kx0)) > 2δ > 0.
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Insbesondere kann man auf diese Weise K-Wirkungen auf dem adjungierten Bu¨ndel
adP und der Gruppe der Eichtransformationen P ×c G definieren. Dabei werden die
Abku¨rzungen µk := λ
P×cG
k und λk := λ
adP
k verwendet.
Indem man P×cG als Unterbu¨ndel von Aut(adP ) auffasst, kann man dieK-Operation
µk auf P ×c G auf konjugierte Verknu¨pfung mit λk zuru¨ckfu¨hren:
(µkσ(k
−1x))Y (x) = (λk ◦ σ(k−1x) ◦ λ−1k )Y (x).
Denn:
Seien x ∈M , p ∈ Px, k ∈ K und sei w ∈ g, sodass Y (x) = bp, wc. Fu¨r jedes q ∈ Pk−1x
gibt es ein h ∈ G, sodass σ(k−1x) = bq, hc. Damit ist
(µkσ(k
−1x))Y (x) = bφkq, hc[bp, wc].
Da die G-Operation auf jeder Faser von P transitiv ist und sowohl φkq ∈ Px als auch
p ∈ Px, gibt es ein g ∈ G, sodass pg = φkq. Wir erhalten:
bφkq, hcbp, wc = bpg, hcbp, wc = bp, ghg−1cbp, wc = bp, (ghg−1)−1w(ghg−1)c
= bp, gh−1g−1wghg−1c = bpg, h−1g−1wghc = bφkq, h−1g−1wghc
= λk[bq, h−1g−1wghc] = λk
(bq, hcbq, g−1wgc) = λk (bq, hcbqg−1, wc) .
Wegen der Vertra¨glichkeit von φk mit der G-Gruppenwirkung ist
qg−1 = φ−1k (pg)g
−1 = φ−1k p.
Daher:
λk
(bq, hcbqg−1, wc) = λk (bq, hcbφk−1p, wc) = λk (bq, hc[λk−1bp, wc])
= (λk ◦ σ(k−1x) ◦ λ−1k )[Y (x)],
was der oben behaupteten Gleichheit entspricht.
Eine Eichtransformation σ ∈ Γ(P ×c G) wird in dieser Arbeit als K-a¨quivariant
bezeichnet, wenn σ(kx) = µkσ(x). Wie eben gesehen, ist das gleichbedeutend dazu,
dass fu¨r alle Y ∈ Γ(adP ) gilt:
σ(kx)[Y (kx)] = (λk ◦ σ(x) ◦ λ−1k )Y (kx),
also
σ(kx) = λk ◦ σ(x) ◦ λ−1k .
Definiere die folgende (Abku¨rzung fu¨r eine) K-Operation auf Schnitten in adP :
Fu¨r k ∈ K und Y ∈ Γ(adP ) sei
τkY (x) := λkY (k
−1x)
fu¨r alle x ∈M .
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Ein Vektorfeld Y ∈ Γ(adP ) wird in dieser Arbeit als K-a¨quivariant bezeichnet, wenn
Y (kx) = λkY (x) fu¨r alle k ∈ K und alle x ∈M . Das ist gleichbedeutend zu
τkY = Y
fu¨r alle k ∈ K. Eine Differentialform X ∈ Ωβ(adP ) wird in dieser Arbeit als K-a¨qui-
variant bezeichnet, wenn λkX = k
∗X fu¨r alle k ∈ K.
Sei Y ∈ Γ(adP ) ein beliebiges (nicht notwendigerweise K-a¨quivariantes) Vektorfeld.
Dann gilt fu¨r Eichtransformationen σ ∈ Γ(P ×c G):
τ−1k (σ(x)[τkY (x)]) = λ
−1
k (σ(kx)[τkY (kx)]) = λ
−1
k (σ(kx)[λkY (x)])
= (µ−1k σ(kx))[Y (x)].
Insbesondere ist fu¨r K-a¨quivariante Eichtransformationen σ
τ−1k (σ(x)[τkY (x)]) = σ(x)[Y (x)].
Eine kovariante Ableitung ∇ : Γ(adP ) → Γ(adP ) wird in dieser Arbeit als K-a¨qui-
variant bezeichnet, wenn gilt:
τ−1k (∇k∗u[τkY ](x)) = ∇uY (x)
fu¨r alle k ∈ K, Y ∈ Ω0(adP ), x ∈M und u ∈ TxM (diese Definition wird aus [Gas13],
Seite 141, u¨bernommen).
Eine a¨quivariant (also mit einer a¨quivarianten Eichtransformation) umgeeichte a¨qui-
variante kovariante Ableitung ist selbst wieder a¨quivariant:
τ−1k [σ
∗(∇k∗u[τkY ])](x) = τ−1k (σ(x)−1(∇k∗u(σ(x)(τkY (x)))))
= σ(x)−1(τ−1k (∇k∗u(τk(σ(x)Y (x))))) = σ(x)−1(∇u(σ(x)Y (x))).
Ist Y ∈ Γ(adP ) ein K-a¨quivariantes Vektorfeld und ∇ : Γ(adP ) → Γ(adP ) eine
K-a¨quivariante kovariante Ableitung, so ist ∇Y eine K-a¨quivariante 1-Form:
k∗(∇Y )u(x) = ∇k∗uY (kx) = ∇k∗u(τkY (kx)) = τk(∇uY (kx)) = λk(∇uY (x)).
Ist A ∈ Ω1(adP ) und D ein Referenzzusammenhang von P , sodass die zu D geho¨rige
kovariante Ableitung K-a¨quivariant ist und sodass ∇ = D + A, so folgt fu¨r jedes
x ∈M , u ∈ TxM und Y ∈ Γ(adP ):
∇uY (x) = τ−1k (∇k∗u[τkY ])(x) = τ−1k (Dk∗u[τkY ])(x) + τ−1k (Ak∗u[τkY ])(x)
= DuY (x) + τ
−1
k (Ak∗u[τkY ])(x) = DuY (x) + λ
−1
k (Ak∗uτkY )(kx)
= DuY (x) + λ
−1
k Ak∗u(kx)λkY (x).
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Fu¨r die Zusammenhangsform A ∈ Γ(adP ) muss demnach gelten:
Au(x) = λ
−1
k Ak∗u(kx)λk,
damit ∇ = D + A eine K-a¨quivariante kovariante Ableitung ist (vergleiche [Gas13],
Seite 141).
Man bezeichnet A dann auch als K-a¨quivariante Zusammenhangsform. (Beachte, dass
K auf Zusammenhangsformen A ∈ Ω1(adP ) ⊂ Ω1(Aut(adP )) anders operiert als auf
“herko¨mmlichen” Differentialformen X ∈ Ω1(adP )!)
Ist ∇ : Γ(adP )→ Ω1(adP ) eine K-a¨quivariante kovariante Ableitung, so folgt fu¨r die
Kru¨mmung von ∇:
(F∇)uv(x)Y (x) = (∇u∇v −∇v∇u)Y (x)
= τ−1k (∇k∗u∇k∗v −∇k∗v∇k∗u)(τkY )(x)
= λ−1k (∇k∗u∇k∗v −∇k∗v∇k∗u)λkY (x)
= λ−1k (F∇)k∗u,k∗v(kx)λkY (x)
fu¨r alle x ∈M , u, v ∈ TxM und Y ∈ Γ(adP ), also
(F∇)uv(x) = λ−1k (F∇)k∗u,k∗v(kx)λk.
Symmetrien unter Lie-Gruppen sind im Zusammenhang mit Problemen der Varia-
tionsrechnung ha¨ufig von Vorteil, denn viele Funktionale erfu¨llen das “Prinzip der
symmetrischen Kritikalita¨t” nach [Pal79]. Dieses besagt grob, dass in vielen Fa¨llen
kritische symmetrische Punkte des entsprechenden Funktionals bereits symmetrische
kritische Punkte sind.
Wie in [Gas13] (Proposition 1, Seite 142) gezeigt, gilt dieses Prinzip im Fall des
Yang-Mills-Funktionals; genauer:
Satz 2.2.8 (Symmetrische Kritikalita¨t). Ein K-a¨quivarianter Zusammenhang D+A
auf dem Bu¨ndel adP ist bereits ein Yang-Mills-Zusammenhang, wenn er nur in Bezug
auf a¨quivariante Variationen kritisch ist.
Das heißt: Ist A ∈ (W 1,2 ∩ L4)Ω1(adP ), sodass∫
M
(〈(D + A)ϕ˜, FD+A〉adP⊗∧2TM) dx = 0
fu¨r alle ϕ˜ ∈ Ω1(adP ) mit
ϕ˜u(x) = λ
−1
k ϕ˜k∗u(kx)λk
fu¨r alle x ∈M , u ∈ TxM , k ∈ K,
dann ist bereits ∫
M
〈(D + A)ϕ, FD+A〉φ dx = 0
fu¨r alle φ ∈ Ω1(adP ).
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2.2.3 Definition von Gruppenoperationen von Kx0
Fu¨r jedes z ∈ Kx0 gibt es ein κz ∈ K, sodass z = κzx0. Demnach wirkt auf die
Scheibe Srz = S
r
κzx0
⊂ T ρ(Kx0) die Isotropiegruppe Kz = Kκzx0 = κzKx0κ−1z .
Auf Grundlage dieser U¨berlegung sollen in diesem Abschnitt Operationen von Kx0 auf
einen Schlauchabschnitt sowie den darauf eingeschra¨nkten betrachteten Faserbu¨ndeln
definiert werden (und diese Gruppenoperationen auf lokal trivialisierte Bu¨ndel u¨ber
parametrisierten Schlauchabschnitten u¨bertragen werden).
In der Regel (wenn Kx0 6= {id}), ist dabei κz nicht eindeutig bestimmt. Da die
Operation von Kx0 in der eben erwa¨hnten Idee von dieser Auswahl abha¨ngt, wird
auch sie folglich nicht “natu¨rlich” oder eindeutig bestimmt sein; insbesondere ist sie
im Allgemeinen nicht glatt, da die κz im Allgemeinen nicht differenzierbar von z
abha¨ngen mu¨ssen.
Ziel dieses Abschnitts ist, dennoch eine Kx0-Operation auf einen Schlauchabschnitt
T r(Kx0)|U (fu¨r U ⊂ Kx0 hinreichend klein mit x0 ∈ U) zu definieren, welche glatt
und scheibenweise isometrisch ist. Daraus soll eine glatte, isometrische Kx0-Operation
auf der Parametrisierung B`ρ(0)×Bm−`ρ (0) konstruiert werden:
Operationen auf dem Schlauchabschnitt
Lemma 2.2.9 (Operationen von Isotropiegruppen auf Schlauchabschnitten).
Sei x0 ∈ M und sei φ die orbittreue Parametrisierung von T r(Kx0) lokal um x0.
Dann gibt es einen Orbitabschnitt U := φ({0} ×Bm−`r (0)) ⊂ Kx0, sodass gilt:
• es gibt eine differenzierbare Abbildung κ : Kx0 → K, z 7→ κz mit z = κzx0;
• Kx0 operiert differenzierbar auf T r(Kx0)|U mittels
k˜x = κzkκ
−1
z x
fu¨r x ∈ Srz ;
• Kx0 operiert differenzierbar und isometrisch auf Bm−`r (0)×B`r(0) durch
k¯x¯ := φ−1(κzkκ−1z φ(x¯))
(fu¨r φ(x¯) ∈ Srz und k ∈ Kx0 und bei der richtigen Wahl der Trivialisierung von
ν(Kx0)|U in orbittreuer Parametrisierung φ); fu¨r diese Operation gibt es eine
Darstellung Kx0 ↪→ {id} ⊗O(`).
Beweis.
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• Sei k die Lie-Algebra zu K, kx0 die Lie-Algebra zu Kx0 . Dann ist kx0 ein Unter-
vektorraum von k. Demnach gibt es einen weiteren Untervektorraum m von k
mit m ∩ kx0 = {0} und m⊕ kx0 = k.
Fu¨r die Dimension der Lie-Gruppe K gilt: dim(K) = dim(Kx0) + dim(Kx0).
Daraus folgt direkt:
dim(m) = dim(k)− dim(kx0) = dim(K)− dim(Kx0) = dim(Kx0).
Betrachte nun die Abbildung τ : m → Kx0, τ(h) = exp(h)x0. (Beachte, dass
hier exp : k → K die Exponentialabbildung auf der Lie-Algebra k ist.) Diese
Abbildung hat auf einer Umgebung von 0 ∈ m vollen Rang:
Betrachte dafu¨r die Abbildung j : K → Kx0, j(k) = kx0. Offensichtlich ist
τ = j ◦ exp. Fu¨r jedes k ∈ K gilt: j(k) = kx0 = (k · idK)x0 = kj(idk) und daher
dj(k) = k∗dj(idK).
Weiterhin gibt es Umgebungen V ⊂ k von 0 ∈ k und V ′ ⊂ K von idK , sodass
exp |V : V → V ′ ein Diffeomorphismus ist. Fu¨r jedes k ∈ V ′ gibt es demnach
genau ein vk ∈ V , sodass exp(vk) = k. Wir erhalten fu¨r jedes vk ∈ V :
dτ(vk) = d(j ◦ exp)(vk) = dj(exp(vk)) · d exp(vk) = k∗dj(idK) · d exp(vk).
Da K isometrisch auf M operiert und da exp lokal um 0 ∈ k ein Diffeomorphis-
mus ist, folgt:
rang(τ)(vk) = rang(j)(idK)
fu¨r alle vk ∈ V . Insbesondere gilt dann: rang(τ)(vk) = rang(τ)(0) fu¨r alle
vk ∈ V . Nehmen wir nun an, dass rang(τ)(0) < dim(Kx0) wa¨re, so ist das
dim(Kx0)-dimensionale Hausdorff-Maß
Hdim(Kx0)({τ(v) : rang(τ)(v) < dim(Kx0)}) > Hdim(Kx0)(τ(V )) > 0.
Das ist ein Widerspruch zum Satz von Sard (siehe zum Beispiel [GP74], Sard’s
Theorem, Seite 39) und kann daher nicht gelten: Demnach muss τ in 0 vollen
Rang haben.
Der Umkehrsatz besagt daher, dass es eine Umgebung U ⊂ V ⊂ m von 0 gibt,
sodass τ |U ein Diffeomorphismus ist.
Definiere κz := exp(τ
−1(z)) fu¨r z ∈ τ(U). Dann ist die Zuordnung z 7→ κz
differenzierbar.
• Damit definieren wir einen Diffeomorphismus
ϕ : T r(Kx0)|U =
⋃
z∈U
Srz → U × Srx0
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durch
ϕ(x) = (z, κ−1z x) fu¨r x ∈ Srz .
Auf U × Srx0 operiert Kx0 durch Isometrien (Kx0 operiert dort als {id} ×Kx0 ,
also mittels h(z, v) := (z, hy) fu¨r alle h ∈ Kx0 , z ∈ U und y ∈ Srx0).
Mittels
k˜x := ϕ−1(kϕ(x)) fu¨r k ∈ Kx0 und x ∈ T r(Kx0)|U
kann man daraus eine (glatte) Kx0-Operation auf dem Schlauchabschnitt defi-
nieren.
Dann ist fu¨r x ∈ Srz und k ∈ Kx0
k˜x = ϕ−1(kϕ(x)) = ϕ−1(k(z, κ−1z x)) = ϕ
−1(z, kκ−1z x) = κzkκ
−1
z x.
• Weiterhin kann man mittels einer orbittreuen Parametrisierung
φ : Bm−`r (0)×B`r(0)→ T r(Kx0)|U
(vergleiche Korollar 2.2.5) eine Kx0-Operation auf Rm definieren:
k¯x¯ := φ(k˜φ−1(x¯)) = φ(κzkκ−1z φ(x¯)) fu¨r x¯ ∈ B`r(0) mit φ(x¯) ∈ Srz und k ∈ Kx0 .
Damit diese Definition fu¨r den weiteren Gebrauch praktisch ist, wa¨hlen wir
dabei jedoch eine spezielle orbittreue Parametrisierung:
Beachte, dass die orbittreue Parametrisierung φ := exp ◦ψ−1ν ◦ (φ˜ ⊗ idRλ) von
der Parametrisierung φ˜ : U → Brm−` des Orbitabschnitts und der lokalen Tri-
vialisierung ψν : ν(Kx0)|U → U × R` abha¨ngt.
Die soeben definierte Abbildung ϕ definiert eine Trivialisierung ψν von ν(Kx0)|U
mittels
ψν := (idKx0 ⊗ (i ◦ exp−1)) ◦ ϕ
wobei i := ψ−1ν |{x0}×R` : νx0(Kx0)→ R` die Identifikation von νx0(Kx0) mit R`
bezeichnet.
Unter Verwendung der damit definierten orbittreuen Parametrisierung φ von
T r(Kx0)|U ist
k¯x¯ = (x¯1, . . . , x¯m−`, (φ−1)2(k˜φ(0, . . . , 0, x¯m−`+1, . . . , x¯m)))
=: (x¯1, . . . , x¯m−`, `k(x¯)).
Die Kx0-Operation auf B
m−`
r (0)×B`r(0) vera¨ndert demnach nur die zweite Kom-
ponente. Weiterhin gilt fu¨r diese Operation nach Konstruktion:
`k(x¯) := i(exp
−1(k exp(i−1(x¯)))).
Es bleibt zu zeigen, dass diese Kx0-Operation auf B
`
r(0) isometrisch ist. Definiere
fu¨r jedes k ∈ Kx0 die Abbildung µk : Srx0 → Srx0 durch µkx := kx.
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Da i die Identifikation zweier Vektorra¨ume ist, kann man ohne Einschra¨nkung
annehmen, dass i eine Isometrie ist.
exp−1 bildet Geoda¨tische durch x0 in Srx0 ab auf Strahlen durch den Ursprung
in νx0(Kx0) (und erha¨lt dabei deren La¨ngen), demnach bildet auch i ◦ exp−1
Geoda¨tische durch x0 in S
r
x0
ab auf Strahlen durch den Ursprung in Br` (0).
Da µk : S
r
x0
→ Srx0 fu¨r jedes k ∈ Kx0 eine Isometrie ist, bildet µk Geoda¨tische
durch x0 in S
r
x0
ab auf Geoda¨tische durch x0 in S
r
x0
(und erha¨lt dabei deren
La¨ngen). Demnach bildet `k Strecken durch den Ursprung ab auf Strecken durch
den Ursprung (und erha¨lt dabei ebenfalls deren La¨ngen).
Es folgt:
`k(tv) = t`k(v) fu¨r alle t ∈ R, k ∈ Kx0 und alle v ∈ B`r(0).
Weiterhin gilt fu¨r die Jacobi-Matrix von `k im Ursprung:
J`k(0) = Ji◦exp−1 ◦µk◦exp ◦i−1(0)
= Ji(exp
−1(µk(exp(i−1(0)))))Jexp−1(µk(exp(i
−1(0))))Jµk(exp(i
−1(0)))
Jexp(i
−1(0))Ji−1(0)
= Ji(exp
−1(µk(x0)))Jexp−1(µk(x0))Jµk(x0)Jexp(0)Ji−1(0)
∈ O(`),
da µk und i Isometrien sind und Jexp(0) = idνx0 (Kx0).
Wegen
`k(v) =
`k(tv)− `k(0)
t
=
∂
∂v
`k(0) = J`k(0)v
folgt daraus, dass `k auf R` als Isometrie operiert.
Operationen auf den daru¨ber liegenden Bu¨ndeln
Definiere unter Verwendung derselben κz die folgenden Operationen von Kx0 auf
adP |T ρx0 bzw. (P ×cG)|T ρ(Kx0): Fu¨r y ∈ Sρz , k ∈ Kx0 , Y ∈ adPy und σ ∈ (P ×cG)y sei
λ˜kY := λκzkκ−1z Y ∈ adP |Sρz ;
µ˜kσ := µκzkκ−1z σ ∈ (P ×c G)|Sρz .
Dann ist pi(λ˜kY ) = pi(λκzkκ−1z Y ) = κzkκ
−1
z pi(Y ) = k˜pi(Y ) fu¨r alle k ∈ Kx0 und fu¨r
alle Y ∈ adP |T ρ(Kx0) (und analog pi(µ˜kσ) = k˜pi(σ) fu¨r alle k ∈ Kx0 und fu¨r alle
Y ∈ (P ×c G)|T ρ(Kx0)). Also sind die so definierten Kx0-Operationen vertra¨glich mit
der Bu¨ndelprojektion.
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Welche Zusammenha¨nge, Zusammenhangsformen, Vektorfelder und Eichtransforma-
tionen bezu¨glich der so definierten Kx0-Operationen a¨quivariant sind, ha¨ngt dabei
nicht von den κz ab:
Seien dafu¨r κ : Kx0 → K und κ′ : Kx0 → K zwei glatte Abbildungen, sodass fu¨r alle
z ∈ Kx0 gilt: κ′zx0 = κzx0 = z. Dann erha¨lt man zwei verschiedene Kx0-Operationen
auf T ρ(Kx0) und den daru¨ber liegenden Bu¨ndeln: einerseits k˜, λ˜k und µ˜k wie oben
definiert, andererseits
k˜′y := κ′zk(κ
′
z)
−1y ∈ Sρz ;
λ˜′kY := λκ′zk(κ′z)−1Y ∈ adP |Sρz ;
µ˜′kσ := µκ′zk(κ′z)−1σ ∈ (P ×c G)|Sρz .
Definiere fu¨r alle z ∈ Kx0: hz := κ−1z κ′z. Offensichtlich ist hz ∈ Kx0 .
Sei A ∈ Ω1(adP |T r(Kx0)) eine bezu¨glich (κz)z∈Kx0 Kx0-a¨quivariante Zusammenhangs-
form, also
A˜`∗u(
˜`x) = λ˜` ◦ Au(x) ◦ λ˜−1` ⇔ A(κz`κ−1z )∗u(κz`κ−1z x) = λκz`κ−1z ◦ Au(x) ◦ λ−1κz`κ−1z
fu¨r alle ` ∈ Kx0 , alle x ∈ T r(Kx0) und alle u ∈ TxM .
Dann ist auch fu¨r alle k ∈ Kx0
λ˜′k ◦ Au(x) ◦ (λ˜′k)−1 = λκ′zk(κ′z)−1 ◦ Au(x) ◦ λ−1κ′zk(κ′z)−1
= λκz(hzkh−1z )κ−1z ◦ Au(x) ◦ λ−1κz(hzkh−1z )κ−1z = A(κz(hzkh−1z )κ−1z )∗u(κz(hzkh
−1
z )κ
−1
z x)
= A(κ′zk(κ′z)−1)∗u(κ
′
zk(κ
′
z)
−1x) = Ak˜′∗u(k˜
′x).
Das heißt, A ist auch Kx0-a¨quivariant bezu¨glich (κ
′
z)z∈Kx0 .
Vo¨llig analog kann man zeigen, dass es nicht von der Abbildung κ : Kx0 → K
abha¨ngt, welche Vektorfelder und Eichtransformationen Kx0-a¨quivariant sind.
Demnach ergeben die so definierten Kx0-Operationen einen natu¨rlichen Begriff (das
heißt: einen nicht von κ abha¨ngenden Begriff) von Kx0-a¨quivarianten Schnitten in
adP |T ρ(Kx0) und (P ×c G)|T ρ(Kx0), obwohl die Kx0-Operationen selbst von der Abbil-
dung κ abha¨ngen.
Operationen auf den trivialisierten Bu¨ndeln
Definiere nun eine Kx0-Operation auf U × g (mit U ⊂ M), auf Bmr ⊂ Rm sowie auf
Bmr × g mittels einer lokalen Parametrisierung φ von M und einer lokalen Trivialisie-
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rung ψ von adP :
λˆk(x, v) := ψ(λ˜kψ
−1(x, v)) fu¨r x ∈ Srκx0 und v ∈ g;
λ¯k(x¯, v) := ψ(λ˜kψ
−1(x¯, v)) = ψ(λκkκ−1ψ
−1(x¯, v)λκkκ−1) fu¨r x¯ ∈ φ−1(Srκx0) und v ∈ g;
λ¯k(x¯, v) := ψ(λ˜kψ
−1(x¯, v)) = ψ(λκkκ−1ψ
−1(x¯, v)λκkκ−1) fu¨r x¯ ∈ φ−1(Srκx0) und v ∈ g.
Wiederum handelt es sich um Gruppenoperationen von Kx0 , die vertra¨glich sind mit
der Bu¨ndelprojektion, wiederum erhalten wir einen natu¨rlichen Begriff von a¨quivari-
anten Schnitten.
Unter den so definierten Gruppenoperationen sind die Parametrisierung φ und die
lokale Trivialisierung ψ trivialerweise Kx0-a¨quivariant.
3 Voraussetzungen dieser Arbeit
3.1 Voraussetzungen und Notationen
Fu¨r den weiteren Verlauf dieser Arbeit gelten die folgenden Voraussetzungen:
• (M,γ) sei eine kompakte Riemannsche Mannigfaltigkeit der Dimension m. Der
Injektivita¨tsradius von M sei mit ρ0 > 0 bezeichnet.
• (P, pi,M ;G) sei ein Prinzipalfaserbu¨ndel u¨ber M .
• Weiterhin sei K eine kompakte Lie-Gruppe, welche auf P und M operiert, im
Sinne von Abschnitt 2.2.2. Die Operation von K auf M sei isometrisch.
• Sei D ein K-a¨quivarianter Zusammenhang von P . Diesen fixiere als Referenz-
zusammenhang.
An einigen Stellen verwenden wir weiterhin die Definition
ρ∗(x) :=
1
4
min{dist{x,M(> Kx)}, ρ0}
(fu¨r jedes x ∈ M). Diese wird dort zwar meist wiederholt, kommt aber im Verlauf
dieser Arbeit so ha¨ufig vor, dass sie hier fixiert sein soll.
3.2 Beispiel
Ein Satz ist nur etwas wert, wenn die Menge der mathematischen Objekte, auf die
er angewandt werden kann, nicht leer ist. Daher soll in diesem Kapitel ein Beispiel
konstruiert werden, das sa¨mtliche Generalvoraussetzungen (siehe Abschnitt 3.1) fu¨r
die Anwendung von Satz 5.2.2 erfu¨llt.
Konstruiert werden soll hier demnach eine Liegruppe K, eine Mannigfaltigkeit M und
ein Prinzipalfaserbu¨ndel (P, pi,M ;G), sodass die K-Operation auf M Kohomogenita¨t
` 6 4 hat. In Anlehnung an [DW71] definiere dafu¨r
K := SO(n1)⊗ SO(n2)⊗ · · · ⊗ SO(n`)
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und ein dazu passendes Bu¨ndel.
(Diese Idee u¨bernehmen wir aus [Gas13], wo dieses Beispiel fu¨r den Fall ` = 2
ausfu¨hrlich betrachtet wird; in diesem Fall kann die Euler-Lagrange-Gleichung zum
Yang-Mills-Funktional auf ein System gewo¨hnlicher Differentialgleichungen zuru¨ck-
gefu¨hrt werden.)
3.2.1 Gruppenoperation der Kohomogenita¨t 0
Sei Hn,k der Vektorraum der homogenen harmonischen Polynome vom Grad k auf
Rn, also der Polynome
p(x) =
∑
k1+...kn=k
ck1,...,knx
k1
1 · · ·xknn
mit ∆p(x) = 0.
Hn,k ist ein endlichdimensionaler Vektorraum (dessen Dimension wir mit d(n, k) be-
zeichnen) mit Skalarprodukt 〈p, q〉 := ∫
Sn−1 p(x)q(x) dx. Demnach gibt es eine Ortho-
normalbasis {pi}i∈{1,...,d(n,k)}.
Wir definieren eine Abbildung hn,k : Rn → Hn,k durch
hn,k(y) :=
1∑d(n,k)
i=1 pi(e1)
2
d(n,k)∑
i=1
pi(y)pi.
SO(n) operiert isometrisch auf Hn,k durch
(κp)(x) := p(κ−1x) fu¨r κ ∈ SO(n).
Unter dieser Operation ist die Abbildung hn,k SO(n)-a¨quivariant:
hn,k(κy)(x) =
d(n,k)∑
i=1
pi(κy)pi(x) =
d(n,k)∑
i=1
d(n,k)∑
j=1
〈pi ◦ κ, pj〉pj(y)pi(x)
=
d(n,k)∑
i=1
d(n,k)∑
j=1
〈pi, pj ◦ κ−1〉pj(y)pi(x)
=
d(n,k)∑
j=1
d(n,k)∑
i=1
〈pj ◦ κ−1, pi〉pi(x)pj(y)

=
d(n,k)∑
j=1
pj(κ
−1x)pj(y) = hn,k(y)(κ−1x)
= (κhn,k(y))(x).
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Daher ist die Einschra¨nkung hn,k : S
n−1 → Sd(n,k)−1 ⊂ Hn,k eine Abbildung zwischen
Spha¨ren. SO(n) operiert transitiv auf Sn−1; demnach gibt es zu jedem x ∈ Sn−1 ein
κx ∈ SO(n), sodass κxx = e1. Auf Grund der SO(n)-A¨quivarianz von hn,k gilt:
|hn,k(x)| = |hn,k(κ−1x e1)| = |κx(hn,k(e1))| = |hn,k(e1)|
=
1∑d(n,k)
i=1 pi(e1)
2
〈d(n,k)∑
j=1
pj(e1)pj(x),
d(n,k)∑
j=1
pj(e1)pj(x)〉
 12
=
1∑d(n,k)
i=1 pi(e1)
2
d(n,k)∑
i,j=1
pi(e1)pj(e1)〈pi(x), pj(x)〉
 12
=
1∑d(n,k)
i=1 pi(e1)
2
d(n,k)∑
j=1
pj(e1)
2
 12
= 1.
da die oben definierte SO(n)-Operation auf Hn,k isometrisch ist.
Durch Differentiale operiert SO(n) auf den Tangentialraum TSd(n,k)−1 (κ∗v := dvκ(p)
fu¨r alle κ ∈ K, p ∈ Sd(n,k)−1 und v ∈ TpSd(n,k)−1).
Auf Sn−1 ⊂ Rn operiert SO(n) auf die kanonische Art.
Wir betrachten nun das unter hn,k zuru¨ckgezogene Bu¨ndel h
∗
n,kTS
d(n,k)−1 (definiert
durch (h∗n,kTS
d(n,k)−1)x = Thn,k(x)S
d(n,k)−1 ' Rd(n,k)−1 fu¨r jedes x ∈ Sn−1). Die Ele-
mente von h∗n,kTS
d(n,k)−1 kann man identifizieren mit Paaren (x, v), wobei x ∈ Sn−1
und v ∈ Thn,k(x)Sd(n,k)−1.
SO(n) operiert auf h∗n,kTS
d(n,k)−1 durch
κ(x, v) := (κx, κ∗v).
(Diese Operation ist wohldefiniert, da fu¨r v ∈ Thn,k(x)Sd(n,k)−1 gilt:
κ∗v ∈ Tκhn,k(x)Sd(n,k)−1 = Thn,k(κ−1x)Sd(n,k)−1.)
Sei ∇LC : Γ(TSd(n,k)−1) → Ω1(TSd(n,k)−1) die aus dem Levi-Civita-Zusammenhang
kommende kovariante Ableitung auf Sd(n,k)−1 ⊂ Hn,k ∼ Rd(n,k):
∇LCv u(p) = ∂vu(p)− 〈p, ∂vu(p)〉p
fu¨r p ∈ Sd(n,k)−1, v ∈ TpSd(n,k)−1 und u ∈ Γ(TSd(n,k)−1).
∇LC : Γ(TSd(n,k)−1) → Ω1(TSd(n,k)−1) ziehen wir zuru¨ck unter hn,k, um eine kovari-
ante Ableitung auf h∗n,kTS
d(n,k)−1 zu erhalten: Wir definieren also
∇ : Γ(h∗n,kTSd(n,k)−1)→ Ω1(h∗n,kTSd(n,k)−1)
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durch
∇vu(x) := (h∗n,k∇LCv )u(x) = ∂vu(x)− 〈hn,k(x), ∂vu(x)〉hn,k(x).
Dann ist ∇ SO(n)-a¨quivariant: fu¨r alle x ∈ Sn−1, κ ∈ SO(n), v ∈ Tκ−1xSn−1 und
u ∈ Γ(h∗n,kTSd(n,k)−1) gilt:
∇κ∗v(τκu(x)) = ∂κ∗v(τκu)(x)− 〈hn,k(x), ∂κ∗v(τκu)(x)〉hn,k(x)
= ∂κ∗v(κu)(κ
−1x)− 〈hn,k(x), ∂κ∗v(κu)(κ−1x)〉hn,k(x)
= κ∂vu(κ
−1x)− 〈hn,k(x), κ∂vu(κ−1x)〉hn,k(x)
= κ∂vu(κ
−1x)− 〈κ−1hn,k(x), ∂vu(κ−1x)〉hn,k(x)
= κ∂vu(κ
−1x)− 〈hn,k(κ−1x), ∂vu(κ−1x)〉κhn,k(κ−1x)
= κ(∂vu(κ
−1x)− 〈hn,k(κ−1x), ∂vu(κ−1x)〉hn,k(κ−1x))
= κ∇vu(κ−1x) = τκ∇vu(x). (3.1)
SO(n) wirkt transitiv auf Sn−1, der einzige Orbit dieser Gruppenoperation ist dem-
nach die gesamte Mannigfaltigkeit Sn−1. Wir haben demnach eine Vektorbu¨ndel mit
Gruppenoperation der Kohomogenita¨t 0 gefunden, die (mindestens) einen a¨quivari-
anten Zusammenhang zula¨sst.
3.2.2 Gruppenoperation der Kohomogenita¨t 6 4
Sei nun ` 6 4, n1, . . . , n` ∈ N, k1, . . . , k` ∈ N, n :=
∑`
i=1 ni und m :=
∑`
i=1 d(ni, ki).
Zu jedem x ∈ Sn−1 gibt es dann a1, . . . a` > 0 mit
∑`
i=1 a
2
i = 1, sodass
x = (a1x1, . . . , a`x`).
(Diese Darstellung ist eindeutig bis auf die xi mit ai = 0.)
Definiere nun h : Sn−1 → Sm−1 durch
h(a1x1, . . . , a`x`) := (a1hn1,k1(x1), . . . , a`hn`,k`(x`)).
(Da hni,ki(xi) ∈ Sd(ni,ki)−1 fu¨r alle i ∈ {1, . . . , `}, ist
|(a1hn1,k1(x1), . . . , a`hn`,k`(x`))| = 1
und somit die rechte Seite tatsa¨chlich in Sm−1 enthalten.)
Wie zuvor betrachten wir das zuru¨ckgezogene Vektorbu¨ndel h∗(TSm−1) u¨ber Sn−1.
Jedes Element von h∗(TSm−1) kann man identifizieren mit einem Tupel
((x1, v1), (x2, v2) . . . , (x`, v`))
mit xi ∈ Sni−1 und vi ∈ Thni,ki (xi)Sd(ni,ki)−1 fu¨r i ∈ {1, . . . , `}.
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Wegen Sn−1 ⊂ Rn ' Rn1 × · · · × Rn` operiert K := SO(n1) × · · · × SO(n`) natu¨rli-
cherweise auf Sn−1 (als Produkt der Operationen von SO(ni) auf Rni).
Weiterhin gibt es eine K-Operation auf h∗(TSm−1): Fu¨r
T = (T1, . . . , T`) ∈ SO(n1)× . . .× SO(n`)
definiere
T ((x1, v1), (x2, v2) . . . , (x`, v`)) := (T (x1, v1), T (x2, v2) . . . , T (x`, v`)) ,
wobei T (xi, vi) = (Txi, T∗vi), wie oben erkla¨rt.
Unter dieser Operation ist die Abbildung h K-a¨quivariant:
h(T (a1x1, . . . , a`x`)) = h(a1T1x1, . . . , a`T`x`)
= (a1hn1,k1(T1x1), . . . , a`hn`,k`(T`x`))
= (a1T1hn1,k1(x1), . . . , a`T`hn`,k`(x`))
= T (a1hn1,k1(x1), . . . , a`hn`,k`(x`))
= Th(a1x1, . . . a`x`).
Sei ∇LC die aus dem Levi-Civita-Zusammenhang kommende kovariante Ableitung
auf TSm−1 und ∇ := h∗∇LC die unter h zuru¨ckgezogene kovariante Ableitung auf
h∗(TSm−1). Dann ist ∇ K-a¨quivariant: Da in Rechnung 3.1 nur die A¨quivarianz der
zuru¨ckziehenden Abbildung hn,k verwendet wurde, kann man die Rechnung direkt
u¨bertragen, indem man hn,k durch die K-a¨quivariante Abbildung h ersetzt.
Die Schreibweise x = (a1x1, . . . , a`x`) der Elemente von S
n−1 fu¨hrt direkt zu einer
Beschreibung von Sn−1/K als
Sn−1/K '
{
(a1, . . . , a`) ∈ R` : ai > 0 fu¨r alle j und
∑`
i=1
a2i = 1
}
,
da SO(ni) transitiv auf S
ni−1 wirkt (fu¨r jedes i ∈ {1, . . . , `}).
Demnach ist dim(Sn−1/K) = `−1; die Kohomogenita¨t der K-Operation auf Sn−1 ist
demnach `− 1.
Alle Punkte (a1x1, . . . , a`x`), bei welchen ai > 0 ist fu¨r alle i ∈ {1, . . . , `}, haben den
Isotropietyp SO(n1−1)× . . .×SO(n`−1) (da jedes der xi ∈ Sni−1 unter der Wirkung
einer zu SO(ni − 1) konjugierten Untergruppe von SO(ni) konstant ist). Da es sich
bei den entsprechenden Orbits um innere Punkte des Orbitraums handelt, haben wir
es mit Hauptorbits zu tun.
Bis zu `− 1 Stu¨ck der Koeffizienten ai ko¨nnen gleich 0 sein. Bei den entsprechenden
Orbits handelt es sich um Randpunkte des Orbitraums und daher um Ausnahmeorbits
oder singula¨re Orbits. Die entsprechenden Isotropietypen erha¨lt man, wenn man in
64 3 Voraussetzungen dieser Arbeit
SO(n1−1)× . . .×SO(n`−1) alle Komponenten SO(ni−1) mit ai = 0 durch SO(ni)
ersetzt.
Falls ` − 1 6 4, also ` 6 5 ist, erhalten wir ein Beispiel einer Gruppenoperation auf
ein Vektorbu¨ndel mit Kohomogenita¨t `−1 6 4 (welche, wie oben gezeigt, mindestens
eine a¨quivariante kovariante Ableitung zula¨sst).
Die Hauptorbits der K-Operation haben in diesem Fall also Kodimension 4 (da dann
die Dimension des Orbitraums dim(Sn−1/K) = `− 1 = 4 ist).
Weiterhin gibt es jeweils eine (4 − ]{j : aj = 0})-dimensionale Schar von Orbits der
Kodimension 4 +
∑
j:aj=0
(nj − 1).
Demnach hat die Vereinigung aller singula¨ren Orbits die Hausdorff-Dimension
n−min{nα : α ∈ {1, . . . , 5}}.
Setzt man zusa¨tzlich voraus, dass min{nj} > 4, so ist die Hausdorff-Dimension der
Vereinigung aller singula¨ren Orbits 6 n− 4, wie in dieser Arbeit gefordert.
In [Bau09] (Beispiel 3.4., Seite 82f) wird erla¨utert, dass fu¨r jede Mannigfaltigkeit M
die Menge der kovarianten Ableitungen des Tangentialbu¨ndels TM a¨quivalent ist zur
Menge der Zusammenha¨nge des Reperbu¨ndels GL(M).
Insbesondere gibt es eine eineindeutige Zuordnung zwischen der Menge der kovarian-
ten Ableitungen von TSm−1 und der Menge der Zusammenha¨nge des Reperbu¨ndels
GL(Sn−1); somit gibt es auch eine eineindeutige Zuordnung zwischen der Menge der
kovarianten Ableitungen von h∗(TSm−1) und der Menge der Zusammenha¨nge des
Reperbu¨ndels h∗GL(Sm−1).
Somit haben wir die Existenz eines K-a¨quivarianten Zusammenhangs des Prinzipal-
faserbu¨ndels h∗GL(M) gezeigt.
Ist ki = 1 fu¨r jedes i ∈ {1, . . . , `}, so ist h ≡ id und somit h∗(TSm−1) = TSm−1; dieses
Beispiel ist fu¨r die vorliegende Arbeit jedoch nicht interessant, da man beim Minimie-
ren des Yang-Mills-Funktionals in diesem Fall den Levi-Civita-Zusammenhang erha¨lt;
der a¨quivariante Ansatz hat unter diesem Voraussetzungen also keine Vorteile.
4 Ein a¨quivarianter Eichsatz
Wie bereits erwa¨hnt, ist das Yang-Mills-Funktional aufgrund seiner Eichinvarianz
nicht koerziv, man kann es jedoch unter bestimmten Voraussetzungen lokal auf klei-
nen Kugeln “koerziv machen” durch die Anwendung eines Eichsatzes. Eine passende
Variante eines solchen Eichsatzes muss also bewiesen werden, um damit die fu¨r die
direkte Methode der Variationsrechnung no¨tige Koerzivita¨t zu erreichen.
Grundlage fu¨r den beno¨tigten Eichsatz ist der folgende Eichsatz aus [MR03], Theorem
1.3 (Seite 199):
Satz 4.0.1 (Eichsatz aus [MR03] fu¨r glatte Zusammenhangsformen). Sei m > 4 und
G ⊂ SO(˜`) fu¨r ein ˜`∈ N.
Dann gibt es Konstanten κ(m) und C(m) (die nur von m abha¨ngen), sodass gilt:
Fu¨r jede glatte 1-Form A¯ ∈ C∞(Bm, g⊗ ∧1Rm) mit ‖FA¯‖L24(Bm) 6 κ(m) gibt es eine
Eichtransformation σ¯ ∈ W 2,24 (Bm, G) mit
(σ¯∗A¯)x(x) ≡ 0 auf ∂Bm,
d∗(σ¯∗A¯) ≡ 0 auf Bm
und
‖σ¯∗A¯‖W 1,24 (Bm) 6 C(m)‖FA¯‖L24(Bm)
(wobei σ¯∗A¯ = σ¯−1dσ¯+ σ¯−1A¯σ¯). Man sagt, wenn σ¯∗A¯ die obigen Bedingungen erfu¨llt,
auch, σ¯∗A¯ sei in Coulomb-Eichung.
(Der Eichsatz in [MR03] ist außerdem anwendbar auf approximierbare, nicht glatte
W 1,24 -Formen, was mit etwas Mehraufwand auch auf unser Resultat u¨bertragbar ist;
zur Erleichterung der Notation und da der Eichsatz in dieser Arbeit lediglich auf glatte
Zusammenhangsformen angewandt wird, beschra¨nkt diese Arbeit sich auf solche.
Ein analoges Resultat wurde unabha¨ngig zeitgleich in [TT04], Theorem 4.6, (Seite
570) gezeigt.)
In [MR03] ist der Morrey-Raum W 1,24 (B
m; g ⊗ ∧1Rm) das richtige Setting, da dort
stabile YM-Zusammenha¨nge geeicht werden sollen. Im Zusammenhang dieser Arbeit
werden keine stabilen YM-Zusammenha¨nge betrachtet, aber auch a¨quivariante W k,p-
Funktionen liegen, wie in Lemma 2.2.7 gesehen, auf jeder Teilmenge von M , die posi-
tiven Abstand zu allen Orbits von zu hoher Kodimension haben, in Morrey-Ra¨umen.
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Daher kann man dort den Satz aus [MR03] ohne weitere Arbeit auf die hier betrach-
teten a¨quivarianten Zusammenhangsformen anwenden, sofern diese die Kleinheitsbe-
dingung an die Kru¨mmung erfu¨llen. Er liefert jedoch nur eine Existenzaussage u¨ber
die Eichtransformation σ; dabei ist nicht klar, ob die erhaltene Eichtransformation
(und somit auch die umgeeichte Zusammenhangsform) selbst wieder K-a¨quivariant
ist.
Da fu¨r das Ziel dieser Arbeit die K-A¨quivarianz des umgeeichten Zusammenhangs
essentiell ist, muss der vorliegende Satz also angepasst werden. Es stellt sich heraus,
dass dabei (zumindest beim hier verwendeten Vorgehen) die Coulomb-Bedingungen
(σ¯∗A¯)x(x) ≡ 0 auf ∂Bm,
d∗(σ¯∗A¯) ≡ 0 auf Bm
aufgegeben werden mu¨ssen.
Gezeigt werden soll in diesem Abschnitt genauer:
Satz 4.0.2 (K-a¨quivarianter, glatter Eichsatz). Sei (unter den Generalvoraussetzun-
gen) x0 ∈M mit dim(Kx0) > m− 4 und sei B := BMr (x0) ⊂M (mit r ∈ (0, ρ∗(x0)))
eine geoda¨tische Kugel in M .
Dann gibt es Konstanten εeich und Ceich, welche nur von adP und K abha¨ngen, sodass
gilt:
Zu jedem glatten K-a¨quivarianten Referenzzusammenhang D und jeder glatten
K-a¨quivarianten 1-Form A ∈ Ω1(adP ) mit ‖FD+A‖2L24(B) 6 εeich gibt es eine
K-a¨quivariante Eichtransformation σ ∈ W 2,24 Γ((P ×c G)|T r(Kx0)), sodass
‖σ∗A‖W 1,24 (T r(Kx0)) 6 Ceich‖FD+A‖L24(B).
Um diesen Satz zu beweisen, wird die folgende Strategie verfolgt:
• Existenz einer Kx0-a¨quivarianten Eichtransformation im flachen Fall
(Abschnitt 4.1): In Abschnitt 2.2.3 wurden Operationen der Isotropiegrup-
pe Kx0 auf einer kleinen Umgebung von x0 eingefu¨hrt. Zeige, dass bei Kx0-
a¨quivarianten Anfangsdaten auf Rm die aus Satz 4.0.1 erhaltene Eichtransfor-
mation automatisch auch Kx0-a¨quivariant ist.
• Anpassung auf Mannigfaltigkeiten (Abschnitt 4.2): U¨bertrage diesen
Kx0-a¨quivarianten, flachen Eichsatz mittels Parametrisierung und lokaler Tri-
vialisierung auf adP |φ(Bm).
• Auswahl einer Scheibe (Abschnitt 4.3): Die aus diesem Eichsatz erhaltene
Eichtransformation ist dann schon in W 2,24 (φ
−1U). Finde eine Scheibe S ⊂ U ,
sodass σ1 ∈ W 2,2(S).
4.1 Existenz einer Kx0-a¨quivarianten Eichtransformation im flachen Fall 67
• A¨quivariante Fortsetzung auf den Schlauch (Abschnitt 4.4): Setze die
Kx0-a¨quivariante Eichtransformation σ1|S fort zu einer K-a¨quivarianten Eich-
transformation σ auf T r(Kx0). Zeige, dass σ ∈ W 2,24 (T r(Kx0)).
4.1 Existenz einer Kx0-a¨quivarianten
Eichtransformation im flachen Fall
Sei A ∈ Ω1(adP ) eine K-a¨quivariante Zusammenhangsform auf M . Dann ist A fu¨r
jedes x0 ∈M auch Kx0-a¨quivariant im Sinne von Abschnitt 2.2.3 auf der Umgebung
von x0, auf welcher diese Kx0-Operation definiert ist.
Denn fu¨r alle k ∈ Kx0 , z ∈ U ⊂ Kx0, y ∈ Srz und u ∈ TyM gilt:
Ak˜∗u(k˜y) = A(κzkκ−1z )∗u(κzkκ
−1
z y) = λκzkκ−1z Au(y)λ
−1
κzkκ
−1
z
= λ˜kA(x)uλ˜
−1
k .
Weiterhin sind die Kx0-Operationen auf die trivialisierten Bu¨ndel gerade so definiert,
dass Kx0-A¨quivarianz von A auf U ⊂ T ρ(Kx0) a¨quivalent ist zu Kx0-A¨quivarianz von
A¯ := φ∗(ψ ◦ A) ∈ C∞(Bm−`ρ (0)×B`ρ(0), g⊗ ∧1Rm).
Analog ist Kx0-A¨quivarianz einer Eichtransformation σ ∈ Γ(P×cG) auf U ⊂ T ρ(Kx0)
a¨quivalent zu Kx0-A¨quivarianz von σ¯ := ψ
P×cG ◦ σ ◦ φ ∈ C∞(Bm−`ρ (0)×B`ρ(0), G).
Beweise zuna¨chst:
Lemma 4.1.1 (A¨quivarianz zu Satz 4.0.1). Sei m ∈ N und sei G ⊂ SO(R˜`) fu¨r ein
˜`∈ N.
Sei H eine kompakte Lie-Gruppe, die (von links) durch Isometrien auf Bm × g und
auf Bm ×G operiert; fu¨r diese Operationen gelte:
pr1(h · (x, v)) = h · x und pr1(h · (x, g)) = h · x.
Wir bezeichnen A¯ ∈ C∞(Bm, g ⊗ ∧1Rm) als H-a¨quivariant, wenn fu¨r alle x ∈ Bm,
u ∈ Rm und h ∈ H gilt:
h−1 · (hx, (h∗A¯)u(x)) = (x, A¯u(x));
analog bezeichnen wir σ¯ ∈ C∞(Bm, G) als H-a¨quivariant, wenn fu¨r alle x ∈ Bm und
h ∈ H gilt:
h−1 · (hx, σ¯(hx)) = (x, σ¯(x)).
Dann gibt es Konstanten εeich(m) und Ceich(m), sodass gilt:
Zu jeder H-a¨quivarianten Form A¯ ∈ C∞(Bm, g ⊗ ∧1Rm) mit ‖Fd+A¯‖L24(Bm) 6 ε′eich
gibt es eine H-a¨quivariante Eichtransformation σ¯ ∈ W 2,24 (Bm, G), sodass gilt:
(σ¯∗A¯)x(x) ≡ 0 auf ∂Bm,
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d∗(σ¯∗A¯) ≡ 0 auf Bm
und
‖σ¯∗A¯‖W 1,24 (Bm) 6 Ceich‖Fd+A¯‖L24(Bm)
(fu¨r σ¯∗A¯ = σ¯−1dσ¯ + σ¯−1A¯σ¯).
Beweis. Wir orientieren uns am Beweis von Theorem 1.3 in [MR03] (Seite 205ff). Da-
bei gehen wir die einzelnen Beweisschritte durch und weisen nach, dass die A¨quivarianz
unserer Anfangsdaten darin erhalten bleibt beziehungsweise vererbt wird an die dort
erhaltene Eichtransformation.
Fu¨r α > 0 wollen wir also zuna¨chst das H-a¨quivariante Analogon zu Theorem 3.7
in [MR03] (Seite 205) zeigen; dieses entspricht dem hier zu zeigenden Lemma 4.1.1,
wenn man alle Morrey-Sobolev-Ra¨ume und Normen W k,p4 durch W
k,p
4−α ersetzt.
Der Fall α = 0 la¨sst sich dann in vo¨lliger Analogie zu [MR03] (Seite 210, “The case
α = 0”) folgern.
Bezeichne eine Zusammenhangsform A¯ ∈ C∞(Bm, g⊗∧1Rm) als H-a¨quivariant Ceich-
Uhlenbeck-eichbar, wenn es eineH-a¨quivariante Eichtransformation σ¯ ∈ W 2,24−α(Bm, G)
gibt, sodass gilt:
(σ¯∗A¯)x(x) ≡ 0 auf ∂Bm,
d∗(σ¯∗A¯) ≡ 0 auf Bm
und
‖σ¯∗A¯‖W 1,24−α(Bm) 6 Ceich‖FA¯‖L24−α(Bm).
Sei
Sεeich := {A˜ ∈ W 1,24−α(Bm) H-a¨quivariant und glatt, sodass ‖FA˜‖L24−α(Bm) < εeich}
(in Analogie zu Sακ in [MR03], Seite 205), sei α > 0 und
Sεeich,Ceich := {A ∈ Sεeich : A ist H-a¨quivariant Ceich-Uhlenbeck-eichbar}.
Zeige: Sεeich ist wegzusammenha¨ngend (also insbesondere zusammenha¨n-
gend) in der Topologie von W 1,24−α(B
m). Der Beweis aus [MR03] (Beweis zu Lemma
3.3, Seite 206) ist unmittelbar auf unsere Situation u¨bertragbar, da fu¨r H-a¨quivariante
A ∈ W 1,24 (Bm) auch At (definiert durch At(x) := tA(tx)) H-a¨quivariant ist.
Zeige: Sεeich,Ceich ist abgeschlossen in Sεeich fu¨r εeich hinreichend klein und
Ceich hinreichend groß. Das entspricht Lemma 3.4 in [MR03] (Seite 207). Lemma
3.5 und Lemma 3.5, die in dessen Beweis verwendet werden, liefern Abscha¨tzungen,
die unabha¨ngig von A¨quivarianz gelten und ko¨nnen daher direkt u¨bernommen wer-
den. Bemerke lediglich zusa¨tzlich, dass A¨quivarianz unter Grenzwertbildung in W 1,24−α
erhalten bleibt.
4.1 Existenz einer Kx0-a¨quivarianten Eichtransformation im flachen Fall 69
Zeige: Sεeich,Ceich ist offen in Sεeich fu¨r εeich hinreichend klein und Ceich hinrei-
chend groß. Sei A¯ ∈ S`−αεeich . Zu zeigen ist, dass es eine Umgebung von A¯ in Sεeich gibt,
die ganz in Sεeich,Ceich enthalten ist. Dafu¨r mu¨ssen wir zeigen, dass es fu¨r A¯+a (fu¨r je-
des H-a¨quivariante a ∈ W 1,24−α(Bm, g⊗∧1Rm) mit ‖a‖W 1,24−α(Bm) hinreichend klein eine
H-a¨quivariante Eichtransformation σa gibt, sodass σ
∗
a(A + a) in Uhlenbeck-Eichung
ist (also obige Bedigungen erfu¨llt). Dies entspricht Lemmata 3.7 und 3.8 (Seite 211)
in [MR03], bis auf die folgenden Anpassungen:
• Wir mu¨ssen dafu¨r Lemma 2.6 in [Uhl82a] auf unsere Situation anpassen (dieses
wird im Beweis von Lemma 3.8 in [MR03] zitiert); wir wollen zeigen, dass es
einen linearen Operator P : W 1,24 (B
m, g) → W 2,24 (Bm, g) gibt, sodass Pf fu¨r
H-a¨quivariante f wieder H-a¨quivariant ist und sodass fu¨r jedes f ∈ W 1,24 (Bm)
gilt: Pf |Sn−1 = 0, dx(Pf)|Sn−1 = f |Sn−1 .
Analog zu [Uhl82a], Lemma 2.6 (Seite 36) konstruiere P folgendermaßen:
Ist f ∈ W 1,24 (Bm \ {0}), so hat das Problem zur inhomogenen Wa¨rmeleitungs-
gleichung (in Polarkoordinaten formuliert; mit r als Zeit und Sm−1 als Raum)
(?)
{
∂
∂r
u(r, ω)−∆ωu(r, ω) = f fu¨r 14 < r 6 1
u(1, ω) = 0 fu¨r ω ∈ Sm−1.
eine eindeutige Lo¨sung u ∈ W 2,24 (Bm \ Bm1/4, g). (Der entsprechende Lo¨sungs-
operator E : f 7→ u ist ein stetiger linearer Operator
E : W 1,24−α(B
m, g)→ W 2,24−α(Bm \Bm1/4, g);
die Anpassung auf Morrey-Ra¨ume u¨bernehmen wir hierbei aus [MR03], Seite
212.)
Wegen der Eindeutigkeit der Lo¨sung von (?) muss u = Ef fu¨r jedes H-a¨quiva-
riante f auch wieder H-a¨quivariant sein: Angenommen, es ga¨be ein h0 ∈ H und
ein (r0, ω0) ∈ Bm \ Bm1/4, sodass h−10 · u(h0 · (r0, ω0)) 6= u(r0, ω0). Definiert man
dann u1(r, ω) := pr2(h
−1
0 (h0(r, ω), u(h0(r, ω)))), so ist u1(r0, ω0) 6= u(r0, ω0) und
daher u1 6= u; aber auch u1 wa¨re eine Lo¨sung von (?), denn:
((r, ω),
∂
∂r
u1(r, ω) + ∆Sm−1u1(r, ω))
=
(
(r, ω),
∂
∂r
(pr2(h
−1
0 (h0(r, ω), u(h0(r, ω))))) + ∆Sm−1(pr2(h
−1
0 (h0(r, ω), u(h0(r, ω)))))
)
= h−10
(
h0(r, ω),
∂
∂r
u(h0(r, ω)) + ∆Sm−1u(h0(r, ω))
)
= h−10 (h0(r, ω), f(h0(r, ω)))
= ((r, ω), f(r, ω))
fu¨r alle (r, ω) ∈ Bm \ Bm1/4 (da H ↪→ {idRm−` ⊗ O(`)} und da f H-a¨quivariant
ist) und damit
∂
∂r
u1(r, ω) + ∆Sm−1u1(r, ω) = f(r, ω).
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Das wa¨re ein Widerspruch zur Eindeutigkeit der Lo¨sung von (?); daher muss u
selbst H-a¨quivariant sein.
Sei nun φ ∈ C∞(Bm) eine H-a¨quivariante (zum Beispiel radialsymmetrische)
1
4
-1
2
-Abschneidefunktion. Dann ist Pf := φ · Ef (fortgesetzt durch 0 auf Bm1/4)
fu¨r jedes H-a¨quivariante f auch wieder H-a¨quivariant und
P : W 1,24 (B
m)→ W 2,24 (Bm)
ist ein stetiger, linearer Operator.
• {A ∈ W 1,24 (Bm) : A ist H-a¨quivariant} ist eine Banach-Mannigfaltigkeit (da
H-A¨quivarianz unter Grenzwertbildung in W 1,24 erhalten bleibt); der Satz u¨ber
implizite Funktionen (siehe zum Beispiel [AMR88]) ist dort also anwendbar.
Damit la¨sst sich der Beweis der Offenheit von Sεeich,Ceich in Sεeich direkt u¨bertragen.
Folgerung: Vo¨llig analog zu [Uhl82a] und [MR03]: Da Sεeich zusammenha¨ngend
ist und Sεeich,Ceich darin offen und abgeschlossen ist, ist Sεeich,Ceich ∈ {∅,Sεeich}. Da
0 ∈ Sεeich,Ceich , ist Sεeich,Ceich = Sεeich .
Insbesondere la¨sst sich Lemma 4.1.1 im Fall H = Kx0 anwenden: Laut Abschnitt
2.2.3 gibt es eine Darstellung Kx0 ↪→ {idRm−`} ⊗ {O(Rm−`)} und die dort definierten
Gruppenoperationen k¯ und λ¯k erfu¨llen die Voraussetzungen an die H-Operation in
Lemma 4.1.1. Demnach folgt:
Korollar 4.1.2 (Kx0-A¨quivarianz zu Satz 4.0.1). Sei m ∈ N und seien G und K wie
in den Generalvoraussetzungen (siehe Abschnitt 3.1).
Dann gibt es Konstanten εeich(m) und Ceich(m), sodass gilt:
Zu jedem Kx0-a¨quivarianten A¯ ∈ C∞(Bm, g ⊗ ∧1Rm) mit ‖Fd+A¯‖L24(Bm) 6 εeich gibt
es eine Kx0-a¨quivariante Eichtransformation σ¯ ∈ W 2,24 (Bm), sodass gilt:
(σ¯∗A¯)x(x) ≡ 0 auf ∂Bm,
d∗(σ¯∗A¯) ≡ 0 auf Bm
und
‖σ¯∗A¯‖W 1,24 (Bm) 6 Ceich‖Fd+A¯‖L24(Bm).
(fu¨r σ¯∗A¯ = σ¯−1dσ¯ + σ¯−1A¯σ¯).
4.2 Anpassung auf Mannigfaltigkeiten
Sei fu¨r x0 ∈M mit dim(Kx0) = m− ` und r < ρ∗(x0)
φ : Rm ⊃ Bm−`r (0)×B`r(0)→ U ⊂ T r(Kx0)
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eine orbittreue Parametrisierung des Schlauchabschnitts U ⊂ T r(Kx0) ⊂ M mit
φ(0) = x0 wie in Lemma 2.2.5 und sei
ψ : adP |U → U × g
eine lokale Trivialisierung von adP u¨ber U .
Ziel dieses Abschnitts ist:
Lemma 4.2.1 (Anpassung desKx0-a¨quivarianten Eichsatzes auf Mannigfaltigkeiten).
Sei x0 ∈M mit dim(Kx0) > m− 4 und sei B := BMr (x0) ⊂M (mit r ∈ (0, 2ρ∗(x0)))
eine geoda¨tische Kugel in M .
Dann gibt es Konstanten εeich und Ceich, sodass gilt:
Zu jedem glatten K-a¨quivarianten Referenzzusammenhang D und jedem K-a¨quivari-
anten A ∈ Ω1(adP |B) mit
‖FD+A‖2L24(B) 6 εeich
gibt es eine Kx0-a¨quivariante Eichtransformation σ ∈ W 2,24 Γ((P ×c G)|B), sodass
‖σ∗A‖W 1,24 (B) 6 Ceich‖FD+A‖L24(B).
Beweis. Fu¨r die lokalen Trivialisierungen, die hier beno¨tigt werden, ist es sinnvoll, in
diesem Beweis einen anderen Referenzzusammenhang zu benutzen: Sei D˜ die a¨ußere
kovariante Ableitung, wie sie in Abschnitt 2.1.3 definiert wurde:
D˜uY (x) := ψ
−1 (x, ∂u(ψ2 ◦ Y )(x)) .
D˜ kann man auch anders aufschreiben. Sei p2 : M × g → g die Projektion auf das
zweite Argument, dann ist
D˜uY (x) = ψ
−1(x, ∂u(ψ2 ◦ Y )(x))
= ψ−1(x, ∂u(p2 ◦ ψ ◦ Y )(x))
= ψ−1(x, dp2(ψ(Yx)) · ∂u(ψ ◦ Y )(x))
Da pr2 eine Projektion ist, entspricht dp2(x, v) fu¨r alle (x, v) ∈M × g der Projektion
TxM × g→ g auf die zweite Komponente, also:
D˜uY (x) = ψ
−1(x, ∂u(ψ2 ◦ Y )(x))
= ψ−1((piTM ⊗ idg)(∂u(ψ ◦ Y )(x)).
(Diese Schreibweise ist fu¨r das U¨berpru¨fen der Kx0-A¨quivarianz von D˜ praktischer.)
Zeige, dass D˜ Kx0-a¨quivariant ist: Definiere dafu¨r (fu¨r k ∈ Kx0 und x ∈ Srκx0)
τ˜k : Γ(adP )→ Γ(adP )
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durch
τ˜kY (x) = λ˜kYk˜−1x = λκkκ−1Yκkκ−1x.
Dann ist (da die Kx0-Operation gerade so definiert sind, dass φ und ψ Kx0-a¨quivariant
sind)
D˜u(τ˜kY )(x)
= D˜u(λ˜kY ◦ k˜−1)(x)
= ψ−1
(
(piTM ⊗ idg)(∂u(ψ ◦ λ˜k ◦ Y ◦ k˜−1)(x)
)
= ψ−1
(
(piTM ⊗ idg)(∂k˜−1∗ u(ψ ◦ λ˜k ◦ Y )(k˜−1x)
)
= ψ−1
(
(piTM ⊗ idg)(∂k˜−1∗ u(λˆk ◦ ψ ◦ Y )(k˜−1x)
)
= ψ−1
(
(piTM ⊗ idg)(dλˆk(ψ(Yk˜−1x)) · ∂k˜−1∗ u(ψ ◦ Y )(k˜−1x)
)
.
Definiere λˆ2k : B × g→ g als λˆ2k := pr2 ◦ λˆk. Wegen der Vertra¨glichkeit der K-Opera-
tionen auf M und adP ist demnach λˆk(x, v) = (k˜x, λˆ
2
k(x, v)).
Fu¨r alle x ∈ B ist λˆ2k(x, ·) : g → g eine lineare Abbildung zwischen Vektorra¨umen
(siehe Abschnitt 2.2.2).
Also ist (fu¨r alle (x, v) ∈ B × g und alle (a, w) ∈ TxM × g)
dλˆk(x, v)a,w = (k˜∗a, λˆ2k(x,w)).
Weiterhin ist
∂k˜−1∗ u(ψ ◦ Y )(k˜−1x) = (∂k˜−1∗ u(ψ1 ◦ Y )(k˜−1x), ∂k˜−1∗ u(ψ2 ◦ Y )(k˜−1x))
= (k˜−1∗ u, ∂k˜−1∗ u(ψ2 ◦ Y )(k˜−1x)).
Also ist
dλˆk(x, v) · ∂k˜−1∗ u(ψ ◦ Y )(k˜−1x) = (k˜∗k˜−1∗ u, λˆ2k(k˜−1x, ∂k˜−1∗ u(ψ2 ◦ Y )(k˜−1x)).
Damit kann man weiter umformen zu
D˜u(τ˜kY )(x)
= ψ−1
(
(piTM ⊗ idg)((u, λˆ2k(k˜−1x, ∂k˜−1∗ u(ψ2 ◦ Y )(k˜−1x)))
)
= ψ−1
(
x, λˆ2k(k˜
−1x, ∂k˜−1∗ u(ψ2 ◦ Y )(k˜−1x))
)
= ψ−1
(
λˆk(k˜
−1x, ∂k˜−1∗ u(ψ2 ◦ Y )(k˜−1x))
)
= λ¯kψ
−1
(
k˜−1x, ∂k˜−1∗ u(ψ2 ◦ Y )(k˜−1x)
)
= τ˜kD˜uY (x).
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Also ist D˜ Kx0-a¨quivariant. Somit ist A˜ = D +A− D˜ ebenfalls Kx0-a¨quivariant und
daher auch A¯.
Weiterhin ist fu¨r alle u, v ∈ TxM und alle Y ∈ Γ(adP )
FD˜Y (x)u,v = D˜u(D˜vY )(x)− D˜v(D˜uY )(x)
= ψ−1(x, ∂u(ψ2 ◦ D˜vY (x)))− ψ−1(x, ∂v(ψ2 ◦ D˜uY (x)))
= ψ−1(x, ∂u∂v(ψ2 ◦ Y )(x))− ψ−1(x, ∂v∂u(ψ2 ◦ Y )(x))
= ψ−1(x, (∂u∂v − ∂v∂u)(ψ2 ◦ Y )(x)) (4.1)
= 0. (4.2)
Da in diesem Beweis nur lokal auf B gerechnet wird, kann man D˜ als Referenzzusam-
menhang verwenden. Definiere A˜ so, dass
D + A = D˜ + A˜,
also A˜ := A+α mit α := D−D˜ ∈ Ω1(adP |B). Offensichtlich ist dann A˜ ∈ Ω1(adP |B).
Definiere eine zu D˜ kompatible kovariante Ableitung auf P ×c G ⊂ Aut(adP ) und
bezeichne diese ebenfalls mit D˜:
D˜vs(x) := s(x)ψ
−1(x, ψP×cG2 (s(x))du(ψ
P×cG
2 ◦ s ◦ φ−1)(x))
fu¨r alle Schnitte s ∈ Γ(P ×c G). (Zu kovarianten Ableitungen auf P ×c G siehe
Abschnitt 2.1.4.)
Auf D˜ + A˜ soll nun Korollar 4.1.2 angewandt werden: Definiere dafu¨r
A¯ := (φ−1)∗(ψ2 ◦ A˜).
Dann ist A¯ ∈ C∞(Bm, g⊗ ∧1Rm) und Kx0-a¨quivariant.
Desweiteren ist (wegen D˜uA˜(x) = ψ
−1(x, dφ−1∗ uA¯(φ(x))))
‖Fd+A¯‖L24(Bm) = ‖dA¯+ [A¯, A¯]‖L24(Bm)
= ‖d((φ−1)∗(ψ2 ◦ A˜)) + [(φ−1)∗(ψ2 ◦ A˜), (φ−1)∗(ψ2 ◦ A˜)]‖L24(Bm)
= ‖(φ−1)∗(d(ψ2 ◦ A˜) + [ψ ◦ A˜, ψ2 ◦ A˜])‖L24(Bm)
6 c(Lip(φ−1))‖d(ψ2 ◦ A˜) + [ψ ◦ A˜, ψ2 ◦ A˜]‖L24(φ(Bm))
6 c(M)‖ψ2 ◦ (D˜A˜) + ψ2 ◦ ([A˜, A˜])‖L24(B)
= c(M)‖ψ2 ◦ FD˜+A˜‖L24(B)
= c(adP )‖FD˜+A˜‖L24(B)
= c(adP )‖FD+A‖L24(B). (4.3)
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Wa¨hlt man εeich 6 ε
′
eich
c(adP )
, so ist
‖FA¯‖L24(Bm) 6 c(adP )‖FD+A‖L24(B) 6 c(adP )εeich 6 ε′eich.
Damit sind die Voraussetzungen fu¨r die Anwendung von Korollar 4.1.2 erfu¨llt: dem-
nach existiert eine Kx0-a¨quivariante Eichtransformation σ¯ ∈ W 2,24 (Bm, G), sodass
‖σ¯∗A¯‖W 1,24 (Bm) 6 C
′
eich‖FA¯‖L24(Bm) 6 C ′eichc(M)‖FD+A‖L24(B).
Dabei ist σ¯∗A¯(x) = σ¯−1(x)dσ¯(x) + σ¯−1(x)A¯(x)σ¯(x).
Definiere jetzt σ ∈ W 2,24 Γ((P ×c G)|B) durch σ(x) := (ψP×cG)−1(x, σ¯(φ−1(x))). Wir
bezeichnen die Umeichung von A˜ mit σ bezu¨glich des Referenzzusammenhangs D˜ mit
σ∗˜A˜u(x) := σ(x)−1D˜uσ(x)+σ(x)−1 ◦Au(x)◦σ(x). Dann folgt mit der Rechnung (2.1)
aus Abschnitt 2.1.4:
σ∗˜A˜u(x) = σ(x)−1D˜σ(x) + σ(x)−1A˜u(x)σ(x)
= ψ−1(x, (φ−1)∗(σ¯−1duσ¯)(x)) + ψ−1(x, (φ−1)∗(σ¯−1A¯σ¯)(x)).
Und demnach:
‖σ∗A‖L24(B) = ‖σ−1Dσ + σ−1Aσ‖L24(B) = ‖σ−1(D˜ + α)σ + σ−1(A˜− α)σ‖L24(B)
= ‖σ−1D˜σ + σ−1A˜σ‖L24(B) = ‖σ∗˜A˜‖L24(B)
= ‖ψ−1(·, (φ−1)∗(σ¯∗A¯))‖L24(B) 6 c(adP )‖σ¯∗A¯‖L24(Bm) 6 c(adP )‖σ¯∗A¯‖W 1,24 (Bm)
6 Ceichc(adP )‖FA¯‖L24(Bm) 6 Ceichc(adP )‖FD+A‖L24(B)
sowie fu¨r alle v ∈ Γ(TM) mit |v| ≡ 1
‖D˜v(σ∗A)‖L24(B) = ‖D˜v(ψ−1(·, (φ−1)∗(σ¯∗A¯)))‖L24(B) = ‖ψ−1(·, (φ−1)∗(dv(σ¯∗A¯)))‖L24(B)
6 c(adP )‖dφ−1∗ v(σ¯∗A¯)‖L24(Bm) 6 c(adP )‖σ¯∗A¯‖W 1,24 (Bm)
6 Ceichc(adP )‖FA¯‖L24(Bm) 6 Ceichc(adP )‖FD+A‖L24(B).
Also ist ‖σ∗A‖W 1,24 (B) 6 c(adP )‖σ
∗A‖
W
1,2,(D˜)
4 (B)
6 Ceichc(adP )‖FD+A‖L24(B)
(denn Morrey-Sobolev-Normen bezu¨glich unterschiedlicher Referenzzusammenha¨nge
sind a¨quivalent, siehe Abschnitt 2.1.5).
4.3 Auswahl einer Scheibe
Als na¨chster Zwischenschritt soll hier gezeigt werden:
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Lemma 4.3.1 (Gute Scheibe). Unter den Voraussetzungen von Satz 4.0.2 gibt es ein
z ∈ Kx0, sodass σ ∈ W 2,2(Srz) und
‖σ∗A‖2
W 1,24 (S
r
z )
6 c(M,K)
rm−`
‖FD+A‖2L24(BM2r (x0)).
Beweis. Seien x0 ∈ M (mit dim(Kx0) > m − 4) und r < ρ∗(x0) so gewa¨hlt, dass
‖FD+A‖2L24(B¯) < εeich fu¨r B¯ := B
M
2r (x0) ⊂M ist. Dann gibt es nach Satz 4.2.1 also eine
Eichtransformation σ ∈ (W 2,24 ∩W 1,44 )Γ(P ×c G), die Kx0-a¨quivariant ist und fu¨r die
gilt:
‖σ∗A‖W 1,24 (BM2r ) 6 C‖FD+A‖L24(BM2r ).
Sei Z :=
⋃
y∈Kx,Sry⊂B¯ S
r
y . Ziel in diesem Abschnitt ist, die Existenz eines z ∈ Kx0 ∩Z
nachzuweisen, fu¨r das σ ∈ W 2,24 (Srz) und ‖σ∗A‖2L24(Srz ) 6 c‖FD+A‖
2
L24(B¯)
. Da die Koho-
mogenita¨t der K-Operation auf M ho¨chstens 4 ist, ist L24(S
r
z) = L
2(Srz). Demnach
sind die Forderungen an z a¨quivalent zu:
• ‖σ∗A‖2W 1,2(Srz ) 6 c‖FD+A‖2L2(B¯),
• σ ∈ W 2,2(Srz).
Diese Forderungen kann man wiederum direkt umschreiben zu
• ‖σ∗A‖2L2(Srz ) 6 c‖FD+A‖2L2(B¯),
• ‖JD(σ∗A)‖2W 1,2(Srz ) 6 c‖FD+A‖2L2(B¯),
• ‖σ‖L2(Srz ) < ∞, ‖JDσ‖L2(Srz ) < ∞ und ‖(JD)2σ‖L2(Srz ) < ∞ fu¨r alle i, j ∈
{1, . . . ,m}.
(Wie bereits an anderen Stellen bezeichnet JD dabei die totale Ableitung bezu¨glich
des Referenzzusammenhangs D.)
Zur Abscha¨tzung dieser Normen soll die Kofla¨chenformel verwendet werden: sei dafu¨r
f : Z → Kx0 die Projektion auf den “Mittelorbit” entlang der Scheiben. Fu¨r die
normale Jacobische Jf von f gilt:
Jf (x) 6 Lip(f)m = Lip((f ◦φ)◦φ−1)m 6 Lip(f ◦φ)mLip(φ−1)m = Lip(φ−1)m 6 c(M)
fu¨r alle x ∈ Z (das folgt mit Hilfe von Satz 2.2.4: da Z ⊂ BM2ρ∗(x0)(x0) ist, erha¨lt man
dist(x,M(> Kx0)) > 2ρ
∗(x0)).
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Mit Hilfe der Kofla¨chenformel kann man daraus fu¨r jedes γ > 0 folgern:
C2eich‖FD+A‖2L24(B¯) > ‖σ
∗A‖2
W 1,24 (B¯)
> ‖σ∗A‖2L2(B¯) > ‖σ∗A‖2L2(Z)
=
∫
Z
|σ∗A|2 dx > c(M)
∫
Z
|σ∗A|2Jf (x) dx
Kofla¨chenformel
= c(M)
∫
Kx0∩Z
∫
Srx
|σ∗A(y)|2 dy dx
> c(M)
∫
{x∈Kx0∩Z:‖σ∗A‖2
L2(Srx)
>γ‖FD+A‖2
L24(B¯)
}
‖σ∗A‖2L2(Srx) dx
> c(M)γ‖FD+A‖2L24(B¯)H
m−`
({
x ∈ Kx0 ∩ Z : ‖σ∗A‖2L2(Srx) > γ‖FD+A‖2L24(B¯)
})
Demnach ist
Hm−`
({
x ∈ Kx0 ∩ Z : ‖σ∗A‖2L2(Srx) > γ‖FD+A‖2L24(B¯)
})
6 1
γ
c(M).
Analog erha¨lt man fu¨r jedes i ∈ {1, . . . , n} die Abscha¨tzungen
Hm−`
({
x ∈ Kx0 ∩ Z : ‖JD(σ∗A)‖2L2(Srx) > γ‖FD+A‖2L24(B¯)
})
6 1
γ
c(M),
Hm−`
({
x ∈ Kx0 : ‖σ‖2L2(Srx) > γ‖σ‖2W 2,2(B¯)
})
6 1
γ
c(M),
Hm−`
({
x ∈ Kx0 : ‖JDσ‖2L2(Srx) > γ‖σ‖2W 2,2(B¯)
})
6 1
γ
c(M),
sowie
Hm−`
({
x ∈ Kx0 : ‖(JD)2σ)‖2L2(Srx) > γ‖σ‖2W 2,2(B¯)
})
6 1
γ
c(M).
Insgesamt ergeben diese Abscha¨tzungen, dass
Hm−`
({
x ∈ Kx0 ∩ Z : ‖σ∗A‖2W 1,2(Srx) < γ‖FD+A‖2L24(B¯), ‖σ‖
2
W 2,2(Srx)
< γ‖σ‖2W 2,2(B¯)
})
> Hm−`(Kx0 ∩ Z)− c(M)
γ
> 0
fu¨r jedes γ > c(M)
Hm−`(Kx0∩Z) =
c(M,K)
rm−` .
Demzufolge gibt es sogar u¨berabza¨hlbar viele z ∈ Kx0 ∩Z, fu¨r die σ ∈ W 2,2(Srz) und
‖σ∗A‖2W 1,2(Srz ) 6
c(M)
ρ∗(x0)m−`
‖FD+A‖2L24(Srz ). Wa¨hle eines davon aus.
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4.4 A¨quivariante Fortsetzung auf den Schlauch
Der a¨quivariante Eichsatz (Satz 4.0.2) folgt durch a¨quivariante Fortsetzung der er-
haltenen Eichtransformation σ|Srz auf T r(Kx0):
Beweis von Satz 4.0.2.
• Auf Srz ist σ nach Konstruktion Kx0-a¨quivariant (bezu¨glich der in Abschnitt
2.2.3 definierten Kx0-Operation). Das bedeutet auch, dass σ auf der Scheibe S
r
z
a¨quivariant unter der Kz-Operation ist:
Sei κz wie in der Definition der Kx0-Operation in Abschnitt 2.2.3. Dann ist fu¨r
jedes y ∈ Srz
σ(κzkκ
−1
z y) = σ(k˜y) = λ˜kσ(y) = λκzkκ−1z ◦ σ(y) ◦ λ−1κzkκ−1z .
Da Kz = Kκzx0 = κzKx0κ
−1
z , folgt daraus direkt die Kz-A¨quivarianz von σ auf
Srz .
Daher kann man σ|Srz K-a¨quivariant zu einer Abbildung auf T r(Kx0) = T r(Kz)
fortsetzen:
Definiere dafu¨r fu¨r alle κ ∈ K und alle y ∈ Srz :
σ˜(κy) := λκ ◦ σ(y) ◦ λ−1κ .
Dass σ˜ wohldefiniert ist, folgt aus der Kz-A¨quivarianz von σ|Srz : Seien y1, y2 ∈ Srz
und κ1, κ2 ∈ K, sodass κ1y1 = κ2y2. Dann ist y2 = κ−12 κ1y1 und κ−12 κ1 ∈ Kz
und daher
λκ2 ◦ σ(y2) ◦ λ−1κ2 = λκ2 ◦ σ(κ−12 κ1y1) ◦ λ−1κ2
= λκ2 ◦ (λκ−12 κ1 ◦ σ(y1) ◦ ◦λ
−1
κ−12 κ1
)λ−1κ2 = λ
−1
κ1
◦ σ(y1) ◦ λ−1κ1 .
• Zeige nun, dass ‖σ˜∗A‖W 1,24 (T r(Kx0)) 6 c(M,K)‖FD+A‖L24(BM2r (Kx0)):
Aufgrund der A¨quivarianz von σ˜∗A reicht es dafu¨r gema¨ß Lemma 2.2.7, die
L2-Norm von σ˜∗A abzuscha¨tzen.
Auch hier wird mit der Kofla¨chenformel gearbeitet, diesmal wird dabei jedoch
die Projektion von T r(Kx0) auf die Scheibe S
r
z verwendet: Sei f˜ : Z → S die
Projektion auf die Scheibe Srz entlang der Orbits. A¨hnlich wie in Abscha¨tzung
(4.3) erha¨lt man:
Jf˜ (x) = Jf˜◦φ(x)Jφ−1(x) = Jφ−1(x) =
1
Jφ(x)
> 1
Lip(φ)m
= c(M)
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fu¨r alle x ∈ Z. Daher gilt:
c(M)‖σ˜∗A‖2L2(T r(Kx0)) = c(M)
∫
T r(Kx0)
|σ˜∗A|2 dx
6
∫
T r(Kx0)
Jf˜ (x)|σ˜∗A(x)|2 dx =
∫
Srz
∫
Ky
|σ˜∗A(x)|2 dx dy
=
∫
Srz
|σ˜∗A(y)|2Hm−`(Ky) dy 6 c(M)Hm−`(Kx0)
∫
Srz
|σ˜∗A(y)|2 dy
= c(M,K)Hm−`(Kx0)‖σ˜∗A‖2L2(Srz ) = c(M,K)Hm−`(Kx0)‖σ∗A‖2L2(Srz )
6 c(M,K)H
m−`(Kx0)
rm−`
‖FD+A‖2L2(B¯)
laut Lemma 4.3.1.
FD+A ist K-a¨quivariant, also ist |FD+A|2 K-invariant. Daher ist
‖FD+A‖2L2(B¯) 6 ‖FD+A‖2L2(T 2r(Kx0)|
B
Kx0
2r (x0)
)
6 c(M,K)H
m−`(BKx02r (x0))
Hm−`(Kx0)
‖FD+A‖2L2(T 2r(Kx0))
=
c(M,K)rm−`
Hm−`(Kx0)
‖FD+A‖2L2(T 2r(Kx0)).
Beide Ungleichungen zusammen ergeben:
‖σ˜∗A‖2L2(T r(Kx0)) 6 c(M,K)‖FD+A‖2L2(T 2r(Kx0)).
Definiere einen K-a¨quivarianten Koordinatenrahmen auf T r(Kx0), mit dessen
Hilfe JD(σ˜∗A) komponentenweise formuliert und ‖JD(σ˜∗A)‖L2(T r(Kx0)) (und da-
mit ‖σ˜∗A‖W 1,24 (T r(Kx0))) abgescha¨tzt werden kann:
Betrachte dafu¨r die durch die lokale Parametrisierung φ definierten lokalen Ko-
ordinatenfelder
∂i(x) := (dφ)(φ
−1(x)) · ei
fu¨r x ∈ Srz .
∂i ist Kz-a¨quivariant auf S
r
z , da φ (nach der Definition der Kz-Operation auf
Rm aus Abschnitt 2.2.3) Kz-a¨quivariant ist: Fu¨r x ∈ Srz und h ∈ Kz ist
∂i(hx) = (dφ)(φ
−1(hx)) · ei = (dφ)(h¯φ−1(x)) · ei = h∗(dφ)(φ−1(x)) · ei
= h∗∂i(hx).
Demnach kann man ∂i K-a¨quivariant fortsetzen zu Vektorfeldern (und somit
zu einem Koordinatenrahmen) auf T r(Kx0) = KS
r
z : Fu¨r x ∈ Srz und k ∈ K
definiere
Vi(kx) := k∗∂i(x).
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(Diese Abbildungen sind wohldefiniert, denn fu¨r jedes x ∈ Srz gilt:
Gibt es k1, k2 ∈ K, sodass k1x = k2x, so ist k−11 k2 ∈ Kx ⊂ Kz und daher auch
(k2)∗vi(x) = (k1(k−11 k2))∗vi(x) = (k1)∗(k
−1
1 k2)∗vi(x) = (k1)∗vi((k
−1
1 k2)x)
= (k1)∗vi(x).
Da φ die orbittreue Parametrisierung aus Korollar 2.2.5 ist, gilt fu¨r i ∈ {1, . . . , `}
und y ∈ T r(Kx0):
Vi(y) ∈ TySry′ ⊂ TyM (wenn y ∈ Sry′ ist);
fu¨r i ∈ {`+ 1, . . . ,m} ist Vi(y) ∈ Ty(Ky) ⊂ TyM .
Analog zu obiger Abscha¨tzung fu¨r ‖σ˜∗A‖2
L24(T
r(Kx0))
erha¨lt man fu¨r i ∈ {1, . . . , `}
(also fu¨r die Ableitungen in Scheibenrichtung):
‖DVi(σ˜∗A)‖2L2(T r(Kx0)) 6 c(M,K)‖FD+A‖2L2(T 2r(Kx0)).
Um die ganze W 1,2-Norm von σ∗A abscha¨tzen zu ko¨nnen, mu¨ssen auch die
Ableitungen in Orbitrichtung (also in Richtung des Vektorfelds Vi fu¨r i ∈ {` +
1, . . . ,m}) kontrolliert werden. Hierbei hilft ein Argument aus [Gas13] (Seite 6f)
weiter:
Sei dafu¨r y ∈ Srz . Dann gibt es einen differenzierbaren Weg γi : (−ε, ε) → Kx
mit γi(0) = y und γ
′
i(0) = Vi(y). Dann gibt es aber auch einen Weg κi :
(−ε, ε) → K, sodass γi(t) = κi(t)y. Insbesondere ist dann κi(0) = e (das
Einselement in K).
Da σ˜∗A eine K-a¨quivariante Zusammenhangsform ist, gilt fu¨r alle x ∈ T r(Kx0),
u ∈ TxM , i ∈ {`+ 1, . . . ,m} und t ∈ (−ε, ε):
(σ˜∗A)u(x) = λ−1κi(t) ◦ (σ˜∗A)κi(t)∗u(κi(t)x) ◦ λκi(t),
das heißt:
(σ˜∗A)u(x)Y (x) = λ−1κi(t)[(σ˜
∗A)κi(t)∗u(κi(t)x), λκi(t)Y (x)].
Ableiten nach t an der Stelle t = 0 auf beiden Seiten (bezu¨glich des lokalen
Referenzzusammenhangs D˜, eingefu¨hrt in Abschnitt 4.2) fu¨hrt zu:
0 =
D˜
dt
∣∣∣∣∣
t=0
(
λ−1κi(t)[(σ˜
∗A)κi(t)∗u(κi(t)x), λκi(t)Y (x)]
)
= ψ−1
(
x,
d
dt
∣∣∣∣
t=0
(
ψ2
(
λ−1κi(t)[(σ˜
∗A)κi(t)∗u(κi(t)x), λκi(t)Y (x)]
)))
= ψ−1
(
x, ψ2
((
d
dt
∣∣∣∣
t=0
λ−1κi(t)
)
([(σ˜∗A)u(x), Y (x)])
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+
[
d
dt
∣∣∣∣
t=0
(σ˜∗A)u(κi(t)x), Y (x)
]
+
[
(σ˜∗A)( d
dt
|t=0κi(t))∗u(x), Y (x)
]
+
[
(σ˜∗A)u(x),
(
d
dt
∣∣∣∣
t=0
λκi(t)
)
Y (x)
]))
= ψ−1
(
x, ψ2
((
d
dt
∣∣∣∣
t=0
λ−1κi(t)
)
([(σ˜∗A)u(x), Y (x)])
))
+ ψ−1
(
x, ψ2
([
d
dt
∣∣∣∣
t=0
(σ˜∗A)u(κi(t)x), Y (x)
]))
+ ψ−1
(
x, ψ2
([
(σ˜∗A)( d
dt
|t=0κi(t))∗u(x), Y (x)
]))
+ ψ−1
(
x, ψ2
([
(σ˜∗A)u(x),
(
d
dt
∣∣∣∣
t=0
λκi(t)
)
Y (x)
]))
=
(
d
dt
∣∣∣∣
t=0
λ−1κi(t)
)
([(σ˜∗Au(x), Y (x)]) + ψ−1 (x, ψ2([dVi(σ˜
∗A)u(x), Y (x)]))
+
[
(σ˜∗A)( d
dt
|t=0κi(t))∗u(x), Y (x)
]
+
[
(σ˜∗A)u(x),
(
d
dt
∣∣∣∣
t=0
λκi(t)
)
Y (x)
]
=
(
d
dt
∣∣∣∣
t=0
λ−1κi(t)
)
([(σ˜∗A)u(x), Y (x)]) +
[
D˜Vi(σ˜
∗A)u(x), Y (x)
]
+
[
(σ˜∗A)( d
dt
|t=0κi(t))∗u(x), Y (x)
]
+
[
(σ˜∗A)u(x),
(
d
dt
∣∣∣∣
t=0
λκi(t)
)
Y (x)
]
(4.4)
(Dabei wurden die Linearita¨t von ψ2 und die Vertra¨glichkeit von ψ mit der
Lie-Klammer ausgenutzt; dass diese aus der Konstruktion von ψ folgen, wird
in Abschnitt 2.1.2 gezeigt. Ansonsten wurde lediglich die Produktregel fu¨r die
a¨ußere Ableitung d verwendet.)
Also ist
[
D˜Vi(σ˜
∗A)u(x), Y (x)
]
= −
(
d
dt
∣∣∣∣
t=0
λ−1κi(t)
)
([(σ˜∗A)u(x), Y (x)])
−
[
(σ˜∗A)( d
dt
|t=0κi(t))∗u(x), Y (x)
]
−
[
(σ˜∗A)u(x),
(
d
dt
∣∣∣∣
t=0
λκi(t)
)
Y (x)
]
(4.5)
fu¨r alle Y ∈ Γ(adP ) und daher
D˜Vi(σ˜
∗A)u(x) = −
(
d
dt
∣∣∣∣
t=0
λ−1κi(t)
)
◦ (σ˜∗A)u(x)− (σ˜∗A)( d
dt
|t=0κi(t))∗u(x)
− (σ˜∗A)u(x) ◦
(
d
dt
∣∣∣∣
t=0
λκi(t)
)
. (4.6)
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Daraus folgt:
‖D˜Vi(σ˜∗A)u‖L24(Srz ) 6
∥∥∥∥( ddt
∣∣∣∣
t=0
λ−1κi(t)
)
◦ (σ˜∗A)u
∥∥∥∥
L24(S
r
z )
+
∥∥∥(σ˜∗A)( d
dt
|t=0κi(t))∗u
∥∥∥
L24(S
r
z )
+
∥∥∥∥(σ˜∗A)u ◦ ( ddt
∣∣∣∣
t=0
λκi(t)
)∥∥∥∥
L24(S
r
z )
6 c(M,K)‖σ˜∗A‖L24(Srz ). (4.7)
(Denn: fu¨r jedes i ∈ {`+ 1, . . . ,m} ist d
dt
∣∣
t=0
λκi(t) beschra¨nkt.)
Analog zur Rechnung fu¨r ‖σ˜∗A‖L24(T r(Kx0)) folgt:
‖D˜Vi(σ˜∗A)u‖L24(T r(Kx0)) 6 c(M,K)‖σ˜∗A‖L24(T r(Kx0)) 6 c(M,K)‖FD+A‖L24(T 2r(Kx0)).
Insgesamt haben wir damit gezeigt, dass
‖σ˜∗A‖
W
1,2,(D˜)
4 (T
r(Kx0))
6 c(M,K)‖FD+A‖L24(T 2r(Kx0))
und wegen der A¨quivalenz der Sobolev-Normen bezu¨glich unterschiedlicher Re-
ferenzzusammenha¨nge (siehe Abschnitt 2.1.6) auch
‖σ˜∗A‖W 1,24 (T r(Kx0)) 6 c(M,K)‖FD+A‖L24(T 2r(Kx0)).
• Zeige, dass σ˜ ∈ W 2,2Γ((P ×cG)|T r(Kx0)) (daraus folgt aufgrund der A¨quivarianz
von σ˜ direkt σ˜ ∈ W 2,24 Γ((P ×c G)|T r(Kx0))):
Da σ ∈ W 2,2Γ((P ×c G)|Srz ) ist fu¨r alle i, j ∈ {1, . . . , `} (also fu¨r Vi, Vj ∈ TSrz)
D˜Vi(D˜Vj σ˜) ∈ L24Γ((P ×c G)|T r(Kx0)).
Fu¨r j ∈ {1, . . . , `} folgt daraus insbesondere, dass D˜Vj ∈ W 1,22 Γ((P×cG)|T r(Kx0)).
Daher kann man die Rechnungen (4.4) bis (4.7) anpassen auf DVj σ˜ und erha¨lt
fu¨r alle i ∈ {`+ 1, . . . ,m}, dass D˜Vi(D˜Vj σ˜) ∈ L2Γ((P ×c G)|T r(Kx0)).
Fu¨r j ∈ {`+ 1, . . . ,m} ist D˜Vj σ˜|Srz ∈ W 1,2Γ((P ×cG)|Srz ) (das folgt unmittelbar
aus einer Anpassung der Rechnungen (4.4) bis (4.7) auf σ˜).
Fu¨r i ∈ {1, . . . , `} folgt daraus direkt, dass D˜Vi(D˜Vj σ˜) ∈ L2Γ(Srz) und daher we-
gen der A¨quivarianz von Vi, Vj und σ˜ auch D˜Vi(D˜Vj σ˜) ∈ L2Γ((P ×cG)|T r(Kx0)).
Fu¨r i ∈ {` + 1, . . . ,m} kann man Rechnungen (4.4) bis (4.7) wieder auf DVj σ˜
anwenden und erha¨lt ebenfalls D˜Vi(D˜Vj σ˜) ∈ L2Γ((P ×c G)|T r(Kx0)).
Aus der Anpassung von (4.4) bis (4.7) erha¨lt man weiterhin, dass
(D˜Vj σ˜)|Srz ∈ W 1,2Γ((P ×c G)|Srz )
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fu¨r j ∈ {`+ 1, . . . ,m}.
Insgesamt folgt: σ˜ ∈ W 2,2Γ((P ×c G)|T r(Kx0)). Wegen der A¨quivarianz von σ˜
folgt daraus schon, dass σ˜ ∈ W 2,24 Γ((P ×c G)|T r(Kx0)).
5 Ein Existenzresultat fu¨r
a¨quivariante
Yang-Mills-Zusammenha¨nge
5.1 Ein lokales Existenzresultat fu¨r a¨quivariante
Yang-Mills-Zusammenha¨nge
Mit Hilfe des im letzten Abschnitt bewiesenenK-a¨quivarianten Eichsatzes (Satz 4.0.2)
kann, analog zu [Sed82], fast u¨berall auf M auf kleinen Schla¨uchen die direkte Me-
thode der Variationsrechnung angewandt werden. Auf diese Weise kann das folgende
lokale Existenzresultat fu¨r K-a¨quivariante Yang-Mills-Zusammenha¨nge erzielt wer-
den:
Lemma 5.1.1 (A¨quivariante schwache Yang-Mills-Zusammenha¨nge auf Schla¨uchen).
Unter den Generalvoraussetzungen sei
M4 := M \
⋃
dim(Ky)<m−4
Ky.
Dann gibt es ho¨chstens abza¨hlbar viele xj ∈M (j ∈ N) mit dim(Kxj) = m−4, sodass
gilt:
• M ′ := M4\
(⋃
j∈NKxj
)
kann mit abza¨hlbar vielen Schla¨uchen Uα := T
rα(Kxα)
(α ∈ N) u¨berdeckt werden.
• Auf jedem Uα gibt es eine schwache Lo¨sung Aα ∈ W 1,24 Ω1(adP |Uα) der Yang-
Mills-Gleichung.
• Auf jeder Schnittmenge Uα ∩ Uβ gibt es einen Schnitt gαβ ∈ W 1,44 Γ(P ×c G),
sodass Aα = (g
δ
αβ)
∗Aβ.
Ist die Kohomogenita¨t der K-Operation auf M kleiner als 4, so ist M4 = M ; in
diesem Fall erha¨lt man eine U¨berdeckung von ganz M mit den Schla¨uchen Uα.
Dieses Lemma wird mittels eines Grenzprozesses (δ ↘ 0) aus dem folgenden Zwi-
schenresultat hervorgehen:
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Lemma 5.1.2 (A¨quivariante schwache Yang-Mills-Zusammenha¨nge auf Schla¨uchen,
vor dem Grenzprozess). Sei (unter den Generalvoraussetzungen) δ > 0. Definiere wie
in Lemma 2.2.7
M44δ := M \
⋃
dim(Ky)<m−4
T 4δ(Ky).
Dann gibt es N(δ) ∈ N und x1, . . . , xN(δ) ∈ M mit dim(Kxj) = m − 4 fu¨r alle
j ∈ {1, . . . , N(δ)}, sodass gilt:
• M44δ \
(⋃µ
j=1 Kxj
)
kann mit abza¨hlbar vielen Schla¨uchen U δα := T
rδα(Kxδα) (mit
α ∈ N) von Radien rδα < δ u¨berdeckt werden.
• Auf jedem dieser U δα gibt es eine schwache Lo¨sung Aδα ∈ W 1,24 Ω1(adP |Uα) der
Yang-Mills-Gleichung.
• Auf jeder Schnittmenge U δα ∩ U δβ gibt es einen Schnitt gδαβ ∈ W 1,44 Γ(P ×c G),
sodass Aδα = (g
δ
αβ)
∗Aδβ.
Ist die Kohomogenita¨t der K-Operation auf M kleiner als 4, so ist M44δ = M und
N(δ) = 0 fu¨r alle δ > 0; in diesem Fall erha¨lt man eine U¨berdeckung von ganz M
mit den Schla¨uchen Uα.
Der Beweis von Lemma 5.1.1 la¨sst sich in die folgenden Teilschritte gliedern, die den
nachfolgenden Unterabschnitten entsprechen:
• Konstruktion der U¨berdeckung (U δα)α∈N (Abschnitt 5.1.1): Fu¨r eine
beliebige Folge von glatten Zusammenhangsformen (Ai)i∈N, fu¨r die ‖FD+A‖L2(M)
hinreichend klein ist, wird M bis auf eine Ausnahmemenge mit Schla¨uchen
u¨berdeckt, sodass auf jedem dieser Schla¨uche die Voraussetzungen des K-a¨qui-
varianten Eichsatzes (Satz 4.0.2) erfu¨llt sind.
• Lokales Umeichen einer Minimalfolge auf U δα liefert dort Konvergenz
(Abschnitt 5.1.2): Auf jedem U δα ko¨nnen die Glieder einer K-a¨quivarianten
glatten YM-Minimalfolge mit Hilfe von Satz 4.0.2 a¨quivariant umgeeicht wer-
den; die umgeeichte Folge ist konvergent in W 1,24 Ω
1(adP |Uδα).
Aus den erhaltenen Eichtransformationen erhalten wir Schnitte
gδαβ ∈ W 1,4((P ×cG)|Uα∩Uβ), die Grenzzusammenha¨nge ineinander u¨berfu¨hren.
• Fu¨r den Grenzwert Aα auf U δα dieser Folge gilt: D +A erfu¨llt die YM-
Gleichung (Abschnitt 5.1.3): Dies folgt mit Hilfe des Prinzips der symme-
trischen Kritikalita¨t. (Nach diesem Abschnitt ist Lemma 5.1.2 fertig bewiesen.)
• Grenzu¨bergang δ ↘ 0 (Abschnitt 5.1.4): Durch diesen Grenzu¨bergang
folgt Lemma 5.1.1 aus Lemma 5.1.2.
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5.1.1 Konstruktion der U¨berdeckung (U δα)α∈N von M
4
4δ
Hier soll gezeigt werden:
Lemma 5.1.3 (Lokale Eichbarkeit fast u¨berall auf M44δ von Zusammenha¨ngen mit
beschra¨nkter Kru¨mmung). Sei (Ai)i∈N eine Folge glatter K-a¨quivarianter Zusammen-
hangsformen in Ω1(adP ), sodass ‖FD+Ai‖L2(M) 6 R fu¨r alle hinreichend großen i ∈ N
und fu¨r ein hinreichend kleines R ∈ R>0.
Dann gibt es fu¨r jedes δ > 0 ein N(M,K, δ) ∈ N und x1, . . . , xN(M,K,δ) ∈ M mit
dim(Kxj) = m− 4 fu¨r alle j ∈ {1, . . . , N(M,K, δ)}, sodass gilt:
M44δ \
⋃N(M,K,δ)
j=1 Kxj kann u¨berdeckt werden mit abza¨hlbar vielen Schla¨uchen
U δα := T
rδα(Kxδα)
(α ∈ N, 0 < rδα < ρ∗(xδα), xδα ∈M44δ \
⋃N(M,K,δ)
j=1 Kxj), sodass T2rδα(Kx
δ
α) ebenfalls ein
(nicht entarteter) Schlauch ist und
‖FD+Ai‖L24(T2rδα (Kxδα)) 6 ε
eich
(mit εeich wie im a¨quivarianten Eichsatz (Satz 4.0.2)).
Um die U¨berdeckung (U δα)α∈N zu konstruieren, betrachte zuna¨chst eine passende Folge
von U¨berdeckungen von M mit Schlauchumgebungen:
Konstruktion einer Folge von U¨berdeckungen von M44δ
Lemma 5.1.4 (Eine U¨berdeckung von M44δ mit Schla¨uchen). Sei (r
n)n∈N eine Folge
in R>0 mit rn → 0 bei n→∞. Sei δ > 0.
Dann gibt es eine Folge (Cn)n∈N von U¨berdeckungen von M44δ mit Schlauchumgebun-
gen um K-Orbits, sodass gilt:
• Zu jedem n ∈ N gibt es ein θ(n) ∈ N, Punkte xni ∈M44δ und Radien
rni 6 min{ρ∗(xni ), rn, δ} (fu¨r i ∈ {1, . . . , θ(n)}), sodass Cn = {T rni (Kxni )}θ(n)i=1 .
• Sei (Cn)′ := {T 2rni (Kxni )}θ(n)i=1 . Dann es gibt eine Konstante h(M,K, δ) > 0
(unabha¨ngig von n), sodass jeweils h + 1 Schla¨uche aus (Cn)′ leeren Schnitt
haben.
Beweis. Den Beweis gliedern wir folgendermaßen:
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• Konstruiere zuna¨chst eine U¨berdeckung C1, welche die gewu¨nschten Eigenschaf-
ten erfu¨llt und finde eine obere Schranke fu¨r die Anzahl der U¨berschneidungen
darin:
Sei N die Anzahl unterschiedlicher Isotropietypen in M44δ (da (M,K) kompakt
ist, ist N < ∞). Nummeriere die Isotropietypen von (M44δ, K) so durch, dass
(Hi) > (Hj)⇒ i 6 j fu¨r alle i, j ∈ {1, . . . ,N}.
Definiere ρ1,1 :=
1
4
min{r1, ρ0, δ} (zur Erinnerung: ρ0 ist der Injektivita¨tsradius
von M).
Es gibt ein c1,1 ∈ N und y1,1,i, . . . , y1,1,c1,1 ∈M4δ4 (H1), sodass {T ρ1,1(Ky1,1,i)}c1,1i=1
eine U¨berdeckung von U ρ1,1
2
(M4δ4 (H1)) ∩M44δ ist.
Definiere r1i := ρ1,1 und x
1
i := y1,1,i fu¨r i ∈ {1, . . . , c1,1}.
Da M4δ4 (> H1) = ∅, ist ρ∗(x1i ) = 14ρ0 und daher
r1i 6 min{r1, ρ∗(x1i ), δ} fu¨r alle i ∈ {1, . . . , c1,1}.
Definiere ρ1,2 :=
1
8
min{r1, ρ0}.
Es gibt ein c1,2 ∈ N und y1,2,1, . . . , y1,2,c1,2 ∈M4δ4 (H2) \ U ρ1,1
2
(M4δ4 (H1)), sodass
{T ρ2,1(Ky1,2,i)}c1,2i=1 eine U¨berdeckung von U ρ1,2
2
(M4δ4 (H2)) \
⋃c1,1
i=1 T
r1i (Kx1i ) ist.
Definiere r1i := ρ1,2 und x
1
i := y1,2,i−c1,1 fu¨r i ∈ {c1,1 + 1, . . . , c1,1 + c2,2}.
Da M4δ4 (> H2) = M
4δ
4 (H1), ist dist(x
1
i ,M
4δ
4 (> H2)) >
ρ1,1
2
= 4ρ1,2 und daher
r1i = ρ1,2 6 ρ∗(x1i ) fu¨r alle i ∈ {c1,1 + 1, . . . , c1,1 + c1,2}.
Setze iterativ fort:
Fu¨r µ ∈ {3, . . . ,N} definiere ρ1,µ := 14µ−1·2 min{r1, ρ0}. Es gibt ein c1,µ ∈ N und
y1,µ,1 . . . , y1,µ,c1,µ ∈ M4δ4 (Hµ) \
⋃∑µ−1
j=1 c1,j
i=1 T
r1i (Kx1i ), sodass {T ρ1,µ(Ky1,µ,i)}c1,µi=1
eine
U¨berdeckung von U ρ1,µ
2
(M4δ4 (Hµ)) \
⋃∑µ−1
j=1 c1,j
i=1 T
r1i (Kx1i ) ist.
Definiere fu¨r i ∈
{(∑µ−1
j=1 c1,j
)
+ 1, . . . ,
∑µ
j=1 c1,j
}
:
r1i := ρ1,µ und x
1
i := y1,µ,i−∑µ−1j=1 c1,j .
Dann ist nach Konstruktion dist(x1i ,M
4δ
4 (> Hµ)) >
ρ1,µ−1
2
= 4ρ1,µ und daher
r1i = ρ1,µ 6 ρ∗(x1i ) fu¨r alle i ∈
{(
µ−1∑
j=1
c1,j
)
+ 1, . . . ,
µ∑
j=1
c1,j
}
.
Definiere θ(1) :=
∑N
µ=1 c1,µ und C
1 := {T r1i (Kx1i )}θ(1)i=1 . Definiere außerdem:
(C1)′ := {T 2r1i (Kx1i )}θ(1)i=1 .
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C1 und (C1)′ sind endliche U¨berdeckungen von M44δ (mit ]C
1 = ](C1)′ = θ(1)),
also ko¨nnen sich trivialerweise ho¨chstens θ(1) Schla¨uche aus C1 (bzw. aus (C1)′)
schneiden.
• U¨berdecke nun die Elemente von C1 mit Schla¨uchen, deren Radien fu¨r Cn pas-
sen.
Sei T r
1
j (Kx1j) ∈ C1. Sei `(j) := m− dim(Kx1j).
Nach Konstruktion gilt fu¨r die aus dem Scheibensatz kommende orbittreue Pa-
rametrisierung φj von T 2r
1
j (Kx1j) ∈ (C1)′: cφ := BiLip(φj) = c(M,K, δ) (un-
abha¨ngig von j) und φj : B
`(j)
2r1j
(0) × {0m−`(j)} → S2r
1
j
x1j
. Dann gilt fu¨r jedes
y ∈ Sr
1
j
x1j
:
φj
(
B
`(j)
ρ2,j
cφ
((φj)−1(y)
)
⊂ Sρn,jy ⊂ φ(B`(j)ρn,jcφ((φj)−1(y)).
Wir arbeiten nun zuna¨chst auf B
`(j)
2r1j
(0) ⊂ R`(j). U¨berdecke B`(j)
r1j
(0) mit Kugeln
vom Radius ρn,j :=
min{rn,r1j }
max{2,cφ(M,K,δ)} um Mittelpunkte, die im Abstand ρn,j auf
einem Koordinatenraster liegen.
(Das heißt: Fu¨r die Mittelpunkte x¯nj,i gibt es α1, . . . , α`(j) ∈ Z, sodass
x¯nj,i = (α1ρn,j, . . . , α`(j)ρn,j).)
Dabei sollen alle Elemente dieser U¨berdeckung ganz in B`
2r1j
(0) enthalten sein.
Sei cn,j ∈ N die Anzahl der Kugeln in dieser U¨berdeckung.
Fu¨r die KugelnB
`(j)
cφρn,j(x¯
n
j,i) um dieselben Mittelpunkte gilt: Es gibt ein ζ(`(j), cφ)
(unabha¨ngig von j und n), sodass
⋂ζ(`,cφ)
k=1 B
`
cφρn,j
(x¯nj,ik) = ∅ fu¨r alle
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{ik}ζ(`,cφ)k=1 ⊂ {1, . . . , cn,j}.
Nach Konstruktion ist φj(B
`(j)
cφρn,j(x¯
n
j,i)× {0m−`}) ⊂ S
2r1j
x1j
und
ζ(`,cφ)⋂
k=1
S
ρn,j
φj(x¯nj,i)
⊂ φj
ζ(`,cφ)⋂
k=1
B`cφρn,j(x¯
n
j,ik
)
 = φj(∅) = ∅.
Also ist auch
ζ(`(j),cφ)⋂
k=1
T ρn,j(K(φj(x¯nj,i))) = K
ζ(`,cφ)⋂
k=1
S
ρn,j
φj(x¯nj,i)
 = ∅.
Demnach ist
Cn :=
θ(1)⋂
j=1
{
T ρn,j(Kφj(x¯nj,i))
}
eine geeignete Wahl fu¨r die n-te U¨berdeckung. Dies entspricht
Cn =
{
T r
n
i (Kxni )
}θ(n)
i=1
wenn man definiert:
rni := ρn,1 und x
n
i := φ
1
(
x¯n1,i
)
fu¨r i ∈ {1, . . . , cn,1},
rni := ρn,z und x
n
i := φ
z
(
x¯n
z,i−∑z−1j=1 cn,j
)
fu¨r i ∈
{(∑z−1
j=1 cn,j
)
+ 1, . . . ,
∑z
j=1 cn,z
}
und θ(n) :=
∑j
α=1 cn,α.
• Also gibt es ein h(M,K, δ) unabha¨ngig von n, sodass jeweils h Elemente von
Cn leeren Schnitt haben.
Na¨mlich h := θ(0) ·max{ζ(`, cφ) : ` ∈ {1, . . . ,m}}.
Wa¨hle nun eine beliebige Nullfolge (rj)j∈N und bilde eine dazu passende Folge von
U¨berdeckungen (Cj)j∈N von M44δ nach Lemma 5.1.4.
Betrachte weiterhin eine K-a¨quivariante Yang-Mills-Minimalfolge in W 1,2Ω1(adP )
(bezu¨glich des Referenzzusammenhangs D). Sei also (Ai)i∈N eine Folge in Ω1(adP ),
sodass
YM(D + Ai)→ inf{YM(D + α) : α ∈ W 1,2Ω1(adP ) ist K-a¨quivariant}.
Fu¨r ein festes j ∈ N und i ∈ N wu¨rden wir gerne den Eichsatz fu¨r a¨quivariante Zu-
sammenhangsformen (Satz 4.0.2) auf jedes Element der U¨berdeckung (Cjβ)β∈{1,...,θ′(j)}
anwenden. Da nicht gewa¨hrleistet ist, dass
‖FD+Ai‖2L24((Cjβ)′) 6 ε
eich
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fu¨r alle i ∈ {1, . . . , θ(j)}, ist das jedoch nicht mo¨glich.
Zuna¨chst stellen wir fest, dass aufgrund der A¨quivarianz der Zusammenhangsformen
Ai
|FD+k∗Ai | = |λ−1k FD+Aiλk| = |FD+Ai |
ist fu¨r alle k ∈ K und somit |FD+Ai |2 fu¨r jedes i ∈ N eine K-invariante Funktion auf
M darstellt.
Daher ist nach Lemma 2.2.7
‖FD+Ai‖L24((Cjβ)′) 6 c(M,K, δ)‖FD+Ai‖L2((Cjβ)′).
Weiterhin ist die Anzahl der β ∈ N, auf denen ‖FD+Ai‖2L24((Cjβ)′) > ε
eich gilt, nach oben
beschra¨nkt - und zwar gleichma¨ßig in i und j:
Fu¨r
Ni,j := #{(Cjβ)′ ∈ (Cj)′ : ‖FD+Ai‖L24((Cjβ)′) > εeich}
= #
{
(Cjβ)
′ ∈ (Cj)′ :
∫
(Cjβ)
′
|FD+Ai |2 dx >
(
εeich
c(M,K, δ)
)2}
gilt:
hR > h
∫
M
|FD+Ai |2 dx >
θ(j)∑
β=1
∫
(Cjβ)
′
|FD+Ai |2 dx > Ni,j
(
εeich
c(M,K, δ)
)2
(mit h = h(M,K, δ) aus Lemma 5.1.4 und R aus den Voraussetzungen von Lemma
5.1.3). Also ist Ni,j 6
⌊
hRc2
ε2eich
⌋
=: γ(M,K, δ).
Die Schla¨uche Cjβ mit ‖FD+Ai‖2L24((Cjβ)′) > ε
eich nennen wir im Folgenden schlecht fu¨r
Ai;
die Schla¨uche Cjβ mit ‖FD+Ai‖2L24((Cjβ)′) 6 ε
eich nennen wir gut fu¨r Ai.
Jeder Schlauch Cjβ ist also fu¨r jede (einzelne) Zusammenhangsform Ai entweder
schlecht oder gut.
Definiere die Menge der fu¨r Ai schlechten Schla¨uche in C
j als
Σi,j := {Cjβ ∈ Cj : ‖FD+Ai‖2L24((Cjβ)′) > ε
eich}.
Gilt fu¨r alle bis auf endlich viele i ∈ N, dass Cjβ ∈ Σi,j, so nennen wir den Schlauch
Cjβ fast schlecht fu¨r die Folge (Ai)i∈N;
ist fu¨r alle bis auf endlich viele i ∈ N, dass Cjβ /∈ Σi,j, so nennen wir den Schlauch Cjβ
fast gut fu¨r die Folge (Ai)i∈N.
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Im Allgemeinen ist ein Schlauch fu¨r eine Folge von Zusammenhangsformen weder fast
schlecht noch fast gut fu¨r eine Folge (Ai)i∈N.
Das Ziel im folgenden Teil dieses Abschnitts ist, eine Teilfolge (Ai(ξ))ξ∈N der Folge
(Ai)i∈N aus Lemma 5.1.3 zu finden, sodass eine mo¨glichst große Teilmenge von M44δ
mit fast guten Schla¨uchen fu¨r (Ai(ξ))ξ∈N u¨berdeckt werden kann. Diese fast guten
Schla¨uche werden aus Elementen der U¨berdeckungen Cj ausgewa¨hlt.
Existenz einer Teilfolge von (Ai)i∈N, fu¨r die alle Elemente eines Cj
entweder fast schlecht oder fast gut sind
Lemma 5.1.5. Sei j ∈ N fixiert. Es gibt eine Teilfolge (Ai(j,ξ))ξ∈N von (Ai)i∈N, sodass
die Folge (Σi(j,ξ),j)ξ∈N konstant ist.
Beweis. Die Folge (Σi,j)i∈N nimmt ihre Werte in der Potenzmenge von Cj an. Da Cj
endlich ist, ist auch die Potenzmenge von Cj endlich. Demnach muss (Σi,j)i∈N einen
ihrer Werte unendlich oft annehmen; dieser ist ein Ha¨ufungswert der Folge und somit
der Grenzwert einer Teilfolge von (Σi,j)i∈N.
Als na¨chsten Schritt beseitigen wir die Abha¨ngigkeit der Teilfolge von j:
Existenz einer Teilfolge von (Ai)i∈N, fu¨r die alle Elemente jedes Cj
entweder fast schlecht oder fast gut sind
Lemma 5.1.6. Es gibt eine Teilfolge (Ai(ξ))ξ∈N von (Ai)i∈N, sodass die Folge (Σi(ξ),j)ξ∈N
fu¨r ξ > j konstant ist.
Beweis. Das folgt durch induktives Anwenden von Lemma 5.1.5:
Wende Lemma 5.1.5 auf die Folge (Ai)i∈N und die U¨berdeckung D1 an. Definiere die
erhaltene Teilfolge (Ai(1,ξ))ξ∈N =: (Ai((1),ξ))ξ∈N.
Wende Lemma 5.1.5 auf die Folge (Ai((1),ξ))ξ∈N und die U¨berdeckung D2 an. Definiere
die erhaltene Teilfolge als (Ai((1,2),ξ))ξ∈N.
Wende fu¨r j > 3 sukzessive Lemma 5.1.5 auf die Folge (Ai((1,2,...,j−1),ξ))ξ∈N und die
U¨berdeckung Dj an. Definiere die erhaltene Teilfolge als (Ai((1,2,...,j),ξ))ξ∈N.
Definiere nun fu¨r jedes ξ ∈ N: Ai(ξ) := A(1,...,ξ),ξ.
(Σi(ξ),j)ξ∈N ist konstant fu¨r ξ > j, da (Ai(ξ))ξ∈N fu¨r jedes j ∈ N ab dem Folgenindex
ξ = j eine Teilfolge von (Ai((1,2,...,j),ξ))ξ∈N ist.
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Konstruktion der U¨berdeckung (U δα)α∈N aus fu¨r (Ai(ξ))ξ∈N fast guten
Schla¨uchen
Definiere nun Γj := {Cjβ ∈ Dj : Cjβ ist fast gut fu¨r (Ai(ξ))ξ∈N}.
Nach Konstruktion ist Γj eine U¨berdeckung von
M44δ \ {ho¨chstens γ Schla¨uche vom Radius 6 rj}.
Dabei ist γ =
⌊
h(M,K,δ)Rc(M,K,δ)2
ε2eich
⌋
unabha¨ngig von j und nach Voraussetzung rj → 0
bei j →∞.
Also gibt es xδ1, . . . , x
δ
N(δ) ∈ M44δ (mit N(δ) 6 γ(M,K, δ)), sodass Γ :=
⋃
j∈N Γ
j eine
U¨berdeckung von
M44δ \
N(δ)⋃
β=1
Kxδβ

ist.
Γ ist eine abza¨hlbare Vereinigung von endlichen Mengen und hat daher ho¨chstens ab-
za¨hlbar viele Elemente. Nummeriere diese durch zu Γ = {U δα}α∈N. Nach Konstruktion
kann der a¨quivariante Eichsatz (Satz 4.0.2) auf jedes Element von {U δα}α∈N angewandt
werden.
Dimension der schlechten Orbits
Es bleibt zu zeigen, dass dim(Kxj) = m− 4 fu¨r alle j ∈ {1, . . . , N(δ)}:
Fu¨r jedes x ∈M mit dim(Kx) = m−` > m−4 und fu¨r alle i ∈ N und alle hinreichend
kleinen Radien r ist wegen der A¨quivarianz der Ai
‖FD+Ai‖2L24(T r(Kx)) 6 c‖FD+Ai‖
2
L24(T
r(Kx),K) = c sup
Qρ(y)⊂Br(x)
ρ4−m
∫
Qρ(y)
|FD+Ai(t)|2 dt
6 c sup
Qρ(y)⊂Br(x)
ρ4−m
∫
BKxρ (y)
∫
Sρz
|FD+Ai(t)|2 dt dz
= c sup
Qρ(y)⊂Br(x)
ρ4−m|BKxρ (y)|
∫
Sρz
|FD+Ai(t)|2 dt
6 c sup
ρ6r
ρ4−`‖FD+Ai‖2L2(M) r→0→ 0.
Also kann fu¨r kein xi mit i ∈ {1, . . . , N(M,K, δ)} gelten, dass dim(Kxi) > m− 4.
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5.1.2 Lokales Umeichen einer Minimalfolge auf U δα liefert
dort Konvergenz
Hier soll gezeigt werden:
Lemma 5.1.7 (Lokale Konvergenz einer Teilfolge nach Umeichung). Sei (Ai)i∈N ei-
ne K-a¨quivariante YM-Minimalfolge (bezu¨glich des Referenzzusammenhangs D) in
Ω1(adP ) und sei (U δα)α∈N die U¨berdeckung von M
4
4δ \
⋃µ
j=1Kxj aus Lemma 5.1.3.
Dann gibt es
• fu¨r jedes α ∈ N eine Folge von K-a¨quivarianten Eichtransformationen (σαξ )ξ∈N
in W 1,24 Γ((P ×c G)|Uδα),
• eine streng monoton steigende Abbildung i : N → N (welche eine Teilfolge
(Ai(ξ))ξ∈N definiert),
• fu¨r jedes α ∈ N eine K-a¨quivariante Zusammenhangsform Aδα ∈ W 1,24 Ω1(adP |Uδα)
und
• fu¨r jedes Paar (α, β) ∈ N mit U δα ∩ U δβ 6= ∅ einen K-a¨quivarianten Schnitt
gδαβ ∈ W 1,44 (P ×c G|Uδα∩Uδβ),
sodass
• (σαξ )∗Ai(ξ) ⇀ Aδα schwach in W 1,2Ω1(adP |Uδα),
• (σαξ )∗Ai(ξ) → Aδα in L2Ω1(adP |Uδα),
• FD+(σαξ )∗Ai(ξ) ⇀ FD+Aδα schwach in L2Ω2(adP |Uδα) und
• fu¨r (gδαβ)ξ := σβξ ◦ (σαξ )−1 gilt: (gδαβ)ξ ⇀ gδαβ schwach in W 1,44 Γ((P ×c G)|Uδα∩Uδβ).
Beweis.
• Fu¨r α ∈ N mit U δα = T rδα(Kxδα) sei (U δα)′ := T 2rδα(Kxδα). Nach Konstruktion
von {U δα}α∈N und der Teilfolge (Ai(ξ))ξ∈N aus Lemma 5.1.3 gibt es fu¨r jedes
α ∈ N ein ξ¯α0 ∈ N, sodass ‖FD+Ai(ξ)‖L24((Uδα)′) 6 εeich fu¨r alle ξ > ξ¯α0 . Also ist der
a¨quivariante Eichsatz (Satz 4.0.2) anwendbar:
Fu¨r jedes α ∈ N und ξ > ξ¯α0 gibt es ein σαξ ∈ W 2,24 Γ((P ×c G)|Uδα , sodass
‖(σαξ )∗Ai(ξ)‖W 1,24 (Uδα) 6 Ceich‖FD+Ai(ξ)‖L24(Uδα).
Da (Ai)i∈N eineK-a¨quivariante Minimalfolge fu¨r YM ist, ist (‖FD+Ai(ξ)‖L24(Uδα))ξ∈N
beschra¨nkt. Damit ist auch ((σαξ )
∗Ai(ξ))ξ∈N eine in W
1,2
4 Ω
1(adP |Uδα) beschra¨nkte
Folge und somit insbesondere auch in W 1,2(adP |Uδα) beschra¨nkt.
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Da W 1,2Ω1(adP |Uδα) ein reflexiver Banachraum ist, gibt es (siehe zum Beispiel
[Bre05], Seite 50, The´ore`me III.27) eine in W 1,2Ω1(adP |Uδα) schwach konvergen-
te Teilfolge ((σαξ(η,α))
∗Ai(ξ(η,α)))η∈N von ((σαξ )
∗Ai(ξ))ξ∈N. A priori muss aber auf
jedem Schlauch U δα eine andere Teilfolge gebildet werden.
• Wir wollen zeigen, dass es eine gemeinsame Teilfolge ((σ1ξ(η))∗Ai(ξ(η)))η∈N von
((σαξ )
∗Ai(ξ))ξ∈N fu¨r alle Schla¨uche U δα mit α ∈ N gibt. Dafu¨r verwenden wir ein
Diagonalisierungsargument analog zum Beweis von Lemma 5.1.6:
Die Folge ((σ1ξ )
∗Ai(ξ))ξ∈N hat auf U1, wie bereits gezeigt, eine konvergente Teil-
folge ((σ1ξ(η,1))
∗Ai(ξ(η,1)))η∈N, die wir mit ((σ1ξ(η,(1)))
∗Ai(ξ(η,(1))))η∈N bezeichnen.
Da (Ai(ξ(η,1)))η∈N eine Teilfolge von (Ai(ξ))ξ∈N ist, hat die Folge
((σ2ξ(η,1))
∗Ai(ξ(η,1)))η∈N auf U2 eine konvergente Teilfolge, die wir mit
((σ2ξ(η,(1,2)))
∗Ai(ξ(η,(1,2))))η∈N bezeichnen.
Definiere rekursiv fu¨r α > 3 die analog erhaltene Teilfolge von
((σαξ(η,(1,2,...,α−1)))
∗Ai(ξ(η,(1,2,...,α−1))))η∈N als ((σαξ(η,(1,2,...,α)))
∗Ai(ξ(η,(1,2,...,α))))η∈N.
Definiere nun (σαξ(η)))
∗Ai(ξ(η)) := (σαξ(η,(1,2,...,η)))
∗Ai(ξ(η,(1,2,...,η))).
Definiere den schwachen Grenzwert von ((σαξ(η)))
∗Ai(ξ(η)))η∈N auf U δα bei η →∞
als Aδα. Zur Erleichterung der Notation bezeichne die Folge ((σ
α
ξ(η)))
∗Ai(ξ(η)))η∈N
wieder mit ((σαξ )
∗Ai(ξ))ξ∈N.
Die Einbettung i0 : W
1,2(U δα) ↪→ L2(U δα) ist laut dem Satz von Rellich-Kondra-
chov ([Bre05], Seite 169) kompakt.
Weiterhin ist die Einbettung i1 : W
1,2
4 (U
δ
α) ↪→ W 1,2(U δα) stetig. Somit ist die
Einbettung i0 ◦ i1 : W 1,24 (U δα) ↪→ L2(U δα) kompakt.
Schwach konvergente Folgen in W 1,24 (U
δ
α) sind bezu¨glich der W
1,2
4 -Norm auf
U δα beschra¨nkt (das folgt aus dem Satz von Banach-Steinhaus, [Bre05], Sei-
te 16). Die Folge ((σαξ )
∗Ai(ξ))ξ∈N liegt also in einer beschra¨nkten Menge in
W 1,24 Ω
1(adP |Uδα) und damit in einer kompakten Menge in L2Ω1(adP |Uδα). Sie
hat also eine Teilfolge, die in L2Ω1(adP |Uδα) konvergiert. Wir bezeichnen diese
Teilfolge wieder mit ((σαξ )
∗Ai(ξ))ξ∈N.
• Als Na¨chstes soll gezeigt werden, dass die Folge ((gδαβ)ξ)ξ∈N beschra¨nkt ist in
W 1,44 Γ((P ×c G)|Uδα∩Uδβ).
Da G eine kompakte Lie-Gruppe ist, ist jedes (gδαβ)ξ beschra¨nkt bezu¨glich der
Norm auf L∞Γ((P ×c G)|Uδα∩Uδβ) und damit auch in L44Γ((P ×c G)|Uδα∩Uδβ).
Weiterhin gilt nach Definition der (gδαβ)ξ:
(σβξ )
∗Ai(ξ) = ((gδαβ)ξ)
−1D(gδαβ)ξ + ((g
δ
αβ)ξ)
−1(σαξ )
∗Ai(ξ)(gδαβ)ξ.
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Demnach ist
‖D(gδαβ)ξ‖L44(Uδα∩Uδβ) 6 ‖(g
δ
αβ)ξ‖L∞4 (Uδα∩Uδβ)‖((g
δ
αβ)ξ)
−1D(gδαβ)ξ‖L44(Uδα∩Uδβ)
6 C(G)‖(σβξ )∗Ai(ξ) − ((gδαβ)ξ)−1(σαξ )∗Ai(ξ)(gδαβ)ξ‖L44(Uδα∩Uδβ)
6 C(G)(‖(σβξ )∗Ai(ξ)‖L44(Uδα∩Uδβ) + ‖(σ
α
ξ )
∗Ai(ξ)‖L44(Uδα∩Uδβ))
6 C(G)(‖(σβξ )∗Ai(ξ)‖W 1,24 (Uδα∩Uδβ) + ‖(σ
α
ξ )
∗Ai(ξ)‖W 1,24 (Uδα∩Uδβ))
6 C(G)‖FD+Ai(ξ)‖W 1,24 (Uδα),
was gleichma¨ßig in ξ beschra¨nkt ist.
Somit ist ((gδαβ)ξ)ξ∈N eine beschra¨nkte Folge in W
1,4
4 Γ((P ×c G)|Uδα∩Uδβ).
Da auch W 1,44 Γ((P ×c G)|Uδα∩Uδβ) ein reflexiver Banachraum ist, hat ((gδαβ)ξ)ξ∈N
demnach eine schwach in W 1,44 Γ((P ×c G)|Uδα∩Uδβ) konvergente Teilfolge.
Wiederum ha¨ngt diese Teilfolge noch von α und β ab und wiederum beseitigen
wir diese Abha¨ngigkeit mittels eines Diagonalisierungsarguments analog zum
Beweis von Lemma 5.1.6.
Demzufolge gibt es eine streng monoton steigende Abbildung ξ : N→ N, sodass
fu¨r alle (α, β) ∈ N2 die Teilfolge ((gδαβ)ξ(θ))θ∈N schwach in W 1,44 Γ((P×cG)|Uδα∩Uδβ)
konvergiert. Definiere deren Grenzwert als gδαβ. Bilde die entsprechende Teilfolge
von (Ai(ξ))ξ∈N und bezeichne i(ξ(θ)) wieder als i(ξ).
• Es bleibt zu zeigen, dass fu¨r diese Folge gilt, dass FD+(σαi )∗Ai(ξ) ⇀ FD+Aδα schwach
in L2 bei ξ →∞. Definiere als Abku¨rzung (Aδα)ξ := (σαi )∗Ai(ξ). Dann ist fu¨r alle
ϕ ∈ Ω20(adP )
(FD+(Aδα)ξ − FD+Aδα , ϕ)L2(Uδα)
= (D((Aδα)ξ − Aδα), ϕ)L2(Uδα) + ([(Aδα)ξ, (Aδα)ξ]− [Aδα, Aδα], ϕ)L2(Uδα).
Da (Aδα)ξ ⇀ A
δ
α schwach in W
1,2Ω1(adP |Uδα), geht (D((Aδα)ξ − Aδα), ϕ)L2(Uδα)
gegen 0 bei ξ →∞. Es bleibt zu zeigen, dass ([(Aδα)ξ, (Aδα)ξ]− [Aδα, Aδα], ϕ)L2(Uδα)
ebenfalls gegen 0 strebt. Dafu¨r formen wir zuna¨chst um: Wegen
[(Aδα)ξ, (A
δ
α)ξ]− [Aδα, Aδα]
= [(Aδα)ξ − Aδα, (Aδα)ξ + Aδα] + [Aδα, (Aδα)ξ]− [(Aδα)ξ, Aδα]
und
([Aδα, (A
δ
α)ξ]− [(Aδα)ξ, Aδα])uv
= [(Aδα)u, ((A
δ
α)ξ)v]− [(Aδα)v, ((Aδα)ξ)u]− [((Aδα)ξ)u, (Aδα)v] + [((Aδα)ξ)v, (Aδα)u]
= [(Aδα)u, ((A
δ
α)ξ)v]− [(Aδα)v, ((Aδα)ξ)u] + [(Aδα)v, ((Aδα)ξ)u]− [(Aδα)u, ((Aδα)ξ)v]
= 0
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(fu¨r alle u, v ∈ Γ(TM)) ist
[(Aδα)ξ, (A
δ
α)ξ]− [Aδα, Aδα] = [(Aδα)ξ − Aδα, (Aδα)ξ + Aδα]
und somit
([(Aδα)ξ, (A
δ
α)ξ]− [Aδα, Aδα], ϕ)L2(Uδα) = ([(Aδα)ξ − Aδα, (Aδα)ξ + Aδα], ϕ)L2(Uδα)
6 ‖[(Aδα)ξ − Aδα, (Aδα)ξ + Aδα]‖L2(Uδα)‖ϕ‖L2(Uδα)
6 c‖(Aδα)ξ − Aδα‖L2(Uδα)‖(Aδα)ξ + Aδα‖L2(Uδα)‖φ‖L2(Uδα)
ξ→∞→ 0,
da (Aδα)ξ → Aδα in W 1,2Ω1(adP |Uδα) (und daher ‖(Aδα)ξ − Aδα‖L2(Uδα) → 0 bei
ξ →∞ und ‖(Aδα)ξ + Aδα‖L2(Uδα) gleichma¨ßig in ξ beschra¨nkt ist).
5.1.3 D +Aδα erfu¨llt auf U
δ
α die YM-Gleichung
Lemma 5.1.8 (Yang-Mills-Gleichung). Fu¨r alle α ∈ N ist Aδα auf U δα eine schwache
Lo¨sung der Yang-Mills-Gleichung. Das heißt:
((D + Aδα)ϕ, FD+Aδα)L2Ω2(Uδα) = 0
fu¨r alle ϕ ∈ Ω10(adP |Uδα).
(Dabei ist Ω10(adP |Uδα) definiert als die Menge aller ϕ ∈ Ω1(adP |Uδα) mit kompaktem
Tra¨ger in U δα.)
Beweis. Wir nehmen an, Aδα wa¨re keine schwache Lo¨sung der Yang-Mills-Gleichung,
und zeigen, dass das einen Widerspruch zur Voraussetzung ergibt, dass (Ai)i∈N eine
Minimalfolge fu¨r YM ist:
Angenommen, es ga¨be ein α ∈ N und ein ϕ ∈ Ω10(adP |Uδα), sodass
((D + Aδα)ϕ, FD+Aδα)L2Ω2(Uδα) < 0.
Wegen des Prinzips der symmetrischen Kritikalita¨t (Satz 2.2.8) kann man ohne Ein-
schra¨nkung annehmen, dass ϕ K-a¨quivariant ist (also ϕu(x) = λ
−1
k ◦ϕk∗u(kx)◦λk fu¨r
alle x ∈ U δα, u ∈ TxM und k ∈ K).
Sei (Ai(ξ))ξ∈N die Teilfolge von (Ai)i∈N aus Lemma 5.1.7. Definiere fu¨r ein beliebiges
t ∈ R und fu¨r alle ξ ∈ N:
(A˜δα)ξ(t) :=
{
(σδα)
∗
ξAi(ξ) auf M \ U δα,
(σδα)
∗
ξAi(ξ) + tϕ auf U
δ
α.
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Dann ist (A˜δα)ξ(t) eine K-a¨quivariante Zusammenhangsform in W
1,2Ω1(adP ). Offen-
sichtlich ist FD+(A˜δα)ξ(t) = FD+(σδα)∗ξAi(ξ) auf M \ U δα. Auf U δα ist
|FD+(A˜δα)ξ(t)|2 = |FD+(σδα)∗ξAi(ξ)|2
=
∣∣∣FD+(σαξ )∗Ai(ξ) + t(D + (σαξ )∗Ai(ξ))(ϕ) + t2[ϕ, ϕ]∣∣∣2
= |FD+(σαξ )∗Ai(ξ)|2 + t2|(D + (σαξ )∗Ai(ξ))(ϕ)|2 + t4|[ϕ, ϕ]|2
+ 2t〈FD+(σαξ )∗Ai(ξ) , (D + (σαξ )∗Ai(ξ))ϕ〉adP + t2〈FD+(σαξ )∗Ai(ξ) , [ϕ, ϕ]〉adP
+ t3〈(D + (σαξ )∗Ai(ξ))ϕ, [ϕ, ϕ]〉adP .
Damit kann man YM(D + (A˜δα)ξ(t)) berechnen:
‖FD+A˜α
i(ξ)
‖2L2(M) =
∫
M\Uα
|FD+A˜α
i(ξ)
|2 dx+
∫
Uα
|FD+A˜α
i(ξ)
|2 dx
=
∫
M\Uα
|FD+(σδα)∗ξAi(ξ)|2 dx+
∫
Uα
|FD+(σαξ )∗Ai(ξ)|2 dx+ t2
∫
Uα
|(D + (σαξ )∗Ai(ξ))ϕ|2 dx
+ t4
∫
Uα
|[ϕ, ϕ]|2 dx+ 2t
∫
Uα
〈FD+(σαξ )∗Ai(ξ) , (D + (σαξ )∗Ai(ξ))ϕ〉adP dx
+ t2
∫
Uα
〈FD+(σαξ )∗Ai(ξ) , [ϕ, ϕ]〉adP dx+ t3
∫
Uα
〈(D + (σαξ )∗Ai(ξ))ϕ, [ϕ, ϕ]〉adP dx
=
∫
M
|FD+(σδα)∗ξAi(ξ)|2 dx+ 2t
∫
Uα
〈FD+(σαξ )∗Ai(ξ) , (D + (σαξ )∗Ai(ξ))ϕ〉adP dx+O(t2)
= ‖FD+Ai(ξ)‖2L2(M) + 2t(FD+(σαξ )∗Ai(ξ) , (D + (σαξ )∗Ai(ξ))ϕ)L2(Uα) +O(t2)
ξ→∞→ inf{‖FD+A‖2L2(M) : A ∈ W 1,2Ω1(adP ) K-a¨quivariant}
+ 2t(FD+Aα , (D + A
δ
α)ϕ)L2(Uα) +O(t
2).
Denn:
• (D + Ai)i∈N war nach Voraussetzung eine a¨quivariante YM-Minimalfolge;
• Begru¨ndung fu¨r
(FD+(σαξ )∗Ai(ξ) , (D + (σ
α
ξ )
∗Ai(ξ))ϕ)L2(Uδα)
ξ→∞→ (FD+Aδα , (D + Aδα)ϕ)L2(Uδα) :
Aus FD+(σαξ )∗Ai(ξ) ⇀ FD+Aδα schwach in L
2(U δα) und (σ
α
ξ )
∗Ai(ξ) → Aδα in L2(U δα)
(laut Lemma 5.1.7) folgt:
|(FD+(σαξ )∗Ai(ξ) , (D + (σαξ )∗Ai(ξ))ϕ)L2(Uδα) − (FD+Aδα , (D + Aδα)ϕ)L2(Uδα)|
= |(FD+(σαξ )∗Ai(ξ) , (D + (σαξ )∗Ai(ξ))ϕ)L2(Uδα) − (FD+(σαξ )∗Ai(ξ) , (D + Aδα)ϕ)L2(Uδα)
+ (FD+(σαξ )∗Ai(ξ) , (D + A
δ
α)ϕ)L2(Uδα) − (FD+Aδα , (D + Aδα)ϕ)L2(Uδα)|
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= |(FD+(σαξ )∗Ai(ξ) , (D + (σαξ )∗Ai(ξ))ϕ− (D + Aδα)ϕ)L2(Uδα)
+ (FD+(σαξ )∗Ai(ξ) − FD+Aδα , (D + Aδα)ϕ)L2(Uδα)|
6 |(FD+(σαξ )∗Ai(ξ) , [(σαξ )∗Ai(ξ) − Aδα, ϕ])L2(Uδα)|
+ |(FD+(σαξ )∗Ai(ξ) − FD+Aδα , (D + Aδα)ϕ)L2(Uδα)|
6 sup
ξ∈N
‖FD+(σαξ )∗Ai(ξ)‖L2(Uδα)‖[(σαξ )∗Ai(ξ) − Aδα, ϕ]‖L2(Uδα)
+ |(FD+(σαξ )∗Ai(ξ) − FD+Aδα , (D + Aδα)ϕ)L2(Uδα)|
ξ→∞→ 0,
da FD+(σαξ )∗Ai(ξ) (als schwach in L
2(U δα) konvergente Folge) beschra¨nkt in L
2(U δα)
ist,
(σαξ )
∗Ai(ξ) → Aδα in L2(U δα) laut Lemma 5.1.7,
(D + Aδα)ϕ ∈ L2(U δα) = (L2(U δα))∗ und
FD+(σαξ )∗Ai(ξ) ⇀ FD+Aδα schwach in L
2(U δα).
Demnach wa¨re fu¨r t > 0 hinreichend klein und ξ hinreichend groß
‖FD+(A˜δα)i(ξ)‖2L2(M) < inf{‖FD+A‖2L2(M) : A ∈ W 1,2Ω1(adP ) K-a¨quivariant},
was einen Widerspruch darstellt.
Ga¨be es ein α ∈ N und ein ϕ ∈ Ω10(adP × ∧1TM |Uδα), sodass
((D + Aδα)ϕ, FD+Aδα)L2(Uδα) > 0,
so wa¨re analog fu¨r t < 0 mit hinreichend kleinem Betrag
‖FD+(A˜δα)i(ξ)‖2L2(M) < inf{‖FD+A‖2L2(M) : A ∈ W 1,2Ω1(adP ) K-a¨quivariant}.
Demnach muss fu¨r alle α ∈ N und fu¨r alle ϕ ∈ Ω10(adP |Uδα) gelten:
((D + Aδα)ϕ, FD+Aδα)L2(Uδα) = 0
Aδα ist sogar minimierender Yang-Mills-Zusammenhang unter den K-a¨quivarianten
Zusammenha¨ngen auf U δα mit denselben Randwerten. Dies folgt unmittelbar aus
der schwachen Unterhalbstetigkeit des Yang-Mills-Funktionals (im Sinne von Lem-
ma 2.1.31).
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5.1.4 Grenzu¨bergang δ ↘ 0
Definiere nun δn :=
1
n
. Es gibt ein n0 ∈ N, sodass
M44δn0 6= ∅.
Offensichtlich ist M =
⋃∞
j=n0
M44δj .
Definiere
U :=
∞⋃
j=n0
{U δjα }α∈N.
Dann ist U eine Vereinigung abza¨hlbarer Mengen und somit selbst abza¨hlbar. Num-
meriere also die Elemente von U (in einer beliebigen Reihenfolge) durch zu
U = {Uα}α∈N.
U ist eine U¨berdeckung von
M ′ :=
∞⋃
n=1
M44
n
\
N( 1
n
)⋃
i=1
Kx
1
n
i
 ⊂M \
 ∞⋃
n=1
N( 1
n
)⋃
i=1
Kx
1
n
i
 .
Fu¨r jedes n ∈ N ist {x
1
n
1 , . . . , x
1
n
N( 1
n
)
} eine endliche Menge. Demnach ist M \M ′ eine
ho¨chstens abza¨hlbare Vereinigung von Orbits. Nach Konstruktion ist auf jedem Uα der
a¨quivariante Eichsatz (Satz 4.0.2) anwendbar; Lemmata 5.1.7 und 5.1.8 zeigen, dass
es auf jedem Uα einen (minimierenden) YM-Zusammenhang Aα ∈ W 1,24 Ω1(adP |Uα)
gibt.
Es bleibt zu zeigen, dass es W 1,44 -Umeichungen gαβ zwischen Aα und Aβ fu¨r alle
α, β ∈ N gibt. Der Beweis hierfu¨r geht aber vo¨llig analog zu dem fu¨r die Existenz der
Umeichungen gδαβ zwischen A
δ
α und A
δ
β.
5.2 Existenz eines K-a¨quivarianten
Yang-Mills-Zusammenhangs fast u¨berall
Im letzten Abschnitt wurden aus einer YM-Minimalfolge auf M lokal auf Schla¨uchen
in M ′ Yang-Mills-Zusammenha¨nge konstruiert. Die Menge {D + Aα}α∈N definiert
jedoch noch keinen Yang-Mills-Zusammenhang auf M ′, da a priori nicht klar ist,
ob es glatte (oder zumindest stetige) Eichtransformationen zwischen den Aα gibt
(vergleiche hierzu Abschnitt 2.1.4).
Um die Glattheit dieser Eichtransformationen zu zeigen, wird hier ein Argument
von Meyer und Rivie`re ([MR03], Lemma 4.10, Seite 214) verwendet, welches die
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Glattheit stationa¨rer Yang-Mills-Zusammenha¨nge in Coulomb-Eichung belegt. Dieses
Argument ist in [MR03] nur auf euklidischen Kugeln durchgefu¨hrt:
Lemma 5.2.1 (Glattheit umgeeichter YM-Zusammenha¨nge auf Kugeln in Rm). Es
gibt eine Konstante κ(m), sodass gilt:
Sei A ∈ W 1,24 (Bm, g⊗∧1Rm) eine schwache Yang-Mills-Zusammenhangsform, sodass
es eine Folge glatter Einsformen (Ai)i∈N ⊂ C∞(Bm, g ⊗ ∧1Rm) gibt mit Ai → A in
(W 1,2 ∩ L4)(Bm, g⊗ ∧1Rm) und ‖FD+A¯i‖L24(Bm) 6 κ(m) fu¨r alle i ∈ N;
dann ist die Coulomb-Eichung a := s∗A aus Korollar 4.1.2 glatt auf Bm1
2
.
(In [MR03] wird dieses Lemma formuliert fu¨r stationa¨re Yang-Mills-Zusammenha¨nge.
Die Stationarita¨t wird dort jedoch nur verwendet, um A ∈ W 1,24 (Bm, g⊗ ∧1Rm) aus
A ∈ W 1,2(Bm, g⊗∧1Rm) zu erhalten, was in dieser Formulierung bereits vorausgesetzt
wird (da wir es in der Anwendung aus der A¨quivarianz von A erhalten).)
Um analytische Komplikationen beim U¨bergang zu gekru¨mmten Mannigfaltigkeiten
zu vermeiden, beschra¨nken wir uns hier auf den Fall, dass M flach ist. Modifikationen
der hier aus [MR03] zitierten Argumente wu¨rden vermutlich erlauben, den allgemei-
nen Fall zu behandeln.
Fu¨r flache Mannigfaltigkeiten M zeigen wir hier also:
Satz 5.2.2 (K-a¨quivarianter Yang-Mills-Zusammenhang auf M ′). Zusa¨tzlich zu den
Generalvoraussetzungen aus Abschnitt 3.1 sei M eine flache Mannigfaltigkeit und
M ′ =
⋃
α∈N Uα definiert wie in Lemma 5.1.1. Definiere U
′
α := T
rα
2 (Kxα) (nach Kon-
struktion ist dann M ′ =
⋃
α∈N U
′
α).
Es gibt ein Prinzipalfaserbu¨ndel (P ′, pi′,M ′;G) u¨ber M ′ (auf welchem eine K-Opera-
tion im Sinne von Abschnitt 2.2.2 definiert ist), eine glatte, K-a¨quivariante Zusam-
menhangsform A ∈ Ω1(ad(P ′)) und fu¨r jedes α ∈ N eine lokale Eichtransformationen
σα, sodass A
α = σ∗αA auf U
′
α .
Insbesondere gibt es demnach eine glatte K-a¨quivariante Yang-Mills-Zusammenhangs-
form (bezu¨glich D) A ∈ Ω1(adP ′) in einem (potentiell von adP verschiedenen) Bu¨ndel
u¨ber einer K-invarianten Teilmenge M ′ von M mit dim(M \M ′) 6 4.
Dabei muss (in Analogie zu [Sed82]) davon ausgegangen werden, dass das Bu¨ndel
P ′ nicht mit P |M ′ u¨bereinstimmt: Die U¨bergangsabbildungen von P ′ gehen hervor
aus den (glatten) Eichtransformationen, welche die lokalen Zusammenhangsformen
Aα ineinander u¨berfu¨hren; diese sind jedoch nur auf U
′
α ∩U ′β definiert und definieren
daher nur u¨ber M ′ ein Bu¨ndel. Daher kann sich das neue Bu¨ndel P ′ topologisch von
P unterscheiden. (A priori ist nicht klar, ob P ′ u¨berhaupt zu einem Bu¨ndel u¨ber
M fortgesetzt werden kann.) Es ist jedoch immerhin zu vermuten, dass P ′ gewisse
topologische Invarianten mit P gemeinsam hat, ebenfalls in Analogie zu [Sed82],
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Theorem 5.5 (Seite 523). Diese Frage genauer zu untersuchen, wu¨rde hier jedoch zu
weit fu¨hren.
Daher ist es wichtig fu¨r den Beweis dieses Satzes (und schon allein, um seine Formu-
lierung zu rechtfertigen), sicherzustellen, dass auf diesem neuen Bu¨ndel P ′ u¨berhaupt
eine K-Operation definiert ist. Diese K-Operation muss durch die K-Operation auf P
induziert werden: u¨ber jedem der Schla¨uche U ′α stimmen P und P
′ u¨berein, wodurch
eine K-Operation auf P ′|U ′α definiert ist (na¨mlich als diejenige auf P |U ′α).
Um zu gewa¨hrleisten, dass sich daraus eine wohldefinierte K-Operation auf dem To-
talraum P ′ ergibt, muss sichergestellt werden, dass die U¨bergangsabbildungen von
P ′ K-a¨quivariant sind, in dem Sinne, dass die Eichtransformationen, aus denen sie
hervorgehen, K-a¨quivariant sind.
Die bisherigen “U¨bergangsabbildungen” gαβ zwischen den Aα sind nicht glatt, son-
dern liegen nur in W 1,4Γ((P ×cG)|Uα∩Uβ) (siehe Lemma 5.1.1). Wie bereits erwa¨hnt,
beno¨tigen wir Lemma 5.2.1, u¨bertragen auf flache Mannigfaltigkeiten, um zuna¨chst
glatte Zusammenhangsformen zu erhalten:
Lemma 5.2.3 (Glattheit umgeeichter YM-Zusammenha¨nge auf Kugeln in flachen
Mannigfaltigkeiten). Sei M eine flache Mannigfaltigkeit und B := BMr (x0) ⊂M eine
geoda¨tische Kugel in M . Es gibt eine Konstante κ(P ) > 0, sodass gilt:
Sei A ∈ W 1,24 Ω1(adP |B) ein schwacher Yang-Mills-Zusammenhang, sodass es eine
Folge glatter Formen (Ai)i∈N ⊂ Ω1(adP |B) gibt mit Ai → A in (W 1,2∩L4)Ω1(adP |B)
und ‖FD+A¯i‖L24(B) 6 κ(adP ) fu¨r alle i ∈ N;
dann ist die Eichung a := s∗A aus Lemma 4.2.1 glatt auf B′ = BMr
2
(x0).
(Die Anpassung auf flache Mannigfaltigkeiten ist direkt und erfolgt hier nur deshalb
so ausfu¨hrlich, weil die ersten Schritte sich ohne Weiteres auf allgemeine Mannigfaltig-
keiten u¨bertragen lassen. Dann la¨sst sich Gleichung (5.1) (die schwache Formulierung
der Yang-Mills-Gleichung nach Parametrisierung) jedoch nicht ohne Weiteres verein-
fachen; mit dieser komplizierteren Gleichung sollte ein zum Beweis von Lemma 5.2.1
in [MR03] a¨hnliches Argument mo¨glich sein.)
Beweis. Sei φ : B → M eine lokale Parametrisierung von M . Sei (gij)i,j die Jacobi-
Matrix von φ (bezu¨glich der durch φ definierten lokalen Koordinaten auf M) und
(gij)ij die zu (gij) inverse Matrix. Sei ψ : adP |B → B × g eine lokale Trivialisierung
von adP auf B.
Wie in Abschnitt 2.1.3 und im Beweis von Lemma 4.2.1 definiere die kovariante
Ableitung
D˜uY (x) := ψ
−1 (x, du(ψ2 ◦ Y )(x))
und verwende diese als Referenzzusammenhang.
Definiere A˜ und A˜i durch D + A = D˜ + A˜ und D + Ai = D˜ + A˜i.
5.2 Existenz eines K-a¨quivarianten Yang-Mills-Zusammenhangs fast u¨berall 101
Definiere dann
A¯ := φ∗(ψ2 ◦ A˜) ∈ W 1,24 (Bm, g⊗ ∧1Rm)
und
A¯i := φ
∗(ψ2 ◦ A˜i) ∈ C∞(Bm, g⊗ ∧1Rm).
Dann konvergiert A¯i in L
2(Bm) gegen A¯, denn es gilt:
‖A¯i − A¯‖2L2(Bm) = rm
∫
Bm
|φ∗(ψ2 ◦ (A˜i − A˜))|2 dx 6 c(φ)rm
∫
B
|ψ2 ◦ (A˜i − A˜)|2 dx
6 c(φ, ψ)rm
∫
B
|Ai − A|2 dx = c(adP )‖A˜i − A˜‖2L2(B) = c(adP )‖Ai − A‖2L2(B) i→∞→ 0
nach Voraussetzung.
A ist schwacher Yang-Mills-Zusammenhang auf B, das heißt:
((D + A)ϕ, FD+A)L2(B) = 0
fu¨r alle ϕ ∈ Ω10(adP |B). Das ist (wegen D + A = D˜ + A˜) gleichbedeutend zu
((D˜ + A˜)ϕ, FD˜+A˜)L2(B) = 0.
fu¨r alle ϕ ∈ Ω10(adP |B).
Weiterhin besagt Rechnung (4.3) im Beweis zu Lemma 4.2.1, dass
‖Fd+A¯i‖L24(Bm) 6 c(adP )‖FD+Ai‖L24(B).
Definiere
κ(adP ) :=
κ(m)
c(adP )
.
mit κ(m) aus Lemma 5.2.1. Dann erha¨lt man daraus direkt
‖FD+Ai‖L24(B) 6 κ(adP ) fu¨r alle i ∈ N
und daher
‖Fd+A¯i‖L24(Bm) 6 κ(m) fu¨r alle i ∈ N.
Fu¨r jedes ϕ¯ ∈ C∞0 (Bm, g ⊗ Rm) gibt es ein ϕ ∈ Ω10(adP |B), sodass ϕ¯ = φ∗(ψ2 ◦ ϕ).
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Man erha¨lt also:
0 = ((D˜ + A˜)ϕ, FD˜+A˜)L2(B)
=
∫
B
〈(D˜ϕ(x) + [A˜(x), ϕ(x)]), (D˜A˜(x) + [A˜(x), A˜(x)])〉adP⊗∧2TM dx
=
∫
Bm(0)
| det(g)|
∑
i,j,k,l
gikgjl
〈ψ−1(φ−1(x), (φ−1)∗(dϕ¯+ [A¯, ϕ¯])ij), ψ−1(φ−1(x), (φ−1)∗(dA¯+ [A¯, A¯])kl)〉g⊗∧2Rm dx
=
∫
Bm(0)
| det(g)|
∑
i,j,k,l
gikgjl〈(dϕ¯+ [A¯, ϕ¯])ij, (dA¯+ [A¯, A¯])kl〉g⊗∧2Rm dx
=
∫
Bm(0)
| det(g)|
∑
i,j,k,l
gikgjl〈((d+ A¯)ϕ¯)ij, (Fd+A¯)kl〉g⊗∧2Rm dx. (5.1)
Ist M eine flache Mannigfaltigkeit, so gibt es eine isometrische Parametrisierung
φ˜ : Bmr (0)→ BMr (x0). Dann ko¨nnen wir φ : Bm(0)→M definieren durch
φ(x) := φ˜(rx).
Dann ist in obiger Rechnung gij = δij und daher
((d+ A¯)ϕ¯, Fd+A¯)L2(Bm(0)) = 0.
Somit ist A¯ eine schwache Lo¨sung der Yang-Mills-Gleichung auf Bm(0). Demnach
ko¨nnen wir Lemma 5.2.1 anwenden: Die Coulomb-Eichung s¯∗A¯ ist glatt auf Bm(0).
Wie in Abschnitt 2.1.4 gesehen, vertauschen Eichtransformationen mit Trivialisierun-
gen. Demnach gilt fu¨r
s ∈ W 2,24 Γ(P ×c G), definiert durch s(x) := (ψP×cG)−1(x, s¯(φ−1(x))), dass
s∗A(x) = (ψadP )−1(x, s¯∗A¯(φ−1(x)))
ebenfalls glatt auf B ist.
Da wir uns fu¨r den Beweis von Satz 5.2.2 Gedanken u¨ber A¨quivarianz der verwendeten
Eichtransformation machen mu¨ssen, ist es wichtig, zu beobachten, dass s auf Srxα sogar
Kxα-a¨quivariant ist:
Da Kxα (als Teilmenge von K) durch Isometrien auf M operiert und xα festha¨lt,
ist KxαBr(x0) = Br(xα); die so definierte Kxα-Operation auf Br(xα) induziert eine
ebenfalls isometrische Kxα-Operation auf B
m
r (0) durch
kx¯ := φ−1α (kφ(x¯)) fu¨r alle k ∈ Kxα und x¯ ∈ Bmrα(0).
Da diese Operation isometrisch ist und die 0 festha¨lt, definiert sie eine Darstellung
Kxα ↪→ O(m). Laut Lemma 4.1.1 ist die Eichtransformation, welche eine Kxα-a¨quiva-
riante Zusammenhangsform A in Coulomb-Eichung bringt, demnach selbst Kxα-a¨qui-
variant.
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(Bei der Behandlung allgemeiner Mannigfaltigkeiten verwendet man die orbittreue
Parametrisierung, die, eingeschra¨nkt auf Srxα , ebenfalls isometrisch ist.)
Beweise nun mit Hilfe von Lemma 5.2.3 zuna¨chst eine Variante von Satz 5.2.2, in der
noch keine K-A¨quivarianz vorkommt:
Lemma 5.2.4 (Existenz glatter U¨bergangsabbildungen fu¨r eine Kugelu¨berdeckung
von M ′). Sei M eine flache Mannigfaltigkeit und M ′ =
⋃
α∈N Uα definiert wie in Lem-
ma 5.1.1. Fu¨r jedes α ∈ N u¨berdecke U ′α := T
rα
2 (Kxα) (mit den Notationen aus Lem-
ma 5.1.1) mit endlich vielen (n(α) ∈ N) geoda¨tischen Kugeln Br(xα1 ), . . . Br(xαn(α)),
die ganz in Uα enthalten sind.
Es gibt ein Prinzipalfaserbu¨ndel (P ′′, pi′′,M ′;G) u¨ber M ′, eine glatte, K-a¨quivariante
Zusammenhangsform A ∈ Ω1(ad(P ′′)) und auf jedem Bαi eine lokale Eichtransforma-
tionen σαi , sodass A
α = (σαi )
∗A auf Bαi fu¨r jedes α ∈ N und i ∈ {1, . . . , n(α)}.
Insbesondere gibt es demnach eine glatte (aber nicht K-a¨quivariante) Yang-Mills-
Zusammenhangsform A ∈ Ω1(adP ′′) in einem (potentiell von adP verschiedenen)
Bu¨ndel u¨ber einer K-invarianten Teilmenge M ′ von M mit dim(M \M ′) 6 4.
Beweis. Fu¨r jedes α ∈ N u¨berdecke U ′α = T
rα
2 (Kxα) mit endlich vielen (n(α) ∈ N)
geoda¨tischen Kugeln Bα1 , . . . B
α
n(α), die ganz in Uα enthalten sind.
Auf jedem der Bαi kann man Lemma 5.2.3 anwenden und erha¨lt eine Eichtrans-
formation sαi ∈ W 2,24 Γ(P ×c G|Bαi ), sodass (sαi )∗Aα ∈ Ω1(adP |Bαi ) ist. Bezeichne
A˜αi := (s
α
i )
∗Aα ∈ Ω1(adP |Bαi ).
Nun gilt es, glatte Eichtransformationen u ∈ Γ(P ×c G) zu finden, die die Aαi auf
unterschiedlichen Kugeln ineinander u¨berfu¨hren.
Zeige dafu¨r zuna¨chst die Existenz der passenden u ∈ W 1,24 Γ(P ×c G) und danach
deren Glattheit.
Fu¨r jedes α ∈ N und alle i, j ∈ {1, . . . , n(α)} ist
Aαi = (s
α
i s
α
j )
∗Aαj
und sαi s
α
j ∈ W 1,24 Γ(adP ).
Fu¨r α 6= β ∈ N, i ∈ {1, . . . , n(α)} und j ∈ {1, . . . , n(β)} ist
Aαi = s
α
i gαβ(s
β
j )
−1Aβj (5.2)
(mit gαβ ∈ W 1,44 ((P ×c G)|Uα∩Uβ) aus Lemma 5.1.1) und es gilt:
sαi gαβ(s
β
j )
−1 ∈ W 1,24 Γ((P ×c G)|Uα∩Uβ).
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Wir haben also W 1,24 -Eichtransformationen zwischen lokalen glatten Yang-Mills-Zu-
sammenha¨ngen; nun soll deren Glattheit gezeigt werden.
Seien also A ∈ Ω1(adP |U), A˜ ∈ Ω1(adP |V ) und u ∈ W 1,24 Γ((P ×c G)U∩V ), sodass
A = u∗A˜ = u−1Du+ u−1A˜u.
Diese Gleichung kann man nach Du auflo¨sen und erha¨lt:
Du = A˜u− uA.
Da A und A˜ glatte Einsformen sind und u ∈ W 1,44 Γ((P ×c G)|U∩V ), folgt daraus,
dass Du ebenso regula¨r ist wie u. Durch iterative Anwendung dieses Arguments folgt
aus u ∈ W 1,24 Γ((P×c)|U∩V , dass u ∈ W∞,24 Γ((P ×c G)|U∩V ) und somit u ∈ Γ((P ×c
G)|U∩V ).
Wie in Abschnitt 2.1.4 gesehen, definiert {Aαi } somit einen Zusammenhang auf dem
durch {sαi : α ∈ N, i ∈ {1, . . . , n(α)}} definierten Bu¨ndel u¨ber
⋃
α∈N U
′
α = M
′ (nach
Konstruktion der U¨berdeckung {Uα} ist {U ′α} eine U¨berdeckung von M ′).
Beweis von Satz 5.2.2. Sei α 6= β, sodass U ′α ∩ U ′β 6= ∅ und sodass (ohne Ein-
schra¨nkung) Kx′β konjugiert zu einer Untergruppe von Kxα ist. Definiere x
′
β ∈ Kxβ
als den eindeutig bestimmten Schnittpunkt von Kxβ mit S
2rα
xα . Dann ist die Isotro-
piegruppe Kx′β konjugiert zu Kxβ und somit ebenfalls zu einer Untergruppe von Kxα .
Weiterhin ist
K
(
S
rα
2
xα ∩ S
rβ
2
x′β
)
= U ′α ∩ U ′β.
Sei r′α :=
3
4
rα und r
′
β :=
3
4
rβ. Wa¨hle in Lemma 5.2.4 die U¨berdeckungen von U
′
α und
U ′β so, dass Bα := Br′α(xα) ∈ {Bα1 , . . . Bαn(α)} und Bβ := Br′β(x′β) ∈ {B
β
1 , . . . B
β
n(β)}.
Dann gibt es laut Lemma 5.2.4 eine glatte lokale Eichtransformation sαβ auf Bα∩Bβ,
sodass Aα = s
∗
αβAβ auf Bα ∩Bβ.
Da S := S
rα
2
xα ∩S
rβ
2
x′β
⊂ Bα∩Bβ, ist s¯ := sαβ|S wohldefiniert und glatt. DaKx′β konjugiert
ist zu einer Untergruppe von Kxα , ist sαβ Kx′β -a¨quivariant (da alle in Gleichung (5.2)
vorkommenden Eichtransformationen Kx′β -a¨quivariant sind).
Man kann s¯ also K-a¨quivariant zu einer Eichtransformation auf KS = U ′α ∩ U ′β
fortsetzen durch
s˜αβ(kx) := λk ◦ s¯(x) ◦ λ−1k fu¨r alle k ∈ K und x ∈ S.
Da auch Aα und Aβ K-a¨quivariant auf U
′
α∩U ′β sind und Aα = s¯∗Aβ auf S, folgt, dass
Aα = s˜
∗
αβAβ auf Uα ∩ Uβ.
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Demnach definiert {Aα}α∈N einen (W 1,2-)Zusammenhang des durch die U¨bergangs-
abbildungen {s˜αβ} definierten Bu¨ndel (P ′, pi′,M ′;G) u¨ber M ′.
Da die s˜αβ K-a¨quivariant sind, muss P
′ eine K-Operation zulassen, die vertra¨glich
ist mit der K-Operation auf P .

6 Zusammenfassung und Ausblick
In dieser Arbeit wurde (unter den Voraussetzungen aus Abschnitt 3.1) die Existenz
eines K-a¨quivarianten glatten Yang-Mills-Zusammenhangs D + A eines Bu¨ndels P ′
u¨ber M ′ bewiesen.
Dabei ist M ′ = M \S mit einer singula¨ren Menge S, die sich zusammensetzt aus der
Vereinigung aller Orbits, deren Kodimension kleiner als vier ist, und einer ho¨chstens
abza¨hlbaren Vereinigung von Orbits der Kodimension vier.
P ′ kann sich von P |M ′ unterscheiden, la¨sst jedoch ebenfalls eine K-Operation zu.
Der letzte Schritt im Beweis dieses Satzes wurde nur fu¨r den Fall bewiesen, dass M
eine flache Mannigfaltigkeit ist, das Ergebnis sollte sich mit wenig mehr technischem
Aufwand jedoch auch auf nicht flache Mannigfaltigkeiten u¨bertragen lassen.
Zu diesem Zweck wurde (wiederum unter den Voraussetzungen aus Abschnitt 3.1) ein
Eichsatz bewiesen: Fu¨r jeden glatten K-a¨quivariante Zusammenhang D+A, der auf
einem geeigneten Schlauch eine Kleinheitsbedingung an die Kru¨mmung erfu¨llt, gibt es
auf einem etwas kleineren Schlauch eine ebenfalls K-a¨quivariante Eichtransformation
σ, sodass die W 1,2-Norm der umgeeichten Zusammenhangsform durch die L2-Norm
der Kru¨mmung abgescha¨tzt ist.
Daran anschließend ergeben sich, wie teilweise bereits im Text vermerkt, noch einige
weitere Fragestellungen:
So ko¨nnte man zuna¨chst das Bu¨ndel P ′ na¨her betrachten. Wie bereits erwa¨hnt, ist
in Analogie zu [Sed82] zu erwarten, dass P ′ gewisse topologische Invarianten mit P
gemeinsam hat, die gesucht werden sollten.
Weiterhin stellt sich die Frage, ob P ′ zu einem (glatten) Bu¨ndel u¨ber ganz M (oder
zumindest u¨ber M4 fortgesetzt werden kann.
Ist dies der Fall, so schließt sich die Frage an, ob die in dieser Arbeit gefundene Yang-
Mills-Zusammenhangsform A auf M ′ fortgesetzt werden kann zu einer Zusammen-
hangsform auf M4. Lokal im Inneren von M4 wa¨re, die Fortsetzbarkeit des Bu¨ndels
vorausgesetzt, wohl die Definition einer zula¨ssigen Lo¨sung nach [Tia00] erfu¨llt, sodass
Fortsetzbarkeit zu einem glatten Yang-Mills-Zusammenhang direkt folgen wu¨rde. Da
in [Pet13] gezeigt wird, dass beim Minimieren des Yang-Mills-Funktionals Singula-
rita¨ten der Kodimension fu¨nf auftreten ko¨nnen, liegt der Verdacht nahe, dass A u¨ber
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den “schlechten Orbits”, die aus dem U¨berdeckungsargument in Abschnitt 5.1 her-
vorgehen, fortgesetzt werden ko¨nnen, diejenigen u¨ber singula¨ren Orbits, deren Kodi-
mension kleiner ist als vier, jedoch nicht.
Schließlich ko¨nnte und sollte gepru¨ft werden, auf welche anderen eichtheoretischen
Probleme der hier bewiesene a¨quivariante Eichsatz (Satz 4.0.2) gewinnbringend an-
gewandt werden kann. Eine interessante Anwendung wa¨re dabei zum Beispiel die
Suche nach a¨quivarianten Lo¨sungen der Yang-Mills-Higgs-Gleichungen.
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