A surrogate modeling framework is developed in this study to circumvent the computational burden of high-fidelity numerical groundwater models for arid coastal aquifers. Two different surrogate models, namely, artificial neural network (ANN) and Gaussian process model (GPM) are trained to replace the computationally expensive numerical flow and transport model OpenGeoSys. A novel time-dependent training scheme is introduced which helps the surrogates in tracking the discrete-time state-space trajectories of the high-fidelity model, thereby making them suitable for variable-time simulations. The surrogates are also tested in the extrapolation range corresponding to some extreme boundary conditions such as a very high rate of extraction. Both the surrogates show comparable accuracy in efficiently approximating the numerical model response; however, ANN is found to be much faster than GPM for the size of the data used. The trained surrogates are then used in developing a long-term planning and management framework for analyzing feasible management scenarios in the coastal aquifer of Oman. Key words | artificial neural network, coastal aquifers, evolution strategies, Gaussian process model, optimal groundwater management, surrogate modeling numerical models (e.g., Voss ; Lin et al. ; Guo & Langevin ; Liu et al. ; Hamidi et al. ; Delfs et al. ). For the optimization part, various natureinspired metaheuristic algorithms, such as genetic algorithm 666
INTRODUCTION
Increasing water demand in different consumer sectors has contributed to higher water stresses in the aquifers in various parts of the world (WBCSD ). The consequences of this alteration vary from place to place depending on water consumption, aquifer characteristics, and climate conditions. Aquifers in coastal arid or semiarid regions are often vulnerable to water table drawdown and seawater intrusion as a result of increased water pumping. As water is extracted from an aquifer, the water table drops at the pumping location, triggering drawdown. A sustainable development entails extraction to be equal to the 'capture' which is a balance between the change in virgin rate of recharge and/or the change in virgin rate of discharge (Bredehoeft ) . Seawater intrudes into the aquifer subsequent to the negative pressure gradients created due to high extraction, and contaminates the fresh water regions. This curtails drinking water availability and also jeopardizes agricultural production. Robust management strategies are therefore indispensable in this kind of situation for ensuring both profit from agriculture as well as aquifer sustainability.
In recent practice, management frameworks often couple a numerical groundwater model with an optimization algorithm to reach the optimal solutions of the control variables (Das & Datta ; Nicklow et al. ; Yeh ) . This method is called simulation-optimization.
The flow and transport processes can be simulated by various physically based high-fidelity (highly realistic) There are two main issues with a simulation-optimization framework that couples a high-fidelity numerical model with an optimization algorithm. First, the numerical models are often computationally expensive and second, the optimization algorithm requires the numerical model to run several thousands of times which makes the whole process overly time-consuming. In addition, the computational complexity can increase further if the considered optimal management problem has multiple criteria and/or a high number of decision variables (see Table 1 ). This computational burden can be reduced significantly by using different surrogate modeling techniques (Rao et A comprehensive review of the state-of-the-art of surrogate modeling of type (B)the approximation of the objective functioncan be found in Razavi et al. (b) where the authors analyzed 48 studies dealing with surrogate models directly from the water resources field and over 100 from a broader research community and summarized various concepts, methodological developments, and challenges involved in the field of surrogate modeling.
They divided the surrogate model development techniques into four different categories: (1) basic 'off-line' sequential framework (e.g., Sreekanth & Datta ), (2) adaptiverecursive framework (e.g., Fen et al. ), (3) metamodel-embedded evolution framework (e.g., Yan & Minsker ) , and (4) approximation uncertainty based framework (e.g., Razavi et al. a) . In a basic sequential framework, the surrogates are globally fitted to the evaluated objective function values of some fixed design datasets. For the three other categories, the approximation framework is 'on-line'; i.e., the design datasets and thus the surrogate model are updated during the course of the optimization. The approximation uncertainty based framework is the probabilistic version of the adaptive-recursive framework. Instead of considering the surrogate approximations as true deterministic values, this framework further incorporates the uncertainty associated with those approximations (Razavi et al. a) . 
where f err is a certain error function (see Figure 1 ).
Groundwater model OGS
OGS is a numerical simulation package for thermo-hydromechanical-chemical processes in porous and fractured media. It is based on the finite element method to solve the governing differential equations for different physical processes. Variable density flow simulation in porous media is highly dependent on the changes in solute concentration as well as temperature. OGS is used in this study to consider changes in density; however, the medium is 
Continuity equation
The flow equation for a variably saturated porous medium in terms of hydraulic head and mass concentration is given by:
where ϕ is the porosity, S is the saturation ratio, t denotes time, S h 0 is the specific storativity, h is the hydraulic head, λ C is the coefficient of expansivity,q is the Darcy velocity vector, C is the relative concentration, and Q ρ is the source term.
Momentum equation
The momentum equation for variable-density fluid flow in a porous medium is given by:
wherek is the permeability tensor, ρ is the fluid density, ρ 0 is the reference fluid density,g is the acceleration due to gravity, μ is the dynamic viscosity, andẽ is the unit vector in the gravitational direction.
Contaminant transport equation
The advection-dispersion equation for solute transport is given by: whereṽ is the fluid velocity vector and Q C is the source term in terms of mass concentration. The dispersion tensor (D) is given by:
where γ is the tortuosity, D m is the coefficient of molecular diffusion,δ is the Kronecker-delta, α T is the transverse dispersivity, and α L is the longitudinal dispersivity.
The basic idea behind OGS dates back to the mid- GP can therefore be fully specified by a mean function and a covariance function, and once these two functions are specified, GP can be treated with the basic rules of probability applied to multivariate Gaussian distributions.
The joint Gaussian distribution for the training and testing datasets is given by:
where the training set input is denoted by X and the training set target by f. The testing set input and target are denoted by X Ã and f Ã , respectively. The conditional distribution of unknown test set outputs is given by:
is the covariance, μ is the training input mean, μ Ã is the testing input mean, K is the training set covariance matrix, K Ã is the training-testing set covariance matrix, and K ÃÃ is the testing set covariance matrix.
The covariance function controls the collective variability in different function values for a given input to the functions. Learning/Training in GP implies calculating the optimal values of the covariance function parameters (also called hyperparameters) in light of the training data.
Since GP is a non-parametric modeling approach, it requires the whole training dataset for prediction purpose. 
Model performance evaluation
The performance metrics used in this study for evaluating the surrogate models are the normalized root mean square error (NRMSE), correlation coefficient (R), Nash-Sutcliffe coefficient of efficiency (NSE; Nash & Sutcliffe ), normalized mean bias error (NMBE), threshold statistics (TSs), and normalized 95% quantile error (NQ95). Equations for these metrics are given in the following:
where O is the observed value, P is the predicted value, N is the number of data points, O max is the maximum of the For example, a TS value of 90% at 25% ARE level (TS25) would imply that for 90% of the total points, ARE is less than 25%. Hence, larger value of TS at lower ARE level is always desired.
Water management system for coastal regions
The surrogates are applied in the frame of a simulationbased integrated water management system published by The sustainability of the groundwater system is quantified in this study by the sustainability index (SI). SI, as formulated in this study, measures the stability of the groundwater system by assessing its shift from the steady state condition consequent to pumping effects:
where k is the location index, m 1 and m 2 indicate the number of locations considered for water table height and salinity, The agricultural profit is calculated by a Profit function considering the revenues and costs of the agricultural production based on the salinity of irrigation water, cropping pattern, extraction rates, and cultivated area.
where i is the index for cultivation period, n is the total number of time steps, j is the index for the number of the cul- Hansen ) where the contradicting objectives are coupled using varying weights (Equation (17)). This allows the design and evaluation of different management scenarios in accordance with the preferences of the stakeholders and decision-makers.
where OF is the objective function that needs to be maximized, w 1 and w 2 are the weights on profit and sustainability, respectively, n is the total number of time steps, m is the total number of cultivated crops, L t i ð Þ is the total cultivated area at time step t i [ha], A j t i ð Þ is the fraction of cultivated area for j th crop at time step t i and Q t i ð Þ is the extraction rate for the time step t i [m 3 /m/s].
DEVELOPMENT OF SURROGATE MODELS FOR COASTAL AQUIFER MANAGEMENT Study area and problem description
This study is carried out in the For the training set preparation, five different extraction rates and five different inflow rates (in order to account for the variability in groundwater replenishment) were selected such that they include values from low to high ranges.
Additionally, an adaptive pumping scheme was applied during the higher extraction rates by deactivating the seaside pumps in order to reproduce farmers' adaptation on saline water intrusion. If five extraction rates were to be distributed over the 60-year period considering yearly time step, the total number of unique patterns would be 5 60 . The same number of patterns could be generated for five inflow rates as well. If we consider both inflow and extraction patterns together, the number of total patterns would become 25 60 .
Clearly, there was an obvious need to reduce the number of patterns. For that purpose, inflow and extraction rates were treated as fixed pairs, meaning, the first extraction pattern would always concur with the first inflow pattern, the second extraction pattern with the second inflow pattern, and so on. This reduced the total number of patterns from 25 60 to 5 60 . These patterns were then applied to the first 12 years of the 60-year period. In order to further reduce the size of the data, we considered a 3-year time step for the management problem, which essentially implies that the inflow and the extraction rates are constant for 3 successive years.
This was a valid assumption in our case mainly for three reasons: (1) we were interested in long-term planning and management, (2) The entire data preparation process took around 16 hours.
Datasets for the surrogates were generated from the OGS model based on different inflow-extraction scenarios for a management period of 60 years. Water table heights were extracted from all nine MOLs whereas only the first seven MOLs were considered for the salinity because of the fact that salinity was negligible at the last two MOLs.
One inflow rate, one extraction rate, nine water table heights, and seven salinity values from any given time step were considered to be the inputs for that time step whereas nine water table heights and seven salinity values from the next time step were used as outputs. Table 5 shows the first three rows of any dataset with superscripts indicating the time steps. As is seen, for each time step there are 18 
ANN development
A two-layer feed-forward neural network was developed in this study with linear output activation function and mean square error function in training using the NETLAB Toolbox (Nabney ). The ANN was trained using the fully automated SCG algorithm with maximum iteration being the termination criterion. The training scheme was applied in two steps: (1) systematic analysis and (2) refinement.
The main purpose of the systematic analysis step was to gain some preliminary knowledge about a reasonable range of the number of hidden neurons and maximum iterations. It is always desirable to have a simple (less hidden neurons) model that is able to demonstrate almost similar performance as compared to its more complex counterparts.
Moreover, the number of iterations must not be so high that the model tends to overfit the training data. In the systematic analysis step, the hidden neurons were varied from 10 to 190 with an increment of 20, and the iterations were varied from 50 to 500 with an increment of 50. As can be seen from Figure 4(a) , the NRMSE shows a decreasing trend even at 500 th iteration. Therefore in the refinement step, the iterations were increased to a maximum of 5,000 with an increment of 500 (Figure 4(b) ). Furthermore, networks that showed poor performance during systematic analysis step (e.g., 10, 30) and those with a very high (>100) number of hidden neurons were also removed before executing the refinement step. Some superior models were selected based on their testing performance whereas the final model was selected from the validation results. The model selection process was based on evaluating the performance metrics described in the section 'Model performance evalu- 
GPM development
A total of 16 single-output GPMs were trained in this study for 16 different outputs and they were combined together to build a unified modeling framework. As for the GPM configuration, linear mean function and composite covariance function (linear and squared exponential function forms) were used. The fully independent training 1 I n flow 1 Extraction 1 9 WT 1 7 Sal 1 9 WT 2 7 Sal 2 2 I n flow 2 Extraction 2 9 WT 2 7 Sal 2 9 WT 3 7 Sal 3 3 I n flow 3 Extraction 3 9 WT 3 7 Sal 3 9 WT 4 7 Sal 4 
Setup of water management system application
For demonstrating the ability of the surrogate models to emulate the behavior of a physically based numerical groundwater model, an application of the surrogate models within the frame of a water management system for coastal regions is presented as an example (see Figure 1, Step 3). The long-term evaluation of the environmental and economic development over 60 years in a hypothetical farm located in the vicinity of the sea at MOL 3, was investigated for a more profit oriented management scenario with w 1 ¼ 0.8 and w 2 ¼ 0.2 (see Equation (17)). For the sake of simplicity, cultivation of two different crops growing in two seasons per year was considered: (1) maize, a salt-sensitive cash crop with a market price of $175/t, and (2) sorghum, a lower priced but more salt-resistant crop with a market price of $100/t. Additionally, regional specific cost models for the irrigated agriculture and the groundwater abstraction were incorporated (Malik & Al-Zubeidi ) . The three decision variables considered in this study were the cropping pattern, groundwater extraction rate, and cultivated area, which would produce a total number of 3 × 60 ¼ 180 variables if they were to be applied to a 60-year period with yearly time stepping. However, since a 3-year time step was established throughout the course of this study, the total number of variables reduced to 3 × 20 ¼ 60. In order to keep the optimization problem manageable for this example application, it was assumed that the variables were constant for each set of non-overlapping 12 consecutive years (i.e., four time steps). Thus, the final number of decision variables reduced to 60/4 ¼ 15. The CMA-ES algorithm needed 2,914 iterations and a population size of 12 to solve the optimization problem.
RESULTS

Generation of surrogate models
The average validation error statistics for all 16 outputs of the final model are given in Table 6 . The performance of ANN was also investigated for the extrapolation dataset in order to check the model consistency for extreme values.
As seen in Table 6 , the model performance was quite satisfactory even in the extrapolation range.
The average validation and extrapolation error statistics of the combined GPM framework are given in Table 7 . Similar to ANN, the performance of GPM in the extrapolation also turns out to be quite satisfactory. Both the surrogates show comparable performance as captured by the performance metrics. They both have very low values of NRMSE, NQ95, and NMBE, and very high values of NSE, R, and threshold statistics. Performance of GPM is relatively better, particularly in the extrapolation range. Behavior of surrogate models for interpolation
The term 'interpolation' within the context of this paper corresponds to any scenario which is a trajectory over the states Figure 5 shows the resulting water levels and salinity values for Although GPM showed comparable accuracy as compared to ANN, the computational time was not improved much. GPM was around five to six times faster than OGS for this particular application whereas ANN was more than 10,000 times faster. While these results substantiate the successful use of ANN as a surrogate model, they also indicate that GPM has the potential to become a prominent candidate for surrogate modeling if the computational time can be reduced through future research.
Application of the water management system
Selected results from an application of ANN within the frame of a water management system over 60 years are remain in an almost sustainable state at the end of the management period. As is seen, cropping of maize is suggested throughout the whole management period (Figure 8(b) ).
The salinity increases twice in 60 years but with small peaks (Figure 8(d) ). At the end of the management period, it achieves a very low value which means that the groundwater system is sustainable. The algorithm increases the extraction rates from the 12th year to almost the 27th year and then again from the 36th year to the 47th year (Figure 8(c) ).
The increased extraction rates also correspond to the increased cultivated area (Figure 8(a) ) and the increased profit (Figure 8(e) ). The yield of maize (salt-sensitive crop)
increases with the decrease in salinity and vice versa ( Figure 8(f) ). Table 8 shows the optimal parameter set for this scenario where each row corresponds to a time period of 12 consecutive years. This scenario can be adapted to a real life problem since it has reasonable trade-off between the two contradicting objectives of profit and sustainability.
The optimization results presented so far in this paper are derived by using ANN as the surrogate model because of its fast performance. Figure 9 shows the cumulative profit over time which is derived by running the management framework in simulation mode with all the three models (ANN, GPM, and OGS) and the optimal values of the decision variables given in Although GPM has shown high accuracy in approximating the OGS model, it still suffers from its relatively higher computational time requirement. It did perform faster than OGS, however, it was considerably slower as compared to ANN. Improving the GPM speed should be regarded as an avenue for future research. Attempts should be made through a more rigorous training with increased number of inflow and extraction rates to solve the issue with ANN in Figure 5 . It is worth mentioning that ANN in this case runs out of the valid state-space of the training dataset, which could be one of the reasons for such an abnormal behavior. One solution approach that might work would be to train the ANNs for the longest time period and then carry out variable-time simulations within that temporal range. Another probable reason behind the behavior of ANN in Figure 5 could be the implementation of the adaptive pumping scheme, because there is a chance that it might have introduced discontinuities in the ANN. We address this particular issue more elaborately in our ongoing research.
SUMMARY AND CONCLUSIONS
In this study, we present a simulation-optimization frame- 
