Linking dynamical heterogeneity to static amorphous order by Charbonneau, Patrick et al.
ar
X
iv
:1
30
9.
50
85
v4
  [
co
nd
-m
at.
dis
-n
n]
  1
9 A
ug
 20
16
MIT-CTP-4496
Linking dynamical heterogeneity to static amorphous order
Patrick Charbonneau,1, 2 Ethan Dyer,3, 4 Jaehoon Lee,3, 5 and Sho Yaida3, 1
1Department of Chemistry, Duke University, Durham, North Carolina 27708, USA
2Department of Physics, Duke University, Durham, North Carolina 27708, USA
3Center for Theoretical Physics, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA
4Stanford Institute for Theoretical Physics, Stanford University, Stanford, California 94305, USA
5Department of Physics and Astronomy, University of British Columbia,
Vancouver, British Columbia V6T 1W9, Canada
Glass-forming liquids grow dramatically sluggish upon cooling. This slowdown has long been
thought to be accompanied by a growing correlation length. Characteristic dynamical and static
length scales, however, have been observed to grow at different rates, which perplexes the relationship
between the two and with the slowdown. Here, we show the existence of a direct link between
dynamical sluggishness and static point-to-set correlations, holding at the local level as we probe
different environments within a liquid. This link, which is stronger and more general than that
observed with locally preferred structures, suggests the existence of an intimate relationship between
structure and dynamics in a broader range of glass-forming liquids than previously thought.
I. INTRODUCTION
Despite the widespread use of glasses, a microscopic
understanding of their formation remains elusive. Any
such description must incorporate the most salient char-
acteristics of glass formation: the shear viscosity and
the structural relaxation time grow by many orders of
magnitude when cooling a liquid over a modest range
of temperatures, without any obvious structural change.
The ubiquity of glass formation has led to a search for
a universal description of the process, often invoking an
underlying diverging length scale that accompanies the
marked growth in relaxation time. Finding evidence for
such length scale in traditional observables has proved
difficult [1–4], and the challenge has spurred the search
for an even richer set of observables. Two main families of
attempts at identifying a growing length scale have been
pursued: one focusing on dynamics and another focusing
on statics.
On the dynamical side, there has been significant
progress identifying a growing length, culminating in the
characterization of spatially correlated particle motion on
a characteristic scale [5–7]. This dynamical heterogeneity
corresponds to the system transiently fragmenting into
regions with high and low mobility, before homogenizing
anew over long timescales. The average size of these dy-
namically heterogeneous domains, ξdyn, clearly grows as
temperature is lowered [6–17].
On the static side, the situation is more muddled.
Many candidate length scales have been proposed with
various degrees of success [18–26]. A long-time favorite
measures the growth of locally preferred structures (LPS)
in certain glass formers [27, 28]. For example in the
Wahnstro¨m liquid [29], dynamical slowdown is accompa-
nied by a marked increase of icosahedral ordering [21]. A
key drawback of this approach, however, is that LPS and
their relation to dynamical slowdown are highly system-
dependent [30]. Point-to-set (PTS) correlations, by con-
trast, provide a system-independent approach [19, 20].
As long as one considers coarse-grained degrees of free-
dom that get frozen upon glass formation, i.e., particle
positions or their local bond-orientations, PTS correla-
tions universally pick up a growing amorphous order [31].
In other words, PTS correlations detect the rarefaction
of metastable states in local free-energy landscapes, the
number of which is expected to sharply decrease upon
approaching a putative entropy crisis, such as at the ex-
trapolated Kauzmann temperature, TK [32]. Encourag-
ingly, the PTS correlation length has been found to grow
more than simpler static lengths in various glass-forming
liquids [33–50].
While both the dynamic, ξdyn, and the static PTS,
ξPTS, lengths seem to universally increase upon cool-
ing, the relation between the two remains unclear. In
the numerically accessible regime over which they have
been determined they grow at different rates, the for-
mer more rapidly than the latter [45, 50]. One might
thus be tempted to dispose of PTS correlations as ir-
relevant to glassy dynamics – as is sometimes invoked
to motivate certain dynamical models of the glass tran-
sition [51]. The lack of a linear relation between the
two types of length scales, however, does not necessar-
ily imply the absence of any relation. There is indeed a
recurring observation that regions with a higher concen-
tration of LPS tend to relax more slowly than the rest of
the system [23, 52–59]. This link seems to persist even
in glass formers that display a clear divergence between
the dynamical and static LPS lengths, notably for the
Wahnstro¨m liquid [30]. The problem, of course, is that
this relationship is highly system-dependent, like the LPS
themselves. Consequently, it does not obviously hold in
the absence of aggregating LPS, as is for instance the
case for the Kob-Andersen liquid [30]. Such an approach,
however elaborate, thus offers little hope of attaining a
universal theory of the glassy slowdown.
Here through a different route, we provide evidence
for a system-independent, universal link between statics
and dynamics in glass-forming liquids. By focusing on
the general amorphous order rather than on the system-
specific LPS order, we go beyond prior efforts, finding
2a strong link in the Kob-Andersen liquid, for which a
LPS-based approach yields only a weak link [30]. More
precisely, we find that the link, quantified in terms of
the Spearman coefficient, is most manifest when PTS
correlations are measured with cavities of size R ∼ ξPTS
at low temperatures.
Before going any further, however, let us say a few
words about amorphous ordering. The notion was in-
troduced by Biroli and Bouchaud [19]–and formalized by
Montanari and Semerjian [20]–so as to describe the phys-
ical necessity that a liquid develops some sort of struc-
tural order as the number of possible equilibrium con-
figurations decreases, i.e., as temperature decreases or
density increases. This order, however, has generically
nothing to do with structures that give rise to crystalline
ordering, hence its amorphous nature. One might ex-
pect amorphous order to be controlled by disordered con-
straints, such as the randomness of the couplings in spin
glasses, that have no equivalent in liquids. The ingenuity
of point-to-set correlations as applied to systems without
such quenched disorder lies in introducing a self-induced
disorder through pinning a subset of particles, and in
then measuring its influence on the rest of the system.
The existence of nontrivial, amorphous order can thus
be assessed even in simple glass-forming liquids.
The rest of this article is organized as follows. After
detailing our simulation protocols in Sec. II, we define
the overlap field in Sec. III, which measures the local
similarity between two configurations. We use this ob-
servable to characterize local sluggishness, make precise
the notion of the local amorphous order, and relate the
two in Sec. IV. We conclude and discuss possible future
directions in Sec. V.
II. MODEL AND SIMULATION DETAILS
We simulate the canonical glass former originally pro-
posed by Kob and Andersen in d = 3 spatial dimen-
sions [60, 61]. The liquid contains two particle species,
denoted by A and B, with equal mass, m, interacting via
a Lennard-Jones potential,
Vab(r) = 4εab
[(σab
r
)12
−
(σab
r
)6]
, (1)
where a, b ∈ {A,B}, and the parameters satisfy
ǫAB/εAA = 1.5, εBB/εAA = 0.5, σAB/σAA = 0.8, and
σBB/σAA = 0.88. The interaction potential is truncated
and shifted at rcutab = 2.5σab. The relative number of par-
ticles is NA : NB = 4 : 1 and the overall number density
is ρ = 1.2σ−3AA. Length, temperature T , and time t are
reported in standard Lennard-Jones dimensionless units
set by σAA, εAA/kB, and (mσ
2
AA/εAA)
1/2, respectively.
We study samples with N = 135, 000 particles in a
periodic cubic box using molecular dynamics simulations
carried out with LAMMPS [62], accelerated by the GPU
package [63, 64] with mixed precision [65]. In order to
preserve the numerical stability of the algorithm, we use
the velocity-Verlet time integration scheme with an inte-
gration timestep dt = 0.005, and a neighbor list with
skin depth 0.3, updated every 20 molecular dynamics
steps. Simulations are performed in the canonical, con-
stantNV T , ensemble, using the Nose´-Hoover thermostat
[66, 67] with damp time 1.0. Drift in the center of mass
is prevented by keeping its position constant at every in-
tegration step.
We prepare samples by starting from an equilibrium
configuration at T = 2.000 and sequentially equilibrating
at T = 1.000, 0.800, 0.600, 0.550, 0.510, 0.485, 0.465 and
finally 0.450, which is close to the mode-coupling tem-
perature, TMCT = 0.435 [60, 61]. Specifically, we cool
a sample from one temperature to the next with a slow
cooling rate, dTdt
<∼ 10−4 1τα(T ) , followed by an equilibra-
tion run for time tequi with 120τα < tequi < 160τα (except
that tequi ≈ 280τα at T = 1.000), where the structural
relaxation time τα is defined below.
Throughout the simulation, the total energy and pres-
sure are monitored in order to detect any hint of nu-
merical instability or crystallization. As a further check,
a second, statistically independent sample with different
initial velocities is used to validate the bulk measure-
ments, i.e., energy, pressure, and dynamical correlation
functions. Note that for T < 0.450, crystallization is
found to interfere with dynamical measurements [68] for
our choice of dynamical protocol, which sets the lower T
for our study.
In order to measure bulk liquid properties, equilibrated
samples are evolved at each temperature for time tprod =
tequi, while keeping the system coupled to the thermostat,
and n = 1000 equally-spaced configurations are recorded,
i.e., they are separated by trec = tprod/n. We denote
each configuration X(s) = {(x)ai (t = strec)}, where s =
0, ..., n− 1 is the snapshot number, a ∈ {A,B}, and i =
1, ..., Na the particle number.
III. OVERLAP FIELD AND BULK DYNAMICS
The dynamics and growing amorphous order of glass-
forming liquids can be characterized in various ways. A
common dynamical measure is the decay of the interme-
diate scattering function, which has the advantage of be-
ing observable through light scattering experiments [69].
Here, we use an overlap field, q(r), because it allows us
to naturally compare the liquid dynamics against PTS
correlations, as defined in Sect. IV. The usage of the con-
tinuous overlap field also smoothens out the short-range
oscillation of the dynamical correlation functions due to
cage sampling, making it possible to extract the dynam-
ical length through a relatively simple fitting.
A. Overlap field
We denote a pair of configurations by X = {xai } and
Y = {yai }. For each particle xai , we find the nearest
3particle yainn of the same species, and assign an overlap
value qX;Y (x
a
i ) ≡ w
(∣∣xai − yainn ∣∣), where
w(z) ≡ exp
[
−
(z
b
)2]
(2)
with b = 0.2. This procedure defines overlap values
qX;Y (x
a
i ) at scattered points {xai }. We define qX;Y (r)
to be a continuous function, linearly interpolating these
overlap values within Delaunay simplices spanned by the
scattered points. Similarly, we define qY;X (r) and set
qX,Y (r) ≡ 1
2
{qX;Y (r) + qY;X (r)} . (3)
This overlap field quantifies the local similarity around a
point r between two configurations, X and Y.
B. Bulk relaxation
Using this definition, we can cast the dynamical slow-
down of glass-forming liquids in the language of the over-
lap field. When a liquid is sufficiently cooled, each con-
stituent particle is caged by its neighbors and vibrates
around its itinerant center. At short times, t ≪ τα, an
initial configuration, X0, and its time-evolved configura-
tion, Xt, look quite similar. In other words, the dynam-
ical overlap field
qX0 (r; t) ≡ qX0,Xt (r) (4)
takes high values nearly everywhere. At long times,
t ≫ τα, the liquid explores phase space and thus loses
its similarity to X0, resulting in low overlap values. The
crossover from similar to dissimilar structures defines τα.
More precisely, we first measure the autocorrelation func-
tion
f(t) ≡ 〈qX0 (r0; t)〉 , (5)
where 〈. . .〉 indicates the thermal average over equilib-
rium configurations X0 and positions r0 (Fig. 1a). We
then perform a least-square fit to the stretched exponen-
tial function
ffit(t) = A exp
{
−
(
t
τα
)γ}
+ f∞ (6)
for t ≥ 1, where the asymptotic value, f∞, is a static
quantity that depends on the choice of the overlap func-
tion w(r). The thermal average is evaluated by tak-
ing 10 initial equilibrium configurations X0 = X(s) at
s = 0, 100, . . . , 900 and by comparing them against the
ones at time t = ktrec for k = 1, 2, . . . , 99. The subse-
quent averaging over positions is implemented by ran-
domly selecting 1000 points in each initial configuration,
associating to each point a mean value over a ball of ra-
dius 1.0 around it through Monte Carlo integration with
105 points, and then averaging over these means. The
value of f∞ is evaluated similarly by repeatedly taking
20000 pairs of well-separated points in the bulk and again
further averaging over mean overlap values within a ball
of radius 1.0 centered around these points. As expected,
the resulting structural relaxation time quickly grows as
temperature decreases (Fig. 1b).
C. Dynamical heterogeneity
The spatial distribution of the decorrelating overlap
field reveals the dynamical heterogeneity of the relax-
ation process, and this heterogeneity is most pronounced
at t ∼ τα, as has been broadly reported [7]. On the τα
timescale, such a system is commonly subdivided into
(a minimum of) two types of regions, dubbed fast and
slow. In fast regions, cooperative rearrangements quickly
erase the similarity to the initial configurations, result-
ing in relatively low overlaps; in slow regions, particles
have barely moved, resulting in relatively high overlaps.
The typical size of these regions, ξdyn, is encoded in the
connected dynamical correlation function
Gdyn (r; t) ≡ 〈qX0 (r+ r0; t) qX0 (r0; t)〉 − f(t)2 , (7)
where we take t = τα (Fig. 2a). Note that this function
involves two X0’s and two Xt’s, and is thus closely re-
lated to standard four-point correlation functions used to
characterize the size of heterogeneous domains [7].
In order to average the two-point components, we take
100 initial configurations X0 at s = 0, 10, . . . , 990 and
randomly choose 5000 points r0 in each; to evaluate the
product qX0 (r+ r0; t) qX0 (r0; t) at radius r, we further
average over orientation by taking 103 points r uniformly
distributed over the sphere of radius r. To estimate the
dynamical correlation function at t = τα, we choose kα
such that kαtrec is closest to τα among all integers. In
order to extract a dynamical length, we finally fit the
radial decay of this function to an exponential form
Gfit (r) = B exp
(
− r
ξdyn
)
, (8)
where B and ξdyn are fitting constants. Note that in
order to reduce statistical noise in the asymptotic tail
of connected dynamical correlation function, f(kαtrec) is
evaluated more accurately than before, averaging over
100 initial configurations and 5000 randomly chosen balls
of radius 1.0 within each of those.
As expected from earlier studies [6–16], the range of
dynamical correlations grows as temperature decreases,
and does so more rapidly than the PTS correlation
length, ξPTS (from Ref. [50]), all the while the two-point
density-density correlation length, ξ2 (from Ref. [31]), re-
mains roughly constant (Fig. 2b). The divergence be-
tween ξdyn and ξPTS was first noted in hard-sphere glass
formers within the random pinning protocol [45], and our
results confirm that the phenomenon is fairly generic.
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FIG. 1: Structural relaxation of the Kob-Andersen liquid seen through the dynamical overlap field. (a) Autocorrelation function
f(t) at temperatures T = 1.000 (red-cross), 0.800 (green-circle), 0.600 (cyan-square), 0.510 (blue-diamond), and 0.450 (black-
plus). Solid lines are stretched exponential fits to Eq. (6), where f(t) asymptotes to f∞ ≈ 0.04 at long times. (b) The structural
relaxation time, τα, rapidly grows as temperature decreases.
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FIG. 2: Dynamical heterogeneity in the Kob-Andersen liquid seen through the dynamical overlap field. (a) Dynamical corre-
lation function at t ≈ τα. Color codes are the same as in Fig. 1. (b) The growing dynamical length, ξdyn (navy blue-triangle),
is compared to the PTS length, ξPTS (purple-pentagram), extracted as in Ref. [50]. The length extracted from the two-point
density-density static correlation function, ξ2 (orange-asterisk), is also included for reference from Ref. [31]. Note that all are
rescaled to unity at T0 = 0.8, where the onset of glassy physics gives rise to a clear separation between PTS and two-point
lengths [31].
IV. LOCAL OBSERVABLES
Given a point r0 within a configuration X0, we qual-
itatively expect that the more extended the amorphous
order, the more cooperative the rearrangements, and the
more sluggish the particle evolution. In this section, we
demonstrate this expectation quantitatively. We first ex-
plain how to characterize local dynamics and the extent
of amorphous order using the overlap field, and then ob-
serve a direct link between the two quantities.
A. Local dynamics
In order to quantify the local mobility at point r0, one
can probe the dynamical overlap field around it. To re-
duce irrelevant vibrational noise, however, one must first
average locally,
qdyn(r0; t) ≡ 3
4π
∫
|r|<1
dr qX0,Xt (r+ r0) , (9)
where the integral is evaluated by Monte Carlo integra-
tion with 105 points, and then further average over time
q¯dyn(r0) ≡ 1
τα/2
∫ τα/2
0
dtqdyn(r0; t) , (10)
which we here implement by averaging over configura-
tions between times 0 and τα/2. Note that our sampling
time, trec ∼ 0.1τα, is rather coarse and thus a large resid-
ual thermal noise remains in our evaluation of time av-
erages, especially at high temperatures. As temperature
decreases, however, the signal to noise ratio increases and
we are then able to pick up the correlation between stat-
ics and dynamics.
In a region with high mobility the dynamical overlap
decays relatively quickly with time, resulting in a low
q¯dyn, while in a region of low mobility it retains a large
value for a relatively long time, resulting in a high q¯dyn.
Local sluggishness can thus be quantified by considering
q¯dyn(r0).
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FIG. 3: (a) Spearman coefficient S as a function of cavity radius R for T = 0.8, 0.6, 0.51. Color code is the same as in Fig. 1
and error bars are 95% confidence intervals, i.e., ±2σ˜. The results are consistent with the Spearman coefficient taking its
highest value around 0.8ξPTS, marked by dotted lines. (b) Probability distribution of (q¯PTS, q¯dyn) for the Kob-Andersen liquid
at T = 0.51 and R = 2.6. Here, q¯PTS characterizes the spatial extent of local amorphous order while q¯dyn characterizes the
local sluggishness. The high value of the associated Spearman coefficient, S = 0.47, indicates a roughly monotonic relation
between these two quantities.
B. Local PTS correlations
PTS correlations characterize the local free-energy
landscape around a point r0, within a configuration
X0. In order to measure this purely static correlation,
we pin particles outside a cavity of radius R centered
at r0, sample new configurations X˜ within that cavity,
and measure the statistics of the overlap field q
X0,X˜
(r).
Equilibration inside the cavity is carried out following
the parallel-tempering scheme presented in Ref. [50] and
using the same parameters, except for T = 0.8 and
R = 1.1, which is new here. In this case, temperatures
and shrinking parameters for replicas, {(Ta, λa)}a=1,...,n,
satisfy the linear relation Ta−T1Tdec−T1 =
λa−λ1
λdec−λ1
, with Tdec =
1.00, λdec = 0.80, and (λ1, λ2, λ3, λ4, λ5, λ6, λ7, λ8) =
(1.000, 0.955, 0.910, 0.865, 0.820, 0.775, 0.730, 0.685); see
Ref. [50] for methodological details. For simplicity, we
here focus on average values near the cavity core,
q¯PTS(r0;R) ≡ 3
4π
∫
|r|<1
dr 〈q
X0,X˜
(r+ r0)〉R , (11)
where the conditional thermal average 〈. . .〉R denotes av-
eraging over constrained equilibrium configurations X˜,
under the influence of the pinned particles outside a cav-
ity of size R, which acts as an effective quenched disorder.
The integral is evaluated by Monte Carlo integration with
105 points. Note that although we sample configurations
10 times less frequently than in Ref. [50], the averaging
is more than sufficient to properly evaluate core overlap
values. In order to obtain good statistics for later analy-
sis, we also sample 350 distinct r0 (100 for T = 0.51 and
R = 3.2), which is markedly more than Ref. [50]. Results
are obtained for T = 0.80, 0.60, and 0.51, but in order
to keep the computational cost within reason the com-
putations are carried out only with cavity sizes R ≤ 2.6
(plus R = 3.2 for T = 0.51). Even within this reduced
R regime, we detect a significant correlation between the
static amorphous order and dynamical sluggishness.
When simulations are carried out for small R≪ ξPTS,
pinning is so constraining that X0 and X˜ are very sim-
ilar, resulting in high overlap with high probability. By
contrast, for large R ≫ ξPTS, the impact of the bound-
ary is negligible and thus two configurations are essen-
tially statistically independent near the core, resulting in
low overlap with high probability. In the intermediate
regime R ∼ ξPTS, disorder fluctuations in the local free-
energy landscape emerge. Specifically, when the probing
cavity size is near R ∼ ξPTS, some region contains a sin-
gle minimum, while some other region holds more than
a few. In general we expect that the fewer metastable
states the local landscape holds, the broader the amor-
phous order extends around r0, the farther inside the
cavity nonperturbative boundary effects propagate. As a
result, q¯PTS(r0;R) then decays less quickly. Examining
q¯PTS(r0;R) with R ∼ ξPTS, we can thus quantitatively
diagnose the relative spatial extent of amorphous order
in a given local environment. In this language, the PTS
length scale corresponds to the average spatial extent of
the fluctuating amorphous order.
C. Local link between dynamics and static PTS
We now have the necessary tools to analyze the re-
lationship between the dynamical observable, q¯dyn(r0),
characterizing local sluggishness, and the static observ-
able, q¯PTS(r0;R ∼ ξPTS), characterizing local amorphous
order. Based on the results of earlier studies, we do not
expect a perfect one-to-one linear mapping between the
two, but rather a roughly monotonic relation. A standard
measure for quantifying such a relationship is the Spear-
man’s rank correlation coefficient, S, which assesses cor-
relation between two quantities in the ranking space [70].
6Specifically, for a set of quantities W = {Wm}m=1,...,M ,
we define the rank wm = Rank (W ;m) such that Wm
is the wm-th highest value in the set. Then, given M
observations of two quantities, W and Z, we define
S = 1−
∑M
m=1 6 {Rank (W ;m)− Rank (Z;m)}2
M(M2 − 1) . (12)
This coefficient attains |S| = 1 for a perfect mono-
tonic relation, and asymptotes to S = 0 for large un-
correlated dataset. Its standard error is given by σ˜ =
0.6325/
√
M − 1.
To get an idea of the typical scale of this quantity, con-
sider the results for the Wahnstro¨m liquid [30]. Hocky
et al. found |S| = 0.62 between local mobility and LPS,
and S = 0.50 between LPS and PTS. Combined, these
results hint at a correlation between local mobility and
PTS correlation, although the corresponding S was not
reported. For the Kob-Andersen liquid, the same au-
thors found instead |S| = 0.22 between local mobility
and LPS at T = 0.45, thus concluding that LPS is not as
good a dynamical predictor for this system as it is for the
Wahnstro¨m liquid. Again, this distinction likely reflects
the system-dependent nature of the predicting power of
LPS.
Consider now how the general amorphous order fares
as a dynamical predictor by evaluating Spearman coeffi-
cients between q¯PTS(r0;R) and q¯dyn(r0) (Fig. 3). The rel-
atively high S at T = 0.51 suggests a correlation between
the static amorphous order and dynamical sluggishness
that is stronger than that provided by LPS order at an
even lower temperature T = 0.45. Interestingly, the co-
efficients seem to be highest when R ∼ ξPTS, reaching
S = 0.47(8) at T = 0.51, which is consistent with the
expectation that local fluctuations in the extent of the
amorphous order is most saliently manifested in the PTS
correlations at this scale. We thus expect that probing
PTS overlap closer to R ∼ ξPTS at other T to also max-
imize correlation, but further study is needed to confirm
the effect. Note that our rather coarse bulk-sampling
time (mentioned in Sec. IVA) results in a large residual
thermal noise in our evaluation of the dynamical over-
lap, especially at high temperatures (not shown). We
thus also expect the link we detect here to become even
stronger for improved time-averaging of the dynamical
overlap.
V. CONCLUSION
We have shown the existence of a direct positive cor-
relation between local dynamical heterogeneity and lo-
cal static PTS correlations for the Kob-Andersen liq-
uid, despite the divergence between the two associated
length scales. This result is particularly compelling be-
cause PTS observables, unlike LPS, provide a system-
independent way of linking dynamics to statics, working
even in the case the latter measure fails to detect any
growing order. This robustness is accomplished by ap-
pealing to the following observation holding at the global
level as glass formers probe different dynamical regimes:
the fewer metastable states the free-energy landscape
holds, the farther the amorphous order extends, the more
sluggishly particles move. Our work indicates that this
glassy signature holds also at the local level, within a
liquid at fixed temperature as we probe different local
environments. Of course, whether of not this hypothe-
sis universally holds for all glass-forming liquids should
be extensively tested beyond Lennard-Jones classes, no-
tably for harmonic particles (for which the link between
dynamics and LPS is virtually nonexistent [30]) and for
hard spheres. Given the unfailing observations of the
glassy signature of these systems at the global level, there
is a reasonable likelihood for this observation to be robust
at the local level as well.
After disclosing the local link between statics and
dynamics, one may still wonder why their associated
lengths grow at different rates as temperature de-
creases. One insight from PTS measurements is that
the free-energy barriers between states are prohibitively
high at the PTS scale, whereat a few distinct states
become accessible. These barriers are so pronounced
that extensive use of parallel-tempering is needed to
overcome them within a reasonable simulation time [50].
The corresponding relaxation paths are therefore most
likely not sampled in the standard bulk dynamics.
Rather, the deviation of two length scales suggests that,
as temperature decreases, one needs to go increasingly
longer distances in order to access paths that enable
collective motion. The observed local link indicates that
local fluctuations in the amorphous order still govern
the distance at which this dynamically viable regime is
reached in each region. In order to delineate the basic
physics, it might be more productive to first consider
this behavior in a simple schematic model, like the
one proposed in Ref. [71] to explain the breakdown
of the Stokes-Einstein relation. Another route might
be to systematically consider the microscopic origin of
the Stokes-Einstein breakdown as one approaches the
mean-field regime [72], as proposed in Ref. [73].
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