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Abstract--This paper considers the problem of simultaneous H °° control of a finite collection 
of linear time-invariant systems via a nonlinear digital output feedback controller. The main result 
is given in terms of the existence of suitable solutions to Riccati algebraic equations and a dynamic 
programming equation. (~) 1998 Elsevier Science Ltd. All rights reserved. 
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INTRODUCTION 
The problem of simultaneously stabilizing a finite collection of linear time-invariant plants with a 
single controller is a problem which has attracted considerable interest; e.g., see [1]. In particular, 
if one restricts attention to the case of linear time invariant controllers, the problem of finding 
a useful necessary and sufficient condition for simultaneous stabilization has remained unsolved. 
The motivation for the simultaneous stabilization problem is derived from the fact that many 
problems of robust control with parameter uncertainty can be approximated by a simultaneous 
stabilization problem. Also, the fact that the simultaneous stabilization problem is tantalizingly 
simple to state and yet apparently very difficult to solve has attracted many researchers. 
One case in which the problem of simultaneous stabilization via a linear time invariant controller 
can be solved is the case of two plants. In this case, the problem can be reduced to a problem 
of strong stabilizability; e.g., see [2]. The problem of strong stabilizability involves finding a 
stabilizing controller which is itself stable. There are conditions for the solution to the strong 
stabilization problem. These conditions are given in terms of a certain parity interlacing property 
of the plant poles and zeros; see [3]. However, even in the case of two plants, no bound can be 
given on the order of the required compensator; e.g., see [4]. 
One of the most significant recent advances in the area of control systems was the theory of 
H °° control; e.g., see [5,6]. The use of H °° control methods has provided an important tool for 
the synthesis of robustly stable output feedback control systems. One of the contributions of this 
paper is to show that the H °° control theory can be extended into the realm of multiple systems. 
In this paper, we consider the problem of simultaneous H °° control of a finite collection of linear 
t ime-invariant plants. This problem is much more general than  the problem of s imultaneous sta- 
bil ization. However, unlike the papers on simultaneous stabil ization mentioned above, we do not 
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restrict attention to linear time-invariant controllers. The class of compensators being considered 
contains nonlinear digital controllers which update the control signal u(t) at discrete times, with 
u(t) constant between updates. The main result of this paper is a necessary and sufficient condi- 
tion for the simultaneous H °° control problem. This condition is given in terms of the existence 
of suitable solutions to Riccati algebraic equations and a dynamic programming equation. If such 
solutions exist, then it is shown that they can be used to construct a corresponding controller. In 
the case of a single plant, the dynamic programming equation can be reduced to another Riccati 
algebraic equation and our controller coincides with the linear compensator f om the standard 
H °° control theory (see, e.g., [6]). However, in the case of several plants, the controller presented 
in this paper is nonlinear. Our main result shows that if the simultaneous H °Q control problem 
for k linear time-invariant plants of orders hi, n2, . . . ,  nk can be solved, then this problem can be 
solved via a nonlinear controller of order n ~ nl + n2 + • .. + nk + k. 
PROBLEM STATEMENT 
Let k be a given number. 
Consider the following k time-invariant linear systems defined on the interval [0, oo): 
~c~(t) =A~x~(t) + Biw~(t) + D~u(t); 
z~(t) = K~x,(t) + e~u(t); (2.1) 
y(t)=C~x~(t) + vi(t), i = 1 ,2 , . . .  ,k, 
where x~(t) ~ R n' is the state, w~(t) ~ R v' and vi(t) ~ R l' are the disturbance inputs, u(t) ~ R h 
is the control input, zi(t) ~ R q~ is the error output, and y(t) E R t is the measured output. 
We suppose that for any i = 1, 2 , . . . ,  k, the following assumptions hold. 
ASSUMPTION 1. K~Gi = 0 and G~Gi > O. 
ASSUMPTION 2. The pair (A~, K~) is observable. 
ASSUMPTION 3. The pair (A~, Bi) is controllable. 
Let ~f > 0 be a given time. We will consider the following class of nonlinear digital output 
feedback controllers which updates the control input u(t) at discrete times 0, ~f, 2~f, 3~f,... , with 
u(t) constant between updates: 
u(j~)--U 
Also, we suppose that the following causality type assumption holds: 
y(t) = 0, Vt E [0,j6] ==~ u(jS) = 0. (2.3) 
NOTATION. In this paper, II " [[ denotes the standard Eucledian norm. Also, for any T1 < 
T2 _< oo, L2[T1, T2) denotes the Hilbert space of square integrable vector-valued functions defined 
on [Yl, T2). 
DEFINITION. Consider systems (2.1). A non//near digital output feedback controller (2.2), (2.3) 
is said to solve the simultaneous H °° control problem for systems (2.1) if there exists a constant 
c > 0 such that for all i = 1, 2,. . . ,  k the following conditions hold. 
(i) For any initial condition xi(O) = x°i and disturbance inputs [wi(.), vi(.)] E L2[0, oo), the 
closed loop system (2.1), (2.2) has a unique solution [xi(.), u(.)] E L2[0, oo). 
(ii) The following inequality is satisfied: 
J~ ~ sup fo  II ~,(t)112 at < 1. (2.4) 
x,(0)#0, [~,(.),~,(.)l~L2[0,~) e [[ x~(0) [[a + fo ( l [  wa [[2 + II v~ [[2)dt 
Let e0 
Riccati algebraic equations: 
AiDi + PiA~ + D~ [(1 + e0)K~Ki - C~Ci] Pi + SiS~ = O, 
Also, we consider a set of state equations of the form 
~:(t) = A~(t) + By(t) + Du(t), 
where 
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> 0 be a given constant. Our solution to the above problem involves the following 
A., & A, + ./5 i [(1 + eo)K~K~ - C~C~], 
[ 2,  o . . .  o P ,q  ] 0 A2 . . .  0 B"  P2C~[ 
, ~ , , ,  ' 
L';" ";" ::: ~lk PkC~J | 
An 
i = 1 ,2 , . . . , k .  (3.1) 
(3.2) 
D& D2 
(3.3) 
(3.4) 
Here ~(t) • 1~. m where m & nl 4- n2 + ...  + nk. Furthermore, let q > 0 be a given constant. 
The vector ~(t) • R m can be partitioned as ~?(t) = [~l(t)'a?2(t)' . . .  ~?k(t)']' where ~i(t) • R n'. 
Introduce the following cost function: 
w ~ (el, ~(t), u(t), y(t)) ~ (1 + e0) II (gi~q(t) + G,u(t)) II ~ 
+ q II ~( t ) I I  2 - I I  (c,~,(t) -y(t))I I  2 . (3 .5)  
Consider the following k equations: 
÷i(t) = W i (el, :~(t), u(t), y(t)), i = 1, 2, . . . ,  k. (3.6) 
Moreover, let 
r io ~- [,'l(t)r~(O...r~(O]', ~(t) ~ [~(ff,'(t)']'. 
Then r(t) E l:t k and z(t) E R '~ where 
n ~-m +k=nl  +n2-t-. . . -Fnk + k. 
Furthermore, introduce a function L(.) from R. n to P~ as 
L(z) ~= max ri. (3.7) 
i=l,2,...,k 
Let V(.) be a given function from l:t '~ to R, and let u ° • l:t h and z0 • R n be given vectors. Then, 
F(q,  Zo, u °, Y(.)) ~ sup Y(z(6)), (3.8) 
~(.)eL2 [o,6) 
where the supremum is taken over all solutions to system (3.2), (3.6) with y(.) • L2[0, 6), u(t) = u ° 
and initial condition z(0) = z0. 
Now we are in a position to present he main result of this paper. 
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THEOREM 3.1. Consider systems (2.1) and suppose that Assumptions 1-3 hold. Then, the 
following statements are equivalent. 
(i) There exists a nonlinear digital output feedback controller (2.2), (2.3) which solves the 
simultaneons H °° control problem for systems (2.1). 
(ii) There exist constants e0 > 0 and ex > 0 and solutions Pi = P" > 0 to the Riccati 
algebraic equations (3.1) such that the matrices .4i defined by (3.3) are stable and the 
dynamic programming equation 
V(zo) = inf F (el, zo,u °, V(.)) (3.9) 
uOER h 
has a solution V(zo) such that V(zo) > L(zo) for all zo E R n, V(O) = 0 and for z0 = 0 
the infimum in (3.9) is achieved at u ° = O. 
Moreover, suppose that condition (ii) holds. Then there exists a function u°(zo) such that 
u°(0) = 0 and 
V(zo) >_ F (0, zo, u°(zo), Y(.)) . (3.10) 
F, Jrthermore, consider a controller of the form (2.2) with 
u(jS) = u°(z(j~)) (3.11) 
where z(.) is the solution to equations (3.2), (3.6) with haitial condition z(O) = O. Then any such 
controller solves the simultaneous H °° control problem for the systems (2.1). 
The proof of this theorem is available upon request and will be published elsewhere. 
COROLLARY 3.1. I f  the simtdtaneous H °° control problem for the k systems (2.1) of orders 
n l ,n2 , . . .  ,nk can be solved via a nonlinear digital output feedback controller (2.2),(2.3), then 
this problem can be solved via a nonlinear digital output feedback dynamic controller of order 
n~nl  +n2+. . .+nk  +k.  
REMARK. The H °° control problem (2.4) is equivalent to some robust stabilization problem (see, 
e.g., [7]) where the underlying linear system is described by the state equations (2.1). However, in 
this case, wi(t) and vi(t) are the uncertainty inputs, zi(t) is the uncertainty output. The uncer- 
tainty inputs wi(t) and vi(t) are required to satisfy a certain integral quadratic onstraint. Then, 
Theorem 3.1 gives a solution for the corresponding problem of simultaneous robust stabilization 
of a finite collection of uncertain systems via output feedback digital control (2.2),(2.3). 
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