This paper compares the behaviour of sampling techniques for price indices by using a scanner data set as a model population. Indices produced by two purposive deterministic cut-off designs and four probabilistic sampling schemes are compared with each other and with the 'true' population index from the whole data set. We found that the two deterministic cut-off sampling schemes show much different behaviour from the probabilistic sampling schemes. This is not unexpected as the former schemes have a very restricted focus with respect to the variety of products. We also found that the probabilistic schemes are generally closer to each other and the 'true' value than the deterministic cut-off designs. The jackknife resampling technique is also explored as a means of estimating the standard error of the index and compared with the actual results from repeated sampling.
Introduction
Sampling of representative items for a CPI is often judgmental (the US is an exception) with an implicit cut-off design (typically purchased). The accuracy of a CPI depends on the selection of representative items. What is generally not recognised is that the price quotes which form the building blocks of the CPI cover a relatively small proportion of possible representative products in terms of expenditure (for example minced meat may cover all of beef). The traditional CPI methodology draws up a list of product types with product specifications (the classification scheme). These specifications, may be tight or loose and with tight specifications, representativity will suffer since no products falling outside the specifications will enter the index. On the other hand, loose specifications give price collectors the freedom to adjust the sample -leading to greater representativity. However, combining this with the "most sold" criterion systematically under-represents the smaller brands and products that may be bought by important minorities, ILO (2004) . In the UK, the criterion used by the Office for National Statistics (ONS ) is to choose a representative sample of items that give a reliable measure of price movements for a wide range of goods. The sample chosen by the ONS (currently numbering over 680 items) is judgemental, stratified by region and shop for the CPI/RPI and stays in place for a whole year.
The analysis of sampling error and bias is problematic since CPIs, by their nature, only have data from a single sample and not the population. However, scanner data sets offer a model data set of prices which can be repeatedly sampled to produce empirical distributions of price indices for different sample schemes enabling these schemes to be compared. There is general support in the international standards (ILO Manual) and the literature (See, for example, De Haan et al. (1999) , Dorfman et al. (2006) ) for cut off sampling. Scanner data has been shown to be a very useful ancillary source of data for the measurement of inflation (see, for example, Fenwick et al., 2003; Silver & Heravi, 2001 ). This paper uses an extensive homescan data set to explore the behaviour and suitability of alternative sampling schemes.
Since prices vary widely between and within different types of good, for practical sampling we need to adopt stratification and hence it is necessary to adopt some product classification as a framework within which to choose samples. The classification used in U.K. Consumer Price Index methodology (see ONS (2010) ) is the COICOP system standing for Classification Of Individual COnsumption by Purpose. 1 This system is one of a number which were approved by the United Nations at the 30 th session of its Statistical Commission in 1999.
Sampling schemes for representative items are multi-stage by nature and it is a central tenet of multi-stage sampling that more efficient designs sample higher number of units at the first stage. This presupposes that there is higher variation between these first level groups than within, Cochran (1977) . In this work we are fortunate to be able to calculate a 'gold standard' index by considering every product in the data set. Hence we can evaluate the performance of any probabilistic sampling scheme by using repeated samples and comparing them with this true population index to measure bias and standard deviation (SD) as indicators of accuracy and precision together with root mean squared error (RMSE) as a gross measure of error. This in line with other approaches in the literatures to test if commonly used empirical methods give results similar to the data generating process, Schaefer et al.(2008) . This paper considers two cut-off and four probabilistic sampling schemes. In the case of the cut-off schemes, the only error measure we can employ is the bias since, up to this last level, only the largest two expenditure items are considered and the schemes are essentially deterministic. For other studies comparing price indices constructed from scanner data with those based on official data see, for example, Fenwick et al. (2006) .
Traditionally, lack of bias has been emphasised in the performance of sampling schemes for consumer prices indices. At the same time, there has been an ongoing debate about the relative merits of judgemental and probabilistic sampling. Indeed there is considerable variation in sampling techniques worldwide. More recently, there has been more interest in the variance of indices as well as their bias. The construction of prices indices involves choosing a (necessarily) limited but representative basket of goods and hence the choice of sampling scheme is critical. Cost also precludes repeated sampling from the population of good in practice in order to assess variability of indices, but the jackknife method of variance estimation could provide a way to get index variability information by resampling from a single sample. Hence, the key motivation for this study is to learn more about the performance of sampling schemes, both judgemental and probabilistic, across a variety of goods with a view to seeing which give good performance from both a bias and variance point of view and also to experiment with the jackknife method as above. To this end, we use a large homescan data set as a testbed population from which to sample. It is hoped that such an approach can enable an understanding of which sampling schemes perform best and hence provide some indications for improving the performance of index construction. Though this paper is restricted to one staple COICOP food group (the Meat group) this is being done in the context of all 13 COICOP food groups; comparisons across these groups will form the basis of future publications.
We calculate the error measures month-by-month for a 21 month series from January 2004 to September 2005 2 of indices derived from randomly drawn baskets matched across the months from January 2005 as the base month. The four probabilistic schemes employed probability-proportional-to-size sampling (pps) and the two purposive (selective) schemes used cut-off sampling where only larger expenditure items were considered.
In practice, it is not possible to do repeated sampling so it pays therefore to make the best use of the information obtained through sampling. One set of tools which has been achieving more prominence in recent years uses resampling (see, for example, Efron and Tibshirani, 1994) in the form of the bootstrap and jackknife procedures. In the case of the bootstrap, we attempt to examine the sampling distribution for a statistic (such as an index value) by resampling with replacement from a single whole sample taken from our population (of goods and services in the case of the CPI) to create a host of resamples each leading to a value of the statistic under examination. The jackknife method takes subsamples of the whole sample without replacement to calculate alternative values (known as pseudovalues) of the statistic being studied. The original jackknife procedure was also known as the 'leave one out' method as it used the n subsamples arising from leaving each datum out in turn to create the necessary subsamples and hence the values of the statistic. This turns out to have disadvantages with non-linear statistics and those (such as the median) with an inherent discontinuity. More recently (see, for example, Wu, 1990) , the delete-d jackknife has overcome these problems by taking subsets of size (n-d) rather than (n-1) of the original whole sample. In this paper, therefore, we also examine the viability of the jackknife technique for estimating the dispersion of the index estimate produced by one of the sampling methods by comparing it with the true estimate of the standard error from the repeated sampling results.
Since the index has to reflect a vast range of different products within any COICOP group, a hierarchical classification is inherent in the sampling schemes chosen here. The paper will cover the data used, the means of constructing such classification for meat, the sampling schemes used and regression analysis for the results obtained by repeated sampling together with discussion of the performance of the sampling schemes used.
Data
The data set employed was supplied by Taylor Nelson Softres (TNS) and contains sixty million transactions from a sample panel of 35,000 households for about 400,000 products. The households are chosen that they cover all ages, gender and social class and in every region of the UK, thus thoroughly representing the whole population. Households are required to scan their shopping purchases within their own home. The main data set contains the details of the transactions and includes the bar codes, household number, product codes, shop code, product descriptions, market categories, year/month/week/day of transaction and the price of the goods and the number of packs bought. The second file contains the product attributes. For example for the meat data we have around eighteen product attributes.
The first step in this work is to merge the two files, containing the price and product attributes respectively, by the product code. This is a challenge in itself due to the massive size of the data bases and the number of variables concerned. However, the attribute variables have considerable redundancy and we have chosen only few important attributes to include in the analysis and sampling procedure.
The coverage of the data is impressive, in terms of number of quotes and details of transactions and attributes. Table 1 shows the number of quotes and expenditure for each of the COICOP+ level for meat for the year 2004. It shows that Lamb has the lowest number of quotes and expenditure followed by pork, beef, chicken and other meat. 'Other Meat' consists of a huge variety of products ranging from sausages to liver pâté and thus has the highest expenditure. 
Approach to classification
As mentioned above, the basis for the classification used here is COICOP which is a demand based and functional classification of consumption.
Selecting Attributes
Since, the TNS data set contains a large number of product attributes -the first step was to select a useful subset of these as potential classifier variables. The COICOP system has 13 food and drink groups each of which is subdivided at a further level (known colloquially as the COICOP+ level). In the cases of the Meat group this comprises Beef, Lamb, Pork, Poultry and Other Meat.
The attributes for Meat contained a considerable number of anomalous categories which had presumably become 'fossilized' into the attribute list by accretion of custom and practice. For example, there were a number of portmanteau categories such "prepackaged". Also, some inconsistency persisted where, for example, the COICOP+ Lamb category contained an attribute referring to Chicken.
Our main criteria for including an attribute variable were to 1. Provide a clean (mutually exclusive) separation of the products across a natural dimension of the product description, e.g. Type of Preservation -"cooked", "frozen", "fresh", etc. 2. Have a relatively small proportion of missing values 3. Have, or be capable of having, relatively few values, i.e. does not split the data up into so many categories that their individual frequencies would be too low or a large 'dump' or Other category would need to be created
The strategy in constructing the classification tree for Meat was to look for common attributes across and below the COICOP+ level where possible, but to tailor the classification to reflect the expected impact of attributes on price. The number of levels needs to be workable in that too many will result in an unacceptably low number of quotes for categories at the lowest level and too few will not adequately reflect the structure of the market for that product group.
Where an attribute has categories which were ambiguous or seemingly out of line with the other categories, use was made of crosstabulation with other attributes in an attempt to better identify these 'rogue' categories.
Some attributes contained information on more than one dimension of the product. For example, there might be values such as 'frozen chicken', 'frozen turkey', 'fresh duck', etc. so that information on both the type of meat and the method of storage/preservation would be carried by the same attribute variable. It was occasionally possible to split such variables into two. Likewise, some attributes with excessive numbers of categories could be indentified and coalesced using keywords to provide a more workable set. For example, an attribute containing a number of chicken, turkey and duck products can be transformed into a variable identifying the type of poultry concerned.
Subclassification below COICOP+ level
In all COICOP+ categories for Meat, it was possible to use an attribute to identify 'brandedness' (i.e. 'No Brand Name', 'Private Label' and 'Unbranded' -the last category including loose, prepacked, etc. goods) on the basis that a brand name ought to imply a premium price for a product as opposed to an 'own label' or an unbranded product. However, over the COICOP+ level the usefulness of these categories varied greatly. For example, more than 99% of the beef products are either 'No Brand Name' or 'Private Label'. Thus, in the final classification, the use of Brandedness as a classification variable was restricted to the Other Meat COICOP+ group.
The classification by region provided the last level above the quote level for each of the COICOP+ groups.
Beef, Pork and Lamb
Apart from Brandedness, three attributes could be developedPrepreparation/Preservation method ('fresh', 'frozen', 'cooked', etc.), Cut ('stewing steak', 'mince', etc.) and Origin (British vs. Non-British).
Poultry
Again, aside from Brandedness and Region, it was only possible to develop Prepreparation, Type ('chicken', 'turkey', etc.). Origin was not identifiable for a large proportion of the products even if we had wanted to use it. Ambiguity in Prepreparation was resolved, for the major part, by cross-tabulation with other attributes.
Other Meat
Apart from Brandedness, the only usable attribute for Other Meat was Prepreparation. It is very noteworthy that Other Meat carries, by far, the largest expenditure.
Classification for Meat
The use of the Origin variable resulted in an underpopulation of the lowest levels and so was omitted from final classification. The Brandedness variable was only thought to be a useful differentiator on price for the Other Meat group which contains such items as sausages. The final classification for meat is shown in Figure 1 . 
Sampling Schemes and the Sampling Process
To reflect the practical variation in current sampling techniques we include both cutoff and probabilistic methods. Given the plethora of available goods, sampling schemes need to operate on multi-level classifications such as described in the previous section. Hence, six basic sampling schemes were carried out on the Meat data. These were SS2 -cut-off sampling using only the first level Select all COICOP+ items with an estimated annual National Expenditure of more than £400 million and the largest item for any COICOP groups left without such an item. The most popular product within each region is then chosen.
SS1 and SS2 are examples of 'cut-off sampling' as defined by Dorfman et al. (2006) whereby we sample the larger expenditure items and ignore the remainder. By way of illustrating the way that the sampling scheme interacts with the classification, Figure 2 shows the path taken through the classification tree by Sampling Scheme 1 (SS1).
SS3
-equal sampling at the first level and pps at product level Select all COICOP+ (Level 1) items including "all other" followed by a pps sample within each category over all regions.
SS4 -equal sampling at first level excluding 'Other' category and pps below As SS3 but excluding the "all other" category at COICOP+ level.
This exclusion of the miscellaneous category was done to examine the effect of omitting products which could be considered to be 'outliers' in the sense that they fail to fit into one of the main categories. In the case of Meat, the expenditure on products in this category is the largest of all the COICOP+ items and this shows, perhaps, that the specification of items at this level has not kept up with consumer choice.
SS5
-equal sampling at all levels with pps at product level Select all COICOP+ (Level 1) items including "all other" followed by selection of all level 2 items and so on with pps sampling of products down to the lowest level items.
SS6 -equal sampling at first level with pps at next level and at product level Select all Level 1 items including "all other" followed by pps selection of all Level 2 items and pps sampling of products within the lowest level items.
SS1 and SS5 force us to choose products at levels below Level 1 (the COICOP+ level) while SS2, SS3 and SS4 forces choice at Level 1 (SS2 is an expenditure-based 3 In the general case of course we may wish to choose more than 2 items at any level. Techniques exist to combine cut-off sampling with pps whereby the number, k, of items to be sampled is pre-determined. The mean cumulative expenditure per sample item is calculated as Etotal/k and the j items with expenditure greater than this are chosen with certainty. After removal of these chosen items, the remaining mean cumulative expenditure is recalculated as Etotal remain /(k-j) and the process repeated. If it cannot be repeated and we have not yet chosen k items, the remaining items are sampled by pps, IM F (2004) cutoff sampling schemes which, in the case of meat, effectively forces choice at Level 1 because all COICOP+ groups have national expenditure in excess of £400M). SS6 is a multistage sampling scheme which also forces choice at Level 1. It is likely that the more restrictions are applied in a sampling scheme by way of forced choice ensure that a greater weight is given to outlier products.
SS3 -SS6 were used to draw repeated samples from the TNS population whereas SS1 and SS2 are not susceptible to this since they are constrained by the requirement to choose the largest items. (There were insufficient quotes at the lowest level to carry out repeated sampling for these first two schemes.) The number of repeat samples is 500 in every case. Each sample of products in the base month is matched in other months and the Laspeyres expenditure weighted price index calculated across 21 months. 
where wj are the expenditure weights for the product basket P denotes price and Q denotes quantity
This was calculated for each of these sampling schemes using the SAS package (SAS, 2003) through a SAS program linking the classification scheme above to the TNS database. Originally, the index was calculated from January 2004 to December 2005 using January 2005 as the base month. However, the data from October to December 2005 was found to be incomplete and so these last three months' results were excluded from the final index series which were then input to the 'R' Package (R In addition to sampling from the TNS population, a population index was constructed from every item in the database which served as a 'true' value from which to calculate the Root Mean Squared Error (RMSE) of each index series.
For SS3-6, 500 samples of product baskets were drawn in the base month using the classification above. The index series was calculated through matching from the database back to January 2004 and forwards to September 2005. No imputation was carried out and the % matching is displayed for each sampling scheme in Figure 3 . RMSE, Standard Deviation and Bias values were then calculated as follows. Mean Sample Size includes the base month whereas error measures exclude it. RMS Bias is the Root Mean Square of the biases across the 20 independent months and is introduced to provide a comparison across both the repeatedly sampled and 'deterministic' schemes. Below this we can see the value of the average index by month on the same horizontal scale. SS1 and SS2 are essentially deterministic with insufficient quotes at the lowest level to allow repeated samples. These are thus included together with SS3-6 and with the population value but are absent in the uppermost plot. Key features of these indices are as follows.
Results

Summary measures and plots
1. The two 'deterministic sampling schemes SS1 & 2 show much different behaviour from the repeatedly sampled schemes SS3-6. This is not unexpected as the former schemes have a very restricted focus with respect to the variety of products. If we compare the % of products matched across time for each of the sampled indices we see that SS1 and SS2 behave very differently as well. 2. The volatility in the population index is far smaller than that in any of the sampled indices. 3. The repeatedly sampled indices are very close to each other -especially SS3, SS4 and SS6 In the bottom plot we see the % of products matched across from month to month which are fairly high. These values are even higher for the percentage of the expenditure covered by the matched samples since we select the high expenditure items.
In Table 3 we see indices for SS1-2 (as values from a single purposive sample) and SS3-6 (as averages for 500 repeat samples) In Figure 4 , we quantify the variability we see in the repeatedly sampled indices (SS3-6) and further break this down into its bias and standard deviation (SD) components. The bias is calculable for all the six schemes whereas the RMSE and SD are only obtainable for the four repeatedly sample ones. Concentrating on the latter, we see that RMSE and SD plots are very similar whereas the pattern of variation in the bias looks very different -though SS3 and SS6 are almost indistinguishable at times. 
Regression Analyses
To examine the dependence of the RMSE (as a measure of gross error) on sample size (rather than % coverage), month and sampling scheme, log(RMSE), log(Absolute Bias) and log(SD) were regressed on Month, Sampling Scheme and Sample Size with results as follows in Table 4 . Centred variables were used and hence the main variable coefficients for SS3-6 (SS3 as reference category) have effectively been corrected for Sample Size (actual as opposed to the % matching shown in Figure 3) and Month effects.
This table shows the OLS results for the logarithm of the Root Mean Square Error, Bias and Standard Deviation in the meat index for the four repeatedly sampled schemes. Adjusted R-squared values for the three regressions were 0.94, 0.62 and 0.99 for log(RMSE), log|Bias| and log(SD) respectively. 4 Month was used as an independent variable to control for temporal variation but, for clarity, the coefficients have not been reported in Tables 4, 5 For the Bias results, two zero values were excluded prior to the logarithmic transformation.
The pattern of coefficients for the Sampling Scheme show a consistency across the three measures of error. (We also have to remember that RMSE is an aggregate measure of SD and Bias taken together). There is very little to choose between SS3, 4 and 6 but scheme SS5 is always worse and very significantly so in terms of SD. The mean log(SD) is 1.05 and going from the reference scheme SS3 to SS5 results in an increase of 0.53 in log(SD). In unlogged terms this means a change from to 2.86 to 4.85 or an increase in SD of 69%.
There are a number of outlying values in these results and so robust regression was carried out using the R language 'rlm' (Robust Linear Model) command (R Development Core Team (2010) ). Examination of these robust regression coefficients shows that the absolute values of the coefficients differ from the OLS model but the overall pattern is the same. These two tables taken together carry the relatively simple message which is that SS5 is by far the worst method overall of SS3-6 for the meat group and that the other three are relatively similar. This backs up the qualitative observations drawn from the time series plots already discussed.
The signed bias regressions shows very similar behaviour to the other error measures as Table 6 shows. The adjusted R-squared measure is 0.945 for this regression and we can see that the bias is positive on average which again accords with the appearance of Figure 3 above. Again, scheme SS3, 4 and 6 differ little from each other but method SS5 makes the bias more negative on average and compensates somewhat for this tendency to overestimate the index. Increasing sample size tends to make the bias more negative in contrast with the unsigned error measures where it has no effect. 
Jackknife Resampling
The jackknife technique is a powerful general method for bias correction and variance estimation (Tibshirani and Efron, 1994 , Wu, 1994 , Leaver and Larson, 2001 ). Here we restrict our investigations to the latter and explore its use with sampling scheme SS3.
Following, Wu (1994) , given a statistic, θ, (in our case a price index), we can define pseudovalues
which are weighted sums of the estimates of θ from the whole sample and subsamples. The assumption is that, for a representative whole sample, the distribution of these values will mirror the actual sampling distribution of the statistic, θ. The weighting factor d d n  is needed to reflect the fact that, unlike bootstrap resamples and for small values of d, the jackknife resamples are very like the whole sample and, without it, the histogram of resamples would be artificially narrower than that of the actual sampling distribution.
In sampling scheme SS3, all the COICOP+ levels are selected and the pps sampling takes over below that with 20 products being selected from each of the 5 COICOP+ categories (Beef, Lamb, Pork, Poultry and Other Meat). We thus take a sample of 5 × 20 products (the whole sample) and calculate the index across the months using again January 2005 as the base month. Wolter (2003) suggests applying the jackknife technique to stratified samples by simultaneous deletion of one item from each stratum. To compute the jackknifed resamples, we need to honour the structure of the sampling scheme and, extending Wolter's scheme, two of the products are deleted at random from the whole sample in each COICOP+ category and the index again computed across the months. In this work we produce 500 such resamples. In a small minority of cases we may fail to match the product from the base month and, in the absence of imputation, a reduced whole sample is used but this effect is relatively minor.
Given that we have access to the actual (empirical) distribution of index values from the repeated sampling experiments described above, we are in the fortunate position of being able to use the standard errors of these empirical index sampling distributions as a check on the validity of the jackknifing procedure. Also, we can use each or any of the repeat samples as a whole sample upon which to base the jackknifing procedure which enables us to look at the standard error of the jackknife standard errors and, in the results that follow, we repeat the jackknife procedure for 50 such repeat whole samples. Figure 5 shows the repeat sampling distribution for 500 repeat samples using SS3 compared with the jackknife resamples pooled from 50 different original samples. Though resamples from a single whole sample may reflect the idiosyncrasies of that sample, this confirms that indeed the jackknife resampling procedure, is indeed reproducing the empirical sampling distribution for SS3 in a general sense. What remains to be seen is how well the jackknife standard error estimates the true standard error as estimated from the repeat sampling. In other words, how much does the jackknife standard error depend on the choice of sample? Figure 6 shows the density plot of the jackknife standard errors for the 50 different samples compared with the actual values from repeated sampling. What is quite clear from this diagram is that the mode for unimodal (or nearly unimodal) densities is very close to the real value. The question then arises as to the cause of any additional modes in these density profiles. 
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Comparison of Figures 3, 5 and 6 shows that, where the distribution of index values in any month is noticeably bimodal, this is reflected in the bimodality of both the jackknife resample index value density and the density of standard error values from jackknife standard error estimates on multiple samples. We see, especially in the overlaid index time series plot of Figure 3 , that there are often two or even three clusters of index values -depending perhaps on which route through the classification tree was taken by the sampling process. It is natural, therefore, that these clusters might have different dispersions and, if the jackknife process happens to resample from a sample in one of these clusters, the dispersion of the jackknife histogram will reflect the characteristics of that cluster rather than another. In 2005/4 for example, there is only one such cluster and the jackknife estimate of standard error is closely matched to actual value from repeated sampling. Table 7 shows that the jackknife technique is a conservative estimate of the true variability as might be expected (Efron and Tibshirani, 1994 ). This finding is echoed in Figure 5 where we can see that the jackknife and repeated sampling distributions are broadly the same shape but that the former are somewhat wider. However, it is clear that the level of overestimation of the actual variability of the index by the jackknife method is quite similar across the months for this single Meat group index.
Discussion and Conclusions
As mentioned above, the purposive (deterministic) schemes SS1 and SS2 are examples of 'cut-off sampling'. The work of de Haan et al. (1999) (discussed in Dorfman et al. (2006) ) concluded that such sampling methods could outperform simple random and probability proportional to size sampling in terms of mean square error.
1. In terms of bias, as Figures 3 and 4 and Table 2 show, the cut-off schemes are worse than the pps ones.
This could be naturally explained by the fact that the pps schemes are more flexible and take better account of the price variations within the COICOP+ groups. It should be stressed that the cut-off schemes may well outperform probabilistic methods for other populations.
2. The pps schemes are very alike in terms of average index level but SS5 is worse than the others in terms of RMSE, and breaking down this error into bias and standard deviation shows that dispersion is the dominant error for this scheme.
SS4 does not sample the 'Other Meat' category which is the largest expenditure item at Level 1, and hence it is quite surprising that SS4 has very similar performance to the other pps schemes. Reference to Figure 3 shows that the size of the sample can be seen to be very similar across the 21 months. This would be expected if the baskets are roughly similar and, though the sample size was increased to take account of this, we would still expect this to have some effect on the index yet it seems not to. On the other hand, around 80% of the basket of meat products will be the same for SS3 and SS4 and so this may account for this similarity between these two pps-based methods in this case.
The difference between SS5 and the other pps schemes could be explained by the fact that the sampled indices -pps and cut-off alike -target high expenditure items. Method SS5 compels sampling across items at all levels of the classification. Therefore, it covers a wider range of products (relative to the whole population which contains both high expenditure popular lines and low expenditure miscellaneous products with individually low expenditure). This may explain why there is greater dispersion in this index and concomitantly less bias.
3. Surprisingly, there is very little difference between SS3 and SS6 so the additional stage of sampling in the latter offers no advantage. As yet, there seems to be no obvious explanation for this result.
4. The jackknife method overestimates the standard error by 50% on average and repeating the jackknife for different starting samples shows that these estimates can vary. However, when the distribution (empirical) of jackknife estimates is strictly unimodal so is the distribution of index values estimates and the actual standard error is very close to the mode of the former. .
The jackknife results show that this technique can give good estimates of the standard error of the index provided that the sample is a representative one. For those months where the repeated samples are relatively homogeneous, we see a very good correspondence between the actual standard error of the index from repeat sampling the mode of the repeated jackknife estimates.
In future work, will extend these results to include other COICOP groups and also to explore the comparison between the jackknife and bootstrap techniques for the standard error estimation. Additionally, we intend to explore the relationship between the ordering of the classification levels and the sampling performance. From this table we can see that dropping the Level 2 (Storage/Preservation) reduces the bias greatly (though the bias is still negative) and the RMS Bias is much the same. 
