Let PCP(k) denote the following restriction of the well-known Post Correspondence Problem [10] : given alphabet Σ of cardinality k and two morphisms σ, τ : Σ ⋆ → {0, 1} ⋆ , decide whether there exists w ∈ Σ + such that σ(w) = τ (w).
Introduction
A word is a finite sequence of letters. The empty word is denoted by ε. For every word w, the length of w is denoted by |w|. A set of words is called a language. Word concatenation is denoted multiplicatively. For every language L, L + denotes the closure of L under concatenation, and L ⋆ denotes the language L + ∪ {ε}. An alphabet is a finite set of letters. For every alphabet Σ, Σ + equals the set of all non-empty words over Σ, and Σ ⋆ equals the set of all words over Σ including the empty word. the alphabet of T , decide whether u ⋆ −→ −→ −→ T v. For every integer k ≥ 1, define Accessibility(k) as the restriction of Accessibility to instances (T, u, v) such that T has k rules.
Decidability
Let k be a positive integer. The decidabilities of Accessibility, PCP and GPCP are linked by the following four facts. [6, 8, 7] ). To our knowledge, Fact 2 is explicitly stated for the first time in the present paper.
Remark 2. The conjunction of Facts 2 and 3 yields Fact 4.
Since Matiyasevich and Sénizergues have shown that Accessibility(3) is undecidable [9, Theorem 4.1], it follows from Fact 4 that PCP(7) is undecidable [9, Corollary 1]. In the same way Fact 2 yields that GPCP(5) is undecidable (see also [6, Theorem 7] ). Those results are the sharpest to date. Indeed, the decidability of each of the following eight problems is still open:
• Accessibility(1), Accessibility(2),
• PCP(3), PCP(4), PCP(5) and PCP(6).
However, Ehrenfeucht and Rozenberg showed that PCP(2) and GPCP(2) are decidable [4] (see also [3, 5] ).
Organization of the paper
The aim of the paper is to present a clean, detailed proof of Fact 4. We start in Section 2 with some technicalities concerning Accessibility. Then, Fact 2 is proved in Section 3, and Fact 3 is proved in Section 4.
2 More on the decidability of Accessibility
The essential properties of the gadget language C are: C is an infinite, binary, commafree code (see Definitions 5 and 6 below), and no word in C overlaps the delimiter word 0011.
The aim of this section is to show:
4 From PCP to GPCP Definition 11. An instance (Σ, σ, τ, s, t, s
Lemma 9. For every integer k ≥ 1, GPCP(k) is decidable if and only if the problem is decidable on (ε, ε)-free instances.
Proof. We present a many-one reduction from GPCP(k) to GPCP(k) on (ε, ε)-free instances.
Let I := (Σ, σ, τ, s, t, s ′ , t ′ ) be an instance of GPCP(k). Compute the set Σ of all letters a ∈ Σ such that (σ(a), τ (a)) = (ε, ε). If Σ is empty then solving GPCP(k) on I reduces to checking whether st and s ′ t ′ are equal. Hence, we may assume Σ = ∅ without loss of generality, taking out of the way cumbersome considerations. Let σ and τ denote the restrictions to Σ ⋆ of σ and τ , respectively. Let J denote the septuple ( Σ, σ, τ , s, t, s ′ , t ′ ). Clearly, J is an (ε, ε)-free instance of GPCP(k) and J is computable from I. Moreover, I is a yes-instance of GPCP(k) if and only if J is also a yes-instance of the problem.
Remark that every erasement-free instance of GPCP is (ε, ε)-free, but the converse is false in general.
We can now prove Fact 3.
Theorem 2. Let k be a positive integer. (i). If PCP(k + 2) is decidable then GPCP(k) is decidable.
(
ii). If PCP(k + 2) is decidable on erasement-free instances then GPCP(k) is decidable on erasement-free instances.
Proof. We present a many-one reduction from GPCP(k) on (ε, ε)-free instances to PCP(k+ 2) in order to apply Lemma 9. Let I := (Σ, σ, τ, s, t, s ′ , t ′ ) be an (ε, ε)-free instance of GPCP(k). Without loss of generality, we may assume b / ∈ Σ and e / ∈ Σ: Σ := Σ ∪ {b, e} is an alphabet of cardinality k + 2. Assume that J is a yes-instance of PCP(k + 2). Let w ∈ Σ + be such that σ(w) = τ (w). Let x denote both words σ(w) and τ (w).
Since I is an (ε, ε)-free instance of GPCP, ( σ(a), τ (a)) is distinct from (ε, ε) for every a ∈ Σ, and thus x is a non-empty word. Combining Claims 1(i) and 2(i), we obtain that b is the first letter of x, and thus b is also the first letter of w. In the same way, combining Claims 1(ii) and 2(ii), we obtain that e is the last letter of x, and thus e is also the last letter of w. Hence, w is of the form bw ′ e with w ′ ∈ Σ ⋆ . Now, assume that w is a shortest non-empty word over Σ such that σ(w) = τ (w). Let us check that w ′ ∈ Σ ⋆ . By the way of contradiction suppose that e occurs in w ′ : there exist w 1 , w 2 ∈ Σ ⋆ such that w ′ = w 1 ew 2 . Straightforward computations yield σ(bw 1 e) σ(w 2 e) = x = τ (bw 1 e) τ (w 2 e). Therefore, σ(bw 1 e) is a prefix of τ (bw 1 e) or τ (bw 1 e) is a prefix of σ(bw 1 e). From Lemma 11, we deduce that σ(bw 1 e) = τ (bw 1 e). Since bw 1 e is shorter than w, a contradiction follows. Hence e does not occur in w ′ . Similar arguments based on Lemma 12 show that b does not occur in w ′ either. Hence, w ′ is a word over Σ, and thus Lemma 10 ensures that sσ(w
It follows that I is a yes-instance of GPCP(k).
Strictly speaking, the correspondence problem that was originally introduced by Post in his 1946 paper [10] is, in our terminology, the restriction of PCP to erasement-free instances.
Combining Theorems 1 and 2(ii), we obtain a slightly strengthened version of Claus's theorem (Fact 4). (7) is undecidable on erasement-free instances.
