Aerial imagery acquired with Unmanned Aerial Vehicles (UAVs) using on-board digital cameras is rapidly emerging as a low cost, widely-used resource for a variety of geospatial applications, ranging from change detection to surveillance, monitoring, and military targeting. Georegistration is a fundamental task for these applications, as it allows the transformation of image measurements into object space coordinates. Advances in on-board GPS and INS systems support the direct acquisition of camera orientation information, however, such solutions remain expensive, complicated, and error-prone (Sheikh et al., 2004) .
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Consequently, georegistration based on image features still remains a vital issue. Image-based georegistration approaches typically proceed by measuring conjugate features in object and image spaces. Drewniok and Rohr (1996) used manhole covers as control points for urban large-scale imagery. Manhole cover landmarks are modeled by a three-parameter function and extracted through iterative optimization. Matching based on relative distance relations is performed to find the correspondence between the candidates in object and image spaces. To improve the matching performance, some algorithms are designed and employed with more complex features. Schickler (1992) has developed three-dimensional wire frame models of houses for georegistration, but requiring good approximate values for the orientation parameters. Hild et al. (2000) used polygon features representing landuse classes to reconstruct the absolute orientation of aerial imagery. Multiple feature types have been proposed in recent years to increase the tie point numbers, e.g., edges and corners (Tipdecho, 2002) . Despite these advances, automatic image-based georegistration remains a major research challenge, typically affected by the lack of robust feature extraction techniques to support feature selection and the lack of efficient techniques to match such features.
This problem is further emphasized by the abovementioned emergence of UAVs and the corresponding availability of large image datasets, especially when considering flyovers in rural areas, where only few well-defined features are available (such as roads, rivers, and terrain variations). Such situations typically result in inadequate numbers and poor distributions of matching points. The purpose of this paper is therefore to address this problem by introducing an image registration approach that relies on linear features present in the depicted area. Typically, UAVs collect images in a continuous fashion rather than intermittently sample discrete scenes as photography. Furthermore, these images are typically quasi-vertical, and successive image planes are near parallel with relatively small variations of flying height between successive frames. Thus, in this paper, we are particularly interested in recovering and correcting rotation variations and shifts to automatically register image sequences. Roads are considered in this paper as the linear features used to support our work, as they are easily recognizable in terms of their shape and its variations. However, other types of elongated features may also be used.
The proposed approach encompasses several primary advantages when compared to the traditional point-based georegistration process. First and foremost, the utilization of linear features as matching primitives rather than salient points releases the georegistration process from the traditional reliance on the detection of points. This allows georegistering images even in scenarios that are not rich in welldefined points. Furthermore, as linear features are more robust, gross errors associated with erroneous point matches are minimized, thus aiming at a more robust solution that does not require extensive post-matching edits to eliminate mismatches. Second, by utilizing linear features and their geometric description for matching, we develop an approach that can be used to not only match images-to-images, but also images-to-maps, thus unifying mosaic generation and georegistration. In addition to these advantages, the utilization of automated linear feature extraction algorithms relives the user from the tedious task of identifying conjugate points and allows a higher level of automation, thus providing a more efficient and robust georegistration process. These unique advantages serve both as the motivation for our work and constitute the main contributions of this paper.
The remainder of the paper is organized as follows. An overview of our approach is first presented. Then, we discuss how primitives are constructed and matched in our approach based on shape information. In the next section, we present a matching refinement process, which is designed to overcome problems associated with selected extraction algorithm (e.g., snakes). This is followed by image-to-map registration based on feature extraction and the presented matching scheme. Finally we present experimental results with our proposed approach.
Approach Overview
A general overview of our approach, consisting of image-toimage registration for the generation of long mosaics and imageto-map registration for the georegistration of these mosaics, is presented in Figure 1 . The core of our method (marked by dashed lines in Figure 1 ) involves linear feature extraction (road segments in our case) with active contour models and the subsequent matching of these linear features using their geometric content. This allows us to proceed with pair-wise image matching, generating image sequences and adding to them incoming imagery to generate longer mosaics. Furthermore, the same approach can be used to register a mosaic to a digital map, thus providing a versatile georegistration solution.
In the proposed approach, we use road segments to construct matching primitives. In our approach, such segments are extracted with active contour models (e.g., snakes). The standard snakes solution (Kass et al., 1987) makes use of several nodes positioned in the vicinity of the linear feature to be extracted and proceeds through an optimization process, in which the nodes move to new locations that minimize the snake energy function. The energy function is an expression of optimality criteria for the linear segment to be extracted, and as such, comprises various radiometric (e.g., edge sharpness) and geometric (e.g., smoothness, continuity) terms. The relative weight of each of these terms is often manipulated to address the particularities of the processed scene: in noisy images one would typically increase the weight of the geometric component to produce reasonably smooth and continuous results despite the presence of radiometric noise. More detailed information on the use of snakes and relevant extensions of the standard model to accommodate road extraction from aerial imagery may be found in various subsequent publications, such as Agouris et al. (2001) , Laptev et al. (2000) , and Peteri et al. (2003) . Since a fully automated snake initialization is still an unmet challenge, snake initialization is typically done manually (as in this paper) in order to ensure reliable results. For instance, Neuenschwander (1996) proposed a so-called "Ziplock ® snakes" to simplify the initialization with at most two endpoints of a road.
The use of snakes-extracted linear features for image registration introduces some significant challenges in terms of feature matching. First, the features extracted in successive images are typically expected to overlap partially, similarly to the images from which they were extracted. Second, the snake nodes assigned through the application of active contour models to each of the two overlapping images will not match precisely; that is, a one-to-one relationship is not likely to be present between the two sets of the extracted road nodes. These issues must therefore be addressed in our matching technique, which is presented in more detail in the next section.
Shape Matching
Common computer vision approaches for image matching use a variety of primitives to establish correspondence. In efforts to mimic the manner in which the human visual system handles this problem, these primitives may vary from points (Zhang et al., 1995) to more complex features and their spatial context (Biederman, 1987; Hummel and Biederman, 1992; Marr, 1982; Mori et al., 2001) . These methods are invariant to image scale, yet not to the effects of image rotation. Thus, the approach we propose in this paper aims at establishing a robust correspondence between two images in the presence of both translation and rotation. This is accomplished by a threestep process for each image pair, as described in Figure 2 . It should be noted here that inspired by traditional photogrammetric solutions, we use the terms left and right image for two overlapping images even though they may not constitute a stereo pair. Hence, in the context of this paper the terms "left image" and "right image" indicate any two successive overlapping frames in a sequence of images.
As can be seen in Figure 2 , the process begins by extracting road segments with snakes in each image separately. Then, we proceed by processing the right image data: critical points are detected and a polygonal approximation is generated for the extracted road segment. From this polygonal approximation, we then construct a template that approximates the prominent portions of the extracted segments and is used as the matching primitive. Finally, a fast similarity comparison, between the constructed templates from the right image and road segment extracted on the left image, is performed and Figure 1 . Overview of approach.
used to determine the orientation parameters. The premise behind our approach is straightforward: even though two sets of extracted snake nodes in overlapping imagery do not have a one-to-one matching between their nodes, they are still overlapping representations of the same road. Accordingly, their polygonal approximations will retain sufficient similarity to support their matching.
Polygonal Approximation
A polygonal approximation results from reducing the original snake node-based representation to a subset of critical nodes. Here, critical nodes correspond to substantial variations in road geometry, and can be detected by evaluating local curvature at each original snake node. In our approach, we define local curvature i for each snake node S i as the supplement of the vector angle formed by the current node S i and its adjacent ones (prior node S i Ϫ 1 and next node S i ϩ 1 ) and computed as follows:
(1) Nodes with local curvatures beyond a threshold are marked as local critical points. When making such assignments, we can use a predefined threshold to evaluate sharpness (i.e., if an angle is larger than this threshold, the corresponding node is considered to be a critical point). By increasing this threshold value, we force the critical point selection process to identify only a few nodes where road outlines exhibit very abrupt changes in orientation, thus selecting a limited number of highly distinguishable points. By setting a lower threshold, we can allow more points to be detected as critical points, yet among them there are likely to be some points of relatively low orientation variation. To a certain extent, this process may be viewed as the equivalent of a multi-scale decomposition of the outline, with fewer (more) points used to describe the outline when high (respectively low) threshold values are selected. By sequentially connecting those critical points, we approximate road segments with a polygonal line.
This analysis presents a shortcoming in situations where a road slowly varies its curvature from concave to convex
direction (or vice versa). In such cases, local curvature analysis would fail to detect critical points, as the curve would be approximated by numerous segments of small local curvature. This is demonstrated in Figure 3a , where point set S i (i ϭ 1, 2, . . . , 13) shows the extracted snake nodes. The variation of local curvature after point S 2 is smaller than a specific threshold predefined for local maxima. Only point S 2 (indicated by the solid arrow) is detected as a local critical point using local curvature criterion. The information about the curve change from convex to concave, which is an important geometric characteristic to support shape matching, is lost. Even though decreasing the threshold value will result in the detection of more points, it is evident from Figure 3b that it is more likely to select critical points that locate at the low curvature section (e.g., S 3 , S 5 , S 9 ), and therefore increase the computation burden in later matching.
In order to overcome this problem, we accompany the first component of our analysis (local critical point detection) by the introduction of a global curvature analysis. The global curvature i Ј is defined similarly as local curvature, but formed by the current snake node, its immediately previous critical point, and its next adjacent node as exemplified in Figure 4 . Nodes with global curvatures larger than the predefined threshold are marked as global critical points. Local and global critical points provide the polygonal approximation of our road segment. In terms of implementation, the polygonal approximation proceeds as follows: first, we start at the second snake node with the local curvature criterion. As long as a local critical point is detected, the global curvature criterion is executed on the remaining nodes. The detected local and global critical points form a polyline that represents the "essential" geometry of road segments. As the smoothed curve shown in Figure 3a , the responses at snake nodes where geometry variations present are much stronger for the global, than for local, curvature criterion (e.g., S 5 , S 10 ). This is illustrated in Figure 3b : without decreasing the threshold value, global curvature criterion detects points S 5 and S 10 . Thus, the polyline established by points S 2 , S 5 , and S 10 retains the critical shape information lost otherwise. To further demonstrate the performance of our critical point detection method, it is also of interest to compare our approach with the classical Douglas-Peucker (DP) algorithm (Douglas and Peucker, 1973) , one of the most widely used cartographic algorithms for polyline simplification (Ebisch, 2002) . The DP algorithm starts with an initial line that joins the two extreme end points of the polyline. Then, intermediate points are tested based on the vertical distance between polyline vertices and the straight line. If the distance is less than the tolerance, the straight line suffices to represent the whole polyline. Otherwise, the link at this point is split and the two pieces are recursively approximated. The distance tolerance, which is experimentally specified by users, significantly affects the approximation performance. However, such a tolerance is not as intuitive to users as the curvature threshold used in our method. Figure 5 shows the simplification results by DP algorithm and our approach separately for the same set composed of fourteen snake nodes. In spite of the fact that the identified critical points are not exactly coincident (e.g., the second point), our method detects the same substantial points as DP algorithm. As such, the dotted polyline connecting critical points detected by our approach describes similar characteristics (e.g., concave) as those represented by the dashed polyline from DP algorithm.
Template Construction
Through the detection of critical points, a road is represented by a reduced set of nodes (critical points). One may intuitively consider comparing the two polylines formed by critical points from involved images to find correspondences between two road segments. However, as discussed earlier, a one-to-one correspondence between the extracted nodes is unlikely due to partial image overlap and the nature of the snake algorithm. Consequently, some points (e.g., nodes located in non-overlapping area), which may be detected as critical points in one image, will have no corresponding points in the second image. Under such circumstances, pursuing pure point-to-point matching of polylines would fail. In order to overcome this problem, we construct a polygonal template which comprises all intermediate snake nodes within a range referred by certain detected critical points specified by the user. For instance, on the right image, A 3 , A 5 , A 8 , A 10 , A 18 , A 20 are detected as critical points from 25 snake nodes. The user specifies the first three (e.g., A 3 , A 8 , A 10 ) as the range to construct preferred template. Thus, snake nodes A 3 , A 4 , A 5 , A 6 , A 7 , A 8 , A 10 are connected as a polygonal template, representing the dominant geometric properties of road segments. Such user input is significant, as the user can select critical points that are enough to describe the geometry characteristics (concave or convex) of road segments, thus reduce the chance of using redundant critical points. It should be noted that there is a trade-off: using more critical points would result in more detail description with redundant points, but require higher computation complexity (storage space and execution time). By comparing the template from the right image with the polyline constituted by all extracted snake nodes on the left image, the similarity between the corresponding road segments is assessed and further discussed in the next subsection.
Exact Matching of Polygonal Approximations
When orientating a pair of photographs, we construct their respective polygonal approximations of road segments. The approximation of the right image is then further reduced to a polygonal template, a subset of the complete polygonal approximation. The extent of such template can either be provided by the user, or be automatically selected when the overlap information of the image pair is available. The right image template is then matched against the left image polygonal approximation. The matching proceeds by essentially sliding the template M along the left image polygon. While doing so, M is moved as a unit to the left image so that the last point M q on M overlaps with current snake node L k on left image, with the relative translation between M q and L k . Then, M is rotated as a whole so that the vector direction formed by the first and last template points M p and M q coincides to the vector direction formed by the first and last image candidate L m and L k , where m Ϫ k ϭ q Ϫ p. The similarity (D k ) between the template and the current matching candidate is calculated according to their sequence as: (2) where
L are snake node coordinates on the left image, and x j M , y j M are transformed template points from the right image. As M slides along the left image polygon, similarity measures D k are evaluated and stored. Then, the value of k for which D k is minimal is taken as the best match index.
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Orientation Estimation
Once a best match has been established the orientation difference between the two overlapping images can be estimated. As our approach is developed for photogrammetric applications using quasi-vertical UAV imagery collected in a continuous or near-continuous fashion, successive images have relatively small variations in scale and/or deformations. Thus, a linear conformal transformation that preserves shapes and angles is adequate to determine the unknown orientation parameters, i.e., translations and rotations. Let the matching set be {U i P QV i } i ϭ 1, 2, . . . , N c , where
, v y i ) and N c is the total number of matching pairs. This set should then satisfy the following relation: (3) where
) denotes a snake node on the right image f R (x, y), is the rotation difference between f L (x, y) and f R (x, y), and (t x , t y ) is the translation vector. At least two matching points are needed to solve for and (t x , t y ) in Equation 2. In case of redundancy, a least squares adjustment is used to estimate the optimal parameters.
Inexact Matching of Polygonal Approximations Using Curvature
In conjunction with the precise matching process that was described earlier, an alternative approach to the matching problem would be to directly formulate it as an inexact matching problem. The rationale behind this approach is, once again, the realization that a one-to-one correspondence between the left and the right polygonal approximations will not exist in general, primarily due to the different radiometric and geometric characteristics of each image and their effects on the road extraction process. The matching process employed should therefore be able to align two polygonal approximations while allowing three types of relations between points (point relations): matches, mismatches, and gaps, where match relations occur between points that comply with the predefined matching criteria, mismatch relations occur between points that do not comply with the predefined matching criteria, and a gap denotes a sequence of one or more consecutive points that are skipped on one of the polygonal approximations (it should be noted that gaps may also be seen as insertion or deletion of points). Furthermore, as the left and right images are taken at two different sensor positions and orientation, the matching process should be able to account for any shifts, rotations, and scale differences that may occur between the two polygonal approximations. Given two polygonal approximations and matching criteria, our goal is therefore to find the optimal alignment between the two polygonal approximations, that is, to establish a set of point relations between the two polygonal approximations such that the number of matching points is maximal and the number of mismatches and gaps is minimal.
The proposed strategy to achieve this goal is based on two sequential processing steps, namely invariant signature generation and signature matching. The purpose of the invariant signature generation step is to eliminate the effect of any shifts, rotations, and scale differences between the two polygonal approximations prior to the matching process. We accomplish this by generating an invariant shape signature curve for each polygon using the curvature (), a well known geometric invariant (Lipschultz, 1969) , which is given by: (4) where ẋ and ẍ are the first and second derivatives in the x direction, and ẏ and ÿ are the first and second derivatives in the y direction. As a result of this process each polygonal approximation is now represented by a curvature signature that is invariant to 2D rigid transformations.
Once the invariant signature curves is obtained the matching process then attempts to find the optimal alignment between the two polygonal approximations based on their signature curves. In order to match these curves, the matching process employed is required to be elastic (allow the formation of gaps), and should allow for imprecise matches. To accommodate these requirements we employ a Modified Smith-Waterman (MSW) sequence matching algorithm (Gusfield, 1997) , which is designed to detect partial (local) alignments between two given sequences, and is based on a stepwise optimization process that is realized by dynamic programming. The algorithm is based on three user defined scores: a match score (w match ), a mismatch score (w mismatch ), and a gap score (w gap ), where a match between two curvature values, C L and C R , form the left and right polygonal approximations is defined by a threshold (⌬C ) on the absolute difference between C L and C R . At each optimization step there are four possible matching options: begin an alignment at the current location, align two matching or mismatching points, open a gap on the left polygonal approximation, or open a gap on the right polygonal approximation. Thus, the MSW algorithm is formulated as a dynamic programming problem with the following reoccurring condition: (5) where: (6) where w match Ͼ 0, w mismatch Յ 0, and w gap Յ 0. It should be noted that the difference between w mismatch and w gap provides the user with a control mechanism over the length of gaps that are formed in the matching process: if w mismatch Ͼ w gap the "cost" of opening a gap in the matching process will be higher than the "cost" of a mismatch, therefore shorter gaps will be formed, whereas when w mismatch Ͻ w gap longer gaps will be formed. It should be noted that our approach to the inexact matching of two polygonal approximations is close in nature to the longest Common Sub-Sequence (LCSS)-based approach that was recently suggested by Vlachos et al. (2002) and Vlachos et al. (2003) . Yet in the problem presented here, we are interested in finding only a partial match between two polygonal approximations due to the a priori knowledge that the left and right images are only partially overlapping. Furthermore, the LCSS algorithm does not allow control over the length of gaps, which is important in the case of road matching, as it is not expected that the two partially overlapping road segments (left and right) will have long discontinuities or significant differences in their overlapping region. A pseudo-code of the LCSS and the MSW algorithms is provided in Appendix 1.
PHOTOGRAMMETRIC ENGINEERING & REMOTE SENSING
To illustrate the processing steps of our approach and the importance of control over gaps in the matching process, consider the example-matching scenario given in Figure 6a , which depicts two polygonal approximations that should be matched. As can be seen, there is no exact one-to-one matching between the two point sets. Figure 6b depicts the invariant curvature signature for both polygonal approximations. The matching results between the two curvature signatures using the LCSS and the MSW algorithms are shown in Figure 6d and Figure 6e , respectively. As can be seen from these figures, the inability of the LCSS to control the formation of gaps in the matching is clearly shown in the form of two large gaps (marked by the black brackets), which lead to erroneous matching results. In contrast, the MSW algorithm results in a single gap of length "1" (marked by the black arrow).
The proposed matching scheme depends on three userdefined weights, namely the three weights (w match , w mismatch , and w gap ). As the MSW algorithm depends on the relative difference between weights rather than their absolute value, we can normalize the three weights using w match without loss of generality. Hence, the user is left with the selection of w mismatch and w gap , while w match is set to 1. The selection of the values for these two weights depends on the user's preference
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J a n u a r y 2 0 0 8 PHOTOGRAMMETRIC ENGINEERING & REMOTE SENSING Figure 6 . An example of inexact matching using LCSS and MSW: (a) Two polygonal approximations to be matched, (b) The curvature signature for polygonal approximation 1, (c) The curvature signature for polygonal approximation 2, (d) Matching results using LCSS (note the large gaps on both polygonal approximations), and (e) Matching results using MSW.
whether to allow the formation of large gaps, thus providing a mechanism that controls the level of local elasticity along the polygonal approximation. In addition to these two parameters, the matching process also depends on the threshold ⌬C, which is used as the matching criterion in the function s. The value of this threshold can be set using the following approach. Given a polygonal approximation of length n, we compute the normalized curvature difference (NCD) by:
We then compute the standard deviation of the normalized curvature differences, NCD , and set the threshold ⌬C as: (8) where is a confidence interval coefficient representing the degree of relaxation allowed in the matching process (for instance, ϭ 1 corresponds to a more strict matching results, while ϭ 2 will result in a more relaxed matching results). It should be noted that while the derived curvaturebased signature is invariant to 2D rigid transformations, it is not invariant to projective transformations and relief displacements that may be significant in hilly or mountainous terrain. Nevertheless, the ability of the proposed approach to perform inexact matching and the locality of the MSW algorithm allow the matching scheme to skip areas along the linear features that are affected by relief displacement by regarding them as gaps, while still allowing matching along areas that were not affected by relief displacements.
The Choice Between Exact and Inexact Matching
The exact matching scheme is based on the construction of a template based on the detection of critical nodes, which are derived from curvature: a local geometric invariance. Consequently, although the extracted snake points in an overlapping pair are not likely to have a one-to-one correspondence, the critical nodes are expected to have a one-to-one correspondence since the critical nodes capture the overall shape of the linear feature. Hence, the polygonal templates from two overlapping images should, in general, have a one-to-one correspondence.
Nevertheless, there might be cases where a one-to-one correspondence between polygonal templates will not occur. For instance, image occlusions (e.g., due to trees or clouds) may disturb the snake-based extraction process, causing some shape elements in the linear feature not to be captured. Alternatively, if an outdated map is used for georegistering an up-to-date image, some linear features may not exist, or may have changed on the ground. For example, a detour in the road as a result of construction or an extension of an existing road may cause discrepancies between the existing road map and the imagery. In such cases, inexact matching is required.
In view of these considerations, the following matching strategy is proposed. The matching process would begin with the exact matching scheme in an attempt to match the two road segments. Once the optimal transformation is found, the maximum value of the deviations between the critical nodes along the two polygonal templates is computed. If this maximum deviation is larger than a predefined threshold, the inexact matching process is initiated to find the best matching between the critical nodes of the two polygonal approximations. In this case, the results of the exact matching scheme may serve as an initial approximation to the inexact matching scheme, thus assisting in speeding the matching process.
Matching Refinement
Active contour models or snakes used in the preceding shape matching process offer an efficient and powerful approach for edge detection. Snakes are curves defined in the image domain that can move under the influence of radiometric and geometric forces. Limitations associated with snakes, however, constrain the exact one-to-one matching required by precise registration. More specifically, in vicinities along the road edge on one image where the radiometric and geometric information is homogeneous, snake nodes may be finalized slightly away from locations that correspond to extracted nodes on the other image in an image pair. To minimize registration errors due to this problem, we refine the matching by eliminating deviations off the road edge of projected snake nodes from f R (x, y) to f L (x, y) (marked as black circles in Figure 7a . The proposed scheme is a two-stage algorithm. The input for our approach is composed of the conjugate snake nodes from f R (x, y) (referred as CNR) determined from shape matching, the estimated transformation matrix H 1 (between the two images) and f L (x, y). In the first stage, we project the CNR points onto f L (x, y) using the inverse of transformation H 1 and acquire a new set denoted by CNL (as opposed to CNR). In what follows, a variation of snakes is applied on the CNL. The search neighborhood is kept small (only 3 by 3 pixels) to ensure that the snake will not be attracted to distant noisy spikes. With appropriate weights in the snake model, the initial length of the snake remains unchanged, and the snake is attracted to the edges of the road on f L (x, y). This way the snake points do not move far from their original locations and the correspondence of snake points between overlapping areas is enhanced. The final snakes (expressed as CNL 2 ) highlighted by the white stars in Figure 7a presents the improved matching locations compared to their conjugate white stars (CNR) in Figure 7b . Hence, the refined points CNL 2 and the original points CNR from f R (x, y) are applied in Equation 2 to derive the final orientation parameters (rotation and translation) between f L (x, y) and f R (x, y) in the image pair.
By evaluating the transformation parameters between consecutive image pairs, it is possible to construct a longer mosaic of images using a linear conformal transformation (as previously indicated). For instance, the n th image is matched to the (n Ϫ 1) th image, which in turn was matched to the (n Ϫ 2) th image. Thus, all images along a strip can eventually be registered to the space of the first frame. Once the final mosaic is obtained, it is possible to georegister this mosaic by matching it to a scanned map. Once again, road segments provide the matching primitive in this process, from which the acquired orientation parameters allows to georegister the mosaic.
Experimental Results
To illustrate our algorithm and evaluate its performance, we conducted an experiment that included a sequence of test images. All processing was done in the Matlab ® environment. Images in the sequence were generated by simulating a synthetic camera motion over a larger image (termed the original image here) with 1-meter resolution (Figure 8 ). Arrows in Figure 8 represent the camera motions due to variations of UAV status at recording instances. Overall, four synthetic image pairs were generated using the parameters listed in Table 1 . All images in the sequence were of size 245 ϫ 245 pixels. The map data (Figure 9 ), which covers a larger area than the original image, was acquired from the Google TM map website (www.maps.google.com), as shown in Figure 9a .
On the original image, 35 evenly distributed control points (CPs; denoted by crosses in Figure 8 ) were manually identified in order to evaluate the performance of the proposed approach. The standard deviations of the 35 CPs were examined by calculating the RMS errors of the discrepancy between their digitized locations and transformed locations. In all experiments other potential error sources (e.g., human errors while digitizing points on the screen, erroneous interpolations) have been kept at a minimum in order to avoid potential contamination of the evaluation. Consequently, the proposed georegistration process is considered to be the dominant error source in our experimental framework, while other error sources are assumed to be negligible. Thus, in our experiments the RMS errors are introduced due to our estimated orientation parameters. Figure 8 shows the corresponding map data for the area covered by the photographs. Figure 10 demonstrates the shape matching process with presented technique, using the first image pair composed of image 1 and image 2 as an example. The template was constructed on image 2 shown in Figure 10a , where we used a threshold of 15 degrees based on the extracted edge curvature variations. Then, the similarity matrix was calculated by comparing the shape similarity between the template and extracted road segment in image 1. An example of the matching process is shown in Figure 10b , in which vertical bars represent the similarity metric values for each template position. The shortest bar indicates the optimal matching position. As a result of this matching process, the road segment in Figure 10b shown with connected white lines was identified under our similarity measurement as corresponding to constructed template. It should be pointed out that the similarity comparison process would be terminated when a road segment shorter than the template was left in a view of our method efficiency. With correspondences expanded to the entire overlapping area, least squares adjustment was then used to evaluate the orientation parameters between image 1 and image 2.
Evaluating the Orientation Accuracy of the Exact Matching Process
As mentioned earlier, a matching refinement is needed to prune mismatching introduced by snakes. This process is demonstrated, once again, using the first image pair. By applying the inverse transformation (using the transformation parameters obtained earlier), we projected conjugate points from image 2 to image 1. In comparison with conjugate points on image 2 in Figure 10c , errors in estimated orientation parameters before the refinement process are represented in Figure 11a as the deviations of the road segment from the road edge in the image (in particular, the first two and last four points depart significantly from the road edge). After applying the refinement process, the projected road points were moved to the conjugate locations, as illustrated in Figure 11b .
In order to evaluate the performance of the proposed approach, the entire process as demonstrated on the first image pair was applied to the entire image sequence. The average computing time for each image pair was 2.2 seconds (excluding user input). For each pair in this sequence the orientation accuracy is evaluated by the following three measures:
• Differences between the algorithm outputs (orientation parameters) and their known values (listed in Table 1 ) from the simulation procedure.
• Differences of the orientation parameters derived from manually selected conjugate points along road edges against the known values. (Listed in rows of 'From operators' in Table 2 ).
• Differences of digitized positions of the interposed control points (denotes by crosses in Figure 8 ) from those calculated through inverse projection on the left image in each pair with orientations obtained from shape matching, matching refinement and manually selected conjugate points. In this case, the differences are evaluated with root mean square (RMS). Table 2 shows the computed differences. In aerial photogrammetry, points used to orient image pairs (i.e., relative orientation points) are typically required to be located near the von Gruber locations in order to reach optimal accuracy. The objective of this practice is to select points that cover the greatest possible extent of the overlapping area. By matching points in these locations, the potential accuracy of the orientation process is optimized, resulting in a more robust solution. In our approach, we determine the orientations by matching points on the edge of extracted linear features. Consequently, due to the location and shape of the road segments, points may deviate substantially from the von Gruber locations, as one does not have control over the location and distribution of the linear features in an image sequence. As shown in Figure 8 , the linear feature in image pair 4 (4-5) almost traverses from the lower left corner to the upper right corner in the common area of the pair. It covers much larger area than in other image pairs and matches more closely the von Gruber locations, thus giving the highest orientation accuracy for image pair 4 as indicated in To conclude the process, we mosaic images into the first image space using the refined orientation parameters, as shown in Figure 12 . The mosaicked road feature was then used for image-tomap registration using the map data of Figure 8 . Figure 13 shows the robust georegistration result with our presented approach. In contrast with orientating each image with the map individually by georegistering the mosaic, we use the complete span of the road (as shown in Figure 13 ). It can be seen that the complete road segment contains sufficient variations to produce more accurate results.
Evaluating the Orientation Accuracy of the Inexact Matching Process
In order to evaluate the accuracy of the inexact matching scheme, the proposed algorithm was used for matching the five road segments extracted from the simulated data, thus a total of four matching processes were applied. For each matching process, we recovered the matching points and estimated the resulting orientation parameters using the least squares adjustment process described earlier. It should be noted that in this experiment, we have used the extracted road segments and not their polygonal approximations in order to test robustness of the proposed inexact matching scheme in a situation where a large number of possible matching points exist. In all our experiments, w match was taken as 1, w mismatch was taken as Ϫ0.25, w gap was taken as Ϫ0.75, and ⌬C was selected using the data driven approach described earlier.
The results obtained are shown in Figure 14 and summarized in Table 3 . Figure 14 illustrates the primary results of the matching process for each pair: the first column depicts the initial position and orientation of the road segments in the two images, while the second and third columns depict the matching and alignment results for each pair, respectively. Table 3 summarizes the orientation accuracy estimation, which was computed as the difference between the simulation values (Table 1) and the values derived from the least squares adjustment process. As can be seen from this Table, the results obtained are comparable to the exact matching scheme results. This can be explained by reviewing the matching results (Column 2 in Figure 14) : as the points in image pairs Im1-Im2 and Im2-Im3 do have one-to-one correspondence (no gaps have been introduced in the matching process), the exact and inexact matching schemes have a similar behavior. In the case of Im3-Im4 and Im4-Im5 one-to-one relations were not detected (one point wide gaps have been introduced in the matching process), yet only one or two short gaps were introduced (as marked by the black arrows in Figure 14 , Column 2), resulting in relations that are close to one-toone correspondence. Nonetheless, the matching results obtained for Im3-Im4 and Im4-Im5 illustrate the flexibility of the inexact matching scheme introduced.
Conclusions
In this paper, we presented an efficient approach to automatically register image sequences with map data based on natural linear features. The core methodology of determining the orientation parameters is a novel automated approach that generates and matches polygonal approximations of road segments. By representing the roads with extracted points and polylines connecting them, a customized template can be constructed with detected critical points to characterize the shape of the roads. This customization enables users to reduce the blunders in detected critical points and therefore improves the matching reliability. The matching of two overlapping image pairs is implemented by evaluating the geometric similarity between the template and the road shape on the to-bematched imagery. The geometric constraint to matching minimizes the blunders, which are usually associated with point matching approach and take substantial effort to prune. By accounting for radiometric information of the features (i.e., edges), estimated orientation from shape matching is improved significantly. Our requirements in terms of initial approximations are minimal: we only need to have the road segments as input, and our framework takes over from there. We are currently considering an extension of our work to have as input multiple segments and take urban areas into account, where noises such as occlusion, shadows, objects on the roads, etc., easily present in a scene. In addition to the exact matching scheme, we have also introduced in this paper an inexact matching scheme. Our scheme is based on the utilization of curvature signatures through which invariance to 2D rigid motion is achieved, and on the modified Smith-Waterman algorithm, which provides a flexible matching scheme that is capable of accounting for gaps. The proposed inexact matching scheme was applied to our test data and was shown to produce comparable results to the exact matching scheme. It should be emphasized that the key advantages of the proposed inexact matching scheme, in addition to its ability to account for non one-to-one relations, are its ability to produce explicit matching relations between points (in the form of a list of matching points), and its ability to offer the user full control over the formation and length of gaps. It should be noted that while the derived curvature-based signature does not offer invariance to projective transformations and relief displacements, the flexibility of inexact matching allows skipping regions along the linear features that were highly affected by relief displacement while still establishing correspondence between regions that were not affected by relief displacement. Figure 15 . Pseudo-code for the LCSS algorithm. Figure 16 . Pseudo-code for the MSW algorithm.
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Appendix 1
In both the Longest Common Subsequence (LCSS) and the Modified Smith-Waterman (MSW) algorithms the matching (alignment) between two signatures is derived by Dynamic Programming (DP). In this approach, given two signatures C L and C R of length m and n, respectively, a two dimensional array L of size m ϫ n is derived, in which the value of each cell L i,j is determined based on a reoccurrence relation such as the one given in Equation 4. Once the array L is computed a trace-back process is initiated, in which an alignment end point in L is selected and a warping path from the end point is derived based on the reoccurrence relation. The LCSS algorithm differs from the MSW algorithm both in the start point of the trace-back (the end point of the alignment) and reoccurrence relation. Since the LCSS is a global matching scheme the reoccurrence relation is based on a choice between the three adjacent cells of a given cell, and the trace-back begins at L m,n . On the other hand, in the MSW algorithm the reoccurrence relation is based on a choice between the three adjacent cells of a given cell and zero, and the trace-back begins at the cell in L with the maximum value. It should be noted that in the MSW algorithm the addition of zero to the reoccurrence relation indicates the possibility of terminating the current alignment and the beginning of a new alignment. Figure 15 and Figure 16 show a pseudo-code for each of the algorithms. In both pseudo-code listings the input parameters include the curvature signatures CL and CR of size m and n (respectively) of the two overlapping images, and the curvature threshold ⌬C. In addition, the MSW algorithm requires the three weights W match , W mismatch , and W gap . The output includes the similarity measure between the two signatures p, and the list of corresponding nodes M. The interested reader may find more information about DP, the LCSS algorithm, and the Smith-Waterman algorithm in (Gusfeld, 1997) .
