The method of partially invariant solutions of PDE systems was introduced by Ovsiannikov as a generalization of the classical similarity analysis. It offers a possibility to calculate exact solutions possessing a higher degree of freedom than similarity solutions. Ovsiannikov's algorithm, however, is somewhat hard to apply because one has to deal with three equation systems derived from the original PDE system. By means of the two-dimensional Euler equations, we show how the algorithm can be essentially simplified if classical similarity solutions are already known. Further, we prove a necessary criterion for the simplified algorithm to be senseful.
Similarity analysis is a well-known and useful method for finding exact group-invariant solutions of PDE systems [1, 2] . As a generalization, Ovsiannikov has introduced the theory of partially invariant solu tions which have a higher degree of freedom than classical similarity solutions [1] . The algorithm de scribed by Ovsiannikov yields, in general, two reduced PDE systems. It can well be applied to quasilinear first-order systems, e.g. the ideal M H D equations [3] . Martina and Winternitz calculated partially invariant solutions of nonlinear Klein-Gordon and Laplace equations [4] . But compared to the great number of publications on classical similarity solutions there ex ist very few examples of partially invariant solutions which are not actually invariant ones (we will call such solutions proper partially invariant) in the literature. This may be a result of the method's complexity.
In this paper, we develop a simplified algorithm for finding partially invariant solutions, which can be ap plied whenever classical similarity solutions are known. As a detailed similarity analysis has been done for many PDE systems of mathematical physics; this al gorithm might offer a chance for finding a lot of fur ther exact solutions. The algorithm, however, is not always senseful. Often it yields only solutions which do not differ essentially from the known similarity solutions. In order to avoid useless calculations we prove for the case of quasilinear first-order systems a necessary criterion for the algorithm to yield new, that means proper partially invariant solutions. We illus trate the algorithm by means of the Euler equations of two-dimensional incompressible hydrodynamics.
Ovsiannikov's algorithm
We consider a first-order PDE system
where x = (x1, ..., xn) denotes the independent vari ables, u = (m1, ..., um ) the dependent variables and
n m-tupel of derivatives. Let G be an r-dimensional projectable symmetry group of (1) with the infinitesimal generators
The number rt : = max rank (a*, ß{) is called the geo metrical dimension of G. Let a solution of (1) be given by u = < p (x). This m-dimensional equation determines an «-dimensional manifold in the (n + m)-dimensional space of variables, the solution's graph 6^. Its G-Orbit (9q (5^,) consists of all points of the space of variables, which are obtained from the graph's points by the transformations out of G: q and Ö' ^ < 3 . If a subgroup G' can be found such that q ' = q and ö ' < Ö, the solution is said to be re ducible. If < 5 ' = 0 is possible, the solution is invariant under some subgroup of G. We denote partially invari ant solutions which are not reducible to invariant ones as proper partially invariant. For finding partially G-invariant solutions with defect Ö, Ovsiannikov gives the following algorithm (for details see [1] ): First, the invariants of G are determined and introduced in the system as similarity variables. Contrary to the classi cal similarity analysis method, the "new" variables will not suffice to substitute all dependent variables (this is a result of the higher group dimension). A £-tupel of "old" dependent variables must be pre served; these are called the parametric variables. The resulting equations form a system which is, in general, over-determined and can only be solved if some addi tional conditions which can be derived from it, are fulfilled. Because of this, the system is called the active system, the solvability conditions theirselves form the reduced system. It can be shown that this is always a PDE system for the similarity variables alone. That means that its solutions determine invariant mani folds in the space of variables. These are the possible orbits of partially invariant solutions. To locate the solutions inside the orbits, one has to substitute the orbit equations found by solving the reduced system into the original system (1). This yields a PDE system containing only the parametric variables and their derivatives. This remaining system has to be solved by conventional methods (similarity methods would only yield similarity solutions). In the case of a low defect its general solution can often be found. From this one gets the partially invariant solutions of the original system by re-substitution. In the case of quasilinear first-order systems, the described algorithm can well be formalized and applied by computers as described in [3] ,
Partially Invariant Solutions in the Orbit of a Known Similarity Solution
Ovsiannikov's algorithm in the described form can be applied to any PDE system if its maximal symme try group (or a subgroup) is known. In this paper, however, we follow another idea: A given solution orbit, described by some solution of the reduced sys tem will in general contain more than one partially invariant solution of the PDE system. Normally there will exist at least those solutions which are reducible to subgroup-invariant solutions. The idea is now the conversion of this fact: If some G'-invariant solution is known, its orbit under some symmetry group G => G' can easily be calculated. In this orbit there may exist further PDE solutions, and these are all partially in variant with respect to G; some of them may be proper partially invariant ones. So, if a great deal of groupinvariant solutions is known, the hard orbit calcula tion by setting up and solving the reduced system, as described in [3] , becomes completely unnecessary.
Suppose that G is a symmetry group of (1) with the geometrical dimension r. and G 'c G a subgroup with the dimension K. Let u = (p(x) be a G'-invariant solution and < 5 = r* -ri its defect under G (in gener al, the inequality < 5 ^ r* -ri holds). Let co1, ..., of, t = n + m -r., be the invariants of G. The orbit of some point (x,u) is defined by the constance of the invariants, i.e. by the equations (x,u) = (x,ü), j = l , . . . , t . So the solution orbit can easily be calculated by eliminating x from the equations to* (x,u) = ar* (x,(p(x)). As the orbit's dimension is n + Ö, the obtained equations are of the form (2) 
It can be shown that even the harder rank condition 01J/1 rank -= n always holds. Hence, the orbit equations and higher derivatives analogously. By substituting these results into the original system (1) one gets some differential equations for the parametric variables up:={uft + 1, ..., um ), determining just those solutions which lie in the orbit of the given solution (p. This system is identical to the remaining system, which would have been yielded by the algorithm described in [3] .
A Necessary Criterion for the Existence of Proper Partially Invariant Solutions
In many practical cases the described procedure yields only similarity solutions which do not differ essentially from the given solution (p. In order to avoid needless calculations it seems desirable to possess a criterion which allows the early recognition of such cases.
If proper partially invariant solutions are found, they must be new, even if a complete similarity analysis of the system has been done before.
In the following, we prove a necessary criterion for the existence of proper partially invariant solutions in the orbit of a given similarity solution in the case of quasilinear first-order PDE systems. For this purpose we first have to provide Ovsiannikov's reduction the orem.
Let u = (p (jc) be a partially G-invariant solution of (1) is necessary for the existence of proper partially invari ant solutions in the orbit of cp, so far as the linear equation system given by (3) and (4) has a unique rank on the whole orbit (this requirement is hard to check in praxis, but not very important and often verifiable subsequently).
Proof. The orbit of the given solution (p is described by w v(x, u) = 0 , v = 1 , . . . , m -1, 
If (8) is solvable for all uxJ,j = 1,...,« , all first deriva tives are determined by (7) and the reduction theorem holds. As this rank is required to be constant on the whole orbit, it is sufficient to calculate it on the given solution u = cp (x). As
is an infinitesimal generator of G and (5) defines a G-invariant manifold containing the graph of cp, the equation
holds. On the other hand we have 
As Am (x) 4= 0 (otherwise (x) = 0 would follow for i = 1,..., m and the solution would be G-invariant in contradiction to the requirements) we can multiply (9) by this factor without losing information.
Substituting u = cp (x) we get
Therefore, the rank of the coefficient matrix (K l k) is equal to the rank of the right side. So the theorem statement follows by negation of (10). □ The proven criterion is of purely differential charac ter, that means that it can be applied directly after establishing the Lie algebras of G and G' and the solution cp without doing any integrations.
Example
We consider the two-dimensional Euler equations of ideal incompressible hydrodynamics:
vt + uvx +vvy +py = 0 , (11) ux + vy = 0 , where u and v denote the velocity components in xresp. y-direction, t the time and p the pressure. A classical similarity analysis of the corresponding three-dimensional system has been done by Olver [2] . For our purpose it will be sufficient to give two sym metry generators:
xt -w ± + m with twice differentiable time functions g and h. As their commutator vanishes, these two generators span the Lie algebra of a two-parameter symmetry group G which contains the one-parameter group G' with the generator X g as a subgroup. The general G'-invariant solution is
The first differential equation is solved by g(t) ■ h(t) = const, but we want to exclude this possibility in the with two other free time functions and a free function following (a solution of another type is e.g. h (f) = sin t,
f We now want to find further solutions in the C-orbit (() = _j_y The invariants ^ 0f G are found of the given solution. First, we use our criterion to cost determine the free functions in such a way that proper partially invariant solutions can be found principally. The matrices A k, k = 1,2,3, can easily be read from (11) With Y = X h we get
To determine the G-orbit of the solution (12), we cal culate the invariants on this solution, having regard to (14):
Y{(p2{x,y,t) -v ) = -h(t) -h'(t), Y{(p3(x,y, t)-p ) = yh(t) git)
+ yh"{t).
The statement g ■ h #= const is equivalent to ^ + 0. The orbit must be representable by m -Ö = 2 equations containing only invariants. These equations Therefore, the criterion is fulfilled if
So there are two possibilities to satisfy the criterion. We first assume that the second factor vanishes. As are found eliminating t and y from (16) as h = 0 is senseless, that means
We re-substitute (15) and solve the resulting equations for u and p, keeping v as parametric variable:
with the abbreviation
g'jt) H(t) git) h(t)
Substituting our results in the Euler equations (11) yields a quasilinear PDE system for v:
The coefficient matrix for (vx,vy,vt) actually has the rank 2 on the whole space of variables. It can be shown, that with (14) the first equation is a multiple of the second. Instead of trying to find the general solu tion of the system (18), we simplify it by setting f = C = const. This yields with (14) the equations
The second one is easy to integrate:
By substituting this in the first equation we get a PDE for the function j:
It can be integrated by the method of characteristics; its general solution is where F denotes an arbitrary one-argument function. Regarding (17) we get a set of partially G-invariant solutions of (11):
These solutions are in fact proper partially invariant if F is non-constant. To verify this, we apply a linear combination of X and X h to them:
As we required g'/g + h'/h =# 0, this term can only van ish if b = 0 and F = const. Otherwise there is no sub group of G leaving the solutions invariant. The second possibility to satisfy (13) is to set the first factor to zero. This means f = C = const and g'/g + h'/h = 0 or g • h = const. We now want to consider this case which we had excluded so far. We can set h(t) = 1/git) and the generator Y gets the form 1 6 g'{t) 0 
g (t)g "(t)-2 g ,2(t) 0 g(t)dy g2{t)dv
The invariants of G are g3it) dp co1 = t, 2 g it)
, g (t)
= V + -r y , git) 
On the given solution (12) they are evaluated as 
g(t)g"(t) -2 g '2{t)
g2 (t) , 2 
x'(t)g'(t)-x"(t)g(t)
, + -------7 w -------+ p ' = 0 -
The coefficient matrix for (px,py,pt) again has the rank 2 on the space of variables. Nevertheless, it is clear that solving the system will only reproduce the given solution (12) because the parametric variable has no influence on u and v. This example shows that our criterion is in fact only necessary but not sufficient for the existence of proper partially invariant solu tions.
