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Recent advances in nanotechnology necessitate the development of multiscale modeling 
techniques, which involve more than one length scale or time scale. In the past two 
decades, various concurrent multiscale approaches have been developed to simulate 
multiscale phenomena starting at nanoscale. However, most of existing multiscale 
approaches are developed to model crystalline materials. None of them are capable of 
scaling up the modeling of amorphous materials. In this thesis, a concurrent multiscale 
modeling approach to scale up modeling of amorphous materials using the Pseudo 
Amorphous Cell (PAC) is proposed. In this method, the domain of interest is firstly 
constructed as a tessellation of identical Amorphous Cells (ACs), each containing atoms 
equilibrated with periodic boundary conditions. For regions of small deformation, the 
number of degrees of freedoms (DOF) is then reduced by computing the displacements of 
only the vertices of the ACs instead of the atoms within them. The reduction is achieved 
by determining, a priori, the atomistic displacements within such Pseudo Amorphous 
Cells (PAC) associated with orthogonal deformation modes of the cell. The vertices of 
any PAC cell thus behave like nodes in the Finite Element Method (FEM) and are also 
referred to as nodes in our multiscale models. For regions experiencing large deformation, 
full atomistic details are retained. Hence, the atomistic domains coexist with continuum-
like (PAC) domains. Seamless coupling between atomistic regions and PAC regions is 
developed mathematically and implemented in a computational code.  
 




A two dimensional multiscale modeling approach using PAC is developed in detail. This 
method is computationally implemented in a C++ computer code. It is then validated by 
multiscale simulation of nanoindentation on a polymer substrate. A good agreement 
between the multiscale simulation and the pure molecular mechanics simulation is 
achieved for both indentation force and strain contours, indicating this method is capable 
of scaling up the modeling of amorphous materials. The accuracy of this method is 
attributed to the inclusion of non-local effects in the PAC regime and the ability to relate 
atom and nodal displacement accurately without the assumption of uniform deformation 
of the amorphous cells.  
 
Subsequently, this multiscale approach is extended to modeling materials in three 
dimensions. It is validated through multiscale simulations of nanoindentation on 
polymeric as well as crystalline substrates to show its general applicability for both 
amorphous and crystalline materials.  
 
In order to simulate more complex materials, the proposed multiscale approach is also 
successfully extended to include more sophisticated interatomic force fields with a 
number of complementary matrices.  
 
Finally, the proposed multiscale approach is employed to study nanoindentation on thin-
film/substrate systems and nanoscale sliding. Multiscale simulations of wedge 
indentation on a polyethylene film over a silicon substrate are performed. The indentation 
behavior is studied in detail. The sliding of a silicon ball on a PE film is carried out using 




a load-control strategy. It is shown that the penetration depth increases and then decreases 
to a steady value during the sliding. The predicted coefficient of friction of 0.2 is 
comparable to experimental values. These successful applications suggest that the 
proposed multiscale approach could be used to further study various multiscale 
phenomena at the nanoscale. 
 





X  Vector of coordinates of atoms in the underformed PAC cell 
x  Vector of coordinates of atoms in the deformed PAC cell 
f  Forces acting on the atoms in the molecular system 
p  Vector of external load on the molecular system 
K  Stiffness matrix  
T  Transformation matrix of the PAC cell 
I  Identity matrix 
Subscript I  Number indicator, such as atom I  and deformation mode I  
Subscript mkji  , , ,  Atom indicators 
Subscript zyx  , ,  Directions of coordinate system 
Subscript cell  Indicator for quantities related to a PAC cell 
Superscript h  Indicator for nodal quantities or quantities related to PAC region 
h
u  Displacement vector of PAC’s vertices 
h
cellu  Vector of nodal displacements of a PAC cell 
xL , yL , zL  Dimensions of a PAC cell or a model for simulation in three 
coordinate directions 
h
IU  I th deformation modes of the PAC cell 
IU  The displacements of atoms in an amorphous cell due to I th 
deformation modes of the PAC cell 
cellT  Cell transformation matrix of the PAC cell 
                                                                                                                                                     Nomenclature 
x 
 
np  External forces applied to the atoms of cell n  in the extended system 
for PAC formulation 
mnK  Sub-matrices of stiffness of the extended system for PAC 
formulation 
xu , yu  zu  Displacements of atoms in three coordinate directions 
localK  Local stiffness matrix 
localu  Vector of displacements of two localized atoms 
localf  Vector of forces on two localized atoms  
cellK  Cell stiffness matrix 
h
K  Global stiffness matrix for PAC region 
MMu  Atomistic displacement vector for molecular mechanics region 
*
cellT  Cell transformation matrix for FEM-based multiscale modeling 
x , y  Strains in x and y  directions 
i ,comK   Complementary matrix of i th cell in the extended system for PAC 
formulation 
AC  Amorphous cell 
PAC Pseudo amorphous cell 
FEM Finite element method 
2D Two-dimensional 
3D Three-dimensional 
MMS Multiscale and Molecular Simulator 
                                                                                                                                                     Nomenclature 
xi 
 
MMSIN Input generator for MMS 
MMSIG Indenter generator for MMS 
QC Quasi-continuum 
MM Molecular mechanics 
MD Molecular dynamics 
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Recent advances in nanotechnology necessitate the development of multiscale modeling 
techniques to study events that are coupled across more than one length scale or time 
scale [1-4]. Conventionally, Molecular Dynamics is employed to study phenomena at 
molecular level, while continuum mechanics is used to simplify the model at the 
continuum level. Molecular Dynamics simulations are widely used at the molecular level, 
but require excessive computational effort. The largest model that Molecular Dynamics 
can handle is less than one cubic micron. However, the study of problems such as 
nanoscale coatings, ion-beam deposition, nanoindentation and friction in Micro-Electro-
Mechanical Systems/Nano-Electro-Mechanical Systems (MEMS/NEMS) devices, 
requires models to be on the scale of several microns, consisting of billions of atoms - a 
scale too large for MD simulations for most researchers. On the other hand, continuum 
level modeling techniques such as Finite Element Method can handle much larger models 
but they are not suitable for molecular level simulation. Although continuum mechanics 
is highly developed and has been successfully used to study macroscopic or even 
mesoscale properties of material, it is not able to describe physics at the molecular level. 
For example, the FE method cannot predict the stick-slip phenomenon for atomic scale 
sliding. To simulate phenomenon at nanoscale or microscale, researchers have developed 
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a variety of multiscale modeling techniques aiming at high accuracy with considerable 
efficiency.  
 
Generally, there are two families of multiscale modeling techniques, namely, hierarchical 
modeling techniques and concurrent modeling techniques. In hierarchical modeling, 
simulations at a higher resolution are first performed to extract material properties. They 
are then used as inputs in lower resolution simulations. The concurrent modeling differs 
from the hierarchical modeling in the way that more than one length scale or time scale 
coexists in the same model and the simulations at different levels are performed 
simultaneously. The latter multiscale modeling technique is more promising because it 
can couple multiscale phenomena more accurately.  
 
Various concurrent modeling techniques have been proposed in the last fifteen years, of 
which, four that have seen significant applications are Quasicontinuum (QC) method [5], 
handshake method [6], bridging scale method [7], and Coarse Grained Molecular 
Dynamics (CGMD) [8]. Among these methods, QC, handshake and bridging scale 
methods adopt the so-called Cauchy Born rule which is only applicable for crystalline 
materials; hence, they cannot be used to scale up amorphous materials. Furthermore, the 
QC method and handshake method require element refinement which is problem 
dependent and complicated. In Coarse Grained Molecular Dynamics, not all molecules 
are represented independently in the computational model. Instead, clusters of atoms are 
grouped together to form a bead or a grain. Each bead is then treated as a large atom in 
what is then essentially classical molecular dynamics simulation. The CGMD method can 
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scale up amorphous materials. Usually, the group of atoms is problem dependent, and the 
size of the bead or grain is limited, hence this method is still a molecular level method 
and not efficient.  
 
Recently, concurrent multiscale modeling techniques have been widely used to study the 
inherent multiscale phenomenon in nanotechnology and material science. They are also 
used to study Microelectromechanical Systems (MEMS) and Nanoelectro-mechanical 
Systems (NEMS). Most existing multiscale modeling techniques are employed to study 
cracks, dislocations or diffusion. The emerging application of multiscale modeling is to 
model nanoindentation [9], contact and sliding [10] in nanotribology. Nanotribology is an 
area of active research in nanotechnology. Nanoscale components are used in MEMS and 
Nano-Electro-Mechanical Systems (NEMS). Contact between such components or the 
components and the substrate embedded within such systems gives rise to 
nanoindentation and frictional sliding. Nanoindentation is also routinely employed to 
investigate the properties of material. Hence, the nanotribology is relevant to a wide 
range of important applications. Although, the multiscale modeling has seen applications 
in nanotribology, few can reallistically model indentation, sliding and friction compatible 
to experimental conditions at nanoscale.  
 
To address the above-mentioned problems, a general concurrent multiscale modeling 
approach which applies to both crystalline and amorphous materials is developed. It can 
then be used to perform multiscale simulations on nanotribology in depth. In the 
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following two sections, a literature review of concurrent multiscale modeling and 
applications regarding to nanotribology will be provided in detail. 
 
1.2 Review of Multiscale Modeling Approaches 
 
This section will review existing multiscale modeling techniques including Quasi-
continuum method, handshake method, and coarse grain molecular dynamics, bridging 
scale method and other methods. Their applications will also be presented. The 
limitations of the existing multiscale modeling techniques will then be identified. To 
overcome these limitations, a complete new multiscale approach will be proposed in the 
next chapter. 
 
1.2.1 Quasi-continuum Method 
 
The QC method was first proposed by Tadmor et al. [5]. It uses a Finite Element (FE) 
representation of the displacement field over the entire domain. The number of degrees of 
freedom is significantly reduced by tracking so-called representative atoms (as shown in 
Figure 1.1) instead of all the atoms. The total potential energy of the system comprising 
all the representative atoms is determined and minimized to obtain the equilibrated 
configuration. Usually, the Newton-Raphson (NR) solver or conjugate gradient (CG) 
approach is used to do the minimization [5].  
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A lot of effort is put into selecting the representative atoms and constructing appropriate 
potential functional. Two types of representative atoms, namely, ‘local representative 
atom’ and ‘non-local representative atom’, are defined in QC method. In QC simulations, 
regions containing non-local representative atoms are essentially equivalent to fully 
atomistic regions. A local representative atom is coincident with either a continuum FE 




Figure 1.1 Schematic of quasi-continuum concept [5]. 
 
At low levels of deformation, elements may be much larger than the atomistic length 
scale and the lattice is assumed to deform homogeneously as described by the continuum 
deformation gradient. The mesh is refined until the element size is reduced to the atomic 
scale as deformation increases. Consistency between refined and coarse areas is achieved 
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by finite deformation elasticity and the Cauchy-Born rule that equates interatomic bond 
energy to continuum potential energy in order to develop a non-linear continuum 
constitutive model based on the interatomic potential used for atomistic simulations. The 
total potential energy of the QC model is obtained by summing the energies of all atoms 
in the atomistic region and at the interface and all elements in the continuum domain. 
 
The QC method leads to some non-physical effects in the transition region. Specifically, 
taking derivatives of the energy functional to obtain forces on atoms and FE nodes leads 
to so-called ghost forces in the transition regions [11-12]. The ghost forces have been 
subsequently removed by the developers of the QC model. The exact ghost forces are 
calculated for the initial reference state of the material system, and then the negatives of 
these forces are used as constant ‘dead loads’ applied to relevant degrees of freedom 
(atoms and nodes) throughout the entire course of the simulation. The work done by the 
dead loads is subtracted from the total energy functional [11].  
 
The QC method has been used to study various aspects of deformation in crystalline 
solids, including fracture [13-14], grain boundary interaction [11, 15], nanoindentation 
[16-17], and three dimensional dislocation junctions [18-19]. The original 
implementation was for two-dimensional static equilibrium problems, but the method has 
been extended to three-dimension [18, 20] and finite temperatures [18, 21].  
 
While the QC approach allows a blending of atomistic and continuum regions, it 
possesses the disadvantages of a reliance on gradual mesh refinement to the atomic scale, 
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a computationally intensive task, and the inability to eliminate fictitious boundary effects 
at the local/non-local boundary. Furthermore, the Cauchy-Born rule used in the QC 
method is only applicable for crystalline materials in linear elastic region. Therefore, it 
cannot be used to scale up amorphous materials. 
 
1.2.2 Handshake Method 
 
The use of a handshake region is another common concurrent multiscale approach. The 
MAAD (macroscopic, atomistic, ab initio dynamics) [6], CLS (Coupling of Length 
Scale) [22-23], and other hybrid FE-MD methods [9, 25-26] essentially use the 
handshake region strategy.  
 
 
Figure 1.2 A multiscale model for a silicon crystal using handshake region [9]. 




Usually, the domain is divided into a finite element (FE) region, a molecular dynamics 
(MD) region and a handshake region or even more regions if quantum mechanics (QM) is 
involved. Here, we focus on the coupling between FE and MD only. Figure 1.2 shows a 
typical multiscale model using the handshake region. In this figure, the MD region is on 
the top, while the FE region is on the bottom. In between is the handshake region. In the 
FE region, all the elements are modeled as linearly elastic, and the strain energy density 
can be expressed in continuum form. The parameters needed such as elastic moduli are 
chosen to exactly match those of the underlying atomistic model. In the atomistic region, 
traditional MD using empirical interatomic potentials is performed. 
 
To make a seamless transition from the FE to MD regions, the FE mesh in the handshake 
region is refined to the atomic scale near the FE-MD interface such that FE nodes 
coincide with MD atoms. The FE and MD regions are made to overlap over the 
handshake region, establishing a one-to-one correspondence between the atoms and the 
nodes. The solution in the handshake region is a weighted average of the FE and MD 
solutions. The weights in the hybrid scheme are usually chosen empirically based on the 
type of potential terms and the type of elements. The scheme by Abraham [6] and his 
colleagues define an explicit energy function, or Hamiltonian, for the transition zone to 
ensure energy conserving dynamics. All finite elements cross the interface contribute 
one-half of their weight to the potential energy. Similarly, any MD interaction between 
atomic pairs and triplets that cross the FE-MD interface contributes one-half of its value 
to the potential energy. A lumped-mass scheme is employed, i.e., the mass on the nodes 
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is assigned instead of distributing it continuously within an element. This reduces the 
mass to the correct description in the atomic limit, where nodes coincide with atoms. 
 
In the handshake method, a single total energy is defined for the entire system. One main 
limitation of this approach is that defining this energy for general geometries and 
interatomic potentials is not straightforward. This can be overcome by coupling atomistic 
and continuum regions through constraints on displacements rather than constructing an 
approximate Hamiltonian. The finite element and atomistic (FEAt) method [27-28] and 
coupled atomistic and discrete dislocation (CADD) method [29-31] use such a strategy. 
An overlapping region is constructed in these methods; hence, they are essentially similar 
to the multiscale approaches using a handshake region. The mesh size is refined to atomic 
scale from the continuum region to atomistic region. The FEAt algorithm uses a nonlocal 
continuum formulation to include corrections from long-range interactions and nonlinear 
treatment of the constitutive law. CADD simplifies these aspects of the model but 
includes the motion of dislocations through the atomistic-continuum boundary and has 
recently been extended to dynamic finite-temperature simulations [32-33]. Luan et al. 
used a similar coupling method to simulate contact problems, especially frictional sliding, 
both quasi-statically and dynamically [10, 34-35]. However, the mesh size is not always 
reduced to atomic size. In the handshake region, the FE nodes closest to the MD region 
deform according to the displacements of MD atoms within a radius larger than the 
potential cut-off distance, and displacements of other FE nodes control the motion of the 
MD boundary atoms that lie within their element. 
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The coupling of MD and FE using a handshake region was originally developed to study 
crack propagation in silicon. It has been widely used to investigate the properties of 
materials at the nanoscale. Rudd et al. adopted the MD/FE handshake method to study 
sub-micron MEMS [24]. Ogata et al. used this coupling method to study the oxidation of 
Si on the (1 1 1) surface [25]. It has also been employed to study atomistically induced 
stress distributions in Si/Si3N4 nanopixels [26].  
 
Since the form of the weighting function is arbitrary rather than an outcome of the 
formulation, a handshake region is usually deemed acceptable as long as the transition of 
field variables from one domain to another is gradual and ‘smooth’. Inherent in the 
application of the handshake algorithm is the assumption that the properties associated 
with each domain are independent from one another. Very often, the continuum domain 
is computed using the finite element method. A particular concern is whether the material 
properties assigned to the finite elements are truly equivalent to the atomistic properties. 
Furthermore, nodal displacements of a finite element should rightfully be influenced by 
the displacement of a molecule inside a neighboring element if that molecule is within the 
cut-off distance of the molecular interactions. Similar to QC method, the handshake 
method has not seen any application for amorphous materials, especially polymers. 
 
1.2.3 Bridging Scale Method 
 
Another multiscale modeling approach is the bridging scale method. It is developed by 
Wagner et al. [8], Liu et al. [38-41], Park et al. [42-44], and Xiao and Belytschko [45].  





Figure 1.3 Schematic illustration of the bridging scale method [44]. 
 
In this method, the total displacement field is decomposed into fine and coarse scales 
throughout the domain. The coarse scale solution can be interpolated by basic finite 
element shape functions, whereas the fine-scale solution corresponds to the part that has a 
vanishing projection onto the coarse scale basis functions. The coarse scale solution is 
obtained for the entire domain, while the fine-scale solution which is equivalent to the 
solution from MD simulation is required only for localized regions. Since the localized 
regions are generally a fraction of the entire domain, the computational effort can be 
reduced dramatically compared to full MD simulation for the entire domain. Newton 
method can be used to iteratively solve the coupled equations. Bridging of the coarse and 
fine scales is realized by transparently exchanging information between coarse and fine 
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scale regions. A schematic for the bridging scale method is shown in Figure 1.3. As can 
be seen, the fine scale has been reduced to being active in a small portion of the domain, 
while the impedance force acting on the fine scale accounts for the effects of the 
eliminated fine scale degrees of freedoms.  
 
To eliminate spurious reflections, a form of Langevin equation is used at the interface 
between the two domains. Excellent results for one-dimensional problems were reported. 
The bridging scale method has been extended to dynamic simulations. Park et al [43] 
have also developed coupling methods based upon lattice dynamics. In this method, the 
spurious reflections at the edge of the molecular domain are eliminated by introducing 
forces equivalent to the lattice impedance; this entails the evaluation of inverse Laplace 
transform in time, and for multidimensional problems, a Fourier transform in space.  
 
The bridging scale method has been successfully used in modeling buckling of multi-
walled carbon nanotubes [39]. The dynamic bridging scale method was applied to study 
wave propagation, and crack initiation and growth in the (1 1 1) plane of a face-centered 
cubic lattice structure governed by a two-body Lennard-Jones potential [43]. The 
bridging scale method was also utilized in the context of fine scale enrichment of finite 
element models by Kadowaki and Liu [40]. The authors solved a two-dimensional 
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1.2.4 Coarse Grained Molecular Dynamics 
 
CGMD is another family of multiscale modeling approach. In conventional CGMD, not 
all molecules are represented independently in the computational model. Instead, clusters 
of atoms are grouped together to form a bead or a grain [9]. A typical example of 
conventional CGMD model is shown in Figure 1.4. Two different clusters of atoms are 
grouped together to form bead A and bead B. Each bead is then treated as a large atom in 
what is then essentially classical Molecular Dynamics simulation. The conventional 
CGMD is widely used for scaling up in polymer simulations.  
 
 
Figure 1.4 Schematic of conventional CGMD method [8]. 
 
The CGMD in multiscale modeling actually refer to the method developed by Rudd and 
Broughton [23, 46-47]. Such CGMD involves replacing the underlying atomic lattice 
with nodes representing either individual atoms or a weighted average collection of 
atoms. The total energy of the system is calculated from the potential and kinetic energies 
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of the nodes plus a thermal energy term for the missing degrees of freedom associated 
with a uniform non-zero temperature. Hence, CGMD is a finite temperature dynamic 
method but there are additional considerations required to treat the transfer of thermal 
energy across the interface. The CGMD has been used to study crack propagation in 
silicon and the dynamics of micro-resonators [23]. Xiong et al. utilized this method to 
study dislocations [48]. CGMD is derived solely from the MD model, and has no 
continuum parameters.  As a result, it provides a direct coupling of length scales. 
However, high computational complexity is involved in this method. Like many other 
multiscale approaches, this CGMD method by Broughton was formulated for scaling up 
the modeling of crystalline materials only. 
 
1.2.5 Other Relevant Multiscale Modeling Techniques 
 
In addition to the four families of multiscale modeling approaches described, there are 
more multiscale methods which cannot be easily classified into any of these four. We will 
briefly discuss multi-scale boundary conditions (MSBCs), and heterogeneous multiscale 
method (HMM). 
 
Multi-scale boundary conditions has been proposed recently by Karpov et al. [49] and 
Wagner et al. [50], where positions of actual next-to-interface atoms from the coarse 
grain are computed at the intrinsic atomistic level by means of a functional operator over 
the interface atomic displacements, eliminating the need of a costly handshake domain. 
The sole purpose of a continuum model, when used in conjunction with multi-scale 
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boundary conditions, is to represent effects of the peripheral coarse grain boundary 
conditions to the central atomistic region of interest. Provided that the effect is negligible, 
at least in the analytical sense, the multi-scale boundary conditions can also serve as a 
self-contained multiple-scale method not involving the Cauchy-Born rule and the 
consequent continuum model [49]. 
 
The heterogeneous multiscale method proposed by E and his co-workers [51-55] is a 
more general scheme that proposes a modeling framework rather than concentrating on 
the details of model interfaces. It is based on the concept that both the atomistic and the 
continuum models are formulated in the form of conservation laws of mass, momentum, 
and energy. The strategy is to start with a macroscale solver and find the missing 
macroscale data such as the constitutive laws and kinetic relation by performing local 
simulations of the microscale state of the system. The HMM has been applied to many 
mathematical problems that possess solutions with multiple scales [55]. 
 
Although various multiscale modeling have been developed in the past fifteen years, with 
most aiming to bridge the molecular and continuum regions, only a few have been 
applied to study the mechanics of polymer deformation. 
 
To sum up, most existing multiscale modeling techniques can only handle crystalline 
materials. Few researches have been conducted to scale up amorphous materials. On the 
other hand, the amorphous materials have been widely used in nanotechnology; hence, it 
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is necessary to develop a new approach which applies not only for crystalline materials 
but also for amorphous materials.  
 
1.3 Review of Studies on Nanotribology 
 
Advances in nanotechnology have led to a wide range of emerging applications including 
MEMS, NEMS and biological systems (bioMEMS/bioNEMS). Over the last decade, the 
field of MEMS/NEMS has expanded considerably. MEMS/NEMS devices have been 
produced by various lithographic and nonlithographic fabrication processes, and have 
begun to be commercially used. The large surface-to-volume ratio of these devices results 
in very high retarding forces such as friction and adhesion that seriously undermine their 
performance and the reliability [58]. Consequently, tribology at the nanoscale or 
microscale, termed as nanotribology, is being extensively studied. Generally, 
nanotribology can be defined as the investigation of interfacial processes at the molecular 
scale such as adhesion, friction, scratching, wear, nanoindentation, and thin-film 
lubrication. 
 
Various experimental studies related to nanotribology have been done based on advances 
in instrumentation. The Surface Force Apparatus (SFA), Scanning Tunneling Microscope 
(STM), Atomic Force Microscope (AFM), and the Friction Force Microscope (FFM) are 
widely used in nanotechnology research today. The AFM is the most commonly used 
because of its high resolution and versatility in almost all aspects of nanotribology [58]. 
The AFM, originally developed by Gerd Binnig et al. in 1985 [59], can measure ultra 
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small forces (less than 1 nN) between the AFM tip and a sample surface. It has been used 
to study surface roughness, friction force, adhesion, scratching, wear, 
fabrication/machining, surface potential and boundary lubrication. 
 
Atomic friction was measured for the first time in 1987 by Mate et al. using a tungsten tip 
on graphite [60]. Two important effects - stick-slip motion and hysteresis between 
forward and back scans were observed. After this pioneering work, stick-slip at the 
atomic scale was observed many times under different conditions [61-65]. Stick-slip on 
the atomic scale has also been studied theoretically based upon the Tomlinson model for 
molecular friction [66-69]. Basically, the tip is dragged over the periodic potential 
defined by the atomic structure of the surface and the contact. The lateral force is 
measured by means of a cantilever spring holding the tip. The tip sticks to a certain 
surface position until the force exerted by moving support of the spring is high enough to 
activate a slip of the tip to the next atomic position [70]. Velocity-dependent friction [71], 
wear and lubrication [72] at the atomic scale have also been experimentally examined, 
including polymer nanotribology [73-75].  
 
MD simulations have also been used to study atomic scale friction [76-82]. Harrison et al. 
found atomic scale stick-slip behavior in the case of sliding between two hydrogen-
terminated diamond (1 1 1) surfaces [76]. Stick-slip was also observed by SØrensen et al. 
for a number of tip-surface and surface-surface contacts consisting of copper atoms. [77]. 
Simulations of nanotribology on polymer have also been carried out through coarse-
grained molecular dynamics by Morita et al. [83]. 




In nanoindentation, an indenter with a known geometry to high precision is usually 
employed. During the instrumented indentation process, a record of the depth of 
penetration is made, and then the area of the indent is determined using the known 
geometry of the indentation tip. Various parameters, such as load and depth of 
penetration, can be measured. The load-displacement curve can be used to extract the 
mechanical properties of the material. Nanoindentation is a common experimental and 
simulation test problem at the atomic scale. 
 
Although, MD simulations have been used to study nanoindentation and atomic friction, 
the size of simulation models is limited. These models are usually too small to eliminate 
effects of boundary conditions. In experiments, the size of a typical indenter or slider is 
of the order of tens of nanometers. To minimize boundary conditions, the substrate 
thickness for the MD simulations must be at least an order of magnitude larger than the 
indenter. A model of this system would easily fall beyond the range of tractable 
computation time for most computers. Fortunately, even though nanoindentation and 
atomic friction involve surfaces, the deformation of the substrate is usually localized. The 
deformation of the region away from the indenter or slider is normally linear and elastic. 
Hence, multiscale modeling methods can be utilized to study indentation and friction at 
the nanoscale or microscale. An example of multiscale modeling simulation to study the 
friction of crystalline material is the work reported by Luan et al., who used their 
multiscale modeling method to study the friction of two-dimensional contact with one 
and multiple asperities [10, 34-35].  
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1.4 Objectives and Significance of the Study 
 
As reviewed in section 1.2, for most existing multiscale modeling methods, the so-called 
Cauchy Born rule is adopted, in which the displacement field in continuum and coupling 
regions is assumed to be homogeneous. This is true for crystalline materials when 
deformation is linear-elastic. However, the displacement field for amorphous materials is 
inherently inhomogeneous. Therefore, the existing multiscale modeling approaches can 
hardly be used to scale up amorphous materials. Furthermore, the studies on 
nanotribology using multiscale simulations are quite few. This is mainly because 
multiscale models involve free surfaces or contacts/interfaces which are difficult to deal 
with. With the increasing concern about tribological properties of nano-devices, it is 
highly necessary to conduct some multiscale simulations in-depth to better understand 
nanotribology regardless of the difficulty of modeling free surfaces or contacts/interfaces.  
 
The aims of this study were to develop a new multiscale approach which can model 
crystalline and amorphous materials and to implement this approach to study indentation 
and sliding/friction at nanoscale. The specific objectives of this research are to: 
 
 Propose an approach to relate molecular-level description with continuum-level 
description for amorphous materials. 
 Construct multiscale models with molecular regions and continuum regions for 
structures of amorphous materials. 
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 Establish seamless coupling of molecular regions with continuum regions for 
multiscale models. 
 Develop an appropriate solver for concurrent multiscale simulations. 
 Validate the proposed multiscale approach by comparing multiscale simulations to 
pure molecular simulations. 
 Investigate indentation and sliding/friction at nanoscale using multiscale 
simulations to better understand nanotribology. 
 
The proposed approach targeted at amorphous materials would naturally also apply for 
crystalline materials. Therefore, the development of the new multiscale modeling 
technique should be able to provide a novel unified multiscale approach to modeling both 
crystalline and amorphous materials. This will lay the foundation for the general 
multiscale modeling of various materials in the future.  Following the model 
development, in-depth multiscale simulations of indentation and sliding/friction may 
reveal some interesting tribological phenomena at nanoscle and offer some useful 
explanations as well. 
 
The main focus of this study is the development of a new multiscale modeling approach. 
In this study, we are more concerned about the quasi-static problems. Therefore, 
multiscale simulations of dynamic problems are beyond the scope of this study. 
 
In the next chapter, we will propose a two dimensional multiscale approach for 
amorphous materials using Pseudo Amorphous Cell (PAC). Chapter 3 will then deal with 
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computational implementation of PAC-based multiscale modeling. This method will be 
validated through two-dimensional multiscale simulations of nanoindentation in Chapter 
4. Chapter 5 and Chapter 6 will extend the proposed method to three dimension and 
complex force fields, respectively. Chapter 7 and Chapter 8 will present multiscale 
simulations of two main aspects of nanotribology, namely, nanoindentation and 
sliding/friction. Finally, the entire study will be concluded in Chapter 9. 
 
 




Multiscale Modeling Using Pseudo Amorphous Cell 
 
A multiscale modeling approach for scaling up the modeling of amorphous materials is 
proposed. In the multiscale model, the domain of interest is firstly constructed as a 
tessellation of identical Amorphous Cells (ACs), which are regular cells containing atoms 
equilibrated with periodic boundary conditions [84]. For regions of small deformation, 
the number of degrees of freedom (DOF) is then reduced by computing the displacements 
of only vertices of the ACs instead of the atoms within. The reduction is achieved by 
determining, a priori, the atomistic displacements within such Pseudo Amorphous Cells 
(PAC) associated with orthogonal deformation modes of the cell [4]. The deformation of 
a cell is described by the displacement of its vertices. The vertices of any PAC cell thus 
behave like nodes in the Finite Element Method (FEM) and are also referred to as nodes 
in our multiscale models. For regions experiencing large deformation, the full atomistic 
configuration is retained. Hence, the atomistic domains coexist with continuum-like 
(PAC) domains. Seamless coupling between atomistic regions and PAC regions is 
developed mathematically and implemented computationally.  
 
The main steps to the proposed multiscale approach are (i) construction of a 
configuration within the domain of interest, (ii) linearization of the molecular mechanics 
(MM) equations for regions where deformation is small, (iii) reduction in the number of 
degrees of freedom (DOF) in small deformation regions and (iv) coupling of small 
deformation regions to non-linear MM regions of large deformation [4]. The first step is 
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to build a representative element - Amorphous Cell. This can be done using existing 
commercially software. Once the representative cell is constructed, the linearization of 
MM equations and the reduction in the number of DOF can be achieved via the 
derivations presented in Section 2.1. Then the PAC formulation (Section 2.2) can be 
carried out and the domain of interest can be reconstructed as a multiscale model with 
MM regions and PAC regions. Finally the MM regions and PAC regions are coupled 
(Section 2.3) and solved to obtain the equilibration configuration.  
 
This chapter will only deal with the conceptual modeling of PAC, PAC formulation, and 
coupling between atomistic and continuum-like descriptions. The computational 
implementation will be discussed in Chapter 3. 
 
2.1 Conceptual Modeling of Pseudo Amorphous Cell 
 
To illustrate the concept of Pseudo Amorphous Cell (PAC), we consider a rectangular 
amorphous cell within a two dimensional domain.  
 
The general quantities used are: 
IX : coordinates of atom I  in the undeformed PAC cell 
Ix : coordinates of atom I  in the deformed PAC cell 
III Xxu  : displacement of atom I  
h
Iu : displacement of vertex/node I  of the PAC cell 
X : vector of coordinates in the underformed PAC cell 
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x : vector of coordinates in the deformed PAC cell 
u : displacement vector of atoms in the PAC cell 
h
u : displacement vector of PAC’s vertices 
 
Consider the atomistic simulation of a domain. The force acting on an atom due to other 
atoms can be expressed as, 
 
 NII XXXff ,,, 21   (2.1)  
 
Where If  is the force function arising from the interatomic potentials and N is the total 
number of atoms in the entire domain of the problem. 
 
If IX ’s are the equilibrated positions of the domain before any load is applied, then, 
 
  0XXXff X  NII ,,, 21    (2.2) 
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Eq. (2.3) can be written as, 
 












 , which is similar to the stiffness matrix in FEM. 
 
Using the principle of virtual work, 
 
puKuu
TT    (2.5) 
 
for all kinematically admissible u  . Here, p  is the vector of external load. Since u   is 
arbitrary, Eq. (2.5) leads to obtain the linearized equation of the MM simulation, 
 
pKu    (2.6) 
 
The domain of interest is discretized into a tessellation of equilibrated rectangular 
amorphous cells (AC) before p  is applied. Under loading, the domain is restricted to 
deform in a manner such that each amorphous cell can be mapped onto a material 
conserving quadrilateral. We assume that the displacement of an atom can be related to 
the displacements of the nodes of the amorphous cells by, 
 
h
Tuu   (2.7) 




where T  is defined as the transformation matrix which maps the displacement of 
individual atoms, u , to the displacement of nodes of the PAC cells, hu . u  and hu  are 
expressed as,  TN
 




21 uuuu  , where N is the total 
number of atoms in the domain, and M is the total number of PAC cell nodes in the 
domain. 
 
Inserting Eq. (2.7) into Eq. (2.5) gives 
 
pTuKTuTu




u  is arbitrary, Eq. (2.8) becomes 
 
pTKTuT














T~  (2.11) 




Comparing Eq. (2.5) with Eq. (2.10), the reduction in DOF using the PAC cell is NM / , 
i.e., if each amorphous cell contains 100 atoms, the reduction is about 4/100 for the two 
dimensional case. 
 
The local nature of the interatomic forces (i.e. small cutoff distance for interatomic 
forces) means that most terms on the RHS of Eq. (2.3) are zero, and hence, the stiffness 
matrix K  in Eq. (2.4) is not fully populated. Since the intermolecular force cutoff 
distance is less than the dimension of amorphous cell, many terms of T  in Eq. (2.7) are 
also zero. For Eq. (2.7), it is sufficient to consider an atom’s displacement to be related to 
the vertices of the PAC cell it resides in and the vertices of the immediate neighboring 
PAC cells. 
 
For big systems, domains where deformation is small are replaced with pseudo 
amorphous cells (PAC) while atoms are retained where deformation is large and 
nonlinear.  
 
2.2 Formulation of PAC 
 
Conceptually, we can reduce the number of DOFs through the deployment of PAC cells. 
Implementation of PAC cells involves two main issues - formulation of the 
transformation matrix T  in Eq. (2.7) and calculation of cell stiffness matrix from 
interatomic potentials.  




2.2.1 Determination of T  Matrix 
 
Eq. (2.7), relates the atom displacements to the displacement of the PAC cell nodes. For 
clarity, we consider a 2-D case as shown in Figure 2.1, where each PAC cell has 4 nodes. 




44332211cell u  (2.12) 
 
where the nodes of the PAC cell are numbered as shown in Figure 2.1. As shown in the 
















Figure 2.1 Schematic illustration of a 2D Pseudo Amorphous Cell (PAC). 
 
Since the vector of the nodal displacements is of dimension eight, the deformation of a 
PAC cell can be represented as a sum of eight linearly independent unit basis vectors, 
8) , ,2 ,1( , IhIU , i.e., 













Uu   (2.13) 
 
where 
I ’s are scalar constants. 
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U  (2.15) 
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where h1U , 
h
2U , and 
h
3U  represent rigid body translations in the x  and y  directions and 
rigid body rotation, respectively, while h4U , 
h
5U , and 
h
6U  represent uniaxial strains in the 
x  and y  directions and shear strain, respectively. The last two modes of deformation, 
h
7U , and 
h
8U , are referred to as hourglass modes in the x  and y  directions. 
 
For each mode of deformation, 
h
IU , of the PAC cell, the corresponding displacements of 
the atoms within the PAC cell can be determined a priori and denoted by a column 
vector, IU . 
 
Since the PAC cells are used only in regions of small deformation, the atom 
displacements of a cell undergoing multiple modes of deformation can be obtained by 
superposing the atom displacements due to each mode, i.e., the atom displacements due 








II Uu   (2.16) 
 
where 
I ’s are identical to those in Eq. (2.13). 
 
It should be noted that the deformation modes given by Eqs. (2.14) and (2.15) are not 
simply linearly independent, but are also orthonormal to one another, i.e., 
 















        ,0
        ,1
UU  (2.17) 
 
The orthonormality means that 
I  is the projection of 
h
u  onto 
h
IU  and can be 
determined from, 
 
  hThII celluU  (2.18) 
 










II uUUu  (2.19) 
 
Eq. (2.19) can be expressed as: 
 
h












II uUUT  (2.21) 
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Eq. (2.21) gives the local cellT  matrix operator which transforms the nodal displacements 
of a PAC cell to the displacements of a PAC cell to the displacements of the atoms within 
that cell. The global T  matrix as required in Eq. (2.7) is obtained by assembling the cellT  






 cellTT  (2.22) 
 
where I  is the node number corresponding to the i th node of the PAC cell k  and J  is 
the atom number corresponding to the j th atom within the PAC cell k . Note that 
although each PAC cell houses its own set of atoms, all PAC cells have the same 
arrangements of atoms, i.e., k cellT  can simply be denoted by cellT . 
 




2U , and 
h
3U  
represent rigid body motions, 1U , 2U , and 3U  are simply the corresponding rigid body 
displacements of the molecular configuration of the cell. 
 
The atomistic displacements 4U , 5U , and 6U  corresponding to the three strain modes 
are determined by deforming the amorphous cell according to h4U , 
h
5U , and 
h
6U , 
respectively, together with the implementation of periodic conditions. This implicitly 
means that PAC cells should only replace full atomistic description of materials in 
regions where the strain gradient is slight. This generally does not pose any additional 
limitation since PAC cells are employed in regions of small deformation. 




Consider the specific case where a cell deforms according to 4U  with periodic boundary 
conditions. The external forces acting on the cell comes from the interaction of atoms 
within immediate neighboring cells only because the cutoff distance for interatomic 
interactions is less than the dimension of an amorphous cell. Hence, we need only 
consider a domain comprising the cell and its immediate neighbors as shown in Figure 
2.2. In this figure, cell 1 is the cell of interest. The undeformed configuration is shown as 
Figure 2.2 (a). Figure 2.2 (b) shows the configuration after cell 1 is deformed according 
to 
4U  with the remaining cells experiencing the same state of strain. The unknown force 
vectors, np ’s, denote the external forces applied to the atoms of cell n  ( 9 , ,3 ,2 n ) to 
effect the required deformation.  
 
 
(a) Undeformed configuration                          (b) Deformed configuration 
Figure 2.2 Schematic illustration of amorphous cells used to obtain 
4U . 
 
Applying Eq. (2.6) to the domain described in Figure 2.2 (b) gives, 
 
































































where mnK  are sub-matrices and nu  and np  are sub-vectors of the atomistic 
displacements and external forces acting on atoms inside cell n  of Figure 2.2 (b). 
 
Due to the affine deformation, we can express the displacement of each atom, T
yx uu
 ][ , 
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nnn ΔUΔuu  41  (2.25) 
 
where nΔ  is a known vector. 
 
With the expression of nu  in Eq. (2.25), Eq. (2.24) can be rewritten as, 



































































The first row of (2.26) gives, 
 
  9193132124191211 ΔKΔKΔKUKKK    (2.27) 
 
which can be solved for 
4U , the atomistic displacements corresponding to 5U  and 6U  
can be similarly obtained using appropriate nΔ ’s. Let 191211 KKKK   , since no 
atom is fixed or no displacement of any atom is specified, K  will be singular. To 
eliminate the singularity, we fix one atom in cell 1. 
 
 
(a) Undeformed configuration                          (b) Deformed configuration 
Figure 2.3 Configurations used to obtain 7U . 
 
Chapter 2:                                                                     Multiscale Modeling Using Pseudo Amorphous Cell 
36 
 
Eq. (2.27) cannot be applied to determine 7U  and 8U  because a cell cannot deform 
according to these two modes while maintaining periodic boundary conditions. To 
determine 7U , we fix the atomistic displacements of cells 2-9 according to bilinear 
interpolation of their nodal displacements to achieve a deformed configuration as shown 
in Figure 2.3 so that cell 1 deforms according to 7U . The atomistic displacements of cell 
1 is then obtained by solving the first row of Eq. (2.23) 
 
919313212711 uKuKuKUK    (2.28) 
 
The atomistic displacement 8U  is similarly determined. 
 
2.2.2 Calculating Cell Stiffness Matrix of PAC for Pair-wise Potentials 
 
The stiffness matrix is derived for the case of a pair-wise interatomic potential, )(r . The 
negative gradient of the potential function gives the forces on atoms and the second 
derivative of the potential function gives the stiffness matrix (or Hessian). The stiffness 
matrix for pair-wise potentials is derived in Appendix A. The cell stiffness matrix for 
PAC cell can then be determined using the stiffness matrix for pair-wise potential. 
 
Let i  and j  be 2 atoms in 2-D space. The interaction between the two atoms can be 
described through the local stiffness localK  according to Eq. (2.4), 
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locallocallocal fuK   (2.29) 
 
where T
jyjxiyix uuuu ][local u , 
T





















































localK  (2.30) 
 
For the atomistic regions, localK  can be computed with respect to any pair of atoms. The 
components of localK  are the second derivatives of the potential function (In Appendix A). 
An assembly process is employed to obtain the global stiffness matrix of atomistic 
regions. localK  can be further used to develop the stiffness matrix for PAC regions. 
 
To derive the cell stiffness matrix for PAC cells, we need the transformation matrix 
obtained in section 2.2. Let iT  and jT  be sub-matrices of the T  matrix that maps the 
displacement of atoms i  and j  respectively to the required degrees of freedom of the 




















  (2.31) 
 
i.e., 



































































































































Suppose atoms i  and j  reside in cell A and cell B as shown in Figure 2.4. 
 
 













































































































































































































































































44332211  (2.34) 
 































































































































































Inserting Eqs. (2.33) and (2.34) into Eq. (2.32), and then inserting Eq. (2.32) into Eq. 
(2.35), gives, 
 






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































where the superscripts x  and y  indicate the directions. The symbol ‘δ’ is used in ABIIK  
and 
AB
IJK  because we have only considered one inter-cell atom pair i-j as shown in 
Figure 2.5. We determine ABIIK  and 
AB
IJK  by summing 
AB
IIK  and 
AB
IJK  respectively 
due to all inter-cell atom pairs. It should be noted the subscript II  indicates the stiffness 
related to the nodal displacements of cell A, and the subscript IJ  indicates the stiffness 
related to the nodal displacements of cell B, respectively. However, the subscripts II  and 
IJ  do not have direct connections with atoms i  and j . Herein, we defined 
AB
IIK  as own-
cell stiffness matrix, and 
AB
IJK  as cross-cell stiffness matrix. It is not necessary for 
subscripts I  and J  to be corresponding to atoms i  and j . 
 
 
Figure 2.5 3×3 cells of a two dimensional system for cell stiffness. 
 


































  (2.38) 








K  ( 9 , ,2 ,1 k ) is the stiffness related to the nodal displacements of cell 1 
(parent cell) due to the interactions between the atoms within itself and the atoms in the 
k th cell as shown in Figure 2.5, while kIJ
1
K  ( 9 , ,2 ,1 k ) corresponds to the stiffness 
related to the nodal displacements of the cell k  due to the interactions between the atoms 
in cell 1 and the atoms in the k th cell. It should be noted the cross-cell stiffness 11IJK  
corresponds to the stiffness of cell 1 due to the interactions of atoms within the cell itself. 
 
Similar to the assembly process in the FE method, the global stiffness matrix 
h
K  for the 
PAC regions is assembled in the same manner. This is done by accumulating the stiffness 
contribution from the nodes of local cells as shown in Figure 2.5. For any multiscale 
simulation, the PAC cells are prescribed at the start, i.e., the nodes and the neighboring 
cells of each PAC cell are determined before the simulation. The components of cellK  are 
added to the appropriate components of global stiffness matrix according to the global 
numbering of the nodes. 
 
2.3 Coupling between Atomistic Region and PAC 
 
In the proposed multiscale approach, the PAC cells are employed in the regions of small 
deformation only, while traditional MM is used in the other regions. A multiscale 
simulation requires concurrent coupling between the PAC cell and MM regions. 
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The coupling strategy based on the coupled solutions of both PAC and MM regions was 
developed. Consider a multiscale domain comprising N  atoms where atoms 1 to J  
reside in PAC cells while the atoms 1J  to N  are in the MM regions. To couple the 




















































Here, I  is the identity matrix, hu  is the vector of nodal displacements of the PAC cells 
and MMu  is the vector of atomistic displacements of the MM regions. 
 
In Eq. (2.39), it can be seen that the T  matrix is applied to map displacements of atoms 
within the PAC cells only. The identity matrix, I , maps the displacements of atoms in the 
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It can be seen that u~  is a vector of the degrees of freedom to be solved. Insertion of Eq. 








 , and pTp T
~~  . 
 
The solution to the multiscale problem is obtained by solving Eq. (2.41) for u~ . To 













































































































  (2.43) 
 
Hence Eq. (2.41) can be rewritten as, 





































KTK  , crossint KTK
T , and PAC
Th
pTp  . 
 
It can be seen that 
h
K  and 
h
p  are the stiffness matrix and force vector if the PAC region 
is considered independently of the MM region while MMK  and MMp  are the stiffness 
matrix and force vector if the MM region is considered independently of the PAC region. 
The non-zero off diagonal terms of stiffness matrix intK , provide the necessary 
interaction between the MM and PAC regions for the multiscale simulation.  
 
Instead of solving Eq. (2.44) directly, it is more efficient to eliminate hu  from the 
equation to obtain, 
 










K  is constant while MMK  is an implicit function of MMu . An element IJK  of 
intK  represents the interaction between atom I  and node J  is therefore non-zero only 
when atom I  and node J  are near each other. This may only be the case for atoms and 
nodes within the dimension of a PAC cell from the boundary separating MM and PAC 
regions. The atom displacements near the boundary will be small since this criterion must 
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be satisfied for employing PAC cells. Hence, intK  can be regarded to be constant. 
Therefore, the computational effort to solve the coupled MM-PAC equations is 




However, it is not practical to solve Eq. (2.45) for a relative large model, especially for 
large three dimensional models. The form of the coupling strategy presented above 
requires the calculation and storage of MMK  every step, which is prohibitive when the 
number of atoms in MM region is large. Alternatively, a more computational efficient 
coupling strategy is developed. As shown in Figure 2.6 (a 2D framework is employed for 
clarity), the system is divided into two regions, namely, MM region and PAC region. 
 
 
Figure 2.6 Coupling between atomistic method and PAC.  
 
According to the atomistic simulation method such as Molecular Mechanics and 
Molecular Dynamics, the forces on the atoms due to the atoms in atomistic region can be 
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easily calculated as the negative derivative of the potential energy which is described 
through an explicit mathematical expression. To obtain the forces on the node due to the 
nodal displacements is more tedious but still straightforward. First, the nodes are 
numbered similarly to the numbering in finite element method to obtain the nodal 
topology. For each element, there are eight neighboring cells, and the interaction between 
the central element with the surrounding cells is through the matrix cellK . Then with the 
nodal topology and cellK , we assemble the global stiffness matrix. Pre-multiplying the 
stiffness matrix to the nodal displacements will then give the nodal forces.  
 
The remaining issue is the coupling between atomistic region and PAC region. The 
coupling between these two regions is through the interactions between the atoms in 
atomistic region near the interface and the atoms in next-to-interface PAC region. Since 
the dimensions of the PAC cell is larger than the cut-off distance, the coupling only takes 
place in at most one layer of atomistic region and one layer of PAC cells. We call the 
atoms in the PAC region near the interface “pad atoms”. The coordinates of these atoms 
are obtained through the mapping between atoms and the nodes as expressed in the Eq. 
(2.7). Hence, their coordinates is not explicitly updated. The forces on the atoms in the 
atomistic region within the coupling region can be calculated through the bond 
interaction and non-bond interactions. The nodal forces in the coupling region due to the 
atoms in the atomistic region are calculated in the following way. The force on pad atom 
P, as shown in Figure 2.6, due to the atoms in the atomistic region can be obtained 
through the interatomic potential functions. For the non-bond interaction, only the atoms 
within the cut-off need to be considered. The force on atom P is then transformed into 
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nodal quantities and added to the forces on nodes such as nodes 1-4. Finally, the initial 




We mathematically develop a multiscale modeling approach based on 2D rectangular 
Pseudo Amorphous Cells. In this method, the domain of interest is constructed as a 
tessellation of amorphous cells. Then for the regions of small deformation, the PAC 
nodes are used instead of the molecular description, while the molecular description 
remains for regions of large deformations. Hence, the number of degrees of freedom can 
be reduced dramatically. To replace the molecular description with PAC nodes, a 
transformation matrix is determined with eight prescribed deformation modes (for two 
dimensional problems). The seamless coupling can be achieved using the stiffness matrix 
or the computationally efficient method proposed in section 2.3. 
 
 






A code, Multiscale and Molecular Simulator (MMS), to perform PAC formulation and 
multiscale simulations was developed. In addition, the MMS can also perform pure 
Molecular Mechanics simulations. The energy minimization algorithms for Molecular 
Mechanics simulations are based on the conjugate gradient method. There are two 
approaches to apply the conjugate gradient method, one is a computationally efficient 
method with line search, and the other is the so-called “brute force” method in which the 
zero of the total force, rather than a minimum of the total energy, is determined. If the 
total energy of the system can be obtained explicitly, conjugate-gradient with line search 
can be implemented. Otherwise, the brute force approach is employed. For pure 
molecular mechanics simulation, conjugate-gradient with line search is employed 
whereas only the brute force CG can be used for the multiscale simulation since no 
explicit total energy is derived. The brute force CG method is also implemented in pure 
MM simulation to validate it. These algorithms are tested on crystalline materials to study 
their convergence and the equivalence of using these two schemes.  
 
To support MMS, some pre-processing codes including the Input Generator for MMS, 
Indenter Generator for MMS, and Polymer Generator were also developed.  
 
In this chapter, the development and the functionalities of Multiscale and Molecular 
Simulator are presented in detail. Two ways of performing minimization are implemented 
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and are compared with each other. Additionally, the supporting pre-processing codes are 
also introduced. All these codes constitute the computational scheme for all the 
simulations in this thesis.  
 
3.1 Multiscale and Molecular Simulator 
 
The Multiscale and Molecular Simulator (MMS) is a code developed using C++. The 
code is highly object-oriented and easily modified to incorporate other objects. 
 
 
Figure 3.1 Functionalities of Multiscale and Molecular Simulator. 
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As shown in Figure 3.1, the current functionalities of the Multiscale and Molecular 
Simulator (MMS) include PAC formulation for unit cell, multiscale simulation, and pure 
Molecular Mechanics (MM) simulation. With this code, the PAC cell can be created and 
multiscale simulations of equilibration, indentation, sliding, and uniaxial 
tension/compression can be performed. It can also perform pure molecular simulations of 
equilibration, indentation, sliding, uniaxial tension/compression, and stress-relaxation.  
 
MMS incorporates some features from LAMMPS [85-86], popular open-source software 
for molecular simulation, such as selected potential functions, input script, and dump 
functions. The successful use of these features makes the code more readable and more 
systematic. 
 
The key computational tasks of MMS are to implement PAC formulation for a unit cell 
and solve problems using molecular mechanics or the PAC multiscale method. PAC 
implementation for a unit cell will be discussed in the next section, while section 3.1.2 
will present the solvers for molecular mechanics simulations and multiscale simulations. 
 
3.1.1 PAC Implementation for Unit Cell 
 
The computational implementation of PAC formulation is presented in this section. The 
procedure of developing PAC in 2D is shown in Figure 3.2. The input for a unit cell is 
extended to a 3×3 structure for 2D PAC (see Figure 2.5). Subsequently, the Hessian 
matrix can be calculated using a suitable interatomic potential. According to Eq. (2.6), 
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the atom displacements under each deformation can be determined, followed by the 
determination of the transformation matrix, cell stiffness matrix, and nodal force matrix. 
Following such a procedure, the T  matrix, cellK  and PACF  
can be obtained. The matrices 
T  and cellK  are the transformation and stiffness matrices, respectively. PACF  stores the 
nodal forces of the main cell due to the atoms in its neighboring cells. These forces need 
to be subtracted from the nodal forces if the cell is on the interface of the PAC and 
atomistic domains.  
 
 
Figure 3.2 Flow chart of PAC implementation for 2D unit cell. 
 
The PAC formulation in three dimensions can be carried out in the similar way. 
However, instead of a 3×3 structure, a 3×3×3 structure should be used for 3D. Moreover, 
some other techniques that will be discussed in later chapters should be used.  




3.1.2 Solvers for Molecular Mechanics and Multiscale Simulations 
 
Molecular mechanics (MM) is a non-quantum-mechanical way of computing structures, 
energies, and some properties of molecular systems using Newtonian mechanics. The 
potential energy of all systems in molecular mechanics is calculated using force fields 
which dictate how atoms interact with one another [87-90]. Typically, the force field is 
used as an optimization criterion and the (local) minimum is searched by an appropriate 
algorithm such as steepest descent, conjugate gradient or other methods. Compared to 
molecular dynamics (MD) simulation, there is no time history in MM simulations.  
 
MM can be used to find the configuration which is energetically favored in quasi-static 
processes. For general loading, the system is deformed step by step and minimization is 
applied after each loading step. Properties obtained this way are considered to correspond 
to those under extremely low rate of loading.  
 
Usually, the systems described in this thesis comprise a number of atoms or beads. 
Therefore, multidimensional minimization techniques are needed. There are many ways 
of performing this, the most popular being the conjugate gradient methods. These 
methods require relatively modest storage, derivative calculation and one-dimensional 
sub-minimization [91-92].  
 
Suppose that a function is approximated as a quadratic form, 
 






)( cf  (3.1) 
 
At a given N  dimensional point P , we are able to calculate both the value of function 
)(Pf  and the gradient )(Pf . The conjugate gradient methods start at a point 0P , and 
move from point iP  to 1iP  by minimizing along the line from iP  in the direction 
conjugate to previous gradients.  
 
Let ig  and ih  be the gradient and searching direction at iteration i , respectively. Starting 
with arbitrary initial vectors 0g  and 0h , the conjugate gradient method constructs two 
sequences of vectors from the recurrence, 
 
 ,2 ,1 ,0          111   iiiiiiiii hghhAgg   (3.2) 
  

























  11  (3.4) 
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 If the Hessian matrix A  is known, then (3.2) can be used to find successively conjugate 
directions ih  along which to line-minimize. However, Hessian matrix calculations are 
computationally intensive and require a lot of memory, i.e., for large system, the Hessian 
matrix is usually not available. Fortunately, the calculation of the Hessian matrix is not 
necessary. Suppose )( ii f Pg   
can be obatined, where f  is of the form (3.1) and 
suppose that the minimization proceed from iP  along the direction ih  to the local 
minimum of f  located at some point 1iP  and then set )( 11   ii f Pg . This 1ig  is the 
same vector as would have been constructed by Eq. (3.2). 
 
The algorithm described so far is the original Fletcher-Reeves version of conjugate 
gradient algorithm. Polak and Ribiere later introduced one tiny, but sometimes significant 











  (3.5) 
 
To simulate the quasi-static loading processes such as indentation or sliding, Molecular 
Mechanics using Conjugate Gradient is implemented. The flowchart for pure MM 
simulations is shown in Figure 3.3. Initialization and input are done at the beginning. 
Then for each loading step, minimization is performed to determine the equilibrated 
configuration. Since the energy function can be obtained explicitly, the computationally-
efficient conjugate method described above can be utilized to perform the minimization. 
The line search for one-dimensional minimization is employed, in which the minimum is 
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bracketed first and then found using Brent's method. Brent's method is actually a 
combination of golden section method and inverse parabolic interpolation. Convergence 
is considered to be achieved when the root mean square of the forces is less than a 
specified tolerance. After each loading step, the equilibrated configuration and the 
required output quantities are written to some specified files.  
 
 
Figure 3.3 Flowchart of MM simulations based on conjugate gradient method with line search. 
 
However, the line searching no longer works when the energy function cannot be 
obtained explicitly. An alternative is to use brute force conjugate gradient. The flowchart 
of MM simulations using this method is shown in Figure 3.4. As shown, the atoms/beads 
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are displaced by a given step size in the direction conjugate to the previous gradients. The 
convergence criterion is the same as the CG method using line search. To reduce 
computation and yet obtain high resolution, a relatively large step size is used at the 
beginning, and then reduced after a number of iterations or until the change in the 
maximum force is less than the tolerance.  
 
 
Figure 3.4 Flowchart of MM simulations based on brute force conjugate gradient method. 




The force field, simulation parameters and other quantities are specified during 
initialization. Inputs comprise information about the system including number of 
atoms/beads, coordinates and other information. Stepwise loading is employed to 
simulate the process using an empirical step size. After conjugate gradient minimization, 
the equilibrated configuration for each step is the output. 
 
Brute force CG for Molecular Mechanics simulation is also used for multiscale 
simulations. The major difference is that nodal forces are involved in multiscale 
simulations. The nodal forces are computed through the global stiffness matrix and nodal 
displacements, while the forces on atoms are derived from the force field. 
 
 
Figure 3.5 The sliding simulation model for pure MM simulations. 
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To study the effect of convergence criterion and verify the two schemes of conjugate 
gradient method are equivalent, pure MM simulations in 2-D are carried out using 
crystalline materials. The model for sliding simulation is shown in Figure 3.5. 
 
The substrate comprises 2, 400 copper atoms, and the slider is rigid and consists of 40 
carbon atoms. Four layers of atoms at the bottom of the substrate are fixed, and periodic 
boundary conditions are applied on the left and right of the substrate. The penetration 
depth   shown in Figure 3.5 is defined as the distance between the lower profile of the 
slider and the initial upper profile of the substrate. 
 
Here, only two dimensional representation of FCC copper is employed with the 
commonly used modified Morse potential [94-96]. Such a potential is expressed as, 
 
)2(
)()(2 00 rrrr eeDE
    (3.6) 
 
where r  is the distance between two atoms, D  and   are material constants, and 0r  is 
the equilibrium separation. The potential energy between carbon and copper has the same 
form as that for pure copper. The parameters are given in Table 3.1. 
 
Table 3.1 Parameters of Morse potential for copper and carbon. 
Interaction D  (eV)  (Å-1) 0r ( Å) cutr ( Å) 
Cu-Cu 0.3429 1.3588 2.866 9.0 
C-Cu 0.1 1.7 2.2 4.0 
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The sliding simulations are performed using MMS. In the sliding simulations, the rigid 
slider indents into the substrate by 0.3 Å, then slides in the x  direction by 200 steps 
with a step size of 0.1Å, i.e. 20.0Å in total. Finally, it slides back to its original position. 
 
The interacting forces between slider and substrate are calculated at each step. The results 
obtained using the two CG schemes described are shown in Figure 3.6. As can be seen, 
the results predicted from both methods are consistent in terms of the interaction between 
slider and substrate. Some differences exist at the slip points. This may due to the rapid 
change of force but no significant change in energy at such points. However, this 
difference is usually not of concern because we are interested in the general behavior of 
the material but not the response at a single instance. The computational time, on the 
other hand, is different. The brute force conjugate gradient takes up to twice as much 
time as the other. 
 
 
Figure 3.6 Sliding force versus sliding distance using different schemes of CG method. 
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Various convergence criteria have been studied before it was decided to use the root 
mean square of forces. The effect of convergence tolerance was also investigated. 
Molecular mechanics simulations were performed using three different convergence 
tolerances. The sliding force versus position of slider curves are shown in Figure 3.7 
(hysteresis is shown). As can be seen, the results obtained for different convergence 
tolerances are almost identical, indicating that the conjugate gradient minimization 
algorithm is robust and not sensitive to the convergence tolerance. 
 
 
Figure 3.7 The sliding force versus sliding distance for different convergence tolerances 




The pre-processors are a series of codes to generate input files for the Multiscale and 
Molecular Simulator codes. Three important pre-processors are Polymer Modeling, Input 
Generator for MMS and Indenter Generator for MMS.  




3.2.1 Polymer Modeling 
 
The Polymer Modeling code is used for general amorphous cells. In this section, 
polyethylene using the FENE potential is taken as an example to show the polymer 
modeling process and the code algorithm.  
 
To construct a unit cell for polymer simulations, a force field is firstly selected. For the 
polymers such as polyethylene, the beads, i.e., groups of atoms or monomers can be 
divided into non-bonded beads and bonded beads. 
 
For non-bonded beads, the Lennard-Jones (LJ) potential is used. The cutoff distance is 
































































The LJ interaction can be simplified by completely neglecting the attractive part; the 
cutoff distance is chosen at the minimum of the LJV  (
6
cut r ) and the potential is 
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shifted such that it vanishes at this distance. This simplified LJ potential is known as the 






































































For the bonded beads, a combination of potentials is used - WCA potential to account for 
the excluded volume interaction, and the attractive Finite Extensible Nonlinear Elastic 












                                    ,















                             ,






rFFENE  (3.12) 
 
It has the form of a simple harmonic potential for small extensions 2.0/ 0 Rr  and limits 
the spring extensibility to 0R . The FENE+WCA potential and force are depicted in 
Figure 3.8 with 300k  and  5.1R . 0R  is chosen so that 1.0)/(1
2  Rr . 
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(a) Local                                                            (b) Global 
Figure 3.8 FENE+WCA potential and force. 
 
The bead spring model with the above parameters was first proposed by Cremer and 
Grest in 1990 to simulate polyethylene [97]. Since then, it has been widely used to study 
the entanglement of polyethylene [98-99]. This model is chosen here to illustrate the 
polymer modeling process. Once the potential form is determined, the generation of the 
polymer unit cell can proceed. The general process is shown in Figure 3.9. 
 
The input information is the number of chains, number of beads per chain, density, 
equilibrated bond length, and restriction distance. The restriction distance is defined as 
the minimum allowable distance between any two beads. Then the coordinates of the 
beads are generated randomly and bond topology is formed. For the two dimensional 
case, the bonds cannot cross each other, and the distance between any two non-bonded 
beads should be larger than the restriction distance. Subsequently, energy minimization is 
performed with periodic boundary. Usually, the structure obtained has non-zero internal 
virial stresses. These stresses can be relaxed by altering the dimensions of the cell. For 
example, if the virial stress in x  direction is greater than zero, we increase the cell 
Chapter 3:                                                                                                       Computational Implementation 
65 
 
dimension in x  direction by an amount proportional to the virial stress in this direction. 
The virial stresses cannot be relaxed in a single step. Iterations are needed, and 
minimization is performed after each iteration. The cell is considered to be completely 
relaxed when the virial stresses in the two coordinate directions are around zero. There is 
another check to perform before the unit cell is accepted - the stability test. If all the 
eigenvalues of the stiffness matrix are positive, then the unit cell is stable. One alternative 
and easier check is to perform energy minimization on a 2×2 cell or even larger 
configuration. If the minimization does not cause any change to the atomic arrangement, 
the unit cell can also be considered stable. 
 
 
Figure 3.9 Flowchart of unit cell generation for polymer. 
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An example of such a checking process of the unit cell is shown in Figure 3.10. As can be 
seen, the energy minimization brings about significant changes to the initial structure 
whereas the configurations before and after stress relaxation are almost the same. 
Although changes in the dimensions of the cell are only slight during stress relaxation, 
the initial strain when free surfaces are introduced might be very high if the stress is not 
relaxed at the cell level. 
 
 
Figure 3.10 An example of unit cell generation for polymer. 
 
Three dimensional amorphous cells can be modeled in the similar way, except that no 
bond crossing is involved. However, a more complicated potential with bond angle and 
dihedral terms might be involved.  
 
3.2.2 Input Generator for Multiscale and Molecular Simulator 
 
An input generator for multiscale and molecular simulator (MMSIN) is developed to 
generate input files for PAC formulation, multiscale simulations, and molecular 
mechanics simulations. 
 




Figure 3.11 General features of a multiscale model. 
 
The general features of a multiscale model are illustrated in Figure 3.11. A model 
consists of a number of parts. Each part could be composed of atoms only, or PAC cells 
and atoms together. The boundary conditions could be periodic or non-periodic in some 
directions or all the directions. For pure molecular models or input file for PAC 
formulation, the model is composed of a number of parts with atoms only.  
 
The flow chart of the MMSIN is shown in Figure 3.12. An input script with a number of 
commands is read. Following the commands in the input script, MMSIN reads the model 
file which specifies domain, cells, parts, and PAC regions. Then the cell files are read. 
Based on the model file, the model for MMS is then built. The detailed building process 
is depicted in Figure 3.12. 





Figure 3.12 Flow chart of MMSIN. 
 
3.2.3 Indenter Generator for Multiscale and Molecular Simulator 
 
Indenter generator for multiscale and molecular simulator (MMSIG) is developed to 
generate indenters for indentation or sliding simulations.  
 
This program can build up different types of indenters including spherical indenter, 
wedge indenter, conical indenter, cylindrical indenter, and flat indenter. Since it is an 
object-oriented program, other classes can be added to generate other types of indenters, 
such as Berkovich indenter and Vickers indenter.  
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This code firstly takes a unit structure generated manually or from Material Studio, a 
commercial software package. Then it builds up an appropriate domain by replicating the 
unit structure. The domain is then cut to form the indenter by controlling the geometrical 
parameters for each type of indenter. Two examples of the indenters generated from 
MMSIG are illustrated in Figure 3.13.  
 
 
   (a)                                                                    (b) 




A code, Multiscale and Molecular Simulators (MMS), has been successfully developed 
and presented in this chapter. This code can perform PAC formulation, molecular 
mechanics simulations, and multiscale simulations. The algorithms for molecular 
mechanics simulations are presented in detail as well. Two schemes based on conjugate 
gradient methods, namely, conjugate gradient method with line search and "brute force" 
conjugate method, are investigated using numerical simulations. The "brute force" 
conjugate method can also be used to perform multiscale simulations.  
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A number of pre-processing codes including Input Generator for MMS, Indenter 
Generator for MMS, and Polymer Generator have also been developed in this chapter. 
MMS in conjunction with the pre-processing codes complete the computational scheme 








Validation of PAC Multiscale Modeling  
 
The general formulation of 2D multiscale modeling approach has been introduced in 
Chapter 2, and the computational implementation has been illustrated in Chapter 3. In 
this chapter, multiscale simulation of nanoindentation on a polymer substrate will be 
presented and compared with pure molecular simulation to validate the proposed 
multiscale modeling approach.  
 
In addition, special features of the proposed multiscale modeling approach - the non-local 
continuum description for the discrete sytems and the ability to capture the 
inhomogeneity of the displacement field of the amorphous cell - will be discussed in 
detail to reveal why the proposed multiscale modeling approach applies for amorphous 
materials.  
 
4.1 Multiscale Simulation of Nanoindentation on a Polymer Substrate 
 
To validate the proposed PAC-based multiscale approach, we performed two dimensional 
multiscale simulations of nanoindentation on a polymer substrate and compared the 
results from the multiscale simulations with those predicted from pure molecular 
mechanics simulations.  
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Firstly, a polymer cell is constructed using the polymer modeling method introduced in 
Chapter 3. The same model as that in Chapter 3 is employed. The polymer chain with 50 
atoms (or beads) and a 3×3 cell structure are shown in Figure 4.1.  
 
 
                                            (a)                                                       (b) 
Figure 4.1 (a) The polymer chain used in the construction of polymer substrate 
(b) a tessellation of 3×3 amorphous cell. 
 
The model of the substrate used for the simulations comprises 8×15 amorphous cells as 
shown in Figure 4.1 (a), i.e., a total of 6,000 atoms. Atoms within the bottom row of cells 
are fixed while periodic boundary conditions are applied on the left and right of the 
domain. The top edge is left free, and the domain is equilibrated again before the 
indentation. 
 
The indenter is modeled by two rigid concentric layers of atoms arranged in a semi-
circle. The inner diameter is 21.0 (  is chosen to be 1.0 as the same for the polymer) 
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and the outer diameter is 22.0 . The interaction between the atoms of the indenter and 
the substrate is given by the same LJ potential as the interaction between substrate atoms.  
 
A multiscale simulation of the nanoindentation process is performed with the top seven 
rows of amorphous cells of the substrate remaining as an MM domain, and the rest of the 
substrate replaced by PAC cells as schematically shown in Figure 4.2, i.e., a total of 
2,800 atoms and 72 nodes. 
 
 
Figure 4.2 Schematic diagrams of Atomistic-PAC models for multiscale nanoindentation simulation. 
 
Figure 4.3 shows the indentation force versus depth curve predicted from the multiscale 
simulation. The force versus indentation depth curve obtained from full MM simulation 
is plotted in the same figure. It can be seen that both curves are almost identical except 
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when the deformation becomes large for the multiscale modeling. The third force versus 
indentation depth curve in Figure 4.3 is the result of a full MM simulation of the 
nanoindentation with the PAC region of the substrate fixed, i.e., rigid. The considerable 
difference of this curve from the other two shows that the good agreement between the 
multiscale and full MM simulations is not because the deformation is limited to material 
just below the indenter; it is important to include the entire substrate in the simulation and 
PAC cells can accurately replace atoms within the bottom half of substrate. 
 
 
Figure 4.3 Comparison of indentation force versus indentation depth  
from multiscale and full MM simulations. 
 
To further validate our multiscale modeling approach, we plotted the contours of strain 
( y ), as shown in Figure 4.4 (the dashed lines indicate the interface between the PAC and 
atomistic regions). The strains are calculated using a moving least squares (MLS) 
approximation of displacement field. The details of the strain calculations are presented 
in Appendix B. As can be seen in Figure 4.4, the contours obtained from multiscale 
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simulation are in good agreement with those obtained from pure MM simulations. It 
should be noted that large strain values are observed. This is mainly because the strains 
are obtained using MLS approximation of local displacement filed, indicating that the 
strains are more like local strains. The local strains could be very large for discrete 














 = 4.0  = 4.0




Figure 4.4 Strain (
y ) contours from multiscale (left) and pure MM (right) simulations. 
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4.2 Distinguishing Features of PAC-based Multiscale Modeling 
 
There are two distinguishing features of the PAC-based multiscale modeling, namely, 
non-local formulation of continuum description for discrete systems and the ability to 
capture the inhomogeneity of the displacement field for amorphous materials. The in-
depth investigation shows that these two features are the main reasons why the PAC-
based multiscale modeling is highly accurate.  
 
In general, most multiscale approaches focus on the continuum formulation and the 
coupling of atomistic description with continuum description. For continuum 
formulation, the Finite Element (FE) method is usually employed. The properties used in 
the FE formulation are obtained either from atomistic simulations [5, 10, 22, 25-26] or 
direct derivations from interatomic potentials using the Cauchy Born rule [6, 13-17]. The 
stress state of a FE element of the continuum description is wholly determined by the 
state of deformation of that element only; the effect of interatomic interactions across FE 
boundaries arising homogenized elements of atomistic models is neglected in most 
multiscale approaches. However, such simplification for non-local effect for amorphous 
materials may not be acceptable due to the irregularity of molecular configuration and 
non-uniform interactions between atoms. Moreover, the FE formulation assumes the 
deformation in each element is uniform. This assumption applies only for crystalline 
materials in the linear-elastic range; the displacements of molecules in amorphous 
materials, however, change abruptly. This nature of the displacement field for amorphous 
materials cannot be easily handled. For the atomic-continuum coupling of the most 
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existing multiscale modeling approaches, the displacements of atoms in the coupling 
regions are usually interpolated from the nodal displacements using FE shape functions 
based on the same assumption in the FE formulation.  
 
Based on the formulations of PAC-based multiscale modeling in Chapter 2, it is seen that 
the key and distinguishing features of PAC-based multiscale modeling are (i) the 
continuum description includes the non-local effect from atomistic description, and (ii) 
the inhomogeneity of displacement field for amorphous materials is well addressed. 





In most multiscale modeling approaches, homogenized elements in continuum regions do 
not account for interatomic forces across boundaries. For instance, in the quasi-
continuum method, special consideration is given to small and highly deformed elements 
to account for interactions across the boundaries of these elements, while such 
consideration is not made for other elements [6, 13-17]. However, in the PAC-based 
multiscale approach, cross PAC cells interaction are accounted for in all cells.  
 
The non-local effect is considered from two main aspects. First, the 3×3 cell structure 
constructed from a unit cell is used to determine the atomistic displacements of atoms for 
the central cell. Hence, not only the interactions among the atoms within the central cell 
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are considered, but also the interactions between the atoms of the central cell and the 
atoms residing in the neighboring cells are considered. This inter-cell effect is also 
considered when the cell stiffness matrix is constructed. As shown in Figure 4.5 (a), the 
stiffness regarding all the nodes of any two cells is constructed, and then the 3×3 cell 
structure (as shown in Figure 4.5 (b)) is employed to construct the cell stiffness matrix 
(details in Chapter 2), i.e., all the nearest neighboring cells of the center cell are 
considered in the construction of cell stiffness. Hence, in our multiscale model, all the 
four nodes of any element interact with the four nodes of any existing neighboring 
element. These interactions provide a more accurate continuum description of discrete 
system, especially for amorphous materials. In fact, if any node of a given element is 
displaced, the discrete configuration of atoms inside this element is affected. 
Consequently, the atoms in the neighboring elements are affected. The effect should be 
manifested in all the nodal displacements of the existing neighboring elements.  
 
 
Figure 4.5 (a) Illustration of stiffness matrix calculation for pair-wise interaction 
(b) 3×3 cells of two dimensional case. 
 
 





Another important feature of PAC-based multiscale modeling is its ability to capture the 
inherent inhomogeneity of the displacement field for amorphous materials. Simulations 
are performed to show the advantage of this feature.  
 
To distinguish the PAC-based multiscale modeling with commonly used coupling 
method, another multiscale simulation in which the cellT  is replaced with a matrix 
comprising linear FE interpolation functions [100-101] is performed. This method is 
referred to as FE-based multiscale modeling. Instead of Eq. (2.20), the displacement of 





cellcell uTu   (4.2) 
 
where cellu  and 
h
cellu  are the same as those in Eq. (2.20), and 
h
cellT  which is the 





























For an 4-node rectangular cell, )( IXN  is given as, 
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     























where  IJN X s are the usual interpolations of the 4-node rectangular finite elements. 
 
In the coupling region, the displacements of pad atoms (i.e., atoms within PAC cells at 
the PAC-atomistic domain interface) are interpolated from the nodal displacements using 
the FE shape functions.  
 
Figure 4.6 shows the indentation force versus depth curve from the two multiscale 
simulations. Plotted in the same figure is the indentation versus depth predicted from a 
pure MM simulation. It can be seen that the PAC-base multiscale method predicts almost 
identical results as those from pure MM simulation. Both curves show three identical 
major load drops (denoted as A, B, and C in Figure 4.6) corresponding to three local 
rearrangements of molecular configuration under the indenter. However, the result 
obtained from FE-based multiscale simulation is significantly different from pure MM 
and PAC-based multiscale simulations. In general, the discrepancy increases as the 
indentation depth increases. When indentation depth is very small, the deformation is 
localized around the indenter. The atoms in the regions far away from the indenter do not 
affect the localized deformation. Therefore, the three simulations can yield almost 
identical results. However, when the indentation depth becomes larger, the deformation is 
no longer localized but extends to continuum-like region, and the discrepancy becomes 
pronounced. It is shown that the FE-based formulation cannot capture such deformation 
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) are completely different from those predicted from pure MM 
and PAC-based multiscale simulations. Moreover, the slope of the indentation curve 
obtained from FEM-based multiscale simulation is slightly higher than that of the other 
two simulations. This is mainly because the FE formulation artificially increases the 
rigidity of the substrate. 
 
 
Figure 4.6 Comparison of indentation force versus depth from three different simulations. 
 
It is necessary to understand why the PAC-based multiscale simulation can predict the 
identical indentation force as pure MM simulation while the FE-based multiscale 
simulation cannot. In the FE-based multiscale simulation, the displacements of atoms in 
the Amorphous Cells are interpolated from nodal displacements using FE shape 
functions, i.e., the displacement field of the Amorphous Cell is assumed to be bilinear. 
However, the displacements of atoms in the Amorphous Cell are essentially 
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inhomogeneous much as linear because of the irregularity of molecular configuration and 
non-uniform interactions between atoms for any amorphous material. Therefore, the FE-
based multiscale cannot produce results even close to pure MM simulation.  
 
However, in the PAC-based formulation, the inherent inhomogeneity of the atomistic 
displacement is well taken care of by introducing the T  matrix. The linearization Eq. 
(2.6) is used to get IU  in the process of T  matrix formulation. The K  matrix in Eq. (2.6) 
is obtained by calculating the second derivative of interatomic potential with respect to 
atomistic coordinates, i.e., the K  matrix is not only a function of molecular 
configuration but also depends on the interactions among atoms. Hence, the proposed T  
matrix already contains the inhomogeneity of the amorphous material. The T  matrix is 
then used in the PAC formulation and coupling between MM and PAC regions, which 
assure the inhomogeneity is taken into account in our multiscale approach. 
 
To support the discussion above, uniaxial stretching in x  and y  directions to the 
Amorphous Cell given in Figure 4.1 (a) are performed using MM simulation, PAC 
formulation, and FE interpolation, respectively. The energy is calculated after each 
stretching step. Figure 4.7 (a) shows the energy predicted from all of these methods for 
stretching in x  direction, while Figure 4.7 (b) shows the energy comparison for 
stretching in y  direction. It is easily seen that the PAC formulation gives almost the same 
energy as molecular mechanics simulation up to 5.5x % for stretching in x  direction. 
For stretching in y  direction, the PAC formulation matches the pure molecular 
mechanics simulation up to 9.2y %. While for both situations, the energy predicted 
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from FE interpolation deviates from the exact solution even at the very beginning of the 
stretching. More importantly, molecular mechanics simulation and PAC formulation give 
the minimum energy of the amorphous cell subjected to stretching, while the FE 
interpolation yields a much higher energy than the minimum. This finding again proves 
that the FE-related multiscale modeling cannot be used to scale up the modeling of 






Figure 4.7 Energy comparison of the amorphous cell subject to uniaxial stretching  
(a) in x  direction (b) in y  direction. 




In addition to the advantages discussed above, the PAC-based multiscale approach does 
not require the refinement of the mesh size to atomistic level, which simplifies the 
modeling process. A domain can be simply constructed as a tessellation of amorphous 
cells, or a tessellation of amorphous cells along with extra regions such as interface, 




In this chapter, the proposed multiscale approach is validated through a 2D multiscale 
simulation of nanoindentation on a polymer substrate. It is shown that the PAC-based 
multiscale approach can predict as accurate results as the pure molecular mechanics 
simulation dose.  
 
The reasons why the PAC-based multiscale approach is accurate are then exploited. It is 
found that the inter-cell interactions of multiscale atomistic models and the non-
continuity of the displacement field for amorphous materials are well addressed in the 
PAC-base multiscale approach. The formulation of PAC actually incorporates the effect 
of all the neighboring cells making the continuum description non-local, while the 
inhomogeneity of displacement field for amorphous materials is well established through 
a well-defined transformation matrix. 
 
 




Extension to Three Dimensional Modeling 
 
In reality, structures are of three dimensions. Besides, most existing interatomic 
potentials in Molecular Dynamics are developed based on three dimensional models. 
Hence, it is necessary for us to extend the PAC-based multiscale to three dimensional 
modeling.  
 
The general idea is similar to two dimensional multiscale modeling. Much more effort is 
required to formulate PAC for the three dimensional orthogonal element. Then the 
stiffness matrices are constructed.  
 
Multiscale simulations of nanoindentation on a 3D polymer substrate are carried out. A 
good agreement between multiscale simulations and corresponding pure molecular 
mechanics simulations is achieved, which indicates that the proposed multiscale approach 
is accurate and effective for scaling up amorphous materials. It is also shown that the 
multiscale modeling works well for crystalline materials as expected. Although the cells 
are no longer amorphous for crystalline material, the idea of amorphous cells can still be 
adopted. An 'Amorphous Cell' can be built with several lattices of crystalline material. 
Then the domain can be constructed as a tessellation of the so-called 'Amorphous Cells'.  
 
In this chapter, three dimensional PAC cell is formulated with special effort to construct 
the transformation matrix for 3D. Then the stiffness matrices for 3D case are constructed 
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for pair-wise potentials. Three dimensional multiscale simulations of nanoindentation on 
both polymer and crystalline substrates are performed to validate the 3D multiscale 
modeling. 
 
5.1 Three Dimensional Multiscale Modeling 
 
The general modeling process is the same as that of 2D multiscale modeling. However, 
instead of rectangular 2D PAC cell, the 3D orthogonal PAC cell with eight nodes is 
employed. Therefore, all the formulations related to DOFs of the PAC cell need to be 
carried out using the 3D orthogonal PAC cell. These formulations include the 
determination of transformation matrix and the stiffness calculations. 
 
5.1.1 Determination of Transformation Matrix 
 
A three dimensional orthogonal PAC cell is shown in Figure 5.1, where xL , yL , and zL  
are dimensions of the PAC cell in x , y  and z  directions, respectively, and cos , cos  
and cos  are the respective direction cosines. The nodes of the PAC cell are numbered 





















h uuuuuuuuu u  (5.1) 
 





iu   denotes the displacement of node )8 , ,2 ,1( ii  in the spatial direction 
indicated by   ( x , y , or z  in three dimensions) of the PAC cell. 
 
 
Figure 5.1 The schematic illustration of a three dimensional Pseudo Amorphous Cell (PAC). 
 
Since hcellu  is a vector of dimension twenty four, the deformation vector of a PAC cell can 
be represented as a sum of twenty four linearly independent unit basis vectors, 
h
IU , 












Uu   (5.2) 
 
where I 's are scalar constants. 
 
The basis vectors, which are referred to as the twenty four modes of deformation, are 








5U , and 
h
6U  
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11U , and 
h
12U  represent uni-axial and shear strains, respectively. The others are non-periodic 
deformation modes which are similar to hourglass modes in two dimensional case. 
 
Table 5.1 The twenty four orthogonal deformation modes for the 3D PAC. 
















































xu1  a 0 0 0 m p -a 0 0 0 n -q -a 0 0 0 b -b 0 -b -b a 0 0 
h
yu1  0 a 0 -c 0 -q 0 -a 0 d 0 -p 0 -a 0 b 0 -b b 0 b 0 a 0 
h
zu1  0 0 a -d n 0 0 0 a -c -m 0 0 0 a -b -b 0 b -b 0 0 0 a 
h
xu2  a 0 0 0 m p a 0 0 0 n -q -a 0 0 0 -b b 0 b b -a 0 0 
h
yu2  0 a 0 -c 0 q 0 -a 0 d 0 p 0 a 0 -b 0 -b -b 0 b 0 -a 0 
h
zu2  0 0 a -d -n 0 0 0 a -c m 0 0 0 -a b -b 0 -b -b 0 0 0 -a 
h
xu3  a 0 0 0 m -p a 0 0 0 n q a 0 0 0 b b 0 -b b a 0 0 
h
yu3  0 a 0 -c 0 q 0 a 0 d 0 p 0 a 0 b 0 b b 0 -b 0 a 0 
h
zu3  0 0 a d -n 0 0 0 a c m 0 0 0 a b b 0 -b b 0 0 0 a 
h
xu4  a 0 0 0 m -p -a 0 0 0 n q a 0 0 0 -b -b 0 b -b -a 0 0 
h
yu4  0 a 0 -c 0 -q 0 a 0 d 0 -p 0 -a 0 -b 0 b -b 0 -b 0 -a 0 
h
zu4  0 0 a d n 0 0 0 a c -m 0 0 0 -a -b b 0 b b 0 0 0 -a 
h
xu5  a 0 0 0 -m p -a 0 0 0 -n -q a 0 0 0 b b 0 -b b -a 0 0 
h
yu5  0 a 0 c 0 -q 0 -a 0 -d 0 -p 0 a 0 b 0 b b 0 -b 0 -a 0 
h
zu5  0 0 a -d n 0 0 0 -a -c -m 0 0 0 a b b 0 -b b 0 0 0 -a 
h
xu6  a 0 0 0 -m p a 0 0 0 -n -q a 0 0 0 -b -b 0 b -b a 0 0 
h
yu6  0 a 0 c 0 q 0 -a 0 -d 0 p 0 -a 0 -b 0 b -b 0 -b 0 a 0 
h
zu6  0 0 a -d -n 0 0 0 -a -c m 0 0 0 -a -b b 0 b b 0 0 0 a 
h
xu7  a 0 0 0 -m -p a 0 0 0 -n q -a 0 0 0 b -b 0 -b -b -a 0 0 
h
yu7  0 a 0 c 0 q 0 a 0 -d 0 p 0 -a 0 b 0 -b b 0 b 0 -a 0 
h
zu7  0 0 a d -n 0 0 0 -a c m 0 0 0 a -b -b 0 b -b 0 0 0 -a 
h
xu8  a 0 0 0 -m -p -a 0 0 0 -n q -a 0 0 0 -b b 0 b b a 0 0 
h
yu8  0 a 0 c 0 -q 0 a 0 -d 0 -p 0 a 0 -b 0 -b -b 0 b 0 a 0 
h




















am  ,  

sin









cosaq  . 
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For each deformation mode, 
h
IU , of the PAC cell, the corresponding displacements of the 
atoms within the PAC cell are determined and denoted by a column vector, IU .  
 
Similar to the formulation of 2D PAC, the cell transformation matrix for 3D can be 










II UUT  (5.3) 
 
To determine cellT , the twenty-four IU 's are required. IU  is the vector of displacements 
of atoms within a PAC cell when the nodes of the cell are displaced according to hIU  as 








5U , and 
h
6U  represent rigid translations and 
rigid rotations, respectively, 1U , 2U , 3U , 4U , 5U , and 6U  are simply the corresponding 
rigid body displacements of molecular configuration of the cell. 
 
The atomistic displacements 7U , 8U , 9U , 10U , 11U , and 12U  corresponding to the six 








11U , and 
h
12U , respectively, together with the implementation of periodic conditions 
on all boundaries. 
 
Consider the specific case where a cell deforms according to h7U  with periodic boundary 
conditions. The external forces acting on the cell comes from the interaction of atoms 
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within the cell with atoms within immediate neighboring cells only because the cutoff 
distance for the interatomic interactions is less than the minimum dimension of an 
amorphous cell. Hence, we need only consider a domain comprising the cell and its 
immediate neighbors as shown in Figure 5.2. In the figure, cell 1 is the cell of interest. 
Figure 5.2 (a) and (b) show the undeformed configuration, while Figure 5.2 (c) shows the 
configuration after cell 1 is deformed according to h7U  with the remaining cells 
experiencing the same state of strain. The cells are split in y  direction in Figure 5.2 (b) 
and (c) in order to show the numbering and external forces clearly. The unknown force 
vectors, np 's, denote the external forces applied to the atoms of cell n  to effect the 




Figure 5.2 (a) and (b) Undeformed 3×3×3 amorphous cells, and (c) deformed cells used to obtain h
7U . 
 
Appling Eq. (2.6) to the deformed 3×3×3 amorphous cells gives, 






































































K  are sub-matrices of stiffness and nu  and np  are sub-vectors of the 
displacements of and external forces acting on atoms inside cell n . 
 
Due to the affine deformation, we can express the displacement of each atom in cells 2 to 





























































































1 cell27 24, 21, 18, 15, 13, 10, 7, 4, cell
1 cell  25 22, 19, 16, 14, 11, 8, 5, 2, cell









































nnn ΔUΔuu  71   (5.6) 
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The first row of (5.7) gives, 
 
  2727133122172712111 ΔKΔKΔKUKKK    (5.8) 
 
which can be solved for 7U . Eq. (5.8) can also be used to obtain 8U  to 12U  using 
appropriate nΔ ’s. 
 
Eq. (5.8) cannot be applied to determine 13U  to 24U  because a cell cannot deform 
according to these modes while maintaining periodic boundary conditions. To determine 
13U , we fix the atomistic displacements of cells 2-27 according to a trilinear interpolation 
of their nodal displacements to achieve a deformed configuration so that cell 1 deforms 
according to 13U . The atom displacements of cell 1 are then obtained by solving the first 
row of Eq. (5.4), 
 
272713312211311
uKuKuKUK    (5.9) 
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where nu  is a vector of displacements of atoms within cell n  through trilinear 
interpolation. The atom displacements 14U  to 24U  are similarly determined. 
 
5.1.2 Stiffness Calculations 
 
In the proposed multiscale approach, the PAC cells are employed in regions of small 
deformation only, while traditional MM is used in other regions. Hence, a multiscale 
simulation requires concurrent coupling between the PAC cell and MM regions. 
 




















   (5.10) 
 
Suppose atoms i  and j  reside in cells A and B as shown below. 
 
 
Figure 5.3 Illustration for stiffness matrix calculation of 3D PAC. 
 
Therefore, 































































  (5.12) 
 



























































Inserting (2) and (3) into (1), and then inserting (1) into (4), gives 
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The symbol ‘δ’ is used in ABIIK   and 
AB
IJK   because we have only considered one inter-
cell atom pair ji  . We determine the own-cell stiffness 
AB
IIK  and the cross-cell stiffness 
AB
IJK  by summing 
AB
IIK   and 
AB




Figure 5.4 3×3×3 cells of the three dimensional system for cell stiffness. 
 







































5.2 Three Dimensional Multiscale Simulations of Nanoindentation 
 
To validate the 3D multiscale modeling, multiscale simulations of nanoindentation are 
presented. The nanoindentations are performed on a polymer substrate and a crystalline 
substrate separately.  
 
5.2.1 Nanoindentation on a Polymer Substrate 
 
To demonstrate the proposed approach in the multiscale simulation of polymers, 
simulations of nanoindentation on a polymer substrate are presented. Both multiscale and 
molecular mechanics simulations were performed. 
 
A three dimensional amorphous cell of a simple linear parent polymer chain is 
constructed using the same interatomic potential as that for the two dimensional polymer 
model in Chapter 2 and Chapter 4. The amorphous cell consists of 150 atoms. The 
dimensions of the amorphous cell are shown in Figure 5.5 (a). Originally, the dimensions 
of the amorphous cell are the same in all three directions. These dimensions vary during 
the stress relaxation process. The original virial stresses in the three coordinate directions 
are -4.365 3/ , -3.785 3/ , and -3.784 3/  (Both   and   are the same as those 
for the polymer model in Chapter 2 and are set to unity). These high virial stresses would 
lead to large deformation to the cell when periodic boundary conditions are not applied in 
all the three coordinate directions. After the relaxation, the virial stresses in the three 
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directions are reduced to -0.031 3/ , -0.024 3/ , and 0.056 3/ , respectively. These 
residual stresses did not lead to large deformation even all the six surfaces of the 
amorphous cell are left free. 
 
 
Figure 5.5 (a) Amorphous cell used in the construction of polymer substrate and 
(b) A tessellation of 3×3×3 amorphous cells. 
 
The model of the substrate used for the simulations presented here comprises 4×10×4 
amorphous cells in Figure 5.5 (a), i.e., a total of 24, 000 atoms. Atoms within the bottom 
layer of cells are fixed while periodic boundaries are applied in x and z directions. The 
top surface is left free.  
 
The indenter is modeled by two rigid concentric layers of atoms arranged in a semi-
sphere of diameter 20.0 . The interaction between the atoms of the indenter and the 
substrate is given by the LJ potential. 




A multiscale simulation of the nanoindentation process was performed with the top four 
rows of amorphous cells of the substrate remaining as an MM domain and the rest of the 




Figure 5.6 Schematic diagram of coupled MM-PAC model for multiscale simulation of 
nanoindentation. 
 
Figure 5.7 shows the indentation force versus depth curve from the simulation. The 
indentation versus depth predicted from a pure MM simulation is plotted in the same 
figure. It can be seen that both curves are almost identical. Slight difference due to the 
missing degrees of freedom is observed. However, this difference is negligible compared 
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to magnitude of the indentation force. The good agreement between the multiscale and 
full MM simulations indicates that it is not necessary to model the entire domain using 
atomistic description and the PAC cells can replace the atoms in regions of small 
deformation without diminishing the accuracy of simulation.  
 
 
Figure 5.7 Comparison of indentation force versus depth from multiscale and pure MM simulations. 
 
To further validate our multiscale modeling approach, the contours of strain ( y ) in the 
middle plane of the substrate along z  direction are compared, as shown in Figure 5.8(the 
dashed lines indicate the interface). The strains are calculated using a moving least 
squares (MLS) approximation of the displacement (referred to Appendix B). As can be 
seen, the contours obtained from multiscale simulation are in good agreement with those 
obtained from pure MM simulations. The slight difference is that the strain values for 
multiscale simulation are slightly lower than those for pure MM simulation. This is 
mainly because a number of DOFs are missing in the PAC region, which results in that 
certain atoms MM region cannot be relaxed as possible as in pure MM simulation.  























Figure 5.8 Contours of strain ( y ) in the middle plane along z direction from multiscale (left) and 
pure MM (right) simulations. 
 
To examine the advantage of the PAC-based multiscale modeling over the FEM-based 
multiscale modeling, a comparison between PAC-based multiscale simulation and FEM-
based simulation is performed. Similar to the 2D comparison, the FEM-based multiscale 
simulation is carried out using FE interpolation functions.  




The indentation force versus depth for FEM-based multiscale simulation is shown in 
Figure 5.9. The other two curves are from PAC-based multiscale and pure MM 
simulations, respectively. As shown in the figure, the results obtained from FEM-based 
multiscale simulation are significantly different from pure MM and PAC-based 
multiscale simulations. The discrepancy increases as the indentation depth increases. 
When indentation depth is small, the deformation is localized around the indenter. The 
atoms in the regions far away from the indenter do not affect the localized deformation. 
Hence, the three types of simulations can yield almost identical results. However, when 
the indentation depth becomes larger, the deformation is no longer localized but extends 
to continuum-like region, and the discrepancy occurs. It is shown that the FEM-based 




Figure 5.9 Comparison of indentation force versus depth. 
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Instead of examining the inhomogeneity of the atomistic displacement through energy 
comparisons, which were performed in Chapter 3, the atomistic displacements of atoms 
in the amorphous cell for different methods when it is subjected to uniaxial tension were 
compared.  
 
































(a)                                                            (b) 
Figure 5.10 (a) Comparison of displacement vectors between MM and FEM methods (b) Comparison 
of displacement vectors between MM method and PAC formulation. 
 
Uniaxial tension in the y  direction was applied to the amorphous cell given in Figure 
5.5(a) using three different methods. The reference method is pure MM simulation. The 
other two are FEM interpolation and PAC formulation, respectively. The amorphous cell 
is deformed in y  direction by 0.1%. We examine the displacements of atoms within a 
distance of the middle plane along z  direction. The displacement vectors (Normalized by 
the maximum amplitude of the displacement vectors) in xy  plane obtained from three 
different methods are plotted in Figure 5.10 (a) and (b). As can be seen, the displacement 
vectors obtained from FEM interpolation are absolutely different from those obtained 
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from MM simulation, while the displacement vectors obtained from PAC formulation are 
consistent with those obtained from MM simulation. Therefore, it is important to include 
the inhomogeneity of the displacement field in the multiscale modeling as the PAC-based 
multiscale modeling does. 
 
It is also shown in Figure 5.9 that the stiffness of the substrate obtained from FEM-based 
multiscale simulation is much larger than that obtained from pure MM simulation. This is 
mainly because the FEM formulation does not allow the inhomogeneous displacements 
of the atoms and makes the substrate much stiffer. 
 
5.2.2 Nanoindentation on a Crystalline Substrate 
 
The proposed multiscale approach is originally developed to model polymers. Such an 
approach should naturally be able to model crystalline materials. Herein, the simulation 
of nanoindentation on a crystalline substrate is presented. 
 
As shown in Figure 5.11, a parent cell with 108 face-centered-cubic (FCC) copper atoms 
is constructed. The dimensions of the cell are 10.846Å in all directions. The same Morse 
potential in Chapter 2 for 2D FCC copper is employed here. For the crystalline materials, 
the atoms are regularly placed. No stress relaxation process is required because the virial 
stresses are almost all zeros. Knowing the lattice parameters, the parent cell can be easily 
obtained by replicating the minimum crystalline structure. 
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The model of the substrate comprises 4×10×4 parent cells as shown in Figure 5.11 (a), i.e. 
a total of 17, 280 atoms. Atoms within the bottom row of cells are fixed while periodic 
boundary conditions are applied in x  and y  directions. The top surface is left free. The 
indenter is modeled as a rigid semi-sphere of diamond atoms. The interaction between the 
atoms of the indenter and substrate is also given as Morse potential.  
 
 
Figure 5.11 (a) The cell used in the construction of copper substrate and  
(b) The model for multiscale simulation. 
 
A multiscale simulation of nanoindentation process was performed with the top four 
layers of cells of the substrate remaining as an MM domain and the rest of substrate 
replaced by PAC cells as shown in Figure 5.11 (b), i.e. 6, 912 atoms and 112 nodes. The 
indenter comprises 1, 314 diamond atoms. 
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Figure 5.12 shows the indentation force versus depth curve obtained from the simulations. 
It is shown that the two curves are identical even when the indentation depth is up to 
11.0Å. The difference occurs when the indentation depth is too large. This is reasonable 
because the PAC cells can only be used in regions of small deformation. 
 
 
Figure 5.12 Comparison of indentation force versus depth from multiscale and pure MM simulations 
for crystalline material. 
 
The contours of strain ( y ) in the middle plane of the substrate along z  direction are also 
presented as shown in Figure 5.13 (the dashed lines indicate the interface between the 
PAC and atomistic regions). It is seen that the contours obtained from multiscale 
simulation are almost identical with those obtained from pure MM simulations. It should 
be noted the strains are obtained using moving least square (MLS) approximation of local 
displacement field. Hence, the strains are more like local strains. That is why large strain 
values are observed.  
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Figure 5.13 Contours of strain (
y ) in the middle plane along z direction of substrate from multiscale (left) 
and pure MM (right) simulations. 
 
Hence, we can conclude that the proposed multiscale approach can be used to scale up 
the modeling of both amorphous and crystalline materials. In fact, the transformation 
matrix can accurately map the displacements of the atoms in the parent cell to the nodal 
displacements of the PAC for both amorphous and crystalline materials. Consequently, 
the cell stiffness matrix can be determined and the molecular-continuum coupling can be 
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achieved consistently. Therefore, the results predict from multiscale simulations are 




In this chapter, the three dimensional multiscale modeling based on Pseudo Amorphous 
Cell is developed in detail. Twenty-four deformation modes are chosen and used to 
formulate the transformation matrix. The stiffness matrix is also derived for three 
dimensional modeling.  
 
Multiscale simulations of nanoindentation on a polymer substrate and a crystalline 
substrate are performed to validate the extension to three dimensional modeling. Both 
multiscale simulations are compared to corresponding pure molecular mechanics 
simulations. A good agreement is achieved for both amorphous and crystalline materials, 
indicating that the PAC-based multiscale modeling approach is a general multiscale 
modeling method for any material.  
 
 





Extension to Complex Force Fields 
 
Even though we have demonstrated that the PAC-based multiscale modeling can be 
employed to scale up both crystalline and amorphous materials, the interatomic potentials 
used are relatively simple. These simple potentials include pair-wise and bond 
interactions only. However, the pair-wise and bond interactions are usually not enough to 
accurately represent real materials. Instead, some complex potentials or so-called force 
fields are used. For example, full Atomic Models or United Atomic Models are 
commonly used to model polymers [102-109]. In general, these force fields consist of 
bond, angle, dihedral, improper, van der Waals and other interactions. To implement the 
PAC-based multiscale modeling for a broader spectrum in the simulations of materials, it 
is necessary to extend this method to include complex force fields.  
 
In this chapter, the PAC-based multiscale modeling is extended to complex force fields. 
First, the Hessian matrix of complex interactions is constructed using numerical 
differentiation of the first order derivative of interatomic potentials. Then, the PAC is 
formulated by introducing a complementary matrix to incorporate three-cell interactions. 
The computational implementation of PAC formulation for complex interactions is 
discussed in detail. Finally, multiscale simulations of nanoindentation on a PE substrate 
and a silicon substrate are presented to validate the extension of the PAC-based 
multiscale modeling to complex force fields. 
 




6.1 Numerical Calculation of Hessian Matrix 
 
For all the existing force fields, the forces can be directly derived from the potential 
energy by taking the first derivatives of potential functions. For simple interactions such 
as bond and pair-wise interaction, the Hessian matrix, which is the second derivative of 
potential function, can be determined by taking derivatives of force functions. However, 
for complex force fields involving complicated potential functions, it is sometimes very 
difficult to calculate the Hessian analytically. Instead, we can numerically calculate the 
Hessian by taking numerical differentiation of force functions.  
 
Numerical differentiation is a technique of numerical analysis to produce an estimate of 
the derivative of a mathematical function or function subroutine using values from the 
function and perhaps other knowledge about the function. The finite difference is used to 
calculate the numerical differentiation of force functions. A simple three-point estimation 
is to compute the slope of a nearby secant line through the points ( hx , )( hxf  ) and 



























K bodythree  (6.2) 






























K bodyfour  (6.3) 
 
Each component of the Hessian matrices in Eq. (6.2) and Eq. (6.3) can be determined by 
taking numerical differentiation of the force functions.  
 
A comparison between analytical and numerical Hessians for the interatomic potentials 
involving only pair-wise and/or bond interactions showed that the numerical Hessian is 
quite accurate as long as h  is appropriately chosen. Hence, this method is used to 
calculate the Hessians for interatomic potentials which may involve complex potential 
functions. 
 
6.2 Cell Stiffness Construction 
 
The cell stiffness construction for simple force fields has been derived in Chapter 2 and 
Chapter 5. Only single-cell and two-cell interactions are considered for simple force 
fields. For force fields involving angle, dihedral, improper, and other multi-body 
interactions, the PAC formulation may involve more than just single-cell and two-cell 
interactions.  
 




As schematically shown in Figure 6.1, an angle could be single-cell, two-cell, and three-
cell interactions in the PAC formulation. For single-cell interactions, all the three atoms 
reside in the same cell. For two-cell interaction, one atom resides in one cell, while the 
other two atoms reside in another cell. For three-cell interaction, all the three atoms reside 
in three different cells respectively. 
 
 
Figure 6.1 Illustrations of three-atom interaction (a) single-cell interaction 
 (b) two-cell interaction (c) three-cell interaction. 
 
For the potentials involving four atoms such as dihedral and improper, we could have 
inter-cell, two-cell, three-cell, and four-cell interactions as shown in Figure 6.2. 
 
 
Figure 6.2 Illustrations of four-atom interaction (a) single-cell, 
 (b) two-cell, (c) three-cell, and (d) four-cell interactions. 
 




Previously, only single-cell and two-cell interactions are formulated, and a single cellK  
can be constructed to accurately represent these interactions. However, this does not 
apply for three-cell and four-cell interactions. In addition to the cellK , a number of 
complementary matrices are introduced to accurately formulate PAC for complex 
interactions. A complementary matrix is defined as follows. As shown in Figure 6.3, the 
main cell is Cell 0, and Cell i and j are two neighboring cells of Cell 0. If Cell j is missing 
in the multiscale model of a certain system, an additional matrix should be added to Cell i 
to account for the interaction across Cell 0, i, and j. This additional matrix is referred to 
as a complementary matrix.  
 
 
Figure 6.3 The schematic illustration for complementary matrix definition. 
 
For four-cell interactions, the complementary matrix does not apply. The construction of 
cell stiffness matrix introduced in Chapter 2 can be applied to incorporate four-cell 
interaction. But the number of combinations could be 27×27×27, which is too large to 
handle. Nevertheless, it is found that four-cell interaction seldom occurs. Even if the four-
cell interaction occurs, the configuration of amorphous cell can be modified to eliminate 




four-cell interactions. Therefore, this method to handle the four-body interaction 
involving up to three-cell interaction is implemented.  
 
Consider an angle interaction among atoms i , j  and k  as shown in Figure 6.4, the force 





















Bu  and 
h
Cu  are nodal displacements of cells A, B and C, respectively. 
AA
iiK  is 
the stiffness arising from the angle interaction due to the displacement of atom i , 
AB
ijK  is 
the stiffness arising from the angle interaction due to the displacement of atom j , and  
AC




ijK  and 
AC





IJK  in Chapter 5. 
 
 
Figure 6.4 Illustration of stiffness matrix calculation for three-atom interaction. 
 
Similarly, the forces on nodes of Cell B and Cell C can be expressed as, 

































C uKuKuKf   (6.6) 
 
All the quantities in Eqs. (6.5) and (6.6) are similarly defined as those in Eq. (6.4).  
 
 
Figure 6.5 Two-cell interaction of angle. 
 
In terms of samecell stiffness and cross-cell stiffness, the two-cell interaction of Figure 
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 (6.7) 
 
While for Figure 6.5 (b), the two-cell interaction is given as, 
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 (6.8) 
 
For the three-cell interaction shown in Figure 6.6, the stiffness matrices arising from the 
angle are expressed as, 
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Figure 6.6 Three-cell formulation of three-atom interaction. 
 
According to the stiffness assembly process for the multiscale model, if any neighboring 
cell of a cell is missing, the corresponding stiffness components should not be added to 
the global stiffness. This can be easily achieved for single-cell and two-cell interactions. 
For three-cell interaction, if any neighboring cell of the central cell is missing, the three-
atom interaction which crosses this neighboring cell should be neglected. However, if the 




other neighboring cell is not missing, the corresponding stiffness components are 
eventually added up to the global stiffness matrix. Hence, the global stiffness matrix is 
not correct. To correct this formulation, a new complementary matrix is introduced. For 
example, if cell C in Figure 6.5 is of atomistic description, while cells A and B are PAC 
cells, then a complementary matrix for cell B is needed to eliminate the stiffness 
components ABIIK   and 
AB
IJK   in Eq. (6.9). The complementary matrix comprises two 
sub-matrices,  
 


















Accumulating all the stiffness components over all the interatomic potentials, we can get 
the complete stiffness matrix and the complete complementary matrix. For the two 






































  (6.11) 
 
The complementary matrices for the other neighboring cells can be defined in the same 
way. Hence, for a two dimensional case, each neighboring cell could have a maximum of 
7 complementary matrices, while for a three dimensional case, each neighboring cell has 




a maximum of 25 complementary matrices. Since the dimensions of the PAC cell are 
larger than twice of the cut-off distance, most complementary matrices are zeros. A 
bookkeeping algorithm is then used to store all the non-zero complementary matrices 
only, further simplifying the stiffness matrix formulation.  
 
 
Figure 6.7 The two dimensional illustration of complementary matrix. 
 
Similarly, for a four-atom interaction as shown in Figure 6.8, the forces on nodes of cells 












































































D uKuKuKuKf   (6.15) 
 





Figure 6.8 Illustration of stiffness matrix calculation for four-atom interaction. 
 
Then the two-cell and three-cell interactions can be formulated following the 
formulations for three-atom interaction. Specifically, the stiffness matrices for the four-
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The complementary matrices for cell B and cell C in Figure 6.9 are given as, 
 















































Similarly, all the other possible three-cell interactions can be formulated.  
 
 
Figure 6.9 Three-cell formulation of four-atom interaction. 
 
However, the four-cell interaction in Figure 6.2 cannot be formulated using the same 
formulation. After some investigation, it is found the four-cell interaction seldom occurs. 
Even if the four-cell interaction occurs, the Amorphous Cell can be regenerated to find an 
appropriate cell without four-cell interaction.  
 
All the formulations above are only for one three-atom interaction or one four-atom 
interaction. Accumulating the stiffness matrices and complementary matrices over all the 
pair-wise, three-atom and four-atom interactions, the cell stiffness matrices and 




To validate the PAC formulation for complex force fields, multiscale simulations of 
nanoindentation on a polyethylene (PE) substrate using a united atom model and 




nanoindentation on a Silicon substrate using Stillinger-Weber potential, respectively, 
were performed.  
 
6.3.1 Nanoindentation on a PE Substrate 
 
Multiscale simulation of nanoindentation on PE substrate using a united atom model is 
firstly performed. The hydrogen atoms are lumped onto the carbon atoms to which they 
are attached [108-109].  The force field employed is shown as below, 
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0bond )( llkE l   (6.19) 
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, 52.10 l Å, 
2rad.molkcal/50 k ,  5.1140 , 
2.31 k kcal/mol, 02 k kcal/mol, 8.03 k kcal/mol, 04 k kcal/mol, 12.0 kcal/mol, 
and 01.4  Å [109]. 
 




Then the total energy can be expressed as, 
 
vdWtorsionanglebondtotal EEEEE   (6.23) 
 
An amorphous cell of a simple linear polyethylene chain is then constructed using the 
UAM model. The PE chain, as shown in Figure 6.10, consists of 180 atoms.  
 
 
(a)                                                         (b) 
Figure 6.10 The amorphous cell of a polyethylene chain (a) a PE chain (a) the in-cell PE chain. 
 




The model of the substrate used for simulations comprises 6×10×6 of the PE cells in 
Figure 6.10 (a), i.e., 51, 840 atoms. Atoms within the bottom layer of cells are fixed 
while periodic boundaries are applied in x and z  direction. The top surface is left free. 
 
The indenter is modeled as a sphere of radius 10nm. Some parts of the sphere are cut 
away to reduce the number of atoms. The interaction between the atoms of the indenter 
and the substrate is given by the Lennard-Jones potential in Eq. (6.22) with parameters: 
12.0 kcal/mol, and  01.4  Å.  
 
 
Figure 6.11 The multiscale model for the simulation of nanoindentation on a PE substrate. 
 




A multiscale simulation of the nanoindentation process was performed with the top four 
rows of PE cells of the substrate remaining as an MM domain and the rest of the substrate 
replacement by PAC cells as shown in Figure 6.11, i.e., a total of 25, 920 atoms and 180 
nodes. 
 
Figure 6.12 shows the indentation force versus depth curve from the multiscale 
simulation. The curve predicted from a pure MM simulation is plotted in the same figure. 
It is seen that both simulations predict almost identical results when the indentation depth 
is within a reasonable range (  8.8Å). Slight differences are observed for large 
indentation depth and it increases as the indentation depth increases. This finding 
indicates the proposed multiscale modeling can be successfully extended to complex 
force fields with considerable accuracy.  
 
 
Figure 6.12 Comparison of indentation force versus depth from multiscale and pure molecular 
simulations of nanoindentation on the PE substrate. 
 




6.3.2 Nanoindentation on a Silicon Substrate 
 
Multiscale simulation of nanoindentation was also performed on a silicon substrate using 
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in which  jiv ,2  and ),,(3 kjiv  represent two-body and three-body interactions, 
respectively. They are given as, 
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where   and   are length units.   is chosen to give 2f  depth -1, and   is chosen to 
make )2(
6/1
2f  vanish.  
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where A, B, p, and a are positive. This generic form is automatically cut off at r = a 
without discontinuities in any r derivatives, which is a distinct advantage in any 
molecular dynamics simulation application. 
 
Specifically, the three-body interaction 3f  is given as, 
 
       ikjkjkiijkjkjijikikijkji rrhrrhrrhrrrf  ,,,,,,,,3   (6.27) 
 
where 
jik  is the angle between jr  and kr  subtended at vertex i , etc. The function h  
belongs to a two-parameter family ( 0,  ). Provided that both ijr  and ikr  are less than 
the previously introduced cutoff a , it has the following form, 
 













jikikijjikikij ararrrh   (6.28) 
 
otherwise, h  vanishes. The "ideal" tetrahedral angle t  is such that 3/1cos t .  
 
The other parameters of Stillinger-Weber potential for Silicon are shown in Table 6.1. 
These parameters were determined by Stillinger and Weber to ensure that the diamond 
structure was indeed the most stable periodic arrangement of particles at low pressure and 
the melting point and the liquid structure from MD simulations were on reasonable 
accord with experiments. 
 




Table 6.1 The parameters of Stillinger-Weber potential for Silicon. 
Energy unit   (eV) 2.1683 
Length unit   (Å) 2.0951 
Constant a  1.80 
Constant A  7.049556277 
Constant B  0.602245584 
Constant p  4 
Constant q  0 
Constant   21.0 
Constant   1.20 
 
Since the Stillinger-Weber potential involves three-body interactions, the complementary 
matrices should be used to accurately formulate the PAC cell. The parent cell with 216 





x lll 16.293Å.  
 
 
Figure 6.13 The parent cell of 216 silicon atoms. 
 




Similar to the multiscale model for nanoindentation on the PE substrates, the multiscale 
model for the nanoindentation on the silicon substrate is constructed. The substrate 
consists of 6×10×6 parent cells in Figure 6.13, i.e., 77, 760 atoms in total. The indenter is 
the same as that for nanoindentation on the PE substrate. However, the interatomic 
potential between the atoms of indenter and the atoms of substrate is given as the same 
Stillinger-Weber potential for silicon atoms.  
 
 
Figure 6.14 Comparison of indentation force versus depth from multiscale and pure molecular 
simulations for nanoindentation on the silicon substrate. 
 
A multiscale simulation of nanoindentation on the silicon substrate is performed with the 
similar multiscale model and the same boundary conditions for nanoindentation on the 
polymer substrate. Figure 6.14 shows the indentation force versus indentation depth 
curves from multiscale simulation and pure molecular mechanics simulation. Both 
simulations predict almost identical results up to around 20Å indentation depth. This 




good agreement again proves that the proposed extension of the PAC-based multiscale 
modeling to complex force fields is accurate.  
 
This concludes the numerical Hessian calculation and cell stiffness formulation proposed 
in this chapter work for complex force fields. Hence, it is possible to explore more 




The PAC-based multiscale modeling has been successfully extended to complex force 
fields by using numerical Hessian calculation and cell stiffness formulation with 
complementary matrices. Multiscale simulation of nanoindentation on a polyethylene 
substrate using united atom model (UAM) and multiscale simulation of nanoindentation 
on a silicon substrate using Stillinger-Weber potential show that this extension works 
well. Therefore, the PAC-based multiscale modeling approach can be used to study any 
material as long as an appropriate interatomic potential exists for the material.  
 




Multiscale Simulation of Nanoindentation on 
Thin-film/Substrate System 
 
Thin-film coatings have been widely used to protect MEMS/NEMS devices or to 
improve the tribological properties of such devices [112-113]. Hence, the behavior of 
thin-film/substrate systems is of great importance. Various experiments have been carried 
out to study the indentation behavior of thin-film/substrate systems even down to 
nanoscale [112-124]. However, experiments are usually too costly, especially at the 
nanoscale. To cut experimental cost and better understand the behaviors of thin-
film/substrate systems, computer simulations have been widely used to study the 
tribological effects and in the design of these systems. Traditionally, finite element 
method (FEM) [125-130] and Molecular Dynamics (MD) simulations [131-134] are used. 
However, they can only provide information at either the macroscopic or molecular scale 
and cannot capture the concurrent effect of both length scales.  
 
In FE analysis of nanoindentation on thin-film/substrate systems, elastic-plastic behavior 
is often assumed for the indented materials [125-130]. However, this assumption may not 
be applicable for nanoindentation on very thin film. To study the behavior of thin 
film/substrate system, maybe it is necessary to retain some atomistic description where 
large deformation is experienced. In addition, the elements of the thin-film under the 
indenter in FE analysis could experience very large distortion. Usually, this problem 
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cannot be resolved easily. More importantly, some parameters such as friction between 
the indenter and the film and the parameters of the interface between the film and 
substrate are arbitrarily chosen, leading to the reduction in reliability of the FE results. 
 
On the other hand, MD simulations of nanoindentation on a single material can be found 
in various publications. However, MD simulations of nanoindentation on thin-
film/substrate systems are quite few compared to FEM simulations. This is because that 
the models of MD simulations are usually much smaller than the real models in 
experiments. MD simulations are sometimes used to study the underlying mechanism of 
indentation on thin-film/substrate systems with the focus on physical interactions and 
chemical reactions. To study the mechanical behavior of thin-film/substrate systems, it is 
necessary to scale up the models.  
 
A promising method to solve this problem is to perform multiscale simulations. Several 
multiscale simulations were performed using the PAC-based multiscale approach to study 
the nanoindentation behavior of thin-film/substrate systems. In this study, wedge 
indentation of thin-film/substrate systems comprising polyethylene (PE) on silicon is 
investigated. The indentation force versus indentation depth curves will be presented and 
discussed. The change of local molecular configurations will be examined to interpret the 
indentation curves. The effects of tip rounding, included angle, interface strength, 
substrate and pile-up on the indentation behavior will also be studied. Finally, interface 
delamination of thin-film/substrate systems is discussed. The successful application of 
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the PAC-based multiscale approach demonstrates the potential of multiscale modeling of 
various phenomena regarding nanotribology. 
 
7.1 Description of Models and Simulations 
 
Microwedge indentation is employed to study the nanoindentation behaviors of the thin-
film/substrate systems. Microwedge indentation technique was introduced by Boer and 
Gerberich in 1995 [135-136]. It has then been widely used in experiments because it is 
relatively easy to observe and interpret experimental phenomena. Yeap et al. employed 
the microwedge indentation to determine the interfacial toughness of low- k  films on Si 
substrate [122-123]. It is believed that the microwedge indentation could cause interface 
fracture more easily than the commonly used conical and Berkovich indentation 
techniques. Microwedge indentation has also been widely used in finite element analyses 
to study the indentation behaviors of thin-film/substrate systems, especially, interface 
delamination [125, 129-130]. The models for microwedge indentation are relatively 
simple.  
 
The schematic illustration of a thin-film/substrate system is shown in Figure 7.1. The 
model consists of a silicon substrate, a polyethylene film, and a rigid wedge indenter of 
diamond atoms. In this figure, xL  and zL  are the dimensions in x  and z  directions, 
respectively. st  and ft  are substrate thickness and film thickness, respectively.   is the 
included angle of the wedge indenter, and R  is the tip rounding radius at the edge. A 
layer of atoms from the film and a layer of atoms from the substrate at the interface are 
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used to study the initiation and propagation of interface delamination. The thickness of 
such layer is denoted as it . 
 
 
Figure 7.1 The schematic illustration of the simulation model for wedge indentation on a thin-
film/substrate system. 
 
According to the PAC-based multiscale modeling approach, two parent cells are 
constructed and shown in Figure 7.2. One is the amorphous polyethylene (PE) cell with 
180 united atoms as shown in Figure 7.2 (a), which is the same as the cell in Figure 6.10. 
The same united atom model as described in section 6.3.1 is employed. Another parent 
cell is for the substrate, which is a crystalline cell with 216 silicon atoms as shown in 
Figure 7.2 (b). This is the same as the cell in Figure 6.13. The potential for silicon is the 
same Stillinger-Weber potential as described in section 6.3.2. 
 




Figure 7.2 (a) Amorphous polyethylene cell and (b) crystalline silicon cell. 
  
The dimensions of the two parent cells are summarized in Table 7.1. It should be noted 
that the dimensions of the PE cell, silicon cell, and indenter need to be specially selected 
in order to facilitate certain periodic boundary conditions. Specifically, the dimensions of 
PE cell and silicon cell in x  and z  directions are chosen to be the same, and the length of 
the indenter in z  direction is scaled to be the same as the substrate's dimension in z  
direction, thus satisfying the geometric periodic boundary conditions in x  and z  
directions. The silicon cell is constructed as a configuration comprising 3×3×3 of the unit 
cell of silicon. Once the dimensions of the silicon cell are chosen, the same dimensions in  
x  and z  directions are assigned to the amorphous PE cell. By specifying the dimensions 
in x  and z  directions and the density of PE, the PE cell can be roughly generated using 
commercial software such as Materials Studio. The PE cell is then minimized using 
MMS, followed by the stress relaxation in y  direction. Examining the virial stresses of 
the PE cell shows that all the six components are sufficiently small. 




Table 7.1 The dimensions of the PE cell and the silicon cell. 
 
Length in x 
direction (Å) 
Length in y 
direction (Å)  
Length in z 
direction (Å) 
PE cell 16.2930 17.67855 16.2930 
Silicon cell 16.2930 16.2930 16.2930 
 
The two parent cells in Figure 7.2 are then used to build up multiscale models. Eleven 
multiscale models are constructed based on the schematic model in Figure 7.1. The 
general parameters for these models are shown in Table 7.2. As can be seen, each model 
has a different combination of included angle  , tip rounding radius R , and interface 
strength  . The different interface strength is given by varying the energy well of the 
Van der Waals interaction between the atoms of film and atoms of substrate. The other 
parameters are: 03565.53ft Å, 548.586xL Å, and 586.32zL Å. For Model 11, the 
substrate is modeled as rigid silicon substrate.  
 
Table 7.2 Parameters of the models for multiscale simulations. 
 
Substrate 
thickness st  
(Å) 
Rounding 
radius R (Å) 
Included 




Model 1 325.86 0.0 90 1.0 
Model 2 325.86 30.0 90 1.0 
Model 3 325.86 50.0 90 1.0 
Model 4 325.86 80.0 90 1.0 
Model 5 325.86 0.0 120 1.0 
Model 6 325.86 30.0 120 1.0 
Model 7 325.86 50.0 120 1.0 
Model 8 325.86 80.0 120 1.0 
Model 9 325.86 50.0 90 0.5 
Model 10 325.86 50.0 90 0.1 
Model 11 Rigid substrate 50.0 90 1.0 
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The wedge indenter is rigid with carbon atoms of diamond structure. The interaction 
between any two carbon atoms for diamond is given in the Lennard-Jones form. The 
interactions among the carbon atoms for diamond indenter, PE atoms, and silicon atoms 
are also given in the Lennard-Jones form with the geometric mixture rule [86].  
 
If the parameters for the Lennard-Jones potentials of two different materials are 
1 , 2 , 
1 , and 2  respectively, the geometric mixture rules give, 
 
2112    (7.1) 
 
2112    (7.2) 
 
The parameters of Lennard-Jones interactions between different atoms are given in Table 
7.3.  
 
Table 7.3 Parameters of LJ potentials. 
Interaction   (eV)   (Å) 
PE-PE 0.12 4.01 
Carbon-Carbon 0.159999999 3.474505 
Silicon-Silicon 0.040018 4.053434 
PE-Silicon 0.069298 4.031658 
PE-Carbon 0.138564 3.732662 
Carbon-Silicon 0.080018 3.752822 
 
A typical multiscale model is shown in Figure 7.3. As can be seen, some cells of the film 
and the substrate are replaced with PAC cells. While at the free surface and the interface 
between the film and substrate, the atomistic description remains. In addition, the region 
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under the indenter remains atomistic because this region will experience large 
deformation during indentation.  
 
 
Figure 7.3 A typical multiscale model for wedge indentation. 
 
Multiscale simulations of nanoindentation on the PE/silicon system were performed. Two 
layers of the PAC nodes at the bottom are fixed, and the top surface of the PE film is left 
free. Periodic boundary conditions are applied in x  and z  directions. At the beginning of 
each simulation, the entire domain is equilibrated with the atoms of indenter fixed. Then 
the indenter is brought into contact with the PE film and equilibration is performed again. 
After that, the indenter is pressed into the film step by step with a constant step size of 
0.8Å. After each loading step, the entire domain is equilibrated and the required 
quantities such as indentation forces are extracted.  




7.2 Simulation Results and Discussions 
 
In this section, the indentation forces associated with the change of local molecular 
configuration will be analyzed. The pile-up effect and atomic interface delamination will 
also be discussed. 
 
7.2.1 Analyses of Indentation Forces 
 
Theoretically, when the indentation is relatively deep, the indentation force should 
increase proportionally as indentation depth increases for wedge indentation, i.e., the 
curve should be a straight line [129-130, 135]. At the macroscale, nanoindentation 
induces plastic deformation when indentation depth is large. For plastic deformation, the 
stresses around the indenter are usually considered to be constant. For this case, the 
indentation force should increases linearly if the contact area is proportional to 
indentation depth. As a matter of fact, the theoretical contact area for wedge indentation 
is proportional to indentation depth beyond a very shallow indentation depth below which 
the tip rounding could affect the contact area. Therefore, if the material around the wedge 
indenter undergoes fully plastic deformation, the indentation force should increase 
linearly as the indentation depth increases.  
 
Figure 7.4 shows a typical indentation force versus indentation depth curve for the wedge 
indentation on thin film/substrate system. Generally, the indentation process can be 
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divided into two stages - stage I and II, as shown in Figure 7.3. In stage I, the indentation 
force increases as the indentation depth increases. The rate of increase in force also 
increases with indentation depth. This is different from the theoretical prediction for 
macroscale indentation. The difference is due to the change of local configuration of the 
thin-film at the nanoscale. 
 
 
Figure 7.4 The indentation force versus indentation depth for Model 2. 
 
The configurations at several indentation depths for Model 2 are examined and shown in 
Figure 7.5. It can be seen that the molecular configuration of the PE film under the 
indenter becomes denser and denser when the indentation depth increases in stage I 
(From 0.0h Å to 0.48h Å). This is mainly because the material of the thin film is 
compressed by the indenter and constrained by the hard silicon substrate. As the density 
of the local configuration change, the properties of the material should change 
accordingly. The denser local molecular configuration would result in a stiffer response 
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in indentation force versus indentation depth curve whereas for macroscale indentation, 
the size of the indented materials is large allowing for plastic deformation to spread in the 
indented materials. This is why the indentation curve is different from the macro scale 
prediction in stage I.  
 
 
Figure 7.5 Local configurations (Model 2) around the indenter at different indentation depths. 
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In stage II, the indentation force approximately increases linearly. In fact, the PE film 
under the indenter has already become a monolayer film ( 0.64h Å and 0.72h Å); the 
change in local configuration of the PE film is almost negligible. The indentation is 
actually partially on the silicon substrate. It should be noted when the indentation depth is 
large, for example, 0.72h Å, part of the silicon substrate becomes amorphous. 
 
The effects of tip rounding, included angle and interface strength on the indentation 
process are examined next.  
 
7.2.1.1. Effect of Tip Rounding Radius 
 
 
Figure 7.6 Indentation force versus indentation depth curves for  90 . 
 
The curves of indentation force versus indentation depth for  90  are plotted in 
Figure 7.6. As can be seen, the larger the tip radius is, the larger indentation force is for 
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the same indentation depth. This is because that at the same indentation depth, the contact 
area is larger for the larger tip rounding radius. 
 
A similar trend is observed for o120  as shown in Figure 7.7. However, compared to 
the indentation curves in Figure 7.6, the indentation forces for o120  are less sensitive 
to the tip rounding radius. This may due to the fact that the atoms under the indenter for 
o120  is less mobile than those for o90 . The rate of change of the local 
configurations for o120  is smaller than that for o90 . 
 
 
Figure 7.7 Indentation force versus indentation depth curves for 120 . 
 
7.2.1.2. Effect of Included Angle 
 
A typical comparison of indentation forces for two different included angles with the 
same tip rounding radius is shown in Figure 7.8. At the same indentation depth, the 
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indentation force of 120  is larger than that of  90 . The difference increases as 
the indentation depth increases, but the discrepancy does not increase proportionally to 
the increase of indentation depth. The reasons for such observation are investigated. 
Firstly, at the same indentation depth, the contact area for  120  is larger than that for 
 90 , which could lead to a larger indentation force for 120 . Secondly, the 
volume excluded by the indenter for 120  is larger than that for  90 . This could 
result in denser configuration around the indenter, thus leading to a stiffer response. 
Lastly, the shape of the indenter of 120  is less steep than that of  90 , making 
the atoms around the indenter more difficult to move along the profile of the indenter. 
This could also lead to a stiffer response. 
 
 
Figure 7.8 Comparison of indentation forces for different included angles. 
 
7.2.1.3. Effect of Interface Strength 
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The indentation forces predicted from Models 3, 9 and 10 are compared to reveal the 
effect of interface strength. The indentation curves for these three models are shown in 
Figure 7.9. As can be seen, the three curves are close to each other indicating that the 
indentation force is not sensitive to the interface strength. Similar finite element results 
were observed by Liu et al [129] and She et al [130]. For their simulations, before the 
apparent interface delamination develops, all the curves collapse for a given indentation 
depth regardless of the difference of interface strength. In the simulations presented, the 
effect on the indentation behavior is dominated by the change of local molecular 
configuration around the indenter. The interface strength has little effect on the change of 
local configurations around the indenter. Hence, the indentation behaviors are almost the 
same for the three models.  
 
 
Figure 7.9 Comparison of indentation forces for different interface strengths. 
 
7.2.1.4. Substrate Effects 
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For most experiments on nanoindentation of thin-film/substrate systems, the substrates 
are supposed to affect the indentation behaviors of such systems. Compared to the 
indentation on the bulk material, hard substrates lead to stiffer responses when the 
substrates start to influence the indentation behaviors at large indentation depths. As in 
previous simulations, the substrates affect the indentation behavior via a change in local 
molecular configurations. The ideal situation in experiments for the study of thin films is 
for the substrate to be rigid. Hence, the indentation forces between a model with 
deformable substrate and a model with rigid substrate are compared.  
 
Figure 7.10 shows the comparison of indentation forces predicted for Model 3 and Model 
11. It is seen that when the indentation depth is small (less than 14.4Å), both models 
predict the same force for a given indentation depth despite one having a rigid substrate 
and the other a deformable one. When the indentation depth is larger than 14.4Å, the 
indentation forces of the models start to deviate and the difference increases with 
increasing indentation depth. The model with a rigid substrate gives a stiffer response 
because the material around the indenter is more highly compressed than that in the 
model with a deformable substrate. The indentation depth at which the force start to 
deviate (14.4Å) is around 27.2% of the film thickness. This suggest that in order to obtain 
the effectively response of the thin film, the indentation depth should be less than 27.2% 
of the indentation depth. In experiments, it is generally accepted that the indentation 
depth should not be greater than 10% of the coating thickness in order to obtain a correct 
hardness value for coatings [112, 120]. This rule is also often used in finite element 
analysis of indentation on thin-film/substrate systems [128]. The value 27.2% predicted 
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by the multiscale simulations suggests that 10% is a conservative estimation because of 
considerations given to experimental variances.  
 
 
Figure 7.10 Comparison between the deformable substrate and the rigid substrate. 
 
7.2.2 Pile-up Effect 
 
In most experiments, pile-up of material around the indenter is observed. Usually, the 
pile-up leads to an underestimation of the stiffness and hardness of the indented 
materials. This is mainly because the estimated contact area with material pile-up is 
smaller than the real contact area. In order to include the pile-up effect, the contact area 
should be carefully calibrated in experiments or the real contact area can be measured 
using high resolution morphology measurement techniques  such as scanning tunneling 
microscopy (STM) imaging and atomic force microscopy (AFM) imaging [113, 121]. For 
FE simulations of nanoindentation, however, the pile-up is barely reproduced because of 
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the continuum description. With the atomic resolution in multiscale simulations, the pile-
up phenomena can be easily simulated. 
 
To study the pile-up effect, some general contact parameters are defined as shown in 
Figure 7.11. These parameters are indentation depth h , contact depth ch , and contact 
length cL  in x  direction. The contact length cL  is obtained by examining the distance 
between the atoms of thin film and the atoms of indenter. If the distance between an atom 
from indenter and the other atom from thin film is less the cut-off distance, then they are 
treated as atoms in close contact. Finding all the atoms in close contact and the profile of 
these atoms gives a reasonable contact length. The contact depth ch  is measured as the 
vertical distance between the top the pile up and lowest profile of the indenter. 
 
 
Figure 7.11 Definitions of contact parameters. 
 
Figure 7.12 shows the comparison between the real contact depth ch  and the theoretical 
contact depth th  for Model 3. th  is calculated using the shape parameters of the indenter 
with the adjustment for the atomistic contact at the zero indentation depth. Due to the 
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material pile-up around the indenter, ch  is generally larger than th  at a given indentation 
depth. The difference increases with indentation depth.  
 
 
Figure 7.12 Comparisons between ch  and th  for Model 3. 
 
The contact area or the projected area of contact surface area for wedge indentations can 
be expressed as, 
 
czc LLA   (7.3) 
 
The actual contact area cA  and the theoretical contact area tA  are compared for Model 3 
in Figure 7.13. The trend is similar to that observed for contact depth. The contact area 
versus indentation depth plot has almost the same shape as the contact depth versus 
indentation depth plot except at shallow indentation. For shallow indentation, the contact 
area is not proportional to the contact depth because of the tip rounding. Beyond the tip 
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rounding, the contact area should be proportional to contact depth. It should be noted the 
non-zero contact area at zero indentation depth is due to the atomic definition of contact. 
 
 
Figure 7.13 Comparisons between cA  and tA  for Model 3. 
 
The effect of tip radius on pile-up is examined next. As shown in Figure 7.14, tip radius 
has little effect on contact depth for both  90  and 120 .  
 
 
          (a)                                                                   (b)     
Figure 7.14 Contact depths for different tip rounding radiuses (a)  90  (b) 120  
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However, the effect of included angle is much more significant than that of tip rounding 
radius as shown in Figure 7.15. Hence, the included angle is one of the main factors 
affecting the pile-up of material for wedge indentation; the larger the included angle is, 
the less the pile-up of material is.  
 
 
Figure 7.15 Comparison of contact depth between Model 3 and Model 4. 
 
7.2.3 Atomic Interface Delamination 
 
The atomic interface delamination is examined by calculating the atomic opening 
displacements at the interface. The opening displacements are defined as the relative 
atomic displacements of a layer of atoms at the interface. The atoms which originally 
reside within the layer of thickness it  from the film at the interface are divided into a 
number of equal segments along x  direction, and then the average displacement of the 
atoms in each segment is calculated. Accordingly, the average displacement of the 
corresponding segment is also calculated. Then the difference of these two average 
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displacements is then defined as the atomic opening displacement. The atomic opening 
displacement has x  and y  components. 
 
 
Figure 7.16 The opening displacement Ux across the interface of thin-film and substrate. 
 
Figure 7.16 shows the opening displacement in x  direction for Model 3. It is seen that 
xU  has two distinct stages. In the first stage, the shape of the xU  curve is like a single 
sinusoidal. Near the center where the indenter is, xU  increase rapidly as the distance from 
the center increases until to the peak value. Then xU  decreases as the distance from the 
center increases until xU  reaches about zero. The peak value of xU  increases as the 
indentation depth increases until the second stage is reached. In general, the material of 
the film under the indenter is expelled. Since the silicon substrate is much more rigid than 
the PE film, the material expelled by the indenter cannot just move down but moves apart 
from the center towards the positive and negative x  directions. Consequently, shear 
stresses at the interface of PE film and silicon substrate develop. This shear deformation 
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increases with indentation depth and the position of the peak value slightly moves apart 
from the center. However, when the indentation depth reaches a certain value, the shape 
of xU  is no longer a single sinusoidal, which indicates that the second stage of the 
indentation process has begun. In this stage, the atoms of the thin-film at the interface 
near the center start to mix with the other atoms of the thin film. The original definition 
of interfacial atoms is not able to take this mixing behavior into account. This is why the 
xU  curve near the center changes significantly. However, far away from the center, xU  
continues to increase as the indentation depth increases.   
 
 
Figure 7.17 The opening displacement Uy across the interface of thin-film and substrate. 
 
Figure 7.17 shows the opening displacement in y  direction for the same model. It is seen 
that yU  is negative and the magnitude increases as the indentation depth increases near 
the center until the close contact at the interface. As the distance from the center 
increases, yU  generally increases and becomes positive. After reaching the peak value, 
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yU  decreases as the distance from the center keeps increasing. The yU  curves in Figure 
7.17 imply that slight atomic opening at the interface of thin-film and substrate occurs 
due to the atomic deformation.  
 
However, compared to xU , yU  is much smaller. Hence, it can be concluded that xU  
dominates the atomic interface delamination. In some relevant literatures, macro interface 
delamination is observed in experiments [118-119, 122-124] and various FE analyses 
[126-130]. For FE simulations of indentation on thin-film/substrate systems, the opening 
displacement in y  direction is usually of the same order as the opening displacement in 
x  direction. Moreover, the buckling of thin film is often observed. However, no buckling 
is observed in the multiscale simulations even for weak interface strengths. Since FE 
simulations are based on continuum mechanics, the accumulated strain energy in the 
elements at the interface could be high enough to cause an interfacial crack to nucleate 
and extend. If the indentation depth is shallow, the crack length will be short, and no 
buckling of the film will occur. If the indentation depth is deep and the interface is weak, 
buckling may occur. However, for the multiscale simulations, the thin film and the 
substrate are in perfect contact at the interface, and the atomic description allows the 
energy to rapidly transmit into the other regions. In addition, the film thickness is much 
smaller than that commonly used in FE simulations, leading to less energy accumulation. 
Hence, the atomic interface delamination may not cause any interfacial crack to nucleate 
and extend, i.e., no apparent interface delamination and buckling of thin film would 
occur. 
 






In this chapter, the nanoindentation behaviors of thin-film/substrate systems were 
investigated using the PAC-based multiscale modeling approach. The thin film is of PE, 
while the substrate is silicon.  
 
The indentation curves and the molecular configurations are examined. Two stages of the 
indentation process are analyzed and it is found that the indentation behaviors correlate 
with the change in local molecular configurations of the thin film near the indenter. The 
effects of tip rounding radius, included angle, interface strength and substrate on the 
nanoindentation behavior are also examined.  
 
It is found that the material pile-up causes the underestimation of contact depth and 
contact area. The included angle is one of the main factors affecting the material pile-up 
whereas tip rounding radius has little effect on the material pile-up. It is also found that 
interface opening in the transverse direction dominates the atomic interface delamination. 
 




Multiscale Simulation of Nanoscale Sliding 
 
One of the main research aspects of nanotechnology is to study friction at the nanoscale 
or molecular scale. Some experiments were done by a number of groups to study the 
atomic friction for crystalline materials. It is believed the friction at atomic scale is quite 
different from the friction at macro scale [139-142]. For example, the simple Amontons' 
frictional laws are not applicable anymore at nanoscale if strong atomic adhesion effect 
exists [141-142]. 
 
Recently, atomistic simulations have systematically studied how friction depends on the 
molecular scale features of sliding materials and interatomic potentials between atoms 
[76-83, 143-144]. Molecular simulation provides complementary results to analytical 
models and experiments. However, the models used in atomistic simulations are usually 
too small to be compared with experiment specimens. The potential way of bridging 
atomic simulations and experiments is to use multiscale approach. With this aim, we 
performed some multiscale simulations of sliding using PAC-based multiscale method. 
The simulation results are analyzed to extract friction properties of some materials. 
 
In this chapter, the PAC-based multiscale modeling is first employed to study 2D sliding 
for a crystalline material. The common stick-slip phenomenon is observed. It is also 
important to find out whether the PAC-based multiscale approach can be used to study 
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sliding. Then, multiscale simulations of sliding on a PE substrate using the 3D PAC-
based multiscale approach will be presented.  
 
8.1 Sliding on 2D Crystalline Substrate 
 
We performed multiscale simulations of sliding on a crystalline substrate to investigate 
the possibility of applying multiscale modeling for sliding simulations. Sliding 
simulations are more complex than indentation simulations because the shear stiffness 
may not high enough in our two dimensional models. If the shear stiffness is too low, 
bulk shearing will occur instead of sliding. 
 
 
Figure 8.1 The multiscale model for 2D sliding simulation. 
 
The multiscale model for sliding simulation of crystalline material is shown in Figure 8.1. 
This model has the same configuration as the simulations described in Chapter 3 but the 
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bottom half of the substrate is replaced with 90 PAC nodes. The same Morse potential as 
in Chapter 3 is employed.  
 
Multiscale simulation is performed with bottom two layers of PAC nodes fixed. Periodic 
boundary conditions are applied on the left and right. The slider indents into the substrate 
by 3.0Å, slides to the left by 40.0Å and then slides back to the original position.  
 
 
Figure 8.2 Comparison of sliding force versus sliding distance from multiscale and full MM 
simulations. 
 
The force versus sliding distance curves for both multiscale and full MM simulations are 
shown in Figure 8.2. To distinguish the results from different simulations, the curves are 
plotted as the sliding force versus the sliding displacement instead of the distance from 
the original point. As can be seen, the result of multiscale simulation is consistent with 
that obtained from full MM simulation. For both simulations, the stick-slip phenomenon 
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is very significant, and hysteresis is also observed. Some differences can be found at the 
slip points. This may due to the higher stiffness of the multiscale model. With higher 
stiffness, the atoms around the slider may stay there at the moment of slip, i.e., the slip 
cannot be accomplished as completely as in full MM simulation.  
 
8.2 Sliding on 3D Polymer Substrate 
 
Some polymers have been used to protect components in MEMS/NEMS systems or to 
improve the tribological properties. Usually, experiments are carried out to study the 
tribological properties. Some researchers have performed MD simulations to study 
tribological properties of polymers at nanoscale [143-144]. However, the sliding 
velocities of MD simulations are usually several orders higher than the velocities in 
experiments. Moreover, it is common in MD simulations to fix the slider displacement in 
the direction perpendicular to the sliding direction. In experiments, however, it is the 
normal load that is fixed rather than the vertical displacement during sliding. The 
displacement is usually too sensitive to the roughness of the surface and is not easy to 
measure at nanoscale.  
 
Polyethylene is one of the potential materials to reduce the friction between two 
contacting surfaces.  
 
To study the tribological properties of PE, multiscale simulations of silicon ball sliding 
on PE substrates were performed.  
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8.2.1 Description of Models and Simulations  
 
A multiscale model is constructed using the PE cell in Chapter 4 together with a spherical 
slider. The substrate comprises 17×12×8 amorphous PE cells, i.e., a total of 293, 760 
atoms. As shown in Figure 8.3, some cells of the substrate are replaced with PAC cells to 
form the multiscale model. In this figure, only the cells close to the indenter remain 
atomistic. A T-shaped region along the x  direction was expected to experience large 
deformation, while the rest region of the substrate will not suffer from large deformation 




Figure 8.3 Schematic model for multiscale simulations of sliding on PE substrate. 




The simulations are performed by controlling the load in y  direction and displacement in 
x  direction. The slider is pressed into the PE substrate by increasing vertical load in y  
direction step by step until the load reaches a specified value. Sliding is effected by 
controlling the displacement of slider in the x  direction. At the same time, the vertical 
load on the slider is kept constant. More specifically, a dummy atom is created and 
associated with all the atoms of the slider. The slider is treated to be rigid, and the total 
forces on it due to the interactions between the atoms of the slider and the atoms of the 
substrate are applied to the dummy atom. Hence, the resultant forces on the dummy atom 
can be determined as the sum of the forces on the slider and the applied external loads. 
Then the dummy atom moves in the loading direction in steps and undergoes conjugate 
gradient energy minimization. During the indentation and sliding process, the 
displacements of the dummy point and forces on the dummy atom are recorded.  
 
Three simulations with three different vertical loads (6.95nN, 13.90nN, and 27.81nN) are 
performed.  
 
8.2.2 Results and Discussions  
 
In this section, the penetration depth of load-control nanoscale sliding and its mechanism 
will be presented first. Then the frictional forces, coefficient of friction and surface 
morphologies will be discussed.  
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8.2.2.1 Penetration Depth and Mechanisms 
 
Figure 8.4 shows a typical penetration depth versus sliding distance curve. As can be seen, 
the penetration depth roughly increases at the beginning and then slowly decreases to a 
steady value. More specifically, the indentation depth curve exhibits three different stages. 
The first stage corresponds to the first few indentation steps as shown in Figure 8.4. In 
this stage, the indentation depth increases to a maximum penetration depth as the sliding 
distance increases. After that, the indentation depth slowly decreases to an average value 
and fluctuates about the average value.   
 
 
Figure 8.4 A typical penetration depth curve of the nanoscale sliding on a PE substrate. 
 
To better understand this phenomenon, the mechanisms of the load-control nanoscale 
sliding for ball against polymer were investigated.  
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The atom number density in the central plane along z  direction was calculated. In this 
plane, a number of regular points are chosen to calculate the atom number density. At a 
point  000 ,, zyx , in which 0z  is the position of the central plane in the z  direction, the 




iirw  )(  (8.2) 
 
Here, ir  is the distance of atom i  from  czyx ,, 00  and i  is the number density of atom 
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where  iii zyx ,,  is the position of atom i . 
 
The weight )(rw  is a function that decreases monotonically from unity at 0r  to zero at 
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Figure 8.5 shows the contours of the atom number density at various sliding distances, in 
which the blue lines indicates the position of the slider. The density at the interface and 
the free surface is much lower than the other regions because there are no atoms on the 
other side of the interface and the free surface. Figure 8.5 (a) shows the contour of atom 
number density before the sliding. It is seen that the largest density is right below the 
slider, while the density in front of the slider is smaller than that right below the slider. 
Hence, when the slider starts to slide to the right, the slider will go down. Moreover, for 
the first few sliding steps, the slider pushes the material of the substrate in front of the 
slider to the right. Due to the attractive interatomic interactions, the region right below 
the indenter will be pulled by the region in front of the slider, leading to the decrease in 
the density right below the slider. Since the vertical force applied on the slider does not 
change and the region right below the slider is the main region to balance the applied 
force, the slider should go down until the vertical force applied on the slider is balanced. 
However, the density right below the slider is not necessary to be as high as that of the 
state before sliding. Because the density in front of the slider increases due to the 
compression, resulting in larger reaction forces on the right part of the slider, which 
compensates the decreasing reaction forces from the region right below the slider. This is 
found to be true from the Figure 8.5 (a) to Figure 8.5 (c). It is seen the density right below 
the slider decreases, while the density in front of the slider keeps increasing. Last but not 
least, before sliding, the region under the slider is mainly in compression. There is almost 
no shear deformation. When sliding starts, the region right below the indenter will 
experience shear deformation. The combination of compression and shearing lowers the 
profile of the substrate, leading to the increase in penetration depth.  













(a) ds = 0.0Å 









(b) ds = 8.0Å 









(c) ds = 16.0Å 









(d) ds = 24.0Å 









(e) ds = 32.0Å 









(f) ds = 56.0Å 









(g) ds = 80.0Å 









(h) ds = 104.0Å 
Figure 8.5 The contours of number density at various sliding distances. 
 
When the penetration depth reaches the maximum value at sd  = 28.8Å, the density 
distribution becomes that in Figure 8.5 (d). It is seen that the density right below of the 
slider and that in front of the slider are almost of the same level. From then on, the 
density distribution reaches the steady state as shown in Figures 8.5 (f) to 8.5 (g). At this 
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stage, the density right below the slider and the density in front of the slider are the same 
and higher than that of the other region. This stage actually corresponds to the stage II 
and III of the penetration in Figure 8.4. The slight decrease in the penetration depth of 
stage II is due to the slight pile-up in front of the slider. In stage III, the pile-up effect 
diminishes and slight fluctuation is due to the change of the molecular configuration at 
varying sliding distances.  
 
8.2.2.2 Other Frictional Behaviors 
 




Figure 8.6 Friction forces for three different vertical loads. 
 
The frictional force, determined from the sum of the lateral forces acting on the atoms of 
the slider in the sliding direction are plotted against the sliding distance in Figure 8.6 for 
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three different vertical loads. The frictional force increases at the beginning for each 
vertical load. After some sliding distance, the frictional force for each load fluctuates 
about a mean value.  
 
 
Figure 8.7 Coefficients of friction for different vertical loads. 
 
The coefficients of friction for the three different vertical loads were further examined. 
As shown in Figure 8.7, the coefficients of friction fluctuate about 0.20 for all the three 
vertical loads. This value is comparable with the common experimental value 
(0.18~0.22). It is also found that the fluctuation of the coefficient of friction decreases as 
the vertical load increases. The fluctuation of frictional force for the three different 
vertical loads is almost of the same level. Hence, higher vertical loads lead to smaller 
fluctuations in the coefficient of friction. 
 







Figure 8.8 Surface morphologies viewed from top without the slider for yF 27.81nN (a) before 
sliding (b) at the end of the sliding process. 
 
The surface morphologies with the slider removed were then examined. Figure 8.8 shows 
the morphology before sliding and the morphology at the end of sliding for yF 27.81nN. 
The atoms are colored with respect to depth and the light-colored spheres around the edge 
of the scratch represent the piled-up atoms on the surface of the substrate. It is seen that 
the PE chains lie randomly in all directions before the sliding. At the end of the sliding, 
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the polymer chains generally line up in the sliding direction due to the shearing at the 
interface during the sliding process. The recovery of the deformed configuration behind 
the slider is also observed. Since the penetration depth at the end of sliding is larger than 
the penetration depth before sliding, the imprint at the end of sliding is larger than that 
before sliding. 
 
Similar surface morphologies for the other two vertical loads are observed. However, the 
sizes of the imprint and the pile-up are different. The higher the vertical load is, the larger 




In this chapter, the PAC-based multiscale method is employed to study the nanoscale 
sliding. Sliding on 2D crystalline copper is performed first. The stick-slip phenomenon 
commonly observed in experiments of sliding over crystalline materials is reproduced 
using the multiscale approach. The results predicted from multiscale simulation are 
compared to those predicted from pure molecular simulation. A good agreement is 
achieved for these two simulations, indicating that the proposed multiscale approach can 
be used to study nanoscale sliding.  
 
Load control sliding of silicon ball on a polyethylene substrate is then studied. Three 
different vertical loads are used. The typical penetration depth curve for load-control 
sliding is present and analyzed based on the examination of atom number density 
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distribution. When the sliding starts, the slider goes deeper into the substrate. The slider 
starts to rise after a maximum depth is reached and fluctuates about a mean depth. The 
coefficient of friction is found to be comparable to that found in some experiments and 
the polymer chains generally line up in the sliding direction for all the simulations.  
 




Conclusions and Recommendations 
 
In this chapter, we present the conclusions drawn from this study. Two main objectives, 
namely, developing a new multiscale approach for both crystalline and amorphous 
materials and applying this approach to study phenomena in nanotribology, will be 




This study developed a new multiscale approach which can be employed to scale up the 
modeling of both crystalline and amorphous materials. The so-called Pseudo Amorphous 
Cells (PACs) are used to reduce the number of degrees of freedom for regions of small 
deformation while atomistic description is concurrently used for regions of large 
deformation. The entire system can be modeled as a combination of PAC cells and atoms. 
The seamless coupling of PAC cells with atoms is achieved through a pre-determined 
transformation matrix, which maps the displacements of individual atoms to the 
displacements of the PAC nodes. The proposed multiscale approach was implemented 
using C++ for both 2D and 3D. Multiscale and molecular mechanics simulations of 
nanoindentation were then performed. It was found that results obtained from multiscale 
simulations are almost identical with those obtained from pure molecular mechanics 
simulations for both crystalline and amorphous materials, indicating that the proposed 
multiscale approach is accurate for both crystalline and amorphous materials.  




It was further investigated why the proposed approach is accurate for amorphous 
materials. Two distinguishing features of the PAC-based modeling, namely, non-local 
formulation of continuum description for discrete systems and the ability to capture the 
inhomogeneity of displacement field of the amorphous cell are found to be the main 
reasons. The non-local effect of the discrete systems is addressed by formulating the PAC 
with considerations of interatomic forces from outside the cell. It was also found that the 
proposed approach can capture the inhomogeneity of displacement field for amorphous 
material which other multiscale approaches normally ignore. This may be attributed to 
the fact that the displacement field is obtained directly from the force filed for the PAC 
approach whereas it is assumed to be homogeneous for the other methods.   The 
significance of the PAC multiscale method is that almost all multiscale techniques to date 
focus only on crystalline materials. 
 
It should be noted that the potentials used for the previous 2D and 3D formulation are of 
simple form with pair-wise interactions and bonds only. However, the pair-wise and bond 
interactions are usually not enough to accurately represent real materials. Instead, more 
complex potentials or so-called force fields are usually used for the simulation of real 
materials. Hence, the PAC-based multiscale approach was extended to include more 
complex force fields involving multi-body interactions (angle, dihedral and improper). In 
this extension, the single-cell and two-cell interactions are incorporated in a similar way 
as the formulations for pair-wise and bond interactions. Three-cell interactions are 
incorporated using a number of complementary matrices. This extension was validated by 
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performing multiscale simulations using the united atom model for polyethylene and 
Stillinger-Weber potential for silicon. 
 
Finally, the multiscale approach was applied to study two main aspects of nanotribology, 
namely, nanoindentation and friction/sliding at nanoscale.  
 
A systematic study of nanoindentation on PE film/silicon substrate was carried out. The 
typical indentation force versus indentation depth curve was analyzed. It is shown that the 
configuration under the indenter becomes denser and denser until it becomes a monolayer, 
leading to a stiffer and stiffer response. The effects of tip rounding radius, included angle 
and interface strength on the indentation behaviors were then systematically investigated. 
Material pile-up, which is commonly observed in experiments, is reproduced in the 
multiscale simulations. The effect of pile-up on the contact depth and contact area was 
examined. It is shown that the real contact depth and the real contact area are generally 
larger than the theoretically estimated contact depth and contact area, respectively. 
Finally, atomic interface delamination was investigated. The transverse interface 
delamination is found to be the dominant form of delamination. 
 
Multiscale simulations of nanoscale sliding were also performed. Two dimensional 
multiscale simulation of sliding on a crystalline substrate shows a stick-slip phenomenon. 
This is commonly observed in experiments. The load-control sliding of silicon ball 
against polyethylene substrate was then studied. The typical penetration depth curve for 
load-control sliding was presented and analyzed based on the examination of atom 
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number density distribution. When the sliding starts, the slider is found to sink deeper 
into the substrate up to a maximum depth before it rises again and fluctuates about a 
mean value. The coefficients of friction obtained from multiscale simulations are around 
0.2, which is comparable to that obtained in some experiments. Close examination of the 
surface topologies show that the polymer chains generally line up in the sliding direction 
after all the simulations.  
 
The successful applications of the proposed multiscale approach further prove that it is a 
general multiscale approach. Moreover, these findings suggest that the proposed 
multiscale approach could be used to simulate complex multiscale phenomena involving 
contacts, free surfaces, and interfaces. Hence, the proposed multiscale approach 
significantly increases the capability to model multiscale phenomena of amorphous 
materials.  
 
9.2 Recommendations for Future Work 
 
The following possible directions for future work are proposed: 
 
(1). Although a new multiscale approach applicable for both crystalline and amorphous 
materials has been developed and applied to study nanoindentation and friction/sliding, 
the models used are still relatively small compared with the models in real experiments. 
Due to the limited computational resource, only models of tens of nanometers were 
studied. To address this problem, future studies should scale up the PACs to an even 
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higher scale. This can be done through matrix condensation of stiffness matrix for PAC 
regions. The matrix condensation can reduce the present PAC cells to finite elements. 
Hence, it becomes possible to construct the entire model as a combination of finite 
elements, PAC cells, and atoms. An alternative to addressing this problem is to do 
parallel coding. With a parallel code, the simulation size could be up to the micron level.  
 
(2). Another extension of this study is to explore more applications of the proposed 
multiscale approach, such as crack propagation, friction of rough contacts, indentation 
and sliding for various materials, and interface interactions. These applications could help 
better understand the coupled molecular-continuum phenomena.  
 
(3). In this study, only quasi-static problems with no temperature effects were 
investigated. This is sufficient for low-speed indentation and sliding. However, for high-
speed applications such as high-speed sliding, it is necessary for us to consider 
temperature. The statistical fluctuation of temperature could be formulated and added to 
nodal quantities to account for temperature effect. Further extension to dynamic problems 
could also be topics of future work. 
 
(4). Inspired by the non-local continuum formulation of the PAC formulation, it is also 
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Calculating the Stiffness Matrix of Pair-wise Potentials 
 
We first consider the 2D case, let the pair-wise potential as  ijr , where ijr  is the 
distance between atoms i  and j , and its square is given as, 
 
   222
ijijij yyxxr   (A.1) 
 
The single and double derivatives of the function is expressed as, 
 

















































Here, x,  or y , and inm ,  or j .  
 
We note that (A.2) corresponds to the component of force in the   direction acting on 
bead m  Also, (A.3) corresponds to the element in the stiffness matrix corresponding to 
  direction of bead m  and   direction of bead n . 
 
From (A.1), we obtain, 















































































































































































































































f , then (A.2) and (A.4) give, 




































f  (A.8) 
 


















































































Similarly, the stiffness matrix for the three dimensional case can be calculated. The 
square of the distance between two atoms can be expressed as, 
 
     2222
ijijijij zzyyxxr   (A.10) 
 
Let jix xxd  , jiy yyd   and jiz zzd  , then we have, 
 



















































































































































































































































































































































i ffffff ][f , then Eq. (A.2) 








































f  (A.16) 





















































































































































































































































  (A.22) 
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  (A.23) 
 




Strain Contour Calculation 
 
To plot the strains at a point  00 , yx , we use a moving least squares (MLS) 
approximation of the displacement field. The approximated displacements ),(~ yxu  and 
),(~ yxv  around point  00 , yx  are expressed using a polynomial basis, 
 
pa
Tu ~  (B.1) 
 



































p  (B.2) 
 
where 0xxx   and 0yyy  .  
 
Similarly, pb
Tv ~ , where b is a different set of coefficients. 
 
The coefficients of the polynomial in (B.1), a, are determined by minimizing the 
weighted error of ),(~ yxu compared to the displacements of atoms within a distance of 
R from  00 , yx . The weighted error, e , is given by, 




   
i
iiii uyxurwe
22 ,~)(  (B.3) 
 
Here, iu  is the x  displacement of atom i ,  ii yx  ,  is the position of atom i relative to 
 00 , yx  and 
22
iii yxr   is the distance of atom i  from  00 , yx . 
 
The weight )(rw  is a function that decreases monotonically from unity at 0r  to zero 



























)(  (B.4) 
 
Inserting (B.1) into (B.3) gives, 
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Inserting Eq. (B.9) into (B.1) gives an expression for u~ , from which the strain ),( 00 yxx  
can be obtained as, 
 




















  (B.10) 
 
The expression for pb
Tv ~  is obtained in a similar manner. Thereafter,  00 , yxy  and 
 00 , yxxy  are obtained from definition as in (B.10). 
