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The presence of refractive index fluctuations in an optical medium can result in the generation of
optical rogue waves. Using numerical simulations and statistical analysis, we have shown that the
probability of optical rogue waves increases in the presence of spatial correlations in the fluctuations
of the refractive index. We have analyzed the impact of the magnitude and the spatial correlation
length of these fluctuations on the probability of optical rogue wave generation.
I. INTRODUCTION
Oceanic freak or rogue waves (RW) are large, rare,
and unpredictable waves that appear in relatively calm
waters, and are claimed to result in maritime disas-
ters involving ship disappearances [1]. The science of
RWs in optics was initiated by observing extraordinar-
ily high field amplitude peaks at certain wavelengths in
the chaotic spectrum from the supercontinuum [2]. It
is now understood that RWs can appear in different cir-
cumstances in both linear and nonlinear systems [3–6].
In recent years, numerous theoretical and experimental
results have been reported on the generation and study of
RWs in different optical platforms. Examples in nonlin-
ear systems include supercontinuum generation in optical
fibers [2, 7–9], nonlinear waves in optical cavities [10, 11],
and Raman fiber amplifiers [12, 13]. There have been
only a few reports on studies of RWs in linear sys-
tems [4, 14–17]. In particular, Ref. [14] conducted a mi-
crowave transport experiment in a quasi-two-dimensional
resonator with randomly distributed conical scatterers
and found hot spots corresponding to RWs.
In this Letter, we expand on the results of Ref. [14] and
study the impact of the spatial correlation in the fluctu-
ations of the material dielectric constant on the proba-
bility of RW generation. Our analysis targets the optical
domain and the results are notable because in practice
refractive index fluctuations always occur with a finite
correlation length. In the examples that we explore in
this Letter, we show that with increasing the correlation
length, the probability of RW generation increases. We
apply our analysis to examine whether the increased like-
lihood of hot spots (RWs) may be linked to premature
material failure when exposed to high-intensity laser ra-
diation [18]. Our analysis is performed in the linear do-
main, similar to Ref. [14]. We study the effect of the
correlation length (µ) and the dielectric constant fluctu-
ation contrast (DCFC, ∆), which is defined as the dif-
ference between the maximum and the minimum of the
dielectric constant, on the probability of occurrence of
optical RWs. We show that both the correlation length
∗ mafi@unm.edu
and DCFC have significant impacts on the probability of
RW generation.
II. SIMULATIONS
Simulations are performed with the finite-difference
time-domain (FDTD) method [19] using Meep, which
is an open-source software package for electromagnetics
simulation [20]. Meep simulates fully vectorial Maxwell’s
equations:
∂B
∂t
= −∇×E− JB − σBB, B = µH, (1)
∂D
∂t
= ∇×H− J− σDD, D = εE, (2)
where E is the electric field, D is displacement field, H
is the magnetic field, and B is the magnetic flux density.
ε is the dielectric constant, µ is the magnetic permeabil-
ity, J (JB) is the current density of electric (magnetic)
charge, and σB (σD) terms correspond to (frequency-
independent) magnetic (electric) conductivities.
The occurrence of RWs is due to random fluctuations
in the material; therefore, it must be studied using a sta-
tistical approach. For each dielectric medium identified
with a particular value of DCFC and correlation length,
we create an ensemble of “statistically equivalent” di-
electric media [21]. Each ensemble contains a sufficiently
large number of elements required for obtaining proper
statistics to estimate the probability of RW generation.
The dielectric medium is assumed to have no absorption
and is invariant in the y-direction, and light is incident
along the z-direction. Both the width of the medium in
the transverse x-direction and its length in the longitu-
dinal z-direction are each chosen to be 100λ. The inci-
dent light is a monochromatic plane-wave of wavelength
λ, and the polarization of the light is perpendicular to
the x-z plane. Perfectly matched layers of thickness λ
are placed all around the medium. The numerical cell
size is set at λ/15, which is sufficiently small compared
with the wavelength of light to ensure the accuracy of
the computation. The background dielectric constant of
the medium is assumed to be  = 2. The propagation
of the wave is computed until the steady state is estab-
lished. Depending on the value of DCFC and correlation
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2length, 2,000 to 5,000 simulations are performed in each
case. Simulations are performed on 20 nodes of a super-
computer, where each node has 8 CPUs.
To construct the medium with a randomly fluctuat-
ing dielectric constant with a specific correlation length,
we employ the following procedure: we first create a ran-
dom vector X representing the dielectric constant at each
point on the 2D computational grid in the x-z plane.
The dielectric constant on the computational grid is sam-
pled at N = 100 points in each spatial coordinate and
is represented by indices i, j = 1, · · · , N . An element
of X is represented by Xα, where α(i, j) = i + N × j;
therefore, X has 1002 = 10, 000 elements. Xα consists
of uncorrelated random variables, which are chosen uni-
formly in the range [−∆,∆]; therefore, E(Xα) = 0 and
E(Xα, Xβ) = ∆
2/3, where α, β =, 1, · · · N2. In matrix
language, we have:
E(X) = 0, E(X,XT ) = (∆2/3)1, (3)
where E represents the expectation value. To transform
X to a correlated random vector, we start with the de-
sired covariance matrix Q identified by the correlation
length µ. The elements of Q are constructed according
to:
Qα,β = exp(−d˜(α, β)/µ2), (4)
where d˜(α, β) is the square of the physical distance be-
tween points α and β on the computational grid. There-
fore, the correlation between two points decreases expo-
nentially as a function of their separation. We then use
Cholesky decomposition to decompose the real symmet-
ric positive-definite matrix Q into a unique product of a
lower triangular matrix L with its transpose LT :
Q = LLT . (5)
We then define another vector Z = LX with the following
property:
E(Z) = 0, E(Z,ZT ) = (∆2/3)Q, (6)
which represents the desired correlated random vector.
To simulate the propagation of light and RW genera-
tion in each element of an ensemble for a given value of
∆ and µ, we generate a Z vector, representing the fluc-
tuations of the dielectric constant in that element. Al-
though the variance of the elements of Z are bounded by
∆2/3, the size of the elements of Z become occasionally
larger than ∆, resulting in unacceptably large dielec-
tric constant fluctuations. In such cases, we remove this
element from the ensemble and generated another Z, en-
suring that the size of each element remains smaller than
or equal to ∆. By following this procedure, the correla-
tion is persevered and the maximum values of fluctuation
in the dielectric constant is guaranteed to remain below
∆ for a more realistic representation of a dielectric. Be-
cause of this selective elimination, the statistics will de-
viate slightly from the continuous uniform distribution,
which is inconsequential in the general observations we
present in this Letter.
III. RESULTS
In Fig. 1, the refractive index and light intensity pro-
files are shown for three different dielectric media with
different values of the correlation length for refractive in-
dex fluctuations. From the top row to the bottom row,
the correlation lengths are 0.2λ, 1.3λ, and 2.8λ, respec-
tively; ∆ = 0.4 is assumed in all three cases. The
left column in Fig. 1 shows the refractive index fluctu-
ations and the effect of the increased correlation length
from top to bottom row is visible. The right column
shows the intensity of the propagated light: in each case,
the incident light is a plane-wave with the wavelength
λ, which propagates along the z-direction (from left to
right). The branching flow of light clearly appears in
this linear regime, and several high-intensity spots are
observed in each case. As the correlation length is in-
creased, the number of branches decrease, but the peaks
appear to become more prominent and intense. There-
fore, it is desirable to investigate the impact of an in-
crease in the correlation length of the refractive index
fluctuation on the occurrence of the RWs quantitatively.
To quantify the occurrence rate of the RWs, we first
need to identify them. In Fig. 2, we show an example of
the propagation of light through a randomly correlated
dielectric medium, defined by ∆ = 0.4 and µ = 2.8λ.
Figure 2(b) is a three-dimensional display of intensity,
zoomed-in over the black square in Fig. 2(a), in which
the optical RW is seen. To find the occurrence of an
RW event, after steady-state of the propagated wave is
established, the intensity of the optical field is extracted
in the matrix format sampled at each position. Then a
two-dimensional local intensity peak-detection procedure
is performed over the intensity matrix, where each inten-
sity pixel is compared to its eight neighbors, from which
a peak intensity probability distribution (PIPD) is cal-
culated. The PIPD, P (I), is defined such that P (I) dI is
proportional to the number of local peaks in the intensity
range of I and I + dI.
To identify an intensity peak as a RW after PIPD is de-
termined, one can use one of the following two commonly
used methods: Method 1 is based on the Longuet-Higgins
random seas model [22], where the central limit theorem
is applied to the random superposition of a large number
of optical waves with different propagating directions, re-
sulting in a Rayleigh probability distribution for the in-
tensity peaks of the form P (I) = e−I ; and in Method
2 RWs are identified using the RW-intensity-threshold
in PIPD. The RW-intensity-threshold (IRW) is given by
IRW = 2IS , where IS is the mean of the upper third of
peaks in the PIPD and all peak events with higher inten-
sity than IRW are identified as RWs [23]. In Fig. 3, we
employ Method 2 to the configuration discussed in Fig. 2:
the calculated PIPD is shown, where the peak events that
satisfy Ipeak > IRW are highlighted by a darker back-
ground color.
In this Letter, we use Method 2, which is also com-
3FIG. 1. (a), (c), and (e) show the fluctuations in the refractive
index profiles with the correlation lengths of 0.2λ, 1.3λ, and
2.8λ, respectively, where ∆ = 0.4 is assumed in all three
cases. (b), (d), and (f) show the light intensities related to (a),
(c), and (e), respectively. The incident plane-wave propagates
along the z-direction, from left to right.
monly used in the theory of scattering from random po-
tentials. To evaluate the impact of the correlation length
on the occurrence probability of RWs, we propagated an
optical plane wave through a randomly correlated mate-
rial with the same geometry and the dielectric contrast
of ∆ = 0.08. The number of RWs is counted based on
the statistical approach of Method 2. This process is re-
peated for 2000 different media (random realizations of
the ensemble) for each value of the correlation length.
Finally, the average and standard deviation of the num-
ber of RWs are calculated and the result is shown in
Fig. 4. The average number of RWs increases by nearly
two orders of magnitude when the correlation length in-
creases from 0.2λ to 2.8λ–this implies that the effect of
correlation length is substantial on the probability of RW
generation. This observation is the main finding in this
Letter and the simulations are generic enough to suggest
that this behavior is universal for at least a broad range
of correlation lengths.
Another parameter that plays an essential role in form-
ing optical RWs is the fluctuation contrast in the dielec-
FIG. 2. (a) The propagation of light through a random di-
electric medium with µ = 2.8λ and ∆ = 0.4 is shown. The
incident light is a plane-wave with the wavelength λ. The
light is propagated along the z-direction (from left to right).
(b) A 3D display of the intensity corresponding to the black
square region in subfigure (a) displays the profile of an optical
RW.
FIG. 3. The simulations presented in this figure correspond
to µ = 2.8λ and ∆ = 0.4. The probability distribution of the
peak intensities is plotted versus the intensity values of the
peaks. The vertical orange line marked with IRW indicates
the threshold of the optical RWs based on Method 2, above
which the events are identified as RWs.
tric constant. To investigate its impact, we propagated
an optical plane wave through a randomly correlated ma-
terial with the same geometry and the correlation length
of µ = 2.8λ for different values of ∆. For each value of
∆, a large number of ensemble elements were generated
to obtain sufficient statistics on the number of RWs. The
number of ensemble elements was 5,000 for each value of
∆ ≈ 2n∆n, where ∆n is the fluctuation contrast in the
refractive index. The scaling of the number of RWs gen-
erated versus ∆n/n is shown in Fig. 5(a) in a linear scale
and in Fig. 5(b) in logarithmic scale and the results indi-
cate that the effect of the magnitude of fluctuation in the
refractive index has a sizable impact on the probability
of RW generation.
The results presented in Fig. 5 are for in-plane fluctua-
tions. In reality, the refractive index fluctuations occur in
the full volume; therefore, one expects that the number
of RWs in a sample with fluctuations in three dimensions
(N3) scale as N3 ∝ N3/22 , where N2 is the number of
4FIG. 4. The number of RWs versus the correlation length: the
dots are the average number of RWs for a specific correlation
length and the error bars are the standard deviation of the
total number of RWs for each correlation length.
FIG. 5. (a) The mean number of RWs per simulated slab as
a function of the normalized refractive index fluctuation con-
trast ∆n/n is shown, where the correlation length of µ = 2.8λ
is assumed. The error bars are the standard error calculated
for a sample size of 5,000 at each point; (b) Identical to (a),
except plotted in a logarithmic scale.
RWs in a sample with only in-plane fluctuations. Con-
sidering that the area of each sample here is assumed to
be 104λ2, one can readily estimate the mean number of
RWs generated per λ3 volume element in the presence of
the correlated refractive index fluctuations in 3D. The re-
sult is plotted in Fig. 6, which is extracted from Fig. 5(b),
where the number of RWs is divided by 104 to find the
number of in-plane RWs per λ2 area and subsequently
raised to the power 3/2 to find the expected number of
RWs per λ3 volume.
FIG. 6. The mean number of RWs per λ3 volume as a function
of the normalized refractive index fluctuation contrast ∆n/n
is shown, where the correlation length of µ = 2.8λ is assumed.
Figure 6 shows that for ∆n ≈ 0.02, the mean number
of RWs per λ3 volume is on the order of 10−15. There-
fore, for visible wavelength with λ ≈ 500 nm, the mean
number of RWs generated in a sample of 1 cm3 volume is
approximately 0.01. In optical glasses, the nominal value
for refractive index fluctuations is around ∆n ≈ 0.00001
or less. Figure 6 indicates that the probability for RW
generation at such small refractive index fluctuations is
quite small. Therefore, RWs are likely not responsible
for the premature failure of optical materials below their
nominal optical damage threshold in the bulk. However,
it is possible that the presence of contaminants on op-
tical surfaces such as dust, water, and skin oils, or im-
perfect polishing provide sufficient phase fluctuation on
the surface to create hot spots as RWs near the surface,
resulting in a lower damage threshold. It must be noted
that the discussions in this Letter are exclusively on RW
generation according to the definition of Method 2 and
it is quite possible that refractive index fluctuations of
around ∆n ≈ 0.00001 can still result in intensity peaks
that do not qualify as a RW but can still contribute to
the premature optical material failure.
IV. CONCLUSION
We have shown that the presence of spatial correlation
in the fluctuations of the refractive index of a dielectric
media has an impact on the probability of rogue wave
generation. In the examples that we explored in this Let-
ter, we observed that by increasing the correlation length,
the likelihood of rogue wave generation increases. A pos-
sible explanation for this behavior is that the presence
of a spatial correlation result in an underlying structure
that mimics a photonic crystal, in which the rogue waves
are created as a coherent enhancement of amplitude due
to a Bragg-type scattering behavior [24, 25]. Our exam-
ples are generic; therefore, we believe our conclusions can
5be broadly applied to all coherent wave systems.
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