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CONTROL THEOREM AND FUNCTIONAL EQUATION OF SELMER
GROUPS OVER p-ADIC LIE EXTENSIONS
SOMNATH JHA, TADASHI OCHIAI
Abstract. Let K∞ be a p-adic Lie extension of a number field K which fits into the
setting of non-commutative Iwasawa theory formulated by Coates-Fukaya-Kato-Sujatha-
Venjakob. For the first main result, we will prove the control theorem of Selmer group
associated to a motive, which generalizes previous results by the second author and
Greenberg. As an application of this control theorem, we prove the functional equation
of the dual Selmer groups, which generalizes previous results by Greenberg, Perrin-Riou
and Za´bra´di. Especially, we generalize the result of Za´bra´di for elliptic curves to general
motives. Note that our proof is different from the proof of Za´bra´di even in the case of
elliptic curves. We also discuss the functional equation for the analytic p-adic L-functions
and check the compatibility with the functional equation of the dual Selmer groups.
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Introduction
Let us fix a prime number p throughout the paper. Let K be a number field and let
K be a finite extension of Qp whose ring of integers is denoted by O. For any p-adic Lie
group G, we define Λ(G) := lim←−
U
Zp[G/U ] to be the completed group ring where U varies
over open normal subgroups of G. We denote by ΛO(G) the base extension Λ(G) ⊗Zp O.
Let A ∼= (K/O)⊕d be a discrete Galois representation of the absolute Galois group GK
of K and a p-adic Lie extension K∞/K. In the first part of the paper, we prove the control
theorem of the Selmer group of A over K∞/K. Control theorem was originally studied by
Mazur [Ma] for the behavior of the Selmer groups of ordinary elliptic curves when K∞/K
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is the cyclotomic Zp-extension. The work was generalized in two directions: from elliptic
curves to general Galois representations [Oc1] and from the cyclotomic Zp-extension to
general non-commutative p-adic Lie-extensions [Gr2]. Here, we study a bi-product of these
two different generalizations of [Oc1] and [Gr2]. To study the most general setting, we
will prepare the notation and fix the setting below. Then, we will formulate and prove a
control theorem with precise description of the kernel and the cokernel of the restriction
map.
First, we introduce error terms EA0 and E
A
1 which will appear in the control theorem
and in the theorem of functional equation. Let U be the set of open subgroup of G =
Gal(K∞/K). For each U ∈ U , we denote by KU the fixed field (K∞)U . We will denote by
u a prime in KU and by v a prime in K. We denote by DU,u (resp. IU,u) the decomposition
group (resp. inertia group) of GKU at u.
Let Γcyc be the Galois group of the cyclotomic Zp-extension Gal(Kcyc/K) of K. For
any continuous character ρ : Γcyc → Z×p , we denote by Aρ the twist A ⊗ ρ of the Galois
representation A by ρ. Let PU be the set of primes u of KU such that the image of
IU,u ⊂ GKU via GKU ։ U = Gal(K∞/KU ) is infinite. Under the assumption that
V = lim←−nApn ⊗Zp Qp satisfies the condition (Pan) which will be stated in Definition 1.3,
we define error terms E
Aρ
0,U =
⊕
u∈PU
E
Aρ
U,u and E
Aρ
1,U =
⊕
u∈PU ,u∤p
E
Aρ
U,u by putting:
E
Aρ
U,u =
{
Ker
[
H1(IU,u, Aρ)
DU,u −→ H1(I∞,w, Aρ)D∞,w
]
if u ∤ p.
Ker
[
H1(IU,u, Aρ/F
+
v Aρ)
DU,u −→ H1(I∞,w, Aρ/F+v Aρ)D∞,w
]
if u | p (1)
where F+v Aρ is the filtration induced by the filtration F
+
v Vρ = F
+
v V ⊗ ρ given by the
condition (Pan) through the surjection Vρ ։ Aρ. When the twisting representation ρ is
trivial, we denote E
Aρ
U,u, E
Aρ
0,U and E
Aρ
1,U by E
A
U,u, E
A
0,U and E
A
1,U respectively. We further
define:
E
Aρ
0 := lim←−
U
E
Aρ
0,U = lim←−
U
⊕
u∈PU
E
Aρ
U,u, (2)
E
Aρ
1 := lim←−
U
E
Aρ
1,U = lim←−
U
⊕
u∈PU ,u∤p
E
Aρ
U,u. (3)
Under the condition (Pan) on V = lim←−nApn ⊗Zp Qp, we will define the Selmer group
SelGrAρ(KU ) for A over KU whose precise definition is recalled in Definition 1.11. We
denote the inductive limit lim−→
U∈U
SelGrAρ(KU ) by Sel
Gr
Aρ(K∞). We are interested in the following
functorial restriction map:
resAρ,U : Sel
Gr
Aρ(KU ) −→ SelGrAρ(K∞)GKU . (4)
and we have the following control theorem for these restriction maps:
Theorem 0.1 (Control Theorem). Let K∞ be a p-adic Lie Galois extension of K
which fits into the setting (G), (K) of Definition 1.1 (see §1). Let V ∼= K⊕d be a p-adic
representation of GK satisfying the condition (Pan) of Definition 1.3 (see §1). We fix a
GK-stable O-lattice T ⊂ V and we put A := V/T .
Then, the following statements hold for any continuous character ρ : Γcyc → Z×p and
for the restriction map resρ,U :
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(1) (a) Assume the condition (A) of Definition 1.6 (see §1) for A = V/T . Then the
group Ker(resAρ,U ) is a finite group whose order is bounded independently of
U ∈ U .
(b) Assume the condition (Red) of Definition 1.1. Then the group Ker(resAρ,U ) is
a finite group when U varies in U . Further, the inverse limit lim←−U Ker(res
A
ρ,U )
is a finitely generated Zp-module.
(2) (a) Assume the condition (A) of Definition 1.6 and the condition (Vq) of Defini-
tion 1.3 for each q (6= p) dividing PU . Assume one of the following situations
(i) The condition (Ap) of Definition 1.6 holds.
(ii) The condition (Solp) of Definition 1.1 and the conditions (Ord) and
(Vp) of Definition 1.3 hold.
Then the group Coker(resAρ,U ) is a finite group when U moves in U . Further,
we have a natural map E
Aρ
0,U −→ Coker(resAρ,U ) whose kernel and cokernel are
finite groups and their orders are bounded independently of U ∈ U .
(b) Assume the condition (Red) of Definition 1.1 and the condition (Vq) of Defini-
tion 1.3 for each q (6= p) dividing PU . Assume one of the following situations
(i) The condition (Ap) of Definition 1.6 holds.
(ii) The condition (Solp) of Definition 1.1 and the conditions (Ord) and
(Vp) of Definition 1.3 hold.
Then the group Coker(resAρ,U ) is a finite group when U moves in U . Further,
we have a natural map E
Aρ
0 = lim←−U E
Aρ
0,U −→ lim←−U Coker(res
A
ρ,U ) whose kernel
and cokernel are finitely generated Zp-modules.
The proof of Theorem 0.1 will be given in Section 2.
Remark 0.2. In a non-commutative p-adic Lie extension K∞/K, we need to calculate and
estimate the growth of the kernel and cokernel of the natural restriction map in the Control
Theorem carefully in the proof of the algebraic functional equation because, even if these
kernel and cokernel are finite at every intermediate field, they might not be universally
bounded. Also, to calculate the contribution of the local terms in the Control Theorem,
we need to keep in mind that the primes over p as well as the primes above ℓ 6= p can be
infinitely ramified.
In the latter part of the paper, we prove the algebraic functional equation (the functional
equation of the Selmer group of A over K∞/K) by applying Theorem 1. Let us set
H := Gal(K∞/Kcyc) and let MH(G) be the category of finitely generated ΛO(G)-modules
M such that M/M(p) are finitely generated over ΛO(H) where M(p) is a union of all
pn-torsion subgroups M [pn] of M . We denote by K0(MH(G)) the Grothendieck group of
MH(G). For an object M in MH(G), the class of M in K0(MH(G)) is denoted by [M ].
Given a ΛO(G)-modules M , M
ι is a ΛO(G)-module where M
ι = M as an O-module but
G acts via the involution m.g = g−1m for all g ∈ G.
Theorem 0.3 (Algebraic Functional Equation). Let K∞/K, V , A be as in the setting
of Control Theorem (Theorem 0.1). Let SelGrA (K∞)
∨denote the dual Greenberg Selmer
group of A over K∞. Assume that Sel
Gr
A (K∞)
∨ and SelGrA∗(1)(K∞)
∨ are in MH(G) where
we set A∗ = Hom(A,K/O) ⊗O K/O. Assume that all of the following conditions are
satisfied simultaneously.
(1) For every continuous character ρ : Γcyc → Z×p , the groups Ker(resA
∗(1)
ρ,U ) and
Coker(res
A∗(1)
ρ,U ) are finite groups for each U ∈ U .
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(2) Either one of the following two conditions are satisfied.
(a) The order of Ker(res
A∗(1)
U ) is bounded independently of U ∈ U . Further, we
have a natural map E
A∗(1)
0,U −→ Coker(resA
∗(1)
U ) whose kernel and cokernel are
finite groups and their orders are bounded independently of U ∈ U .
(b) The inverse limit lim←−U Ker(res
A∗(1)
U ) is a finitely generated Zp-module. Fur-
ther, we have a natural map E
A∗(1)
0 −→ lim←−U Coker(res
A∗(1)
U ) whose kernel
and cokernel are finitely generated Zp-modules. Moreover, hypothesis (Van)
of Definition 1.1 holds.
(3) Either the hypothesis (a) or the hypothesis (b) of Proposition 4.7 holds.
(4) Either the condition (Ap) of Definition 1.6 or the condition (Vanp) of Definition
1.1 holds.
Then we have the following equality in K0(MH(G)):[
SelGrA (K∞)
∨
]
+
[
E
A∗(1)
1
]
=
[(
SelGrA∗(1)(K∞)
∨
)ι]
where EA1 := lim←−
U
EA1,U is an exceptional term defined by the equation (3).
A quite interesting phenomenon in the non-commutative case observed in the above
theorem is that the functional equation is not really symmetric as in the commutative
case and it has some error terms, which we call the exceptional divisor. The proof of
Theorem 0.3 will be given in Section 5.
We denote by SelBKAρ (KU ) the Bloch-Kato Selmer group for A over KU whose definition
is similar to SelGrAρ(KU ) replacing the local condition H
1
Gr(KU,u, A) of Definition 1.11 by the
local condition H1f (KU,u, A) of Bloch-Kato given in [BK, Section 3]. We denote the induc-
tive limit lim−→
U∈U
SelBKAρ (KU ) by Sel
BK
Aρ (K∞). It is known that Sel
BK
Aρ (KU ) (resp. Sel
BK
Aρ (K∞))
is a subgroup of SelGrAρ(KU ) (resp. Sel
Gr
Aρ(K∞)).
Remark 0.4 (Algebraic Functional equation for Bloch-Kato Selmer group). Let us keep
the hypotheses (and the notation) of Theorem 0.3 above. Then SelBKA (K∞)
∨ and SelBKA∗(1)(K∞)
∨
are in MH(G) and we have the following equality in K0(MH(G)):
[
SelBKA (K∞)
∨
]
+
[
E
A∗(1)
1
]
=
[(
SelBKA∗(1)(K∞)
∨
)ι]
.
This duality for Bloch-Kato Selmer groups over K∞ follows from the proof of Theorem
0.3. (see Section 5).
We give an example where all the conditions of Theorem 0.1 and Theorem 0.3 are
satisfied simultaneously. Also see Example 1.10.
Example 0.5. We consider the false-Tate curve extension K∞ = Q(µp∞ , a1/p
∞
) appearing
in Example 1.7.
Let f be a normalized eigen cuspform of weight k ≥ 2 whose conductor is prime to p
and assume that ap(f) is a p-adic unit as in Example 1.7(2). We take a lattice T ⊂ Vf (j)
for an intger j satisfying 1 ≤ j ≤ k−1 and put A = T ⊗Qp/Zp. Then, from the discussion
of Example 1.5(3), Example 1.7(3) and Example 4.10, we have the following:
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(1) For any continuous character ρ : Γcyc → Z×p , Ker(resA
∗(1)
ρ,U ) is a finite group whose
order is bounded independently of U ∈ U and Coker(resA∗(1)ρ,U ) is a finite group for
any U .
Further, the kernel and cokernel of the natural map E
A∗(1)
0 −→ lim←−U Coker(res
A∗(1)
U )
are finite groups of bounded order, independent of U .
(2) Moreover, if SelGrA (K∞)
∨ and SelGrA∗(1)(K∞)
∨ are in MH(G), then[
SelGrA (K∞)
∨
]
+
[
E
A∗(1)
1
]
=
[(
SelGrA∗(1)(K∞)
∨
)ι]
in K0(MH(G))
where EA1 is defined in (2).
(3) Whenever SelGrA (Q(µp∞))
∨ is a finitely generated Zp-module, then SelGrA (K∞)
∨ and
SelGrA∗(1)(K∞)
∨ are in MH(G).
Remark 0.6 (Historical comments). Our result is a generalization of [Gr1], [Pe] and that
of [Za1], [Za2] and [BZ]. The last three papers establish functional equation of Selmer
groups of p-ordinary elliptic curves over certain p-adic Lie extensions K∞/K including
false-Tate extensions and GL2-extensions. We allow more general Galois representations
and more general p-adic Lie extensions compared to the above mentioned articles. There
is also a related work of Hsieh [Hs] on algebraic functional equation over CM fields.
Remark 0.7 (Technical comments). The method of proof in our work is different from
preceding results [Za1], [Za2] and [BZ] even in the case of Selmer groups for elliptic curves
which were already studied by them. In their works, functional equations are proved as
follows: for each intermediate extension k of K∞/K which is finite over K, we have the
algebraic functional equation over the cyclotomic Zp-extension kcyc, obtained by Greenberg
and Perrin-Riou. Then they take the limit when k varies and obtain the desired functional
equation over K∞.
In our method, in some sense, the argument becomes simpler. For each finite intermedi-
ate extension k of K∞/K, we have a natural duality pairing of Selmer group thanks to the
global duality theorems of Galois cohomology and this natural pairing is perfect assuming
that these Selmer groups are of finite order [Fl]. By a technique called a twisting lemma
developed in our previous article with Za´bra´di [JOZ], we are reduced to the situation where
Selmer groups are of finite order at every finite intermediate extension k of K∞/K. Under
this situation of finiteness, we can just take the limit of this pairing with respect to k with
help of Control theorem of Selmer group (Theorem 0.1) and we obtain the desired result
for Theorem 0.3.
In the philosophy of Iwasawa theory, the characteristic class of the Selmer group is
expected to be an algebraic counterpart of the analytic p-adic L-function whose existence
is hypothetical in general. Iwasawa Main Conjecture predicts an equality in K0(MH(G))
between the characteristic class of the Selmer group and the class defined by the analytic
p-adic L-function.
Now, let us consider a specific situation, where we study the Selmer group and p-adic
L-function associated to a normalized, p-ordinary eigen cuspform f of even weight k ≥ 2
and level Γ0(N) such that N is square-free and the conductor Nf of f is not divisible
by p as discussed in Example 3 of Section 3. We take V = Vf,p(
k
2 ), the p-adic Galois
representation for f at the crtical value k/2 and take a lattice T of V = Vf,p(
k
2 ) and we set
A = T⊗Qp/Zp. Now consider a ‘false-Tate curve’ extension K∞ = Q(µp∞ , a1/p∞) for some
p-power free natural number a (see Example 1.7). Let Lp(Vf,p(k2 )) be the analytic p-adic
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L-function, whose existence is conjectural. At every Artin representation η of Gal(K∞/Q),
it makes sense to evaluate Lp(Vf,p(k2 )) at η but the evaluated value η(Lp(Vf,p(k2 ))) is only
well-defined modulo multiplication by a p-adic unit. Similarly, for any M in MH(G),
η([M ]) makes sense up to a p-adic unit. (see Section 6.)
In Appendix A, we discuss a general conjectural framework concerning the conjectural
existence and the interpolation property for expected p-adic L-functions (see (93)) as-
sociated to general p-ordinary motives. As for the interpolation property satisfied by
Lp(Vf,p(k2 )), we refer the reader to the conjectural interpolation in (75).
Theorem 0.8 (Compatibility between the algebraic side and the analytic side).
Let us assume the setting above of an ordinary normalized eigen elliptic cuspform f of even
weight k ≥ 2 and square-free level Γ0(N) with a false-Tate extension K∞/Q. Assume that
a conjectural p-adic L-function Lp(Vf,p(k2 )) ∈ K1(ΛO(G)S∗) with the interpolation property
(75) exists. Then for any Artin representation η of Gal(K∞/Q) we have the equality
η
([
SelBKA (K∞)
∨
])
η
([(
SelBKA (K∞)
∨
)ι]) = η
(Lp(Vf,p(k2 )))
η
(Lp(Vf,p(k2 ))ι) (5)
modulo multiplication by a p-adic unit.
Theorem 0.8 is restated at Theorem 6.4 and we prove it there. A key point of the
proof is to calculate the evaluations of the exceptional divisor at every Artin character η
of Gal(K∞/Q) in this specific situation. Recall that Iwasawa Main Conjecture mentioned
above (see Conjecture A.4 for details) predicts equalities [SelBKA (K∞)
∨] = δ
(Lp(Vf,p(k2 )))
and
[(
SelBKA∗(1)(K∞)
∨
)ι]
= δ
(Lp(Vf,p(k2 ))ι) in K0(MH(G)) where δ = δG is the standard
map K1(ΛO(G)S∗) −→ K0(ΛO(G),ΛO(G)S∗) = K0(MH(G)) (see (92)). Thus the equality
in (5) holds true if Iwasawa Main Conjecture holds true. A remarkable point of Theorem
0.8 is that we prove (5) without assuming Iwasawa Main Conjecture, thus supporting the
validity of Iwasawa Main Conjecture.
Outline of the paper:
In Section 1, we fix the setting of our work. We list up some conditions on p-adic Lie
extensions K∞/K and on its Galois group Gal(K∞/K). We also list up some conditions
on Galois representations V with geometric origin with which we define the Selmer group.
For these conditions, we give some examples to explain when they are satisfied and when
they are not.
In Section 2, we prove Control Theorem (Theorem 0.1). We remark that Control
theorem in non-commutative case is more complicated than its commutative counterpart.
Sometimes it happens that kernels and cokernels are finite but unbounded.
As remarked after Theorem 0.3, the exceptional divisor plays an important role in the
statement of the algebraic functional equation. In Section 3, we calculate some examples
of the exceptional divisor. Using general results obtained in previous section, we determine
the exceptional divisor for some non-commutative extensions where V is associated to an
elliptic curve or a modular form. We also prove that the exceptional divisor is trivial when
the extension K∞/K is commutative.
In Section 4, we prove the vanishing of some higher extension groups associated to
Selmer groups in the category MH(G). Main result of the section is Proposition 4.7 and
we use some criterion of Ardakov and Wadsley for the triviality of the class of a module
of finite cardinality in certain Grothendieck groups.
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In Section 5, we finally give the proof of the algebraic functional equation (Theorem
0.3) using the vanishing result of the previous section.
In Section 6, we first prove the analytic functional equation for the conjectural analytic
p-adic L-function of an elliptic curve over the false-Tate curve extension. Then we prove
that the algebraic functional equation is compatible with the analytic functional equation,
as predicted by the Iwasawa Main Conjecture. The most important technical point is to
calculate of the evaluation of the error terms on the algebraic functional equation at every
Artin representation of Gal(K∞/Q) and to check that they match with the ‘error terms ’
of the analytic functional equation, given by the Euler factors at certain bad primes.
In Appendix A, we first recall some basic conjectures on the complex L-function associ-
ated to a motive M . Then we formulate the conjecture on the existence of analytic p-adic
L-function Lp(V ) in a non-commutative situation when V is associated to a p-ordinary
motive.
Notation: Given a left ΛO(G)-modules M , M
ι is a right ΛO(G)-module where M
ι =M
as an O-module but G acts via the involution m.g = g−1m for all g ∈ G. We extend this
action of G, O-linearly to make M ι a right ΛO(G)-module. For a discrete module A which
is isomorphic to a direct sum of a finite copies of K/O, we set A∗ = Hom(A,K/O)⊗OK/O.
For a finite dimensional K-vector space V , we denote its K-linear dual by V ∗. For a discrete
O-module M , we denote the Pontryagin dual Homcont(M,Qp/Zp) by M∨.
Unless otherwise specified, all modules over ΛO(G) are considered as left modules.
However, given a left ΛO(G)-module M , we view Ext
i
ΛO(G)
(M,ΛO(G)) as a right ΛO(G)-
module and ExtiΛO(G)(M
ι,ΛO(G)) again as a left ΛO(G)-module.
Note that, there are two different categories forMH(G); that of left ΛO(G)-modules and
that of right ΛO(G)-modules. By abuse of notation, we denote both to them by the same
notation MH(G). The abelian group K0(MH(G)) for the category MH(G) for left ΛO(G)-
modules and the category MH(G) for right ΛO(G)-modules are canonically identified. This
last fact is verified by the isomorphism K0(MH(G)) ∼= K1(ΛO(G)S∗)/Image(K1(ΛO(G)))
(see (92) for details) and this is implicitly used in Theorem 0.3 and Proposition 5.7.
Acknowledgement:
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1. Setting
We fix the setting of our global Galois extension. We denote by χcyc : GQ −→ Z×p , the
p-adic cyclotomic character.
Definition 1.1. We consider the following conditions for a compact p-adic Lie group G
and a Galois extension K∞/K of K:
(K) Only finitely many primes of K are ramified in the extension K∞ of K and
Gal(K∞/K) is isomorphic to G. The group G does not have any elements of
order p.
(G) The cyclotomic Zp-extension Kcyc of K is contained inK∞ so that H := Gal(K∞/Kcyc)
is a closed subgroup of G and G/H is isomorphic to Γcyc = Gal(Kcyc/K).
(Red) The Lie algebra Lie(G) attached to the p-adic Lie group G by Lazard is reductive.
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(Van) Let G and H be as in the condition (G) above. Then [Zp] = 0 in K0(MH(G)).
Under the condition (K), let U be the set of all open subgroups of G and we denote by
KU the fixed subfield of K∞ by U ∈ U . For every finite prime v of K, we denote the
decomposition group of G at v by Gv, We will denote by u a prime in KU lying above v.
(Vanp) Let G and H be as in the condition (G) above. For any prime v in K dividing p,
set Hv := H ∩Gv. Then [Zp] = 0 in K0
(
MHv (Gv)
)
.
Remark 1.2. An example of infinite extension K∞/K whose Galois group is isomorphic
to a compact p-adic Lie group is often obtained as a trivializing extension of p-adic repre-
sentation of GK which has geometric origin. For such an extension K∞/K, the statement
of the condition (K) saying that only finitely many prime ramifies, is known by proper-
smooth base change theorem of etale cohomology. The statement of the condition (K)
saying that Gal(K∞/K) is a p-adic Lie group, is known by the fact that a closed subgroup
of GLd(Zp) is a compact p-adic Lie group. In many arithmetic situations (see Examples
1.7, 1.8 and 1.9) the condition that Gal(K∞/K) has no element of order p is also satisfied.
There are some examples of K∞/K which do not have geometric origin. For example, a
false-Tate extension K(µp∞ , a
1/p∞) seems to be not obtained as the trivializing extension
of a p-adic Galois representation of geometric origin. But, it is also easy to see that
false-Tate curve extensions satisfy the condition (K).
We then introduce some conditions for the setting of our p-adic Galois representation
of the absolute Galois group GK of K.
Definition 1.3. We consider the following conditions for a p-adic representation V ∼= K⊕d
on which we have a continuous and K-linear action of the absolute Galois group GK :
(Geo) The representation V is geometric in the sense that is is obtained by p-adic real-
ization of certain pure motive of homogeneous weight over K.
(Pan) For any prime v of K over p, V restricted to GKv is a Hodge-Tate representation
which has a GKv -stable K-subspace F+v V ⊂ V such that the following isomorphisms
hold:
F+v V ⊗K Cp ∼= ⊕
n≥1
Cp(n)⊕rn ,
(V/F+v V )⊗K Cp ∼= ⊕
n≤0
Cp(n)⊕rn ,
where rn are non-negative integers almost all of which are zero.
(Ord) For every prime v of K dividing p, the action ρ|GKv is quasi-ordinary in the sense of
[Oc2, Definition 3.1]. That is, we have a GKv -stable decreasing filtration Fil
i
vV ⊂ V
such that the action of GKv on (Fil
i
vV/Fil
i+1
v V )⊗χ−icyc is trivial on an open subgroup
of the inertia subgroup Iv.
(Vp) Assume the condition (Ord). For every prime v of K dividing p, the general-
ized eigenvalues of the Frobenius element in GKv/Iv acting on ((Fil
i
vV/Fil
i+1
v V )⊗
χ−icyc)
Iv are not roots of unity.
(Vq) For every prime v of K dividing a prime number q 6= p, and for any open subgroup
Wv ⊂ GKv , we have V Wv = V ∗(1)Wv = 0.
Remark 1.4. The condition (Ord) for V implies the condition (Pan) for V by setting
F+v := Fil
1
v.
Under the assumption that the extension extension K∞/K satisfies the condition (K)
and the p-adic representation V satisfies the condition (Ord), we consider the following
condition:
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(Solp) (a) For every prime v of K dividing p and for every open normal subgroup U of
G, Uu := U ∩ Gv is a solvable p-adic Lie group. That is, Gv is expressed as a
successive extension of p-adic Lie group of dimension one.
(b) Moreover, for each open subgroup U of G, for each prime u of KU = (K∞)
U
dividing p and for each i > 0 and integer j, we have
Hom(I
(i)
U,u/I
(i+1)
U,u ,Fil
j
vV/Fil
j+1
v V )
DU,u = 0 (6)
where DU,u and IU,u are respectively the decomposition subgroup and the inertia
subgroup of GKU and DU,u acts on I
(i)
U,u/I
(i+1)
U,u by conjugation.
In the example below, let us discuss the validity of the conditions for some Galois
representations V listed in Definition 1.3.
Example 1.5. (1) Let B be an abelian variety of dimension d over K and we define
a p-adic Galois representation V ∼= Q⊕dp to be V = TpB ⊗Zp Qp where TpB is the
p-Tate module of B. By definition, V satisfies the condition (Geo). The condition
(Pan) is satisfied if B has semistable reduction and the abelian variety part of
the special fiber Bv of the Ne´ron model is ordinary for any prime v over p. The
condition (Vp) is satisfied if and only if B satisfies the condition (Pan) and B has
good reduction at every prime v of K dividing p. The condition (Vq) for q 6= p,
holds always true for this example.
(2) Let f be a normalized eigen elliptic cuspform of weight k ≥ 2 and level Γ1(N) for
a natural number N divisible by p. Let K be a finite extension Qp({an(f)}) of Qp
obtained by adjoining Fourier coefficients of f . By Deligne and Shimura, we have
a continuous p-adic Galois representation Vf ∼= K⊕2 of GQ which is unramified
outside N∞ on which the trace of the action of Frobq for q ∤ N is equal to aq(f).
We take V to be an appropriate Tate twist Vf (j) of Vf . By the work of Scholl, V
satisfies the condition (Geo). The condition (Pan) is always satisfied for j ≤ 0 and
for j ≥ k. For 1 ≤ j ≤ k − 1, The condition (Pan) is satisfied if ap(f) ∈ K is a
p-adic unit (see [Wi, Thm 2.1.4]). The condition (Vp) is satisfied if V satisfies the
condition (Pan) and the local automorphic representation πf,p associated to f at
p is an unramified principal series representation. The condition (Vq), for q 6= p,
holds always true for 1 ≤ j ≤ k − 1.
(3) Let B be an elliptic curve over Q with good ordinary reduction at a prime p. For
an odd integer d ≥ 1, let Vd be the d-th symmetric power of VpB. The critical Tate
twists Vd(j) are listed in [Oc1, Lemma 3.3], for every d ∈ N. In particular, when
d is odd, then Vd(
−d+1
2 ) is the only critical twist. Accordingly, we set V to be the
critical Tate twist Vd(
−d+1
2 ), where d is odd. As explained in the proof of [Oc1,
Prop. 3.4], the representation V satisfies (Ord) and hence the (Pan) condition.
Let q be an integer prime to p. The elliptic curve B has either potentially good
reduction or potentially multiplicative reduction at q. When B has potentially good
reduction at q, the eigenvalues of the action of frobenius element at a prime v|q on
V has complex absolute value 6= 1. Hence we have VGQq = 0 for V = Vd(j). When
B has potentially multiplicative reduction at q, there is a prime v|q such that V Iv
is of dimension one. The eigenvalues of the action of frobenius element at v on
V Iv has complex absolute value 6= 1. Hence we also have VGQq = 0 for V = Vd(j).
Thus the condition (Vq) holds for V = Vd(j).
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We introduce some conditions concerning both the setting of our p-adic Galois repre-
sentation V and the setting of our p-adic Lie extension K∞. When V satisfies (Pan), we
define F+v A and A/F
+
v A to be the image of F
+
v V and V/F
+
v V , respectively in A = V/T .
Definition 1.6. Let K∞ a fixed p-adic Lie extension of K. We consider the following
conditions for a p-adic representation V ∼= K⊕d on which we have a continuous and K-
linear action of the absolute Galois group GK :
(A) The groups AGK∞ and (A∗)GK∞ are finite.
(Ap) Assume the condition (Pan) of Definition 1.1. For every prime v of K divid-
ing p and for every prime w of K∞ over v, the groups A
GK∞,w , (A∗)GK∞,w ,
(A/F+v A)
GK∞,w , (A∗/F+v A
∗)GK∞,w are finite. For every prime v of K dividing
p, we have H1f (Kv , A) = H
1
g (Kv , A) where H
1
f and H
1
g is the local condition de-
fined in [BK, §3].
In the example below, let us discuss the validity of the conditions for some Galois repre-
sentations V listed in Definition 1.3 restricting ourselves to a case where G = Gal(K∞/K)
is a semidirect product Zp by Zp.
Example 1.7. Let us consider the case K = Q and K∞ = ∪
n≥1
K(µpn , p
n√
a) where a is a p-
power free integer which is prime to p. Any prime q of Q dividing ap is finitely decomposed
in K∞/Q and the decomposition group Gq of G is open in G. (see [HV, Lemma 3.9].)
The extension Gal(K∞/K) satisfies (K), (G) of Definition 1.1 and (Solp)(a) of Definition
1.3, but does not satisfy (Red) of Definition 1.1.
(1) Let B be an elliptic curve over Q which is good, ordinary at p. We set T = TpB,
V = T ⊗Qp, A = T ⊗Qp/Zp. Then GQp acts on A/F+v A by a certain unramified
character α of infinite order. The group (A/F+v A)
GK∞,w is finite for every prime w
of K∞ dividing p since the residue field of K∞,w is finite. Also, GQp acts on F
+
v A
by χcycα
−1. Since K∞,w contains Q(µp∞) for every prime w of K∞, (F+v A)
GK∞,w
is finite by the same reason as (A/F+v A)
GK∞,w . Hence we have #AGK∞,w < ∞.
We thus verified the first statement of the condition (Ap) of Definition 1.6. We
can also verify that the second statement of the condition (Ap) holds true by using
results on the comparisons of H1f (Qp, A) and H
1
g (Qp, A) in [BK, §3]. Since we have
AGK∞ ⊂ AGK∞,w , we conclude #AGK∞ < ∞, which implies the condition (A) of
Definition 1.6.
(2) Let f be a normalized eigen elliptic cuspform of weight k ≥ 2 and level Γ1(N) for
a natural number N divisible by p such that ap(f) is a p-adic unit. The Galois
representation Vf associated to f satisfies the condition (Pan). If we take a lattice
T ⊂ Vf and put A = T ⊗ Qp/Zp, the action of GKv on F+v A and A/F+v A is
explicitly known by [Wi, Thm 2.1.4]. By a similar argument as in (1), we can
verify the the condition (Ap) as well as the condition (A) of Definition 1.6 if we
assume that the conductor of f is not divisible by p.
(3) Let us again consider the example Vd with d odd, positive as in the setting of
Example 1.5(3) and V = Vd(j) be a Tate twist. We take a Galois stable lattice
T of V and put A = V/T . Note that the weight of V is odd, hence in particular
non-zero. Since the residue field of K∞,w is finite, by a similar argument as in
this Example 1.7(1), we verify that AGK∞,w and (A/F+v A)
GK∞,w are both finite for
w|p and H1f (Qp, A) = H1g (Qp, A). Thus (Ap) and the condition (A) of Definition
1.6 both hold.
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Now, for either one of (1), (2)or (3) above, it is important to twist by a continuous char-
acter ρ : Γcyc −→ Z×p as given in Introduction. We note that we have (Aρ/F+v Aρ)GK∞,w ∼=
(A/F+v A)
GK∞,w ⊗ ρ and AGK∞ρ ∼= (AGK∞ ) ⊗ ρ thanks to the condition (G) of Definition
1.1. Hence, for any continuous character ρ : Γcyc −→ Z×p , the conditions (Ap) and (A) of
Definition 1.6 also hold true for Aρ in all of (1), (2) and (3) above.
Example 1.8. Let K be an arbitrary number field and K∞ = ∪
n≥1
K(Epn) where E is
a non-CM elliptic curve over K. The group G = Gal(K∞/K) is known to be an open
subgroup of GL2(Zp) and the extension K∞/K always satisfies (G) of Definition 1.1 and
also satisfies (K) of Definition 1.1 for p ≥ 5. We have different situations according to
the reduction of E at p.
(S) Suppose that E has good supersingular reduction at a prime v over p. Then de-
composition group Gv is open subgroup of G. Hence the extension K∞/K satisfies
(Red). Let us take a Galois representation A of GK as in either Example 1.7 (1)
or Example 1.7 (2). In this case, it is known that the residue field at the primes
of K over p does not extend in K∞/K. Hence we verify the conditions (Ap) and
(A) of Definition 1.6 by the argument as in the previous example.
Moreover, for any continuous character ρ : Γcyc −→ Z×p , the conditions (Ap)
and (A) also hold true for Aρ in both cases of Example 1.7 above.
(O) Suppose that E has ordinary reduction at a prime v over p. The decomposition
group Gv of G is contained in a Borel subgroup of G. Hence the extension K∞/K
satisfies (Solp)(a) of Definition 1.3. Let us take a Galois representation A = Bp∞
of GK for another elliptic curve B over Q as in Example 1.7 (1). In this case, the
condition (Ap) of Definition 1.6 does not hold. The condition (A) of Definition
1.6 is satisfied if B is non-CM and not isogenous to E.
Let v be a prime over p of K. In this case, the action of GQp on graded pieces
on V = TpB ⊗ Qp are given by characters η, η′ such that η′ is unramified and ηη′
is equal to the p-adic cyclotomic character. For every prime w over p of K∞,
we have successive extensions Kw = K
(0) ⊂ K(1) ⊂ K(2) ⊂ K∞,w, where K(i)
is the field corresponding to a successive filtration D(0) ⊃ D(1) ⊃ D(2) ⊃ D(3) of
Gv which exists according to (Solp)(a). We can take K
(i) so that K(1)/K(0) is an
unramified isogenous Zp-extension, K(2)/K(1) is the local cyclotomic Zp-extension.
In this case, I(0)/I(1) is finite and the conjugate action of the decomposition group
GKv on I
(1)/I(2) is trivial since K(2) is defined on Kv. The conjugate action of
the decomposition group GKv on I
(2)/I(3) is given by η(η′)−1.
Now, if we take V = TpB⊗Qp with B a non CM elliptic curve which is isogenous
to E, the action of GKv on Fil
0V/Fil1V and Fil1V/Fil2V are given by characters
η and η′ respectively. Now, since the value of the unramified character η′ is not a
root of unity, we have
Hom(I
(i)
U,v/I
(i+1)
U,v ,Fil
j
vV/Fil
j+1
v V )
DU,v = 0
for every i = 0, 1, 2 and j = 0, 1, which verifies (Solp)(b) of Definition 1.3.
Example 1.9. Let F be a totally real field of degree d over Q and K be a CM field
which is a quadratic extension of F . Let us consider a Galois extension K∞ of K with
G = Gal(K∞/K) ∼= Z⊕d+1p . The group G is abelian and satisfies (K), (G), (Red) in
Definition 1.1. Let E be an elliptic curve defined over Q with good ordinary reduction at
all primes above p in K. Then the condition (Vp) of Definition 1.3 is satisfied.
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If the condition (Ap) (respectively (A)) of Definition 1.6 holds true for A = Bp∞, then
for any continuous character ρ : Γcyc −→ Z×p , the condition (Ap) (resp. (A)) also holds
true for Aρ. Moreover (Vp) of Definition 1.3 holds for Aρ as well.
Though the condition (Ap) for A = Bp∞ of Definition 1.6 was always satisfied for the
cyclotomic Zp extension of K, the condition (Ap) for A = Bp∞ may not be satisfied for
Z⊕d+1p -extension K∞ of K. However the condition (Solp) in Definition 1.3 is satisfied in
our situation. To check (Solp)(b), we note that the action of the decomposition subgroup
of Kv on successive quotients of inertia subgroups by conjugation is trivial for a prime v
in K above p in this case. Hence we have
Hom(I
(i)
U,v/I
(i+1)
U,v , V/Fil
1
vV )
DU,v = Hom(I
(i)
U,v/I
(i+1)
U,v ,Fil
1
vV )
DU,v = 0
that for V = TpB ⊗ Qp and for every i and for every U by a similar argument as in
Example 1.8.
We end examples on this section by explicitly citing another example where Theorem
1 and Theorem 2 hold.
Example 1.10. We consider the false-Tate curve extension K∞ = Q(µp∞, a1/p
∞
) appear-
ing in Example 1.7. Let us again consider the example of the d-th symmetric power Vd
with d odd positive as in the setting of Example 1.5(3) and let V be the unique critical
twist Vd(j) where j =
−d+1
2 . Set and A = V/T as in the setting of Example 1.5(3) and
Example 1.7(3). Then, by discussions in Example 1.5(3), Example 1.7(3) and Example
4.10, we deduce
(1) For any continuous character ρ : Γcyc → Z×p , Ker(resA
∗(1)
ρ,U ) is a finite group whose
order is bounded independently of U ∈ U . Coker(resA∗(1)ρ,U ) is a finite group for any
U .
Further, the kernel and cokernel of the natural map E
A∗(1)
0 −→ lim←−U Coker(res
A∗(1)
U )
are finite groups of bounded order, independent of U .
(2) Moreover, if SelGrA (K∞)
∨ is in MH(G), then[
SelGrA (K∞)
∨
]
+
[
E
A∗(1)
1
]
=
[(
SelGrA∗(1)(K∞)
∨
)ι]
in K0(MH(G))
where EA1 is defined in (2).
(3) Whenever SelGrA (Q(µp∞))
∨ is a finitely generated Zp-module, then SelGrA (K∞)
∨ is
in MH(G).
Now, we define a Selmer group. Let us fix a GK -stable O-lattice T of V and denote
V/T by A.
Definition 1.11. Let K∞ be a p-adic Lie Galois extension of K which fits into the setting
(G) and (K) of Definition 1.1. Let V ∼= K⊕d be a p-adic representation of GK satisfying
the conditions (Geo) and (Pan) of Definition 1.3. We fix a GK-stable O-lattice T ⊂ V
and we put A := V/T . Let Σ be a finite set of primes of K which contain all primes of
K dividing p∞, all primes of K where the representation V is ramified and all primes of
K where the infinite extension K∞/K is ramified. For every U ∈ U , we denote by ΣU
(respectively Σ
(∞)
U ) the set of primes of KU which are above primes of K in Σ (respectively
the set of infinite primes of KU ).
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(1) For prime u ∈ ΣU \Σ(∞)U , we define the local condition H1Gr(KU,u, A) as follows.
If u ∈ ΣU \ Σ(∞)U does not divide p, we define H1Gr(KU,u, A) to be:
H1Gr(KU,u, A) = Ker
[
H1(KU,u, A) −→ H1(KurU,u, A)Gal(K
ur
U,u/KU,u)
]
.
If u ∈ Σ(p)U , we define H1Gr(KU,u, A) to be:
H1Gr(KU,u, A) = Ker
[
H1(KU,u, A) −→ H1(KurU,u, A/F+v A)Gal(K
ur
U,u/KU,u)
]
.
(2) We define the Greenberg’s Selmer group SelGrA (KU ) as follows.
SelGrA (KU ) = Ker
H1(KΣ/KU , A) −→ ∏
u∈ΣU\Σ
(∞)
U
H1(KU,u, A)
H1Gr(KU,u, A)
 .
2. Proof of the control theorem
In this section, we prove the control theorem of Selmer group in a non-commutative
p-adic Lie extension (Theorem 0.1).
Proof of Theorem 0.1. To ease the burden of notation, throughout the proof of this theo-
rem, we will write resρ,U := res
A
ρ,U . Let v be a prime of K in Σ and u be a prime of KU
in ΣU such that u | v. Also w will denote a prime in K∞ such that w | u | v. We denote
a decomposition subgroup of G at v by Gv ⊂ G. For each v ∈ Σ and for each U ∈ U , we
denote U ∩Gv by Uu.
[General strategy for both the assertion (1) and the assertion (2)]
We have the following commutative diagram:
0 −−−−→ SelGrAρ(KU ) −−−−→ H1(KΣ/KU , Aρ)
locρ,U−−−−→
∏
u∈ΣU
H1(KU,u, Aρ)
H1Gr(KU,u, Aρ)
resρ,U
y res′ρ,Uy yres′′ρ,U
0 −−−−→ SelGrAρ(K∞)GKU −−−−→ H1(KΣ/K∞, Aρ)GKU −−−−→locρ,∞
( ∏
w∈Σ∞
H1(K∞,w, Aρ)
H1Gr(K∞,w, Aρ)
)GKU
.
(7)
By the snake lemma applied to the above diagram, the group Ker(resρ,U) is a subgroup
of Ker(res′ρ,U ). For each U ∈ U , if the group Ker(res′ρ,U ) is a finite group, Ker(resρ,U )
is a finite group whose order is bounded by #Ker(res′ρ,U). Thus, when the inverse limit
lim←−U Ker(res
′
ρ,U ) is a finitely generated Zp-module, so is the group lim←−U Ker(resρ,U). When
the oder of the group Ker(res′ρ,U ) is bounded independently of U ∈ U , so is the order of
Ker(resρ,U ).
Also, by the snake lemma applied to the above diagram, the group Coker(resρ,U ) is
an extension of Coker(res′ρ,U) by a subquotient of Ker(res
′′
ρ,U ). Under the assumption
that SelGrA∗(1)(K∞)
∨ is a finitely generated torsion module over O[[Gal(K∞/K)]], the map
lim−→
U
(locρ,U ) is known to be surjective. We omit the proof of this surjectivity, which follows
from the global duality theorem of Galois cohomology and some standard arguments and
we refer to Lemma 4.11 and Corollary 4.12 of [Oc3] for the argument of this technique
for Greenberg type Selmer group. Hence, in order to have the desired conclusion on
Coker(resρ,U ), it suffices to study Coker(res
′
ρ,U ) and Ker(res
′′
ρ,U ).
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Thus, from now on, we concentrate on the study of Ker(res′ρ,U ), Coker(res
′
ρ,U ) and
Ker(res′′ρ,U ). It is sufficient to show the following statements to complete the proof of the
theorem.
(α) For any U ∈ U , Ker(res′ρ,U ) is a finite group whose order is uniformly bounded
when U varies in U in the case (A) in Definition 1.6 and Ker(res′ρ,U) is a finite
group when U moves in U in the case (Red) in Definition 1.1. Moreover, in the
case (Red), lim←−U Ker(res
′
ρ,U) is a finitely generated Zp-module.
(β) For any U ∈ U , Coker(res′ρ,U ) is a finite group whose order is uniformly bounded
when U varies in U in the case (A) and Coker(res′ρ,U ) is a finite group when U
moves in U in the case (Red). Moreover, in the case (Red), lim←−U Coker(res
′
ρ,U) is
a finitely generated Zp-module.
(γ) For any U ∈ U , Ker(res′′ρ,U ) is a finite group which is isomorphic to (EAρ0,U ) modulo
uniformly bounded errors when U varies in U .
[Argument for the points (α) and (β)]
Firstly, by the Inflation-Restriction sequence, we have
Ker(res′ρ,U )
∼= H1(K∞/KU , (A⊗ ρ)GK∞ ) and (8)
Coker(res′ρ,U)
∼= H2(K∞/KU , (A ⊗ ρ)GK∞ ). (9)
Suppose that we are in the case (A). Let us consider the order di(U) := #H
i(U,Z/pZ).
Since (A ⊗ ρ)GK∞ is a finite p-group and U is a pro-p group, U -module (A ⊗ ρ)GK∞ is
obtained by taking successive extensions of Z/pZ for ordp#(A⊗ ρ)GK∞ times. Hence we
have #H i(U, (A ⊗ ρ)GK∞ ) = di(U) · ordp#(A⊗ ρ)GK∞ for U ∈ U and i ∈ {1, 2}.
Recall the following lemma from [Gr2, Lemma 2.1]. The proof can be found in [Gr2]
and it essentially follows from the results of [DSMS].
Lemma 2.1. Let G be a p-adic Lie group of dimension d. Then H1(Z,Z/pZ) and H2(Z,Z/pZ)
are finite and their orders are bounded when Z varies in closed subgroups of G.
By Lemma 2.1, the number di(U) is finite and bounded when U ∈ U varies. Thus, by
(8) and (9), we showed that Ker(res′ρ,U ) and Coker(res
′
ρ,U ) are finite groups whose orders
are bounded independently of U ∈ U when we are in the case (A).
Suppose that we are in the case (Red). Recall that we have the following exact sequence
0 −→ ((A⊗ ρ)GK∞ )div −→ (A⊗ ρ)GK∞ −→ (A⊗ ρ)GK∞/((A⊗ ρ)GK∞ )div −→ 0.
Taking a part of the long exact sequence of Galois cohomology associated to this short
exact sequence, we have the following exact sequence
H i(K∞/KU , ((A ⊗ ρ)GK∞ )div) −→ H i(K∞/KU , (A⊗ ρ)GK∞ )
−→ H i(K∞/KU , (A⊗ ρ)GK∞/((A⊗ ρ)GK∞ )div) (10)
for i = 1, 2. In order to show the desired statements for Ker(res′ρ,U), Coker(res
′
ρ,U ),
lim←−U Ker(res
′
ρ,U ) and lim←−U Coker(res
′
ρ,U) in the case (Red), it suffices to show similar state-
ments for groups in the left end and the right end of (10).
Since the group (A⊗ ρ)GK∞/((A⊗ ρ)GK∞ )div is a finite p-group, we can show that the
group H i(K∞/KU , (A ⊗ ρ)GK∞/((A ⊗ ρ)GK∞ )div) in the right end is finite and bounded
by the same argument using Lemma 2.1 as the case (A) above. Let us handle the group
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H i(K∞/KU , ((A ⊗ ρ)GK∞ )div) of the left end in (10). By taking a part of the long exact
sequence of Galois cohomology associated to the short exact sequence
0 −→ ((A ⊗ ρ)GK∞ )div[p] −→ ((A⊗ ρ)GK∞ )div −→ ((A⊗ ρ)GK∞ )div −→ 0,
we have an surjection H i(K∞/KU , ((A⊗ρ)GK∞ )div[p])։ H i(K∞/KU , ((A⊗ρ)GK∞ )div)[p]
for i = 1, 2. Since the argument using Lemma 2.1 as in the case (A) also works for
H i(K∞/KU , ((A⊗ρ)GK∞ )div[p]), we prove that the groupH i(K∞/KU , ((A⊗ρ)GK∞ )div)[p]
is finite and bounded when U varies in U .
The Zp-rank the cofree part of H i(K∞/KU , ((A⊗ρ)GK∞ )div) is equal to the Qp-rank of
the Lie algebra cohomology H i(g, V GK∞ ) where g is the Lie algebra of the p-adic Lie group
G. Since g is reductive by the condition (Red) and V GK∞ is semisimple as a representation
of g, we have H i(g, V GK∞ ) = 0 by [HS, Thm 10]. This shows that H i(K∞/KU , ((A ⊗
ρ)GK∞ )div) is finite for i = 1, 2 and that lim←−U H
i(K∞/KU , ((A ⊗ ρ)GK∞ )div) is a finitely
generated Zp-module for i = 1, 2.
[Argument for the point (γ) : contribution outside p]
Let us calculate Ker(res′′ρ,U) when U varies. First, we take a prime u ∈ ΣU which is
not over p and we calculate the local contribution to Ker(res′′ρ,U ) at u. Since we have an
isomorphism
H1(KU,u, Aρ)
H1Gr(KU,u, Aρ)
∼= H1(IU,u, Aρ)DU,u , (11)
it suffices to calculate
E
Aρ
U,u := Ker
[
H1(IU,u, Aρ)
DU,u −→ H1(I∞,w, Aρ)D∞,w
]
(12)
where w is a prime of K∞ which is over u.
We note that, if u is not in the set PU defined in Introduction, E
Aρ
U,u is finite and bounded
when U varies since we have IU,u = I∞,w for sufficiently small U . From now on, we assume
that u ∤ p is in the set PU .
In order to bound the group E
Aρ
U,u, we consider the following commutative diagram:
H1(DU,u, Aρ) −−−−→ H1(D∞,w, Aρ)y y
H1(IU,u, Aρ)
DU,v −−−−→ H1(I∞,w, Aρ)D∞,w .
(13)
We calculate the kernels and the cokernels of the maps in the diagram (13) by Hochschild-
Serre spectral sequence. First, the group E
Aρ
U,u is the kernel of the lower horizontal map of
the diagram by definition. On the other hand, the kernel of the upper horizontal map of
the diagram is isomorphic to H1(Uu, (Aρ)
D∞,w) where Uu = Gal(K∞,w/KU,v). The kernel
of the left vertical map of the diagram (13) is H1(DU,u/IU,u, (Aρ)
IU,u). The kernel of the
right vertical map of the diagram (13) is H1(D∞,w/I∞,w, (Aρ)
I∞,w), which is trivial since
the profinite group D∞,w/I∞,w has no pro-p-part but the coefficient (Aρ)
I∞,w is p-primary.
Thus we have the following exact sequence
0 −→ H1(DU,u/IU,u, (Aρ)IU,u) −→ H1(Uu, (Aρ)D∞,w) −→ EAρU,u −→ 0. (14)
Now, we have the following lemma.
Lemma 2.2. Assume that the condition (Vq) of Definition 1.3 holds for a prime q not
dividing p. Then the group E
Aρ
U,u is finite for every open subgroup U of G and for every
prime u of KU which does not divide p.
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Proof. Note that since the kernel of Artin representation ρ is open in GK , the condition
(Vq) of Definition 1.3 holds for A if and only if the condition (Vq) holds for Aρ. By the
condition (Vq) and by the local Tata duality, H
0(DU,u, Aρ) and H
2(DU,u, Aρ) is are finite
groups. Then, by Euler-Poincare´ characteristic formula, the group H1(DU,u, Aρ) must be
finite. Since we have Uu = DU,u/D∞,w by definition, we have an Inflation-Restriction
exact sequence:
0 −→ H1(Uu, (Aρ)D∞,w) −→ H1(DU,u, Aρ) −→ H1(D∞,w, Aρ)DU,u (15)
Thus H1(Uu, (Aρ)
D∞,w) is finite. By (14), this implies that E
Aρ
U,u is finite. This completes
the proof. 
[Argument for the point (γ) : contribution over p]
Next, we take a prime u ∈ PU which is over p and we will show that the local contribution
to Ker(res′′ρ,U ) from all primes u of KU dividing p is finite assuming either the condition
(Ap) of Definition 1.6 or the condition (Solp) of Definition 1.3.
We choose a prime u ∈ ΣU which is over p. Since we have an isomorphism
H1(KU,u, Aρ)
H1Gr(KU,u, Aρ)
∼= H1(IU,u, Aρ/F+v Aρ)DU,u , (16)
it suffices to calculate the kernel of
H1(IU,u, Aρ/F
+
v Aρ)
DU,u −→ H1(I∞,w, Aρ/F+v Aρ)D∞,w (17)
where w is a prime of K∞ which is over u | v.
Case (Ap): Let us consider the following commutative diagram:
H1(DU,u, Aρ/F
+
v Aρ) −−−−→ H1(D∞,w, Aρ/F+v Aρ)y y
H1(IU,u, Aρ/F
+
v Aρ)
DU,u −−−−→ H1(I∞,w, Aρ/F+v Aρ)D∞,w .
The vertical homomorphisms of the diagram are surjective by Inflation-Restriction se-
quence and by the fact that DU,u/IU,u and D∞,w/I∞,w are pro-cyclic groups. By the
condition (Ap) of Definition 1.6, the kernel of the left vertical map is finite and bounded
independently of U ∈ U . Hence, the kernel of (17) is finite and bounded independently of
U ∈ U if and only if the kernel of the map (18) below is finite and bounded independently
of U ∈ U :
H1(DU,u, Aρ/F
+
v Aρ) −→ H1(D∞,w, Aρ/F+v Aρ). (18)
By definition, DU,u/D∞,w is isomorphic to the decomposition group Uu of U ⊂ G and
D∞,w is identified with GK∞,w . The kernel of the map (18) is hence isomorphic to
H1(Uu, (Aρ/F
+
v Aρ)
GK∞,w ) by Inflation-Restriction sequence. Since the group (Aρ/F
+
v Aρ)
GK∞,w
is finite by the condition (Ap), we prove that H
1(Uu, (Aρ/F
+
v Aρ)
GK∞,w ) is finite and
bounded independently of U ∈ U similarly as the earlier argument using Lemma 2.1.
Case (Solp): In this case, let us consider a decreasing filtration on Uu = Gal(K∞,w/KU,u)
starting from U
(0)
u = Uu:
U (0)u ⊃ U (1)u ⊃ · · · ⊃ U (r−1)u ⊃ U (r)u = 0
such that U
(i)
u /U
(i+1)
u is isomorphic to Zp up to an extension by finite groups for i =
0, . . . , r− 1, which is required by the condition (Solp) of Definition 1.3. By our hypothesis
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that G has no element of order p, order of these finite groups are prime to p, which do
not contribute to the cohomology with p-primary coefficients. Via the surjection D
(0)
U,u :=
DU,u ։ Uv, the pull-back of the above filtration induces the following filtration:
D
(0)
U,u ⊃ D(1)U,u ⊃ · · · ⊃ D(r−1)U,u ⊃ D(r)U,u = D∞,w (19)
such that we have D
(i)
U,u/D
(i+1)
U,u
∼= U (i)u /U (i+1)u for i = 0, . . . , r − 1. Via the injection
IU,u →֒ DU,u, the pull-back of this filtration induces the following filtration:
I
(0)
U,u ⊃ I(1)U,u ⊃ · · · ⊃ I(r−1)U,u ⊃ I(r)U,u = I∞,w (20)
such that we have I
(i)
U,u/I
(i+1)
U,u
∼= D(i)U,u/D(i+1)U,u for i = 1, . . . , r − 1. As is explained below,
only the initial graded piece I
(0)
U,u/I
(1)
U,u depends on the situation, either a finite group of
order prime to p or isomorphic to Zp up to an extension by finite groups. For the first
case where IU,u is of finite index in DU,u, we have I
(0)
U,u/I
(1)
U,u is isomorphic to Zp up to an
extension by finite groups. For the second case where IU,u is of infinite index in DU,u,
I
(0)
U,u/I
(1)
U,u is finite group of order prime to p. Note that the kernel of (17) is finite and
bounded when U ∈ U varies if the kernel of
H1(I
(i)
U,u, Aρ/F
+
v Aρ)
DU,v −→ H1(I(i+1)U,u , Aρ/F+v Aρ)DU,u (21)
is finite and bounded when U ∈ U varies for each i. By Inflation-Restriction sequence, the
kernel of (21) is isomorphic to
H1(I
(i)
U,u/I
(i+1)
U,u , (Aρ/F
+
v Aρ)
I
(i+1)
U,u )DU,u . (22)
It is clear that the condition (Ord) (resp. (Vp)) in Definition 1.3 holds true for A if and
only if it holds true for Aρ. By the conditions (Ord) and (Vp), Aρ/F
+
v Aρ is a successive
extension of the representation of type (K/O)(αχmcycψ) where α is an unramified character
of GK,v, m an integer, ψ a finite order character of IU,u.
Let us discuss the case i = 0, where we only need to discuss the first case where IU,u is
of finite index in DU,u since I
(0)/I(1) is a finite group of order prime to n for the second
case. Since I
(0)
U,u/I
(1)
U,u is the Galois group of the local cyclotomic Zp-extension of KU,u in
this case, we have (Aρ/F
+
v Aρ)
I
(i+1)
U,u = Aρ/F
+
v Aρ for every i ≥ 0. Let us study the group
H1(I
(i)
U,u/I
(i+1)
U,u , (Aρ/F
+
v Aρ))
DU,u for i = 0. By looking at graded pieces, we will study the
group
H1(I
(0)
U,u/I
(1)
U,u, (K/O)(αχmcycψ))DU,u (23)
If m 6= 0, the pro-cyclic group I(0)U,u/I(1)U,u acts non-trivially on (K/O)(αχmcycψ) and hence
H1(I
(0)
U,u/I
(1)
U,u, (K/O)(αχmcycψ))DU,u = 0. If m = 0, I(0)U,u/I(1)U,u acts trivially on (K/O)(αψ)
and hence we have
H1(I
(0)
U,u/I
(1)
U,u, (K/O)(αψ))DU,u = Hom(I(0)U,u/I(1)U,u, (K/O)(αψ))DU,u .
The action of DU,u on I
(0)
U,u/I
(1)
U,u is a conjugate action. Since the action of DU,u on I
(0)
U,u/I
(1)
U,u
is trivial, the DU,u-invariant part of this group is finite and bounded when U ∈ U varies
by the assumption (Vp) in Definition 1.3. We thus prove that, for i = 0, the kernel of the
map in (21) is finite and bounded when U ∈ U varies .
Next, we discuss the case i > 0. The condition (6) implies that, for every i and j,
Hom(I
(i)
U,u/I
(i+1)
U,u ,Fil
j
vA/Fil
j+1
v A)
DU,u is finite and bounded when U ∈ U varies. Hence,
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for every i, Hom(I
(i)
U,u/I
(i+1)
U,u , A/F
+
v A)
DU,u is finite and bounded when U ∈ U varies. Since
the kernel of the Artin representation ρ is open in GK , this implies that the group
Hom(I
(i)
U,u/I
(i+1)
U,u , Aρ/F
+
v Aρ)
DU,u.
is finite and bounded when U ∈ U varies. This completes the proof of the control theorem.

Remark 2.3. Only the part of the condition (Ap) of Definition 1.6, stating the groups
(A/F+v A)
GK∞,w are finite, is used in the proof of control theorem.
In (2) and (3), we defined terms EA0 and E
A
1 which contributes to the functional equation
of Theorem 0.3. Later, we will calculate these terms in some specific cases. At the moment,
we will show that these two terms represent the same class in K0(MH(G)) under suitable
hypotheses.
Proposition 2.4. We keep the hypotheses and setting of Theorem 0.1 (Control Theorem).
Assume further that either (Ap) of Definition 1.6 or (Vanp) of Definition 1.1 is satisfied.
Then we have [EA0 ] = [E
A
1 ] in K0(MH(G)).
Proof. Recall that PU is the set of primes u of KU such that the image of IU,u ⊂ GKU via
GKU ։ U = Gal(K∞/KU ) is infinite by the equation (1). Recall also that we defined the
terms EA0 and E
A
1 as follows:
EA0 := lim←−
U
EA0,U = lim←−
U
⊕
u∈PU
EAU,u and E
A
1 := lim←−
U
EA1,U = lim←−
U
⊕
u∈PU ,u∤p
EAU,u.
Let us fix a prime v in K such that v | p. Let U be an open subgroup of G and u a prime
in KU dividing v. By the definition of PU , we have u ∈ PU , v ∈ PG.
First, let us assume that (Ap) is satisfied. In this case, the proof of control theo-
rem shows that EAU,u is finite and uniformly bounded independent of U and u. Using
the induced module, we derive lim←−U E
A
U,u
∼= ΛO(G) ⊗ΛO(Gv) MAv , where MAv is a finite
module of p-power cardinality. If v is finitely decomposed in the extension K∞ i.e. if
[G : Gv ] < ∞, then we have ΛO(G) ⊗ΛO(Gv) MAv is finite and uniformly bounded. Hence
[lim←−U E
A
U,u] = [ΛO(G) ⊗ΛO(Gv) MAv ] = 0 in K0
(
MH(G)
)
by Lemma 4.2 (a). On the
other hand, if v is infinitely decomposed in K∞ i.e. if Gv is of infinite index in G,
then, we have [MAv ] = 0 in K0
(
MHv(Gv)
)
by Lemma 4.2(a) where Hv = H ∩ Gv. As
Λ(G) ⊗Λ(Gv) − is a well-defined map from MHv (Gv) −→ MH(G). Hence we deduce that
[ΛO(G) ⊗ΛO(Gv) MAv ] = [lim←−U E
A
U,u] = 0 in K0
(
MH(G)
)
. Thus from the definition of
EA0 , E
A
1 , we deduce that [E
A
0 ] = [E
A
1 ] in K0(MH(G)).
Next, let us assume that (Ap) is not satisfied but the assumption (Vanp) is satisfied.
Using the same notation as above, we have lim←−U E
A
U,u
∼= ΛO(G) ⊗ΛO(Gv) MAv , where MAv
is now a finitely generated Zp-module. However by the assumption (Vanp) and Lemma
4.2 (a), we have [MAv ] = 0 in K0
(
MHv(Gv)
)
. Thus, by an argument similar to the above
case, we deduce that [lim←−U E
A
U,u] = 0 when (i) v is finitely decomposed in K∞ and also
when (ii) v is infinitely decomposed in K∞ thanks to the hypothesis (Vanp). Hence once
again from the definition of EA0 , E
A
1 , we deduce that [E
A
0 ] = [E
A
1 ] in K0(MH(G)). This
completes the proof of the proposition. 
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3. Examples of the error term of the algebraic functional equation
In this section, we calculate the exceptional divisor
[
lim←−U E
A
0,U
]
=
[
lim←−U ⊕v∈PU
EAU,u
]
in
the setting of Example 1.7, Example 1.8 and Example 1.9.
Example 1: First, we consider the case of Example 1.7 i.e. K∞ = ∪
n≥1
Q(µpn , p
n√
a), K =
Q and A = Bp∞ where B is an elliptic curve defined over Q with good ordinary reduction
at p. Recall that all primes of Q are finitely decomposed in the false-Tate extension K∞ as
stated in Example 1.7. Note that in this case the condition (Ap) is satisfied. Hence we only
need to calculate error terms corresponding primes not dividing p, as by Proposition 2.4
we have, [EA0 ] = [E
A
1 ] in K0(MH(G)) where E
A
1 := lim←−
U
EA1,U = lim←−
U
⊕
u∈PU ,u∤p
EAU,u. Following
notation of [HV], we define
P0 = {primes q in Q : q | a but q ∤ p},
P1 = {q ∈ P0 : B has split multiplicative reduction above q over Q(µp∞)},
P2 = {q ∈ P0 : B has good reduction at q and Bp∞(Kv) 6= 0}.
In addition, for each U and i = 0, 1, 2, we define Pi,U to be the set of primes of KU
dividing Pi. Note that we have P0 = PG \ {p} and P0,U = PU \ {primes u in KU : u | p}
by definition and by [HV, Lemma 3.9]. Recall that we have[
lim←−
U
EA1,U
]
=
[
lim←−
U
⊕
u∈PU ,u∤p
EAU,u
]
=
[
⊕
v∈P0
IndGGv lim←−
U
⊕
u∈PU ,u|v
EAU,u
]
. (24)
Hence, it suffices to calculate
[
lim←−U ⊕u∈PU ,u|v
EAU,u
]
. We also define
P00 = {q ∈ P0 : AD∞,w 6= 0 for any prime w of K∞ over q}.
By the exact sequence (14), we have
EAU,u = 0 for each prime u ∈ P0,U \ P00,U . (25)
[HM2, Proposition 5.1(iii)] proves that P00,U = P1,U ∪ P2,U .
For a prime u ∈ P2,U , the inertia group IU,u acts trivially on A and the eigenvalues of
Frobenius element in DU,u/IU,u are non-trivial. Hence the first term H
1(DU,u/IU,u, A
IU,u)
of the exact sequence (14) is zero and we have EAU,u
∼= H1(Uu, AD∞,w). Since we have
AD∞,w = Bp∞(K∞,w) = Bp∞ (see [HM2, Proposition 5.1(i)]), we obtain E
A
U,u
∼= H1(Uu, A).
By a similar argument, the restriction map of Galois cohomology induces an isomorphism
H1(Uu, A) ∼= H1(IU,u, A)DU,u . Since IU,u acts trivially on A, we have H1(IU,u, A)DU,u ∼=
Hom(IU,u, A)
DU,u . Thus we obtained
EAU,u
∼= Hom(IU,u, A)DU,u .
Note that, the conjugate action of DU,u on IU,u is given by the p-adic cyclotomic character.
Hence we have⊕
q∈P2
lim←−
U
⊕
u∈P2,U
u|q
EAU,u
∼=
⊕
q∈P2
lim←−
U
⊕
u∈P2,U
u|q
Bp∞(−1)DU,u ∼=
⊕
q∈P2
IndGGqTpB(−1). (26)
For a prime q ∈ P1,U , we have AD∞,w = Bp∞(K∞,w) = Bp∞ by a similar argument as
the previous case. Since D∞,w has no non-trivial pro-p quotient, the third term of (15) is
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zero. Hence (14) gives the following exact sequence:
0 −→ H1(DU,u/IU,u,H0(IU,u, A)) −→ H1(DU,u, A) −→ EAU,u −→ 0. (27)
Since our representation A = Bp∞ satisfies the condition (Vq) of Definition 1.3 for any
prime q 6= p, H0(DU,u, A) and H2(DU,u, A) are finite. Thus we have
H1(DU,u, A) ∼= H1(DU,u, T )∨ ∼= H0(DU,u, A)∨ (28)
Putting these together, we can calculate the inverse limit of the middle term of (27),⊕
q∈P1
lim←−
U
⊕
u∈P1,U
u|q
H0(DU,u, A)
∨ ∼=
⊕
q∈P1
lim←−
U
⊕
u∈P1,U
u|q
Bp∞(KU,u)
∨ ∼=
⊕
q∈P1
IndGGqTpB(−1). (29)
On the other hand, we calculate the projective limit of the left most term of (27) with
respect to the corestriction maps when U is changing:⊕
q∈P1
lim←−
U
⊕
u∈P1,U
u|q
H1(DU,u/IU,u, A
IU,u).
By assumption, B has split multiplicative reduction above q over Q(µp∞). Hence, for
any sufficiently small U , B has split multiplicative reduction above q over KU . Since we
calculate the projective limit of some modules related to U , we may and we do assume
without loss of generality, that B has split multiplicative reduction above q over KU for
any U below. Since q ∈ P1, the action of Gq on A has a non-split filtration
0 −→ F+q A −→ A −→ A/F+q A −→ 0
where F+q A is cofree Zp-module of corank one on which Gq acts by the p-adic cyclotomic
character χcyc. Taking the IU,u-invariant of the above short exact sequence, we obtain
0 −→ F+q A −→ AIU,u −→ FU,u −→ 0, (30)
where FU,u is finite. Since F
+
q A = Qp/Zp(1) asGq-module, we haveH
1(DU,u/IU,u, F
+
q A) =
0. We also have H2(DU,u/IU,u, F
+
q A) = 0 since DU,u/IU,u is infinite procyclic. From
equation (30), we obtain
H1(DU,u/IU,u, A
IU,u) ∼= H1(DU,u/IU,u, FU,u) ∼= Hom(DU,u/IU,u, FU,u).
The last isomorphism is true as DU,u/IU,u acts trivially on A/F
+
q A = B˜p∞. Recall that A
is isomorphic to
(
Q
×
q /q
Z
)
[p∞] and Bpn fits into the exact sequence
0 −→ µpn −→ Bpn −→ Z/pnZ −→ 0.
When KU,u is equal to kn = Qq(µpn , a1/p
n
) we denote FU,u by Fn, which is a subgroup
of the quotient Z/pnZ. There exists a constant δ such that the order of Fn is pn−δ when
n is sufficiently large. The degree of the extension kn+1/kn is p
2 and the norm map for
the extension kn+1/kn maps Fn+1 to a subgroup of order p
2#Fn+1 in Fn. From this
observation, we see that see that⊕
q∈P1
lim←−
U
⊕
u∈P1,U
u|q
H1(DU,u/IU,u, A
IU,u) ∼=
⊕
q∈P1
lim←−
U
⊕
u∈P1,U
u|q
FU,u ∼= 0. (31)
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Using (31) in (27), the contribution of the split multiplicative primes to the error term is
given by ⊕
q∈P1
lim←−
U
⊕
u∈P1,U
u|q
EAU,u
∼=
⊕
q∈P1
IndGGqTpB(−1) (32)
By (25), (26) and (29), we have the following description of error terms inK0(MH(G)) :
[EA0 ] = [E
A
1 ]
∼=
[ ⊕
q∈P1∪P2
IndGGqTpB(−1)
]
.
In this case of Example 1.7(1), our error term is exactly the same error term as that of
[Za1, Theorem 6.2, Equation (6.29)]. Note in this case, B has good ordinary reduction at
p. Then, using Coates-Greenberg’s theory of deeply ramified extension [CG, Proposition
4.3 and Proposition 4.8], it follows that SelGrA (K∞) = Sp∞(B/K∞), where Sp∞(B/K∞) is
the classical Selmer group of B over K∞. Thus our result is consistent with that of [Za1].
Example 2: Next, let us consider the case of Example 1.8 (O) i.e. K∞ = ∪
n≥1
Q(Epn)
where E is a non-CM elliptic curve over Q and V = TpB⊗Qp is the Galois representation
associated to an elliptic curve B. We assume that B is isogenous to E. As in the previous
example, we define
P0 = {primes q : q 6= p and the q-adic valuation of j(B) is negative},
P1 = {q ∈ P0 : B has split multiplicative reduction above q over Q(µp∞)}.
The primes in P0 are precisely those prime where B has potentially multiplicative reduc-
tion. Thus P0 is nothing but primes not divisible by p at which the inertia subgroup
of Gal(K∞/Q) is infinite. Note that there is no analogue of P2 of the false-Tate case of
Example 1 in this case.
We note that primes in P1 are not finitely decomposed in this example. However, the
arguments and conclusions of the false-Tate case above for a prime of q in P1 remain valid
even if q is infinitely decomposed. Thus, following the same argument as in the false-Tate
case above, we deduce the following description of error terms in K0(MH(G)) :
[EA1 ]
∼=
[⊕
q∈P1
IndGGqTpB(−1)
]
.
Note by Example 4.8(5), the condition (Vanp) of Definition 1.1 is satisfied in this case.
Hence by Proposition 2.4, the error term is given by
[EA0 ] = [E
A
1 ]
∼=
[⊕
q∈P1
IndGGqTpB(−1)
]
.
In this case of Example 1.8(O), our error term above is the same error term as that of
[Za2, Theorem 5.2, Equation (5.23)]. Since B has good, ordinary reduction at p, again
using [CG, Proposition 4.3 and Proposition 4.8], it follows that SelGrA (K∞) is the same as
the classical Selmer group Sp∞(B/K∞). Hence, our result is consistent with that of [Za2].
Example 3: Let f be a normalized eigen elliptic cuspform of even weight k ≥ 2 and
level Γ0(N) such that N is square-free and the conductor Nf of f is not divisible by p.
Let us assume that ap(f) is a p-adic unit. We define V to be the Tate-twist Vf (
k
2 ) and
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we take a lattice T ⊂ V . We set A = T ⊗ Qp/Zp. Let K∞/Q be the false-Tate curve
extension as in Example 1 above. In this case, we define
P0 = {q prime in Q : q 6= p, q | a},
P00 = {q ∈ P0 : AD∞,w 6= 0 for any prime w of K∞ over q}.
By the same reason as (25), we have
EAU,u = 0 for each prime u ∈ P0,U \ P00,U . (33)
In order to give the analogues of P1 and P2 of Example 1, we prepare some notation. Let
us denote by πf,q the local automorphic representation at the prime q associated to f .
Since we assume that the Nebentypus character of f is trivial and the conductor Nf of
f is square-free, when prime q divides Nf , πf,q is a special representation and we have
πf,q ∼= π(δ| |
k
2
−1, δ| |k2 ) where δ is a unramified quadratic character of Q×q and | | is the
valuation on Qq. Now, we define
P1 = {q ∈ P0 : q|Nf and the quadratic character δ associated to πf,q is trivial on Qq(µp)×},
P2 = {q ∈ P0 : q ∤ Nf and AD∞,w 6= 0 for any prime w of K∞ over q }.
By definition, for any sufficiently small U , δ is trivial regarded as a Galois character of
DU,u. Since we calculate the projective limit of some modules related to U , we may and
we do assume without loss of generality, that δ is trivial regarded as a Galois character of
DU,u for any U below. For q ∈ P1, the action of any open subgroup DU,u of Gq on A has
a non-split filtration
0 −→ F+q A −→ A −→ A/F+q A −→ 0
where F+q A (resp. A/F
+
q A) is a cofree Zp-module of corank one on which DU,u acts by
the p-adic cyclotomic character χ
k
2
cyc (resp. χ
k
2
−1
cyc ). Hence, we have P00,U = P1,U ∪ P2,U .
By a similar argument as in Example 1, we prove the same type of results as (26) and
(29). Hence, the error term is given by
[EA0 ] = [E
A
1 ] = [
⊕
q∈P1∪P2
IndGGqT (−1)] in K0(MH(G)).
Example 4: Let us discuss commutative examples. Let us keep the same setting as
Example 1.9 where G is isomorphic to Zd+1p and A is isomorphic to Ep∞ with E an elliptic
curve with good ordinary reduction at all primes of K above p. Now we have two cases
regrading the decomposition subgroup Gv of G at a prime v in K dividing p. Note as
Kcyc ⊂ K∞, we necessarily have dimension of Gv, as a p-adic Lie group, is at least 1.
In the first case, if Kv is equal to Qp, then for a prime w in K∞ over w, Ep∞(K∞,w) =
Ep∞(Kcyc,w) ⊂ Ep∞(Kv(µp∞)) is finite by Imai’s theorem [Im] (Note that Imai’s theorem
can be applied since we assume that E has good reduction at v). Thus in this case
condition (Ap) is satisfied.
On the other hand, if Kv is a non-trivial extension of Qp, then the dimension of Hv :=
H ∩Gv is at least 1. Thus Zp[[Gv ]] ∼= Zp[[T1, T2, ..., Tr ]] for some r with r ≥ 2. Thus Zp is
a pseudo-null Zp[[Gv ]]-module and consequently, (Vanp) hypothesis is satisfied.
Hence, by Proposition 2.4, we have [EA0 ] = [E
A
1 ] in K0(MH(G)) no matter how Kv is
equal to Qp or not. Also, since Zd+1p extension of a number field is unramified outside p,
22
we have EAU,u = 0 for sufficiently small U any u ∈ KU with u ∤ p. It follows that EA1 = 0.
Thus the functional equation takes the expected simple form
[SelGrA (K∞)
∨] = [
(
SelGrA (K∞)
∨
)ι
] in K0(MH(G)).
4. Higher extension groups of Selmer groups
In this section, we study the higher extension groups ExtiΛ(G)(Sel
Gr
A (K∞)
∨,Λ(G)), which
appear in the proof of our functional equation given in the next section. Recall G has a
closed normal subgroup H such that G/H ∼= Γ ∼= Zp. We prepare a few lemmas and a
proposition in the beginning which is used later.
Lemma 4.1. For any X ∈ SL2(Zp), its centralizer
CSL2(Zp)(X) = {Y ∈ SL2(Zp)|Y XY −1 = X}
is infinite. Consequently, the dimension of CSL2(Zp)(X) as p-adic Lie group is ≥ 1.
Proof. Take any matrix X in SL2(Zp). For a diagonal matrix X =
(
a 0
0 a−1
)
∈ SL2(Zp),
we have
{(
λ 0
0 λ−1
)∣∣∣∣λ ∈ Z×p } ⊂ CSL2(Zp)(X), which shows that CSL2(Zp)(X) is infinite in
this case. Next, we consider the case where X =
(
a b
c d
)
∈ SL2(Zp) is not a diagonal
matrix, that is, at least one of b or c is nonzero. Then for each n consider
Xn := I2×2 + p
nX =
(
1 + pna pnb
pnc 1 + pnd
)
.
Then det(Xn) ∈ 1 + pZp and set Yn = 1
det(Xn)
X2n ∈ SL2(Zp). For all n, we have
YnX = XYn and we have the presentation
Yn =

(1 + pna)2 + p2nbc
det(Xn)
pnb(2 + pna+ pnd)
det(Xn)
pnc(2 + pna+ pnd)
det(Xn)
(1 + pnd)2 + p2nbc
det(Xn)
 .
Since the p-adic valuation of at least one of the non-diagonal entries of Yn goes to infinity
as n goes to infinity, the set {Yn}n∈N is an infinite subset of SL2(Zp). This completes the
proof. 
Let̟ be a uniformizer ofO. For any p-adic Lie groupG, we define Ω(G) := lim←−
U
O/(̟)[G/U ]
to be the completed group ring where U varies over open normal subgroups of G. We de-
note by K0(Ω(G)) the Grothendieck group of the ring Ω(G).
Proposition 4.2. (a) Let G be a compact p-adic Lie group G without any element of
order p such that G has a quotient Γ isomorphic to Zp. Let M be a ΛO(G)-module which
is of finite cardinality. Then, [M ] = 0 in K0(MH(G)).
(b) Let H be a p-adic Lie group without any element of order p. Assume that either
one of the following two conditions hold:
(i) The centralizer of every element in H is infinite.
(ii) The group H is pro-p.
Then we have [O/(̟)] = 0 in K0(Ω(H)).
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Proof of Part (a): This statement is proved in [BZ, Lemma 2.2]. However, we will give a
detailed proof. Since any ΛO(G)-module of finite cardinality is isomorphic to a successive
extension of the ΛO(G)-module O/(̟), we reduce the proof to the caseM = O/(̟). As G
has no element of order p, Ω(G) has finite global dimension [AW2, Proposition(e) §3.3]. It
follows that every finitely generated Ω(G)-module can be represented in the Grothendieck
groupK0(Ω(G)). In particular, [O/(̟)[[Γ]]] ∈ K0(Ω(G)). Thus [O/(̟)] = 0 inK0(Ω(G)).
Further, [AW2, §5.5] shows that K0(Ω(G)) ∼= K0(D), where D denote the category of all
finitely generated p-torsion Λ(G)-modules. The result follows by considering the natural
homomorphism (see [AW2, §1.4]) from K0(D) −→ K0(MH(G)).
Proof of part (b). First, we discuss the case with the condition (i). Using works of Serre
[Se], it is shown in [AW1, §1.2 & §1.3, Page 32] that [O/(̟)] = 0 in K0(Ω(H)) if the
dimension (as a p-adic Lie group) of the centralizer of every element of H is at least one.
Thus we deduce [O/(̟)] = 0 in K0(Ω(H)) in the first case.
Next, we discuss the case with the condition (ii). If H is also pro-p, then Grothendieck
group K0(Ω(H)) is isomorphic to Z and the class of any finitely generated torsion Ω(H)-
module in K0(Ω(H)) is zero. In particular, we obtain [O/(̟)] = 0. 
By using Lemma 4.1 and Proposition 4.2, we immediately obtain the following corollary.
Corollary 4.3. Let H = SL2(Zp). Then we have [O/(̟)] = 0 in K0(Ω(H)).
Remark 4.4. In [AW2, Example 9.6], they considered a pro-Dihedral group H = Zp ⋊
Z/2Z and showed that [O/(̟)] 6= 0 in K0(Ω(H)).
Lemma 4.5. [Ja, Lemma 2.4] Let G be a p-adic Lie group and U be an open subgroup of
G. Then the restriction map induces a functorial isomorphism of ΛO(U)-modules,
ExtrΛO(G)(M,ΛO(G))
∼= ExtrΛO(U)(M,ΛO(U))
for every ΛO(G)-module M .
Let PH∩U be the set of primes in KUKcyc = K
H∩U
∞ lying above PU and let DH∩U,u˜ (resp.
IH∩U,u˜) denote the decomposition (resp. inertia subgroup) of H ∩U = Gal(K∞/KUKcyc)
at u˜ where u˜ is a prime in KUKcyc over u. Set
E
A∗(1)
H∩U,u˜ =
{
Ker
[
H1(IH∩U,u˜, A
∗(1))DH∩U,u˜ −→ H1(I∞,w, A∗(1))D∞,w
]
if u ∤ p.
Ker
[
H1(IH∩U,u˜,
A∗(1)
F+v A∗(1)
)DH∩U,u˜ −→ H1(I∞,w, A
∗(1)
F+v A∗(1)
)D∞,w
]
if u | p. (34)
Recall that, for a finitely generated O[[ΓU ]] module M , we denote the maximal O[[ΓU ]]
pseudonull (i.e. finite) submodule of M by Mnull. Then we have the following lemma.
Lemma 4.6. Let U vary over the open normal subgroups G, then[
lim←−
U
( ⊕
u˜∈PH∩U
(E
A∗(1)
H∩U,u˜)
∨
)
null
]
= 0 in K0(MH(G)),
if either the condition (Ap) or the condition (Vanp) is satisfied.
Proof. First, we discuss E
A∗(1)
H∩U,u˜ for u˜ ∤ p. We study the following diagram.
H1(DH∩U,u˜, A
∗(1)) −−−−→ H1(D∞,w, A∗(1))y y
H1(IH∩U,u˜, A
∗(1))DH∩U,u˜ −−−−→ H1(I∞,w, A∗(1))D∞,w .
(35)
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By the same reason as that we gave on the diagram (13), the left vertical homomorphism
of the diagram are surjective and the right vertical homomorphism of the diagram is
isomorphic. Since the group E
A∗(1)
H∩U,u˜ is the kernel of the lower horizontal homomorphism
of the diagram, we have a surjection map
Ker[H1(DH∩U,u˜, A
∗(1)) −→ H1(D∞,w, A∗(1))]։ EA
∗(1)
H∩U,u˜, (36)
applying the snake lemma to the diagram (35). By the Inflation-Restriction sequence, we
have
H1(DH∩U,u˜/D∞,w, (A
∗(1))GK∞,w ) ∼= Ker[H1(DH∩U,u˜, A∗(1)) −→ H1(D∞,w, A∗(1))]. (37)
By the fact that v is not dividing p and by the hypothesis that G has no element of
order p, for any prime u˜ of KUKcyc above v, the group DH∩U,u˜/D∞,w is either a finite
group of order prime to p or isomorphic to a product of Zp and a finite group of order
prime to p. In the former case, the group (37) is trivial and there is nothing to discuss. In
the latter case, the largest finite quotient of the group (37) is a quotient of a finite group
(A∗(1))GK∞,w /
(
(A∗(1))GK∞,w
)
div
. By (37), (E
A∗(1)
H∩U,u˜)
∨
null is a finite group for any prime
v of K not dividing p and for any prime u˜ of KUKcyc above v. Let v be a prime of K
not dividing p. Then, (E
A∗(1)
H∩U,u˜)
∨
null and (E
A∗(1)
H∩U,u˜′)
∨
null are isomorphic to each other for two
different primes u˜ and u˜′ of KUKcyc above v. We conclude that
(E
A∗(1)
H∩U,u˜)
∨
null is finite and uniformly bounded independently of U and u˜. (38)
Thus, we get the following isomorphism by using induced module and by (38)
lim←−
U
( ⊕
u˜∈PH∩U ,u˜∤p
(E
A∗(1)
H∩U,u˜)
∨
)
null
∼=
⊕
v
ΛO(G)⊗ΛO(Gv) Mv
where v runs through primes of K such that the inertia subgroup of Gv is infinite and
Mv a ΛO(Gv)-module of finite cardinality.
Recall the cyclotomic Zp extension Kcyc is finitely decomposed at every prime of K;
hence Λ(G) ⊗Λ(Gv) − is a well-defined map from MHv (Gv) −→MH(G) for v ∈ PG, v ∤ p.
Then applying Proposition 4.2(a), we obtain[
lim←−
U
( ⊕
u˜∈PH∩U ,u˜∤p
(E
A∗(1)
H∩U,u˜)
∨
)
null
]
= [ΛO(G)⊗ΛO(Gv) Mv] = 0 in K0(MH(G)) (39)
Next, we discuss E
A∗(1)
H∩U,u˜ for u˜ | p. Recall that we have
E
A∗(1)
H∩U,u˜
∼= H1
(
IH∩U,u˜/I∞,w, (A
∗(1)/F+v A
∗(1))I∞,w
)DH∩U,u˜ (40)
by definition. Let us consider the following diagram.
H1
(
DH∩U,u˜, A
∗(1)/F+v A
∗(1)
) −−−−→ H1(D∞,w, A∗(1)/F+v A∗(1))y y
H1
(
IH∩U,u˜, A
∗(1)/F+v A
∗(1)
)DH∩U,u −−−−→ H1(I∞,w, A∗(1)/F+v A∗(1))D∞,w .
(41)
Since the groups D∞,w/I∞,w and DH∩U,u˜/IH∩U,u˜ are procyclic group and thus have
cohomological dimension one, the left vertical homomorphism and the right vertical ho-
momorphism of the diagram are surjective. Since the group E
A∗(1)
H∩U,u˜ is the kernel of the
lower horizontal homomorphism of the diagram, we have a map
Ker[H1(DH∩U,u˜, A
∗(1)/F+v A
∗(1)) −→ H1(D∞,w, A∗(1)/F+v A∗(1))]→ EA
∗(1)
H∩U,u˜, (42)
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whose cokernel is a subquotient of the kernel of the right vertical homomorphism of (41)
by applying the snake lemma to the diagram (41). We note that the kernel of the right
vertical homomorphism of (41) is a finite group for any prime w of K∞ dividing p if the
condition (Ap) is satisfied. By the Inflation-Restriction sequence, we have
H1(DH∩U,u˜/D∞,w, (A
∗(1)/F+v A
∗(1))GK∞,w )
∼= Ker[H1(DH∩U,u˜, A∗(1)/F+v A∗(1)) −→ H1(D∞,w, A∗(1)/F+v A∗(1))]. (43)
We note that this group is a finite group for any prime v of K dividing p and for any
prime u˜ (resp. w) of KUKcyc (resp. K∞) above v if the condition (Ap) is satisfied. Let v
be a prime of K dividing p. Then, this group for u˜ and w dividing v and group for u˜′ and
w′ dividing v are isomorphic to each other. This group is finite and uniformly bounded
independently of U , u˜ and w if the condition (Ap) is satisfied. By applying these facts to
(42), we conclude that
(E
A∗(1)
H∩U,u˜)null is finite and uniformly bounded independently of U , u˜ and w (44)
if the condition (Ap) is satisfied.
As in the previous case, using induced modules, we can deduce from (44) that
lim←−
U
( ⊕
u˜∈PH∩U ,u˜|p
(E
A∗(1)
H∩U,u˜)
∨
)
null
∼=
⊕
v
ΛO(G)⊗ΛO(Gv) Mv
where v runs through primes of K dividing p and Mv is a ΛO(Gv)-module of finite
cardinality for each v. Once again, since Λ(G) ⊗Λ(Gv) − is a well-defined map from
MHv (Gv) −→MH(G) for v | p, it follows Proposition 4.2(a) that[
lim←−
U
( ⊕
u˜∈PH∩U ,u˜|p
(E
A∗(1)
H∩U,u˜)
∨
)
null
]
= 0 in K0(MH(G)) (45)
When the condition (Ap) is not satisfied, (E
A∗(1)
H∩U,u˜) might not be a finite group. However,(⊕
u˜∈PH∩U ,u˜∤p(E
A∗(1)
H∩U,u˜)
∨
)
null
is finite for each U , u˜ and w and lim←−
U
( ⊕
u˜∈PH∩U ,u˜|v
(E
A∗(1)
H∩U,u˜)
∨
)
null
is expressed as
⊕
v
ΛO(G) ⊗ΛO(Gv) Mv where v runs through primes of K dividing p and
Mv is a finitely generated Zp-module. Hence by Proposition 4.2 and by the condition
(Vanp), the same conclusion as in (45) continues to hold. This completes the proof of the
lemma. 
Proposition 4.7. Let us assume that SelGrA∗(1)(K∞)
∨ ∈ MH(G) and either the condition
(a) or the condition (b) below holds.
(a) The following two conditions are satisfied simultaneously.
(i) The condition (A) in Definition 1.6 is satisfied.
(ii) For each n ≥ 1, the cohomology group Hn(H ∩U,SelGrA∗(1)(K∞)∨) is finite for
any U ∈ U and the order of this cohomology group is bounded independently
of U ∈ U .
(b) The following two conditions are satisfied simultaneously.
(i) The assumption (Van) in Definition 1.1 holds.
(ii) For each n ≥ 1, the cohomology group Hn(H ∩U,SelGrA∗(1)(K∞)∨) is finite for
any U ∈ U and lim←−
U
Hn(H∩U,SelGrA∗(1)(K∞)∨) is a finitely generated Zp-module.
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Then we have [ExtnΛO(G)(Sel
Gr
A∗(1)(K∞)
∨,ΛO(G))] = 0 in K0(MH(G)) for any n ≥ 3.
We continue to assume that SelGrA∗(1)(K∞)
∨ is in MH(G) and that either the condition
(a) or the condition (b) above holds. In addition, we also assume either the condition (Ap)
of Definition 1.6 or the condition (Vanp) of Definition 1.1 holds.
Then we have [Ext2ΛO(G)(Sel
Gr
A∗(1)(K∞)
∨,ΛO(G))] = 0 in K0(MH(G)).
Proof. We will first prove that [ExtnΛO(G)(Sel
Gr
A∗(1)(K∞)
∨,ΛO(G))] = 0 in K0(MH(G)) for
any n ≥ 3.
Let d be the dimension of G as a p-adic Lie group. Then the global dimension of ΛO(G)
is equal to d+ 1.
Set HU = H ∩ U and Γ˜U = G/HU = Gal(KHU∞ /K). There is a Grothendieck spectral
sequence
Es,t2 = Ext
s
O[[Γ˜U ]]
(
Ht(HU , Sel
Gr
A∗(1)(K∞)
∨), O[[Γ˜U ]]
)⇒ Es,t∞ = Exts+tΛO(G)(SelGrA∗(1)(K∞)∨,O[[Γ˜U ]]).
Also, for any n, we have
ExtnΛO(G)
(
SelGrA∗(1)(K∞)
∨,O[[G]]) ∼= lim←−
U
ExtnΛO(G)
(
SelGrA∗(1)(K∞)
∨,O[[Γ˜U ]]
)
. (46)
Since KHU∞ = K
U
∞K
H
∞ = KUKcyc, we have [K
HU
∞ : Kcyc] < ∞ for any U . Thus we have
[Γ˜U : ΓU ] <∞ where ΓU := Gal(KUKcyc/KU ). By Lemma 4.5, we have,
Extn
O[[Γ˜U ]]
(
M,O[[Γ˜U ]]
) ∼= ExtnO[[ΓU ]](M,O[[ΓU ]])
for any O[[Γ˜U ]]-module M . We have Es,t2 = 0 for s ≥ 3 and for any t since O[[ΓU ]] is
a regular local ring of Krull dimension two. We have that Ht(HU ,Sel
Gr
A∗(1)(K∞)
∨) is a
torsion O[[Γ]]-module for any t thanks to [CFKSV, Lemma 3.1] and our assumption that
SelGrA∗(1)(K∞)
∨ is in MH(G). Thus we obtain, E
0,t
2 = 0 for any t. Putting these together,
we have Es,t2 = 0 unless s = 1, 2.
Consequently, we obtain E1,t2 = E
1,t
∞ and E
2,t
2 = E
2,t
∞ for any t. This implies the following
exact sequence for any n:
0 −→ E1,n−12 −→ ExtnΛO(G)
(
SelGrA∗(1)(K∞)
∨,O[[Γ˜U ]]
) −→ E2,n−22 −→ 0 (47)
Now we assume the condition (a) of this proposition. Then ExtnΛO(G)
(
SelGrA∗(1)(K∞)
∨,O[[Γ˜U ]]
)
is finite and uniformly bounded independent of U for any n ≥ 3 by our assumption (a)(ii)
in this Proposition 4.7. Now applying Lemma 4.2(a), from equation (46), we obtain
[ExtnΛO(G)
(
SelGrA∗(1)(K∞)
∨,ΛO(G)
)
] = 0 in K0(MH(G)) for any n ≥ 3.
On the other hand, if we have the assumption (b), then using the hypothesis (b)(ii), we
get ExtnΛO(G)
(
SelGrA∗(1)(K∞)
∨,ΛO(G)
)
is a finitely generated Zp-module for n ≥ 2. Thus
we are done by assumption (Van) in hypothesis (b)(i).
Thus it only remains to show [Ext2ΛO(G)
(
SelGrA∗(1)(K∞)
∨,ΛO(G)
)
] = 0 in K0(MH(G)) to
complete the proof of the Proposition 4.7.
By our assumption, H1(HU ,Sel
Gr
A∗(1)(K∞)
∨) is finite whether we are in case (a) or (b);
and hence E1,12 = 0. On the other hand,
E2,02 = Ext
2
O[[ΓU ]]
(
SelGrA∗(1)(K∞)
∨
HU ,O[[ΓU ]]
) ∼= (SelGrA∗(1)(K∞)∨HU )null, (48)
the maximal O[[ΓU ]] pseudo-null (i.e. finite) submodule of SelGrA∗(1)(K∞)∨HU .
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By (46), (47) and (48), we obtain
[Ext2ΛO(G)
(
SelGrA∗(1)(K∞)
∨,ΛO(G)
)
] = [lim←−
U
(
SelGrA∗(1)(K∞)
∨
HU
)
null
].
We fix an open subgroup U ⊂ G as above for the moment. Then, we have a natural
restriction map:
SelGrA∗(1)(KUKcyc) −→ SelGrA∗(1)(K∞)H∩U . (49)
Further, by applying the Pontryagin dual functor to (49), we get the map φ∨U,cyc
SelGrA∗(1)(K∞)
∨
HU
φ∨U,cyc−→ SelGrA∗(1)(KUKcyc)∨. (50)
Next, using (50), it suffices to show
[lim←−
U
Ker(φ∨U,cyc)null] = 0 and [lim←−
U
SelGrA∗(1)(KUKcyc)
∨
null] = 0 in K0(MH(G)). (51)
Taking direct limit of the natural restriction map in the diagram (7) over all open normal
subgroups W of G with H ∩U ⊂W ⊂ U and then using a snake lemma on that diagram,
we obtain an exact sequence
H2(H ∩ U,AGK∞ )∨ −→ Ker(φ∨U,cyc) −→ lim←−
W
res′′W
∨
, (52)
where res′′W := res
′′
1,W is the local restriction map defined in diagram (7) with trivial ρ.
We now assume the hypothesis (a) in this proposition. In addition, we also assume
either (Ap) or (Vanp) holds.
First we consider SelGrA∗(1)(KUKcyc)
∨
null. By a result of [HM1],
SelGrA∗(1)(KUKcyc)
∨
null
∼= lim←−
n
Ker
(
SelGrA∗(1)((KUKcyc)
Γp
n
U ) −→ SelGrA∗(1)(KUKcyc)Γ
pn
U
)
.
Then by the proof of cyclotomic control theorem (see for example [Oc2]), the cardinality
of the finite group SelGrA∗(1)(KUKcyc)
∨
null is uniformly bounded independently of U by the
cardinality of the module
(
A∗(1)
)GK∞ , which is finite by the hypothesis (A) in condition
(a)(i) of this proposition. Also, thanks to the hypothesis (A), the cardinality of H2(H ∩
U,AGK∞ )∨ is finite and uniformly bounded independently of U following the proof of
Theorem 1.
Using this in equation (51), it remains to establish lim←−
U
(
lim←−
W
res′′W
∨
)
null
is uniformly
bounded independently of U to complete the proof of the proposition in this case. Recall
the notation
( ⊕
u˜∈PH∩U
E
A∗(1)
H∩U,u˜
∨)
null
from Lemma 4.6. Now we further assume condition
(Ap) holds. Notice that lim←−
U
(
lim←−
W
res′′W
∨
)
null
differs from lim←−
U
( ⊕
u˜∈PH∩U
E
A∗(1)
H∩U,u˜
∨)
null
by a
finite module whose order is uniformly bounded independent of U . Then applying Lemma
4.6, it follows that
[
lim←−
U
( ⊕
u˜∈PH∩U
E
A∗(1)
H∩U,u˜
∨)
null
]
= 0 in K0(MH(G)).
The proof for the case with the assumption (b) works similarly with suitable modifica-
tions as follows:
In this case, we will get lim←−
U
SelGrA∗(1)(KUKcyc)
∨
null and lim←−
U
H2(H∩U,AGK∞ )∨ are finitely
generated Zp-modules. Thus their class will vanish in K0 group by the hypothesis (Van) in
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condition (b)(i). Finally, thanks to the additional hypothesis (Vanp), in this case by apply-
ing Lemma 4.6, we again deduce
[
lim←−
U
(
lim←−
W
E
A∗(1)
W
∨)
null
]
=
[
lim←−
U
( ⊕
u˜∈PH∩U
E
A∗(1)
H∩U,u˜
∨)
null
]
= 0
in K0(MH(G)).
This shows that [Ext2ΛO(G)
(
SelGrA∗(1)(K∞)
∨,ΛO(G)
)
] = 0 and completes the proof of the
proposition. 
Example 4.8. We discuss the hypotheses (Van) for K0(MH(G)) and (Vanp) for K0(MHv (Gv))
of Definition 1.1. Recall that G = Gal(K∞/K), H = Gal(K∞/Kcyc) and for a prime v
in K above p, Gv is the decomposition subgroup of G at p and Hv := H ∩Gv.
(1) For the false-Tate curve extension in Example 1.7, [Zp] 6= 0 in K0(MH(G)) ([Za1]).
(2) Let G = H × Γ be a p-adic Lie group with H as in Proposition 4.2(b). Then we
have [Zp] = 0 in K0(MH(G)). We give a brief explanation of this. By our choice
of H from Proposition 4.2(b), we have [Fp] = 0 in K0(Ω(H)). Note that there is
an isomorphism between K0(Λ(H)) and K0(Ω(H)) [CFKSV, Lemma 4.1] via the
natural map sending [M ] to [M/pM ]. Thus we deduce that [Zp] = 0 in K0(Λ(H)).
As H has no element of order p, Λ(H) has finite global dimension. Thus any
finitely generated Λ(H)-module defines a class in K0(Λ(H)). As G = H × Γ,
any finitely generated Λ(H)-module belongs to the category MH(G). Hence there
is a natural map from K0(Λ(H)) to K0(MH(G)) sending the class of a finitely
generated Λ(H)-module M to [M ]. Using the composite map from K0(Ω(H)) −→
K0(MH(G)) sending [Fp] to [Zp], the result follows.
(3) Let G = GL2(Zp). Set H = ˜SL2(Zp) := {g ∈ GL2(Zp) | det(g)p−1 = 1}. Then we
have [Zp] = 0 in K0(MH(G)). We follow the proof of [Za2, Proposition 4.2] and
provide some details. Note that we have the homomorphism GL2(Zp)
θ−→ 1 + pZp
where θ(g) = det(g)p−1. Then ker(θ) = ˜SL2(Zp). As p is odd, any λ ∈ 1+ pZp has
a unique 2(p − 1)-th root 2(p−1)
√
λ exists in 1 + pZp. Now we have a section of θ
given by 1+ pZp
ψ−→ G where ψ(λ) =
(
p−1
√
λ 0
0 p−1
√
λ
)
. Using this we also see that
θ is surjective and G/H = GL2(Zp)/ ˜SL2(Zp) ∼= 1 + pZp. Note that by definition
of ψ, Γ := ψ(1 + pZp) is a normal subgroup of GL2(Zp) with Γ ∩ ˜SL2(Zp) = I2,2.
Thus we have shown that GL2(Zp) = {g ∈ GL2(Zp) | det(g)p−1 = 1} × Γ ∼=
˜SL2(Zp)× 1 + pZp.
It is a general fact that for any p-adic Lie group H without an element of order
p, the dimension of the centralizer (as a p-adic Lie group) of an element x ∈ H
is the same as the Qp-vector space dimension of {g ∈ Lie(H) | Ad(x)(g) = g}
[AW1, Proof of Lemma 8.6]. (cf. loc. cit. for the definition of Lie(H) and
Ad(−)). We use this fact for ˜SL2(Zp) and keep in mind that SL2(Zp) is a finite
index subgroup of ˜SL2(Zp). By Lemma 4.1 and Corollary 4.3, we deduce [Fp] = 0
in K0(Ω( ˜SL2(Zp))). Finally using Example 4.8(2), we deduce that [Zp] = 0 in
K0
(
M ˜SL2(Zp)
(
GL2(Zp)
))
.
(4) Let us consider the case in Example 1.8, Case (O) with E a non-CM elliptic curve
isogenous to B with good ordinary reduction at all primes above p in K; for
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the extension K∞ = K(Ep∞) of a number field K with G = Gal(K∞/K) and
H := Gal
(
K(Ep∞)/Kcyc
)
, the assumption (Van) is satisfied in K0(MH(G)).
In this case, by Serre’s open image theorem G is of finite index in GL2(Zp)
and also H has a finite index subgroup which is of finite index in ˜SL2(Zp). Thus
for any module M ∈ M ˜SL2(Zp)
(
GL2(Zp)
)
, the map K0
(
M ˜SL2(Zp)
(
GL2(Zp)
)) −→
K0
(
MH(G)
)
sending [M ] −→ [M ] is well-defined. TakingM = Zp, the assumption
(Van) is satisfied in K0(MH(G)) from the discussion in Example 4.8(3).
(5) Let us again consider the case in Example 1.8, Case (O) with E a non-CM elliptic
curve isogenous to B with good ordinary reduction at all primes above p in K.
We have the extension K∞ = K(Ep∞) of a number field K with G = Gal(K∞/K)
and H := Gal
(
K(Ep∞)/Kcyc
)
. For any prime v in K above p let Gv be the
decomposition subgroup of G at v and set Hv := H ∩ Gv. Then [Zp] = 0 in
K0
(
MHv (Gv)
)
for every prime v in K above p. This can be explained by a suitable
modification of the Example 4.8(3) as follows.
As E has good ordinary reduction at v by Serre’s work (see for example [CH,
Page 196]) Gv is a 3-dimensional p-adic Lie group which is a finite index sub-
group of the Borel subgroup B of all upper triangular matrices in GL2(Zp). Thus
restricting the map θ in Example 4.8(3) to B and noting that determinant of a
matrix in B is given by the cyclotomic character, we see θ|B is still surjective on
1 + pZp. Moreover, the section ψ : 1 + pZp −→ B works as B contains all di-
agonal matrices. As Gv and Hv are respectively finite index subgroups of B and{(
a b
0 d
)
∈ GL2(Zp)
∣∣∣∣∣ det
(
a b
0 d
)p−1
= 1
}
, we deduce [Zp] = 0 in K0
(
MHv (Gv)
)
following the discussions in Example 4.8(3) and Example 4.8(4).
In this case, we further deduce [Λ(G) ⊗Λ(Gv) Zp] = 0 in K0(MH(G)) for every
prime v in K above p as Λ(G)⊗Λ(Gv) − is a well-defined map from MHv (Gv) −→
MH(G). Thus the statement follows from the above discussion.
Remark 4.9. Proposition 4.7 is a generalization of [BZ, Proposition 3.6]. We explain
our natural motivation for the assumption in this proposition which is not mentioned in
the existing literature. See also Remark 4.11.
Let A = Ep∞, where E is an elliptic curve over Q with good ordinary reduction at p.
The condition that Hi(H ∩U,SelGrA∗(1)(K∞)∨) is finite for any U ∈ U reflects the fact that
conjectural p-adic L-function has no poles.
More precisely, let Lp(VpE) be the conjectural p-adic L-function of E over K∞ (see
Appendix A and Section 6). Then one would like to ensure the evaluation of the p-adic L-
function at any Artin representation η of Gal(K∞/Q) has the property η(Lp(VpE)) 6=∞.
Assume that SelGrA∗(1)(K∞)
∨ ∈MH(G) and let ξSelGrEp∞ (K∞)∨ ∈ K1(ΛO(G)S∗) be the pre-
image of [SelGrA∗(1)(K∞)
∨] ∈ K0(MH(G)) under the natural connecting map K1(ΛO(G)S∗) δ−→
K0(MH(G))→ 0. (see section 6). Then Hi(H ∩U,SelGrA∗(1)(K∞)∨) is finite for any U ∈ U
ensures η(ξSelGrEp∞ (K∞)
∨) 6=∞ for any Artin representation ρ as above [CFKSV, Theorem
3.8]. By Iwasawa Main conjecture, (see Conjecture A.4) δ(Lp(VpE)) = [SelGrA∗(1)(K∞)∨)]
in K0(MH(G)). Thus our hypothesis will conjecturally ensure that η(Lp(VpE)) 6= ∞, as
claimed.
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Example 4.10. We continue here with the set up and notation of Example 1.7 related
to the false-Tate curve extension. Let A be as given in Case (1), (2) or (3) of Example
1.5. If SelGrA (Q(µp∞))
∨ is a (finitely generated) torsion Λ(Γ)-module then SelGrA (K∞)
∨
is a (finitely generated) torsion Λ(G)-module (cf. [HV, second proof of Theorem 2.8]).
The proof of [CSS, Lemma 2.5] easily extends in all of our cases and we deduce H1(H ∩
U,SelGrA (K∞)
∨) = 0. Also as H has p-cohomological dimension = 1, Hi(H ∩ U,−) also
vanish for i ≥ 2.
Thus whenever SelGrA (K∞)
∨ ∈ MH(G), then all the conditions of Proposition 4.7(a)
are satisfied and we deduce [ExtiΛ(G)(Sel
Gr
A∗(1)(K∞)
∨,Λ(G))] = 0 in K0(MH(G)) for every
i ≥ 2.
Moreover, if we assume SelGrA (Q(µp∞))
∨ is a finitely generated Zp-module, then SelGrA (K∞)
∨
is finitely generated over Λ(H) and in particular ∈MH(G) (cf. [HV, Theorem 3.1(i)]).
Remark 4.11. In the false-Tate situation of Example 4.10, if we assume SelGrA (K∞)
∨ has
no non-zero Λ(G) pseudo-null submodule, we have [ExtiΛ(G)(Sel
Gr
A∗(1)(K∞)
∨,Λ(G))] = 0 in
K0(MH(G)) even without invoking Proposition 4.7.
To prove this, we set Ei(−) := ExtiΛ(G)(−,Λ(G)).
(1) We have Ei(−) = 0 for every i > 3 since the p-cohomological dimension of G is 2.
Also, the following results are known by [Ve1]:
(2) We have Ej(Ei(−)) = 0 when j < i ([Ve1, Proposition 3.5(iii)(a)]).
(3) For a Λ(G)-module N with no non-zero pseudo-null submodule, we have Ei(Ei(N)) =
0 for every i ≥ 2 ([Ve1, Proposition 3.5(i)(c)]).
Combining these three facts above, for a Λ(G)-module N with no non-zero pseudo-null
submodule, we have Ei(E3(N)) = 0 for every i ≥ 0 and Ei(E2(N)) = 0 for every i 6= 3.
Hence we deduce E3(N) and E2(N) are both finite [OV, Proposition 2.6(5)]. Consequently,
we have [E2(N)] = 0 and [E3(N)] = 0 in K0(MH(G)) by Lemma 4.2(a).
Thus, whenever the maximal pseudo-null submodule of the Λ(G)-module SelGrA (K∞)
∨ is
trivial, we can apply the above argument to N = SelGrA (K∞)
∨ to obtain
[ExtiΛ(G)(Sel
Gr
A (K∞)
∨,Λ(G))] = 0 in K0(MH(G)) for every i ≥ 2.
We remark that [HV, Theorem 2.6(ii), Theorem 3.1(ii)] discussess a variety of assumptions
under which maximal pseudo-null submodule of the Λ(G)-module SelGrA (K∞)
∨ is trivial.
However, it seems that this argument based on the non-existence of pseudo-null submod-
ules will work only in such special p-adic Lie extensions like false-Tate curve extension and
it can not be generalized to higher Ext groups of the Selmer group associated to a general
p-adic Lie group G with a large p-cohomological dimension. In a general situation, we
need Proposition 4.7.
Example 4.12. Next we discuss the vanishing of higher ext groups for the Selmer groups
considered in Example 1.8. We carry the same setting from Example 1.8. Let us fix p ≥ 5
and assume we are in the Case (O) and take E = B, a non-CM elliptic curve over Q
with good ordinary reduction at p. Here A = Ep∞. When Sel
Gr
A (Kcyc)
∨ is torsion over
Λ(G), it follows that Hi(H ∩ U,SelGrA (K∞)∨) = 0 for every i ≥ 1 [CSS, Lemma 2.5 and
Remark 2.6]. Then all the conditions of Proposition 4.7(b) are satisfied and we deduce
[ExtiΛ(G)(Sel
Gr
A∗(1)(K∞)
∨,Λ(G))] = 0 in K0(MH(G)) for every i ≥ 2.
In this setting, it is conjectured in [CFKSV, Conjecture 5.1] that SelGrA (K∞)
∨ ∈MH(G)
and in particular it is a finitely generated torsion Λ(G)-module.
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Whenever SelGrA (Kcyc)
∨ is a finitely generated Zp-module, then it follows that SelGrA (K∞)
∨
is finitely generated over Λ(H) and in particular ∈MH(G) [CFKSV, Proposition 5.6].
Note that, even in Case (S), the proof of [CFKSV, Proposition 5.6] extends and we can
deduce SelGrA (K∞)
∨ ∈MH(G) if SelGrA (Kcyc)∨ is finitely generated over Zp.
Example 4.13. Let us keep the same setting as Example 1.9 where G is isomorphic to
Zd+1p and A is isomorphic to Ep∞ for E an elliptic curve with good ordinary reduction at
all primes of K above p.
For any M ∈MH(G), ExtiΛ(G)(M,Λ(G)) is a pseudonull Λ(G)-module for every i ≥ 2
(see [Ve1, §3]). Then, since Λ(G) is commutative and ExtiΛ(G)(M,Λ(G)) is a pseudonull
Λ(G)-module, we have [ExtiΛ(G)(M,Λ(G))] = 0 in K0(MH(G)) for every i ≥ 2. Recall
that we have A ∼= A∗(1) and hence SelGrA (K∞)∨ ∼= SelGrA∗(1)(K∞)∨. Thus, if we know
SelGrA (K∞)
∨ ∈MH(G), then we deduce [ExtiΛ(G)(SelGrA (K∞)∨,Λ(G))] = 0 in K0(MH(G))
for every i ≥ 2.
By the argument of the proof of Lemma 4.6, we can show that the kernel of the map(
SelGrA (K∞)
∨
)
H
−→ SelGrA (Kcyc)∨
is a finite generated Zp-module. Then, by Nakayama’s lemma, we have SelGrA (K∞)
∨ ∈
MH(G) if Sel
Gr
A (Kcyc)
∨ is a finitely generated Zp-module.
5. Proof of the algebraic functional equation (Theorem 0.3)
In this section, we will prove the functional equation of the Selmer group. We will use
the control theorem and the vanishing of the higher extension groups of the Selmer group
as discussed respectively in Section 2 and Section 4. We first discuss a few results which
will go into the proof of Theorem 0.3.
Recall that MH(G) is the category of finitely generated ΛO(G)-module such that
M/M(p) is finitely generated over ΛO(H). Since Sel
BK
Aρ (KU ) is a subgroup of Sel
Gr
Aρ(KU ),
we define a module C
Aρ
U as follows:
C
Aρ
U = Coker
[
SelBKAρ (KU ) −→ SelGrAρ(KU )
]
. (53)
Lemma 5.1. Assume either the condition (Ap) of Definition 1.6 or the condition (Vanp)
of Definition 1.1. Then, we have
[(
lim−→
U
C
Aρ
U
)∨]
= 0 and
[
lim←−
U
C
Aρ
U
]
= 0 in K0(MH(G)).
Proof. The comparison between the Selmer group of Bloch-Kato and the Selmer group of
Greenberg is known by [Fl, Theorem 3] and [Oc1, Proposition 4.2]. Recall the sequence
0 −→ SelBKAρ (KU ) −→ SelGrAρ(KU ) −→ C
Aρ
U −→ 0.
By the proof of [Oc1, Proposition 4.2], C
Aρ
U is a finite group which is subquotient of⊕
u|p
(
((A∗ρ(1))
Du )∨ ⊕ (Aρ/F+u Aρ)Du ⊕ (F+u A∗ρ(1))Du
)
⊕
⊕
u∤p
(
((A∗ρ(1))
Iu)Du
/
(((A∗ρ(1))
Iu)Du)div
)
(54)
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where u runs through the set of primes of KU over p on the first line and u runs through
the set of primes of KU away from p on the second line. (54) is reformulated as follows⊕
v|p
Ind
Gv,U
G/U
{((
(A∗ρ(1))
Du(v)
)∨)⊕ ((Aρ/F+u(v)Aρ)Du(v))⊕ ((F+u(v)A∗ρ(1))Du(v))}
⊕
⊕
v∤p
Ind
Gv,U
G/U
{
((A∗ρ(1))
Iu(v) )Du(v)
/
(((A∗ρ(1))
Iu(v))Du(v) )div
}
(55)
where v runs through the set of primes of K over p on the first line and v runs through the
set of primes ofK away from p on the second line. For each v, we choose a prime u(v) ofKU
which is over v and we denote by Gv,U the image of the decomposition group Gv ⊂ G into
G/U . The term (55) is independent of the choices of u(v)’s. Hence, (C
Aρ
∞ )∨ := (lim−→
U
C
Aρ
U )
∨
is a subquotient of the module the Pontryagin dual of the injective limit of (55) with
respect to open normal subgroups U of G. Note that the injective limit of
(
(A∗ρ(1))
Du(v)
)∨
is the Pontryagin dual of the inverse limit of (A∗ρ(1))
Du(v) , which is trivial since the order
of the group (A∗ρ(1))
Du(v) is finite and uniformly bounded by the assumption (Ap).
Hence the module the Pontryagin dual of the injective limit of (55) with respect to open
normal subgroups U of G is as follows(⊕
v|p
IndGvG
{(
(Aρ/F
+
w(v)Aρ)
Dw(v)
)
⊕
(
(F+w(v)A
∗
ρ(1))
Dw(v)
)})∨
⊕
⊕
v∤p
(
IndGvG
{
((A∗ρ(1))
Iw(v))Dw(v)
/
(((A∗ρ(1))
Iw(v) )Dw(v))div
})∨
(56)
where v runs through the set of primes of K over p on the first factor and v runs through
the set of primes of K away from p on the second factor. Inside the sums, w = w(v) is
a prime of K∞ which is over v for each v. Note the the groups does not depend on the
choices of w = w(v).
By the condition (Ap), the group (Aρ/F
+
w(v)Aρ)
Dw(v) ⊕ (F+w(v)A∗ρ(1))Dw(v) is finite for
each place v|p of K. By applying Lemma 4.2(a) to this Gv-module of finite cardinality,
we obtain [(
(Aρ/F
+
w(v)Aρ)
Dw(v) ⊕ (F+w(v)A∗ρ(1))Dw(v)
)∨]
= 0
in K0(MHv (Gv)). Hence we have[(⊕
v|p
IndGvG
{(
(Aρ/F
+
w(v)Aρ)
Dw(v)
)
⊕
(
(F+w(v)A
∗
ρ(1))
Dw(v)
)})∨]
= 0
inK0(MH(G)). It is not difficult to see that the group ((A
∗
ρ(1))
Iw(v))Dw(v)
/
(((A∗ρ(1))
Iw(v))Dw(v))div
is finite for each place v ∤ p of K and the group is trivial if the action of Iv on Aρ is trivial.
Hence, by using Lemma 4.2(a) to these Gv-modules of finite cardinality, we obtain[(⊕
v∤p
IndGvG
{
((A∗ρ(1))
Iw(v))Dw(v)
/
(((A∗ρ(1))
Iw(v) )Dw(v))div
})∨]
= 0
in K0(MH(G)). This complete the proof for
[(
lim−→
U
C
Aρ
U
)∨]
= 0.
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As for lim←−
U
C
Aρ
U , it is isomorphic to
(
lim−→
U
(
C
Aρ
U
)∨)∨
. Note that the module (C
Aρ
U )
∨ is a
subquotient of⊕
v|p
Ind
Gv,U
G/U
{
(A∗ρ(1))
Du(v) ⊕
(
(Aρ/F
+
u(v)Aρ)
Du(v)
)∨
⊕
(
(F+u(v)A
∗
ρ(1))
Du(v)
)∨}
⊕
⊕
v∤p
Ind
Gv,U
G/U
{(
((A∗ρ(1))
Iu(v) )Du(v)
/
(((A∗ρ(1))
Iu(v))Du(v) )div
)∨}
(57)
Under the assumption (Ap), a similar discussion as the discussion given before (56) implies
that lim←−
U
C
Aρ
U is a subquotient of(⊕
v|p
IndGvG
{
(A∗ρ(1))
Dw(v)
})∨
, (58)
where v runs through the set of primes of K over p and w = w(v) is a prime of K∞ which
is over v for each v. Since (A∗ρ(1))
Dw(v) is finite for each v by the assumption (Ap), the
same discussion as the case of
[(
lim−→
U
C
Aρ
U
)∨]
implies that
[(⊕
v|p
IndGvG
{
(A∗ρ(1))
Dw(v)
})∨]
= 0
in K0(MH(G)). This completes the proof for the second statement
[
lim←−
U
C
Aρ
U
]
= 0 in
K0(MH(G)) under the condition (Ap).
Finally we remark that, when (Ap) does not hold, the groups (A
∗
ρ(1))
Dw(v) , (Aρ/F
+
w(v)Aρ)
Dw(v) ,
(F+w(v)A
∗
ρ(1))
Dw(v) for primes ofK over p and the groups
(
(A∗ρ(1))
Iw(v))Dw(v)
/
(((A∗ρ(1))
Iw(v))Dw(v) )div
for primes of K away from p are a successive extension of finite groups and a copies of
Qp/Zp. If we assume (Vanp), then
[(⊕
v|p Ind
Gv
G {Qp/Zp}
)∨]
= 0 in K0(MH(G)). Hence,
even in the case where (Ap) does not hold, the same argument applies as far as the as-
sumption (Vanp) holds. This completes the proof. 
Next, we recall the following theorem from [JOZ]:
Theorem 5.2 (Main Theorem of [JOZ]). Let G be a compact p-adic Lie group and let
H be its closed subgroup such that G/H is isomorphic to Γ. Let M be a ΛO(G)-module
which is finitely generated over ΛO(H).
Then there exists a continuous character ρ : G −→ Z×p such that M(ρ)U is finite for
every open normal subgroup U of G.
Next, we recall the definition of G-Euler characteristic:
Definition 5.3. Let G be a compact p-adic Lie group without any element of order p.
For a finitely generated ΛO(G)-module M , we say that the G-Euler characteristic of M
exists if the homology groups Hi(G,M) are finite for every i ≥ 0. When the G-Euler
characteristic of M exists, then set χ(G,M) :=
∏
i(#Hi(G,M))
(−1)i
Extending Theorem 5.2 of [JOZ], the following theorem was established in [JS]:
Theorem 5.4. Let G be a compact p-adic Lie group without any element of order p and
let H be its closed subgroup such that G/H is isomorphic to Γ. Let M be a ΛO(G)-module
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which is in MH(G) i.e. M/M(p) is finitely generated over ΛO(G). Then there exists a
continuous character ρ : Γ −→ Z×p , such that χ(U,M(ρ)) exists for every open normal
subgroup U of G.
By applying Theorem 5.4, we deduce the following corollary.
Corollary 5.5. We assume that SelGrA∗(1)(K∞)
∨ is in MH(G). Then there exists a continu-
ous character ρ : Γ −→ Z×p , such that both
(
SelGrA∗(1)(K∞)
∨(ρ)
)
U
and H1
(
U,SelGrA∗(1)(K∞)
∨(ρ)
)
are finite.
Next we prove the following lemma:
Lemma 5.6. Let M be a finitely generated ΛO(G)-module and assume that H1(U,M) is
finite for an open normal subgroup U of G. Then we have a O[G/U ]-module isomorphism
Ext1ΛO(G)(M,O[G/U ]) ∼= Ext1O[G/U ](MU ,O[G/U ]).
Proof. To simplify the notation through this proof, we write Λ := ΛO(G). By the definition
of Ext functor, M fits into an exact sequence 0 −→ R θ−→ P −→ M −→ 0 where P is
a projective ΛO(G)-module and R is a ΛO(G)-module. This gives rise to a second exact
sequence 0 −→ RUImage(H1(U,M))
θU−→ PU −→MU −→ 0.
By our assumption, we have HomO[G/U ](Image(H1(U,M)), O[G/U ]) = 0. Then we can
compute the extension groups appearing in the statement of this lemma as follows:
Ext1Λ(M,O[G/U ])
∼= HomΛ(R,O[G/U ])
θ
(
HomΛ(P,O[G/U ])
) ∼= HomO[G/U ](RU , O[G/U ])
θU
(
HomO[G/U ](PU , O[G/U ]))
,
Ext1O[G/U ](MU , O[G/U ])
∼=
HomO[G/U ](
RU
Image(H1(U,M))
, O[G/U ])
θU
(
HomO[G/U ](PU , O[G/U ])
) ∼= HomO[G/U ](RU , O[G/U ])
θ
(
HomO[G/U ](PU , O[G/U ]))
.
This completes the proof of the lemma. 
Finally, we recall following well known result in homological algebra (see for example
[Za1, Proposition 6.1] for the proof):
Proposition 5.7. Let M be a module in MH(G). Then Ext
i
ΛO(G)
(M,ΛO(G)) ∈MH(G)
for every i ≥ 1 and we have the following equality in K0(MH(G)).
[M ] =
∑
1≤i≤dimG+1
(−1)i+1[ExtiΛO(G)(M,ΛO(G))].
In particular, if we have [ExtiΛO(G)(M,ΛO(G))] = 0 in K0(MH(G)) for every i ≥ 2, then
we have
[M ] = [Ext1ΛO(G)(M,ΛO(G))] in K0(MH(G)).
We are now ready to prove Theorem 2.
Proof of Theorem 0.3 (Functional Equation). We claim the following equality inK0(MH(G))
[
(
SelGrA (K∞)
∨
)ι
] + [(E
A∗(1)
1 )
ι] = [Ext1ΛO(G)(Sel
Gr
A∗(1)(K∞)
∨,ΛO(G))]. (59)
First, we will complete the proof of Theorem 0.3 assuming (59). By applying Propo-
sition 5.7 to M = SelGrA∗(1)(K∞)
∨ and by using (59), we deduce the following equality in
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K0(MH(G)) :
[
(
SelGrA (K∞)
∨)ι] +
[
(E
A∗(1)
1 )
ι
]
=
[
SelGrA∗(1)(K∞)
∨
]
+
∑
i≥2
(−1)i[ExtiΛO(G)(SelGrA∗(1)(K∞)∨,ΛO(G))]. (60)
By our assumption (3) in Theorem 0.3, either the condition 4.7(a) or the condition 4.7(b)
is satisfied. Then by Proposition 4.7, [ExtiΛO(G)(Sel
Gr
A∗(1)(K∞)
∨,ΛO(G))] = 0 for i ≥ 3.
Moreover by assumption (4) of Theorem 2, either (Ap) or (Vanp) is satisfied. Then from
Proposition 4.7, we can deduce [Ext2ΛO(G)(Sel
Gr
A∗(1)(K∞)
∨,ΛO(G))] = 0 as well. From the
above discussion, we deduce from (60),
[
(
SelGrA (K∞)
∨
)ι
] +
[
(E
A∗(1)
1 )
ι
]
=
[
SelGrA∗(1)(K∞)
∨
]
. (61)
Twisting this by ι, Theorem 0.3 is an immediate consequence of (61).
In the rest of the proof, we are left to establish the claim in (59). By our assump-
tion in Theorem 0.3, SelGrA∗(1)(K∞)
∨ is in MH(G). Thus by Corollary 5.5, there ex-
ists a continuous character ρ : G −→ Γ −→ Z×p such that
(
SelGrA∗(1)(K∞)
∨(ρ)
)
U
and
H1
(
U,SelGrA∗(1)(K∞)
∨(ρ)
)
are both finite for any open normal subgroup U of G. Since
the character ρ is trivial on GK∞ , we deduce that Sel
Gr
A∗(1)(K∞)
∨(ρ) ∼= SelGrA∗ρ(1)(K∞)∨.
Thus,
(
SelGrA∗ρ(1)(K∞)
∨
)
U
and H1
(
U,SelGrA∗ρ(1)(K∞)
∨
)
are both finite. By our hypoth-
esis (1) in Theorem 0.3, the kernel and the cokernel of the natural restriction map
SelGrA∗ρ(1)(KU )
res
A∗(1)
ρ,U−→ SelGrA∗ρ(1)(K∞)U are both finite for any U in U . Hence we have
SelGrA∗ρ(1)(KU ) is finite for any open subgroup U ⊂ G. (62)
Since the Bloch-Kato Selmer group SelBKA∗ρ(1)(KU ) is a subgroup of Sel
Gr
A∗ρ(1)
(KU ) by defini-
tion, (62) implies that
SelBKA∗ρ(1)(KU ) is finite for any open subgroup U ⊂ G. (63)
Then, by the generalized Cassels-Tate pairing established for Bloch-Kato Selmer groups
by Flach (cf. [Fl, Theorem 1, Theorem 3], [Pe, Theorem 3.1.1]), we have an isomorphism
SelBKAρ (KU )
∨ ∼= SelBKA∗ρ(1)(KU ), (64)
for any U . Using the isomorphism in (64), together with the natural restriction map and
the natural inclusion of a Bloch-Kato Selmer group into a Greenberg Selmer group, we
get an O[G/U ]-linear map SelGrAρ(KU )∨ −→ SelGrA∗ρ(1)(K∞)U by the composition as follows:
SelGrAρ(KU )
∨ → SelBKAρ (KU )∨
∼→ SelBKA∗ρ(1)(KU )→ Sel
Gr
A∗ρ(1)
(KU )→ SelGrA∗ρ(1)(K∞)
U . (65)
Taking the inverse limit with respect to the norm map over U ∈ U , we get a ΛO(G)-
linear map
SelGrAρ(K∞)
∨ φ
1
ρ−→ lim←−
U∈U
SelGrA∗ρ(1)(K∞)
U . (66)
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where φ1ρ is by the composition as follows:
SelGrAρ(K∞)
∨ → SelBKAρ (K∞)∨
∼→ lim←−
U∈U
SelBKA∗ρ(1)(KU )
→ lim←−
U∈U
SelGrA∗ρ(1)(KU )→ lim←−
U∈U
SelGrA∗ρ(1)(K∞)
U .
As SelGrA∗ρ(1)(K∞)
U is finite for any U , we have
lim←−
U∈U
(
SelGrA∗ρ(1)(K∞)
U
)ι
= lim←−
U∈U
TorO
(
SelGrA∗ρ(1)(K∞)
U
)ι
∼−→ lim←−
U∈U
Ext1O
(
SelGrA∗ρ(1)(K∞)
∨
U ,O
)
(see [Pe, Line 05, Page 732])
∼−→ lim←−
U∈U
Ext1O[G/U ]
(
SelGrA∗ρ(1)(K∞)
∨
U ,O[G/U ]
)
(see Lemma 4.5)
∼−→ lim←−
U∈U
Ext1ΛO(G)
(
SelGrA∗ρ(1)(K∞)
∨,O[G/U ]
)
(by Lemma 5.6)
∼−→ Ext1ΛO(G)
(
SelGrA∗ρ(1)(K∞)
∨,ΛO(G)
)
.
Thus, we obtain a ΛO-linear isomorphism
lim←−
U∈U
(
SelGrA∗ρ(1)(K∞)
U
)ι φ2ρ∼= Ext1ΛO(G)(SelGrA∗ρ(1)(K∞)∨,ΛO(G)). (67)
By composing φ2ρ in (67) with φ
1
ρ of (66) twisted by ι, we have a ΛO(G)-linear map(
SelGrAρ(K∞)
∨
)ι φρ−→ Ext1ΛO(G)(SelGrA∗ρ(1)(K∞)∨,ΛO(G)). (68)
Now using the first vanishing assertion of Lemma 5.1, we have the following equality:
[SelGrAρ(K∞)
∨] = [SelBKAρ (K∞)
∨] in K0(MH(G)). (69)
Also, we have the following equality by taking the limit of (64) for U ∈ U :
[SelBKAρ (K∞)
∨] = [ lim←−
U∈U
SelBKA∗ρ(1)(KU )] in K0(MH(G)). (70)
Moreover, by the second vanishing assertion of Lemma 5.1, we deduce
[ lim←−
U∈U
SelBKA∗ρ(1)(KU )] = [ lim←−
U∈U
SelGrA∗ρ(1)(KU )] in K0(MH(G)). (71)
Using these observations in (68), we deduce
[Ker(φρ)] =
[
lim←−
U∈U
(
Ker(res
A∗(1)
ρ,U )
)ι]
,
[Coker(φρ)] =
[
lim←−
U∈U
(
Coker(res
A∗(1)
ρ,U )
)ι]
in K0(MH(G)).
As ρ is trivial on GK∞ , we obtain by applying −⊗O ρ−1 to (68)(
SelGrA (K∞)
∨
)ι φ−→ Ext1ΛO(G)(SelGrA∗(1)(K∞)∨,ΛO(G)). (72)
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Thus we have
[Ker(φ)] =
[
lim←−
U∈U
(
Ker(res
A∗(1)
U )
)ι]
and [Coker(φ)] =
[
lim←−
U∈U
(
Coker(res
A∗(1)
U )
)ι]
in K0(MH(G)).
(73)
(1) First, we assume the condition 2(a) in Theorem 0.3 holds. Then, it follows that
lim←−
U∈U
Ker(res
A∗(1)
U ) is finite in cardinality. Hence by Lemma 4.2(a), we deduce from
(73) that
[Ker(φ)] = 0 in K0(MH(G)). (74)
Moreover, from (73), the condition 2(a) in Theorem 0.3 implies that [Coker(φ)]
and
[
(E
A∗(1)
0 )
ι
]
in K0(MH(G)) differ by the class of a module which is finite in car-
dinality. Thus again using Lemma 4.2(a), we deduce from (73) that [Coker(φ)] =[
(E
A∗(1)
0 )
ι
]
in K0(MH(G)). Further, the assumption (4) in Theorem 0.3 says that
either (Ap) of Definition 1.6 or (Vanp) of Definition 1.1 holds. By Proposition 2.4,
we have
[
(E
A∗(1)
0 )
ι
]
=
[
(E
A∗(1)
1 )
ι
]
in K0(MH(G)). The claim in (59) now follows
from (74) and (72).
(2) Next, we assume the condition 2(b) in Theorem 0.3 holds. The condition 2(b)
says that lim←−
U∈U
Ker(res
A∗(1)
U ) is a finite generated Zp-module. Then due to our
assumption (Van) of Definition 1.1, we deduce from (73), [Ker(φ)] = 0. Also, in
this case from (73), [Coker(φ)] and
[
(E
A∗(1)
0 )
ι
]
in K0(MH(G)) differ by the class of
a finitely generated Zp-module. Thanks to the assumption (Van) of Definition 1.1,
which is part of hypothesis 2(b) of Theorem 0.3, we get from (73) that [Coker(φ)] =[
(E
A∗(1)
0 )
ι] in K0(MH(G)).
Finally, we again obtain
[
(E
A∗(1)
0 )
ι
]
=
[
(E
A∗(1)
1 )
ι
]
inK0(MH(G)) by Proposition
2.4. Thus the claim in (59) holds also in this case.
This completes the proof of Theorem 0.3. 
Proof of Remark 0.4: Note we have [SelGrA (K∞)
∨] = [SelBKA (K∞)
∨] in K0(MH(G))
due to the first vanishing result, for trivial ρ in Lemma 5.1 given by [(lim−→
U
CAU )
∨] = 0 in
K0(MH(G)). In addition, by the proof of Lemma 5.1, we also have [(lim−→
U
C
A∗(1)
U )
∨] = 0 in
K0(MH(G)) due to our assumption that either (Ap) or (Vanp) holds. As a result of this,
the equality [SelGrA∗(1)(K∞)
∨] = [SelBKA∗(1)(K∞)
∨] in K0(MH(G)) holds true. Applying the
involution ι and using the functional equation of the Greenberg Selmer group, we finally
deduce that
[SelBKA (K∞)
∨] + [E
A∗(1)
1 ] = [(Sel
BK
A∗(1)(K∞)
∨)ι] in K0(MH(G)). 
6. Compatibility of the algebraic and the conjectural analytic
functional equation
In this section, we explain how the functional equation of the conjectural p-adic L-
function looks like and then we check the compatibility of this conjectural functional
equation with the algebraic functional equation. We will consider a special case of V =
Vf,p(
k
2 ) for a normalized eigen elliptic cuspform f of even weight k ≥ 2 and level Γ0(N)
whose p-th Fourier coefficient ap(f) is a p-adic unit such that N is square-free and the
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conductor Nf of f is not divisible by p as discussed in Example 3 of Section 3. Here Vf,p is
the p-adic Galois representation for f . We take a lattice T ⊂ V and we set A = T⊗Qp/Zp.
We set K∞ to be a false-Tate curve extension in the setting of Example 1.7. Recall that
K = Q, K∞ = Q(µp∞ , a1/p
∞
), G = Gal(K∞/Q) ∼= Z×p ⋊ Zp, H = Gal(K∞/Qcyc) ∼= Z×p
and Γ = G/H = Gal(Qcyc/Q). Recall from Section 3,
P0 := {q prime in Q : q | a but q ∤ p}.
Also, we define P1 and P2 to be the subsets of P0 given as in Example 3 of Section 3.
Let η be an Artin representation whose representation space over C is denoted by
Wη. As a special case of the general definition of complex L-function given in (90) in
Appendix, we have L(f, η, s) :=
∏
q
Pq(f, η, q
−s)−1 where we choose any prime ℓ 6= q and
define Pq(f, η, T ) = det
(
1 − Frob−1q T |
(
Vf,ℓ ⊗Qℓ Wη,ℓ
)Iq) where Vf,ℓ is the ℓ-adic Galois
representation for f and Wη,ℓ is an Artin representation which is isomorphic to Wη but
defined over an ℓ-adic field.
Let us fix complex periods Ω+(f),Ω−(f) ∈ C× such that
L(f, χ, k2 )
Ωsgn(χ)(f)
∈ Qf [χ] for any
Dirichlet character χ where sgn(χ) is the signature of χ(−1). Here Qf is the Hecke field of
f which is a finite extension of Q obtained by adjoining Fourier coefficients of f to Q. A
priori, the periods Ω+(f),Ω−(f) are defined only up to multiplication of elements of Qf .
However, we can normalize them so that Ω+(f),Ω−(f) are defined up to multiplication of
units of the ring of integers of Qf localized at a prime over p.
As a special case of Conjecture A.3 when V = Vf,p(
k
2 ) and K∞ as above, the conjectural
p-adic L-function Lp(Vf,p(k2 )) = Lp(Vf,p(k2 ); {Ω±(f)}) ∈ K1(ΛO(G)S∗)1 depending on the
fixed periods exists and it is characterized by
η∗(Lp(Vf,p(k2 ))) = ǫp(η)α
−Cp(η)
p ×
Pp(η
∗, α−1p )
Pp(η, β
−1
p )
× LP (f, η,
k
2 )
Ω+(f)d+(η)Ω−(f)d−(η)
(75)
where η∗ denotes the contragadient representation of η. Here O is the ring of integers of
some finite extension of Qp2, pCp(η) is the p-part of the conductor η at p, ǫp(η) is the local
ǫ factor of η at p and P is the set of primes of Q which are infinitely ramified in K∞/Q
and LP (f, η,
k
2 ) :=
∏
q 6∈P
Pq(f, η, q
−
k
2 )−1. One has that P = P0∪{p} (see [HV, Lemma 3.9]).
If the weight k is larger than two, the complex L(f, η, s) has critical points other than
s = k2 and the interpolation property of the p-adic L-function Lp(Vf,p(k2 )) covers more
specializations than (75) corresponding to other critical points. However, since we assume
that f is ordinary, the interpolation property (75) is enough to characterize Lp(Vf,p(k2 )).
On the other hand, recall that the twisted complex L-function of f has the following
conjectural functional equation,
Λ(f, η, s) = ω(f, η)Λ(f, η∗, k − s), (76)
1The p-adic L-function Lp(Vf,p(
k
2
)) essentially depends on the choice of periods Ω+(f),Ω−(f). However,
below, we remove the dependence from the notation to ease the notation.
2Note that, according to the work of Fukaya-Kato [FK, Theorem 2.2.26] on Tamagawa number conjec-
ture, it is suggested in [CFKSV, Page 203] that the coefficient ring of Iwasawa algebra for the conjectural
p-adic L-function be enlarged to a finite extension O even when Qf = Q.
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where Λ(f, η, s) is the completed L-function which is obtained by multiplying certain Γ-
factor to L(f, η, s). The conjectural functional equation of complex L-function in (76) is
a special case of Conjecture A.1 when V = Vf,p(
k
2 )⊗Wη,p.
Then putting s = k2 in (76) and using the definition of Λ(f, η,
k
2 ), we deduce the following
equation:
L(f, η, k2 ) = ω(f, η)L(f, η
∗, k2 ). (77)
Recall that P is the set of primes of Q which are infinitely ramified in K∞/Q. By (75),
we have
η∗(Lp(Vf,p(k2 ))) = ǫp(η)α
−Cp(η)
p ×
Pp(η
∗, α−1p )
Pp(η, β
−1
p )
× L(f, η,
k
2 )
Ω+(f)d+(η)Ω−(f)d−(η)
∏
q∈P
Pq(f, η, q
− k
2 ),
η(Lp(Vf,p(k2 ))) = ǫp(η∗)α
−Cp(η∗)
p ×
Pp(η, α
−1
p )
Pp(η∗, β
−1
p )
× L(f, η
∗, k2 )
Ω+(f)d+(η
∗)Ω−(f)d−(η
∗)
∏
q∈P
Pq(f, η
∗, q−
k
2 ).
Since we have d±(η) = d±(η
∗) and Cp(η) = Cp(η
∗), the following identity is obtained by
using (77) and the last two expressions above:
η∗(Lp(Vf,p(k2 )))∏
q∈P0
Pq(f, η, q
−
k
2 )
=
η(Lp(Vf,p(k2 )))∏
q∈P0
Pq(f, η∗, q
−
k
2 )
ω(f, η)
ǫp(η)
ǫp(η∗)
Pp(f, η, p
−
k
2 )
Pp(f, η∗, p
−
k
2 )
Pp(η
∗, α−1p )
Pp(η, α
−1
p )
Pp(η
∗, β−1p )
Pp(η, β
−1
p )
(78)
In (78), we have used P0 = P\{p}. Further, as we have η(Lp(Vf,p(k2 ))ι) = η∗(Lp(Vf,p(k2 ))),
we get the following identity from (78):
η(Lp(Vf,p(k2 ))ι)∏
q∈P0
Pq(f, η, q−1)
=
η(Lp(Vf,p(k2 )))∏
q∈P0
Pq(f, η∗, q
− k
2 )
ω(f, η)
ǫp(η)
ǫp(η∗)
Pp(f, η, p
− k
2 )
Pp(f, η∗, p
− k
2 )
Pp(η
∗, α−1p )
Pp(η, α
−1
p )
Pp(η
∗, β−1p )
Pp(η, β
−1
p )
. (79)
Note that
ǫp(η)
ǫp(η∗)
is a p-adic unit. Now we discuss that the factors at p in (79). First of
all, note that if η is the trivial Artin representation of G, then the factors at prime p in
(79) are the same for η and η∗.
First, we check that the contributions of factors at p is trivial in this particular case of
a false-Tate extension. Recall that, by the ℓ-independence of an Euler factor, we have
Pp(f, η, p
− k
2 ) = det(1− Frob−1p p−
k
2 | (Vf,ℓ(k2 )⊗Wη,ℓ)Ip),
Pp(η, α
−1
p ) = det(1− Frob−1p α−1p | (Wη,ℓ)Ip),
Pp(η, β
−1
p ) = det(1− Frob−1p β−1p | (Wη,ℓ)Ip),
for any prime ℓ 6= p where Wη,ℓ is defined in the paragraph preceeding (75). Note that
the inertia invariant subspace W
Ip
η,ℓ is trivial for any non-trivial Artin representation η
of G. The representation Vf,ℓ(
k
2 ) is unramified at p since the conductor Nf of f is not
divisible by p. Hence the inertia invariant space
(
Vf,ℓ(
k
2 )⊗Wη,ℓ
)Ip is trivial. Thus we have
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Pp(f, η, p
− k
2 ) = Pp(η, α
−1
p ) = Pp(η, β
−1
p ) = 1 for any non-trivial Artin representation η of
G. By combining the discussions above with (79), we have proved the following result.
Proposition 6.1. Assume Conjecture A.2 and Conjecture A.3 for V = Vf,p(
k
2 ) and G =
Gal(K∞/Q) where K∞ is a false-Tate curve extension as considered in Example 1.7 and
Section 3.
Then the p-adic L-function Lp(Vf,p(k2 )) ∈ K1(ΛO(G)S∗) satisfies the following interpo-
lation property:
η(Lp(Vf,p(k2 ))ι) = ω(f, η)η(Lp(Vf,p(k2 )))
∏
q∈P0=P\{p}
Pq(f, η, q
− k
2 )
Pq(f, η∗, q
− k
2 )
(80)
for every Artin representation η of G. Here S and S∗ are given by (91) and O is the ring
of integers of a certain finite extension of Qp.
Proposition 6.2. Let us consider the setting of Section 3 where K∞ is a false-Tate curve
extension. We take a lattice T of V = Vf,p(
k
2 ) and we set A = T ⊗ Qp/Zp. Let ξE1 ∈
K1(ΛO(G)S∗) be the characteristic element of the preimage of the class [E1] ∈ K0(MH(G))
of the error term
E1 = E
A
1
∼=
⊕
q∈P1∪P2
IndGGqT (−1)
of the functional equation of Selmer groups and O is the ring of integers of a certain finite
extension of Qp
Then, for every Artin representation η of G, we have the equality:
η(ξE1) =
∏
q∈P0
Pq(f, η, q
− k
2 )
Pq(f, η∗, q
− k
2 )
modulo multiplication by p-adic units.
Before proving Proposition 6.2, we give some preparations.
Let θn denote the Artin representation of G = Gal(K∞/Q) is obtained by inducing
a character φn of exact order p
n of Gal(Q(µpn , a1/p
n
)/Q(µpn)) to Gal(Q(µpn , a1/p
n
)/Q).
Then θn is irreducible, and every irreducible Artin representation η of G is either of the
form η = ψ or of the form η = θnψ for an integer n ≥ 1, where ψ is a 1-dimensional
character of Gal(Q(µp∞)/Q) (see [DD, Page 212]).
For q ∈ P2, Let C be a free O-module of finite rank equipped with a continuous
unramified action of GQq . We recall that Hq := H ∩ Gq is completely ramified at q and
Γq := Gq/Hq is unramified at q. We identify Hq with inertia subgroup and we note
that Gq/Hq is topologically generated by Frobq. Hence, Gq acts naturally on C through
the quotient Gq/Hq, which allows us to regard C as a ΛO(Gq)-module. With the above
explanation, we have a characteristic element ξqC of P in K1(ΛO(Gq)S∗q ). This especially
gives us ξqT (−1) ∈ K1(ΛO(Gq)S∗q ) for every q ∈ P2 since T (−1) is unramified for every
q ∈ P2. Here O can be taken to be the ring of integers of a p-adic field which contains the
eigenvalues of the action of Frobq on T . When q ∈ P1, the action of GQq on T (−1) factors
through the quotient GQq ։ Gq. This allows us to regard T (−1) as a Λ(Gq)-module and
we have a characteristic element ξqT (−1) of T (−1) in K1(Λ(Gq)S∗q ) also for q ∈ P1.
Let q ∈ P2. Let us denote by Λ(Gq)♯ a free ΛO(Gq)-module of rank one on which the
decomposition group GQq acts on ΛO(Gq) by the tautological action through the surjection
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GQq ։ Gq. Let hq be a topological generator of Hq. We have the exact sequence of
ΛO(Gq)[GQq ]-modules:
0 −→ (hq − 1)
(
ΛO(Gq)
♯/(Frobq − 1)ΛO(Gq)♯
)
⊗ΛO(Gq) C
−→
(
ΛO(Gq)
♯/(Frobq − 1)ΛO(Gq)♯
)
⊗ΛO(Gq) C −→ C −→ 0. (81)
Let us denote the first term and the second term of the above exact sequence by M
and N respectively. Then M,N are in K0(MH(G)) and ξ
q
C ∈ K1(ΛO(Gq)S∗q ) is equal
to
ξqM
ξqN
∈ K1(ΛO(Gq)S∗q ) modulo multiplication by an element of K1(ΛO(Gq)). Let us
calculate the evaluations of ξqM and ξ
q
N at characters ψ and θnψ.
We need the following lemma.
Lemma 6.3. Let C be a free O-module of rank one equipped with a continuous unramified
action of GQq . Assume that the eigenvalue of Frobq acting on C is x.
(1) Let M = (hq − 1)
(
Λ(Gq)
♯/(Frobq − 1)Λ(Gq)♯
) ⊗Λ(Gq) C. Then we have ψ(ξqM ) =
ψ(Frobq)− qx modulo a multiplication by unit in O×.
(2) Let N =
(
Λ(Gq)
♯/(Frobq − 1)Λ(Gq)♯
)⊗Λ(Gq)C. Then we have ψ(ξqN ) = ψ(Frobq)−
x modulo a multiplication by a unit in O×.
Proof of Lemma 6.3. Since the second statement is easier, we start from the proof of the
assertion (2). In this case N is a cyclic Λ(Gq)-module whose annihilator ideal is a principal
ideal generated by Frobq − x ∈ ΛO(Gq). So ξqN ∈ K1(ΛO(Gq)S∗q ) has a representative in
Frobq − x ∈ (ΛO(Gq)S∗q )×. This implies that
ψ(ξqN ) = ψ(Frobq − x) = ψ(Frobq)− x,
modulo a multiplication by a unit in O×, which proves the assertion (2).
For the assertion (1), be simple calculation, we can check that the annihilator ideal of
M is a principal ideal generated by Frobq − (hq)
q−1
hq−1
x ∈ ΛO(Gq). Since ψ(hq) = 1, we have
ψ(
(hq)q−1
hq−1
) = q which implies the equality of the assertion (1) modulo a multiplication by
a unit in O×. 
Proof of Proposition 6.2. In order to show the desired equality, we start by calculating the
analytic local terms
∏
q∈P0
Pq(f, η, q
− k
2 )
Pq(f, η∗, q
− k
2 )
.
We can check that, when η is of the form η = θnψ for an integer n ≥ 1, (Wη)Iq is trivial
for any q ∈ P0. Since p 6= 2, we have
∏
q∈P0
Pq(f, θnψ, q
− k
2 )
Pq(f, (θnψ)∗, q
− k
2 )
= 1. When η is of the form
η = ψ, we have
Pq(f, ψ, q
− k
2 )
Pq(f, ψ∗, q
− k
2 )
=

1−δq(Frobq)ψ∗(Frobq)q−1
1−δq(Frobq)ψ(Frobq)q−1
q ∈ P1,
(1−αqψ∗(Frobq)q−1)(1−βqψ∗(Frobq)q−1)
(1−αqψ(Frobq)q−1)(1−βqψ(Frobq)q−1)
q ∈ P2,
1 q ∈ P0 \ (P1 ∪ P2)
(82)
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where αq and βq are eigenvalues of the action of Frobq on Vf,p(
k
2 ) and δq is a unramified
quadratic character of Q×q which is attached to the special representation πf,q at q (see
Example 3 of Section 3).
Now we pass to the algebraic side. We have E1 ∼=
⊕
q∈P1∪P2
IndG0G0,qT (−1). Recall that, [E1]
denotes the image of E1 in K0(MH0(G0)) and the characteristic element ξE1 denotes any
preimage of [E1] in K1(ΛO(G)S∗) via the surjection from K1(ΛO(G)S∗) −→ K0(MH(G))
(cf. (92)). Here O is the ring of integers of a finite extension of Qp containing the
eigenvalues of the action of Frobq on Vf,p(
k
2 ), for all q ∈ P2. Thus ξE1 is defined up to an
element of K1(ΛO(G)). We have K1(ΛO(G)S) ∼= ΛO(G)
×
S
[ΛO(G)
×
S ,ΛO(G0)
×
S ]
by [CFKSV, Theorem
4.4] and there is a surjective map
ΛO(G)
×
S∗
[ΛO(G)
×
S∗ ,ΛO(G)
×
S∗ ]
→ K1(ΛO(G)S∗)→ 1. (83)
Let us recall that the following diagram, where vertical maps are induced by natural
inclusion, commute:
K1(ΛO(Gq)S∗q ) −−−−→ K0(MHq (Gq))y y
K1(ΛO(G)S∗) −−−−→ K0(MH(G)).
Hence, the evaluation at η of the characteristic element ξE1 ∈ K1(ΛO(G)S∗) is the product
of the evaluations at η of the characteristic elements ξqT (−1) ∈ K1(ΛO(Gq)S∗q ) at primes
in P1 and P2. In order to complete the proof of the proposition, it suffices to show the
equalities 
θnψ(ξ
q
T (−1)) = 1 q ∈ P1 ∪ P2,
ψ(ξqT (−1)) =
1−δq(Frobq)ψ∗(Frobq)q−1
1−δq(Frobq)ψ(Frobq)q−1
q ∈ P1,
ψ(ξqT (−1)) =
(1−αqψ∗(Frobq)q−1)(1−βqψ∗(Frobq)q−1)
(1−αqψ(Frobq)q−1)(1−βqψ(Frobq)q−1)
q ∈ P2,
(84)
modulo multiplications by a p-adic unit where δq is as defined in (82). In the rest of the
proof, we prove the equation (84).
Let q ∈ P2. Note that we have αqβq = q−1. Since Frobq acts on Zp(−1) by q−1, the
action of Frobq on Vf,p(
k
2 ) has eigenvalues β
−1
q =
αq
q , α
−1
q =
βq
q . For a prime q ∈ P2, O
contains αq and βq, by definition. Then the unramified GQq -module T has a decomposition
T ⊗Zp O ∼= Cαq ⊕ Cβq where Cαq and Cβq are rank one O-modules on which Frobq acts
by multiplication of β−1q and α
−1
q respectively. By definition, the characteristic element
ξqTpE(−1) is equal to ξ
q
Cαq
ξqCβq
. When η is of the form η = ψ, we obtain:
η(ξqT (−1)) = ψ(ξ
q
Cαq
)ψ(ξqCβq
)
=
(ψ(Frobq)− β−1q )(ψ(Frobq)− α−1q )
(ψ(Frobq)− qβ−1q )(ψ(Frobq)− qα−1q )
=
(1− αqψ∗(Frobq)q−1)(1− βqψ∗(Frobq)q−1)
(1− αqψ(Frobq)q−1)(1− βqψ(Frobq)q−1) × q
−1
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by applying Lemma 6.3. Let us consider the case where η is of the form η = θnψ, In this
case, we also have
η(ξqT (−1)) = θnψ(ξ
q
Cαq
)θnψ(ξ
q
Cβq
).
Hence it suffices to prove that θnψ(ξ
q
Cαq
) = 1 and θnψ(ξ
q
Cβq
) = 1. By the definition of
θn explained after the statement of Proposition 6.2, θn is an induced representation of a
character φn of Gal(Qq(µpn ,m1/p
n
)/Qq(µpn)) to Gal(Qq(µpn ,m1/p
n
)/Qq) which is realized
on the space
W = Vφn ⊗K Vψ ⊗K K[Gal(Qq(µpn)/Qq)]♯ (85)
where Vφn is a representation space of φn which is a one-dimensional vector space over the
coefficient field K on which Gal(Qq(µpn ,m1/pn)/Qq(µpn)) acts and Vψ is a representation
space of φn which is a one-dimensional vector space over K on which Gal(Qq(µpn)/Qq) acts.
Let us calculate θnψ(ξ
q
Cαq
). In this situation, an element g ∈ Gq, θnψ(g) is represented by
a matrix of degree [Qq(µpn) : Qq] which is regarded as an element of EndK(W ⊗O Cαq ).
Note also that the evaluation of elements in K1(ΛO(Gq)S∗q ) at Artin representation η of
G is defined [CFKSV, §3] through the Morita equivalence K1(Mn(−)) = K1(−) which is
known to be obtained by taking the determinant of the matrix. As in the proof of Lemma
6.3, we calculate the ratio of the determinant of the matrix in EndK(W ⊗O Cαq ) induced
by an annihilator Frobq − (hq)
q−1
hq−1
∈ ΛO(Gq) of the cyclic module
(hq − 1)
(
ΛO(Gq)
♯
/
(Frobq − 1)ΛO(Gq)♯
)
=
(
ΛO(Gq)
♯
/
(Frobq − (hq)
q − 1
hq − 1 )ΛO(Gq)
♯
)
and the determinant of the matrix in EndK(W ⊗OCαq ) induced by an annihilator Frobq−
1 ∈ ΛO(Gq) of the cyclic module
(
ΛO(Gq)
♯/(Frobq − 1)ΛO(Gq)♯
)
. The matrix represent-
ing θnψ(Frobq) is a permuting matrix the basis labeled by elements of Gal(Qq(µpn)/Qq)
twisted by the eigenvalues of these elements acting on Pα. The matrix representing
θn(
(hq)q−1
hq−1
) is a diagonal matrix whose diagonal entries are given by φn(
(hgq )
q−1
hgq−1
) when
g runs through elements of Gal(Qq(µpn)/Qq). Note that the product of φn(
(hgq)
q−1
hgq−1
) for
g ∈ Gal(Qq(µpn)/Qq) equals to 1. Now the determinants of two matrices which appear in
the calculation of θnψ(ξ
q
Cαq
) are both equal to (ψ(Frobq)αq)
[Qq(µpn ):Qq] − 1, which implies
that the ratio is equal to 1, hence we have θnψ(ξ
q
Cαq
) = 1. Since we prove θnψ(ξ
q
Cβq
) = 1
exactly in the same way, we finally obtain:
η(ξqT (−1)) = θnψ(ξ
q
Cαq
)θnψ(ξ
q
Cβq
) = 1.
Let q ∈ P1. Then the action of GQq on T (−1) is not unramified, but we can define
ξqT (−1) ∈ K1(ΛO(Gq)S∗q ) as explained earlier, with O as before. Since we have an exact
sequence
0 −→
(
ΛO(Gq)
♯/(Frobq − 1)ΛO(Gq)♯
)
⊗ΛO(Gq) Zp ⊗ δq
−→
(
ΛO(Gq)
♯/(Frobq − 1)ΛO(Gq)♯
)
⊗ΛO(Gq) T (−1)
−→
(
ΛO(Gq)
♯/(Frobq − 1)ΛO(Gq)♯
)
⊗ΛO(Gq) Zp(−1) ⊗ δq −→ 0
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in the category MH(G), we calculate η(ξ
q
T (−1)) to be η(ξ
q
Zp⊗δq )η(ξ
q
Zp(−1)⊗δq
). The calcu-
lation of η(ξqZp⊗δq) and η(ξ
q
Zp(−1)⊗δq
) for q ∈ P1 goes exactly in the same way as that of
η(ξqCαq ) and η(ξ
q
Cβq
) for q ∈ P2 and this completes the proof of Proposition 6.2. 
For any M in MH(G) and for any Artin representation η of G, we introduce a notation
η([M ]) := η(ξM ), which is well defined up to a p-adic unit.
Theorem 6.4. Let us assume the setting above of an ordinary normalized eigen elliptic
cuspform f of even weight k ≥ 2 and square-free level Γ0(N) with a false-Tate extension
K∞/Q. We take a lattice T of V = Vf,p(k2 ) and we set A = T ⊗ Qp/Zp. Assume that a
conjectural p-adic L-function Lp(Vf,p(k2 )) ∈ K1(ΛO(G)S∗) with the interpolation property
(75) exists. Recall from Section 3 that EA1
∼= ⊕
q∈P1∪P2
IndGGqT (−1) is the error term of the
algebraic functional equation. Then, for any Artin representation η of Gal(K∞/Q),
η(ξEA1
) =
∏
q∈P0
Pq(f, η, q
− k
2 )
Pq(f, η∗, q
− k
2 )
modulo multiplication by a p-adic unit. Hence, for any Artin representation η of Gal(K∞/Q),
we have the equality:
η
([
SelBKA (K∞)
∨
])
η
([(
SelBKA (K∞)
∨
)ι]) = η
(Lp(Vf,p(k2 )))
η
(Lp(Vf,p(k2 ))ι) (86)
modulo multiplication by a p-adic unit.
Proof. The first assertion of the theorem has been established in the proof of Proposition
6.2. So we prove only the second part. Recall our second main theorem (Theorem 2)
applied to this setting of an ordinary normalized eigen elliptic cuspform over the false-
Tate curve extension implies the following[
SelGrA (K∞)
∨
]
+
[
EA1
]
=
[(
SelGrA (K∞)
∨
)ι]
in K0(MH(G)). (87)
Clearly, (87) can be reformulated as follows:
ξSelGrA (K∞)∨
ξEA1
= ξ(SelGrA (K∞)∨)ι
(88)
as elements of K1(ΛO(G)S∗) up to an element of K1(ΛO(G)). On the other hand, from
Proposition 6.1, we have
η(Lp(Vf,p(k2 ))ι) = η(Lp(Vf,p(k2 )))
∏
q∈P0
Pp(f, η, p
− k
2 )
Pp(f, η∗, p
− k
2 )
modulo multiplication by a p-adic unit. Now by Proposition 6.2, we know η(ξEA1
) =∏
q∈P0
Pq(f, η, q
− k
2 )
Pq(f, η∗, q
− k
2 )
, up to a p-adic unit. Thus we have
η(Lp(Vf,p(k2 ))) = η(Lp(Vf,p(k2 ))ι)η(ξEA1 ) (89)
up to a p-adic unit. Evaluating (88) at η and then comparing it with (89), we obtain (86)
up to a unit in a ring of integers of a finite extension of Qp. This completes the proof of
the theorem. 
45
Remark 6.5. The results of this section are a generalization of the corresponding results
of Za´bra´di. More precisely, the compatibility between the algebraic and the conjectural
analytic functional equation over the false-Tate curve extension for an elliptic curve E
over Q with good, ordinary reduction at p was established in [Za1, Prop. 7.3]. With the
same assumption on E, the compatibility over Q(Ep∞) is discussed in [Za2, Proposition
7.2].
Remark 6.6. Fukaya-Kato has a formulation of the conjectural functional equation of
analytic p-adic zeta function [FK, Theorem 4.4.7]. Though they do not study the functional
equation on the algebraic side, their functional equation of p-adic zeta function combined
with their main conjecture in [FK, Conjecture 4.2.2], which generalizes the main conjecture
of [CFKSV] (see Conjecture A.4), implies a functional equation in the algebraic side.
We remark that the algebraic object in the main conjecture of Fukaya-Kato is Selmer
complex SC(T, T 0) rather than the Selmer group. However, as remarked in [FK, 4.5.3,
Page 82], we have the equality [SC(T, T 0)] = [SelGrEp∞ (K∞)
∨] in K0(MH(G)) in the setting
and hypotheses of Theorem 6.4. Thus the conjectural functional equation of Fukata-Kato
coincides with the conjectural functional equation in Proposition 6.1 or with [Za1, Equation
7.12] and via the Iwasawa main conjecture in A.4, shows the compatibility of our algebraic
functional equation (as well as of [Za1]) with that of [FK, Theorem 4.2.7].
Appendix A. Conjectural existence of analytic p-adic L-functions
In this section, we state a conjectural existence of analytic p-adic L-function for a
given Galois representation V . For technical reasons, we restrict ourselves to the situation
K = Q in the analytic side. Also, in order to talk about the algebraic part of special
values of Hasse–Weil L-functions, we fix embeddings Q →֒ C and Q →֒ Qp simultaneously.
Let V be a p-adic Galois representation of GQ which satisfies the condition (Geom)
stated in Introduction. Then the L-function L(s, V ) given by the following Euler product
is convergent on Re(s) >
w
2
+ 1:
L(s, V ) =
∏
q 6=p
det(1− Frob−1q q−s;V Iq)−1 × det(1− ϕp−s;Dpst(V )
Ip
)−1 (90)
where w is the weight of motive whose p-adic e´tale realization gives V , Dpst(V ) is a
potentially stable filtered module of Fontaine on which the operator ϕ is acting. It is
known that each Euler factor is a polynomial whose coefficients are in Q and the Euler
product is absolutely convergent on Re(s) > 1 +
w
2
due to Deligne.
We recall the following well-known conjecture which is a folklore.
Conjecture A.1. Let V ∼= Kd be a p-adic Galois representation of GQ which satisfies the
condition (Geom) stated in Introduction. Then the following statements hold.
(1) The L-function L(s, V ) is meromorphically continued to the whole C-plane with
at most finitely many poles. Further, if V does not contain any direct summand
which is isomorphic to Tate twists of the trivial representation Qp, the L-function
L(s, V ) is holomorphic on the whole C-plane.
(2) We have the following functional equation:
L(s, V ) = a(V )
w+1
2
−sǫ(V )L(1 − s, V ∗(1))
where a(V ) (resp. ǫ(V )) is the Artin conductor (resp. epsilon factor) for V respec-
tively, which we do not explain here.
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Conjecture A.2 (Deligne). Let V ∼= K2d be a p-adic Galois representation of GQ of even
dimension which satisfies the condition (Geom) stated in Introduction. For simplicity, we
assume that V does not contain any Artin representations as its subquotient. Further we
assume the following conditions
(i) The motive which corresponds to V is critical in the sense of Deligne[De].
(ii) Conjecture A.1 holds true for V .
Then there exist two constants Ω+(V ),Ω−(V ) such that, for any Artin representation
W of GQ with values in K such that the motive which corresponds to V ⊗W is critical in
the sense of Deligne and Conjecture A.1 holds true for V ⊗W , we have
L(0, V ⊗KW )
Ω+(V )dd+(W )Ω−(V )dd−(W )
∈ Q
where d+(W ) (resp. d−(W )) is the dimension of the eigenspace of complex conjugate with
eigenvalue +1 (resp. −1).
Based on the conjectural existence of L-values and periods, the conjectural existence of
analytic p-adic L-function was formulated by [CFKSV, Conj. 5.7] (for elliptic curves) and
[FK, Thm 4.2.26] (for general motives).
Conjecture A.3. Let V ∼= K2d be a p-adic Galois representation of GQ of even dimension
which satisfies the condition (Geom) stated in Introduction. For simplicity, we assume that
V does not contain any Artin representations as its subquotient. Let O be the ring of
integers of a finite extension of Qp and define
S =
{
f ∈ ΛO(G)
∣∣∣∣ ΛO(G)ΛO(G)f is a finitely generated ΛO(H)-module
}
. (91)
Set S∗ = ∪
n≥0
pnS. Then S and S∗ are left and right Ore set in ΛO(G) [CFKSV, §2, §3].
In particular the localization ΛO(G)S∗ is well-defined and we have an exact sequence of
K-groups
K1(ΛO(G)) −→ K1(ΛO(G)S∗) δG−→ K0(ΛO(G),ΛO(G)S∗) = K0(MH(G)) −→ 0. (92)
Given M ∈ MH(G), we denote by [M ] its class in K0(MH(G)) and the preimage of [M ]
in K1(ΛO(G)S∗) by ξM . Note that, under the assumption that G has no element of order
p, the surjectivity of δG was proved in [CFKSV, Proposition 3.4].
Also given an element ξ ∈ K1(ΛO(G)S∗) and an Artin representation η of G, [CFKSV,
§3] associates a canonical evaluation map which gives rise to an element η(ξ) ∈ Q¯p ∪{∞}.
Further we assume the following conditions
(i) The motive which corresponds to V is critical in the sense of Deligne.
(ii) Conjecture A.1 and Conjecture A.2 hold true for V .
(iii) The representation V is crystalline at p in the sense of Fontaine.
(iv) The representation V is of Panchishkin type at p in the sense that V has a GQp-
stable filtration F+p V ⊂ V of dimension d such that the Hodge-Tate weights of
F+p V (resp. V/F
+
p V ) are all negative (resp. non-negative).
For any non-trivial Artin representation η of G and for any prime number q, we define the
Euler factor at q as follows:
Pq(η,X) =
{
det(1− Frob−1q X | (Wη)Iq) q 6= p
det(1− ϕX | Dcrys(Wη)) q = p
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Then, we have an analytic function Lp(V ) ∈ K1(ΛO(G)S∗), where O is the ring of
integers of a certain finite extension of Qp, such that
η∗(Lp(V ))
= ǫp(W
∗
η )
−d(α(1) · · ·α(d))−Cp(η) ×
d∏
i=1
Pp(η
∗, (α(i))−1)
Pp(η, (β(i))−1)
× LP (0, V ⊗K Wη)
Ω+(V )dd+(Wη)Ω−(V )dd−(Wη)
(93)
for any non-trivial Artin representation η of G, where ǫp(W
∗
η ) is the local epsilon factor
at p for W ∗η , Cp(η) is the p-order of the conductor of η, α
(1), . . . , α(d) (resp. β(1), . . . , β(d))
is the eigenvalues of ϕ-operator acting on Dcris(F
+
p V ) (resp. Dcris(V/F
+
p V )). Here η
∗
denotes the contragadient representation of η. Also P denotes the set of primes q of Q
such that the image of IQq in G is infinite and LP (s, V ⊗K W ∗η ) means the L-function
which is obtained by removing the Euler factors at every prime q ∈ P from the L-function
L(s, V ⊗KW ∗η ).
We can also state the main conjecture in our setting assuming Conjectures A.1, A.2
and A.3.
Conjecture A.4 (Iwasawa Main Conjecture). Assume Conjectures A.1, A.2 and A.3.
Then via the natural map from K1(ΛO(G)S∗)
δ−→ K0(MH(G)), the image of Lp(V ) in
K0(MH(G)), δ(Lp(V )) has the property,
δ(Lp(V )) = [SelBKA (K∞)∨] ∈ K0(MH(G))
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