Introduction
There is extensive evidence that indicates that there are gender gaps in labor markets. Not only do women receive lower wages than men, they also are underrepresented in various occupations; work fewer hours, in general, than their male counterparts; and have less access to productive inputs (Cuberes and Teignier, 2016) . 1 This scenario may play negatively on economic variables such as aggregate income, productivity and economic growth due to the underutilization of female human capital (Klasen and Lamanna, 2009; Cuberes and Teignier, 2016) .
Science, technology, and innovation (STI) activities are no different in displaying such gender gaps. Entry into knowledge production activities, historically, has been conditioned on gender (Halbert, 2006) . In Latin America, despite the recent narrowing of the education gap reflecting greater female access to higher education, there still remain significant gaps in academic careers. In fact, including the Caribbean, only 6.5 percent of patents filed in 2006−11 were registered by women compared to 69.6 percent by men.
Jointly filed patents, on the other hand, rose to 23.9 percent (Morales and Sifontes, 2014) .
The patenting gap most likely relates to low female participation in the science, technology, engineering, and mathematics disciplines (Castillo, Grazzi, and Tacsir, 2014) .
The challenges for women that prevent them from achieving their full STI potential limit the positive externalities that could emerge from greater knowledge production; they also prevent society from reaching its welfare economic optimum. The argument gives ground for policy action aimed at reducing the STI gap between men and women.
Unfortunately, few national STI policies reflect this objective (UNCTAD, 2011).
The rationale for the gender gap in STI careers is complex and multidimensional and involves, among others, a wide range of cultural factors 2 and biological considerations (Ceci and Williams, 2009) . Reports on the labor market suggest that women, when applying for particular academic positions, are faced with selection (Steinpreis, Anders, and Ritzke, 1999) and wage inequality (Petersen, Saporta and Seidel, 2000, Moss-Racusin et al., 2012) .
Evidence suggests that gender-biased recruitment and hiring procedures remain an issue for women (Nielsen, 2015) . This is confirmed by a lesser propensity by faculty members to provide positive references for women, challenging the progression of their academic careers (Trix and Pzenka, 2003) . Furthermore, women are frequently excluded from networking events and programs (i.e., social gatherings or research and teaching collaboration) impeding their access to information on funding opportunities (UNESCO, 2007) .
1 Also see Klasen and Lamanna (2009) , Petrongolo (2008, 2014) and Kahn (2007, 2013) .
2 See Castillo, Grazzi, and Tacsiret (2014) for a broader analysis of this issue.
Gender gap explanations focus on the factors that discourage the supply of women in STI occupations. Firstly, the prevailing male-dominated culture in STI careers may contribute to an unpleasant environment for women, thus preventing their ingress (Fox, 2005) . This is reinforced by discrimination and a cultural stereotype found in higher education, dissuading women from opting for a career in science (Blickenstaff, 2005) .
Furthermore, the demands of motherhood, resulting in absence from work during maternity leave, as well as the significant burden of childcare, limits the time required to devote to careers and professional development. In fact, as Muller et al. (2011) indicate, the critical stage of academic careers, such as earning a PhD and Postdoctoral, usually overlaps with the greatest fertility period of women. Nevertheless, Goldin (2014) suggests that STI occupations are relatively motherhood-friendly because they have certain characteristics (i.e., greater work flexibility and independence) whereby hours worked and wages are less directly related, leading to more equality in terms of remuneration. This contrasts with business occupations, where the high salaries are usually over-proportionally linked to long hours of work.
As Bagues et al. (2017) have stated, however, gender discrimination in academia as a cause of women's underrepresentation in science remains a highly controversial issue. For example, a recent meta-analysis of the literature (Ceci and Williams, 2011) does not find evidence of discrimination in journal reviews, grant funding, and recruitment. Moreover, some studies implicitly question the rationale for some gender policies as mechanisms to reduce the gender gap by requiring gender quotas. For instance, with data from Italy and Spain, Bagues et al. (2017) find no evidence that more gender-balanced evaluation committees improve the chances of success for female candidates.
The focus of this research rests on Paraguay's National Researcher Incentive
Program (Programa Nacional de Incentivo a los Investigadores, or PRONII). The National
Council for Science and Technology (Consejo Nacional de Ciencia y Tecnología, or CONACYT) initiated PRONII in 2011 to boost careers in research by providing researchers a fixed monthly subsidy according to their scientific productivity. 3 CONACYT is responsible for the design and implementation of STI policy in Paraguay. PRONII evaluates researchers with academic criteria. Since gender is not considered in the selection process, in theory it is therefore considered a gender-neutral program. 4 This paper addresses three questions that relate to PRONII, namely, whether or not (i) there was a pre-existing gender gap in academic productivity among researchers who applied to the program; (ii) the program, at the selection stage, implicitly discriminated against women; and (iii) there is evidence of differential impacts of the program on academic productivity (e.g. written research publications, technical outputs, number of theses supervised, level of education of researchers) of men vis-à-vis women.
In its contribution to existing literature, and in its response to the first two questions above, this study provides evidence that there is a gender gap in science in Latin Americauntil now a relatively unexplored issue; and that there is open debate on gender discrimination in academic careers. In response to the third question, this examination will provide (i) an analysis of the impacts on the gender gap of a particular type of subsidyseldom examined by the literature-and its pervasiveness in Latin America, based on direct subsidies rather than on researchers; (ii) an evaluation of the program's impact on the productivity of researchers (e.g., technical production, background education, training of researchers, and the extent between bibliography and published articles), based on resume data; and (iii) evidence that relates to a developing country, since most of the available corroboration on research subsidy impact, so far, has been carried out for developed countries.
Section 2 describes science policy in Paraguay and in terms of PRONII; Section 3 elaborates on the data that has been used; Section 4 discusses the methods applied; and Section 5 presents the primary results obtained in terms of quantifying the STI gender gap, assessing the gender-neutrality of the program at the selection stage, and evaluating the gender specific impacts of PRONII. Finally, Section 6 discusses the main findings, with a presentation of some of the conclusions arrived at and the policy implications.
Science Policy in Paraguay and Its National Researcher Incentive Program
The Government of Paraguay has undertaken considerable effort to support research and development (R&D) activities in recent years. It has done so by tripling its R&D investment from US$6.5 million in 2005 to US$21.7 million in 2012 (CONACYT, 2012) . Given that economic growth has been strong in Paraguay in recent years, however, the increase in spending has generated a very minor rise in gross domestic product per capita, from 0.080 percent to 0.085 percent. In parallel, there has been considerable growth in the number of researchers-from 543 to 1,521 in the same period (CONACYT, 2012) . Furthermore, the production of local knowledge has increased significantly, so that publications included in the In the medium term, this shift in Paraguay will impact on the number of scientists available and the level of human capital; the quality of Paraguay's research institutions; and the production of knowledge. In the long term, the increased quantity and quality of human capital and knowledge should lead to further innovation and productivity at the firm level and to better capacities to resolve social issues.
On the hypothesis that female researchers are, indeed, discriminated against in universities and research centers, a factor behind the productivity gap, this alternative source of funding (if unbiased) could unleash the potential of female researchers. This will contribute to the closing of the gender science production gap. 
Data and Auxiliary Statistics
The data based on PRONII's electronic applicant resumes relate to those used previously by Aboal and Tacsir (2016) to assess the program's impact. Gender issues, however, were not included in the study. Since the data include information on the program's classified researchers, this study relates to the entire population, rather than a sample of the population.
The performance of researchers is determined by four criteria. Notes: Science disciplines: (1) Agricultural and Natural, (2) Engineering and Technology, (3) Health, and (4) Social and the Humanities. The Rejected category includes those who were rejected in the 2013 round and those who did not enter the program in 2011, either because they were rejected or because they did not apply. Table 2 shows the aggregate production of researchers in the PRONII program between the time they obtained their Bachelor degree and 2012. The simple comparison of the mean by gender indicates that women in the sample had lower levels of output than men prior to entering the program, overlooking the fact that other determinants relating to output are not held constant between women and men. In the regression analysis in Section 5, an in-depth test will be made of the differences in outputs across genders. Note: mean = average number of items per researcher; sd = standard deviation; min = minimum; max = maximum. Table 3 reflects the amount of production during two years before and after program implementation (see the definition of variable in the Appendix). When considering the entire sample, the number of researchers whose maximum education level is an MA degree increases over time in the Rejected and Candidate categories, but remains stable in the higher levels, possibly due to the fact that having a PhD degree is a requirement to enter the latter. Conversely, an increase in the number of researchers with a PhD exists is shown in all levels. With regard to other production variables, outputs generally increase over time, observed in terms of contribution to others' human capital through the supervision of theses and in technical and written research production. There is no clear trend in the quality of publications in Level 1 to Level 3, given that the mean SJR indicator decreased, although the number of Scopus publications (another indicator of quality) only moderately increased.
By analyzing production before PRONII (i.e. 2010−11), pretreatment production increases depending on the applicant category in 2011. It is worth pointing out here the exception of Level 3 researchers, who demonstrate a very similar performance to their Level 2 colleagues. Notes: "Rej." and "Cand." stand for Rejected and Candidates, respectively. The Rejected category includes those who were rejected in the 2013 round and did not enter the system in 2011, either because they were rejected or they did not apply that year.
When dividing the sample by gender, the overall pattern remains unchanged in terms of pre-PRONII characteristics, with the exception that female researchers appear to have been more active in scientific publishing in 2010-11 than their male counterparts. Also, the behavior of both groups appears to have evolved similarly over time, in that female and male researchers alike show a general improvement in scientific performance. In the case of candidates, however, the exception is that male ones reflect a larger proportional improvement in most production indicators than women.
Methodology

Gender Gap in Scientific Production
Firstly, an assessment is proposed on whether or not there is a gender gap in scientific production prior to program implementation, requiring a model of the scientific production function, whereby relevant outputs result from certain inputs. Given the characteristics of the output variables that account for the scientific outputs of the researcher (i.e., number of written research and technical papers; papers in scientific journals, including Scopus; and supervised theses), it is appropriate to select a model from the count-data family in order to achieve consistent and efficient estimates.
These dependent variables exhibit another key characteristic, which is that of rightskewed distribution (Figure 2 ). While most researchers have an accumulated number of publications below 50, there are some rare instances where the number of total publications is over 100, 8 typical for scientific production (Lotka, 1926; Baccini et al., 2014; Kelchtermans et al., 2011) .
Therefore, in order to account for the right-skewed distribution of the response variable, a negative binomial regression model is specified (Hausman, Hall, and Griliches, 1984; Long and Freese, 2014) . 9 Some variants of this model have been previously used in the literature to assess the production of researchers and the number of patents by universities. For example, Gonzalez-Brambila and Veloso (2007) use a fixed-effect negative binomial model to address determinants of the research output of Mexican researchers. More formally, the negative binomial model is written as:
where  is the expected number of outputs (where the output is ) for individual i (it can relate to the number of publications, number of theses supervised, etc.), is a vector of explanatory 8 The figures for the other dependent variables can be found in the Appendix. 9 This contrasts with the alternative of using a Poisson count model, which assumes a constant variance.
variables, is a vector of parameters and , with the assumption that E(e αi )=1, is a fixed effect (unobserved heterogeneity among individuals) that, in practice, allows for right-skewed distribution in the data. The exponential function in this count data model is a key to avoiding the prediction of negative number of outputs. This model is applied to five of the selected researcher output variables. The total accumulated production is used, based on the researcher having attained her/his undergraduate degree by 2011 (the pre-program year). As for the selection of the relevant factors that explain scientific production, the work of Gonzalez-Brambila and Veloso (2007) is followed, despite the fact that some of the variables suggested are not included here due to the lack of data. As a result, the explanatory variables in the model relate to gender, age, education (i.e., if the researcher has an MA and/or PhD degree) and the field of research.
Based on the counting of outcomes, it is important to normalize the count by the number of potential years of production. The number of outcomes will not be the same between young 10 The distribution of observations, given the value of and e α i , Pr | , e α i , follows a Poisson. Under the assumption that e α i is a draw from a Gamma distribution, Pr | follows a negative binomial distribution, on which the model is named. researchers and older researchers (the latter of which has the potential for more production based on the longer opportunity to produce). This is done in the following way,
where is the number of year after the researcher has attained an undergraduate degree ( is also known as the exposure time in the literature).
The main purpose of this exercise is to establish whether gender-determined scientific output existed before the program, which could provide evidence that supports the presence of a gender gap prior to PRONII.
Impact Evaluation and Probability of Participation in the Program
After evaluating the gender gap in the pre-program period, an evaluation is made of the impact of PRONII on productivity and the possibility of heterogeneous treatment effects by gender. In order to identify the causal effect of subsidies on productivity, difference in differences (DiD) will be combined (Angrist and Krueger, 1999) To obtain an unbiased estimation using only a DiD approach, however, assignment to the program must be exogenous (i.e., uncorrelated to unobservable characteristics that may affect the treatment condition and results, and which are not invariant in time). This might not be the case in terms of PRONII, since researchers are placed into each level due to previous performance, so that treated and control units are plausibly different. In this case, an alternative strategy that allows control for time-invariant observable differences between both groups and also for time-invariant unobservables is to combine DiD with PSM.
To implement a PSM strategy, the probability of being treated is estimated given the characteristics of the individual measured before treatment (i.e., age, gender, level of education, field of research, scientific production) with a probit model. Using this estimated probability (or propensity score), each treated individual is matched to its closest (i.e., in terms of the propensity score) in the control group. This allows for a more precise identification of the average treatment effect to be obtained by controlling and matching for observable characteristics. As Table A .3, Table A .4, Table A5 , and Table A .6 in the Appendix show, this matching procedure allows for proper control for observable differences between treated and control researchers, thus achieving a balanced sample. The average treatment effect can be expressed as follows,
The DiD with PSM estimator τ A DD−P M is the difference in the relevant variable before and after treatment, among the treated and the control group compared on the common support (P(X), using PSM).
The control group for each level of PRONII researchers will be those that were classified in the previous level in the 2011 selection round and, for the Candidates level, controls will be the applicants who were rejected in the 2013 round and did not enter the program in 2011. 12 As an identification strategy, the fact that the subsidy increases with the level in which researchers are categorized will be exploited, as explained in Section 2.
It is worth noting that, given the definition of the control group, PRONII impacts will be estimated on the margin; that is, the impact of belonging to a certain category compared to the possibility of being part of the previous category. For example, a comparison is made on how the higher subsidy received by Level 2 researchers has led to greater productivity by colleagues in Level 1, and similarly between Level 1 and the Candidate level. Thus, the counterfactual scenario is not representative in the absence of the program (except for Candidates compared with nonparticipant researchers), so that failure to identify significant impacts for Level 2 and Level 1 researchers does not imply that PRONII had no effect. It only establishes the incremental effect with respect to the previous level as zero.
This strategy is applied based on an improved control group of individuals in the previous level of the program compared to the pool of individuals that did not enter the program.
Note that matching techniques were used-more specifically, PSM-so as to pinpoint similar individuals in the control group (i.e., computation of a balancing test to establish the reliability of the match).
Additionally, gender-specific effects are obtained by estimating the previous equations separately for male and female researchers. Any gender-differentiated impacts of the program would imply that it has some effect of narrowing (or expanding) the gender gap in scientific production. In summary, DiD-PSM will be used to test the existence of heterogeneous treatment effects by gender and, thus, the program's impact on the gender gap.
As discussed, researchers who were rejected serve as control units to evaluate the impact of being classified a Candidate, ultimately becoming a control group to assess the effect of being a part of Level 1, with Level 1 becoming the control group for Level 2 researchers. Table 2 above provides data on the maximum sample size in each of these exercises. To that extent, while the number of observations for evaluating impacts at the lower PRONII categories is acceptable, the sample size becomes a concern in terms of Level 2 and Level 3. This becomes more relevant when attempting to divide the sample by gender. As a result, an evaluation of the impacts at Level 3 is omitted, where there would be only 38 control and treated units to work with, with only one female Level 3 researcher. Furthermore, while separate results for male and female Level 2 researchers are presented, the reader is urged to interpret the results with caution, since it may be that the sample size is too low to adequately identify the impacts. Finally, it is worth noting that by estimating the propensity score (i.e., the probit model for probability of participation in the program) that includes a gender variable, it will establish whether or not gender considerations were used at the program's applicant selection stage-the response to the second question posed in the Introduction.
Results
Gender and Researcher Outputs
This section estimates negative binomial models as a means to investigate the presence of gender bias in the aggregate output of researchers since they received a BA degree until 2011
(pre-program). Apart from the gender dummy (male=1) that is the main variable of interest in this section, the following control variables are included in the regressions: age dummies, dummies for level of education, dummies for research field and implicitly, years of experience (i.e., number of years after obtaining a BA degree). Notes: Standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1. Note that the model imposes the restriction that the coefficient of ln (years after Bachelor degree) must be equal to 1. In the regression, the exclusion age is 21−30 and the excluded discipline is Agricultural and Natural Sciences; therefore, the coefficients of age and discipline variables must be interpreted as differences with respect to these excluded categories.
The results in Table 4 demonstrate that women produce fewer written research outputs and papers published in scientific journals than men. Women issue 0.42 and 0.58 publications a year fewer written research outputs and papers in scientific journals, respectively. This is evidence of a gender scientific productivity gap in terms of publications. No gender gap was observed in the number of technical outputs, papers published in Scopus journals or theses supervised (concluded and in process). Moreover, the fact that age is an explanatory factor that is relevant to the supervision of theses (controlling for the number of years since the researcher obtained her/his degree) was established, as well as that of the science discipline appearing relevant when expounding on most of the output variables. To this extent, Agricultural and Natural Sciences (Discipline 1) and Health Sciences (Discipline 3) appear to be the most productive of disciplines. Surprisingly, the researcher's level of education does not appear as relevant input in the production function.
In conclusion, this first analysis points to the presence of a gender scientific production gap prior to program implementation. Going forward, an examination will be made on whether PRONII had any impact on this pre-existing gap.
o
Probability of program participation
This section presents the results from the first stage of the impact evaluation, whereby a determination is made of a propensity score that models the probability of categorization at various PRONII levels, according to the characteristics of researchers. This will help establish whether or not there is gender-based discrimination at the selection stage of the program, by analyzing whether gender is a significant factor that explains the propensity score (or the probability to enter the program). Table 5 presents the results from the probit probability of entry into the various categories of the program. The data is then applied to match treatment units to their "nearest neighbors" in the control group.
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The exercise is carried out separately by taking into account the probability of Candidate, Level 1 and Level 2 researcher categories. For Level 2, an evaluation is made of two and three years following PRONII implementation. The first exercise resembles that of the remaining categories, since it compares Level 2 researchers from the 2011 intake with their Level 1 counterparts. In the second case, however, the control group comprises those researchers who entered Level 1 in the 2011 intake and remained at that level after the 2013 intake. A double exercise was done for this category since Level 2 researchers are requested to re-apply to the program every three years to preserve their classification. Therefore, it is reasonable to assume that their electronic resumes were updated by 2014 (contrary to those of other categories with no requirement for updating them post-2013). As stated previously, the results relating to Level 3 researchers are unreported, given the minimal observations.
The first 4 columns in Table 5 show the determinants from including every dimension that, a priori, could affect program participation: gender, age, education, various research and technical production indicators, and science discipline. All variables included are measured prior to program implementation (year 2011). This first specification allows for an assessment to determine which factors relate to the researcher categories. One worthy result from this exercise is that gender does not significantly determine PRONII entry potential at any level. This is not surprising, since the program does not have gender-specific criteria for selection, confirming the neutrality of the program in treatment allocation.
In addition, the determinants for entry vary according to PRONII's various classifications.
In this regard, the probability of being classified as a Candidate is positively affected by age, earning a PhD, and previously written research production and scientific journal publication, and it negatively relates to being a researcher in the disciplines of Engineering and Technology or
Social Sciences and Humanities d(i.e., compared to the discipline of Agricultural and Natural
Sciences, which is omitted). This is consistent with entry criteria for this level, such as to have participated in research activities through publishing and having completed or taken part in a graduate program. Selection bias on particular activities or age, however, is not a feature in the program's screening process.
Entry to Level 1, however, is positively related to the number of supervised theses (concluded), written research production, and Scopus journal publications, while it is not for Health Sciences. 15 PRONII requires Level 1 researchers to hold an MA or PhD degree or equivalent scientific production, demonstrating ability to carry out original and independent research. Scientific publishing rather than graduate education appears to significantly influence the chance of entry into Level 1. Based on the second specification in Column 6 of the table (selection is based on the estimation of propensity scores), having an MA degree negatively affects Level 1 entry potential. As Aboal and Tacsir (2016) point out, this result-implying that an MA degree increases the probability of Candidate in lieu of Level 1 entry, may demonstrate that PRONII evaluators considered the applicant lacks sufficient education to be accepted into Level 1.
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Additionally, acceptance into PRONII's Level 2 is positively determined by an MA or PhD degree, by quality of publications, and by being in the discipline of Health Sciences. This is consistent with Level 2 researchers being required to have a PhD degree or equivalent scientific production. Additional requirements for acceptance into this level are a "strong track record of work, particularly in the five years prior to each round, having developed its own line of research with sustained production of original knowledge and activities aimed at capacity building for research" (Aboal and Tacsir, 2016) . Since the quality of publications may equate to a compliance indicator in terms of requirements, it appears reasonable to apply the probit model.
Contribution to capacity building for research through thesis supervision, however, does not appear to affect the chance of entry into this level. Lastly, there is bias with regard to science discipline compared to the selection criteria.
To avoid over-specification of the probit model, only those variables that were significant at the 10-percent level are included in the estimation of propensity score. The results of the final specification are presented in Column 5, Column 6, Column 7, and Column 8.
16
16 To achieve a balanced matching procedure, a PhD degree was removed as a control in the Candidate estimation (this variable became nonsignificant when removing other nonsignificant variables in Column 1), and age and MA degree were added to the Level 1 estimation (both variables are nonsignificant in Column 2, but become significant in the new specification in Column 6). o
Gender-specific impact of Paraguay's National Researcher Incentive Program
This section reviews the results from the PRONII impact evaluation. Table 6 Furthermore, since Level 1 entrants receive a monetary subsidy, one could argue that this is representative of a more significant incentive to increase production and rely less on the financial needs that may distract researchers from academic activities compared to those at the Candidate level. Also present are impacts on technical and written research outputs, due to the positive effect on female written research output, justifying that subsidies at this level appear to close the gap in this dimension. Lastly, a negative impact of Level 1 classification on the quality of publications by male entrants is determined, possibly because of the high amount of publications required by the program, thus encouraging researchers to opt for quantity over quality. There are no positive outcomes on the number of publications by male researchers at this stage.
As stated previously, caution is necessary when interpreting the Level 2 results due to the small sample size, especially in terms of gender-specific impacts. In any case, the outcome shows a negative effect on Level 2 females, when compared with their Level 1 female colleagues in terms of MA degrees. This is observed following two and three years of program implementation. A positive impact on the technical production of Level 2 male researchers (0.85 more outputs per annum) also takes place after three years, thus broadening the gender scientific production gap. Conversely, the negative effect established on theses supervision in process in men after two years (i.e., two fewer theses per annum) and the positive effect found for women after three years (i.e. one more thesis per annum)
would also contribute to closing the gap. Similar conclusions may be drawn from the positive impact on Level 2 women with regard to publication quality.
In sum, the results suggest that the program has little impact at the Candidate level in terms of aggregate scientific production and of affecting the gender gap associated with such output. More consistent evidence of program impact on Level 1 is necessary, in particular, regarding the narrowing of the gender gap, which suggests that monetary incentives are important to alter the gender distribution of scientific production. Finally, results at Level 2 are more ambiguous, possibly due to robustness issues with respect to the small size of the sample.
Finally, some tests were performed to validate the identification strategy. Balancing tests were carried out on the means of the control variables selected for the estimation of the propensity scores between treated and controls. Balance of the sample is a key assumption of PSM strategy in terms of guaranteeing comparability between treatment and control groups (in the common support). Results of these tests were satisfactory and are reported in Tables A.3, Table A-4, Table A-5, and Table A -6 of the Appendix. Source: Authors' elaboration based on CVPY. * Difference in difference estimates with five-neighbor propensity score matching. Note: Standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1. Dependent variable in columns 1 and 2 is the change in the accomplishment of a MA or PhD degree from 2011 to 2013. For Columns 3−9, the dependent variable is the difference between the mean production in 2010−11 and the mean production in 2012−13. The only exception is in the case of the evaluation of PRONII in three years (bottom panel), where a change is applied to the MA and PhD degree from 2011 to 2014, and changes in mean production from 2010−11 to 2012−14. Control variables used in each panel are the ones that result from Columns 5−8 in Table 5 . ATT is the average treatment effect on treated. Obs is the number of observations.
Appendix Figure 
Conclusions and Policy Implications
This paper investigates three key issues that relate to a gender scientific production gap relating to researchers in Paraguay. Firstly, an analysis was made on whether there was a relevant gender gap prior to PRONII. Secondly, an investigation was carried out on whether or not the program did, in fact, discriminate at the selection stage against female researchers. Finally, an evaluation was conducted of the differential impacts of the program on productivity across genders.
The findings indicate that there was, indeed, a pre-existing gender gap in scientific production among PRONII researchers. Other aspects being equal, female researchers have a smaller number of written research outputs and papers that have been published in scientific journals. This implies that there is room for policy action to narrow the gap in academic achievement between male and female researchers with similar merits. This also calls for an examination of the impact of current policy actions.
There is no evidence of discrimination against female researchers at the selection stage of the program, confirming the notion that the program is gender-neutral in terms of evaluating female and male applicants equally. The program, however, does exert a certain degree of nongender-based discrimination based on age and science discipline, despite the fact that it is not reflected in the program's selection criteria.
Finally, results exhibit the program impact as not being homogeneous across genders or levels. In particular, PRONII actually contributes to closing the gender gap by increasing female researcher production relative to male researchers in terms of technical and written papers, as well as the quality of publications at Level 1 of PRONII. This also applies to the supervision of theses and quality of publications for Level 2 researchers. The program shows no impact on or contribution to the widening of the gap at other levels.
In sum, results of any PRONII impact at this stage on the gender gap are mixed, in that certain levels of the classification and/or certain scientific production variables appear to be associated with a narrowing of the gap, based on program implementation, compared to the gap widening or remaining the same for other levels/outputs. This ambiguity may be caused by idiosyncratic elements that lead to specific patterns in each case, which were not considered in the PRONII design, and are thus affected by program implementation. For example, previous evidence of the impact of policies specifically aimed at favoring women's STI careers shows that these initiatives have not been effective in dismantling institutional and cultural factors that lead to gender discrimination in STI activities (Muller et al., 2011) .
Moreover, given that PRONII is a new program and one that has no gender-specific objective, it appears reasonable that no impacts were found in some cases.
It is worth noting that since PRONII is a recently implemented program, the impacts identified are those associated with the very short term. Long-term impacts require further program maturity in order to be empirically identifiable. Additionally, there are issues with the sample size that hamper impact identification, which merit recognition, especially with regard to the higher program levels. 18 A further exercise, targeting a more extensive time period, could lead to more robust results and account for longer-term policy impact.
Some policy implications, however, can be observed from results obtained so far.
Firstly, even though the program appears to have some positive effect on the gender gap, it
is evident that additional efforts should be made to adequately tackle the issue more in depth. In addition, Level 2 results are not as conclusive in terms of PRONII's impact on the gender gap. It may be the case that at the more advanced stages in their academic career, women face greater barriers, 19 so that a more vigorous effort should be made to balance the scale. Finally, it may be an issue that calls for the design of more gender-specific measures (beyond the scope of PRONII, perhaps at the university level) to improve female scientific productivity and address the gender inequality in STI activities.
The research findings discussed previously have shed light on the magnitude of the gender gap in scientific researcher productivity in Paraguay; it should enable the introduction of policies to close it. In addition, the evidence of PRONII's gender-differentiated impact on scientific productivity indicates that gender-neutral programs can have nonneutral impacts, calling for additional research to better understand the mechanisms. This is a key to implementing, ex-post (on results), neutral incentives. 
Written research production
Number of yearly written research publications (including papers in scientific and nonscientific publications, works published in events, publication of books and book chapters, and working papers)
Papers in scientific journals
Number of yearly papers published or accepted for publication in scientific journals
Papers in Scopus Number of yearly papers published in Scopus journals
Mean SJR Mean SJR of the journals in which the researcher has published in during the year
Area of science
Discipline 1
Indicator variable =1 if the researcher's specialization is in Agricultural and Natural Sciences Table 5 . ATT is the average treatment effect on treated. Obs is the number of observations.
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