INTRODUCTION
Consider a channel with {0, 1,..., a -1 } as input and output alphabets. We call the channel asymmetric if it has the property that, if symbol b is transmitted, then only symbols {0, 1,..., b} can be received. If (bl, b2,... , bn) is transmitted and (el, e2 ..... e,) is received we say that an error of weight ~7=I (bi-el) (short: ~]~'-i (bi-ei)-error) has occurred.
Error-correcting codes for symmetric channels with a input and output symbols can be used to correct errors on asymmetric channels. One would expect, however, to find better codes (i.e., codes with more codewords) for the asymmetric channels. The first such codes were found by Kim and Freiman (1959) . They are binary (a = 2) 1-error-correcting codes which for most lengths n are better than the Hamming codes. Varshamov and Tenengol'ts (1965) defined a class of binary 1-error-correcting codes which are better than the Kim-Freiman codes for lengths n > 6. Stanley and Yoder (1973) gave a large c!ass of 1-error-correcting codes which included the Varshamov-Tenengol'ts codes. Constantin and Rao (1979) rediscovered a subclass of these codes. Codes to correct more than one error were given by Varshamov (1973) .
In this paper we study the 1-error-correcting codes of Constantin and Rao (1979) . Their construction is as follows. Let G be an abelian group of finite order N. The group operation is denoted by "+." Let the group elements be go = O, gl, g2,..., gN- McEliece and Rodemich (1980) , Helleseth an K10ve (1979) , Delsarte and Piret (1979) .
The size of the Varshamov-Tenengol'ts codes was determined by Ginzburg (1967) and their weight distribution was given by Stanley and Yoder (1973) and also by Mazur (1976) . McEliece and Rodemich (1980) gave a formula for the size of the Constantin-Rao codes. Helleseth and K10ve (1979) and Delsarte and Piret (1979) also gave their weight distribution. The formulae of Helleseth and K10ve are more explicit and we shall give them in this paper. We shall use the notations of McEliece and Rodemich. The first part of the paper closely parallels their paper and we make it quite short.
The weight of a code word (b a, bz,..., b,) is Y~=lbi. In the binary case this coincides with the Hamming weight and the Constantin-Rao codes can be used to construct good constant weight codes. We give a short discussion of this construction.
NOTATIONS AND PRELIMINARIES
As usual 7/m denotes the (cyclic) additive group of integers modulo m.
From the definition of the codes Vg it is clear that isomorphic groups define the same set of codes. Since any finite abelian group is isomorphic to a unique direct sum of cyclic groups of prime power order, it is no restriction to assume that G is so defined, i.e., and let t*(g, w) and T*(y) be similarly defined for V*. Our aim is to determine Te(y) and t(g). Note that T*(y)=(1 +y+ ... +ya-1) Tg(y), t*(g) = at(g), and t*(g) = T*(1). We will determine Tg*(y); expressions for Tg(y) and t(g) then follows. =y' -h,Z b~g, y~b,
homomorphism from G onto the complex dth roots of unity. Hence, if ff is a primitive dth root of unity, then
Putting a = 2 and y = 1 we get Theorem 1 of McEliece and Rodemich (1980) . To get a more explicit expression we have to determine the inner sum. For G a cyclic group this has been done by Ginzburg (1967) and for an elementary abelian group by Constantin and Rao (1979) . Delsarte and Piret give a general expression which, however, contains some quantities ~(k, d) for which no explicit formulae are given. As an illustration they determine the sum for G = Zp2 @ Z,. We shall now derive a general and explicit expression for the sum. P~P=lmin(6p'epJ)" \pE,~ pE,7" THEOREM. For any g E G 1
WG(H P~P)= H
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COROLLARY 2. 
<<.

COROLLARY 4. If g C G = Zp~+~ 0 H, g' ~ G' = Zp~ Q Zv~ G H, A(g) = A(g'), then tG(g ) <~ to,(g' ).
Proof Corollaries 3 and 4 follows from the fact that 
have minimum Hamming distance at least 4. For Vg,w this was first noted by Bose and Rao (1978) and for V~g,w by Graham and Sloane (1980) . Graham and Sloane considered only constructions based on cyclic groups. It turns out, however, that other groups is many cases will give larger codes. The size of V' ffg, w is t*(g, w). Using the binomial theorem we find an explicit formula for t*(g, w). In another paper we have shown how to find the largest code l~g,w for given N and w, see Klove (1979 Klove ( , 1981 . For most values of N and w these codes are the largest constant weight codes known. RECEIVED: September 6, 1979; REVISED:May 13, 1981 
