In the article, using spinor representation of orthogonal transformations, the expressions between second order complex unitary transformations matrixes and real orthogonal matrixes of spatial rotations in three dimensional Euclidean space L 3 are received, that allows easily calculating of corresponding Euler's angles. The obtained results have enabled reducing the actually three-dimensional problem of spatial motion control to the one-dimensional problem; control kinematical functions of Euler's angles and control spinor matrix of rotation were constructed, by means of which control process of spatial rotations is completely determine.
STATEMENT OF THE PROBLEM
Methods of representation of three-dimensional rotations used in solving of various engineering problems are usually confined to the description of individual concrete rotations centered at the origin (zero center). Among these methods is in particular the well known method of orthogonal real matrices whose elements are functions of Euler angles [1, 2] . At the same time it should be said that the problem of describing so-called generalized rotations [3] evokes a much greater interest both from the theoretical standpoint and from the standpoint of applications (in the first place we mean an application in robotics and in particular in the planning of trajectories in the case of obstacles). Under generalized rotations we mean the set of all possible rotations with both zero and nonzero centers which transform the initial three-dimensional point to the finite one. The basic problem arising in this context can be formulated as follows: Given two three-dimensional points ) , , ( 
EQUATIONS FOR GENERALIZED ROTATIONS
whose elements are the so-called spinor components of the vector x [4] . When we pass from the usual Euclidean components of the vector x to the spinor ones, we thereby identify the vector x with Hermitian functionals on the two-dimensional linear space С 2 over the field of complex numbers С [4] . Denote by L(С 2 ) the set of all Hermitian functionals on С 2 and consider the following decomposition From decomposition (2) [4] . The foregoing reasoning implies that for any matrix С ∈ С 2 , which is a matrix of transformation between two basis vectors of the space C 2 , there also exists a transformation matrix of the corresponding orthonormalized basis vectors in the space L 3 .
Proposition The matrix of transformation of the basis elements in C 2 is unitary. Proof. If on the space C 2 we consider Hermitian functionals of the form 
Now, transformations of the basis vectors of the two-dimensional space C 2 lead to transformations of the basis vectors (3), while the transformation matrices remain the same as in the case of functionals of form (1) . The orthogonal complement ⊥σ 0 of the first basis vector σ 0 is an anti-Euclidean space (because of the pseudo-Euclidean property of the space defined by vectors (3)) and, after changing the signs of the scalar products, a three-dimensional Euclidean space that coincides with L(С 2 ). The narrowing of the action of matrices of basis vector transformation in С 2 to the subspace ⊥σ 0 means that these matrices satisfy the condition
The problem posed in Subsection 1 can be now reformulated in terms of the spinor space С 2 : Given two traceless matrices of Hermitian functionals 
2) one-dimensional subspaces which are invariant with respect to transformations represented by matrices C (i.e. a set of respective rotation centers).
Note that since the transformation C is unitary, the vector norms defined by the determinants of matrices of the Hermitian functionals X and Y coincide and therefore (4) defines rotation.
From equality (4) we can obtain the following system of linear homogeneous equations with respect to the unknown variables α and β:
For arbitrary α, a solution of (5) is given by
From (6) we have 
Using the one of the properties of unitarity of the matrix С ( 
It is not difficult to verify that the determinant of this system considered for the unknown values z 1 , z 2 and z 3 is identically zero and therefore for given α 1 , α 2 , β 1 and β 2 ( 
where z 3 is arbitrary.
Thus, (7) together with the normalization property define a generalized rotation transforming (x 1 ,x 2 ,x 3 ) to (y 1 ,y 2 ,y 3 ) with respect to the set of centers which is defined by (8). 
RELATIONS BETWEEN TRANSFORMATIONS IN
where i σ are the Pauli matrices corresponding to the initial basis, 
Expressions (10) enable to calculate the elements of the matrix A through the given coordinates of three points (initial, terminal and the center) which define rotation. On the other hand, taking into account that the matrix A can be written in the form [1] 
where
CONTROL OF SPATIAL ROTATIONS
Having expressions (7) and (12), it is easy to calculate the Euler angles which ensure rotation of the point In a general form, the control process can be represented as change functions of the Euler angles ) (t θ ;
) (t ψ which must satisfy the conditions have a kinematics character, since they take into account neither moments, nor elastities nor any other dynamic characteristics of the process and therefore, after defining them, there arises a problem of synthesizing -on the basis of these functions -the dynamic adaptive control. This issue is discussed in [5] . 
It is not difficult to see that the vector ) , , ( The equations of system (13) can be written in the coordinate form as follows: It is not difficult to see that its determinant is equal to respectively, then the coordinates of the rotating vector will be presented in the following form:
In these expressions, the angle γ is an independent variable and can be treated as time function, which means that the coordinates of the vector ) , , (
are also time functions. We would like to emphasize that the problem of synthesis of spatial motion control thus reduces to defining a function ) (t γ of the concrete form, which is connected with the rotation process dynamics and was discussed in [5] . Here we assume that ) (t γ is sufficiently smooth and satisfies the conditions
. For definiteness, we assume that
is the constant angular velocity.
As has already been noted, the vector ) , , (
is a rotating vector and therefore at each moment of time it can be considered as a terminal vector of the current moment of the rotation process. If in equations (7) we replace the coordinates of the point (14) for corresponding elements of the matrix С, it will take the following form: From the above-said it follows that the obtained spinor matrix of rotation (15) is defined correctly. But in that case the Euler angles (12), too, are defined correctly. They also turn out to be the functions of time [5] . Then it is obvious that the control process is completely defined by the spinor matrix of rotation (15) and the Euler angle functions (16).
A NUMERICAL EXAMPLE
Let us consider a numerical example illustrating the above reasoning. Assume that the initial vector x(10, −45, 30) and the terminal vector y (1, 20, 51 .225) are given arbitrarily.
The angle between them is equal to (14), we obtain the following coordinates of the rotating vector for three angle values ( Table 1 ). 
