In this paper, we derive maximum likelihood estimators (MLEs) and approximate maximum likelihood estimators (AMLEs) of unknown parameters in a generalized half logistic distribution under Type-II hybrid censoring. We also obtain approximate confidence intervals using asymptotic variance and covariance matrices based on the MLEs and the AMLEs. As an illustration, we examine the validity of the proposed estimation using real data. Finally, we compare the proposed estimators in the sense of the mean squared error (MSE), bias, and length of the approximate confidence interval through a Monte Carlo simulation for various censoring schemes.
Introduction
Half logistic distribution has been used in many reliability and survival analysis (especially when the data is censored). Inferences for the half logistic distribution have been discussed by several authors. Balakrishnan and Puthenpura (1986) introduced the best linear unbiased estimators of location and scale parameters of the half logistic distribution through linear functions of order statistics. Balakrishnan and Wong (1991) obtained AMLEs for the location parameter and the scale parameter of the half logistic distribution with Type-II right censored samples. Kang et al. (2008) derived the AMLEs and MLE of the scale parameter in a half logistic distribution based on progressively Type-II censored samples. proposed the AMLEs of the scale parameter in a half logistic distribution based on double hybrid censored samples. Recently, Arora et al. (2010) obtained the MLE and its asymptotic variance of the generalized half logistic distribution under Type-I progressive censoring with changing failure rates. They also provided some results including total expected waiting time in case of interval censoring schemes. Kim et al. (2011b) proposed the Bayes estimators of the shape parameter and reliability function in the generalized half logistic distribution based on progressively Type-II censored data under the various loss functions.
The cumulative distribution function (cdf) and the probability density function (pdf) of the random variable X having the generalized half logistic distribution are given by where σ is scale parameter and λ is shape parameter. As a special case, if λ = 1, this is the half logistic distribution. From (1.1), the nth moment of the generalized half logistic distribution with scale parameter σ and shape parameter λ can be written as
In many cases, the maximum likelihood estimation method does not provide explicit estimators based on complete and censored samples. Hence it is desirable to develop an approximation to this estimation method which would provide estimators that are explicit functions of order statistics. The approximate maximum likelihood estimation method was first developed by Balakrishnan (1989) in order to provide explicit estimators of the scale parameter in the Rayleigh distribution. Lin et al. (2006) discussed MLEs of the parameters of the log-gamma distribution based on progressively Type-II censored samples, and they derived AMLEs of the parameters and used them as initial values in the determination of the MLEs through the Newton-Raphson method. Seo and Kang (2007) derived AMLEs for Rayleigh distribution based on progressively Type-II censored data. Han and Kang (2008) derived AMLEs of the scale parameter and the location parameter in a double Rayleigh distribution based on multiply Type-II censored samples.
The most commonly used censoring schemes are Type-I and Type-II censoring schemes. In the conventional Type-I censoring scheme, the experiment continues up to a pre-specified time T . However, the conventional Type-II censoring scheme requires the experiment to continue until a prespecified number of failures r ≤ n occur without replacement. The mixture of Type-I and Type-II censoring schemes is known as a hybrid censoring scheme. Epstein (1954) first introduced Type-I hybrid censoring scheme, and considered lifetime experiments assuming that the lifetime of each unit follows an exponential distribution. Kundu (2007) developed MLEs and AMLEs for the unknown parameters under Type-I hybrid censoring. He also obtained Bayes estimators and corresponding highest posterior density credible intervals of the unknown parameters under suitable priors on the unknown parameters and using the Gibbs sampling procedure. Recently, derived some estimators of the scale parameter of the half triangle distribution based on Type-I hybrid censored samples. Kim et al. (2011a) suggested Bayes estimators for an exponentiated half-triangle distribution based on Type-I hybrid censoring. Under Type-I hybrid censoring scheme, the experiment is terminated at a random time T * = min{X r:n , T }, where X 1:n < X 2:n < · · · < X n:n and T ∈ (0, ∞). Note that there may be few or no observed failures provided T is small. Childs et al. (2003) proposed a Type-II hybrid censoring scheme to cover the disadvantage of Type-I hybrid censoring scheme. Banerjee and Kundu (2008) developed MLEs and AMLEs and discussed various Bayesian estimation methods of the two-parameter Weibull distribution under Type-II hybrid censoring.
Maximum Likelihood Estimation
In this section, we develop MLEs of the unknown parameters in the generalized half logistic distribution under Type-II hybrid censored data. Let X 1:n , X 2:n , . . . , X n:n be the order statistics of random samples X 1 , X 2 , . . . , X n . Under Type-II hybrid censoring, the experiment is terminated at a random time T * = max{X r:n , T }, where 1 ≤ r ≤ n and T ∈ (0, ∞) for fixed r and T . In this case, we have one of the following types of observations: Case I : x 1:n < · · · < x r:n if x r:n > T n Hence, the likelihood functions for the above cases are given by
Combining these cases, we can obtain the following likelihood function
where s denotes the number of failures. So U = x r:n if s = r in Case I, and U = T if s > r in Case II. For simplicity, we denote order statistics x 1:n , x 2:n , . . . , x n:n by x 1 , x 2 , . . . , x n . It follows, from (1.1), (1.2), and (2.4), that
The natural logarithm of the likelihood function (2.5) is given by
From (2.6), we have the likelihood equations for σ and λ as
and
where
Assuming that the scale parameter σ is known, the MLE of the shape parameter λ can be obtained asλ
If the scale parameter σ is unknown, we can find the MLEs of σ and λ by simultaneously solving the Equation (2.7) and Equation (2.8). Unfortunately, since the Equation (2.7) cannot be solved explicitly, it may be solved by using the Newton-Raphson method that performs nonlinear optimization. The MLEs of σ and λ are denoted byσ andλ, respectively.
Approximate Maximum Likelihood Estimation
As mentioned earlier, because the Equation (2.7) is very complicated, it does not admit an explicit solution for σ. Therefore, we will derive some AMLEs of σ by using the approximate likelihood equations in this section.
Let Z i = X i /σ and V = U/σ. The likelihood Equation (2.7) can be written as
. To obtain the approximate likelihood equation, we first approximate the following functions using Taylor series when U = x r (s = r):
Putting the Equation (3.2) and Equation (3.3) into the Equation (3.1), we obtain the following approximate likelihood equation
After solving the quadratic equation (3.4) for σ, we obtain AMLE of σ as
, the AMLE of σ in (3.5) is written as
Note thatσ 1 is always positive because β 1i > 0. In addition, we obtain the AMLE of the shape parameter λ, denoted byλ 1 , by replacing σ withσ 1 in the Equation (2.9). In the same way, for U = x r (s = r), we approximate the other functions as follows:
By using the Equation (3.7) and Equation (3.8), we obtain the following approximate likelihood equation
After solving the Equation (3.9) for σ, we obtain another AMLE of σ as
If U = T (s > r), the AMLE of σ in (3.10) is written as
In this case, (λ + 1)β 2i − 1 is positive when λ > e −ξ i . Therefore, we know thatσ 2 is positive under the same condition. Another AMLE of λ, denoted byλ 2 , is also obtained by replacing σ withσ 2 in the Equation (2.9). Note that the estimatorσ 2 is simpler than the estimatorσ 1 becauseσ 2 is a linear combination of available order statistics.
Fisher Information
To construct confidence intervals, it is necessary to compute variance and covariance matrix of the estimators, which is given by the inverse of the Fisher information matrix.
From the Equation (2.6), we have
Then, by taking expectations of the (4,1), (4.2), and (4.3), we can obtain the Fisher information matrix for the MLEsσ andλ as
In this case, it is complicated to calculate the exact expected values in the Fisher information matrix (4.4). Therefore we derive the asymptotic variance-covariance matrix by using the observed Fisher information matrix.
The asymptotic variance-covariance matrix of the MLEsσ andλ is given bŷ
By the asymptotic normality of the MLE, we can obtain the approximate confidence intervals of the scale parameter σ and the shape parameter λ to bê
where z α/2 denotes the upper α/2 point of the standard normal distribution. We apply the same argument to obtain the approximate confidence intervals of the AMLEs of the scale parameter σ and the shape parameter λ.
For U = x r , the elements of the observed Fisher information matrix for AMLEsσ 1 andλ 1 are obtained as
In the above elements, If U = T , then
Also, for the another AMLEsσ 2 andλ 2 when U = x r , the elements of the observed Fisher information matrix are obtained as (4.12) where
) .
In the above elements, if U = T , then
Note that we use the Equation (4.3) as a value of the second partial derivative of the logarithm of the likelihood function for the shape parameter λ in the observed Fisher information matrix for the two types of AMLEs.
Illustrative Example
In this section, we present an example to illustrate our estimation methods and assess the performance of the estimators discussed in the previous sections.
Real data
We consider the failure log times to breakdown of an insulating fluid testing experiment (Nelson, 1982 and see Table 1 ). This data has been utilized by many authors, such as Balakrishnan and Kannan (2001) , Balakrishnan et al. (2004) , and Kim et al. (2011b) . We apply the Kolmogorov test to examine whether the data follow a generalized half logistic distribution with the unknown scale and shape parameters. We first calculate the MLEs and the AMLEs of the unknown parameters σ and λ for uncensored data; subsequently, using these results, we create the critical values for the Kolmogorov test statistic for a generalized half logistic distribution by Monte Carlo method. Finally, we obtain the values of the Kolmogorov test statistics D n and associated p-values. These values are given in Table  2 . Since all the critical values at the significance level of α = 0.05 exceed the corresponding values of the test statistics, we can conclude that the data follow a generalized half logistic distribution. Table 4 : The mean squared errors and biases for the estimators of the scale parameter σ and the shape parameter λ. In this example, we consider censoring scheme T = 2.5 and r = 10 (that is, s = 11 and U = 2.5). Using the formulas in Section 2 and Section 3, we obtain the MLEs and the AMLEs for the scale parameter σ and the shape parameter λ. Standard deviations of these estimators are computed using the observed Fisher information matrices that were illustrated in the Section 4. These values are given in Table 3 . From the table, we can see that all the estimators have nearly the same values for considered scheme. In addition, it is observed that the standard deviation ofσ 2 has the smallest value for the scale parameter σ and the standard deviation ofλ 2 has the smallest value for the shape parameter λ.
Simulation study
To compare the performance of the proposed estimators, we simulate the MSEs, the biases, and the average lengths of the approximate confidence intervals of all derived estimators through a Monte Carlo simulation method. By modifying the original algorithm presented in Balakrishnan and Sandhu (1995) , we generate Type-II hybrid censored data from the standard generalized half logistic distribution when the shape parameter λ = 2. The modified algorithm has the following steps:
are data of size n from the standard generalized half logistic distribution when the shape parameter λ = 2.
(5) Choose Type-II hybrid censoring scheme T and r.
For sample size n = 30 and 40, we calculate the MLEs and AMLEs and obtain the corresponding 95% approximate confidence intervals and 90% approximate confidence intervals using the data obtained above. By repeating this procedure 10,000 times, we obtain the MSEs and the biases of the MLEs and AMLEs. In addition, we obtain the average lengths of the 95% and 90% approximate confidence intervals of the MLEs and AMLEs for σ and λ. These values are given in Table 4 and Table  5 . From the tables, we can see that the MSEs decrease as r increases for the considered cases. Except for the AMLEλ 2 , the MSEs decrease as T increases; in addition, the AMLEs are more efficient than their corresponding MLEs for both of the unknown parameters σ and λ. For the scale parameter σ, the AMLEσ 2 is generally superior to the AMLEσ 1 . For the shape parameter λ, the AMLEλ 1 show an overall better performance than the another AMLEλ 2 . Furthermore, the length of the 95% approximate confidence intervals of the AMLEs are smaller than that of the 95% approximate confidence intervals of the MLEs for both of the unknown parameters σ and λ, especially in the AMLEsσ 2 and λ 2 . We have the same results for the 90% approximate confidence intervals.
Concluding Remarks
This paper develops the MLEs of the scale and shape parameters in a generalized half logistic distribution under Type-II hybrid censoring. The MLE of the scale parameter cannot be explicitly solved and we therefore propose two types of AMLEs as an alternative. We can obtain the AMLEs by solving the approximate likelihood equations, and their standard deviations by using the observed Fisher information matrices. We compared these estimators through a Monte Carlo simulation. Our results show that the AMLEs are superior to their corresponding MLEs for the considered cases. That is, the AMLEs take a closed form, and besides they outperform the corresponding MLEs. Therefore we can recommend the use of the AMLEs.
