We present a non-relativistic fermionic field theory in 2-dimensions coupled to external gauge fields. The singlet sector of the c = 1 matrix model corresponds to a specific external gauge field. The gauge theory is one-dimensional (time) and the space coordinate is treated as a group index. The generators of the gauge algebra are polynomials in the single particle momentum and position operators and they form the group W (+)
are polynomials in the single particle momentum and position operators and they form the group W (+)
1+∞ . There are corresponding Ward identities and residual gauge transformations that leave the external gauge fields invariant. We discuss the realization of these residual symmetries in the Minkowski time theory and conclude that the symmetries generated by the polynomial basis are not realized.
We motivate and present an analytic continuation of the model which realises the group of residual symmetries. We consider the classical limit of this theory and make the correspondence with the discrete states of the c = 1 (Euclidean time)
Liouville theory. We explain the appearance of the SL(2) structure in W (+) 1+∞ . We also present all the Euclidean classical solutions and the classical action in the classical phase space. A possible relation of this theory to the N = 2 string theory and also self-dual Einstein gravity in 4-dimensions is pointed out.
. [6] 
Introduction
In this paper we explore the c = 1 matrix model with the optimism that such a study may hint at some general symmetry principles of string theory.
Let us begin by recalling some of the known results of the c = 1 matrix model and the d = 2 critical string theory relevant to this paper. In the double scaling limit the matrix model in the U(N)-invariant sector is equivalent to the theory of free fermions in one space and one time dimensions interacting with a background potential V (x) = − 1 2 x 2 [1] [2] [3] [4] [5] . This system has a natural and exact description in terms of a two-dimensional non-relativistic field theory of fermions [6, 7, 8, 9] . The elementary low-energy excitation of this model is a particle-hole pair which has a massless dispersion relation [10, 11] and has been identified with the tachyon of the continuum theory [12, 6] . In the continuum theory, the physical spectrum corresponds to exciations around a specific tachyon background [13] . Scattering amplitudes of these tachyons have been calculated by several authors [14, 15, 8, 16, 17] .
These results are in agreement with the calculation of the scattering amplitude in two dimensional critical string theory [18] (where the liouville mode acts as a spatial dimension) with a flat metric and a linear dilaton.
Besides the massless tachyon the spectrum of the two dimensional critical string theory (in the above mentioned background) has an infinite tower of discrete states labelled by two non-negative integers (r, s) [19] [20] [21] These states are the gauge invariant content of the higher spin states. In higher dimensions one is left with fields after all the gauge degrees of freedom are removed from the higher spin gauge fields.
However, in two dimensions one is left with a discrete set of states. The existence of such states in the matrix model has been most clearly indicated by a study of the two point function of time dependent operators [22] .
In what follows we study the one dimensional matrix model in an enlarged framework which enables us to organize the above facts. Hopefully this frame-work will throw light on the understanding of the two dimensional black hole [23, 24, 25, 26] in the matrix model and other important issues in string theory such as symmetry principles and a background independent formulation. Let us summarise our results.
In section 2, we review the infinite number of conservation laws [6, 7] in the fermion field theory and write down the conserved currents. We show that the conservation laws are a reflection of global symmetries in which the fermion field not only gets multiplied by some function of x but at the same time gets acted on by the translation operators involving powers of −i∂/∂x. This observation motivates us to consider (section 3) a fermion field theory coupled to external gauge fields such that the theory has a symmetry group which include arbitrary combinations of translation and phase multiplication on the fermi field (to be precise, δψ(x, t) → ∞ n=0 ǫ n (x, t)p n ψ = ∞ m,n=0 ǫ mn (t)x m p n ψ(x, t)). Interestingly the above set of gauge transformations are precisely the set of all unitary transformations in the quantum mechanical Hilbert space of a single particle! Clearly such transformations form a group (in section 5 we identify the Lie algebra to be W (+) 1+∞ ). We write down the gauge-invariant lagrangian in the quantum mechanical notation. We show that the c = 1 double scaled matrix model corresponds to a particular choice of the background gauge field. In section 4 we derive the Ward identities of gauge invariance. In section 5 we consider a fixed arbitrary background and find the special gauge transformations that leave the background gauge field invariant. These do not lead to Ward identities but rather act as symmetry transformations. Their generators are constants of motion for an arbitrary time dependent background and as expected satisfy the W (+) 1+∞ algebra. We specifically study the background gauge fieldĀ = −1/2(p 2 − x 2 ), which corresponds to the martix model and present the specific time-dependence of the special gauge transformations.
In section 6, we discuss the algebra of the above symmetry transformations in the fermion Fock space. We find that in the Minkowski theory where the single particle wave functions are parabolic cylinder functions, the unitary group as generated by the differential operators x m p n does not have a well defined action on the Hilbert space, meaning that each element of this basis transforms the single particle wavefunctions out of the Hilbert space. In sections 7 and 8, we motivate and present a specific analytic continuation of the theory, viz. t → it and p → −ip (and A(t) → −iA(t)) which enables the construction of a representation of the symmetry algebra generated by the basis x m p n . The background gauge field in this case isĀ = 1/2(p 2 + x 2 ), the ordinary harmonic oscillator hamiltonian. We show that all the states of the fermion field theory can be generated by acting with the symmetry generators on the Fermi sea. We emphasize that the analytically continued fermion theory does not contain any state with continuous energy: even the tachyon spectrum is discrete.
In section 9 we discuss the classical limit as g st → 0 using the fermi fluid picture recently emphasized by Polchinski [1, 17] . We show that the classical limit of the expectation value of the generator W (r,s) in a given state |f >, described by a profile f (x, p) = 0 of the fermi fluid, can be expressed as the phase space average of a function V rs (τ, t − θ):
where x = exp(−τ ) cos θ, p = exp(−τ ) sin θ parametrise the single-fermion phase space. We also discuss how SL(2) naturally arises in the discussion of the singleparticle phase space, and present a simple understanding of the representation theory in classical terms. Finally, we present a complete list of the Euclidean classical solutions of the theory and propose this space of solutions as the classical phase space. We identify the classical limit of the field theory operators W rs as functions w rs on this space. We calculate the Poisson brackets of these functions;
we show that all other functions on the phase space are functions of these basic observables w rs and hence the knowledge of {w rs , w mn } PB consitutes a complete specification of the symplectic form on this phase space. Since the hamiltonian in this phase space is also known (it is simply w 11 ) we have a complete specification of the classical physics. We present the classical action in this phase space.
In section 10, we consider perturbing the model by the operators rs g rs W (r,s) which is a gauge-inequivalent deformation of the background gauge field. We briefly discuss a scenario for a background independent formulation of the theory.
In section 11, we point out the possible connection of this work with that of Vafa and Ooguri [32] on the N = 2 string field theory and also self-dual Einstein gravity in 4-dimensions.
While this work was in progress we received several papers which partly overlap with this work [33, 34, 35] . The gauge group discussed in this paper has also been independently discussed by S. Rajeev [36] .
Fermion field theory
The mapping of the one dimensional matrix model onto a theory of nonrelativistic fermions in a potential is a most fortunate yet mysterious circumstance, especially when viewed from the viewpoint of the two dimensional string theory.
The double scaled fermion field theory is described by the action
Since the fermions are non-interacting the energy of each fermion is separately conserved. This implies that the sum over any power of the individual energies is also conserved. These conserved charges are given by Q n = dxψ + (x, t)h n ψ(x, t), n = 0, 1, 2 · · · where h = 1 2 (p 2 − x 2 ) and p = −i∂ x [6, 7] . It is easy to find local conservation laws with charge and current densities given by [27, 28, 29] 
which satisfy ∂ t J 0 n − ∂ x J 1 n = 0 by the equations of motion. These conservation laws are statements of the global symmteries of the fermion action (2.1)
For reasons which will be clear later, we will now enlarge the framework of our discussion by considering a model in which these symmetries are gauged. This means we introduce gauge fields which couple to these currents and assign transformation rules to them so that the transformations in (2.3) are symmetries with parameters α n (x, t) which are arbitary functions of x and t. The transformations in (2.3), when α n 's are constants, involve specific linear combinations of operators of the form x m ∂ n x acting on the fermion fields. We shall consider instead a model in which the gauge transformations involve arbitrary combinations of these operators.
Gauge theory of the group of unitary transformations in a Hilbert speace
The framework hinted at in the previous section may be best described in the following way. The fermion field ψ(x, t) is viewed as a vector in a Hilbert space H such that
The index x labels the component of the vector. In the following we shall sometimes denote |ψ(t) > by ψ(t). Now consider the action of unitary operators U on ψ, ψ → Uψ. This is clearly a symmtery of the free fermion theory
The symmetry may be gauged by introducing a self-adjoint gauge field A(t) (A(t) = A(t) + ). The action
is then gauge invariant under the transformations
Clearly the set of unitary transfromations form a group. U may be parameterized as U = exp(iǫ) where ǫ = ǫ + .
We can realize the hilbert space H in terms of the space of functions on the real line R 
The operatorsl mn = x m p n form a closed algebra:
Here n p ≡ n(n − 1) · · · (n − p + 1), C(n, p) = n p /p! when n ≥ p, and 0 otherwise.
The sum over p is through non-negative integers, there are only finite number of terms because the coefficients vanish for large enough p by the above definitions.
This algebra is actually isomorphic to the algebra called W 
A similar expansion holds for the parameter ǫ of gauge transformations, where U ∼ 1 + iǫ and ǫ is hermitian. One has
We also define ǫ mn by
The infinitesimal gauge transformation (3.3) may be written in component form as δψ(x, t) = i dyǫ xy (t)ψ(y, t) δψ
and
In terms of these components the action becomes
The fermionic field theory description of the singlet sector of the d = 1 matrix model is related to this gauge theory in the following way. The fermion field theory (2.1) may be easily seen to be the gauge theory (3.10) in a specific and fixed background gauge field given byĀ
or, in terms of components
Thus we shall be concerned with the above formulated gauge theory in fixed backgrounds.
In 
Ward Identities
We now turn to some consequences of the gauge symmetries, viz. Ward identities. Consider the functional integral:
whereĀ is an arbitrary background gauge field. Ward identities are a consequence of the invariance of the fermion measure under gauge transformations. We regard the fermion measure to be invariant because we do not expect any anomalies for non-relativistic fermions. Since the action is gauge invariant, we have the identity
where the covariant derivative D has been defined in (3.9) and the bar means that the gauge field in D is the background gauge fieldĀ.
Introducing the notation
For gauge transformations which do not keep the background gauge field invaraint,
i.e.Dǫ = 0, we can integrate by parts in (4.4) and arrive at the Ward identities or "transversality conditions"
In the special case whenĀ = −(p 2 − x 2 )/2 the fermion theory corresponds to the standard double scaled matrix model. These identities then imply an infinite set of relations between correlation functions of that model. In this paper we shall not pursue further equation (4.5) especially with regard to important questions of boundary conditions and the ability to explicitly evaluate the correlation functions.
Residual Gauge Symmetry: W (+) 1+∞
Given a particular background gauge fieldĀ(t), a generic gauge transformation ǫ(t) would not leave the gauge field invariant. It is an interesting question to ask what is the set of gauge transformations ǫ(t) that do leave the background invariant.
Clearly such gauge transformations would form a subgroup of the original gauge transformations, for instance in case of the 'tHooft-Polyakov monopole the residual subgroup was a U(1) subgroup of the original gauge group SO(3).
These special gauge transformations satisfȳ
The general solution of (5.1) is given by
where
is as yet an arbitrary operator on the single particle Hilbert space.
The generators of the special gauge transformations in the field theory are given by
Using (5.1) and the equation of motion of ψ(x, t), it is easy to check the expected
We now make the specific choice of expanding it in terms of the basis of generatorsl mn = x m p n . This basis is well defined and general enough. In particular it includes the single particle Hamiltonian and the generators of the Lie algebra SL(2). In terms of this basis we have W (ǫ(t)) = mnǫ mn W mn (t) where
and we have definedl mn (t) = U tlmn U −1
t . The constants of motion satisfy the same algebra as that of the single-particle generatorsl mn . Therefore the residual symmetry algebra around any background is the same.
We now discuss the case of the background (3.11) which is explicitly timeindependent. In that case U t = exp(iĀt) and we can look for solutions of the form
Equation (5.1) then becomes the eigenvalue problem
where adĀ denotes the adjoint action ofĀ. It is convenient to introduce the
Now since the action of adĀ is associative, we have
where m is a non-negative integer. A solution of (5.1) is, therefore, labelled by two positive integers and can be written as
where we have defined
The hermitian charges that generate the special gauge transformations are given by (5.3) as
They can be expressed as a linear combination of the W mn of equation (5.4).
Let us now make correspondence with similar algebras that exist in the literature. The operators W (r,s) form a closed algebra under commutation, which is identical to the algebra of the single particle operators ǫ rs (t). This is the algebra
1+∞ . The generators of the standard W
1+∞ algebra are linear combinations of the W (r,s) . These can be constructed following the construction of W 1+∞ algebra as an enveloping algebra of a U(1) Kac-Moody algebra with a derivation given in [30] . In the present case we take the modes of the U(1) current to be E m − , m ≥ 0 and for the derivation we take i times the single particle hamiltonian,
These satsify the requirements of the construction given in [30] . Then using the notation V j m for the W 1+∞ generators where the spin is (j + 2) and the mode is m we have the recursion relation whcih determines them
For example
It is clear that in this way we can express any V j m as a linear combination of the ǫ rs . Since r and s are restricted to be non-negative we see that the V j m thus obtained are restricted to j ≥ −1 and m ≥ −j + 1. In this way we can construct the standard
1+∞ algebra from linear combinations of W (r,s) .
We mention some other important properties of the operators W (r,s) .
(i) W (r,s) are time independent. It turns out the these conservation laws are implied by the local conservation of the following currents
(ii) For r = s, J µ r,r can be expressed as linear combinations of the currents given in (2.2). The corresponding charges are the set Q r = W (r,r) . Clearly these charges commute among themselves
The operators W (r,s) have an interesting SL(2) structure. The SL(2) structure has appeared in the discussions of the continuum theory in [22] . In fact, it can be shown that linear combinations of the W (r,s) fall into SL(2) multiplets. The SL (2) is generated by
They satisfy the standard algebra
and the quadratic casimir is
The set of operators that form an (n + 1) dimensional representation of the SL (2) may be constructed as follows. One starts with the operator W (n,0 show that the last operator in the chain is W (0,n) and so the chain stops after n steps. The resulting set of (n + 1) operators forms the (n + 1) dimensional representation of SL (2) by construction. (One could have equivalently started with W (0,n) and obtained the above multiplet by the repeated action of J + ).
Let us denote a member of a given multiplet by W (r,s) . This is obviously a linear combination of the W (r,s) . For example,
It may be easily checked that the J 3 eigenvalue of W (r,s) is ( r−s
2 ) while the quadratic casimir on it gives the eigenvalue ( 
On representation of W (+)
1+∞ in the fermion field theory in an inverted harmonic oscillator potential
In the previous section we considered the algebraic structure of the group of residual gauge transformations. Now we consider the important question of its representation in the fermionic field theory.
As is well-known, the fermionic field theory (2.1) can be built entirely from the knowledge of the single-particle states. These are given by parabolic cylinder functions [2, 8] . The ground state |Ω > of the field theory is obtained by filling all the single-particle levels upto the fermi level µ. Let us call the distribution of singleparticle energy levels ρ(E). Using this we can easily calculate the energy of the ground state; in fact we can compute the eigenvalues of all the commuting generators W (r,r) which are linear combinations of the form
where c r l are constants, in the ground state by computing moments of ρ(E). The results are, after subtracting an infinite constant:
Now consider the action of the generator W (r,s) , r = s on the ground state:
, which is basically a refelction of the single-particle relation (5.6), we see that
Hence the hamiltonian of the theory, which is just −W (1, 1) , has a complex eigenvalue in the state |r, s >. Since on the other hand we can explicitly construct all the states of the field theory in terms of multiple electron-hole excitations and they all have real energies, (remember parabolic cylinder functions have real energy eigenvalues), this means that the state |r, s > cannot be expressed as a linear combination of the complete set of states in the field theory; in other words the
1+∞ transformation of the ground state takes it out of the Hilbert space.
Let us explain the last comment in a little more detail. Let us expand the second quantised fermi field in terms of parabolic cylinder wave-functions and the corresponding creation-annihilation operators of the single-particle states. Now the action of W (r,s) on the ground state would generically involve applying the 
In the next section we shall see that the basis L indeed has a well defined action in the Hilbert space of Hermite functions, basically because these functions represent bound states and have an exponential decay at infinity.
Analytic continuation of the fermion field theory
In this section we motivate and discuss the analytic continuation of the fermion field theory in which the algebra of residual gauge transformations can be realised in the L basis.
Let us recall that the fermion field theory (2.1) can be expressed as a Feynman path integral over the classical trajectories of the fermions, which are governed by the action
The classical equation of motion d 2 x/dt 2 − x = 0 is solved by the hyperbolic functions x(t) = A cosh(t + θ). The canonical momentum is given by p(t) =ẋ(t) =
A sinh(t + θ). The hamiltonian is then defined by h(x, p) = pẋ − (ẋ 2 + x 2 )/2, and evaluates to h(x, p) = (p 2 − x 2 )/2 = −A 2 /2. Hence constant energy trajectories in phase space are given by hyperbolas.
Now consider the analytic continuation of time t → it to a Euclidean picture.
The Euclidean action corresponding to the Minkowski action (7.1) is
The classical equation of motion ∂ 2 t x+x = 0 (simple harmonic oscillator) are solved by periodic functions x(t) = A cos(t + θ). The canonical momentum is given by p = ∂h/∂ẋ = −ẋ = A sin(t + θ) and the hamiltonian is h(x, p) = pẋ + From the above discussion we deduce that the standard analytic continuation of time t → it in the coordinate space formulation corresponds to the analytic continuation t → it and p → −ip in the phase space formulation. The analytic continuation is illustrated in Figs 1a and 1b. In the quantum theory the orbits are appropriately quantised and the ground state is obtained by filling the fermi sea. In figures 1a and 1b we have indicated this by the shaded regions x 2 − p 2 ≤ µ and x 2 + p 2 ≥ µ respectively. µ is the fermi energy and defines the string coupling g st = 1/µ. In the classical limit g st → 0 the states of the field theory can be described in terms of a fermi fluid and we shall investigate in detail the classical solutions (instantons) of the Euclidean field theory in terms of motion of this fluid in section 9.
We wish to emphasize that in quantising the classical phase space (Fig 1b) obtained by the analytic continuation t → it and p → −ip, we are going beyond the standard Euclidean continuation of quantum mechanics. The reason for this is that in the standard Euclidean continuation, the quantum hamiltonian, obtained by the transfer matrix method, does not change. The analytic continuation we have performed changes the quantum hamiltonian from that of the inverted harmonic harmonic oscillator h = 1/2(p 2 − x 2 ) to that of the ordinary harmonic oscillator h = −1/2(p 2 + x 2 ). The final result of our analytic continuation is identical (upto the overall sign of the hamiltonian) to the result obtained by Gross and Milkovic [3] who regarded the inverted harmonic oscillator as the usual hamonic oscillator with an imaginary frequency. Tne verity of their procedure and also ours is well supported by the fact the correlation function calculation in Danielssen-Gross [22] agrees completely with that of Moore [8] .
We end this section by discussing the single-particle levels and the fermi sea.
The single-particle levels are the hermite functions H n (x) =< x|n > and the energy levels are E n = −(n + 1/2), n = 0, 1, 2, · · ·. The fermi sea is filled up from n = ∞(E n = −∞) to some level n = n F (E n ≡ E F = −µ). The semiclassical limit as µ → ∞ was described before (fig 1b) . It is worth commenting that in Fig   1b the number of unoccupied levels is also of order µ. This should be contrasted with the fact that the number of unoccupied levels in Fig 1a (Minkowski picture) is actually infinite. Hence the analytic continuation seemingly reduces the number of degrees of freedom. This seems to be the analogue for functional integrals of a similar phenomenon that occurs in the evaluation of real integrals as a sum over poles.
Representation of W (+)
1+∞ in the analytically continued fermion field theory Most of the algebraic steps of section 5 in the single-particle quantum mechanics can be repeated with the substitution p → −ip. In particular
(ix ± p). Let us denote p − ix = a and p + ix = a † in the standard way. Since t → it, the gauge field A is also analytically continued A → −iA so that dt A is left unchanged. Hence the residual gauge transformation (similarly to (5.1)) satisfies
Once again, we write ǫ(t) = exp(iEt)ǫ(0) and get the eigenvalue problem where α * r,s = α s,r ensuring that ǫ † = ǫ. algebra and imply the same for W (r,s) .
We can realise W (r,s) in terms of the constituent modes of the fermion field which can now be expanded in terms of hermite polynomials H n (x), ψ(x, t) = ∞ n=0 c n e −iEnt < x|n >, where < x|n >= e − 1 2
Note that ǫ rs = a r a †s have well defined action on the Hilbert space of Hermite polynomials.
Now consider the action of W (r,s) on the ground state |Ω >, which we constructed in section 7. Identical to our discussion in section 5, we see that the vacuum is an eigenstate of all W (r,r) , with eigenvalues which are moments of the level density ρ(E), which were originally calculated within this formulation in Gross-Milkovic [3] . For r = s, we see that
and the state |r, s >= W (r,s) |Ω >, r > s is an eigenstate of the hamiltonian W (1, 1) with eigenvalue e 1 + (r − s),
It is important to note that we can indeed generate all the states of the fermi field theory by acting with the W (r,s) 's on the fermi sea |Ω > sufficient number of times. The reason is that all the states of the field theory can be generated from the ground state by exciting fermions from below the fermi level to above it: if the initial state of the fermion was n and the final state m then the elementary excitation is given by the operator E mn ≡ c † m c n . A generic state of the field theory can therefore be written as a certain number of these E-operators acting on the ground state |Ω >. Now equation (8.7) expresses the W (r,s) as a linear combination of the E mn 's, it is easy to show that the E mn 's can also be expressed W (r,s) ).
The other important remark is that since we have described a complete list of states in the theory, there are no tachyon states in the spectrum with coninuously varying energy-momentum. This however is not in conflict with the fact that the analytically continued theory meaningfully defines the correlation functions of external tachyons with continuous momentum.
The Classical Limit
In this section we describe the semi-classical limit of the fermi field theory in terms of a fermi fluid in the single-particle phase space [1, 17] . In this limit states of the single-particle theory are described by small cells of area 2πh in the 2dim phase space, and states of the field theory are described by specifying which of these single-particle states are occupied. Remembering that each single-particle state can accomodate only one fermion, a state in the field theory corresponds to a region of the 2dim phase space uniformly filled with a fermi fluid (for simplicity we shall consider a single connected region). If we describe the curve bounding this region by the equation f (x, p) = 0 the function f would then specify the state of the field theory in the semi-classical limit.
⋆ Of course, in general the fluid profile f would evolve in time, because each fermion would evolve according to the singleparticle hamiltonian, tracing out circles (in the case of the harmonic oscillator with angular frequency 1) and unless the profile is a circle to start with, it will change from f (p, q) = 0 to f t (p, q) = 0. The dynamics of the classical field theory consists in solving the motion of the fluid profiles. In section (9.3) we will explicitly solve and classify all the classical solutions of the euclidean field theory.
We described how states are represented semiclassically. How about operators?
Since the fermi field theory is quadratic, it is enough to consider a generic fermion bilinear G ≡ dxψ + (x, t)g(x, −i∂/∂x, t)ψ(x, t). In the semi-classical picture this simply measures the total amount of g(x, p, t) carried by all fermions in the fluid.
In other words, if we consider a state of the field theory |f > described by a fluid profile f then we have the Thomas-Fermi correspondence
⋆ We should remark that the states which are appropriate for describing the semi-classical limit are coherent states: in fact in our problem they are coherent states of the W -algebra; the reason is, as we shall see later we can co-ordinatise the classical phase space in terms of the classical values of the W -generators-which in particular means that different noncommuting generators should have sufficiently well-defined values, which is typical of coherent states of a group.
where R f denotes the region bounded by the fluid profile at time t f t (x, p) = 0.
As we remarked before, the states |f > are coherent states.
We can see how most quantities in the classical field theory are related to quantities in the single-particle phase space. It is appropriate therefore to understand the W -algebra and in particular the sub-algebra SL(2) that we found in the quantum theory in this 2dim classical phase space. (2) and the W -algebra in 2dim phase space
Representation of SL
The basic reason why the above algebras appeared in our quantum theory is that the single-particle classical phase space naturally carries a representation of w ∞ and even more naturally of SL (2); the former classically is the set of areapreserving diffeomorphisms in two dimensions and it is precisely in two dimensions that the set of area-preserving diffeomorphisms is also the one which preserves the poisson bracket. Therefore w ∞ is simply the algebra of all canonical transformations. SL(2) by definition is the set of real two-by-two matrices of determinant one, in other words they are linear transformations which preserve area. Thus SL (2) transformations are canonical transformations, and therefore the SL(2) subalgebra of w ∞ must be simply those subset of canonical transformations which act linearly on the coordinates (x, p)! We shall see this now explicitly.
A canonical transformation is generated by taking Poisson bracket with some function f (x, p):
A generic f can be expanded in the basis of the monomials f (r,s) = x r p s The W (r,s)
acts on coordinates as
When the function f is quadratic, the canonical transformation is linear. In particular, if one takes the basis f = x 2 , −p 2 , xp of the quadratics, then we find from (9.2) that the corresponding canonical transformations have the effect of multiplying the column vector (x, p) T by the Pauli matrices σ + , σ − and σ 3 respectively. This explains very naturally why SL(2) appears in w ∞ , and specifically as W (2,0) , W (1, 1) and W (0,2) .
Commuting two W -flows corresponds to taking Poisson brackets of the corresponding generating functions. The f (r,s) 's form a closed Poisson bracket algebra:
It's interesting to see how the special SL(2) sub-algebra acts on the rest of the generators. (9.4) gives
The first observation is that, the degree of a polynomial (assumed homogeneous in x, p) is preserved under Poisson bracket with any of the SL(2)-generators. Thus, for instance the monomials {p n , xp n−1 , · · · , x n−1 p, x n } are transformed into one another by the SL(2) action, where all of these have degree n. Clearly there are 2n+1 such monomials of degree n, thus the dimension of the SL(2) representation is 2n+1. This tells us that the j-value (Casimir= j(j+1)) for the representation is j = n, simply the degree of the Polynomial (it is easy to see the above representation is irreducible, for instance the action of x 2 takes one down from any basis element to the next). For later use, we remark that the degree of a plynomial in x, p is represented by the operator
Thus J measures the j-spin of a representation.
Thus we conclude that the entire W -algebra splits into irreps of the SL(2) with r + s being the spin j and r − s being the J 3 -value (remember in (9.5) the operator xp plays the role of J 3 and the other two are the rasing and lowering operators J ± ).
In the next section, we shall consider the W (r,s) generators in the semi-classical field theory. From the next section, in order to correspond exactly to the earlier discussion in the quantum theory operators we shall redefine our W (r,s) in terms of functions
.
Correspondence with vertex operators of Liouville theory
Let us examine the classical limit of the generator W (r,s) . By the ThomasFermi correspondence (9.1) we have
where we have put g = g (r,s) (equation (9.7)) in (9.1).
Introducing the polar co-ordinates p = R cos θ, x = R sin θ (9.8) becomes
Parametrising the radius R = exp(−τ ), −∞ < τ < ∞, (9.9) becomes
It is intriguing to note that this is identical to the exponential part of the r, s vertex operators in the c = 1 Liouville theory for one of the liouville dressings, where the time t is taken to be Euclidean. Using (9.7) we see that the operator J which measures the total j-spin is −∂/∂τ . Since the J-spin coincides with Liouville momentum the identification of τ as the Liouville direction is natural. (To get the more standard expression we need to put τ = φ/ √ 2 and rescale t → t/ √ 2).
Importantly we are finding here vertex operators with only quantised energies, implying in partiulcar the absence of the tachyon vertex operators with continuously varying energy and momentum. The operators r, 0 and 0, s corresponds to the tachyon (energy 2 + momentum 2 =0) but only at integral values of the energy.
The classical solutions and the classical phase space of the field theory
We have argued in the beginning of this section that the semiclassical dynamics of the fermi field theory is determined by the motion of a fluid of uniform density in the single-particle phase space parametrised, for instance, by the equation f = 0 for its boundary (which we shall call its "profile"). This motion in turn is determined by how each fermi particle moves in the single-particle phase space under hamiltonian evolution. Let us ask the question how to solve for the motion of all possible profiles f as a function of time. In other words, given a fluid boundary f (x, p) = 0 at time t = 0, what is the function f t such that f t (x, p) = 0 describes the fluid boundary at time t.
The answer is suprisingly simple:
To prove it, one just needs to remember that all the fermions move in circles in the phase space under the single-particle hamiltonian at an identical angular speed (which we have taken to be 1). Hence if you look from a rotating frame of angular speed one, all the particles would look static and so would the fluid boundary. In other words, the fluid moves like a rigid body in a two-dimensional plane rotating round the origin.
Let us point out one immediate consequence of the formula (9.12).
All classical solutions of the theory are periodic.
Proof:
Of course, this is intimately connected with the fact that we are talking here about the Euclidean field theory where the single-particle orbits have become periodic in phase space (instead of parabolic).
The space of classical solutions as the classical phase space: Equation (9.12) gives in principle all the classical solutions of the system. Since the space of classical solutions is the most natural definition of the classical phase space of our field theory (we shall call this phase space M) let us try to understand it better. We can parametrise the space of functions f (x, p) as
We can think of α mn (or equivalently a mn ) as parametrising ⋆ M.
⋆ a few remarks are in order: in general the fermi fluid may have several disconnected regions; this would seem to require several functions f 1 (x, p), f 2 (x, p), · · · to specify the boundaries of the different disconnected regions; however interestingly the union of the contours of f i (x, p) = 0, i = 1, 2, · · · is the same as the contour of f (x, p) = 0 where f (x, p) = i f i (x, p). In other words we are not losing on generality when we describe the space of fermi fluids by a single function f (x, p). The second point is, the α mn 's are actually constrained, by the requirement that the fermi fluid should always occupy the same volume. For our purposes, this would not be too important, because we will consider flows in this space that automatically preserve this constraint. Lastly, the α mn 's contain some redundant information since the function f can be deformed preserving its zero contour; so different α mn 's may actually refer to the same point. A better coordinatisation is provided by the functions w rs on M which we will describe shortly.
We would like to make a comment here about bosonisation. As Polchinski has
shown, in case the fluid profile is quadratic in p, i.e. f (x, p) = (p − p + (x))(p − So we have the α mn 's as the phase space variables of a classical bosonic system.
By the Thomas-Fermi correspondence (9.1), we know the classical hamiltonian as a function of the α mn :
The functional dependence on the α mn comes from the integration region R f specified by the boundary f = α mn z mzn = 0, where z = p + ix,z = p − ix. This is a rather implicit-looking function; but we'll find that we dont need to know it exactly.
If we tried to quantise the space M of the α mn 's we would like to know, for instance, the classical orbits in the space M, and how to compute Possion brackets of two functions F ({α mn }) and G({α mn }).
Classical orbits:
We simply transcribe the evolution f → f t , described in (9.12), as α mn → α mn (t) (α mn (t) defined by f t (x, p) = mn α mn (t)z mzn , thus α mn = α mn (0)). The answer is:
This again is the list of all classical orbits in the Euclidian phase space. Note that all classical solutions are periodic and have integer frequencies.
Poisson brackets:
Equation ( 
Also suppose the hamiltonian h({ξ i }) depends on the ξ i through the functions f i :
To write down a quantum theory first one needs to construct the symplectic form, which can be easily shown to be Ω = Ω ik df i ∧ df k where Ω ik and Ω ik are inverse matrices. Since the symplectic form is closed (can be derived from the Jacobi identity for Poisson brackets) locally one can find a one-form θ = θ i df i such that dθ = Ω. The phase space functional integral can be written by defining the lagrangian θ iḟ i − h({f j }) and integrating with respect to a measure consistent with the volume form Ω = Ω n/2 .
In our problem, the w rs are not independent functions, because the phase space M is not the group G (of area-preserving diffeomorphisms) itself, but rather a coset In the space of the non-diagonal w rs 's this matrix is invertible. Let's call the inverse matrix (counterpart of Ω ik ) Ω rs,pq ({w kl , k = l}) and the one-form θ i as θ rs ({w kl , k = l). The phase space action (pq − h(p, q)) is therefore given by
where by the set {w kl } we mean again the off-diagonal w's and the function w 11 ({w kl }) is determined by its poisson bracket with the w kl . * It is significant to note that our problem with a symplectic manifold W
1+∞ /H can be formulated as problem involving motion on W (+) 1+∞ . This is along the same lines as the monopole problem, which has a symplectic manifold SU(2)/U(1), and can be formulated as motion on the group SU(2) using a construction that mimics the Wess-Zumino term in higher dimensions [31] . Finally we remark that it would be of interest to study the above action for an arbitrary single particle Hamiltonian because these correspond to different background gauge fields. An important question to answer is which single partical Hamiltonian corresponds to the black-hole background. * As an example of this procedure, we can think of S 2 as coordinatised by J + , J − . The matrix Ω ik has non-zero elements
10. General background for the c = 1 matrix model:
Let us begin the discussion for any arbitrary background gauge fieldĀ(t). As we have seen in section 5, the generators (5.4) of the special gauge transformations that leave the background invariant are constants of motion. Now let us consider deforming the (analytically continued) model by these constants of motion:
S ǫ = dt < ψ(t)|i∂ t +Ā(t)|ψ(t) > + dt < ψ(t)|ǫ(t)|ψ(t) > (10.1)
where ǫ(t) satisfies i∂ t ǫ + adĀ(t) ǫ = 0
Deforming the model at the backgroundĀ(t) according to (10.1) corresponds to a shift of the backgroundĀ →Ā + ǫ. It is easy to see thatĀ(t) + ǫ is not a gauge transform ofĀ(t). In the case of the specific backgroundĀ = (p 2 + x 2 )/2, the time dependence of ǫ(t) is explicitly known and hence (10.1) becomes .
As yet our formulation of the problem has been such that a background gauge fieldĀ(t) is given to us. The main question is what principle determines these backgrounds.
One possibility is to note that our specific backgroundĀ = (p 2 + x 2 )/2 led to a specific representation of the algebra W
1+∞ whose explicit construction was given in section 8, using the eigenfunctions and eigenvalues of the operatorĀ = (p 2 + x 2 )/2. This points to the fact that for each backgroundĀ(t) there will be an explicit representation of W (+) 1+∞ . Hence if by some means we can classify and understand all representations of W (+) 1+∞ , then we will have classified and understood all the background gauge fieldsĀ(t). We believe that this is an atractive scenario. It would be most interesting to discover a background or representation that for instance describes the black hole solution of two-dimensional string theory.
One way of approaching the problem of representation is by appealing to the classical phase space discussed in section 9.
Connection with higher dimensional field theories
It is clear from the above discussions that our gauge-invariant lagrangian L(ψ, ψ † , A) is symmetric under the group F (R, G) where G is the group of unitary (in the classical limit, canonical) transformations on the single-particle hilbert space and F (R, G) denotes all maps from the real line (time) to G. The periodic maps are a particular sunbgroup of this, which is of course the loop group LG. The loop group LG is particularly relevant for the background of A which corresponds to the harmonic oscillator potential, because in that case the classical solutions are periodic in time, and one classical solution is transformed to another by the action of LG rather than the full group F (R, G).
Now interestingly, the loop group
LG is also the group of transformations from one classical solution to another for N = 2 strings living in a 4-dimensional space of (2,2) signature [32] . In other words, the classical phase space of N = 2 string field theory carries a natural representation of LG; indeed each classical solution can be mapped onto a specific element of LG which can be denoted by a function f (t, x, p) where f is an arbitrary function of t and the two-dimensional plane x, p (at each t, f can be used to generate a canonical transformation on the two-dimensional plane). Each solution of the N = 2 SFT can also be shown to be correspond to a solution of self-dual Einstein gravity (with (2,2) signature).
Thus, we see that in terms of classical phase spaces, our fermion-gauge field system is closely related to N = 2 string field theory and also self-dual Einstein gravity in four dimensions.
to the n point function. Since the one point function can be evaluated exactly using the parabolic cylinder functions, in principle the higher point functions can be obtained by solving the differential equations mentioned above. We have solved for the two point function of the W (p, q, t)'s this way and obtained the two point functions of the W (r,s) 's. These show poles at precisely the expected energies.
One could also introduce a generating functional for the n point functions of the W (p, q, t)'s by introducing sources in the fermionic action. One can show that this generating functional satisfies a Ward identity coming from the algebra of the W (p, q, t)'s. This Ward identity can be solved for the generating functional perturbatively in the sources. The Legendre transform of the generating functional is presumably the quantum effective action for the discrete states. The details of this will appear elsewhere. 
