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We describe an algebraic algorithm which allows to express every one-loop
lattice integral with gluon or Wilson-fermion propagators in terms of a small
number of basic constants which can be computed with arbitrary high precision.
Although the presentation is restricted to four dimensions the technique can
be generalized to every space dimension. Various examples are given, including
the one-loop self-energies of the quarks and gluons and the renormalization
constants for some dimension-three and dimension-four lattice operators. We
also give a method to express the lattice free propagator for Wilson fermions
in coordinate space as a linear function of its values in eight points near the
origin. This is an essential step in order to apply the recent methods of Lu¨scher
and Weisz to higher-loop integrals with fermions.
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1 Introduction
Perturbation theory plays an important role in our present understanding of quan-
tum eld theory. In particular on the lattice Feynman diagram computations are
performed to obtain such quantities as ratios of -parameters, non-universal coe-
cients of -functions or renormalization constants of lattice operators. Due to the
loss of Lorentz invariance lattice calculations are usually particularly involved and
thus in order to obtain reliable results one has to make use of computer symbolic
programs. To implement this strategy an important step is the simplication of the
lattice integrals appearing in the Feynman diagrams of the theory. In [1] we presented
a general technique which allows to express every one-loop bosonic integral at zero
external momentum in terms of two unknown basic quantities which could be com-
puted numerically with high precision. This method allows the complete evaluation
of every diagram with gluon propagators.
In this paper we want to generalize the technique to deal with integrals with both
gluonic and fermionic propagators. For the fermions we use the Wilson action [2].
Notice that our method depends only on the structure of the propagator and thus it
can be applied in calculations with the standard Wilson action as well as with the
improved clover action [3]. We show that every integral at zero external momentum
can be expressed in terms of a small number of basic quantities (nine for purely
fermionic integrals, thirteen for integrals with bosonic and fermionic propagators).
The advantage of this procedure is twofold: rst of all every Feynman diagram can be
computed in a completely symbolic way making it easier to perform checks and verify
cancellations; moreover the basic constants can be easily computed with high precision
and thus the numerical error on the nal result can be reduced at will. Although the
presentation is restricted to four dimensions the technique can be generalized to every
space dimension.
A second important application of our method is connected with the use of
coordinate-space methods for the evaluation of higher-loop Feynman diagrams. This
technique, introduced by Lu¨scher and Weisz [4], is extremely powerful and allows a
very precise determination of two- and higher-loop integrals. One of the basic ingredi-
ents of this method is the computation of the free propagator in coordinate space. We
will give an algorithm which allows the analytic determination of the free fermionic
propagator in x-space in terms of eight basic constants which can be reinterpreted as
the values of the propagator near the origin.
The paper is organized as follows: in section 2 we review the computation of the
continuum limit of lattice integrals, showing that the calculation can be split in two
parts: the evaluation of a subtracted continuum integral and of a certain number
of lattice integrals with zero external momentum which are then discussed in the
following sections. In section 3 we present the method in the bosonic case, simplifying
the strategy discussed in [1]. Section 4 represents the core of the paper and gives
the detailed algorithm for fermionic and mixed bosonic-fermionic integrals. In both
these sections we need to introduce an infrared cut-o to regularize the integrals for
k = 0. We choose to introduce a mass m; other possibilities are discussed in section 5
where the connection with dimensionally regularized integrals is presented. Finally in
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section 6 we present a few examples: we give the analytic expressions for the lattice
gluon and fermion self-energy, for the renormalization constants of dimension-three
bilinear fermion operators and a computation of the renormalization constants for
the operators which show up in the energy-momentum tensor and which are relevant
in the computation of the structure functions which appear in the deep-inelastic
scattering [5]. Finally we discuss an algorithm for the computation of the free lattice
propagators.
2 Continuum limit of lattice integrals
In this Section we want to discuss the computation of one-loop Feynman diagrams





F (q; fpig) (2.1)
where fpig is a set of external momenta. Of course one is not interested in the exact
computation of (2.1) but only in its value in the continuum limit. If the integral is
ultraviolet-convergent one can simply substitute F (q; fpig) with its continuum coun-
terpart and obtain a continuum convergent integral. Let us now suppose that (2.1)
is divergent and, for simplicity, that there is only one external momentum. If every
propagator is massive so that F (q; fpig) is nite for any set of momenta going to zero,
one can use the general technique of BPHZ [6] which have been generalized on the









(T nFF )(q; p)
 Gc(p) + GL(p) (2.2)
where nF is the degree of the divergence of the integral and
















The rst integral in (2.2) is ultraviolet-nite [7] and thus one can take the continuum
limit. Thus all the eects of the lattice regularization remain only in the second term,
which is simply a polynomial in the external momentum with coecients given by
lattice zero-momentum integrals.
If the integrand contains massless propagators one has to be more careful: indeed
an expansion around p = 0 can give rise to infrared divergences. A simple way
out consists in introducing an intermediate infrared regularization: one can use the
dimensional regularization [8, 1] working in dimension d > 4, or introduce a mass in
the propagators. In both cases Gc(p) and GL(p) will be singular for d! 4 or m! 0
but, of course, the singularity will cancel when summing up the two terms.
In conclusion the computation of the continuum limit of (2.1) splits in the compu-
tation of two dierent quantities: a continuum ultraviolet-nite integral and a certain




In this section we discuss the evaluation of the most general one-loop lattice integral
at zero external momentum with bosonic propagators. It is very easy to see that any
such integral can be written as a linear combination of terms of the form














where p and ni are positive integers, k^ = 2 sin(k=2) and
DB(k;m) = k^
2 +m2 : (3.2)
is the inverse bosonic propagator. In the following when one of the arguments ni is
zero it will be omitted as argument of B.
We will review here a general technique for expressing these integrals in terms of
three constants [1].
We will rst generalize (3.1) by considering the following more general integrals














where p is an arbitrary integer (not necessarily positive) and  a real number which is
introduced in order to avoid singular cases at intermediate stages of the computation
and which will be set to zero at the end.
The rst result we want to prove is that each integral B(p;nx; ny; nz; nt) can be
reduced through purely algebraic manipulations to a sum of integrals of the same
type with nx = ny = nz = nt = 0.






B(p; x; 1) =
1
3
[B(p− 1; x)− B(p; x + 1)−m
2B(p; x)]
B(p; x; y; 1) =
1
2
[B(p− 1; x; y)− B(p; x+ 1; y)− B(p; x; y + 1)
−m2B(p; x; y)]
B(p; x; y; z; 1) = B(p− 1; x; y; z)− B(p; x + 1; y; z)− B(p; x; y + 1; z)
−B(p; x; y; z + 1)−m
2B(p; x; y; z) (3.4)

























Then, integrating by parts, we obtain the recursion relation:
B(p; : : : ; r)
=
r − 1
p+  − 1
B(p− 1; : : : ; r − 1)−
4r − 6
p+  − 1
B(p− 1; : : : ; r − 2)
+ 4B(p; : : : ; r − 1) (3.7)
Let us notice that for p 6= 1 this recursion relation is regular for  ! 0. For p = 1
instead the coecients of B(0; : : :) diverge as 1=. This means that to compute
B(1; : : :) for  = 0, we need to compute B(0; : : :) including terms of order . Since by
the application of the previous recursion relations to B(0; : : :) we generate B(−1; : : :),
then B(−2; : : :) and so on and their coecients are nite for  ! 0, we see that in
general we need to compute all integrals B(p;nx; ny; nz; nt) with p  0 up to O(2).
The previous relations allow to reduce every integral B(p;nx; ny; nz; nt) to a sum
of the form




The m-dependence of ar(m; ) is very simple: it is indeed a polynomial in m2. Let
us now discuss the -dependence. If p  0 only nonpositive values of r are allowed in
(3.8) with coecients which are regular for  ! 0. For p > 0 the situation is more
complicated: for r  1, lim!0 ar(m; ) is nite while for r  0 ar(m; ) may behave
as 1= when  goes to zero. As we already observed, this means that we need to
compute B(r), r  0, including terms of order .
Now let us show that all B(p) can be expressed in terms of a nite number of
them. Although this can be shown for generic values of the mass1 many simplications
occur if one restricts the attention to the massless case, i.e. if one considers the limit
m2 ! 0 keeping only the non-vanishing terms. Let us thus discuss the limit m2 ! 0
of B(p).
Simple power-counting shows that the integrals B(p), p  1, are nite. To com-









where I0() is a modied Bessel function [10]. We introduce constants bi that are








The constants bi are rational numbers multiplied by 1=2. Then the divergent part





bi−2Γ(p +  − i)
2i(m2)p+−i
(3.11)
1The analogous procedure in two dimensions is presented in Appendix A.3 of [9].
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Since here p is positive we can set  = 0. However in the next section we will be
interested also in the divergent part proportional to . Thus expanding in  and



































Let us now go back to (3.8) rewriting it as






(ar(m; )− ar(0; ))B(r) (3.13)
and let us consider the limitm2 ! 0. It is clear that in the second sum only B(r) with
r  3 can contribute, since only these integrals have power divergences for m2 ! 0.
As the values of r in the sums satisfy r  p, we nd that the second sum contributes
only for p  3. Thus we get for p  2
B(p;nx; ny; nz; nt) =
X
r
ar(0; )B(r) + O(m
2) (3.14)
while, for p > 2,
B(p;nx; ny; nz; nt) =
X
r
ar(0; )B(r) + R(m; ) + O(m
2) (3.15)
where R(m; ) is a polynomial in 1=m2 whose coecients, for  ! 0, are rational
numbers multiplied by 1=2.
Let us nally nd the last recursion relations. Let us start from the trivial identity
B(p; 1; 1; 1; 1) − 4B(p + 1; 2; 1; 1; 1) −m
2 B(p + 1; 1; 1; 1; 1) = 0 (3.16)
and let us apply the previous procedure to reduce each term to the form (3.14) and
(3.15)3. We thus get a non trivial relation involving B of the form
pX
r=p−4
br(p; )B(r) + S(p;m; ) = 0 (3.17)
2Notice that we are dealing here with two dierent limits, m2 ! 0 and  ! 0. In general they
do not commute and thus it is necessary to specify the correct order in which they are taken. Here
we rst consider ! 0 at xed m and then we let m go to zero.
3Since we need to compute B(r), r  0, including terms of order , in the computation of the
various terms, one must keep the contributions of order  if p < 0, while for p  0 it is enough to
expand the identity to order O().
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where S(p;m; ) = 0 for p  2 while for p > 2 is a polynomial in 1=m2 which is nite
for  ! 0. We will use this identity to express all B(p) in terms of B(r), 0  r  3.
Indeed we can solve (3.17) in terms of B(p) and thus we get a relation which expresses
it in terms of B(p − 1); : : : ;B(p − 4). We will use this relation for p  4. On the
other hand we can solve (3.17) in terms of B(p− 4) and then shift p! p+ 4. In this
way we obtain a relation which expresses B(p) in terms of B(p + 1); : : : ;B(p + 4).
We use this recursion for p  −1. Applying recursively these two relations we get




cr(p; )B(r) + T (p;m; ) (3.18)
where T (p;m; ) is a polynomial in 1=m2. A direct analysis of (3.17) shows the
following properties:
1. if p  4, c0(p; ) = O(4);
2. if p  −1, cr(p; ) = O() for 1  r  3;
3. if p  −1, T (p;m; ) is of order , while for p  4 it is nite for  ! 0.
Substituting back in (3.14) or (3.15) we get
B(p;nx; ny; nz; nt) = A()B(0) +B()B(1) + C()B(2) +D()B(3) + E(m; )
(3.19)
where E(m; ) is a polynomial in 1=m2.
We can now go back to the original integral (3.1) (notice that we are only interested
in the case p > 0). Because of the second property of the coecients cr(p; ) and the
property of T (p;m; ), we immediately see that B(), C(), D() and E(m; ) are
nite for  ! 0. Then, as the l.h.s. is obviously nite for  ! 0, also A() is nite
for  ! 0. Since B(0) = 1, we have nally
B(p;nx; ny; nz; nt) = A(0) +B(0)B(1) + C(0)B(2) +D(0)B(3) + E(m; 0) (3.20)
We want now to make contact with our previous work where all results were expressed
in terms of three constants, Z0, Z1 and F0 dened by




B(1; 1; 1)jm=0 (3.22)
F0 = lim
m!0
[162B(2) + logm2 + γE] (3.23)

























Table 1: Numerical values of the three constants Z0, Z1 and F0.
An additional simplication occurs if the original integral is nite. In this case the
logm2 terms must cancel. They appear only in B(2) and B(3) and always in the
combination (logm2 + γE − F0). Thus the cancellation of logm2 implies also the
cancellation of γE and F0. All nite integrals are thus functions of Z0 and Z1 only.
Numerical values of the constants are reported in Table 1.
It is interesting to notice that the same technique can be used for bosonic integrals
in d dimensions. The basic recursions can be trivially generalized as well as the
identity (3.16). For generic d we nd that all integrals can nally be expressed in
terms of B(1), : : :, B(d− 1), i.e. in terms of (d− 1) constants, reducing to (d− 2)
for infrared nite integrals.
4 Integrals with bosonic and Wilson-fermion prop-
agators
We want now to discuss the computation of general integrals with fermionic and
bosonic propagators at zero external momenta. Dene






















is the denominator appearing in the propagator for Wilson fermions4. In the following
when one of the arguments ni is zero it will be omitted as an argument of F . Following
4To be precise, DF (k;mf ) is the denominator in the propagator for Wilson fermions only for










However in our discussion mf will only play the role of an infrared regulator and thus it does not
need to be the true fermion mass. The denition (4.2) is easier to handle than (4.3). For a discussion
of integrals using (4.3) see Section 5.2.
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the strategy we have used in the purely bosonic case we will rst generalize the
integrals introducing














Here we consider both p and q as arbitrary integers (not necessarily positive). The
parameter  is used in the intermediate steps of the calculation and will be set to zero
at the end.
To simplify the discussion we will only consider the case rW = 1 but the technique
can be applied to every value of rW . Moreover we will restrict our attention to the
massless case, i.e. we will consider the integrals F in the limit mb = mf  m! 0.
In the following we will present a procedure that allows to compute iteratively a
generic F in terms of a nite number of them: precisely every F(p; q;nx; ny; nz; nt)
with q  0 can be expressed in terms of F(1; 0), F(1;−1), F(1;−2), F(2; 0),
F(2;−1), F(2;−2), F(3;−2), F(3;−3) and F(3;−4); the integral F(2; 0) ap-
pears only in infrared-divergent integrals. If q > 0 the result contains three additional
constants together with the bosonic quantities Z0, Z1 and F0 − γE.
Our procedure works in four steps:
1. First step: we express each integral F(p; q;nx; ny; nz; nt) in terms of F(p; q)
only.
2. Second step: we express every F(p; q) in terms of F(r; s) with 0  r  3,
arbitrary s or r  −1 and s = 1; 2; 3 or r  4 and s = 0;−1;−2. This is
obtained by a systematic use of the identity
I1(p; q)  F(p; q; 1; 1; 1; 1)−4F(p; q+1; 2; 1; 1; 1)−m
2F(p; q+1; 1; 1; 1; 1) = 0
(4.5)
3. Third step: we express the remaining F(p; q) in terms of F(r; s) with r = 3,
−4  s  0 or r = 2, −4  s  2 or r = 1, −4  s  4 or r = 0, −4  s  6
or r = −1 and s = 2. This is obtained by a systematic use of the identity




F(p+ 1; q − 2; 1; 1; 1; 1) − 2m
2F(p + 1; q − 1; 1; 1; 1; 1)
+m4F(p + 1; q; 1; 1; 1; 1)
i
= 0 (4.6)
4. Fourth step: the identities I1(p; q) and I2(p; q) are used to provide additional
relations between the remaining integrals. We end up with the result we have
quoted above.
We want to notice here two basic facts. First of all, as in the bosonic case, the
structure of the recursion relations, will force us to compute all F(p; q;nx; ny; nz; nt)
including terms of order  when p  0. As a consequence we will require I1(p; q) and
9
I2(p; q) to be satised up to O(2) respectively for p  0 and p  −1 and up to O()
in the opposite case, i.e. for p  1 and p  0 respectively.
Let us nally mention some general properties of all the recursion relations we
will consider: in all cases we will give results of the form
F(p; q; : : :) =
X
rs
pq;rs()F(r; s) + Ppq(m; ) +O(m
2) (4.7)
where pq;rs() and Ppq(m; ) will always have the following properties:
1. if q  0, then pq;rs() = 0 for s > 0. In other words we will express purely
fermionic integrals in terms of integrals of the same type;
2. for  ! 0, we have pq;rs()  O(1=) for p > 0 and r  0, pq;rs()  O(1) for
p > 0, r > 0 and p  0, r  0 and pq;rs()  O() for p  0 and r > 0;
3. for  ! 0 we have Ppq(m; ) = P (1)pq (m) +O() for p > 0 and q  0, Ppq(m; ) =
P (1)pq (m) +O(




(1−  logm2)P (1)pq (m) + P
(2)
pq (m) +O() (4.8)
while for p  0 and q > 0 we have
Ppq(m; ) = (1−  logm




in all cases P (1)pq (m) and P
(2)
pq (m) are polynomials in 1=m
2 whose coecients are
rational numbers multiplied by 1=2.
4.1 First step: the basic identities
We will now show that in a purely algebraic way all integrals can be reduced to a sum
of F(p; q). Indeed it is easy to see that these integrals satisfy the following recursion
relations (in giving these recursions we keep mb 6= mf and rW generic)












F(p; q − 1; x)−m
2
bF(p; q; x)−F(p; q; x+ 1)
i




F(p; q − 1; x; y)−m
2
bF(p; q; x; y)
−F(p; q; x+ 1; y)−F(p; q; x; y+ 1)]
F(p; q; x; y; z; 1) = F(p; q − 1; x; y; z)−m
2
bF(p; q; x; y; z)−F(p; q; x+ 1; y; z)
−F(p; q; x; y + 1; z)−F(p; q; x; y; z + 1) (4.10)








A second recursion relation is obtained from the identityX
i










In this way we get









F(p; q − 2) − 2m
2




















F(p; q − 2; x)− 2m
2




F(p; q; x; y; 2) = 2

F(p; q − 1; x; y)−F(p− 1; q; x; y)
+(m2f −m
2
b)F(p; q; x; y)−
1
4









[F(p; q − 2; x; y)
−2m2bF(p; q − 1; x; y) +m
4
bF(p; q; x; y)
i
F(p; q; x; y; z; 2) = 4

F(p; q − 1; x; y; z)−F(p− 1; q; x; y; z)
+(m2f −m
2
b)F(p; q; x; y; z)−
1
4




F(p; q; x; y+ 2; z) −
1
4




F(p; q − 2; x; y; z)− 2m
2
bF(p; q − 1; x; y; z)
+m4bF(p; q; x; y; z)
i
(4.13)




















Integrating by parts we obtain the recursion relation (to be applied for r  3)
F(p; q; : : : ; r)
= 6F(p; q; : : : ; r − 1)− 8F(p; q; : : : ; r − 2)−




bF(p; q; : : : ; r − 2) +
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bF(p; q; : : : ; r − 1) +
4
p +  − 1

−2qF(p− 1; q + 1; : : : ; r − 2) +
q
2
F(p− 1; q + 1; : : : ; r − 1)+
(2r − 5)F(p− 1; q; : : : ; r − 3) −
1
2
(r − 2)F(p− 1; q; : : : ; r − 2)

(4.15)
Notice that when this recursion is used for p = 1, terms of the form F(0; : : :)= are
generated: as we already noticed in the introduction to the section, this forces us to
compute F(p; : : :) including terms of order  when p  0.
Using the previous recursion relations we can now reduce each integralF(p; q;nx; ny; nz; nt)
to a sum of the form (setting again mb = mf = m)





ars(m; )F(r; s) (4.16)
where k = (nx + ny + nz + nt). It is easy to see, from the structure of the recur-
sion relations, that, the coecients ars(m; ) have the properties mentioned at the
beginning of the section.
As in the bosonic case we can simplify this expression if we consider the limit
m ! 0. Let us rst compute the divergent part of the integrals F(p; q) (of course

































It is easy to see that the rst term is nite. Thus if we want to compute the diver-
gences of F(p; q) we can limit ourselves to consider the second term which contains
purely bosonic integrals. Expanding DF (k;m)l we see that we need to compute
the divergent part of purely bosonic integrals B(r;nx; ny; nz; nt). If the original in-
tegral in (4.17) has p > 0 we need only the -independent divergent part, while for
p  0 also the terms of order  are needed. The computation of the divergent part
of B(r;nx; ny; nz; nt) can be done in dierent ways. One possibility is using the re-
cursion relations of the previous section and the expression for the divergent part
of B(r) reported in (3.12). One can also attack the problem directly. Indeed if we















and q = r − nx − ny − nz − nt the divergent part of B(r;nx; ny; nz; nt) (of course for
q  2) is given by
q−1X
i=2






















From this expression we immediately see that the divergent part of F(p; q) has the
generic form
D(1)(m)(1−  logm2) + D(2)(m) + log terms +O(2) (4.20)
where D(1)(m) and D(2)(m) are polynomials in 1=m2 whose coecients are rational
numbers multiplied by 1=2 and \log terms" indicates terms which diverge as a power
of logm2.
Exactly as in the bosonic case, the knowledge of the divergent part of F(p; q) can
be used to simplify (4.16): indeed whenever an integral is multiplied by the infrared
regulator we can substitute it with its divergent part. Thus we can rewrite (4.16) as





ars(0; )F(r; s) + R(m; ) + O(m
2) (4.21)
If p > 0 and q  0, as only terms with s  0 can appear in (4.16), the only F(r; s)
that can contribute to R(m; ) have r  3. Since ars(m; ) is nite for  ! 0, we see
that R(m; ) is a polynomial in 1=m2, nite for  ! 0. For p > 0 and q > 0 also








R(1)(m) + R(2)(m) +O() (4.22)
where R(1)(m) and R(2)(m) are polynomials in 1=m2 whose coecients are rational
numbers multiplied by 1=2.
For p  0 and q  0 it is easy to see that R(m; ) = 0 as only nite integrals





R(1)(m) + R(2)(m) +O(2) (4.23)
Thus in all cases the function R(m; ) has the form stated in the introduction to the
section.
4.2 Second step: the identity I1(p; q)
We will obtain here a new set of recursion relations using the identity I1(p; q). Ap-
plying the previous recursion relations we can write each term in (4.5) as in (4.21)
obtaining a non trivial relation of the formX
r;s
frs(p; q; )F(r; s) +R(p; q;m; ) = 0 (4.24)
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where p− 4  r  p. Following our discussion of the bosonic case we will use (4.24)
to obtain new recursion relations. Let us rst notice that in (4.24) there is only one
term with r = p− 4. It has s = q + 4 and
fp−4;q+4(p; q; ) = −
32(q + 1)(q + 2)(q + 3)
(p+  − 1)(p +  − 2)(p +  − 3)
(4.25)
Thus, if q 6= −1;−2;−3 we can solve (4.24) in terms of F(p − 4; q + 4). Shifting
p! p+ 4 and q ! q− 4 we can express F(p; q), q 6= 1; 2; 3 in terms of F(r; s) with
p + 1  r  p + 4. We can then use this relation to express all integrals F(p; q),
p  −1, q 6= 1; 2; 3 in terms of F(r; s) with either 0  r  3, s arbitrary or 1  s  3
and p  −1.
Two observations are in order:
1. A careful analysis of the recursion shows that in the result the coecients of
F(r; s) with r = 1; 2; 3 are of order . This property is very important: indeed
it guarantees that when substituting these expressions in (4.21) the coecients
of F(p; q) with positive p are nite for  ! 0. This property would not be true
if we were using the relation to eliminate also F(r; s) with r  0.
2. If we are considering F(p; q) with q  0 then the result is expressed only in
terms of F(r; s) with 0  r  3 and s  0.
We could also try to use the same identity to obtain recursion relations which express
F(p; q) in terms of F(r; s) with r < p. To do this we should try to solve the identity
for the F(r; s) with the highest value of r, namely r = p. However in this case there
are three terms with r = p, namely F(p; q − 2), F(p; q − 1) and F(p; q) and thus
we cannot obtain a recursion which decreases the value of p. We will thus proceed in
a dierent way. We will solve the identity for F(p; q − 2), shifting q ! q + 2. This
is always possible as fp;q−2(p; q; ) = −1. In this way we obtain a recursion relation
which expresses F(p; q) in terms of F(r; s) with r < p and F(p; s) with s > q.
We will use this recursion to eliminate recursively all the integrals with q  −3 and
p  4. The choice of stopping at q = −3 guarantees that only integrals F(r; s) with
s  0 are generated.
A third recursion relation can nally be obtained by solving (4.24) in terms of
F(p; q). This is also always possible as fp;q(p; q; ) = 256. In this way we can
eliminate all integrals F(p; q) with p  4 and q > 0.




crs(p; q; )F(r; s) + S(p; q;m; ) (4.26)
where in the sum we have either 0  r  3, s arbitrary, or r  −1 and s = 1; 2; 3
or r  4 and s = −2;−1; 0. It is easy to see that the properties mentioned at the
beginning of the section are satised by crs(p; q; ) and S(p; q;m; ).
14
4.3 Third step: the identity I2(p; q)
Let us now obtain a new set of recursion relations which allow to reduce the remaining
F(p; q) in terms of a nite set of integrals. We will use here the second identity
I2(p; q). We will discuss separately four dierent regions:
1. q  0, 0  p  3;
2. q > 0, 0  p  3;
3. q = 1; 2; 3, p  −1;
4. q = −2;−1; 0, p  4.
4.3.1 The strip q  0, 0  p  3
Let us rst consider the integrals F(p; q) with q  0 and 0  p  3.
We start from I2(2; q+4). We can use the previous relations to obtain an identity
which involves only F(r; s) with 0  r  3. If q  −5 we can solve it for F(3; q)
expressing it in terms of F(r; s) with r  2 or r = 3 and s > q. Notice that by
stopping at q = −5 all integrals are expressed in terms of F(r; s) with s  0.
We want now to obtain a relation for F(2; q). In this case we start from I2(1; q+4).
Then we can use the relations of the rst two steps to obtain a recursion relation
which involves only F(r; s), 0  r  3. Then we use the previous relation to
eliminate F(3; q − 2), F(3; q − 1) and F(3; q). At the same time also F(2; q − 2)
and F(2; q−1) cancel. If q  −5, this relation can then be solved in terms of F(2; q),
the result containing only F(r; s) with s  0.
In a completely analogous way we can derive recursions for F(1; q) and F(0; q).
In the rst case we start from I2(0; q + 6). We rst apply the step-one and step-two
relations, then use the previous relations to eliminateF(3; q−2), F(3; q−1), F(3; q)
and F(2; q). If q  −5 we solve for F(1; q). Finally starting from I2(−1; q + 6),
eliminating F(3; q− 4), F(3; q− 3), F(3; q− 2), F(2; q− 2) and F(1; q− 2) we get
a relation for F(0; q) valid for q  −5.
Using iteratively these four relations we are now able to express every F(p; q),
0  p  3, q  −5, in terms of F(r; s) with 0  r  3, −4  s  0.
4.3.2 The strip q > 0, 0  p  3
Here we want to obtain relations analogous to the previous ones but which decrease
the value of q. The procedure is identical to the previous one.
We rst consider I2(2; q + 1) and we use the step-one and step-two relations to
obtain an identity involving only F(r; s), 0  r  3, then we solve for F(3; q). We
use this relation for q > 0.
Analogously from I2(1; q + 1) and I2(0; q + 1) we get relations for F(2; q) and
F(1; q) respectively valid for q > 2 and q > 4. Finally we consider I2(−1; q + 1): we
apply the step-one and step-two substitutions, then we use the previous relations to
eliminate F(3; q−3), F(2; q−2) and F(1; q−1) and nally solve for F(0; q). This
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relation is valid for q > 6. In this way we express all F(p; q), 0  p  3, q > 0 in
terms of F(r; s), 0  r  3, s  2(3− r).
4.3.3 The strip p  −1, q = 1; 2; 3
Here we consider I2(p+ 3; 1), apply the step-one and step-two relations to obtain an
identity involving only F(r; s) with s  3, then we solve for F(p; 3). This relation
is valid for p  −1. In the same way starting from I2(p + 2; 2) we get a relation for
F(p; 2), p  −2. Finally starting from I2(p+ 1; 3), after eliminating F(p− 1; 3), we
get an identity for F(p; 1), p  −1. Thus all integrals in this region but F(−1; 2)
can be rewritten in terms of F(r; s), r  0.
4.3.4 The strip p  4, q = −2;−1; 0
Here we start from I2(p − 1; 0). We apply the step-one relations and then the step-
two relations to eliminate F(p;−4) and F(p;−3), then we solve for F(p;−2). This
relation is valid for all p  4. Analogously, starting from I2(p − 1;−1), eliminating
F(p; r), −5  r  −2, we get a relation for F(p;−1), p  4. Finally starting from
I2(p;−2), eliminating F(p + 1; r), −6  r  −1 and F(p; r), −4  r  −1 we get
a relation for F(p; 0), p  4. In this way all F(p; q) in this strip get rewritten in
terms of F(r; s), 0  r  3, s  0.
4.4 The fourth step: the last relations
In the preceding step we showed that all integrals can be rewritten in terms of a
nite number of them. However we have not used the identities I1(p; q) and I2(p; q)
for all possible values of p and q. For instance we never used I1(p; q) for p  3 and
q = −1;−2;−3 or p  4 and q = 0; much larger is the number of cases where the
second identity has not been used. We thus checked systematically if there were other
values of p; q for which the two identities were not trivially satised, thus providing
relations which could be used to further decrease the number of independent integrals.
Using I1(p; q) with (p; q) getting the values (3;−1), (2;−1), (1;−1), (0;−1), (3;−2),
(2;−2), (1;−2), (1;−3) and I2(2; 0) , I2(3;−2) we obtain relations for F(3; [0;−1]),
F(2; [−3;−4]), F(1; [−3;−4]) and F(0; [−1;−2;−3;−4]). These relations are re-
ported in the appendix. Notice that each integral is expressed in terms of F(r; s)
with s  0. We stress that the identities we used to derive the relations were chosen
arbitrarily; other choices could have been equally used. However, once these rela-
tions have been computed we have found that I1(p; q), (resp. I2(p; q)), is identically
satised for all values of q and for all p < 0 (resp. p  0).
In a completely analogous way we have found that the identities I1(4; 0) and
I2(p; q) with (p; q) getting the values (3; 2), (3; 3), (1; 2), (1; 3), (0; 4), (0; 5) are
not yet satised. We have used them to get relations for F(2; [1; 2]), F(1; [3; 4]),
F(0; [4; 5; 6]). They are reported in the appendix.
Collecting everything together we get
F(p; q;nx; ny; n;nt) =
X
rs
drs()F(r; s) + T (m; ) (4.27)
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F(1; 0) 0.08539036359532067914 F(1;−1) 0.46936331002699614475
F(1;−2) 3.39456907367713000586 F(2;−1) 0.05188019503901136636
F(2;−2) 0.23874773756341478520 F(3;−2) 0.03447644143803223145
F(3;−3) 0.13202727122781293085 F(3;−4) 0.75167199030295682254
Y0 − 0.01849765846791657356 Y1 0.00376636333661866811
Y2 0.00265395729487879354 Y3 0.00022751540615147107
Table 2: Numerical values of the constants appearing in the fermionic integrals.
where drs() and T (m; ) have the form explained at the beginning of the section.
Now, if p > 0 and q  0 the second sum extends over ten values of (r; s), i.e.
(0; 0), (1; t), (2; t) and (3; t+ 2) with 0  t  2. Let us consider the limit  ! 0. The
polynomial T (p; q;m; ) is nite in this limit and the same is true for all drs(p; q; )
with r > 0. Thus the only coecient which could have a 1= divergence is d00(p; q; ).
However the result is nite for  ! 0 and thus also this coecient is nite in this
limit. We can thus set simply  = 0 and use the fact that F(0; 0) = 1 + O() to get
F(p; q;nx; ny; n;nt) =
X
r>0;s
drs(p; q; 0)F(r; s) + d00(p; q; 0) + T (p; q;m; 0) (4.28)
Finally let us consider the limit m ! 0. In this limit all F(r; s) appearing in the
previous sum are nite except F(2; 0) which we write as




logm2 + γE − F0

+ Y0 (4.29)
where Y0 is a numerical constant. Notice that if F(p; q;nx; ny; n;nt) is nite, since
F(2; 0) is the only term which can contain logm2, d2;0(p; q; 0) = 0, i.e. the result
depends only on the eight nite integrals. Numerical values are reported in Table 2.
Let us now consider the case p > 0 and q > 0. In this case in the sum on the r.h.s
of (4.27) we can also have F(−1; 2), F(0; 1), F(0; 2), F(0; 3), F(1; 1) and F(1; 2);
T (p; q;m; ) has the form
1

T (1)(p; q;m)(1−  logm2) + T (2)(p; q;m) +O() (4.30)
where T (1)(p; q;m) and T (2)(p; q;m) are polynomials in 1=m2. Let us consider the
limit  ! 0. The only coecients that may behave as 1= are those with r  0.







the cancellation of the 1= terms gives the equation
d
(1)
03 B(3) + d
(1)







(1)(m) = 0 (4.32)
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where we have used F(0; q) = B(q) +O() and
F(−1; 2) = B(1)− B(2; 2) + 1=4 +O() = 2B(1) +O() (4.33)













T (1)(m) = 0 (4.34)
This is not completely surprising: indeed cancellation of the terms divergent for
m! 0 requires d(1)03 = −8d
(1)
02 and





































Thus, if for some p; q; nx; ny; nz; nt, the relations (4.34) were not satised, one would
get an equation which would allow to eliminate either Z0 or Z1.
Because of (4.34), in the limit  ! 0, we can then substitute in (4.27) F(0; 3) =
B(3), F(0; 2) = B(2), F(0; 0) = 1 and rewrite
d01F(0; 1)+d−1;2F(−1; 2) =
1
2
d01(2F(0; 1)−F(−1; 2))+(2d−1;2 +d01)B(1)+O()
(4.37)
showing that F(0; 1) and F(−1; 2) appear in the result only in the xed combination
2F(0; 1) − F(−1; 2). In conclusion, for q > 0 the result beside the nine integrals
which appear for q  0 contains also the bosonic constants Z0, Z1, F0 − γE and the
integrals F(1; 1), F(1; 2) and lim!0(2F(0; 1)−F(−1; 2))=. As in the bosonic case,
instead of these three quantities we have parameterized our results in terms of three












F(1; 2; 1; 1; 1) (4.38)






(2F(0; 1)−F(−1; 2)) =
1
4
− 12Y1 − 3Z0 + 2F(1; 0) (4.39)
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F(1; 1) = −
1
162


















































































As in the bosonic case, let us notice that logm2 appears always in the xed combi-
nation (logm2 + γE − F0). Thus in nite integrals F0 − γE does not appear.
To conclude this section we want to add a few remarks on the numerical evaluation
of the constants appearing in Table 2. A direct evaluation of the integrals does not
provide accurate results: we have thus used a dierent procedure inspired by the work
of [4]. To evaluate the constants F(p; q) with q  0 we have considered the integrals





















), 0  ni < L









In all cases the correction turned out to be completely negligible. In practice Jq could
be determined with a relative error < 10
−25. Then each Jq was expressed in terms of
the basic constants. We obtained in this way 8 equations which were solved giving
the results of Table 2.
Analogously to compute Y0, Y1, Y2 and Y3, we computed numerically F(1; 1; 8),
F(2; 1; 9), F(3; 1; 10) and F(5; 2; 11) and then solved the corresponding equations.
5 Integrals in other infrared regularizations
In the preceding two sections we have discussed the computation of bosonic and mixed
bosonic-fermionic integrals using as infrared regulator a mass m. Here we want to
discuss other types of infrared regularization: rst we will consider the dimensional
regularization [8] and then we will consider mixed bosonic-fermionic integrals with
the exact Wilson-fermion propagator (4.3).
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5.1 Dimensional regularization
In this case we consider the integrals [8]


























DF (k; 0)pDB(k; 0)q
(5.2)
It is easy to see that the basic recursion relations (3.4), (3.7), (4.10), (4.13), (4.15)
can be easily generalized to dimensionally-regularized integrals. The relation (3.16)
and (4.5), (4.6) are instead intrinsically four-dimensional identities and for this reason
we have made the computation using a mass as a regulator. Now, we will show how
to compute (5.1) and (5.2) from their mass-regularized counterparts.
Let us begin with the bosonic case, considering B(p;nx; ny; nz; nt). If q  p−nx−
ny − nx− nt < 2 the integral is nite and thus independent of the infrared regulator.
For q  2 let us rewrite



















































bi(nx; ny; nz; nt)
i+2
9=; (5.4)
where bi(nx; ny; nz; nt) are dened by (4.18). Then for m2 ! 0 we have






















































bq−2(nx; ny; nz; nt) (1 + cq−2(nx; ny; nz; nt)) + F (p;nx; ny; nz; nt) (5.7)

















bi(nx; ny; nz; nt)ci(nx; ny; nz; nt) (5.8)
Then, by comparison, we have



























+ 2cq−2(nx; ny; nz; nt)
!
(5.9)
A simplication occurs if the integral is logarithmically infrared divergent, i.e. if
q = 2. In this case, as c0(nx; ny; nz; nt) =
1
2
log 2, we have




b0(nx; ny; nz; nt)







Thus, for these integrals, we can use a very simple recipe to go from the mass regu-
larization to the dimensional one: simply substitute in each integral logm2 +γE with
2= + log 4.
Let us now consider the fermionic case. Again we should consider only the case
Q  p + q − nx − ny − nz − nt  2. Then let us rewrite




24 k^2nxx k^2nyy k^2nzz k^2ntt







































where DF (k;m)  DF (k;m)−DB(k;m). The rst integral in the is clearly nite.
We can thus set  = 0. Then it is easy to see that we can add everywhere a mass, i.e.
substitute DB(k; 0) with DB(k;m) and analogously for DF (k; 0), without changing
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its value in the limit m! 0. Thus we get nally


































In the last term purely bosonic integrals are involved and we have already discussed
how to compute the dierence between their value in the two regularizations. Notice
that, as in the bosonic case, logarithmically divergent integrals can be dealt with
easily: simply substitute (2=+ log 4) to (logm2 + γE).
5.2 Massive Wilson-fermion-propagator integrals
Here we want to consider integrals of the form











where cDF (k;m) is dened in (4.3). When Q  p + q − nx − ny − nz − nt  2 the
integrals diverge for m! 0. We will now relate them to F . Indeed we can rewrite





















where cDF (k;m)  cDF (k;m)−DF (k;m) = mk^2.
Let us notice that if the integral is logarithmically divergent (Q = 2), for m! 0
we have bF = F . For integrals with Q > 2 we see from the explicit expression (5.14)
the the divergent part is now a polynomial in 1=m instead of 1=m2. For this reason
the expression for bF are in general more cumbersome than those involving F and this
is why we have studied integrals with (4.2) instead of (4.3).
6 Applications
In this section, as an application of our method we will give a few examples. In the rst
subsection we will report analytic expressions for various renormalization constants
whose value is reported in the literature only in numerical form or is expressed in





We want to give here the expression for the fermionic self-energy. The rst computa-
tion for the Wilson action in Feynman gauge was given in [11] and it was subsequently
corrected in [12]5. The fermionic self-energy at one loop has the generic form









For rW = 1, in Feynman gauge, in terms of our basic integrals we have




















































































dx x log[(1− x)(p2x+m2)a2] (6.6)
6.1.2 Gluonic self-energy
Let us now consider the gluonic self-energy which was rstly computed in [13, 8].















where Nf is the number of fermions which are in the fundamental representation of
SU(N), m the fermion mass (for simplicity we assume all fermions to have the same
5Notice however that formula (3.15) in [12] contains a misprint: the correct result is given in

































dx x(1− x) log[x(1− x)p2a2 +m2a2] (6.9)
Numerically L  0:0031048512 in agreement with [8].








logm2 − 0:013391999 +O(p2)

(6.10)








log p2 − 0:027464385

(6.11)
6.1.3 Renormalization constants for bilinear fermion operators with the
clover action
We want to give here the renormalization constants of bilinear fermion operators with
the clover action [3, 14], using the explicit expressions in terms of lattice integrals of
[15]. We dene local operators
OLATT;locΓ (x) =  (x)Γ (x) (6.12)
and improved operators






D (x)γΓ (x)−  (x)ΓγD (x)

(6.13)





U(x) (x+ )− U
+
 (x− ) (x− )
i
(6.14)
For each operator we compute a nite renormalization constant Z such that
hf jOCONT (x)jii = Zhf jOLATT (x)jii (6.15)
where f and i are arbitrary external states. In the continuum we adopt the MS-
scheme with scale  = 1=a. We write at one loop




Expressions for Z, in Feynman gauge, are reported in [15] in terms of quite compli-
cated integrals. The expression for rW = 1 in terms of our basic integrals is reported
in Table 3 and Table 4. The nal numerical values are in agreement with those of
[15].
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(F0 − γE)=42 −3 −3 0 0 1
Y0 −12 −12 −2 −2
4
3
















Y3 −48 −48 −48 −48 −48
















































































Total −0:4891266 −0:5669576 −0:3882898 −0:3493743 −0:2819883
Ref. [15] −0:495 −0:573 −0:388 −0:349 −0:280
Table 3: Results for ZΓ for the local operators (6.12) : we report here the coecients
of the various constant appearing in the result. \Total" is the numerical value of ZΓ.
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(F0 − γE)=42 −3 −3 0 0 1
Y0 −12 −12 −2 −2
4
3
















Y3 −48 −48 −48 −48 −48


























































































Total −0:2634473 −0:5669576 −0:2493438 −0:0975887 −0:0591138
Ref. [15] −0:269 −0:573 −0:249 −0:0973 −0:0570
Table 4: Results for ZΓ for the improved operators (6.13): we report here the
coecients of the various constant appearing in the result. \Total" is the numerical
value of ZΓ.
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6.1.4 Renormalization constants for fermionic energy-momentum tensor
We want now to compute the renormalization constants for the dimension-four op-
erators which appear in the rst moment of the deep-inelastic-scattering structure
functions and in the denition of the energy-momentum tensor. We will consider two













For their explicit denition in terms of lattice operators we refer to [16], formula
(5.22) and [1], formulae (3.14)/(3.16). We want now to compute new operators so
that
hf j bO(i);LATT jii = hf jO(i);CONT jii (6.19)
for arbitrary states f and i. In the continuum we adopt the MS-scheme with scale
 = 1=a. To dene bO(i);LATT we must consider all possible mixings with operators
of dimension less than or equal to four. Here we will restrict our attention to the
gluonic sector. We will write at one loop





























The superscript LATT indicates that we use here some lattice operator with the
given continuum limit: the explicit discretization is however irrelevant at one loop.
For rW = 1 the constants 
(1)







i . The constants 
(2g)
i have been computed in [1], see
formula (6.11)6. As for the constants (2f)i , we have 
(2f)





explicit expression of (2f)1 for rW = 1 is given in table 5.
We can also easily compute the renormalization constants for the operators which
are the trace of O(1) and O
(2)







 γD −D γ 

(6.22)
O(4) = F aF
a
 (6.23)
6The calculation in [1] considers minimal subtraction in the continuum. If one considers the



























































































Total 0:00826199 −0:01058036 −0:00963232 0:01339200
Table 5: Results for (i)j : we report here the coecients of the various constant ap-
pearing in the result. \Total" is the numerical value. All constants must be multiplied
by Tf dened by Tr T aT b = Tfab. For fermions in the fundamental representation





Considering again only the gluonic sector7 we can write
bO(3) = O(3) + g2(3)O(4) (6.24)bO(4) = 1 + g2(4)O(4) (6.25)
We have8












where Tf is dened by Tr T aT b = Tfab (Tf =
1
2
for fermions in the fundamental
representation of SU(N)). The last numbers in (3) and (4) are related to the




 bO(1);f − 14 bO(3);f

+ bO(2) − 14 bO(4) (6.28)












in agreement with [21, 22].

























Tf  0:20789614 (2Tf ) (6.32)
As already noticed in [17] our nal result for Bgg agrees with theirs9. We are also
in perfect agreement for Bfgg , while we dier for Bqg which is reported in [17] to be




7As before there are additional mixings with dimension-three and dimension-four fermionic op-
erators. For a numerical evaluation of these mixings see [17, 18].
8The additional terms which appear in (3) and (4) are due to the fact that in dimensional
regularization N(O) 6= N(O) [19, 20].
9There are however some misprints in Tables 10 and 11 of [17]: in Table 10 the contribution
of \Sails" is −85=(1442) − 7=(242)(2= + log 4 − γE) and \Total I − J" is (−1=(122)), while
in Table 11 in \Sails" −7=(92) should be replaced by −3=(162) and in \Total J", −11=(182)
should be −1=(482). We are also in disagreement with their Table 2, where we get Bgg = −4=3,
Bfgg = −20Tf=9, Bqg = −8Tf=9. However a recomputation conrms our results [23].
10This discrepancy has been recently understood and the new result is in agreement with ours [23].
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We want also to correct here the results which appeared in [24]. Indeed the
constants Z5, Z6 and Z7 appearing in Table 1 should be Z5 = 1 + g21:02165, Z6 =
−g20:65205 and Z7 = g20:25034. The dierent result for Z5 and Z7 was due to a
numerical mistake in the evaluation of the photon contribution (the exact result is in
[1], sec. 5). There are also minor misprints: the sign on F 2 in (16), (17) and (18) of
[24] should be \minus". An analogous sign should be changed in section 7 of [16].
6.2 Calculation of the propagators
Recently a very ecient numerical method to evaluate higher-loop integrals has been
presented in [4]. An essential ingredient in the method is the exact calculation of the
free bosonic propagator. In [4] an algorithm was introduced which allowed to express
its values in x-space in terms of the values at x = (0; 0; 0; 0) and x = (1; 1; 0; 0). Here
we will discuss how to use our method to obtain an algorithm for the bosonic and the
Wilson-fermion propagator.















The computation of these two quantities is in principle straightforward: indeed, us-
ing the symmetry k ! −k we can rewrite eikx as
Q
 cos(kx) and then express
cos(kx) as a polynomial in k^2. In this way GB(p; x) and GF (p; q; x) are expressed
11
in terms of B and F^ and thus, for m! 0, using the results of the previous Sections,
we can express GB(p; x) in terms of Z0 and Z1 (and F0 if p  2) and GF (p; q; x) in
terms of the eight constants F(1; [−2;−1; 0]), F(2; [−1;−2]) and F(3; [−4;−3;−2])
if q  0 and p = 1, to which we must add F(2; 0) if q  0, p  2, and Y0, Y1, Y2, Y3,
Z0 and Z1 if q > 0. Of course, in a completely equivalent way, in the bosonic case we
can use instead of Z0 and Z1 the values of GB(1; x) at two dierent values of x. For
instance, as in [4], we could choose
GB(1; (0; 0; 0; 0)) = Z0 (6.35)




Analogously in the fermionic case we could expressGF (p; q; x) for q  0 in terms of the
values of GF (1; 0; x) at eight dierent points: a possible choice, with all the points
in a hypercube of side two, is given by (0; 0; 0; 0), (1; 0; 0; 0), (2; 0; 0; 0), (2; 1; 0; 0),
(2; 2; 0; 0), (2; 2; 1; 0), (2; 2; 2; 0) and (1; 1; 1; 1).
11Notice that also the reverse is true: the integrals B andF can be rewritten in terms ofGB and GF
using the identity (k^2)m = (−1)m(eik=2 − e−ik=2)2m. Loosely speaking GB and B (and analogously
GF and F) are two dierent \basis" in the space of bosonic (respectively mixed bosonic-fermionic)
lattice integrals.
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From a practical point of view, one can simplify the algorithm by implementing the
\integration-by-part" recursion relations (3.7) and (4.15) directly on the propagators.















For these two quantities it is very easy to obtain recursion relations. We obtain in
the two cases:
GB(p; x+ ) = GB(p; x− )−
x
p +  − 1
GB(p− 1; x) (6.39)
GF (p; q; x+ 2) = GF (p; q; x− 2) − r
2
W (GF (p; q − 1; x+ )− GF (p; q − 1; x− ))
+(m2r2W − 2m) (GF (p; q; x+ )− GF (p; q; x− ))
−
2
p− 1 + 
[xGF (p− 1; q; x)
+q (GF (p− 1; q + 1; x+ ) − GF(p− 1; q + 1; x− ))] (6.40)
where  is a lattice unit vector. Using these two relations it is possible to express any
element GB(p; x) in terms of GB(p0; x0) where x0 is an element of the unit hypercube
(i.e. x0 = 0 or 1). Analogously in the fermionic case we express every GF (p; q; x) in
terms of GF (p0; q0; x0) with x0 belonging to the hypercube of side two, i.e. x0 = 0, 1
and 2. These last quantities can then be easily expressed in terms of B or F and
then the procedure we have been presented in the previous Sections can be applied.
In the bosonic case, the algorithm we have described is less ecient than the one
introduced by [25]: indeed for p = 1, starting from (6.39), Vohwinkel obtains a
recursion relation which involves only terms with p = 1 and which thus avoids the
necessity of introducing  and nonpositive values of p. In the fermionic case however
we have not been able to implement the same trick.



























(GF (1; 0; x+ ) +GF (1; 0; x− )) + (4rW +m)GF (1; 0; x)
(6.42)
To conclude the section let us discuss the numerical evaluation of the fermionic
propagator. As in the bosonic case [4], the expressions for GF (p; q; x) in terms of our
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basic constants are numerically unstable for jxj ! 1: a numerical error in the basic
constants gets amplied in GF (p; q; x) as jxj ! 1. This problem has a standard way
out: if the expressions are unstable going outward from the origin, they will be stable
in the opposite direction: thus, if we want to compute the propagator for jxj < d,
for some xed d, we choose eight points with jxj  d (say y1; : : : ; y8) and then we
express the propagator for jxj < d in terms of GF (1; 0; yi), i = 1; : : : ; 8. The new
expressions are numerically stable: the numerical error on GF (1; 0; yi) gets reduced
when we compute the propagator for jxj ! 0. As noticed in [4] the instability of
the recursion can also be used to provide precise estimates for the basic constants.
We have thus used this method to obtain an independent numerical estimate of the
rst eight constants of table 2 considering the set of eight points X(n)  f(n; [0 −
3]; 0; 0); (n + 1; [0 − 3]; 0; 0)g. If one estimates the propagator GF (1; 0; x) at X(n)
with an accuracy of 1%, one reproduces the results of Table 2 with an accuracy of
approximately 10−6 (respectively 10−8) with n = 7 (n = 9 resp.).
It is also possible to apply the same procedure to GF (1; q; x) with q < 0. The
main advantage is that, using larger negative values of q, one can obtain more precise
estimates of GF (1; q; x) at the set of points X(n). With q = −2 and n = 7, using
the method presented at the end of section 4.4 (i.e. evaluating the integrals by
computing discrete sums of the form (4.42) with L = 50 { 100), we obtain the
values of GF (1;−2; x) at the points X(n) with a relative precision of 10−6 and the
nal estimates of the basic constants with a precision of 10−9. If one needs better
estimates one can obtain them by simply increasing both n and −q. The precision
can in this way be increased at will. Using n = 26 and q = −3 we checked the rst
eight constants of table 2.
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A Final relations
In this appendix we report the relations which have been found in the fourth step of
our reduction procedure for the fermionic integrals. The relations for F(p; q), q  0
are





















































































− 678F(1; 0) −
8173
3




+5265F(3;−3) − 15322F(3;−2)] (A.3)




− 4F(1;−2) + 25F(1;−1) − 228F(1; 0)




































































+ 5F(1;−1) + 36F(1; 0)− 4F(2;−2)






















































































































































































































































































































































































































































































































[1] S. Caracciolo, P. Menotti and A. Pelissetto, Nucl. Phys. B375 (1992) 195.
[2] K. G. Wilson in \New Phenomena in Subnuclear Physics", A. Zichichi ed.
(Plenum, New York, 1977).
[3] B. Sheikloleslami and R. Wohlert, Nucl. Phys. B259 (1985) 572.
[4] M. Lu¨scher and P. Weisz, Nucl. Phys. B445 (1995) 429.
[5] A. J. Buras, Rev. Mod. Phys. 52 (1980) 199.
[6] see e.g. J. C. Collins, Renormalization (Cambridge Univ. Press, Cambridge,
1984).
[7] T. Reisz, Comm. Math. Phys. 116 (1988) 81 and 573.
[8] H. Kawai, R. Nakayama and K. Seo, Nucl. Phys. B189 (1981) 40.
[9] S. Caracciolo and A. Pelissetto, Nucl. Phys. B455 [FS] (1995) 619.
[10] I. S. Gradshteyn and I. M. Ryzhik, Tables of Integrals, Series and Products,
2nd ed. (Academic Press, San Diego, New York, 1980), pagg. 959-962.
[11] A. Gonzalez Arroyo, F. J. Yndurain and G. Martinelli, Phys. Lett. 117B (1982)
437.
35
[12] H. W. Hamber and C. M. Wu, Phys. Lett. 133B (1983) 351.
[13] P. Weisz, Phys. Lett. 100B (1981) 331.
[14] G. Heatlie, G. Martinelli, C. Pittori, G. C. Rossi and C.T. Sachrajda, Nucl.
Phys. B352 (1991) 266.
[15] E. Gabrielli, G. Martinelli, C. Pittori, G. Heatlie and C. T. Sachrajda, Nucl.
Phys. B362 (1991) 475.
[16] S. Caracciolo, G. Curci, P. Menotti and A. Pelissetto, Ann. Phys. (NY) 197
(1990) 119.
[17] S. Capitani and G. C. Rossi, Nucl. Phys. B433 (1995) 351.
[18] M. Go¨ckeler, R. Horsley, E.-M. Ilgenfritz, H. Perlt, A. Schiller, P. Rakow and
G. Schierholz, hep-lat/9603006
[19] P. Breitenlohner and D. Maison, Comm. Math. Phys. 52 (1977) 11, 39, 55.
[20] G. Bonneau, Nucl. Phys. B167 (1980) 261 and B171 (1980) 477.
[21] S. L. Adler, J. C. Collins and A. Duncan, Phys. Rev. D15 (1977) 1712.
[22] J. C. Collins, A. Duncan and S. D. Joglekar, Phys. Rev. D16 (1977) 438.
[23] S. Capitani and G. C. Rossi, private communication.
[24] S. Caracciolo, G. Curci, P. Menotti and A. Pelissetto, Phys. Lett. B228 (1989)
375.
[25] C. Vohwinkel, unpublished, cited in [4].
36
