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GEOMETRIC ANALYSIS ON METRIC SPACES
Soheil Malekzadeh, PhD
University of Pittsburgh, 2016
My research is focused on geometric measure theory and analysis on metric spaces. Over the
past fifteen years, these subjects have expanded dramatically with applications far beyond
pure mathematics in many branches of natural sciences. The generality of these ideas has
reconciled a large number of previously singular attempts to extend tools from differential
geometry to a much larger class of spaces that are not necessarily smooth.
This thesis includes three main results that have been the focus of my research at the
University of Pittsburgh with the common theme of geometric analysis on metric spaces.
The Lusin’s condition (N) plays a significant role in the theory of integration. Because
of this importance in applications, we investigate how this condition is related to Sobolev
spaces. We focus our attention to the class of W 1,n mappings and provide a new proof for the
fact that continuous and pseudomonotone mapping of the class W 1,n satisfies the condition
(N) on open sets. This result is due to Maly´ and Martio but the original proof makes it
difficult to gain insight into the internals of this result. We present a new proof which is
based on the Hardy-Littlewood maximal function.
In the second result, we find necessary and sufficient conditions for a Lipschitz map
f : E ⊂ Rn → X into a metric space to satisfy Hk(f(E)) = 0. An interesting feature of our
approach is that despite the fact that we are dealing with arbitrary metric spaces, we employ
a variant of the classical implicit function theorem. Applications include pure unrectifiability
of the Heisenberg groups and that of more general Carnot-Carathe´odory spaces.
Lastly, we present a new characterization of the mappings of bounded length distortion
(BLD for short). In the original geometric definition it is assumed that a BLD mapping is
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open, discrete and sense preserving. We prove that the first two of the three conditions are
redundant and the sense-preserving condition can be replaced by a weaker assumption that
the Jacobian is non-negative.
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1.0 INTRODUCTION
In the 1990s, a large body of independent research was done to generalize results on quasicon-
formal and quasisymmetric mappings in the setting of Euclidean spaces to a more abstract
setting. Doubling metric measure spaces supporting Poincare´ inequality was deemed to be
the right framework to unify these independent attempts, and as a result, analysis on metric
spaces was born. Over the past fifteen years, this branch has expanded dramatically with ap-
plications far beyond pure mathematics in many branches of natural sciences. The generality
of these ideas has also reconciled a large number of previously singular attempts to extend
tools from differential geometry to a much larger class of spaces that are not necessarily
smooth, [20].
This thesis includes three main results that have been the focus of my research at the
University of Pittsburgh with the common theme of geometric analysis on metric spaces.
In what follows, a summary of these results will be presented.
Lusin condition (N) and mappings of class W 1,n. A continuous function f : Ω ⊂ Rn →
Rn satisfies Lusin’s condition (N) if |f(E)| = 0 whenever E ⊂ Ω and |E| = 0. Here, | · |
denotes the Lebesgue measure on Rn.
Lusin’s condition (N) plays a significant role in the theory of integration. Because of
this importance in applications, we investigate how this condition is related to Sobolev
spaces. Smooth mappings, for example C1, locally Lipschitz, or even continuous mappings
in the Sobolev space W 1,p(Ω) with p > n, satisfy Lusin’s condition (N). This is a simple
consequence of Morrey’s Inequality. However, it is well-known that for p < n, such mappings
fail to satisfy the condition (N), (See, for example, [37]). For the case n = 1 the condition
(N) is completely understood, see [43], but for n ≥ 2 necessary and sufficient conditions for
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the condition are not clear.
We focus our attention to the class of W 1,n(Ω) mappings where Ω ⊂ Rn is open and
prove the following result. We need a simple definition first.
Definition 1.0.1. A mapping f : Ω→ Rn is said to be K-pseudomonotone for K ≥ 1 if for
each x ∈ Ω
diam (f(B(x, r))) ≤ Kdiam (f(∂B(x, r)))
whenever B¯(x, r) ⊂ Ω.
Theorem 1.0.2. Suppose that Ω ⊂ Rn is open and f : Ω → Rn is a continuous, K-
pseudomonotone mapping of the class W 1,n(Ω). Then f satisfies the condition (N).
This result is due to Maly´ and Martio [30]. The elegant proof presented by Maly´ and
Martio makes it difficult to gain insight into the internals of this result. In an attempt
to gain a better understanding of the condition (N) and due to the important role this
condition plays in analysis on metric spaces, in chapter 3, we present a new and elementary
proof which is based on the Hardy-Littlewood maximal function and the Hardy-Littlewood-
Wiener theorem.
Conditions for Unrectifiability of a Metric Space. The theory of rectifiable sets plays
a significant role in geometric measure theory and calculus of variations.
We say that a metric space (X, d) is k-rectifiable if there is a family of Lipschitz mappings
fi : Ei ⊂ Rk → X such that
Hk
(
X \
∞⋃
i=1
fi(Ei)
)
= 0.
If Hk(f(E)) = 0 for any Lipschitz map f : Ei ⊂ Rk → X, we say that the space X is purely
k-unrectifiable. Here Hk stands for the Hausdorff measure.
It was proved in [1, 28] that the Heisenberg group Hn is k-unrectifiable when k > n.
The original proofs employed the Kirchheim-Rademacher theorem, the Pansu-Rademacher
theorem and the area formula for mappings into metric spaces. New and elementary proofs
were developed in [3] and in [16]. This new method was used in [3] to solve a problem posed
by Magnani [27] about the rank of the derivative of a Sobolev mapping into the Heisenberg
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group (the problem was solved independently in [29]). Also the same method led us in [16]
to new characterizations of pure k-unrectifiability of metric spaces:
Theorem 1.0.3. Let X be a metric space, let E ⊂ Rk be measurable, and let f : E → X be
a Lipschitz mapping. Then the following statements are equivalent:
1. Hk(f(E)) = 0;
2. For any Lipschitz mapping ϕ : X → Rk, we have Hk(ϕ(f(E))) = 0;
3. For any collection of distinct points {y1, y2, . . . , yk} ⊂ X, the associated projection g :
E → Rk of f satisfies Hk(g(E)) = 0;
4. For any collection of distinct points {y1, y2, . . . , yk} ⊂ X, the associated projection g :
E → Rk of f satisfies rank (apDg(x)) < k for Hk-a.e. x ∈ E.
Here, the associated projection g : E → Rk of f is defined by
g(x) = (d(f(x), y1), · · · , d(f(x), yk)).
Although conditions (3) and (4) are necessary and sufficient for the validity of (1), often
it is not easy to verify them. The problem is that even if X is smooth, the distance function
y 7→ d(y, yi) is not smooth at yi and we need to consider such distance functions for yi from
a dense subset of X, thus creating singularities everywhere in X. Actually a collection of
such distance functions gives an isometric embedding of X into `∞. This is a reason why
the above theorem is a corollary of the following result.
Theorem 1.0.4. Let E ⊂ Rk be measurable and let f : E → `∞ be a Lipschitz mapping.
Then Hk(f(E)) = 0 if and only if rank (apDf(x)) < k, Hk-a.e. in E.
In applications we often deal with spaces X that have some sort of smoothness (like
Heisenberg groups or more general Carnot-Carathe´odory spaces) and often for such spaces
there is a more natural Lipschitz mapping Φ : X → RN , or even a Lipschitz mapping
Φ : X → `∞ which is not necessarily an isometric embedding into `∞, a mapping that takes
into account the structure of X. We were able to successfully develop a suitable version
of the above theorem and apply it to Carnot-Carathe´odory spaces. The following result is
much stronger than Theorem 1.0.4.
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Theorem 1.0.5. Suppose that (X, d) is a complete and quasiconvex metric space and that
Φ : X → `∞ is a Lipschitz map with the property that for some constant CΦ > 0 and all
rectifiable curves γ in X we have
`(γ) ≤ CΦ`(Φ ◦ γ). (1.0.1)
Then for any k ≥ 1 and any Lipschitz map f : E ⊂ Rk → X defined on a measurable set
E ⊂ Rk the following conditions are equivalent.
1. Hk(f(E)) = 0 in X,
2. Hk(Φ(f(E))) = 0 in `∞,
3. rank (apD(Φ ◦ f)) < k a.e. in E.
Here, `(γ) stands for the length of the curve γ.
Corollary 1.0.6. The above result remains true if we replace `∞ by RN (in two places).
Indeed, the norm in RN is equivalent to the norm in `∞N and `∞N can be regarded as a
subspace in `∞.
Corollary 1.0.6 was one of the main results in [16] and Theorem 1.0.5 is a generalization
of it.
Mappings of Bounded Length Distortion. The class of mappings of bounded length
distortion (BLD for short) plays a fundamental role in the contemporary development of
geometric analysis and geometric topology, especially in the context of branched coverings
of metric spaces.
We say that a continuous map f : Ω → Rn from a domain Ω ⊂ Rn is BLD (of bounded
length distortion) if it is open, discrete, sense preserving and if there is a constant M ≥ 1
such that for all curves γ in Ω, we have
M−1`(γ) ≤ `(f ◦ γ) ≤M`(γ).
The BLD class was introduced in [32] where several equivalent characterizations of the
class BLD were obtained. In particular, it was proved that f is BLD if and only if it is locally
Lipschitz and the Jacobian of f is bounded away from zero, J(f) ≥ C > 0. Thus BLD
4
mappings form a special class of quasiregular mappings. The class of BLD mappings found
numerous applications in geometric topology [5, 17, 21, 22, 23, 25, 26, 36]. The assumption
that the mappings are sense preserving is essential: folding of the plane f(x, y) = (|x|, y)
preserves the length of curves, but it is not quasiregular. The mapping changes orientation.
BLD mappings are locally Lipschitz and hence J(f) is well defined a.e. Thus we necessarily
need the condition that J(f) ≥ 0. The other two assumptions that the mapping is open and
discrete are very strong topological requirements. They are satisfied by every quasiregular
mapping and they play an important role in most of the proofs involving BLD mappings.
However, we were able to successfully prove in [15] the following result.
Theorem 1.0.7. A continuous mapping f : Ω→ Rn is M-BLD, if and only if
M−1`(γ) ≤ `(f ◦ γ) ≤M`(γ)
for all rectifiable curves γ in Ω and Jf ≥ 0 a.e. in Ω.
The condition about distortion of curves implies that f is locally Lipschitz and hence
J(f) is well defined a.e. Thus the theorem claims that the conditions about openness and
discreteness are completely redundant. Here is an explanation how this theorem is related
to the Heisenberg group. A mapping f : X → Y between metric spaces is said to be a weak
BLD mapping, if there is a constant M ≥ 1 such that for all rectifiable curves γ in X we
have
M−1`X(γ) ≤ `Y (f ◦ γ) ≤M`X(γ).
This definition was introduced in [16], see also [25].
Note that the mapping Φ : X → `∞ from Theorem 1.0.5 or the mapping Φ : X → RN
from Corollary 1.0.6 are weak BLD. Indeed, since Φ is Lipschitz, (1.0.1) yields
C−1Φ `(γ) ≤ `(Φ ◦ γ) ≤ Lip (Φ)`(γ).
It is well known that the identity map id : Hn → R2n+1 has (locally) the weak BLD
property. Using this fact and Corollary 1.0.6 we will conclude a new proof of the Ambrosio-
Kirchheim-Magnani result about pure k-unrectifiability of Heisenberg group Hn when k > n.
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It also follows from Corollary 1.0.6 that if f : Ω ⊂ Rn → Rm has the weak BLD property,
then m ≥ n and rankDf = n a.e. In particular weak BLD mappings f : Ω ⊂ Rn → Rn
satisfy |J(f)| > 0 a.e. and in order to prove Theorem 1.0.7 it suffices to show a quantitative
version of this estimate, |J(f)| ≥ C > 0 a.e.
This thesis is organized as follows. In Chapter 2, we start by recalling some classical
definitions and results from metric and measure spaces followed by a brief discussion of the
Hardy-Littlewood maximal function and the Hardy-Littlewood-Wiener theorem and Sobolev
spaces. Chapter 3 contains the proof of Theorem 1.0.2 in details and deals with the Lusin
condition (N) and mappings of class W 1,n. Conditions for unrectifiability of metric spaces
and the related applications are presented in Chapter 4. Chapter 5 deals with mappings
of bounded length distortion and our new characterization of them. And finally, chapter 6
presents a group of open problems related to the BLD embedding conjecture.
6
2.0 PRELIMINARIES
This chapter will contain the basic definitions and results that will be widely used throughout
this thesis. Fundamental concepts such as Sobolev functions and curves in metric spaces will
be covered in depth. The main references in this chapter are the books by Rudin [38], Evans
and Gariepy [6], and the paper by Haj lasz [13]. Proofs of the theorems without specifications
can be found in the above books.
2.1 METRIC AND MEASURE SPACES
We assume the reader has prior familiarity with basic measure theory and topics such as
Carathe´odory’s construction, Lebesgue measure, and the Lebesgue integration theory. How-
ever, for the sake of consistency in our terminology, we will present some basic definitions
from the theory of metric spaces and more advanced topic of Hausdorff measures in this
section.
Definition 2.1.1. A metric d on a set X is a function d : X ×X → R such that:
1. 0 ≤ d(x, y) <∞ for all x and y in X,
2. d(x, y) = 0 if and only if x = y,
3. d(x, y) = d(y, x) for all x and y in X, and
4. d(x, y) ≤ d(x, z) + d(z, y) for all x, y, and z in X.
A metric space (X, d) is a set X with a metric d defined on X.
Property (4) is called the triangle inequality.
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If x ∈ X and r > 0, the open ball with center at x and radius r is the set B(x, r) = {y ∈
X : d(x, y) < r}. Sometimes B(x, r) is abbreviated as B. We use λB to denote a concentric
ball of B with radius λr.
Definition 2.1.2. Let (X, d) be a metric space. The diameter of a set A ⊂ X is defined as
diam (A) = sup {d(x, y) : x, y ∈ A}.
Definition 2.1.3. A function f : X → Y from a metric space (X, dX) to a metric space
(Y, dY ) is said to be M-Lipschitz if there exists a constant M ≥ 0 such that
dY (f(x), f(y)) ≤MdX(x, y)
for each pair of points x, y ∈ X. We also say that a function is Lipschitz if it is M -Lipschitz
for some M .
If f : X → Y is a Lipschitz bijection whose inverse is also Lipschitz, we say that f is
a biLipschitz map between X and Y . Also, we say that a function f : X → Y is locally
Lipschitz if every point in X has a neighborhood such that the restriction of f to this
neighborhood is Lipschitz.
Definition 2.1.4. A function f : X → Y from a metric space (X, dX) to a metric space
(Y, dY ) is said to be α-Ho¨lder, α > 0 , if there exists a constant M ≥ 0 such that
dY (f(x), f(y)) ≤MdX(x, y)α
for each pair of points x, y ∈ X. We also say that a function is Ho¨lder if it is α-Ho¨lder for
some α.
Definition 2.1.5. 1. Let (X, dX) be a metric space. Fix a positive real number α. For
each δ > 0 and E ⊂ X, set
Hαδ (E) = inf ω(α)
∑
i
(diam (Ei))
α
where the infimum is taken over all countable covers of E by sets Ei ⊂ X with diameter
less than δ. Here, the constant ω(α) is given by
ω(α) =
2αpiα/2
Γ(α
2
+ 1)
, Γ(s) =
∫ ∞
0
e−xxs−1 dx.
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2. The α-Hausdorff measure of E is the number
Hα(E) = lim
δ→0
Hαδ (E).
Definition 2.1.6. The Hausdorff dimension of a set E in a metric space is the infimum
of the numbers α > 0 such that Hα(E) = 0. If no such numbers α exist, the Hausdorff
dimension of E is infinite.
2.2 CURVES IN METRIC SPACES
Let (X, d) be a metric space. By a curve in X we mean any continuous mapping γ : [a, b]→
X. The length of γ is defined as
`(γ) = sup
n−1∑
i=0
d(γ(ti), γ(ti+1))
where the supremum is taken over all partitions a = t0 < t1 < · · · < tn = b. The curve γ is
called rectifiable if `(γ) <∞.
Note that a curve γ : [a, b]→ Rn is rectifiable if and only if the coordinate functions are
continuous and of bounded variation.
The length function associated with a rectifiable curve γ : [a, b] → X is sγ : [a, b] →
[0, `(γ)], which is defined by sγ(t) = `(γ|[a,t]).
Lemma 2.2.1. The length function sγ : [a, b] → [0, `(γ)] associated with a rectifiable curve
γ : [a, b]→ X is nondecreasing and continuous.
Proof. It is clear that sγ is nondecreasing. We will prove continuity of γ on (a, b). The case
of end points is similar and left to the reader. By contradiction suppose that there is a point
τ ∈ (a, b) with
η = lim
t→τ+
sγ(t)− lim
t→τ−
sγ(t) > 0. (2.2.1)
Take a partition a = t0 < t1 < · · · < tn = b, such that
n−1∑
i=0
d(γ(ti), γ(ti+1)) > `(γ)− η/3 (2.2.2)
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and d(γ(ti), γ(ti+1)) < η/3 for i = 0, 1, 2, · · · , n − 1. We can always choose a parti-
tion such that τ is not among ti’s i.e. τ ∈ (ti, ti+1) for some i. Hence it follows from
(2.2.1) that `(γ|[ti,ti+1]) ≥ η. Taking a subdivision of [ti, ti+1], we can replace the summand
d(γ(ti), γ(ti+1)) < η/3 in (2.2.2) by a sum larger than 2η/3. This implies, however, that the
new sum in (2.2.2) is larger than (`(γ) − η/3) − η/3 + 2η/3 = `(γ), an obvious contradic-
tion.
Let γ : [a, b]→ X be a curve and let α : [c, d]→ [a, b] be continuous, nondecreasing and
surjective, then we say that the curve γ ◦α is obtained from γ by a nondecreasing change of
variables. It is easy to show that
`(γ) = `(γ ◦ α). (2.2.3)
If γ : [a, b] → X is an arbitrary mapping which is not necessarily continuous, we can still
define the length of γ in the same way we defined the length of a continuous curve. Clearly,
it is necessary that there are at most countably many points of discontinuity for rectifiability
of such a mapping γ. Note that (2.2.3) holds true for an arbitrary mapping γ : [a, b]→ X as
well. The only place in this section where we use this observation is in the proof of Theorem
2.2.2 and we will point it out explicitly in that proof. In all other cases throughout this
thesis we will consider continuous curves only.
The next result guarantees a useful parametrization by the arc-length for any rectifiable
curve.
Theorem 2.2.2. Let γ : [a, b] → X be a rectifiable curve. Then there is a unique curve
γ˜ : [0, `(γ)]→ X such that
γ = γ˜ ◦ sγ. (2.2.4)
Moreover, `(γ˜|[0,t]) = t for every t ∈ [0, `(γ)]. Also, in particular, γ˜ : [0, `(γ)] → X is a
1-Lipschitz mapping.
Proof. Without loss of generality, we can assume that a = 0. Let
h(t) = inf s−1γ (t) for t ∈ [0, `(γ)].
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Note that the sets s−1γ (t) are compact. So, the infimum is attained i.e., h(t) ∈ s−1γ (t).
Therefore
sγ(h(t)) = t, h(sγ(t)) ≤ t.
The last inequality follows from the observation that t ∈ s−1γ (sγ(t)) and hence infimum of the
set s−1γ (sγ(t)) which, by definition, equals h(sγ(t)) is less than or equal to t. It is important to
note that h does not have to be continuous. Actually intervals of constancy of sγ correspond
to jumps of h.
If the curve γ˜ : [0, `(γ)] → X satisfies (2.2.4), then γ(h(t)) = γ˜(sγ(h(t))) for all t ∈
[0, `(γ)], and hence
γ˜(t) = γ(h(t)) for t ∈ [0, `(γ)]. (2.2.5)
This shows that γ˜ is unique. Hence, it remains to show that if γ˜ is defined by formula (2.2.5),
then (2.2.4) and `(γ˜|[0, t]) = t for all t ∈ [0, `(γ)] are true. Note that the last condition will
imply that γ˜ is a 1-Lipschitz mapping and hence continuous.
Since h(sγ(t)) ≤ t, we observe that
d(γ(t), γ(h(sγ(t)))) ≤ `(γ|[h(sγ(t)),t]) = sγ(t)− sγ(h(sγ(t))) = sγ(t)− sγ(t) = 0.
Therefore, (γ˜ ◦ sγ)(t) = γ(h(sγ(t))) = γ(t) which is (2.2.4). The proof of the arc-length
parametrization of γ˜ is also easy
`(γ˜|[0,t]) = `(γ|[0,sγ(h(t))]) = `(γ˜ ◦ sγ|[0,h(t)]) = `(γ|[0,h(t)]) = sγ(h(t)) = t.
Recall that the formula (2.2.3) holds even for discontinuous curves. We used this fact in the
last equality because we do not know whether γ˜ is continuous or not at this point. However,
we can see now that γ˜ is 1-Lipschitz
d(γ˜(t1), γ˜(t2)) ≤ `(γ˜|[t1,t2]) = t2 − t1.
This completes the proof.
Remark 2.2.3. Since `(γ˜|[0,t]) = t for every t ∈ [0, `(γ)], we call γ˜ parametrized by the
arc-length.
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In particular, Theorem 2.2.2 shows that every rectifiable curve admits a 1-Lipschitz
parametrization.
Definition 2.2.4. For a curve γ : [a, b] → X we define speed at a point t ∈ (a, b) as the
limit
|γ˙|(t) = lim
h→0
d(γ(t+ h), γ(t))
|h|
provided the limit exists.
Theorem 2.2.5. Let γ : [a, b]→ X be a Lipschitz curve. Then, speed of γ exists a.e. and
`(γ) =
∫ b
a
|γ˙|(t) dt. (2.2.6)
Proof. Let {xn}∞n=1 be a dense subset of γ([a, b]). Let φn(t) = d(γ(t), xn). Functions
φn : [a, b] → R are Lipschitz continuous and therefore differentiable a.e. according to
Rademacher’s theorem. Let m(t) = supn|φ˙n(t)|. We will show that
|γ˙|(t) = m(t) a.e. (2.2.7)
Since each of the functions x 7→ d(x, xn) is 1-Lipschitz we conclude that
lim inf
h→0
d(γ(t+ h), γ(t))
|h| ≥ lim infh→0
|φn(t+ h)− φn(t)|
|h| = |φ˙n(t)| a.e.
Taking the supremum over n yields
lim inf
h→0
d(γ(t+ h), γ(t))
|h| ≥ m(t) a.e. (2.2.8)
In particular the function m is bounded by the Lipschitz constant of γ and hence integrable
on [a, b]. On the other hand for s ≤ t we have
d(γ(t), γ(s)) = sup
n
|d(γ(t), xn)− d(γ(s), xn)| ≤ sup
n
∫ t
s
|φ˙n(τ)| dτ ≤
∫ t
s
m(τ) dτ . (2.2.9)
Now at a Lebesgue point t ∈ (a, b) of m we have
lim sup
h→0
d(γ(t+ h), γ(t))
|h| ≤ lim suph→0
1
h
∫ t+h
t
m(τ) dτ = m(t).
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This together with (2.2.8) proves (2.2.7). We are left with the proof of (2.2.6). According to
(2.2.9) and (2.2.7), for an arbitrary partition a = t0 < t1 < · · · < tn = b we have
n−1∑
i=0
d(γ(ti+1), γ(ti)) ≤
n−1∑
i=0
∫ ti+1
ti
m(τ) dτ =
∫ b
a
|γ˙|(τ) dτ .
Taking the supremum over partitions yields `(γ) ≤ ∫ b
a
|γ˙|(τ) dτ . To prove the opposite
inequality, fix  > 0 and split [a, b] into n segments of equal length i.e. ti = a + ihn,
hn = (b− a)/n, i = 0, 1, 2, · · · , n. Take n so that hn < . We have
1
hn
∫ b−
a
d(γ(t+ hn), γ(t)) dt ≤ 1
hn
∫ hn
0
n−2∑
i=0
d(γ(t+ ti+1), γ(t+ ti)) dt
≤ 1
hn
∫ hn
0
`(γ) = `(γ).
Now the definition of speed and Fatou’s theorem imply∫ b−
a
|γ˙|(t) dt ≤
∫ b−
a
lim
n→∞
d(γ(t+ hn), γ(t))
hn
dt
≤ lim inf
n→∞
1
hn
∫ b−
a
d(γ(t+ hn), γ(t)) dt ≤ `(γ).
Passing to the limit as → 0 yields the desired inequality.
Corollary 2.2.6. | ˙˜γ|(t) = 1 for a.e. t ∈ [0, `(γ)].
Proof. `(γ) = `(γ˜) =
∫ `(γ)
0
| ˙˜γ|(t) dt. This and | ˙˜γ|(t) ≤ 1 (γ˜ is 1-Lipschitz) imply | ˙˜γ|(t) = 1
a.e.
Corollary 2.2.7. Let γ : [a, b]→ X be a Lipschitz curve. Then sγ is Lipschitz and s˙γ(t) =
|γ˙|(t) for a.e. t ∈ (a, b).
Proof. For a ≤ t1 ≤ t2 ≤ b we have
|sγ(t1)− sγ(t2)| = `(γ|[t1,t2]) =
∫ t2
t1
|γ˙|(τ) dτ ≤ L|t1 − t2|,
where L is a Lipschitz constant of γ, so the function sγ is Lipschitz. Hence∫ b
a
|γ˙|(τ) dτ = `(γ) = sγ(b)− sγ(a) =
∫ b
a
s˙γ(τ) dτ .
This and the obvious inequality s˙γ ≥ |γ˙| prove the result.
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2.3 MAXIMAL FUNCTIONS
For a locally integrable function f ∈ L1loc(Rn) the Hardy-Littlewood maximal function is
defined by
Mf(x) = sup
r>0
∫
B(x,r)
|f(y)| dy,
for all x ∈ Rn. Here,
∫
B(x,r)
|f(y)| dy = 1|B(x, r)|
∫
B(x,r)
|f(y)| dy.
The operatorM is not linear but it is subadditive. We say that an operator T from a space
of measurable functions into a space of measurable functions is subadditive if
|T (f1 + f2)(x)| ≤ |Tf1(x)|+ |Tf2(x)| a.e.
and
|T (kf)(x)| = |k||Tf(x)| for k ∈ C.
The following integrability result, known also as the maximal theorem, plays a fundamental
role in many areas of mathematical analysis.
Theorem 2.3.1 (Hardy-Littlewood-Wiener). If f ∈ Lp(Rn), 1 ≤ p ≤ ∞, then Mf < ∞
a.e. Moreover
(a) For f ∈ L1(Rn),
|{x :Mf(x) > t}| ≤ 5
n
t
∫
Rn
|f | for all t > 0. (2.3.1)
(b) If f ∈ Lp(Rn), 1 < p ≤ ∞, then Mf ∈ Lp(Rn) and
‖Mf‖p ≤ 2 · 5n/p
(
p
p− 1
)1/p
‖f‖p for 1 < p <∞,
and
‖Mf‖∞ ≤ ‖f‖∞.
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The estimate (2.3.1) is called weak type estimate.
Note that if f ∈ L1(Rn) is a nonzero function, then Mf /∈ L1(Rn). Indeed, if λ =∫
B(0,R)
|f | > 0, then for |x| > R we have
Mf(x) ≥
∫
B(x,R+|x|)
|f | ≥ λ
ωn(R + |x|)n ,
and the function on the right hand side is not integrable on Rn. Thus the statement (b) of
the theorem is not true for p = 1.
If g ∈ L1(Rn), then the Chebyschev inequality
|{x : |g(x)| > t}| ≤ 1
t
∫
Rn
|g| for t > 0
is easy to prove. Hence the inequality at (a) would follow from boundedness of of Mf in
L1. Unfortunately Mf is not integrable and (a) is the best we can get for the case p = 1.
Before we prove the theorem we will show that it implies the Lebesgue differentiation
theorem.
Theorem 2.3.2 (Lebesgue Differentiation Theorem). If f ∈ L1loc(Rn), then
lim
r→0
∫
B(x,r)
f(y) dy = f(x) a.e.
Proof. Since the theorem is local in nature we can assume that f ∈ L1(Rn). Let fr(x) =∫
B(x,r)
f(y) dy and define
Ωf(x) = lim sup
r→0
fr(x)− lim inf
r→0
fr(x).
It suffices to prove that Ωf = 0 a.e. and that fr → f in L1. Indeed, the first property means
that fr converges a.e. to a measurable function g while the second one implies that for a
subsequence fri → f a.e. and hence g = f a.e.
Observe that Ωf ≤ 2Mf and hence for any  > 0 Theorem 2.3.1 (a) yields
|{x : Ωf(x) > }| ≤ C

∫
Rn
|f |.
Let h be a continuous function such that ‖f − h‖1 < 2. Continuity of h implies Ωh = 0
everywhere and hence
Ωf ≤ Ω(f − h) + Ωh = Ω(f − h),
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so
|{Ωf > }| ≤ |{Ω(f − h) > }| ≤ C

∫
Rn
|f − h| ≤ C.
Since  > 0 can be arbitrarily small we conclude Ωf = 0 a.e. We are left with proving that
fr → f in L1. We have
∫
Rn
|fr(x)− f(x)| dx ≤
∫
Rn
∫
B(x,r)
|f(x)− f(x)| dy dx
=
∫
Rn
∫
B(0,r)
|f(x+ y)− f(x)| dy dx
=
∫
B(0,r)
‖fy − f‖1 dy.
where fy(x) = f(x+ y). Since fy → f in L1 as y → 0 the right hand side of the last equality
above converges to 0 as r → 0.
If f ∈ L1loc(Rn), then we can define f at every point by the formula
f(x) = lim sup
r→0
∫
B(x,r)
f(y) dy. (2.3.2)
According to the Lebesgue differentiation theorem this is a representative of f in the class
of functions that coincide with f a.e.
Definition 2.3.3. Let f ∈ L1loc(Rn). We say that x ∈ Rn is a Lebesgue point of f if
lim
r→0
∫
B(x,r)
|f(y)− f(x)| dy = 0,
where f(x) is defined by (2.3.2).
Theorem 2.3.4. If f ∈ L1loc(Rn), then the set of points that are not Lebesgue points of f has
measure zero.
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Proof. For c ∈ Q let Ec be the set of points for which
lim
r→0
∫
B(x,r)
|f(y)− c| dy = |f(x)− c| (2.3.3)
does not hold. Clearly |Ec| = 0 and hence the set E =
⋃
c∈QEc has measure zero. Thus for
x ∈ Rn \ E and all c ∈ Q, (2.3.3) is satisfied. If x ∈ Rn \ E and f(x) ∈ R, approximating
f(x) by rational numbers one can easily check that
lim
r→0
∫
B(x,r)
|f(y)− f(x)| dy = |f(x)− f(x)| = 0.
The proof is complete.
Definition 2.3.5. Let E ⊂ Rn be a measurable set. We say that x ∈ Rn is a density point
of E if
lim
r→0
|B(x, r) ∩ E|
|B(x, r)| = 1.
Applying the Lebesgue theorem to f = χE we obtain
Theorem 2.3.6. Almost every point of a measurable set E ⊂ Rn is its density point and
a.e. point of Rn \ E is not a density point of E.
In the proof of Theorem 2.3.1 we will need the following two results.
Theorem 2.3.7 (Cavalieri’s principle). If µ is a σ-finite measure on X and Φ : [0,∞) →
[0,∞) is increasing, absolutely continuous and Φ(0) = 0, then∫
X
Φ(|f |) dµ =
∫ ∞
0
Φ′(t)µ({|f | > t}) dt.
Proof. The result follows immediately from the equality∫
X
Φ(|f(x)|) dµ(x) =
∫
X
∫ |f(x)|
0
Φ′(t) dt dµ(x)
and the Fubini theorem.
Corollary 2.3.8. If µ is a σ-finite measure on X and 0 < p <∞, then∫
X
|f |p dµ = p
∫ ∞
0
tp−1µ({|f | > t}) dt.
The next result has many applications that go beyond the maximal theorem.
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Theorem 2.3.9 (5r-covering lemma). Let B be a family of balls in a metric space such that
sup{diam (B) : B ∈ B} < ∞. Then there is a subfamily of pairwise disjoint balls B′ ⊂ B
such that ⋃
B∈B
B ⊂
⋃
B∈B′
5B.
If the metric space is separable, then the family B′ is countable and we can arrange it as a
sequence B′ = {Bi}∞i=1, so ⋃
B∈B
B ⊂
∞⋃
i=1
5Bi.
Remark 2.3.10. Here B can be either a family of open balls or closed balls. In both cases
proof is the same.
Proof. Let sup{diam (B) : B ∈ B} = R <∞. Divide the family B according to the diameter
of the balls
Fj = {B ∈ B : R
2j
< diam (B) ≤ R
2j−1
}.
Clearly B = ⋃∞j=1Fj. Define B1 ⊂ F1 to be the maximal family of pairwise disjoint balls.
Suppose the families B1, · · · ,Bj−1 are already defined. Then we define Bj to be the maximal
family of pairwise disjoint balls in
Fj ∩ {B : B ∩B′ = ∅ for all B′ ∈
j−1⋃
i=1
Bi}.
Next we define B′ = ⋃∞j=1 Bj. Observe that every ball B ∈ Fj intersects with a ball in⋃j
i=1 Bj. Suppose that B ∩B1 6= ∅ and B1 ∈
⋃j
i=1 Bj. Then
diam (B) ≤ R
2j−1
= 2 · R
2j
≤ 2diam (B1),
and hence B ⊂ 5B1.
Proof of Theorem 2.3.1. (a) Let f ∈ L1(Rn) and Et = {x : Mf(x) > t}. For x ∈ Et, there
is rx > 0 such that ∫
B(x,rx)
|f | > t,
so
|B(x, rx)| < t−1
∫
B(x,rx)
|f |.
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Observe that supx∈Et rx <∞, because f ∈ L1(Rn). The family of balls {B(x, rx)}x∈Et forms
a covering of the set Et, so applying the 5r-covering lemma there is a sequence of pairwise
disjoint balls B(xi, rxi), i = 1, 2, · · · such that Et ⊂
⋃∞
i=1B(xi, 5rxi) and hence
|Et| ≤ 5n
∞∑
i=1
|B(xi, rxi)| ≤
5n
t
∞∑
i=1
∫
B(xi,rxi )
|f | ≤ 5
n
t
∫
Rn
|f |.
The proof is complete. (b) Let f ∈ Lp(Rn). Since clearly ‖Mf‖∞ ≤ ‖f‖∞, we can assume
that 1 < p <∞. Let f = f1 + f2 where
f1 = fχ{|f |>t/2}, f2 = fχ{|f |≤t/2}
be a decomposition of f into its lower and upper parts. It is easy to check f1 ∈ Lp(Rn). Since
|f | ≤ |f1|+ t/2, we have Mf ≤Mf1 + t/2 and hence
{Mf > t} ⊂ {Mf1 > t/2}.
Thus
|Et| = |{Mf > t}| ≤ 2 · 5
n
t
∫
Rn
|f1(x)| dx = 2 · 5
n
t
∫
{|f |>t/2}
|f(x)| dx.
Cavalieri’s principle yields
∫
Rn
|Mf(x)|p dx = p
∫ ∞
0
tp−1|{Mf > t}| dt
≤ p
∫ ∞
0
tp−1
(
2 · 5n
t
∫
{|f |>t/2}
|f(x)| dx
)
dt
= 2 · 5n · p
∫
Rn
|f(x)|
∫ 2|f(x)|
0
tp−2 dt dx
= 2 · 5n · p
p− 1
∫
Rn
|f(x)|p dx.
and the results follows.
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2.4 SOBOLEV SPACES
The theory of Sobolev functions has been widely applied in different areas of mathematics
including calculus of variations, partial differential equations, and so on. In this section, we
will give a brief review of the classical theory of Sobolev functions. We refer to the book by
Evans and Gariepy [6] for the proofs of the theorems.
Throughout this section, Ω denotes an open subset of Rn.
2.4.1 Definitions and Elementary Properties
Definition 2.4.1. Let f ∈ L1loc(Ω) and 1 ≤ i ≤ n. We say gi ∈ L1loc(Ω) is the weak partial
derivative of f with respect to xi in Ω if∫
Ω
f
∂φ
∂xi
dx = −
∫
Ω
giφ dx
for all φ ∈ C1c (Ω) where C1c (Ω) is the space of all compactly supported continuously differ-
entiable functions in Ω.
It is easy to check that if the weak partial derivative with respect to xi exists, then it is
uniquely defined in L1loc. So, we can write
∂f
∂xi
= gi (i = 1, · · · , n)
and
∇f =
(
∂f
∂x1
, · · · , ∂f
∂xn
)
,
provided the weak derivatives ∂f/∂x1, · · · , ∂f/∂xn all exit.
Definition 2.4.2. Let 1 ≤ p ≤ ∞.
1. The function f belongs to the Sobolev space
W 1,p(Ω)
if f ∈ Lp(Ω) and the weak partial derivatives ∂f/∂xi exist and belong to Lp(Ω), i =
1, · · · , n.
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2. We say f is a Sobolev function if f ∈ W 1,p(Ω) for some 1 ≤ p ≤ ∞.
Remark 2.4.3. If f is a Sobolev function, then by definition, the integration by parts
formula ∫
Ω
f
∂φ
∂xi
dx = −
∫
Ω
∂f
∂xi
φ dx
is valid for all φ ∈ C1c (Ω), i = 1, · · · , n.
Definition 2.4.4. If f ∈ W 1,p(Ω), define
‖f‖W 1,p(Ω) =
(∫
Ω
|f |p + |∇f |p dx
)1/p
for 1 ≤ p <∞ and
‖f‖W 1,∞(Ω) = ess sup
Ω
(|f |+ |∇f |).
2.4.2 Sobolev Inequalities
Definition 2.4.5. For 1 ≤ p < n, define
p∗ =
np
n− p.
p∗ is called the Sobolev conjugate of p.
Theorem 2.4.6 (Gagliardo–Nirenberg–Sobolev Inequality). Let 1 ≤ p < n. Then there
exists a constant C, depending only on p and n, such that(∫
Rn
|f |p∗ dx
)1/p∗
≤ C
(∫
Rn
|∇f |p dx
)1/p
for all f ∈ W 1,p(Rn).
Remark 2.4.7. The Gagliardo–Nirenberg–Sobolev inequality states that if f ∈ W 1,p(Rn)
for some 1 ≤ p < n, then in fact f lies in Lp∗(Rn).
Theorem 2.4.8 (Poincare´ Inequality). For each 1 ≤ p < n there exists a constant C,
depending only on p and n, such that(∫
B(x,r)
|f − (f)x,r|p∗ dy
)1/p∗
≤ Cr
(∫
B(x,r)
|∇f |p dy
)1/p
for all B(x, r) ⊂ Rn and f ∈ W 1,p(B(x, r)). Here, (f)x,r =
∫
B(x,r)
f dy.
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Theorem 2.4.9 (Morrey’s Inequality). 1. For each n < p < ∞ there exists a constant C,
depending only on p and n, such that
|f(y)− f(z)| ≤ Cr
(∫
B(x,r)
|∇f |p dw
)1/p
for all B(x, r) ⊂ Rn and f ∈ W 1,p(B(x, r)), and a.e. y, z ∈ B(x, r).
2. In particular, if f ∈ W 1,p(Rn), then the limit
lim
r→0
(f)x,r := f
∗(x)
exists for all x ∈ Rn and f ∗ is Ho¨lder continuous with exponent 1− n/p.
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3.0 LUSIN CONDITION (N) AND MAPPINGS OF CLASS W 1,n
3.1 INTRODUCTION
A continuous function f : Ω ⊂ Rn → Rn satisfies Lusin’s condition (N) if |f(E)| = 0
whenever E ⊂ Ω and |E| = 0. Here, | · | denotes the Lebesgue measure on Rn.
Lusin’s condition (N) plays a significant role in the theory of integration. Because of this
importance in applications, we investigate how this condition is related to Sobolev spaces.
Smooth mappings, for example C1, locally Lipschitz, or even continuous mappings in the
Sobolev space W 1,p(Ω) with p > n, satisfy Lusin’s condition (N). However, it is well-known
that for p < n, such mappings fail to satisfy the condition (N), ([37]). For the case n = 1
the condition (N) is completely understood, see [43], but for n ≥ 2 necessary and sufficient
conditions for the condition are not clear.
One of the first who studied geometric consequences of the Lusin property was Reshet-
nyak [39] who proved that quasiregular mappings between Euclidean spaces satisfy the con-
dition (N). He also gave a topological condition that implies condition (N) for continuous
mappings in W 1,n(Ω) in [40].
We focus our attention to the class of W 1,n(Ω) mappings where Ω ⊂ Rn is open.
3.2 CASE p = n AND THE MAIN RESULT
Definition 3.2.1. A mapping f : Ω→ Rn is said to be K-pseudomonotone for K ≥ 1 if for
each x ∈ Ω
diam (f(B(x, r))) ≤ Kdiam (f(∂B(x, r)))
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whenever B¯(x, r) ⊂ Ω.
The main result of this section is a new proof of the following theorem due to Maly´ and
Martio.
Theorem 3.2.2. Suppose that Ω ⊂ Rn is open and f : Ω → Rn is a continuous, K-
pseudomonotone mapping of the class W 1,n(Ω). Then f satisfies the condition (N).
Lemma 3.2.3. Let n ≥ 2 and n − 1 < p < n. Then under the above assumptions, there
exists a constant C = C(n, p) ≥ 0 such that for all x ∈ Ω and for all 0 < r < 1
2
dist(x, ∂Ω),
diam (f(B(x, r)))n ≤ CKn
∫
B(x,r)
|M|∇f |p(y)|np dy.
Proof of Lemma 3.2.3. First, notice f ∈ W 1,n(Ω) implies that |∇f | ∈ Lp(B(x, r)) for all
x ∈ Ω and all 0 < r < dist(x, ∂Ω) because p < n and |B(x, r)| < ∞. It also implies that
|∇f |p ∈ Ln/p(Ω). Since n/p > 1, it follows from the Hardy-Littlewood maximal theorem
that M|∇f |p ∈ Ln/p(Ω).
We claim that for all x ∈ Ω and all 0 < r < 1
2
dist(x, ∂Ω) there exists r ≤ ρ ≤ 2r such that
∫
∂B(x,ρ)
|∇f(y)|p dS(y) ≤ 1
r
∫
B(x,2r)
|∇f(y)|p dy. (3.2.1)
Suppose that, contrary to our claim, there exists x ∈ Ω and 0 < r < 1
2
dist(x, ∂Ω) such that
for all r ≤ ρ ≤ 2r,
∫
∂B(x,ρ)
|∇f(y)|p dS(y) > 1
r
∫
B(x,2r)
|∇f(y)|p dy.
Integrating both sides of the above inequality over the interval [r, 2r] we get
∫ 2r
r
∫
∂B(x,ρ)
|∇f(y)|p dS(y) dρ >
∫ 2r
r
1
r
∫
B(x,2r)
|∇f(y)|p dy dρ.
So, ∫
B(x,2r)\B(x,r)
|∇f(y)|p dy >
∫
B(x,2r)
|∇f(y)|p dy,
which is an obvious contradiction.
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Next, we claim that there exists a constant C1 = C1(n, p) ≥ 0 such that for all x ∈ Ω and
for almost every 0 < r < dist(x, ∂Ω),
diam (f(∂B(x, r))) ≤ C1r1−
n−1
p
(∫
∂B(x,r)
|∇f(y)|p dS(y)
)1/p
. (3.2.2)
Let x ∈ Ω and 0 < R < dist(x, ∂Ω). Then, by the Fubini’s theorem,∫ R
0
∫
∂B(x,ρ)
|f(y)|n dS(y) dρ =
∫
B(x,R)
|f(y)|n dy <∞
and ∫ R
0
∫
∂B(x,ρ)
|∇f(y)|n dS(y) dρ =
∫
B(x,R)
|∇f(y)|n dy <∞.
Therefore, for almost every 0 < r < R,∫
∂B(x,r)
|f(y)|n dS(y) <∞
and ∫
∂B(x,r)
|∇f(y)|n dS(y) <∞.
Hence, f ∈ W 1,n(∂B(x, r)) for almost every 0 < r < dist(x, ∂Ω). Consequently, f ∈
W 1,p(∂B(x, r)) for almost every 0 < r < dist(x, ∂Ω) as p < n.
Now, let 0 < r < dist(x, ∂Ω) such that f ∈ W 1,p(∂B(x, r)). By the Morrey’s inequality,
there exists C2 = C2(n, p) ≥ 0 such that for all y, z ∈ ∂B(x, r),
|f(y)− f(z)| ≤ C2|y − z|1−
n−1
p
(∫
∂B(x,r)
|∇f(y)|p dS(y)
)1/p
.
It follows that
diam (f(∂B(x, r))) ≤ C2(2r)1−
n−1
p
(∫
∂B(x,r)
|∇f(y)|p dS(y)
)1/p
.
Letting C1 = 2
1−n−1
p C2, we get
diam (f(∂B(x, r))) ≤ C1r1−
n−1
p
(∫
∂B(x,r)
|∇f(y)|p dS(y)
)1/p
.
Hence, (3.2.2) holds for all x ∈ Ω and for almost every 0 < r < dist(x, ∂Ω).
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Since f is K-pseudomonotone, for all x ∈ Ω and for all 0 < r < dist(x, ∂Ω),
diam (f(B(x, r))) ≤ Kdiam (f(∂B(x, r))). (3.2.3)
So, the combination of (3.2.2) and (3.2.3) gives us
diam (f(B(x, r))) ≤ C1Kr1−
n−1
p
(∫
∂B(x,r)
|∇f(y)|p dS(y)
)1/p
(3.2.4)
for all x ∈ Ω and for almost every 0 < r < dist(x, ∂Ω).
Raising both sides of the above inequality to the power p, we get
diam (f(B(x, r)))p ≤ C1pKprp−n+1
∫
∂B(x,r)
|∇f(y)|p dS(y) (3.2.5)
for all x ∈ Ω and for almost every 0 < r < dist(x, ∂Ω).
Now, let x ∈ Ω and 0 < r < 1
2
dist(x, ∂Ω). Then, by the first claim, there exists r ≤ ρ ≤ 2r
such that ∫
∂B(x,ρ)
|∇f(y)|p dS(y) ≤ 1
r
∫
B(x,2r)
|∇f(y)|p dy <∞.
Observe also that since f is continuous,
∫
∂B(x,ρ)
|f(y)|p dS(y) <∞.
Thus, f ∈ W 1,p(∂B(x, ρ)) and (3.2.5) holds for ρ.
Now, by putting (3.2.1) and (3.2.5) together and noticing that r ≤ ρ ≤ 2r, we can conclude
that
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diam (f(B(x, ρ)))p ≤ C1pKpρp−n+1
∫
∂B(x,ρ)
|∇f(y)|p dS(y)
≤ C1
pKpρp−n+1
r
∫
B(x,2r)
|∇f(y)|p dy
≤ 2p+1C1pKprp−n
∫
B(x,2r)
|∇f(y)|p dy.
Also, diam (f(B(x, r)))p ≤ diam (f(B(x, ρ)))p since B(x, r) ⊆ B(x, ρ). Hence,
diam (f(B(x, r)))p ≤ 2p+1C1pKprp−n
∫
B(x,2r)
|∇f(y)|p dy (3.2.6)
holds for all x ∈ Ω and 0 < r < 1
2
dist(x, ∂Ω).
Therefore, by letting C3 = (2
p+1)
n
pC1
n,
diam (f(B(x, r)))n ≤ C3Knr(p−n)
n
p
(∫
B(x,2r)
|∇f(y)|p dy
)n/p
(3.2.7)
holds for all x ∈ Ω and 0 < r < 1
2
dist(x, ∂Ω).
Now, let x ∈ Ω and 0 < r < 1
2
dist(x, ∂Ω). So,
∫
B(x,2r)
|∇f(y)|p dy = ωn2nrn
∫
B(x,2r)
|∇f(y)|p dy
≤ ωn2nrn inf
y∈B(x,2r)
M|∇f |p(y)
≤ ωn2nrn
∫
B(x,r)
M|∇f |p(y) dy
= 2n
∫
B(x,r)
M|∇f |p(y) dy.
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Hence, for all x ∈ Ω and all 0 < r < 1
2
dist(x, ∂Ω),∫
B(x,2r)
|∇f(y)|p dy ≤ 2n
∫
B(x,r)
M|∇f |p(y) dy. (3.2.8)
By combining (3.2.7) and (3.2.8), we conclude that
diam (f(B(x, r)))n ≤ 2n
2
p C3K
nr(p−n)
n
p
(∫
B(x,r)
M|∇f |p(y) dy
)n/p
. (3.2.9)
holds for all x ∈ Ω and 0 < r < 1
2
dist(x, ∂Ω). Now, by applying Ho¨lder inequality to n
p
> 1,
we get
r(p−n)
n
p
(∫
B(x,r)
M|∇f |p(y) dy
)n/p
=
(∫
B(x,r)
rp−nM|∇f |p(y) dy
)n/p
≤
((∫
B(x,r)
(rp−n)
n
n−p dy
)n−p
n
(∫
B(x,r)
|M|∇f |p(y)|np dy
) p
n
)n/p
=
(
ω
n−p
n
n
(∫
B(x,r)
|M|∇f |p(y)|np dy
) p
n
)n/p
= ω
n−p
p
n
∫
B(x,r)
|M|∇f |p(y)|np dy.
Thus, using (3.2.9), we have
diam (f(B(x, r)))n ≤ 2n
2
p C3K
nr(p−n)
n
p
(∫
B(x,r)
M|∇f |p(y) dy
)n/p
≤ 2n
2
p ω
n−p
p
n C3K
n
∫
B(x,r)
|M|∇f |p(y)|np dy.
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So, finally, by letting C = 2
n2
p ω
n−p
p
n C3, we conclude that
diam (f(B(x, r)))n ≤ CKn
∫
B(x,r)
|M|∇f |p(y)|np dy
holds for all x ∈ Ω and 0 < r < 1
2
dist(x, ∂Ω).
Proof of Theorem 3.2.2. Without loss of generality, we can assume that n ≥ 2. Let E be a
subset of Ω such that |E| = 0. We want to prove that |f(E)| = 0. Let 0 <  < |Ω|. There
exists an open set E ⊆ Ω that contains E and |E| < . Since E is open, there exists a
sequence of open balls Bi = B(xi, ri) such that E =
⋃
iB(xi, ri).
Notice that for all i ∈ N,
f(B(xi, ri)) ⊆ B(f(xi), diam (f(B(xi, ri)))). (3.2.10)
Now, we can write
f(E) ⊆ f(E) = f
(⋃
i
B(xi, ri)
)
=
⋃
i
f(B(xi, ri)) ⊆
⋃
i
B(f(xi), diam (f(B(xi, ri)))).
(3.2.11)
By Lemma 3.2.3,
sup {diam (f(B(xi, ri))) : i ∈ N} ≤
(
CKn
∫
Ω
|M|∇f |p(y)|np dy
)1/n
<∞.
Therefore, by applying the 5r-covering lemma to (B(f(xi), diam (f(B(xi, ri)))))i, we con-
clude that there exists a subsequence (B(f(xik), diam (f(B(xik , rik)))))k of
(B(f(xi), diam (f(B(xi, ri)))))i consisting of disjoint balls such that⋃
i
B(f(xi), diam (f(B(xi, ri)))) ⊆
⋃
k
B(f(xik), 5diam (f(B(xik , rik)))). (3.2.12)
Because of (3.2.10) we can conclude that the sequence (B(xik , rik)) consists of disjoint balls.
Combining (3.2.11) and (3.2.12), we get
f(E) ⊆
⋃
k
B(f(xik), 5diam (f(B(xik , rik)))).
Let C ′ = ωn5nCKn. Therefore, Lemma 3.2.3 implies
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|f(E)| =
∣∣∣∣∣⋃
k
B(f(xik), 5diam (f(B(xik , rik)))
∣∣∣∣∣ = ∑
k
ωn5
n(diam (f(B(xik , rik))))
n
= ωn5
n
∑
k
(diam (f(B(xik , rik))))
n
≤ ωn5nCKn
∑
k
∫
B(xik ,rik )
|M|∇f |p(y)|np dy
= C ′
∑
k
∫
B(xik ,rik )
|M|∇f |p(y)|np dy
≤ C ′
∫
E
|M|∇f |p(y)|np dy.
Notice that in the last inequality, we used the fact that the balls B(xik , rik) are disjoint and
their union is a subset of E.
Now, since |M|∇f |p|np ∈ L1(Ω), absolute continuity of the integral implies that by sending
 to zero, |f(E)| = 0.
Hence, f satisfies the condition (N).
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4.0 UNRECTIFIABILITY OF METRIC SPACES
4.1 INTRODUCTION
The theory of rectifiable sets plays a significant role in geometric measure theory and calculus
of variations. See e.g. [8, 33] for results in Euclidean spaces. Recent development of analysis
on metric spaces extended this theory to metric spaces. See e.g. [1, 2, 4, 24] and references
therein. Considering the importance of this theory, it is reasonable to search for simple
geometric conditions which would guarantee that the image of a Lipschitz mapping from a
subset of a Euclidean space into a metric space would have measure zero. One of the main
results of this chapter (Theorem 4.1.1) establishes such conditions.
We say that a metric space (X, d) is countably k-rectifiable if there is a family of Lipschitz
mappings fi : Ei ⊂ Rk → X defined on measurable sets Ei ⊂ Rk such that
Hk
(
X \
∞⋃
i=1
fi(Ei)
)
= 0.
A metric space (X, d) is said to be purely k-unrectifiable if for any Lipschitz mapping f :
E ⊂ Rk → X, where E ⊂ Rk is measurable we have Hk(f(E)) = 0.
Let f : Z → (X, d) be a mapping between metric spaces and let {y1, . . . , yk} ⊂ X be
given. The mapping g : Z → Rk defined by
g(x) = (d(f(x), y1), . . . , d(f(x), yk))
will be called the projection of f associated with the points y1, . . . , yk.
The mapping pi : X → Rk, pi(y) = (d(y, y1), . . . , d(y, yk)) is clearly Lipschitz. Since
g = pi ◦ f , we conclude that if f is Lipschitz, then its projection g = pi ◦ f is Lipschitz too.
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A measurable function g : E → R defined on a measurable set E ⊂ Rk is said to be
approximately differentiable at x ∈ E if there is a measurable set Ex ⊂ E and a linear
function L : Rk → R such that x is a density point of Ex and
lim
Ex3y→x
g(y)− g(x)− L(y − x)
|y − x| = 0.
This definition is equivalent with other definitions that one can find in the literature. The
approximate derivative L is unique (if it exists) and it is denoted by apDg(x). Lipschitz
functions g : E → R are approximately differentiable a.e. (by the McShane extension and
the Rademacher theorems). In the case of mappings into Rk, approximate differentiability
means approximate differentiability of each component.
Theorem 4.1.1. Let X be a metric space, let E ⊂ Rk be measurable, and let f : E → X be
a Lipschitz mapping. Then the following statements are equivalent:
1. Hk(f(E)) = 0;
2. For any Lipschitz mapping ϕ : X → Rk, we have Hk(ϕ(f(E))) = 0;
3. For any collection of distinct points {y1, y2, . . . , yk} ⊂ X, the associated projection g :
E → Rk of f satisfies Hk(g(E)) = 0;
4. For any collection of distinct points {y1, y2, . . . , yk} ⊂ X, the associated projection g :
E → Rk of f satisfies rank (apDg(x)) < k for Hk-a.e. x ∈ E.
Here Hk stands for the k-dimensional Hausdorff measure.
Remark 4.1.2. It follows from the proof that in conditions (3) and (4) we do not have to
consider all families {y1, y2, . . . , yk} ⊂ X of distinct points, but it suffices to consider such
families with points yi taken from a given countable and dense subset of f(E).
The implications from (1) to (2) and from (2) to (3) are obvious. The equivalence between
(3) and (4) easily follows from the classical change of variables formula which states that if
g : E ⊂ Rk → Rk is Lipschitz, then∫
E
|Jg(x)| dHk(x) =
∫
g(E)
Ng(y, E) dHk(y). (4.1.1)
Here Jg stands for the Jacobian of g and Ng(y, E) is the number of points in the preimage
g−1(y) ∩ E, see e.g. [6, 8, 12].
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Therefore, it remains to prove the implication (4) to (1) which is the most difficult part
of the theorem. We will deduce it from another result which deals with Lipschitz mappings
into `∞, see Theorem 4.2.2.
Note that in general it may happen for a subset A ⊂ X that Hk(A) > 0, but for all
Lipschitz mappings ϕ : X → Rk, Hk(ϕ(A)) = 0. For example, the Heisenberg group Hn
satisfies H2n+2(Hn) =∞, but H2n+2(ϕ(Hn)) = 0 for all Lipschitz mappings ϕ : Hn → R2n+2,
see [4, Section 11.5]. Hence the implication from (2) to (1) has to use in an essential way the
assumption that A = f(E) is a Lipschitz image of a Euclidean set. Since by [4, Section 11.5]
the condition (2) is satisfied for Hn with k = 2n+ 2, we conclude that Hn is purely (2n+ 2)-
unrectifiable. For more general results see Theorem 4.3.2 in Section 4.3 and Theorem 4.5.3
in Section 4.5.
Theorem 4.1.1 is related to the work of Kirchheim [24] and Ambrosio-Kirchheim [1]
on metric differentiability and the general area formula for mappings into arbitrary met-
ric spaces. However, our approach in this chapter is elementary and involves neither the
Kirchheim-Rademacher theorem [24, Theorem 2] nor any kind of the area formula for map-
pings into arbitrary metric spaces [1, Theorem 5.1].
Although conditions (3) and (4) are necessary and sufficient for the validity of (1), often
it is not easy to verify them. The problem is that even if X is smooth, the distance function
y 7→ d(y, yi) is not smooth at yi and we need to consider such distance functions for yi from a
dense subset of X, thus creating singularities everywhere in X. Actually a collection of such
distance functions gives an isometric embedding of X into `∞ (for a more precise statement
see Theorem 4.2.2 and the proof of Theorem 4.1.1 which shows how Theorem 4.1.1 follows
from Theorem 4.2.2). In applications we often deal with spaces X that have some sort of
smoothness (like Heisenberg groups or more general Carnot-Carathe´odory spaces) and often
for such spaces there is a more natural Lipschitz mapping Φ : X → RN , than the embedding
into `∞, a mapping that takes into account the structure of X. In Section 4.4 we state a
suitable version of Theorem 4.1.1 (Theorem 4.4.2) and in Section 4.5 we show how it applies
to Carnot-Carathe´odory spaces.
This chapter is organized as follows. In Section 4.2 we prove a version of the Sard theorem
for Lipschitz mappings into `∞. We also prove Theorem 4.1.1 as a simple consequence of
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this result. In Section 4.3 we provide a new proof of the unrectifiability of the Heisenberg
group as a consequence of Theorem 4.1.1. In the proof we will encounter a problem with the
lack of smoothness of the distance function y 7→ d(y, yi). In Section 4.4 we will generalize
Theorem 4.1.1 in a way that it will easily apply to general Carnot-Carathe´odory spaces
(including the Heisenberg groups). This approach will allow us to avoid singularities of the
distance function. Applications will be presented in Section 4.5.
4.2 LIPSCHITZ MAPPINGS INTO `∞
A measurable function coincides with a continuous function outside a set of an arbitrarily
small measure. This is the Lusin property of measurable functions. The following result due
to Federer shows a similar C1-Lusin property of a.e. differentiable functions, [46].
Lemma 4.2.1 (Federer). If f : Ω → R is differentiable a.e. on an open set Ω ⊂ Rk, then
for any  > 0 there is a function g ∈ C1(Rk) such that
Hk ({x ∈ Ω : f(x) 6= g(x)}) < .
In particular if E ⊂ Rk is measurable and f : E → R is Lipschitz, then f can be extended
to a Lipschitz function f˜ : Rk → R (McShane) to which the above theorem applies. Hence
for any  > 0 there is g ∈ C1(Rk) such that
Hk ({x ∈ E : f(x) 6= g(x)}) < . (4.2.1)
Note that at almost all points of the set where f = g we have that apDf(x) = Dg(x). This
holds true at all density points of the set {f = g}.
Let now f = (f1, f2, . . .) : E ⊂ Rk → `∞ be an L-Lipschitz mapping. Then the compo-
nents fi : E → R are also L-Lipschitz. Hence for Hk-almost all points x ∈ E, all functions
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fi, i ∈ N are approximately differentiable at x ∈ E. We define the approximate derivative
of f componentwise
apDf(x) =

apDf1(x)
apDf2(x)
...

For each i ∈ N, apDfi(x) is a vector in Rk with component bounded by L. Hence apDf(x)
can be regarded as an ∞× k matrix of real numbers bounded by L, i.e.
apDf(x) ∈ (`∞)k, ‖ apDf‖∞ ≤ L,
where the norm in (`∞)k is defined as the supremum over all entries in the∞× k matrix. It
is easy to see that for an ∞× k matrix the row rank equals the column rank. 1 Hence the
rank of such matrix is always less than or equal to k. In particular the rank of the ∞× k
matrix apDf(x) equals the dimension of the linear subspace of Rk spanned by the vectors
apDfi(x), i ∈ N and rank (apDf(x)) ≤ k a.e.
If f : Ω→ `∞ is Lipschitz, where Ω ⊂ Rk is open, components of f are differentiable a.e.
and we will write Df(x) in place of apDf(x).
The next theorem is the main result of this section. It is a crucial step in the remaining
implication (4) to (1) of Theorem 4.1.1. The proof of Theorem 4.2.2 is based on ideas similar
to those developed in [3, Section 7].
Theorem 4.2.2. Let E ⊂ Rk be measurable and let f : E → `∞ be a Lipschitz mapping.
Then Hk(f(E)) = 0 if and only if rank (apDf(x)) < k, Hk-a.e. in E.
Before we prove this result we will show how to use it to complete the proof of Theo-
rem 4.1.1.
Proof of Theorem 4.1.1. As we already pointed out in Introduction, it remains to prove
the implication (4) to (1). Although we do not assume that X is separable, the image
f(E) ⊂ X is separable and hence it can be isometrically embedded into `∞. More precisely
1 It is a simple exercise in linear algebra – first we prove that the row rank r (vectors in Rk) equals to
the maximum of dimensions of minors with non-zero determinants. Clearly the the column rank (vectors in
`∞) is at least r. However, it cannot be larger than r – it easily follows from the fact that the system of
r × r equations with the non-zero determinant has a unique solution.
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let {yi}∞i=1 ⊂ f(E) be a dense subset and let y0 ∈ f(E). Then it is well-known and easy to
prove that the mapping
f(E) 3 y 7→ κ(y) = {d(y, yi)− d(yi, y0)}∞i=1 ∈ `∞
is an isometric embedding of f(E) into `∞. It is so called the Kuratowski embedding. Clearly
Hkd(f(E)) = Hk`∞((κ ◦ f)(E)),
where subscripts indicate metrics with respect to which we define the Hausdorff measures.
It remains to prove that Hk`∞((κ ◦ f)(E)) = 0. Since
(κ ◦ f)(x) = {d(f(x), yi)− d(yi, y0)}∞i=1,
it easily follows from the assumptions that
rank (apD(κ ◦ f)) < k Hk-a.e. in E.
Hence (1) follows from Theorem 4.2.2.
Thus it remains to prove Theorem 4.2.2. Before doing this, let us make some comments
explaining why it is not easy. Theorem 4.2.2 is related to the Sard theorem for Lipschitz
mappings which states that if f : Rk → Rm, m ≥ k is Lipschitz, then
Hk(f({x ∈ Rk : rankDf(x) < k})) = 0.
The standard proof of this fact [33, Theorem 7.6] is based on the observation that if
rankDf(x) < k, then for any  > 0 there is r > 0 such that
|f(z)− f(x)−Df(x)(z − x)| < r for z ∈ B(x, r),
and hence
dist(f(z),Wx) ≤ r for z ∈ B(x, r),
where Wx = f(x)+Df(x)(Rk) is an affine subspace of Rm of dimension less than or equal to
k−1. That means f(B(x, r)) is contained in a thin neighborhood of an ellipsoid of dimension
no greater than k − 1 and hence we can cover it by C(L/)k−1 balls of radius Cr, where L
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is the Lipschitz constant of f . Now we use covering by these balls with the help of Vitali’s
lemma to estimate the Hausdorff content of the image of the critical set. For more details,
see [33, Theorem 7.6].
The proof described above employs the fact that f is Frechet differentiable and hence this
argument cannot be applied to the case of mappings into `∞, because in general Lipschitz
mappings into `∞ are not Frechet differentiable, i.e. in general the image of f(B(x, r) ∩ E)
is not well approximated by the tangent mapping apDf(x). To overcome this difficulty we
need to investigate the structure of the set {apDf(x) < k} using arguments employed in
the proof of the general case of the Sard theorem for Cn mappings, [44]. In particular we
will need to use a version of the implicit function theorem.
In the proof of Theorem 4.2.2 we will also need the following result which is of independent
interest.
Proposition 4.2.3. Let D ⊂ Rk be a bounded and convex set with non-empty interior and
let f : D → `∞ be an L-Lipschitz mapping. Then
diam (f(D)) ≤ C(k)L(diamD)
k
Hk(D) H
k(D \ A)1/k
where
A = {x ∈ D : Df(x) = 0}.
In particular if D is a cube or a ball, then
diam (f(D)) ≤ C(k)LHk(D \ A)1/k. (4.2.2)
Proof. We will need two well-known facts.
Lemma 4.2.4. If E ⊂ Rk is measurable, then
∫
E
dy
|x− y|k−1 ≤ C(k)H
k(E)1/k.
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Proof. If Hk(E) = 0 or if Hk(E) = ∞, then the result is obvious. So, let 0 < Hk(E) < ∞
and let B = B(x, r) ⊂ Rk be a ball such that Hk(B) = Hk(E). Then
∫
E
dy
|x− y|k−1 ≤
∫
B
dy
|x− y|k−1 = C(k)r = C
′(k)Hk(E)1/k.
The inequality follows from the observation that on the part of the set E which lies outside B
we integrate a function which is strictly smaller than the function on B \E and Hk(E \B) =
Hk(B \ E).
Lemma 4.2.5. If D ⊂ Rk is a bounded and convex set with non-empty interior and if
u : D → R is Lipschitz continuous, then
|u(x)− uD| ≤ (diamD)
k
kHk(D)
∫
D
|∇u(y)|
|x− y|k−1 dy for all x ∈ D,
where uD =
∫
D
u(x) dx.
Proof. Without loss of generality, we can assume u ∈ C1(D). We then have for x, y ∈ D,
u(x)− u(y) = −
∫ |x−y|
0
∇u(x+ rω) dr,
where
ω =
y − x
|y − x| .
Integrating with respect to y over D, we obtain
Hk(D) (u(x)− uD) = −
∫
D
dy
∫ |x−y|
0
∇u(x+ rω) dr.
Writing
V (x) =
|∇u(x)| x ∈ D,0 x /∈ D,
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we have
|u(x)− uD| ≤ 1Hk(D)
∫
|x−y|<diam (D)
dy
∫ ∞
0
V (x+ rω) dr
=
1
Hk(D)
∫ ∞
0
∫
|ω|=1
∫ diam (D)
0
V (x+ rω)ρn−1 dρ dω dr
=
(diamD)k
kHk(D)
∫ ∞
0
∫
|ω|=1
V (x+ rω) dω dr
=
(diamD)k
kHk(D)
∫
D
|∇u(y)|
|x− y|k−1 dy.
Now we can complete the proof of Proposition 4.2.3. If Df(x) = 0, then ∇fi(x) = 0 for
all i ∈ N. For each i ∈ N we have
|fi(x)− fiD| ≤
(diamD)k
kHk(D)
∫
D
|∇fi(y)|
|x− y|k−1 dy ≤
L(diamD)k
kHk(D)
∫
D\A
dy
|x− y|k−1
≤ C(k)L(diamD)
k
Hk(D) H
k(D \ A)1/k.
The last inequality follows from Lemma 4.2.4. Hence for all x, y ∈ D
|fi(x)− fi(y)| ≤ |fi(x)− fiD|+ |fi(y)− fiD| ≤ 2C(k)L
(diamD)k
Hk(D) H
k(D \ A)1/k.
Taking supremum over i ∈ N yields
‖f(x)− f(y)‖∞ ≤ 2C(k)L(diamD)
k
Hk(D) H
k(D \ A)1/k
and the result follows upon taking supremum over all x, y ∈ D.
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Proof of Theorem 4.2.2. The implication from left to right is easy. Suppose thatHk(f(E)) =
0. For any positive integers i1 < i2 < . . . < ik the projection
`∞ 3 (y1, y2, . . .)→ (yi1 , yi2 , . . . , yik) ∈ Rk
is Lipschitz continuous and hence the set
(fi1 , . . . , fik)(E) ⊂ Rk
has Hk-measure zero. It follows from the change of variables formula (4.1.1) that the matrix
[∂fij/∂x`]
k
j,`=1 of approximate partial derivatives has rank less than k almost everywhere in E.
Since this is true for any choice of i1 < i2 < . . . < ik, we conclude that rank (apDf(x)) < k
a.e. in E.
Suppose now that rank (apDf(x)) < k a.e. in E. We need to prove that Hk(f(E)) = 0.
This implication is more difficult. Since fi : E → R is Lipschitz continuous, by (4.2.1) for
any  > 0 there is gi ∈ C1(Rk) such that
Hk({x ∈ E : fi(x) 6= gi(x)}) < /2i.
Moreover apDfi(x) = Dgi(x) for almost all points of the set where fi = gi. Hence there is
a measurable set F ⊂ E such that Hk(E \ F ) <  and
f = g and apDf(x) = Dg(x) in F ,
where
g = (g1, g2, . . .), Dg =

Dg1
Dg2
...
 .
It suffices to prove that Hk(f(F )) = 0, because we can exhaust E with sets F up to a subset
of measure zero and f maps sets of measure zero to sets of measure zero. Let
F˜ = {x ∈ F : rank (apDf(x)) = rankDg(x) < k}.
Since Hk(F \ F˜ ) = 0, it suffices to prove that Hk(f(F˜ )) = 0. For 0 ≤ j ≤ k − 1, let
Kj = {x ∈ F˜ : rankDg(x) = j}.
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Since F˜ =
⋃k−1
j=0 Kj, it suffices to prove that Hk(f(Kj)) = 0 for any 0 ≤ j ≤ k − 1. Again,
by removing a subset of measure zero we can assume that all points of Kj are density points
of Kj. To prove that Hk(f(Kj)) = 0 we need to make a change of variables in Rk, but only
when j ≥ 1.
If x ∈ Rk \ F , the sequence (g1(x), g2(x), . . .) is not necessarily bounded. Let V be the
linear space of all real sequences (y1, y2, . . .). Clearly g : Rk → V . We do not equip V with
any metric structure. Note that g|F : F → `∞ ⊂ V , because g coincides with f on F .
Lemma 4.2.6. Let 1 ≤ j ≤ k − 1 and x0 ∈ Kj. Then there exists a neighborhood x0 ∈ U ⊂
Rk, a diffeomorphism Φ : U ⊂ Rk → Φ(U) ⊂ Rk, and a composition of a translation (by a
vector from `∞) with a permutation of variables Ψ: V → V such that
• Φ−1(0) = x0 and Ψ(g(x0)) = 0;
• There is  > 0 such that for x = (x1, x2, . . . , xk) ∈ B(0, ) ⊂ Rk and i = 1, 2, . . . , j,(
Ψ ◦ g ◦ Φ−1)
i
(x) = xi,
i.e., Ψ ◦ g ◦ Φ−1 fixes the first j variables in a neighborhood of 0.
Proof. By precomposing g with a translation of Rk by the vector x0 and postcomposing it
with a translation of V by the vector −g(x0) = −f(x0) ∈ `∞ we may assume that x0 = 0
and g(x0) = 0. A certain j × j minor of Dg(x0) has rank j. By precomposing g with a
permutation of j variables in Rk and postcomposing it with a permutation of j variables in
V we may assume that
rank
[
∂gm
∂x`
(x0)
]
1≤m,`≤j
= j. (4.2.3)
Let H : Rk → Rk be defined by
H(x) = (g1(x), . . . , gj(x), xj+1, . . . , xk).
It follows from (4.2.3) that JH(x0) 6= 0 and hence H is a diffeomorphism in a neighborhood
of x0 = 0 ∈ Rk. It suffices to observe that for all i = 1, 2, . . . , j,(
g ◦H−1)
i
(x) = xi.
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In what follows, by cubes, we will mean cubes with edges parallel to the coordinate
axes in Rk. It suffices to prove that any point x0 ∈ Kj has a cubic neighborhood whose
intersection with Kj is mapped onto a set of Hk-measure zero. Since we can take cubic
neighborhoods to be arbitrarily small, the change of variables from Lemma 4.2.6 allows us
to assume that
Kj ⊂ (0, 1)k, gi(x) = xi for i = 1, 2, . . . , j and x ∈ [0, 1]k. (4.2.4)
Indeed, according to Lemma 4.2.6 we can assume that x0 = 0 and that g fixes the first
j variables in a neighborhood of 0. The neighborhood can be very small, but a rescaling
argument allows us to assume that it contains a unit cube Q around 0. Translating the cube
we can assume that Q = [0, 1]k. If x ∈ Kj, since rankDg(x) = j and g fixes the first j
coordinates, the derivative of g in directions orthogonal to the first j coordinates equals zero
at x, ∂g`(x)/∂xi = 0 for i = j + 1, . . . , k and any `.
Lemma 4.2.7. Under the assumptions (4.2.4) there exists a constant C = C(k) > 0 such
that for any integer m ≥ 1, and every x ∈ Kj, there is a closed cube Qx ⊂ [0, 1]k with edge
length dx centered at x with the property that f(Kj ∩ Qx) = g(Kj ∩ Qx) can be covered by
mj balls in `∞, each of radius CLdxm−1, where L is the Lipschitz constant of f .
The theorem is an easy consequence of this lemma through a standard application of
the 5r-covering lemma, Theorem 2.3.9. First of all observe that cubes with sides parallel to
coordinate axes in Rk are balls with respect to the `∞k metric
‖x− y‖∞ = max
1≤i≤k
|xi − yi|.
Hence the 5r-covering lemma applies to families of cubes in Rk. By 5−1Q we will denote a
cube concentric with Q and with 5−1 times the diameter. The cubes {5−1Qx}x∈Kj form a
covering of Kj. Hence we can select disjoint cubes {5−1Qxi}∞i=1 such that
Kj ⊂
∞⋃
i=1
Qxi .
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If di is the edge length of Qxi , then
∑∞
i=1(5
−1di)k ≤ 1, because the cubes 5−1Qxi are disjoint
and contained in [0, 1]k. Hence
Hk∞(f(Kj)) ≤
∞∑
i=1
Hk∞(f(Kj ∩Qxi)) ≤
∞∑
i=1
mj(CLdim
−1)k ≤ 5kCkLkmj−k.
Since the exponent j − k is negative, and m can be arbitrarily large we conclude that
Hk∞(f(Kj)) = 0 and hence Hk(f(Kj)) = 0. Thus it remains to prove Lemma 4.2.7.
Proof of Lemma 4.2.7. Various constants C in the proof below will depend on k only. Fix
an integer m ≥ 1. Let x ∈ Kj. Since every point in Kj is a density point of Kj, there is a
closed cube Q ⊂ [0, 1]k centered at x of edge length d such that
Hk(Q \Kj) < m−kHk(Q) = m−kdk. (4.2.5)
By translating the coordinate system in Rk we may assume that
Q = [0, d]j × [0, d]k−j.
Each component of f : Q∩Kj → `∞ is an L-Lipschitz function. Extending each component
to an L-Lipschitz function on Q results in an L-Lipschitz extension f˜ : Q → `∞. This is
well-known and easy to check.
Divide [0, d]j into mj cubes with pairwise disjoint interiors, each of edge length m−1d.
Denote the resulting cubes by Qν , ν ∈ {1, 2, . . . ,mj}. It remains to prove that
f((Qν × [0, d]k−j) ∩Kj) ⊂ f˜(Qν × [0, d]k−j)
is contained in a ball (in `∞) of radius CLdm−1. It follows from (4.2.5) that
Hk((Qν × [0, d]k−j) \Kj) ≤ Hk(Q \Kj) < m−kdk.
Hence
Hk((Qν × [0, d]k−j) ∩Kj) > (m−j −m−k)dk.
This estimate and the Fubini theorem imply that there is ρ ∈ Qν such that
Hk−j(({ρ} × [0, d]k−j) ∩Kj) > (1−mj−k)dk−j.
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Hence
Hk−j(({ρ} × [0, d]k−j) \Kj) < mj−kdk−j.
It follows from (4.2.2) with k replaced by k − j that
diam `∞(f˜({ρ} × [0, d]k−j)) ≤ CLHk−j(({ρ} × [0, d]k−j) \Kj)1/(k−j) ≤ CLm−1d. (4.2.6)
Indeed, the rank of the derivative of g restricted to the slice {ρ} × [0, d]k−j equals zero at
the points of ({ρ} × [0, d]k−j) ∩Kj and this derivative coincides a.e. with the approximate
derivative of f˜ restricted to {ρ} × [0, d]k−j ∩Kj which by the property of g must be zero as
well.
Since the distance of any point in Qν × [0, d]k−j to {ρ} × [0, d]k−j is bounded by Cm−1d
and f˜ is L-Lipschitz, (4.2.6) implies that f˜(Qν × [0, d]k−j) is contained in a ball of radius
CLdm−1, perhaps with a constant C bigger than that in (4.2.6). The proof of the lemma is
complete.
This also completes the proof of Theorem 4.2.2.
4.3 HEISENBERG GROUPS
As an application we will show one more proof of the well-known result of Ambrosio-Kircheim
[1] and Magnani [28] that the Heisenberg group Hn is purely k-unrectifiable for k > n.
Another proof was given in [3] and our argument is related to the one given in [3] in a sense
that the proof of Theorem 4.2.2 is based on similar ideas. The following result is well-known,
see for example Theorem 1.2 in [3].
Lemma 4.3.1. Let k > n and let E ⊂ Rk be a measurable set. If f : E → Hn is locally
Lipschitz continuous, then for Hk-almost every point x ∈ E, rank (apDf(x)) ≤ n.
The Heisenberg group Hn is homeomorphic to R2n+1 and the identity mapping id : Hn →
R2n+1 is locally Lipschitz continuous. Hence f is locally Lipschitz as a mapping into R2n+1.
The approximate derivative apDf(x) is understood as the derivative of the mapping into
R2n+1. As an application of Theorem 4.1.1 we will prove unrectifiability of Hn.
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Theorem 4.3.2. Let k > n be positive integers. Let E ⊂ Rk be a measurable set, and let
f : E → Hn be a Lipschitz mapping. Then Hk(f(E)) = 0.
Here the Hausdorff measure in Hn is with respect to the Carnot-Carathe´odory metric
or with respect to the Kora´nyi metric dK which is bi-Lipschitz equivalent to the Carnot-
Carathe´odory one.
Proof. Let f : E ⊂ Rk → Hn, k > n be Lipschitz. We need to prove that Hk(f(E)) = 0.
Recall that by Lemma 4.3.1, rank (apDf(x)) ≤ n. Fix a collection of k distinct points
yi, . . . , yk in Hn and define the mapping g : E ⊂ Rk → Rk as the projection of f
g(x) = (dK(f(x), y1), . . . , dK(f(x), yk)).
The mapping pi : Hn → Rk defined by pi(z) = (dK(z, y1), . . . , dK(z, yk)) is Lipschitz continu-
ous, but it is not Lipschitz as a mapping pi : R2n+1 → Rk. Hence it is not obvious that we
can apply the chain rule to g = pi ◦ f and conclude that rank (apDg(x)) ≤ n < k a.e. in E
which would imply Hk(f(E)) = 0 by Theorem 4.1.1. To overcome this difficulty we use the
fact that the Kora´nyi metric R2n+1 3 z 7→ dK(z, y) ∈ R is C∞ on R2n+1 \ {y}. Hence the
chain rule applies to g = pi ◦ f on the set E \ (⋃ki=1 Ei), where
Ei = {x ∈ E : f(x) = yi}
and rank (apDg(x)) ≤ n < k a.e. in E \ (⋃ki=1 Ei). If x ∈ Ei, then f(x) 6= yj for j 6= i and
g(x) = (dK(f(x), y1), . . . , dK(f(x), yi−1), 0, dK(f(x), yi+1), . . . , dK(f(x), yk)), for x ∈ Ei.
Thus g = pii ◦ f on Ei, where
pii(z) = (dK(z, y1), . . . , dK(z, yi−1), 0, dK(z, yi+1), . . . , dK(z, yk)).
The function pii is smooth in a neighborhood of yi = f(x), x ∈ Ei and hence the chain rule
shows that the approximate derivative of g|Ei has rank less than or equal n < k a.e. in Ei.
It remains to observe that at almost all points of Ei the approximate derivative of g equals
to that of g|Ei .
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4.4 GENERALIZATION OF THE MAIN RESULT
Definition 4.4.1. We say that a metric space (X, d) is quasiconvex if there is a constant
M ≥ 1 such that any two points x, y ∈ X can be connected by a curve γ of length `(γ) ≤
Md(x, y).
The next result is a variant of Theorem 4.1.1.
Theorem 4.4.2. Suppose that (X, d) is a complete and quasiconvex metric space and that
Φ : X → `∞ is a Lipschitz map with the property that for some constant CΦ > 0 and all
rectifiable curves γ in X we have
`(γ) ≤ CΦ`(Φ ◦ γ). (4.4.1)
Then for any k ≥ 1 and any Lipschitz map f : E ⊂ Rk → X defined on a measurable set
E ⊂ Rk the following conditions are equivalent.
1. Hk(f(E)) = 0 in X,
2. Hk(Φ(f(E))) = 0 in `∞,
3. rank (apD(Φ ◦ f)) < k a.e. in E.
Proof. The implication from (1) to (2) is obvious. The equivalence between (2) and (3)
follows immediately from Theorem 4.2.2. So it remains to prove that (3) implies (1). Since
(Φ ◦ f)i : E → R is Lipschitz continuous, for any  > 0 there is gi ∈ C1(Rk) such that
Hk({x ∈ E : (Φ ◦ f)i(x) 6= gi(x)}) < /2i.
Moreover apD(Φ◦f)i(x) = Dgi(x) for almost all points of the set where (Φ◦f)i = gi. Hence
there is a measurable set F ⊆ E such that Hk(E \ F ) <  and
g = Φ ◦ f, Dg = apD(Φ ◦ f), rank (Dg) < k on F,
where g = (g1, g2, . . . ).
Since F =
⋃k−1
j=0 Kj, where
Kj = {x ∈ F : rankDg(x) = j},
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it suffices to show tat Hk(f(Kj)) = 0. By removing a subset of measure zero we can assume
that all points of Kj are the density points of Kj. Since the problem is local in the nature
we can assume that
Kj ⊆ (0, 1)k, gi(x) = xi for i = 1, 2, . . . , j and x ∈ [0, 1]k. (4.4.2)
Lemma 4.4.3. Let CΦ be the BLD constant of Φ and let M be the quasiconvexity constant
of X. Under the assumption (4.4.2) there is a constant C = C(k)CΦM > 0 such that for
any integer m ≥ 1, and any x ∈ Kj, there is a closed cube Qx ⊆ [0, 1]k centered at x of edge
length dx such that f(Kj ∩ Qx) can be covered by mj balls in X, each of radius CLdxm−1,
where L is the Lipschitz constant of f .
Proof. To prove the lemma we choose Q ⊆ [0, 1]k with edge length d, centered at x such that
Hk(Q \Kj) < m−kdk. We can assume that Q = [0, d]k. Divide Q into mj rectangular boxes
Qν × [0, d]k−j. We need to show that f((Qν × [0, d]k−j)∩Kj) is contained in a ball of radius
CLdm−1. We find ρ ∈ Qν such that
Hk−j(({ρ} × [0, d]k−j) \Kj) < mj−kdk−j. (4.4.3)
By the volume argument every point in {ρ} × [0, d]k−j is at the distance no more than
C(k)m−1d to the set ({ρ} × [0, d]k−j) ∩ Kj. Hence every point in Qν × [0, d]k−j, and thus
every point in (Qν × [0, d]k−j) ∩Kj, is at the distance less than or equal to C(k)m−1d from
the set ({ρ} × [0, d]k−j) ∩Kj. Since f is L-Lipschitz it suffces to show that
diamX(f(({ρ} × [0, d]k−j) ∩Kj)) < CLdm−1. (4.4.4)
Lemma 4.4.4. Let E ⊂ Q be a measurable subset of a cube Q ⊂ Rn. For x, y ∈ Q let Ix(y)
be the length of the intersection of the interval xy with E, i.e. Ix(y) = H1(xy ∩ E). Then
there is a constant C = C(n) > 0 such that for any x ∈ Q
Hn({y ∈ Q : Ix(y) ≤ CHn(E)1/n}) > H
n(Q)
2
. (4.4.5)
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The lemma says that if the measure of E is small, then more than 50% of the intervals
xy intersect E along a short subset.
Proof. It suffices to show that for some constant C = C(n)
∫
Q
Ix(y) dy ≤ CHn(E)1/n.
Then (4.4.5) will be true with C replaced by 2C. For z ∈ Sn−1 let δ(z) = sup{t > 0 :
x+ tz ∈ Q}. An integral over Q can be represented in the spherical coordinates centered at
x as follows ∫
Q
f(y) dy =
∫
Sn−1
∫ δ(z)
0
f(x+ tz)tn−1 dt dσ(z). (4.4.6)
If z ∈ Sn−1, then
Ix(x+ tz) ≤ Ix(x+ δ(z)z) =
∫ δ(z)
0
χE(x+ τz) dτ.
We have
∫
Q
Ix(y) dy =
1
Hn(Q)
∫
Sn−1
∫ δ(z)
0
tn−1Ix(x+ tz) dt dσ(z)
≤ 1Hn(Q)
∫
Sn−1
∫ δ(z)
0
tn−1
∫ δ(z)
0
χE(x+ τz) dτ dt dσ(z)
≤ 1Hn(Q)
∫
Sn−1
∫ diamQ
0
tn−1 dt
∫ δ(z)
0
χE(x+ τz) dτ dσ(z)
= C(n)
∫
Sn−1
∫ δ(z)
0
χE(x+ τz)
τn−1
τn−1 dτ dσ(z) (4.4.7)
= C
∫
Q
χE(y)
|x− y|n−1 dy ≤ CH
n(E)1/n
by Lemma 4.2.4. Equality (4.4.7) follows from (4.4.6).
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Now under the assumptions of the lemma, if x, y ∈ Q, we can find z ∈ Q such that
Ix(z) + Iy(z) ≤ CHn(E)1/n, i.e. the curve xz + zy connecting x to y has length no bigger
than 2diam (Q) and it intersects the set E along a subset of length less than or equal to
CHn(E)1/n.
Applying it to n = k − j, Q = {ρ} × [0, d]k−j, and E = ({ρ} × [0, d]k−j) \Kj, every pair of
points x, y ∈ Q ∩Kj can be connected by a curve γ = xz + zy of length `(γ) ≤ 2d√k − j
(two times the diameter of the cube) whose intersection with the complement of Kj has
length no more than C(k)m−1d by (4.4.3).
We can parametrize γ by arc-length γ : [0, `(γ)]→ {ρ}× [0, d]k−j as a 1-Lipschitz curve. The
mapping f ◦ γ is L-Lipschitz and defined on a subset γ−1(Kj). It uniquely extends to the
closure of γ−1(Kj) (because it is Lipschitz and X is complete). The complement of this set
consists of countably many open intervals of total length bounded by C(k)m−1d. Since the
spaceX is quasiconvex we can extend f◦γ from the closure of γ−1(Kj) to f˜ ◦ γ : [0, `(γ)]→ X
as an ML-Lipschitz curve connecting x to y; here M is the quasiconvexity constant of the
space X.
The curve
Φ ◦ (f˜ ◦ γ) : [0, `(γ))]→ `∞
is CΦML-Lipschitz. Note that on the set γ
−1(Kj) this curve coincides with g ◦ γ and hence
for a.e. t ∈ γ−1(Kj) we have
D(Φ ◦ (f˜ ◦ γ))(t) = D(g ◦ γ)(t) = 0.
Hence the length of the curve Φ ◦ (f˜ ◦ γ) is bounded by
`(Φ ◦ (f˜ ◦ γ)) =
∫ `(γ)
0
‖D(Φ ◦ (f˜ ◦ γ))(t)‖dt
≤ CΦMLH1([0, `(γ)] \ γ−1(Kj))
≤ CΦMLC(k)m−1d
Now since Φ is weak BLD we have
d(f(x), f(y)) ≤ `(f˜ ◦ γ) ≤ CΦ`(Φ ◦ (f˜ ◦ γ)) ≤ C2ΦMLC(k)m−1d.
Since this is true for all x, y ∈ ({ρ}×[0, d]k−j)∩Kj, (4.4.4) follows. The proof is complete.
49
As an immediate consequence of Theorem 4.4.2, we have the following theorem.
Theorem 4.4.5. Let (X, dX) be a complete and quasiconvex metric space and let (Y, dY ) be
any metric space. Let Φ : X → Y be a weak BLD mapping. Then for any k ∈ N and any
Lipschitz map f : E ⊂ Rk → X defined on a measurable set E ⊂ Rk the following conditions
are equivalent.
1. Hk(f(E)) = 0 in X,
2. Hk(Φ(f(E))) = 0 in Y .
Proof. This theorem follows immediately from Theorem 4.4.2 and by embedding Φ(f(E))
into `∞ using the Kuratowski embedding.
4.5 APPLICATIONS
4.5.1 Mappings of bounded length distortion
Definition 4.5.1. A mapping f : X → Y between metric spaces is said to have the weak
bounded length distortion property (weak BLD) if there is a constant C ≥ 1 such that for all
rectifiable curves γ in X we have
C−1`X(γ) ≤ `Y (f ◦ γ) ≤ C`X(γ). (4.5.1)
The class of mappings with bounded length distortion (BLD) was introduced in [32]
under the assumption that f : Ω ⊂ Rn → Rn is a continuous mapping on an open domain
such that it is open, discrete, sense preserving and satisfies (4.5.1) for all curves γ in Ω. A
more general definition without any topological restrictions was given in [25, Definition 2.10].
This definition is almost identical to ours, but it was assumed that (4.5.1) was satisfied for
all curves γ in X. The two notions are different: it may happen that a mapping has the weak
BLD property, but some curves of infinite length in X are mapped onto rectifiable curves
and hence such a mapping is not BLD in the sense of [25, Definition 2.10]. For example the
identity mapping on the Heisenberg group id : Hn → R2n+1 satisfies the weak BLD condition
locally. However, any segment on the t-axis has infinite length in the metric of Hn (actually
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its Hausdorff dimension equals 2) and it is mapped by the identity mapping to a segment in
the t-axis in R2n+1 of finite Euclidean length.
As a consequence of Theorem 4.4.2 we obtain.
Theorem 4.5.2. If a mapping f : Ω ⊂ Rn → Rm defined on an open set Ω ⊂ Rn has the
weak BLD property, then f is locally Lipschitz, m ≥ n and rankDf(x) = n a.e. in Ω.
Proof. For any y ∈ B(x, r) ⊂ Ω, the segment xy is mapped on a curve of length bounded
by C|x− y|. Hence |f(x)− f(y)| ≤ C|x− y|. Let X be a closed ball contained in Ω, equip
it with the Euclidean metric and let Φ = f |X : X → Rm. Let E ⊂ X be the set of points
where rankDf < n and let ι : E → X be the identity mapping. According to Theorem 4.4.2,
Hn(E) = Hn(ι(E)) = 0 if and only if rank (apD(Φ ◦ ι)) = rankDf < n, a.e. in E. Since
the last condition is satisfied by the definition of E, we conclude that Hn(E) = 0, and hence
rankDf(x) = n a.e. in Ω, because Ω is a countable union of closed balls. This however,
implies that m ≥ n.
Gromov proved in [11, 2.4.11] that any Riemannian manifold of dimension n admits a
mapping into Rn that preserves lengths of curves. It follows from Theorem 4.5.2 that the
Jacobian of such mapping is different than zero a.e. and hence there is no such mapping
into Rm for m < n (this result is known).
In [32] it was proved that a mapping f : Ω ⊂ Rn → Rn is BLD (under the topological
assumptions: open, discrete, sense preserving) if and only if f is locally Lipschitz and |Jf | ≥
c > 0 a.e. We proved without any topological assumptions that |Jf | > 0 a.e.
4.5.2 Carnot-Carathe´odory spaces
Let X1, X2, . . . , Xm be a family of vector fields defined on an open and connected set Ω ⊂ Rn
with locally Lipschitz continuous coefficients. Assume that the vector fields are linearly
independent at every point of Ω and that for every compact set K ⊂ Ω
inf
p∈K
inf
i∈{1,...,m}
|Xi(p)| > 0.
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For v =
∑
i aiXi(p) ∈ span {Xi(p), . . . , Xm(p)} we define
|v|H =
( m∑
i=1
a2i
)1/2
.
It follows from our assumptions that on compact subsets of Ω, |v|H is comparable to the
Euclidean length |v| of the vector v, i.e. for every compact set K ⊂ Ω there is a constant
C ≥ 1 such that
C−1|v| ≤ |v|H ≤ C|v| for all p ∈ K and all v ∈ span {X1(p), . . . , Xm(p)}. (4.5.2)
We say that an absolutely continuous curve γ : [a, b]→ Ω is horizontal if there are measurable
functions ai(t), a ≤ t ≤ b, i = 1, 2, . . . ,m such that
γ′(t) =
m∑
i=1
ai(t)Xi(γ(t)) for almost all t ∈ [a, b].
The horizontal length of γ is defined as
`H(γ) =
∫ b
a
|γ′(t)|H dt.
Denoting the Euclidean length of a curve γ by `(γ), it easily follows from (4.5.2) that if
G b Ω, then there is a constant C ≥ 1 such that for any horizontal curve γ : [a, b] → G we
have
C−1`(γ) ≤ `H(γ) ≤ C`(γ). (4.5.3)
Assume that any two points in Ω can be connected by a horizontal curve. This is the case
for example if the vector fields satisfy the Ho¨rmander condition [45, Proposition III.4.1]. A
Carnot group G is a group structure on Rn along with a horizontal distribution and the
associated Carnot-Carathe´odory metric. The Heisenberg group is an example of the Carnot
group. All the assumptions about the vector fields given above are satisfied by Carnot groups
(and in particular by the Heisenberg groups), [14, Section 11.3], but not by the Grushin type
spaces [10]. Namely in general in the Grushin type spaces the inequality `H(γ) ≤ C`(γ)
need not be satisfied.
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The Carnot-Carathe´odory distance dcc(x, y) of the points x, y ∈ Ω is defined as the
infimum of horizontal lengths of horizontal curves connecting x and y. Since we assume that
any two points in Ω can be connected by a horizontal curve, (Ω, dcc) is a metric space.
Clearly horizontal curves are rectifiable and it is well-known that every rectifiable curve
with the arc-length parametrization is horizontal. Moreover `H(γ) equals the length `cc(γ) of
γ with respect to the Carnot-Carathe´odory metric. A detailed account on this topic can be
found in [34]. id : (Ω, dcc)→ Ω from the Carnot-Carathe´odory space onto Ω with Euclidean
metric is locally weakly BLD.
The next result follows immediately from a local version of Theorem 4.4.2. It applies to
Carnot groups and in particular to the Heisenberg groups.
Theorem 4.5.3. Let X1, . . . , Xm be a family of locally Lipschitz vector fields in an open and
connected domain Ω ⊂ Rn such that for every compact set K ⊂ Ω
inf
p∈K
inf
i∈{1,...,m}
|Xi(p)| > 0. (4.5.4)
Assume also that any two points in Ω can be connected by a horizontal curve. Then for k ≥ 1
and any Lipschitz mapping f : E ⊂ Rk → (Ω, dcc) the following conditions are equivalent.
1. Hkdcc(f(E)) = 0 in (Ω, dcc);
2. Hk(f(E)) = 0 with respect to the Euclidean metric in Ω;
3. rank (apDf) < k a.e. in E.
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5.0 MAPPINGS OF BOUNDED LENGTH DISTORTION
5.1 INTRODUCTION
The class of mappings of bounded length distortion (BLD for short) was introduced by
Martio and Va¨isa¨la¨ [32], and it plays a fundamental role in the contemporary development
of geometric analysis and geometric topology, especially in the context of branched coverings
of metric spaces, see e.g. [5, 17, 18, 19, 21, 22, 23, 25, 26, 36].
Analytic definition. A mapping f : Ω → Rn defined on a domain Ω ⊂ Rn is said to
be of the M-bounded length distortion (M-BLD) if it is locally Lipschitz, has non-negative
Jacobian Jf ≥ 0 and
M−1|h| ≤ |Df(x)h| ≤M |h|, for a.e. x ∈ Ω and for all h ∈ Rn. (5.1.1)
Martio and Va¨isa¨la¨ [32], proved that this definition is equivalent to a more geometric
one.
Geometric definition. A continuous map f : Ω → Rn defined on a domain Ω ⊂ Rn is
M -BLD if it is open, discrete, sense-preserving and for any curve γ in Ω we have
M−1`(γ) ≤ `(f ◦ γ) ≤M`(γ), (5.1.2)
where `(γ) denotes the length of the curve γ.
A mapping is said to be BLD if it is M -BLD for some M ≥ 1.
Let us recall some topological terminology here. A mapping f : Ω→ Rn is called open if
it maps open subsets of Ω onto open subsets of Rn. It is discrete if the inverse image of any
point in Rn is a discrete set in Ω. We say that f is sense-preserving (weakly sense-preserving)
if it is continuous and the topological degree with respect to any subdomain D b Ω satisfies:
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deg(f,D, y) > 0 (deg(f,D, y) ≥ 0) for all y ∈ f(D) \ f(∂D). For more details, see e.g. [42,
Section I.4].
The proof of the equivalence of the definitions given in [32] goes as follows.
If f satisfies the analytic definition, then f is locally M -Lipschitz and the right inequality
at (5.1.2) follows. Also f is a non-constant quasiregular mapping, and hence by Reshetnyak’s
theorem [39], [42, Theorems I.4.1 and I.4.5], it is open, discrete and sense-preserving. Then
Martio and Va¨isa¨la¨ concluded the left inequality at (5.1.2) using the so called path-lifting
argument which is available for mappings that are open and discrete. For a detailed account
of the proof, see Proposition 5.2.9.
Now suppose that f satisfies the geometric definition. It easily follows from (5.1.2) that
f is locally M -Lipschitz and hence |Df(x)h| ≤ M |h| for almost all x ∈ Ω and all h ∈ Rn.
Since f is locally Lipschitz, open, discrete and sense-preserving it follows from [42, I.4.11] that
Jf ≥ 0. It remains to prove that |Df(x)h| ≥ M−1|h|. Again, Martio and Va¨isa¨la¨ employed
the path-lifting argument in the proof. This argument could be used only because it was
assumed that the mapping was open and discrete. For the detailed proof, see Proposition
5.2.10.
The above sketch of the proof shows that the path-lifting argument was used in both
directions of the proof of the equivalence of the analytic and the geometric definitions. In
words of Martio and Va¨isa¨la¨ (path-lifting) is perhaps the most important tool in the theory
of BLD maps.
The main observation in this chapter is that the implication from (5.1.2) to (5.1.1) does
not require the path-lifting argument.
Theorem 5.1.1. If a continuous map f : Ω→ Rn defined on a domain Ω ⊂ Rn is such that
for any rectifiable curve γ in Ω inequality (5.1.2) is satisfied, then f is locally Lipschitz and
(5.1.1) is true.
The mappings to which Theorem 5.1.1 applies may change orientation. For example it
applies to the folding of the plane f(x, y) = (|x|, y). This map preserves lengths of all curves,
yet it changes orientation and hence it is not BLD. In order to apply Theorem 5.1.1 to the
class of BLD mappings we need a condition that would eliminate mappings like folding of the
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plane; it suffices to assume that the Jacobian is non-negative. The following result from [15]
which is the main result in this chapter is a straightforward consequence of Theorem 5.1.1.
Theorem 5.1.2. A continuous mapping f : Ω→ Rn is M-BLD, if and only if
M−1`(γ) ≤ `(f ◦ γ) ≤M`(γ)
for all rectifiable curves γ in Ω and Jf ≥ 0 a.e. in Ω.
Remark 5.1.3. The condition about non-negative Jacobain is very natural. Indeed, if
f : Ω → Rn is a Lipschitz map, that is open, discrete, and sense-preserving, then the
Jacobian Jf ≥ 0 is non-negative a.e. [42, Lemma I.4.11]. On the other hand, a Lipschitz
mapping f : Ω→ Rn with Jf ≥ 0 a.e. is weakly sense-preserving, [42, Lemma VI.5.1].
Remark 5.1.4. Theorem 5.1.2 provides a new and a simpler version of the geometric defini-
tion by showing that the strong topological assumptions about openness and discreteness in
the geometric definition of the BLD mappings are redundant. We want to emphasize that the
proof that the analytic definition implies our new geometric definition involves Reshetnyak’s
theorem and the path-lifting argument as described above. Only the other implication is
based on a new argument that avoids topological assumptions.
Remark 5.1.5. The geometric definition of Martio and Va¨isa¨la¨ is the base of the indepen-
dent theory of BLD mappings between generalized metric manifolds, but our result applies
to the Euclidean setting only.
Our proof is short and elementary, but we arrived to this simple argument through a
rather complicated way by studying unrectifiability of the Heisenberg groups.
A mapping f : X → Y between metric spaces is said to be a weak BLD mapping, if there
is a constant M ≥ 1 such that for all rectifiable curves γ in X, we have
M−1`X(γ) ≤ `Y (f ◦ γ) ≤M`X(γ). (5.1.3)
This definition was introduced in section 4.5. See also [25], where a stronger condition that
(5.1.3) is true for all curves γ is required.
It is a well-known fact that the identity map id : Hn → R2n+1 has (locally) the weak BLD
property. Here, Hn is the standard Heisenberg group. One of the results in [16] provides
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a characterization of pure k-unrectifiability of a metric space X under the assumption that
there is a weak BLD mapping Φ : X → RN for some N > 0. Since the identity mapping
Φ = id : Hn → R2n+1 has the weak BLD property, the result provides a new proof of pure
k-unrectifiability of Hn when k > n. It also follows from this characterization of pure k-
unrectifiability of X that if f : Ω ⊂ Rn → Rm has the weak BLD property, then m ≥ n and
rankDf = n a.e. In particular, weak BLD mappings f : Ω ⊂ Rn → Rn satisfy |Jf | > 0 a.e.
We quickly realized that a stronger quantitative estimate |Jf | ≥ C > 0 would imply that
weak BLD mappings with Jf ≥ 0 are BLD which is our Theorem 5.1.2. We could prove this
estimate using the methods of [16], but the proof was long and complicated; eventually we
discovered a very simple argument which is presented in this chapter.
By Sn−1 we will denote the unit sphere in Rn and χE will stand for the characteristic
function of a set E.
5.2 PATH LIFTING FOR OPEN AND DISCRETE MAPPINGS
In this section, we provide a detailed account of the proof of the equivalence between the
analytic and geometric definitions given in [32].
Definition 5.2.1. Let f : Ω ⊂ Rn → Rn be a mapping. The branch set Bf of f is the set
of all points x ∈ Ω where f is not a local homeomorphism.
Remark 5.2.2. For open and discrete maps, the topological dimension of Bf is at most
n− 2. For the basic facts about these properties refer to [31].
Lemma 5.2.3. Suppose that f : Ω → Rn satisfies the analytic definition. Then, f has the
following properties:
1. f is discrete, open, and sense-preserving.
2. f |Ω\Bf is locally M-bi-Lipschitz.
3. If f is injective, f−1 : f(Ω)→ Ω satisfies the analytic definition.
Proof. By a result of Reshetnyak [39], a quasiregular map is either constant or discrete, open,
and sens-preserving. Since a BLD map is not constant, (1) follows.
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To prove (2), fix an open ball B ⊂ Ω\Bf such that f |B is injective. So, F |B is quasicon-
formal, that is, an injective quasiregular map. Hence, g = (f |B)−1 is also quasiconformal and
thus absolutely continuous on lines and almost everywhere differentiable. If f is differentiable
and satisfies
M−1|h| ≤ |Df(x)h| ≤M |h|
for all h ∈ Rn at x ∈ B and if g is differentiable at y = f(x), then Dg(y) = (Df(x))−1 and
thus
M−1|h| ≤ |Dg(y)h| ≤M |h|
for all h ∈ Rn. Since a Lipschitz map preserves the property of being of measure zero,
these inequalities are true for almost every y ∈ f(B). Hence, g is M -BLD and thus locally
M -Lipschitz. This proves (2) and (3).
Lemma 5.2.4. If f : Ω→ Rn satisfies the analytic definition, then |Bf | = |f(Bf )| = 0.
Proof. By [31, Theorems 2.14], Jf (x) = 0 whenever f is differentiable at a branch point
x ∈ Bf . Hence, it is easy to see that |Bf | = 0. Since f is locally Lipschitz, we can conclude
that |f(Bf )| = 0.
We will formulate our results for curves on half-open intervals; the obvious modifications
for closed intervals can be easily concluded.
Suppose that f : Ω→ Rn is discrete, open, and sens-preserving. Let β : [a, b)→ Rn be a
curve and let x ∈ f−1(β(a)). A maximal lift of β starting at x is a curve α : [a, c)→ Ω such
that α(a) = x, f ◦ α = β|[a,c), and α is not a proper subcurve of another curve with these
properties. There is always at least one maximal lift α of β starting at x. If c = b, then α is
called a total lift of β.
A domain D b Ω is a normal domain of f if f(∂D) = ∂f(D). If, in addition, x ∈ D with
D ∩ f−1(f(x)) = {x}, D is called a normal neighborhood of x. If x ∈ Ω, we let U(x, f, r)
denote the x-component of f−1(B(f(x), r)). If U = U(x, f, r) b Ω, U is a normal domain of
f and f(U) = B(f(x), r). There is r0 > 0 such that U is a normal neighborhood of x if for
r ≤ r0.
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If A ⊂ Ω, we write
N(y, f, A) = card(A ∩ f−1(y)),
N(f, A) = sup {N(y, f, A) : y ∈ Rn},
and
N(f) = N(f,Ω).
If A b Ω, N(f, A) is finite. If U is a normal neighborhood of x, N(f, V ) = i(x, f) for
every neighborhood V ⊂ U of x. Here, i(x, f) denotes the local index of f at x. We recall
a result of Rickman [41, Theorem 2] which will be used in what follows. We assume that
f : Ω→ Rn is discrete, open, and sense-preserving.
Lemma 5.2.5. Suppose that D is a normal domain of f and that β : [a, b)→ f(D) is a curve
with locus |β|. Then, D ∩ f−1(|β|) can be expressed as the union of the loci of N(f,D) total
lifts αj : [a, b)→ D of β such that card{j : αj(t) = x} = i(x, f) for every x ∈ D ∩ f−1(|β|).
Corollary 5.2.6. Suppose that D is a normal neighborhood of x, that y ∈ D, and that
β : [a, b] → f(D) is a curve joining f(x) to f(y). Then there is a lift α : [a, b] → D of β
joining x to y.
If f : Ω→ Rn, x ∈ Ω, and r > 0, we set
L∗(x, f, r) = sup {|y − x| : y ∈ ∂U},
and
l∗(x, f, r) = inf {|y − x| : y ∈ ∂U},
where U = U(x, f, r).
Lemma 5.2.7. Suppose that f : Ω → Rn satisfies the analytic definition and that U =
U(x, f, r) is a normal neighborhood of x. Then
L∗(x, f, r) ≤Mr, l∗(x, f, r) ≥M−1r.
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Proof. Choose y ∈ ∂U with |y − x| = l∗(x, f, r). Since the line segment [x, y] lies in Ω, we
have
r = |f(y)− f(x)| ≤Ml∗(x, f, r).
which is the second inequality.
To prove the first inequality, we consider a point z ∈ ∂B(f(x), r) and the radial curve
βz : [0, r)→ Rn from f(x) to z, defined by
βz(t) = f(x) + t
z − f(x)
r
.
By Lemma 5.2.5, U ∩ f−1|βz| can be covered by m maximal lifts of βz starting at x and
m = N(f, U) = i(x, f). From [31, Theorem 7.10] it easily follows that for almost every z,
each lift αz is absolutely continuous on every interval [s, r], s > 0. By Lemma 5.2.4, almost
every |βz| meets f(Bf ) in a set of measure zero. Since f |Ω\Bf is locally M -bi-Lipschitz, we
have that |α′z(t)| ≤M for almost every t ∈ [0, r). Hence
|αz(t)− x| = |αz(t)− αz(0)| ≤Mr
for all t ∈ [0, r) and for almost every z ∈ ∂B(f(x), r). Thus, |y− x| ≤Mr for a dense set of
points y ∈ U . This implies L∗(x, f, r) ≤Mr.
Corollary 5.2.8. If f : Ω → Rn satisfies the analytic definition and if U = U(x, f, r) is a
normal neighborhood of x, then
M−1|y − x| ≤ |f(y)− f(x)| ≤M |y − x|,
whenever |y − x| ≤M−1r.
Proposition 5.2.9. If f : Ω→ Rn satisfies the analytic definition, then for any curve γ in
Ω we have
M−1`(γ) ≤ `(f ◦ γ) ≤M`(γ).
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Proof. f is locally M -Lipschitz. This implies the second inequality. The proof of the first
inequality is somewhat harder. Setting β = f ◦ γ, we may assume that `(β) < ∞ and that
β : [0, `(β)] → Rn is parametrized by arc-length. Let P be a partition of [0, `(β)]. It easily
follows from [31, Theorem 2.9] that there is a refinement P ′ = {t0, · · · , tk} of P and numbers
ri > 0 such that for each i ∈ {0, · · · , k}, U(γ(ti), ri) is a normal neighborhood of γ(ti) and
β([ti−1, ti]) ⊂ Bi−1 ∪ Bi, where Bi = B(β(ti), ri). For each i = 1, · · · , k, choose si ∈ [ti−1, ti]
with β(si) ∈ Bi−1 ∩Bi. Then, 5.2.8 implies
|γ(si)− γ(ti−1)| ≤M |si − ti−1|, |γ(ti)− γ(si)| ≤M |ti − si|.
Therefore
k∑
i=1
|γ(ti)− γ(ti−1)| ≤
k∑
i=1
(|γ(ti)− γ(si)|+ |γ(si)− γ(ti−1)|)
≤M
k∑
i=1
((ti − si) + (si − ti−1))
= M`(β).
This yields M−1`(γ) ≤ `(f ◦ γ) as required.
Proposition 5.2.10. If f : Ω→ Rn satisfies the geometric definition, then
|Df(x)h| ≥M−1|h|
for almost all x ∈ Ω and all h ∈ Rn.
Proof. Fix x ∈ Ω such that f is differentiable at x. It suffices to show that |Df(x)h| ≥M−1|h|
for all h ∈ Rn. Suppose that this is false for some h = h0. Then
|Df(x)h0|
|h0| = α < M
−1. (5.2.1)
We may assume that x = 0 = f(x). Let U = U(0, f, r) be a normal neighborhood of 0. Now,
f has the expansion
f(h) = Df(0)h+ (h)h, (5.2.2)
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where (h)→ 0 as h→ 0. Pick t > 0 so small that h = th0 ∈ U and
2|(h)| ≤ 1
M − α. (5.2.3)
Let γ be the line segment from 0 to f(h). By Corollary 5.2.6 there exists a lift γ∗ of γ from
0 to h. Then, the geometric condition implies
|f(h)| = `(γ) ≥ `(γ∗) ≥ |h|
M
.
On the other hand, (5.2.1), (5.2.2), and (5.2.3) imply
|f(h)| ≤ |Df(0)h|+ |(h)||h| ≤ (1/M − α)|h|/2
= (1/M + α)|h|/2 < |h|/M.
This contradicts (5.2.3) and completes the proof.
5.3 PROOF OF THE MAIN RESULT
Suppose that f satisfies the assumptions of Theorem 5.1.1.
For any y ∈ B(x, r) ⊂ Ω, the segment xy is mapped onto a curve of length bounded by
M |x− y|. Hence |f(x)− f(y)| ≤ M |x− y| which means f is locally M -Lipschitz in Ω. So,
it is differentiable a.e. by Rademacher’s theorem and
|Df(x)h| ≤M |h| for a.e. x ∈ Ω and all h ∈ Rn.
It remains to prove that M−1|h| ≤ |Df(x)h| for a.e. x ∈ Ω and all h ∈ Rn which is equivalent
to proving that
|Df(x)h| ≥M−1 (5.3.1)
for a.e. x ∈ Ω and all h ∈ Sn−1.
Since Df is a measurable mapping, there exists, for any m ∈ N, a closed set Km ⊂ Ω
such that f is differentiable at all points of Km, Hn(Ω \Km) < m−1 and Df is continuous
on Km. Since we can exhaust Ω with the sets Km up to a set of measure zero, it suffices to
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prove (5.3.1) for any given m ∈ N, almost every x ∈ Km and all h ∈ Sn−1. Fix m ∈ N. It
suffices to prove inequality (5.3.1) when x ∈ Km is a density point of Km and h ∈ Sn−1 is
arbitrary. To the contrary suppose that there is a density point x ∈ Km and h0 ∈ Sn−1 such
that
|Df(x)h0| = α < M−1.
Without loss of generality, we may assume that x = 0. This is only used to simplify notation.
It suffices to show that there is a rectifiable curve γ passing through x such that `(f ◦γ) <
M−1`(γ). This will contradict (5.1.2). To this end it suffices to show that there are
0 < α1 < α2 < M
−1, v ∈ Sn−1 and R > 0 (5.3.2)
such that for the curve
γ : [0, R]→ Ω, γ(t) = x+ tv = tv
the following conditions are satisfied
|Df(tv)v| < α1 whenever tv ∈ Km and 0 ≤ t ≤ R, (5.3.3)
H1({t ∈ [0, R] : tv 6∈ Km}) < R α2 − α1
M
. (5.3.4)
Indeed, since f is locally M -Lipschitz and γ is 1-Lipschitz, |(f ◦γ)′(t)| ≤M for a.e. t ∈ [0, R].
Moreover (5.3.3) implies that
|(f ◦ γ)′(t)| = |Df(γ(t))γ′(t)| < α1 whenever γ(t) ∈ Km.
Hence
`(f ◦ γ) =
∫ R
0
|(f ◦ γ)′(t)| dt <
∫
{γ 6∈Km}
M dt+
∫
{γ∈Km}
α1 dt
< MR
α2 − α1
M
+ α1R = Rα2 < RM
−1 = M−1`(γ).
Therefore it remains to prove that there are α1, α2, v and R as in (5.3.2) for which the
conditions (5.3.3) and (5.3.4) are satisfied.
Fix any numbers β, α1, α2 such that α < β < α1 < α2 < M
−1. Observe that M ≥ 1.
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Let Cone (r, δ) be the set of all vectors h ∈ B(0, r) such that the angle between h and h0
is less than or equal δ.
Since Df(0) : Rn → Rn is linear and continuous, there exists δ > 0 such that
|Df(0)h| < β for all h ∈ Cone (1, δ).
Since Df |Km is continuous at x = 0, there exists τ > 0 such that
|Df(y)h| < α1, for y ∈ B(0, τ) ∩Km and h ∈ Cone (1, δ). (5.3.5)
Let C ′(n, δ) = Hn(Cone (1, δ)). By a scaling argument
Hn(Cone (r, δ)) = Hn(Cone (1, δ))rn = C ′(n, δ)rn.
Since x = 0 is a density point of Km and 0 < 1 − (α2 − α1)n/Mn < 1, there is 0 < R < τ
such that B(0, R) = B(x,R) ⊂ Ω and
Hn(Cone (R, δ) ∩Km) > C ′(n, δ)Rn
(
1− (α2 − α1)
n
Mn
)
. (5.3.6)
Now we claim that there is a vector v = h¯/|h¯| ∈ Sn−1 for some 0 6= h¯ ∈ Cone (R, δ) for which
(5.3.4) is satisfied. Indeed, suppose to the contrary that for every 0 6= h¯ ∈ Cone (R, δ) we
have
H1({t ∈ [0, R] : th¯/|h¯| 6∈ Km}) ≥ R α2 − α1
M
,
i.e.
H1({t ∈ [0, R] : th¯/|h¯| ∈ Km}) ≤ R (1− α2 − α1
M
)
. (5.3.7)
Hence for any 0 6= h¯ ∈ Cone (R, δ) and u = h¯/|h¯| ∈ Sn−1
∫ R
0
χKm(tu)t
n−1 dt ≤
∫ R
R(α2−α1)/M
tn−1 dt.
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Thus integration in spherical coordinates yields
Hn(Cone (R, δ) ∩Km) =
∫
Sn−1∩Cone (1,δ)
∫ R
0
χKm(tu)t
n−1 dt dHn−1(u)
≤
∫
Sn−1∩Cone (1,δ)
∫ R
R(α2−α1)/M
tn−1 dt dHn−1(u)
= Hn
(
Cone (R, δ) \ Cone
(
R
α2 − α1
M
, δ
))
= C ′(n, δ)Rn
(
1− (α2 − α1)
n
Mn
)
which clearly contradicts (5.3.6).
We proved that for some 0 6= h¯ ∈ Cone (R, δ) the vector v = h¯/|h¯| ∈ Sn−1 satisfies (5.3.4).
Now (5.3.3) easily follows from (5.3.5) with y = tv and h = v. Indeed, v ∈ Cone (1, δ)
and tv ∈ B(0, R) ⊂ B(0, τ). The proof is complete. This also completes the proof of
Theorem 5.1.2.
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6.0 BLD EMBEDDING CONJECTURE AND RELATED OPEN
PROBLEMS
6.1 INTRODUCTION
In this section, we will present the basic definitions and results that are needed for the rest
of this chapter.
Let (X, d) be a metric space and let C be an open cover of X. The order of the cover C
is the smallest number n (if it exists) such that each point of the space belongs to at most n
sets in the cover. A refinement of a cover C is another cover, each of whose sets is a subset
of a set in C; its order may be smaller than, or possibly larger than, the order of C.
Definition 6.1.1 (Topological Dimension). The topological dimension of a metric space
(X, d) is defined to be the minimum value of n, such that every open cover C of X has an
open refinement with order n+ 1 or below. If no such minimal n exists, the space is said to
be of infinite topological dimension.
As a special case, a topological space is zero-dimensional with respect to the topological
dimension if every open cover of the space has a refinement consisting of disjoint open sets
so that any point in the space is contained in exactly one open set of this refinement.
Theorem 6.1.2 (Menger and No`beling). Any compact metric space of topological dimension
m can be embedded in Rk for k = 2m+ 1.
Definition 6.1.3. A metric space (X, d) endowed with a Borel measure µ is said to be
Ahlfors Q-regular for some Q ≥ 0 if there exist constants 0 < c ≤ C <∞ such that
crQ ≤ µ(B) ≤ CrQ
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for every closed ball B in X with radius r < diam (X).
Remark 6.1.4. An Ahlfors Q-regular space necessarily has Hausdorff dimension equal to
Q.
Definition 6.1.5. A metric space (X, d) is said to be length metric space if the distance
between any two points x, y ∈ X is equal to the infimum of length of all curves joining x to
y.
6.2 BLD EMBEDDING CONJECTURE
The BLD embedding conjecture which, if proven positively, will yield an extension of the
celebrated C1 embedding theorem due to John Nash, [35]. This conjecture is due to Enrico
Le Donne, [25].
Recall that a mapping f : X → Y between metric spaces is BLD if the condition (4.5.1)
holds for all curves in X.
Conjecture 6.2.1 (BLD Embedding Conjecture). Any compact length metric space of
finite Hausdorff dimension can be embedded in some Euclidean space via a bounded length
distortion map.
In what follows, we will outline our attempt to approach the BLD conjecture. The
original version of Theorem 4.4.2, as it is stated in [16], is as follows.
Theorem 6.2.2. Suppose that (X, d) is a complete and quasiconvex metric space and that
Φ : X → RN is a Lipschitz map with the property that for some constant CΦ > 0 and all
rectifiable curves γ in X we have
`(γ) ≤ CΦ`(Φ ◦ γ). (6.2.1)
Then for any k ≥ 1 and any Lipschitz map f : E ⊂ Rk → X defined on a measurable set
E ⊂ Rk the following conditions are equivalent.
1. Hk(f(E)) = 0 in X,
67
2. Hk(Φ(f(E))) = 0 in RN ,
3. rank (apD(Φ ◦ f)) < k a.e. in E.
After we published this result in [16] we realized that the following consequence of the
BLD embedding conjecture is true.
Corollary 6.2.3. Let (X, dX) be a complete and quasiconvex metric space and let (Y, dY )
be a compact length metric space of finite Hausdorff dimension. Also, let φ : X → Y be a
weak BLD mapping. If the conjecture 6.2.1 is true, then for any k ∈ N and any Lipschitz
map f : E ⊂ Rk → X defined on a measurable set E ⊂ Rk the following conditions are
equivalent.
1. Hk(f(E)) = 0 in X,
2. Hk(φ(f(E))) = 0 in Y .
Indeed, the implication from 1 to 2 is obvious since φ is Lipschitz. Now, assume that
Hk(φ(f(E))) = 0 in Y . Since the BLD conjecture 6.2.1 is assumed to be true, we can find
a BLD mapping ψ : Y → RN for some N ∈ N. Since ψ is Lipschitz, we can conclude that
Hk((ψ ◦ φ)(f(E))) = 0 in RN . Let φ˜ = ψ ◦ φ. Clearly, φ˜ is a weak BLD mapping, and thus,
Theorem 6.2.2 shows that Hk((ψ ◦ φ)(f(E))) = 0 implies Hk(f(E)) = 0 and this completes
the proof of the corollary.
The statement of Corollary 6.2.3 is much stronger than that of Theorem 6.2.2. Notice
that in this corollary, φ is a BLD mappings between metric spaces whereas in Theorem 6.2.2,
φ is a BLD mapping into the Euclidean space RN . This is what lead us to Theorem 4.4.5
which is even stronger than the above corollary as Y is a completely arbitrary metric space
in that theorem. We still do not know if the BLD embedding conjecture is true or not.
Inspired by the result from K. Menger and G. No`beling’s (Theorem 6.1.2) and as an
attempt to solve the BLD conjecture, Le Donne in [25] provides the following analogue for
Lipschitz embeddings of metric spaces.
Theorem 6.2.4. Any compact metric space of Hausdorff dimension k can be embedded in
Rn via a Lipschitz map, for n = 2k + 1.
The proof is an application of the Baire Category Theorem as well as the topological
version of the theorem, namely the Menger and No`beling result. However, due to a technical
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issue which will be discussed below, the proof is flawed. The following result is taken from
[7].
Theorem 6.2.5. There exists compact subsets A and B of R of Hausdorff dimension 0 such
that H1(A×B) > 0.
Proof. First we construct Borel sets A and B and then we will modify them to be compact.
Let {sj} be a sequence of numbers decreasing to 0 and let 0 = m0 < m1 < m2 < · · · be a
sequence of integers increasing rapidly enough to ensure that
(m1 −m0) + (m3 −m2) + · · ·+ (m2j−1 −m2j−2) ≤ sjm2j, (6.2.2)
and
(m2 −m1) + (m4 −m3) + · · ·+ (m2j −m2j−1) ≤ sjm2j+1. (6.2.3)
Let A be the subset of [0, 1] consisting of those numbers with zero in the rth decimal place
if mj + 1 ≤ r ≤ mj+1 and j is odd. Similarly, take B as the set of numbers which have zeros
in the rth decimal place if mj + 1 ≤ r ≤ mj+1 and j is even. Taking the obvious covers of
A by 10k intervals of length 10−m2j , where
k = (m1 −m0) + (m3 −m2) + · · ·+ (m2j−1 −m2j−2),
it follows from (6.2.2) and (6.2.3) that if s > 0, then Hs(A) = 0 and, similarly, that Hs(B) =
0.
Let proj denote orthogonal projection from the place onto L, the line y = x. Then,
proj(x, y) is the point of L at signed distance 2−1/2(x + y) from the origin. If u ∈ [0, 1] we
may find x ∈ A and y ∈ B such that u = x+ y. Thus, proj(A× B) is a subinterval of L of
length 2−1/2. Using the fact that orthogonal projection does not increase distances, it does
not increase Hausdorff measures,
2−1/2 = H1(proj(A×B)) ≤ H1(A×B).
Now, A and B may be made into compact sets by the addition of countable sets of points.
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Proposition 5.1 in Le Donne’s paper [25] wrongly assumes that if K is a compact set
with Hausdorff dimension k, then the Hausdorff dimension of K × K is 2k. However, the
above Theorem 6.2.5 gives a counter example to this fact.
Le Donne’s result becomes true if we replace compact metric spaces of finite Hausdorff
dimension with compact Ahlfors Q-regular spaces. Indeed, for Ahlfors Q-regular spaces,
Hausdorff dimension of the product of two spaces is actually equal to the sum of the Hausdorff
dimensions and Le Donne’s argument works flawlessly. However, in that case, existence of
a Lipschitz embedding (even with a Ho¨lder continuous inverse) has been already proven by
Foias and Olson in [9]. Therefore, as a next step towards approaching the BLD conjecture,
a logical direction would be considering Ahlfors regular spaces.
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