In response to the recent frequent outbreaks of bursty events, if the supervision is not strengthened, the grievances caused by it will have an extremely negative impact on society. Therefore, how to effectively detect bursty events in social networks has become the focus of research. In order to eliminate the interference of local daily events generated by noisy data, this paper proposes a bursty event detection method for quantifying the influence of microblog text. Through the analysis of high-impact microblogs, the burst words are mined, the potential bursty event data sets are constructed, and the k-means cluster analysis method is applied to detect the event. In order to verify the method, this paper compares with the commonly used detection methods on the real dataset. The experimental results show that the method has certain improvement in accuracy and efficiency.
social stability. Zhang and Qu [1] found that when bursty event occurs, discussions on social networks always break out before traditional news media reports, which lays the foundation for bursty event detection under social networks.
Due to the rapid development of bursty events and unstructured complex expressions, detecting bursty events from massive real-time microblog data streams is still a challenging problem in the field of event detection. Research based on event detection has been widely used in the structured text, such as news data, blog posts, article reports, etc. Microblog has user sentiment tendency. Unlike structured language, weibo text has different lengths, serious colloquialism, and mixed kinds of information. Including different languages, symbolic, pictures, etc., this brings great difficulties to the detection of bursty events based on weibo.
This paper focus on the problems of event detection research in social network. We propose a bursty event detection method for quantifying the influence of microblog. Through quantitative analysis of user attributes and user behaviors, it can better capture the bursty events in social networks and comprehensively measure the event activities. The cluster analysis method of combining burst words and related microblogs can more accurately reflect the event information, and can provide assistant decision support for supervisors, which is of great significance to the development of intelligent information and expert systems. Specifically, the noisy data is filtered by setting a text influence threshold. Then, the burst words are calculated, the burst features in the data set are extracted, and finally the cluster analysis method using k-value pre-estimation is used to detect the bursty events in the microblog. Our contributions are as follows:
We have given a detailed Sina weibo bursty event detection process, including data acquisition, data preprocessing, key microblog calculation, burst word calculation, cluster analysis, event visualization, etc. which has important reference value for practical application development.
According to the analysis of the correlation between user attributes and user behavior, a key microblog calculation model combining user influence, likes, reposts, comments is proposed.
A method for estimating the number of potential events combining the squared sum of clustering errors and the silhouette coefficient is proposed.
The method proposed in this paper is applied to the real microblog dataset and compared with common event detection methods. Experimental results demonstrate the effectiveness of the method.
The rest of this paper is organized as follows: Section II is a review of the current research status of bursty event detection. Section III respectively detail key microblog computing model and bursty event detection method. Section IV is the experimental setup and results analysis, followed by concluding remarks in Section V.
II. RELATED WORK
Kleinberg [2] first launched a study on the detection of emergencies in text streams, using state machines to model the arrival time of documents in the data stream, and mining emergencies in the data stream. The establishment of its model needs to assume that the document topic in the data stream is given, and the text topic in the social network is not fixed, so it is necessary to propose a targeted event detection method for the characteristics of the social network.
At present, the methods of bursty event detection in social networks are generally divided into three categories: (1) clustering by calculating the similarity of content published by social network users within the time interval, such as the [1] , [3] , [4] ; (2) counting the co-occurrence matrix of the burst words by calculating the words with burst characteristics obtained from the social network data, such as the [5]- [7] ;
(3) The third type of bursty event detection method models the trend of emotional or user social behavior, and uses its difference between adjacent time windows to detect events. such as the Xu et al. [8] conducts sentiment classification quantitative analysis on perceived topics for bursty event detection; Zhang, et al. [9] calculates the relative entropy of emotion in two adjacent time windows for event detection. Mu et al. [10] proposes a lifecycle-based event detection framework based on the trend of public sentiment. It lays the foundation for event detection and tracking by analyzing the event life cycle. Sakaki, et al. [11] calculates the probability of earthquake occurrence in Japan by fitting the exponential distribution model after sentiment analysis of Twitter data. Kolchyna et al. [12] considers the difference of event space, time or topic information, and proposes a method to detect through the evolution of events. Different event clusters can be identified through event evolution features. In the brand's twitter sales data, and try to predict the events that occur in the sales, the tweets with emotions can increase the conclusion of the sales event prediction. Song et al. [13] combined with microblog and social relationship to propose a microblog topic detection model based on user interest, and experiments proved that it can effectively detect bursty events.
Chen et al. [14] used the information such as text, hashtag, location, and retweeting behavior to propose a complex social event detection method based on retweeting behavior.
Gaglio et al. [15] proposed a real-time Twitter data analysis framework. According to the characteristics of public opinion information in Twitter, the Frequent Pattern Mining was improved. The size of the time window was adaptively adjusted according to the Twitter data stream. Burst words with strong relevance are used to detect the event. The problem is that the event detection based on the mining algorithm of the word co-occurrence ignores the event information and can only detect macro events.
Li et al. [16] improved the LSA (latent Semantic Analysis), based on the idea of TCP (Transmission Control Protocol) congestion control, dynamically adjusting parameters, and adaptively calculating event probability. Compared with the traditional LSA algorithm, it has higher accuracy and recall rate, and the recognition effect is better. The bursty event is quantified in the form of probability, and many false events can be filtered out through the threshold. There is a problem of ambiguity in the subject of text content.
These bursty event detection methods are based on the analysis of the real-time data stream. It is difficult to obtain the global microblog data stream in real-time. Moreover, there are many noisy data in the massive social network data, which will affect the accuracy and timeliness of event detection. In view of this, many experts and scholars adopt the way of limiting the region or event type to detect events.
Zhong et al. [5] divides the region, and then combines the word frequency, associated users, microblogs, social behaviors and other features to detect the event, which improves the accuracy of the detection. However, the number of microblogs based on geographic location is small, and bursty events will not only cause wide spread discussion among local people, but also spread quickly through social networks and will also lead to full-network discussions. The method based on region filters out the noise information through geographical location, and detects the emergencies solely according to the social network information of the area where the events occur. It reduces the dataset and the computation, but ignores important information in the bursty event detection that doesn't include geographic location.
Lu et al. [6] proposes a method of core words plus subordinate words to detect brusty events. 300,000 microblog data from July to November 2012 are collected as experimental datasets. Microblog is represented by core words and subordinate words. Topic features are extracted by LDA (Latent Dirichlet Allocation), and bursty events are detected by hierarchical clustering. Real-time event detection has shown good performance, but for detected events, we need to use search engines to retrieve relevant content with burst words to analyze and describe the events, which reduces the timeliness.
Zhang et al. [17] proposes GeoBurst method to detect bursty events. For tweets with complete content and clear grammar, burst words are calculated by TFIDF (Term Frequency-Inverse Document Frequency) weight, and similarity detection is carried out by random walk. For tweets satisfying threshold conditions, clustering is carried out according to geographical conditions and semantic conditions, and the clustered regional event clusters are described by relevant tweets.
Li et al. [18] proposes a rule-based data crawling method for crime and disease events in the twitter stream. By retrieving the relevant tweets, the data volume is reduced, thereby improving the accuracy of event detection. The ordering of key events depends mainly on the number of related microblogs. The analysis of spatio-temporal sequences is mainly based on the assumption that the event location can be predicted through its tweet and social relationship.
Cui et al. [19] proposes a foodborne disease event detection method. Faced with massive microblog data, a SVM (Support Vector Machine) classifier is trained to filter noise information by taking into account ten features of user's fan number, user's attention number, user's profile length, post number, the average forwarding number, the average like number, the average comment number, publishing time, the average link number and so on. In the time interval, words related to disease symptoms keywords are collocated to construct highquality datasets, which can detect food-borne disease events, associate the detected events with restaurants, and apply the algorithm to the catering recommendation system.
The data used to study regional events is less. The microblog data with geographic markers only accounts for 2% of the total data volume [6] . The way to expand the dataset is only the regional keyword through the microblog content. Unlike local regional event detection, bursty events can spread through social networks in a short period of time because of their significant influence. Relevant microblogs that are not related to the region can be blown out in a short period of time, causing public attention and extensive participation in discussions. Therefore, the direct application of the traditional event detection method with limited area has limitations, with low accuracy and recall rate. At the same time, we should consider how to filter the daily events.
Compared with traditional event detection, there are the following problems in the research of bursty event detection for social networks:
There is no uniform standard for judging bursty events. Whether by clustering burst words based on the characteristics of bursty events or tweet based on content similarity, the method of artificial judgment is used to detect event, without quantitative analysis of the bursty events.
It is impossible to consider global and local events together. Local bursty events are affected by less effective data and are easily overwhelmed by a large number of noisy data. Global bursty events detection, which detects the occurrence of events from massive data, is limited by the difficulty of data acquisition, and can't obtain comprehensive and realtime massive data.
Influence analysis is an important content in the field of social computing. It is widely used in the fields of recommendation systems, information dissemination, public health, advertising, link prediction, etc., rarely used in event detection. The influence is manifested through the social activities between users, which is manifested in the phenomenon that users are affected by events in the social network to publish microblogs and generate related social behaviors. Bakshy et al. [20] quantifies the influence of twitter, and uses user attributes to predict the propagating trend of URLs published by them, confirming the effect of influence size on the scope of message dissemination. Comito et al. [21] evaluated the trend between tweet quantity, user participation, and location frequency in the twitter time series data, and proposed an event detection method based on user interest changes. Indirectly proves that the number of users can reflect the burst characteristics of the event. Cui, et al. [22] studied the relationship between more fine-grained microblogs and social influence, and confirmed that the influence of different users is different, and the influence between different microblogs is different. Even if the microblogs published by the same user in different time periods have different influences, the influence of microblogs varies with users, time, and social behavior. Based on this characteristic, it is more convincing to dig out key microblogs within the time interval. High-impact speech will have an important impact on the dissemination and guidance of public opinion, the formation and development of group behavior. From the perspective of information anomaly change and public behavior intensity, the author proposes a new social event scale measurement method. This method of integrating multisource information provides a new idea for the field of event detection [23] .
III. DETECTION METHOD A. KEY MICROBLOG COMPUTING MODEL
At present, there are two models based on the influence of social networks, linear threshold model and independent cascade model [24] . Independent cascade model is built on the basis that each influence characteristic is independent, which is different from the way people judge the influence of social network. So this paper adopts linear threshold model. In order to make the model conform to the real world as much as possible, we analyze the characteristics of the bursty events in social network [25] . The microblog influence calculation model proposed in this paper is shown in Figure 1 .
The key microblog calculation model proposed in this paper fully considers the various characteristics of information dissemination in social networks. One key microblog consists of four parts. User influence (can solve the cold start problem). When the breaking information just appears, the forwarding, the like, and the number of comments are small, considering the user influence can make important information not be missed. At the same time, it is assumed that the number of times the microblogs published by the user can be read in a certain period time can be replaced by the number of likes, the number of forwards, and the number of comments. Therefore, the number of likes, the number of forwards, and the number of comments are used as indicators for measuring information dissemination ability. On the basis of comprehensive consideration of the above four characteristics, the key microblog is obtained through calculation. The calculation of the four indicators is as follows:
User influence: U i refers to the identity of users who publish microblogs in the social network. Different users have different numbers of fans, concerns, microblogs and other information. By calculating these information, we can preliminarily screen the importance of the information they publish.
where N fee refers to the number of users' concerns, N fed refers to the number of users' fans, N post refers to the number of microblogs published by users. The bigger the U i , the greater the impact of the user's microblog, the more important the microblog w i . Like number: Sup(w i ) represents the likes obtained by microblog w i , which can be obtained directly from microblog. Sup(w i ) directly reflects the recognition degree of other users to microblog w i . The larger its value, the greater people's attention.
Comment number: Com(w i ) indicates the number of comments received by microblog w i , which can be obtained directly from microblog. Com(w i ) reflects the views of other users on microblog w i . The larger the value, the higher the heat of the microblog.
Forwarding number: Rep(w i ) is the number of times that microblog w i is forwarded, which can be obtained directly from microblog. The larger the value, the greater the influence of the microblog.
Based on the general discussion we make the assumptions: If the user's influence is small, but the microblog that it publishes can trigger a large number of user comments, likes, and forwarding in a short time, we think this is a key microblog.
If the user has great influence and has caused a lot of discussion within a certain period of time, we think it belongs to the key microblog.
If the user has great influence, but doesn't cause a lot of user comments, likes, forwarding, and other social behaviors within a certain period of time, we think it belongs to the key microblog.
If the user's influence is small and doesn't cause a lot of user comments, likes, reposts and other social behaviors within a certain period of time, we do not think it belongs to the key microblog. Note: A certain time refers to the time interval during which microblog is released to the collection.
To calculate the influence of microblog, we must fully consider the role of various factors, and also analyze and study the correlation of non-independent elements to find out the internal relations and changes between them. Table 1 uses data extracted manually from 300 key microblogs on August 27. By calculating the relationship between user influences, user comments, likes, reposts, the characteristics that affect the importance of microblog are analyzed.
As shown in Table 1 , in the calculation of the importance degree of microblog in the bursty events, the number of comments and the number of likes show a medium intensity correlation. The number of comments and the number of forwards are strongly correlated. The number of likes and the number of forwards show a strong correlation. However, the user influence is weakly or very weakly correlated with the number of likes, the number of comments, and the number of forwards. This phenomenon is consistent with the characteristics of burtsty events, and the way in which weibo information disseminates and spreads is uncertain and sudden. The tipping point of bursty events in social networks has little relevance to users, and the emergence of related microblogs spreads through the network, causing widespread discussion, thus forming a public opinion. The impact of the user's influence on the whole process is less severe. In the bursty events, the focus of netizens' attention is on the events, and they will not concentrate on the users who post microblogs. Netizens are affected by bursty events. Some people usually express their feelings by liking or forwarding microblog. Some people will express their opinions on the event through comments. Due to the social influence of bursty events, users will be more proactive in understanding the details of the incident. In order to fully understand the seriousness of the situation, users will continue to consult the weibo content to understand the information related to the emergency and keep an eye on the progress of the event. Therefore, it is consistent with the information reflected in the table above, which verifies the validity of the hypothesis. The focus of the user's attention in the bursty events is the information of the event itself. In the process of deep understanding of the event, it will be expressed in the form of like, forwarding, and posting of comments. Through the correlation analysis, the relationship between the four aspects of user influence, likes, comments and forwards is verified, which confirms that the influence of different features on the importance of microblog is different and cannot be generalized. Here we give the calculation method of the key microblog:
Among them, α, β, γ , δ are adjustment coefficients, which are used to adjust the weights of the four types of features
is the importance of microblog w i . The greater its value, the more important w i is, the more convincing its content is. Therefore, the accuracy of the key microblog computing model depends on the threshold θ , the determination of adjustment parameters α, β, γ , δ and the calculation of threshold θ in the experimental part.
The algorithm 1 is used to calculate the key microblog dataset within the time interval t, which can filter out some noisy data and improve the accuracy of the burst word calculation.
Algorithm 1 key Microblog Recognition Algorithm
Input: Microblog with social behavior and user information. First, remove the verbs in the microblog that cannot express the actual meaning, such as '' (that)'', '' (other)'', ''
(any)'', etc., and then judge whether the remaining words are burst words. The calculation method is as follows:
Here B t (tw) represents the burst degree of the word tw in the time interval t. It reflects the amount of change of the word within the time interval t. f t (tw) denotes the frequency of the word tw appearing in the time interval t. u t (tw) denotes the average number of occurrences of the word tw in the time interval t. In [1] , when calculating the influence of words on bursty events, the weight is divided into two parts, the basis weight (word frequency) and the burst weight (B t (tw)), and the burst words are obtained through combination analysis. Equation 3 does not take into account the burst characteristics of bursty events when calculating burst words.
When a butsty event occurs, the event-related information spreads rapidly, attracting a large number of users to pay attention to and participate in the discussion. Therefore, a large number of microblogs related to the event are generated, and the frequency of words used to describe the event will rise rapidly. But the frequency of occurrence of words related to describing event is not high before event occurs. In view of this, this paper concludes that the historical data of words will affect the detection effect of bursty events.
Therefore, on the basis of the Zhong et al. [5] , this paper proposes a method for calculating the basic weights using historical data when calculating burst words:
Among them, TFH his tw = The larger F t (tw), indicates that the word tw is more likely to become a burst word in the current time interval. The denominator introduces the standard deviation of historical data, which can more accurately identify words that change smoothly in the past time interval and are suddenly strong in the current time interval.
If we consider the historical data for too long, it will not only increase the amount of calculation, but also produce unknown negative effects. Therefore, we only consider the data of the previous time interval as historical data. Equation (4) can be abbreviated as:
The base weight F t (tw) is linearly combined with the burst weight B t (tw) to calculate the burst degree E t (tw) of the word tw.
Considering the difference in influence between microblogs, on the basis of using historical data, the calculation of word burst is as shown in Algorithm 2: Each word is sorted according to the burst degree E t (tw) to obtain a candidate burst word set kw, and the threshold value of the occurrence of the burst degree is determined by the quarter difference method, and the word larger than the threshold value is used as the burst word. The threshold is calculated as follows:
Among them, Q 1 is the first quartile, Q 3 is the third quartile and IQS(kw) is the distance of quartile difference. The calculation formula is as follows:
It can be known from Equation 8 that if the threshold is too small, the number of burst words will be too much, which will not only increase the calculation cost, but also increase the time overhead; Excessive thresholds lead to fewer burst words, and some important burst words may be missed, making the constructed bursty event dataset not comprehensive enough. Since the interquartile range is not affected by individual maxima or minima, the quartile distance of the burst of bursts is used as the threshold criterion [26] , which can describe the discrete degree of data steadily. This paper takes the day as the time interval, extracts the data of August 27 from the database for experiment, and uses the data of August 26 as the historical data, totaling 12345 experimental data. Using the key microblog discovery method proposed in this paper, a total of 300 key microblogs were obtained, and 2925 words were obtained after preprocessing. Using the proposed burst word extraction method, 597 candidate burst words are obtained. The threshold is calculated as 4 by the Equation 7 , and the number of burst words is finally 60. The experimental equipment used: the operating system is win8, the processor is Intel core i5 3230M 2.5GHz, the memory is 8G. Calculating burst words takes about 1 minute and is acceptable in terms of time cost. If you choose a server with higher performance, it is also feasible to calculate the burst words in the massive microblog data stream in terms of time cost.
C. BURSTY EVENT DETECTION
The number of users in social network is huge, and the amount of data generated every day is very large, and there is a large amount of noisy data. The detection of bursty events requires detailed analysis. High-quality event datasets are an important guarantee for event detection accuracy. Based on the key microblog, this paper uses the calculated burst word set as the key, retrieves the relevant microblog from the crawled microblog dataset, and constructs the potential bursty event dataset, and finally uses K-means clustering algorithm to cluster the text and extract the features for bursty event detection. The method of filtering by burst words improves the correlation between datasets and events, and retains more event information, which can comprehensively extract the characteristics of events and improve the accuracy of event detection.
IV. EXPERIMENT AND ANALYSIS A. EXPERIMENTAL DATA AND EVALUATION INDICATORS
We crawl the weibo data by simulating user login, take the representative user ID as the starting point, collect the data and store it in the database to get the ID of the user in the fan and the watch list. Recursive execution, we can get a lot of weibo data. The obtained data has a lot of redundant information. Here, it can be re-filtered according to the user ID and the publishing time, and then sorted according to the publishing time to obtain a microblog dataset with a time series. The data collection time is from August 24, 2018 to August 28, 2018, a total of 40,842 microblogs, including (user ID, number of followers, number of fans, number of historical posts, contents, likes number, comments number, forwarding number, release time).
At present, bursty event detection is still an open problem. Whether it is a limited area or a limited type of bursty event detection method, since there is no uniform and standardized dataset, the evaluation criteria are uncertain. Researchers select datasets from real social networks, such as Twitter and Sina weibo, to evaluate the performance of event detection within a limited time interval for bursty events, and then compare the advantages and disadvantages of each method. Table 2 lists the datasets and evaluation indicators used in some event detection literature in recent years. Table 2 shows the data information and evaluation indicators used by some of the main detection methods. Referring to the mainstream evaluation methods, the accuracy, recall rate and running time in [1] are selected as the evaluation indicators for bursty event detection.
Here P represents the number of incidents detected correctly, S represents the total number of incidents detected, and T represents the number of real incidents that can be judged manually.
In the existing event detection methods, the number of clusters is not analyzed in depth. The values are determined by artificial background knowledge or determined by a certain order (such as frequency), which has strong subjectivity. However, k is an important parameter in cluster analysis. If k is set too large, it will introduce interference of sub-event information. Not only increases the amount of calculation, but also increases the cost of detecting. If k is too small, different events are aggregated, which will increase the event miss rate and reduces the event detection effect. In this paper, we use the combination of SSE(sum of the squared errors) [32] elbow method and Silhouette Coefficient to solve the problem of value of k.
where C i is i-th cluster, p is the sample point in C i , m i is the centroid of C i , and SSE is the clustering error of the data, which can reflect the quality of the cluster. Silhouette Coefficient(SC) [33] is a kind of evaluation method of clustering effect. where S i is the silhouette coefficient of sample point X i , a (i) is the average distance between X i and other samples of the same cluster, b (i) is the average distance between X i and all samples in the nearest cluster, and the SC of all samples are obtained. Averaging the SC of all points is the total SC of the clustering result. The larger the total SC, the better the value of k. A detailed analysis process will be given below.
B. EXPERIMENT SETUP
The method used in the experiment, constructs the dataset of bursty events by mining burst words on key microblogs, and to detect bursty events. In this paper, 1000 key microblogs and general microblogs are selected as training sets, and the key microblog calculation model is trained to calculate the adjustment parameters α, β, γ , δ and the emphasis threshold θ . Considering the importance of each feature, the value of the parameters was adjusted by manual intervention. 17 sets of experiments were carried out, in which the weight values of each parameter were set to [0, 0.25, 0.3, 0.4, 0.6, 0.7, 1]. Distinction is the difference between the mean importance of key microblog and the mean importance of general microblog. This paper selects the adjustment parameters according to the distinction. From Table 3 , we can see that when the adjustment parameters α, β, γ , and δ are set to 0, 0, 1 and 0 respectively, there is a significant difference between the average of the key microblog and the average of the ordinary microblog, and the distinction is 12.95. The minimum value of the key microblog is 9.78, which is larger than the ordinary microblog. However, the setting of such parameters deliberately emphasizes the influence of the like. It doesn't take into account the diversity of social media users and the flexibility of the content of microblog, and can't fully describe the importance of microblog, so it is not considered. When the adjusting parameters α, β, γ , and δ are set to 0.1, 0.1, 0.7 and 0.1 respectively, 11.6 distinction can be achieved, and the minimum importance of key microblog is 8.76, which is larger than the maximum importance of ordinary microblog 7.29.
Such parameter setting is consistent with the analysis of the key microblog correlation analysis in Table 1 . The number of like has the greatest contribution to the key microblog. Therefore, for the microblog dataset of this paper, the experimental adjustment parameters are set to α = 0.1, β = 0.1, γ = 0.7, δ = 0.1, and threshold θ = 8.76.
Faced with a large amount of text data generated every day, the number of potential events contained in the dataset is very important for the detection results. We first use the AP (Affinity Propagation) algorithm without preset k for cluster analysis. We find that the AP algorithm relies on the influence of preference parameters, attractiveness, attribution and damping coefficient, the number of clusters automatically determined by the algorithm is too large. For the data of this paper, the number of clusters automatically selected is adjusted by the parameter floating range of 800-3500. Using this method will have the impact of sub-events, which will seriously increase the cost of detection. Therefore, this paper uses K-means to do text clustering analysis. The k is analyzed by SSE and SC, and the parameter k is estimated, as shown in Fig. 2 and Fig. 3 .
With the increase of k, the sample is clearly divided, and the degree of aggregation of each cluster increases, so the sum of squared errors decreases. When k is smaller than the actual number of clusters, the decrease of SSE will decrease rapidly with the increase of k. When k reaches the optimal value, the gain of SSE will decrease when k is increased, and it will tend to be stable. From Figure 2 we can see that there is a significant decrease in amplitude when k is less than 10, and when it exceeds 10, the trend in the figure tends to be stable. Figure 3 reflects the overall upward trend. When k is taken as 15, the maximum value is obtained. However, as can be seen from Figure 2 , when k is taken as 15, the SSE change has stabilized, so it is not reasonable to take 15 for k. In summary, we set the k to 10 in combination with the two indicators of Figure 2 and Figure 3 .
Next, we will explain the method. According to the formula of SSE, it pays more attention to the data away from the centroid. However, not every microblog has an accurate category. Only the SSE is used to select the k value, and the interference of the abnormal text point cannot be ignored. In addition, by continuously increasing the value of k, the minimum SSE value can be obtained, but it does not match the fact, so other conditions must be used to limit the value of k. As a comprehensive measure of the degree of aggregation within the class and the degree of dispersion between classes, SC can effectively reflect the clustering quality. Therefore, we use the SC to correct the value of k in SSE, which can get more accurate and objective number of potential events, which is the basis of subsequent cluster analysis.
C. ANALYSIS OF RESULTS
In order to verify the effectiveness of the method proposed in this paper, KBD(Key Bursty Detection), the event detection method based on microblog similarity in Cecaj and Mamei [26] is selected as the baseline, and compared with the method called BBW. [1] , standard LDA. [3] in accuracy, recall and running time. LDA is a topic discovery method proposed by Blei et al. [34] . Diao et al. [3] divides bursty event detection into two steps, namely topic discovery and burst detection. applying the improved LDA algorithm from time and content to the theme discovery of tweets, manually detecting the topic clusters, using microblog for eventassisted description. BBW is the improvement of TFIDF by Zhang and Qu [1] . The burst words are extracted in the time window, and hierarchical clustering is performed according to the co-occurrence degree of the acquired burst words, thereby detecting the bursty events. Set the hierarchical clustering threshold θ = 1.2, and the time interval is 1 day. The experimental results on the August 27 test dataset are shown in Table 4 .
It can be seen from Table 4 , the KBD combines the advantages of microblog-based and word-based event detection. It optimizes the detection time while ensuring the accuracy and recall rate of event detection. Compared with the baseline method, LDA method and BBW method, the accuracy and recall rate are significantly improved. In terms of runtime, the efficiency of event detection is improved because the dataset is reduced compared to the baseline method. Compared with BBW and LDA, the running time is increased because the KBD method has the steps of calculating the key microblog and constructing a potential event set. Although it will increase the running time, the increment is within an acceptable range. The events obtained by clustering are taken out in the descending order of the keyword ranking to extract the description of the clustering results of the first five keywords, and the event detection results are shown in Table 5 .
The burst words calculated by the key microblogs in the experimental dataset can fully consider the characteristics of the development of social network bursty events, and the datasets constructed by the burst words filter out a large amount of noisy data. The interference of local daily events is avoided, and the data dimension is reduced. Compared with burst co-occurrence feature clustering, the clustering method using TFIDF to represent microblog features improves the interpretability of events.
V. CONCLUSION
In this paper, we study the problem of detecting Sina weibo bursty events in a complex social network environment. We first introduce the key microblog computing model into the field of event detection. The user behavior, user attributes and text content are used to solve the problem of insufficient burst features. The interference of daily local events can be filtered by setting a threshold for quantifying the influence of the text. Then we analyze the influence of the number of potential events on the detection results, and propose a method for pre-estimating the number of potential events combining SSE and SC, which is used to replace the subjectively strong empirical judgment method.
In the research based on social network bursty event detection, the difference of influence between microblogs shouldn't be neglected. We obtained more accurate experimental results by contacting the user's social behavior and textual information. This indicates an implicit connection between the user and the incident. We cannot rely solely on word frequency as a feature for detecting bursty events. Using the link between social users and events to mine more comprehensive burst features should be the future research direction.
The following issues need to be addressed in subsequent studies: The life cycle of the event is different, causing the influence of the microblog to change with the time window size. Our future work is to study the impact of the life cycle of events on the influence of microblog, and further optimize the key microblog computing model. At the same time, the experimental data is quite different from the real social environment. In the face of a large number of microblog data, how to ensure efficient and accurate detection efficiency, it is necessary to introduce distributed clustering algorithm and big data processing technology. Besides, in order to facilitate the user to understand the bursty event, the visual display according to the burst degree of the event is also needed for further research.
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