Abstract: The notion of frequency response functions has been generalized to nonlinear systems in several ways. However, a relation between different approaches has not yet been established. In this paper, frequency domain representations for nonlinear systems are uniquely connected. Specifically, by means of novel analytical results, the generalized frequency response function (GFRF) and the higher order sinusoidal input describing function (HOSIDF) for polynomial Wiener-Hammerstein systems are explicitly related. Necessary and sufficient conditions for this relation to exist and results on uniqueness and equivalence of the HOSIDF and GFRF are provided. Finally, a numerically efficient computational procedure is presented that allows to compute the GFRF from the HOSIDF and vice versa.
INTRODUCTION
Important research has been done to extend frequency domain analysis and modeling techniques to nonlinear systems. For linear time invariant systems, frequency domain analysis has led to significant progress in analysis, modeling and controller design. Correspondingly, the frequency response function and representations such as the Bode, Nyquist and Nichols plot have become standard engineering tools. Currently, increased performance requirements force systems into regimes where nonlinear effects can no longer be neglected. Hence, frequency domain methods for nonlinear systems have attracted an increasing amount of attention as frequency domain based analysis can yield valuable insight into the mechanism that generates nonlinear behavior. However, the extension of frequency domain methods to nonlinear systems is nontrivial as nonlinear effects cannot be captured in the classical frequency response function.
Different methods to apply frequency domain analysis to nonlinear systems exist. Two methods that aim to model the complete dynamics of a class of nonlinear systems are the generalized frequency response function and the frequency response function for nonlinear systems Tsang, 1989, Pavlov et al., 2007] . Moreover, the frequency domain representation of nonlinear dynamical systems allows to evaluate the validity of a linear approx- imation as often used in control design [Schoukens et al., 2005] . Finally, methods that model only a relevant subset of nonlinear effects in the frequency domain exist. An example of such method are the higher order sinusoidal input describing functions [Nuij et al., 2006 , Rijlaarsdam et al., 2011a , which are recently shown to be especially suitable for optimal pre-compensator design for nonlinear systems [Rijlaarsdam et al., 2011b] . In the sequel, two methods are considered in particular: the Generalized Frequency Response Functions (GFRF) and the Higher Order Sinusoidal Input Describing Functions (HOSIDF).
The GFRF is based on the extension of the linear impulse response and frequency response function, to nonlinear systems that can be represented by a Volterra series [Schetzen, 1980] . These nonlinear impulse responses are referred to as Volterra kernels, which Fourier transforms yield the GFRFs. The GFRFs have been extensively investigated, including their analysis [Li and Billings, 2011] , interpretation [Yue et al., 2005] , identification [Billings and Tsang, 1989] and application [Jing et al., 2011] .
The HOSIDFs are introduced in [Nuij et al., 2006] and further discussed in [Rijlaarsdam et al., 2011a] . Other than the sinusoidal input describing function [Gelb and Vander Velde, 1968] , the HOSIDFs model the systems response to a sinusoidal input signal, at both the excitation frequency and harmonics of the excitation frequency. The HOSIDFs provide a natural extension of the widely used sinusoidal input describing function when nonlinear dynamics are present. Due to their straightforward identification and interpretation, the HOSIDFs enable on-site testing during system design, characterization of existing systems [Nuij et al., 2008] and nonlinear controller design [Rijlaarsdam et al., 2011b] . 
NOMENCLATURE AND PRELIMINARIES
In the following, signals are scalar, real valued and are denoted by non-capitalized roman letters, e.g.
The corresponding Fourier transform F {·} is then given by:
with ξ ∈ R the frequency in [Hz] . As x(t) is real valued, F {x(t)} is point symmetric and all information is contained in the single sided spectrum:
Frequent use is made of vectors containing only specific spectral components X[ℓ] = X (ℓ − 1)ξ 0 at harmonics k = ℓ − 1 of ξ 0 . These are denoted in capitalized roman letters while matrices are denoted by capitalized Greek characters. Finally, all systems considered in this paper are single input, single output (SISO) and time invariant. The analysis presented in the sequel mainly focusses on the class of block structured dynamical systems defined below. Definition 1. (PWH Systems). Consider the polynomial Wiener-Hammerstein system depicted in Figure 1 . This system consists of a series connection of a Linear Time Invariant (LTI) block G − (ξ) such that q = G − u, a static nonlinear mapping ρ : R → R and another LTI block G + (ξ) such that y = G + r. The system has one input u(t) ∈ R, one output y(t) and intermediate signals q(t) and r(t). The nonlinearity ρ is a static, polynomial mapping of degree P :
with α p ∈ R.
Next, the generalized frequency response function and the higher order sinusoidal input describing functions are introduced.
FREQUENCY DOMAIN REPRESENTATIONS OF NONLINEAR SYSTEMS
In this section the definitions of the GFRF and HOSIDFs are provided and a comparison between both methods is presented.
Generalized Frequency Response Function
In for example Schetzen [1980] a generalization of the impulse response of nonlinear systems that can be represented by the Volterra series is established. The inputoutput dynamics of such systems are captured in a series of Volterra kernels that are a nonlinear generalization of the impulse response of LTI systems. The response y(t) ∈ R of such system to an input u(t) ∈ R is given by: 
p , is defined as:
(see: [Billings and Tsang, 1989] ).
Hence, equivalent to (2), the output of such system subject to an input u(t) with spectrum U (ξ) ∈ C is given by the inverse p-dimensional Fourier transform.
Using results from Shanmugam and Jong [1975] , the GFRFs of PWH systems are an explicit function of the LTI dynamics G ± (ξ) and the polynomial coefficients α p . This result is later required for analysis and is summarized in the following lemma. Lemma 1. (GFRF of PWH systems). Consider a PWH system as in Definition 1. Then the p th order GFRF T p (̟ p ) as in Definition 2 is given by:
where
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. . , P and 0 otherwise. inter-harmonic gain matrixΩ ∈ R P ×PΩ k,p = 2
σ pk ∀k ≤ p, k ∈ N ≥1 and 0 otherwise.
p and 0 otherwise.
(proof: see Shanmugam and Jong [1975] ).
Summarizing, the GFRF extends the notion of the FRF for a class of nonlinear systems that can be represented by a Volterra series (2). For the class of PWH systems, this GFRF is analytically related to the system parameter as investigated by Lemma 1. Next, a different approach to frequency domain analysis and modeling of nonlinear systems, the higher order sinusoidal input describing function, is investigated.
Higher Order Sinusoidal Input Describing Functions
In Nuij et al. [2006] , Rijlaarsdam et al. [2011a] the dynamics of a class of SISO convergent nonlinear systems [Pavlov et al., 2004] are considered when such system is subject to a sinusoidal input: u(t) = γ cos(2πξ 0 t + ϕ 0 ) (6) with γ, ϕ 0 ∈ R and ξ 0 ∈ R >0 . The output of such system is composed of K harmonics of the input frequency, i.e.
Here, H k (ξ 0 , γ) : R >0 × R → C is the k th order Higher Order Sinusoidal Input Describing Function (HOSIDF), which describes the response (gain and phase) at harmonics of the excitation frequency ξ 0 . The definition of the HOSIDF is formalized as in Rijlaarsdam et al. [2011a] . Definition 3. (H k (ξ, γ): HOSIDF). Consider a single input, single output, uniformly convergent, time invariant nonlinear system [Pavlov et al., 2004] subject to a sinusoidal input (6). Assume that the system is in steady state and define the output y(t) and single sided spectra of the input and output U (ξ), Y (ξ) ∈ C. Then, the k th higher order sinusoidal input describing function H k (ξ 0 , γ) ∈ R >0 × R → C, k = 0, 1, 2, . . . is defined as:
The following result reveals the HOSIDFs of PWH systems as an explicit function of the LTI dynamics G ± (ξ) and the polynomial coefficients α p .
Lemma 2. (HOSIDFs of PWH systems)
. Consider a PWH system as in Definition 1. Then the corresponding HOSIDFs of order one and higher are given byH(ξ 0 , γ) =
where the variables in (8) are defined in Table 1 .
(proof: see [Rijlaarsdam et al., 2011a] ).
Software to compute (8) and the variables in Table 1 is available online (www.davidrijlaarsdam.nl). Next, an example is provided that illustrates the application of Lemma 2. Example 1. (HOSIDFs of a PWH system). Consider a PWH system as in Definition 1 with arbitrary LTI dynamics G ± (ξ) and a polynomial nonlinearity of order three ρ : r(t) = α 1 q(t) + α 2 q 2 (t) + α 3 q 3 (t). Then, Lemma 2 yields the corresponding HOSIDFs of order one and higher as presented in (9).
Summarizing, the HOSIDFs model the response of convergent nonlinear dynamical systems subject to a sinusoidal input. For the class of PWH systems, the HOSIDFs are related to the system parameters as in Lemma 2. In the next section, a detailed analysis and comparison of the GFRF and HOSIDF for PWH systems is presented. This yields the first connection between both models.
CONNECTING THE GFRF AND HOSIDF FOR PWH SYSTEMS
In this section an explicit relation between the GFRF and HOSIDFs for PWH systems is derived, which yields the main result of this paper. To this end, consider a PWH system with a polynomial nonlinearity (1) of degree P . Then, using the GFRFs as in Definition 2 and the results in Lemma 1, define,
where T (̟ 1 , ̟ 2 , . . . , ̟ P ) : R × R 2 × · · · × R P → C P contains the GFRFs up to order P and Λ(̟ 1 , ̟ 2 , . . . , ̟ P ) :
is a diagonal expansion matrix containing the expansion terms λ p (̟ p ), see (5), that map the LTI dynamics G ± (ξ) and polynomial coefficients α p to the GFRFs T p (̟ p ). In the sequel an analytical rela- tion between the GFRF and HOSIDFs is derived. Next, consider the sets
The first step in connecting the GFRF and HOSIDF is to relate the polynomial coefficients to the GFRF, see also Lemma 1.
Lemma 3. (Polynomial coefficients & GFRF)
. Consider a PWH system. Then, if and only if ̟ P ∈ W, the following bijective mapping R P → C P from the polynomial coefficients to the GFRF exists:
T (̟ P ) = Λ(̟ P )α (10) Hence, then the mapping is unique, and a unique inverse mapping C P → R P exists:
(proof: see [Rijlaarsdam et al., 2012] ). Remark 1. Consider for example, the case where (10) is not bijective.
Next, considering Lemma 2 and 3 and substituting (11) in (8) yields a mapping from the GFRFs to the corresponding HOSIDFs and vice versa. This yields an explicit relation between the HOSIDF and GFRF model which is formalized in the following theorem. Theorem 1. (Connecting GFRF and HOSIDF) . Consider a PWH system and assume that the following holds:
(1) ̟ P ∈ W, and (2) ξ 0 ∈ R >0 and finite, and (3) γ = 0.
If and only if condition 1-3 hold, the GFRFs and HOSIDFs are uniquely related by the following bijective mapping
(proof: see [Rijlaarsdam et al., 2012] (1) The system is linear.
(2) Only the HOSIDF of order one is nonzero, i.e. H k = 0 ∀ k = 1. (3) Only the GFRF of order one is nonzero, i.e. T p = 0 ∀ p = 1.
(proof: see [Rijlaarsdam et al., 2012] ).
Theorem 1 yields the first connection between the GFRF and HOSIDF. The results yield clear insight in the mechanism that generates the GRFRs from the HOSIDFs and vice versa. Moreover, Lemma 4 formalizes the equivalence of the HOSIDF and GFRF for linear systems. Finally, since the relations are analytical, the numerical values of the GFRFs from the HOSIDFs can in general be computed efficiently. The following example illustrates this by applying Theorem 1 to a case study of a nonlinear amplifier driving a LTI mechanical system. Example 2. (Analysis of a Nonlinear Amplifier). When supplying an excitation signal to an electromechanical system, the signal is often amplified to reach a sufficient level of excitation. Ideally, the amplifier used to drive the system is linear. However, in practice many amplifiers suffer from nonlinear effects such as saturation.
Consider a simplified model of a saturating amplifier driving a fourth order linear, time invariant mechanical plant. Such system fits the structure of a PWH system (Figure  2) , where the dynamics of the amplifier are modeled by a low-pass characteristic and a static polynomial nonlinearity is used to model the nonlinear saturation effect. Next, suppose the static polynomial nonlinearity is unknown, but the linear dynamics G ± (s) G ± (2πiξ) are known and given by: 16th IFAC Symposium on System Identification Brussels, Belgium. July 11-13, 2012
Next, the mapping (13) in Theorem 1 is applied to compute the GFRFs from the HOSIDFs. The required HOSIDFs H(ξ 0 , γ) are identified at a single frequency amplitude combination by exciting the system in Figure  2 with a sinusoidal input (6) with amplitude γ = 1 and frequency ξ0 2π = 10 [Hz]. Both the excitation signal and the response are depicted in Figure 3 (a) . These results reveal that the response contains second and third harmonics of the input signal and a DC term. Hence, as an approximation, the first three GFRFs are selected to model the systems dynamics.
To compute the GFRFs the results from Theorem 1 are applied which requires the identification of the first three HOSIDFs at a single frequency, amplitude combination. From the simulation depicted in Figure 3 (a), these are readily computed using Definition 3 and equalȞ(ξ 0 = 10, γ = 1) = [H 1 (10, 1) H 2 (10, 1) H 3 (10, 1)]
Next, by application of (13) the corresponding GFRFs are computed for a range of frequencies as depicted in
Using the results in Shanmugam and Jong [1975] these results are compared to the exact GFRFs, which yields that the results are very close to the true value. This follows from further computations which reveal that the maximum relative error equals 10 −7 when the GFRFs drop below −80 [dB] which is close to the computational precision. The corresponding first and third HOSIDFs are computed using Rijlaarsdam et al. [2011a] and are depicted in Figure 3 (e) -3 (f) for comparison.
The GFRFs generally require direct identification, identification of the corresponding Volterra kernels [Boyd et al., 1983] , or identification of an underlying nonlinear model [Peyton Jones and Billings, 1989 , Billings and Peyton Jones, 1990 , Zhang et al., 1995 . Hence, Theorem 1 significantly simplifies the identification process and provides useful insight in the mechanism that generates the GFRF.
CONCLUSION
In this paper a novel connection between two frequency domain methods for the analysis and modeling of nonlinear systems is presented. Specifically, a unique relation between the Generalized Frequency Response Function (GFRF) and the Higher Order Sinusoidal Input Describing Function (HOSIDF) is presented. These methods are compared and an explicit analytical relation between both is derived for polynomial Wiener-Hammerstein systems. Necessary and sufficient conditions are derived for this mapping to exist and the results are illustrated by a numerical example. Moreover, for this system class uniqueness of the GFRF and HOSIDF models is shown and equivalent properties for linear time invariant systems are presented. This analysis yields a clear insight into the mechanisms that generate the GFRFs and HOSIDFs. Finally, the results provide a numerically efficient method to compute the GFRF from the HOSIDFs and vice versa.
