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Abstract
For groups of automorphisms of chains (linear orders) and circles
which satisfy certain weak transitivity hypotheses, the Dedekind com-
pletion of the chain or circle can be reconstructed up to reversal of
order or orientation from the group alone.
Let 〈L,<〉 be a dense chain. Throughout, an interval means a
nonempty open interval. A subgroup G ≤ Aut(〈L,<〉) is locally
moving if for every interval I there exists g ∈ G − {Id} such that
g↾(L− I) = Id . G is n-interval-transitive if for every pair of sequences
of intervals I1 < . . . < In and J1 < . . . < Jn there exists g ∈ G such
that g(I1) ∩ J1 6= ∅, . . . , g(In) ∩ Jn 6= ∅. The Dedekind completion of
L is denoted by L¯. It is assumed that L¯ does not add endpoints to L.
Theorem 1 Assume Li has no endpoints and let Gi ≤ Aut(Li)
be locally moving and 2-interval-transitive, i = 1, 2. Suppose that
α : G1 ∼= G2. Then there is a monotonic bijection τ : L¯1 → L¯2
which induces α, that is, α(g) = τ ◦ g ◦ τ−1 for every g ∈ G; and
τ is unique. (In particular, if G ≤ Aut(L) is locally moving and
2-interval-transitive, then every α ∈ Aut(G) is conjugation by a unique
monotonic bijection τ of L¯.)
The next theorem shows that the hypothesis of 2-interval-transi-
tivity in Theorem 1 is rather weak.
Theorem 2 There exist L without endpoints and G ≤ Aut(L)
such that G is locally moving and 2-interval-transitive, but (i) G is
not 3-interval-transitive, and (ii) G does not act 2-order-transitively
on any of its orbits in L¯ (that is, there is no orbit L0 ⊆ L¯ such that
for every x < y and u < v in L0 there exists g ∈ G such that g(x) = u
and g(y) = v).
The “circularization” of L is the structure CR (L) = 〈L,CrL〉,
where CrL(x, y, z) ≡ (x < y < z) ∨ (y < z < x) ∨ (z < x < y).
For pairwise disjoint circular intervals I1, . . . , In, Cr (I1, . . . , In) means
that for every 1 ≤ i < j < k ≤ n and x, y, z in Ii, Ij, Ik respectively,
Cr (x, y, z) holds. n-interval-transitivity is defined here as for chains,
but with “I1 < . . . < In” replaced by “Cr (I1, . . . , In)”.
Theorem 3 Let Gi ≤ Aut(CR (Li)) be locally moving and
3-interval-transitive, i = 1, 2. Suppose that α : G1 ∼= G2. Then there
is a unique orientation-preserving or -reversing bijection
τ : CR (L¯1)→ CR (L¯2) which induces α.
Theorem 4 In Theorems 1 and 3 there is a first order interpreta-
tion of the action of G on a dense subset of L¯ (respectively, CR (L¯)).
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The “equal direction” structure of L is ED(L)= 〈L,EdL〉, where
EdL(x1, x2, y1, y2) ≡ ((x1 < x2)∧ (y1 < y2))∨ ((x1 > x2)∧ (y1 > y2)).
The “equal orientation” structure EO(L) is defined from CR (L) in an
analogous way,
The analogues of the above theorems hold for ED(L)’s given 3-
interval-transitivity, and for EO(L)’s given 4-interval-transitivity.
Theorem 5 (a) If N = 〈L,<〉 or N = ED (L), and G ≤ Aut(N) is
locally moving and 3-interval-transitive, then G is n-interval-transitive
for every n.
(b) IfN =CR (L) orN =EO(L), andG≤Aut(N) is locally moving
and 4-interval-transitive, then G is n-interval-transitive for every n.
Other weak transitivity properties of the structures 〈L,<〉, CR (L),
ED(L) and EO(L) are investigated.
In some cases, with different transitivity hypotheses, reconstruc-
tion is obtained via second order interpretations, that is, interpreta-
tions which use formulas of second order logic.
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1 Introduction
This work deals with groups of automorphisms of four closely related types of
structures: linearly ordered sets (chains), equal direction structures (essen-
tially the same as betweenness structures), circularly ordered sets, and equal
orientation structures. We call such structures nearly ordered structures.
Our primary goal is to show that if N is a nearly ordered structure,
G ≤ Aut(N), and 〈N,G〉 satisfies some rather mild additional hypotheses,
then up to possible reversal of its order (orientation), the Dedekind com-
pletion N¯ of N can be reconstructed from G; and further that every group
automorphism of G is induced by a unique order(orientation)-preserving or
-reversing bijection of N¯ . Foremost among these hypotheses is that 〈N,G〉
is “locally moving” (see Definition 1.6).
There is a long history of such reconstruction problems, involving a grad-
ual falling away of the additional hypotheses. Before recapitulating some
of this history, we define the four types of nearly ordered structures and an
array of additional hypotheses. Throughout this paper 〈L,<〉 will denote a
dense linearly ordered set (with more than one element), often abbreviated
by L alone.
Definition 1.1 A nearly ordered structure N is a structure of any one of the
following types:
(1) A dense linearly ordered set L = 〈L,<〉 without endpoints.
(2) The equal direction structure based on a chain L as in (1), defined as
ED(L)
def
= 〈L,Ed〉, where
Ed = EdL
def
=
{~x ˆ~y | ~x, ~y ∈ L2 and ((x1 < x2) ∧ (y1 < y2)) ∨ ((x1 > x2) ∧ (y1 > y2))}.
ED(L) is essentially the same as the usual betweenness structure on L (see
Proposition 2.1), and its automorphism group consists of the order-preserving
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and order-reversing permutations of L. Aut (L) ≤ Aut(ED (L)), a subgroup
of index ≤ 2.
(3) The circularly ordered set, or circle, based on a dense chain 〈L,<〉
having at most one endpoint, defined as CR(L)
def
= 〈L,Cr〉, where
Cr = CrL
def
= {〈x, y, z〉 ∈ L3 | (x < y < z) ∨ (y < z < x) ∨ (z < x < y)}.
When L is clear from context, we sometimes denote CR(L) by C. The reader
is encouraged to visualize the triples 〈x, y, z〉 in Cr as “oriented counterclock-
wise”.
(4) The equal orientation structure based on a chain L as in (3), defined
as EO(L)
def
= 〈L,Eo〉, where
Eo = EoL
def
= {~x ˆ~y | ~x, ~y ∈ L3 and
(Cr(x1, x2, x3) ∧ Cr(y1, y2, y3)) ∨ (Cr(x3, x2, x1) ∧ Cr(y3, y2, y1))}.
Sometimes we denote EO(L) by EO(C) and speak of EO(C) as being based
on C. EO(C) is essentially the same as the usual separation structure on C
(see Proposition 2.2), and its automorphism group consists of the orientation-
preserving and -reversing permutations of C. Aut(C) ≤ Aut(EO(C)), a
subgroup of index ≤ 2.
When N is a nearly ordered structure with universe |N |, we sometimes
write x ∈ N to mean x ∈ |N |, and similarly for I ⊆ N .
Example 1.2 Let C denote the usual real circle in R2. Let
Ccw = {~x ∈ C3 | x1, x2, x3 are oriented counterclockwise}.
Then 〈C,Ccw〉 is isomorphic to CR(〈[0, 1), <〉), but not to CR(〈R, <〉). In
contrast, when [0, 1) denotes the rational unit interval, CR(〈[0, 1), <〉) ∼=
CR(〈Q, <〉).
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For 〈L,<〉 a linear order, we denote the reverse order of < by <∗, and
denote 〈L,<∗〉 by L∗. Since ED (L) coincides with ED(L∗), 〈L,<〉 can be
recovered from ED(L) only up to possible order reversal, so ED (L) can
equally well be based on L∗ (and these are the only two linear orders on
which ED(L) can be based).
There are many linear orders on which C = CR(L) can be based, one for
each place at which C could be “cut” to give a chain. CR(L∗) = C∗, which
denotes C with the reverse orientation. EO(C) = EO(C∗), and these are
the only two circular orders on which EO(C) can be based.
For each type of nearly ordered structure N , all automorphisms of N are
homeomorphisms with respect to the order topology (or analogue thereof) on
N . Because of the Dedekind completeness of 〈R, <〉, the automorphisms of
ED(〈R, <〉) constitute all homeomorphisms; and similarly for the real circle
〈C,Ccw〉.
Definition 1.3 Let N be a nearly ordered structure, and let G ≤ Aut(N).
We call 〈N,G〉 a nearly ordered permutation group (though it is actually the
structure being permuted that is nearly ordered, not the group). These come
in four types. We call 〈N,G〉 a
(1) Linear permutation group if N = 〈L,<〉,
(2) Monotonic permutation group if N = ED (L),
(3) Circular permutation group if N = CR(L),
(4) Monocircular permutation group if N = EO(L).
〈L,G〉 is often called an ordered permutation group when G is partially
ordered via the pointwise order, wherein f ≤ g iff f(x) ≤ g(x) for all x ∈ L.
Here, however, G is not ordered and we use the term “linear”. If G ≤
Aut(〈L,<〉) then certainly G ≤ Aut (ED(L)), but (1) is not a special case of
(2) because the structures are different.
In case (2), in which the elements ofG aremonotonic permutations (either
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preserving or reversing order) of the chain 〈L,<〉, let
Opp(G)
def
= {g ∈ G | g preserves order} = G ∩Aut (〈L,<〉) ≤ G,
the subgroup of order-preserving permutations, a subgroup of index ≤ 2.
〈ED(L),Opp(G)〉 is a monotonic permutation group and is unaffected by
whether ED (L) is based on L or L∗. 〈L,Opp(G)〉 and 〈L∗,Opp(G)〉 are
linear permutation groups.
Similar comments apply to (3) and (4). In (4), in which the elements of G
are monocircular permutations of C (either preserving or reversing orienta-
tion), we use the same notation Opp(G) as before, this time for the subgroup
of orientation-preserving permutations.
In cases (1) and (3) we let Opp(G) = G. In each of the four cases,
〈N,Opp(G)〉 is a nearly ordered permutation group of the same type as
〈N,G〉.
We next set the conventions for the Dedekind completion N¯ of a nearly
ordered structure. Recall that L has no endpoints in cases (1) and (2), and
at most one endpoint in (3) and (4).
Definition 1.4 Let N be a nearly ordered structure.
(1) If N = L then N¯
def
= L¯, the Dedekind completion of L without
endpoints.
(2) If N = ED(L) then N¯
def
= ED (L¯).
(3) If N = CR(L) then N¯
def
= CR(L¯Cr), where L¯Cr is L¯ with an endpoint
adjoined at one end if L¯ has no endpoints.
(4) If N = EO(L) then N¯
def
= EO(L¯Cr).
Note that if N is nearly ordered, then N¯ is nearly ordered and of the same
type. It is obvious that if g ∈ Aut(N), then there is a unique g¯ ∈ Aut(N¯)
which extends g. Further, the function g 7→ g¯ is an embedding of Aut(N) in
Aut(N¯). We shall not distinguish between g and g¯.
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Definition 1.5 The N -intervals of a nearly ordered structure N , all of which
are open and nonempty, are defined as follows:
(1) For distinct x < y ∈ L, let (x, y) = {z ∈ L | x < z < y}, (−∞, x) =
{z ∈ L|z < x}, (x,∞) = {z ∈ L|x < z}, and (−∞,∞) = L. For N = 〈L,<〉
or N = ED(L), the bounded N-intervals are those of the first type, the N-
rays are those of the second and third types, and the N-intervals include all
four types. The terminology for ED (L)-intervals is unaffected by whether
ED(L) is based on L or L∗ (though these notations apply only when the
base is specified).
(2) For N = C = CR(L) or N = EO(C), the bounded N-intervals are
the sets (x, y), where x and y are distinct elements of C and (x, y) is the
circular interval {z ∈ C | Cr(x, z, y)}. The unbounded N-intervals are C
itself, and for each x ∈ C the set Cx def= {z ∈ C | z 6= x}. The terminology
for EO(C)-intervals is unaffected by whether EO(C) is based on C or C∗
(though the notation (x, y) applies only when the base is specified).
(3) Sometimes we deal with N -intervals and sometimes with N¯ -intervals.
For an N -interval I 6= N , I¯ will denote the unique N¯ -interval such that
I¯ ∩N = I.
(4) A subset of N¯ is bounded if it is contained in a bounded N¯ -interval.
Definition 1.6 Let N be a nearly ordered structure, and let G ≤ Aut(N).
(1) For g ∈ G, the support of g means {x ∈ N¯ | g(x) 6= x}, an open subset
of N¯ , and is denoted by supp(g). When I is an N -interval, we sometimes
write supp(g) ⊆ I as short for supp(g) ⊆ I¯, and say that I supports g. We
refer to an element having bounded support as a bounded element. When
N = C or N = EO(C), this is equivalent to the existence of a C-interval I
such that g |`I = Id .
(2) G is a locally moving subgroup of Aut(N) if for every N -interval I
there exists g ∈ G − {Id} such that g |` (|N | − I) = Id ; that is, if every N -
interval supports some g ∈ G−{Id}. Here we also refer to the nearly ordered
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permutation group 〈N,G〉 as being locally moving. This is our most crucial
hypothesis—in all our reconstruction results it will be assumed that 〈N,G〉
is locally moving.
Definition 1.7 Let N be a nearly ordered structure.
(1) Let N = 〈L,<〉, and let n ≥ 2. Let I1, . . . , In ⊆ L. We write
I1 < · · · < In if x1 < · · · < xn whenever xi ∈ Ii for i = 1, . . . , n, and if each
Ii 6= ∅.
(2) Let N = C = CR(L), and let n ≥ 3.
(a) Let x1, . . . , xn ∈ C. We write Cr(x1, . . . , xn) if Cr(xi, xj, xk) for all
i, j, k such that 1 ≤ i < j < k ≤ n. (Informally, Cr(x1, . . . , xn) iff x1, . . . , xn
are distinct and the sequence x1, x2, . . . , xn, x1 wraps once counterclockwise
around the circle.)
(b) Let I1, . . . , In ⊆ C. We write Crs(I1, . . . , In) if Cr(x1, . . . , xn)
whenever xi ∈ Ii for i = 1, . . . , n, and if each Ii 6= ∅. Crs(I1, . . . , In) implies
that I1, . . . , In are pairwise disjoint.
We turn now to transitivity assumptions, the exact nature of which will
vary from one result to another. These transitivity properties are weak forms
of multiple transitivity. In each half of the following definition, version (a)
is a standard notion and obviously implies ordinary transitivity, whereas (b)
and (c) do not. These properties are unaffected by reversal of the order on
L or the orientation on C.
Definition 1.8 Let N be a nearly ordered structure, G ≤ Aut(N), and
n ≥ 1.
(1) Let N = 〈L,<〉 or N = ED(L).
(a) We call 〈N,G〉 (exactly) n-o-transitive (“o” for “order”) if for all
a1 < a2 < · · · < an and b1 < b2 < · · · < bn in L, there exists g ∈ G such that
g(ai) = bi for i = 1, . . . , n.
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(b) We call 〈N,G〉 approximately n-o-transitive if for all a1 < . . . < an
in L and L-intervals I1 < . . . < In, there exists g ∈ G such that g(ai) ∈ Ii
for i = 1, . . . , n.
(c) We call 〈N,G〉 n-interval-transitive if for all L-intervals I1 < . . . <
In and J1 < . . . < Jn, there exists g ∈ G such that g(Ii) ∩ Ji 6= ∅ for
i = 1, . . . , n.
(2) Let N = C = CR(L) or N = EO(C).
(a) We call 〈N,G〉 (exactly) n-o-transitive (“o” for “orientation”) if
whenever Cr(a1, . . . , an) and Cr(b1, . . . , bn) in C, there exists g ∈ G such
that g(ai) = bi for i = 1, . . . , n. (When n = 2 the notation Cr(a1, a2) is
undefined, and we interpret Cr(a1, a2) to mean simply that a1 and a2 are
distinct. We interpret Cr(a1) to be automatically true.)
(b) We call 〈N,G〉 approximately n-o-transitive if for all a1, . . . , an
in C and C-intervals I1, . . . , In such that Cr(a1, . . . , an) and Crs(I1, . . . , In),
there exists g ∈ G such that g(ai) ∈ Ii for i = 1, . . . , n. (We interpret
Crs(I1, I2) to mean that I1 and I2 are disjoint, and interpret Crs(I1) to be
automatically true.)
(c) We call 〈N,G〉 n-interval-transitive if for all C-intervals I1, . . . , In
and J1, . . . , Jn such that Crs(I1, . . . , In) and Crs(J1, . . . , Jn), there exists
g ∈ G such that g(Ii) ∩ Ji 6= ∅ for i = 1, . . . , n.
Each of these six forms of multiple transitivity is enjoyed by 〈N,Opp(G)〉
iff it is enjoyed by 〈N,G〉, except in (1) when n = 1 (ordinary transitivity),
and in (2) when n ≤ 2.
Clearly (a) ⇒ (b) ⇒ (c) within (1) and also within (2). At least in (1)
these implications are not reversible for n = 2, even when restricted to locally
moving 〈N,G〉; see Examples 13.8 and 13.4.
Question 1.9 Are these non-reversibilities also valid in (2) for n = 2? For
n = 3?
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For each form, n-transitive ⇒ (n − 1)-transitive, and there is a notion
of highly transitive (meaning n-transitive for all n), referred to as highly
o-transitive, etc. We find in Section 12 that in the locally moving case the
situation is as follows: In (1) 3-transitivity implies high transitivity for each of
the three forms, but in view of Example 13.4 2-transitivity does not (though
it does in (a) and (b) if L is Dedekind complete). In (2) 4-transitivity implies
high transitivity for each of the forms (as does 3-transitivity in (a) and (b)
when C is Dedekind complete).
In the locally moving case the distinction between “approximate” and
“interval” transitivity matters only at the lower levels: 3-interval-transitivity
implies high approximate transitivity in (1), as does 4-interval transitivity in
(2). See Section 12.
Let 〈N,G〉 be 2-interval-transitive. If any one g ∈ G− {Id} is bounded
then 〈N,G〉 is locally moving; see Proposition 3.5. (Among 2-o-transitive
linear permutation groups, the term pathological has often been used to refer
to those lacking nonidentity bounded elements.)
A generic reconstruction theorem for linear permutation groups will read
like this, with the blank to be filled in by some multiple transitivity property:
Theorem A Let 〈Li, Gi〉 be a locally moving linear permutation group and
assume that 〈Li, Gi〉 is , i = 1, 2. Suppose that α : G1 ∼= G2.
Then there exists a unique monotonic bijection τ : L¯1 → L¯2 which induces
α, that is, α(g) = τ ◦ g ◦ τ−1 for all g ∈ G1.
It follows from Theorem A that every group isomorphism α : G1 ∼= G2
either preserves or reverses pointwise order.
There is no hope, even under very strong multiple transitivity hypothe-
ses, of sharpening the conclusion to guarantee that τ preserves (rather than
possibly reversing) the order on the L¯i’s, because for L1 = 〈Q, <〉 and
G1 = Aut (L1), G1 has automorphisms induced by order-reversing automor-
phisms of L1. Nor is there hope of guaranteeing that τ : L1 ∼= L2 (without
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Dedekind completions) because for L2 = 〈Q¯ − Q, <〉 and G2 = Aut(L2),
G1 ∼= G2.
Let N be a nearly ordered structure. We define N rel, the relaxed version
of N , as follows. If N = 〈L,<〉 or N = ED(L), then N rel = ED(L).
If N = CR(L) or N = EO(L), then N rel = EO(L). In all four cases,
N rel = N¯ rel.
For an arbitrary type of nearly ordered structure the generic theorem
would read:
Theorem B Let 〈N1, G1〉 and 〈N2, G2〉 be locally moving nearly ordered
permutation groups of type , and assume that 〈Ni, Gi〉 is ,
i = 1, 2. Suppose that α : G1 ∼= G2. Then there exists a unique τ : N¯ rel1 ∼= N¯ rel2
such that τ induces α, that is, α(g) = τ◦g◦τ−1 for all g ∈ G1; or equivalently,
such that τ ∪ α : 〈N¯ rel1 , G1〉 ∼= 〈N¯ rel2 , G2〉.
For a single nearly ordered structure 〈N,G〉, reconstruction permits us to
identify Aut (G) with the normalizer of G in Aut(N¯ rel), that is, in the group
Homeo(N¯) of homeomorphisms of N¯ :
Theorem C Let 〈N,G〉 be a locally moving nearly ordered permutation
group, and assume that 〈N,G〉 is . Then every automorphism
α of G is conjugation by a unique automorphism τ of N¯ rel, so that
Aut(G) = Norm
Aut (N¯rel)(G) = NormHomeo (N¯)(G).
We recapitulate some of the history of such reconstruction theorems, fo-
cusing here on how to fill in the blank in Theorem C. In each result mentioned
here the hypotheses force 〈N,G〉 to be locally moving, and to be highly tran-
sitive (for whatever form of multiple transitivity the result assumes), though
this is not always obvious. All these results will follow from the more gen-
eral reconstruction theorems of the present paper, some of which will have
hypotheses that do not force high transitivity.
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We begin with the linear and monotonic cases. Here
Bdd(G)
def
= {g ∈ G | g has bounded support}, and
Bdd(L)
def
= Bdd(Aut (L)) = Bdd(Aut (ED(L))).
N.G. Fine and G.E. Schweigert [FS] proved Theorem C for the full au-
tomorphism group G = Aut(ED (R)), R the chain of real numbers (that is,
for G the group of all homeomorphisms of R). J.V. Whittaker [W] proved it
for any G such that Bdd(R) ≤ G ≤ Aut (ED(R)), and his arguments apply
when R is replaced by any chain L for which Aut(L) is 2-o-transitive. This
more general version was also established explicitly in different ways by D.
Eisenbud [Ei] (under additional hypotheses) and by E.B. Rabinovich [Ra].
W.C. Holland [Ho1] proved an analogue of Theorem C for lattice-ordered
permutation groups 〈L,G〉, whose definition we now give. When any G ≤
Aut(L) is ordered pointwise (f ≤ g iff f(x) ≤ g(x) for all x ∈ L), G becomes
a partially ordered group (meaning that the order is preserved by multiplica-
tion on either side). When G = Aut (L) this gives a lattice order, with the
supremum and infimum of a pair of elements formed pointwise. More gener-
ally, 〈L,G〉 is called a lattice-ordered permutation group if G is a sublattice of
Aut(L), that is, if G is closed under pointwise suprema and infima. Holland
proved that when 〈L,G〉 is a lattice-ordered permutation group which is 2-
o-transitive and has a nonidentity bounded element, then Theorem C holds
for those automorphisms α of G which preserve order. He did not have to
assume that Bdd(L) ≤ G.
S.H. McCleary [Mc4] proved Theorem C (for all group automorphisms α)
for linear permutation groups which are 3-o-transitive and have a positive
bounded element. (An element g is positive if g(x) ≥ x for all x ∈ L and
g 6= Id .) M. Giraudet [Gi] sharpened McCleary’s argument to obtain a first
order version of Theorem B dealing with elementarily equivalent groups, a
matter to which we return shortly.
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R. Bieri and R. Strebel [BS] achieved the next weakening of hypotheses.
They proved Theorem C for linear permutation groups which are 3-interval-
transitive, and which have a nonidentity bounded element and a positive
element (but these properties need not be conjoined in a single element).
(The 3-interval-transitivity was stated in a different form which is equivalent
in the presence of a nonidentity bounded element.) Actually, they were
dealing with intervals of R, but that was not essential for their development
of Theorem C. Also, they had an additional assumption about suprema and
infima in L¯ of supports of elements of G, namely that
sup(supp(g1)) = inf(supp(g2)) for some g1, g2 ∈ G,
though actually their methods can be used to obtain Theorem C even without
that assumption. We shall revisit their results in Section 9.
M.Rubin [R] developed results on local movability (some of which are
reproduced in Section 5) and used them to prove Theorem C for the full
automorphism groups G = Aut (L) and G = Aut(ED (L)) when 〈L,G〉 is
2-o-transitive. Like Giraudet, he got a first order version of Theorem B.
However, those methods do not work in the generality we are dealing with
here.
Our present results are more general yet. We get Theorems B and C
for linear permutation groups which are 2-interval-transitive (Theorem 7.6ff)
and for monotonic permutation groups which are 3-interval-transitive (The-
orem 7.18).
We infer these results from the existence of first order interpretations
of the nearly ordered permutation groups (now acting on certain dense sub-
chains of N¯) in their respective groups. The use of a first order interpretation
rather than a second order interpretation allows us to deduce the extra fact
that if these groups G1 and G2 are elementarily equivalent, then so are the
corresponding nearly ordered permutation groups.
We also get Theorems B and C under the hypothesis of span-transitivity
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(Theorem 8.10), meaning that for all distinct a, b ∈ N¯ and all bounded N¯ -
intervals I ⊆ J , there exists g ∈ G such that either g(a) ∈ I and g(b) 6∈ J ,
or g(b) ∈ I and g(a) 6∈ J . Here the interpretations are in second order logic,
so we cannot deduce the result about elementary equivalence.
The history of the circular and monocircular cases is briefer. In [W]
Whittaker also proved Theorem C for G = Aut(EO([0, 1))), the group of all
homeomorphisms of the real circle C. His proof also establishes the theorem
for G = Aut(CR([0, 1))), the group of orientation-preserving homeomor-
phisms of C. In [R] Rubin dealt also with the full automorphism groups
G = Aut (CR(L)) and G = Aut(EO(L)), proving Theorem C (and a first
order version of Theorem B) for both cases when 〈C,G〉 is 3-o-transitive.
Recently Matt Brin asked us whether we knew of any more general result
for the circle. We thank him for making us write this paper, and for his en-
thusiasm for the enterprise. (His question also helped bring about [R].) Brin
uses our Corollary 7.8, together with its analogue for circular permutation
groups, in [B], and again in [BG].
Our present results in the circular and monocircular cases parallel those
in the linear and monotonic cases. We get Theorems B and C for circu-
lar permutation groups which are 3-interval-transitive (Theorem 7.20) and
for monocircular permutation groups which are 4-interval-transitive (Theo-
rem 7.23), using first order interpretations.
We also get these theorems under the hypothesis of nest-transitivity (The-
orem 8.3), meaning that for all bounded N¯ -intervals K and I ⊆ J with I and
J having no common endpoints, there exists g ∈ G such that I ⊆ g(K) ⊆ J ,
that is, g(K) is nested between I and J . The interpretations are in second
order logic.
The paper has been arranged so as to accommodate a variety of readers.
We offer now a guide to the rest of the paper, with suggestions for readers
who want to read only selected parts.
Section 2 provides a bit of basic background and offers some context that
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is helpful but not explicitly used in the sequel.
Section 3, after settling some preliminaries, surveys some simplicity re-
sults about the derived group Bdd ′(G), again as helpful context rather than
for explicit use. Finally, for a nearly ordered permutation group 〈N,G〉, it
introduces the Boolean Algebra of regular open sets of N¯ on which G will
act.
Section 4 deals with the linear case, the simplest of the four cases. It
provides an informal and not too technical proof of the Linear Reconstruction
Theorem 7.6 (cf. Theorem A of the introduction), but with two huge gaps.
For a reader wanting to understand just the linear case, guidance is offered
on what else to read to fill in the gaps.
Section 5 is a technical section establishing (in Theorem 5.5) that cer-
tain relationships between automorphisms of a Boolean algebra can be re-
expressed in the first order language of groups. There is guidance on how to
read just a selected subset of the section.
Section 6, also technical, provides model theoretic underpinnings and
definitions of several kinds of “interpretations”. It uses the results of Section 5
to establish that all “local movement systems” for a given group G are “the
same” (Theorem 6.13). Results involving second order interpretation, which
are needed only for the second order reconstruction in Section 8, are starred
so that they can be skipped on first reading.
Section 7 gives the statement of the Linear Reconstruction Theorem 7.6
(cf. Theorem B in the introduction), deduces numerous corollaries, and
deduces 7.6 from the more technical Linear Interpretation Theorem 7.12.
Then it does the same for the other three types of nearly ordered permutation
groups. Finally it proves 7.12 and its analogues.
Section 8 deals with second order reconstruction, as discussed above. It
can be skipped without detriment to understanding the rest of the paper,
especially if the reader is willing to look up occasional definitions there.
Section 9 further develops certain ideas from Section 7 and deduces vari-
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ous theorems from papers cited in our introduction, but this time with weaker
hypotheses. At the end is a discussion of the uses made of our results in [B]
and [BG]. Section 9 can be skipped in the same fashion as Section 8.
Section 10 deduces results of Giraudet [Gi] on interpretations with a pa-
rameter, now with weaker hypotheses. It can also be skipped in the above
fashion.
Section 11 discusses lattice-ordered permutation groups.
Section 12 discusses relationships among the various transitivity prop-
erties, and is often referred to from earlier in the paper. It is nearly self-
contained, and much of it could be read immediately after the introduction.
Section 13 offers numerous examples.
Open questions are stated as they arise. Chief among these are whether
in the circular and monocircular cases, assuming local movability, the de-
gree of multiple transitivity sufficient to give a reconstruction theorem, or
to guarantee high interval-transitivity, can be reduced (Questions 7.22, 7.25,
and 12.3).
A matter of notation: The symbols “<” and “≤” are not being used
just as strict and non-strict versions of the same order. For the order on
the Boolean algebras we consistently use the symbol “≤”, whereas for the
order on the chains L we almost always use the symbol “<”, with the few
exceptions being clear from context. We also use “≤” for the pointwise order
on the group, on those few occasions when we need to refer to it.
To understand this paper it is essential that the reader draw many, many
figures.
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2 The objects of study
We now elaborate on our assertion that the equal direction relation on a
chain L is essentially the same as the usual betweenness relation
Bet = BetL
def
= {〈x1, x2, x3〉 ∈ L3 | (x1 < x2 < x3) ∨ (x1 > x2 > x3)}.
As with Ed , BetL
∗
coincides with BetL, and L and L∗ are the only two
linear orders inducing BetL. This ensures that Ed and Bet can be recovered
from each other, but we need a sharper statement. The definitions of Ed
and Bet are valid for arbitrary chains L (not necessarily dense and without
endpoints), and so is the following proposition.
The relations Ed and Bet are bi-interpretable in the following sense:
Proposition 2.1
(1) There is a first order formula ϕBet (x1, x2, x3) in the language {Ed}
such that for any chain L and any a1, a2, a3 ∈ L:
ED(L) |= ϕBet [a1, a2, a3] iff BetL(a1, a2, a3).
(2) There is a first order formula ϕEd (x1, x2; x3, x4) in the language {Bet}
such that for any chain L and any a1, a2, a3, a4 ∈ L:
〈L,Bet〉 |= ϕEd [a1, a2; a3, a4] iff EdL(a1, a2; a3, a4).
Proof (1) ϕBet (x1, x2, x3)
def≡ Ed(x1, x2; x2, x3) is as required.
(2) ϕEd (x1, x2; x3, x4)
def≡ (x1 6= x2) ∧ (x3 6= x4) ∧
(Bet(x1, x2, x3)→ Bet(x2, x3, x4)) ∧ (Bet(x1, x3, x2)→ Bet(x1, x3, x4)) ∧
(Bet(x3, x1, x2)→ ¬Bet(x4, x3, x1)) ∧
((x3 = x1)→ ¬Bet(x4, x3, x2)) ∧ ((x3 = x2)→ Bet(x1, x3, x4))
is as required.
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For circularly ordered sets C, the analogue of the betweenness relation is
the quaternary separation relation:
Sep = SepC
def
= {~x ∈ C4 | Cr(x1, x2, x3, x4) ∨ Cr(x4, x3, x2, x1)}.
As with Eo , SepC
∗
coincides with SepC , and C and C∗ are the only two
circular orders inducing SepC . This can be seen directly, or deduced from
the following proposition (whose proof can be adapted to arbitrary C).
The relations Eo and Sep are bi-interpretable in the following sense:
Proposition 2.2
(1) There is a first order formula ϕSep (x1, x2, x3, x4) in the language {Eo}
such that for any circle C and any a1, a2, a3, a4 ∈ C:
EO(C) |= ϕSep [a1, a2, a3, a4] iff SepC(a1, a2, a3, a4).
(2) There is a first order formula ϕEo (x1, x2, x3; y1, y2, y3) in the language
{Sep} such that for any circle C and any ~a,~b ∈ C3:
〈C, Sep〉 |= ϕEo [~a,~b] iff EoC(~a,~b).
Proof (for dense circular orders).
(1) This follows from the definition of SepC .
(2) We define the following formulas:
ϕ′Eo (~x, ~z)
def≡ (
3∧
i=1
Sep(x1, x2, x3, zi)) ∧ Sep(x2, z1, z2, z3) ∧ Sep(x1, x3, z1, z3),
ϕ′′Eo (~x, ~z)
def≡ ϕ′Eo (x1, x2, x3; ~z) ∨ ϕ′Eo (x2, x3, x1; ~z) ∨ ϕ′Eo (x3, x1, x2; ~z),
ϕEo (~x, ~y)
def≡ ∃~z (ϕ′′Eo (~x, ~z) ∧ ϕ′′Eo (~y, ~z)).
Then ϕEo is as required.
We remark that there does exist a (very long) quantifier free formula
which works in (2) for all (not necessarily dense) circular orders.
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Though we shall make no use of the rest of this section (except for the
discussion of pointwise order), it provides helpful context.
Various finite sets of first order axioms have been given to characterize
those ternary relations which are betweenness relations, and obviously axioms
can be added to specify denseness and the absence of endpoints. In view of
Proposition 2.1, the theory of equal direction structures is also finitely first
order axiomatizable.
P. Cameron [C, Theorem 4.2ff] gives a finite first order axiomatization to
characterize those quarternary relations which are separation relations, and
again an axiom can be added to specify denseness. Hence the theory of equal
orientation structures is also finitely first order axiomatizable.
Now we address axiomatizations of some of the classes of groups with
which we are dealing. Consider the class
{G | ∃ L such that 〈L,G〉 is a linear permutation group}.
Here the class is the same regardless of whether density and absence of end-
points are required. As observed by M. Giraudet and F. Lucas [GL, p.82], P.
Conrad’s classic characterization of this class of groups provides for the class
an infinite first order axiomatization in the language of group theory.
Consider also
{G | ∃ L such that 〈ED(L), G〉 is a monotonic permutation group}.
Again the class is the same regardless of whether density is required. Gi-
raudet and Lucas show that this class is also first order axiomatizable in
group theoretic language.
Finally, the following class is finitely axiomatizable (Giraudet [Gi, Corol-
lary 1-7]): The class of groups G for which there exists L such that 〈L,G〉
is a 2-o-transitive lattice-ordered permutation group having a nonidentity
element of bounded support.
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For linear permutation groups 〈L,G〉, the pointwise order on G is de-
fined by setting f ≤ g iff f(x) ≤ g(x) for all x ∈ L. As mentioned in the
introduction, with this order G becomes a partially ordered group.
For monotonic permutation groups 〈ED(L), G〉, the pointwise order is
defined in the same way. This order depends on whether ED (L) is based
on L or L∗; it is reversed by reversal of the order on L. Here the pointwise
order yields what is called a half-ordered group, a notion introduced in [GL]
by Giraudet and Lucas:
Definition 2.3 (1) A half-ordered group consists of a group G together with
a nontrivial partial order “≤” on G such that for any h ∈ G:
(a) For all g1 ≤ g2 ∈ G, g1h ≤ g2h; and
(b) Either for all g1 ≤ g2 ∈ G, hg1 ≤ hg2, or else for all g1 ≤ g2 ∈ G,
hg1 ≥ hg2.
(2) The increasing part of G consists of those h ∈ G such that hg1 ≤ hg2
for all g1 ≤ g2; it is a subgroup of index ≤ 2.
(3) G is a half-lattice-ordered group if its increasing part forms a lattice.
(4) 〈ED(L), G〉 is a half-lattice-ordered permutation group if Opp(G) is a
sublattice of Aut(L).
Cameron [C, Theorem 6.1] provides an interesting perspective on the four
classes of nearly ordered permutation groups. Let 〈X,G〉 be a permutation
group on an (unordered) infinite set X . 〈X,G〉 is n-homogeneous if for any
two n-element sets S1, S2 ⊆ X , there exists g ∈ G such that g(S1) = S2.
n-homogeneity ⇒ (n− 1)-homogeneity [C].
Cameron shows that if 〈X,G〉 is highly homogeneous, and if for some r
〈X,G〉 is r-transitive (in the usual unordered sense) but not (r+1)-transitive,
then X can be equipped with a relation which makes it a nearly ordered
structure N with G ≤ Aut(N).
More fully, he shows that one of the following four cases must obtain:
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(1) r = 1 and there is a linear order on X (unique up to reversal) giving
a linear permutation group 〈N,G〉, and 〈N,G〉 is 2-o-transitive. (Here 4-
homogeneity suffices.)
(2) r = 2 and the action of GT (setwise stabilizer) on a 3-point set T
contains a 2-cycle, and there is a unique equal direction structure on X
giving a monotonic permutation group 〈N,G〉, and 〈N,G〉 is 3-o-transitive.
(Here 4-homogeneity suffices; and by 3-homogeneity, the description of GT
is independent of T .)
(3) r = 2 and the action of GT on a 3-point set T contains a 3-cycle, and
there is a circular order (unique up to reversal) on X giving a circular per-
mutation group 〈N,G〉, and 〈N,G〉 is 3-o-transitive. (Again 4-homogeneity
suffices.)
(4) r = 3 and there is a unique equal orientation structure on X giving a
monocircular permutation group 〈N,G〉, and 〈N,G〉 is 4-o-transitive. (Here
5-homogeneity suffices. The action of GT on a 4-point set T , ordered by Cr
for “the” circular order on which the equal orientation structure is based,
contains all 8 cyclic and reverse-cyclic permutations.)
The statements about o-transitivity are not mentioned explicitly in [C],
but they follow from the descriptions of GT . Nor are the uniqueness claims,
but they follow easily from the rest of the information. Consider (3), for ex-
ample. Given a, b, c ∈ X and the choice of Cr(a, b, c) rather than Cr(a, c, b),
this choice can be transferred to any other three points by 3-homogeneity, and
uniquely so because of the description of GT and the lack of 3-transitivity.
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3 Preliminaries
Let N be a nearly ordered structure. We equip the universe |N¯ | of N¯ with
the topology generated by the set of N¯ -intervals (the order-topology on N¯).
The first two propositions are obvious.
Proposition 3.1 Let 〈N,G〉 be a nearly ordered permutation group, and
suppose that M is a dense G-invariant subset of N¯ . Then
(1) G acts faithfully on M , and the substructure 〈M,G〉 of 〈N¯ , G〉 is a
nearly ordered permutation group of the same type as 〈N,G〉.
(2) If 〈N,G〉 is locally moving, so is 〈M,G〉.
(3) If 〈N,G〉 is n-interval-transitive for a given n, so is 〈M,G〉.
However, (3) fails for the other versions of multiple transitivity in Defini-
tion 1.8, even when 〈N,G〉 is locally moving and M consists of a single orbit
of 〈N¯ , G〉; see Examples 13.4 and 13.10. This is one way in which interval
transitivity is more “robust” than the other versions. Another way is part
(2) of the following proposition, which also fails for 2-o-transitivity (see Ex-
ample 13.9), and (we conjecture) for approximate 2-o-transitivity. We shall
refer to these attributes as “robustness under change of G-invariant subset”
and “robustness under enlargement of the group”.
Proposition 3.2 Let 〈N,G〉 be a nearly ordered permutation group, let G ≤
G2 ≤ Aut (N¯), and let G2(N) def= {g2(a) | g2 ∈ G2, a ∈ N}. Then:
(1) If 〈N,G〉 is locally moving, so is 〈G2(N), G2〉.
(2) If 〈N,G〉 is n-interval-transitive for a given n, so is 〈G2(N), G2〉.
We mention here a rather weak transitivity property (robust in both
the above senses) which is obviously implied by 2-interval-transitivity. This
property was mentioned in [DS] for the linear case, and was known there as
feeble 2-transitivity.
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Definition 3.3 We call a nearly ordered permutation group 〈N,G〉 inclusion-
transitive if for any bounded N -intervals I and J there exists g ∈ G such
that g(I) ⊆ J . Requiring that g ∈ Opp(G) yields an equivalent definition.
(Given I and J , pick a bounded interval K of N such that I ∪ J ⊆ K,
having first replaced J by a subinterval of itself if necessary to make this
possible. Picking g ∈ G such that g(K) ⊆ J , we have g2 ∈ Opp(G) and
g2(I) ⊆ g2(K) ⊆ g(J) ⊆ g(K) ⊆ J .)
Note that although the chain L in a linear permutation group is by def-
inition dense and without endpoints, the definition of inclusion-transitivity
makes sense without these restrictions on L, and in fact implies them, so
that in the presence of inclusion-transitvity they become redundant (when
|L| > 2). This applies also to the other three types of nearly ordered permu-
tation groups.
Definition 3.4
(1) For G a group and g, h ∈ G, let gh def= hgh−1.
(2) Let KNO denote the class of all locally moving nearly ordered permu-
tation groups.
Proposition 3.5 Let 〈N,G〉 be a nearly ordered permutation group which is
inclusion-transitive. Then
(1) If G has a nonidentity bounded element, then 〈N,G〉 is locally moving,
that is, 〈N,G〉 ∈ KNO .
(2) The centralizer ZG(B) of any conjugacy class B of bounded elements
is trivial.
(3) Each orbit of 〈N¯ , G〉 is dense in N¯ , that is, 〈N¯ , G〉 is approximately
1-transitive.
(4) Proposition 3.1 applies to each nonempty G-invariant subset M of N¯ .
Proof (1) and (2) hold because supp(gh) = h(supp(g)). (3) and (4) are
clear.
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Proposition 3.6 Suppose 〈N,G〉 is locally moving, and let {Id} 6= H ✂G.
Then
(1) H has a nonidentity bounded element.
(2) If 〈N,G〉 is inclusion-transitive, then 〈N,G〉 is locally moving.
Proof (1) Pick h ∈ H − {Id}, and pick a bounded N -interval I such that
h(I)∩I = ∅ and such that h(I)∪I is bounded. Then pick p ∈ G−{Id} such
that supp(p) ⊆ I. Then Id 6= hph−1 · p−1 ∈ H and supp(php−1) is bounded.
(2) follows from (1) since supp(kg) = g(supp(k)).
In results such as Theorem B of the introduction, once the existence of τ
is assured, its uniqueness will follow from:
Proposition 3.7 Let 〈N1, G1〉, 〈N2, G2〉 ∈ KNO . Suppose that α : G1 ∼= G2.
Then there is at most one τ : N¯ rel1
∼= N¯ rel2 which induces α.
Proof It suffices to show that ZAut (N¯rel)(G) is trivial. Let h ∈ Aut (N¯ rel),
and suppose h 6= Id . Pick an N¯ -interval I such that h(I) ∩ I = ∅, and pick
g ∈ G such that supp(g) ⊆ I. Then supp(gh) ⊆ h(I), so gh 6= g.
Definition 3.8 Let 〈N,G〉 be a nearly ordered permutation group, with
N = 〈L,<〉 or N = ED(L).
(1) Recall that
Bdd(G)
def
= {g ∈ G | supp(g) is bounded in 〈L,<〉},
a normal subgroup of G.
(2) Let
Lft(G)
def
= {g ∈ G | supp(g) is bounded above in 〈L,<〉},
Rt(G)
def
= {g ∈ G | supp(g) is bounded below in 〈L,<〉}.
Both are subnormal subgroups of G (normal in G if N = 〈L,<〉), and
Bdd(G) = Lft(G) ∩ Rt(G). For N = ED(L), Lft(G) and Rt(G) depend
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on whether ED(L) is based on L or L∗, and are interchanged by reversal of
the order on L. They are normal subgroups of Opp(G), and conjugation by
any order-reversing g ∈ G interchanges them.
Definition 3.9 Let 〈N,G〉 be a nearly ordered permutation group, with
N = C = CR(L) or N = EO(C). We define Bdd(G) to be the (normal)
subgroup of G generated by the set of bounded elements.
We prepare to survey some simplicity results for the derived group Bdd ′(G),
and in certain cases for Bdd(G) as well. As in Section 2, though we shall
not make much use of these results, they provide a helpful context for our
reconstruction theorems.
Let Bdd (n)(G) denote the nth derived group of Bdd(G).
Proposition 3.10 Suppose 〈N,G〉 is locally moving. Then for each n,
〈N,Bdd (n)(G)〉 is locally moving.
Proof It suffices to show this for n = 1. Let I be any N -interval. Pick
b ∈ Bdd(G) − {Id} such that supp(b) ⊆ I, then pick an N -interval J such
that b(J) ∩ J = ∅, and then pick c ∈ Bdd(G)− {Id} such that supp(c) ⊆ J .
We have bcb−1c−1 ∈ Bdd ′(G) − {Id} and supp(bcb−1c−1) ⊆ I. Therefore
〈N,Bdd ′(G)〉 is locally moving.
For linear/monotonic permutation groups, we focus on some results of
G. Higman [Hi]. Higman deals with permutation groups 〈X,B〉, with X an
infinite set, having the property that for all f, g, h ∈ B with h 6= Id, there
exists k ∈ B for which k(Y ) is unstable with respect to h in the sense that
k(Y ) ∩ hk(Y ) = ∅, where Y = supp(f) ∪ supp(g).
〈N,G〉 satisfies Higman’s condition if it is inclusion-transitive and all
its elements are bounded (and these conditions force 〈N,G〉 to be locally
moving). Conversely, for locally moving 〈N,G〉, Higman’s condition forces
〈N,G〉 to be inclusion-transitive with all its elements bounded. (Clearly all
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the elements must be bounded since some of them are. Also, given bounded
N -intervals I and J , pick f, g ∈ G− {Id} such that
supp(f) < I < supp(h) and supp(h) ⊆ J,
and pick k as in Higman’s condition; then k(I) ⊆ J .)
Higman’s condition, then, will be applied to Bdd(G), and we will phrase
his condition in terms of inclusion-transitivity. We will see in Corollary 12.7
that for any 3-interval-transitive linear or monotonic 〈N,G〉 having a non-
identity bounded element, 〈N,Bdd(G)〉 is inclusion-transitive. (We do not
know whether 3-interval-transitivity could be reduced to 2-interval-transitivity.)
Theorem 3.11 (Higman) Let 〈N,G〉 be a linear or monotonic permutation
group having a nonidentity bounded element. Then
(1) If 〈N,Bdd(G)〉 is inclusion-transitive (for example, if 〈N,G〉 is 3-
interval-transitive), then Bdd ′(G) is simple, Bdd ′(G) is the smallest nontriv-
ial normal subgroup of Bdd(G), and Bdd ′′(G) = Bdd ′(G).
(2) In (1), Bdd ′(G) is also the smallest nontrivial subnormal subgroup
of G.
(3) If we assume only that 〈N,G〉 is inclusion-transitive, then Bdd ′(G) is
still the smallest nontrivial normal subgroup of G, and Bdd ′′(G) = Bdd ′(G).
Proof What Higman actually proves is (1). We address the rest.
(2) follows from (1). For by (1), Bdd ′(G) is simple, and by Proposition 3.5
ZG(Bdd
′(G)) is trivial. Hence Bdd ′(G) is contained in every nontrivial nor-
mal subgroup H of G, then in every nontrivial normal subgroup of H , etc.
Now we deal with (3), assuming inclusion-transitivity only for 〈N,G〉.
For any f, g ∈ Bdd(G) and h ∈ G − {Id}, there exists k ∈ G for which
k(Y ) ∩ hk(Y ) = ∅, where Y = supp(f) ∪ supp(g) . Higman’s proof of (1)
then shows that fgf−1g−1 is a product of conjugates of h, so that Bdd ′(G)
is contained in every nontrivial normal subgroup of G; and shows also that
Bdd ′′(G) = Bdd ′(G). By Proposition 3.5, Bdd ′(G) is nontrivial.
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We mention that parts of (2) and (3) are also pointed out in [DGM].
There are many results establishing the simplicity of Bdd ′(G) in particular
examples, but here we are surveying more general results.
When G = Aut(N) in Theorem 3.11, more can be said. Part (1) of the
following theorem is due to Higman [Hi], and (2) to R. Ball and Droste [BD].
(3) is well known in the linear case (see [GL], for example); the monotonic
case is due to McCleary [Mc3].
Theorem 3.12 For N = L or N = ED(L), let 〈N,Aut(N)〉 be 2-o-transitive
(hence highly o-transitive). Then
(1) Bdd ′(N) = Bdd(N). Therefore Bdd(N) is simple, and is the smallest
nontrivial subnormal subgroup of Aut (N).
(2) Every subnormal subgroup of Aut (L) is normal.
(3) Suppose L has a countable subset which is coinitial and cofinal in
L. Then Aut(ED (L)), Aut (L), Lft(L), Rt(L), and Bdd(L) are the only
nontrivial subnormal subgroups of Aut(ED(L)); and Aut(L), Lft(L), Rt(L),
and Bdd(L) are the only nontrivial subnormal subgroups of Aut(L).
Note Droste and Shortt [DS] relax the requirement in (1) that the group
be Aut(N), proving (1) for a still quite restrictive class of 〈N,G〉’s.
We turn briefly to circular/monocircular permutation groups 〈C, G〉, where
C is the real circle. D. B. A. Epstein [Ep] gives conditions which force G′ to
be simple (and also force Bdd(G) = G). J. Schreier and S. Ulam [SU] prove
that Aut(C) is simple. (Here Bdd ′(C) = Bdd(C) = Aut(C).) It follows
that Aut(EO(C)) and Aut(C) are the only nontrivial subnormal subgroups
of Aut(EO(C)).
Finally, we introduce the Boolean algebra of regular open subsets of |N¯ |,
where N is a nearly ordered structure. Because N¯ is Dedekind complete,
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every open U ⊆ N¯ can be written uniquely as the union U = ⋃ IU of a pair-
wise disjoint set IU of (nonempty open) N¯ -intervals (recall Definition 1.5).
The members of IU are the connected components of U .
Let U ⊆ N¯ . Let int(U) denote the interior of U and cl(U) the closure.
U is said to be regular open in |N¯ | if U = int(cl(U)). For any U ⊆ N¯ ,
int(cl(U)) is itself regular open.
For any open U , int(cl(U)) consists of those points x ∈ N¯ such that there
is an N¯ -interval Jx which contains x and contains no N¯ -interval K for which
K ∩ U = ∅ (so that Jx ⊆ cl(U)).
For N¯ = L¯ or N¯ = ED(L¯): All L¯-intervals are regular open. An open set
U is regular open iff for all distinct I, J ∈ IU there exists an L¯-interval K
such that K ∩ U = ∅ and K is between I and J (that is, either I < K < J
or J < K < I).
For N¯ = C¯ or N¯ = EO(C¯): All C¯-intervals are regular open except
those of the form C¯x = {z ∈ C¯ | z 6= x}. An open set U is regular open
iff for all distinct I, J ∈ IU there exist C¯-intervals K1 and K2 such that
K1 ∩ U = ∅ = K2 ∩ U and Crs(I,K1, J,K2).
We shall deal extensively with the Boolean algebra of regular open subsets
of |N¯ |.
We regard a Boolean algebra (BA) as a partially ordered set 〈B,≤B〉.
The operations and constants of B are denoted by +B, ·B, −B, 0B and 1B.
For a subset C ⊆ B, the supremum and infimum of C in B, if they exist,
are denoted by
∑B C and ∏B C. The superscript B is usually omitted. The
language of Boolean algebras, which in our setting is just the language of
posets {≤}, is denoted by LPST .
A Boolean algebra B is complete if every subset of B has a supremum
and an infimum, and is atomless if B − {0} has no minimal elements.
It is well known and easy to prove that for any topological space X , the
poset 〈Ro(X),⊆〉 of regular open subsets is a complete BA. For N a nearly
ordered structure, let B¯(N) denote Ro(|N¯ |).
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For g ∈ Aut(N) let gB be the automorphism that g induces on B¯(N),
that is, gB(U) = {g(u)|u ∈ U}. The map g 7→ gB is an embedding of Aut(N)
in Aut(B¯(N)). We thus regard Aut(N) as a subgroup of Aut(B¯(N)).
We record the above information as
Proposition 3.13 Let N be a nearly ordered structure. Then 〈B¯(N),⊆〉 is
a complete atomless Boolean algebra. For U, V ∈ B¯(N):
U + V = int(cl(U ∪ V )), U · V = U ∩ V, −U = int(|N¯ | − U),∑{Ui | i ∈ I} = int(cl(⋃i∈I Ui)), and ∏{Ui | i ∈ I} = int(⋂i∈I Ui).
Also, Aut (N) ≤ Aut(B¯(N)).
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4 An overview of the linear case
Here we give an overview of the proof of the Reconstruction Theorem in the
linear case. This is part (2) of Theorem 7.6, also stated here for convenience.
Its hypotheses guarantee local movability; see Proposition 3.5. Actually,
what we present here is an informal proof that is fairly complete except for
two huge gaps.
Theorem 4.1 Let 〈Li, Gi〉 be a linear permutation group which is 2-interval-
transitive and has a nonidentity bounded element, i = 1, 2. Suppose that
α : G1 ∼= G2. Then there exists a unique monotonic bijection τ : L¯1 → L¯2
which induces α, that is,
α(g) = τ ◦ g ◦ τ−1 for all g ∈ G1.
Until the very end of the proof, we deal with just one 〈L,G〉. Let g ∈ G.
Even more important to us than the open set supp(g) will be the regular
open set int(cl(supp(g))) ∈ B¯(L), which we denote by var(g). Let
Var(L,G)
def
= {var(g) | g ∈ G} ⊆ B¯(L).
We view G as acting on B¯(L) and also on Var(L,G), and because 〈L,G〉 is
locally moving even this latter action is faithful.
For g ∈ G, let Ep(var(g)) consist of the endpoints in L¯ of the convex hull
of var(g), or equivalently of supp(g). Let
Ep(N,G)
def
=
⋃
g∈G Ep(var(g)),
EP(N,G)
def
= 〈Ep(N,G),Ed L¯〉,
the restriction to Ep(L,G) of the equal direction relation on L¯. We emphasize
that EP(L,G) is an equal direction structure, not a chain. Ep(L,G) is dense
in L¯ since 〈L,G〉 is locally moving; also, Ep(L,G) is G-invariant. So G acts
faithfully on EP(L,G).
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We want to “reconstruct” EP(L,G) , and the action 〈EP(L,G), G〉, from
the group G alone; or put another way, to “interpret” 〈EP(L,G), G〉 in G
using the language LGR of groups.
We begin with the set Ep(L,G). The plan is to view an x ∈ Ep(L,G) as,
in effect, the set of all g ∈ G such that x = inf(var(g)) or x = sup(var(g)).
We start building a library of notions that can be expressed by formulas in
LGR .
The crux of the proof is that disjointness of var ’s (or equivalently, dis-
jointness of supp ’s), that is,
var(g1) · var(g2) = 0,
can be expressed in LGR ! This will be established in Corollary 5.18, and is
one of the two gaps referred to above. (A shortcut to 5.18 will be mentioned
after Theorem 5.5.)
The advantage of var ’s over supp ’s is that containment of var ’s can be
expressed in terms of disjointness:
var(g1) ⊆ var(g2)
can be expressed as
for every h ∈ G, var(h) · var(g2) = 0 ⇒ var(h) · var(g1) = 0.
This is valid because if var(g1) 6⊆ var(g2) then var(g1) contains a nonempty
open set U disjoint from var(g2) since var(g2) is regular open, whereupon
local movability provides an h ∈ G− {Id} with var(h) ⊆ U . Then of course
var(g1) = var(g2)
can also be expressed in LGR .
Let U1, U2 ∈ Var(L,G). We say that U1 and U2 are segregated if their
convex hulls in L¯ are disjoint, that is, if
U1 < U2 or U2 < U1 or U1 = ∅ or U2 = ∅.
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This can be expressed as
¬(∃f)((f(U1) · U2 6= 0) ∧ (f(U2) · U1 6= 0)).
This works because of 2-interval-transitivity, and will be the sole use of
that hypothesis (aside from permitting us to assume only the existence of a
single bounded element). Although the above expression isn’t in LGR , we
see from the fact that h(var(g)) = var(gh) that the statement
var(g1) and var(g2) are segregated
can indeed be expressed in LGR .
To interpret Ep(L,G), we consider those ordered pairs 〈U1, U2〉 such that
U1 and U2 are segregated and nonempty. Such pairs will be used to “repre-
sent” the points in Ep(L,G), and will be called representatives. We consider
also the “point” function Pt from the set of representatives onto Ep(L,G),
given by
Pt(U1, U2) =
{
sup(U1) if U1 < U2,
inf(U1) if U1 > U2.
U1 is the important argument here; U2 merely discriminates between inf(U1)
and sup(U1).
We need to express in LGR when two representatives yield the same point,
that is, when Pt (U1, U2) = Pt(V1, V2); and to interpret the equal direction
structure EP(L,G) we need to capture the betweenness relation on Ep(L,G).
We deal with these matters in Lemma 7.33; this is the second gap in the
overview. (An impatient reader could fill in this gap by reading the proof
(not the statement) of Lemma 7.33, taking “T” to be Var(L,G), and armed
with the understanding that LSEG means {≤, Seg}, the language of posets
augmented by a relation symbol Seg to express the segregation relation.)
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The action of G on EP(L,G) can also be expressed in LGR since for any
representative 〈var(g1), var(g2)〉 we have
h(Pt(var(g1), var(g2))
= Pt(h(var(g1), h(var(g2))
= Pt(var(gh1 ), var(g
h
2 ).
Finally, we return to a consideration of two linear permutation groups
〈L1, G1〉 and 〈L2, G2〉.We are given α : G1 ∼= G2. We define
τEP : EP(L1, G1) ∼= EP(L2, G2)
in the natural way, by setting
τEP (Pt (var(g), var(h)) = Pt(var(α(g)), var(α(h)).
Then τEP is an isomorphism of the equal direction structures, and
τEP ∪ α : 〈EP(L1, G1), G1〉 ∼= 〈EP(L2, G2), G2〉.
Since Ep(Li, Gi) is dense in L¯i, extending τEP to τ : L¯1 → L¯2 gives the
desired monotonic bijection τ . Proposition 3.7 guarantees the uniqueness of
τ .
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5 Locally moving groups
In this section we prove the Expressibility Theorem for Locally Moving
Groups. This theorem appears also in [R].
Definition 5.1 Let B be a Boolean algebra.
(1) A subset D ⊆ B is dense in B if for every a ∈ B − {0} there exists
d ∈ D − {0} such that d ≤ a.
(2) Let a ∈ B. B |`a def= {b ∈ B | b ≤ a}.
(3) Let g ∈ Aut (B) and a ∈ B. Then g |`a def= g |` (B |`a).
(4) Suppose B is complete, and let g ∈ Aut (B).
(a) Let fix(g)
def
=
∑{a ∈ B | g |`a = Id}.
(b) Let var(g)
def
= −fix(g).
(c) For G ≤ Aut(B), let Var(B,G) def= {var(g) | g ∈ G}.
(5) Let G a group and let f, g ∈ G.
(a) [f, g]
def
= fgf−1g−1 = f gf−1.
(b) CG(f)
def
= {h ∈ G | [h, f ] = Id}. We abbreviate CG(f) by C(f).
We consider in detail the special case in which B = B¯(N) for some nearly
ordered structure N and g ∈ Aut(N) ≤ Aut(B¯(N)) (see Proposition 3.13).
For a ∈ B¯(N), the expression “g |`a = Id” in (4a) has an equivalent meaning
in which a ⊆ N¯ and Id is the identity map on a. From this second point of
view, fix(g) is the largest regular open subset U of N¯ such that g |`U = Id
because
∑{ai | i ∈ I} = int(cl(⋃i∈I ai)). Let fps N¯(g) def= {x ∈ N¯ | g(x) = x},
the fixed point set of g in N¯ , which is a closed subset of N¯ .
Proposition 5.2 Let N be a nearly ordered structure, and let g ∈ Aut(N) ≤
Aut(B¯(N)). Then
(1) fix(g) = int(fps N¯(g)), the union of the interiors of the nonempty
connected components of fps N¯(g).
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(2) var(g) = int(cl(supp(g))), the union of the interiors of the connected
components of |N¯ | − fix(g).
(3) For h ∈ Aut(N), fix(gh) = h(fix(g)) and var(gh) = h(var(g)).
Proof We have already established (1). For (2), note that
var(g) = −fix(g) = int(|N¯ | − fix(g)) = int(cl(supp(g))).
(3) is clear.
In particular, the present definition of var(g) has as a special case the
definition given in Section 4.
Definition 5.3 Let 〈N,G〉 be a nearly ordered permutation group. Let
Var(N,G)
def
= Var(B¯(N), G) = {var(g) | g ∈ G} ⊆ B¯(N),
a G-invariant subset of B¯(N).
For 〈ED(L), G〉, and for any g ∈ G − Opp(G), fps N¯(g) is a singleton
and var(g) = L¯. Var(ED(L,G) thus coincides with Var(L,Opp(G)) except
that L¯ is adjoined as a (possibly new) member if Opp(G) 6= G. Similar
remarks apply to 〈EO(L), G〉, with fps N¯(g) a doubleton and var(g) = C¯
when g ∈ G−Opp(G).
We return to general Boolean algebras. Note that the following definition
of a locally moving subgroup G of Aut(B) specializes for G ≤ Aut(N) ≤
Aut(B¯(N)) to the definition in 1.6.
Definition 5.4
(1) Let B be an atomless complete BA and G ≤ Aut (B). G is a locally
moving subgroup of Aut(B) if for every a ∈ B−{0} there exists g ∈ G−{Id}
such that var(g) ≤ a; that is, if Var(B,G) is dense in B. The pair 〈B,G〉 is
then called a local movement system.
(2) A group G is a locally moving group if there is an atomless complete
BA B such that G is isomorphic to a locally moving subgroup of Aut (B).
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Rubin showed in [R] that there exists a sentence ϕLM in the first order
language of group theory such that for every group G:
G |= ϕLM iff G is a locally moving group.
However, we shall not make use of that in this paper.
Theorem 5.5 (The Expressibility Theorem) There are first order formulas
ϕEq(x, y), ϕ≤(x, y), and ϕAp(x, y, z) in the language LGR of groups such that
for every atomless complete Boolean algebra B and locally moving subgroup
G ≤ Aut(B) the following holds: For all f, g, h ∈ G,
G |= ϕEq[f, g] iff var(f) = var(g),
G |= ϕ≤[f, g] iff var(f) ≤ var(g),
G |= ϕAp[f, g, h] iff f(var(g)) = var(h).
The Expressibility Theorem, restated in Theorem 6.11 in terms of inter-
pretations, will provide the basis for our reconstruction theorems. The proof
of the Expressibility Theorem will be completed after Proposition 5.17. For
applications to nearly ordered permutation groups 〈N,G〉 we need this the-
orem only for the special case B = B¯(N). There the proof is far more
transparent. For a treatment of just the special case, the suggested approach
is to read Definition 5.11 and then read from Lemma 5.13 to the end of
the proof of Theorem 5.5. (The results through Lemma 5.12 are clear in
the special case.) For linear permutation groups, it is possible to skip even
Lemma 5.13; see Note 5.15.
We begin the development of the general case. It may be helpful to keep
in mind that every BA is isomorphic to a field of sets. First we establish a
few results not involving local movability.
Lemma 5.6 Let B be a BA. Let g ∈ Aut(B) and a ∈ B.
(1) If g(a) 6= a, then there exists 0 6= b ≤ a such that g(b) · b = 0.
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(2) Let B be complete.
(a) If g(b) · b = 0, then b ≤ var(g).
(b) If g(a) 6= a, then a · var(g) 6= 0.
Proof (1) If a− g(a) 6= 0, then a− g(a) serves as the required b. Otherwise
g(a) ≥ a, and by hypothesis g(a) 6= a. Let c = g(a)− a and b = g−1(c) ≤ a.
Then b is as required.
(2a) If g(b) · b = 0, then b · fix(g) = 0, so b ≤ var(g).
(2b) This follows from (1) and (2a).
Lemma 5.7 Let B be a BA, A ⊆ B, and b ∈ B. Then the following are
equivalent:
(1) For every upper bound u of A, b ≤ u.
(2) For every 0 6= b1 ≤ b there exists a ∈ A such that b1 · a 6= 0.
Proof (1) ⇒ (2) Let 0 6= b1 ≤ b, and suppose by way of contradiction that
for every a ∈ A, b1 ·a = 0. Then −b1 is an upper bound of A. Hence b ≤ −b1,
a contradiction.
(2) ⇒ (1) Let u be an upper bound of A. Let c = b− u. Then c · u = 0,
so c · a = 0 for all a ∈ A. Since c ≤ b, c = 0. Hence b ≤ u.
Proposition 5.8 Let B be a complete BA. Let b ∈ B and g ∈ Aut (B).
(1) b ≤ fix(g) iff g |`b = Id.
(2) b ≤ var(g) iff for all 0 6= c ≤ b, g |`c 6= Id.
(3) var(g) =
∑{a ∈ B | a · g(a) = 0}.
Proof (1) Let b ≤ fix(g). Suppose g(c) 6= c for some c ≤ b. By Lemma 5.6,
c · var(g) 6= 0, and thus c 6≤ fix(g). This contradiction establishes one
direction of (1a), and the other direction is obvious.
(2) We have b ≤ var(g) = −fix(g) iff b · fix(g) = 0 iff for all 0 6= c ≤ b,
g |`c 6= Id by (1).
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(3) Let A = {a ∈ B | g(a) · a = 0}. For every a ∈ A, a ≤ var(g), and thus∑
A ≤ var(g). Conversely, we show that var(g) ≤ ∑A. Let 0 6= b1 ≤ var(g).
Then g |`b1 6= Id . Pick c ≤ b1 such that g(c) 6= c, and then use (1) to pick
0 6= a ≤ c such that g(a) · a = 0. Thus a ∈ A and b1 · a 6= 0. By the lemma,
var(g) ≤ ∑A.
Proposition 5.9 Let B be a complete BA, and let f, g, h ∈ Aut(B).
(1) var(f−1) = var(f) and var(fh) = h(var(f)).
(2) var(fg) ≤ var(f) + var(g).
(3) If var(f) · var(g) = 0, then
(a) var(fg) = var(f) + var(g),
(b) [f, g] = Id.
(4) Let G ≤ Aut(B). Then Var(B,G) is a G-invariant subset of B¯(N).
Proof
(1) This holds for var because it holds for fix.
(2) By Proposition 5.8 fix(f) ·fix(g) ≤ fix(fg), which is equivalent to (2).
(3) Assume var(f) · var(g) = 0.
(a) It suffices to show that fix(fg) ≤ fix(f)·fix(g). Let b ≤ fix(fg), so
that (fg) |`b = Id . Then g |`b = f−1 |`b. If g |`b = Id , then b ≤ fix(f−1) ·fix(g) =
fix(f) · fix(g), as desired. If not, then g(c) · c = 0 for some 0 6= c ≤ b, and
then by Lemma 5.6 we have c ≤ var(g) · var(f−1), a contradiction.
(b) Suppose there exists a ∈ B such that f−1g−1fg(a) 6= a. Pick
0 6= b ≤ a such that f−1g−1fg(b) · b = 0 = g−1f−1gf(b). We may assume
with no loss of generality that g(b) 6= b. Pick 0 6= c ≤ b such that g(c) · c = 0,
making c ≤ var(g), and thus also making g(c) ≤ g(var(g)) = var(g). Since
var(f) · var(g) = 0, c ≤ fix(f) = fix(f−1) and g(c) ≤ fix(f). Therefore
f−1g−1fg(c) = c, which is a contradiction since 0 6= c ≤ b and f−1g−1fg(b) ·
b = 0.
(4) This follows from (1).
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Lemma 5.10 Let B be a complete BA and let g1, . . . , gn ∈ Aut(B). Let
0 6= a ≤
n∏
i=1
var(gi). Then there exists 0 6= b ≤ a such that b ·
n∑
i=1
gi(b) = 0.
Proof The proof is by induction on n, using Proposition 5.8(2) and Lemma
5.6(1).
Definition 5.11 Let 〈B,G〉 be a local movement system. For a ∈ B let
vleG(a)
def
= {g ∈ G | var(g) ≤ a}. We abbreviate vleG(a) by vle(a).
For f ∈ G, we want to capture the set vle(var(f)) in LGR . This will be
accomplished in Proposition 5.17.
Lemma 5.12 Let 〈B,G〉 be a local movement system.
(1) Let f ∈ G and 0 6= a ≤ var(f). Then there exists g ∈ vle(a) such
that [g, f ] 6= Id.
(2) Let 0 6= a ∈ B and let n ≥ 1. Then there exists h ∈ vle(a) such that
hn 6= Id.
(3) Let f, g ∈ G and 0 6= a ≤ var(f) ·var(g). Then there exists h ∈ vle(a)
such that [fh, g] 6= Id.
Proof (1) Let 0 6= a ≤ var(f). Pick 0 6= b ≤ a such that b · f(b) = 0, and
pick g ∈ vle(b)− {Id}. Since f(var(g)) 6= var(g), [g, f ] 6= Id .
(2) We prove by induction on n that there are h ∈ vle(a) and 0 6= b ≤ a
such that b, h(b), . . . , hn(b) are pairwise disjoint. For n = 1, let h ∈ vle(a)−
{Id}. Then by Lemma 5.6 there exists 0 6= b ≤ var(h) such that b ·h(b) = 0.
Suppose the claim is true for n. Let h ∈ vle(a) and 0 6= b ≤ a be as assured
by the induction hypothesis. If hn+1 |`b 6= Id , pick 0 6= c ≤ b such that
c · hn+1(c) = 0, and h and c are as required. Suppose now that hn+1 |`b = Id .
Pick k ∈ vle(b) − {Id} and 0 6= c ≤ b such that c · k(c) = 0. Let g = kh.
Then for i ≤ n, gi(c) = hi(c) ≤ hi(b) since b, . . . , hn(b) are pairwise disjoint.
Hence c, . . . , gn(c) are pairwise disjoint. Moreover gn+1(c) · c = 0 because
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gn+1(c) = (kh)n+1(c) = kh(kh)n(c) = kh(hn(c)) = k(c). Since gn+1(c) ≤ b,
we have gn+1(c) · gi(c) = 0 for i = 1, . . . , n.
(3) Let 0 6= a ≤ var(f) · var(g). If [f, g] 6= Id , then h = Id is as required.
Thus we may assume that [f, g] = Id . Use Lemma 5.10 to pick 0 6= b ≤ a
such that b · (f(b) + g(b)) = 0.
Case 1: b · var(fg) = 0. Then pick h ∈ vle(b) such that h2 6= Id , and
pick c ≤ b such that h2(c) 6= c. Then since f(c) · var(h) = 0 = c · var(fg) we
have
gfh(h(c)) = ghfh−1h(c) = ghf(c) = gf(c) = fg(c) = c;
whereas since var(h) · g(b) = 0 = h(c) · var(fg) we have
fhg(h(c)) = hfh−1gh(c) = hfgh(c) = h2(c).
Hence g and fh do not commute.
Case 2: b · var(fg) 6= 0. Then pick 0 6= b1 ≤ b such that b1 · fg(b1) = 0.
Pick h ∈ vle(b1)− {Id}, and pick c ≤ b1 such that h(c) 6= c. Then as above
gfh(h(c)) = gf(c);
whereas
fhg(h(c)) = hfgh(c) = fgh(c) = gf(h(c)).
Again g and fh do not commute.
The next lemma deals with automorphisms of an arbitrary BA, and its
proof does not use any of the previous results.
Lemma 5.13 Let B be any BA and let G = Aut (B). Let k0, . . . , kn ∈ Z,
f ∈ G, and a ∈ B. Suppose that fk0(a), . . . , fkn(a) are pairwise disjoint.
Then for all h1, . . . , hn ∈ C(f) and 0 6= b ≤ a,
n∑
i=1
hi(a) 6≥
n∑
i=0
fki(b).
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Proof The proof is by induction on n. First we treat n = 1. If fk0(b) +
fk1(b) ≤ h1(a), then 0 6= b ≤ f−k0(h1(a))·f−k1(h1(a)). Then since h1 ∈ C(f),
0 6= f−k0(a) · f−k1(a). Apply fk0+k1 to both sides. Then fk1(a) · fk0(a) 6= 0,
a contradiction.
Suppose the claim is true for n. Let k0, . . . , kn+1, h1, . . . , hn+1, and a and
b be as in the lemma. If hn+1(a) ·
n+1∑
i=0
fki(b) = 0, the induction hypothesis
would give
n+1∑
i=1
hi(a) 6≥
n+1∑
i=0
fki(b).
Suppose otherwise, and pick j such that hn+1(a) ·fkj(b) 6= 0. We may assume
that j = n+ 1, so that c
def
= hn+1(a) · fkn+1(b) 6= 0. Let b′ = f−kn+1(c). Since
0 6= b′ ≤ b ≤ a, the n = 1 case tells us that hn+1(a) 6≥ fk0(b′) + fkn+1(b′) =
fk0(b′) + c. Since hn+1(a) ≥ c, hn+1(a) 6≥ fk0(b′).
For 0 ≤ i ≤ n, we define bi inductively so that
b ≥ b′ ≥ b0 ≥ b1 ≥ . . . ≥ bn 6= 0 and hn+1(a) · fki(bi) = 0.
Let b0 = f
−k0(fk0(b′) − hn+1(a)) 6= 0. Then b0 is as specified above. Sup-
pose bi 6= 0 has been defined as specified, with i < n. We have hn+1(a) 6≥
fki+1(bi) + f
kn+1(bi), and hn+1(a) ≥ c = fkn+1(b′) ≥ fkn+1(bi). Let bi+1 =
f−ki+1(fki+1(bi)− hn+1(a)) 6= 0. Then bi+1 is as specified.
We obtain that hn+1(a) ·
n∑
i=0
fki(bn) = 0. By the external induction hy-
pothesis,
n∑
i=1
hi(a) 6≥
n∑
i=0
fki(bn)
and so
n+1∑
i=1
hi(a) 6≥
n∑
i=0
fki(bn).
A fortiori
n+1∑
i=1
hi(a) 6≥
n+1∑
i=0
fki(b).
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Lemma 5.14 Let
ϕ(f, fˆ)
def≡ ∀g(([g, f ] 6= Id)→
(∃h1, h2 ∈ C(fˆ))(([g, h1, h2] 6= Id) ∧ ([[g, h1, h2], fˆ ] = Id))).
For every local movement system 〈B,G〉 and all f, fˆ ∈ G:
var(f) · var(fˆ) = 0 ⇒ G |= ϕ[f, fˆ ] ⇒ var(f) · var(fˆ 12) = 0.
Proof Let 〈B,G〉 be a local movement system and let f, fˆ ∈ G.
For the first implication, suppose that var(f) · var(fˆ) = 0. Let g ∈ G
be such that [g, f ] 6= Id . Then var(f) · var(g) 6= 0 by Proposition 5.9. We
use Lemma 5.6 to pick 0 6= a ≤ var(f) such that g(a) · a = 0, and we pick
h1 ∈ vle(a) − {Id}. Then we pick 0 6= b ≤ var(h1) such that h1(b) · b = 0,
and pick h2 ∈ vle(b)− {Id}. We have
0 6= var(h2) ≤ b ≤ var(h1) ≤ a ≤ var(f).
Hence h1, h2 ∈ C(fˆ). Since g(a) · a = 0, hg1 commutes with h1 and h2. We
have
var([[g, h1], h2]) = var(h
[g,h1]
2 · h−12 ) = var(hh
g
1
h−1
1
2 · h−12 ) =
var(h
h−1
1
2 · h−12 ) ≤ var(f).
Therefore [g, h1, h2] ∈ C(fˆ). Moreover, since var(hh
−1
1
2 )·var(h−12 ) = 0, Propo-
sition 5.9 guarantees that [g, h1, h2] 6= {Id}. We have shown thatG |= ϕ[f, fˆ ].
For the second implication, suppose that a
def
= var(f)·var(fˆ 12) 6= 0. Then
for i = 1, . . . , 4, a ≤ var(fˆ i). We use Lemma 5.10 to pick 0 6= b ≤ a such
that b ·
4∑
i=1
fˆ i(b) = 0. Hence {fˆ i(b) | 0 ≤ i ≤ 4} is pairwise disjoint. Using
Lemma 5.12(1), we pick g ∈ vle(b) such that [g, f ] 6= Id .
Let h1, h2 ∈ C(fˆ) be such that g2 def= [[g, h1], h2] 6= Id . We show that
[g2, fˆ ] 6= Id . Now
g2 = [g · (g−1)h1, h2] = g(g−1)h1 · ((g(g−1)h1)−1)h2 =
g(g−1)h1 · (gh1g−1)h2 = g(g−1)h1gh2h1(g−1)h2.
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So 0 6= var(g2) ≤ b+h1(b)+h2h1(b)+h2(b). Pick h ∈ {Id , h1, h2h1, h2} such
that c
def
= var(g2) ·h(b) 6= 0. Since {fˆ i(b) | 0 ≤ i ≤ 4} is pairwise disjoint and
h ∈ C(fˆ), {fˆ i(h(b)) | 0 ≤ i ≤ 4} is also pairwise disjoint.
Suppose by way of contradiction that [g2, fˆ ] = Id . Then for i = 0, . . . , 4,
(g2)
fˆ i = g2. Hence
4∑
i=0
fˆ i(c) ≤
4∑
i=0
fˆ i(var(g2)) =
4∑
i=0
var(gfˆ
i
2 ) = var(g2) ≤
b+ h1(b) + h2h1(b) + h2(b) ≤
h−1(h(b)) + h1h
−1(h(b)) + h2h1h
−1(h(b)) + h2h
−1(h(b)).
Since h−1, h1h
−1, h2h1h
−1, and h2h
−1 commute with fˆ and 0 6= c ≤ h(b),
this contradicts Lemma 5.13. (Alternately, see the following note.) Therefore
[g2, fˆ ] 6= Id . We have shown that G 6|= ϕ[f, fˆ ].
Note 5.15 For the special case of a local movement system 〈B¯(L), G〉, with
〈L,G〉 a linear permutation group, it is illuminating to see how to avoid the
above reference to Lemma 5.13 by using additional care when choosing b in
the proof of the second implication. For fˆ ∈ G and x ∈ supp(fˆ), the convex
hull of {fˆn(x) | n ∈ Z} is called a supporting interval of fˆ . Already we had,
among other things, 0 6= b ≤ var(fˆ) and b · fˆ(b) 6= 0; now we arrange also
that b be an L¯-interval contained in a single supporting interval of fˆ (which
guarantees that b cannot contain both x and fˆ(x) for any x ∈ L¯). Then
since h ∈ C(fˆ), the same is true of h(b), though the supporting interval of fˆ
may be different; and likewise for h−1(h(b)), h1h
−1(h(b)), h2h1h
−1(h(b)), and
h2h
−1(h(b). For 0 6= c ≤ h(b) and x ∈ c,
4∑
i=0
fˆ i(c) contains {fˆ i(x) |0 ≤ i ≤ 5},
whence the contradiction.
Definition 5.16 Let 〈B,G〉 be a local movement system and f ∈ G.
(1) Let D(f)
def
= {fˆ ∈ G | G |= ϕ[f, fˆ ]}.
(2) Let V (f)
def
= C({fˆ 12 | fˆ ∈ D(f)}).
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Proposition 5.17 Let 〈B,G〉 be a local movement system. For every f ∈ G,
V (f) = vle(var(f)).
Proof First we show that vle(var(f)) ⊆ V (f). Let g ∈ vle(var(f)). Let
fˆ ∈ D(f). Then var(f) · var(fˆ 12) = 0, and hence var(g) · var(fˆ 12) = 0.
Hence [g, fˆ 12] = Id .
Next we show that V (f) ⊆ vle(var(f)). Let g ∈ G− vle(var(f)). Then
a
def
= var(g)−var(f) 6= 0. We use Lemma 5.12(2) to pick fˆ ∈ vle(a) such that
fˆ 12 6= Id . Let 0 6= a1 def= var(fˆ 12) ≤ var(fˆ) ≤ var(g). Using Lemma 5.12(3)
we pick h ∈ vle(a1) such that [(fˆ 12)h, g] 6= Id . Now var(f) · var(fˆ) = 0 and
thus var(f) · var(fˆh) = 0. It follows that fˆh ∈ D(f). Hence g /∈ V (f).
Proof of Theorem 5.5 Let ϕ≤(f, g)
def≡ V (f) ⊆ V (g). Clearly, ϕ≤(f, g)
can be written as a first order formula in LGR . If var(f) ≤ var(g), then
by the above proposition, G |= ϕ≤[f, g]. If on the other hand, var(f) 6≤
var(g), then since G is a locally moving subgroup of Aut(B), there exists
h ∈ vle(var(f))− vle(var(g)). By the above proposition, V (f) 6⊆ V (g). So
ϕ≤(f, g) is as required.
Let ϕEq(f, g)
def≡ ϕ≤(f, g) ∧ ϕ≤(g, f) and ϕAp(f, g, h) def≡ ϕEq(gf , h).
Clearly ϕEq and ϕAp are as required.
The Expressibility Theorem yields
Corollary 5.18 There is a first order formula ϕGrDsjnt(x, y) in LGR such that
for every local movement system 〈B,G〉 the following holds: For all f, g ∈ G,
G |= ϕGrDsjnt[f, g] iff var(f) · var(g) = 0.
Proof The proof, though very easy, does involve expressing the disjointness
of var(f) and var(g) in terms of the poset 〈Var(G),≤〉, whereas disjointness
is a BA notion. This brings up our first use of the following proposition,
from which the corollary follows immediately.
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Proposition 5.19 For every first order formula ϕ(~x) in the language LPST =
{≤} of Boolean algebras, there is a first order formula ψϕ(~x) in LPST such
that for any atomless BA B, any dense subset D of B, and any ~a ∈ Dlength (~x):
B |= ϕ[~a] iff 〈D,≤〉 |= ψϕ[~a].
In particular, there are formulas ϕdsjnt (u, v), ϕlesum (u, v, w), ϕsumle (u, v, w),
and ϕcmp (u, v) that represent in the above sense the formulas u · v = 0,
u ≤ v + w, and u+ v ≤ w, and v = −u.
Proof for the special cases The point here is that not only must ψϕ(~x) be
in LPST , but also the bound variables of ψϕ(~x) are to be quantified only over
D. As we need only the special cases mentioned above, we forego proving
the proposition and deal just with the special cases. Let
ϕdsjnt (u, v)
def≡ (∀w1, w2)(((∧2i=1(wi ≤ u ∧ wi ≤ v))→ (w1 = w2)),
ϕlesum (u, v, w)
def≡ (∀x)((ϕdsjnt (x, v) ∧ ϕdsjnt (x, w))→ ϕdsjnt (x, u)),
ϕsumle (u, v, w)
def≡ u ≤ w ∧ v ≤ w,
ϕcmp (u, v)
def≡ ϕdsjnt (u, v) ∧ (∀w1, w2)((∧2i=1 ϕsumle (u, v, wi)→ (w1 = w2)).
It is left to the reader to verify that these formulas are as required.
For later use we mention two other properties of Var(B,G):
Proposition 5.20 Let 〈B,G〉 be a local movement system, and let b ∈ B.
Then b =
∑{var(g) | g ∈ G and var(g) ≤ b}.
Proof Var(B,G) is a dense subset of an atomless complete BA.
Definition 5.21 Let B be a BA and let T ⊆ B. We say that T is doubly
dense in B if for all a1, a2 ∈ B−{0} there exists t ∈ T such that t ≤ a1 + a2
and t · a1, t · a2 6= 0.
Note that if T is doubly dense in B, then T is dense in B. Also, B is
doubly dense in itself.
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Proposition 5.22 Let 〈B,G〉 be a local movement system. Then Var(B,G)
is doubly dense in B.
Proof Let a1, a2 ∈ B − {0}. Since G is a locally moving subgroup, we
may pick gi ∈ vleG(ai)− {Id}, i = 1, 2, and may arrange also that var(g1) ·
var(g2) = 0. Let g = g1 ◦ g2. By Proposition 5.9 var(g) = var(g1) + var(g2).
Hence var(g) ≤ a1 + a2 and var(g) ∩ ai 6= 0 for i = 1, 2.
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6 Model theory and interpretations
Let M be a structure in the sense of model theory. |M | denotes the universe
of M , and L(M) the language of M . L(M) may include n-place relation
symbols R and n-place function symbols F (where n ∈ ω − {0}), and in-
dividual constant symbols c. If P is any symbol of L(M), PM denotes the
interpretation of P in M .
The convention in model theory is that if F is an n-place function symbol
in L(M), then FM : |M |n → |M |. We will often define “functions” f on |M |n
(where n ∈ ω − {0}) which are actually only partial functions, that is, for
which Dom(f) ⊆ |M |n and Rng(f) ⊆ |M |. When we do so, we regard the
partial function f as an abbreviation for a pair consisting of
(1) The n-place function f tot : |M |n → |M | which extends f and for
which f(a1, . . . , an) = a1 when (a1, . . . , an) 6∈ Dom(f), and
(2) The n-place relation Dom(f).
Thus, without adding or losing information, we have a structure in the clas-
sical sense.
Sometimes we build a structure from others already defined, with 1-place
relations to distinguish the original universes, and perhaps adding new rela-
tions, functions, and constants:
Definition 6.1 Let M1, . . . ,Mt be structures, and let Li = L(Mi). Suppose
that these structures are compatible in the sense that for any symbol P ∈
Li ∩ Lj , PMi |` (|Mi| ∩ |Mj|) = PMj |` (|Mi| ∩ |Mj |). Let U = ⋃ti=1 |Mi|. Let
R˜1, . . . , R˜k be relations on U , let F˜1, . . . , F˜l be functions with F˜j : U
nj → U ,
and let c˜1, . . . , c˜m ∈ U . We define the structure
M
def
= (M1, . . . ,Mt; R˜1, . . . , R˜k, F˜1, . . . , F˜l, c˜1, . . . , c˜m):
(1) |M | = U .
(2) L(M) = (⋃ti=1 Li) ∪ {R1, . . . , Rk} ∪ {F1, . . . , Fl} ∪ { c1, . . . , cm} ∪
{P1, . . . , Pt}.
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(3) For every P ∈ ⋃ti=1 Li, PM = ⋃{PMi | P ∈ L(Mi)}, where the con-
vention about partial functions is employed when P is a function symbol.
(4) RMi = R˜i for i = 1, . . . , k, and similarly for the Fi’s and the ci’s.
(5) PMi = |Mi| for i = 1, . . . , t. (Usually the context will make explicit
mention of the Pi’s unnecessary.)
Our first application of this construction is to actions, in general and in
the special case of local movement systems.
Definition 6.2
(1) Let M be a structure and 〈G, ◦〉 a subgroup of Aut (M). Then
ACT(M,G)
def
= (M,G;Ap), where Ap : G × |M | → |M | is the application
function, that is, Ap(g, a) = g(a).
(2) If K is a class of structures all in the same language L, then L(K)
denotes L.
(3) Recall that for a local movement system 〈B,G〉, Var(B,G) is a dense
G-invariant subset of B. The action of G on Var(B,G) is faithful, and
for g ∈ G we identify g |`Var(B,G) with g. Let VACT(B,G) denote the
substructure of ACT(B,G) whose universe is Var(B,G) ∪ G. For contrast
we write BACT(B,G)
def
= ACT(B,G).
(4) Let KLM be the class of local movement systems 〈B,G〉. Let
KLMGR
def
= {G | there exists B such that 〈B,G〉 ∈ KLM},
KLMVACT
def
= {VACT(B,G) | 〈B,G〉 ∈ KLM },
KLMBACT
def
= {BACT(B,G) | 〈B,G〉 ∈ KLM }.
(5) Let LVACT def= L(KLMVACT ) = {≤, ◦,Ap , P1, P2}. Let LBACT def= L(KLMBACT ).
Note that LBACT = LVACT .
For g ∈ G we can capture var(g) first order, either in VACT(B,G) or in
BACT(B,G), and we can capture Var(B,G) in BACT(B,G):
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Proposition 6.3 Let 〈B,G〉 be a local movement system. Let
ϕvar(g, u)
def≡ ∀w(u ≤ w ↔ (∀a(a · g(a) = 0→ w ≥ a)),
re-expressed as a first order formula in LVACT = LBACT . Then
(1) For g ∈ G and v ∈ Var(B,G):
VACT(B,G) |= ϕvar[g, v] iff var(g) = v.
(2) For g ∈ G and b ∈ B:
BACT(B,G) |= ϕvar[g, b] iff var(g) = b.
(3) For b ∈ B:
BACT(B,G) |= ∃g(ϕvar(g, b)) iff b ∈ Var(B,G).
Proof That ϕvar(g, u) can be re-expressed in LVACT is a consequence of
Proposition 5.19.
(1) For any g ∈ G,
var(g) =
∑{a ∈ Var(B,G) | a · g(a) = 0}
by Propositions 5.8 and 5.20. (1) follows.
The proof of (2) is a subset of the proof of (1), and (3) is obvious.
We conclude reconstruction results from the notion of an interpretation.
The simplest such notion is a “first order interpretation”. This is defined in
6.5, and its key properties are stated in Proposition 6.6. A detailed example
involving KLMVACT is given in Theorem 6.11; another is given in Lemma 7.33.
Definition 6.4
(1) If ϕ(x1, . . . , xn) is a first order formula in L(M), ϕ(Mn) def= {~a ∈
|M |n | M |= ϕ[~a]}.
(2) If ϕ(~x, ~y) is a first order formula in L(M), with length(~x) = k and
length(~y) = l, then ϕ(Mk,M l)
def
= {〈~a,~b〉 |M |= ϕ[~a,~b]}.
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When dealing with interpretations, we regard m-place functions as
(m+ 1)-place relations and constants as 1-place relations, and omit explicit
reference to the function and constant symbols.
Definition 6.5 Let K and K∗ be classes of structures in the languages L
and L∗ respectively, and let R ⊆ K ×K∗.
A first order interpretation (FO-interpretation) of K∗ in K relative to
R consists of first order formulas ϕU(~x) and ϕEq(~x, ~y) in L (with n def=
length(~x) = length(~y)), and for each m-place relation symbol R in L∗ a
first order formula ϕR(~x
1, . . . , ~xm) in L (with length(~xj) = n), such that:
For each 〈M,M∗〉 ∈ R there is a mapping µ : ϕU(Mn) onto→ |M∗| (called
an interpreting mapping of M∗ in M) satisfying
(1) For all ~a,~b ∈ ϕU(Mn), µ(~a) = µ(~b) iff M |= ϕEq[~a,~b].
(2) For all R in L∗ and ~a1, . . . ,~am ∈ ϕU(Mn),
〈µ(~a1), . . . , µ(~am)〉 ∈ RM∗ iff M |= ϕR[~a1, . . . ,~am].
When such an interpretation 〈ϕU , ϕEq, {ϕR|R is a relation symbol in L∗}〉
exists, K∗ is said to be first order interpretable (FO-interpretable) in K rel-
ative to R.
We write M1 ≡ M2 if M1 and M2 are elementarily equivalent, that is,
if M1 and M2 are in the same language and satisfy the same first order
sentences. We writeM1 ∼= M2 ifM1 andM2 are isomorphic, and ρ :M1 ∼= M2
means that ρ is an isomorphism between M1 and M2. Aut(M) denotes the
automorphism group of M .
Proposition 6.6 Suppose that K∗ is FO-interpretable in K relative to R.
Let 〈Mi,M∗i 〉 ∈ R, i = 1, 2.
(1) If M1 ≡M2, then M∗1 ≡M∗2 .
(2) If M1 ∼= M2, then M∗1 ∼= M∗2 .
Proof The proof is easy and is left to the reader. (Actually, the proof
is contained in the proofs of Propositions 6.16 and 6.8.)
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In this paper we shall be especially interested in the following kind of
interpretation:
Definition 6.7 Let K and K∗ denote classes of structures in the languages
L and L∗ respectively, and let R ⊆ K ×K∗.
(1) We call 〈K,K∗,R〉 a subuniverse system if for every 〈M,M∗〉 ∈ R,
|M | ⊆ |M∗|.
(2) Let 〈K,K∗,R〉 be a subuniverse system. A first order strong in-
terpretation (FO-STR-interpretation) of K∗ in K relative to R is an FO-
interpretation together with a first order formula ϕImap (~x, x) in L, in which
it is asked that the required interpreting mappings µ : ϕU(M
n)
onto→ |M∗| not
only satisfy conditions (1) and (2) of Definition 6.5, but also that they be
strong, that is, that they satisfy the additional condition:
{〈~a, µ(~a)〉 | µ(~a) ∈ |M |} = ϕImap (Mn,M).
(The restriction µ |` {~a |µ(~a) ∈ |M |}, whose range is |M |, is to be captured by
ϕImap ; or again, µ is to extend the function ϕImap (M
n,M).)
When such an interpretation 〈ϕImap , ϕU , ϕEq, . . .〉 exists, we say that K∗
is first order strongly interpretable (FO-STR-interpretable) in K relative to
R.
(3) A subuniverse system 〈K,K∗,R〉 is a first order spanning system
if for some k there exists a first order formula ϕ∗Spn (x1, . . . , xk, x) in the
language L∗ (called a spanning formula) such that for every 〈M,M∗〉 ∈ R,
ϕ∗Spn ((M
∗)k,M∗) is a function whose domain is contained in |M |k (not merely
in |M∗|k) and whose range contains |M∗| − |M |.
Proposition 6.8 Let 〈K,K∗,R〉 be a subuniverse system, and suppose that
K∗ is FO-STR-interpretable in K relative to R. Let 〈Mi,M∗i 〉 ∈ R, i = 1, 2,
and let ρ : M1 ∼= M2. Then
(1) There exists ρ∗ : M∗1
∼= M∗2 such that ρ∗ ⊇ ρ.
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(2) If 〈K,K∗,R〉 is a first order spanning system, there exists a unique
ρ∗ : M∗1
∼= M∗2 such that ρ∗ ⊇ ρ.
Proof (1) Let 〈ϕImap (~x, x), ϕU(~x), ϕEq(~x, ~y), . . .〉 be an FO-STR-interpretation
of K∗ in K, and let n = length(~x). For i = 1, 2, let Ui = ϕU((Mi)
n),
Ei = ϕEq((Mi)
n, (Mi)
n), and Vi = Ui/Ei. Let µi be a strong interpreting
mapping of M∗i in Mi. µi induces a bijection τ˜i from Vi to |M∗i |, and ρ in-
duces a bijection ρ˜ from V1 to V2. Let ρ
∗ = τ˜2◦ρ˜◦ τ˜−11 . Clearly ρ∗ :M∗1 ∼= M∗2 ,
and we show that ρ∗ ⊇ ρ.
Let a ∈ |M1|, and pick ~a ∈ U1 such that µ1(~a) = a. M1 |= ϕImap [~a, a],
so M2 |= ϕImap [ρ(~a), ρ(a)]. Also M2 |= ϕImap [ρ(~a), µ2(ρ(~a))]. Since ϕImap
defines a function, ρ(a) = µ2(ρ(~a)). Therefore
ρ∗(a) = τ˜2 ◦ ρ˜ ◦ τ˜−11 (a) = τ˜2(ρ˜(~a/E1)) = τ˜2(ρ(~a)/E2) = µ2(ρ(~a)) = ρ(a).
(2) Let ϕ∗Spn (~x, x) be a spanning formula. Let ρ
′ : M∗1
∼= M∗2 be any iso-
morphism extending ρ. Let a ∈ |M∗1 | − |M1|, and pick ~a ∈ |M1|k such that
M∗1 |= ϕ∗Spn [~a, a]. ThenM∗2 |= ϕ∗Spn [ρ′(~a), ρ′(a)], and this uniquely determines
ρ′(a).
For some of our results, we need the more general notion of second order
interpretability. Formulas in second order logic are permitted to have second
order variables (for n-place relations or functions) as well as first order vari-
ables. Most of this paper can be read without any dependence on the second
order results, and we mark these results with asterisks.
Definition 6.9 * If in the definition of FO-interpretability we allow ϕU , ϕEq, . . .
to be second order formulas, then K∗ is said to be second order interpretable
(SO-interpretable) in K relative to R. (The range of the interpreting map
µ is still to be |M∗| even though its arguments are permitted to be second
order.)
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The notions of second order strong interpretability (SO-STR-interpretability)
and second order spanning system are defined similarly, with the last free
variable of ϕImap and of ϕ
∗
Spn required to be first order.
In this paper the order of ϕ∗Spn never matters, and we often speak just of
a spanning system (without reference to first or second order).
Proposition 6.10 * Proposition 6.6 (part (2)) and Proposition 6.8 remain
valid when “first order” is replaced by “second order”.
The next theorem is the promised restatement of the Expressibility The-
orem in terms of interpretations. From it the reconstruction theorems for
nearly ordered permutation groups will eventually follow. Note that the inter-
pretation in G of VACT(B,G) is first order, whereas that of BACT(B,G) is
second order. In the statement of such results, R will often be clear from con-
text and won’t be mentioned. (HereR = {〈G,VACT(B,G)〉|〈B,G〉 ∈ KLM}
in (1)).
Theorem 6.11 The following interpretational results hold:
(1) KLMVACT is FO-STR-interpretable in K
LM
GR , and 〈KLMGR , KLMVACT 〉 is a first
order spanning system.
*(2) KLMBACT is SO-STR-interpretable in K
LM
GR , and 〈KLMGR , KLMBACT 〉 is a
second order spanning system.
Proof (1) The Expressibilty Theorem makes the FO-STR-interpretability
intuitively clear, and the formulas in LGR it provides, which we denote here
by ϕExEq , ϕ
Ex
≤ , and ϕ
Ex
Ap , are the building blocks for the technical details. We
spell these details out here, though never again will we be quite so meticulous.
The plan is to represent elements of VACT(B,G) by pairs 〈g1, g2〉 of
elements of G, using all ordered pairs. The interpreting mapping µ : |G|2 onto→
|VACT(B,G)| will be given by
µ(g1, g2) =
{
g1 if g1 = g2,
var(g1) if g1 6= g2.
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Accordingly, the interpretation consists of:
ϕU(x1, x2)
def≡ x1 = x1.
ϕEq(~x, ~y)
def≡ (x1 = x2 = y1 = y2) ∨ ((x1 6= x2) ∧ (y1 6= y2) ∧ ϕExEq (x1, y1)).
ϕImap(~x, x)
def≡ x1 = x2 = x.
ϕ≤(~x, ~y)
def≡ (x1 6= x2) ∧ (y1 6= y2) ∧ ϕEx≤ (x1, y1).
ϕ◦(~x, ~y, ~z)
def≡ (x1 = x2) ∧ (y1 = y2) ∧ (z1 = z2) ∧ (x1 ◦ y1 = z1).
ϕAp(~x, ~y, ~z)
def≡ (x1 = x2) ∧ (y1 6= y2) ∧ (z1 6= z2) ∧ ϕExAp(x1, y1, z1).
ϕP1(x1, x2)
def≡ x1 6= x2.
ϕP2(x1, x2)
def≡ x1 = x2.
Finally, 〈KLMGR , KLMVACT 〉 is a spanning system because the formula ϕvar of
Proposition 6.3 serves as the required ϕ∗Spn.
(2) Let ACT(B,G) ∈ KLMACT . This time the plan is to represent members
of B by subsets of G. If S ⊆ G then S will represent ∑{var(g) | g ∈ S};
every member of B has this form by Proposition 5.20. (Technically, the
interpretation mapping µ will be a function of two first order variables and
one second order variable.) The building blocks of the interpretation are the
following three formulas (which can be written in LGR with the aid of the
formula ϕGrDsjnt of Proposition 5.18):
(a) ψ≤(S, T ) is the formula which says: For all h ∈ G, if var(h)·var(g) = 0
for all g ∈ T , then var(h) · var(g) = 0 for all g ∈ S.
(b) ψEq (S, T )
def≡ ψ≤(S, T ) ∧ ψ≤(T, S).
(c) ψAp (f, S, T )
def≡ ψEq (Sf , T ), where Sf = {gf | g ∈ S}.
The rest of the proof of interpretability parallels that of (1).
Using the first order spanning formula developed above for 〈KLMGR , KLMVACT 〉,
it is easy to construct a second order spanning formula for 〈KLMGR , KLMBACT 〉.
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Usually in formulas such as ϕ∗Spn(g, v) in the proof above, we omit explicit
mention of “g ∈ G” and “v ∈ Var(B,G)” and the like, as the meaning will
be clear from context.
Note the following relationship between automorphisms of ACT(M,G)
and automorphisms of G. We use this relationship in deducing reconstruction
results from interpretability results.
Lemma 6.12 Let σ : |ACT(M1, G1)| → |ACT(M2, G2)|. Then
σ : ACT(M1, G1) ∼= ACT(M2, G2) iff σ |` |M1| : M1 ∼= M2, Rng(σ |`G1) = G2,
and for every g ∈ G1, σ(g) = (σ |` |M1|) ◦ g ◦ (σ |` |M1|)−1.
We exhibit a reconstruction theorem here. Most of part (2) is contained
in [R]. However, the reconstruction theorems for nearly ordered permutation
groups will be deduced from Theorem 6.11 rather than from Theorem 6.13.
Theorem 6.13 (Reconstruction Theorem for Local Movement Systems) Let
〈Bi, Gi〉 be a local movement system, i = 1, 2.
(1) If G1 ≡ G2 then VACT(B1, G1) ≡ VACT(B2, G2).
(2) Suppose that α : G1 ∼= G2. Then
(a) There exists a unique isomorphism τ : B1 ∼= B2 such that τ in-
duces α, that is, α(g) = τ ◦ g ◦ τ−1 for all g ∈ G1; or equivalently, such that
τ ∪ α : BACT(B1, G1) ∼= BACT(B2, G2).
(b) There exists a unique isomorphism τV : Var(B1, G1) ∼= Var(B2, G2)
(as partially ordered sets) such that τV ∪ α : VACT(B1, G1) ∼= VACT(B2, G2).
Proof The theorem follows from Theorem 6.11 with the aid of Propositions
6.6 and 6.10, Lemma 6.12, and finally Proposition 6.3.
Definition 6.14 For a class K of structures, let
KACTS
def
= {ACT(M,G) |M ∈ K and G ≤ Aut(M)}.
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Suppose that K∗ is FO-STR-interpretable (or even SO-STR-interpretable) in
K relative toR, and that 〈K,K∗,R〉 is a spanning system. For 〈M,M∗〉 ∈ R
and g ∈ Aut(M), let gM,M∗ denote the unique member of Aut(M∗) extending
g (as provided by Propositions 6.8 and 6.10). The function g 7→ gM,M∗ is an
embedding of Aut(M) in Aut (M∗). Thus we may regard every G ≤ Aut(M)
as a subgroup of Aut (M∗). Let
RACTS def= {〈ACT(M,G),ACT(M∗, G)〉 | 〈M,M∗〉 ∈ R and G ≤ Aut(M)}.
Proposition 6.15
(1) Let K∗ be FO-STR-interpretable in K relative to R, and suppose that
〈K,K∗,R〉 is a spanning system. Then (K∗)ACTS is FO-STR-interpretable
in KACTS relative to RACTS , and 〈KACTS , (K∗)ACTS ,RACTS 〉 is a spanning
system.
*(2) Part (1) holds also for SO-STR-interpretability.
Proof The proof is easy.
For applications of the next proposition, see Corollary 7.13 and Lemma 10.1.
Proposition 6.16
(1) Suppose that K∗ is FO-STR-interpretable in K relative to R. Then
for every first order formula ϕ(z1, . . . , zm) in L(K∗) whose free variables are
all in L(K), there is a first order formula ψϕ(z1, . . . , zm) in L(K) such that
for every 〈M,M∗〉 ∈ R and ~b ∈ |M |m: M∗ |= ϕ[~b] iff M |= ψϕ[~b].
*(2) Part (1) remains valid when K∗ is only SO-STR-interpretable in K
(with ϕ still first order), but ψϕ is then only second order (though its free
variables are first order).
Proof (1) Let 〈ϕImap (~x, x), ϕU(~x), ϕEq(~x, ~y), . . .〉 be an FO-STR-interpretation
ofK∗ inK relative toR, and let n = length(~x). It is easy to see that there is a
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first order formula ϕ∨(~x1, . . . , ~xm) in L(K) such that for every 〈M,M∗〉 ∈ R,
every interpreting map µ : ϕU(M
n)→ |M∗|, and all ~a1, . . . ,~am ∈ ϕU(Mn):
M∗ |= ϕ[µ(~a1), . . . , µ(~am)] iff M |= ϕ∨[~a1, . . . ,~am].
Then
ψϕ(z1, . . . , zm)
def≡ (∃~x1, . . . , ~xm)(
m∧
i=1
ϕImap (~x
i, zi) ∧ ϕ∨(~x1, . . . , ~xm))
is as required.
(2) The proof of (2) is similar.
In the next proposition we describe a general argument which is used
in proving the reconstruction theorems of this paper (see Theorem 7.38, for
example).
Proposition 6.17
(1) Suppose that K∗ is FO-STR-interpretable in K relative to R. Let
ϕ(u) be a first order formula in L(K∗), and let L′ ⊆ L(K∗). For M∗ ∈ K∗,
let Mˆ∗ be the substructure of M∗ whose universe is ϕ(M∗), and let M∗′ be
the reduct of Mˆ∗ to the language L′. Suppose that for every 〈M,M∗′〉 ∈ R,
|M | ⊆ |M∗′|. Then {M∗′ |M∗ ∈ K∗} is FO-STR-interpretable in K relative
to {〈M,M∗′〉 | 〈M,M∗〉 ∈ R}.
*(2) Part (1) remains valid when FO-STR-interpretability is replaced through-
out by SO-STR-interpretability (with ϕ still first order).
Proof This proposition follows from the previous one.
Proposition 6.18 The following transitivity properties hold:
(1) (a) Suppose that K∗ is FO-interpretable in K relative to R, and K∗∗
is FO-interpretable in K∗ relative to R∗. Then K∗∗ is FO-interpretable in
K relative to R ◦R∗.
(b) The same holds for FO-STR-interpretablity.
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*(2) (a) In (1a), if K∗ is SO-interpretable in K and K∗∗ is FO-interpretable
in K∗, then K∗∗ is SO-interpretable in K.
(b) The same holds for SO-STR-interpretability.
Proof We give a proof of (1b); this will include a proof of (1a). Let
〈ϕImap (~x, x), ϕU(~x), ϕEq(~x, ~y), . . .〉
be an FO-STR-interpretation ofK∗ inK relative toR, and let n = length(~x).
Let
〈ϕ∗Imap (x1, . . . , xn∗ , x), ϕ∗U(x1, . . . , xn∗), ϕEq(x1, . . . , xn∗ ; y1, . . . , yn∗), . . .〉
be an FO-STR-interpretation of K∗∗ in K∗ relative to R∗.
We define an interpretation 〈ϕ′Imap , ϕ′U , ϕ′Eq , . . .〉 of K∗∗ in K. Let
ϕ′U(~x
1, . . . , ~xn
∗
)
def≡
n∗∧
i=1
ϕU(~x
i) ∧ ϕ∗∨U (~x1, . . . , ~xn
∗
),
where ϕ∗∨U is defined from ϕ
∗
U as in the proof of Proposition 6.16. Let
ϕ′Eq (~x
1, . . . , ~xn
∗
; ~y1, . . . , ~yn
∗
)
def≡ ϕ∗∨Eq (~x1, . . . , ~xn
∗
; ~y1, . . . , ~yn
∗
).
We skip the definition of the formulas which interpret the relation symbols.
We show that the required formula ϕ′Imap is given by
ϕ′Imap (~x
1, . . . , ~xn
∗
, x)
def≡
n∗∧
i=1
ϕU(~x
i) ∧ ∃~x(ϕImap (~x, x) ∧ ϕ∗∨Imap (~x1, . . . , ~xn
∗
, ~x)).
Let 〈M,M∗〉 ∈ R and 〈M∗,M∗∗〉 ∈ R∗. Let µ and µ∗ be strong inter-
preting mappings of M∗ in M and of M∗∗ in M∗, respectively. We define
an interpreting map µ′ of M∗∗ in M . Let ~a1 ˆ . . . ˆ~an
∗ ∈ ϕ′U(Mnn∗). Then
~ai ∈ ϕU(Mn) for i = 1, . . . n∗, and M |= ϕ∗∨U [~a1, . . . ,~an∗ ]. Let bi = µ(~ai).
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Then M∗ |= ϕ∗U [b1, . . . bn∗ ]. We define µ′(~a1, . . . ,~an∗) = µ∗(b1, . . . , bn∗). We
leave it to the reader to check that µ′ is an interpreting mapping.
Now we show that µ′ is strong. Let ~a1 ˆ . . . ˆ~an
∗ ∈ ϕ′U(Mnn∗) and suppose
that a
def
= µ′(~a1, . . . ,~an
∗
) ∈ |M |. Pick ~a such that a = µ(~a); then M |=
ϕImap [~a, a]. Let bi = µ(~a
i). Then µ∗(b1, . . . , bn∗) = µ
′(~a1, . . . ,~an
∗
) = a, and
henceM∗ |= ϕ∗Imap [b1, . . . bn∗ , a], so thatM |= ϕ∗∨Imap [~a1, . . .~an∗ ,~a]. Obviously,
M |= ϕU [~ai] for i = 1, . . . n∗. Therefore M |= ϕ′Imap [~a1, . . . ,~an∗ , a].
Conversely, if M |= ϕ′Imap [~a1, . . . ,~an∗ , a] then a = µ′(~a, . . . ,~an∗) and a ∈
|M |; this we leave this to the reader to check.
Caution: The notion of spanning system is not transitive.
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7 The core reconstruction results
Here we present our core reconstruction results. We state the results for linear
permutation groups, and observe that most of them follow easily from the
Linear Interpretation Theorem 7.12. Then we give brief parallel statements
for the other three types of nearly ordered permutation groups. Next we
prove 7.12, and then we modify the proof to deal with the other cases. Finally,
we consider interrelations among the four cases.
First we establish some notation common to all four cases.
Let 〈N,G〉 be a nearly ordered permutation group. As in Proposition 3.13,
G ≤ Aut (N) ≤ Aut (B¯(N)). Always our hypotheses will guarantee that
〈N,G〉 is locally moving, that is, that 〈N,G〉 ∈ KNO , the class of all locally
moving nearly ordered permutation groups.
Definition 7.1 For each n ≥ 2:
(1) KLNn denotes the class of n-interval-transitive linear permutation
groups 〈L,G〉 which have a nonidentity bounded element, or equivalently,
which are locally moving.
(2) KMNn denotes the analogue for monotonic permutation groups.
(3) KCRn denotes the analogue for circular permutation groups.
(4) KMCn denotes the analogue for monocircular permutation groups.
Our core reconstruction results will be for the classesKLN2 , KMN3 , KCR3 ,
and KMC4 .
We associate with each locally moving 〈N,G〉 a crucial structure EP(N,G)
on which G will act. It is by “interpreting the action of G on EP(N,G) in the
language LGR of groups” that we prove our reconstruction theorems. The
matters discussed here are unaffected by reversal of the order or orientation
on N .
Definition 7.2 Let 〈N,G〉 ∈ KNO , with N = L or N = ED(L).
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(1) For a regular open set U ∈ B¯(N), let Ep(U) consist of the endpoints
in L¯ of the convex hull of U , of which there are at most two.
(2) Let
Ep(N,G)
def
=
⋃
g∈G Ep(var(g)),
EP(N,G)
def
= 〈Ep(N,G),Ed L¯〉.
EP(N,G) is only an equal direction structure even if N is a chain. The
structures EP(ED (L), G) and EP(L,Opp(G)) coincide.
Definition 7.3 Let 〈N,G〉 ∈ KNO , with N = C = CR(L) or N = EO(C).
(1) For U ∈ B¯(N), let Ep(U) consist of the endpoints (boundary points)
of the connected components of −U . Thus for g ∈ G, Ep(var(g)) consists
of the endpoints of the connected components of fix(g), or equivalently, of
the nonsingleton connected components of fpsN¯ (g). (Recall Proposition 5.2.)
Ep(var(g)) contains two points for each of these components (except when
g = Id).
(2) Let
Ep(N,G)
def
=
⋃
g∈G Ep(var(g)),
EP(N,G)
def
= 〈Ep(N,G),Eo C¯〉.
EP(N,G) is only an equal orientation structure even if N is a circular order.
EP(EO(C), G) and EP(C,Opp(G)) coincide.
In all four cases Ep(N,G) is G-invariant, and the assumption that 〈N,G〉
is locally moving ensures that Ep(N,G) is dense in N¯ . The faithful action
on EP(N,G) is a locally moving monotonic (or monocircular) permutation
group which for any n is n-interval-transitive if 〈N,G〉 is.
Definition 7.4 Let 〈N,G〉 ∈ KNO .
(1) Let EPACT(N,G)
def
= ACT(EP(N,G), G).
(2) Let DCACT(N,G)
def
= ACT(N¯ rel, G).
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Definition 7.5 Let K ⊆ KNO .
(1) Let KEPACT
def
= {EPACT(N,G) | 〈N,G〉 ∈ K}.
(2) Let KDCACT
def
= {DCACT(N,G) | 〈N,G〉 ∈ K}.
(3) Let KGR
def
= {G | there exists Nsuch that 〈N,G〉 ∈ K}.
When 〈L,G〉 is a linear permutation group and we speak of G as a par-
tially ordered group, the order will always be understood to be the pointwise
order, and similarly in the monotonic case for “half-ordered group” (Defini-
tion 2.3).
Now we state the linear reconstruction results. We begin with the
Linear Reconstruction Theorem, which has as immediate consequences all
the results through Corollary 7.11. Its hypotheses do not imply 3-interval-
transitivity or approximate 2-o-transitivity (Example 13.6). In Section 8 we
establish some of these same conclusions under different hypotheses.
Theorem 7.6 (Linear Reconstruction Theorem) Let 〈Li, Gi〉 be a linear
permutation group which is 2-interval-transitive and has a nonidentity bounded
element, i = 1, 2.
(1) If G1 ≡ G2 then
ACT(EP(L1, G1), G1) ≡ ACT(EP(L2, G2), G2).
(2) Suppose that α : G1 ∼= G2. Then there exists a unique monotonic bi-
jection τ : L¯1 → L¯2 which induces α, that is,
α(g) = τ ◦ g ◦ τ−1 for all g ∈ G1;
or put another way, there exists a unique τ : L¯rel1
∼= L¯rel2 such that
τ ∪ α : 〈L¯rel1 , G1〉 ∼= 〈L¯rel2 , G2〉.
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Note The map τ : L¯1 → L¯2 is a map between chains, whereas the map
τ : L¯rel1
∼= L¯rel2 is an isomorphism between equal direction structures (or equiv-
alently—because of Dedekind completeness—a homeomorphism). Also, (2)
implies that
τ |`Ep(L1, G1) ∪ α : ACT(EP(L1, G1), G1) ∼= ACT(EP(L2, G2), G2).
Corollary 7.7 In Theorem 7.6, τ = τα induces a bijection M 7→ τ(M) be-
tween the set of orbits of 〈L¯1, G1〉 and that of 〈L¯2, G2〉. Either τ |`M preserves
order for each orbit M (if τ : L¯1 → L¯2 preserves order) or τ |`M reverses or-
der for each M (if τ reverses order). In the former case
(τ |`M) ∪ α : 〈M,G1〉 ∼= 〈τ(M), G2〉,
and in the latter
(τ |`M) ∪ α : 〈M,G1〉 ∼= 〈τ(M)∗, G2〉.
Note α either preserves pointwise order on G1 and G2 (if τ preserves order)
or reverses it (if τ reverses order). Hence if α : G1 ∼= G2 as partially ordered
groups (under the pointwise order), then τ ∪ α : 〈L¯1, G1〉 ∼= 〈L¯2, G2〉.
As mentioned in the introduction, there is also a one-group version of
Theorem 7.6 which permits us to identify Aut(G) with the normalizer of G
in Aut(L¯rel):
Corollary 7.8 Let 〈L,G〉 be a linear permutation group which is 2-interval-
transitive and has a nonidentity bounded element. Then every automorphism
α of G is conjugation by a unique automorphism τ of L¯rel, so that
Aut(G) = Norm
Aut (L¯rel)(G) = NormHomeo (L¯)(G).
Note τ |`Ep(L,G) ∪ α is an automorphism of ACT(EP(L,G), G).
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Corollary 7.9 In Corollary 7.8, τ = τα induces a permutation M 7→ τ(M)
of the set of orbits of 〈L¯, G〉, and either τ |`M preserves order for each orbit
M or else τ |`M reverses order for each M . In the former case
(τ |`M) ∪ α : 〈M,G〉 ∼= 〈τ(M), G〉,
and in the latter
(τ |`M) ∪ α : 〈M,G〉 ∼= 〈τ(M)∗, G〉.
Note Here α either preserves or reverses the pointwise order on G. We
denote by o-Aut(G) the group of automorphisms of G which preserve the
pointwise order, that is, which are automorphisms of the partially ordered
group G. o-Aut(G) ≤ Aut (L¯), and the index of o-Aut(G) in Aut(G) is ≤ 2.
Corollary 7.10 Let 〈L,G〉 ∈ KLN2 . Then
(1) Bdd(G) and Bdd ′(G) are characteristic subgroups of G.
(2) Every automorphism α of G either preserves or interchanges Lft(G)
and Rt(G).
(3) Aut(G) ≤ Aut(Bdd(G)) ≤ Aut(Bdd ′(G)) ≤ Aut(L¯rel), and each
automorphism of G is determined by its restriction to Bdd ′(G).
(4) o-Aut(G) ≤ Aut(Lft (G)); and Aut(Lft (G)) ≤ Aut(L¯) provided Lft(G) 6=
Bdd(G). The same holds for Aut(Rt(G)).
When can we sharpen Corollary 7.8 by replacing L¯ by L in its conclusion,
so that we get Aut (G) ≤ Aut (Lrel)? Obviously this is valid when L is already
Dedekind complete, but when else?
Corollary 7.11 Let 〈L,G〉 ∈ KLN2 , and suppose that 〈L,G〉 is transitive.
Then
Aut(G) = Norm
Aut (Lrel)(G)
iff there is no orbit M 6= L of 〈L¯, G〉 with 〈L,G〉 ∼= 〈M,G〉 or 〈L,G〉 ∼=
〈M∗, G〉.
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Proof For every α ∈ Aut (G), (τα |`L) ∪ α : 〈L,G〉 ∼= 〈τα(L), G〉 (or 〈τα(L)∗, G〉)
by Corollary 7.9; this establishes sufficiency of the condition.
Conversely, if σ ∪ β : 〈L,G〉 ∼= 〈M,G〉 (or 〈M∗, G〉) for some orbitM 6= L
of 〈L¯, G〉, then β ∈ Aut(G) and τβ(L) = M 6= L since τβ = σ by the
uniqueness of τβ in Theorem 7.6.
This obviously applies to 〈R,Aut(R)〉, and almost as obviously to
〈Q,Aut(Q)〉. For these and other applications, see Theorems 9.2 and 9.7.
This line of thought will be continued in Theorem 9.3.
Theorem 7.6 will be deduced from Theorem 7.12(1), which says that for
〈L,G〉 ∈ KLN2 the action of G on EP(L,G) can be recovered from G using
first order formulas. Part (2) of Theorem 7.12 is included here for purposes
of comparison. However, we shall not really use such second order results
until Section 8, and we continue marking them with asterisks.
We have not included any statement in Theorem 7.12 about 〈KLN2GR , KLN2EPACT 〉
or 〈KLN2GR , KLN2DCACT 〉 being a spanning system. In fact both are spanning sys-
tems, but rather than showing this we achieve the same end by the use of
Proposition 3.7.
Theorem 7.12 (Linear Interpretation Theorem)
(1) KLN2EPACT is FO-STR-interpretable in K
LN2
GR .
*(2) KLN2DCACT is SO-STR-interpretable in K
LN2
GR .
Deduction of Theorem 7.6 from Theorem 7.12(1) Let 〈L1, G1〉 and
〈L2, G2〉 ∈ KLN2.
(1) This follows from Proposition 6.6.
(2) Let α : G1 ∼= G2. By Proposition 6.8, α can be extended to an iso-
morphism
α∗ : ACT(EP(L1, G1), G1) ∼= ACT(EP(L2, G2), G2).
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Then α∗ |`Ep(L,G) can be extended to an isomorphism τ : L¯rel1 ∼= L¯rel2 . Lemma
6.12 certifies that the two ways of stating part (2) are equivalent, and that
τ induces α. Finally, by Proposition 3.7, τ is the only isomorphism inducing
α.
Observe that part (2) of 7.6 could have been deduced from part (2) of
7.12.
Deduction of Theorem 7.12(2) from Theorem 7.12(1) Let 〈L,G〉 ∈
KLN2 . Then L¯rel = EP(L,G) by the density of Ep(L,G) in L¯rel. Using the
classical Dedekind cut construction, the points of EP(L,G) can be repre-
sented by pairs of subsets of Ep(L,G). The equal direction relation Ed L¯ and
the action of G are easily captured, and Theorem 6.18 completes the proof.
The next result says that for 〈L,G〉 ∈ KLN2 , certain important notions
expressible in the language of monotonic permutation groups can in fact be
expressed in the language of groups.
Let 〈ED(L), G〉 be a monotonic permutation group. A nonidentity ele-
ment g ∈ G is called signed if, in 〈L,<〉, either g(x) ≥ x for all x ∈ L or else
g(x) ≤ x for all x ∈ L; that is, if
Ed(g(x1), x1; g(x2), x2) for all x1, x2 ∈ supp(g) ∩ L.
Signed elements are necessarily in Opp(G). An element g ∈ Opp(G) has
to be signed if it has just one supporting interval (see Note 5.15 for the
definition). Two signed elements g1 and g2 have the same sign if
Ed(g1(x1), x1; g2(x2), x2) for all xi ∈ supp(gi) ∩ L.
Equivalent definitions of these notions can be obtained by replacing L by any
dense subset of L¯.
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Corollary 7.13 For every first order formula ϕ(x1, . . . , xn) in the language
LMNPG of monotonic permutation groups whose free variables are all group
variables, there is a first order formula ψϕ(x1, . . . , xn) in the language LGR
of groups such that for every 〈L,G〉 ∈ KLN2 and ~g ∈ |G|n:
ACT(EP(L,G), G) |= ϕ[~g] iff G |= ψϕ[~g].
In particular each of the following can be expressed by a first order formula
in LGR :
(1) g is signed.
(2) g1 and g2 have the same sign.
(3) Supp(g) is bounded.
(4) Supp(g) is bounded either above or below, that is, g ∈ Lft(G)∪Rt(G).
(5) g1 and g2 are both in Lft(G) or both in Rt(G).
(6) ACT(EP(L,G), G) is transitive; or more generally, ACT(EP(L,G), G)
has precisely n orbits (where n is a given natural number).
Note* There is also a second order version of this corollary in which EP(L,G)
is replaced by L¯rel and in which for first order ϕ the formula ψϕ is second or-
der. By (6), there is a second order sentence in LGR expressing, for transitive
〈L,G〉 ∈ KLN2, that L is Dedekind complete.
Deduction of Corollary 7.13 from Theorem 7.12 In view of Propo-
sition 6.16, Theorem 7.12 tells us that the desired formula ψϕ(x1, . . . , xn)
exists.
Corollary 7.14 Let 〈L,G〉 ∈ KLN2 . Then G 6≡ Bdd(G) unless G = Bdd(G),
and similarly for Lft(G) and for Rt(G).
Deduction of Corollary 7.14 from Corollary 7.13 “G = Bdd(G)”
can be expressed first order in LGR, establishing the result for Bdd . So can
“G = Lft(G) or G = Rt(G)” by (4) and (5) of Corollary 7.13. Now if
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G ≡ Lft (G) but G 6= Lft(G), then G = Rt(G), making Lft(G) = Bdd(G).
Now the result for Bdd gives the result for Lft .
Corollary 7.10 also has a two-group version, of which the next corollary
is a first order analogue. The proof of Corollary 7.15 will be given after
Theorem 7.38.
Corollary 7.15 Let 〈Li, Gi〉 ∈ KLN2 , i = 1, 2. Suppose G1 ≡ G2.
(1) Then
ACT(EP(L1, G1),Bdd(G1)) ≡ ACT(EP(L2, G2),Bdd(G2)).
(2) Let MLfti be the structure ACT(EP(Li, Gi),Lft(Gi)), and similarly
for MRti . Then
MLft1 ≡MLft2 and MRt1 ≡ MRt2 , or MLft1 ≡MRt2 and MRt1 ≡MLft2 .
Caution: 〈Li, Gi〉 ∈ KLN2 does not imply that 〈Li,Lft(Gi)〉 ∈ KLN2 , or
even that it has dense orbits in L¯; see Example 13.4.
Definition 7.16 Let K be a class of locally moving linear permutation
groups.
(1) We say that First Order Reconstruction holds for K if Theorem 7.6
through Corollary 7.15 hold when KLN2 is replaced by K.
*(2) We say that Second Order Reconstruction holds for K if First Order
Reconstruction holds except for: Theorem 7.12(1), Corollary 7.13 (only its
Note remains valid), and statements dealing with elementary equivalence.
In this terminology we have
Theorem 7.17 (Linear Reconstruction Package) First Order Reconstruc-
tion holds for linear permutation groups 〈L,G〉 which are 2-interval-transitive
and have a nonidentity bounded element.
70
Here 2-interval-transitivity cannot be reduced to 1-interval-transitivity
(or to 1-o-transitivity); this does not guarantee even Second Order Recon-
struction. See Example 13.1.
We shall find other instances in which First Order Reconstruction holds—
see Theorems 8.3(1) and 8.10(1). For instances of Second Order Reconstruc-
tion, see Theorems 8.3(2) and 8.10(2).
We turn now to reconstruction of monotonic permutation groups
〈ED(L), G〉. Under appropriate hypotheses, the above results (including the
accompanying notes) all carry over to the monotonic case. In Theorem 7.6,
τ : L¯1 → L¯2 is still a map between chains, and τ : L¯rel1 ∼= L¯rel2 a map between
equal direction structures. (Here L is the chain on which ED (L) is based.
Reversal of the order on L interchanges Lft (G) and Rt(G), but the matters
below, except for the half-order, are otherwise unaffected.) Of course L¯rel =
Lrel = ED (L¯) = ED (L).
An orbit M of 〈ED(L¯), G〉 is either a single orbit of 〈L¯,Opp(G)〉 or the
unionM =M1∪M2 of two such orbits (withM2 ∼= M∗1 ), and in the latter case
M must be symmetric (that is, M ∼= M∗). If G contains an order-reversing
permutation, all orbits of 〈ED(L¯), G〉 are symmetric.
For 〈ED(L), G〉, the pointwise order on G produces a half-ordered group
(see Definition 2.3). This order is reversed by reversal of the order on L.
We deal with monotonic permutation groups 〈ED (L), G〉 which are 3-
interval-transitive and have a nonidentity bounded element. Unlike the hy-
potheses of the Linear Reconstruction Theorem, these hypotheses imply high
interval-transitivity (Theorem 12.2), which in turn implies high approximate
order-transitivity for 〈ED(L¯), G〉 (Proposition 12.1).
Theorem 7.18 (Monotonic Reconstruction Package) For monotonic per-
mutation groups 〈ED(L), G〉 which are 3-interval-transitive and have a non-
identity bounded element, the linear results Theorem 7.6 through Corollary 7.15
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(with KLN2 replaced by KMN3 and “partially ordered group” by “half-ordered
group”) all hold verbatim.
In particular, every automorphism α of G is conjugation by a unique
automorphism τ of L¯rel, so that
Aut(G) = Norm
Aut (L¯rel)(G) = NormHomeo (L¯)(G).
Moreover: Opp(G) is a characteristic subgroup of G and Aut(G) ≤
Aut(Opp(G)) ≤ Aut(Bdd(G)); “g preserves order” can be expressed in LGR
in Corollary 7.13ff; Corollary 7.14 holds for Opp(G); and part (1) of Corol-
lary 7.15 holds for ACT(EP(ED(L), G),Opp(G)).
Note When L is Dedekind complete, 〈ED(L), G〉 satisfies the hypotheses
of Theorem 7.18 provided it is approximately 2-o-transitive and has a non-
identity bounded element (Theorem 12.2).
Definition 7.19 In the monotonic case, “First Order Reconstruction” refers
to the results listed in Theorem 7.18, and “Second Order Reconstruction”
involves the same exceptions as in Definition 7.16.
Again the (analogue of the) Linear Interpretation Theorem 7.12 is the
fundamental result, and the others all follow from it just as in the linear
case.
Here 3-interval-transitivity cannot be reduced to 2-interval-transitivity
(or to 2-o-transitivity); this does not guarantee even Second Order Recon-
struction. See Example 13.2.
Next we consider reconstruction of circular permutation groups 〈C,G〉,
where C = CR(L). Again under appropriate hypotheses and with a few
shifts in terminology, the results from the linear case almost all carry over.
Of course C¯rel = Crel = EO(C¯) = EO(C).
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One difference is that in the circular case Lft(G) and Rt(G) are not
defined. Also we no longer have a “pointwise order” on G. Nevertheless, we
define “signed” elements in the language LMCPG of monocircular permutation
groups 〈EO(C), G〉. We call an element g ∈ G signed if g2 6= Id and
Eo(g2(x1), g(x1), x1; g
2(x2), g(x2), x2) for all x1, x2 ∈ supp(g2) ∩ C.
Signed elements are necessarily in Opp(G). An element g ∈ Opp(G) such
that g2 6= Id is necessarily signed if it has just one supporting interval. (By
a supporting interval is meant a C¯-interval maximal with respect to being
contained in supp(g).) We say that signed elements g1 and g2 have the same
sign if
Eo(g21(x1), g1(x1), x1; g
2
2(x2), g2(x2), x2) for all xi ∈ C ∩ supp(g2i ).
The circular reconstruction results deal with circular permutation groups
which are 3-interval-transitive and have a nonidentity bounded element. Pre-
sumably these hypotheses do not imply high interval-transitivity. This would
parallel the linear (but not the monotonic) case.
Theorem 7.20 (Circular Reconstruction Package) For circular permuta-
tion groups 〈C,G〉 which are 3-interval-transitive and have a nonidentity
bounded element, the linear results Theorem 7.6 through Corollary 7.13 all
hold with the obvious changes—that is, references to Lft(G) and Rt(G) and
to pointwise order are to be omitted, and L is to be replaced by C, “order” by
“orientation”, “chain” by “circle”, “monotonic” by “monocircular”, “equal
direction structure” by “equal orientation structure”, LMNPG by LMCPG , and
KLN2 by KCR3 .
In particular, every automorphism α of G is conjugation by a unique
automorphism τ of C¯rel, so that
Aut(G) = Norm
Aut (C¯rel)(G) = NormHomeo (C¯)(G).
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Just as in the previous cases, the analogue of Theorem 7.12 yields all
the other results. Note that Corollaries 7.14 and 7.15 do not have circular
analogues, as the set of bounded elements is not a subgroup of G.
Definition 7.21 In the circular case, “First Order Reconstruction” refers
to the results listed in Theorem 7.20, and “Second Order Reconstruction”
involves the same exceptions as in Definition 7.16.
Question 7.22 Can 3-interval-transitivity be reduced to 2-interval-transitivity
in Theorem 7.20, perhaps at the expense of obtaining Second Order Recon-
struction rather than First?
Finally we turn to reconstruction ofmonocircular permutation groups
〈EO(C), G〉, where C is the circle on which EO(C) is based; the matters
below are unaffected by reversal of orientation on C. Under appropriate hy-
potheses, the circular results carry over to the monocircular case. The orbits
of 〈EO(C¯), G〉 are related to those of 〈C¯,Opp(G)〉 as those of 〈ED(L¯), G〉
are to those of 〈L¯,Opp(G)〉.
We deal with monocircular permutation groups 〈EO(C), G〉 which are 4-
interval-transitive and have a nonidentity bounded element. Paralleling the
monotonic case, these hypotheses imply high interval-transitivity, which in
turn implies high approximate orientation-transitivity for 〈EO(C¯), G〉.
Theorem 7.23 (Monocircular Reconstruction Package) For monocircular
permutation groups 〈EO(C), G〉 which are 4-interval-transitive and have a
nonidentity bounded element, Theorem 7.20 (with KCR3 replaced by KMC4 )
holds verbatim.
In particular, every automorphism α of G is conjugation by a unique
automorphism τ of C¯rel, so that
Aut(G) = Norm
Aut (C¯rel)(G) = NormHomeo (C¯)(G).
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Moreover: Opp(G) is a characteristic subgroup of G; “g preserves orien-
tation” can be expressed in LGR in Corollary 7.13ff; Corollary 7.14 holds for
Opp(G); and part (1) of Corollary 7.15 holds for ACT(EP(EO(C), G),Opp(G)).
Note When C is Dedekind complete, 〈EO(C), G〉 satisfies the hypothe-
ses of Theorem 7.23 provided it is approximately 3-o-transitive and has a
nonidentity bounded element (Theorem 12.2).
Just as in the previous cases, the analogue of Theorem 7.12 yields all the
other results.
Definition 7.24 In the monocircular case, “First Order Reconstruction”
refers to the results listed in Theorem 7.23, and “Second Order Reconstruc-
tion” involves the same exceptions as in Definition 7.16.
Question 7.25 Can 4-interval-transitivity be reduced to 3-interval-transitivity
in Theorem 7.23?
The proofs
We begin the proofs with some matters common to all four cases. Recall
that Var(N,G) is an abbreviation for Var(B¯(N), G).
Definition 7.26 Let 〈N,G〉 ∈ KNO, which ensures that G acts faithfully
on Var(N,G).
(1) Let VACT(N,G)
def
= ACT(Var(N,G), G) = VACT(B¯(N), G).
*(2) Let BACT(N,G)
def
= ACT(B¯(N), G) = BACT(B¯(N), G).
Definition 7.27 Let K ⊆ KNO .
(1) Let KVACT
def
= {VACT(N,G) | 〈N,G〉 ∈ K}.
*(2) Let KBACT
def
= {BACT(N,G) | 〈N,G〉 ∈ K}.
As a special case of Theorem 6.13 we have
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Corollary 7.28
(1) KNOVACT is FO-STR-interpretable in K
NO
GR .
*(2) KNOBACT is SO-STR-interpretable in K
NO
GR .
The linear case
We embark on the proof of Theorem 7.12(1), which will be concluded
after Theorem 7.38. It may help to keep in mind the overview presented in
Section 4.
Definition 7.29 Let 〈L,<〉 be a dense chain without endpoints.
(1) For U ⊆ L¯, let ch L¯(U) denote the convex hull of U in L¯. We abbreviate
ch L¯(U) by ch(U).
(2) Let U1, U2 ⊆ L¯. We say that U1 and U2 are segregated if ch(U1) ∩
ch(U2) = ∅, that is, if U1 < U2 or U2 < U1 or U1 = ∅ or U2 = ∅. Let
SegL
def
= {〈U1, U2〉 ∈ B¯(L)2 | ch(U1) ∩ ch(U2) = ∅}.
(3) Let U1, U2, U3 ⊆ L¯. We write Bets(U1, U2, U3) if each Ui 6= ∅, and
if Bet(x1, x2, x3) whenever each xi ∈ Ui (or equivalently, if x1 < x2 < x3
whenever each xi ∈ Ui, or else x3 < x2 < x1 whenever each xi ∈ Ui).
(4) These notions are unaffected by reversal of the order on L, and thus
are also applicable to ED(L).
We now show that for 〈L,G〉 ∈ KLN2 the relation SegL on Var(L,G),
or even on B¯(L), is definable by a first order formula in LVACT . This will
be our sole use of 2-interval-transitivity (aside from permitting us to as-
sume only the existence of a single bounded element). Recall that var(g) =
int(cl(supp(g))). For a restatement of Proposition 7.30 in terms of inter-
pretability, see Proposition 7.37.
Proposition 7.30 Let
ϕLN2Seg (u1, u2)
def≡ ¬(∃g)((g(u1) · u2 6= 0) ∧ (g(u2) · u1 6= 0)),
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re-expressed as a first order formula in LVACT = LBACT . Let 〈L,G〉 ∈ KLN2 .
Then
(1) For any U1, U2 ∈ Var(L,G):
VACT(L,G) |= ϕLN2Seg [U1, U2] iff SegL(U1, U2).
*(2) For any U1, U2 ∈ B¯(L):
BACT(L,G) |= ϕLN2Seg [U1, U2] iff SegL(U1, U2).
Proof ϕLN2Seg can be re-expressed as specified because of Proposition 5.19.
(1) Let 〈L,G〉 ∈ KLN2 and U1, U2 ∈ Var(L,G). Obviously if SegL(U1, U2)
then VACT(L,G) |= ϕLN2Seg [U1, U2].
Suppose that SegL(U1, U2) does not hold. We may assume that there are
open intervals I < J < K of L such that I,K ⊆ U1 and J ⊆ U2. 2-interval-
transitivity provides g ∈ G such that g(I) ∩ J 6= ∅ and g(J) ∩K 6= ∅, and
thus g(U1)∩U2 6= ∅ and g(U2)∩U1 6= ∅. Hence VACT(L,G) 6|= ϕLN2Seg [U1, U2].
(2) The proof is virtually identical to that of (1).
Theorem 7.38 will say that for any class K of locally moving linear per-
mutation groups 〈L,G〉, in order to capture EPACT(L,G) in the group G
it is enough to capture the segregation relation in VACT(L,G). Applied to
KLN2 in combination with Proposition 7.30, Theorem 7.38 will give Theo-
rem 7.12; later it will be applied to other K’s. Most of its proof is contained
in Lemma 7.33, in which the group G does not play any role. This lemma
will deal with doubly dense subsets T of B¯(L) (see Definition 5.21). It will
say that one can capture in the structure SEG(L, T )
def
= 〈T,≤B¯(L), SegL〉 a
certain dense subset of L¯, namely the set Ep(L, T ) of endpoints of convex
hulls of members of T , along with the equal direction structure EP(L, T )
induced on it by L¯. When specialized to T = Var(L,G), EP(L, T ) will give
EP(L,G).
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Definition 7.31 Let 〈L,<〉 be a dense chain without endpoints and let T
be a dense subset of B¯(L).
(1) Let
SEG(L, T )
def
= 〈T,≤B¯(L), SegL〉,
LSEG def= L(SEG(L, T )) = {≤, Seg}.
(2) Let
Ep(L, T )
def
=
⋃
U∈T Ep(U),
EP(L, T )
def
= 〈Ep(L, T ),Ed L¯〉,
LEP def= L(EP(L, T )) = {Ed}.
Ep(L, T ) is dense in L¯ because T is dense in B¯(L).
Now we prepare to represent the points of Ep(L, T ) by pairs of members
of T :
(3) Let Rep(L, T )
def
= {〈U1, U2〉 ∈ T 2 | SegL(U1, U2) and U1, U2 6= ∅}.
(4) Let PtL,T : Rep(L, T )→ Ep(L, T ) be the surjection defined by
PtL,T (U1, U2) =
{
sup(U1) if U1 < U2,
inf(U1) if U1 > U2.
(5) Let
SEGEP(L, T )
def
= (SEG(L, T ),EP(L, T );PtL,T ),
LSEGEP def= L(SEGEP(L, T )) = {≤, Seg ,Ed ,Pt , P1, P2, Q}.
The universe of SEGEP(L, T ) is T ∪ Ep(L, T ), and P1 and P2 are 1-place
relation symbols distinguishing T and Ep(L, T ). Q is a 2-place relation
symbol, interpreted as Dom(PtL,T ), which according to our convention is
added when the partial function PtL,T is transformed into a total function.
Because EP(L, T ) is an equal direction structure rather than a chain,
nothing in Definition 7.31 is affected by reversal of the order on L. Hence
these notions (and Lemma 7.33 and its proof) are also applicable to ED(L).
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Definition 7.32
(1) Let KDDLN be the class of all pairs 〈L, T 〉 such that L is a dense chain
without endpoints and T is a doubly dense subset of B¯(L).
(2) Let KDDLNSEG
def
= {SEG(L, T ) | 〈L, T 〉 ∈ KDDLN}.
(3) Let KDDLNSEGEP
def
= {SEGEP(L, T ) | 〈L, T 〉 ∈ KDDLN}.
Lemma 7.33 KDDLNSEGEP is FO-STR-interpretable in K
DDLN
SEG , and
〈KDDLNSEG , KDDLNSEGEP 〉 is a spanning system.
Proof We need to capture several notions by first order formulas in LSEG .
First we capture “betweenness” of sets U ∈ T . Let
ϕBets (u1, u2, u3)
def≡
(
∧
1≤i≤3
ui 6= 0) ∧ (
∧
1≤i<j≤3
Seg(ui, uj) ∧ ∃w((w ≤ u1 + u3) ∧ ¬Seg(w, u2))).
Then for any 〈L, T 〉 ∈ KDDLN , double density guarantees that for any
U1, U2, U3 ∈ T :
SEG(L, T ) |= ϕBets [U1, U2, U3] iff Bets L¯(U1, U2, U3).
An application of Proposition 5.19 allows us to re-express ϕBets in LSEG .
Obviously we can capture Rep(L, T ). Just let
ϕRep (u1, u2)
def≡ Seg(u1, u2) ∧ (u1 6= 0) ∧ (u2 6= 0).
Then for any 〈L, T 〉 ∈ KDDLN and U1, U2 ∈ T :
SEG(L, T ) |= ϕRep [U1, U2] iff 〈U1, U2〉 ∈ Rep(L, T ).
We want a first order formula ϕEqp (~u,~v) in LSEG such that for every
〈L, T 〉 ∈ KDDLN and ~U, ~V ∈ T 2:
SEG(L, T ) |= ϕEqp [~U, ~V ] iff
~U ∈ Rep(L, T ) and ~V ∈ Rep(L, T ) and PtL,T (~U) = PtL,T (~V ).
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For U1, U2, U
′
2 ⊆ L¯ with U1 6= ∅, we say that U2 and U ′2 are on the same
side of U1 if
U2 < U1 (or U2 = ∅) and U ′2 < U1 (or U ′2 = ∅), or
U2 > U1 (or U2 = ∅) and U ′2 > U1 (or U ′2 = ∅);
or equivalently, if
SegL(U1, U2), Seg
L(U1, U
′
2), and U1 is not between U2 and U
′
2.
Clearly this can be captured in LSEG .
For 〈U1, U2〉 ∈ Rep(L, T ), let
Sd(U1, U2)
def
= {U ′2 ∈ T | U2 and U ′2 are on the same side of U1},
which we call the U2-side of U1. Now for ~U, ~V ∈ Rep(L, T ):
PtL,T (~U) = PtL,T (~V ) iff (Sd(~U) = Sd(~V )) ∨ (Sd(~U) = Bcmp(Sd(~V ))),
where the Boolean complement Bcmp(Sd(~V )) means
{W ∈ T |W · V ′2 = ∅ for all V ′2 ∈ Sd(V1, V2)}.
From this it is easy to see that the desired first order ϕEqp can be constructed.
We can also capture in LSEG the restriction to Ep(L,T) of the betweenness
relation Bet L¯ on L¯. We seek a first order formula ϕBet (~u,~v, ~w) in LSEG such
that for any 〈L, T 〉 ∈ KDDLN and any ~U, ~V , ~W ∈ Rep(L, T ):
SEG(L, T ) |= ϕBet [~U, ~V , ~W ] iff Bet L¯(PtL,T (~U),PtL,T (~V ),PtL,T ( ~W )).
Let Sd1(~U) = Sd(~U) and Sd 2(~U) = Bcmp(Sd(~U)). Then
Bet L¯(PtL,T (~U),PtL,T (~V ),PtL,T ( ~W )) iff∨{Sd i(~U) $ Sd j(~V ) $ Sdk( ~W ) | i, j, k ∈ {1, 2}}.
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From this it is clear that the desired ϕBet can be constructed. Then, be-
cause of the bi-interpretability of Bet L¯ and Ed L¯ (Proposition 2.1), there is
a first order formula ϕEd (~x1, ~x2, ~x3, ~x4) in LSEG which similarly captures the
restriction to Ep(L, T ) of the equal direction structure ED (L¯).
The formulas ϕRep, ϕEqp, and ϕEd provide the building blocks for the
interpretation. The interpreting mapping µ : T 2
onto→ T ∪ Ep(L, T ) will be
given by
µ(U, V ) =
{
U if U = V ,
Pt(U, V ) if 〈U, V 〉 ∈ Rep(L, T ).
Some of the formulas of the interpretation are:
ϕU(u1, u2)
def≡ (u1 = u2) ∨ ϕRep(u1, u2).
ϕEq(~u,~v)
def≡ (u1 = u2 = v1 = v2) ∨ ϕEqp(~u,~v).
ϕImap(~u, v)
def≡ u1 = u2 = v.
ϕPt(~u,~v, ~w)
def≡ (u1 = u2) ∧ (v1 = v2) ∧ ϕEqp(u1, v1; ~w).
Finally, we have a spanning system because PtL,T is a surjection onto
|SEGEP(L, T )| − |SEG(L, T )|.
Proposition 7.34 Let 〈L,G〉 be a locally moving linear permutation group.
Then
(1) EP(L,Var(L,G)) = EP(L,G).
*(2) EP(L, B¯(L)) = L¯rel.
Proof These are the special cases of EP(L, T ) arising from Definition 7.31
when T = Var(L,G) and when T = B¯(L).
The following notational pattern will be used repeatedly:
Definition 7.35 Let K ⊆ KNO .
(1) For any structure STRUC(N,G) defined for each 〈N,G〉 ∈ K, let
KSTRUC
def
= {STRUC(N,G) | 〈N,G〉 ∈ K}.
(2) If alsoG ≤ Aut(STRUC(N,G)) for each 〈N,G〉 ∈ K, letKSTRUCACT def=
{ACT(STRUC(N,G), G) | 〈N,G〉 ∈ K}.
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Definition 7.36 Let K be a class of locally moving linear permutation
groups, and let 〈L,G〉 ∈ K.
(1) (a) Let VSEG (L,G)
def
= SEG(L,Var(L,G)) =
〈Var(L,G),≤B¯(L), SegL〉. Note that ACT(VSEG(L,G), G) =
(VACT(L,G); SegL).
(b) Let VSEGEP(L,G)
def
= SEGEP(L,Var(L,G)) =
(VSEG(L,G),EP(L,G);PtL,Var (L,G)).
(c) KVSEG , KVSEGACT , KVSEGEP , and KVSEGEPACT are defined in
accord with Definition 7.35.
*(2) (a) Let BSEG(L,G)
def
= SEG (L, B¯(L)).
(b) Let BSEGDC(L,G)
def
= SEGEP(L, B¯(L))) =
(BSEG(L,G), L¯rel;PtL,B¯(L)).
(c) KBSEG , KBSEGACT , KBSEGDC , and KBSEGDCACT are defined in
accord with Definition 7.35.
Proposition 7.37
(1) KLN2VSEGACT is FO-STR-interpretable in K
LN2
VACT .
*(2) KLN2BSEGACT is FO-STR-interpretable in K
LN2
BACT .
Proof This is just a translation of Proposition 7.30.
The next theorem (which includes Theorem 7.12 as a special case) presents
results which hold for classes of locally moving linear permutation groups
〈L,G〉 in which the segregation relation SegL can be captured first order in
VACT(L,G), or even in BACT(L,G):
Theorem 7.38 Let K be a class of locally moving linear permutation groups.
(1) Suppose there is a first order formula ϕSeg (u1, u2) in LVACT such that
for any 〈L,G〉 ∈ K and U1, U2 ∈ Var(L,G):
VACT(L,G) |= ϕSeg [U1, U2] iff SegL(U1, U2).
Then First Order Reconstruction holds for K (see Definition 7.16).
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*(2) Suppose there is a first order formula ϕSeg (u1, u2) in LBACT such that
for any 〈L,G〉 ∈ K and U1, U2 ∈ B¯(L):
BACT(L,G) |= ϕSeg [U1, U2] iff SegL(U1, U2).
Then Second Order Reconstruction holds for K.
*(3) The hypothesis in (1) implies that in (2).
Proof (1) We know that
KVACT is FO-STR-interpretable in KGR
since this holds for any K ⊆ KNO by Corollary 7.28.
KVSEGACT is FO-STR-interpretable in KVACT
by the hypothesis about ϕSeg . By Lemma 7.33 (with T = Var(L,G)) and
Propositions 5.22 and 7.34, KVSEGEP is FO-STR-interpretable inKVSEG , and
〈KVSEG , KVSEGEP 〉 is a spanning system. Then by Proposition 6.15,
KVSEGEPACT is FO-STR-interpretable in KVSEGACT .
By the transitivity of FO-STR-interpretations (Proposition 6.18),
KVSEGEPACT is FO-STR-interpretable in KGR .
Retaining only the information about the endpoint action (see Proposi-
tion 6.17),
KEPACT is FO-STR-interpretable in KGR .
Replacement of KLN2 by K in Theorem 7.12(1) gives a generalization of
7.12(1), and the results mentioned in (1) all follow from the generalization
just as they did for KLN2 (except for Theorem 7.12(2), which follows from
(2) and (3) of the present theorem, and except for Corollary 7.15, which is
proved below).
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(2) The proof parallels that of (1), using the second order parts of the cited
results. The application of Proposition 6.18, establishing that KBSEGDCACT
is SO-STR-interpretable in KGR , is valid because only the interpretation of
KVACT in KGR is second order, and that is why the formula ϕSeg in (2) was
assumed to be first order.
(3) For U1, U2 ∈ B¯(L), SegL(U1, U2) iff SegL(U ′1, U ′2) for all U ′1, U ′2 ∈
Var(L,G) with U ′i ≤ Ui, because of Proposition 5.20. In view of Propo-
sition 6.3(3), from a formula ϕ′Seg as in (1) it is easy to construct a formula
ϕSeg as in (2).
Proof of Theorem 7.12 Because of Proposition 7.30, Theorem 7.12 is a
special case of Theorem 7.38.
Proof of Corollary 7.15
(1) In view of Corollary 7.13, there is a first order formula ψBdd (g) in
LGR expressing that g ∈ Bdd(G).
Now let ϕ be any first order sentence in LMNPG . Then
ACT(EP(Li, Gi),Bdd(Gi)) |= ϕ iff ACT(EP(Li, Gi), Gi) |= ϕBdd ,
where ϕBdd is the sentence in LMNPG obtained by using ψBdd (g) to modify
ϕ so that for each group variable g of ϕ the quantification is over Bdd(G)
rather than over G. Then (1) follows from Theorem 7.6(1).
(2) Let ψ1way (g) and ψSmway (g, h) be first order formulas in LGR , with
ψ1way (g) expressing that g ∈ ((Lft (G)∪Rt(G))−Bdd(G)), and ψSmway (g, h)
expressing that g and h are both in Lft(G) or both in Rt(G) (membership
in Bdd(G) is permitted).
Again let ϕ be any first order sentence in LMNPG . For g ∈ G such that
ψ1way (g), let ϕ
1way (g) be the formula in LMNPG obtained by modifying ϕ so
that its group variables h are quantified over {h ∈ G | ψSmway (g, h)}.
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Then for i = 1, 2:
(MLfti |= ϕ or MRti |= ϕ) iff
(∃g(ψ1way (g) ∧ ϕ1way (g)) ∨ (∀g(ψ1way (g)→ ψBdd (g)) ∧ ϕBdd )).
Moreover,
(MLfti |= ϕ and MRti |= ϕ) iff
((∃g∃h(ψ1way (g) ∧ ψ1way (h) ∧ ¬ψSmway (g, h) ∧ ϕ1way (g) ∧ ϕ1way (h))) ∨
(∃g(ψ1way (g) ∧ ∀h(ψ1way (h)→ ψSmway (g, h)) ∧ ϕ1way (g)) ∧ ϕBdd ) ∨
(∀g(ψ1way (g)→ ψBdd (g)) ∧ ϕBdd )).
Case 1: MLft1 6≡ MLft2 . We claim that MLft1 ≡ MRt2 . First, pick a
sentence ϕ′ holding in MLft1 but not in M
Lft
2 . Now let ϕ be any sentence
holding in MLft1 . Then ϕ ∧ ϕ′ holds in MLft2 or in MRt2 (by Theorem 7.6(1)
and what was shown above), whence ϕ∧ϕ′ holds inMRt2 , and thus ϕ holds in
MRt2 . The claim follows. A parallel argument then shows that M
Lft
2 ≡MRt1 .
Case 2: MLft1 ≡MLft2 . This case is left to the reader.
The monotonic case
Now we treat the monotonic case. The proof of Theorem 7.18 is almost
identical to the proof in the linear case. There are only two real differences.
The first is that we need Proposition 12.7 from Section 12, which says that
if a locally moving monotonic permutation group 〈ED(L), G〉 is 3-interval-
transitive then 〈ED (L),Bdd(G)〉 is 2-interval-transitive. The other difference
occurs in capturing the segregation relation in Proposition 7.30.
Definition 7.39 Let 〈N,G〉 ∈ KNO , and let g ∈ G. We call g a non-unit if
var(g) 6= N¯ , that is, if there exists f ∈ G−{Id} such that var(f)·var(g) = ∅.
In view of Proposition 5.18, this can be expressed in a first order formula
ϕNU (u) in LGR . Clearly
Supp(g) is bounded ⇒ ϕNU (g)⇒ g ∈ Opp(G).
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The monotonic version of Proposition 7.30(1) is:
Proposition 7.40 Let
ϕMN3Seg (u1, u2)
def≡ ¬(∃g)((g(u1) · u2 6= 0) ∧ (g(u2) · u1 6= 0) ∧ ϕNU (g)),
re-expressed as a first order formula in LVACT . Let 〈ED(L), G〉 ∈ KMN3 .
Then for any U1, U2 ∈ Var(L,G):
VACT(ED(L), G) |= ϕMN3Seg [U1, U2] iff SegL(U1, U2).
Proof Let 〈ED(L), G〉 ∈ KMN3 . Then 〈L,Bdd(G)〉 ∈ KLN2 by Proposi-
tion 12.7. Now let U1, U2 ∈ Var(ED(L), G).
If SegL(U1, U2) then VACT(ED(L), G) |= ϕMN3Seg [U1, U2] since every non-
unit g lies in Opp(G).
Conversely, if SegL(U1, U2) fails then applying Proposition 7.30 to
〈L,Bdd(G)〉 ∈ KLN2 guarantees that
g(U1) ∩ U2 6= ∅ and g(U2) ∩ U1 6= ∅
for some g ∈ Bdd(G), so that ϕMN3Seg [U1, U2] fails.
The rest of the proof parallels the linear proof; see Definition 7.31ff, which
justifies the use of Lemma 7.33.
Theorem 7.41 The analogue of Theorem 7.38 holds for monotonic permu-
tation groups, where now “Reconstruction” refers to Definition 7.19.
Theorem 7.18 is a special case.
The circular case
Next we treat the circular case, which requires more extensive modifica-
tion of the linear proof.
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Definition 7.42 Let C = CR(L) be a circularly ordered set, where L is a
dense chain having at most one endpoint. Let U1, U2, U3, U4 ∈ B¯(C).
(1) We say that U1 and U2 are segregated if there exist disjoint C¯-intervals
I1 and I2 such that Uj ⊆ Ij for j = 1, 2 (or if some Ij = ∅). Let
SegC
def
= {〈U1, U2〉 ∈ B¯(C)2 | U1 and U2 are segregated}.
(2) Recall that Crs(U1, U2, U3) means that Cr(x1, x2, x3) whenever each
xj ∈ Uj, and each Uj 6= ∅. We write Crs−(U1, U2, U3) to mean that
Crs(U3, U2, U1).
(3) We write Crs±(U1, U2, U3) to mean that either Crs(U1, U2, U3) or
Crs−(U1, U2, U3), or equivalently, that each Uj 6= ∅ and there exist pairwise
disjoint C¯-intervals I1, I2, I3 such that Uj ⊆ Ij for j = 1, 2, 3.
(4) We write Seps(U1, U2, U3, U4) if Sep(x1, x2, x3, x4) whenever xj ∈ Uj
for all j, and if each Uj 6= ∅. (The relation Sep was defined in Section 2.)
This implies that there exist pairwise disjoint C¯-intervals I1, I2, I3, I4 such
that Uj ⊆ Ij for j = 1, 2, 3, 4.
(5) These notions are unaffected by reversal of the orientation on C (ex-
cept that Crs(U1, U2, U3) and Crs
−(U3, U2, U1) are interchanged), and thus
are also applicable to EO(L).
We now show that for 〈C,G〉 ∈ KCR3 the relation SegC on Var(C,G)
is definable by a first order formula in LVACT . This will be our sole use of
3-interval-transitivity. Here we omit the statement of the obvious analogue
involving B¯(C).
Proposition 7.43 There is a first order formula ϕCR3Seg (u1, u2) in LVACT
having the following property. For any 〈C,G〉 ∈ KCR3 and any U1, U2 ∈
Var(C,G):
VACT(C,G) |= ϕCR3Seg [U1, U2] iff SegC(U1, U2).
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Proof Let 〈C,G〉 ∈ KCR3 and let U1, . . . , U4 ∈ Var(C,G).
Now let
ϕVA
Crs±
(u1, u2, u3)
def≡ ϕ(u1, u2, u3) ∧ ϕ(u2, u3, u1) ∧ ϕ(u3, u1, u2),
where ϕ(u1, u2, u3)
def≡ (∧3i=1 ui 6= 0) ∧
¬(∃g)(g(u1) · u1 6= 0 ∧ g(u2) · u3 6= 0 ∧ g(u3) · u2 6= 0).
We claim that
VACT(C,G) |= ϕVA
Crs±
[U1, U2, U3] iff Crs
±(U1, U2, U3).
Obviously the implication from right to left holds.
Now suppose that VACT(C,G) |= ϕVA
Crs±
[U1, U2, U3], but that
Crs±(U1, U2, U3) does not hold. Then U1, U2, U3 are nonempty; also they are
pairwise disjoint (else g = Id would give a contradiction). Since
Crs±(U1, U2, U3) does not hold, there cannot exist pairwise disjoint C¯-intervals
containing U1, U2, U3. Hence without loss of generality there exists a C¯-
intervalK1 ⊆ U1 such that, letting I1 be the largest C¯-interval which contains
K1 and is disjoint from U2 ∪ U3, we have I1 6⊇ U1.
Pick a C¯-interval K ′1 ⊆ U1 − I1. There must exist C¯-intervals K1 ⊆
U2 and K3 ⊆ U3 such that Seps(K1, K2, K ′1, K3). We may assume that
Crs(K1, K2, K
′
1, K3), the other case being similar. Then Crs(K1, K2, K3) and
Crs(K ′1, K3, K2). 3-interval-transitivity provides g ∈ G such that g(K1) ∩
K ′1 6= ∅, g(K2) ∩K3 6= ∅, and g(K3) ∩K2 6= ∅, which is a contradiction.
Now Seps(U1, U2, U3, U4) is captured by
ϕVASeps (u1, u2, u3, u4)
def≡ ϕVA
Crs±
(u1, u2, u3) ∧ ϕVACrs±(u1, u4, u3) ∧
(∃v)((0 6= v ≤ u2 + u4) ∧ ¬ϕVACrs±(u1, v, u3)).
Then SegC is captured by
ϕCrSeg (u1, u2)
def≡ ¬(∃v1, v3 ≤ u1)(∃v2, v4 ≤ u2)ϕVASeps (v1, v2, v3, v4).
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Finally, all these formulas can be re-expressed in LVACT because of Propo-
sition 5.19.
Again there will be an analogue of Theorem 7.38 saying that in order to
capture EPACT(C,G) in the group G it is enough to capture the segregation
relation in VACT(C,G). The language LSEG = {≤, Seg} will be the same
as before. Once again we deal with doubly dense subsets T of B¯(L), and
capture a dense set Ep(C, T ) of “endpoints”, representing these points by
triples of members of T .
Definition 7.44 Let U1, U2 ∈ B¯(C).
(1) Suppose U1 and U2 are nonempty and segregated. Let I be the inter-
section of all C¯-intervals which contain U1 and are disjoint from U2. Then I
is a C¯-interval. Let I = (x, y). We denote x by cw(U1;U2), the clockwise end
of U1 relative to U2, and y by ccw(U1;U2), the counterclockwise end of U1
relative to U2. When U is a bounded C¯-interval, we abbreviate cw(U ;−U)
by cw(U), and dually for ccw(U ;−U).
(2) For U1 6= ∅ let
Ep(U1)
def
= {cw(U1;U2) | U2 6= ∅ and SegC(U1, U2)} ∪
{ccw(U1;U2) | U2 6= ∅ and SegC(U1, U2)};
and let Ep(∅) = ∅. Note that Ep(U1) consists of the endpoints in C¯ of the
connected components of −U1.
Definition 7.45 Let T be a dense subset of B¯(C). We define:
SEG(C, T )
def
= 〈T,≤B¯(C), SegC〉.
Ep(C, T )
def
=
⋃
U∈T Ep(U).
EP(C, T )
def
= 〈Ep(C, T ),Eo C¯〉, with L(EP(C, T )) = {Eo}.
Rep(C, T )
def
= {〈U1, U2, U3〉 ∈ (T − {∅})3 | Crs±(U1, U2, U3)}.
PtC,T : Rep(C, T )→ Ep(C, T ) is the surjection defined by
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PtC,T (U1, U2, U3) =
{
ccw(U1;U2) if Crs(U1, U2, U3),
cw(U1;U2) if Crs
−(U1, U2, U3).
SEGEP(C, T )
def
= (SEG(C, T ),EP(C, T );PtC,T ).
Because EP(C, T ) is an equal orientation structure, nothing in Defini-
tion 7.45 is affected by reversal of the orientation on C.
Definition 7.46 For a representative ~U = 〈U1, U2, U3〉 ∈ Rep(C, T ):
(1) Let I~U be the largest C¯-interval which contains U2 and is disjoint from
U1 ∪ U3.
(2) Let x~U
def
= PtC,T (~U) ∈ C¯.
We clarify the landscape with an easy lemma, whose verification is left
to the reader.
Lemma 7.47 Let ~U = 〈U1, U2, U3〉 ∈ Rep(C, T ). Then there is a connected
component J of −U1 such that:
(1) U2, U3 ⊆ J , I~U ⊆ J , x~U ∈ Ep(J), and x~U ∈ Ep(I~U).
(2) (a) If Crs(~U) then I~U = (x~U , y) $ J , where y = cw(U3;U2).
(b) If Crs−(~U) then I~U = (y, x~U) $ J , where y = ccw(U3;U2).
The definitions of KDDCR , KDDCRSEG , and K
DDCR
SEGEP parallel the linear defi-
nitions in Definition 7.32.
Lemma 7.48 KDDCRSEGEP is FO-STR-interpretable in K
DDCR
SEG , and
〈KDDCRSEG , KDDCRSEGEP 〉 is a spanning system.
Proof We capture several notions in LSEG , some of which were captured
above in LVACT . Some of the verifications will be left to the reader. We
begin with the notion of “representative”. Let
ϕRep (u1, u2, u3)
def≡ ϕ(u1, u2, u3) ∧ ϕ(u2, u3, u1) ∧ ϕ(u3, u1, u2),
where ϕ(u1, u2, u3)
def≡ (∧3i=1ui 6= ∅) ∧ ∀v((v ≤ u1 + u3)→ Seg(u2, v)).
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We show that for any 〈C, T 〉 ∈ KDDCR and U1, U2, U3 ∈ T :
SEG(C, T ) |= ϕRep [U1, U2, U3] iff 〈U1, U2, U3〉 ∈ Rep(C, T ).
Obviously the implication from right to left holds. Suppose that SEG(C, T ) |=
ϕRep [U1, U2, U3] holds, but that 〈U1, U2, U3〉 6∈ Rep(C, T ). Then each Ui 6= ∅,
and we may assume that there exist x1, x2 ∈ U2, y ∈ U1, and z ∈ U3 such
that Sep(x1, y, x2, z). Let I, J be C-intervals such that y ∈ I ⊆ U1 and
z ∈ J ⊆ U3. The double density of T guarantees the existence of V ∈ T such
that V ≤ I + J and V ∩ I, V ∩J 6= ∅. Hence SegC(U2, V ) does not hold, and
thus SEG(C, T ) 6|= ϕRep [U1, U2, U3], a contradiction.
The formula ϕSeps (u1, u2, u3, u4), built from ϕRep just as ϕ
VA
Seps was built
from ϕVA
Crs±
in the proof of Lemma 7.43, captures Seps(U1, U2, U3, U4).
Our next goal is to find a formula ϕEqp (~u,~v) which says that x~U = x~V .
For U ∈ B¯(C), let T |`U def= {V ∈ T | V ≤ U}. For ~U ∈ Rep(C, T ), we
verify that the 4-place relation “V ∈ T |`I~U −{∅}” can be expressed by a first
order formula ϕMid (v, u1, u2, u3) in LSEG . Let
Ext(U2;U1, U3)
def
= {V ∈ T | 〈U1, V, U3〉 ∈ Rep(C, T ) ∧ ¬Seps(U1, V, U3, U2)}.
Then Ext(U2;U1, U3) = T |`I~U − {∅}, and obviously there is a first order
formula in LSEG expressing the relation “V ∈ Ext(U2;U1, U3)”.
For ~U = 〈U1, U2, U3〉 ∈ Rep(C, T ),
Sm1pt(U1, U2, U3)
def
= {〈U1,W2,W3〉 ∈ Rep(C, T ) | x〈U1,U2,U3〉 = x〈U1,W2,W3〉},
the set of representatives having the same U1 and the same x as ~U . Now for
~U ′ = 〈U1, U ′2, U ′3〉 ∈ Rep(C, T ), it is easily seen with the aid of Lemma 7.47
that the following are equivalent:
(a) x~U = x~U ′ .
(b) I~U ⊆ I~U ′ or I~U ⊇ I~U ′.
(c) T |`I~U − {∅} ⊆ T |`I~U ′ − {∅} or T |`I~U − {∅} ⊇ T |`I~U ′ − {∅}.
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Since “V ∈ T |`I~U − {∅}” is expressible by the formula ϕMid (v, u1, u2, u3),
we conclude that “~U ′ ∈ Sm1pt(~U)” is expressible by a first order formula in
LSEG .
We claim that for ~U, ~V ∈ Rep(C, T ):
x~U = x~V iff
(*)
(
∀~U ′ ∈ Sm1pt(~U)
) (
∀~V ′ ∈ Sm1pt(~V )
) (
∀W1,W2 ∈ T − {∅}
)
(
∃X ∈ T |`I~U ′ − {∅}
) (
∃Y ∈ T |`I~V ′ − {∅}
)
¬Seps(X,W1, Y,W2).
Suppose first that x~U = x~V . Let
~U ′ ∈ Sm1pt(~U), ~V ′ ∈ Sm1pt(~V ),
and W1,W2 ∈ T − {∅}. Then x def= x~U = x~V is a common endpoint of
I~U ′ and I~V ′. We assume that I~U ′ = (x, y) for some y ∈ C¯, the other case
being the dual. If also I~V ′ = (x, y
′) for some y′ ∈ C¯, then there exists
Z ∈ (T |`I~U ′ − {∅)} ∩ (T |`I~V ′ − {∅)}, and obviously Seps(Z,W1, Z,W2) does
not hold. If instead I~V ′ = (y
′, x) for some y′ ∈ C¯, then the condition(
∀X ∈ T |`I~U ′ − {∅}
) (
∀Y ∈ T |`I~V ′ − {∅}
)
Seps(X,W1, Y,W2)
would require Crs(I~V ′ ,Wi, I~U ′) either for i = 1 or for i = 2, which is impos-
sible.
Conversely, suppose that x~U 6= x~V . Choose C¯-intervals I ′1, I ′2, J1, J2 such
that x~U ∈ I ′1, x~V ∈ I ′2, and Seps(I ′1, J1, I ′2, J2). Let I1 = I ′1 ∩ I~U and I2 =
I ′2 ∩ I~V . Use the density of T to choose Wi ∈ T |`Ji − {∅} for i = 1, 2. Now
choose U ′2 and U
′
3 in T |`I1 − {∅} such that{
Crs(U1, U
′
2, U
′
3) if Crs(U1, U2, U3),
Crs−(U1, U
′
2, U
′
3) if Crs
−(U1, U2, U3).
Then ~U ′
def
= 〈U1, U ′2, U ′3〉 ∈ Sm1pt(~U). Since I~U ′ ⊆ I1 we have T |`I~U ′ ⊆ T |`I1.
Choose V ′2 , V
′
3 ∈ T |`I2 − {∅} similarly, so that T |`I~V ′ ⊆ T |`I2. Let X ∈
T |`I~U ′ − {∅} and Y ∈ T |`I~V ′ − {∅}. Then X ⊆ I ′1, W1 ⊆ J1, Y ⊆ I ′2, and
W2 ⊆ J2, so Seps(X,W1, Y,W2) holds.
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Since (*) can be expressed first order in LSEG , there is indeed a first
order formula ϕEqp (~u,~v) in LSEG such that for every 〈C, T 〉 ∈ KDDCR and
~U, ~V ∈ Rep(C, T ):
SEG(C, T ) |= ϕEqp [~U, ~V ] iff x~U = x~V .
Now we want to capture by a first order formula in LSEG the restriction
Eo C¯ |`Ep(C, T ) of the equal orientation relation. By Proposition 2.2 it suffices
to capture Sep C¯ |`Ep(C, T ) instead. To do this, let ϕSep (~u1, ~u2, ~u3, ~u4) be the
formula which says the following: There exist ~v1, . . . , ~v4 such that
(1)
∧4
i=1(x~vi = x~ui), and
(2) (∀w1 ∈ T |`I~v1 − {∅}), . . . , (∀w4 ∈ T |`I~v4 − {∅})Seps(w1, . . . , w4).
Then for every 〈C, T 〉 ∈ KDDCR and ~U = 〈~U1, . . . , ~U4〉 ∈ (Rep(C, T ))4:
SEG(C, T ) |= ϕSep [~U ] iff Sep(x~U1 , . . . , x~U4) holds.
The rest of the proof parallels that of Lemma 7.33.
As in the linear case:
Theorem 7.49 The analogue of Theorem 7.38 holds for circular permuta-
tion groups, where now “Reconstruction” refers to Definition 7.21.
Theorem 7.20 is a special case.
The monocircular case
The monocircular case is to the circular case as the monotonic case is to
the linear case. We use Proposition 12.7, which says that if a locally mov-
ing monocircular permutation group 〈EO(C), G〉 is 4-interval-transitive, then
〈EO(C),Bdd(G)〉 is 3-interval-transitive, and even better that 〈EO(C), 3Bdd(G)〉
is 3-interval-transitive, where
3Bdd(G)
def
= {g ∈ G | g is the product of 3 elements of bounded support}.
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In the monocircular version of Proposition 7.43, ϕMC4Seg (u1, u2) is con-
structed exactly as was ϕCR3Seg , except that in the definition of ϕ
VA
Crs±
the
requirement is added that g be the product of three non-units (see Proposi-
tion 7.40), which guarantees that g ∈ Opp(G).
Theorem 7.50 The analogue of Theorem 7.38 holds for monocircular per-
mutation groups, where now “Reconstruction” refers to Definition 7.24.
Theorem 7.23 is a special case.
Distinguishing the four types
Finally, we show that the four types of nearly ordered permutation groups
that we have been dealing with can be distinguished first order in the lan-
guage of groups (even when the degrees of multiple transitivity are relaxed a
bit), of course with the exception that when a monotonic permutation group
〈ED(L), G〉 has Opp(G) = G then 〈L,G〉 is a linear permutation group, and
analogously for monocircular permutation groups.
Definition 7.51
(1) LetKLN denote the class of locally moving linear permutation groups,
and analogously for KMN , KCR , and KMC .
(2) For K ⊆ KMN , let KOrp denote the class of 〈N,G〉 ∈ K such that G
contains an order-reversing permutation, and analogously for K ⊆ KMC .
(3) Let KFOUR
def
= KLN ∪KMN2Orp ∪KCR2 ∪KMC3Orp .
Proposition 7.52 There are first order sentences ψLN , ψMN2Orp , ψ
CR2 , and
ψMC3Orp in the language LGR of groups such that for any 〈N,G〉 ∈ KFOUR :
(1) G |= ψLN iff 〈N,G〉 ∈ KLN .
(2) G |= ψMN2Orp iff 〈N,G〉 ∈ KMN2Orp .
(3) G |= ψCR2 iff 〈N,G〉 ∈ KCR2 .
(4) G |= ψMC3Orp iff 〈N,G〉 ∈ KMC3Orp .
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Consequently for 〈N1, G1〉, 〈N2, G2〉 ∈ KFOUR of different types, G1 and G2
cannot be isomorphic or even elementarily equivalent.
Proof It suffices to distinguish these four classes of groups by first order
sentences in LVACT . For then, since KNOVACT is FO-STR-interpretable in KNOGR
by Corollary 7.28, Proposition 6.16 can be used to translate each of the four
sentences ϕ in LVACT to a corresponding sentence ψϕ in LGR such that for
all 〈N,G〉 ∈ KNO : VACT(N,G) |= ϕ iff G |= ψϕ.
The following serve as distinguishing sentences (and can be re- expressed
in LVACT via Proposition 5.19):
(4) ϕMC3Orp
def≡
(∀u1, u2, u3 6= 0)(∃g)(g(u1) · u1 6= 0 ∧ g(u2) · u3 6= 0 ∧ g(u3) · u2 6= 0).
(3) ϕCR2
def≡
(∀u 6= 0)(∀v 6= 0)(∃g)(∀w)(w · u = 0→ g(w) ≤ v) ∧ ¬ϕMC3Orp .
(2) ϕMN2Orp
def≡
(∀u1, u2 6= 0)(∃g)(g(u1) · u2 6= 0 ∧ g(u2) · u1 6= 0) ∧ ¬ϕMC3Orp ∧ ¬ϕCR2 .
(1) ϕLN
def≡ ¬ϕMC3Orp ∧ ¬ϕCR2 ∧ ¬ϕMN2Orp .
The verifications are left to the reader.
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8 Second order reconstruction
In Section 7 we dealt with situations in which we could obtain a first or-
der interpretation of a dense substructure of N¯ rel in G ≤ Aut(N). We now
consider different transitivity assumptions that yield only second order in-
terpretations. These assumptions will involve N¯ -intervals in various ways.
Although the present results will have first order analogues, those analogues
will require an extra hypothesis, and our primary interest here is in the sec-
ond order results.
Definition 8.1
(1) Let N be a nearly ordered structure based on L, and let (a, b) ⊆ (c, d)
be bounded N¯ -intervals. We write (a, b) ⊂S (c, d) if a 6= c and b 6= d.
(2) We call a nearly ordered permutation group 〈N,G〉 nest-transitive
if for all bounded N¯ -intervals I, J,K: If I ⊂S J , then there exists g ∈ G
such that I ⊆ g(K) ⊆ J , that is, g(K) is nested between I and J . (It is
not required that g ∈ Opp(g).) Like interval-transitivity, nest-transitivity is
robust in the senses of Propositions 3.1 and 3.2. Clearly approximate 2-o-
transitivity of 〈N¯, G〉 implies nest-transitivity of 〈N,G〉; for N = 〈L,<〉 and
for N = CR(L) the two notions are equivalent. For each of the four types
of nearly ordered permutation groups, nest-transitivity implies inclusion-
transitivity.
(3) Let KNEST denote the class of nest-transitive nearly ordered permu-
tation groups (of all four types) which have a nonidentity bounded element,
or equivalently, which are locally moving.
(4) Let KA2N¯ denote the class of nearly ordered permutation groups for
which 〈N¯, G〉 is approximately 2-o-transitive, and which have a noniden-
tity bounded element, or equivalently, which are locally moving. Note that
KA2N¯ ⊆ KNEST ⊆ K2IT .
(5) Let KNEST-INT denote the class of nearly ordered permutation groups
〈N,G〉 ∈ KNEST for which there exists g ∈ G such that var(g) is a bounded
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N¯ -interval; and similarly for KA2N¯-INT .
Even for lattice-ordered permutation groups 〈L,G〉 which are highly o-
transitive and locally moving, the existence of g ∈ G such that var(g) is a
bounded L¯-interval is not automatic, as seen via an awesome example due
to K.R.P. Pierce [P], which was modified by A.M.W. Glass [G2] to make it
highly o-transitive.
One of the two main theorems of this section says that nest-transitivity
(plus the existence of a nonidentity bounded element) gives Second Order
Reconstruction (see Definitions 7.16, 7.19, 7.21, and 7.24). The additional
assumption that there exists g ∈ G such that var(g) is a bounded N¯ -interval
gives First Order Reconstruction.
In the linear case this gives nothing new since First Order Reconstruc-
tion has already been established under the weaker hypothesis of 2-interval-
transitivity (Theorem 7.6ff). In the monotonic case nest-transitivity is weaker
than the 3-interval-transitivity hypothesis of Theorem 7.18 (given a noniden-
tity bounded element) because of Theorems 12.2 and 12.1. In the monocircu-
lar case nest-transitivity is obviously weaker than the 4-interval-transitivity
hypothesis of Theorem 7.23.
Question 8.2 In the presence of local movability:
(1) Is nest-transitivity strictly weaker than 3-interval-transitivity in the
monotonic case?
(2) In the circular case, does 3-interval-transitivity imply nest-transitivity,
or conversely?
(3) Is nest-transitivity strictly weaker than 4-interval-transitivity in the
monocircular case?
An assertion that First Order Reconstruction holds for a class K of nearly
ordered permutation groups will mean that for each of the four types, First
Order Reconstruction holds for the class of all members of K of that type;
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and that there are first order sentences in LGR distinguishing the types within
K in the sense of Proposition 7.52. Similar remarks apply to Second Order
Reconstruction, the types now being distinguished by second order sentences.
Theorem 8.3
(1) First Order Reconstruction holds for KNEST-INT , and thus also for
KA2N¯ -INT .
(2) Second Order Reconstruction holds for KNEST , and thus also for
KA2N¯ .
The other main theorem is 8.10, which has even weaker hypotheses,
though it applies only in the linear/monotonic case.
The plan of the proof of Theorem 8.3 is as follows. We show that the set
of bounded N¯ -intervals is definable in BACT(N,G). From this it will follow
that the segregation relation SegN is also definable in BACT(N,G); it is this
part of the plan that we implement first. Then we apply the machinery of
Section 7 to each of the four types. Finally, we distinguish the types.
Definition 8.4 Let N be a nearly ordered structure, and let E ⊆ B¯(N).
We say that 〈N,E〉 is interval-rich if for all bounded N¯ -intervals I ⊂S J
there exists an N¯ -interval K ∈ E such that I ⊆ K ⊆ J . Let Int N¯ be the
1-place relation of being a bounded N¯ -interval.
Note that Var(N,G) is interval-rich when 〈N,G〉 is nest-transitive and
there exists g ∈ G such that var(g) is a bounded N¯ -interval, and that B¯(N)
is always interval-rich.
Proposition 8.5 Let K1 be a class of locally moving nearly ordered permu-
tation groups, all of the same type.
(1) Suppose there is a first order formula ϕInt (u) in LVACT such that for
any 〈N,G〉 ∈ K1 and U ∈ Var(N,G):
VACT(N,G) |= ϕInt [U ] iff Int N¯ (U).
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Suppose also that for any 〈N,G〉 ∈ K1, 〈N,Var(N,G)〉 is interval-rich. Then
First Order Reconstruction holds for K1.
(2) Suppose there is a first order formula ϕInt (u) in LBACT such that for
any 〈N,G〉 ∈ K1 and U ∈ B¯(N):
BACT(N,G) |= ϕInt [U ] iff Int N¯(U).
Then Second Order Reconstruction holds for K1.
Proof (1) Let
ϕ1Seg (u, v)
def≡
(∀u1, u2 ≤ u)(
2∧
i=1
ui 6= 0→ ∃w(ϕInt(w) ∧
2∧
i=1
(w · ui 6= 0) ∧ w · v = 0)),
and let
ϕSeg (u, v)
def≡ ϕ1Seg (u, v) ∧ ϕ1Seg (v, u),
re-expressed in LVACT via Proposition 5.19. Let 〈N,G〉 ∈ K1 and U, V ∈
Var(N,G). By interval-richness, ϕ1Seg [U, V ] expresses that either U = ∅ or
there exists a (not necessarily bounded) N¯ -interval which contains U and is
disjoint from V . Therefore
VACT(N,G) |= ϕSeg [U, V ] iff SegN(U, V ).
Now (1) follows from Theorem 7.38 and its analogues.
(2) The proof is similar, but uses part (2) of Theorem 7.38.
Now we deal with the definability of bounded N -intervals. For U, V ∈
B¯(N), we write U ∼ V to mean that there exists g ∈ G such that g(U) = V .
The following lemma is obvious.
Lemma 8.6 Let
ϕBdd (u)
def≡ (∀v 6= 0)(∃u′ ∼ u)(u′ ≤ v).
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Suppose that 〈N,G〉 is nest-transitive and locally moving. Then
(1) For any U ∈ Var(N,G):
VACT(N,G) |= ϕBdd [U ] iff U is bounded.
(2) For any U ∈ B¯(N):
BACT(N,G) |= ϕBdd [U ] iff U is bounded.
Proof of Theorem 8.3 (1) Let
ϕInt (u)
def≡ ϕBdd (u) ∧ u 6= 0 ∧
(∀v1, v2, v3 ∼ u)((
3∧
i=1
(vi · u 6= 0 ∧ vi · −u 6= 0))→
∨
1≤i<j≤3
(vi · vj 6= 0)),
re-expressed as a first order formula in LVACT via Proposition 5.19. We claim
that for all 〈N,G〉 ∈ KNEST and U ∈ Var(N,G):
VACT(N,G) |= ϕInt [U ] iff Int N¯(U).
The implication from right to left is clear since a bounded N¯ -interval has
only two boundary points.
Conversely, suppose that VACT(N,G) |= ϕInt [U ], so that U is bounded,
but that U is not an N¯ -interval and thus has more than one connected
component.
Assume temporarily that N has the form CR(L) or EO(L). Pick a con-
nected component A of −U . Let s = cw(U ;A), the clockwise end of U
relative to A, and let t = ccw(U ;A).
Pick connected components B and D of U and C of −U such that
Crs(A, {s}, B, C,D, {t}). Then pick a1, a2 ∈ A, b1, b2, b3, b4 ∈ B, c1, c2, c3, c4 ∈
C, and d1, d2 ∈ D such that
Cr(a1, a2, b1, b2, b3, b4, c1, c2, c3, c4, d1, d2).
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Let I1
def
= (a2, b1) ⊂S J1 def= (a1, b2), I2 def= (b4, c1) ⊂S J2 def= (b3, c2), and
I3
def
= (c4, d1) ⊂S J3 def= (c3, d2). For n = 1, 2, 3, pick gn ∈ G such that
In ⊆ gn((s, t)) ⊆ Jn and let Vn = gn((s, t)). The Vn’s are pairwise disjoint
and each Vn meets both U and −U , so VACT(N,G) 6|= ϕInt [U ],
If N has the form 〈L,<〉 or ED(L), the argument is the same (picking A
to be the connected component of −U which is not bounded below), though
the notation is slightly different.
Now apply Proposition 8.5 to complete the argument for each type.
Finally, we distinguish the four types. As in Proposition 7.52, it suffices to
distinguish them by first order sentences in LVACT . Let 〈N,G〉 ∈ KNEST-INT .
With ϕBdd (u) as in Lemma 8.6, VACT(N,G) |= (∃u 6= 0)(¬ϕBdd (−U))
in the linear and monotonic cases but not in the other two cases.
Let ϕSeg (u, v) be the formula in the proof of Proposition 8.5.
For the linear and monotonic cases, let
ϕOrp (g)
def≡ (∃u, v)(ϕSeg (u, v) ∧ g(u) · v 6= 0 ∧ g(v) · u 6= 0).
We claim that for any 〈N,G〉 ∈ KNEST-INT which is linear or monotonic, and
for any g ∈ G:
VACT(N,G) |= ϕOrp [g] iff g ∈ G−Opp(G).
Clearly if VACT(N,G) |= ϕOrp [g] then g cannot preserve order.
Conversely, if g reverses order and thus fixes exactly one x ∈ L¯, pick
h ∈ G such that x < var(h). Let V = g(var(h)) < x.
If g2(var(h)) · var(h) 6= ∅, let U = var(h). Then V < x < U , so
SegN(U, V ). Also, g(U) ∩ V 6= ∅ and g(V ) ∩ U 6= ∅. So VACT(N,G) |=
ϕOrp [g].
If g2(var(h)) · var(h) = ∅, then by Proposition 5.9, U def= var(h) +
g2(var(h)) = var(h·hg2) ∈ Var(N,G). Again V < x < U , and VACT(N,G) |=
ϕOrp [g].
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For the circular and monocircular cases, let ϕ′Rep (u1, u2, u3) be the first
order formula in LVACT obtained from the formula ϕRep (u1, u2, u3) in the
proof of Lemma 7.48 by replacing Seg(u2, v) by ϕSeg (u2, v). As in 7.48, for
any U1, U2, U3 ∈ Var(N,G):
〈N,Var(N,G)〉 |= ϕ′Rep [U1, U2, U3] iff 〈U1, U2, U3〉 ∈ Rep(N,Var(N,G)).
Let
ϕ′Orp (g)
def≡ (∃u, v, w)(ϕ′Rep (u, v, w)∧ g(u)·v 6= 0 ∧ g(v)·u 6= 0∧ g(w)·w 6= 0).
Then as in the linear and monotonic cases,
VACT(N,G) |= ϕ′Orp [g] iff g ∈ G−Opp(G).
Now it is easy to construct the four distinguishing first order sentences in
LVACT .
(2) The proof for any one type is similar to that of (1), but uses part
(2) of Proposition 8.5. The argument for distinguishing the types is also
similar, except that because KNOBACT is only SO-STR-interpretable in K
NO
GR ,
the distinguishing sentences in LGR are only second order.
In the linear/monotonic case, there is yet another transitivity assumption
that leads to a reconstruction theorem.
Definition 8.7 (1) Let 〈N,G〉 be a linear or monotonic permutation group.
We call 〈N,G〉 span-transitive if for all distinct a, b ∈ N¯ and all bounded
N¯ -intervals I ⊆ J , there exists g ∈ G such that either g(a) ∈ I and g(b) 6∈ J ,
or g(b) ∈ I and g(a) 6∈ J . Like interval-transitivity and nest-transitivity,
span-transitivity is robust in the senses of Propositions 3.1 and 3.2.
(2) Let KSPAN denote the class of span-transitive locally moving linear
and monotonic permutation groups.
(3) Let KSPAN-INT denote the class of all 〈N,G〉 ∈ KSPAN such that
Var(N,G) contains a bounded L¯-interval or an L¯-ray.
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Clearly nest-transitivity implies span-transitivity, as does 3-interval-tran-
sitivity. 2-interval-transitivity (or even 2-o-transitivity) does not; see Exam-
ple 13.4.
Question 8.8 In the presence of local movability:
(1) Is span-transitivity strictly weaker than nest-transitivity?
(2) In the linear case, does span-transitivity imply 2-interval-transitivity?
(3) In the monotonic case, is span-transitivity strictly weaker than 3-
interval-transitivity?
Some of the basic consequences of the other forms of multiple transitivity
with which we have dealt (for example, inclusion-transitivity and the ability
to deduce local movability from the existence of a single bounded element)
no longer hold, as far as we know. At least we do still have:
Proposition 8.9 Let 〈N,G〉 be span-transitive. Then every orbit of 〈N¯, G〉
is dense in N¯ .
Proof Let a ∈ N¯ , and let I be a bounded N¯ -interval. Choosing N¯ -intervals
I1 ⊆ J1 such that a ∈ J1 − I1, we see that there exists h ∈ G such that
b
def
= h(a) 6= a. Now choose an N¯ -interval J ⊇ I. Then there exists g ∈ G
such that either g(a) ∈ I or g(b) ∈ I. In both cases, G(a) meets I.
Caution: In the monotonic case, we don’t know that the orbits of 〈N¯ ,Opp(G)〉
have to be dense in N¯ .
Now for the analogue of Theorem 8.3:
Theorem 8.10
(1) First Order Reconstruction holds for KSPAN-INT .
(2) Second Order Reconstruction holds for KSPAN .
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Proof (2) We start with the proof of (2), which is simpler and contains the
main new argument. Let N = L or N = ED (L). The plan of the proof
is to show that the set of rays is definable in BACT(N,G), whence the set
of bounded intervals is likewise definable, then to appeal to Proposition 8.5,
and finally to distinguish the two types.
For U, V ∈ B¯(L) = B¯(N), we write U <> V to mean that U ⊆ V or
U ⊇ V . Let
ϕRay (u)
def≡ (0 6= u 6= 1) ∧ (∀g, h)(u <> g(u) ∨ u <> h(u) ∨ g(u) <> h(u)),
a first order formula in LBACT . Let 〈N,G〉 ∈ KSPAN and U ∈ B¯(L). We
claim that:
BACT(N,G) |= ϕRay [U ] iff U is an L¯-ray.
Clearly if U is an L¯-ray, then BACT(N,G) |= ϕRay [U ].
Conversely, let U ∈ B¯(L) − {∅, L¯}, and suppose that U is not an L¯-ray.
Replacing U by −U if necessary (permissible since ϕRay (u)↔ ϕRay (−u)), we
may assume that some connected component of U is a bounded L¯-interval
I = (a, b). Pick c, d ∈ L¯ such that c < a < b < d and let J = (c, d). Pick
g ∈ G such that g(a) ∈ I and g(b) 6∈ J , the other case being similar. Since
g(a) ∈ I ⊆ int(U) and a is a boundary point of U , g(U) 6⊇ U . Then since
also g(b) /∈ J , g(I) is an L¯-interval meeting −U , so g(U) 6⊆ U . Therefore
g(U) /<>U . Also, I1
def
= I ∩ g(I) and J1 def= J ∪ g(I) are L¯-intervals and
I1 ⊆ I ⊆ J ⊆ J1. Pick h ∈ G such that h(a) ∈ I1 ⊆ I and h(b) 6∈ J1, or
vice versa. As with g, h(U) /<>U . Finally, either h(a) ∈ I1 ⊆ g(I), making
h(U) 6⊇ g(U) since a is a boundary point of U , and also h(b) /∈ J1 ⊇ g(I),
making h(U) 6⊆ g(U) since h(I) meets −g(I); or else vice versa. Hence
g(U) /<>h(U). Therefore BACT(N,G) 6|= ϕRay [U ].
Clearly U is a bounded L-interval iff U 6= ∅ and U is the intersection
of some two L¯-rays U and V such that U /<>V . An application of Proposi-
tion 8.5 completes the argument for each type.
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The types are distinguished as in the linear/monotonic case of 8.3, but
using
ϕ′′Orp (g)
def≡ (∃u)(ϕRay (u) ∧ g(u) <>/ u).
This concludes the proof of (2).
(1) Here is the plan of the proof of (1). The set of rays belonging to
Var(N,G) may be empty. However, we shall define a set Vray(N,G), with
Var(N,G) ⊆ Vray(N,G) ⊆ B¯(N), which is G-invariant and does contain
a ray, and which is FO-STR-interpretable in VACT(N,G). We shall then
interpret in ACT(Vray(N,G), G) a dense subset of L¯, and finally interpret
Ep(N,G).
Let 〈N,G〉 ∈ KSPAN-INT and let U, V ∈ Var(N,G). We define the set
Pray(U, V ) ⊆ Var(N,G) by
Pray(U, V )
def
= {W ∈ Var(N,G)|W ∼ U and W 6⊇ U and W ∩V ∩−U 6= ∅},
and define the “possible ray”
pray(U, V )
def
= U +
∑
Pray(U, V ) ∈ B¯(L).
By Lemma 5.19, there is a first order formula ϕPray (u, v, w) which defines
Pray(U, V ) in VACT(N,G).
The point of this is that when I = (a, b) ∈ Var(N,G) is a bounded
L¯-interval, then there exists J ∈ Var(N,G) such that either pray(I, J) =
(−∞, b) or dually, so that pray(I, J) is an L¯-ray. To see this, define I to be
left-expanding if
{c < a | there exists d ∈ (a, b) such that (c, d) ∼ I}
is unbounded below. Right expanding is defined dually. By the span-transitivity
of 〈N,G〉, I is either left-expanding or right-expanding, and without loss of
generality we may assume the former. Pick J = (c, d) ∼ I, with c < a < d <
b. Let K = (e, f) ∈ Pray (I, J). Then e < a since K∩J∩−I 6= ∅, whereupon
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f < b sinceK 6⊇ I, makingK ⊆ (−∞, b). Hence pray(I, J) ⊆ (−∞, b). Since
I is left-expanding, pray(I, J) ⊇ (−∞, b). Therefore pray(I, J) = (−∞, b).
Now we define:
Vray ′(N,G)
def
= Var(N,G) ∪ {pray(U, V ) | U, V ∈ Var(N,G)}.
Vray(N,G)
def
= Vray ′(N,G) ∪ {−U | U ∈ Vray ′(N,G)}.
VRAY (N,G)
def
= 〈Vray(N,G),≤B〉.
VRACT(N,G)
def
= ACT(VRAY (N,G), G).
KSPAN-INTVRACT
def
= {VRACT(N,G) | 〈N,G〉 ∈ KSPAN-INT }.
Claim 1 KSPAN-INTVRACT is FO-STR-interpretable in K
SPAN-INT
VACT .
Proof We let each ~U = 〈U, V,X,X ′〉 ∈ (Var(N,G))4 represent an ele-
ment R(~U) ∈ Vray(N,G) in the following way:
[1] If X < X ′, then ~U represents U .
[2] If X > X ′, then ~U represents −U .
[3] If X = X ′, then ~U represents pray(U, V ).
[4] If X /<>X ′, then ~U represents −pray(U, V ).
For ~U as above let Comp(~U) denote the appropriate Boolean complement in
Var(N,G):
Bcmp(U) = {W ∈ Var(N,G) |W · U = ∅} if [1] holds.
Bcmp
(
Bcmp(U)
)
if [2] holds.
Bcmp({U} ∪ Pray(U, V )) if [3] holds.
Bcmp
(
Bcmp({U} ∪ Pray(U, V ))
)
if [4] holds.
Obviously there is a first order formula ϕComp (~u, w) in L(KMNVACT ) which says
that w ∈ Comp(R(~u)). We define ϕ≤(~u1, ~u2) to be the formula which says
that Comp(~u2) ⊆ Comp(~u1). Now let ϕEq (~u1, ~u2) ≡ ϕ≤(~u1, ~u2) ∧ ϕ≤(~u2, ~u1)
and ϕApp (f, ~u
1, ~u2) ≡ ϕEq ((~u1)f , ~u2).
Note that for 〈N,G〉 ∈ KSPAN-INT ,
{b ∈ L¯ | (−∞, b) ∈ Vray(N,G)}
(
= {b ∈ L¯ | (b,∞) ∈ Vray(N,G)}
)
is dense in L¯. For either Var(N,G) contains an L¯-ray, or Var(N,G) contains
a bounded L¯-interval and then {pray(U, V ) | U, V ∈ Var(N,G)} contains an
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L¯- ray; and orbits of 〈N¯, G〉 are dense by Proposition 8.9.
We define:
Ray(N,G)
def
= {U ∈ Vray(N,G) | U is an L¯-ray}.
PtrN (U) denotes the endpoint of U in L¯, for U ∈ Ray(N,G).
Epr(N,G)
def
= {PtrN(U) | U ∈ Ray(N,G)}.
EPR(N,G)
def
= 〈Epr(N,G),Ed N¯〉.
VREP(N,G)
def
= (VRAY(N,G),EPR(N,G);PtrN ).
VREPACT(N,G)
def
= ACT(VREP(N,G), G).
KSPAN-INTVREPACT
def
= {VREPACT(N,G) | 〈N,G〉 ∈ KSPAN-INT }.
Claim 2 KSPAN-INTVREPACT is FO-STR-interpretable in K
SPAN-INT
VRACT .
Proof We skip the formal details, and show that the required formulas
exist. Every point b ∈ Epr(N,G) will be represented by each of the rays
(−∞, b) and (b,∞), both of which belong to Vray(N,G).)
The first order formula ϕRay (u) developed above in the proof of part (2)
defines the set Ray(N,G) in VRACT(N,G), the proof being the same as
before.
The formula
ϕEq (u, v)
def≡ (u = v) ∨ (u = −v)
holds for two rays iff they represent the same point.
To define Ed , it suffices to define Bet (Proposition 2.1). A formula
ϕBet (u, v) that holds for the rays U , V , W iff Bet(Ptr(U),Ptr (V ),Ptr(W ))
is given by
ϕBet (u, v, w)
def≡ ∃u′∃v′∃w′
(
ϕEq (u
′, u)∧ϕEq (v′, v)∧ϕEq (w′, w)∧(u′ < v′ < w′)
)
.
This proves Claim 2.
We define:
EPRACT(N,G)
def
= ACT(EPR(N,G), G).
KSPAN-INTEPRACT
def
= {EPRACT(N,G) | 〈N,G〉 ∈ KSPAN-INT }.
Claim 3 KSPAN-INTEPRACT is FO-STR-interpretable in K
SPAN-INT
GR .
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Proof Each of the classes KSPAN-INTGR , K
SPAN-INT
VACT , K
SPAN-INT
VRACT , K
SPAN-INT
VREPACT
is FO-STR-interpretable in its predecessor, by Theorem 6.11, Claim 1, and
Claim 2. By the transitivity of FO-STR-interpretations (Proposition 6.18),
KSPAN-INTVREPACT is FO-STR-interpretable in K
SPAN-INT
GR . Retaining only the infor-
mation about the action on Epr , we conclude that KSPAN-INTREPACT is FO-STR-
interpretable in KSPAN-INTGR .
There remains a minor issue. To show that KSPAN-INTEPACT is FO-STR-
interpretable in KSPAN-INTGR (which is part of First Order Reconstruction),
we need to capture Ep(N,G) rather than Epr(N,G). So now we capture
Ep(N,G) in ACT(VREP (N,G), G). Let U ∈ Var(N,G) − {∅}. The con-
vex hull of U has at most two endpoints, corresponding to the at most two
nonempty maximal towers T of {R ∈ Ray (N,G) | R ⊇ U}. If U is bounded
above,
{x ∈ L¯ | x > U} = Bcmp
(
Bcmp(
⋃
R∈T
(−R))
)
for one of these towers, and dually. The rest is easy.
Finally, the types are distinguished just as in the proof of (2).
Definition 8.11 Let 〈N,G〉 be linear or monotonic. We say that 〈N,G〉 is
weakly span-transitive if for all distinct a, b ∈ N¯ and all bounded N¯ -intervals
I, there exists g ∈ G such that either g(a) ∈ I and g(b) 6∈ I or g(b) ∈ I and
g(a) 6∈ I. Even weak span-transitivity has some bite—see the definition of
convex semi-block in the construction of Example 13.2. Let KWSPAN denote
the class of all locally moving weakly span-transitive 〈N,G〉’s.
Question 8.12 For locally moving linear (resp., monotonic) permutation
groups:
(1) Does Second Order Reconstruction hold for KWSPAN ?
(2) Is weak span-transitivity strictly weaker than span-transitivity? (Pre-
sumably yes.)
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9 Applications
In this section we further develop some of the ideas in Section 7, and apply
them to various nearly ordered permutation groups studied in [Mc4], [BS],
[B], and [BG].
A chain L is called homogeneous if 〈L,Aut (L)〉 is transitive, and we shall
use analogous terminology for our various flavors of multiple transitivity. A
similar remark applies for circles.
We begin by mentioning a striking theorem due to Y. Gurevich and W.
C. Holland [GH] about recognizing R and (almost) Q first order:
Theorem 9.1 (Gurevich and Holland) There are first order sentences ϕR
and ϕQ in the language of groups such that for every chain L for which
〈L,Aut(L)〉 is transitive:
(1) Aut(L) |= ϕR iff L ∼= R.
(2) Aut(L) |= ϕQ iff L ∼= Q or L ∼= Q¯−Q.
The heart of the proof deals with 2-o-homogeneous chains L. For such
L’s, 〈L,Aut(L)〉 ∈ KLN2 by Proposition 12.15, and we indicate here how our
results could be used in the part of the proof dealing with capturing Dedekind
completeness first order. Our Corollary 7.13(6) tells us that transitivity
of ACT(EP(L,G), G) can be expressed first order in LGR. But for G =
Aut(L) we have EP(L,G) = L¯ since any pairwise disjoint set of elements
of Aut(L) can be “spliced” together to make a single element of Aut(L).
Since 〈L,Aut(L)〉 is transitive, Dedekind completeness of L is equivalent to
transitivity of ACT(EP(L,Aut (L)),Aut(L)), and so can be expressed first
order.
The rest of the proof, omitted here, involves showing that the separability
of L and the existence of a countable orbit in 〈L¯,Aut(L)〉 can be expressed
by first order sentences in the language of ACT(L,Aut (L)).
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This proof does not add another item to Corollary 7.13, as it depends not
just on having 〈L,G〉 ∈ KLN2 , but also on having G = Aut (L).
The outer automorphism group Outer (G) of a groupGmeans the quotient
of Aut(G) by Inner(G), the group of inner automorphisms of G. G is called
complete if all its automorphisms are inner and if it has trivial center, so
that Aut (G) ∼= Inner(G). (Here the triviality of the center of G will always
be obvious; our interest will be in the condition that all automorphisms be
inner.)
Recall that when First (or even Second) Order Reconstruction holds,
we have identified Aut(G) with Norm
Aut (L¯rel)(G). Under this identification,
completeness of G is expresed as Aut(G) = G. In the next theorem we are
dealing with full automorphism groups G = Aut (N). In expressions such as
Aut(Aut(R)), Aut (R) is of course the group of order-automorphisms of the
chain R, and Aut(Aut(R)) is that group’s automorphism group, which in
the next theorem is identified with Aut(Rrel). No part of this theorem is new;
various parts are due to various people, as was sorted out in the introduction.
Theorem 9.2
(1) Aut(Aut(R)) = Aut(Bdd(R)) = Aut(Rrel), and Aut(Rrel) is a com-
plete group.
(2) Aut(Lft(R)) = Aut(Rt(R)) = o-Aut(Aut(R)) = Aut (R).
(3) Aut(Aut(C)) = Aut(Crel), and Aut(Crel) is a complete group.
(4) Parts (1), (2), and (3) also hold when R is replaced by Q and C by
CQ.
Proof This follows from Corollary 7.11 and its analogues. For (4) note
that even in Bdd(Q) the irrationals form a single orbit, obviously not order-
isomorphic to Q.
A result such as “Aut(Aut (R)) = Aut(Rrel)” does not add yet another
result to the Linear Reconstruction Package (Theorem 7.17). Rather, it is
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an application of that package, valid because 〈R,Aut(R)〉 lies in some class
K for which First Order Reconstruction holds, namely K = KLN2 .
We continue here with a line of thought left dangling in Corollary 7.11.
The resulting theorem will have Corollary 7.11 as a very special case. Let
〈L,G〉 ∈ KLN2 , and suppose that 〈L,G〉 is transitive. The “tamest” auto-
morphisms α of G are those for which the conjugator τ = τα of Theorem 7.6
lies not just in Aut(L¯rel) but in Aut(L), that is, τ ∈ NormAut (L)(G) =
Aut(G) ∩ Aut(L) under the identification in Corollary 7.8 of Aut (G) with
the normalizer of G in Aut(L¯rel). We denote Aut(G) ∩Aut (L) by AutL(G),
the group of automorphisms α ∈ Aut(G) such that τα(L) = L. Almost
as tame are the α’s for which τα ∈ Aut (Lrel); that will be addresed in the
monotonic analogue of the present discussion.
We would like to describe Aut (G)/AutL(G). However, in our present
degree of generality, AutL(G) need not be normal in Aut(G), and we first
describe instead a different quotient. Call an orbitM of 〈L¯, G〉 automorphic if
〈L,G〉 ∼= 〈M,G〉 or 〈L,G〉 ∼= 〈M∗, G〉. (These isomorphisms are not required
to arise from τα’s, though it will turn out that in fact they do. Also, we do
not distinguish between σ and its unique extension to L¯.) Let Autorb(L,G)
denote the set of automorphic orbits, one of which is L itself. Let
AutSgrL (G)
def
= {α ∈ AutL(G) | τα(M) =M for all M ∈ Autorb (L,G)}
≤ AutL(G).
Clearly AutSgrL (G)✂ Aut(G), and it is Aut(G)/Aut
Sgr
L (G) that we describe.
For each M ∈ Autorb(L,G), every isomorphism σ ∪ β : 〈L,G〉 ∼= 〈M,G〉
(or 〈M∗, G〉) induces a permutation M1 7→ σ(M1) of Autorb(L,G). (Cer-
tainly σ permutes the set of all orbits of 〈L¯, G〉. Moreover,
σ ∪ σβσ−1 : 〈M1, G〉 ∼= 〈σ(M1), G〉 (or 〈σ(M1)∗, G〉). It follows easily that the
induced map is a permutation of Autorb(L,G).) The group Perm(L,G) of
permutations ofAutorb(L,G) induced in this way is transitive onAutorb (L,G).
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For each automorphism α of G, (τα |`L) ∪ α : 〈L,G〉 ∼= 〈τα(L), G〉 by Corol-
lary 7.9, and this induces an element p ∈ Perm(L,G). Conversely, each p ∈
Perm(L,G) arises in this way, for p arises from some σ ∪ β : 〈L,G〉 ∼= 〈M,G〉
(or 〈M∗, G〉), with β ∈ Aut(G), and β is the required automorphism of G
since τβ = σ by the uniqueness of τβ in Theorem 7.6.
Theorem 9.3 Let 〈L,G〉 ∈ KLN2 , and suppose that 〈L,G〉 is transitive.
(1) If 〈L,G〉 ∼= 〈L∗, G〉, then an isomorphism
Aut(G)/AutSgrL (G)
∼= Perm(L,G)× {±1}
is induced by the homomorphism α 7→ 〈p,±1〉, where p ∈ Perm(L,G) is
induced by τα ∪ α, and where the second coordinate is +1 if τ preserves
order and −1 if τ reverses order. Aut (G)/AutSgrL (G) contains two cosets
of AutSgrL (G) for each M ∈ Autorb(L,G). Also, o-Aut(G)/AutSgrL (G) ∼=
Perm(L,G).
(2) If 〈L,G〉 6∼= 〈L∗, G〉, then τα preserves order for every α ∈ Aut(G),
and an isomorphism
Aut (G)/AutSgrL (G)
∼= Perm(L,G)
is induced by the homomorphism α 7→ p (with p as above). Aut (G)/AutSgrL (G)
contains one coset of AutSgrL (G) for each M ∈ Autorb (L,G). Also, o-
Aut(G)/AutSgrL (G) is the group of cosets of Aut
Sgr
L (G) corresponding to order-
preserving τα’s, a subgroup of Aut(G)/Aut
Sgr
L (G) of index ≤ 2.
Proof In each case we have τα1α2(L) = τα1(τα2(L)), so we do have a homo-
morphism, and its kernel is AutSgrL (G).
If (1) holds, then α 7→ 〈p,±1〉 is a homomorphism from Aut (G) onto
Perm(L,G)×{±1}. For since 〈L,G〉 ∼= 〈L∗, G〉, then for eachM ∈ Autorb(L,G)
there exist isomorphisms 〈L,G〉 → 〈M,G〉 and also 〈L,G〉 → 〈M∗, G〉.
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If (2) holds, then α 7→ p is a homomorphism from Aut(G) onto Perm(L,G).
For if there were anM with isomorphisms 〈L,G〉 → 〈M,G〉 and also 〈L,G〉 →
〈M,G〉, then 〈L,G〉 ∼= 〈L∗, G〉. The rest is clear.
Now we specialize to G = Aut(L), the full automorphism group. This
makes AutL(G) = Inner(G) ✂ Aut(G), and Aut(G)/AutL(G) = Outer(G).
We denote o-Aut(G)/Inner(G) by o-Outer(G); its index in Outer(G) is ≤ 2.
The condition that “〈L,G〉 ∼= 〈L∗, G〉” becomes “L is symmetric”. “〈L,G〉 ∼=
〈M,G〉 or 〈L,G〉 ∼= 〈M∗, G〉” becomes “L ∼= M or L ∼= M∗ and the action
of Aut(L) on M is all of Aut (M)”, making the definition of “automorphic
orbit” more tangible..
Most important of all is that AutSgrL (G) becomes simply AutL(G). For if
τα(L) = L, then τα(M1) = M1 for all M1 ∈ Autorb(L,G). This is because
if τα(L) = L, then since G = Aut(L) by hypothesis and since τα preserves
order, we have α ∈ AutL(G) = Inner(G), so that τα respects the orbit M1
of 〈L¯, G〉.
Also, the assumption that G = Aut (L) turns this discussion into a dis-
cussion about chains, specifically—in view of Proposition 12.15— about 2-o-
homogeneous chains L, in which we happen to let G = Aut(L). Accordingly,
we write Autorb(L) for Autorb(L,G) and similarly for Perm(L).
Theorem 9.3 specializes to:
Theorem 9.4 Let L be a 2-o-homogeneous chain, and let G = Aut(L).
(1) If L is symmetric, then an isomorphism
Outer(Aut(L)) = Outer(G) = Aut(G)/AutL(G) ∼= Perm(L)× {±1}
is induced by the homomorphism α 7→ 〈p,±1〉, where p ∈ Perm(L) is induced
by τα ∪ α, and where the second coordinate is +1 if τ preserves order and
−1 if τ reverses order. Outer(G) contains two cosets of AutL(G) for each
M ∈ Autorb (L). Also, o-Outer(G) ∼= Perm(L).
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(2) If L is not symmetric, then τα preserves order for every α ∈ Aut(G),
and an isomorphism
Outer(Aut(L)) = Outer(G) = Aut (G)/AutL(G) ∼= Perm(L)
is induced by the homomorphism α 7→ p (with p as above). Outer(G) contains
one coset of AutL(G) for each M ∈ Autorb(L). Also, o-Outer(G) is the
group of cosets of AutL(G) corresponding to order-preserving τα’s, a subgroup
of Outer(G) of index ≤ 2.
The last two theorems carry over to the other three types of nearly or-
dered permutation groups. The analogues of Theorem 9.4 all deal with 2-o-
homogeneous chains and circles (see Proposition 12.15). In the monotonic
case, if 〈ED(L), G〉 contains order-reversing permutations, then in case (1)
of both theorems Perm(L,G) × {±1} becomes just Perm(L,G) and there
is only one coset per M , and case (2) cannot occur. o-Outer(G) is not
defined in the monotonic case. As mentioned earlier, the monotonic case
〈ED(L), G〉 = 〈Lrel, G〉 can be used to deal with “semi-tame” automorphisms
in the linear case since these coincide with “tame” automorphisms in the
monotonic case. The circular case requires no comment, and the monocircu-
lar case is related to it as is the monotonic case to the linear case.
Theorem 9.4 and its analogues have Theorem 9.2 as a very special case;
these illustrate part (1). |Outer(Aut (L))| = 2 and Aut(Lrel) is a complete
group, and similarly for circles C. They also have α-sets and their circular
analogues as examples, again with no order-preserving outer automorphisms;
see Theorem 9.7 and Example 9.8 and their linear analogues.
Another illustration of (1), this time with Outer(Aut (L)) the Klein 4-
group and |Outer(Aut(Lrel))| = 2, comes from an example due to Holland
[Ho2]; see (the linear analogue of) our Example 9.9.
For a circular version of Holland’s chain see Example 9.9. Also see Ex-
ample 9.10 and its linear analogue.
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The semilong line L illustrates case (2) with o-Outer(Aut(L)) =
Outer(Aut(L)).
For other examples, including one illustrating case (2) with
o-Outer(Aut(L)) 6= Outer (Aut(L)), see Example 9.8 (with C = C10).
McCleary investigated automorphisms of linear and monotonic permuta-
tion groups in [Mc4]. (There, by definition, a monotonic permutation group
was required to include order-reversing permutations.) The hypotheses were
that 〈N,G〉 is (exactly) 3-o-transitive and contains a positive bounded ele-
ment. Here, in Section 7, the hypotheses are much weaker, with interval-
transitivity instead of exact transitivity, with the degree of transitivity re-
duced to 2 in the linear case, and with the assumed bounded element not re-
quired to be positive. Nevertheless we obtain from the weaker hypotheses the
conclusions reached in [Mc4]. For the full automorphism group 〈L,Aut (L)〉,
there is no real difference between the two sets of hypotheses: If 〈L,Aut(L)〉
is 2-interval-transitive then it is 3-o-transitive on each of its L¯-orbits and
contains a positive bounded element; see Proposition 12.15. This also holds
in the monotonic case; just apply the linear result to 〈ED(L),Opp(G)〉.
Many of these generalizations have already been dealt with, and for all
four types of nearly ordered permutation groups; these are among the results
in Section 7. Also, we mention here that Theorems 9.3 and 9.4 could have
been proved in [Mc4] with the less powerful techniques available there, but
weren’t.
We turn now to circular/monocircular analogues of results in [Mc4] that
did not appear in Section 7. Ordinarily these will be about full automorphism
groupsG = Aut (N), and then in the linear/monotonic case the present meth-
ods will give nothing not already contained in [Mc4]. We shall omit the state-
ments of such linear/monotonic results, and deal only with the analogues.
In these analogues about 〈C,Aut(C)〉 and 〈Crel,Aut(Crel)〉, the hypothesis
on C will be either 2-interval-homogeneity or 2-o-homogeneity. By Propo-
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sition 12.15, it follows that 〈C,Aut(C)〉 ∈ KCR3 , so that First Order Re-
construction holds (see Theorem 7.17). No mention is made of 〈C,Bdd(C)〉
since Bdd(C) = Aut (C); this applies also to other results later in this section
for non-full 〈N,G〉’s.
The next theorem specializes several results in Section 7 to the case of
full automorphism groups. Part (1) is an analogue of Corollary 11 of [Mc4].
(2) is an analogue of Corollary 14, and (3) of Corollary 15. More exactly,
(3) is an analogue of an improved Corollary 15, improved by omitting the
monotonic case hypothesis that L is symmetric. This improved Corollary 15
is true for the same reason that Theorem 9.5(3) is true; see the proof below.
In (1) C¯rel cannot be improved to Crel; Aut(Aut(C)) 6⊆ Aut (Crel) in Ex-
ample 9.8 (with C = C10) and in Example 9.9. (2) has the circular parts of
Theorem 9.2 as special cases, as do Theorem 9.7 and Example 9.8. Exam-
ple 9.8 also provides a good illustration of (3).
Theorem 9.5 Let C be a 2-interval-homogeneous (hence highly interval-
homogeneous) circle.
(1) Aut(Aut(Crel)) and Aut(Aut(C)) are trapped between Aut(Crel) and
Aut(C¯rel):
Aut (Crel) ≤ Aut(Aut(Crel)) ≤ Aut(Aut(C)) ≤ Aut(C¯rel).
(2) (a) Suppose there is no orbit M 6= C of 〈C¯,Aut(C)〉 such that C ∼=
M and such that the action of Aut(C) on M is all of Aut(M). Then
|Outer(Aut (C))| ≤ 2.
(b) Suppose there is no orbitM 6= C of 〈C¯,Aut (C)〉 such that C ∼= M
or C ∼= M∗, and such that the action of Aut(C) onM is all of Aut(M). Then
Aut(C) is a complete group.
(c) Suppose there is no orbit M 6= C of 〈C¯,Aut(Crel)〉 such that
C ∼= M or C ∼= M∗, and such that the action of Aut (Crel) on M rel is all of
Aut(M rel). Then Aut (Crel) is a complete group.
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(3) Aut(Aut(C¯)) = Aut(C¯rel) and Aut(C¯rel) is a complete group.
Proof (1) follows immediately from Corollary 7.10, just as in [Mc4].
(2) follows immediately from Theorem 9.4, or alternately from Corol-
lary 7.11 as in [Mc4].
(3) The proof is like that of [Mc4, Corollary 15], except that there is no
need to establish exact 3-o-transitivity. It is sufficient to observe instead that
3-interval-transitivity carries over from 〈C,Aut(C)〉 to 〈C¯,Aut(C¯)〉, from
which (3) follows. (This is a good illustration of the advantages of interval-
transitivity over exact transitivity.)
Let L be a chain, and let a ∈ L¯. The left character of a means the
cofinality of the chain {x ∈ L | x < a}, necessarily a regular cardinal number
ℵα (that is, all its cofinal subsets also have cardinality ℵα); and dually for
right character. a is said to have character cαβ if it has left character ℵα and
right character ℵβ. A hole in L is an element of L¯− L.
For a circle there are analogous definitions of clockwise character, coun-
terclockwise character, etc.
Part (1) of the next theorem is an analogue of a well known theorem
about chains, and (2) and (3) are analogues of [Mc4, Corollaries 16 and 17].
Theorem 9.6 Let C be a 2-o-homogeneous) circle.
(1) All holes in C of countable character lie in the same C¯-orbit of
〈C,Aut(C)〉.
(2) Suppose the points of C have countable character. Then:
(a) |Outer(Aut(C))| = 1, 2, or 4 (and if 4 then Outer(Aut(C)) is the
Klein 4-group); and |Outer(Aut(Crel))| ≤ 2.
(b) Aut(Aut (Crel)) = Aut(Aut(C)).
(3) Suppose all points and holes of C have countable character. Then
Aut(Aut(C)) = Aut(Crel) and Aut(Crel) is a complete group.
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We remark that in (3) the hypothesis that the holes also have countable
character is in fact needed; see Example 9.10, in which point characters are
countable but Aut (C) has an order-preserving outer automorphism.
Proof (1) is proved just as in the linear case, constructing g ∈ Aut(C)
sending one hole of countable character to another by splicing together maps
between appropriate C-intervals.
(2) Given (1), (2a) follows immediately from Corollary 9.4; and the proof
of (2b) is like that of the analogue in [Mc4].
(3) This proof is like that of [Mc4, Corollary 17] but with one change.
Now, rather than R, it is C which we need to know cannot be written
as the disjoint union of two dense 2-o-homogeneous subcircles which are
orientation-isomorphic to each other (and similarly for any Dedekind com-
plete 3-o-homogeneous circle C). The proof of this is the same as Holland’s
proof of the analogous fact for R [Ho3].
We gather here some information on α-sets (see [Mc2], for example). An
α-set is a chain L of cardinality ℵα in which for any two (possibly empty)
subsets U1 < U2 of L having cardinality less than ℵα, there exists a ∈ L such
that U1 < a < U2. For an α-set to exist, ℵα must be a regular cardinal. Con-
versely, let ℵα be a regular cardinal. Then, assuming the Generalized Contin-
uum Hypothesis, there exists an α-set Lα, unique up to order-isomorphism.
Lα has an order-reversing permutation. The points of Lα have character cαα,
and the coinitiality and cofinality of Lα are ℵα. All bounded and unbounded
Lα-intervals I are themselves α-sets and thus order-isomorphic to each other
and to their reverses I∗. Lα is highly o-homogeneous and Aut (Lα) is highly
o-transitive on each of its L¯α-orbits.
The orbits of points and holes of 〈Lα,Aut(Lα)〉 are as follows: One orbit
is Lα. There is a single orbit of holes of character cαα; it is of cardinality 2
ℵα ,
and thus is not order-isomorphic to Lα. For each regular cardinal ℵβ < ℵα,
there is a single orbit of holes of character cαβ and a single orbit of holes of
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character cβα. These orbits are preserved by Aut (L¯α), except that Lα and
the orbit of holes of character cαα coalesce into a single orbit of Aut(L¯α).
Now we define the circular α-set Cα to be the circularly ordered set based
on Lα. C0 is the familiar rational circle. The bounded Cα-intervals, to-
tally ordered in the counterclockwise direction, are α-sets. (For Cα-intervals
which contain the hole at which the two ends of Lα are joined, this is be-
cause the concatenation of two α-sets is an α-set.) This makes Cα highly
o-homogeneous and Aut(Cα) highly o-transitive on each of its C¯α-orbits.
The description of the orbits of points and holes of 〈Cα,Aut(Cα)〉 is
analogous to that for 〈Lα,Aut(Lα)〉; in particular, Cα is not orientation-
isomorphic to the orbit of holes of character cαα.
Theorem 9.7 (GCH)
(1) Aut(Aut(Cα)) = Aut (Crelα ), and Aut(C
rel
α ) is a complete group.
(2) Aut(Aut(C¯α)) = Aut (C¯relα ), and Aut(C¯
rel
α ) is a complete group.
Proof (1) follows from Corollary 9.5(2a), just as in [Mc4]. (2) is an instance
of Corollary 9.5(3).
Example 9.8 (GCH) In the circular 1-set C1, let C10 be the set of holes of
character c10 and let C01 be its dual. Let C11 be the set of elements (including
points) of C¯1 of character c11. Then
Aut(C10) = Aut(C01) = Aut(C10 ∪ C01) = Aut(C11) = Aut (C¯1).
(1) C10 is highly o-homogeneous and not symmetric. C10 and C01 coalesce
into a single orbit of Aut((C10 ∪ C01)rel).
(2) C11 is highly o-homogeneous and symmetric. C10 and C01, the two
orbits of Aut (C11) in C¯11 − C11, coalesce into a single orbit C¯11-orbit of
Aut(Crel11 ).
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As mentioned after Theorem 9.3, Holland [Ho2] constructed a symmetric
2-o-homogeneous chain L such that Aut (L) has an order-preserving outer
automorphism. In 〈L¯,Aut(L)〉 there is one orbit M 6= L such that M ∼= L,
and M is automorphic. By part (1) of Theorem 9.3, Outer(Aut (L)) is the
Klein 4-group.
In preparation for the circular analogue, we mention a few details of the
construction. Of course all a ∈ L yield (up to isomorphism) the same chain
{x ∈ L | x < a} and the same chain {x ∈ L | x > a}, which we denote
by Lftray (L) and Rtray(L), respectively. Holland describes a certain tower
of equivalence relations on L (not respected by Aut(L), and in it there is a
largest proper equivalence relation R. The set of R-classes, under the order
inherited from L, is order-isomorphic to Z. Moreover, for each R-class P and
each a ∈ P , {x ∈ P |x < a} ∼= Lray(L) and dually. Picking a1 < a2 such that
a1 and a2 lie in consequtive R-classes, we see that the L-interval (a1, a2) is
isomorphic to the concatenation Rtray(L) ˆLftray (L). By 2-o-homogeneity,
this must then be true for every L-interval.
Now let C˙ be the circularly ordered set based on Holland’s chain L. C˙ is
highly o-homogeneous by Proposition 12.16. We apply Theorem 9.4 to get
Example 9.9 C˙ is highly o-homogeneous. Outer(Aut(C˙)) is the Klein 4-
group and |Outer(Aut (C˙rel))| = 2.
Holland’s chain has points of character c11. However, McCleary [Mc4, Ex-
ample 20] modified the construction to produce a symmetric 2-o-homogeneous
chain L0 for which Aut(L0) has an order-preserving outer automorphism, and
in which the points of L0 have countable character. (It cannot be arranged
that all a ∈ L¯0 have countable character; see Theorem 9.6(3).) This in-
volved the α-set Lα (α > 0), and an index chain which was taken to be ω0
but should instead have been ωω00 . (For why ω0 doesn’t work, see the dis-
cussion of Holland’s example in [G1, p.174].) As before, for a1 < a2 with
a1 and a2 from different R-classes, the L0-interval (a1, a2) is isomorphic to
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Rtray(L0) ˆLftray(L0); this is because deleting a closed left ray {x | x ≤ a}
from an α-set leaves an α-set.
Now let C¨ be the circular order based on L0. As in the previous example,
we get
Example 9.10 (GCH) C¨ is highly o-homogeneous, this time with countable
point character. Outer(Aut (C¨)) is the Klein 4-group, and |Outer(Aut(C¨rel))| =
2.
Continuing with analogues of results in [Mc4], we look at several relatively
small groups acting on the real circle C whose automorphism groups can be
exactly ascertained. We look first at groups involving differentiability, then
at groups involving piecewise linearity.
Definition 9.11
(1) Let D denote the group of diffeomorphisms g of C (C1 not required),
that is, of those g ∈ Aut(Crel) such that g and g−1 are differentiable, or
again, such that g has everywhere a nonzero derivative.
(2) Let D1sd be the group of g ∈ Aut(Crel) such that g and g−1 are
one-sided differentiable on each side.
(3) Let Dccw be the group of order-preserving g ∈ Aut (Crel) such that g
and g−1 are one-sided differentiable on the counterclockwise side.
(4) Let PD denote the group of g ∈ Aut(Crel) which are piecewise differ-
entiable (and thus finitely piecewise differentiable).
Theorem 9.12
(1) Aut(Opp(D)) = D and D is a complete group.
(2) Aut(Opp(D1sd )) = D1sd and D1sd is a complete group.
(3) Aut(Dccw ) is a complete group.
(4) Aut(Opp(PD)) = PD and PD is a complete group.
Proof The proofs are the same as those of the analogues in [Mc4].
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Definition 9.13 We view the real circle C as C = R/Z, permitting us to
discuss piecewise linearity just as we would onR. Let PL denote the group of
g ∈ Aut(Crel) which are piecewise linear (and thus finitely piecewise linear).
Theorem 9.14 Aut(Opp(PL)) = PL and PL is a complete group.
Proof The proof is the same as that of the analogue in [Mc4].
Bieri and Strebel [BS] have conducted an extensive analysis of groups of
piecewise linear homeomorphisms on the real line R. We discuss here those
of their results to which the present paper makes a contribution.
Definition 9.15 Let I be a nonsingleton closed interval of R ([c, d] with c <
d, or a closed ray, or R itself), P a nontrivial subgroup of the multiplicative
group of positive reals, and A a nontrivial subgroup of the additive group of
R which is closed under multiplication by elements of P .
(1) G
def
= G(I;A, P ) denotes the group of all PL-homeomorphisms g :
R→ R such that
(a) Supp(g) ⊆ I,
(b) The slopes of g are elements of P (so g is increasing),
(c) g has only finitely many break points (discontinuities of slope),
(d) The break points of g are elements of A, and
(e) g(A) = A.
(2) B
def
= B(I;A, P ) denotes the subgroup of G consisting of those g for
which supp(g) is bounded within int(I), so that B |`I = Bdd(G |`I).
(3) B′(I;A, P ) denotes the derived group B′.
For example, G([0, 1];Z[1
2
], 〈2〉) is one way of defining the famous Thomp-
son Group F , an infinite 2-generator 2-relator group with numerous impor-
tant properties, discussed extensively in [CFP]. (Z[1
2
]
def
= {a/2b | a, b ∈ Z}.)
We say more about F below.
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G often fails to act transitively on int(I), but its orbits in int(I) are
dense. By [BS, Corollary A4], G is highly o-transitive on each of these orbits
except in certain cases involving I = R.
For G itself, the need for a notion less restrictive than exact multiple
transitivity arises only in the exceptional case. However, this need also arises
for groups H intermediate between B′ and G. The orbits in int(I) of such
an H are dense in int(I). From a more general result (to be discussed
below) involving 3-interval-transitivity, Bieri and Strebel [BS, Theorem E4]
deduce part (2) of the present Theorem 7.6 for 〈int(I1), H1〉 and 〈int(I2), H2〉,
provided each Hi contains a positive element. Here, besides deducing the
entire First Order Reconstruction package (see Theorem 7.6), we find that
the positivity hypothesis can be discarded.
Theorem 9.16
(1) Let B′(I;A, P ) ≤ H ≤ G(I;A, P ). Then 〈int(I), H〉 is highly interval-
transitive and locally moving, so that 〈int(I), H〉 ∈ KLN2 . Also, EP(int(I), H) =
A ∩ int(I).
(2) First Order Reconstruction holds for the class of all 〈int(I), H〉’s sat-
isfying (1) (for various I, A, P ). In particular, let B′(Ii;Ai, Pi) ≤ Hi ≤
G(Ii;Ai, Pi) for i = 1, 2. Then:
(a) If H1 ≡ H2 then
ACT(A1 ∩ int(I1)), H1) ≡ ACT(A2 ∩ int(I2)), H2).
(b) Suppose that α : H1 ∼= H2. Then there exists a unique monotonic
bijection τ : int(I1)→ int(I2) such that
α(h) |` int(I2) = τ ◦ h |` int(I1) ◦ τ−1 for all h ∈ H1.
Moreover,
τ |` (A1 ∩ int(I1)) ∪ α : ACT(A1 ∩ int(I1)) ∼= ACT(A2 ∩ int(I2)).
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The proof will be given below.
Bieri and Strebel’s more general result [BS, Theorem E3] says approx-
imately that part (2) of Theorem 7.6 holds for any 3-interval-transitive
〈L1, G1〉 and 〈L2, G2〉 which contain nonidentity bounded elements and for
which Li is an open interval of R. This is a special case of Theorem 7.6,
which actually assumes only 2-interval-transitivity rather than 3-interval-
transitivity. We next discuss the ways in which their result differs from the
approximation just stated.
First, their form of 3-interval-transitivity is slightly different from ours
but is easily seen to be equivalent in the presence of a nonidentity bounded
element (since then our version implies high interval-transitivity by Theo-
rem 12.2).
The requirement that L1 and L2 be subintervals of R is not essential for
their development. Nor, given the other hypotheses, is an extra hypothesis
(not assumed in our development) that
sup(supp(g1)) = inf(supp(g2)) for some g1, g2 ∈ G.
(Given g1 ∈ Lft(G)− {Id}, instead of a single g2 such that inf(supp(g2)) =
sup(supp(g1)) one can use a set of g2’s for which inf{inf(supp(g2))} =
sup(supp(g1)).)
Bieri and Strebel also assume the existence of a positive element, which
with present methods is unnecessary.
Finally, they actually assume about 〈L1, G1〉 not the existence of a non-
identity bounded element, but instead the “extra” hypotheses mentioned
above. However, the extra hypothesis, together with 3-interval-transitivity,
guarantees the existence of a nonidentity bounded element; see Corollary 12.10.
The upshot of all this is that Bieri and Strebel’s Theorem E3 (sharpened
a bit) is a special case of Theorem 7.17.
Proof of Theorem 9.15 〈Int(I), H〉 satisfies the hypotheses of Theo-
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rem 7.17 just as in the proof of [BS, Theorem E4]. Given Theorem 7.6 and
its note, the rest is clear.
The present paper was inspired by a question asked us by Matt Brin
during his writing of [B], at a time when he had already applied results in
[Mc4] to several linear permutation groups acting on R. These included:
(1) PL 2(R), which is defined exactly as is G([0, 1];Z[
1
2
], 〈2〉) but with the
finitary condition (c) omitted.
(2) P˜L 2(R), which is defined exactly as is PL 2(R) but with condition (b)
relaxed to require only that g be monotonic and that the absolute values of
its slopes be elements of P . PL 2(R) has index 2 in P˜L 2(R).
(3) BPL 2(R)
def
= Bdd(PL2(R)).
(4) The Thompson group F , now viewed as the group of elements of
G(R;Z[1
2
], 〈2〉) such that there exist i, j ∈ Z for which g(x) is translation by
i for x near +∞ and by j for x near −∞.
Thus BPL 2(R) ≤ F ≤ PL 2(R) ≤ P˜L 2(R), and all elements of F are
finitary.
Brin was also dealing with another of Thompson’s groups T , a closely
related supergroup of F , whose importance stems partly from its being
an infinite simple group having a finite presentation. T acts on the circle
C = R/Z, and is the group of all PL-homeomorphisms g : C → C satis-
fying conditions (b) through(e) in the definition of G(R;Z[1
2
], 〈2〉) but with
“increasing” transmuted to “orientation-preserving” in (b). Of course (c) is
automatic on the circle.
Finally, T˜ is defined from T as P˜L 2(R) was from PL 2(R), and T has
index 2 in T˜ .
Brin asked us whether any of the general results in [Mc4] forR had known
analogues for C, with the aim of applying such results to T and T˜ . The
answer “not yet” eventually became “yes”. In [B] Brin quoted Theorem 7.6
(and its circular analogue) from our present paper in the first step of his
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analyses of Aut(T ) and Aut(T˜ ). (This was in lieu of using the proofs he
had already obtained for these two special cases.) What was essential about
the improvement from [Mc4] to the present paper was not the relaxation to
approximate multiple transitivity (each of the above groups is actually highly
o- transitive on a dense orbit in R or C), but the ability to deal with groups
acting on circles.
In Brin’s main theorem [B, Theorem 1] he deals with groups G for which
BPL 2(R) ≤ G ≤ P˜L 2(R), and with G = T and G = T˜ . He establishes that
Aut(G) is “small” and that the conjugators τα of Corollary 7.8 are unexotic.
(“Exotic” means not piecewise linear.)
In the linear case Aut (G) ≤ Norm
P˜L 2(R)
(G), and for several special cases
there is a sharper conclusion:
(1) Aut(BPL2(R)) = Aut (PL 2(R)) = P˜L 2(R), and P˜L 2(R) is a com-
plete group.
(2) In the case of F , there is a short exact sequence
1→ F → Opp(Norm
P˜L 2(R)
(G))→ T × T → 1.
In the circular case, Aut(T ) = T˜ and T˜ is a complete group.
Later, in [BG], Brin and F. Guzman got sharply different results for cer-
tain other generalized Thompson groups. These groups G act on R or R/rZ.
Again the first step in analyzing Aut(G) involves quoting our Theorem 7.6
(or its circular analogue) to conclude that
Aut(G) = NormHomeo (R)(G) or Aut(G) = NormHomeo (C)(G).
These other automorphism groups turn out to be “large” and do have exotic
elements.
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10 Interpretations with parameters
M. Giraudet sharpened [Mc4] by recasting various of its results in terms of
interpretations with parameters. Here we follow in her footsteps, but with
the weaker hypotheses of the present paper. This procedure is built on
Lemma 10.1 Let K be a class of locally moving linear permutation groups
for which First Order Reconstruction holds. Then there exists a first order
formula ψSgn(p, x, y) ∈ LGR such that for every 〈L,G〉 ∈ K and all p, f, g ∈
G− Id:
G |= ψSgn[p, f, g] iff
{
p ∈ G+ and supp(f) < supp(g), or else
p ∈ G− and supp(f) > supp(g).
Proof The condition on nonsingleton p, f, g is equivalent to:
Ed(x, p(x); y, z) for all x ∈ supp(p), y ∈ supp(f), z ∈ supp(g).
Since the condition can be expressed first order in the language LMNPG of
monotonic permutation groups, it can also be expressed first order in LGR
by Corollary 7.13.
Definition 10.2 Let 〈L,G〉 ∈ KLN .
(1) Let
Epl(L,G)
def
= {sup(supp(h)) | Id 6= h ∈ Lft(G)}, and
EPL(L,G)
def
= 〈Epl(L,G),Ed L¯〉.
(2) Epr(L,G) and EPR(L,G) are defined dually.
(3) The pointwise order on G, given by f ≤ g iff f(x) ≤ g(x) for all x ∈ L
(or equivalently, for all x ∈ L¯), will be denoted by “≤”, and its reverse by
“≤∗”. For any dense G-invariant subset M of 〈L¯, G〉, the pointwise order for
〈M,G〉 coincides with that for 〈L,G〉. 〈G,≤〉 is a partially ordered group.
(4) ACT(EPL(L,G), G,≤) will denoteACT(EPL(L,G), G) withG equipped
with the (unambiguous) pointwise order.
127
Definition 10.3 Let K be a class of locally moving linear permutation
groups for which First Order Reconstruction holds. Then:
(1) Let KEPLPWACT
def
= {ACT(EPL(L,G), G,≤) | 〈L,G〉 ∈ K}.
(2) Let KEPRPWACT be its dual.
(3) Let KOGR
def
= {〈G,≤〉 | there exists L such that 〈L,G〉 ∈ K}.
(4) Let LOGR denote the language of partially ordered groups.
In the following formal definition, the class K∗ of Definition 6.5 is written
instead as K× so as to avoid confusion with other meanings of the former.
Definition 10.4 Let 〈K,K×,R〉 be a subuniverse system. An FO-STR-
interpretation of K× in K relative to R with one parameter consists of a
first order formula ψPar(z) in L(K) together with an FO-STR-interpretation
〈ϕImap , ϕU , ϕEq, . . .〉 of K× in KψPar relative to RψPar , where
KψPar
def
= {(M, a) |M ∈ K and M |= ψPar[a]}, and
RψPar def= {〈(M, a),M⋆〉 | 〈M,M⋆〉 ∈ R and (M, a) ∈ KψPar}.
Theorem 10.5 (Linear Interpretation Theorem with One Parameter) Let
K be a class of locally moving linear permutation groups for which First
Order Reconstruction holds. Then there is an FO-STR-interpretation with
one parameter p of K in KGR, with ψPar = ψSgn, which for each 〈L,G〉 ∈ K
interprets one of the following structures:{
ACT(EPL(L,G), G,≤) if p is interpreted by some a ∈ G+,
ACT(EPR ∗(L,G), G,≤∗) if p is interpreted by some a ∈ G−.
Proof The proof is Giraudet’s proof with minor changes. In order to improve
the theorem slightly by interpreting more orbits, we change her formula D
def
=
ψBdd that defines Bdd(G) to the formula D
def
= ψLR(g)
def
= ∃f(ψSgn(p, g, f))
that defines either Lft (G)−{Id} or Rt(G)−{Id}, depending on the interpre-
tation of the parameter. Also, we replace the formula O she used for defining
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the order by
O(g, h) def≡ ∀k(ψSgn(p, h, k)→ ψSgn(p, g, k)) ∧ ∃f(ψSgn(p, h, f)).
Lft(G) is then definable with the parameter, and so since EP(L,G) is defin-
able in LGR without a parameter, EPL(L,G) is definable with the parameter;
and similarly for Rt(G) and EPR(L,G). The rest of the proof is as in [Gi].
Giraudet’s Corollaries 1–1 through 1–5 follow as in [Gi], but now with
weaker hypotheses. Two of those corollaries have already been mentioned
here as Corollaries 7.13(6) and 7.14. We gather the others below in Corol-
lary 10.6. (The hypothesis “Lft(g) 6⊆ Rt(G)” in (3b) was inadvertently stated
in [Gi] as “G 6⊆ Rt(G)”.)
Corollary 10.6 Let K be a class of locally moving linear permutation groups
for which First Order Reconstruction holds. Then:
(1) KEPLPWACT is FO-STR-interpretable in KOGR without a parameter,
as is KEPRPWACT .
(2) For any first order formula ϕ(x1, . . . , xn) in LOGR whose free variables
are all group variables, there exist first order formulas ψ1ϕ(x1, . . . , xn) and
ψ1ϕ(x1, . . . , xn) in LGR such that for every 〈L,G〉 ∈ K containing a positive
element, and every ~g ∈ |G|n:
G |= ψ1ϕ[~g] iff (M |= ϕ[~g] or M∗ |= ϕ[~g]), and
G |= ψ2ϕ[~g] iff (M |= ϕ[~g] and M∗ |= ϕ[~g]),
where M = ACT(EPL(L,G), G,≤) and M∗ = ACT(EPR ∗(L,G), G,≤∗).
(3)(a) For 〈L,G〉 ∈ K containing a positive element, the following are
equivalent:
(i) There is a first order formula ϕ(x) in LGR (without a parameter)
such that for all g ∈ G:
G |= ϕ[g] iff g ∈ G+.
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(ii) (G,≤) 6≡ (G,≤∗).
(iii) ACT(EPL(L,G), G,≤) 6≡ ACT(EPR ∗(L,G), G,≤∗).
(b) There is a first order formula ϕ+(x) in LGR (without a parameter)
such that for every 〈L,G〉 ∈ K for which Lft (G) 6⊆ Rt(G), and for every
g ∈ Lft(G):
G |= ϕ+[g] iff g ∈ G+.
A similar statement holds with Lft and Rt interchanged.
(4) For 〈L1, G1〉, 〈L2, G2〉 ∈ K, the following are equivalent:
(a) G1 ≡ G2.
(b) (G1,≤1) ≡ (G2,≤2) or (G1,≤1) ≡ (G2,≤∗2).
(c) ACT(EPL(L1, G1), G1,≤1) ≡ ACT(EPL(L2, G2), G2,≤2) or
ACT(EPL(L1, G1), G1,≤1) ≡ ACT(EPR ∗(L2, G2), G2,≤∗2).
There is a more general second order analogue of Theorem 10.5 which
applies to classes K of linear permutation groups for which Second Order Re-
construction holds (see Definition 7.16). In the lemma, ψSgn(p, x, y) is second
order, and the theorem gives a SO-STR-interpretation with one parameter
p. KEPLPWACT is SO-STR-interpretable in KOGR without a parameter.
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11 Lattice-ordered permutation groups
Recall from the historical remarks in the introduction that when L is a chain,
〈Aut(L),≤〉 is a lattice-ordered group (l-group), where “≤” is the pointwise
order, discussed in Definition 10.2. The lattice operations “∨” and “∧” are
pointwise, that is, (f ∨ g)(x) = max{f(x), g(x)} and dually.
When 〈L,G〉 is a linear permutation group 〈L,G,≤〉 is called an or-
dered permutation group. When 〈G,≤〉 is an l-subgroup (simultaneously a
subgroup and a sublattice) of 〈Aut(L),≤〉, that is, when G closed under
pointwise suprema and infima, 〈L,G,≤〉 is called a lattice-ordered permuta-
tion group. Suprema and infima are then pointwise at all a ∈ L¯, so that
〈L¯, G,≤〉 is also a lattice-ordered permutation group, as is 〈M,G,≤〉 for any
dense G-invariant subset M of 〈L¯, G〉.
In this notation the note after Corollary 7.7 says for 〈Li, Gi〉 ∈ KLN2
that if α : 〈G1,≤1〉 ∼= 〈G2,≤2〉 then there exists a unique τ : L¯1 ∼= L¯2 such
that τ ∪ α : 〈L1, G1,≤1〉 ∼= 〈L2, G2,≤2〉.
There is an extensive literature on lattice-ordered permutation groups
(see [G1] or [Mc6], for example). However, the present paper makes no
contribution to this study because here the weakening of hypotheses to 2-
interval-transitivity offers no extra generality—see the next proposition. Lo-
cal movability is not assumed here. For a followup to this result see Propo-
sition 12.15.
Proposition 11.1 Let 〈L,G,≤〉 be a lattice-ordered permutation group. If
〈L,G〉 is 2-interval-transitive (or even inclusion-transitive), then all orbits
of G in 〈L¯, G〉 are dense in L¯, and G is highly o-transitive on each of them.
Strictly speaking, Proposition 11.1 is within the scope of this paper only
when L is a dense chain, but see the remark after Proposition 3.3.
Proof Inclusion-transitivity guarantees density of orbits. Now let M be an
orbit of 〈L¯, G〉. The proof is by induction. For the induction step, it suffices
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to show that for
x1 < . . . < xn−1 < xn < yn in M ,
there exists f ∈ G such that f(xi) = xi for i = 1, . . . , n − 1, and such that
f(xn) = yn. Pick g ∈ G such that g(xn) = yn. Replacing g by g ∨ Id , we
may assume that g(xi) ≥ xi for i = 1, . . . , n− 1, as well as that g(xn) = yn.
Next pick bounded L-intervals I and J such that
inf(I) < x1 < xn−1 < J < xn < yn < sup(I).
Now pick h ∈ G such that h(I) ⊆ J . Then h−1(J) ⊇ I, ensuring that
h−1(xi) < xi for i = 1, . . . , n − 1 and that h−1(xn) > yn. Then f def=
g ∧ (h−1 ∨ Id) is as required. Verification is left to the reader.
We recall some standard terminology for linear permutation groups, and
for later use we apply it to all four types of nearly ordered permutation
groups. First, by a convex subset of a circle C we mean a subset P ⊆ C which
is (the intersection with C of) a C¯-interval (with endpoints of P possibly
adjoined if they lie in C); singletons and ∅ are also considered convex. A
convex subset of an equal direction structure is simply a convex subset of the
underlying chain L (or equally well of L∗), and similarly for equal orientation
structures.
For convenience we deal here just with the transitive case, which guaran-
tees that for any 〈N,G〉-congruence, the congruence classes are all images of
each other under elements of G.
Definition 11.2 Let 〈N,G〉 be a transitive nearly ordered permutation group.
(1) An o-block of 〈N,G〉 is a convex block, that is, a nonempty convex
P ⊆ N such that for all g ∈ G, g(P ) = P or g(P )∩P = ∅; and is proper if it
is not a singleton or N itself. Proper o-blocks cannot have endpoints in N .
(2) An 〈N,G〉-congruence is convex if all its congruence classes are convex;
and is proper if its classes are proper.
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(3) 〈N,G〉 is o-primitive if it has no proper o-blocks, or equivalently, no
proper convex congruences.
T. J. Scott showed in [S1] that for a monotonic permutation group 〈ED(L), G〉,
o-blocks of 〈L,Opp(G)〉 are o-blocks even of 〈ED(L), G〉 and thus o-primitivity
of the former is equivalent to o-primitivity of the latter, provided 〈L,Opp(G)〉
is a transitive lattice-ordered permutation group. The lattice-ordered proviso
can be weakened to require just that 〈L,Opp(G)〉 be coherent, that is, for all
a < b ∈ L there exists g ∈ Opp(G) such that g(a) = b and g(c) ≥ c for all
c ∈ L¯. Coherence implies its dual.
For lattice-ordered permutation groups there is a detailed description of
the transitive o-primitive case, and it relates nicely to the themes of this
paper. We state this description and then define the key notion of periodic
o-primitivity.
Theorem 11.3 (o-Primitive Classification Theorem, McCleary [Mc1]) Ev-
ery o-primitive transitive lattice-ordered permutation group is of one of the
following three mutually exclusive types, and all transitive lattice-ordered per-
mutation groups of these types are o-primitive:
(1) 2-o-transitive (hence highly o-transitive).
(2) The regular representation of a subgroup of the additive reals.
(3) Periodically o-primitive.
The periodically o-primitive case is best understood in terms of the canon-
ical example 〈R, G,≤〉, where
G = {g ∈ Aut (R) | g(a+ 1) = g(a) + 1 for all a ∈ R}.
The period here is the function a 7→ a + 1, and the effect of any g on any
interval [a, a+1) determines its effect “one period up” on [a+1, a+ 2), and
similarly throughout all of L.
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Now we consider a slightly more general kind of period z, lying in Aut (L¯)
but not necessarily in Aut(L). A period of a transitive lattice-ordered per-
mutation group 〈L,Aut(L)pw〉 is an element z ∈ Aut (L¯)+, one (hence each)
of whose orbits {zn(a) |n ∈ Z} is coterminal in L¯, and which generates (as a
group) the centralizer ZAut (L¯)(G). An o-primitive transitive lattice-ordered
permutation group is called periodically o-primitive if it has a period z (except
that isomorphic copies of the regular representation (Z,Z) are not counted
as periodically o-primitive).
The Classification Theorem can be generalized to transitive coherent or-
dered permutation groups.
Observe that in the regular and periodic cases of Theorem 11.3 there is no
nonidentity bounded element. Here is an alternate proof of Proposition 11.1
based on the classification:
Proof 〈L,G,≤〉must be o-primitive, for if P were a proper o-block no g ∈ G
could map P to a proper subinterval of itself, violating inclusion-transitivity.
Now apply the Classification Theorem. If 〈L,G,≤〉 were periodic, no g
could map an interval I = (a, z(a)) to a proper subinterval of itself since if
g(a) ∈ I, then g(z(a)) = z(g(a)) > z(a) > I. A similar argument works
for the regular representation of a dense subgroup of the additive reals, and
the discrete case was disposed of just after the statement of the proposition.
Therefore 〈L,G,≤〉 is highly o-transitive. This argument works equally well
for other orbits M of 〈L¯, G〉.
When L is Dedekind complete and 〈L,G〉 has a nonidentity bounded
element, ordinary transitivity is enough:
Proposition 11.4 (Holland [Ho1]) Let 〈L,G,≤〉 be a transitive lattice-
ordered permutation group. If L is Dedekind complete and 〈L,G〉 contains a
nonidentity bounded element, then 〈L,G〉 is highly o-transitive.
Proof Proper o-blocks cannot have endpoints in L, so Dedekind complete-
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ness guarantees o-primitivity. In the regular and periodic cases of Theo-
rem 11.3, 〈L,G〉 contains no nonidentity bounded elements.
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12 Transitivity properties
In this section we discuss relationships among various transitivity properties
of nearly ordered permutation groups 〈N,G〉. This is basically a discussion
of small degrees of multiple transitivity (exact, approximate, and interval)
because in the circumstances of interest here, n-transitivity for relatively
modest n turns out to imply high transitivity. In all results in this section,
the transitivity hypotheses will be strong enough to guarantee that each orbit
of 〈N¯,Opp(G)〉 is dense in N¯ (see Proposition 3.5).
For high transitivity, the approximate and interval forms coincide, and
carry over from 〈N,G〉 to 〈N¯, G〉:
Proposition 12.1 If a nearly ordered permutation group 〈N,G〉 is highly
interval-transitive, then 〈N¯, G〉 is highly approximately o-transitive.
Proof Let 〈L,G〉 be a highly interval-transitive linear permutation group.
Let a1 < · · · < an in L¯, and let J1 < · · · < Jn be L¯-intervals. For i = 1, . . . , n,
pick L-intervals I ′1 < I
′′
1 such that
I ′1 < a1 < I
′′
1 < I
′
2 < a2 < I
′′
2 < · · · < I ′n < an < I ′′n,
and pick L-intervals J ′i < J
′′
i within Ji. Now pick g ∈ G such that for
i = 1, . . . , n, g(I ′i) ∩ J ′i 6= ∅ and g(I ′′i ) ∩ J ′′i 6= ∅, and thus g(ai) ∈ Ji.
The proofs for the other three types are similar.
The main results of this section will now be stated, and then we will turn
to their proofs. Our primary interest is in approximate and interval tran-
sitivity. However, most of the results have analogues for exact transitivity,
and these will be collected in Theorem 12.8.
What does it take to force high approximate o-transitivity of 〈N,G〉, or
equivalently, of 〈N¯, G〉?
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Theorem 12.2 Let 〈N,G〉 be a nearly ordered permutation group having a
nonidentity bounded element.
(1) In the linear/monotonic case:
(a) 3-interval-transitivity ⇒ high approximate o-transitivity.
(b) When N is Dedekind complete, approximate 2-o-transitivity ⇒
high approximate o-transitivity.
(2) In the circular/monocircular case:
(a) 4-interval-transitivity ⇒ high approximate o-transitivity.
(b) When N is Dedekind complete, approximate 3-o-transitivity ⇒
high approximate o-transitivity.
Note that when the assumed degree n of transitivity is reduced by one
for Dedekind complete N , the hypothesis involves approximate (rather than
interval) transitivity. At least in (1b), interval-transitivity would not suffice
here; consider 〈L¯, G〉, where 〈L,G〉 is as in Example 13.6. Also, at least in
(1), the assumed degrees cannot be decreased (Examples 13.6 and 13.11, with
the latter acting on L¯). However, some relaxation of hypotheses is possible;
see Theorem 12.14.
For lattice-ordered permutation groups, the hypothesis of Theorem 12.2
can be weakened; see Proposition 11.1.
Question 12.3 In part (2) of Theorem 12.2:
(1) Can 4-interval-transitivity be reduced to 3-interval-transitivity?
(2) Can approximate 3-o-transitivity be reduced to approximate 2-o-
transitivity?
(3) Can approximate 3-o-transitivity be relaxed to 3-interval-transitivity?
It is a consequence of Theorem 12.2 and Proposition 12.1 that for a lin-
ear permutation group 〈L,G〉 having a nonidentity bounded element, the
hypothesis of approximate 3-o-transitivity is robust in the sense that 〈M,G〉
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is also approximately 3-o-transitive for any G-invariant subset M of L¯. Anal-
ogous remarks apply to the other three types of nearly ordered permutation
groups.
However, a linear permutation group 〈L,G〉 having a nonidentity bounded
element can be (exactly) 2-o-transitive and yet have an orbit M in L¯ such
that 〈M,G〉 is not even approximately 2-o-transitive (Example 13.4), and
can be 3-o-transitive (hence highly o-transitive, as we see in Theorem 12.8)
and yet fail to be even 2-o-transitive on some orbit in L¯ (Example 13.10).
The second of these phenomena occurs also for circular permutation groups
(Example 13.14).
Question 12.4 Can a locally moving circular permutation group 〈C,G〉 be
3-o-transitive and yet have an orbit M in C¯ such that 〈M,G〉 is not even
approximately 3-o-transitive?
The next theorem explores consequences of high interval-transitivity of
〈N,G〉, which turns out to be inherited by nontrivial subnormal subgroups
H ✂✂G. Particularly important here are Bdd(G), Bdd ′(G), and in the
linear/monotonic case Lft(G) and Rt(G). In the linear/monotonic case,
Bdd ′(G) is the smallest nontrivial subnormal subgroup of G by Theorem 3.11.
In (2) and (3a) we consider data confined to a bounded N -interval K. For
the circular/monocircular case, we need to amplify Definition 3.9:
Definition 12.5 Let 〈N,G〉 be a nearly ordered permutation group, with
N = C = CR(L) or N = EO(C). Let
1Bdd(G)
def
= {g ∈ G | supp(g) ⊆ I for some bounded C-interval I}, and
nBdd(G)
def
= {g ∈ G | g is the product of n elements of 1Bdd(G)};
these are normal subsets of G. Recall that
Bdd(G)
def
= 〈 1Bdd(G) 〉,
the (normal) subgroup of G generated by 1Bdd(G).
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Theorem 12.6 Let 〈N,G〉 be a nearly ordered permutation group which is
highly interval-transitive.
(1) Let {Id} 6= H ✂✂G. Then
(a) 〈N¯,H〉 is highly approximately o-transitive.
(b) If G has a bounded element, so does H.
(2) Suppose 〈N,G〉 is linear or monotonic, and has a nonidentity bounded
element. Let a1 < . . . < an in N¯ and let J1 < . . . < Jn be bounded N-
intervals. Let K be any bounded N-interval containing all the ai’s and Ji’s.
Then there exists g ∈ G such that g(ai) ∈ J¯i for i = 1, . . . , n and such that
supp(g) ⊆ K.
(3) Suppose 〈N,G〉 is circular or monocircular, and has a nonidentity
bounded element. Let Cr(a1, . . . , an) in N¯ , and let J1, . . . , Jn be bounded
N-intervals with Crs(J1, . . . , Jn).
(a) Let K be any bounded N-interval such that
Cr(cw(K), a1, . . . , an, ccw(K)) and Crs(cw(K), J1, . . . , Jn, ccw(K)).
Then there exists g ∈ G such that g(ai) ∈ J¯i for i = 1, . . . , n and such that
supp(g) ⊆ K.
(b) There exists g ∈ nBdd(G) such that g(ai) ∈ J¯i for i = 1, . . . , n.
We state here two particular consequences of Theorems 12.2 and 12.6
which are used in Section 7:
Corollary 12.7 Suppose 〈N,G〉 has a nonidentity bounded element.
(1) In the linear/monotonic case, if 〈N,G〉 is 3-interval-transitive then
〈N¯,Bdd(G)〉 is highly approximately o-transitive.
(2) In the circular/monocircular case, if 〈N,G〉 is 4-interval-transitive
then 〈N¯, nBdd(G)〉 is approximately n-o-transitive.
Each part of Theorems 12.2 and 12.6 and Corollary 12.7 has an analogue
for exact multiple transitivity. For example, the analogue of 12.7(1) states
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that in the linear/monotonic case, if 〈N,G〉 is 3-o-transitive and has a non-
identity bounded element then 〈N,Bdd(G)〉 is highly o-transitive. (Of course
we cannot say that 〈N¯,Bdd(G)〉 is highly o-transitive, which is impossible
when N 6= N¯ .) This particular analogue was already known [Mc4] (and it
contains the analogue of 12.6(1a)), and the analogue of 12.6(1b) follows from
Higman’s Theorem 3.11, but the other analogues may be new.
Theorem 12.8 For each part of Theorems 12.2 and 12.6 and Corollary 12.7,
the analogue for exact multiple transitivity is valid.
However, a 2-o-transitive linear permutation group having a nonidentity
bounded element need not be 3-o-transitive (Example 13.4).
The last theorem blends interval-transitivity and exact transitivity. In
part (2) there is no exact transitivity hypothesis at all.
Theorem 12.9 Let 〈N,G〉 be a nearly ordered permutation group which is
highly interval-transitive and has a nonidentity bounded element.
(1) If 〈N,G〉 is 2-o-transitive, then it is highly o-transitive, and so is
〈N,H〉 for any {Id} 6= H ✂✂G.
(2) In the linear/monotonic case, 〈N¯,Bdd(G)〉 is highly o-transitive on
each of its own orbits. Even better, given any a1 < · · · < an and b1 < · · · < bn
in N¯ with each bi in the same Bdd(G)-orbit as ai, there exists g ∈ Bdd(G)
such that g(ai) = bi for i = 1, . . . , n.
Proof of Theorem 12.2 (1a) It suffices to treat the linear case since for
monotonic 〈ED(L), G〉 the linear result can be applied to 〈L,Opp(G)〉. Let
〈L,G〉 be a 3-interval-transitive linear permutation group having a non-
identity bounded element. Pick p ∈ Bdd(G) such that p(d) < d for some
d ∈ supp(p).
By Proposition 12.1, it suffices to show that 〈L,G〉 is highly interval-
transitive. Let I1 < · · · < In and J1 < · · · < Jn be bounded L-intervals,
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with n ≥ 4. We need to show there exists g ∈ G such that g(Ii) ∩ Ji 6= ∅
for i = 1, . . . , n. Suppose by induction that there exists h ∈ G such that
h(Ii) ∩ Ji 6= ∅ for i = 1, . . . , n− 1, and suppose that h(In) ∩ Jn = ∅ (else we
are done).
Case 1: h(In) > Jn. We seek an f ∈ G such that pf−1(h(In)) ∩ Jn 6= ∅
and Jn−1 < supp(p
f−1). Then g
def
= pf
−1
h will be as required.
Pick L-intervals K1 < K2 such that
inf(Jn) < K1 < K2 < sup(Jn) < h(In).
Next pick L-intervals K ′1 < K
′
2 < K
′
3 such that
K ′1 < inf(supp(p)) < p(d) < K
′
2 < K
′
3 < d.
Now pick f ∈ G such that f(K1) ∩K ′1 6= ∅, f(K2) ∩K ′2 6= ∅, and f(h(In)) ∩
K ′3 6= ∅. Then f−1pf(h(In)) ∩ Jn 6= ∅ since
inf(f−1pf(h(In))) = f
−1pf(inf(h(In))) < f
−1p(sup(K ′3)) ≤
f−1(p(d)) ≤ f−1(inf(K ′2)) < sup(K2) ≤ sup(Jn),
and since
sup(f−1pf(h(In))) = f
−1pf(sup(h(In))) > f
−1p(inf(K ′3)) >
f−1(p(d)) > f−1(sup(K ′1)) > inf(K1) ≥ inf(Jn).
Moreover, Jn−1 < supp(f
−1pf) since
Jn−1 < inf(K1) < sup(f
−1(K ′1)) = f
−1(sup(K ′1)) < f
−1(supp(p)).
Case 2: h(In) < Jn. To reduce Case 2 to Case 1, we seek an f ∈ G
such that (p−1)f
−1
(h(In)) > Jn and h(In−1) < supp((p
−1)f
−1
). Then h1
def
=
(p−1)f
−1
h will satisfy Case 1.
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Replacing In by a subinterval of itself, we may assume that sup(h(In−1)) <
inf(h(In)). Pick L-intervals K1 < K3 such that
h(In−1) < K1 < h(In) < Jn < K3.
Pick K ′1 < K
′
2 < K
′
3 exactly as in Case 1. Now pick f ∈ G such that
f(K1) ∩K ′1 6= ∅, f(h(In)) ∩K ′2 6= ∅, and f(K3) ∩K ′3 6= ∅. Then
sup(f−1p−1f(h(In))) = f
−1p−1f(sup(h(In))) > f
−1p−1(inf(K ′2)) ≥
f−1p−1p(d)) = f−1(d) ≥ f−1(sup(K ′3)) > inf(K3) ≥ sup(Jn).
Again replacing In by a subinterval of itself, we may assume that
f−1p−1f(h(In)) > Jn. Moreover, h(In−1) < inf(K1) < supp(f
−1p−1f) since
f(inf(K1)) < sup(K
′
1) < supp(p).
(2a) The proof is much like that of Case 1 of (1a). Let 〈C,G〉 be a 4-
interval-transitive circular permutation group having a nonidentity bounded
element. Let I1, . . . , In and J1, . . . , Jn be C-intervals such that Crs(I1, . . . , In)
and Crs(J1, . . . , Jn), with n ≥ 5. Suppose there exists h ∈ G such that
h(Ii)∩Ji 6= ∅ for i = 1, . . . , n−1, but that h(In)∩Jn = ∅. Replacing the Ii’s
and Ji’s by subintervals of themselves, we may assume that h(Ii) = Ji for
i = 1, . . . , n−1, and that h(In) has no endpoint in common with any Ji. We
also assume that Crs(Jn, h(In), J1), the case with Crs(Jn−1, h(In), Jn) being
the dual.
Pick C-intervals K1, K2, K4 such that
Crs(cw(Jn), K1, K2, ccw(Jn), h(In), K4, J1).
Pick p ∈ G such that supp(p) ⊆ B for some bounded C-interval B, and such
that Cr(p2(d), p(d), d) for some d ∈ C. Pick K ′1, K ′2, K ′3, K ′4 such that
Crs(K ′1, cw(B), p(d), K
′
2, K
′
3, d, ccw(B), K
′
4).
Now pick f ∈ G such that f(Ki) ∩ K ′i 6= ∅ for i = 1, 2, 4, and such that
f(h(In)) ∩ K ′3 6= ∅. As before, g def= pf−1h satisfies g(Ii) ∩ Ji 6= ∅ for i =
1, . . . , n. Verification of this is left to the reader.
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(1b) and (2b) will be proved near the end of this section.
In the foregoing proof of (1a), the assumption of a nonidentity bounded
element can be weakened a bit:
Corollary 12.10 Let 〈N,G〉 be a linear or monotonic permutation group.
(1) Suppose 〈N,G〉 has a nonidentity element p whose support is bounded
above or below (that is, p ∈ Lft (G)∪Rt(G)). Then 3-interval-transitivity ⇒
high approximate o-transitivity.
(2) Suppose 〈N,G〉 has nonidentity elements p and q such that p ∈ Lft(G)
and q ∈ Rt(G). Then 〈N,G〉 has a nonidentity bounded element.
Proof (1) When p ∈ Rt(G), the proof of (1) is identical to the proof of (1a)
in Theorem 12.2; the other case is the dual.
(2) Again it suffices to treat the linear case. We seek f ∈ G such that for
q2
def
= qf we have pq2 6= q2p. Then for q3 def= qp2 we shall have q3 ≡ q2 outside
some bounded interval (since q2 ∈ Rt(G) and p ∈ Lft(G)), but q3 6= q2.
Therefore q2q
−1
3 will be the required nonidentity bounded element.
To construct such an f , proceed as follows. Replacing p by p−1 if nec-
essary, pick a bounded L-interval J1 ⊆ supp(p) such that J1 < p(J1). Let
a1 = inf(supp(q)). Pick a2 < a3 such that a1 < a2 < a3 and such that a1
and a2 lie within the same interval I of q. Use (1a) to pick f ∈ G such that
f(a1) ∈ J1, and such that f(a2) < p(J1) < f(a3) so that f(I) ⊇ p(J1). Then
f(a1) is fixed by q
f (since a1 is fixed by q) but moved by p (since f(a1) ∈ J1),
and p(f(a1)) is moved by q
f (since f(I) ⊇ p(J1)). Hence f is as required.
We turn now to proving Theorem 12.6. Given high interval transitivity,
we can be a bit more relaxed in our arguments.
Lemma 12.11 Suppose 〈N,G〉 is highly interval-transitive. Then in parts
(1c) and (2c) of Definition 1.8, provided that Ii’s are bounded and have no
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common endpoints in N¯ and similarly for the Ji’s, it can be arranged in
addition that
g(Ii) ⊆ Ji for each i ∈ S,
g(Ii) ⊇ Ji for each i 6∈ S,
where S is any subset of {1, . . . , n}.
Proof For S = {1, . . . , n}, the proof is similar to that of Proposition 12.1
(with Ii playing the role of ai), and the modifications for arbitrary S are
easy.
For (1a) of 12.6 it suffices to show that for {Id} 6= H ✂ G, 〈N,H〉 is
highly interval-transitive.
We deal first with linear permutation groups. Let I1 < . . . < In and
J1 < . . . < Jn be L-intervals. Replacing these by subintervals of themselves,
we may assume they satisfy the extra conditions of the lemma. We will
construct an h ∈ H such that h(Ii) ⊆ Ji for i = 1, . . . , n.
We first show that such an h exists in the special case in which In < J1.
Pick h1 ∈ H such that K < h1(K) for some L-interval K. Within K pick
L-intervals I ′1 < . . . < I
′
n satisfying the additional conditions of the lemma.
Pick f ∈ G such that for i = 1, . . . , n, f(Ii) ⊆ I ′i and f(Ji) ⊇ h1(I ′i). Then
h
def
= hf
−1
1 is as required.
In general, let K1 < . . . < Kn be L-intervals such that In ∪ Jn < K1.
Apply the special case to obtain h2 ∈ H such that h2(Ii) ⊆ Ki for i =
1, . . . , n. Apply a similar special case to obtain h3 ∈ H such that h3(Ki) ⊆ Ji
for i = 1, . . . , n. Then h
def
= h3h2 is as required. This concludes the linear
case, and the monotonic case is similar.
The circular/monocircular case follows the same outline. In the special
case it it assumed that there exist disjoint C-intervals I and J such that
Crs(cw(I), I1, . . . , In, ccw(I)) and similarly for the Ji’s. We introduce two
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sequences KI1 , . . . , K
I
n and K
J
1 , . . . , K
J
n which are appropriately disjoint rel-
ative to the Ii’s (resp., the Ji’s) and to each other, and h is the product of
three elements h2, h3, h4.
(1b) follows from Proposition 3.6 since with inclusion-transitivity, the
existence of a nonidentity bounded element implies local movability.
Sometimes we will need to “adjust” a bounded element h at the “ends”
while leaving it unchanged in the “middle”:
Lemma 12.12 Let 〈N,G〉 be a nearly ordered permutation group which is
highly interval-transitive and has a nonidentity bounded element. Let h ∈ G
be bounded, and let (a, b) and (c, d) be N¯ -intervals such that (a, b)∪h(a, b) ⊂S
(c, d) (see Definition 8.1). Then there exists a bounded k ∈ G such that
g
def
= hk agrees with h on (a, b) and such that supp(g) ⊆ (c, d).
Proof Recall that 〈N,G〉 is highly approximately o-transitive by Proposition
12.1. We deal now with the linear case. First we “adjust” inf(supp(h)), that
is, we construct k1 ∈ Bdd(G) such that g1 def= hk1 agrees with h on (a, b) and
such that c < supp(g1).
We may assume that inf(supp(h)) < c (else take k1 = Id), making
inf(supp(h)) < c < a1
def
= min{a, h(a)}.
Pick p ∈ Bdd(G) and L¯-intervals I1 and I2 such that
I1 < I2 < p(I1) < sup(supp(p)).
Now pick f ∈ G such that f(inf(supp(h)) ∈ I1, f(c) ∈ I2, and f(a1) >
sup(supp(p)). Then k1
def
= pf
−1
is as required since k1(inf(supp(h))) > c and
supp(k1) < a1.
We can adjust sup(h) by a dual construction, involving counterparts p2
and f2 of p and f . To construct a single k as required, we combine these two
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constructions by making sup(supp(p)) < inf(supp(p2)) and then combining
the stipulations about f and f2 to produce a single new f .
The proofs for the other three types of nearly ordered permutation groups
are similar.
For (2) of 12.6, we apply (1a) to H = Bdd(G) to conclude that there
exists h ∈ Bdd(G) such that h(ai) ∈ J¯i for i = 1, . . . , n. Then we obtain g
by adjusting h, applying the lemma with (a, b) = (a1, an) and (c, d) = K.
For (3a) the proof entails revisiting the circular argument in the proof of
(1a), with H = Bdd(G). Let K ′ be a bounded C¯-interval such thatK ⊂S K ′,
and pick just one sequence K1, . . . , Kn such that
Crs(ccw(K), K1, . . . , Kn, ccw(K
′)).
In each instance of the special case, it can be arranged that the h being
produced as a conjugate of the (bounded) element h1 have supp(h) ⊆ K ′;
this is accomplished by imposing two obvious additional stipulations on the
conjugator f . Then the final h produced will also have supp(h) ⊆ K ′, and
can be adjusted as in the proof of (2).
Finally, (3b) follows from the proof of Theorem 12.2(2a) since in the
induction step the formation of g from h adds just one bounded factor.
This concludes the proof of Theorem 12.6.
Proof of Theorem 12.8 The proof of each analogue is similar to (and easier
than) that of its counterpart, and is left to the reader, except for (1b) and
(2b) of Theorem 12.2, which will be proved after Theorem 12.14.
Proof of Theorem 12.9 (1) We treat the linear case, the other cases being
similar. First we show that for normal subgroups {Id} 6= H ✂ G, 〈N¯,H〉 is
highly o-transitive.
Note first that 〈N,Bdd(H)〉 is transitive. For, given a < b ∈ N , pick
h ∈ Bdd(H) − {Id} by Theorem 12.6, pick c ∈ N such that c < h(c)
146
(replacing h by h−1 if necessary), and pick g ∈ G such that g(c) = a and
g(h(c)) = b. Then hg(a) = b and hg ∈ Bdd(H).
Now let a1 < · · · < an and b1 < · · · < bn in N , and suppose by induction
that there exists h ∈ H such that h(ai) = bi for i = 1, . . . , n − 1. Use the
transitivity of 〈N,Bdd(H)〉 to pick h1 ∈ Bdd(H) such that h1(h(an)) = bn.
Then adjust h1 by picking g ∈ G such that hg1(h(an)) = h1(h(an)) = bn
and bn−1 < supp(h
g
1); this is done by using Lemma 12.12 with c = bn−1 and
d > max{h(an), bn}. Now (hg1h)(ai) = bi for i = 1, . . . , n, and hg1h ∈ H .
This establishes (1) for H ✂ G, and in view of Theorem 12.6(1b), (1) for
H ✂✂G follows by induction on the defect of H (the minimum length of a
subnormal series from G down to H).
(2) Let a1 < · · · < an and b1 < · · · < bn in N¯ with each bi in the same
Bdd(G)-orbit as ai. An h2 ∈ Bdd(G) for which h2(ai) = bi for i = 1, . . . , n
can be produced as in (1), taking H = Bdd(G), with no need for the 2-o-
transitivity hypothesis since it is given in advance that bn and an (and thus
also h(an)) all lie in the same Bdd(G)-orbit.
Now we turn to the proofs of parts (1b) and (2b) of Theorem 12.2, in
which N is Dedekind complete. Actually, in each case the transitivity hy-
potheses can be weakened a bit. Even without Dedekind completeness, condi-
tion (1a) of the following definition is obviously a consequence of approximate
2-o-transitivity, (1b) of 2-o-transitivity, and (2) of 3-o-transitivity. (2) is self-
dual, and (1a) and (1b) are equivalent to their duals under the hypotheses
of Theorem 12.2 (because of Theorem 12.14 below).
Definition 12.13 Let 〈N,G〉 be a nearly ordered permutation group.
(1) Let N = 〈L,<〉 or N = ED(L).
(a) We call 〈N,G〉 (exactly) 2-upward-transitive if 〈N,Opp(G)〉 is 1-
transitive, and if for some (hence for any) a ∈ L and for any b, c ∈ L such
that a < b < c, there exists g ∈ Opp(G) such that g(a) = a and g(b) > c.
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This weakening of 2-o-transitivity was known in [Mc1] as o-2-semitransitivity
and in [GL] as weak double transitivity.
(b) We call 〈N,G〉 approximately 2-upward-transitive if for any a <
b < c ∈ L and any L-interval I such that a ∈ I, there exists g ∈ Opp(G)
such that g(a) ∈ I and g(b) > c. The existence of such a g then holds
even if a 6∈ I. (If G(a) ∩ I = ∅, let I1 be the largest convex subset of L
which contains I and is disjoint from G(a). I1 is a proper o-block of 〈N,G〉,
which by the definition of approximate 2-upward-transitivity cannot have
such blocks.) This weakening of approximate 2-o-transitivity is strict; see
Example 13.1.
(2) Let N = C = CR(L) or N = EO(C). We call 〈N,G〉 approximately
3-outward-transitive if for any a ∈ C, any b, c ∈ C such that Cr(b, a, c),
and any bounded C-intervals I, J such that a ∈ I ⊆ J , there exists g ∈ G
such that g(a) ∈ I and g(b), g(c) 6∈ J . As before, the existence of such a g
then holds even if a 6∈ I (since approximate 3-o-transitivity implies inclusion
transitivity).
(3) We call 〈N,G〉 locally sweeping if for all bounded N -intervals I and
all a ∈ I¯, there exists g ∈ G such that supp(g) ⊆ I and g(a) 6= a. (In the
linear/monotonic case this implies that {g(a) | supp(g) ∈ I} is coterminal in
I¯—else apply the definition to a1
def
= sup{g(a) | supp(g) ⊆ I} or dually. An
analogous statement holds in the circular/monocircular case.)
Parts (1b) and (2b) of Theorem 12.2 follow immediately from
Theorem 12.14 Let 〈N,G〉 be a nearly ordered permutation group having
a nonidentity bounded element. Suppose that N is Dedekind complete. The
following are equivalent:
(1) 〈N,G〉 is highly approximately o-transitive.
(2) 〈N,G〉 is approximately 2-upward-transitive (in the linear/monotonic
case); or approximately 3-outward-transitive (in the circular/monocircular
case).
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(3) 〈N,G〉 is locally sweeping.
Proof (1) ⇒ (2) This is obvious.
(2) ⇒ (3) We deal first with N = L and N = ED(L). Let a < b < c ∈
L = L¯. We seek a g ∈ G such that a < supp(g) < c and g(b) 6= b.
To obtain h ∈ Bdd(G) such that supp(h) < c and h(b) 6= b, pick p ∈
Bdd(G)− Id , pick an L-interval I ⊆ supp(p), and use (2) to pick f ∈ G such
that f(b) ∈ I and f(c) > supp(p). Then h def= pf−1 is as required.
Hence there exists a1 ∈ L such that there exists g ∈ G with a1 <
supp(g) < c and g(b) 6= b, and we let d be the supremum of such a1’s.
Suppose by way of contradiction that d ≤ a. Apply the previous paragraph
to obtain h1 ∈ G such that supp(h1) < b and h1(d) > d. Pick a1 < d such
that h1(a1) > d, and g1 ∈ G with a1 < supp(g1) < c and g1(b) > b. Then
g2
def
= gh11 yields a contradiction since
d < h1(a1) < h1(supp(g1)) = supp(g
h1
1 ) < c and
gh11 (b) = h1(g1(b) > h1(b) = b.
Now we deal with N = C = CR(L) and N = EO(C). Let Cr(b, a, c) in
C¯ = C. We seek a g ∈ G such that Crs(b, supp(g), c) and g(a) 6= a.
Since the hypotheses force 〈N,G〉 to be locally moving, we may pick
g1 ∈ G− {Id} such that Crs(b, supp(g1), c), pick a C-interval I ⊆ supp(g1),
and use (2) to pick h ∈ G such that h(a) ∈ I and h(b), h(c) 6∈ (b, c). Then
g
def
= gh
−1
1 is as required.
(3) ⇒ (1) We deal first with N = L, the other cases being similar.
We claim that for any bounded L-intervals J ⊆ I and any a ∈ I, there
exists g ∈ G such that supp(g) ⊆ I and g(a) ∈ J . Suppose we have a
counterexample to the claim. We may assume that a < J . Then
b
def
= sup{g(a) | g ∈ G, supp(g) ⊆ I, and g(a) < J} < J.
Pick an L-interval K such that inf(K) = inf(I) and sup(K) ∈ J . Use
(3) to pick h ∈ G such that supp(h) ⊆ K and h(b) > b, pick c such that
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c < b < h(c), and pick g1 ∈ G such that supp(g1) ⊆ I and c < g1(a) < J . Let
g = hg1. Then supp(g) ⊆ I and b < g(a) < sup(K) < sup(J), contradicting
the choice of b and proving the claim.
Now let a1 < . . . < an ∈ L and let J1 < . . . < Jn be bounded L-intervals.
We need to show there exists g ∈ G such that g(ai) ∈ Ji for i = 1, . . . , n.
The above claim guarantees this for n = 1. Suppose by induction that there
exists h ∈ G such that h(ai) ∈ Ji for i = 1, . . . , n − 1. Pick a bounded
L-interval I containing h(an) and Jn but not h(an−1). Use the claim again
to pick g1 ∈ G such that supp(g1) ⊆ I and g1(h(an)) ∈ Jn. Then g def= g1h is
as required.
We remark that under the hypotheses of Theorem 12.14, an approxi-
mately 2-upward-transitive 〈N,Opp(G)〉must be (exactly) 2-upward-transitive
on each of its orbits. (This is a consequence of (1), courtesy of Theo-
rem 12.6(2).) An analogous remark applies to 3-outward-transitivity.
Now we complete the proof of Theorem 12.8 by treating the analogues of
(1b) and (2b) of Theorem 12.2.
For (1b), when N is Dedekind complete, 2-o-transitivity ⇒ approximate
2-o-transitivity ⇒ high approximate o-transitivity by the original Theo-
rem 12.2(1b), and Theorem 12.9 yields high o-transitivity. For (2b) the
argument is analogous.
The next proposition sharpens Proposition 11.1 for the special case of full
automorphism groups G = Aut (N).
Proposition 12.15
(1) Let L be a chain. If L is 2-interval-homogeneous, then:
(a) Aut(L) and even Bdd(L) are highly o-transitive on each (neces-
sarily dense) orbit M of 〈L¯,Aut(L)〉. In particular, 2-interval-homogeneity
plus transitivity implies high o-homogeneity.
(b) Each L-interval supports a positive g ∈ Aut (L). 〈L,Aut(L)〉 ∈
KLNn for all n, and similarly for 〈L,Bdd(L)〉.
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(2) Part (1) holds verbatim for circles C (with “positive” replaced by
“signed”, and KLNn by KCRn ), the hypothesis still being only 2-interval-
homogeneity. Here Bdd(C) = Aut(C).
Note This proposition is valid even when 2-interval-transitivity is weak-
ened to inclusion-transitivity.
Proof (1a) for Aut(L) is a special case of Proposition 11.1. New we prove
(1a) for Bdd(L). Let x1 < . . . < xn and y1 < . . . < yn in M . Pick u <
min{x1, y1} and v > max{xn, yn}. Use (1a) to pick f ∈ Aut(L) such that
f(xi) = yi for i = 1, . . . , n, and such that f(u) = u and f(v) = v. Then
modify f outside [u, v] so that f ≡ Id there. This makes f ∈ Bdd(L), and
f(xi) = yi for i = 1, . . . , n.
(1b) is now obvious.
(2) First we prove (2) for Aut(C). It suffices to show that any two
bounded C-intervals with endpoints in M are isomorphic (when totally or-
dered in the counterclockwise direction), for then high o-transitivity can be
achieved by splicing appropriate isomorphisms together. For this, it suffices
to show that for Cr(x1, x2, y2) in M , there exists f ∈ Aut(C) such that
f(x1) = x1 and f(x2) = y2.
We claim that the stabilizer subgroup Gy2 cannot fix any other point
z ∈ C¯. For pick bounded C¯-intervals I and J such that
Crs(cw(I), z, J, y2, ccw(I)).
Then use inclusion-transitivity to pick h ∈ Aut(C) such that h(I) ⊆ J . Then
h−1(J) ⊇ I, ensuring that
Cr(h−1(z), z, y2, h
−1(y2)).
Now h−1 must fix some u, v ∈ C¯ for which
Cr(u, h−1(z), z, v, y2, h
−1(y2)).
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Form k by modifying h−1 outside (u, v) so that k ≡ Id there. Then k ∈ Gy2
and k(z) 6= z, proving the claim.
Now, back to the construction of the required f . Pick g ∈ Aut(C) such
that g(x2) = y2. Since Gy2 fixes no z ∈ C¯, it can be arranged by following g
by some g1 ∈ Aut(C) that Cr(g(x1), x1, x2, y2) as well as g(x2) = y2. As in
the proof of the claim, g must fix some u and v for which
Cr(u, g(x1), x1, v, x2, y2),
enabling the formation of f ∈ Aut(C) for which f(x1) = x1 and f(x1) = y2
as required.
Bdd(C) = Aut(C) because the above “modification techniques” can be
used to write an arbitrary g ∈ Aut(C) as a product of two elements of
Bdd(C).
How can we make worthwhile circles from chains?
Proposition 12.16 Let L be a 2-o-homogeneous chain. Suppose that for
one (hence every) a ∈ L, the concatenation (a,∞) ˆ(−∞, a) of L-rays is
order-isomorphic to one (hence every) bounded L-interval. Then the circular
order C based on L is highly o-homogeneous.
Proof The hypotheses guarantee that any bounded C-interval (a, b) contain-
ing the point ∞ at which the ends of L are joined must be isomorphic to all
the other bounded C-intervals (when totally ordered in the counterclockwise
direction). Now high o-transitivity can be achieved by splicing appropriate
isomorphisms together.
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13 Counterexamples
Here we give examples of nearly ordered permutation groups for which re-
construction does not hold, and examples showing that certain transitivity
properties do not imply others. After a bit of preparation, we list the exam-
ples and their properties. Then we turn to constructing them, and that we
do in the most convenient order, which differs from the order in which the
examples are presented.
We begin with linear/monotonic examples. Most of our linear examples
〈L,G〉 enjoy the following properties:
(1) 〈L,G〉 is locally moving.
(2) L is a dense subchain of the real line R, and all orbits of 〈L¯, G〉
(= 〈R, G〉) are dense in R.
(3) 〈L,G〉 is transitive, and even better, G contains a transitive l-subgroup
of the lattice-ordered group Aut(L).
We refer to the items (1)–(3) as the Linear List. Just as n-interval-
transitivity, nest transitivity, and weak span-transitivity are robust under
change of G-invariant subchain and under enlargement of the group (see
the remarks preceding Proposition 3.2), so are the items in the Linear List,
provided in (3) that the new G-invariant subchain is a single orbit of 〈L¯, G〉.
Sometimes we get a sharpening of (2), with L = Q. It is a consequence of
(3) that 〈L,G〉 is coherent (see the remarks after Definition 11.2).
Similarly, in most of our monotonic examples 〈ED (L), H〉, 〈L,G〉 def=
〈L,Opp(H)〉 enjoys the properties in the Linear List (and in particular,
〈L,Opp(H)〉 is transitive, which is not always the case for monotonic per-
mutation groups). This we refer to by saying that 〈ED (L), H〉 enjoys the
properties in the Monotonic List.
The Linear Reconstruction Theorem 7.6 says that First Order Recon-
struction holds for 2-interval-transitive locally moving linear permutation
groups. Here is an example in which reconstruction does not hold, despite
153
the presence of some milder transitivity properties.
Example 13.1 A linear permutation group 〈L,G〉 such that:
(1) Reconstruction (even second order) does not hold for 〈L,G〉—there is
an automorphism α of G not induced by any monotonic bijection τ of L¯.
(2) 〈L,G〉 is inclusion transitive, and is 2-upward-transitive and dually.
(3) 〈L,G〉 enjoys all the properties in the Linear List; also L = Q.
The chain L used in Example 13.1 will also serve for Examples 13.2, 13.4,
and 13.8.
The Monotonic Reconstruction Theorem 7.18 says that First Order Re-
construction holds for 3-interval-transitive locally moving monotonic permu-
tation groups. In light of the Linear Reconstruction Theorem, an example
showing that 3 cannot be reduced to 2 must contain an order-reversing per-
mutation:
Example 13.2 A monotonic permutation group 〈ED(L), H〉 containing an
order-reversing permutation, such that:
(1) Reconstruction does not hold for 〈ED(L), H〉—there is an automor-
phism α of H not induced by any monotonic bijection of L¯.
(2) 〈ED(L), H〉 is 2-o-transitive.
(3) 〈ED(L), H〉 enjoys all the properties in the Monotonic List.
Several of the examples occur in pairs related as follows:
Definition 13.3 Let 〈L,G〉 be a linear permutation group.
(1) An affiliate of 〈L,G〉 is a monotonic permutation group 〈ED(L1), H〉,
with L ⊆ L1 ⊆ L¯ and L1 = H(L), for which Opp(H) = G. Every monotonic
permutation group 〈ED(L1), H〉 is an affiliate of some linear permutation
group, namely 〈L1,Opp(H)〉.
(2) An affiliate is proper if H contains order-reversing permutations, in
which case H is generated by G together with any one order-reversing h ∈ H .
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Even for a transitive 〈L,G〉, two distinct orbits of 〈L¯, G〉 may coalesce
into a single orbit of an affiliate 〈ED (L), H〉; and in particular Lmay coalesce
with some other orbit L′ of 〈L¯, G〉, making H(L) = L ∪ L′. (See (the lin-
ear/monotonic analogue of) Example 9.8, and also Examples 13.4 and 13.6.)
This coalescing is limited to two orbits of 〈L¯, G〉 per orbit of 〈ED(L1), H〉
since for h ∈ H we have h2 ∈ Opp(H) = G.
For n > 1, an affiliate 〈ED(L1), H〉 is n-o-transitive iff 〈L,G〉 (= 〈L1,Opp(H)〉)
is n-o-transitive (and similarly for approximate and interval-transitivity), so
we omit mention of such multiple transitivity for the affiliate.
The next example shows for both linear and monotonic permutation
groups that 2-o-transitivity does not imply 3-o-transitivity (or even 3-interval-
transitivity) and does not imply nest-transitivity or weak span-transitivity,
and that 2-o-transitivity and approximate 2-o-transitivity are not robust un-
der change of G-invariant subset. Actually, the 〈ED(L), H〉 of Example 13.4
will be the same as that of Example 13.2, but for the sake of clarity these
two examples are presented separately here.
Example 13.4 A linear permutation group 〈L,G〉, together with a proper
monotonic affiliate 〈ED(L), H〉, such that:
(1) 〈L,G〉 is 2-o-transitive but not 3-interval-transitive.
(2) 〈L¯, G〉 has precisely three orbits 6= L, two of which coalesce into a
single orbit of 〈ED (L), H〉. On each of these three orbits, G is 2-interval-
transitive but not approximately 2-o-transitive or 3-interval-transitive.
(3) 〈L,Lft(G)〉 is not 2-interval-transitive, and it has orbits which are not
dense in L¯.
(4) 〈L,G〉 and 〈ED(L), H〉 are neither nest-transitive nor weakly span-
transitive.
(5) 〈L,G〉 enjoys all the properties in the Linear List, and 〈ED (L), H〉
enjoys all those in the Monotonic List.
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Almost all the features of the previous example can be accomplished with
L = Q:
Example 13.5 A variant of Example 13.2/13.4 in which L = Q, and all
properties mentioned before still hold (except that besides the previous three
orbits 6= L of 〈L¯, G〉, there are uncountably many others, on each of which
G is 2-o-transitive).
2-interval-transitivity does not imply approximate 2-o-transitivity:
Example 13.6 A linear permutation group 〈L,G〉, together with a proper
monotonic affiliate 〈ED (L∪L′), H〉, where L′ is an orbit 6= L of 〈L¯, G〉, and
L and L′ coalesce into a single orbit L ∪ L′ of H, such that:
(1) 〈L,G〉 is 2-interval-transitive but not approximately 2-o-transitive or
3-interval-transitive.
(2) 〈L,G〉 and 〈ED(L), H〉 are neither nest-transitive nor weakly span-
transitive.
(3) 〈L,G〉 enjoys all the properties in the Linear List; and L ∼= Q.
Question 13.7 Must a locally moving n-interval-transitive nearly ordered
permutation group 〈N,G〉 be approximately n-o-transitive on some orbit in
〈N¯, G〉? This is of interest for n = 2 in the linear case, for n = 3 in the
monotonic and circular cases, and for n = 4 in the monocircular case.
Approximate 2-o-transitivity does not imply exact 2-o-transitivity, or
even the existence of an orbit in 〈L¯, G〉 on which G is exactly 2-o-transitive:
Example 13.8 A linear permutation group 〈L,G〉, together with a proper
monotonic affiliate 〈ED(L), H〉, such that:
(1) 〈L,G〉 is approximately 2-o-transitive but not 2-o-transitive or 3-
interval-transitive.
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(2) 〈L¯, G〉 has precisely three orbits 6= L, two of which coalesce into a
single orbit of 〈ED (L), H〉. On each of these three orbits, G is 2-interval-
transitive but not approximately 2-o-transitive or 3-interval-transitive.
(3) 〈L,G〉 and 〈ED(L), H〉 are neither nest-transitive nor weakly span-
transitive.
(4) 〈L,G〉 enjoys all the properties in the Linear List and 〈ED(L), H〉 all
those in the Monotonic List.
2-o-transitivity is not robust under group enlargement:
Example 13.9 A variant 〈L1, G1〉, with proper affiliate 〈ED(L1), H1〉, of
the 〈L,G〉 and 〈ED (L), H〉 of Example 13.8 such that:
(1) L1 is a dense subchain of L, G1 ≤ G, and H1 ≤ H.
(2) 〈L1, G1〉 is 2-o-transitive but 〈G(L1), G〉 = 〈L,G〉 is not (though it is
approximately 2-o-transitive).
(3) 〈L1, G1〉 enjoys all the properties in the Linear List and 〈ED(L1), H1〉
all those in the Monotonic List; and L1 ∼= Q.
We offer another very different way to achieve Example 13.9:
Example 13.10 Another 〈L1, G1〉, 〈ED(L1), H1〉, 〈L,G〉, 〈ED(L), H〉 en-
joying all the properties listed in Example 13.9 (except that the 〈L,G〉 and
〈ED(L), H〉 are no longer those of Example 13.8). Moreover, 〈L1, G1〉 is
highly o-transitive but there is an orbit of 〈L¯1, G1〉 on which G1 is not even
2-o-transitive.
1-transitivity does not suffice for reconstruction even when dealing with
the entire automorphism group:
Example 13.11 〈L,G〉, where L = R × Z, ordered lexicographically from
the right, and G = Aut (L); together with proper affiliate 〈ED(L), H〉, where
H = Aut(ED(L)). Here:
157
(1) Reconstruction holds for neither—there is an automorphism α of H
for which α(G) = G and neither α nor α |`G is induced by any monotonic
bijection of L¯.
(2) 〈L,G〉 is a transitive lattice-ordered permutation group, and in fact
G = Aut (L).
(3) 〈ED(L), H〉 is a half-lattice-ordered permutation group (see Defini-
tion 2.3), and in fact H = Aut (ED(L)).
(4) 〈L,G〉 and 〈ED (L), H〉 are not o-primitive.
(5) 〈L,G〉 enjoys all the properties in the Linear List and 〈ED(L), H〉 all
those in the Monotonic List, except that not all the orbits are dense in L¯.
Without local movability, reconstruction need not hold even when the
other hypotheses are very strong:
Example 13.12 (S.H. McCleary [Mc5, Counterexample 20]) The free lattice-
ordered group Fη of any rank η > 1 has a faithful representaiton as a highly
o-transitive lattice-ordered permutation group 〈L, Fη〉 (not locally moving)
for which there is a l-group automorphism α not induced by any monotonic
bijection of L¯.
We turn now to circular/monocircular examples. Our circular examples
〈C,G〉 enjoy the following properties:
(1) 〈C,G〉 is locally moving.
(2) C is a dense subcircle of the real circle C, and all orbits of 〈C¯, G〉
(= 〈C, G〉) are dense in C.
(3) 〈C,G〉 is transitive.
These items constitute the Circular List. Robustness of the items parallels
the linear/monotonic case. The Monocircular List is analogous to the Mono-
tonic List. The definition of affiliate parallels the linear/monotonic case, as
does the possible coalescing of orbits of 〈C¯, G〉. Here it is for n > 2 that an
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affiliate 〈EO(C1), H〉 is n-o-transitive iff 〈C,G〉 is n-o-transitive. Coalescing
of orbits can occur as in the linear/monotonic case; see Example 9.8.
The Circular and Monocircular Reconstruction Theorems say that First
Order Reconstruction holds for 3-interval-transitive locally moving circular
permutation groups and for 4-interval-transitive locally moving monocircu-
lar permutation groups. The following (rather cheap) example shows only
that 1-transitivity does not suffice, leaving a large gap between theorem and
example.
Let C(n) denote the circle obtained by wrapping n copies of R in the
obvious circular fashion; or equivalently, by deleting n − 1 points from the
real circle C.
Example 13.13 〈C,G〉, where C = C(n) (for n ≥ 3) and G = Aut(C);
together with proper affiliate 〈EO(C), H〉, where H = Aut (EO(C)). Here:
(1) Reconstruction holds for neither—there is an automorphism α of H
for which α(G) = G and neither α nor α |`G is induced by any monocircular
bijection of C¯.
(2) 〈C,G〉 and 〈ED(C), H〉 are not o-primitive.
(3) 〈C,G〉 enjoys all the properties in the Circular List and 〈ED(C), H〉
all those in the Monocircular List, except that not all the orbits are dense in
C¯.
The last example is more interesting. It shows that also in the circu-
lar/monocircular case, high o-transitivity does not imply 2-o-transitivity on
other orbits in C¯, and 2-o-transitivity is not robust under group enlargement.
Example 13.14 A circular permutation group 〈C,G〉 with proper affiliate
〈EO(C), H〉, and another 〈C1, G1〉 with proper affiliate 〈EO(C1), H1〉, such
that:
(1) C1 is a dense subcircle of C, G1 ≤ G, and H1 ≤ H.
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(2) 〈C1, G1〉 is highly o-transitive but 〈G(C1), G〉 = 〈C,G〉 is not even
2-o-transitive.
(3) There is an orbit of 〈C¯, G1〉 on which G1 is not 2-o-transitive.
(4) 〈C1, G1〉 enjoys all the properties in the Circular List and 〈EO(C1), H1〉
all those in the Monocircular List; and C1 = CQ, the rational circle.
Construction of the examples For any of the linear/monotonic non-
reconstruction examples, the basic idea is this. Let P denote the set of
elements of G (or of Opp(H) which are positive in the pointwise order, and
N the dual. Then an automorphism α of G or H which is conjugation by an
order-preserving bijection of L¯ must map P to P and N to N , whereas an
α which is conjugation by an order-reversing bijection of L¯ must interchange
P and N . The goal is to find an α doing neither.
We begin with the easiest non-reconstruction example:
Construction of Example 13.11 Clearly each g ∈ G = Aut(R × Z)
permutes the set of local copies of R by an integer translation.
Define α to be conjugation by ψ, where ψ(r, z) = (−r, z); that is, α(h) =
hψ. Then α ∈ Aut(H) and α |`G ∈ Aut (G). Positive elements of G = Opp(H)
which fix each local copy of R setwise are mapped by α to negative elements,
whereas those which don’t are mapped to positive elements (the element and
its image give the same integer translation), so α is as required.
The rest is clear, using an order-isomorphism to make L literally a sub-
chain of R.
Construction of Example 13.13 This is much like the previous con-
struction. Here ψ is to fix each local copy of R setwise, and to negate within
each copy. Then α cannot be conjugation by an orientation-preserving bijec-
tion τ because of the negating, nor by an orientation-reversing τ because of
the setwise effect on the local copies of R.
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Most of the remaining examples are built from one particular wreath
power of 〈Q,Aut(Q)〉, which we now define. This is a special case of a more
general construction well known in the area of ordered permutation groups
(see [Mc6] or [GL]), except that here the group is not equipped with the
pointwise order.
Definition 13.15 Let Γ = Z, which will serve as an index chain and is to be
visualized as running vertically (with larger elements higher). Let K be the
set of functions a : Γ→ Q for which supp(a) def= {γ | aγ 6= 0} is inversely well
ordered. For a 6= b ∈ K, the greatest γ for which a(γ) 6= b(γ) is denoted by
Val(a, b). Totally order K lexicographically from the top, that is, by greatest
difference.
For γ ∈ Γ, let Cγ be the convex equivalence relation (that is, the equiva-
lence classes are convex) defined by
aCγb iff a(δ) = b(δ) for all δ ∈ Γ such that δ ≥ γ.
Let W consist of those f ∈ Aut (K) which respect all these equivalence rela-
tions. Equivalently, W is the automorphism group of the structure obtained
by adding to 〈L,<〉 the relations {Cγ | γ ∈ Γ}. The linear permutation group
〈K,W 〉 is called the wreath power of 〈Q,Aut(Q)〉 by Z. 〈K,W 〉 will denote
this wreath power throughout the rest of this paper.
We describe 〈K,W 〉 in more detail. By construction, the Cγ ’s are convex
congruences of 〈K,w〉. Let Cγ = Cγ+1. Identify each aCγ/Cγ with Q in the
obvious fashion. Ordered by inclusion, {aCγ | a ∈ K, γ ∈ Γ} forms a root
system, that is, those elements exceeding any given element form a tower.
Let w ∈ W . For each a ∈ L and γ ∈ Γ, w induces an order-isomorphism
w′aCγ : aCγ/Cγ → w(a)Cγ/Cγ , which in turn induces waCγ ∈ Aut(Q) via the
above identifications. The waCγ ’s are called the γ-components of w. Thus
w has a root system of components waCγ ∈ Aut (Q) (where the waCγ ’s are
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ordered as are the aCγ ’s), and w(a)Cγ = (aCγ)waCγ . We have (vw)aCγ =
vw(a)CγwaCγ .
〈K,W 〉 is locally moving since every L-interval contains some aCγ and
there exists w ∈ W whose only nonidentity component is waCγ , making
supp(w) ⊆ aCγ .
Clearly 〈K,W 〉 is transitive. K is an l-subgroup of Aut(〈K,<〉) since if
v and w respect Cγ, so do their pointwise supremum and infimum.
For any γ ∈ Γ and a, b ∈ K, {waCγ | w(aCγ) = bCγ} = Aut(Q) under the
above identification. Hence the orbits 6= K of 〈K¯,W 〉 are as follows. For
each γ ∈ Γ, the suprema of the Cγ-classes form an orbit K¯+γ , the infima of
the Cγ-classes form an orbit K¯−γ , and the elements of K¯ which correspond to
irrational numbers in the various aCγ/Cγ ’s form an orbit K¯ irrγ . There are no
other orbits. For if a ∈ K¯−K, there must be some δ for which a does not lie
in (the Dedekind completion of) any Cδ-class; otherwise a ∈ K. Then take γ
to be the largest such δ, and a ∈ K¯+γ ∪ K¯−γ ∪ K¯ irrγ .
We mention two subgroups of W :
(1) WF denotes the l-subgroup of Aut(K) consisting of those w ∈ W
having only finitely many nonidentity components. 〈K,WF 〉 is not transitive.
The orbit containing any k ∈ K consists of those k′ ∈ K differing from k
at only finitely many γ’s, and there are uncountably many such orbits, each
dense in K. The orbits in K¯ −K are the same for WF as for W .
(2) WT denotes the transitive l-subgroup of Aut(K) consisting of those
w ∈ W such that for some γ: If δ ≤ γ all δ-components of w are the same
rational translation wδ, and if δ > γ all δ-components are the identity.
We also define two permutations not in W :
(1) Let s ∈ Aut (K) be “shift down one”, that is, (s(a))(γ) = a(γ + 1).
Clearly s normalizes W .
(2) Let neg ∈ Aut(ED(K)) be “negation”, that is, (neg(a))(γ) = −a(γ).
Then neg also normalizes W and neg2 = Id .
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Construction of affiliates is facilitated by the following easy result:
Proposition 13.16 (Scott [S2]) Let 〈L,G〉 be a linear permutation group.
Let h be an order-reversing permutation of L, and let H be the subgroup of
Aut(ED (L)) generated by G and h. Then 〈ED(L), H〉 is a (proper) affiliate
of 〈L,G〉 iff Gh = G and h2 ∈ G.
Recall that the following two examples are actually the same, but for
clarity were presented separately. Many of the other examples are variations
of this one.
Construction of Example 13.2/13.4 Take L = K, take G to be the
subgroup of Aut(L) generated by W and s, and take H to be the subgroup
of Aut (ED(L)) generated by G and neg . The elements of G are of the form
wsz, where w ∈ W and z ∈ Z. Since neg commutes with s, 〈ED(L), H〉 is
an affiliate of 〈L,G〉.
Define α by setting α(h) = hψ, where ψ is the permutation of L given by
(ψ(a))(γ) =
{ −a(γ) if γ is odd,
a(γ) if γ is even.
Then α(H) ⊆ H since ψ normalizes W , sψ = neg ◦ s, and negψ = neg ; and
α ∈ Aut(H) since ψ−1 = ψ. Define 0 ∈ L by setting 0(γ) = 0 for all γ ∈ Γ.
Pick an odd γ1 and an even γ2. For i = 1, 2, pick hi ∈ Opp(H) = G such
that h0Cγi is its only nonidentity component and such that h0Cγi is positive.
Then h1, h2 ∈ P , and α(h1) ∈ N whereas α(h2) ∈ P , so α is as required.
Now we show that 〈L,G〉 (and thus also 〈ED(L), H〉) are 2-o-transitive.
Let a1 < a2 and b1 < b2 in L. Let z = Val(a1, a2) − Val(b1, b2). Then
Val(sz(a1), s
z(a2)) = Val(b1, b2), and we denote it by γ. We pick w ∈ W
such that w(sz(a1))Cγ = b1Cγ and w(sz(a2))Cγ = b2Cγ . For any one δ < γ,
the δ-components wsz(a1)Cδ and wsz(a2)Cδ can be picked independently of each
other. It follows that 〈L,G〉 is 2-o-transitive.
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On the other hand, 〈L,G〉 is not 3-interval-transitive. In some Cγ-class
M , pick L¯-intervals I1 < I2 < I3 contained in distinct Cγ-classes within M .
Take J1 = I1 and J2 = I2, and pick an L¯-interval J3 > M . An element
g ∈ G for which g(I1) meets J1 and g(I2) meets J2 cannot involve a shift, so
g(M) =M , and then g(I3) does not meet J3.
Because of the shift s, the W -orbits {K¯+γ | γ ∈ Γ} form a single orbit K¯+
of 〈L¯, G〉, and similarly for K¯− and K¯ irr. K¯+, K¯−, and K¯ irr are the three
orbits 6= L of 〈L¯, G〉. Each of these orbits is dense in L¯. Thanks to neg , K¯+
and K¯− coalesce into a single orbit of 〈ED(L), G〉.
G is not approximately 2-o-transitive on K¯+. For pick Cγ-classes I1 < I2
within the same Cγ-class M , and let a1 = sup(I1) and a2 = sup(I2). Any
g = wsz ∈ G for which g(a1) ∈ I1 must have z > 0, forcing g(M) ⊆ I1 and
precluding g(a2) ∈ I2. Similar arguments apply for K¯− and K¯ irr.
Since G is 2-o-transitive and thus 2-interval-transitive on L, G must also
be 2-interval-transitive on each of the other three orbits, and it cannot be
3-interval-transitive on any of them because then it would be 3-interval-
transitive on L as well.
Condition (3) of 13.4 holds because no element of Lft(G) involves a shift.
〈L,G〉 and 〈ED(L), G〉 are neither nest-transitive nor weakly span-transitive
because the Cγ-classes are convex semi-blocks. (I is a semi-block if for all
g ∈ G such that g(I)∩I 6= ∅, either g(I) ⊆ I or g(I) ⊇ I.) 〈L,W 〉 is transitive
andW is an l-subgroup of Aut(L). L¯ has a countable dense subchain, namely
K¯+, so we may use an order-isomorphism to make L literally a dense subchain
of R. The rest is clear.
Construction of Example 13.5 Here we take L to be the dense sub-
chain of K consisting of those points a ∈ K for which supp(a) is finite, and
take G to be the subgroup generated by WF and s. K decomposes into un-
countable many dense orbits, one of which is L, and the orbits within K¯−K
remain as in Example 13.4. The rest of the argument is as before, except
164
that since L is a countable dense chain we may take it to be Q.
Construction of Example 13.6 In Example 13.4 (or 13.5) change the
point of view, taking for L the orbit K¯+.
Construction of Example 13.1 Take L = K as in Example 13.2, and
take G to be the subgroup of Aut(L) generated by W and s2. The elements
of G are of the form w(s2)z, where w ∈ W and z ∈ Z. Take ψ to be as in
Example 13.2, and take α to be the restriction to G of the α of Example 13.2.
Then α(G) ⊆ G since ψ normalizes W and (s2)ψ = s2 (which is why we use
s2 here rather than s); and α ∈ Aut(G) since ψ−1 = ψ. Pick h1 and h2 as in
Example 13.2. As before, α is as required.
Applying appropriate powers of s reveals that 〈L,G〉 is inclusion-transitive
and 2-upward-transitive (taking a = 0 in the definition of the latter). The
rest is clear, the requirement that L = Q being arranged as in Example 13.5.
Construction of Example 13.8 Take L = K as in Example 13.4, take
G to be the subgroup of Aut(L) generated by WF , WT , and s, and take H to
be the subgroup of Aut (ED(L)) generated by G and neg . G is a subgroup
of the group of Example 13.4, and the elements of G are of the form ftsz,
where f ∈ WF , t ∈ WT , and z ∈ Z.
〈L,G〉 is transitive because 〈L,WT 〉 is transitive, and then the argument
for 2-o-transitivity in Example 13.4 gives approximate 2-o-transitivity. (Ac-
tually, it gives a bit more: Given a1 < a2 and b1 < I2 in L, there exists g ∈ G
such that g(a1) = b1 and g(a2) ∈ I2.) However, 〈L,G〉 is not 2-o-transitive,
for no g fixing 0 can map a point having finite support to a point having
infinite support.
The rest of the argument parallels that for Example 13.4.
Construction of Example 13.9 Modify Example 13.8 as Example 13.4
was modified to get Example 13.5.
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Construction of Example 13.10 Form the direct sum M1
def
= Q ⊕
Q
√
2 ≤ 〈R, <,+〉. Take L1 to be any coset d+M1 where d is algebraic and
d 6∈ M1. For each q ∈ Q, let M q1 = Q + q
√
2. M1, L1, and the M
q
1 ’s are
countable dense subchains of R.
Take G1 to be the set of all g ∈ Aut(L1) such that g permutes {M q1 | q ∈
Q}. Using the group T of translations by elements ofM1, we see that 〈L1, G1〉
is transitive and that M1 is an orbit of 〈L¯1, G1〉.
We claim that 〈L1, G1〉 is highly o-transitive. For each pair a1 < . . . < an
and b1 < . . . < bn in L1, use a standard back-and-forth argument to extend
the map ai 7→ bi to some g ∈ Aut(L1) such that
(1) g(ai) = bi for i = 1, . . . , n,
(2) g(M q1 ) = M
q
1 for each q ∈ Q, and
(3) g has bounded support.
Then g ∈ G1, establishing the claim. However, on the orbit M1 of 〈L¯1, G1〉,
G1 is not 2-o-transitive because the M
q
1 ’s are (non-convex) blocks. By (3),
〈L1, G1〉 is locally moving.
Define an order-reversing permutation h1 of L1 = d + M1 by setting
h1(d+m1) = d−m1. Take H1 to be the subgroup of Aut (R) generated by
G1 and h1; 〈ED(L1), H1〉 is an affiliate of 〈L1, G1〉.
We obtain the larger 〈L,G〉 as follows. Take L = L1∪M1. Use a back-and-
forth argument to produce f ∈ Aut(L) interchanging L1 and M1. Take G to
be the subgroup of Aut (L) generated by G1 and f . Then 〈G(L1), G〉 = 〈L,G〉
is not 2-o-transitive since L1 and M1 are blocks. Take H to be the subgroup
of Aut(R) generated by G and h1; 〈ED(L), H〉 is an affiliate of 〈L,G〉.
For 〈L1, G1〉, the translations by elements of M1 form a transitive l-
subgroup of G1; even better, this subgroup is totally ordered. The rest is
clear.
This last construction continues the previous one, and deals with the
circular/monocircular case.
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Construction of Example 13.14 View the real circle C of circumfer-
ence π as R/π, the set of cosets of Zπ. Denote b+ Zπ by bˆ. Lˆ1 and Mˆ1 are
countable dense subsets of C. Since d is algebraic, distinct points in L1∪M1
yield distinct points in C.
Each g ∈ Aut(R) having period π (that is, g(a + π) = g(a) + π for all
a ∈ R) can be transferred to C, obtaining gˆ ∈ Aut (C) defined by gˆ(bˆ) = ĝ(b).
Let
Gˆ1 = {gˆ | g ∈ G1 and g has period π} ≤ Aut (C).
Since Tˆ ≤ Gˆ1, 〈Lˆ1, Gˆ1〉 is transitive and Mˆ1 is an orbit of 〈 ¯ˆL1, Gˆ1〉
We claim that 〈Lˆ1, Gˆ1〉 is highly o-transitive. For Cr(a1, . . . , an) and
Cr(b1, . . . , bn) inC, a back-and-forth argument similar to that in the previous
construction produces g ∈ Aut(C) such that g(ai) = bi for each i and such
that g fixes each M̂ q1 , and when n = 1 it can be arranged that g has bounded
support.
The h1 used for Example 13.10 has a different kind of periodicity that
also permits transfer to C: h1(a+π) = h1(a)−π. Take Hˆ1 to be the subgroup
of Aut(EO(C)) generated by Gˆ1 and hˆ1; 〈Lˆ1, Hˆ1〉 is an affiliate of 〈Lˆ1, Gˆ1〉.
The rest parallels the previous construction.
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