Western University

Scholarship@Western
Neuroscience Institute Publications

Western Institute for Neuroscience

2-1-2022

Going Beyond Rote Auditory Learning: Neural Patterns of
Generalized Auditory Learning
Shannon L.M. Heald
The University of Chicago

Stephen C. Van Hedger
Huron University College, svanhedg@uwo.ca

John Veillette
The University of Chicago

Katherine Reis
The University of Chicago

Joel S. Snyder
University of Nevada, Las Vegas

See next page for additional authors

Follow this and additional works at: https://ir.lib.uwo.ca/neurosci_inst_pubs

Citation of this paper:
Heald, Shannon L.M.; Van Hedger, Stephen C.; Veillette, John; Reis, Katherine; Snyder, Joel S.; and
Nusbaum, Howard C., "Going Beyond Rote Auditory Learning: Neural Patterns of Generalized Auditory
Learning" (2022). Neuroscience Institute Publications. 20.
https://ir.lib.uwo.ca/neurosci_inst_pubs/20

Authors
Shannon L.M. Heald, Stephen C. Van Hedger, John Veillette, Katherine Reis, Joel S. Snyder, and Howard C.
Nusbaum

This article is available at Scholarship@Western: https://ir.lib.uwo.ca/neurosci_inst_pubs/20

Going Beyond Rote Auditory Learning: Neural Patterns
of Generalized Auditory Learning
Shannon L. M. Heald1 , Stephen C. Van Hedger2, John Veillette1,
Katherine Reis1, Joel S. Snyder3, and Howard C. Nusbaum1

■ The ability to generalize across specific experiences is vital

learning). Analysis of long-latency auditory evoked potentials
at pretest and posttest revealed that rote and generalized learning both produced rapid changes in auditory processing, yet the
nature of these changes differed. Generalized learning was
marked by an amplitude reduction in the N1–P2 complex and
by the presence of a late negativity wave in the auditory evoked
potential following training; rote learning was marked only by
temporally later scalp topography differences. The early N1–P2
change, found only for generalized learning, is consistent with
an active processing account of speech perception, which proposes that the ability to rapidly adjust to the specific vocal characteristics of a new talker (for which rote learning is rare) relies
on attentional mechanisms to selectively modify early auditory
processing sensitivity. ■

INTRODUCTION

way to rapidly learn the meaning associated with a small set
of acoustic patterns (Fenn, Margoliash, & Nusbaum, 2013),
it is not the most effective way of producing generalization
(Fenn et al., 2013; Greenspan, Nusbaum, & Pisoni, 1988).
Instead, broad exposure to a variety of patterns promotes
rapid learning of general perceptual categories, particularly
for speech (generalized training; Heald & Nusbaum, 2014).
The ability for listeners to generalize beyond their perceptual experiences to novel acoustic patterns has been
shown to depend on the type of experience or training a
learner is given. When participants are trained on a
difficult-to-understand computer-generated (synthetic)
talker, a listener’s ability to generalize beyond the words
in the training set has been shown to depend on whether
they were given all novel words during training (generalized training) or if they were given a small set of words that
repeated (rote training; Greenspan et al., 1988). Participants who are given all novel words during training
demonstrate significantly better generalization compared
with participants who were trained on a small set of words
that repeated. The notion that equal amounts of rote and
generalized training yield different performance outcomes
suggests that they may be mediated by different processes. The work of Fenn et al. (2013) supported this idea
by showing that memory consolidation during sleep
selectively benefited generalized learning, but not rote

for the recognition of new patterns, especially in speech perception considering acoustic–phonetic pattern variability. Indeed,
behavioral research has demonstrated that listeners are able
via a process of generalized learning to leverage their experiences of past words said by difficult-to-understand talker to
improve their understanding for new words said by that talker.
Here, we examine differences in neural responses to generalized
versus rote learning in auditory cortical processing by training
listeners to understand a novel synthetic talker. Using a
pretest–posttest design with EEG, participants were trained
using either (1) a large inventory of words where no words were
repeated across the experiment (generalized learning) or (2) a
small inventory of words where words were repeated (rote

A fundamental problem faced by all theories of speech perception is to explain how listeners understand speech
despite extensive variability and noise in acoustic patterns
across talkers and contexts. One explanation is that listeners
overcome acoustic–linguistic variability by remapping the
relationship of acoustic cues to linguistic categories by generalizing across their recent experiences (Weatherholtz &
Jaeger, 2016; Heald & Nusbaum, 2014). Under this view, listeners leverage their past experiences with a talker to presumably form an abstract representation of the talker’s
acoustic–phonetic (vocal) space that ultimately can be used
by the listener to better modify attention toward the most
diagnostic acoustic cues for that talker. This form of learning has the benefit of improving recognition for even previously unheard words said by the same talker. However,
many studies investigating the neural correlates of generalized learning in such settings have focused on generalization acquired after long-term rote training (Tremblay, Ross,
Inoue, McClannahan, & Collet, 2014; Ross & Tremblay,
2009), where listeners are trained and tested on a small
set of repeating words. Although rote training may be one
1
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reflective of learning mechanisms that are critical in
speech processing in general (see Heald & Nusbaum,
2014). Specifically, generalized learning mechanisms
have been used to understand how listeners overcome
the huge amount of acoustic variability in their listening
environment. Even when speech is putatively easy to
understand, listeners encounter many circumstances
when the underlying acoustic-to-phonetic mapping
changes—such as a shift in talker, speaking rate, or social
register (cf. Miller, 1987; Liberman, Cooper, Shankweiler,
& Studdert-Kennedy, 1967; Ladefoged & Broadbent,
1957). In these cases, behavioral work shows that a
momentary increase in load on attentional and working
memory resources occurs (e.g., Magnuson & Nusbaum,
2007), potentially indicative of a learning process in which
listeners must determine which acoustic cues are most
diagnostic in that setting. For this reason, neural changes
found to underlie synthetic speech learning may indeed
be pertinent to speech perception in general. Indeed,
the application of generalized learning mechanisms likely
extends beyond speech perception, as this approach to
speech perception (where the acoustic–phonetic mappings are dynamically modified by experience) is consistent with general category learning models, where the
need to remap is tied to changes in how cues relate to category membership (e.g., Goldstone, 1994).
Neuroimaging studies have shown that instruction to
selectively attend to phonetic content modulates activity
in anterior parts of the auditory cortex, whereas instruction to selectively attend to a spatial location modulates
posterior activity ( Woods et al., 2009; Ahveninen et al.,
2006; Petkov et al., 2004). This dissociation—likely related
to the “what” and “where” processing streams proposed
by Rauschecker and Tian (2000)—is mirrored in electrophysiological studies demonstrating that the combined
activity of these two sources (anterior and posterior)
contributes to the morphology of the N1, a negative
peak around 100 msec in the auditory evoked potential
(McEvoy, Levänen, & Loveless, 1997). The electrophysiological measures indicate that activity in anterior parts of
the auditory cortex has a longer latency than activity arising from the posterior source, which has been argued to
reflect why the process of identifying an object takes longer than recognizing its spatial origin (Picton, 2011). As
such, although N1 as a whole has been argued as a marker
of attention, the more posterior, earlier-latency N1 source
appears to support the gating of awareness to novel
sounds, and the more anterior, later-latency N1 source
supports a subsequent attentional focus to acoustic features comprising the auditory object (Gutschalk, Micheyl,
Oxenham, von Kriegstein, & Warren, 2008; Jääskeläinen
et al., 2004; Tiitinen, May, Reinikainen, & Näätänen,
1994). This differentiation between early and late N1
sources relates to earlier the work of McCallum and
Curry (1979), who argued that the N1 wave should be differentiated into separate waves. Specifically, McCallum
and Curry (1979) proposed that the N1 wave should be
Volume 34, Number 3
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learning. However, this conjecture of different neural processes underlying online rote and generalized learning
has not been directly tested.
The evidence that type of training (rote vs. generalized)
can determine the degree to which learning will transfer
beyond previous experiences raises questions as to what
cognitive and neural mechanisms allow for such transfer
of learning or generalization. Although the neural underpinnings of rapid generalized learning have, to our knowledge, not been empirically examined, rapid generalized
learning has been described cognitively as being dependent on the mechanism of selective attention. From a
cognitive view, rapid generalized learning improves perception by orienting attention toward the most phoneti
cally relevant acoustic cues and away from irrelevant ones
for a given circumstance (Francis & Nusbaum, 2002;
Goldstone, 1998; Nosofsky, 1986). In the context of
speech perception, the process of generalized learning
has been utilized to understand how listeners come to
learn a difficult-to-understand talker given more listening
experience. The emphasis on selective attention in the
context of learning a difficult-to-understand talker, as
opposed to one that emphasizes, say, learning new perceptual categories, stems from the idea that adult listeners
already possess a complete phonological category system
(Liberman, 1970; Chomsky & Halle, 1968). As such, a
listener adjusting to the circumstance of trying to understand a difficult-to-understand talker—provided they are
speaking the same language—has been discussed as a process of narrowing attention toward the most diagnostic
acoustic–phonetic cues for the given talker and away from
uninformative ones. Indeed, the work of Francis and
Nusbaum (2009) has shown that generalized learning
modifies the way available attentional and working memory capacity is used, which has led many to draw on
resource allocation models of perception (e.g., Lavie,
1995) to explain how training leads to such improvements
(e.g., Heald & Nusbaum, 2014). According to these cognitive accounts, the initial poor intelligibility manifests
because listeners do not know which acoustic cues to
focus their attention on to derive meaning appropriately,
and as such, ongoing recognition is associated with higher
attentional and working memory costs. Following rapid
generalized learning, however, this selective attention
account suggests that listening will be much less effortful
for new words spoken by the same talker, as listeners are
able to shift attention to the subset of acoustic features
that are most diagnostic of the phonemes produced by
the talker (Francis, Baldwin, & Nusbaum, 2000). For this
reason, training on synthetic speech offers a promising
way to investigate how selective attention works in the
context of perceptual learning.
Although synthetic speech learning has been used as a
model to understand how listeners adapt to difficultto-understand speech (e.g., foreign accented, deaf, dysarthric, or time compressed), it has been argued that the
processes underlying synthetic speech learning may be

Figure 1. Schematic of hypothesized time of changes to the ERP signal
as a consequence of generalized learning compared with rote learning.
(A) We hypothesize that an overall decrease in potentiation for the longerlatency N1 source or N1c will be observed in the generalized learning
condition, but not in the rote learning condition, if the longer-latency N1
source or N1c is sensitive to the demands of attention toward features
comprising an auditory object. (B) We hypothesize that an overall decrease
in P2 potentiation will be observed in the generalized learning condition,
but for not the rote learning condition, if P2 is sensitive to the number
of active featural relationships searing current recognition. (C) We
hypothesize that an overall decrease in late negativity should be found in
the generalized learning condition, but not in the rote learning condition,
if late negativity is reflective of a prediction error correction process that
supports perception.

(2011) has argued that this temporal positive going shift
can be taken as a modulation in the longer-latency N1
source that supports a subsequent attentional focus to
acoustic features comprising the auditory object
(Gutschalk, Micheyl, & Oxenham, 2008; Jääskeläinen
et al., 2004; Tiitinen et al., 1994). As such, this finding suggests that a similar positive change (i.e., smaller negative
amplitude) in the longer-latency N1 may be observed following the rapid generalized learning for a difficult-tounderstand synthetic talker (see Figure 1A).
In contrast to rapid generalized learning, rote learning
of speech tokens may be more similar to paired-associate
learning. Successful paired-associate learning entails the
formation of associations between stimuli and associated
responses rather than the systematic relationships among
the speech tokens as a phonological system for a single
talker. If rapid rote learning of specific utterances from a
difficult-to-understand synthetic talker is characterized by
the encoding and retrieval of episodic memories, then
such learning will not be marked by a change in sensory
processing because there is no need to develop a systematic relationship between the talker’s phonetic idiosyncrasies and the native phonological system. Instead, listeners
may simply memorize the limited set of acoustic patterns
and their associated meanings. From this perspective,
Heald et al.
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approached as three separate waves, an N1a wave (with a
frontotemporal maximal peak at ∼70 msec), an N1b wave
(with a vertex maximal peak at ∼100 msec), and an N1c
wave (with a temporal maximal peak at ∼140 msec). Adopting this framework, Picton (2011) has speculated that the
N1c wave can be recognized as arising from this anterior,
longer-latency N1 source. Given that selective attention
is thought to exclusively alter how attention is aligned
to featural information in phoneme recognition for generalized learning, we hypothesize that the rapid generalized
learning of a synthetic talker may exclusively alter the
longer-latency N1 activity (see Figure 1A).
Although neural studies on selective attention offer
some context to our current question, research on the
neural correlates of auditory perceptual learning can also
offer additional insight. However, it is important to note
that generalized perceptual learning of synthetic speech
marks a departure from other paradigms used to study
the neural underpinnings of perceptual learning. First,
extant neural studies investigating perceptual learning
have almost exclusively focused on rote (not generalized)
perceptual learning, in which participants are repeatedly
trained and tested on the same, small set of stimuli. Second, in extant perceptual learning paradigms, participants
have been required to either learn (1) to differentially label
sounds that are functionally equivalent in their native language (Tremblay et al., 2014; Ross & Tremblay, 2009) or
(2) to separately label two concurrently presented vowels
(with the same spatial origin; Alain & Snyder, 2008; Alain,
Snyder, He, & Reinke, 2007; Reinke, He, Wang, & Alain,
2003). Neither of these paradigms examines learning that
occurs at the phonological system level, which is critical
for understanding a difficult-to-understand talker. Rather,
these paradigms emphasize the learning of tokens—
either labeling nonnative tokens (new phonological categories) or distributing attention over known tokens in
novel ways in the case of labeling two stimuli at once.
For this reason, past paradigms that have been used to
understand perceptual learning may only offer partial
clues into what neural mechanisms support rapid generalized perceptual learning.
Perceptual learning paradigms where participants are
given experience with a novel phonetic contrast not in
their native language have documented that learning is
marked by an overall decrease in N1 amplitude (maximal
at vertex ∼100 msec; Alain, Campeanu, & Tremblay, 2010;
Ross & Tremblay, 2009). Work in this paradigm, however,
has argued that this N1 change in this context may be a
consequence of habituation and not learning, as the stimulus set only consists of two sounds played repeatedly,
often as participants passively listen (Tremblay et al.,
2014). However, in more active tasks, in which participants are asked to rapidly learn to segregate concurrently
presented vowels, learning has been demonstrated to lead
to a positive shift in the ERP wave ∼130 msec from stimulus onset in temporal electrodes (Alain & Snyder, 2008;
Alain et al., 2007). As previously mentioned, Picton
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auditory evoked potential starting 600 msec poststimulus
onset has also been found to be coincident with improved
perception following training (Tremblay et al., 2014).
Given that negative deflections in event-related potentials
are often affiliated with processes related to error correction (e.g., N400, late difference negativity, and errorrelated negativity), changes in the late negativity wave
posttraining may represent a change in an error monitoring mechanism that supports learning. This is consistent
with perceptual learning models that specify that the reorganization or formation of perceptual categories (which
are implicit in nature) should be dependent on a trial-bytrial prediction error correction process (Ashby & O’Brien,
2005; Ashby, Alfonso-Reese, Turken, & Waldron, 1998).
Under this view, changes in late negativity in the auditory
evoked potential posttraining should only be found when
training leads to changes in the reorganization or formation of implicit categories (such as those that presumably
guide perception). As this view suggests that learning
should lead to an improvement in trial-by-trial prediction
error monitoring, as attention becomes appropriately
organized, we hypothesize that the late negativity wave
should lessen as a consequence of generalized learning,
but not rote learning (see Figure 1C).
The goal of this study is to examine how neural
responses produced by generalized learning or rote learning of synthetic speech differ. Specifically, we assess
whether generalized and rote learning are marked by
different changes in neural activity during early sensory
auditory processing (i.e., during the first 250 msec) or only
during later processing. To test this, we used a pretest–
training–posttest design while performing EEG. We
trained participants using either (1) a large inventory of
words in which no words were repeated across the experiment (generalized learning) or (2) a small inventory of
words where words were repeated (rote learning; see
Figure 2). Although participants in the rote learning condition can adopt a simple memorization strategy, participants in the generalized learning condition cannot use
such a strategy as no words were repeated across the
experiment. Using 128 electrodes and nonparametric
significance testing using a permutation test procedure,
we compared auditory evoked potentials from stimuli at
pretest to those at posttest for each learning condition.
If resource allocation models of perception are correct
(Heald & Nusbaum, 2014), we should find that only generalized learning leads to changes in N1–P2 window posttraining. Such a finding would suggest that generalized
learning improves perception by constraining how
listeners selectively attend to and process acoustic information. Additionally, to the degree that an error correction
process is needed to guide the reorganization of attention
(as suggested by perceptual learning models, see Ashby &
O’Brien, 2005; Ashby et al., 1998), we should observe
decreases in the late negativity wave as listeners become
more successful in selectively attending to and processing
the difficult-to-understand speech.
Volume 34, Number 3
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rapid rote learning should not modify attention to
acoustic–phonetic properties and therefore should not
influence longer-latency N1 activity (see Figure 1A).
Multiday rote perceptual learning experiments have
also reported an increase in the auditory evoked P2
response after 2 or 3 days of training (Bosnyak, Eaton, &
Roberts, 2004). The change in the auditory evoked P2
response, which occurs around 200 msec poststimulus
(Ross et al., 2013; Näätänen & Winkler, 1999) is thought
to reflect a relatively slow learning process, perhaps relating to the consolidation of a featural representation for the
nonnative phonetic contrast that participants are learning
in long-term memory (Tremblay et al., 2014; Ross &
Tremblay, 2009). In the context of learning to understand
a difficult-to-understand synthetic talker via generalized
learning, it is unclear if a change in the auditory evoked
P2 response would be observed. If the change in the auditory evoked P2 response marks the consolidation of a
newly learned featural representation in long-term memory, then P2 changes should not be observed following
generalized learning of a difficult-to-understand talker.
However, given that the evoked P2 response has been
shown to increase after new perceptual categories have
been formed (Tremblay et al., 2014; Tremblay, Shahin,
Picton, & Ross, 2009), another interpretation is that the
auditory evoked P2 response may simply be sensitive to
the number of active featural representations serving current recognition. Such an interpretation is consistent with
research showing that the P2 response is sensitive to spectral complexity but only for experts who presumably rely
on more featural representations as spectral complexity
increases (Shahin, Roberts, Pantev, Trainor, & Ross,
2005) If the auditory evoked P2 response is sensitive to
the number of active feature representations that underlie
perceptual recognition, then rapid generalized learning of
a difficult-to-understand talker may indeed yield immediate effects on the auditory evoked P2 response. Specifically, if rapid generalized learning leads to a reduction in
the ambiguity of how acoustic patterns match to linguistic
categories by reducing the number of active feature representations required for ongoing perception, we should
see an immediate reduction in the auditory evoked P2
response following training (see Figure 1B). In contrast
to generalized learning, it is unlikely that any change
would be observed for rote learning of a difficult-tounderstand talker because rote learning of a difficult-tounderstand talker may rely more on the encoding and
retrieval of episodic memories. Consequently, rote learning of a difficult-to-understand talker should not alter the
number of active featural representations nor, by this
logic, should it elicit a change in the auditory P2 (see
Figure 1B).
Although previous research examining cortical and subcortical evoked activity associated with perceptual learning has largely focused on changes in the auditory N1
and P2 waves (sometimes referred to collectively as the
N1–P2 complex), a decrease in late negativity in the

METHODS
Participants
Twenty-nine individuals participated in the generalized
learning portion of the experiment (M = 21.4 years,
SD = 3.94 years, age range: 18–38, 13 women, 2 lefthanded), and 33 participants participated in the rote
learning portion of the experiment (M = 20.3 years, SD =
2.19 years, age range: 18–26, 17 women, 5 left-handed).
These two groups of participants did not statistically differ
in terms of age, t(60) = 1.38, p = .17; gender (Fisher’s exact
test, p = .62); or handedness (Fisher’s exact test, p = .43).
All participants were recruited from the University of Chicago and surrounding community. Participants were paid
or granted course credit for their participation. All participants identified as native English speakers, with no
reported history of either a hearing or speech disorder.
Upon completion of the task, all participants reported no
prior experience with the stimuli heard in the experiment.
Additionally, informed consent was obtained from all participants, and the research protocol was approved by the
University of Chicago institutional review board.

Stimuli
Stimuli consisted of 500 monosyllabic words produced
using the text-to-speech synthesizer Rsynth (Ing-Simmons,
1994). These words were taken from or modeled after a
phonetically balanced inventory of words that approximate the distribution of phonemes in American English
(Egan, 1948; see Open Science Framework for

a complete list of the words used, https://osf.io/kwcsv
/?view_only=ee2b903d3c2c467aa6b954b19c7a2afa).
Rsynth uses a formant synthesizer (Klatt, 1980), together
with relatively primitive orthography-to-speech rules, and
it has a reduced and degraded acoustic–phonetic cue set
with low acoustic cue covariation compared with natural
speech. For these reasons, the intelligibility for Rsynth is
quite low. However, listeners show rapid improvement
even after a 1-hr training session, even when no words
were repeated across the experiment, increasing their
understanding on average by 15 words (15% improvement) compared with their performance at pretest (Fenn
et al., 2013; Fenn, Nusbaum, & Margoliash, 2003; Schwab,
Nusbaum, & Pisoni, 1985). This is similar to the work of
Nygaard and Pisoni (1998), which has demonstrated that
listeners learning the speech of a particular (nonsynthetic) talker show significant improvements in speech
recognition even for words not previous trained on. Similarly, research with accented talkers shows that learning
the accent improves recognition for untrained words
(Bradlow & Bent, 2008).
For the generalized learning condition, two test lists
containing 100 words each (Test 1, average word duration
of 354 msec, SD = 75 msec, and Test 2, average word duration of 331 msec, SD = 83 msec) and a training list containing 300 word (average word duration of 348 msec, SD =
80 msec) were constructed from the synthesized set of
500 words. For the rote learning condition, 20 words were
picked from the generalized training list of 300 words to
serve as the test (both pretest and posttest) and training
words. The same 20 words were used for each participant
Heald et al.
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Figure 2. Schematic for trial structure for the generalized learning condition and rote learning condition at pretest, training, and posttest. Trial time
is relativized against initial word onset (black bolded screen). All trials start with a fixation cross (1250 msec before initial word onset), followed by a
blank screen (500 msec before initial word onset). At 1000 msec after initial word onset, participants are asked to type the word that they heard. In
training, this identification procedure was followed by visual written feedback in tandem with an additional auditory presentation of the initial word
(gray bolded screen). Participants in the rote condition were given an additional test of 100 novel words (not shown) to behaviorally assess their
generalization performance (EEG during this additional test was not recorded).

Procedure
Behavioral work has clearly demonstrated that performance changes due to perceptual learning are longlasting (for a review, see Goldstone, 1998). Specifically,
research by Schwab et al. (1985) has demonstrated that
improvements in understanding from rapid generalized
training of a difficult-to-understand synthetic voice lasts
for 6 months. To avoid obvious carryover effects, participants were either assigned to engage in generalized
learning or rote learning. For both groups, informed consent was obtained before beginning the experiment. All
participants were initially tested (pretest), trained (training), and retested (posttest) on their identification performance for monosyllabic synthetic speech stimuli (see
Figure 2 for a schematic of trial and condition structure).
In both groups, stimuli were presented binaurally using
MATLAB 2015 with Psychtoolbox 3 over insert earphones
(3M E-A-RTONE GOLD) at 65–70 dB SPL In the generalized learning condition, the test lists used at pretest and
posttest were counterbalanced across participants to
430
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ensure that any change in performance from pretest to
posttest would reflect learning. As the testing material
for the rote learning condition was the same at pretest
(5 repetitions for each word–100 test trials), training (15
repetitions for each word–300 training trials), and posttest
(5 repetitions for each word–100 test trials), there was no
need to counterbalance the tests for the rote learning condition. For both rote and generalized learning, test trials
consisted of participants hearing a synthetic speech token
and, after a short delay, being asked to type back what they
heard. For training, this identification procedure was
followed by visual written feedback in tandem with an
additional auditory presentation of the synthetic speech
token. In the generalized learning condition, no words
were ever repeated across the experiment (i.e., participants heard 100 unique words during the pretest, 300
unique words during training, and 100 unique words
during the posttest).
At the conclusion of the experiment, participants in the
rote condition were given a generalized learning test of
100 novel words (identical to Test 1 in the generalized
learning condition). This was done to replicate previous
research that showed that rote learning training leads to
poorer generalization to untrained words compared with
training on all novel words when learning a difficult-tounderstand talker (Fenn et al., 2013; Greenspan et al.,
1988). Important to our present hypotheses, these previous studies show that rote learning training for 20 repeat
words of a difficult-to-understand talker does allow for
some generalization to untrained words, but that this generalization is significantly weaker than the generalization
found for those who are trained on all novel words (Fenn
et al., 2013; Greenspan et al., 1988). For this reason, we
expect generalization performance for rote individuals to
be better than the generalized learning conditions’ pretest
performance but worse than their posttest performance.
EEG signals were recorded continuously during pretest,
training, and posttest. After the experiment concluded,
participants’ heads were photographed using a geodesic
dome with 11 mounted infrared cameras to precisely
determine the location of all 128 electrodes (Russell,
Jeffrey Eriksen, Poolman, Luu, & Tucker, 2005).
Data Acquisition
Neurophysiological responses were obtained using an
Electrical Geodesics, Inc. (EGI) GES 300 Amp system (output resistance of 200 MΩ, with a recording ranging from
0.01 to 1000 Hz). The high-density EEG (128 electrodes)
was recorded at 250 samples/sec in reference to vertex
using unshielded HCGSN 130 nets. Before both pretest
and posttest periods, impedances were minimized by
reseating or, if necessary, by rewetting electrode sponges
using a transfer pipette and saline (to 50 kΩ or less).
Resulting amplified EEG signals were recorded using EGI
Net Station software (v. 4.5.7) on a computer running Mac
OSX (10.6) operating system. No filtering was applied to
Volume 34, Number 3
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in this condition (average word duration of 348 msec,
SD = 82 msec). The two tests (Test 1 and Test 2) for generalized learning were piloted to be performance balanced
in terms of difficulty. Although no words were repeated
across test and training in the generalized learning condition, there was repetition of words in the rote learning
condition such that the 20 selected words were repeated
5 times each during testing (100 items per test) and
15 times each during training (300 training items).
To ensure that the 20 selected rote words approximated
the properties of the full 500 words from the generalized
learning condition, we made a random selection of
20 words from the generalized list (500 possible words)
and calculated the number of unique phonemic items in
this set, repeating this process 10,000 times to generate
a distribution against which we could evaluate our
observed number of unique phonemes in the actual rote
set. The actual rote set possessed 24 unique elements,
which fell within the 95% confidence interval (CI) of the
constructed distribution (21–28 unique phonemes). In
addition to this, we also calculated the percent overlap
between the top 24 phonemes that occurred the most in
the generalized word list (500 possible words) and the 24
unique phonemes identified in the actual rote word list.
We observed that there was an 85% overlap between these
two lists. To evaluate this statistic, we again created a distribution of this statistic by making a random selection of
20 words from the generalized list (500 possible words)
and calculating the percent overlap between this set
and the top 24 phonemes found in the generalized word
list, repeating this process 10,000 times. Our observed
percent overlap fell within the 95% CI of the constructed
distribution (70–95%). These analyses suggest that the 20
selected rote words well approximated the properties of
the generalized word list, given their set size.

the EEG signal at acquisition. Trial types were tagged in
Netstation using the Netstation Toolbox in Psychtoolbox.
Timing of tags was corrected during preprocessing as a
mean tagging latency of 15 msec (SD = 2.4 msec) was found
between the stimulus presentation computer running Mac
OSX and Net Station via EGI’s audio timing test kit.
EEG Preprocessing

Statistical Analyses
Global Analyses
To conduct global analyses over the course of the entire
epoch using every electrode, we used RAGU, an opensource MATLAB-based program that performs nonparametric significance testing by generating 5000 simulations
in which data from the conditions of interest have been
randomly shuffled to bootstrap a control data set (see
www.thomaskoenig.ch/index.php/software/ragu
/download). This set of simulations functions as a null
distribution, against which the observed data can be
compared, usually using a measure of effect size such as
global field power (GFP; or the standard deviation across
electrodes at a given time point) or global map dissimilarity (a measure that captures scalp topography differences
between conditions at a given time point). This avoids
biases associated with a priori assumptions about which
time windows and electrodes should be included in the
analysis (Koenig et al., 2011; Murray, Brunet, & Michel,
2008). We used RAGU to perform a GFP analysis and a
topographic ANOVA (TANOVA) that compared strength
of scalp field potential and scalp topography, respectively,
between pretest and posttest.
RAGU calculates GFP at every time point in the epoch
of interest as follows:
sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
XN ðμi − μÞ2
GFP ¼
i¼1
n
where n is the number of electrodes, μi is the voltage of
electrode i, and μ
_ is the mean voltage across all electrodes (Koenig, Gianotti, & Lorena, 2009). Thus, GFP
is a measure of standard deviation across electrodes.
Conceptually, this means that if there is a strong
response over part of the scalp, then the GFP will be
greater due to more variance across locations, whereas
weak responses will yield low GFPs. GFP also has the
benefit of being entirely reference independent. Once
the observed GFP is calculated, the data are shuffled
between conditions and GFP is recalculated. This
reshuffling procedure is carried out 5000 times at each
time point to obtain the null distribution of GFP for a
given time point. At each time point, a p value is
Heald et al.

431

Downloaded from http://direct.mit.edu/jocn/article-pdf/34/3/425/1984849/jocn_a_01805.pdf by Western University user on 16 September 2022

EEG recordings were preprocessed in Brain Electrical
Source Analysis (BESA) software (BESA Research 7.0).
Electrode coordinates from individuals’ net placement
photos were used to assign individual sensor locations
for each participant. Recordings were filtered with 0.3–
50 Hz band pass and 60 Hz notch filters to remove electrical noise. Voltage was rereferenced to the average of all
electrodes. Based on the trial tags, epochs of interest
around the times of stimuli presentation were selected
as 200 msec before to 800 msec after the onset of the stimulus. Epochs were then examined for artifacts including
eye blinks and movements. Beyond visual inspection, voltage threshold detection was also used (voltage thresholds
for eye movements were 150 μV for horizontal movements
picked up in the EOG electrodes and 250 μV for vertical
movements). Artifacts were removed from the epochs of
interest using ocular source components using BESA
(BESA Research 7.0; Picton et al., 2000; Berg & Scherg,
1994). In some cases, artifacts due to large movements
or to sweat could not be removed by independent component analysis. In these cases, the contaminated trials were
not included in further analysis. Individual channels that
were problematic for a majority of trials (amplitude of
>150 μV indicating excessive noise, <0.01 μV indicating
low signal, or changes of >75 μV from one sample to
the next) were replaced by interpolation using surrounding channels. Because electrode impedances were only
checked before pretest and posttest periods, we declined
to analyze EEG data from the training block to ensure we
only present the highest quality data.
The data collected from three participants in the generalized learning condition (two men, one woman; all right
handed) and three participants in the rote learning condition (two men, one woman; all right handed) were
removed from further analysis because of excessive artifact contamination (removal of more than 30 trials in
either pretest or posttest). In the generalized learning
condition, the remaining 26 participants had an average
of 90 trials remaining for the pretest (SD = 8.69, range:
74–100), and an average of 88 trials remaining for the
posttest (SD = 7.22, range: 75–99). In the rote learning
condition, the remaining 30 participants had an average
of 89 trials remaining for the pretest (SD = 8.10, range:
71–100) and an average of 91 trials remaining for the posttest (SD = 8.43, range: 70–100). For each participant, averaged waveforms for the conditions of interest (e.g., pretest
and posttest) were created, as were corresponding files for
topographic analysis in RAGU (RAndomization Graphical

User interface; Koenig, Kottlow, Stein, & Melie-García,
2011). The 100-msec prestimulus period was used to
baseline correct the ERP averages by subtracting the
average during the prestimulus period from each time
point in the waveform. To compute topographic maps,
participant-specific 3-D electrode locations were used.
The averaged ERP data, participant-specific electrode
location files, specific words used in each condition, and
behavioral data have been made available on Open
Science Framework (https://osf.io/ kwcsv/?view_only
=ee2b903d3c2c467aa6b954b19c7a2afa).

calculated that represents the proportion of randomized
GFPs that exceed the observed GFP.
Although GFP is a good measurement of differences
in the strength of potentials across the scalp, potentially
important topographical information is lost by calculating standard deviation across all electrodes. RAGU’s
TANOVA measures differences in topographical distributions of voltage between pairs of conditions or time
points. The measure of effect size used is generalized
dissimilarity s across the experimental conditions:

i¼1

sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
Pn 
j¼1 υ ij − υ j
N

where c is the number of conditions, n is the number of
electrodes, υ__ij is the mean voltage of condition i at electrode
j across participants, and υ_j is the mean voltage at electrode
j across all participants, with conditions averaged together
(Koenig & Melie-García, 2010). Because this measure
accounts for differences between condition-wise maps
at individual electrodes, it preserves topographical information, unlike GFP: The farther apart the voltage at electrode j in condition A versus B, the larger the squared
difference added to s and therefore the larger the difference in voltage patterns on the scalp.
Once RAGU has calculated the generalized dissimilarity (s) from the data, it shuffles the data between conditions
and recalculates s 5000 times to generate a null distribution
of generalized dissimilarities. These are the effect sizes that
would be expected in the absence of a true difference
between the conditions. A p value is calculated at each time
point by comparing this null distribution to the observed
data as with GFP. The TANOVA was used to identify periods
of interest as time windows where there appeared to be
significant map differences between pretest and posttest
( p < .05). Before the TANOVA analysis, we normalized
data by dividing all voltage values of a given map by its
time-specific GFP. This was done so that significant differences found between the conditions in the TANOVA
analysis could be attributed solely to underlying differences in source contributions in the brain.
For both GFP and TANOVA analyses, we also report
whether the window passed a duration threshold test. This
was done by collecting the duration of continuous windows found to be significant in the bootstrapped data.
The distribution of these durations represents the distribution of duration under the null hypothesis that the data
are interchangeable between conditions, as they were
obtained from the shuffled data (in which the data are
interchanged between conditions randomly). For each
test, we set the threshold for the duration as the 95th percentile of spurious window durations that appear across
the 5000 random permutations. Windows in the observed
data that pass this threshold testing are clearly noted;
however, we decided to report all windows, especially
those before 300 msec, given the transient nature of the
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Source Level Analysis
To investigate the intracranial sources underlying the
topographic window changes identified by the TANOVA
analysis in RAGU, we used the local auto regressive average (LAURA) model in BESA Research 7.0. LAURA is a distributed source localization method that does not make a
priori assumption with respect to the number of discrete
sources. Similar to other distributed volume inverse imaging methods, LAURA seeks to find a solution where the distribution of the current over all source points is minimized
while optimally trying to explain the observed topography.
LAURA, however, uses a spatial weighting function to
account for the fact that source strength should decrease
by the inverse of the cubic distance between a putative
source and recording electrodes on the scalp. The result
of this technique is a spatiotemporal projection of current
density in a neuroanatomical space similar to a functional
map in fMRI. LAURA modeling was applied to the full ERP
epoch (−200 to 800 msec) for each participant. Using a
cluster-based permutation test in BESA Statistics 2.0, we
computed average distributed source images across the
time windows identified by the TANOVA analysis in RAGU.
These average distributed source images were then contrasted between pretest and posttest for each learning condition using a cluster-based permutation test (contrast:
posttest–pretest). This analysis allowed us to identify anatomical locations in the brain volume responsible for the
topographical differences identified by the TANOVA analysis.
For this analysis, cluster values were ascertained by the sum
of all t values within a given cluster. The significance of
observed clusters is determined by generating and comparing clusters from 5000 permutations of the data between
stimulus conditions. Statistically, the results reported from
this analysis are highly conservative as BESA corrects for
multiple comparisons across all voxels and time points to
Volume 34, Number 3
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s¼

Xc

N1 and P2 auditory evoked potentials (Picton, 2011) of
interest to us here.
Beyond the RAGU analysis, we used BESA Statistics 2.0
to ascertain which electrodes were responsible for the
observed topographic changes. To do this, we averaged
each electrode’s voltage over the windows identified in
the TANOVA analysis and performed paired-samples
t tests between pretest and posttest. This analysis used a
spatiotemporal permutation-based correction to adjust
for multiple comparisons. For these analyses, we used a
cluster alpha level of .05 for cluster building, 5000 permutations, and a channel distance of 4 cm that resulted in an
average of 6.58 neighbors per channel for the generalized
learning condition and an average of 7.09 neighbors per
channel for the rote learning condition. The small difference in neighbors in the cluster analysis between the
two conditions is due to small variation in head size
between the two conditions, as a geodesic dome with 11
mounted infrared cameras was used to precisely determine the location of all 128 electrodes for each participant.

control the familywise error rate. Because of the conservative nature of this analysis and that the windows we
are investigating have been previously identified through
the TANOVA analysis in RAGU, all identified clusters from
this analysis are reported including null results.

RESULTS

condition at posttest (independent, equal variance unassumed two-sample [Welch’s] t test: t(41.90) = −2.18,
p = .035, Cohen’s d = 0.60). This finding replicates previous work showing that although rote training (repeat
experience on a small subset of words) can yield some
generalized learning, such generalized learning is significantly weaker than generalized learning that results from
training on a set of all novel words.

Behavioral Results
Electrophysiology Results

Word recognition performance (i.e., the number of words
transcribed correctly) at posttest was subtracted from word
recognition performance at pretest to obtain a participantspecific learning score. Pretest performance averaged 29
words correct out of 100 (SD = 8.19, range: 15–45). After
training, recognition performance on the posttest significantly increased to an average of 42 words correct out of
100 (SD = 13.27, range: 20–71; paired-samples t test:
t(25) = 7.11, p < .00001, Cohen’s d = 1.402). This means
that individuals significantly recognized more words at posttest than they did at pretest, despite no words repeating
across the tests (or training) in the generalized learning
condition. To verify that the tests were indeed performance
balanced, we compared pretest, posttest, or learning performance between the two test orders in the generalized
learning condition. We found no evidence for any difference
in performance (pretest: Welch’s two-sample independentsample t test: t(24.0) = −0.93, p = .36, Cohen’s d = 0.37;
posttest: Welch’s two-sample independent-sample t test:
t(23.7) = −1.30, p = .22, Cohen’s d = 0.51; learning:
Welch’s two-sample independent-sample t test: t(23.5) =
−1.00, p = .32, Cohen’s d = 0.39).

Generalized Learning Electrophysiology Results

Rote Learning Behavioral Results
Similar to generalized learning, word recognition performance at posttest was subtracted from word recognition
performance at pretest to obtain a participant-specific
learning score. Pretest performance averaged 16 words
correct out of 100 (SD = 7.83, range: 4–30).1 After training,
recognition performance on the posttest significantly
increased to an average of 95 words correct out of 100
(SD = 8.6, range: 68–100; paired-samples t test: t(29) =
41.48, p < .00001, Cohen’s d = 7.571). This indicates that
training significantly helped individuals to appropriately
recognize the words shown at pretest by the posttest in
the rote learning condition.
Performance on the additional generalized learning test
(all novel words) for those in the rote learning condition
shows that participants, on average, correctly identified 36
words correctly out of 100 (SD = 8.7, range: 13–47 words).
Although this performance was better than the performance demonstrated by individuals in the generalized
learning condition at pretest (independent, equal variance
unassumed two-sample [Welch’s] t test: t(53.55) = 2.77,
p = .008, Cohen’s d = 0.74), it was also significantly worse
than performance by those in the generalized learning

Figure 3A shows the grand-averaged ERPs (across all participants in the generalized learning condition) elicited
during both pretest and posttest. For both pretest and
posttest, N1 and P2 had maximal voltages at central sites
(e.g., C3, Cz, C4). At pretest, N1 peaked at 112 msec at Cz,
whereas P2 peaked at 200 msec at Cz. At posttest, N1 peaked
at 108 msec at Cz, whereas P2 peaked at 200 msec at Cz.
Consistent with prior research, inverted polarity for the N1
and P2 waves was found over sites P9 (left temporal) and P10
(right temporal; see Figure 3B) below the Sylvian fissure,
thereby suggesting that the neural generators for both N1
and P2 are in or near primary auditory cortex (Yvert, Fischer,
Bertrand, & Pernier, 2005; Liégeois-Chauvel, Musolino,
Badier, Marquis, & Chauvel, 1994; Andrews, Knight, & Kirby,
1990; Scherg, Vajsar, & Picton, 1989).
Rote Learning Electrophysiology Results
Figure 3C shows the grand-averaged ERPs (obtained by
averaging across all participants in the rote learning condition) elicited during pretest and posttest. At both pretest
and posttest, N1 and P2 had maximal voltages at central
sites (e.g., C3, Cz, C4), with the highest peak at Cz. At pretest, N1 peaked at 112 msec at Cz, whereas P2 peaked at
200 msec at Cz. At posttest, N1 peaked at 108 msec at Cz,
whereas P2 peaked at 200 msec at Cz. Similar to the generalized learning condition, inverted polarity for the N1
and P2 waves was found over sites P9 (left temporal)
and P10 (right temporal) below the Sylvian fissure in the
rote learning condition (see Figure 1D), indicating that the
neural generators for both N1 and P2 in this condition are
also in or near primary auditory cortex ( Yvert et al., 2005;
Liégeois-Chauvel et al., 1994; Andrews et al., 1990; Scherg
et al., 1989).
Analysis of Overall Amplitude Difference for
Generalized Learning
Based on the analysis with RAGU, we identified two windows in the time series of auditory evoked potential in
which the observed GFP difference exceeded the top
bound of the null distribution’s 95% CI. Both of these
windows had sufficient length and passed window thresholding.2 In the first window from 116 to 208 msec, GFP was
shown to be lower at posttest (mean = 1.16 μV, SD = 0.14)
compared with pretest (mean = 1.39 μV, SD = 0.14; see
Heald et al.
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Generalized Learning Behavioral Results

Figure 4, top plot). The mean GFP difference in the
observed data in this time window was 0.22 μV (posttest–
pretest). The mean GFP difference under the null was
0.073 μV, 95% CI [0.03, 0.14]. During this time window,
the RAGU GFP procedure showed that, on average, there
was .02 probability that the effect size of GFP under the null
was larger than the observed difference in GFP (minimum
and maximum p values of where the observed data fall in
the null distribution for GFP difference in this interval are
.002 and .05, respectively; see Figure 4, bottom plot).
In the second window from 580 to 800 msec, GFP was
shown to be lower at posttest (M = 2.14 μV, SD = 0.08)
compared with pretest (M = 2.77 μV, SD = 0.05; see
Figure 4, top). The mean GFP difference in the observed
data in this time window was 0.64 μV (posttest–pretest).
The mean GFP difference under the null was 0.21 μV,
95% CI [0.05, 0.49]. During this time window, the RAGU
GFP procedure showed that, on average, there was .01
probability that the effect size of GFP under the null was
larger than the observed difference in GFP (minimum and
maximum p values of where the observed data falls in the
null distribution for GFP difference in this interval are
.0014 and .05, respectively; see Figure 4, bottom).
Analysis of Overall Amplitude Difference for
Rote Learning
Using the same analysis on the rote learning data yielded no
significant GFP differences. The top panel of Figure 5 plots
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the observed GFP values over time at pretest and posttest
for rote learning, along with the probability of obtaining a
GFP difference by chance more extreme than the observed
GFP difference. The only time that the observed data came
close to falling in the extreme tail ( p < .05) of the null distribution is around 300 msec. The bottom panel of Figure 5
shows where the observed GFP difference fell relative to
the null distribution (mean and 95% CI are shown).

Analysis of Overall Topographic Difference for
Generalized Learning
We used RAGU to generate the generalized dissimilarity
between pretest and posttest that may be obtained due to
chance by shuffling the data 5000 times. This distribution
for the generalized dissimilarity statistic under the null
was then compared with the observed generalized dissimilarity statistic. For generalized learning, only one window
(250–272 msec) for topographic change was identified
(see Figure 6A).3 Although this interval did not pass the window threshold test in RAGU, its appearance at the end of
the N1–P2 time window (previous to 300 msec) fits our prediction that generalized perceptual learning modifies sensory evoked responses. The average observed generalized
dissimilarity statistic between pretest and posttest in this
time window was 2.99, whereas the average generalized dissimilarity statistic between pretest and posttest under the
null was 2.22, with 95% CI [1.76, 2.77]. During this time
Volume 34, Number 3
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Figure 3. Grand-averaged ERPs for generalized learning (A) and rote learning (C) for the nine centralized locations using a virtual montage of the
10–20 system available in BESA Research 7.0 (F3, Fz, F4, C3, Cz, C4, P3, Pz, P4). Grand-average ERPs for P9 and P10 electrodes for generalized
learning (B) and rote learning (D) demonstrate the inversion of the N1–P2 complex that is typical of auditory evoked potentials. The ERPs associated
with pretest trials are shown in red, and the ERPs associated with posttest trials are shown in blue. Horizontal tick marks span 100 msec, and vertical
tick marks represent 1 μV; negative is plotting up. Word onset was used to register and align the EEG traces for averaging, and thus, 0 msec in
these plots represents word onset time. Average duration of words in the generalized learning condition was ∼340 msec, whereas the average
duration of words in the rote learning condition was ∼350 msec.

window, the RAGU TANOVA procedure showed that, on
average, there was .011 probability that the generalized
dissimilarity statistic between pretest and posttest under
the null was larger than the observed difference in the
generalized dissimilarity statistic (minimum and maximum
p values of where the observed data fall in the null distribution for the generalized dissimilarity statistic in this
interval are .01 and .04, respectively; see Figure 6A).
A spatiotemporal permutation-based analysis performed in BESA Statistics 2.0 on average surface electrode
activity during this time window identified three significant electrode clusters driving the topographic change
between pretest and posttest (see Figure 6, W1). The first
significant cluster ( p = .0006) was found between frontal
and central electrodes left of the midline and comprised
the following EGI electrodes (an approximate of 10–10
equivalent is included if available; Luu & Ferree, 2000):
6 (Fcz), 7, 12, 13 (FC1), 110, 111 (FC4), 112 (FC2), 117(FC6),
and 118. The second significant cluster ( p = .0038) was
found over the left preauricular region and comprised
the following EGI electrodes: 114 (T10) and 113. The

third significant cluster ( p = .0154) was found between
parietal and occipital electrode left of the midline and
comprised the following EGI electrodes (an approximate
of 10–10 equivalent is included if available): 83 (O2), 84,
89, 90 (PO8), and 91.
Analysis of Overall Topographic Difference for
Rote Learning
To determine if a change in the scalp distribution of brain
electrical activity occurred because of rote learning, we
used RAGU to calculate the observed generalized dissimilarity statistic between pretest and posttest, along with
this statistic for 5000 shuffles of the data, to calculate a
null distribution. This analysis identified six windows
(see Figure 7A: W1, W2, W3, W4, W5, and W6) where the
observed generalized dissimilarity statistic exceeded the
top bound of the null distribution’s 95% CI. However, only
two of these windows (W4: 424–484 msec and W6: 660–
800 msec) passed the window threshold test in RAGU.
Table 1 reports (1) the observed generalized dissimilarity
Heald et al.
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Figure 4. The top plot shows mean GFP (right y-axis) over time for both pretest (short dashed line) and posttest (long dashed line; error bars show
±1 SE ) in the generalized learning condition overlaid on the probability over time that the GFP difference under the null was larger than the
observed difference in GFP (black line; left y-axis). Significant time periods identified by the GFP analysis are shaded gray: one occurring from 116 to
208 msec and another occurring from 580 to 800 msec. The bottom plot shows the difference in GFP between pretest and posttest (dark black line).
For context, the mean (light gray line) and 95% CI (dark gray area) for the GFP difference expected due to random chance (estimated from
randomizing the data 5000 times) has been plotted. Significant time periods are again shaded gray, although note that these periods are identified by
the observed difference in GFP exceeding the upper bound of the 95% CI of the shuffled data.

Figure 6. Plot A shows how the generalized dissimilarity statistic between pretest and posttest topographies varies overtime in the generalized
learning condition (black line). For context, the mean (light gray line) and 95% CI (medium gray area) for the generalized dissimilarity statistic
expected due to random chance (estimated from randomizing the data 5000 times) has been plotted. Plot W1 shows the results of the
spatiotemporal permutation-based analysis that was performed on the W1 window found in RAGU. This plot shows the average topographic
difference between pretest and posttest (contrast: posttest–pretest) and indicates where the three significant electrode clusters ( p < .05) are
topographically located.
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Figure 5. The top plot shows mean GFP (right y-axis) over time for both pretest (short dashed line) and posttest (long dashed line) in the rote
learning condition (error bars show ±1 SE ) overlaid on the probability over time that the GFP difference under the null was larger than the observed
difference in GFP (black line; left y-axis). No significant time windows were observed. The bottom plot shows the difference in GFP between pretest
and posttest. For context, the mean (light gray line) and 95% CI (dark gray area) for the GFP difference expected due to random chance (estimated
from randomizing the data 5000 times) has been plotted.
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Figure 7. Plot A shows the time-varying generalized dissimilarity between pretest and posttest topographies for rote learning (black line). For
context, the mean (light gray line) and 95% CI (medium gray area) for the generalized dissimilarity expected due to random chance (estimated from
randomizing the data 5000 times) has been plotted. Six windows were identified where the observed data exceeded the upper bound of the 95% CI
of the shuffled data. Plots W1, W2, W3, W4, W5, and W6 show the results of the spatiotemporal permutation-based analysis that was performed on
each window. All electrode clusters shown, uniquely colored on each plot, are significant at a p < .05 level.
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Table 1. Significant Time Windows Showing Topographic Change from Pretest to Posttest Identified by the TANOVA RAGU Analysis
in the Rote Learning Condition

Window

Time

Observed
GD

Mean GD from
the Permutation
Distribution

95% CI for
GD from the
Permutation
Distribution

Probability of the Observed
GD Statistic (or Greater)
under the Permutation
Distribution

100 msec

3.22

2.46

[1.92, 3.14]

.04

W2

156–160 msec

2.5

1.96

[1.58, 2.43]

.04

W3

380–400 msec

2.4

1.89

[1.55, 2.3]

.02

W4

424–484 msec

2.33

1.8

[1.48, 2.19]

.03

W5

580–604 msec

2.2

1.81

[1.51, 2.17]

.04

W6

660–800 msec

2.66

2.05

[1.72, 2.4]

.01

For each window, the observed generalized dissimilarity (GD) between pretest and posttest is reported along with the mean and the 95% CI from the
permutation distribution. The final column (Probability of the Observed GD statistic (or Greater) under the Permutation Distribution) reports the
percentage of the 5000 shuffled versions of the data that obtained a GD statistic between pretest and posttest more extreme than actually observed.
Data in bold indicate windows that pass the duration threshold in RAGU.

statistic between pretest and posttest, (2) the mean, and
(3) 95% CI for the generalized dissimilarity statistic
between pretest and posttest under the null, as well as
(4) the probability of the observed data given the shuffled
data for each of these identified time windows.
To identify significant electrode clusters driving the
topographic differences during these periods, a spatiotemporal permutation-based analysis was performed in
BESA Statistics 2.0 for each of these time windows. An
examination of the first of these periods to pass the window threshold test (W4) revealed three significant clusters
of electrodes that showed significantly different activity
from pretest to posttest (see Figure 7, W4). The first significant cluster ( p < .0001) was centered between the Cz and
Fz electrodes and comprised the following EGI electrodes
(an approximate of 10–10 equivalent is included if available; Luu & Ferree, 2000): 5, 6 (Fcz), 7, 20, 30, 55 (CpZ),
106, 112 (FC2), and 118. The second significant cluster
( p = .0214) in W4 was located over the Fpz region and
included the following EGI electrodes (an approximate of
10–10 equivalent is included if available): 14 (Fpz),
15 (Fcz), 16 (Afz), 17, 21, and 22 (Fp1). The final significant
cluster ( p = .022) in W4 was found over the frontal–
temporal region and comprised the following EGI electrodes (an approximate of 10–10 equivalent is included if
available): 39 and 40. The analysis of the second time
period to pass the window threshold test ( W6) revealed
one significant cluster of electrodes ( p = .04) that centered near FT9 and F9 electrodes. This cluster consisted
of EGI electrodes (an approximate of 10–10 equivalent is
included if available): 48, 128, and 127 (see Figure 7, W6).
Analysis of Source Difference for Generalized Learning
To estimate the source activations that lead to the map
difference in the generalized learning condition that
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spanned from 252 to 272 msec, average distributed
source images obtained from LAURA modeling were
contrasted between pretest and posttest using a clusterbased permutation test in BESA Statistics 2.0 (contrast:
posttest–pretest). For each identified source cluster,
the closest cortical region was determined using the
MATLAB toolbox version of the Brede Database (Nielsen,
2003). For generalized learning, four clusters were
identified as decreasing in activity following training: a
cluster near superior temporal gyrus (31.5, −30.9, 9.7,
p = .231), a cluster in left superior parietal (−17.5,
−79.9, 37.7, p = .335), a cluster in left anterior cingulate
gyrus (−17.5, 11.1, 23.7, p = .39), and a cluster in right
anterior cingulate gyrus (10.5, 25.1, 9.7, p = .559.
Although these four clusters do not pass the significance
threshold of p < .05, these identified regions directly
align with areas that would be expected given our
hypothesis that generalized learning of a difficult-tounderstand talker helps to alleviate attention by reorganizing attention to the most diagnostic phonological
features for the talker.
Analysis of Source Difference for Rote Learning
Similar to Generalized Learning, we estimated the source
activations that led to the six identified map differences
( W1, W2, W3, W4, W5, and W6) in the rote learning condition by contrasting pretest and posttest average distributed source images obtained from LAURA modeling using
a cluster-based permutation test in BESA Statistics 2.0
(contrast: posttest–pretest). For each identified source
cluster, the closest cortical region in Talairach coordinate
space was determined using the MATLAB toolbox version
of the Brede Database (Nielsen, 2003). Table 2 reports the
results of the cluster-based permutation analysis for each
of the six windows identified through the RAGU TANOVA
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W1

Table 2. Results of the Cluster-based Permutation Analysis on the Average Distributed Source Images Obtained from LAURA
Modeling Comparing Pretest and Posttest for Each of the Six Windows Identified through the RAGU TANOVA Analysis for the Rote
Learning Condition
Window
W1

Time
100 msec

Sources
−17.5, −51.9, −25.3

W4

W5

W6

380–400 msec

424–484 msec

580–604 msec

660–800 msec

Pretest
Activity

Posttest
Activity

.01

0.137

0.1026

31.5, 60.1, 23.7

Right middle frontal gyrus

.02

0.173

0.1302

59.5, −51.9, −18.3

Right inferior temporal gyrus

.07

0.1237

0.9824

Left inferior frontal gyrus

.11

0.1821

0.1469

<.0001

0.1855

0.1406

24.5, −23.9, 16.7

Right superior temporal gyrus

10.5, −79.9, 44.7

Right medial parietal/precuneus

.44

0.0327

0.0263

10.5, −30.9, 9.7

Right posterior cingulate

.18

0.2578

0.185

10.5, 32.1, 16.7

Right anterior cingulate

.31

0.5819

0.4024

52.5, 18.1, 9.7

Right inferior frontal gyrus

.48

0.1492

0.1135

24.4, −23.9, 16.7

Right superior temporal gyrus

.14

0.2937

0.2148

−31.5, −9.9, 9.7

Left temporal insula

.38

0.3886

0.3078

−31.5, −23.9, 9.7

Left Heschl’s gyrus

.07

0.4862

0.3298

−17.5, −72.9, 30.7

Left medial parietal/precuneus

.2

0.212

0.1597

−31.5, −2.9, 23.7

Left inferior frontal gyrus

.23

0.4096

0.3171

Lingual gyrus

.29

0.1262

0.1626

Left precuneus

.31

0.2423

0.1797

−3.5, −79.9, −4.3
−24.4, −65.9, 30.7

For each identified cluster, the x, y, z location of peak activation is reported in Talairach coordinate space. Data in bold indicate windows that pass
the duration threshold in RAGU TANOVA analysis.

analysis. It is important to note that the areas implicated
by this analysis in the rote learning condition are to
some extent consistent with episodic learning models
(Spaniol et al., 2009).

DISCUSSION
One model of generalization and abstraction in memory is
that individual experiences are encoded as rote representations and that generalization emerges from the aggregate response of long-term memory given a novel test
item. The test item elicits responses from prior experiences that are stored, and the emergent response to the
novel item is a generalization over those individual traces
(McClelland & Rumelhart, 1985). If this were the case,
there should be substantial similarities in rote learning
and generalized learning with the primary difference being
the strength of representation in rote learning (more

instances of encoding the same trace). However, prior
research has argued there are different mechanisms
underlying rote and generalized perceptual learning of
synthetic speech (Fenn et al., 2013) by showing different
patterns of consolidation for each type of learning during
sleep. The present patterns of neural responses support
this latter view. In this study, generalized learning was
marked by an amplitude reduction in the latter portion
of the N1 wave into the peak of the P2 wave from 116 to
208 msec not seen in rote learning. These generalization
training effects were followed by (1) a source configuration change from 250 to 272 msec that was estimated to
arise from a decrease in activity in the right superior
temporal gyrus, the left superior parietal, and the anterior
cingulate gyrus bilaterally and (2) late negativity in the
auditory evoked potential 580–800 msec poststimulus
onset. Unlike generalized learning, rote learning was only
marked by a series of source configuration changes mostly
Heald et al.
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W3

145–160 msec

Cluster
Significance

Left cerebellum

−31.5, 4.1, 16.7

W2

Lobar Anatomy
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postsleep increases in the P2 component following training, generalized learning here coincided with an immediate reduction in P2 amplitude (see the Analysis of Overall
Amplitude Difference for Generalized Learning section).
Given the reliance on sleep to consolidate rapidly acquired
learning into long-term representations (Nusbaum,
Uddin, Van Hedger, & Heald, 2018), previous studies have
argued that the sleep-dependent P2 change marks the
consolidation of a feature-based representation in longterm memory (Tremblay et al., 2014; Ross & Tremblay,
2009). Here, we highlight an implication of this interpretation: If the P2 component is sensitive to the formation of
an additional featural representation in long-term memory, it indicates that the auditory evoked P2 response
may be sensitive to the number of active featural representations serving current recognition. Under this view, the
change in P2 following generalized training suggests that
generalized training decreases the number of active featural representations required for ongoing perception.
Beyond the observed change in GFP following generalized
training during the first half of the P2 response due to generalized training, the TANOVA analysis indicated a change
in topography in the latter half of the P2 component
between 250 and 272 msec (see the Analysis of Overall
Topographic Difference for Generalized Learning section). Although this window did not pass the duration
threshold for RAGU, its appearance during the N1–P2
complex arguably elevates its relevance, and as such, we
interpret its appearance. The distributed source modeling
with LAURA estimates that this window of topographic
change was driven by a decrease in activity in the right
superior temporal gyrus, the left superior parietal, and
the anterior cingulate gyrus bilaterally. Although the physics of volume conduction, as well as individual differences
in neuroanatomy, can limit the specificity with which we
can draw inferences about particular neural sources, we
consider it noteworthy that the results of the distributed
source estimation using LAURA aligns closely with the a
priori dipole model derived from past fMRI work (Uddin,
Reis, Heald, Van Hedger, & Nusbaum, 2020; Wong,
Nusbaum, & Small, 2004). Indeed, both superior parietal
cortex as well as the anterior cingulate have been argued
to be responsible for attentional resource allocation for
ongoing processing (Myers & Theodore, 2017; Piai, Roelofs,
Acheson, & Takashima, 2013; Wong et al., 2004). Furthermore, the superior temporal gyrus has been associated with
processing that is sensitive to talker-specific phonology
(Myers & Theodore, 2017; Wong et al., 2004). These
regions therefore appear to comprise a network capable
of reorganizing attentional resources to acoustic cues,
which are most diagnostic for a to-be-learned, difficult-tounderstand talker. Although the alignment of our distributed source modeling with LAURA to these past studies
should not be taken as confirmatory, it can be said that
our data are consistent with an existing theoretical model
in which a network of middle/superior temporal and superior parietal regions is leveraged when normalizing across
Volume 34, Number 3
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occurring 380 msec after stimulus onset. The demonstration of changes in the N1–P2 complex for generalized
learning, but not for rote learning, supports the theoretical
view that the transfer of learning beyond talker-specific
experiences is garnered through an attentional reorganization process that adaptively modifies early auditory processing to cope with systematic acoustic variability. This
is consistent with the work of Francis et al. (2000) that
has demonstrated that generalized learning reduces attention to uninformative acoustic cues and increases it to
informative ones. An alternative to this account is that
the observed reduction in the N1–P2 complex is reflective
of an automatization of sensory processing (Shiffrin &
Schneider, 1977). Generalized learning on this kind of synthetic speech has been shown to reduce working memory
demands, consistent with increased automatization and
reduced cognitive load (Francis & Nusbaum, 2009). However, one might expect that if automatization were the
explanation of the N1–P2 change observed in generalized
learning, the same change should have been observed for
rote learning, given that overtraining with a small set of
stimuli is much more consistent with the conditions for
automatization.
As previously discussed, the auditory evoked N1 potential has been argued to be composed of at least two physically and arguably functionally distinct sources (Picton,
2011; Jääskeläinen et al., 2004; McEvoy et al., 1997), with
the temporally earlier N1 source supporting mechanisms
by which novel, unattended sounds are brought into
awareness and the temporally later N1 source supporting
additional attentional focus to features comprising the
auditory object ( Jääskeläinen et al., 2004). Our GFP analysis in the generalized learning condition revealed a significant change in the later part of the N1 time period, from
116 to 208 msec, starting approximately at the height of
the N1 peak and lasting through to the P2 component.
The absence of change in the temporally earlier N1 source
and presence of the change during the temporally later N1
source is additionally consistent with the view that generalized learning of synthetic speech is related to a substantial reduction in the demands of attention toward features
comprising an auditory object (Gutschalk, Micheyl, &
Oxenham, 2008; Jääskeläinen et al., 2004; Tiitinen et al.,
1994). The absence of a similar decrease in N1 following
rote training supports the idea that rote learning in this
setting does not substantially alter early attentional processes and as such may be much more similar to memory
encoding of episodic traces. Consequently, it also offers an
explanation as to why transfer of learning is found to a
much greater extent following generalized training compared with rote training in the context of learning a
difficult-to-understand talker.
Changes found in the P2 component of the auditory
evoked potential in the generalized learning condition differ from those found in previous studies examining perceptual learning (Ross & Tremblay, 2009; Tremblay
et al., 2014). Although previous studies demonstrate

categories for the given talker. This trickling down of learning to lower processing levels is consistent with RHT,
which largely casts perceptual learning as a top–down process that is organized by higher-level representations.
Beyond changes in the N1–P2 complex, we observed a
decrease in the late negativity of the auditory evoked
potential starting 580 msec poststimulus onset following
generalized learning, but not following rote learning. This
mirrors results by Tremblay et al. (2014), who found late
negativity in the auditory evoked potential starting
600 msec poststimulus onset following training. As previously mentioned, this decrease in this late negative potential may be reflective of an improvement in trial-by-trial,
prediction error monitoring that helps to drive the reorganization of attention (Ashby & O’Brien, 2005; Ashby et al.,
1998). According to a predictive coding framework of
the brain, a reduction in prediction error monitoring in
the context of generalized learning would suggest that
trial-by-trial predictions have improved as a consequence
of attentional realignment to more diagnostic cues. As
previously mentioned, this improvement in the prediction of novel words is entirely predicted according to
RHT, which asserts that, in generalized learning, higherlevel representations, perhaps reflective of the to-belearned talker’s acoustic–phonetic space, should develop
to suppor better predictions for novel words. Our observation that a decrease in the late negativity was only found
in the generalized learning condition suggests that different forms of learning selectively engages and impacts
prediction error monitoring. This is consistent with an
active–cognitive view of speech recognition in general,
which has argued that the cognitive resources recruited
during perception (such as selective attention, working
memory, and learning) are dynamically determined by
an interplay between the ambiguity of the speech signal
and context (here training type) in which it occurs (Heald
& Nusbaum, 2014).
Conclusion
Previous research has suggested that generalized and rote
learning may be mediated by different neural mechanisms
(Fenn et al., 2013). This study tested this directly by comparing how patterns of neural responses during speech
recognition change following rote and generalized learning. The present results demonstrate substantial differences in neural responses for these two types of learning.
On the one hand, rote and generalized learning might
have been supported by the same neural process of
encoding (McClelland & Rumelhart, 1985). Under this
view, generalization and abstraction is an emergent property of experience, captured by the aggregate response of
long-term memory traces that are utilized to process novel
stimuli. Although this view corresponds to an entire class
of memory models, the present data reject this view,
showing that generalized learning entails early sensory
changes in processing that may be attributed to changes
Heald et al.
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idiosyncratic differences between talkers to facilitate the
perception of speech categories. Taken collectively, the
observed source changes during the P2 window in the current study adds to mounting evidence that the transfer of
learning beyond utterance-specific experiences is accomplished by modifying attention toward features that are
most informative. Again, the lack of similar changes in the
P2 component following rote training supports the idea that
rote learning (at least in the context of understanding a
difficult-to-understand talker) does not substantially alter
early attentional processes and as such may be best thought
of as a process that involves the simple formation of memory representations or associations between phonetic patterns and their meanings.
Results from distributed source modeling with LAURA at
the windows of topographic changes found in the rote
learning condition appear to support this view, with many
of the identified areas (see Table 2) implicated in episodic
learning models (Spaniol et al., 2009). As such, our source
analysis work supports the view that the performance differences found between rote and generalized learning
arise from the engagement of two distinct learning strategies. In rote learning, brain regions focused on the memory encoding and retrieving of specific learned patterns
were engaged, whereas in generalized learning, brain
regions involved in the reorganizing of attention during
early sensory processing were active. According to the
reverse hierarchy theory (RHT; Ahissar, Nahum, Nelken,
& Hochstein, 2009), these differences in neural changes
offer explanation for (1) why rote recognition performance reaches ceiling or near ceiling for the small, trained
set of words and (2) why this group shows significantly
weaker generalized learning compared with those in the
generalized learning condition at posttest. According to
RHT, the level that learning occurs at is determined by
the minimum-level representation needed to observe
and uncover systematic pattern variability. As stimulus variability increases, higher, more abstract representations
are needed to understand the relationships among the
stimuli, as there will be little experience with specific stimulus patterns to guide learning. According to a predictive
coding framework of the brain, given that rote and generalized learning fundamentally alter different types of representations, these forms of learning should lead learners
to make fundamentally different kinds of predictions to
guide perception. In rote learning, representations tied
to specific stimulus patterns are likely strengthened with
training, which in turn fosters strong, stimulus-level predictions for the trained words to guide perception. Learning at this level of representation, however, does little for
predicting the meaning of untrained, novel words. In generalized learning, more abstract representations, perhaps
tied to modeling the talker’s acoustic–phonetic space, are
needed to drive learning. Learning at this level would yield
more abstract predictions that support better predictions
for novel words by helping to orient attention to acoustic
cues that are most diagnostic of the speech sound
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Notes
1. Some readers may wonder why poorer performance was
found at pretest in the rote learning condition (16 of 100 correct)
compared to pretest in the generalized learning condition (29 of
100). One potential explanation for this could be the difference
in phonetic diversity between the two lists given their word set
size differences. Although the rote list was constructed to closely
capture the phonetic diversity of the top occurring phonetic
items in the generalized words list (see the Stimuli section),
the rote list’s phonemic inventory is smaller than the generalized
learning’s inventory simply because of the word set size differences between the lists. As such, the error rate for the rote word
list may be higher than for the larger sample used in generalized
learning. Moreover, we were less concerned about matching initial performance given that rote training is known to quickly
move performance to ceiling with repeat practice.
2. An additional GFP analysis using “test order” as a betweensubject covariate yielded near identical pre–post effects, suggesting that it is highly unlikely that the observed pre–post effects
were driven by any one particular test order.
3. An additional TANOVA analysis using “test order” as a
between-subject covariate yielded near identical pre–post
effects, suggesting that it is highly unlikely that the observed
pre–post effects were driven by any one particular test order.
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