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Abstract
In this paper we consider the transverse instability for a nonlinear Schro¨dinger
equation with a linear potential on R × TL, where 2piL is the period of the torus
TL. Rose and Weinstein [18] showed the existence of a stable standing wave for
a nonlinear Schro¨dinger equation with a linear potential. We regard the standing
wave of nonlinear Schro¨dinger equation on R as a line standing wave of nonlinear
Schro¨dinger equation on R×TL. We show the stability of line standing waves for all
L > 0 by using the argument of the previous paper [26].
1 Introduction
We consider the nonlinear Schro¨diner equation with linear potential
i∂tu = −∆u + V (x)u− |u|p−1u, (t, x, y) ∈ R× R× TL, (1.1)
where p > 1, a potential V : R → R and u = u(t, x, y) is an unknown complex-valued
function for t ∈ R, x ∈ R and y ∈ TL. Here, TL = R/2πLZ and L > 0.
We assume the following conditions for V .
(V1) There exist C > 0 and α > 0 such that |V (x)| ≤ Ce−α|x|.
(V2) −∂2x + V has the lowest eigenvalue −λ∗ < 0.
The Cauchy problem (1.1) is locally well-posed in H1(R× TL) by using the argument
in [7] and [24]. The equation (1.1) has the following conservation laws:
E(u) =
∫
R×TL
(
1
2
|∇u|2 + 1
2
V (x)|u|2 − 1
p+ 1
|u|p+1
)
dxdy,
Q(u) =
1
2
∫
R×TL
|u|2dxdy,
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where u ∈ H1(R× TL).
We define a standing wave u(t) as a non-trivial solution of (1.1) having the form u(t) =
eiωtϕ. Then, eiωtϕ is a standing wave if and only if ϕ is a non-trivial solution of
−∆ϕ+ ωϕ+ V (x)ϕ− |ϕ|p−1ϕ = 0, (x, y) ∈ R× TL. (1.2)
Using the bifurcation theory, Rose and Weinstein [18] showed the existence of the stable
standing wave eiωtϕω for the following nonlinear Schro¨dinger equation
i∂tu = −∂2xu+ V (x)u− |u|p−1u, (t, x) ∈ R× R. (1.3)
Then, the standing wave eiωtϕω satisfies the following.
Proposition 1.1. Let ψ∗ be the eigenfunction of −∂2x + V (x) corresponding to −λ∗ with
ψ∗ > 0 and ‖ψ∗‖L2 = 1. Then, there exists ω∗ > λ∗ such that for λ∗ < ω < ω∗, eiωtϕω is a
stable standing wave of (1.3) satisfying
ϕω = ‖ψ∗‖−
p+1
p−1
Lp+1(R)(ω − λ∗)
1
p−1ψ∗ + r(ω),
where ‖r(ω)‖H2(R) = O((ω0 − λ∗)
1
p−1
+1). Moreover, L+ω = −∂2x + ω + V − p|ϕω|p−1 has the
exactly one negative eigenvalue −λω and does not have the zero eigenvalue.
We define the line standing wave eiωtϕ˜ω of (1.1) as
ϕ˜ω(x, y) = ϕω(x), (x, y) ∈ R× TL.
In this paper, we consider the transverse instability of the line standing wave eiωtϕ˜ω. The
stability of standing waves is defined as follows.
Definition 1.2. We say the standing wave eiωtϕ is orbitally stable in H1 if for any ε > 0
there exists δ > 0 such that for all u0 ∈ H1(R × TL) with ‖u0 − ϕ‖H1 < δ, the solution
u(t) of (1.1) with the initial data u(0) = u0 exists globally in time and satisfies
sup
t≥0
inf
θ∈R,y∈TL
∥∥u(t, ·, · − y)− eiθϕ(·, · − y)∥∥
H1
< ε.
Otherwise, we say the standing wave eiωtϕ is orbitally unstable in H1.
The transverse instability for KP-I or KP-II equation is treated in [1, 15, 16, 19, 20,
21, 22]. In [1], Alexander-Pego-Sachs studied the linear instability for line solitons of KP-I
and KP-II. In [16], Mizumachi-Tzvetkov proved the asymptotic stability for line solitons
of KP-II on R × T. Modulating the local phase and the local amplitude of line solitons,
Mizumachi showed the asymptotic stability for line solitons of KP-II on R2 in [15]. Rousset-
Tzvetkov proved the transverse instability for line solitons of KP-I on R2 in [19] and on
R× TL in [20]. In [22], Rousset-Tzvetkov showed the stability of line solitons for KP-I on
R×TL with small L > 0. Moreover, Rousset-Tzvetkov proved the existence of the critical
period 4/
√
3 for the period L of the transverse direction. Namely, a line soliton for KP-I
on R× TL is stable for 0 < L < 4/
√
3 and unstable for L > 4/
√
3.
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The transverse instability for a nonlinear Schro¨dinger equation is studied in [2, 19, 20,
25, 26]. In [2], Deconinck-Pelinovsky-Carter studied the linear stability for line standing
waves of a hyperbolic Schro¨dinger equation. Rousset-Tzvetkov proved the transverse in-
stability for cubic nonlinear Schro¨dinger equation without linear potential on R2 in [19]
and on R × TL in [20]. To prove the instability, Rousset-Tzvetkov applied the argument
of Grenier [9]. Rousset-Tzvetkov constructed the high order approximate solution with an
unstable eigenmode and showed a precise estimate of the growth of the semi-group gener-
ated by the linearized operator. To construct the high order approximate solution, we use
the regularity of the nonlinearity |u|2u in the sense of Fre´chet differentiation. In [25], the
author studied the transverse instability for line standing waves of a system of nonlinear
Schro¨dinger equations on R × TL which was treated in [4]. In [25], the existence of the
critical period for a period L was also proved, which was suggested by Rousset-Tzvetkov.
Constructing the estimate for high frequency parts of solutions and using the existence
of local solutions, the author showed the transverse instability for line standing waves of
equations with the general power nonlinearity. In [26], the author considers the stability
for a line standing wave of (1.1) with V = 0. The application of the argument in [25] yields
the existence of the critical period for a line standing wave of (1.1) with V = 0. For (1.1)
with V = 0 and the critical period, the linearized operator around the line standing wave is
degenerate. Therefore, we can not directly apply the argument in Grillakis-Shatah-Strauss
[10, 11]. Since the linearized operator around the line standing wave with the critical
period does not have any unstable eigenvalues, we can not show the instability by the
argument based on the occurrence of unstable eigenmode in [5, 10, 20, 25]. Moreover,
the third order term of the Lyapunov functional around the line standing wave with the
critical period does not appear. Thus, we can not apply the argument for the degenerate
case of the stability in [14]. The transverse instability comes from the symmetry breaking
bifurcation. In [26], applying the bifurcation result for symmetry breaking bifurcation and
the stability result for the degenerate case in [13], the author showed the stability for the
line standing wave with critical period for some exponents p ≥ 2 of the nonlinearity.
The followings are our main theorems in this paper. In the first theorem, we show
the transverse instability of the line standing wave eiωtϕ˜ω and obtain the critical period
between the stability and the instability.
Theorem 1.3. There exists ω∗,0 > λ∗ such that for λ∗ < ω < ω∗,0 the followings two
assertions hold:
(i) If 0 < L < (λω)
− 1
2 , then the standing wave eiωtϕ˜ω is stable.
(ii) If (λω)
− 1
2 < L, then the standing wave eiωtϕ˜ω is unstable.
In the Second theorem, we show the stability for the line standing wave eiωtϕ˜ω with
the critical period L = (λω)
−1/2.
Theorem 1.4. Let p ≥ 2 and
p∗ =
9 +
√
57
4
.
Then there exists λ∗ < ωp satisfying the following two properties:
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(i) If p < p∗ and λ∗ < ω < ωp, then the standing wave eiωtϕ˜ω of (1.1) with L = (λω)−1/2
is stable.
(ii) If p∗ ≤ p and λ∗ < ω < ωp, then the standing wave eiωtϕ˜ω of (1.1) with L = (λω)−1/2
is unstable.
The proof of Theorem 1.3 follows form the spectrum analysis of the linearized operator
and the estimate of high frequency parts of solution by the argument in [25]. To show the
growth of the semi-group generated by the linearized operator, we use the assumption of
the decay for the linear potential V . For the proof of Theorem 1.4, we apply the bifurcation
analysis for the symmetry breaking bifurcation and the argument for the stability in [26].
In [26], to prove the stability for the line standing wave with the critical period, we show
the increase of L2-norm of the symmetry breaking standing wave with respect to the
bifurcation parameter or the decrease of it. To show the increase of L2-norm, we need to
calculate an integral of a solution of an ordinary differential equation which comes from
the linearized equation of one dimensional Schro¨dinger equation around a standing wave.
Since it is difficult to obtain the explicit solution of the ordinary differential equation in
the argument in [25], we can not calculate the exact value of the integral and we estimate
the value of the integral. Therefore, it is not known whether the line standing wave is
stable or unstable for some nonlinear Schro¨dinger equations with the power nonlinearity
|u|p−1u which has some exponent p ∈ (2, 3). In the proof of Theorem 1.4, we treat the
small standing wave which bifurcates from the eigenfunction of −∂2x + V with respect to
the lowest eigenvalue. Since the line standing wave of the nonlinear Schro¨dinger equation
studied in [26] comes from the standing wave of the one dimensional nonlinear Schro¨dinger
equation which has the scale invariant, we need to study the fully nonlinear structure of
the Lyapunov functional around the line standing wave. In this paper, using the smallness
of the line standing wave of (1.1) and the expansion of the standing wave with respect to
the parameter ω, we weaken the nonlinear structure of the Lyapunov functional around
the line standing wave of (1.1). Therefore, we can evaluate a value of the integral and
make a close investigation into the stability for all exponents p ≥ 2.
The rest of this paper consists of the following three sections. In Section 2, we show
the properties of the spectrum and the coerciveness for the linearized operator around
line standing waves. In Section 3, applying the variational argument in [10, 4] and the
spectrum argument in [25], we prove Theorem 1.3. In Section 4, combining the bifurcation
result and the argument for the degenerate case in [13], we prove Theorem 1.4.
2 Preliminaries
In this section, we investigate properties of the linearized operator of (1.1) around the
standing wave eiωtϕ˜ω.
Let H1(X) = {u : X → C| ∫
X
(|∇u|2 + |u|2)dx < ∞} and H1(X,R) = {u : X →
R| ∫
X
(|∇u|2 + |u|2)dx < ∞}. Let ψω be the eigenfunction of L+ω corresponding to −λω
with ‖ψω‖L2(R) = 1 and ψω > 0. We define the action
Sω(u) = E(u) + ωQ(u).
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Then, the action Sω is a conservation law of (1.1) and S
′
ω(ϕ˜ω) = 0, where S
′
ω is the Fre´chet
derivation of Sω. Moreover, we have
〈S ′′ω(ϕ˜ω)u, v〉H−1,H1 = 〈L+ω (Re u),Re v〉H−1,H1 + 〈L−ω (Im u), Im v〉H−1,H1,
where
L
+
ω = −∆+ ω + V − p|ϕ˜ω|p−1, L−ω = −∆+ ω + V − |ϕ˜ω|p−1.
Let
Ju = iu =
(
0 −1
1 0
)(
Re u
Im u
)
.
For u, v ∈ L2(R× TL), we define
〈u, v〉L2 = Re
∫
R×TL
uv¯dxdy.
In the following proposition, we show properties of the spectrum of the linearized operator
for (1.1) around ϕ˜ω. This proposition follows Theorem 1.1 of [21] and Lemma 3.1 of [22]
(also see Proposition 2.5 of [25].)
Proposition 2.1. Let λ∗ < ω < ω∗.
(i) If 0 < L ≤ (λω)−1/2, then −JS ′′ω(ϕ˜ω) has no positive eigenvalue.
(ii) If 0 < L < (λω)
−1/2, then
Ker(S ′′ω(ϕ˜ω)) = Span {iϕ˜ω} .
(iii) If L = (λω)
−1/2, then
Ker(S ′′ω(ϕ˜ω)) = Span
{
iϕ˜ω, ψω cos
y
L
, ψω sin
y
L
}
.
(iv) If L > (λω)
−1/2, then −JS ′′ω(ϕ˜ω) has a positive eigenvalue and the number of eigen-
value of −JS ′′ω(ϕ˜ω) with a positive real part is finite.
Here, Span{v1, . . . , vn} is the real vector space spanned by vectors v1, . . . , vn.
Proof. We define
S(a)u =
(
L+ω + a
2 0
0 L−ω + a
2
)(
Re u
Im u
)
,
where u ∈ H1(R), L+ω = −∂2x + ω + V − p|ϕω|p−1 and L−ω = −∂2x + ω + V − |ϕω|p−1. Then,
for u ∈ H1(R× TL)
S ′′ω(ϕ˜ω)u(x, y) =
∞∑
n=−∞
S
(n
L
)
~un(x)e
iny
L ,
where
u(x, y) =
(
Re u
Im u
)
=
∞∑
n=−∞
(
uR,n
uI,n
)
e
iny
L =
∞∑
n=−∞
~un(x)e
iny
L , u ∈ H1(R× TL).
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Therefore, −JS ′′ω(ϕ˜ω) has an eigenvalue λ if and only if there exists n ∈ Z such that
−JS(n/L) has the eigenvalue λ.
By Proposition 1.1, S(a) has no negative eigenvalues for a ≥ (λω)1/2. By Theorem
3.1 in [17], the number of eigenvalues of −JS(a) with the positive real part is less than
or equal to the number of negative eigenvalues of S(a). Thus, for a ≥ (λω)1/2, JS(a)
has no eigenvalues with the positive real part. (i) follows this. Moreover, the number of
eigenvalues of −JS ′′ω(ϕ˜ω) with the positive real part is less than 1 + 2L/(λω)1/2. Since the
kernel of S(a) is trivial for a > (λω)
1/2, the kernel of −JS(a) is trivial for a > (λω)1/2.
Then the kernel of −JS(0) is spanned by iϕ˜ω. Therefore, for a > (λω)1/2, the kernel of
−JS ′′ω(ϕ˜) is spanned by iϕ˜ω and (ii) is verified.
The kernel of L+ω +λω is spanned by ψω and L
−
ω +λω do not has zero eigenvalue. Hence,
the kernel of S ′′ω(ϕ˜ω) with L = (λω)
−1/2 is spanned by iϕ˜ω, ψω cos
y
L
and ψω sin
y
L
. This is
(iii).
Let
M(v, a, λ) = S(a)(ψω + v) + J
−1λ(ψω + v),
where v ∈ {w ∈ H2(R)|〈v, ψω〉L2(R) = 0} =: (ψω)⊥ and a, λ ∈ R. Then, M is a C∞
function with
M(0, (λω)
1/2, 0) = 0.
Since
∂M
∂(v, a)
∣∣∣∣
(v,a,λ)=(0,(λω)1/2,0)
(w, µ) = 2(λω)
1/2µψω + S((λω)
1/2)w,
by the implicit function theorem, there exist a(λ) ∈ R and v(λ) ∈ H2(R) such that
a(λ), v(λ) are the C∞ functions, where a(0) = (λω)1/2, v(0) = 0 and M(v(λ), a(λ), λ) = 0.
Then, we have
−JS(a(λ))(ψω + v(λ)) = λ(ψω + v(λ))
for sufficiently small |λ|. Differentiating with respect to λ, we obtain
∂M
∂λ
(v(λ), a(λ), λ) = 2a(λ)a′(λ)(ψω + v(λ)) + S(a(λ))v′(λ) + J−1(ψω + v(λ) + λv(λ)) = 0.
Since v(0) = 0, we have
〈2a(0)a′(0)ψω, ψω〉L2(R) = 0,
and a′(0) = 0. Therefore, we have S((λω)1/2)v′(0) = −J−1ψω. Since v′(0) ∈ (ψω)⊥ and
∂2M
∂λ2
(v(λ), a(λ), λ)|λ=0 = 2a(0)a′′(0)ψω + S((λω)1/2)v′′(0) + J−1v′(0) = 0,
a′′(0) = −〈S((λω)
1/2)v′(0), v′(0)〉H−1(R),H1(R)
2(λω)1/2
< 0.
From the proof of (i), for a > (λω)
1/2, −JS(a) has no positive eigenvalues. Hence, for suffi-
ciently small ε > 0 the function a(λ) on (0, ε) has the inverse function λ(a) on (a(ε), (λω)
1/2)
and a(ε) < (λω)
1/2. Namely, −JS(a) has the simple positive eigenvalue on (a(ε), (λω)1/2).
Let
a0 = inf{a > 0| − JS(b) has a simple positive eigenvalue for a < b < (λω)1/2},
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and for a ∈ (a0, (λω)1/2) the value λ(a) be the positive eigenvalue of −JS(a). We assume
a0 > 0. By the perturbation theory, there exists {an}∞n=1 ⊂ (a0, (λω)1/2) such that an → a0
and
lim
n→∞
λ(an) = 0
or
lim
n→∞
λ(an) =∞.
Since there exists C > 0 such that |〈−JS(a)u, u)〉H−1(R),H1(R)| ≤ C‖u‖L2(R) for a ∈ R, λ(a)
is bounded. Therefore,
lim
n→∞
λ(an) = 0.
Then, there exists {cn}∞n=1 such that ‖vn‖H1(R) = 1 and −JS(an)vn = λ(an)vn. Here,
S(a0)vn = (a
2
0 − a2n)vn − J−1λ(an)vn.
Since S(a0) is invertible and (S(a0))
−1 is bounded,
vn = (S(a0))
−1((a20 − a2n)vn − J−1λ(an)vn)→ 0 as n→∞.
This is contradiction. Therefore, a0 = 0.
Next we show the coerciveness of L+ω on a function space which follows the proof of
Theorem 3.3 in [10].
Lemma 2.2. There exist ω∗,0 > λ∗ and k0 > 0 such that for λ∗ < ω < ω∗,0 and u ∈
H1(R,R) with 〈ϕω, u〉L2(R) = 0,
〈L+ωu, u〉H−1(R),H1(R) ≥ k0‖u‖2H1(R),
where 〈u, v〉L2(R) = Re
∫
R
uv¯dx.
Proof. Let u ∈ H1(R,R) with 〈ϕω, u〉L2(R) = 0. We decompose u = aψ∗ + u⊥, where
a = 〈u, ψ∗〉L2(R) and 〈ψ∗, u⊥〉L2(R) = 0. From the spectrum of −∂2x + V + λ∗, there exists
k > 0 such that
〈(−∂2x + V + λ∗)u⊥, u⊥〉H−1(R),H1(R) ≥ k‖u⊥‖2L2(R).
By ‖V ‖L∞ <∞, we have for ε > 0
〈(−∂2x + V + λ∗)u⊥, u⊥〉H−1(R),H1(R) ≥ (k − ε(‖V ‖L∞ − λ∗))‖u⊥‖2L2(R) + ε‖∂xu⊥‖2L2(R).
Therefore, there exists k′ > 0 such that
〈(−∂2x + V + λ∗)u⊥, u⊥〉H−1(R),H1(R) ≥ k′‖u⊥‖2H1(R).
By the assumption 〈ϕω, u〉L2(R) = 0, we have
a = −〈ϕω, u⊥〉L2(R)〈ϕω, ψ∗〉L2(R) .
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Then
〈L+ωu, u〉H−1(R),H1(R) =〈(−∂2x + V + λ∗)u⊥, u⊥〉H−1(R),H1(R) + λωa2
+ 〈(ω − λ∗ − p|ϕω|p−1)u⊥, u⊥〉H−1(R),H1(R) − 2λω
〈ϕω, u⊥〉2L2(R)
〈ϕω, ψ∗〉L2(R) + o(‖u⊥‖
2
L2(R))
≥k′‖u⊥‖2H1 + λωa2 + 〈(ω − λ∗ − p|ϕω|p−1)u⊥, u⊥〉H−1(R),H1(R)
− 2λω
‖u⊥‖2L2(R)‖ϕω‖2L2(R)
〈ϕω, ψ∗〉2L2(R)
+ o(‖u⊥‖2L2(R)).
If |ω − λ∗| is sufficiently small, then we obtain the conclusion.
3 Proof of Theorem 1.3
In this section, we prove Theorem 1.3. The proof of Theorem 1.3 is similar to the proof of
Theorem 1.5 in [25]. We write the detail of the proof of Theorem 1.3 for readers.
3.1 Proof of (i) of Theorem 1.3
In this subsection, we assume 0 < L < (λω)
−1/2. The proof of (i) of Theorem 1.3 follows
Section 3.1 in [25].
The following proposition follows Grillakis-Shatah-Strauss [10] or Colin-Ohta [4](see
[3]).
Proposition 3.1. Let eiωtϕ be a standing wave of (1.1). Assume that there exists a
constant δ > 0 such that 〈S ′′ω(ϕ)u, u〉H−1,H1 ≥ δ‖u‖2H1 for all u ∈ H1(R × TL) satisfying
〈ϕ, u〉L2 = 〈Jϕ, u〉L2 = 0. Then, the standing wave eiωtϕ is stable.
Let u ∈ H1(R× TL) satisfy 〈ϕ˜ω, u〉L2 = 〈Jϕ˜ω, u〉L2 = 0. Then, We have
〈S ′′ω(ϕ˜ω)u, u〉H−1,H1 =
∑
n∈Z
〈S(n/L)un, un〉H−1,H1,
where
u(x, y) =
∑
n∈Z
un(x)e
iny
L .
Since L−ω and L
+
ω + λω are nonnegative, there exists c > 0 such that
〈S(n/L)v, v〉H−1(R),H1(R) ≥ c‖v‖2H1(R)
for n ∈ Z\{0} and v ∈ H1(R). By Proposition 1.1 and Lemma 2.2, there exists c′ > 0
such that for v ∈ H1(R) with 〈ϕ˜ω, v〉L2 = 2πL
∫
R
ϕω(Re v)dx = 0 and 〈Jϕ˜ω, v〉L2 =
2πL
∫
R
ϕω(Im v)dx = 0
〈L+ω (Re v),Re v〉H−1,H1 ≥ c′‖Re v‖2H1 ,
〈L−ω (Im v), Im v〉H−1,H1 ≥ c′‖Im v‖2H1 .
Therefore, (i) of Theorem 1.1 follows from Proposition 3.1.
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3.2 Proof of (ii) of Theorem 1.3
The proof of (ii) of Theorem 1.3 follows Section 3.2 in [25].
In this subsection, we assume L > (λω)
1/2. We define
µ∗ = max{λ > 0|λ ∈ σ(−JS ′′(ϕ˜ω))},
where σ(−JS ′′(ϕ˜ω)) is the spectrum of −JS ′′(ϕ˜ω). Then, there exist k0 ∈ Z and χ ∈
H1(R×TL) such that ‖χ‖L2 = 1, χ is eigenfunction of −JS ′′ω(ϕ˜ω) corresponding to µ∗ and
χ(x, y) = χ1(x)e
ik0y
L + χ2(x)e
−ik0y
L ,
where χ1, χ2 ∈ H2(R). We define the orthogonal projection P≤k as
P≤ku(x, y) =
k∑
n=−k
un(x)e
iny
L , (x, y) ∈ R× TL,
where
u(x, y) =
∞∑
n=−∞
un(x)e
iny
L . (x, y) ∈ R× TL.
A function u(t) is a solution of (1.1) if and only if v(t) is a solution of the equation
∂tv = −J(S ′′ω(ϕ˜ω)v + g(v)), (3.1)
where u(t) = eiωt(ϕ˜ω + v(t)),
g(v) =
(|v + ϕ˜ω|p−1(vR + ϕ˜ω)− p|ϕ˜ω|p−1vR − |ϕ˜ω|p−1ϕ˜ω
|v + ϕ˜ω|p−1vI − |ϕ˜ω|p−1vI
)
,
and vR = Re v and vI = Im v. We define uδ(t) as the solution of (1.1) with the initial
data ϕ˜ω + δχ and vδ(t) as the solution of (3.1) with the data δχ. Then, we have that
uδ(t) = e
iωt(ϕ˜ω + vδ(t)).
We show the estimate of nonlinear term in the following lemma which follows Lemma
2.4 of [8].
Lemma 3.2. There exists C > 0 such that
‖g(v)‖L2 ≤
{
C‖v‖pH1, 1 < p ≤ 2,
C(‖v‖2H1 + ‖v‖pH1), 2 < p.
Proof. We have
||a|p−1 − |b|p−1| ≤
{
|a− b|p−1, 1 < p ≤ 2,
p(|a|p−2 + |b|p−2)|a− b|, 2 < p.
Since
g(v(x, y)) =
∫ 1
0
(|θv(x, y) + ϕ˜ω(x, y)|p−1 − |ϕ˜ω(x, y)|p−1)v(x, y)dθ,
9
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‖g(v)‖L2 ≤
∥∥∥∥
∫ 1
0
(|θv + ϕ˜ω|p−1 − |ϕ˜ω|p−1)vdθ
∥∥∥∥
L2
≤
∫ 1
0
∥∥|θv + ϕ˜ω|p−1 − |ϕ˜ω|p−1∥∥L4‖v‖L4dθ
≤
{
C‖v‖pH1 , 1 < p ≤ 2,
C(‖v‖2H1 + ‖v‖pH1), 2 < p.
In the following lemma, we estimate the low frequency part of the semi-group.
Lemma 3.3. For a positive integer k and ε > 0, there exists Ck,ε > 0 such that∥∥∥e−tJS′′ω(ϕ˜ω)P≤kv∥∥∥
L2
≤ Ck,εe(µ∗+ε)t‖v‖L2 , t > 0, v ∈ L2(R× TL).
Proof. By the definition of S(a), we have
−JS(a) =
(
0 −∂2x + ω + a2 + V − |ϕ˜ω|p−1
∂2x − ω − a2 − V + p|ϕ˜ω|p−1 0
)
.
Using the exponential decay rates of V and ϕ˜ω and applying the argument for the proof
of Proposition [5] and Lemma 6 in [6], we obtain
σ(e−JS(a)) = eσ(−JS(a)).
By the definition of µ∗, we have that the spectral radius of e−JS(n/L) is less than or equal
to eµ∗ for n ∈ Z. Therefore, by Lemma 2 and Lemma 3 in [23] we have∥∥e−tJS(n/L)v∥∥
L2(R)
≤ Cn,εe(µ∗+ε)t‖v‖L2(R), t > 0, n ∈ Z, v ∈ L2(R).
Hence, for t > 0 and v ∈ L2(R× TL),
∥∥∥e−tJS′′ω(ϕ˜ω)P≤kv∥∥∥
L2
≤
∥∥∥∥∥
k∑
n=−k
e−tJS(n/L)vne
iny
L
∥∥∥∥∥
L2
≤ Ck,εe(µ∗+ε)t‖v‖L2 ,
where
v(x, y) =
∑
n∈Z
vn(x)e
iny
L .
In the following lemma, we estimate the high frequency part of vδ(t).
Lemma 3.4. There exist a positive integer K0 and C > 0 such that for δ > 0 and t > 0
‖vδ(t)‖H1 ≤ C‖P≤K0vδ(t)‖L2 + o(δ) + o(‖vδ(t)‖H1).
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Proof. By the Taylor expansion we have that for v ∈ H1(R× TL)
Sω(ϕ˜ω + v) = Sω(ϕ˜ω) + 〈S ′ω(ϕ˜ω), v〉H−1,H1 +
1
2
〈S ′′ω(ϕ˜ω)v, v〉H−1,H1 + o(‖v‖2H1).
Since Sω is conservation law, we have Sω(ϕ˜ω + δχ) = Sω(ϕ˜ω + vδ(t)) for t ≥ 0. Using
S ′(ϕ˜ω) = 0 and
〈S ′′ω(ϕ˜ω)χ, χ〉H−1,H1 = 〈−JS ′′ω(ϕ˜ω)χ, J−1χ〉H−1,H1 = 〈µ∗χ, J−1χ〉L2 = 0,
we have
〈S ′′ω(ϕ˜ω)vδ(t), vδ(t)〉H−1,H1 = o(‖vδ(t)‖2H1) + o(δ2).
We define K0 as the integer part of 1+L(λω)
1/2. Since S(a) is positive for a > (λω)
1/2, we
obtain S ′′ω(ϕ˜ω)(I − P≤K0) is positive. By the definition of S(a) there exist c, C > 0 such
that
〈S(a)v, v〉H−1(R),H1(R) ≥ c‖v‖2H1(R) − C‖v‖2L2(R)
for v ∈ H1(R) and a ∈ R. Thus,
‖vδ(t)‖2H1 = ‖P≤K0vδ(t)‖2H1 + ‖(I − P≤K0)vδ(t)‖2H1
≤ C ′〈S ′′ω(ϕ˜ω)(I − P≤K0)vδ(t), (I − P≤K0)vδ(t)〉H−1,H1
+ C ′〈S ′′ω(ϕ˜ω)P≤K0vδ(t), P≤K0vδ(t)〉H−1,H1 + C ′′‖P≤K0vδ(t)‖2H1
≤ C ′′‖vδ(t)‖2L2 + o(δ2) + o(‖vδ(t)‖2H1).
Let ε0 = min{(p − 1)µ∗/2, µ∗/2}. By Lemma 3.2, Lemma 3.3 and Lemma 3.4, we
obtain that
‖vδ(t)‖H1 ≤ Cδeµ∗t‖χ‖L2 + C
∫ t
0
∥∥e−(t−s)JSω(ϕ˜ω)P≤K0g(vδ(s))∥∥L2ds+ o(δ) + o(‖vδ(t)‖H1)
≤ Cδeµ∗t + C
∫ t
0
e(1+ε0)µ∗(t−s)(‖vδ(s)‖2H1 + ‖vδ(s)‖pH1)ds+ o(δ) + o(‖vδ(t)‖H1).
There exists C0 > 0 such that for small δ > 0 and ε1 > 0
‖vδ(t)‖H1 ≤ C0eµ∗t, for t ∈ [0, Tε1,δ],
where
Tε1,δ =
log(ε1/δ)
µ∗
.
Then,
|〈χ, vδ(Tε1,δ)〉L2| =
∣∣∣∣δeµ∗Tε1,δ +
∫ Tε1,δ
0
〈χ,−Je−(Tε1,δ−s)S′′ω(ϕ˜ω)g(vδ(s)〉L2ds
∣∣∣∣
≥ ε1 − C
∫ Tε1,δ
0
e(Tε1,δ−s)µ∗(‖vδ(s)‖2H1 + ‖vδ(s)‖pH1)ds
≥ ε1 − Cεmin{p,2}1 .
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Since P≤0ϕ˜ω = ϕ˜ω, there exists ε1 > 0 such that for ε1 > δ > 0 and θ ∈ R∥∥uδ(Tε1,δ)− eiθϕ˜ω∥∥L2 ≥ ∥∥(I − P≤0)(uδ(Tε1,δ)− eiθϕ˜ω)∥∥L2
=
∥∥(I − P≤0)e−iωTε1,δuδ(Tε1,δ)∥∥L2
=
∥∥(I − P≤0)(e−iωTε1,δuδ(Tε1,δ)− ϕ˜ω)∥∥L2 .
By the definition of χ we have
‖(P≤k0 − P≤k0−1)v‖L2 ≥ |〈χ, v〉L2|, for v ∈ L2(R× TL).
Therefore, ∥∥(I − P≤0)(e−iωTε1,δuδ(Tε1,δ)− ϕ˜ω)∥∥L2 ≥ |〈χ, vδ(Tε1,δ)〉L2| ≥ ε12 .
This implies that the standing wave eiωtϕ˜ω is unstable.
4 Proof of Theorem 1.4
In this section, we assume L = (λω0)
−1/2 for 0 < ω0 − λ∗ ≪ 1.
The following lemma follows Proposition 1.1.
Lemma 4.1.
ϕω = ‖ψ∗‖−
p+1
p−1
Lp+1(R)(ω − λ∗)
1
p−1ψ∗ + ‖ψ∗‖−
p+1
p−1
Lp+1(R)(ω − λ∗)
1
p−1
+1(P 1⊥Hλ∗P
1
⊥)
−1ψ∗,p
+ o((ω − λ∗)
1
p−1
+1),
∂ωϕω =
‖ψ∗‖−
p+1
p−1
Lp+1(R)
p− 1 (ω − λ∗)
1
p−1
−1ψ∗ +
p‖ψ∗‖−
p+1
p−1
Lp+1(R)
p− 1 (ω − λ∗)
1
p−1 (P 1⊥Hλ∗P
1
⊥)
−1ψ∗,p
+ o((ω − λ∗)
1
p−1 ).
(4.1)
where ψ∗,p = ‖ψ∗‖−(p+1)Lp+1(R)ψp∗ − ψ∗, Ha = −∂2x + a + V for a ∈ R and P 1⊥ is the orthogonal
projection onto (ψ∗)⊥ = {u ∈ L2(R)|〈u, ψ∗〉L2(R) = 0}.
Proof. Let
ϕω,0 = (ω − λ∗)−
1
p−1ϕω = ‖ψ∗‖−
p+1
p−1
Lp+1(R)ψ∗ + r˜.
By the bifurcation argument, 〈ψ∗, r˜(ω)〉L2(R) = 0. Since ϕω is C1 with respect to ω and
(−∂2x + ω + V )ϕω,0 − |ϕω|p−1ϕω,0 = 0,
we have
0 = ∂ω
(
(−∂2x + ω + V )ϕω,0 − |ϕω|p−1ϕω,0
)
= ‖ψ∗‖−
p+1
p−1
Lp+1(R)ψ∗ + r˜ +Hω∂ω r˜ −
∣∣∣∣‖ψ∗‖− p+1p−1Lp+1(R)ψ∗ + r˜
∣∣∣∣
p−1(
‖ψ∗‖−
p+1
p−1
Lp+1(R)ψ∗ + r˜
)
− p(ω − λ∗)
∣∣∣∣‖ψ∗‖− p+1p−1Lp+1(R)ψ∗ + r˜
∣∣∣∣
p−1
∂ω r˜.
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From 〈ψ∗, r˜(ω)〉L2(R) = 〈ψ∗, ‖ψ∗‖−(p+1)Lp+1(R)ψp∗ − ψ∗〉L2(R) = 0, we obtain
∂ω r˜ = ‖ψ∗‖−
p+1
p−1
Lp+1(R)(P
1
⊥Hλ∗P
1
⊥)
−1(‖ψ∗‖−(p+1)Lp+1(R)ψp∗ − ψ∗) + o(1).
In the following lemma, we obtain the derivative of the eigenvalue λω.
Lemma 4.2. Let p ≥ 2. Then,
ψω = ψ∗ + p(ω − λ∗)(P 1⊥Hλ∗P 1⊥)−1ψ∗,p +O((ω − λ∗)2),
λω =(p− 1)(ω − λ∗) + p(2p− 1)(ω − λ∗)2‖ψ∗‖−(p+1)Lp+1(R)
∫
R
ψp∗(P
1
⊥Hλ∗P
1
⊥)
−1ψ∗,pdx
+ o((ω − λ∗)2).
Proof. There exists δ0 > 0 such that {z ∈ C||z + λ∗| < 2δ0} ∩ σ(−∆ + V ) = {−λ∗}. Let
Γ = {z ∈ C||z| = δ0} be a simple closed curve and projections
Pω =
1
2πi
∫
Γ
(L+ω − z)−1dz.
Then, for ω > λ∗ with 0 < ω − λ∗ ≪ 1,
Pωu = 〈u, ψω〉L2(R)ψω.
Since p ≥ 2, L+ω is C1 with respect to ω. Therefore, the projection Pω is also C1. For
ω, ω′ > λ∗, (〈ψω′ , ψω〉L2(R))2− 1 = 〈Pω′ψω, ψω〉L2(R)− 1 = o(1) as |ω′−ω| → 0. For ω > λ∗,
ψω′ − ψω = Pω(ψω + ψω
′)− Pω′(ψω + ψω′)
1 + 〈ψω′ , ψω〉L2(R) .
Thus, ψω is C
1 with respect to ω. Let ϕω,0 = (ω − λ∗)−
1
p−1ϕω. Since L
+
ωψω = −λωψω, we
have
−λω = 〈L+ωψω, ψω〉H−1(R),H1(R).
Therefore,
− d
dω
λω = 1− p
∫
R
(ϕω,0)
p−1(ψω)2dx− p
∫
R
(p− 1)(ω − λ∗)(ϕω,0)p−2(∂ωϕω,0)(ψω)2dx
= 1− p+O(ω − λ∗).
(4.2)
Since
(−∂2x + ω + λω + V − p|ϕω|p−1)ψω = 0,
we have
0 = (1 + ∂ωλω − p|ϕω,0|p−1 − p(p− 1)(ω − λ∗)|ϕω,0|p−2∂ωϕω,0)ψω + L+ω∂ωψω.
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Therefore,
∂ωψω = p(P
1
⊥Hλ∗P
1
⊥)
−1(‖ψ∗‖−(p+1)Lp+1(R)ψp∗ − ψ∗) +O(ω − λ∗).
By (4.2) and lemma 4.1, we obtain
d2
dω2
λω =2p(p− 1)
∫
R
(ϕω,0)
p−2(∂ωϕω,0)(ψω)2dx+ 2p
∫
R
(ϕω,0)
p−1ψω∂ωψωdx
+ p(p− 1)
∫
R
(ω − λ∗)(ϕω,0)p−3(∂ωϕω,0)2(ψω)2dx
+ p(p− 1)
∫
R
(ω − λ∗)(ϕω,0)p−2(∂2ωϕω,0)(ψω)2dx
+ 2p(p− 1)
∫
R
(ω − λ∗)(ϕω,0)p−2(∂ωϕω,0)ψω∂ωψωdx
=2p(2p− 1)
∫
R
‖ψ∗‖−(p+1)Lp+1(R)ψp∗(P 1⊥Hλ∗P 1⊥)−1(‖ψ∗‖−(p+1)Lp+1(R)ψp∗ − ψ∗)dx+ o(1).
The following corollary follows Lemma 4.2.
Corollary 4.3. There exists ω∗,1 > λ∗ such that for λ∗ < ω < ω∗,1, λω > 0. Moreover, if
λ∗ < ω0 < ω∗,1, then the followings are hold.
(i) If ω0 < ω < ω∗,1, then L+ω has exactly two negative eigenvalue and no kernel.
(ii) If λ∗ < ω < ω0, then L+ω has exactly one negative eigenvalue and no kernel.
Applying Lyapunov-Schmidt decomposition and Crandall-Rabinowitz Transversality in
[12], we show ϕ˜ω0 is a bifurcation point. In this paper, we only write the sketch of the
proof of the following proposition(see the proof of Theorem 4 in [12] or Proposition 1 in
[26] for the detail of the proof of the following proposition).
Proposition 4.4. Let p ≥ 2 and λ∗ < ω0 < ω∗,1. There exist δ > 0 and φω0 ∈
C2([−δ, δ], H2) such that φω0(a) > 0,
φω0(a)(x, y) = φω0(a)(−x, y) = φω0(a)(x,−y), (x, y) ∈ R× [−πL, πL],
−∆φω0(a) + ωω0(a)φω0(a) + V φω0(a)− |φω0(a)|p−1φω0(a) = 0,
φω0(a) = ϕ˜ω0 + aψω0 cos
y
L
+ rω0(a),
ωω0(a) = ω0 +
ω′′ω0(0)
2
a2 + o(a2), (4.3)
where rω0(a)⊥ψω0 cos yL , ‖rω0(a)‖H2 = O(a2),
ω′′ω0(0) =
−p2(p− 1)2
dλω
dω
|ω=ω0
∥∥ψω0 cos yL∥∥2L2 〈(ϕ˜ω0)
p−2(ψω0 cos
y
L
)2,L−1ω0 ((ϕ˜ω0)
p−2(ψω0 cos
y
L
)2)〉L2
− p(p− 1)(p− 2)
3dλω
dω
|ω=ω0
∥∥ψω0 cos yL∥∥2L2 〈(ψω0 cos
y
L
)2, (ϕ˜ω0)
p−3(ψω0 cos
y
L
)2〉L2,
(4.4)
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λ2(a) =
dλω
dω
|ω=ω0ω′′ω0(0)a2 + o(a2), (4.5)
and
‖φω0(a)‖2L2 = ‖ϕ˜ω0‖2L2 +
Rp,ω0
2
a2 + o(a2). (4.6)
Here,
Rp,ω0 = −2
dλω
dω
|ω=ω0
∥∥∥ψω0 cos yL
∥∥∥2
L2
+ ω′′ω0(0)
d‖ϕ˜ω‖2L2
dω
∣∣∣∣
ω=ω0
,
and λ2(a) is the second eigenvalue of L(a, ω0) = −∆+ ωω0(a) + V − |φω0(a)|p−1.
The sketch of the proof. Let F be the function from H2sym(R×TL,R)→ L2sym(R× TL,R)
satisfying
F (ϕ, ω) = −∆ϕ + ωϕ+ V ϕ− |ϕ|p−1ϕ,
where L2sym(R × TL,R) = {u ∈ L2(R × TL,R)|u(x, y) = u(−x, y) = u(x,−y), (x, y) ∈
R × [−πL, πL]}, H2sym(R × TL,R) = H2(R × TL) ∩ L2sym(R × TL,R) and L2(R × TL,R)
is the set of real valued L2-function on R × TL. Then, Ker(∂ϕF (ϕ˜ω0, ω0)) is spanned by
ψω0 cos
y
L
. Applying the Lyapunov-Schmidt decomposition, we obtain that there exists a
function h(ω, a) ∈ H2sym(R× TL,R) such that
P⊥F (ϕ˜ω0 + aψω0 cos
y
L
+ h(ω, a), ω) = 0,
where P⊥ is the orthogonal projection onto {u ∈ L2(R × TL,R)|〈u, ψω0 cos yL〉L2 = 0}.
Then, the problem F (ϕ˜ω0 + aψω0 cos
y
L
+ h(ω, a), ω) = 0 is equivalent to the problem
F||(ω, a) = 〈F (ϕ˜ω0 + aψω0 cos
y
L
+ h(ω, a), ω), ψω0 cos
y
L
〉L2 = 0.
We apply the Crandall-Rabinowitz Transversality and we consider the problem g(ω, a) = 0,
where
g(ω, a) =
{
F||(ω,a)−F||(ω,0)
a
, a 6= 0,
∂F||
∂a
(ω, 0), a = 0.
Here for a 6= 0, F||(ω, a) = 0 if and only if g(ω, a) = 0. If p > 2, then F|| is a C2 function
and g is a C1 function. In the case p = 2, by the positivity of ϕ˜ω0 and the Lebesgue
dominant converge theorem, we can prove g is C1. Then,
∂g
∂ω
(ω0, 0) =
∂λω
∂ω
∣∣∣∣
ω=ω0
∥∥∥ψω0 cos yL
∥∥∥2
L2
,
∂g
∂a
(ω0, 0) = 0.
Therefore, by the implicit function theorem there exists ωω0(a) such that g(ωω0(a), a) = 0.
Hence, φω0(a) := ϕ˜ω0 + aψω0 cos
y
L
+ h(ωω0(a), a) is a solution of F (φω0(a), ωω0(a)) = 0 and
ω′ω0(0) = −
∂g
∂a
∂g
∂ω
(ω0, 0) = 0.
15
Transverse instability
Using certain upper and lower exponential decay rates and positivity of φω0(a), we can
obtain
ω′′ω0(0) = lima→0
ω′ω0(0)
a
=
−1
∂λω
∂ω
|ω=ω0
lim
a→0
1
a
∂g
∂a
(ωω0(a), a),
and (4.4).
Since L(a, ω0) is C
1, there exists an eigenfunction χ∗(a) of L(a, ω0) corresponding to
λ2(a) such that ‖χ∗(a)‖L2 = 1, χ∗(0) =
∥∥ψω0 cos yL∥∥−1L2ψω0 cos yL and χ∗(a) is C1 with respect
to a. In the case p > 2, since F|| is C2, φω0(a) is C
2. In the case p = 2, since L(a, ω0) is
C1 and
dφω0
da
(a) = ψω0 cos
y
L
−(P⊥L(a, ω0)P⊥)−1P⊥(L(a, ω0)ψω0 cos
y
L
+ωω0(a)(ϕ˜ω0+h(ωω0(a), a))),
φω0(a) is C
2. Since
λ2(a) = 〈L(a, ω0)χ∗(a), χ∗(a)〉L2,
we obtain
dλ2
da
= ω′′ω0 − 2p(p− 1)〈(φω0)p−2
dφω0
da
dχ∗
da
, χ∗〉L2
− p(p− 1)
〈(
(p− 2)(φω0)p−3
(
dφω0
da
)2
+ (φω0)
p−2d
2φω0
da2
)
χ∗, χ∗
〉
L2
,
and (4.5). Finally, calculating d
2
da2
‖φω0(a)‖2L2 |a=0, we get (4.6).
Lemma 4.5. Let p ≥ 2. Then, there exists ωp > λ∗ such that for ω0 ∈ (λ∗, ωp), ω′′ω0(0) > 0
and
Rp,ω0
{
> 0, 2 ≤ p < 9+
√
57
4
,
< 0, 9+
√
57
4
≤ p.
Remark 4.6. The first term of Rp,ω0 with respect to ω0 − λ∗ yields the critical exponent
p∗. In Lemma 4.5, we show the following expansion:
Rp,ω0 =
(−4p2 + 18p− 6)π
3(p− 1)3/2(ω − λ∗)1/2 +O((ω − λ∗)
1/2).
Proof. First, we prove the positivity of ω′′ω0(0). Let
I1 =
〈
(ϕ˜ω0)
p−2(ψω0 cos yL)2,L−1ω0
(
(ϕ˜ω0)
p−2(ψω0 cos yL)2
)〉
L2
I2 =
〈(
ψω0 cos
y
L
)2
, (ϕ˜ω0)
p−3(ψω0 cos yL)2
〉
L2
.
Since (ϕω,0(x))
p−3 is differentiable with respect to x ∈ R and
∣∣∣ 1
ω − λ∗
(
(ϕω,0(x))
p−3 − ‖ψ∗‖−
(p−3)(p+1)
p−1
Lp+1(R) (ψ∗(x))
p−3
)∣∣∣ ≤ C(ϕθ(ω),0(x))p−4|∂ωϕθ(ω),0(x)|,
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by the boundedness of ‖∂ωϕω,0‖H2(R) with respect to ω and certain upper and lower expo-
nential decay rates for ϕω and ψω we have
I2 =
3
8
(ω0 − λ∗)
p−3
p−1
∫
R×TL
ϕ˜p−3ω0,0ψ
4
ω0
dxdy
=
3πL
4
‖ψ∗‖
2(p+1)
p−1
Lp+1(R)(ω0 − λ∗)
p−3
p−1
+
3(5p− 3)πL
4
‖ψ∗‖−
(p−3)(p+1)
p−1
Lp+1(R) (ω0 − λ∗)
p−3
p−1
+1
∫
R
ψp∗(P
1
⊥Hλ∗P
1
⊥)
−1ψ∗,pdx
+ o((ω0 − λ∗)
p−3
p−1
+1L),
where ϕω,0 = (ω − λ∗)−1/(p−1)ϕω and λ∗ < θ(ω) < ω. On the other hand,
I1 =
1
4
〈(ϕ˜ω0)p−2ψ2ω0 , (L+ω0)−1(ϕ˜ω0)p−2ψ2ω0〉L2
+
1
8
〈(ϕ˜ω0)p−2ψ2ω0 , (L+ω0 +
4
L2
)−1((ϕ˜ω0)
p−2ψ2ω0)〉L2
= I ′1 + I
′′
1 .
By
∥∥∥(L+ω0)−1|(ψω0 )⊥
∥∥∥ ≤ C and the similar calculation for I2, we obtain
I ′1 =
(ω0 − λ∗)
2(p−2)
p−1
4
{〈
(ϕω0,0)
p−2(ψω0)
2, (L+ω0)
−1
(∫
R
(ϕω0,0)
p−2(ψω0)
3dx
)
ψω0
〉
L2
+
〈
(ϕω0,0)
p−2(ψω0)
2, (L+ω0)
−1
(
(ϕω0,0)
p−2(ψω0)
2 −
∫
R
(ϕω0,0)
p−2(ψω0)
3dxψω0
)〉
L2
}
=−
πL(ω0 − λ∗)
p−3
p−1‖ψ∗‖
2(p+1)
p−1
Lp+1(R)
2(p− 1)
+
(−5p2 + 9p− 3)πL(ω0 − λ∗)
p−3
p−1
+1‖ψ∗‖−
(p−3)(p+1)
p−1
Lp+1(R)
2(p− 1)2
∫
R
ψp∗(P
1
⊥Hλ∗P
1
⊥)
−1ψ∗,pdx
+ o((ω0 − λ∗)
p−3
p−1
+1L),
where (ψω)
⊥ = {u ∈ L2(R)|〈u, ψω0〉L2(R) = 0}. By the same calculation of I ′1 and the
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boundedness of
∥∥∥(L+ω0 + 4L2 )−1|(ψω0 )⊥
∥∥∥,
I ′′1 =
(ω0 − λ∗)
2(p−2)
p−1
8
〈
(ϕω0,0)
p−2(ψω0)
2, (L+ω0 + 4/L
2)−1
(∫
R
(ϕω0,0)
p−2(ψω0)
3dx
)
ψω0
〉
L2
+
(ω0 − λ∗)
2(p−2)
p−1
8
〈
(ϕω0,0)
p−2(ψω0)
2,
(L+ω0 + 4/L
2)−1
(
(ϕω0,0)
p−2(ψω0)
2 −
∫
R
(ϕω0,0)
p−2(ψω0)
3dxψω0
)〉
L2
=
πL(ω0 − λ∗)
p−3
p−1‖ψ∗‖
2(p+1)
p−1
Lp+1(R)
12(p− 1)
+
(9p2 − 17p+ 7)πL(ω0 − λ∗)
p−3
p−1
+1‖ψ∗‖−
(p−3)(p+1)
p−1
Lp+1(R)
12(p− 1)2
∫
R
ψp∗(P
1
⊥Hλ∗P
1
⊥)
−1ψ∗,pdx
+ o((ω0 − λ∗)
p−3
p−1
+1L).
Since
1
d
dω
λω0
∥∥ψω0 cos yL∥∥2L2 =
1
(p− 1)πL −
C∗(ω0 − λ∗)
(p− 1)πL + o((ω0 − λ∗)L
−1),
we obtain
ω′′ω0(0)
=
p(p+ 3)(ω0 − λ∗)
p−3
p−1‖ψ∗‖
2(p+1)
p−1
Lp+1(R)
6
−
p(2p3 + 3p2 + 34p− 18)(ω0 − λ∗)
p−3
p−1
+1‖ψ∗‖−
(p−3)(p+1)
p−1
Lp+1(R)
12(p− 1)
∫
R
ψp∗(P
1
⊥Hλ∗P
1
⊥)
−1ψ∗,pdx
+ o((ω0 − λ∗)
p−3
p−1
+1)
where
C∗ =
2p(2p− 1)‖ψ∗‖−(p+1)Lp+1(R)
∫
R
ψp∗(P
1
⊥Hλ∗P
1
⊥)
−1ψ∗,pdx
p− 1 .
Therefore, if 0 < ω0 − λ∗ ≪ 1, then ω′′ω0(0) > 0.
Next, we calculate Rp,ω0. Since
−2dλω
dω
|ω=ω0
∥∥∥ψω0 cos yL
∥∥∥2
L2
= −2(p− 1)πL− 2C∗(p− 1)πL(ω0 − λ∗) + o((ω0 − λ∗)L)
and
d
dω
‖ϕ˜ω‖2L2|ω=ω0 =
4πL
p− 1‖ψ∗‖
− 2(p+1)
p−1
Lp+1(R)(ω0 − λ∗)−
p−3
p−1 + o((ω0 − λ∗)
2
p−1L),
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we have
Rp,ω0 = −2(p− 1)πL− 2C∗(p− 1)πL(ω0 − λ∗) +
2p(p+ 3)πL
3(p− 1) + o((ω0 − λ∗)L)
− p(2p
3 + 3p2 + 34p− 18)πL
3(p− 1)2 (ω0 − λ∗)‖ψ∗‖
−(p+1)
Lp+1(R)
∫
R
ψp∗(P
1
⊥Hλ∗P
1
⊥)
−1ψ∗,pdx
=
(−4p2 + 18p− 6)πL
3(p− 1) + o((ω0 − λ∗)L)
+
p(−26p3 + 57p2 − 82p+ 30)πL
3(p− 1)2 (ω0 − λ∗)‖ψ∗‖
−(p+1)
Lp+1(R)
∫
R
ψp∗(P
1
⊥Hλ∗P
1
⊥)
−1ψ∗,pdx.
(4.7)
Let
p∗ =
9 +
√
57
4
.
Since p∗ is the root of −4p2 + 18p − 6 = 0 with p > 1, the conclusion for p 6= p∗ follows
(4.7). Finally, we consider the case p = p∗. By p∗ > 4, we have
−26p3∗ + 57p2∗ − 82p∗ + 30 < 0.
Therefore,
Rp∗,ω0 =
p∗(−26p3∗ + 57p2∗ − 82p∗ + 30)πL(ω0 − λ∗)‖ψ∗‖−(p∗+1)Lp∗+1(R)
3(p∗ − 1)2
∫
R
ψp∗∗ (P
1
⊥Hλ∗P
1
⊥)
−1ψ∗,p∗dx
+ o((ω0 − λ∗)L)
=
p∗(−26p3∗ + 57p2∗ − 82p∗ + 30)πL(ω0 − λ∗)
3(p∗ − 1)2
∫
R
ψ∗,p∗(P
1
⊥Hλ∗P
1
⊥)
−1ψ∗,p∗dx
+ o((ω0 − λ∗)L)
The conclusion for p = p∗ follows this.
Using Lemma 4.5 and applying the argument in Section 3 of [26], we obtain Theorem
1.4.
For the completeness of the proof of Theorem 1.4, we introduce the argument for the
stability of standing with the degenerate linearized operator in [13, 26]. Using the following
proposition, we show Theorem 1.4.
Proposition 4.7. Let λ∗ < ω0 < ω∗,0.
(i) If Rp,ω0 > 0, then e
iω0tϕ˜ω0 is a stable standing wave of (NLS) on R × TL with
L = (λω0)
− 1
2 .
(ii) If Rp,ω0 < 0, then e
iω0tϕ˜ω0 is an unstable standing wave of (NLS) on R × TL with
L = (λω0)
− 1
2 .
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To modulate the translation symmetry for y ∈ TL, we define the polar coordinate
~a = (a1, a2) = (a cos
a˜
L
,−a sin a˜
L
) for ~a ∈ R2 and
φω0(~a)(x, y) = φω0(a)(x, y + a˜), ωω0(~a) = ωω0(a).
In the following lemma, we construct a curve which captures the degeneracy of the lin-
earized operator S ′′ω0(ϕ˜ω0).
Lemma 4.8. There exist a neighborhood U of (0, 0) in R2 and a C1 function ρ : U → R
such that ρ(0, 0) = 0 and for ~a ∈ U
Q(φω0(~a) + ρ(~a)∂ωϕ˜ω0) = Q(ϕ˜ω0),
ρ(~a)〈ϕ˜ω0, ∂ωϕ˜ω0〉L2 = Q(ϕ˜ω0)−Q(φω0(~a)) + o(ρ(~a)). (4.8)
Proof. Since
∂ρQ(φω0(~a) + ρ∂ωϕ˜ω0)|ρ=0,~a=0 = 〈ϕ˜ω0, ∂ωϕ˜ω0〉L2 > 0,
the conclusion follows the implicit function theorem.
Let
Φ(~a) = φω0(~a) + ρ(~a)∂ωϕ˜ω0 .
for ~a ∈ U .
In the following lemma, we capture the degeneracy of the action Sω.
Lemma 4.9. For ~a ∈ U ,
Sω0(Φ(~a))− Sω0(ϕ˜ω0) =
d
dω
λω0‖ψω0 cos(y/L)‖2L2Rp,ω0
16〈ϕ˜ω0, ∂ωϕ˜ω0〉L2
|~a|4 + o(|~a|4).
Proof. For ~a ∈ U ,
Sω0(Φ(~a))− Sω0(ϕ˜ω0) =Sωω0 (~a)(Φ(~a))− Sω0(ϕ˜ω0) + (ω0 − ωω0(~a))Q(ϕ˜ω0)
=Sωω0 (~a)(φω0(~a))− Sω0(ϕ˜ω0) + (ω0 − ωω0(~a))Q(ϕ˜ω0)
+
1
2
(ρ(~a))2〈S ′′ω0(ϕ˜ω0)∂ωϕ˜ω0, ∂ωϕ˜ω0〉L2 + o((ρ(~a))2).
From ω′′ω0(0) > 0 and (4.3), ωω0(a) is increasing on a small interval (0, δ). Therefore, there
exists the inverse function a+(ω) of ωω0(a) form [ω0, ωω0(δ)) to [0, δ). By the differentiability
of a+ for ω > ω0, φω0(a
+) is differentiable for ω > ω0. Thus, for ω, ω1 with ω 6= ω1
Sω(φω0(a
+(ω)))− Sω1(φω0(a+(ω1)))
ω − ω1
=
〈S ′′ω1(φω0(a+(ω1))(φω0(a+(ω))− φω0(a+(ω1))), (φω0(a+(ω))− φω0(a+(ω1)))〉L2
2(ω − ω1)
+Q(φω0(a
+(ω))) +
o((φω0(a
+(ω))− φω0(a+(ω1)))2)
ω − ω1
→Q(φω0(a+(ω1))) as ω → ω1.
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Moreover, since ∂aφω0(a)|a=0 = ψω0 cos yL , for ω > ω0
Sω(φω0(a
+(ω)))− Sω0(ϕ˜ω0)
ω − ω0
=
〈S ′′ω0(ϕ˜ω0)(φω0(a+)− ϕ˜ω0), (φω0(a+)− ϕ˜ω0)〉L2
ω′′ω0(0)(a
+)2 + o((a+)2)
+Q(ϕ˜ω0) +
o((φω0(a
+)− ϕ˜ω0)2)
ω′′ω0(0)(a
+)2 + o((a+)2)
→Q(ϕ˜ω0) as ω ↓ ω0.
Hence, Sω(φω0(a
+)) is C1 and
dSω(φω0(a
+))
dω
= Q(φω0(a
+)).
By the equation (4.6), Q(φω0(a
+)) is C1 on (ω0, ωω0(δ)) and
lim
ω↓ω0
Q(φω0(a
+))−Q(ϕ˜ω0)
ω − ω0 =
Rp,ω0
2ω′′ω0(0)
.
Therefore, Sω(φω0(a
+)) is C2 with respect to ω on (ω0, ωω0(δ)) and
Sω(φω0(a
+))− Sω0(ϕ˜ω0) + (ω0 − ω)Q(ϕ˜ω0) =
Rp,ω0
4ω′′ω0(0)
(ω − ω0)2 + o((ω − ω0)2)
=
ω′′ω0(0)Rp,ω0
16
(a+)4 + o((a+)4).
(4.9)
From the equation (4.8), we have the expansion
(ρ(~a))2〈ϕ˜ω∗ , ∂ωϕ˜ω0〉L2 =
(Rp,ω0)
2
16〈ϕ˜ω∗ , ∂ωϕ˜ω0〉L2
|~a|4 + o(|~a|4). (4.10)
Since
Sωω0(|~a|)(φω0(|~a|)) + (ω0 − ωω0(|~a|))Q(ϕ˜ω0) = Sωω0 (~a)(φω0(~a)) + (ω0 − ωω0(~a))Q(ϕ˜ω0),
by (4.9) and (4.10) we obtain the conclusion.
We introduce the distance and tubular neighborhoods of ϕ˜ω0 as follows. Set for ε > 0
distω0(u) = inf
θ∈R
∥∥u− eiθϕ˜ω0∥∥H1 ,
Nε = {u ∈ H1(R× TL)|distω0(u) < ε},
N0ε = {u ∈ Nε|Q(u) = Q(ϕ˜ω0)}.
Modulating the symmetry, we eliminate the degeneracy of the linearized operator
around ϕ˜ω0 .
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Lemma 4.10. Let ε > 0 sufficiently small. Then, there exist C2 function θ : Nε → R,
α : Nε → R, ~a : Nε → U and w : Nε → H1(R× TL) such that for u ∈ Nε
eiθ(u)u = Φ(~a(u)) + w(u) + α(u)φω0(~a(u)),
where 〈w(u) + α(u)φω0(~a(u)), ψω0 cos(y/L)〉L2 = 〈w(u) + α(u)φω0(~a(u)), ψω0 sin(y/L)〉L2 =
〈w(u), φω0(~a(u))〉L2 = 〈w(u), iφω0(~a(u))〉L2 = 0.
Proof. Let ψω0,1 = ψω0 cos(y/L) and ψω0,2 = ψω0 sin(y/L). We define
G(u, θ, a1, a2) =

〈eiθu− Φ(~a), iφω0(~a)〉L2〈eiθu− Φ(~a), ψω0,1〉L2
〈eiθu− Φ(~a), ψω0,2〉L2

 ,
where ~a = (a1, a2). Since G(ϕ˜ω0, 0, 0, 0) = 0 and
∂G
∂(θ, a1, a2)
∣∣∣∣
(u,θ,a1,a2)=(ϕ˜ω0 ,0,0,0)
=

‖ϕ˜ω0‖
2
L2 0 0
0 −‖ψω0,1‖2L2 0
0 0 −‖ψω0,2‖2L2

 ,
by the implicit theorem for sufficiently small ε > 0 there exist C2 functions θ : Nε → R
and ~a : Nε → U such that for u ∈ Nε
G(u, θ(u),~a(u)) = 0.
We define
α(u) =
〈eiθ(u)u− Φ(~a(u)), φω0(~a(u))〉L2
‖φω0(~a(u))‖2L2
,
and
w(u) = eiθ(u)u− Φ(~a(u))− α(u)φω0(~a(u)).
Then, the conclusion follows the definition of w.
In the following lemma, we show the estimate of α(u) for u ∈ N0ε .
Lemma 4.11. Let ε > 0 sufficiently small. There exists C > 0 such that for u ∈ N0ε ,
|α(u)| ≤ C‖w(u)‖L2(ρ(~a(u)) + ‖w(u)‖L2).
Proof. By Lemma 4.10, for u ∈ N0ε ,
Q(ϕ˜ω0) =Q(Φ(~a(u)) + w(u) + α(u)φω0(~a(u)))
=Q(ϕ˜ω0) + α(u)‖φω0(~a(u))‖2L2 + ρ(~a(u))α(u)〈∂ωϕ˜ω0, φω0(~a(u))〉L2
+ ρ(~a(u))〈∂ωϕ˜ω0, w(u)〉L2 +Q(w(u)) + (α(u))2Q(φω0(~a(u))).
Since ρ(~a(u))→ 0 as ε→ 0, we obtain the conclusion.
Next, we prove the coerciveness of the linearized operator around ϕ˜ω0 .
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Lemma 4.12. There exist k0 > 0 and ε0 > 0 such that for a1, a2, α ∈ (−ε0, ε0), if
w ∈ H1(R × TL) with 〈w, φω0(~a)〉L2 = 〈w, iφω0(~a)〉L2 = 〈w + αφω0(~a), ψω0 cos(y/L)〉L2 =
〈w + αφω0(~a), ψω0 sin(y/L)〉L2 = 0, then
〈S ′′ω0(Φ(~a))w,w〉H−1,H1 ≥ k0‖w‖2H1 ,
where ~a = (a1, a2).
Proof. Let ψω0,1 = ψω0 cos(y/L) and ψω0,2 = ψω0 sin(y/L). For w ∈ H1(R × TL) with
〈w, φω0(~a)〉L2 = 〈w, iφω0(~a)〉L2 = 〈w + αφω0(~a), ψω0,1〉L2 = 〈w + αφω0(~a), ψω0,2〉L2 = 0, we
decompose w = b1ϕ˜ω0+b2iϕ˜ω0+b3ψω0,1+b4ψω0,2+w⊥, where 〈w⊥, ϕ˜ω0〉L2 = 〈w⊥, iϕ˜ω0〉L2 =
〈w⊥, ψω0,1〉L2 = 〈w⊥, ψω0,2〉L2 = 0, bj ∈ R for j ∈ {1, 2, 3, 4}. By the non-negativeness
of L−ω0 and L
+
ω0
+ λω0, Proposition 2.1 and Lemma 2.2, there exists c > 0 such that
〈S ′′ω0(ϕ˜ω0)w⊥, w⊥〉H−1,H1 ≥ c‖w⊥‖2H1 , where c is independent of w⊥. Then, from the or-
thogonal conditions for w, we have for j ∈ {1, 2, 3, 4}, bj = O((|~a| + |α|)‖w⊥‖L2) as
|~a|+ |α| → 0. Therefore, there exist ε0, k0 > 0 such that for a1, a2, α ∈ (−ε0, ε0),
〈S ′′ω0(Φ(~a))w,w〉H−1,H1 =〈S ′′ω0(ϕ˜ω0)w⊥, w⊥〉H−1,H1 +
4∑
j=1
b2j + o(‖w⊥‖2L2)
≥k0‖w‖2H1.
In the following lemma, we investigate the variational structure of Sω0 around ϕ˜ω0 .
Lemma 4.13. Let ε > 0 sufficiently small. For u ∈ N0ε
Sω0(u)− Sω0(ϕ˜ω0) =
1
2
〈S ′′ω0(ϕ˜ω0)w(u), w(u)〉H−1,H1 + C∗∗Rp,ω0|~a(u)|4
+ o(‖w(u)‖2H1) + o(|~a(u)|4),
where w(u) and ~a(u) are defined by Lemma 4.10 and
C∗∗ =
d
dω
λω0‖ψω0 cos(y/L)‖2L2
16〈ϕ˜ω0, ∂ωϕ˜ω0〉L2
.
Proof. Let u ∈ N0ε . By Lemma 4.10 and Lemma 4.11, we have
Sω0(u)− Sω0(ϕ˜ω0)
=Sω0(Φ(~a(u)) + w(u) + α(u)φω0(~a(u)))− Sω0(ϕ˜ω0)
=Sω0(Φ(~a(u)))− Sω0(ϕ˜ω0) + 〈S ′ω0(Φ(~a(u))), w(u) + α(u)φω0(~a(u))〉H−1,H1
+
1
2
〈S ′′ω0(Φ(~a(u))w(u), w(u)〉H−1,H1 + o(‖w(u)‖2H1).
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Since ρ(~a(u)) = O(|~a(u)|2) as distω0(u)→ 0, 〈φω0(~a(u)), w(u)〉L2 = 0 and S ′′ω0(ϕ˜ω0)∂ωϕ˜ω0 =
−ϕ˜ω0 , we have
〈S ′ω0(Φ(~a(u))), w(u)〉H−1,H1
=〈S ′ωω0(~a(u))(Φ(~a(u))) + (ω0 − ωω0(~a))Φ(~a(u))), w(u)〉H−1,H1
=〈S ′′ωω0(~a(u))(φω0(~a(u)))ρ(~a(u))∂ωϕ˜ω0, w(u)〉H−1,H1 + o(|~a|
4) + o(‖w(u)‖2H1)
=〈(S ′′ωω0(~a(u))(φω0(~a(u)))− S
′′
ω0
(ϕ˜ω0))ρ(~a(u))∂ωϕ˜ω0 , w(u)〉H−1,H1
− ρ(~a(u))〈ϕ˜ω0 − φω0(~a(u)), w(u)〉L2 + o(|~a(u)|4) + o(‖w(u)‖2H1)
=o(|~a(u)|4) + o(‖w(u)‖2H1).
By Lemma 4.11 and the continuity of S ′ω0(Φ(~a)) and φω0(~a) at ~a = 0, we have
〈S ′ω0(Φ(~a(u))), α(u)φω0(~a(u))〉H−1,H1 = o(|~a(u)|4) + o(‖w(u)‖2H1).
Therefore, from Lemma 4.9, we have the conclusion.
4.1 The proof of (i) of Proposition 4.7
In this subsection, we prove (i) of Proposition 4.7. Let 0 < ε ≪ 1. By Lemma 4.13 and
Rp,ω0 > 0, for small ε we have that there exists c > 0 such that for u ∈ N0ε
Sω0(u)− Sω0(ϕ˜ω0) ≥ c(‖w(u)‖2H1 + |~a(u)|4), (4.11)
where w(u),~a(u) are defined by Lemma 4.10. We suppose that there exist ε0 > 0, a
sequence {un}n of solutions and a sequence {tn}n such that tn > 0 and un(0)→ ϕ˜ω0 in H1
and
inf
θ∈R
∥∥un(tn)− eiθϕ˜ω0∥∥H1 > ε0.
Let
vn =
√
Q(ϕ˜ω0)
Q(un)
un(tn).
Since Q(vn) = Q(ϕ˜ω0) and Q(un)→ Q(ϕ˜ω0) as n→∞, ‖vn − un(tn)‖H1 → 0 and Sω0(vn)−
Sω0(ϕ˜ω0) → 0 as n → ∞. By the equation (4.11), ~a(un(tn)) → 0, α(un(tn)) → 0 and
w(un(tn))→ 0 in H1 as n→∞. Therefore,
inf
θ∈R
∥∥un(tn)− eiθϕ˜ω0∥∥H1 → 0 as n→∞.
This is a contradiction. We complete the proof of (i).
4.2 The proof of (ii) of Proposition 4.7
In this subsection, we prove (ii) of Proposition 4.7. Let 0 < ε≪ 1. We define the functions
A(u) and P (u) as
A(u) = 〈eiθ(u)u,−i[a1(u)∂a1Φ(~a(u)) + a2(u)∂a2Φ(~a(u))]〉L2,
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P (u) = 〈S ′ωω0(~a(u))(u), iA
′(u)〉H−1,H1,
for u ∈ Nε, where θ(u) and ~a(u) are defined by Lemma 4.10.
Then
A′(u) =− ie−iθ(u)[a1(u)∂a1Φ(~a(u)) + a2(u)∂a2Φ(~a(u))]
+ 〈ieiθ(u)u,−i[a1(u)∂a1Φ(~a(u)) + a2(u)∂a2Φ(~a(u))]〉L2θ′(u)
+ 〈eiθ(u)u,−i[∂a1Φ(~a(u)) + a1(u)∂a1∂a1Φ(~a(u)) + a2(u)∂a1∂a2Φ(~a(u))]〉L2a′1(u)
+ 〈eiθ(u)u,−i[a1(u)∂a1∂a2Φ(~a(u)) + ∂a2Φ(~a(u)) + a2(u)∂a2∂a2Φ(~a(u))]〉L2a′2(u),
〈iA′(u), Q′(u)〉L2 = −〈A′(u), iu〉L2 = dA(e
iθu)
dθ
∣∣∣∣
θ=0
= 0.
Therefore, for any solution u(t) of (1.1)
dA(u(t))
dt
= 〈A′(u(t)),−iE ′(u(t))〉H−1,H1 =〈iA′(u(t)), E ′(u(t)) + ω(~a(u(t)))Q′(u(t))〉H−1,H1
=P (u(t)).
Next, we investigate the function P .
Lemma 4.14. For ~a ∈ U ,
P (Φ(~a)) = −|~a|2ρ(~a)dλω
dω
|ω=ω0
∥∥∥ψω0 cos yL
∥∥∥2
L2
+ o(ρ(~a)2).
Proof. Let ~a0 = (a1,0, a2,0) ∈ U . Then ‖Φ(~a)‖L2 = ‖ϕ˜ω0‖L2 , ~a(Φ(~a0)) = ~a0 and θ(Φ(~a0)) =
0. Therefore,
S ′ωω0(~a0)(Φ(~a0)) =S
′′
ω0
(ϕ˜ω0)ρ(~a0)∂ωϕ˜ω0 − ρ(~a0)p(p− 1)(ϕ˜ω0)p−2∂ωϕ˜ω0ψω0
(
a1,0 cos
y
L
+ a2,0 sin
y
L
)
+ o(ρ(~a0)|~a0|),
(4.12)
iA′(Φ(~a0))
=a1,0∂a1Φ(~a0) + a2,0∂a2Φ(~a0)
=ψω0
(
a1,0 cos
y
L
+ a2,0 sin
y
L
)
+ (a1,0∂a1ρ(~a0) + a2,0∂a2ρ(~a0))∂ωϕ˜ω0
+ (S ′′ω0(ϕ˜ω0))
−1
[
−|~a0|2ω′′ω0(0)ϕ˜ω0 + p(p− 1)(ϕ˜ω0)p−2ψ2ω0
(
a1,0 cos
y
L
+ a2,0 sin
y
L
)2]
+ o(|~a0|2)
(4.13)
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Hence, we have
P (Φ(~a0))
=〈S ′′ω0(ϕ˜ω0)ρ(~a0)∂ωϕ˜ω0 , ψω0
(
a1,0 cos
y
L
+ a2,0 sin
y
L
)
+ (a1,0∂a1ρ(~a0) + a2,0∂a2ρ(~a0))∂ωϕ˜ω0〉L2
+ 〈ρ(~a0)∂ωϕ˜ω0 ,−|~a0|2ω′′ω0(0)ϕ˜ω0 + p(p− 1)(ϕ˜ω0)p−2ψ2ω0
(
a1,0 cos
y
L
+ a2,0 sin
y
L
)2
〉L2
+ 〈−ρ(~a0)p(p− 1)(ϕ˜ω0)p−2∂ωϕ˜ω0ψω0
(
a1,0 cos
y
L
+ a2,0 sin
y
L
)
, ψω0
(
a1,0 cos
y
L
+ a2,0 sin
y
L
)
〉L2
+ o(ρ(~a0)|~a0|2)
=− ρ(~a0)〈ϕ˜ω0, ∂ωϕ˜ω0〉L2(a1,0∂a1ρ(~a0) + a2,0∂a2ρ(~a0) + |~a0|2ω′′ω0(0)) + o(ρ(~a0)|~a0|2).
(4.14)
By (4.10), we have
〈ϕ˜ω0, ∂ωϕ˜ω0〉L2(a1,0∂a1ρ(~a0) + a2,0∂a2ρ(~a0))
=− |~a0|
2Rp,ω0
2
+ o(|~a0|2)
=− |~a0|2
(
−dλω
dω
|ω=ω0
∥∥∥ψω0 cos yL
∥∥∥2
L2
+ ω′′ω0(0)〈∂ωϕ˜ω0, ϕ˜ω0〉L2
)
+ o(|~a0|2).
Hence, the conclusion follows the equation (4.14).
Lemma 4.15. Let ε > 0 be sufficiently small and u ∈ N0ε with Sω0(u) − Sω0(ϕ˜ω0) < 0.
Then
P (u) = −|~a|2ρ(~a)dλω
dω
|ω=ω0
∥∥∥ψω0 cos yL
∥∥∥2
L2
+ o(ρ(~a(u))2) + o(‖w(u)‖2H1).
Proof. By the Taylor expansion , we have
P (u) =〈S ′ωω0(~a(u))(Φ(~a(u)) + w(u) + α(u)φω0(~a(u))), iA
′(Φ(~a(u)) + w(u) + α(u)φω0(~a(u)))〉H−1,H1
=〈S ′ωω0(~a(u))(Φ(~a(u))) + S
′′
ωω0(~a(u))
(Φ(~a(u)))(w(u) + α(u)φω0(~a(u))),
iA′(Φ(~a(u))) + iA′′(Φ(~a(u)))(w(u) + α(u)φω0(~a(u)))〉H−1,H1 + o(ρ(~a(u))2 + ‖w(u)‖2H1)
By (4.12), (4.13), Lemma 4.11 and Lemma 4.14,
P (u) =P (Φ(~a(u))) + 〈S ′ωω0 (~a(u))(Φ(~a(u))), iA
′′(Φ(~a(u)))w(u)〉L2
+ 〈S ′′ωω0(~a(u))(Φ(~a(u)))w(u), iA
′(Φ(~a(u)))〉H−1,H1 + o(ρ(~a(u))2 + ‖w(u)‖2H1)
By the proof of Lemma 4.10, we obtain that
∂G
∂(θ, a1, a2)

θ′a′1
a′2

 =

−ie−iθ(u)φω0(~a(u))−e−iθ(u)ψω0,1
−e−iθ(u)ψω0,2

 .
Thus θ′(Φ(~a(u)), a′1(Φ(~a(u))) and a
′
2(Φ(~a(u))) are linear combinations of iφω0(~a(u)), ψω0,1
and ψω0,2. Since 〈θ′(Φ(~a(u))), w(u)〉L2 = 〈a′1(Φ(~a(u))), w(u)〉L2 = 〈a′2(Φ(~a(u))), w(u)〉L2 =
O(α(u)‖w(u)‖H1), we have
iA′′(Φ(~a(u)))w(u) = O(α(u)‖w(u)‖H1).
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Therefore, by the orthogonal condition of w(u) and A′(Φ(~a(u))) = O(~a(u)) we obtain
P (u) =P (Φ(~a(u))) + (ωω0(~a(u))− ω0)〈w(u), iA′(Φ(~a(u)))〉L2
+ 〈p(|Φ(~a(u))|p−1 − |ϕ˜ω0|p−1)w(u), iA′(Φ(~a(u)))〉L2
+ 〈S ′′ω0(ϕ˜ω0)w(u), ψω0
(
a1(u) cos
y
L
+ a2(u) sin
y
L
)
〉H−1,H1
+ 〈S ′′ω0(ϕ˜ω0)w(u), (a1(u)∂a1ρ(~a(u)) + a2(u)∂a2ρ(~a(u)))∂ωϕ˜ω0〉H−1,H1
+ 〈w(u),−|~a(u)|2ω′′ω0(0)ϕ˜ω0 + p(p− 1)(ϕ˜ω0)p−2ψ2ω0
(
a1(u) cos
y
L
+ a2(u) sin
y
L
)2
〉H−1,H1
+ o(ρ(~a(u))2 + ‖w(u)‖2H1)
=P (Φ(~a(u))) + o(ρ(~a(u))2 + ‖w(u)‖2H1)
Hence, we obtain the conclusion.
We assume eiω0tϕ˜ω0 is stable. Let {~an}n be a sequence with ~an → 0 and {un}n be the
sequence of solutions with un(0) = Φ(~an). Since Rp,ω0 < 0 and there exists C > 0 such
that
Sω0(Φ(~an))− Sω0(ϕ˜ω0) = CRp,ω0|~an|4 + o(|~an|4),
we obtain Sω0(ϕ˜ω0) > Sω0(Φ(~an)) for sufficiently large n > 1. From Lemma 4.13 and
Lemma 4.15 we have for sufficiently large n > 1
0 <Sω0(ϕ˜ω0)− Sω0(Φ(~an))
=Sω0(ϕ˜ω0)− Sω0(un(t))
≤− C∗∗Rp,ω0|~a(un(t))|4 −
k0
2
‖w(un(t))‖2H1 + o(‖w(un(t))‖2H1) + o(|~a(un(t))|4).
By the stability of eiω0tϕ˜ω0 and the equation (4.10), we obtain there exists c > 0 such that
for sufficiently large n > 1
0 < Sω0(ϕ˜ω0)− Sω0(Φ(~an)) ≤ cP (un(t)).
Since ρ(~a(un(t))) is positive and bounded for t ≥ 0 and sufficiently large n > 1, there exists
δ > 0 such that for t ≥ 0
dA(un(t))
dt
= P (un(t)) > δ.
This contradicts the boundedness of A on Nε. Hence, e
iω0tϕ˜ω0 is unstable.
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