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ABSTRACT 
Zuchuan Li 
 
REMOTE SENSING OF WATER COLOR: MODEL SENSITIVITY ANALYSIS AND 
ESTIMATION OF PHYTOPLANKTON SIZE FRACTIONS 
 
Phytoplankton size classes (pico-plankton, nano-plankton, and micro-plankton) 
provide information about pelagic ocean ecosystem structure, and their spatiotemporal 
variation is crucial in understanding ocean ecosystem structure and global carbon cycling. 
Remote sensing provides an efficient approach to estimate phytoplankton size 
compositions on global scale. In the first part of this thesis, a global sensitivity analysis 
method was used to determine factors mainly controlling the variations of remote sensing 
reflectance and inherent optical properties inverse algorithms. To achieve these purposes, 
average mass-specific coefficients of particles were first calculated through Mie theory, 
using particle size distributions and refractive indices as input; and then a synthesis 
remote sensing reflectance dataset was created using Hydrolight. Based on sensitivity 
analysis results, an algorithm for estimating phytoplankton size composition was 
proposed in the second part. This algorithm uses five types of spectral features: original 
and normalized remote sensing reflectance, two-band ratios, continuum removed spectra, 
and spectral curvatures. With the spectral features, phytoplankton size compositions were 
regressed using support vector machine. According to validation results, this algorithm 
performs well with simulated and satellite Sea-viewing Wide Field-of-view Sensor 
(SeaWiFS) and Moderate Resolution Imaging Spectroradiometer (MODIS), indicating 
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that it is possible to estimate phytoplankton size compositions through satellite data on 
global scale. 
Lin Li, Ph.D, Chair 
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I. GENERAL INTRODUCTION 
Oceans play an important role in regulating atmospheric CO2 concentration 
(Falkowski et al. 2000). Each day, more than a hundred million tons of CO2 are 
transformed into organic materials by phytoplankton through primary production 
(Behrenfeld et al. 2006), and a large amount of CO2 from the oceans is also released to 
the atmosphere due to remineralization through biota respiration (del Giorgio and Duarte 
2002). For the first process, the downward export of biogenic particles, also known as 
biological pump, is responsible for transporting part of the produced organic materials 
into ocean interiors, decreasing the CO2 concentration in the atmosphere, and as a result 
may influence climate (Falkowski et al. 1998; Boyd et al. 2000; Behrenfeld et al. 2006; 
Cassar et al. 2007; Kostadinov et al. 2010). This export of organic matter from the 
surface waters is regulated by various factors, including phytoplankton cell size 
(Buesseler et al. 2007; Burd and Jackson 2009; Guidi et al. 2009; Stemmann and Boss 
2012), oceanic ecosystem structure (Boyd and Trull 2007), and mineral ballast (Francois 
et al. 2002; Boyd and Trull 2007; Lam et al. 2011). Particularly, phytoplankton cell size 
is an ecophysiological trait connecting to environmental conditions (Irwin et al. 2006; 
Finkel et al. 2010), and an important factor controlling particle aggregation and food web 
(Burd and Jackson 2009), which in turn regulate surface exports. Therefore, knowledge 
on the spatiotemporal distribution and variation of phytoplankton size fraction (PSF) is 
crucial for understanding the impact of climate changes on the biogeochemical cycling of 
elements, and the oceanic biogeochemical feedbacks in influencing climate in the future 
(Le Quere et al. 2005; Boyd and Trull 2007; Finkel et al. 2010). 
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Phytoplankton is divided into several groups according to biogeochemical roles. 
These groups mainly consist of nitrogen-fixers, calcifiers, silicifiers, and dimethylsulfide 
(DMS) producers (Anderson 2005; Le Quere et al. 2005; Hood et al. 2006; Forget et al. 
2008). First, phytoplankton nitrogen-fixers utilize atmospheric nitrogen as a raw material 
for growth and have a direct impact on the nitrogen cycle and on other factors influencing 
climate change (Forget et al. 2008). Nitrogen-fixers offer nitrogen to support new 
production, which is especially important for nitrogen limitation of primary production 
(Dugdale and Goering 1967). According to (Gruber and Sarmiento 1997; Hood et al. 
2006), the nitrogen-fixation rates are on the order of 20-40 Tg N y
-1
, and 80-160 Tg N y
-1
 
globally. According to (Le Quere et al. 2005), the cell size of phytoplankton nitrogen-
fixers ranges from 0.5 to 2.0 µm. Second, phytoplankton calcifiers (coccolithophores) 
build external plates which are produced through calcification as follow (Hood et al. 
2006): 
2
3 3 2 22Ca HCO CaCO H O CO
                                       (1) 
The produced calcium carbonate serves as a ballast mineral for transporting 
particulate organic carbon into deep ocean (Armstrong et al. 2002; Francois et al. 2002). 
Also, precipitation in calcium carbonate leads to deplete surface 
2
3CO

, reduces alkalinity 
and tends to increase in the partial pressure of carbon dioxide in surface waters 
(Robertson et al. 1994). According to (Le Quere et al. 2005), the cell size of 
phytoplankton calcifiers ranges from 5 to 10 µm. Third, four taxonomic groups of 
phytoplankton silicifiers are identified, namely chrysophyta, silicoflagellates, 
xanthophyta and bacillariophyta (Forget et al. 2008). Among these taxonomic groups, 
diatoms (bacillariophyta) are the dominant silicifiers in the marine ecosystem. Diatoms 
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require Si to build cell wall, which functions as ballast mineral to accelerate sinking rate. 
This special requirement differs from other phytoplankton function groups. Diatoms have 
larger cell size (20-200 µm) and faster sinking rates than other phytoplankton groups (Le 
Quere et al. 2005; Guidi et al. 2009). Diatoms are major contributors to primary 
production, new production and organic matter export in the ocean. Fourth, DMS 
producers play an important role in regulating climate. In the ocean, DMS is produced by 
enzymatic cleavage of dimethylsulfoniopropionate (DMSP) found in phytoplankton. 
DMS has the potential to impact on climate through the following way. DMS is oxidized 
to various compounds, such as sulfate aerosols, which serve as cloud condensation nuclei 
(CCN). Furthermore, changing in cloud optical properties indirectly reduces the amount 
of incident solar radiation reaching the surface of the ocean, influencing photosynthesis 
available radiation and finally oceanic primary production. According to (Le Quere et al. 
2005), the cell size of DMS producers is about 5 µm. 
Existing methods for estimating phytoplankton functional groups, based on in-situ 
data, include microscope, flow cytometry and high performance liquid chromatography 
(HPLC) methods. First, microscope method is subdivided into light microscope and 
epifluorescence and electron microscope. Light microscope method relies on 
morphological characteristics, which cannot be used to discriminate picoplankton. While 
the discrimination abilities of epifluorescence and electron microscope methods were 
significantly improved, they are unsuitable for analyzing a large number of samples. 
Second, flow cytometry method is based on the fluorescence and light–scatter properties 
of phytoplankton cells. Although this method is superior to microscope method in time 
consuming, flow cytometry method has a limited particle size range (upper limit of only 
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15-20 µm) (Forget et al. 2008). Furthermore, the carotenoids in phytoplankton do not 
fluoresce directly, and as result some phytoplankton can be discriminated only through 
size (Forget et al. 2008). Third, HPLC provides a suit of pigment concentrations, which 
facilitate the separation of phytoplankton based on their marker pigments. As HPLC 
provides rapid method to discriminate phytoplankton groups with unique accessory 
pigments, it fails to discriminate the groups with similar marker pigments. Although in-
situ methods offer high accurate results in phytoplankton functional types, they are 
unsuitable for deriving high spatiotemporal distribution of phytoplankton functional types 
on global scale. 
Remote sensing offers an economic and efficient method for estimating high 
spatiotemporal distribution of phytoplankton functional types on global scale. Two major 
kinds of approaches have been applied to estimate phytoplankton functional types using 
remote sensing data. The first kind of approaches is based on the assumption that, 
according to observations and Mie theory modeling changing in phytoplankton cell size 
results in variation in IOPs (Morel and Bricaud 1981; Bricaud and Morel 1986; Stramski 
and Kiefer 1991; Boss et al. 2001; Stramski et al. 2001; Bricaud et al. 2004; Loisel et al. 
2006; Zhou and Cao 2008). The second kind of approaches models PSF as a function of 
chlorophyll concentration based on the observation that large size phytoplankton 
dominates in eutrophic waters, and vice versa (Devred et al. 2006; Uitz et al. 2006; 
Brewin et al. 2011; Devred et al. 2011). 
Although remote sensing offers a rapid and economic method to estimate high 
spatiotemporal results, including phytoplankton functional groups, it is a challenge to 
obtain high accurate parameters, in that both remote sensing signal (remote sensing 
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reflectance) and inverse algorithms are governed by various factors. For example, global 
sensitivity analysis (GSA) has been applied to the RTMs to determine factors mainly 
controlling the remote sensing reflectance (Duarte et al. 2003), indicating that component 
concentrations mainly regulate the variation of remote sensing reflectance. Similarly, 
sensitivity analysis methods were also applied to linear matrix inverse and quasi-
analytical algorithm to determine their sensitivity to model parameters, such as 
exponential slope of color dissolved matter and power function slope of backscattering 
coefficient (Garver and Siegel 1997; Lee et al. 2010).  
The objectives of this thesis are as follows: 
(1) Determining the relative importance of factors controlling the variation of remote 
sensing reflectance; 
(2) Determining the relative importance of factors controlling the performance of 
inherent optical properties inverse algorithms (quasi-analytical algorithm and linear 
matrix inverse); 
(3) Developing a method for deriving phytoplankton size compositions using 
simulated and satellite datasets. 
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II. SENSITIVITY ANALYSIS FOR MODELING WATER OPTICAL PROPERTIES  
ABSTRACT 
Deriving inherent optical properties (IOPs) from measured reflectance spectra is a 
challenged problem because both reflectance spectra and inverse algorithms are 
influenced by various factors (e.g. ambient factors and concentrations of constituents). In 
this paper, sensitivity analyses were accomplished for: (1) reflectance spectra; and (2) 
algorithms for deriving IOPs. To analyze the sensitivity for reflectance spectra, the 
average mass-specific coefficients of particles are first calculated through Mie theory, 
using particle size distributions and refractive indices as inputs. Then, a synthesis dataset 
of reflectance spectra (i.e. remote sensing reflectance just above water surface) is created 
through solving radiative transfer model. A global sensitivity analysis (GSA) is applied to 
the simulated remote sensing reflectance just above water surface to understand the 
relative importance of corresponding driving factors. Also, GSA is applied to two popular 
IOPs inverse algorithms, quasi-analytical algorithm (QAA) and linear matrix inverse 
(LMI), to determine their sensitivity to algorithm parameters. The GSA results show that 
remote sensing reflectance is mainly governed by concentrations of constituents, and that 
the derived IOPs are mainly controlled by the exponential slope of colored dissolved 
organic matter and minerals/detritus absorption spectrum, and the slope of particulate 
backscattering spectrum. 
Keywords: remote sensing reflectance, sensitivity analysis, quasi-analytical algorithm, 
linear matrix inverse 
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1. Introduction 
Estimation of inherent optical properties (IOPs) (refer to table 2.1 for symbols and 
abbreviations) is a challenge in the studies of water color. The difficulty partially 
originates from the complicated dependence of remote sensing reflectance on various 
factors, including concentrations of constituents and light field factors (e.g. solar zenith 
angle and wind speed). Furthermore, due to variation in composition, the spectral shape 
of IOPs varies across regions, such as the exponential slope of colored detritus matter 
(CDM) absorption (Carder et al. 1989; Babin et al. 2003), and the power function slope 
of backscattering coefficient of particle matter (Loisel et al. 2006). While the variation in 
the spectral shape of IOPs leads to significant uncertainties to the outputs of IOPs inverse 
algorithms (Garver and Siegel 1997; Lee et al. 2010), changes both in concentrations of 
constituents and in particulate characteristics (e.g. size and refractive index) result in 
variation in remote sensing reflectance. Therefore, knowledge on factors governing the 
variation of remote sensing reflectance and the performances of IOPs inverse algorithms 
plays an important role in getting insight into the mechanisms of remote sensing 
reflectance and ultimately improving existing IOPs inverse algorithms. 
Remotely deriving IOPs is commonly based on radiative transfer models (RTM), 
which rigorously model apparent optical properties (AOPs) as a function of IOPs 
(Gordon et al. 1988; Morel 1988; Kirk 1991; Zaneveld 1995; Haltrin 1998; Albert and 
Mobley 2003; Lee et al. 2004). Specifically, remote sensing reflectance just beneath 
water surface ( ( )rrs  ) can be written as (Gordon et al. 1975; Gordon et al. 1988): 
1
1
0
( )
( )
( ) ( )
i
b
i
i b
b
rrs g
a b


 


 
  
 
                                                (1) 
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( ) ( ) ( ) ( )b bw bph bNAPb b b b                                                    (2) 
( ) ( ) ( ) ( ) ( )w ph CDOM NAPa a a a a                                              (3) 
where   and i  are wavelength and index, respectively; ( )a   is the total absorption 
coefficient, ( )xa   is the absorption coefficient of a constituent x  which could be w 
(water), ph (phytoplankton), CDOM, or NAP (non-algae particle); and ( )bb   is the total 
backscattering coefficient, and ( )bxb   is the backscattering coefficient of a constituent x . 
For the IOPs of constituents, excluding pure water and CDOM, they are defined as a 
function of concentrations and specific coefficients (e.g. *( ) ( )ph pha Chl a   ), 
indicating that changes in particulate characteristics (e.g. particle size distribution (PSD) 
and refractive index) will result in variations in mass-specific coefficients (e.g. * ( )pha  ) 
and finally in ( )rrs   (Bricaud and Morel 1986; Stramski and Kiefer 1991; Bricaud et al. 
1995; Bricaud et al. 1998; Stramski et al. 2001; Doxaran et al. 2002; Binding et al. 2005). 
Actually, ( )rrs   also depends on light field (i.e. 0 1,g g ). 
Based on equations (1)-(3), numerous inverse algorithms have been developed for 
deriving absorption and backscattering coefficients, including the quasi-analytical 
algorithm (QAA) (Lee et al. 2002) and the linear matrix inverse (LMI) (Hoge and Lyon 
1996; Wang et al. 2005). The QAA derives IOPs with two consecutive steps. ( )a   and 
( )bb   are retrieved in the first step using remote sensing reflectance and backscattering 
spectral model. In the second step, ( )a   is decomposed into its major constituents (i.e. 
phytoplankton and CDM). More details on QAA refer to appendix B. The LMI 
algebraically derives three major unknowns using remote sensing reflectance at three 
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wavelengths (refer to appendix C for details). The IOPs results from these algorithms are 
very encouraging for oceanic waters (Lee 2006); however the performances of these 
algorithms are subjected to the effects of various factors aforementioned. According to 
(Hoge and Lyon 1996), 10% uncertainty in the mass-specific absorption of phytoplankton 
will lead to 50% uncertainty in the estimation of IOPs. Additionally, the particulate 
backscattering coefficient slope ( ) is a function of the PSD (Junge distribution) slope 
( ) (Loisel et al. 2006; Kostadinov et al. 2009; Kostadinov et al. 2010), rather than a 
constant as used by Garver-Siegel-Maritorena (GSM) (Garver and Siegel 1997; 
Maritorena et al. 2002). The variation of   also accounts for large proportions of 
derived-IOPs uncertainties (e.g. QAA) (Lee et al. 2010). Due to variation in composition, 
the colored dissolved matter (CDM) absorption spectrum slope ( S ) varies across regions 
(Carder et al. 1989; Babin et al. 2003), and also has significant impact on the 
performances of inverse algorithms, such as QAA (Lee et al. 2010) and GSM (Garver 
and Siegel 1997). Instead of being constants, light field (i.e. 
0 1,g g ) depends in 
complicated ways on ambient factors (e.g. solar zenith angle and wind speed) and IOPs 
of constituents (Morel and Gentili 1991; Morel and Gentili 1993; Zaneveld 1995; Morel 
and Gentili 1996; Loisel and Morel 2001; Morel et al. 2002; Albert and Mobley 2003; 
Lee et al. 2004; Chami et al. 2006). Therefore, to refine existing IOPs inverse algorithms, 
it is necessary to determine how the variations of these factors exert impacts on remote 
sensing reflectance and the performance of IOPs inverse algorithms. 
Sensitivity analysis (SA) is to partition uncertainty in the output of a model to 
different sources of uncertainty in model inputs. It can be used to obtain the relative 
importance of individual model factor. SA provides the following knowledge on a model 
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(Saltelli 2000): (1) if a model reproduces studied systems or processes; (2) factors mostly 
attributed to output variability; (3) locating insignificant model parameters; and (4) 
determining factors interacting with each other. SA has been widely used in various 
research areas, including remote sensing applications. Ceccato et al (Ceccato et al. 2001) 
simulated a set of reflectance spectra through RTM, PROSPECT (Jacquemoud and Baret 
1990), applied Extended Fourier Amplitude Test (EFAST) (Saltelli et al. 1999) to the 
simulated dataset, and found that to better derive equivalent water thickness (EWT) the 
shortwave infrared (SWIR) and NIR regions should be used together. Furthermore, 
Ceccato et al (Ceccato et al. 2002) used EFAST to address vegetation water content 
effects on the signal (reflectance spectra) measured at three levels: leaf, canopy and 
atmosphere. SA also has been applied to water-color remote sensing. The sensitivity of 
derived IOPs to model parameters was analyzed by varying one parameter and fixing the 
rest parameters each time (Garver and Siegel 1997). This method is simple in 
implementation, but the interactions among factors are omitted. Partial derivatives of 
QAA were deduced to analyze the uncertainties of derived IOPs, and the relative 
importance of analyzed parameters (Lee et al. 2010). However, this method is unsuitable 
for complex, nonlinear models. Global sensitivity analysis (GSA) was also applied to the 
remote sensing reflectance just above water surface ( ( )Rrs  ) simulated by Hydrolight 
(Mobley 1994) to determine the relative importance of various input parameters, such as 
the concentrations of constituents (Duarte et al. 2003). 
Considering both remote sensing reflectance and IOPs inverse algorithms are 
nonlinear functions of various factors, we propose to use EFAST to determine key factors 
mainly controlling the variation of ( )Rrs   and the performances of QAA and LMI, with 
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the aims of: (1) getting insight into the dependence of ( )Rrs   on various factors, 
including particulate characteristics; and (2) improving existing IOPs inverse algorithms. 
To achieve the first goal, Mie theory was adopted to calculate mass-specific coefficients 
from PSD and reflective indices of particles. Using the calculated mass-specific 
coefficients, together with concentrations of constituents, volume scattering function 
(VSF) and ambient factors, a set of ( )Rrs   was simulated with Hydrolight. EFAST was 
then applied to the simulated dataset to determine the sensitivity indices of input factors. 
In addition, EFAST was applied to two commonly used inverse algorithms in remote 
sensing of ocean color, QAA and LMI, to determine the relative importance of model 
parameters in the derivation of IOPs. 
Table 2.1. Symbols and definitions 
Symbol/abbreviatio
n 
Description Unit 
( )Rrs   Remote sensing reflectance above water surface sr-1 
( )rrs   Remote sensing reflectance below water surface sr-1 
  Wavelength nm 
ig  Light distribution factor (i=0,1) - 
( )a   Total absorption coefficients of water column m-1 
( )c   Beam attenuation coefficient m-1 
( )a   Mass-specific absorption coefficient m2 g-1 
( )b   Mass-specific scattering coefficient m
2
 g
-1
 
( )xa   
Absorption coefficients of x. x could be w: water; ph: 
in vivo phytoplankton; CDOM: colored dissolved 
organic matter; CDM: colored detritus matter 
m
-1
 
( )bb   Total backscattering coefficients of water column m
-1
 
( )bxb   
Backscattering coefficients of x. x could be w: water; 
ph: phytoplankton; NAP: non-algae particle 
m
-1
 
  Spectral absorption slope of particulate 
backscattering coefficient 
- 
x  
PSD slope, x can be m (mineral) and ph 
(phytoplankton) 
- 
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  Slope of the power-law particulate beam attenuation 
coefficient 
- 
S  Exponential slope of CDM absorption spectrum nm
-1
 
CDOMS  Exponential slope of CDOM absorption spectrum nm
-1
 
NAPS  Exponential slope of mineral absorption spectrum nm
-1
 
D  Diameter of particle µm 
maxD  The maximum of particulate diameter µm 
minD  The minimum of particulate diameter µm 
( )N D  Number of particles with diameter D - 
Xn  
Real part of refractive index, x could be ph: 
phytoplankton, m: mineral 
- 
Xn  
Imaginary part of refractive index, x can be ph: 
phytoplankton, m: mineral 
- 
( )aQ   Average absorption efficiency - 
( )bQ   Average scattering efficiency - 
Chl  Chlorophyll concentration mg m
-3
 
C  Mineral concentration g m
-3
 
CDOM Colored dissolved organic matter - 
NAP Non-algal particles (concentration) g m
-3
 
CDM Colored detritus matter, i.e. CDOM+NAP - 
IOPs Inherent optical properties - 
AOPs Apparent optical properties - 
PSD Particle size distribution - 
 
2. Datasets 
Two datasets were used in this paper. One is for RTM sensitivity analysis, consisting 
of concentrations of constituents, particulate characteristics (i.e. PSD, refractive indices), 
and ambient factors. These parameters were used to simulate a set of ( )Rrs  . Another 
dataset, which is composed of model parameters and four ( )Rrs   spectra extracted from 
the International Ocean Colour Coordinating Group (IOCCG) simulated dataset, was 
used for sensitivity analysis for QAA and LMI. 
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2.1 Dataset for RTMs sensitivity analysis 
Parameters used for ( )Rrs   sensitivity analysis are listed in table 2.2. Their variation 
ranges were determined with reference to values reported in literatures. First, the 
variation ranges of the refractive index, PSD, and VSF of phytoplankton were set. The 
real part of refractive index, phn , varies among species due to differences in water 
content (Stramski and Kiefer 1991; Ahn et al. 1992; Aas 1996; Stramski et al. 2001), 
with a range of 1.01-1.09 (relative to water) (Aas 1996), and being independent of 
wavelength. The imaginary part of refractive index, phn , ranges from 0.002 to 0.02 at 
440 nm (Ahn et al. 1992; Stramski et al. 2001; Zhou 2008). As phn  is mainly determined 
by the concentrations of contained pigments in one cell, 
Chl , the relationship between  
phn and  Chl  could be determined (Fig. 2.1) from measured data (Bricaud and Morel 
1986; Ahn et al. 1992; Stramski et al. 2001; Zhou 2008): 
880.12 0.3382Chl phn                                                      (4) 
 
Fig. 2.1. Imaginary part of refractive index versus pigment concentration. 
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The diameter of phytoplankton cell was set between 0.05 and 200 μm. The slope of 
phytoplankton PSD, ph , was set between 3.5 and 4.5 (Stramski and Kiefer 1991). The 
Fournier-Forand phase function was selected to describe the distribution of scattered light 
by phytoplankton. This phase function was derived based on physically modeling the 
aquatic particulate populations and was found to be able to approximate to realistic 
values in the Hydrolight simulation (Fournier and Forand 1994; Fournier and Jonasz 
1999; Mobley et al. 2002). The backscattering probability was calculated from the real 
part of refractive index and ph , and used to estimate VSF in simulation (Mobley 1994; 
Twardowski et al. 2001; Mobley et al. 2002). 
Second, the variation ranges of refractive index, density, PSD, and VSF of NAP were 
determined. 
mn  ranges from 1.14 to 1.26 due to variation in sources (Twardowski et al. 
2001). Based on a dataset including 29 mineral species, a linear relationship between 
density ( m ) and mn  was obtained (Wozniak and Stramski 2004): 
60.1475 10 0.7717m mn 
                                                 (5) 
For ( )mn  , the low limit was set as ( ) 0.007954exp( 0.007186 )mn      (Stramski et al. 
2001; Wozniak and Stramski 2004), while the up limit at 440 nm was set as 0.007 
(Patterson et al. 1977; Wozniak and Stramski 2004). As a result, ( )mn   at 440 nm ranges 
from 0.0003 to 0.007. The PSD slope, 
m , was set between 3.5 and 4.5 as phytoplankton. 
The Fournier-Forand phase function was also selected as mineral VSF. The exponential 
slope of absorption spectrum (
NAPS ) was set with a mean of 0.0123 nm
-1
 and a standard 
deviation of 0.0013 nm
-1
 (Babin et al. 2003). 
15 
 
Third, due to variation in composition (humic and fulvic acids) across different 
regions (Carder et al. 1989), the exponential slope of CDOM absorption spectrum 
( CDOMS ) has a mean value of 0.0176 nm
-1
 and a standard deviation of 0.002 nm
-1
 (Babin 
et al. 2003). 
Fourth, the variation ranges of ambient factors were set as followed. Solar zenith 
angle was set between 0
0
 and 60
0
, because a large value of solar zenith angle causes the 
distribution of upwelling radiance to deviate much from uniform distribution and results 
in significant errors in atmospheric correction (Yang and Gordon 1997; Gordon and 
Franz 2008). Wind speed was set to range from 0 and 15 m s
-1
. 
Finally, with the above parameters, four datasets of ( )Rrs   (2509 samples of each, in 
the wavelength region of 400-800 nm and with an interval of 5 nm) were simulated 
through Hydrolight. One is with chlorophyll concentration 0-3 mg m
-3
, mineral 
concentration 0-3 g m
-3
, and (440)CDOMa  0-0.2 m
-1
; it is abbreviated as scenario A. 
Another is with chlorophyll concentration 0-100 mg m
-3
, mineral concentration 0-100 g 
m
-3
, and (440)CDOMa  0-6 m
-1
; it is abbreviated as scenario B. For each scenario, it is 
further divided into two subgroups; one is for the case that the backscattering 
probabilities of phytoplankton and minerals are set as 1% and 1.83%, respectively; 
another is for the case that the backscattering probabilities are derived from PSD and real 
part of refractive index (Twardowski et al. 2001), which is abbreviated as Twardowski.  
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Table 2.2. Input parameters for RTMs SA; µ and δ represent mean and standard 
deviation, respectively 
Type Parameter 
Range of 
variation 
Probability 
distribution 
Phytoplankton 
Concentration (Chl) 0-100 mg m
-3
 Uniform 
Real part of refractive index (nph) 1.01-1.09 Uniform 
Imaginary part of refractive index 
( phn ) 
0.002-0.02 Uniform 
Particle size distribution (ξph) 3.5-4.5 Uniform 
Minerals/detritus 
Mineral concentration (C) 0-100 g m
-1
 Uniform 
Real part of refractive index (nm) 1.14-1.26 Uniform 
Imaginary part of refractive index 
(
mn ) 
0.0003-0.007 Uniform 
Particle size distribution (ξm) 3.5-4.5 Uniform 
Exponential slope of spectral 
absorption (Sm) 
µ: 0.0123 nm
-1
 
δ: 0.0013 nm-1 
Gaussian 
CDOM 
acdom(440) 0-6.0 Uniform 
Exponential slope of spectral 
absorption (Scdom) 
µ: 0.0176 nm
-1
 
δ: 0.002 nm-1 
Gaussian 
Ambient factor 
Solar zenith angle 0-60 degree Uniform 
Wind speed 0-15 m s
-1
 Uniform 
 
2.2 Dataset for QAA and LMI sensitivity analysis 
SA parameters for QAA and LMI are listed in table 2.3. As light field factors ( 0g and
1g ) are influenced by various factors, including solar zenith angle and IOPs, their values 
vary across different regions. In this study, they were assumed to be between the light 
field values for oceanic water provided by (Gordon et al. 1988), and for high scattering 
water provided by (Lee et al. 1999; Lee et al. 2002), as shown in table 2.3. The 
exponential slope of CDM absorption spectra (S) ranges from 0.005 to 0.03 nm
-1
, the 
power-low function slope of backscattering spectra (η) ranges from 0 to 2, and the 
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phytoplankton absorption ratio between 410 and 440 nm ranges from 0.6 to 1 (Lee et al. 
2009). Full-width at half max (FWHM) ranges from 85.0 to 93.5 (Hoge and Lyon 1996). 
Table 2.3. Model parameters of QAA and LMI sensitivity analysis 
Type Parameters 
Range of 
variation 
Probability 
distribution 
Light field 
0g  0.0840-0.095 Uniform 
 
1g  0.0794-0.170 Uniform 
IOP model 
parameters 
Exponential slope of CDM spectral 
absorption ( S ) 
0.005-0.03 nm
-1
 Uniform 
 Total particulate backscattering shape 
( ) 
0-2 Uniform 
 FWHM ( ) (LMI only) 85.0-93.5 Uniform 
   (QAA only) 0.6-1 Uniform 
Water IOPs Absorption (wavelength dependent)  Gaussian 
 Backscattering (wavelength 
dependent) 
 Uniform 
 
According to (Morel and Maritorena 2001), the results from bio-optical model, 
especially in the blue part (400-500 nm), are influenced by the difference in measured 
water absorption, when the concentration of chlorophyll is low. Therefore, uncertainties 
in the measurements of water absorption (Pope and Fry 1997) and backscattering (Smith 
and Baker 1981) was analyzed to determine their impacts on the performances of QAA 
and LMI. 
Four ( )Rrs   spectra, as shown in Fig. 2.2, were extracted from the IOCCG simulated 
dataset with a solar zenith angle of 30
0
. The IOPs and concentrations of these four spectra 
are listed in table 2.4. Each of the four spectra was used as the input of QAA and LMI in 
the SA processes. 
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Fig. 2.2. Rrs(λ) extracted from IOCCG simulated data with solar zenith angle of 30
0
; A, B, 
C, and D: are the Rrs(λ) with IOPs and concentrations of number 1, 2, 3, and 4 in table 2.4, 
respectively. 
Table 2.4. Component IOPs and concentrations 
Number 
Chl 
(mg/m
3
) 
adm(440) 
(m
-1
) 
acdom(440) 
(m
-1
) 
Sdm 
(nm
-1
) 
Scdom 
(nm
-1
) 
1 0.03 0.001937 0.002499 0.01332 0.0147 
2 0.3 0.015283 0.025911 0.01436 0.0110 
3 3.0 0.081522 0.416884 0.01332 0.0141 
4 30.0 0.385726 0.606465 0.01484 0.0163 
 
2.3 IOCCG simulated dataset 
The IOCCG simulated dataset (Lee 2006) with a solar zenith angle of 30
0
 contains 
IOPs and AOPs. The IOPs were generated with various available optical parameters, 
while AOPs were generated using Hydrolight (Mobley 1994) with the corresponding 
IOPs. This dataset has been widely used in testing and comparing algorithms of IOPs 
estimation (Lee 2006). This dataset was split into two parts to compare the performance 
of the algorithms for different ranges of concentrations. One contains all the samples with 
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chlorophyll concentration ranging from 0.03 to 30 mg m
-3
. Another contains samples 
with chlorophyll concentration ranging from 0.03 to 0.3 mg m
-3
. 
3. Methods 
3.1 Extended Fourier amplitude sensitivity test 
EFAST belongs to variance-based GSA methods, whose main idea is to apportion the 
variation of model output to different sources of variation (Saltelli 2000). The main idea 
of EFAST is to convert a k-dimensional integral of variance into one-dimensional 
integral, calculating first order sensitivity index (FSI) and total sensitivity index (TSI), 
respectively. FSI measures only the main effect contribution of each input parameter on 
the output variance, while TSI takes into account the effects of interactions among factors 
(Ekström 2005). To demonstrate GSA more clearly, take reflectance spectrum 
rsY  as an 
example. Assuming that 
rsY  is only governed by the concentrations of phytoplankton 
phX , CDOM CDOMX , and NAP NAPX , the variance of rsY  can be decomposed via EFAST 
as follow: 
( ) ( ) ( ) ( ) ( , ) ( , )rs ph CDOM NAP ph CDOM ph NAPV Y V X V X V X V X X V X X       
( , ) ( , , )CDOM NAP ph CDOM NAPV X X V X X X                                     (6) 
where ( )rsV Y  is the variance of rsY , ( )phV X  is the variance of phX , ( )CDOMV X  is the 
variance of 
CDOMX , ( )NAPV X  is the variance of NAPX , ( , )ph CDOMV X X  is the variance of 
interaction between phX  and CDOMX , ( , )ph NAPV X X  is the variance of interaction 
between phX  and NAPX , ( , )CDOM NAPV X X  is the variance of interaction between CDOMX  
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and phX , and ( , , )ph CDOM NAPV X X X  is the variance of interaction among phX , CDOMX  
and 
NAPX . Ratio between ( )phV X  and ( )rsV Y  is defined as the FSI of phX , 1phS  : 
1
( )
( )
ph
ph
rs
V X
S
V Y
                                                                (7) 
The TSI of phX , ph TS  , is mathematically defined as: 
( ) ( , ) ( , ) ( , , )
( )
ph ph cdom ph nap ph cdom nap
ph T
rs
V X V X X V X X V X X X
S
V Y

  
                     (8) 
The FSI of a factor represents the percentage of output variance that it accounts for. For 
example, 1phS   represents the percentage of rsY  variance that is accounted for by phX . In 
other words, the significance of phX  in regulating rsY  increases with 1phS  . A model 
without interactions between factors is said to be additive and the sum of FSI is one, 
meaning that the variances between factors are 0; however, a non-linear model with high 
interactions may have low value of FSI. 
Ideally, GSA should be based on a broad range of measured ( )Rrs  , which 
represents all the cases of natural waters, coupling with various measured parameters, 
such as concentrations of constituents. However, it is time-consuming and expensive to 
measure such a dataset of ( )Rrs  . Therefore, RTM was used to simulate a dataset of 
( )Rrs   from basic parameters, including PSD and refractive indices of particles. Then, 
EFAST was applied to the simulated dataset to analyze the sensitivity of ( )Rrs   to those 
parameters. As TSI takes into account the effects of interactions among factors (Ekström 
2005), it is better than FSI in indicating the relative importance of a factor in regulating 
the output of a model, and thus TSI result will be shown in the following results. 
21 
 
3.2 Sensitivity analysis for RTMs 
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Fig. 2.3. Flow chart for SA; rectangle with four vertical lines represents processes or 
algorithms and regular rectangle denotes data; (A) for radiative transfer models; and (B) 
for QAA and LMI. 
The SA approach for RTM is presented in Fig. 2.3(A). This approach consists of two 
major parts: data simulation and SA. In data simulation, the mass-specific coefficients of 
particles were calculated from PSD and refractive indices. This calculation is based three 
assumptions: (1) phytoplankton cell and NAP are spherical particles; (2) these particles 
are homogeneous with regard to their refractive indices; and (3) the assemblages of these 
particles follow Junge distribution. These assumptions allow the particulate average 
absorption, ( )aQ  , and scattering, ( )bQ  , efficiencies to be calculated through Mie 
theory (Bohren and Huffman 1983; Bricaud and Morel 1986). Using the calculated IOPs, 
together with concentrations of constituents and ambient factors, a set of ( )Rrs   spectra 
was simulated with Hydrolight (Mobley 1994). Refer to appendix A for more details on 
data simulation. Finally, using EFAST, the sensitivity of RTM was determined with input 
parameters (e.g. PSD, concentrations of constituents, and ambient factors) and simulated
( )Rrs  . 
3.3 Sensitivity analysis for QAA and LMI 
A IOPs inverse algorithm is controlled by various factors excluding remote sensing 
reflectance, such as light field of reflectance model (Gordon et al. 1988; Garver and 
Siegel 1997). In order to improve or propose an algorithm for deriving IOPs, it is 
necessary to get insight into the dependence of derived IOPs on the uncertainties of 
model parameters. Here, EFAST was conducted to determine the sensitivity of the QAA- 
and LMI-derived IOPs to the uncertainties of measured pure absorption and scattering, 
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the light field, and the S  and   values. The SA approach for QAA and LMI is presented 
in Fig. 2.3(B). In this part, the sensitivity of the derived IOPs by QAA and LMI to the 
model parameters (e.g. 0g  and 1g ), as shown in table 2.3, was determined with four 
( )Rrs   spectra as input, respectively. For each ( )Rrs   spectrum, sensitivity analysis for 
QAA and LMI was conducted through the following steps: 
(1) Generating random samples of model parameters (table 2.3) according the 
predefined distribution through EFAST; 
(2) Deriving IOPs through QAA and LMI using a spectrum of ( )Rrs   in Fig. 2.2 and 
the generated samples of model parameters; 
(3) Using EFAST to determine the sensitivity of IOPs derived from QAA and LMI to 
the analyzed model parameters. 
4. Results 
4.1 Sensitivity analysis for RTMs 
Fig. 2.4 shows that the concentrations of constituents account for the variation of 
( )Rrs   in a large proportion. The TSI value for mineral concentration is the largest 
except for scenario A at wavelength shorter than about 450 nm (Fig. 2.4(A)). It has a 
trend of increasing with wavelength before reaching the maximum around 600 nm and 
700 nm for scenarios A and B, respectively, and then flattens out. The TSI value for 
(440)CDOMa  (indicator of CDOM concentration) decreases exponentially with 
wavelength and shows insignificant values beyond 600 nm, similar to the exponential 
decay characteristic of CDOM spectral absorption. The TSI values for chlorophyll 
concentration mimics its absorption characteristics in spectral shape, such as absorption 
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peak around 443 nm, yet does not show peak around 675 nm for scenario A, as shown in 
Fig. 2.4(A) and 2.4(C). 
The second factor explaining a large proportion of ( )Rrs   variation is the refractive 
indices of particulate matters (i.e. phytoplankton and minerals). The TSI value for the 
imaginary part mn  mineral refractive index is among the largest values in the spectral 
regions of λ<500 nm for scenario A and λ<600 nm for scenario B. It decreases 
exponentially with wavelength, and is negligible (TSI<0.02) beyond 600 nm for scenario 
A and 700 nm for scenario B. The TSI variation for mn  and the spectral shape of mineral 
absorption are similar. The TSI values for the real part of mineral refractive index ( mn ) 
weakly depend on wavelength, and is much smaller for fixed backscattering probabilities 
(Fig. 2.4(A) and 2.4(B)) than those for backscattering probabilities calculated by 
Twardowski (Fig. 2.4(C) and 2.4(D)).  The TSI value for the imaginary part of 
phytoplankton refractive index ( phn ) is also similar to the variation of the phytoplankton 
absorption in shape, except for the absorption peak around 675 nm for scenario A, as 
shown in Fig. 2.4(A) and 2.4(C). 
According to Fig. 2.4(A) and 2.4(B), the TSI value for the mineral PSD slope ( m ) is 
negligible (TSI<0.04) in the spectral region of <700 nm for the case of fixed 
backscattering probability (1.83%), but exceeds 0.04 in the spectral region of >700 nm. 
The TSI value for the phytoplankton PSD slope ( ph ) is negligible (TSI<0.02) for the 
case of fixed backscattering probability (1%). In contrast, for the case that backscattering 
probabilities are calculated from Twardowski, as shown in Fig. 2.4(C) and 2.4(D), the 
TSI value for the mineral PSD slope accounts for an important part of the variation of 
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( )Rrs   though the TSI value for the phytoplankton PSD slope is still negligible (<0.02). 
Fig. 2.4 also shows that the TSI values for model parameters, NAPS  and CDOMS , and the 
TSI values for light field factors (i.e. wind speed and solar zenith angle) are negligible 
(TSI<0.02) as compared with the TSI values for other model parameters. 
 
 
 
Fig. 2.4. TSI for the Rrs(λ); A and B for the fixed backscattering probability 
(phytoplankton 1%, and minerals 1.83%), and C and D for backscattering probability 
model of Twardowski; CDOM_CON: CDOM absorption coefficient at 440 nm; CDOM 
26 
 
_S: exponential slope of spectral absorption; LF_SZ: solar zenith angle; LF_WS: wind 
speed; M_CON: mineral concentration; M_IMG: imaginary part of mineral refractive 
index; M_PSD: slope of mineral PSD; M_REAL: real part of mineral refractive index; 
M_S: exponential slope of mineral spectral absorption; CHL: chlorophyll concentration; 
PH_IMG: imaginary part of refractive index of phytoplankton; PH_PSD: slope of 
phytoplankton PSD; PH_REAL: real part of refractive index of phytoplankton. 
4.2 Sensitivity analysis for QAA and LMI 
4.2.1 Sensitivity analysis for QAA 
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Fig. 2.5. The total sensitivity indices for total absorption and backscattering coefficients 
derived by QAA; ETA: power-law slope of particulate backscattering coefficient; PHR: 
ratio of phytoplankton absorption between 411 and 443 nm; G0 and G1: light field; 
WT_SC: scattering coefficient of water; WT_AB: absorption coefficient of water; S: 
exponential slope of CDM absorption coefficient. 
The description of the SA results for QAA is focused how the QAA-derived ( )a   
and ( )bb   (Fig. 2.5) as well as ( )pha   and ( )CDMa   (Fig. 2.6) are sensitive to the 
variation of the analyzed parameters in table 2.3. The impacts of model parameters on the 
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derived absorption and scattering spectra may be introduced in the four step calculations: 
(1) estimating ( )a   at the reference wavelength (step 2 in table 2.7); (2) calculating the 
particulate backscattering coefficient at the reference wavelength by solving reflectance 
model (step 2 in table 2.7); (3) deriving particulate backscattering coefficients at other 
wavelengths (step 3 in table 2.7); and (4) obtaining ( )a   (step 3 in table 2.5). 
The first step is to estimate ( )a   at the reference wavelength (λ0=555 nm) (step 2 in 
table 2.7) and uncertainties were introduced by the measurement uncertainties of 
absorption coefficient of pure water. QAA directly calculates 0( )a   from ( )rrs   without 
introducing other model parameters other than measurement uncertainties of absorption 
coefficient of pure water. Therefore the TSI value for the uncertainty of measured pure 
water absorption approximates to one at 555 nm for all the considered concentration 
combinations, as shown in Fig. 2.5(A)-(D). 
The second step is to calculate the particulate backscattering coefficient at the 
reference wavelength (λ0=555 nm) by solving reflectance model (step 2 in table 2.7) and 
uncertainties were introduced by the absorption and backscattering coefficients of pure 
water and the effects of ambient factors. The influences of light field parameters are 
introduced when calculating the backscattering coefficient at the reference wavelength 
(555 nm). Fig. 2.5(E)-(H) show that light field parameters mainly govern the variation of 
( )bb   at the reference wavelength (555 nm), and the TSI value for 0g  approximates to 
0.6. However, for the high combination (chlorophyll concentration is 30 mg m
-3
), the 
importance of 
0g  in regulating ( )bb   decreases, but the TSI value of 1g  increases to its 
maximum (~0.8). 
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The third step is to derive particulate backscattering coefficients at other wavelength 
(step 3 in table 2.7) and uncertainties were introduced from 
0( )bb   and  . In this step, 
uncertainties of two new parameters may be introduced. According to Fig. 2.5(E)-(H), the 
TSI value for  increases with wavelength being far away from the reference wavelength 
(λ0=555 nm). The contribution from the uncertainty of measured pure water scattering 
coefficients to the variation of estimated ( )bb   is apparent (0.05<TSI<0.08) for low 
combination in the spectral region of <450 nm, as shown in Fig. 2.5(E). Fig. 2.5(E)-(H) 
also show that the influences of light field parameters, which are introduced in 
calculating backscattering coefficient at the reference wavelength, are propagated to 
( )bb   when a considered wavelength (  ) is close to the reference wavelength. 
Furthermore, while the TSI peak for 
0g  centers at reference wavelength (λ0=555 nm), the 
TSI peak for 
1g  TSI moves to a wavelength longer than the reference wavelength. When 
the concentrations of constituents are low, the uncertainty in measured water absorption 
coefficients introduced in calculating absorption coefficient at the reference wavelength 
in step 2 is also propagated to the ( )bb   when a considered wavelength ( ) is close to 
the reference wavelength, as shown in Fig. 2.5(E) and 2.5(F). 
The fourth step is to derive ( )a   (step 3 in table 2.7) and uncertainties were from 
( )bb   and ambient factors. In this step, uncertainties of five parameters may be 
introduced into ( )a  : (1)   for calculating particulate backscattering; (2) uncertainties in 
measured pure water scattering at wavelength  , which affects ( )bb  ; (3) light field 
parameters for deriving a(λ) from reflectance model; and (4) uncertainties in measured 
pure water absorption coefficients at wavelength  . As shown in Fig. 2.5(A)-(D), the TSI 
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value for   increases with wavelength ( ) being far away from the reference wavelength, 
and it mainly controls the variation of ( )a  . The TSI value for the uncertainty of 
measured pure water scattering coefficient is around 0.4 in the spectral region of <480 
nm (Fig. 2.5(A)). For light field parameters, their TSI values occupy an important portion 
in the sum of TSI in the spectral region of <500 nm for the case of low combination (Chl
=0.03 mg m
-3
). According to Fig. 2.2, this region show high ( )Rrs   value, meaning that 
scattering is intensive and the second term of the reflectance model is important. 
Comparing Fig. 2.2 with Fig. 2.5(D), 
1g  also controls the variation of ( )a  , but it is 
insignificant when compared with    for high concentrations of constituents. Uncertainty 
in measured pure water absorption is one of the major factors controlling ( )a   for low 
concentrations of constituents (Fig. 2.5(A) and 2.5(B)), and its TSI value decreases with a 
considered wavelength being away from the reference wavelength (Fig. 2.5(A)-(D)). 
From Fig. 2.6, it is evident that the phytoplankton absorption, ( )pha  , is mainly 
regulated by S , PHR ( (411) / (443)ph pha a ), and  . The TSI value for S  is the leading 
factor determining the variation of ( )pha  . The TSI value for PHR is important only for 
the case of low concentration combination (Fig. 2.6(A)). The TSI value for  is 
significant for the first three concentration combinations in the spectral regions >600 nm. 
In Fig. 2.6, it is also evident that the absorption of CDM ( ( )CDMa  ) is mainly controlled 
by S , PHR, and  . The TSI value for S  is the largest value in the spectral region 
of >440 nm, and account for over 90% of the sum of TSI. The TSI value PHR is 
significant for the low concentration combination at the region of 400-440 nm (Fig. 
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2.6(E)). The TSI value for  also occupies a large portion of the sum of TSI in the 
spectral region of <500 nm (Fig. 2.6(F)-(H)).  
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Fig. 2.6. The total sensitivity indices for absorption coefficients of phytoplankton and 
CDM derived by QAA; ETA: power-law slope of particulate backscattering coefficient; 
PHR: ratio of phytoplankton absorption between 411 and 443 nm; G0 and G1: light field; 
WT_SC: scattering coefficient of water; WT_AB: absorption coefficient of water; S: 
exponential slope of CDM absorption coefficient. 
4.2.2 Sensitivity analysis for LMI 
Fig. 2.7 and 2.8 display the SA results for the absorption and backscattering 
coefficients derived by LMI. ( )a   is mainly controlled by  , 1g , and uncertainties of 
measured pure water absorption and scattering coefficients for low concentration 
combination (Chl =0.03 mg m-3) (Fig. 2.7(A)). When chlorophyll concentration is 0.3 mg 
m
-3
, the IOPs shape parameters, S  and  , mainly control the variation of derived ( )a   
(Fig. 2.7(B)). However, ( )a   is simultaneously regulated by all the parameters when 
chlorophyll concentrations are high (Fig. 2.7(C) and 2.7(D)). Similar to ( )a  , the 
variation of the derived ( )bb   is mainly determined by   and S , and simultaneously 
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governed by all the parameters when chlorophyll concentration higher than 3.0 mg m
-3
 
(Fig. 2.7(G), and 2.7(H)). 
Fig. 2.8(A) and 2.8(B) show that the variation of ( )pha   is mainly governed by S . 
Quantitatively, the TSI/Σ(TSI) (Σ(TSI) is the sum of TSI) for S ranges from 69.8% (Chl
=0.03 mg m
-3
) for band 555 nm to 90.3% ( Chl =0.3 mg m-3) for band 410 nm. However, 
( )pha   are simultaneously governed by all the parameters (Fig. 2.8(C) and 2.8(D)), when 
the concentrations of constituents are high. Similar to ( )pha  , ( )CDMa   is also majorly 
governed by S , and simultaneously governed by all the parameters when chlorophyll 
concentration higher than 3.0 mg m
-3
 (Fig. 2.8(G), and 2.8(H)). 
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Fig. 2.7. The total sensitivity indices for total absorption and backscattering coefficients 
derived by LMI; ETA: power-law slope of particulate backscattering coefficient; PHR: 
ratio of phytoplankton absorption between 411 and 443 nm; G0 and G1: light field; 
WT_SC: scattering coefficient of water; WT_AB: absorption coefficient of water; S: 
exponential slope of CDM absorption coefficient. 
35 
 
 
 
 
36 
 
 
 
Fig. 2.8. The total sensitivity indices for absorption coefficients of phytoplankton and 
CDM derived by LMI; ETA: power-law slope of particulate backscattering coefficient; 
DETA: full-width at half max; G0 and G1: light field; WT_SC: scattering coefficient of 
water; WT_AB: absorption coefficient of water; S: exponential slope of CDM absorption 
coefficient. 
5. Discussion 
5.1 RTM 
The results from SA for remote sensing reflectance indicate that the concentration, 
the mineral refractive index, and the mineral particle size primarily control the variation 
of remote sensing reflectance. The concentrations of constituents mainly regulate the 
variation of ( )Rrs   for the following reasons. For NAP, it governs the variation of 
( )Rrs   mainly through scattering process (Stramski et al. 2004), which is directly 
related to ( )rrs   according to equation 1. Therefore, ( )Rrs   is extremely sensitive to the 
variation of minerals concentration, especially in the long-wavelength region (>700 nm). 
This is consistent with the conclusions of previous studies based on simulated 
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(Sathyendranath et al. 1989) and in-situ measured datasets (Toole and Siegel 2001; 
Lubac and Loisel 2007). The TSI value for ( )Rrs   also indicates that the estimation of 
mineral concentration should use one or more near infra-red bands, where mineral 
concentration dominate in governing ( )Rrs   variation. The influence of CDOM on 
( )Rrs   is mainly through absorption process (Toole and Siegel 2001; Lubac and Loisel 
2007; Wang et al. 2010), and as a result its spectra for TSI and absorption are similar in 
shape (decreasing exponentially with wavelength). For chlorophyll concentration, the 
spectrum of its TSI, such as the peak around 443 nm and 675 nm for high combinations, 
shons similarity to that of absorption. This similarity in spectral shape can be attributed to 
its impact on ( )Rrs   mainly through absorption process (Toole and Siegel 2001; Lubac 
and Loisel 2007; Wang et al. 2010). 
The refractive index and PSD of constituents also make great contribution to the 
variation of ( )Rrs  . As the absorption efficiency of a constituent is linked to particle size 
and the imaginary part of refractive index through Mie theory (Morel and Bricaud 1981), 
the TSI spectra of mn  and  phn  are similar in shape to the absorption coefficient spectra. 
Small contribution of the phytoplankton PSD to the variation of ( )Rrs   can be attributed 
to: (1) backscattering coefficient is more sensitive to PSD than absorption (Wozniak and 
Stramski 2004); and (2) phytoplankton regulates the variation of ( )Rrs   mainly through 
absorption process. This result indicates that it is a challenge to retrieve phytoplankton 
size compositions through remote sensing (Brewin et al. 2011). In contrast, the PSD of 
minerals makes significant contribution to the variation of ( )Rrs  , because minerals 
regulate ( )Rrs   mainly through backscattering coefficient, which is sensitive to PSD 
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(Stramski and Kiefer 1991; Wozniak and Stramski 2004). The real part of refractive 
index is linked to particle density, which determines mass-specific backscattering 
coefficient (Bricaud and Morel 1986; Wozniak and Stramski 2004) and backscattering 
probability (Twardowski et al. 2001; Loisel et al. 2007), which in turn regulate ( )Rrs  . 
Therefore, real part of refractive index for minerals is a key factor controlling the 
variation of mainly through scattering process. 
However, several cautions should be pointed out when considering the SA result for 
remote sensing reflectance. This analysis is based on the following assumptions. For the 
calculation of averaged efficiencies of phytoplankton and minerals, particles are assumed 
to be spherical and homogeneous. However, this assumption may be violated, especially 
for larger particles (Clavano et al. 2007). The backscattering coefficient of non-spherical 
particles may be underestimated under this assumption (Clavano et al. 2007), and the 
corresponding backscattering efficiency may be significantly underestimated based on 
the spherical particle assumption in the relevant range (Kostadinov et al. 2009). Although 
aquatic particles follow Junge distribution in most cases, exceptions do exist (Peng and 
Effler 2007; Kostadinov et al. 2009). Second, particulate refractive index and PSD are 
randomly generated for given ranges extracted from previous studies. However, for a 
local region, these parameters may be correlated, and thus some combinations may be 
artificial. Third, the concentrations of constituents are assumed to be independent in order 
to simplify analysis. This assumption is expected to be violated for open oceanic waters. 
5.2 QAA 
First, uncertainties of measured pure water absorption and scattering will influence 
the bio-optical model for oligotrophic waters, which is consistent with result in previous 
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study (Morel and Maritorena 2001). Therefore, measurement uncertainties in pure water 
absorption and scattering should be taken into account for oligotrophic waters. Second,   
is the major factor controlling the uncertainties of derived ( )a   and ( )bb  , and as a 
result methods to obtaining accurate value of   is required to further refine QAA model. 
This result is consistent with that obtained by (Lee et al. 2010) through different method. 
Third, the variation of light field factors has significant impact on the estimation of ( )bb  . 
As light field factors are complicated functions of wind speed, solar zenith angle, and 
IOPs, further studies may be required to refine QAA algorithm, such as modeling 
molecular and particle scatterings with separate light field parameters (Lee et al. 2004), 
or employing a higher-order reflectance model (Albert and Mobley 2003). Furthermore, 
1g  regulates the estimation of ( )bb   around reference wavelength and the estimation of 
( )a   for the wavelength domain when scattering is intensive, indicating the important 
contribution of multiple scattering to ( )Rrs  . Therefore, the squared term in ( )Rrs   is 
not negligible for highly scattering waters in QAA model. 
According to the estimations of CDM and phytoplankton absorption spectra, S  is the 
key factor controlling the estimated values. S  is more important than PHR in estimating 
absorption coefficients of phytoplankton and CDM, and should be improved first in 
future study. This finding is the same as previous study (Lee et al. 2010). 
The SA for QAA is based on the following assumptions. First, the model of ( )a   at 
the reference wavelength is accurate, and only the influences of light field factors and 
measurement uncertainty of pure water absorption coefficient are introduced into the 
model. However, this assumption is expected to be violated. Actually, an exponential 
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relationship between  the QAA-derived 0( )a   and the corresponding error relative to lab 
measured 0( )a   exists though for the case of (550)a <0.1 m
-1
, this relative error is in 
general <16% (Lee et al. 2010). While   makes the greatest contribution to the variation 
of ( )a   for high combinations according to results in this study, the uncertainty in 0( )a   
accounts for larger proportions of uncertainty in the derived ( )a   (Lee et al. 2010). 
Therefore, the uncertainty in 0( )a   model may be considered in the future study. Second, 
only four combinations of concentrations are analyzed. Therefore, the complicated 
interactions between constituents were not analyzed in this study. 
5.3 LMI 
The SA results for LMI show that, when the concentrations of constituents are low, 
the derived IOPs are mainly controlled by the model parameters IOPs, such as S  and  , 
indicating that LMI may perform well when these parameters are appropriately modeled. 
However, when the concentrations of constituents are high, the derived IOPs values are 
sensitive to all the parameters, implying that all the model parameters highly interact with 
each other. This high degree interaction among model parameters may be due to the fact 
that unlike QAA algorithm, LMI is totally based on the spectral shape of IOPs models 
and derives the IOPs value through solving a linear system with the predefined spectral 
model, explaining high TSI values for all the analyzed parameters, especially for the case 
of high concentrations. It suggests that improving the performance of the model may 
require accurately modeling all these parameters.  
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5.4 Implication for ocean color algorithms 
The SA results show that ( )Rrs   is controlled by various factors, including those 
independent of wavelength. Therefore, sensitivity analysis was applied to the band ratios 
of ( )Rrs   used by OC4v4 to determine its ability to avoid the influences of some 
uninterested factors. The OC4v4 algorithm is based on the band ratios between 443, 490, 
510 and 555 nm, and is described in detail in (O'Reilly et al. 1998). Here, band 443 nm 
was replaced with 440 nm, in that 443 nm was not simulated and their difference is 
negligible. The sensitivities of band ratios to the analyzed factors are shown in Fig. 2.9. 
For the case of low combination (Fig. 2.5(A)), the TSI values for Chl , C  and 
(440)CDOMa  account for about 73% of total TSI. / xTSI TSI  ranges from 20.3% to 25.4% 
for Chl , from 21.8% to 25.7% for C , and from 23.8% to 39.4% for (440)CDOMa . The 
percentage for mn  TSI value is reduced to from 20.7% to 10%, while the TSI percentage 
of phn  is reduced to from 12.9% to about 6%. For the case of Fig. 2.5(B), the 
concentrations of constituents approximately account for 53% variation of the band ratios. 
This percentage is lower than that of Fig. 2.5(A). / xTSI TSI  ranges from 13.8% to 
27.9% for Chl , from 9.5% to 16.1% for C ; and from 16.4% to 25.2% for (440)CDOMa . 
The same TSI ratios for the refractive indices, mn  and phn  account for about 9% and 6% 
of the variations of band ratios, respectively. However, this TSI ratio for the exponential 
slope of CDOM absorption spectrum increases significantly from 16.4% to 25.2%. 
The SA results for band ratios indicate that the designed band ratios for the OC4v4 
algorithm is effective in accounting for the component concentrations, and the effects of 
particulate characteristics, such as real part of mineral refractive index, can be 
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significantly reduced through band ratios, which is consistent with the results in previous 
studies (Moore et al. 1999; Doxaran et al. 2002). If (440)CDOMa  and C  are very low or 
highly correlated with Chl , OC4v4 should be robust. Otherwise, this algorithm may fail 
to work well, because other factors also account for a large proportion of the variations of 
band ratios. In addition, changes in particulate characteristics could also be reflected 
band-ratio variations. For example, the performance of the algorithm would be degraded 
by the variation of mn , which is consistent with the results of previous studies (Wozniak 
and Stramski 2004; Zhou and Cao 2008). 
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Fig. 2.9. TSI of band ratios; A and B for fixed backscattering probability (phytoplankton 
1%, and minerals 1.83%), and C and D backscattering probability model of Twardowski; 
Rrs(λ1)/Rrs(λ0) is the ratio of Rrs(λ) between wavelengths λ1 and λ0 ,λ1 can be 440, 490 
and 510 nm, and λ0 is 555 nm; max is an operation to obtain the maximum; 
CDOM_CON: CDOM absorption coefficient at 440 nm; CDOM _S: exponential slope of 
spectral absorption; LF_SZ: solar zenith angle; LF_WS: wind speed; M_CON: mineral 
concentration; M_IMG: imaginary part of mineral refractive index; M_PSD: slope of 
mineral PSD; M_REAL: real part of mineral refractive index; M_S: exponential slope of 
mineral spectral absorption; CHL: chlorophyll concentration; PH_IMG: imaginary part of 
refractive index of phytoplankton; PH_PSD: slope of phytoplankton PSD; PH_REAL: 
real part of refractive index of phytoplankton. 
5.5 Improved linear matrix inverse (ILMI) 
Based on the above SA results, an improved algorithm, improved linear matrix 
inverse (ILMI), for deriving ( )a   and ( )bb   were developed. Two improvements were 
introduced into the ILMI algorithm: (1) band 710 nm was employed to accommodate the 
variation of mineral (Babin and Stramski 2002; Doron et al. 2007); and (2) QAA 
equations for    and S  were employed. As a result, unlike LMI, an over constrained 
system was constructed with ( )Rrs   bands of 410, 440, 490, 510, 555 and 710 nm. The 
IOCCG simulated dataset was used to test compare the algorithm with QAA and LMI. 
For the case that Chl  ranges from 0.03 to 30 mg m-3, root-mean-square error (RMSE) 
and regression results between the derived and known IOPs are shown in table 2.5. 
Generally, the results of ILMI are better than those of QAA and LMI. For example, the 
RMSE of (410)a  derived by ILMI is 0.1241 which is 0.5031 and 0.2931 lower than 
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those of QAA and LMI, respectively. The RMSE values ILMI-derived IOPs at 
wavelengths other than 410 nm are also lower than those of QAA and LMI. Furthermore, 
the scatter plots between simulated and derived (490)a  and (490)bb  are shown in figure 
10 to compare the performances of ILMI, QAA, and LMI. The results for QAA and LMI 
show that: (1) (490)a  and (490)bb  are overestimated or under estimated, especially 
when their values are high; and (2) the results are dispersed when their values are high. 
However, according to figure 10, the results of QAA and LMI seem to converge to the 
1:1 line at the regions of low values. To further demonstrate these findings, the second 
group of experiments was conducted. 
For the case that Chl  ranges from 0.03 to 0.3 mg m-3, the RMSE and regression 
results between the derived and known IOPs are shown in table 2.6. By comparing tables 
2.5 with 2.6, the performance of the ILMI is almost the same; however, the performances 
of QAA and LMI for the low Chl  are highly improved with respect to RMSE, R2, and 
slope; and the performances of the ILMI, QAA, and LMI are competitive. 
The experimental results indicate that ILMI is superior to the QAA and LMI when the 
total absorption and backscattering coefficients are high, however the three algorithms 
perform well when concentrations are low. These may be ascribed to the following 
reasons that: (1) ILMI incorporates a band with long wavelength (710 nm) to isolate the 
influence of the minerals, which is an important factor controlling the variation of 
( )Rrs   (Lee 2006); (2) QAA and LMI are based on ( )Rrs   blue and green bands which 
are simultaneously influenced by various factors, which may degrade the performances of 
the algorithms when the values of (490)a  and (490)bb  are high; and (3) compared with 
LMI, the improved algorithm has incorporated the S  and   models, and their variations 
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significantly influence the performance of the LMI, especially for high concentration 
combinations. 
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Fig. 2.10. The scatter plots between the derived and the known total absorption and 
backscattering coefficients at 490 nm; A and B for the ILMI; C and D for the QAA; and 
E and F for the LMI. 
Table 2.5. RMSE and regression results between the derived and the known IOPs for the 
IOCCG simulated data set with a solar zenith angle of 30
0
; chlorophyll concentration 
ranges from 0.03 to 30 mg m
-3
; slope and intercept is regression line slope and intercept; 
N is the number of spectra of sample; n is the number of samples successfully derived; 
and slope, intercept, N, and n have the same meaning for the tables hereafter 
Algorithm IOPs RMSE R
2
 Slope Intercept N n 
ILMI a(410) 0.1241 0.9854 1.0436 - 0.0210 500 500 
 a(440) 0.0703 0.9898 0.9933 - 0.0213 500 500 
 a(490) 0.0440 0.9868 1.0387 - 0.0153 500 500 
 a(510) 0.0339 0.9853 0.9982 - 0.0079 500 500 
 a(555) 0.0263 0.9919 0.8597 +0.0091 500 500 
 bb(410) 0.0043 0.9768 0.9761 - 0.0003 500 500 
 bb(440) 0.0041 0.9788 0.9794 - 0.0003 500 500 
 bb(490) 0.0042 0.9805 0.9575 - 0.0002 500 500 
 bb(510) 0.0043 0.9812 0.9499 - 0.0003 500 500 
 bb(555) 0.0045 0.9819 0.9340 - 0.0003 500 500 
QAA a(410) 0.6272 0.9294 1.4610 - 0.0483 500 500 
 a(440) 0.4296 0.9278 1.4263 - 0.0196 500 500 
 a(490) 0.1818 0.9252 1.2882 +0.0011 500 500 
 a(510) 0.1288 0.9233 1.2340 +0.0025 500 500 
 a(555) 0.0650 0.9244 1.1991 +0.0013 500 500 
 bb(410) 0.0186 0.9338 1.4648 - 0.0048 500 500 
 bb(440) 0.0187 0.9332 1.4668 - 0.0040 500 500 
 bb(490) 0.0181 0.9301 1.4298 - 0.0032 500 500 
 bb(510) 0.0178 0.9293 1.4172 - 0.0031 500 500 
 bb(555) 0.0174 0.9267 1.3909 - 0.0027 500 500 
LMI a(410) 0.4172 0.7604 0.9178 +0.0957 500 478 
 a(490) 0.1727 0.7128 0.6979 +0.0551 500 478 
 a(555) 0.0840 0.6539 0.5208 +0.0515 500 478 
 bb(410) 0.0198 0.6893 1.1370 - 0.0049 500 478 
 bb(490) 0.0177 0.6930 1.0189 - 0.0023 500 478 
 bb(555) 0.0168 0.6941 0.9329 - 0.0014 500 478 
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Table 2.6. RMSE and regression results between the derived and the known IOPs for the 
IOCCG simulated data set with a solar zenith angle of 30
0
; chlorophyll concentration 
ranges from 0.03 to 0.3 mg m
-3
 
Algorithm IOPs RMSE R
2
 Slope Intercept N n 
ILMI a(410) 0.0077 0.9876 1.0278 +0.0052 175 175 
 a(440) 0.0050 0.9893 0.9624 +0.0060 175 175 
 a(490) 0.0053 0.9761 0.9982 +0.0050 175 175 
 a(510) 0.0059 0.9551 1.0309 +0.0041 175 175 
 a(555) 0.0027 0.9701 0.9313 +0.0071 175 175 
 bb(410) 0.0010 0.9472 1.0489 +0.0005 175 175 
 bb(440) 0.0008 0.9633 1.0508 +0.0004 175 175 
 bb(490) 0.0006 0.9803 1.0477 +0.0003 175 175 
 bb(510) 0.0005 0.9848 1.0377 +0.0003 175 175 
 bb(555) 0.0003 0.9902 1.0215 +0.0002 175 175 
QAA a(410) 0.0038 0.9933 1.0019 - 0.0028 175 175 
 a(440) 0.0033 0.9926 1.0125 +0.0021 175 175 
 a(490) 0.0016 0.9891 0.9775 +0.0018 175 175 
 a(510) 0.0016 0.9757 0.9449 +0.0033 175 175 
 a(555) 0.0017 0.9141 0.9324 +0.0035 175 175 
 bb(410) 0.0005 0.9688 0.9980 +0.0004 175 175 
 bb(440) 0.0004 0.9797 1.0019 +0.0003 175 175 
 bb(490) 0.0002 0.9901 0.9897 +0.0002 175 175 
 bb(510) 0.0002 0.9919 0.9800 +0.0001 175 175 
 bb(555) 0.0002 0.9921 0.9644 +0.0001 175 175 
LMI a(410) 0.0079 0.9924 1.0242 +0.0061 175 175 
 a(490) 0.0031 0.9875 0.9461 +0.0046 175 175 
 a(555) 0.0016 0.9791 0.8272 +0.0127 175 175 
 bb(410) 0.0023 0.9157 0.9987 - 0.0022 175 175 
 bb(490) 0.0013 0.9829 0.9837 - 0.0012 175 175 
 bb(555) 0.0010 0.9945 0.9491 - 0.0008 175 175 
 
6. Conclusions 
A GSA method, EFAST, has been applied to a dataset of simulated remote sensing 
reflectance and two commonly used IOPs inverse algorithms, QAA and LMI. For the 
sensitivity of remote sensing reflectance, the following conclusion may be drawn: (1) the 
variation of remote sensing reflectance is mainly regulated by concentrations of 
constituents, especially mineral concentration; and (2) particulate characteristics, such as 
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mineral particle size and real part of refractive index, play an important role in 
controlling the variation on remote sensing reflectance, however the influence of these 
characteristics can be avoided through band ratios. 
Sensitivity analysis was also applied to QAA and LMI. Sensitivity analysis results 
demonstrated that the power-low slope of particulate backscattering coefficient plays an 
important role in governing the performances of QAA and LMI, and that all the 
considered parameters are important to LMI when the concentrations of constituents are 
high due to highly interact between factors. 
Based on the sensitivity analysis results of remote sensing reflectance and QAA and 
LMI, an improved IOPs inverse algorithm was proposed. According to incorporate a near 
infra-red band of 710 nm and, and QAA S  and   models, the ILMI model has some 
improvement when Chl  is high, but the three algorithms are competitive for the case of 
lowChl . 
Appendix A: Data simulation 
The particulate average absorption, ( )aQ  , and scattering, ( )bQ  , efficiencies are 
calculated through (Bohren and Huffman 1983; Bricaud and Morel 1986): 
max
min
max
min
2
2
( ) ( , )
( )
( )
D
a
D
a D
D
N D D Q D dD
Q
N D D dD

 


                                              (A1) 
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min
max
min
2
2
( ) ( , )
( )
( )
D
b
D
b D
D
N D D Q D dD
Q
N D D dD

 


                                              (A2) 
If particulate density   is known, mass-specific coefficients for absorption, ( )a  , and 
scattering, ( )b  , can be calculated from the average efficiencies: 
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                                              (A4) 
For NAP, the mass-specific coefficients were defined as the absorption or scattering 
coefficients per unit mass concentration of NAP. For phytoplankton, the mass-specific 
coefficients were defined as the absorption or scattering coefficients per unit mass 
concentration of chlorophyll. ( )N D  is defined as (Bader 1970; Boss et al. 2001; Boss et 
al. 2001; Babin et al. 2003): 
( )N D KD                                                             (A5) 
K  can be any value, but only   matters in the calculations of ( )aQ   and ( )bQ  . Thus K  
was set to be 1 in this study. 
Total absorption and scattering coefficients are defined as: 
* *( ) ( ) ( ) ( ) ( )w ph CDOM NAPa a a Chl a a C                                           (A6) 
* *( ) ( ) ( ) ( )w ph NAPb b b Chl b C                                                 (A7) 
Particulate beam attenuation spectrum ( )pc   is modeled as (Voss 1992; Barnard et al. 
1998; Roesler and Boss 2003): 
550
( ) (550)p pc c



 
  
 
                                                  (A8) 
 can be linked to   through the following equation (Boss et al. 2001; Boss et al. 2001; 
Twardowski et al. 2001): 
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3                                                                  (A9) 
For phytoplankton, ( )pha   is calculated through multiplying the absorption coefficient at 
a specific wavelength (440 nm) by normalized absorption spectrum ( )
N
pha  : 
( ) (440) ( )Nph ph pha a a                                                     (A10) 
Based on absorption and attenuation spectra, ( )phb   can be calculated: 
( ) ( ) ( )b c a                                                           (A11) 
For NAP, ( )NAPa   is calculated through the following model: 
( ) (440)exp( ( 440))NAP NAP NAPa a S                                            (A12) 
Similarly, ( )NAPb   can be calculated with equation (A11). 
For CDOM, ( )CDOMa   is modeled as: 
( ) (440)exp( ( 440))CDOM CDOM CDOMa a S                                           (A13) 
Based the calculated IOPs, together with ambient factors, a dataset of ( )Rrs   could be 
simulated through Hydrolight (Mobley 1994). 
Appendix B: QAA algorithm 
QAA is an algorithm for deriving IOPs from ( )Rrs   (Lee et al. 2002). Its main idea 
is first to empirically derive the absorption at a reference wavelength, which is selected 
according to the IOPs of water. The backscattering coefficient at the reference 
wavelength is estimated through the reflectance model (equation (1)). Then, 
backscattering coefficients of other wavelengths is determined through a particulate 
backscattering model. Finally, absorption coefficients spectrum is derived from 
reflectance model. Refer to table 2.7 for equations. 
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Table 2.7. The procedure of QAA 
Step Variable Formula 
1 ( )rrs   ( ) ( ) / (0.52 1.7 ( ))rs rsrrs R R     
 ( )
( )
( ) ( )
b
b
b
a b

 
 


 0 1
( ) ( ( )) ( )rrs g g       
 
2
0 0 1
0 1
1
4 * ( )
( ) ; 0.089, 0.125
2
g g g rrs
g g
g

 
  
    
2 
0( )a   
0
(443) (490)
log
(667)
( ) 5 (667)
(490)
rrs rrs
rrs
rrs rrs
rrs


 
 
 
  
   
21.146 1.366 0.469
0 0( ) ( ) 10wa a
        
 
0( )bpb   0 0
0 0
0
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( ) ( )
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a
b b
  
 
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 

 
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a
 
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
  
  
0
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0.8 (443) / ( )rrs rrs


 

 
  exp( (443 411))S    
0
0.002
0.015
0.6 (443) / ( )
S
rrs rrs 
 
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Appendix C: LMI algorithm 
LMI uses three bands (410, 490, and 555 nm) to derive the IOPs by solving a linear 
system: 
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Band 410 nm was set as the reference wavelength r . 
1
( ) 1
u
    , and 
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a b

 
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was solved from reflectance model. The absorption spectrum of phytoplankton, ( )pha 

, is 
defined as: 
2 2
2
886( )
( ) exp
2
r r
pha
   


      
 
                                         (A15) 
where   is FWHM. The spectral model of CDM is defined as: 
( ) exp( ( ))CDM ra S  
                                                       (A16) 
The spectral model of total particulate backscattering coefficient is modeled as: 
( ) rbpb




    
 
                                                         (A17) 
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III. ESTIMATION OF PHYTOPLANKTON SIZE COMPOSTION FROM REMOTE 
SENSING DATA 
ABSTRACT 
Phytoplankton size classes (pico-plankton, nano-plankton, and micro-plankton) 
provide information about pelagic ocean ecosystem structure, and their spatiotemporal 
variation plays a key role in understanding ocean ecosystem structure and global carbon 
cycling. In this paper, an algorithm based on spectral features was proposed to estimate 
phytoplankton size fractions from remote sensing data. First, five types of spectral 
features (original and normalized remote sensing reflectance, two-band ratios, continuum 
removed spectra, and spectral curvatures) were extracted from remote sensing reflectance. 
The spectral features sensitive to the phytoplankton size fractions were then determined 
through a band selection method. Finally, phytoplankton size fractions were regressed 
against the sensitive spectral features. The performance of the developed algorithm was 
validated with the simulated and the satellite Sea-viewing Wide Field-of-view Sensor 
(SeaWiFS) and Moderate Resolution Imaging Spectroradiometer (MODIS) datasets, 
indicating that the algorithm is effective in estimating phytoplankton size fractions (R
2
 is 
0.9273, 0.9305 (fm) for simulated data; R
2
 is 0.6532 (fm), 0.5201 (fn), 0.5834 (fp) for 
SeaWiFS; and R
2
 is 0.8022 (fm), 0.6726 (fn), 0.7633 (fp) for MODIS), and that the spectral 
features sensitive to phytoplankton size fractions mainly consist of continuum removed 
spectra as well as spectral curvatures and their wavelengths mainly center on the 
pigments-absorption domains. Global spatial distributions of pico-plankton, nano-
plankton, and micro-plankton were also estimated from monthly SeaWiFS and MODIS 
images (June 2006). The patterns are consistent with current understanding that pico-
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plankton accounts for large proportion of total phytoplankton in oligotrophic areas, that 
nano-plankton dominates in eutrophic and transitional areas, and that miro-plankton is 
dominant in high-productivity areas. 
Keywords: phytoplankton size fraction, spectral feature, remote sensing, SeaWiFS, 
MODIS 
 
1. Introduction 
Oceans play an important role in regulating atmospheric CO2 concentration 
(Falkowski et al. 2000). Each day, more than a hundred million tons of CO2 are 
transformed into organic materials by phytoplankton through primary production 
(Behrenfeld et al. 2006), and a large amount of CO2 from the oceans is also released to 
the atmosphere due to remineralization through biota respiration (del Giorgio and Duarte 
2002). For the first process, the downward export of biogenic particles, also known as 
biological pump, is responsible for transporting part of the produced organic materials 
into ocean interiors, decreasing the CO2 concentration in the atmosphere, and as a result 
may influence climate (Falkowski et al. 1998; Boyd et al. 2000; Behrenfeld et al. 2006; 
Cassar et al. 2007; Kostadinov et al. 2010). This export of organic matter from the 
surface waters is regulated by various factors, including phytoplankton cell size 
(Buesseler et al. 2007; Burd and Jackson 2009; Guidi et al. 2009; Stemmann and Boss 
2012), oceanic ecosystem structure (Boyd and Trull 2007), and mineral ballast (Francois 
et al. 2002; Boyd and Trull 2007; Lam et al. 2011). Particularly, phytoplankton cell size 
is an ecophysiological trait connecting to environmental conditions (Irwin et al. 2006; 
Finkel et al. 2010), and an important factor controlling particle aggregation and food web 
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(Burd and Jackson 2009), which in turn regulate surface exports. Therefore, knowledge 
on the spatiotemporal distribution and variation of phytoplankton size fraction (PSF) (see 
table 3.1 for symbol/abbreviation) is crucial for understanding the impact of climate 
change on the biogeochemical cycling of elements, and the oceanic biogeochemical 
feedbacks in influencing climate in the future (Le Quere et al. 2005; Boyd and Trull 2007; 
Finkel et al. 2010). 
Table 3.1. Symbols and descriptions 
Symbol/abbreviatio
n 
Description Unit 
λ Wavelength nm 
Rrs(λ) Remote sensing reflectance above water surface sr
-1
 
N_Rrs(λ) Rrs(λ) normalized with its integration - 
CR(λ1,λ2,λ3) 
Continuum removed spectrum at λ2 with beginning 
and ending wavelengths of λ1 and λ3, respectively 
- 
CV(λ1,λ2,λ3) 
Curvature at λ2 with beginning and ending 
wavelengths of λ1 and λ3, respectively 
- 
BR(λ1,λ2) Band ratio (Rrs(λ2)/ Rrs(λ1)) - 
PSF Phytoplankton size fraction - 
CDOM Colored dissolved organic matter - 
NAP Non-algal particles - 
IOPs Inherent optical properties - 
PSD Particle size distribution - 
fm Micro-plankton fraction - 
fn Nano-plankton fraction - 
fp Pico-plankton fraction - 
[Chl] Chlorophyll concentration mg m
-3
 
a(λ) Total absorption coefficients of water column m-1 
cph(λ) Beam attenuation coefficient of phytoplankton m
-1
 
ax(λ) 
Absorption coefficients of x. x could be w: water; ph: 
phytoplankton; g: colored dissolved organic matter; 
dm: colored detritus matter; pico: pico-plankton; 
micro: micro-plankton 
m
-1
 
440 ( )Npha   aph(λ) normalized with respect to 440nm - 
bb(λ) Total backscattering coefficients of water column m
-1
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bbx(λ) 
Backscattering coefficients of x. x could be w: water; 
ph: phytoplankton; dm: colored detritus matter 
m
-1
 
xb  
Backscattering probability of of x. x could be ph: 
phytoplankton; dm: detritus/minerals 
- 
Sg Exponential slope of CDOM absorption spectrum nm
-1
 
Sdm 
Exponential slope of detritus/minerals  absorption 
spectrum 
nm
-1
 
 
To achieve a better understanding of ocean biogeochemistry, phytoplankton is 
partitioned into groups according to their biogeochemical functions (e.g. calcifiers, 
silicifiers, nitrogen-fixers, and dimethyl sulphide producers) (Forget et al. 2008). The 
same purpose can also be achieved through partition of phytoplankton according to their 
cell sizes. Some specific accessory pigments are unique to individual phytoplankton taxa 
or groups, and thus always used as biomarkers of phytoplankton functional groups. 
Furthermore, as each functional group is roughly related to a size range, phytoplankton 
cell size can be estimated with some accessory pigments with some cautions (Vidussi et 
al. 2001; Uitz et al. 2006; Devred et al. 2011). In this way, phytoplankton is usually 
separated into pico-plankton (0.2-2 μm), nano-plankton (2-20 μm), and micro-plankton 
(20-200 μm) (Sieburth et al. 1978). High-performance liquid chromatography (HPLC) 
provides a suit of pigment concentrations which allows for calculating fractions of these 
phytoplankton size groups with respect to chlorophyll concentration (Vidussi et al. 2001; 
Uitz et al. 2006; Devred et al. 2011). However, this method is impractical to acquire high 
spatiotemporal resolution distribution of phytoplankton cell size on global scale. 
Remote sensing has been proved to be an economic and efficient method for 
estimating the spatiotemporal distribution of phytoplankton size/species composition on 
global scale. Remote sensing methods for estimating phytoplankton size can be divided 
into two major categories. One is based on the characteristics of inherent optical 
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properties (IOPs) of phytoplankton, and another is based on the pigment concentration 
[Chl]. The IOPs-based approaches are based on observations and Mie theory modeling 
results, i.e. IOPs (including spectral shape and magnitude) vary with phytoplankton cell 
size (Morel and Bricaud 1981; Bricaud and Morel 1986; Stramski and Kiefer 1991; Boss 
et al. 2001; Stramski et al. 2001; Bricaud et al. 2004; Loisel et al. 2006; Zhou and Cao 
2008). These approaches are further subdivided into three groups using the: particle size 
distribution (PSD) slope, unmixing, and “anomalies” methods. As the PSD of marine 
particles commonly follows the Junge distribution (Sheldon et al. 1972), the slope of 
Junge distribution is linked to that of total backscattering or beam attenuation coefficients, 
which can be further derived through Mie theory or an empirical polynomial, and finally 
the PSF can be modeled as a function of the slope of PSD (Boss et al. 2001; Twardowski 
et al. 2001; Kostadinov et al. 2009; Kostadinov et al. 2010). The unmixing approach 
assumes that absorption spectrum of phytoplankton (aph(λ)) can be linearly reconstructed 
by those of pico-plankton and micro-plankton (Ciotti et al. 2002), as shown in equation 
(A4). Based on this assumption, PSF can be directly derived from remote sensing 
reflectance (Rrs(λ)) or aph(λ) (Ciotti and Bricaud 2006; Bricaud et al. 2012). Alternatively, 
with a look-up table based on aph(λ) modeled with equation (A4), the PSF can be derived 
with satellite-observed Rrs(λ) (Mouw and Yoder 2010). As phytoplankton cell size is a 
second-order factor driving the variation of Rrs(λ), the third approach is to remove the 
spectral contribution of [Chl] by normalizing (dividing or subtracting) Rrs(λ) with the 
remote sensing reflectance with corresponding [Chl], and then estimate the PSF from the 
normalized spectra (Moulin et al. 2005; Alvain et al. 2008; Brown et al. 2008). 
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The [Chl]-based approaches directly model PSF as a function of [Chl] based on the 
observation that large size phytoplankton dominates in eutrophic waters, and vice versa. 
Two categories of models have been adopted to model PSF based on [Chl]: two- and 
three-component models. The two-component model assumes that chlorophyll 
concentration contributed by the pico-plankton and micro-plankton is an exponential 
function of [Chl]. Through this model, the fractions of pico-plankton and micro-plankton 
were estimated from retrieved [Chl] (Devred et al. 2006). The three-component model 
assumes that the pico-plankton calculated from the two-component model can be further 
divided into pico-plankton and nano-plankton. Therefore, the fraction of nano-plankton 
could also be estimated from the estimated [Chl] (Brewin et al. 2011; Devred et al. 2011). 
Both IOPs- and [Chl]-based approaches have disadvantages. While phytoplankton 
cell size results in second-order variability in Rrs(λ), it is not easy to accurately estimate 
PSF or phytoplankton functional groups based on spectral shape information, especially 
through multiple spectral remote sensing data (Brewin et al. 2011). [Chl]-based 
approaches also fail to work well in some regions as [Chl] is not necessary to co-vary 
with phytoplankton size or functional types. Within the same phytoplankton group, 
changes in in pigment concentration may be due to photoacclimation, which generally 
reflects changes in environmental factors (Eppley 1972; Bricaud et al. 2004). To solve 
these problems, PSF has been tentatively derived from phytoplankton absorption spectra 
using machine learning methods, such as multilayer perceptions (Bricaud et al. 2007). 
In this paper, a new algorithm is proposed for deriving PSF from remote sensing data. 
This algorithm is built upon five spectral features: original and normalized Rrs(λ) (Lubac 
and Loisel 2007; Le et al. 2011), band ratio, spectral curvature (Campbell and Esaias 
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1982; Hoge and Swift 1986; Lee and Carder 2000), and continuum removed spectra 
(Huang et al. 2004), and consists of a band selection algorithm, support vector machine 
recursive feature elimination (SVM-RFE) (Guyon et al. 2002), and support vector 
machine (SVM) (Vapnik 1995) regression. With simulated and satellite datasets, SVM-
RFE is used to determine the spectral features sensitive to PSF, and SVM regression to 
estimate PSF from the selected spectral features. Additionally, the model effectiveness 
for deriving PSF distribution is respectively examined with global monthly Sea-viewing 
Wide Field-of-view Sensor (SeaWiFS) and Moderate Resolution Imaging 
Spectroradiometer (MODIS) images. 
2. Datasets 
The datasets consist of simulated and satellite-acquired image spectra as well as the 
corresponding PSF. The use of simulated datasets is to examine the performance of the 
developed algorithm with excluding the impacts of atmospheric correction for satellite-
acquired image spectra, uncertainty in measured PSF, and time difference between 
satellite-acquired spectra and measured PSF. 
2.1 Simulated datasets 
A dataset with SeaWiFS (412, 443, 490, 510, 555 and 670 nm) spectral resolution 
was simulated using Hydrolight (Mobley 1994). The dataset has 1000 samples, and each 
sample includes Rrs(λ), and the corresponding pico-plankton (fp) and micro-plankton (fm) 
fractions. For the simulated dataset, [Chl] was divided in to three intervals: [0.03, 0.3], 
[0.3, 3], and [3, 10]. Within each interval, the same number of samples was randomly 
generated. aph(λ) was linearly mixed with pico-plankton and micro-plankton “basic 
vectors” (Ciotti et al. 2002), as shown in equations A3, A4 and A5. As the functional 
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relationship between [Chl] and fm shows a sigmoid shape (Devred et al. 2006; Mouw and 
Yoder 2010), fm (fp=1-fm) was randomly generated between the upper (fm=1-exp(-15[Chl])) 
and lower (fm=1-exp(-0.12[Chl])) boundaries for a specified [Chl] (Mouw and Yoder 
2010). In this way, the correlation between PSF and [Chl] was modeled, and PSF was 
incorporated into aph(λ) and finally into Rrs(λ). With the constructed IOPs as inputs, a 
dataset of Rrs(λ) was simulated using Hydrolight. See the appendix for more information 
on data simulation. 
A dataset with MODIS (412, 443, 469, 488, 531, 547, 555, 645, 667 and 678 nm) 
spectral resolution was also simulated using Hydrolight (Mobley 1994). It also has 1000 
samples, and each sample includes Rrs(λ) and the corresponding fp and fm. 
2.2 Satellite datasets 
SeaWiFS images were used because they have high spatiotemporal resolution and 
cover oceans of the world. Daily and monthly SeaWiFS Rrs(λ) images from September 
1997 to December 2007 were downloaded from the NASA website 
(http://oceancolor.gsfc.nasa.gov/). The image data have a spatial resolution of 9×9 km. 
Daily images (level 3 mapped data) were used to extract the pixels matching in-situ 
observations which will be discussed in section 2.3. Monthly global area coverage (GAC, 
level 3 mapped data) images were used to derive global PSF distribution. 
MODIS images were also used. The use of MODIS images is because MODIS 
images have more bands than SeaWiFS images and allow for comparing their mapping 
results. Daily and monthly MODIS Rrs(λ) images from July 2002 to December 2011 
were downloaded from the NASA website (http://oceancolor.gsfc.nasa.gov/). The image 
data has a spatial resolution of 9×9 km, and includes 10 bands. Bands 469 and 555 nm 
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were derived from the corresponding bands with spatial resolution of 500×500 m, and 
band 645 nm from the corresponding band (250×250 m). These three bands were used 
together with seven MODIS-aqua bands to test whether PSF estimation could be 
improved with higher spectral resolution or not. Daily images (level 3 mapped data) are 
for extracting the pixels matching in-situ observations, while monthly GAC images (level 
3 mapped data) are for deriving global PSF distribution. 
2.3 Phytoplankton size fractions estimated from in-situ pigments 
Several field-observed pigment datasets were employed to calculate PSF. These 
datasets including both case 1 (phytoplankton and associated material dominated) and 
case 2 (colored dissolved organic matter (CDOM) and non-algal particles (NAP) 
dominated) waters were downloaded from different websites (table 3.2). The geographic 
distribution of these extracted samples is shown in Fig. 3.1. Each sample contains seven 
pigments: fucoxanthin (Fuco), peridinin (Perid), 19’-hexanoyloxyfucoxanthin (Hex_fuco), 
19’-butanoyloxyfucoxanthin (But_fuco), alloxanthin (Allo), chlorophyll b and divinyl 
chlorophyll b (TChlb), and zeaxanthin (Zea). With these pigments, the relative biomass 
proportions of micro-plankton, nano-plankton, and pico-plankton were calculated with 
equations (1)-(4) (Vidussi et al. 2001): 
1.41[ ] 1.41[ ] 1.27[ _ ]
               0.35[ _ ] 0.60[ ] 1.01[ ] 0.86[ ]
wDP Fuco Perid Hex fuco
But fuco Allo TChlb Zea
   
  

                      (1) 
(1.41[ ] 1.41[ ]) /m wf Fuco Perid DP                                            (2) 
(1.27[ _ ] 0.35[ _ ] 0.60[ ]) /n wf Hex fuco But fuco Allo DP                           (3) 
(1.01[ ] 0.86[ ]) /p wf TChlb Zea DP                                            (4) 
where wDP  represents the [Chl] reconstructed from the seven accessory pigments. 
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Table 3.2. Used HPLC data sources 
Project and 
Cruise 
References Year Location Source 
Gep&CO 
A-L 
(Dandonne
au et al. 
2004) 
1999-
2002 
Trans N Atlantic-
S Pacific 
http://www.lodyc.jussie
u.fr/gepco 
MOCE -- 1997-
2002 
N Pacific http://www.seabass.gsfc
.nasa.gov 
NOMAD (Werdell 
and Bailey 
2005) 
1997-
2007 
global http://www.seabass.gsfc
.nasa.gov 
SeaBASS 
general 
search 
(Werdell 
and Bailey 
2005) 
1997-
2007 
global http://www.seabass.gsfc
.nasa.gov 
 
 
Fig. 3.1. Geographic distribution of extracted HPLC pigment observations. 
The quality assurance procedure described in (Uitz et al. 2006) was carried out to 
assure that the field samples collected by different teams, and analyzed in different 
laboratories using a variety of HPLC instruments and protocols can be combined 
coherently. First, samples with incomplete biomarker pigments were rejected. Second, 
samples with [Chl] lower than 0.001 mg m
-3
 were removed, because values in this range 
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are below the sensitivity of HPLC. Third, accessory pigments concentrations below 0.001 
mg m
-3
 were reset to zero. Fourth, samples collected within the top 5 m of a water 
column were retained, considering that signals acquired by remote sensing sensors are 
mainly from the first optical depth, where 37% irradiance at water surface remains. 
Finally, as [Chl] commonly co-varies in a quasi-linear manner with the sum of major 
accessory pigments (Trees et al. 2000), data that exceeded three standard deviations for 
the sum of the accessory pigments were identified and removed (Mouw and Yoder 2010). 
The removal of poor quality samples led to 616 and 484 matched samples for the 
SeaWiFS and MODIS satellite datasets, respectively. 
3. Methods 
The algorithm consists of three major steps: (1) constructing spectral features from 
Rrs(λ), (2) determining the spectral features sensitive to PSF, and (3) estimating PSF with 
the selected features. The flow chart for this algorithm is shown in Fig. 3.2.  
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Fig. 3.2. The flow chart of the developed algorithm; rectangle represents data, and 
rectangle with two vertical lines represents function; narrow arrow represents data flow 
direction for training and validation; wide arrow represents data flow of estimating PSF 
from global monthly images. 
3.1 Spectral feature construction 
3.1.1 Remote sensing reflectance 
Rrs(λ) contains both first-order variations related to concentrations of constituents and 
second-order variations tying to physical parameters, such as particle size. This justifies 
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the use of original Rrs(λ) from SeaWiFS and MODIS in the proposed algorithm. 
SeaWiFS and MODIS satellite datasets contain 6 and 10 bands of Rrs(λ), respectively. 
3.1.2 Normalized remote sensing reflectance 
Normalized remote sensing reflectance (N_Rrs(λ)) is for removing magnitude 
difference (Lubac and Loisel 2007). This normalization process was implemented by 
dividing spectra with the reflectance integral calculated over the whole spectral range 
covered by a specified sensor (i.e. SeaWiFS and MODIS). N_Rrs(λ) was demonstrated to 
be effective in clustering spectra controlled by various factors (Lubac and Loisel 2007). 
Normalization yielded 6 and 10 N_Rrs(λ) features for the datasets with SeaWiFS and 
MODIS bands, respectively. 
3.1.3 Band ratio 
Band ratio is defined as: 
1 2 2 1 2 1( , ) ( ) / ( ),    BR Rrs Rrs                                          (5) 
As Rrs(λ) is controlled by various factors (e.g. concentrations of constituents, wind speed, 
and solar zenith angle), band ratio reduces the influence of uninteresting factors, such as 
wind speed and solar zenith angle, and increases the correlation between a band ratio and  
the biomass or IOPs parameters. For each sample, 15 and 45 BR(λ1,λ2) features were 
obtained for the datasets with SeaWiFS and the MODIS bands, respectively. 
3.1.4 Spectral curvature 
Spectral curvature is defined as (Campbell and Esaias 1982; Hoge and Swift 1986; 
Lee and Carder 2000): 
2
2
1 2 3 3 2 1
1 3
( )
( , , ) ,  
( ) ( )
Rrs
CV
Rrs Rrs

     
 
  

                                  (6) 
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The logarithmic transformation of this feature is equivalent to applying difference to 
log(Rrs(λ)) twice. Equally, spectral curvature is a measure of the nonlinearity or 
curvature of Rrs(λ) in the logarithmic space. As a second-order difference operator, this 
feature has the merits of: (1) eliminating the linear variation of Rrs(λ); and (2) reducing 
the second-order variation to a constant. Consequently, spectral curvature is not sensitive 
to factors such as solar zenith angle and wind speed. For each sample, 20 and 120 
CV(λ1,λ2,λ3) features were obtained for the datasets with SeaWiFS and the MODIS bands, 
respectively. 
3.1.5 Continuum removed spectra 
Continuum removal is a procedure for isolating absorption features from a spectrum 
(Kokaly and Clark 1999; Huang et al. 2004). A continuum removed spectrum is defined 
as: 
2
1 2 3 3 2 1
1 2 3
( )
( , , ) ,   
( , , )c
Rrs
CR
R

     
  
                                        (7) 
where 1 2 3( , , )cR     is the minimal convex “hull” of straight-line segments fitted over the 
top of a spectrum, as shown in Fig. 3.3(A). Fig. 3.3(B) shows a continuum removed 
spectrum of Rrs(λ). Apparently, a continuum removal enhances depth of individual 
absorption feature. Additionally, continuum removal also serves to remove the influences 
of ambient factors (i.e. solar zenith angle and wind speed) (Yan et al. 2010). For each 
sample, 20 and 120 CR(λ1,λ2,λ3) features were obtained for the datasets with SeaWiFS 
and MODIS bands, respectively. 
Combining all the Rrs(λ), N_Rrs(λ), BR(λ1,λ2), CR(λ1,λ2,λ3) and CV(λ1,λ2,λ3) yields 67 
features for the datasets with SeaWiFS bands, and 305 features for the datasets with 
MODIS bands.  
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Fig. 3.3. Rrs(λ) and its continuum removed spectrum; (A) Rrs(λ) and its continuum line; 
(B) continuum removed spectrum of Rrs(λ). 
3.2 Support vector machine 
SVM is a method to locating an optimal discriminative boundary between binary 
classification problems. The use of kernel function enables SVM to deal with 
sophisticated classification problems with a low computational demand. SVM can also be 
extended to handle multiple classification problems by applying multiple SVMs 
simultaneously through a one-against-one or one-against-all schema. Additionally, SVM 
can also be used to regression problems. Detailed descriptions and explanations of SVM 
can be found in (Vapnik 1995). In this study, SVM is for feature selection and regression 
of PSF against spectral features. LIBSVM was used to implement SVM whose kernel 
function was selected as radial basis function (RBF). 
3.3 Feature selection 
Support vector machine recursive feature elimination (SVM-RFE) (Guyon et al. 2002) 
is a feature selection algorithm (Bazi and Melgani 2006; Archibald and Fann 2007; 
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Zhang and Ma 2009). SVM-RFE uses weight value (
2 ( )W   ) as the ranking criterion. 
The weight value is defined as: 
2 * * ( ) ( )
( )
, 1
( ) ( )
N
p p
p i j i j i j
i j
W y y K x x    

                                           (8) 
where   
(  )
 stands for ith training sample without the pth feature;    denotes the support 
vectors, which are also the non-zero Lagrange multiplier in a dual optimization problem; 
i and j are training sample indices; N is sample number; yi and yj are labels of samples i 
and j, respectively; and K(x, y) is kernel function for mapping feature space into a high 
dimensional space. The SVM-RFE workflow can be summarized as follows (Bazi and 
Melgani 2006): 
Step 1) Set the feature subset S with the original spectral features; 
Step 2) Train an SVM classifier on the feature subspace defined by S; 
Step 3) For each feature p ∈ S, compute the ranking score 
2 2
( )| ( ) ( ) |p pc W W 
 
  ; 
Step 4) Find the feature q in S with the smallest ranking score; 
Step 5) Remove q from S; 
Step 6) Go to Step 2) until the preset number of features is reached. 
Discretization is required for PSF because SVM-RFE is based on discrete classes. As 
PSF is in the range of [0, 1], intervals were created by equally dividing [0, 1]. fm is 
projected to a label related to an interval where fm fall in. With constructed spectral 
features and discretized PSF, spectral features sensitive to PSF were determined by 
SVM-RFE. 
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3.4 Evaluation of results 
Each dataset was randomly divided into two subsets with equal sample number. One 
subset was for selecting spectral features sensitive to PSF and training SVM. Another 
subset was used to validate the training model. The performance of the developed 
algorithm was evaluated by the coefficient of determination (R
2
), relative error, and root 
mean square error (RMSE). Relative error and RMSE are defined as: 
ˆ
_ i i
i
x x
relative error
x

                                                      (9) 
2
1
1
ˆ( )
N
i i
i
RMSE x x
N 
                                                     (10) 
where N is sample number, and xi and ˆix  are the reference and the estimated values for 
the ith sample, respectively. 
4. Results 
Validation results and global PSF distribution derived from monthly SeaWiFS and 
MODIS images were discussed in this study. Even though calibration and validation 
results could be simultaneously obtained, validation results were preferred because an 
algorithm with high accuracy in calibration is not necessary robust in performance when 
applied to a new dataset. 
4.1 Results for simulated datasets 
4.1.1 Simulated SeaWiFS dataset 
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Table 3.3. Validation results for the simulated SeaWiFS data set; feature number is the 
number of the spectral features; RMSE is root-mean-square error; R
2
 is the coefficient of 
determination between the reference and estimated values; slope and intercept are for the 
regression between the estimated and reference values; and feature number, RMSE, R
2
, 
slope, and intercept are used to represent the same meaning in other tables shown 
hereafter 
Feature 
number 
RMSE R
2
 Slope Intercept 
5 0.188 0.470 0.473 0.318 
10 0.080 0.905 0.869 0.072 
15 0.075 0.921 0.870 0.064 
20 0.070 0.927 0.898 0.054 
25 0.072 0.925 0.898 0.051 
30 0.072 0.924 0.914 0.042 
35 0.072 0.924 0.909 0.045 
40 0.070 0.934 0.882 0.054 
45 0.069 0.936 0.880 0.054 
50 0.070 0.934 0.869 0.060 
55 0.072 0.932 0.863 0.064 
60 0.073 0.934 0.854 0.066 
all(67) 0.073 0.932 0.856 0.066 
 
The validation results of fm derived from different numbers of features are listed in 
table 3.3. RMSE decreases sharply from 0.188 to 0.080 when the feature number 
increases from 5 to 10, then goes down slightly from 0.080 to 0.070 when the feature 
number further increases from 10 to 20, and finally flattens out with the use of additional 
features. In contrast, R
2
 increases dramatically from 0.470 to 0.905 when the feature 
number increases from 5 to 10, then reaches 0.927 (20 features) which is close to 
maximum (0.936, 45 spectral features), and finally is not sensitive to additional spectral 
features. The slope of regression line between the estimated and reference values follows 
a similar variation pattern to that for R
2
, except having a slightly decreasing trend with 
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the increasing feature number after reaching the maximum (0.914, 30 spectral features). 
In order to balance various factors, such as model simplicity and computation complexity, 
fm derived with the top 20 spectral features is considered to be acceptable. The scatter plot 
between the reference and estimated fm (Fig. 3.4(A)) shows a tight correlation and slight 
overestimation and dispersion for PSF lower than around 0.4. The selected top 20 
spectral features (table 3.4) include 11 CR(λ1,λ2,λ3), 5 CV(λ1,λ2,λ3), 3 Rrs(λ), and 1 
N_Rrs(λ). Apparently, continuum removed spectra and spectral curvatures dominate the 
top 20 spectral features derived for the following bands: 443 nm (2), 490 nm (8), 510 nm 
(7), and 555 nm (3). Furthermore, among the top 20 features, spectral features derived 
from wavelengths of 490 and 510 nm are dominant. 
Table 3.4. Top 20 out of 67 spectral features derived from the simulate SeaWiFS data set; 
CR(λ1,λ2,λ3) represents the continuum removed spectrum for wavelength λ2, with λ1 and 
λ3 as the starting and the ending wavelengths, respectively; BR(λ1,λ2)=Rrs(λ2)/Rrs(λ1) 
(λ2>λ2); CV(λ1,λ2,λ3) represents spectral curvature with starting and ending wavelengths 
of λ1 and λ3, respectively; Rrs(λ) represents remote sensing reflectance with wavelength λ; 
and CR(λ1,λ2,λ3), BR(λ1,λ2), CV(λ1,λ2,λ3), and Rrs(λ) represent the same meaning for the 
rest tables 
Rank Feature Rank Feature Rank Feature 
1 CR(510,555,670) 8 CR(412,443,490) 15 N_Rrs(510) 
2 CV(412,490,555) 9 CR(490,510,555) 16 CR(443,490,555) 
3 Rrs(490) 10 CV(412,490,670) 17 CR(412,510,670) 
4 CR(443,490,670) 11 CV(443,510,670) 18 Rrs(443) 
5 CR(490,555,670) 12 CR(490,510,670) 19 CR(443,555,670) 
6 CV(443,490,510) 13 Rrs(510) 20 CR(443,490,510) 
7 CR(412,490,670) 14 CV(412,510,670)   
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Fig. 3.4. Scatter plots between the reference and the estimated fm derived from top 20 
spectral features of simulated SeaWiFS and MODIS data sets; (A) and (B) are for the 
SeaWiFS and MODIS data sets, respectively. 
4.1.2 Simulated MODIS dataset 
Table 3.5. Validation results for the simulated MODIS data set 
Feature 
number 
RMSE R
2
 Slope Intercept 
5 0.194 0.437 0.421 0.351 
10 0.089 0.882 0.870 0.083 
15 0.073 0.924 0.874 0.070 
20 0.069 0.931 0.895 0.059 
25 0.072 0.922 0.913 0.048 
30 0.072 0.922 0.915 0.047 
50 0.067 0.938 0.897 0.043 
100 0.071 0.936 0.865 0.058 
150 0.075 0.930 0.848 0.068 
200 0.080 0.925 0.816 0.083 
250 0.083 0.920 0.800 0.093 
all(305) 0.086 0.915 0.788 0.101 
 
The validation results of fm derived from different numbers of features are listed in 
table 3.5. The variations of RMSE, R
2
, slope, and intercept with feature number behave 
similarly as those for the simulated SeaWiFS dataset. Again, the top 20 spectral features 
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(table 3.6) , which consist of 13 CR(λ1,λ2,λ3), 5 CV(λ1,λ2,λ3), and 2 Rrs(λ), yielded 
acceptable fm estimation (Fig. 3.4(B)). Continuum removed spectra and spectral 
curvatures still dominate the top 20 features derived for the following bands: 443 nm (1), 
469 nm (2), 488 nm (10), 531 nm (1), 547 nm (5), and 555 nm (1). Comparisons between 
Fig. 3.4(A) and 3.4(B) indicate that the developed algorithm performs equivalently well 
for the simulated SeaWiFS and MODIS datasets. 
Table 3.6. Top 20 out of 305 spectral features derived from the simulated MODIS dataset 
Rank Feature Rank Feature Rank Feature 
1 CR(488,547,645) 8 CR(469,488,645) 15 CV(443,469,488) 
2 CV(412,488,531) 9 CR(488,547,555) 16 CR(488,531,645) 
3 Rrs(488) 10 CR(488,547,667) 17 CR(443,488,667) 
4 CR(469,488,678) 11 CR(469,488,667) 18 CV(412,488,678) 
5 CR(531,547,645) 12 CV(412,488,555) 19 CR(488,555,645) 
6 CR(412,443,469) 13 Rrs(469) 20 CR(443,488,678) 
7 CV(412,488,547) 14 CR(531,547,667)   
 
4.2 Results for satellite datasets 
4.2.1 SeaWiFS satellite dataset 
Correlations between fm , fn, and fp calculated with in-situ HPLC pigments and fm , fn, 
and fp derived using different numbers of spectral features are listed in table 3.7. The 
RMSE values of fm, fn, and fp decrease with increasing feature number before reaching the 
minimum of 0.166, 0.115, and 0.159, respectively, and then have a slightly increasing 
trend with additional features. In contrast, R
2
 increases with the feature number before 
reaching the maximum of 0.653, 0.520, and 0.583, respectively, and then has a trend of 
slightly decreasing with increasing feature number for fm and fn and flattening out for fp. 
Similarly, the slope of the regression line for the correlation also has an increasing trend 
with feature number, and then decreases with increasing feature number. Taking into 
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account of model simplicity and computation complexity, fm, fn, and fp derived with the 
top 15 spectral features are acceptable. Their scatter plots and relative error distributions 
(Fig. 3.5) show that the measured and estimated values are highly correlative, with R
2
 of 
0.6532, 0.5201, and 0.5834 for fm, fn, and fp, respectively, and RMSE value of 0.166, 
0.115, and 0.159, respectively. Overestimation and underestimation appear at the low and 
high value domains, respectively. According to Fig. 3.5(D), relative error ranging from -
0.4 to 0.4 accounts for 51%, 60.1%, and 64.6% of the validation samples for fm, fn, and fp, 
respectively. 
The top 15 features (table 3.8) include: (1) 8 CR(λ1,λ2,λ3), 3 CV(λ1,λ2,λ3), 3 Rrs(λ), and 
1 BR(λ) for fm; (2) 9 CR(λ1,λ2,λ3), 2 CV(λ1,λ2,λ3), 3 Rrs(λ), and 1 BR(λ) for fn; and (3) 9 
CR(λ1,λ2,λ3), 2 CV(λ1,λ2,λ3), 3 Rrs(λ), and 1 BR(λ) for fp. Among the 15 features, the 
number of features using wavelengths 412, 443, 490, 510, and 555 nm is as follows: 1, 2, 
4, 6, and 2 for fm, 1, 1, 2, 6, and 5 for fn, and 1, 1, 2, 6, and 5 for fp. Similar to the 
simulated datasets, continuum removed spectra and spectral curvature also dominate the 
15 features, which have dominant wavelengths of 490, 510 and 555 nm. The top 15 
spectral features intersect with the top 20 features of the simulated SeaWiFS dataset at: 
Rrs(490), Rrs(443), CR(510,555,670), CR(412,490,670), CR(443,490,670), 
CR(490,510,555), and CR(412,510,670). 
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Table 3.7. Validation results for fm, fn and fp derived from the SeaWiFS satellite data set 
Phytoplankton 
size type 
Feature 
number 
RMSE R
2
 Slope Intercept 
fm 
5 0.180 0.592 0.640 0.123 
10 0.177 0.608 0.657 0.119 
15 0.166 0.653 0.678 0.112 
20 0.167 0.650 0.677 0.112 
30 0.178 0.620 0.733 0.084 
40 0.177 0.625 0.737 0.084 
50 0.180 0.615 0.739 0.086 
60 0.176 0.621 0.698 0.086 
all(67) 0.178 0.624 0.740 0.078 
fn 
5 0.129 0.401 0.430 0.162 
10 0.121 0.470 0.510 0.138 
15 0.115 0.520 0.563 0.121 
20 0.117 0.504 0.542 0.129 
30 0.124 0.460 0.553 0.123 
40 0.121 0.472 0.526 0.133 
50 0.123 0.463 0.552 0.125 
60 0.125 0.453 0.560 0.120 
all(67) 0.126 0.449 0.560 0.121 
fp 
5 0.165 0.552 0.578 0.171 
10 0.161 0.576 0.601 0.161 
15 0.159 0.583 0.608 0.162 
20 0.160 0.583 0.617 0.161 
30 0.161 0.580 0.636 0.150 
40 0.161 0.578 0.631 0.157 
50 0.162 0.574 0.637 0.151 
60 0.160 0.582 0.618 0.158 
all(67) 0.159 0.583 0.615 0.161 
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Table 3.8. Top 15 out of 67 spectral features sensitive to fm, fn, and fp for the SeaWiFS 
satellite data set 
  fm      fn      fp   
Ra
nk 
Feature  
Ra
nk 
Feature  
Ra
nk 
Feature 
1 Rrs(490)  1 CR(510,555,670)  1 CR(510,555,670) 
2 CR(412,510,555)  2 CR(412,510,555)  2 CV(443,490,670) 
3 CR(510,555,670)  3 CV(443,490,670)  3 Rrs(490) 
4 CR(412,490,670)  4 CR(490,555,670)  4 CR(490,510,555) 
5 BR(555,670)  5 Rrs(443)  5 BR(555,670) 
6 CR(443,490,670)  6 CV(490,510,555)  6 Rrs(443) 
7 CR(490,510,555)  7 CR(443,510,670)  7 CR(412,510,555) 
8 Rrs(443)  8 Ratio(555,670)  8 CV(490,510,555) 
9 CR(412,443,510)  9 CR(412,555,670)  9 CR(412,555,670) 
10 CV(443,490,670)  10 CR(490,510,555)  10 Rrs(412) 
11 CR(443,510,555)  11 Rrs(412)  11 CR(443,510,555) 
12 CR(412,510,670)  12 CR(443,555,670)  12 CR(443,490,670) 
13 CV(490,510,555)  13 Rrs(490)  13 CR(490,510,670) 
14 CV(412,510,555)  14 CR(490,510,670)  14 CR(412,490,555) 
15 Rrs(412)  15 CR(412,510,670)  15 CR(443,555,670) 
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Fig. 3.5.Validation results of top 15 spectral features derived from the SeaWiFS satellite 
data set; (A), (B), and (C) are for fm, fn, and fp, respectively; and (D) is distribution of 
relative error frequency (negative values represent overestimation and vice-versa). 
4.2.2 MODIS satellite dataset 
Correlations between in-situ and spectrally estimated fm , fn, and fp are listed in table 
3.9. The RMSE values for fm, fn, and fp drop sharply with the feature number increasing 
from 5 to 30, and then slightly fluctuate with further increasing feature number. 
Conversely, R
2
 increases quickly with feature number before slight fluctuation appears. 
The slopes of regression lines increase quickly before reaching a local maximum, and 
then show a decreasing trend of with further increasing the feature number. fm, fn, and fp 
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derived with the top 30, 30, and 25 features, respectively, are acceptable. Their scatter 
plots (Fig. 3.6(A)-(C)) show that the measured values are highly correlated with the 
estimates, and that most samples converge to the 1:1 line. Samples with relative errors in 
(-0.4, 0.4) account for 74.0%, 57.0%, and 56.6% of validation samples for fm, fn, and fp, 
respectively (Fig. 3.6(D)). 
Table 3.9. Validation results for fm, fn and fp derived from the MODIS satellite data set 
Phytoplankton 
size type 
Feature 
number 
RMSE R
2
 Slope Intercept 
fm 
5 0.194 0.604 0.661 0.160 
15 0.151 0.760 0.814 0.098 
25 0.143 0.781 0.794 0.092 
30 0.136 0.802 0.803 0.090 
50 0.134 0.809 0.794 0.091 
100 0.134 0.811 0.805 0.081 
200 0.133 0.819 0.740 0.123 
all(305) 0.137 0.806 0.724 0.135 
fn 
 
 
5 0.126 0.553 0.559 0.105 
15 0.114 0.633 0.685 0.083 
25 0.110 0.659 0.679 0.085 
30 0.108 0.673 0.686 0.085 
50 0.107 0.678 0.666 0.092 
100 0.103 0.698 0.679 0.083 
200 0.104 0.711 0.618 0.112 
all(305) 0.108 0.695 0.585 0.122 
fp 
5 0.153 0.504 0.477 0.135 
15 0.109 0.749 0.761 0.073 
25 0.107 0.763 0.843 0.048 
30 0.107 0.761 0.834 0.051 
50 0.107 0.768 0.849 0.049 
100 0.108 0.753 0.761 0.076 
200 0.110 0.750 0.690 0.095 
all(305) 0.112 0.744 0.664 0.102 
 
The top spectral features yielding acceptable estimates for fm, fn, and fp are listed in 
table 10. These features consist of: (1) 19 CR(λ1,λ2,λ3), 5 CV(λ1,λ2,λ3), 5 Rrs(λ), and 1 
N_Rrs(λ) for fm; (2) 22 CR(λ1,λ2,λ3), 5 CV(λ1,λ2,λ3), 2 Rrs(λ), and 1 N_Rrs(λ) for fn; and (3) 
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17 CR(λ1,λ2,λ3), 5 CV(λ1,λ2,λ3), 2 Rrs(λ), and 1 BR(λ) for fp. Among the top 30 features for 
fm and fn, and the top 25 spectral features for fp, the number of spectral features using 
wavelengths 443, 488, 547 and 645 nm is as follows: 4, 7, 4, and 10 for fm; 4, 7, 4, and 11 
for fn; and 1, 6, 3, and 10 for fp. Obviously, continuum removed spectra and spectral 
curvatures dominate the top spectral features, which have dominant bands of 443, 488, 
547 and 645 nm. In addition, features for deriving fm from simulated (top 20) and from 
satellite (top 30) datasets intersect at: Rrs(488), Rrs(469), CR(469,488,678), 
CR(412,443,469), CR(469,488,645), CR(469,488,667), and CR(531,547,667). 
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Table 3.10. Top 30 out of 305 spectral features sensitive to fm, fn, and fp for the MODIS 
satellite dataset 
  fm      fn      fp   
Ra
nk 
Feature  
Ra
nk 
Feature  
Ra
nk 
Feature 
1 CR(488,645,678)  1 CR(488,645,678)  1 CR(488,645,678) 
2 CR(469,488,531)  2 CR(469,488,678)  2 CV(531,645,678) 
3 Rrs(531)  3 CV(531,645,667)  3 CR(469,488,531) 
4 CV(531,645,667)  4 CR(531,547,678)  4 CR(531,547,667) 
5 CR(469,645,678)  5 CR(412,443,488)  5 CV(531,645,667) 
6 CR(412,443,488)  6 CR(469,645,678)  6 N_Rrs(412) 
7 CR(531,547,667)  7 CV(531,645,678)  7 CR(469,645,678) 
8 CR(469,488,555)  8 CR(469,488,531)  8 CR(469,488,547) 
9 CR(443,645,678)  9 CR(531,547,667)  9 CV(531,667,678) 
10 CV(531,667,678)  10 CR(443,645,678)  10 CR(531,547,678) 
11 Rrs(488)  11 Rrs(488)  11 CR(443,645,678) 
12 CV(531,645,678)  12 CR(469,488,667)  12 Rrs(488) 
13 CR(412,645,678)  13 N_Rrs(412)  13 CR(469,488,667) 
14 CR(469,488,547)  14 CR(412,645,678)  14 CR(412,645,678) 
15 CR(412,443,547)  15 CV(555,667,678)  15 CR(412,443,469) 
16 CR(531,547,678)  16 CR(412,443,531)  16 CR(469,488,555) 
17 CR(469,488,645)  17 CR(488,547,678)  17 CV(547,645,678) 
18 Rrs(547)  18 CR(469,488,645)  18 CR(531,547,645) 
19 CR(531,645,678)  19 Rrs(531)  19 CR(531,645,678) 
20 CR(412,443,469)  20 CV(547,645,678)  20 CR(469,488,645) 
21 CR(469,488,667)  21 CR(488,547,667)  21 CR(488,645,667) 
22 N_Rrs(412)  22 CR(488,645,667)  22 CV(412,531,547) 
23 CV(547,645,667)  23 CR(412,443,555)  23 Rrs(531) 
24 CR(469,488,678)  24 CR(469,488,555)  24 CR(645,667,678) 
25 CR(412,443,531)  25 CV(547,645,667)  25 CR(469,645,667) 
26 CR(488,547,678)  26 CR(488,555,667)  26 CR(469,488,678) 
27 CV(547,645,678)  27 CR(531,645,678)  27 CV(547,645,667) 
28 Rrs(555)  28 CR(469,488,547)  28 Rrs(469) 
29 Rrs(469)  29 CR(412,443,469)  29 CR(412,443,531) 
30 CR(488,645,667)  30 CR(469,645,667)  30 CR(443,645,667) 
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Fig. 3.6. Validation results of MODIS satellite data set; (A) is for fm derived from top 30 
spectral features, (B) is for fn derived from top 30 spectral features, (C) is for fp derived 
from top 25 spectral features, and (D) is distribution of relative error frequency (negative 
values represent overestimation and vice-versa). 
4.3 Global distribution of phytoplankton size fractions 
With the models regressed from the SeaWiFS and MODIS satellite datasets, 
respectively, global distributions of PSF were estimated using corresponding monthly 
satellite images. The global distribution maps of fm, fn, and fp derived from SeaWiFS 
monthly images (June 2006) are shown in Fig. 3.7. Fig. 3.7(A) shows that micro-plankton 
dominates in high-productivity areas, such as the Eastern Boundary Currents, the North 
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Atlantic, the Equatorial Upwelling regions, and coastal and high latitude areas in general. 
Fig. 3.7(B) shows that fn is dominant in transitional, upwelling, coastal and higher 
latitude regions, such as the Southern Ocean around 60
0
 in latitude. Fig. 3.7(C) shows the 
spatial distribution of fp, whose prominent feature is the five high-value areas which are 
approximately corresponding to the five oligotrophic subtropical gyres of the World 
Ocean – the North and the South Atlantic, the North and the South Pacific, and the South 
Indian gyres, respectively. These general patterns are consistent with the current 
understanding that low-productivity areas are dominated by small particles, whereas 
high-productivity areas are characterized by large particles (Falkowski et al. 1998; Boyd 
et al. 2000; Behrenfeld et al. 2006; Kostadinov et al. 2010). 
 
83 
 
 
 
Fig. 3.7. Global phytoplankton size fractions derived from SeaWiFS monthly satellite 
image (June 2006); (A), (B), and (C) are for fm, fn, and fp, respectively. 
The global distribution maps of fm, fn, and fp derived from MODIS monthly images 
(June 2006) are shown in Fig. 3.8. They show similar patterns to those derived from the 
SeaWiFS monthly images. However, results derived from the SeaWiFS images (Fig. 3.7) 
slightly differ from those from the MODIS images (Fig. 3.8). The results for the MODIS 
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images show higher fm, than those for the SeaWiFS image in high-productivity regions, 
such as the North Atlantic and the higher latitude areas. In contrast, the results for the 
SeaWiFS images displays higher fn than those for the MODIS images in some high-
productivity areas, such as the Eastern Boundary Currents, the North Atlantic, the 
Equatorial Upwelling regions, and coastal and high latitude areas. Fig. 3.8(C) generally 
provides more details, especially in the five oligotrophic subtropical gyres. 
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Fig. 3.8. Global phytoplankton size fractions derived from MODIS monthly satellite 
image (June 2006); (A), (B), and (C) are for fm, fn, and fp, respectively. 
5. Discussion 
5.1 Spectral features sensitive to phytoplankton size fractions 
Spectral features sensitive to PSF have been determined from the simulated and 
satellite SeaWiFS and MODIS datasets, indicating the importance of the spectral region 
from around 440 to 645 nm, and the effectiveness of continuum removed spectra and 
spectral curvature for deriving PSF. 
First, selection of the important spectral region 440-645 nm can be attributed to the 
spectral characteristics of seven pigments (Fuco, Perid, Hex_fuco, But_fuco, Allo, TChlb, 
and Zea) (Bricaud et al. 2004; Aiken et al. 2008). These pigments have absorptions peaks 
in the spectral region from about 440 to 645 nm. Although overlaps among pigment 
absorptions occur, it is still possible to discriminate different pigments, such as 
discriminating peridinin from alloxanthin. Furthermore, changes in PSF are 
approximately reflected in variation of pigments, which lead to variation in 
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phytoplankton IOPs and thus in Rrs(λ) in the spectral region from around 440 to 645 nm. 
Second, the dominance of continuum removed spectra in the spectral features selected to 
estimate PSF is ascribed to the effectiveness of this feature for: (1) reducing the 
influences of ambient factors (e.g. solar zenith angle), and (2) emphasizing pigments 
absorption, which is the major process phytoplankton controls Rrs(λ) (Toole and Siegel 
2001; Lubac and Loisel 2007; Wang et al. 2010). The spectral characteristics of the 
pigments plus the merits of continuum removed spectra mainly explain the selected 
features sensitive to PSF. The same explanation is applicable to the spectral curvature. 
Finally, overlapping (between the simulated and satellite datasets) in spectral features 
sensitive to fm further suggests that continuum removed spectra are robust in isolating 
pigment absorption features and eliminating the influence of uninteresting factors, such 
as ambient factors. This explanation is based on the fact that the simulated SeaWiFS and 
MODIS datasets are free of the errors from atmospheric correction, measurement of 
pigment concentrations, and calculation of PSF. 
However, some pigments are extremely similar in the shape and magnitude of 
absorption spectra, and as a result they are difficult to be discriminated through remote 
sensing data, especially multiple spectral remote sensing data. This spectral similarity can 
partially explain the scattering between the measured and remotely estimated PSF, 
particularly the PSF estimated with the 6 bands SeaWiFS images. 
5.2 Validation of the algorithm 
Results obtained with different numbers of spectral features indicate that with the 
simulated and satellite datasets reliable estimates can be obtained with about 20 spectral 
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features and slight degradation appears when incorporating more spectral features. This 
indicates that some spectral features are not effective for estimating PSF. 
The results obtained from the top 20 spectral features for the simulated SeaWiFS and 
MODIS datasets indicate that the developed algorithm is robust for estimating PSF for 
both oligotrophic and eutrophic water, but shows slight overestimation and dispersion for 
the region lower than around 0.3 in fm. This overestimation and dispersion may be due to 
the fact that, when fm is very low, the water is commonly oligotrophic and Rrs(λ) is 
mainly regulated by pure water scattering (Bricaud et al. 2012). Other factors, such as 
wind speed and bubble, may play the same important role in controlling the variation of 
Rrs(λ) (Stramski et al. 2004). 
Although the spectral features sensitive to PSF give rise to acceptable results for the 
satellite datasets, as shown in Fig. 3.5 and 3.6, correlations between the measured and 
estimated PSF show great dispersion, especially for the results of SeaWiFS satellite 
dataset. This low correlation can be attributed to several reasons. First, atmospheric 
signal accounts for a large proportion of Rrs(λ), and it is challenging to correct its 
influence. Even though robust features such as continuum removed spectra and spectral 
curvatures are used, the impact of atmosphere on the estimated PSF is unavoidable. 
Second, there are spatiotemporal differences between the matched satellite image spectra 
and in-situ samples (Kostadinov et al. 2009; Kostadinov et al. 2010). The spatial 
resolution of satellite image spectra is 9×9 km, whereas the field observation is limited to 
one point. Apparently, they are comparable only when the water in a 9×9 km pixel is 
homogeneous. In order to get as many matched samples as possible, the field 
observations were matched with satellite image spectra in the same day, rather than 
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exactly the same observing time. Due to the dynamics of oceans, the time difference 
degrades the correlation of validation results. Third, the PSF assessment based on 
diagnostic pigments does not strictly reflect the actual size of phytoplankton communities, 
in that some pigments are not restricted to one phytoplankton group and also some 
phytoplankton groups have a wide size range (Vidussi et al. 2001; Uitz et al. 2006; 
Devred et al. 2011). In addition, the variation in phytoplankton absorption spectra could 
occur due to other factors, such as photoacclimation related to environmental factors 
(Eppley 1972; Bricaud et al. 2004), rather than variation in phytoplankton group or 
species (Brewin et al. 2011). Actually, phytoplankton cell size also plays an important 
role in regulating aph(λ) (Lohrenz et al. 2003; Bricaud et al. 2004). Although correlation 
between pigment composition and cell size exists, scattering was observed based on in-
situ observations (Bricaud et al. 2004). This ambiguousness is other possible reasons 
partially responsible for the scattering of the validation results for satellite datasets. 
Finally, the sensitivity limit of the spectral features may be partially responsible for 
overestimation and dispersion, such as fm (SeaWiFS) lower than 0.4. The discrimination 
was improved with increased bands, as shown by the accuracy of the estimated fm from 
the MODIS dataset. 
The performance of the proposed algorithm is also compared with another 
phytoplankton size retrieval approach in (Mouw and Yoder 2010).  The algorithm in 
(Mouw and Yoder 2010) is based on the assumption that normalized phytoplankton 
absorption coefficients can be reconstructed by the “basic vectors” of micro-plankton and 
pico-plankton (Ciotti et al. 2002). Thus, this algorithm derives fp and fm only. For 
estimation of fm this algorithm results in R
2
=0.6 and RMSE=0.1264 with a SeaWiFS 
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image dataset, but our algorithm gives rise to R
2
=0.653 and RMSE=0.166 with the 
SeaWiFS image dataset, and R
2
=0.802 and RMSE=0.136 with the MODIS image dataset. 
It is worth to mention that the satellite datasets used in this paper have wider range fm 
than that used in (Mouw and Yoder 2010). The maximum of fm is 0.956 and 0.999 for the 
SeaWiFS and the MODIS datasets, respectively, whereas most fm reported in (Mouw and 
Yoder 2010) are lower than 0.70, except for 8 samples in the range between 0.7 and 
about 0.92. The developed algorithm was also compared with the algorithm described in 
(Ciotti and Bricaud 2006), which was applied to a local dataset. The proposed algorithm 
results in slightly less RMSE (0.166 for SeaWiFS, 0.136 for MODIS) than that (0.17) in 
(Ciotti and Bricaud 2006). 
5.3 Mapping with satellite images 
It should be emphasized that the estimation of global PSF is based on the assumption 
that the training samples represent typical characteristics of global ocean. According to 
the validation samples, as shown in Fig. 3.5 and 3.6, PSF includes a wide range of 
variation. Thus, the samples can represent the typical characteristics of global ocean. 
Otherwise, the global estimated PSF may be unreliable. 
The spatial patterns of estimated global PSF with the developed algorithm are 
consistent with the current understanding of ocean ecosystem (Falkowski et al. 1998; 
Boyd et al. 2000; Behrenfeld et al. 2006; Kostadinov et al. 2010). Oligotrophic areas, 
such as the five typical subtropical gyres of the World Ocean (the North and the South 
Atlantic, the North and the South Pacific, and the South Indian gyres), have high fraction 
of pico-plankton, and as a result have minimal sinking/export (Boyd and Trull 2007). 
Nano-plankton accounts for large proportion of the phytoplankton in eutrophic and 
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transitional regions. Micro-plankton dominates in high-productivity areas, such as the 
Eastern Boundary Currents, the North Atlantic, the Equatorial Upwelling regions, and 
coastal and high latitude areas, and is considered to be responsible for new primary 
production, correlated with flux and to contribute to carbon flux significantly (Goldman 
1993; Boyd and Trull 2007; Uitz et al. 2010). 
6. Conclusions 
Here, an algorithm based on spectral features was proposed to derive PSF through 
support vector machine. Spectral features sensitive to PSF were determined through a 
band selection method, and then they were used to estimate PSF through support vector 
machine. According to validation with the simulated and satellite datasets, the following 
conclusions may be drawn: (1) the developed algorithm is robust in deriving PSF (R
2
 is 
0.9273, 0.9305 (fm) for the simulated data; R
2
 is 0.6532 (fm), 0.5201 (fn), 0.5834 (fp) for 
SeaWiFS; and R
2
 is 0.8022 (fm), 0.6726 (fn), 0.7633 (fp) for MODIS); and (2) the spectral 
features sensitive to PSF mainly consist of continuum removed spectra and spectral 
features, and the wavelengths of the features mainly center on domains of pigment 
absorption peaks. Multiple reasons attributable to the performances of the developed 
algorithm were also discussed. Global spatial distributions of derived PSF were 
consistent with current understanding of oceanic ecosystem, revealing that pico-plankton 
accounts for large proportion of total phytoplankton in oligotrophic areas, that nano-
plankton dominates in eutrophic and transitional areas, and that miro-plankton is 
dominant in high-productivity areas. Other features, such as climatology data, mixed 
layer depth, and photosynthetic available radiation, can be incorporated into the feature 
space to further improve the performance of the algorithm in future work. 
91 
 
Data simulation 
Hydrolight was adopted to simulate Rrs(λ) datasets with IOPs and other ambient 
factors (table 3.11) as input. a(λ) and bb(λ) are modeled with four components (CDOM is 
non-scattering) as follows: 
( ) ( ) ( ) ( ) ( )w ph dm ga a a a a                                              (A1) 
( ) ( ) ( ) ( )b bw b ph bdmb b b b                                               (A2) 
aw(λ) and bbw(λ) are extracted from (Pope and Fry 1997) and (Smith and Baker 1981), 
respectively. 
For phytoplankton, aph(λ) is expressed as: 
440( ) (440) ( )Nph ph pha a a                                                      (A3) 
440 ( )Npha   is modeled as (Ciotti et al. 2002): 
440( ) (1 ) ( ) ( )Nph m pico m microa f a f a                                             (A4) 
As [Chl] versus fm results in a sigmoid shape (Devred et al. 2006; Mouw and Yoder 
2010), given a [Chl], fm is a random value between upper (fm=1-exp(-15[Chl])) and lower 
(fm=1-exp(-0.12[Chl])) boundaries (Mouw and Yoder 2010). According to (Bricaud et al. 
1995), aph(440) can be modeled with the following equation: 
0.668(440) 0.04[ ]pha Chl                                                      (A5) 
bbph(λ) is modeled as (Voss 1992; Roesler and Boss 2003): 
( ) ( )b ph ph phb b b                                                          (A6)                                                                 
( ) ( ) ( )ph ph phb c a                                                       (A7)                                                          
550
( ) (550)
ph
ph phc c



 
  
 
                                                (A8) 
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0.57(550) _ [ ]phc cph coef C                                               (A9) 
phb  is uniformly distributed between 0.005 and 0.01, and is used to derive the Fourier-
Forand phase function for phytoplankton (Fournier and Forand 1994; Mobley et al. 2002). 
Similar to the simulated dataset of the International Ocean Colour Coordinating Group 
(IOCCG) (Lee 2006), _cph coef  is a random number between 0.06 and 0.6, and ph  is 
generated as follow: 
1
0.5
1.6 1.2
0.4
1 [ ]
ph
C

 
  

                                                   (A10) 
where 1  is a random value between 0 and 1. 
For detritus/minerals, adm(λ) is modeled as: 
( ) (440)exp( ( 440))dm dm dma a S                                          (A11) 
20.5 (440)
(440) 0.1 (440)
0.05 (440)
ph
dm ph
ph
a
a a
a
 
    
                                  (A12) 
where 2  is a random value between 0 and 1. Sdm is a random variable obeying Gaussian 
distribution (mean is 0.0123 nm
-1
, and standard deviation is 0.0013 nm
-1
) (Babin et al. 
2003). bbdm(λ) is modeled as: 
( ) ( )bdm dm dmb b b                                                    (A13) 
550
( ) (550)
dm
dm dmb b



 
  
 
                                          (A14) 
0.63(550) _ [ ]dmb bdm coef M                                          (A15) 
3
0.5
2.0 1.2
0.5
1 [ ]
dm
C

 
  

                                             (A16) 
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where _bdm coef  is a random value between 0.06 and 0.6, and 3  is a random value 
between 0 and 1. dmb  is uniformly distributed between 0.01 and 0.04, and is used to 
derive the Fourier-Forand phase function of minerals/detritus.  
For CDOM, acdom(λ) is modeled as: 
( ) (440)exp( ( 440))g g ga a S                                            (A17) 
(440) (440)g pha pa                                                    (A18) 
45.7 (440)
0.3
0.02 (440)
ph
ph
a
p
a

 

                                                 (A19) 
4  is a random value between 0 and 1. Sg is a random variable obeying Gaussian 
distribution (mean is 0.0176 nm
-1
, and standard deviation is 0.0020 nm
-1
) (Babin et al. 
2003). Other parameters for Hydrolight simulation are listed in table 3.11. 
Table 3.11. Parameters used in the Hydrolight simulation 
Parameter Variability 
Chlorophyll 
concentration 
[0.03,0.3], [0.3,3], and [3,10] with unit of mg m
-3
; each range 
randomly generates the same number of samples 
Water depth Infinity 
Solar zenith angle 30 degree 
Wind speed 5 m s
-1
 
Cloudiness 0 
 
  
94 
 
IV. CONCLUSIONS 
First, the following conclusion can be drawn based on sensitivity analysis: (1) the 
variation of remote sensing reflectance is controlled by various factors, including 
particulate characteristics and mineral concentration; (2) the effects of the characteristics 
can be reduced by band ratios; and (3) the power-low slope of particulate backscattering 
coefficient plays an important role in governing the performances of algorithms, and that 
all the considered parameters are important when the concentration of components are 
high due to highly interact between factors. 
Second, based on the sensitivity analysis results of remote sensing reflectance and 
QAA and LMI, an improved IOPs inverse algorithm was proposed. By comparing among 
ILMI, QAA, and LMI, the following conclusions can be drawn: (1) ILMI is superior to 
the QAA and the LMI for deriving the IOPs when their values are high; and (2) the three 
algorithms are competitive for the case of low IOPs values. 
Third, an algorithm based on spectral features was proposed to derive PSF through 
support vector machine. Spectral features sensitive to PSF were determined through a 
band selection method, and then they were used to estimate PSF through support vector 
machine. According to validation with the simulated and the satellite datasets, the 
following conclusions can be drawn: (1) the developed algorithm is robust in deriving 
PSF (R
2
 is 0.9273, 0.9305 (fm) for the simulated data; R
2
 is 0.6532 (fm), 0.5201 (fn), 
0.5834 (fp) for SeaWiFS; and R
2
 is 0.8022 (fm), 0.6726 (fn), 0.7633 (fp) for MODIS); and 
(2) the spectral features sensitive to the PSF are mainly composed of continuum removed 
spectra and spectral features, and the wavelengths of the features are mainly in the 
wavelength region where pigment absorption is strong. Multiple reasons attributable to 
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the performances of the developed algorithm were also discussed. Global spatial 
distributions of derived PSF were consistent with current understanding of oceanic 
ecosystem, revealing that pico-plankton accounts for large proportion of total 
phytoplankton in oligotrophic areas, that nano-plankton dominates in eutrophic and 
transitional areas, and that miro-plankton is dominant in high-productivity areas. Other 
features, such as climatology data, mixed layer depth, and photosynthetic available 
radiation, can be incorporated into the feature space to further improve the performance 
of the algorithm in future work. 
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