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Abstract
The goal of this paper is to survey the history, development and cur-
rent status of the Return Times Theorem and its many extensions and
variations. Let (X,F , µ) be a finite measure space and let T : X → X
be a measure preserving transformation. Perhaps the oldest result in er-
godic theory is that of Poincare´’s Recurrence Principle [Poi87] which
states:
Theorem 0.1. For any set A ∈ F , the set of points x of A such that
Tnx /∈ A for all n > 0 has zero measure. This says that almost every
point of A returns to A. In fact, almost every point of A returns to A
infinitely often.
The return time for a given element x ∈ A,
rA(x) = inf{k ≥ 1 : T kx ∈ A},
is the first time that the element x returns to the set A. This is visualized
in the figure below.
By Theorem 0.1, there is set of full measure in A such that all
elements of this set have a finite return time. Our study of the return
times theorem asks how we can further generalize this notion.
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1 Origins
As stated above in Theorem 0.1, µ-a.e. x returns to A infinitely often. One
question to ask is how frequently this occurs. Consider the time average
1
N
N∑
n=1
χA(T
nx).
This is a measure of how frequently the element x returns to A. We can then
define a sequence recursively which characterizes the times that x returns to A.
Definition 1.1. The return times sequence for x with respect to the
set A is defined as
k1(x,A) = inf{n : Tnx ∈ A}
and
ki(x,A) = inf{n > ki−1(x,A) : Tnx ∈ A}.
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Thus the time average
1
N
N∑
n=1
χA(T
nx) is simply a measure of the density of
the sequence ki(x,A) in the set {1, ..., N}.
Recall the following definition of an ergodic measure-preserving system.
Definition 1.2. The finite measure-preserving system (X,F , T, µ) is ergodic
if T−1(B) = B for B ∈ F implies µ(B) = 0 or µ(B) = µ(X). In this case T is
called an ergodic transformation.
Using Birkhoff’s Pointwise Ergodic Theorem [Bir31], we know some-
thing more about the density of this sequence.
Theorem 1.3. If T is a measure preserving map on the finite measure space
(X,F , µ) then for each real-valued f ∈ L1(µ),
lim
N
1
N
N∑
n=1
f (Tnx) = E(f |Inv)(x), µ− a.e.,
where Inv = {B ∈ F : T−1(B) = B}. In particular, the limiting function has
the same integral as f and E(f |Inv)(x) = ∫
X
fdµ for all x ∈ X when T is
ergodic.
For a given factor Y of F , the notation E(f |Y) or PY refers to the condi-
tional expectation of f with respect to the factor Y. It should be noted that
Birkhoff’s original proof is when f is a characteristic function (as in the case we
are considering above) in the setting of a closed analytic manifold having a finite
invariant measure. Khintchine [Khi33] showed that Theorem 1.3 remains true
for an integrable f on an abstract finite measure space. The essence of the proof
of Khintchine is that found in Birkhoff’s proof.
Applying Theorem 1.3 to our time average above, when T is ergodic then
for µ-a.e. x ∈ X
lim
N
1
N
N∑
n=1
χA(T
nx) =
∫
X
χAdµ = µ(A).
Thus, whenever A has positive measure the sequence ki(x,A) has positive den-
sity for almost every x ∈ X.
1.1 Averages along Subsequences
The study of time averages can be extended by looking at the convergence of
the averages along some sequence ki:
lim
n
1
n
n∑
i=1
g(Skiy). (1.1)
In this case we want to know what properties of the ki would guarantee a.e.
convergence. In studying such sequences we can consider either deterministic
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sequences such as the sequence of squares or primes as well as randomly gener-
ated sequences such as those that come from looking at the values n for which
χA(T
nx) = 1. We are interested in finding when a randomly generated sequence
will give convergence of the averages in equation (1.1).
In 1969, A. Brunel and M. Keane [BK69] use sequences of this type to deter-
mine a more powerful result concerning time averages along randomly generated
subsequences. The result of interest is Theorem 1 on page 3 of their paper. They
follow up this result by looking at norm convergence of similar averages as well.
It has been indicated by Michael Keane that the main idea for this return times
average was a part of Antoine Brunel’s thesis [Bru66]. Their result states
Theorem 1.4. If (Y,G, ν, S) is a measure preserving system and if g ∈ L1(ν)
and if k1, k2, . . . is a uniform sequence, then
g˜(y) = lim
n
1
n
n∑
i=1
g(Skiy)
exists almost everywhere and g˜ ∈ L1(ν).
A uniform sequence is a sequence k1, k2, . . . of natural numbers such that
there exists
1. a strictly L-stable system (X,F , µ, T )
2. a set A ∈ F such that µ(A) > 0 = µ(δA) where δA is the boundary of A
3. a point x ∈ X such that ki = ki(x,A) for each i ≥ 1 (where ki(x,A) is as
defined above).
Definition 1.5. A measure preserving system (X,F , µ, T ) is a strictly L-
stable system if X is a compact metric space and T is a homeomorphism of
X such that
1. Tn is an equicontinuous set of mappings, i.e. for any  > 0 there exists a
δ > 0 such that for x, y ∈ X, d(x, y) < δ implies d(Tnx, Tny) <  for any
integer n and
2. X possesses a dense orbit under T , i.e., there exists some x in X such that
{Tnx : n ∈ Z} is dense in X.
Example 1.6. Consider X = D the unit disk {z ∈ C : |z| = 1} under the
standard Borel measure. This is a compact measure space and let T : D → D
be the irrational rotation defined by Tz = e2piiαz for some irrational α. Then T
is a homeomorphism of D. For any  > 0 and z1, A2 ∈ D, if |z1 − z2| <  then
|Tnz1 − Tnz2| = |e2piinαz1 − e2piinαz2| = |z1 − z2| < .
Therefore the Tn form an equicontinuous set of mappings. As α is irrational, D
possesses a dense orbit under T for any z ∈ D. Therefore this gives us a strictly
L-stable system on which we can build a uniform sequence. In fact, according
to Brunel and Keane [BK69] every strictly L-stable system is homeomorphic to
some ergodic rotation on a compact abelian group.
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Therefore if our measure preserving system is a strictly L-stable system, then
the sequence of return times ki(x,A) which was discussed in Definition 1.1
is a uniform sequence. Rewriting Theorem 1.4 in terms of the characteristic
function of our set A gives:
Theorem 1.7. For any ergodic dynamical system (X,F , µ, T ) with µ(X) <∞
and A ⊂ X with µ(A) > 0. Then there exists a set Xf in X of full measure
such that for any other measure preserving system (Y,G, ν, S) and any g ∈ L1(ν)
then
lim
n
1
n
n∑
i=1
χA(T
nx)g(Sny)
exists for ν-a.e. y.
The interesting fact to note here and in the more general statement by
Brunel and Keane is that the convergence is in a sense “universal” because
it does not depend on the choice of the dynamical system (Y,G, ν, S) nor the
function g ∈ L1(ν).
Krengel’s book Ergodic Theorems [Kre85] highlights the generalization of
the work of Brunel and Keane to the concept of universally good sequences.
Definition 1.8. A strictly increasing sequence ki ∈ N (i.e. a subsequence of N)
is universally good with respect to a stated type of convergence (this could be
norm convergence, pointwise convergence, etc.) if for any measure preserving
system (Y,G, ν, S) and g ∈ Lr(ν), then
1
n
n∑
i=1
g(Skiy)
converges.
For example, the result of Brunel and Keane can be restated to say that
uniform sequences are universally good with respect to a.e. convergence for
functions in L1(ν). The Blum and Hanson Theorem [BH60] shows that when S
is a mixing endomorphism and (Y,G, ν) is a probability space, then every strictly
increasing sequence ki ∈ N is universally good with respect to the L2(ν)-norm
for functions g in L2(ν).
On the opposite side, the question of when sequences fail to be universal has
also been an object of intense study. Friedman and Ornstein [FO72] use a tower
construction to create a strongly mixing operator T for which the conditions in
Blum and Hanson are not sufficient for guaranteeing universal a.e. convergence
for functions in L1(µ). Krengel [Kre71] was able to construct “universally bad
sequences” for which regardless of the measure preserving system chosen one can
find a function g in L1(µ) for which the averages do not converge a.e.. Bellow
[Bel89] created a sequence which was universally good for a.e. convergence for
functions in Lp when 1 < p <∞, but at the same time was universally bad for
a.e. convergence in Lq when 1 ≤ q < p. This result hints at the concerns about
breaking the duality which we will discuss later in Section 5.
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The above “bad” examples have all been sequences of zero density. Along
those lines, Friedman [Fri70] posed the question of whether or not it was true
that sequences of positive density were universally good for a.e. convergence
with respect to functions in L1(µ). Conze [Con73] was able to prove that when
S is an automorphism with Lebesgue spectrum then sequences of positive lower
density were universally good for a.e. convergence with respect to functions
in L1(µ), but he was also able to construct a counterexample to Friedman’s
question for T without Lebesgue spectrum.
1.2 Weighted Averages
Returning to the concept of universally good sequences, we want to consider
these sequences as “weights” on our average as follows. When n = ki for some
ki in our sequence we add up g(S
ny) (weighting it by 1) otherwise we weight
it by 0 and do not add the g(Sny) term. This concept was extended to the
convergence of more general weights in Bellow and Losert [BL85]. They begin
by defining a good weight.
Definition 1.9. A sequence of complex numbers a = (an) is a good weight
in Lp(ν) for an operator S on Lp(ν) if, for every g ∈ Lp(ν)
lim
N
1
N
N−1∑
j=0
ajg(S
jy)
exists ν-a.e.
Note that if our operator on Lp(ν) is simply the one induced by our measure
preserving system g → g ◦ S, then this average is the same type we have been
discussing before and with the weights an = 1 if n = ki and 0 otherwise. Our
ultimate goal is to find a weight for which convergence holds independently
of the second dynamical system. Bellow and Losert define a good universal
weight as a sequence which is a good weight for every operator induced by
a measure preserving transformation on (Y,G, ν). That this is equivalent to
being a good weight for every Dunford -Schwartz operator or every operator
induced by an ergodic transformation is shown in their Theorem 1.4 which is
due to Baxter and Olsen [BO83]. Thus the earlier result of Brunel and Keane
says that for a uniform sequence kj , then the sequence ai = 1 if i = kj and 0
otherwise is a good universal weight for a.e. convergence.
The next area of study then is to try and determine what types of sequences
make universal good weights for a.e. convergence. Section 3 of [BL85] shows that
this result can be extended to show that a set of sequences D strictly containing
the bounded Besicovitch sequences (which include the uniform sequences of
Brunel and Keane) are good universal weights for a.e. convergence. This is an
extension of the Ryll-Nadzewski [RN75] work which shows that the bounded
Besicovitch sequences are good universal weights for a.e. convergence. Then
Bellow and Losert prove that for a strictly L-stable system, (X,F , µ, T ) and
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any integrable f , the sequence a = {f(Tnx)} is bounded Besicovitch for all
x ∈ X.
Bellow and Losert extend the results of Blum and Reich [BR77] and others
to determine other characteristics of dynamical systems such as ergodicity, sat-
uration or the spectral measure associated with the sequences which can lead
to the sequence a = {f(Tnx)} being classified as a good universal weights for
a.e. convergence.
In Theorem 5.4 of their paper, Bellow and Losert prove that if T has
Lebesgue spectrum, then for every f ∈ L∞(µ) there exists a set of full mea-
sure Xf in X such that for every x ∈ Xf , the sequence a = {f(Tnx)} is a
good universal weight for a.e. convergence. Bellow and Losert note that the
result for K-automorphisms was previously shown using different methods by
H. Furstenberg, M. Keane, J.P. Thouvenot and B. Weiss.
As an extension of the work of Bellow and Losert, one can consider a dynami-
cal system (X,F , µ, T ) and function f and ask what properties of the dynamical
system are required for the sequence a = (f(Tnx)) to be µ-a.e. a good universal
weight for a.e. convergence. The answer to this question is what is standardly
referred to as Bourgain’s Return Times Theorem.
Theorem 1.10. Let (X,F , µ, T ) be an ergodic dynamical system of finite mea-
sure and f ∈ L∞(µ). Then there exists a set Xf ⊂ X of full measure such
that for any other ergodic dynamical system (Y,G, ν, S) with ν(Y ) <∞ and any
g ∈ L∞(ν):
1
N
N∑
n=1
f(Tnx)g(Sny)
converges ν-a.e. for all x ∈ Xf .
Let (X,F , µ, T ) and (Y,G, ν, S) be ergodic dynamical systems with µ(X) <
∞, ν(Y ) <∞, f ∈ L∞(µ) and g ∈ L∞(ν). Applying Birkhoff’s theorem to the
multiple term Cesa`ro average
1
N
N∑
n=1
f (Tnx) g (Sny)
it is known that this average converges µ × ν-a.e.. However, our focus is on
showing that this convergence is “universal” and thus independent of the choice
of dynamical system (Y,G, ν, S) and function g which is a much stronger result.
1.3 Wiener-Wintner Results
While the above developments were taking place in the realm of measure theory,
some related results were being discovered in the field of harmonic analysis.
In 1941, the publication of the Wiener-Wintner Theorem [WW41] gave
a positive result for the Return Times Theorem when the second dynamical
system is a rotation by α.
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Theorem 1.11. If (X,F , µ, T ) is a measure preserving system and if f ∈
L1(µ), then there exists a set X˜ of full measure in X such that for x ∈ X˜ and
for all θ ∈ R, the sequence
1
N
N∑
n=1
e2piinθf (Tnx)
converges.
The proof by Wiener and Wintner relied on connecting the spectrum in
the sense of Wiener with the point spectrum. Unfortunately, there was an er-
ror in the proof of Wiener and Wintner. However the theorem is true and
has been proven multiple times using a wide variety of techniques. The first
correct version of the proof was given by H. Furstenberg [Fur60] using the no-
tions of joinings and generic points. We will see later the role of joinings and
generic points in the proof of the Return Times Theorem. Another proof of the
Wiener-Wintner Theorem which uses the Van der Corput’s inequality [KN74]
was given by Bourgain [Bou90] in 1990. Actually Bourgain proved a stronger
result referred to as Bourgain’s Uniform Wiener-Wintner Ergodic The-
orem which constitutes the proof that (1) implies (2) of the theorem below.
Theorem 1.12. Given an ergodic dynamical system (X,F , µ, T ) and f ∈ K⊥
where K is the Kronecker factor (the σ-invariant algebra spanned by the eigen-
functions of T ). The following statements are equivalent
1. f ∈ K⊥.
2. For µ-a.e. x,
lim
N
sup
θ
∣∣∣∣∣ 1N
N∑
n=1
f(Tnx)e2piinθ
∣∣∣∣∣ = 0.
Proof. Proof of (2) implies (1). We can decompose f into the sum f1 +f2 where
f1 ∈ K and f2 ∈ K⊥. Using an orthonormal basis of eigenfunctions ej each with
eigenvalue e2piiβj we can write f1 as
∑∞
j=1 αj(f)ej where the convergence of the
series is to be understood as being in L2 norm.
Assume that f1 6= 0, thus αj0(f) 6= 0 for at least one j0. Then we would
have by the Spectral Theorem∫ ∣∣∣∣ 1N
N∑
n=1
f1(T
nx)e−2piinθj0
∣∣∣∣2dµ ≤ sup
θ
∣∣∣∣ 1N
N∑
n=1
f1(T
nx)e2piinθ
∣∣∣∣2.
The left hand side can be written as∫ ∣∣∣∣ ∞∑
j
αj(f)ej
(
1
N
N∑
n=1
e2piinθje−2piinθj0
)∣∣∣∣2dµ = ∞∑
j
|αj(f)|2
∣∣∣∣ 1N
N∑
n=1
e2piin(θj−θj0 )
∣∣∣∣2.
By taking the limit with N we obtain a lower bound |αj0(f)|2 which is strictly
positive if f1 6= 0.
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The Wiener-Wintner Theorem while discovered independently from these
return times averages follows as a consequence of the Return Times Theorem.
Thus any developments with regards to the Return Times Theorem have conse-
quences for the Wiener-Winter result and thus may have other implications in
the field of harmonic analysis. Similarly, developments with the Wiener-Wintner
Theorem, may give ideas for expanding the Return Times Theorem. Our goal
in this paper is to discuss the developments thus far and highlight some of the
implications this may leave for future studies.
2 Development
In 1988, J. Bourgain [Bou88] released a preprint of his proof of the Return Times
Theorem. His statement of the Return Times Theorem is as follows:
Theorem 2.1. Let (X,F , µ, T ) be a dynamical system with µ a finite positive
measure and T and ergodic measure-preserving transformation. The generic
return-time sequence is defined as Λω = {n ∈ Z+ : Tnω ∈ A} for any set A
of positive measure and any point ω in X. For almost all ω the sequence Λω
satisfies the pointwise ergodic theorem. Given any dynamical system (Y,G, ν, S)
where ν is a finite measure, the averages
1
|ΛN |
∑
n∈ΛN
Sng
converge ν-almost surely for any g in L1(ν) where ΛN = Λω ∩ [1, N ].
This important result impacted both the fields of ergodic theory and har-
monic analysis and fully generalized the work with good universal weights which
was presented in the work of Bellow and Losert [BL85]. This initial fifty-two
page proof used difficult techniques from harmonic analysis which made it chal-
lenging to analyze the proof, nevertheless to extend those techniques to proving
other convergence questions. In 1989, J. Bourgain, H. Furstenberg, Y. Katznel-
son and D. Ornstein [Bou89] published a more concise proof of the Return Times
Theorem (found in the appendix to Bourgain’s “Pointwise ergodic theorems for
arithmetic sets”) which utilized several key ergodic theory concepts such as the
Rohlin Towers Lemma [DGS76]. One assumption that they make in their argu-
ment is that the function f has finite range. A discussion of how to extend to
a function f which does not have finite range along with a detailed analysis of
their argument can be found in either [Ass03c] or [Col95].
2.1 The BFKO proof of Bourgain’s Return Times Theo-
rem
One of the key techniques used in the proof is to study the set of points on
which the theorem holds true. To do this we begin by looking at the set of
points for which the Birkhoff averages converge. This concept was introduced
by Furstenberg [Fur81] in the setting of regular measure-preserving systems.
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Definition 2.2. A measure-preserving system (X,F , µ, T ) is call regular if the
space X is compact metrizable, the σ-algebra F is Borel and the transformation
T is continuous.
Definition 2.3. Let (X,F , µ, T ) be a regular measure-preserving system, x0 ∈
X and µ ∈ MT (X) (the T -invariant measures on X). A point x0 ∈ X is a
generic point for µ if
1
N
N∑
n=1
f(Tnx0)→
∫
fdµ
for every continuous function f ∈ C(X).
It is known that every separable measure preserving system is equivalent to
a regular one (see [Fur81]), thus for our purposes we use an extended definition
of generic to the context of a general measure preserving system. In this case
the genericity is dependent upon the choice of the function f .
Definition 2.4. Let (X,F , µ, T ) be an ergodic measure preserving system. Let
f be an integrable function defined on X. A point x0 ∈ X is generic for f if
1
N
N∑
n=1
f(Tnx0)→
∫
fdµ
Thus Birkhoff’s Pointwise Ergodic Theorem implies that for any f ∈ L1(µ),
µ-a.e. x ∈ X is generic for f .
The proof in [Bou89] begins by decomposing our function f with respect
to the Kronecker factor K in order to handle the two factors separately in the
proof. When f ∈ K the statement follows fairly easily from Theorem 1.11.
When f ∈ K⊥ (and has finite range) the authors establish results which describe
the set of full measure Xf on which the averages converge. This set is namely
the intersection of the set of full measure on which Theorem 1.3 holds for f
(because of the possibility that one chooses g ≡ 1) and the sets
X1 =
{
lim
N
1
N
N∑
n=1
f(Tnx)f(Tny) = 0 for µ-a.e. y
}
and
X2 =
∞⋃
n=1
{x ∈ X : x is generic for χA ◦ Γ1 for any A ⊂ Fn}
where F is the range of f and Γ1 : X → Fn is defined by
Γ1(x) = (f(T
2x), ..., f(Tn+1x)).
As f ∈ K⊥ it has continuous spectral measure and thus the set X1 has full
measure. The other sets are of full measure by Theorem 1.3.
Survey of the Return Times Theorem 11
The authors then make the assumption that Theorem 1.10 does not hold on
this set Xf . Thus there exists some other ergodic dynamical system (Y,G, ν, S)
and g ∈ L∞(ν) such that the set
B =
{
y ∈ Y : lim sup
N
∣∣∣∣∣ 1N
N∑
n=1
f(Tnx)g(Sny)
∣∣∣∣∣ > 0
}
has positive measure. Without loss of generality this can be reduced to the
situation where for some positive a a set
B1 =
{
y ∈ Y : lim
k
sup
N≥k
Re
(
1
N
N∑
n=1
f(Tnx)g(Sny)
)
>
a
2
}
(2.1)
which has positive measure. Using the Rohlin Tower Lemma, given any
δ > 0 one can find an integer K and a set B2 ⊂ B1 of positive measure such
that the S(B2), S
2(B2), . . . , S
K(B2) are pairwise disjoint and cover B2 up to a
set of measure less than δ3 . Using the set B1 and the properties in the sets X1
and X2 one can create a sequence of properly spaced ranges Rj = (Lj ,Mj) on
which the points behave poorly with respect to the return times average, but
well with respect to the averages used in defining X1 and X2. Using these ranges
and the set B˜ one can create sequences (cn(y))
No
n=1 (for some large enough No)
which are the sum of J layers (cjn(y))
J
j=1 which have the following properties:
1. For all j, n and y, the cjn(y) are uniformly bounded.
2. For j1 6= j2,
∣∣∣ 1N ∑Nn=1 cj1n (y)cj2n (y)∣∣∣ < δ and
3. Re
(
1
No
∑No
n=1 c
j
n(y)g(S
ny)
)
> a2 − δ, for j = 1, . . . , J .
This leads to a contradiction, thus the assumption that Theorem 1.10 does
not hold on the set Xf is false. Using Ergodic Decomposition one can show that
the theorem holds true if either T or S is a measure preserving transformation
which is not ergodic.
2.2 Extensions of the Return Times Theorem
Definition 2.5. We will say that the return times theorem holds for the
pair (Ls, Lt) if for all f ∈ Ls(µ) we can find a set of full measure Xf such
that for each x ∈ Xf for all measure preserving systems (Y,G, ν, S) and for all
g ∈ Lt(ν) the averages
1
N
N∑
n=1
f(Tnx)g(Sny)
converge ν-a.e.
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As L∞ is dense in L1, using the Banach Principle you can show that the
return times theorem holds for the pair (L1, L∞) or (L∞, L1). Using Ho¨lder’s
Inequality one can show that the return times theorem holds for (Lp, Lq) where
1
p +
1
q = 1. Using the Banach Principle we can show that this is true when
1
p +
1
q < 1. The case where
1
p +
1
q > 1 is explored below in Section 5.
Ornstein and Weiss [OW92] studied the set of points on which the Return
Times Theorem holds in greater detail. They begin by rephrasing the Return
Times Theorem in the following way.
Theorem 2.6. If (X,F , T, µ) is an ergodic dynamical system and B ∈ F has
positive measure, then for µ-a.e. x0 ∈ X, the sequence {n ∈ N : Tnx0 ∈ B} is a
good universal sequence for the return times theorem, i.e. for any finite measure
preserving system (Y,G, ν, S) and g ∈ L1 we have
lim
K
1
K
K∑
k=1
g(Snky) =
∫
gdν
for ν-a.e. y ∈ Y .
The first extension that they present is a previously unpublished result of
D. S. Ornstein, B. Weiss, H. Furstenberg, M. Keane and J.-P. Thouvenot.
Theorem 2.7. If (X,F , µ, T ) has completely positive entropy, B ∈ F with
positive measure and x0 ∈ X is generic for χB, then the sequence n1 < n2 <
n3 < . . . of times of successive visits of x0 to B is a good sequence for the return
times theorem. Thus for any finite measure preserving system (Y,G, ν, S) and
g ∈ L1(ν) we have
lim
K
1
K
K∑
k=1
f(Tnky) =
∫
gdν.
As noted above in the creation of the set Xf in the BFKO proof of Theorem
1.10, more was needed than the genericity of x to satisfy the Return Times
Theorem. Thus one cannot extend Theorem 2.7 to a transformation which
is merely ergodic using points which are merely generic with respect to the
function χB . Ornstein and Weiss [OW92] describe the extra conditions on the
point x0 which are necessary in order for Theorem 2.7 to hold when T is an
ergodic transformation.
Definition 2.8. Let (X,F , µ, T ) be an ergodic measure-preserving transforma-
tion and B a set of positive measure in F . A point x0 ∈ X is self-sampling
for χB if for µ-a.e. x ∈ X
lim
N
1
N
N∑
i=1
χB(T
ix0)χB(T
ix) = µ(B)2. (2.2)
This condition is necessary for x0 in order to create a good sequence for
the Birkhoff ergodic theorem and the BFKO proof shows that it is a sufficient
condition. To demonstrate the difference between genericity and self-sampling,
Ornstein and Weiss present the following example.
Survey of the Return Times Theorem 13
Example 2.9. Let (X,F , T, µ) be a transformation with −1 in the spectrum
so that there is a set B of measure 12 with µ(TB ∩ B) = 0. A point x0 that
visits B at the following times i
• if (2n)! ≤ i < (2n+ 1)! and i is even,
• if (2n+ 1)! ≤ i < (2n+ 2)! and i is odd,
will be generic for χB , but for µ-a.e. x ∈ X condition equation (2.2) will fail to
hold.
This example has some discrete spectrum. We may wish to consider dynam-
ical systems which are restricted from having discrete spectrum. Consider the
following definition.
Definition 2.10. A measure preserving system (X,F , T, µ) is weakly mixing
if 1 is the only eigenvalue of T . That is to say that the Kronecker factor is
reduced to the set of constant functions.
Ornstein and Weiss posed the question of whether or not genericity is neces-
sary and sufficient for Theorem 2.7 in the case of a weakly mixing dynamical
system. This question is still open. The convergence of return times averages
in case of weakly mixing dynamical systems will be discussed in greater detail
in Subsection 2.3.
The rest of Ornstein and Weiss’s paper [OW92] is devoted to extending the
Return Times Theorem to a certain class of groups. It consists of those groups
G which have a sequence of finite sets satisfying
• A1 ⊂ A2 ⊂ · · · , and ∪∞n=1An = G
• for all g ∈ G, limn |gAn∆An|/|An| = 0
• there is a constant M such that for all n
|A−1n An| ≤M |An|.
That is to say G is an amenable group with Følner sequence An satisfying
lim
n
|A−1n An|/|An| <∞.
Tempelman [Tem67] has shown that this class of groups satisfy Birkhoff’s Point-
wise Ergodic Theorem and thus they are a nice class to look at with respect to
return times.
2.3 Unique Ergodicity and the Return Times Theorem
Connecting this to our earlier discussion, Bourgain’s Return Times Theorem
Theorem 1.10 proves that for any ergodic dynamical system (X,F , µ, T ) of
finite measure and f ∈ L∞(µ) for µ-a.e. x ∈ X the sequence a = f(Tnx) is a
Survey of the Return Times Theorem 14
universally good weight for a.e. convergence with functions from L∞. We would
like to see if we can establish other properties for dynamical systems which will
ensure that the sequence a = f(Tnx) forms a universal good weight for a.e.
convergence. We begin by looking at the concept of uniquely ergodic dynamical
systems.
Definition 2.11. A transformation T is uniquely ergodic, if there is only one
measure T -invariant probability measure on X. For example, the irrational ro-
tation discussed in Example 1.6 is an example of a uniquely ergodic dynamical
system.
The importance of uniquely ergodic systems is summarized by the following
result of Jewett [Jew70] and Krieger [Kri72].
Theorem 2.12. Let (X,F , T, µ) be an ergodic measure preserving system of the
nonatomic Lebesgue probability space (X,F , µ). There exists a uniquely ergodic
standard system (Y,G, S, ν) which is isomorphic to (X,F , T, µ).
In the case of uniquely ergodic operators there is a much stronger version of
Theorem 1.3 found in [KB37].
Theorem 2.13. Let (X,F , T, µ) be a uniquely ergodic measure preserving sys-
tem. Then for any f ∈ C(X)
1
N
N∑
n=1
f(Tnx)→
∫
fdµ
uniformly in X.
Therefore if T is a continuous map of the compact metric space X to itself,
then T is uniquely ergodic (with unique ergodic measure µ) if and only if every
point of X is generic for the measure µ.
Two versions of Theorem 1.11 for uniquely ergodic transformations were
proven independently by I. Assani [Ass93, Ass03c] and E. A. Robinson [Rob94]
and are stated below. Extensions of the results of Assani and Robinson can be
found in Walters [Wal96], Santos and Walkden [SW07], Lenz [Len09b, Len09a]
and M. Schreiber [Sch12].
Theorem 2.14. [Ass93, Ass03c] Let (X,F , T, µ) be a standard uniquely ergodic
system. If f ∈ C(X) ∩ K⊥ then
lim
N
sup
x
sup
t
∣∣∣∣∣ 1N
N∑
n=1
f(Tnx)e2piint
∣∣∣∣∣ = 0.
Theorem 2.15. [Rob94] Let (X,F , T, µ) be a standard uniquely ergodic system.
Let MT be the set of eigenvalues for T and let CT be the subset of eigenvalues
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with a corresponding continuous eigenfunction. If λ ∈ CT ∪ (MT )c then for
every continuous function f the averages
1
N
N∑
n=1
f(Tnx)λn
converge uniformly in x.
Using the ranges construction in the BFKO proof, E. Lesigne, C. Mauduit
and B. Mosse´ [LMM94], describe a criteria for a sequence to form a universal
good weight for a.e. convergence to 0 for functions in L1. Note the connection
between these criteria and the self-sampling definition from [OW92].
Theorem 2.16. Part 1: Given a bounded sequence un of complex numbers
such that for all δ > 0 there exists some Lδ > 0 such that for all L > Lδ there
exists some Mδ,L > 0 such that for all M > Mδ,L
1
M
#
{
m ∈ [0,M ] : ∀n ∈ [Lδ, L],
∣∣∣∣∣ 1n
n−1∑
k=0
um+kuk
∣∣∣∣∣ < δ
}
> 1− δ.
Then for any probability measure preserving system (Y,G, ν, S) and every f ∈
L1(ν),
lim
n
1
n
n−1∑
k=0
uk · g(Sky) = 0 (2.3)
for ν-a.e. y.
Part 2: Given a probability measure preserving system (X,F , T, µ) and a
bounded measurable function f of Y which is in K⊥ (the orthocomplement of
the Kronecker factor), then for almost every x ∈ X the point x is generic for
the function f in the dynamical system and
lim
n
1
n
n−1∑
k=0
f(T kx) · f(T kx′) = 0 (2.4)
for µ-a.e. x′.
Finally, if a point x satisfies equation (2.4), then the sequence un = f(T
nx)
satisfies equation (2.3).
Using this criterion, given that unique ergodicity as seen in Theorem 2.13
gave us the Birkhoff’s Pointwise Convergence Theorem (with uniform conver-
gence) for all x ∈ X, we pose the following questions initially posed by Assani
and Host respectively.
Question 2.17. If (X,F , µ, T ) is a uniquely ergodic probability system can we
strengthen Bourgain’s Return Times Theorem to give uniform convergence for
all x ∈ X. That is to say, is a = f(Tnx) a good universal weight for a.e.
pointwise convergence for functions in C(X)?
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Question 2.18. If (X,F , µ, T ) is a weakly mixing dynamical system and f ∈
C(X). Is the sequence f(Tnx) a good universal weight for the pointwise con-
vergence in L1 for each x ∈ X?
In Proposition 5.3 of [Ass03c], Assani gives a partial answer to these ques-
tions. For this result we need the following definition.
Definition 2.19. A weakly mixing measure preserving system (X,F , T, µ) is
said to have Lebesgue spectrum if the spectral measure of each function
f ∈ L2(µ) with ∫ fdµ = 0, σf , is absolutely continuous with respect to Lebesgue
measure.
Theorem 2.20. [Ass03c] Let (X,F , T, µ) be a uniquely ergodic system which
is weakly mixing with Lebesgue spectrum. Consider f ∈ C(X). Then for all
x ∈ X, the sequence a = f(Tnx) is a good universal weight for the a.e. pointwise
convergence in L1.
2.4 A Joinings Proof of the Return Times Theorem
Around the same time as the above work was being done, D. Rudolph was
working on a proof of Theorem 1.10 as well. His proof which was published in
[Rud94] transfers the problem to the study of shift invariant measures defined
on the space of sequences. He then uses joinings of these measures to reach the
same conclusion. Rudolph acknowledges that his proof follows essentially the
same path as the BFKO proof [Bou89], using the characteristics of genericity
and self-sampling to give a proof by contradiction.
Rudolph begins his proof of Bourgain’s Return Times Theorem (Theorem
1.10) by determining the set of full measure in X on which the theorem should
hold true. He calls the set G(f). The set G(f) is created using the definition
of a product-null function and aspects of genericity with respect to f, f (that is
the self-sampling property). This is akin to the construction of the set X1 and
ultimately Xf in the BFKO proof. It is exactly the set of points which satisfies
equation (2.4) in the Theorem of Lesigne, Mauduit and Mosse´ (Theorem 2.16).
Definition 2.21. Suppose that (X,F , µ, T ) is a dynamical system and f ∈
L∞(µ) with
∫
fdµ = 0. A function f is product-null if for µ×µ-a.e. (x1, x2),
lim
n
1
n
n−1∑
i=0
f(T i(x1))f(T
i(x2)) = 0.
The link between product-null functions, spectral measure and the Kronecker
factor is outlined in the following lemma of Rudolph. Note that this lemma
actually corrects the corresponding statement in the BFKO proof.
Lemma 2.22. For f ∈ L∞(µ) with ∫ fdµ = 0, the following are equivalent:
1. f is product-null.
2. The spectral measure of f is non-atomic.
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3. f is orthogonal to all eigenfunctions of T , i.e. f ∈ K⊥.
4. For µ-a.e. ergodic component µˆ of µ× µ∫
f(x1)f(x2)dµˆ = 0.
As in the BFKO proof, Rudolph reduces the problem using various tech-
niques to a simpler setting. Using spectral decomposition, he assumes ergodic-
ity. Define H as the subset in Lp(µ) of functions f for which the theorem holds
true. Using Ho¨lder’s inequality and properties of limits, one can show that H
is a closed subspace. In a proof akin to the BFKO argument, Rudolph shows
that all of the eigenfunctions lie in H.
What if H were not all of Lp(µ)? Then there would be have to be a product
null f which was not in H. This is deduced by taking a function which is not in
H and using the decomposition of its measure into atomic and continuous parts
to create a product null function which must also not be in H. This brings us
back to the earlier classification of G(f) which was based off of the averages for
product null functions. Thus the theorem has been reduced to looking only at
product null functions and averages which converge to 0 rather than converge
to some general limit.
LetH∗ be all of those functions g ∈ L1(ν) for which the return times averages
do not converge to 0 ν-a.e. for this f . Using a similar argument as for H, one
can show this is a closed subspace of L1(ν). Thus there is a product null f
and a function g such that for some element x ∈ G(f) there is a set of positive
measure B on which
limn
∣∣∣∣∣ 1n
n−1∑
i=0
f(T ix)g(Siy)
∣∣∣∣∣ ≥ a (2.5)
for some a > 0. This is akin to the set B1 and a constructed in equation (2.1)
of the BFKO proof.
The key technique of Rudolph’s argument is found in his Lemma 10 where he
transfers over the above assumption to the language of measures and joinings.
This gives you a series of measures which create a contradiction with the product
null characterization and genericity for these points. Because the function f is
product-null, you have points that are f ,f generic for a measure where the
integral of the points is 0, but our contradictive assumption will allow us to
show that because of equation (2.5) this integral is bounded below by a.
In studying the current status of the study of return times averages, we will
look at the problem from three different angles: the multiterm case, character-
istic factors, and breaking the duality. Each of these areas has made significant
progress since the publishing of the proof of the Bourgain’s Return Times The-
orem (Theorem 1.10). For each topic, we will present a bit of the historical
background, the current results and some open questions still under considera-
tion.
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3 The Multiterm Return Times Theorem
In 1989, D. Rudolph visited the Department of Mathematics at the University
of North Carolina at Chapel Hill while he was working on his joining proof of J.
Bourgain’s Return Times Theorem. Discussions of these topics continued as I.
Assani visited Maryland in spring of 1990 and D. Rudolph returned to Chapel
Hill for the entire spring of 1991. In their discussions, I. Assani demonstrated
how one could extend the Return Times Theorem result to pairs of functions
satisfying the Ho¨lderian duality and mentioned as a follow-up the following
problems:
1. The break of duality for the Return Times Theorem
2. The Multiterm Return Times Theorem
At a conference held at the University of North Carolina at Chapel Hill in the
fall of 1991, I. Assani again mentioned these two open questions. Specifically,
he raised the question, “If the Kronecker factor characterizes the functions for
which the return times limit is not zero, then what could be the factor which
would characterize the three term return times or more generally the h term
return times theorem?” An answer to this question is D. Rudolph’s Multiterm
Return Times Theorem that we will discuss in this section.1 The second question
on the break of duality is discussed in Section 5. Note that evidence of the
validity of such result was first announced for the weakly mixing case in [Ass98a].
When we say multiterm return times we are looking for µi-a.e. convergence
in the same universal sense for averages of the form
1
N
N∑
n=1
H∏
i=1
fi(T
n
i xi)
(universal sense meaning that the sets of full measure Xfi associated with each
bounded function fi depend only on those j with 1 ≤ j < i).
As the Wiener-Wintner Theorem (Theorem 1.11) was a useful tool in the
BFKO proof of the Return Times Theorem (Theorem 1.10), it was a logical
first step to look at a multiterm version of the Wiener-Wintner Theorem.
Theorem 3.1. Let (X,F , µ, T ) be a measure preserving system and f ∈ L2(µ).
For µ-a.e. x, for any measure preserving system (Y,G, ν, S) and any g ∈ L2(µ)
for ν-a.e. y and for all θ ∈ R, the sequence
1
N
N−1∑
n=0
f(Tnx)g(Sny)einθ
converges.
1See Math Review MR1489899 (99c:28055) for more information on the historical devel-
opment.
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If (X,F , µ, T ) is weakly mixing, it was shown in [Ass93] that Theorem 3.1
follows as a simple consequence of Bourgain’s Return Times Theorem (Theorem
1.10). The general proof of Theorem 3.1 was obtained by E. Lesigne, D.
Rudolph and I. Assani [ALR95]. Their argument uses disintegration of mea-
sures. As such they reduce the proof to the case of a regular measure-preserving
system. The σ-algebra used to characterize convergence (in the same role as the
Kronecker factor played above) was exactly the one created by J.-P. Conze and
E. Lesigne [CL84, CL88] while proving the convergence in L1 norm of the mul-
tiple recurrence averages for totally ergodic systems
1
N
N∑
n=1
f1 ◦ Tnf2 ◦ T 2nf3 ◦ T 3n. (3.1)
This result showed a link between the study of the multiterm return times
and Furstenberg nonconventional ergodic averages. Note that, at the time,
for a general measure preserving system the norm convergence of the averages
in equation (3.1) was not established. The connection between characteristic
factors and return-time phenomena will be discussed in more detail in Section
4.
The convergence of the multiterm return times averages was obtained in
1993 and sent for publication in early 1994 for all positive integers H and L1
i.i.d. random variables by I. Assani in [Ass97]. This was the first multiterm
return time theorem obtained for all positive integers H. In 1998, D. Rudolph
[Rud98] proved the Multiterm Return Times Theorem for bounded functions
or functions which satisfy Ho¨lder’s inequality, (Lpi) where 1 ≤ i ≤ K and∑K
i=1
1
pi
≤ 1.
Theorem 3.2. Let k ∈ Z+. For any dynamical system (X0,F0, T0, µ0) and any
f0 ∈ L∞(µ), there exists a set of full measure Xf0 in X0 such that if x0 ∈ Xf0
for any other dynamical system (X1,F1, T1, µ1) and any f1 ∈ L∞(µ1) there
exists a set of full measure Xf1 in X1 such that if x1 ∈ Xf1 then . . . for any
other dynamical system (Xk−1,Fk−1, Tk−1, µk−1) and any fk−1 ∈ L∞(µk−1)
there exists a set of full measure Xfk−1 in Xk−1 such that if xk−1 ∈ Xfk−1 for
any other dynamical system (Xk,Fk, Tk, µk) the average
1
N
N∑
n=1
f1(T
n
1 x)f2(T
n
2 x2)f3(T
n
3 x3) · · · fk(Tnk xk)
converges µk-a.e..
Note that putting this in the context initially discussed, this result states
that for any j < k, the random sequences f1(T
i
1x1)f2(T
i
2x2) . . . fj(T
i
jxj) are
universal good weights for a.e. convergence.
One key feature of this argument is that the author proves his result without
having to create higher-order σ-algebras. By converting the question at hand to
the setting of measures on MN where M is a compact metrizable space, he avoids
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the method of factor decomposition exploited above in the BFKO proof of the
Bourgain’s Return Times Theorem. The goal of Rudolph’s paper is to construct
an inductive argument to deduce the Multiterm Return Times Theorem from
Bourgain’s Return Times Theorem for two terms. If it were true that whenever
ai was a universal good weight then the sequence aif(T
ix) was a universal good
weight, then the induction would follow directly from Bourgain’s Return Times
Theorem. This is not the case as is demonstrated in the example presented in
[Rud98] which is described below.
Example 3.3. Construct a bounded sequence ai with the following two prop-
erties:
1. For any measure preserving system (Y,G, ν, S) and g ∈ L∞(ν)
1
N
∞∑
i=1
aig(S
iy)→ 0
but
2. there is a process (X,F , µ, T ) and f so that for µ-a.e. x the sequence
aif(T
ix) will look like the sequence in (Example 2.9) [OW92] which was
shown to be not a good universal weight.
Therefore, Rudolph attacks the problem by looking at another property
of sequences which he will define as fully generic from which the inductive
argument can be made. His proof involves four major steps. First, the setting
is transformed to the language of measures on a compact metrizable space and
the definition of fully generic will be made. Secondly, it is shown that for any
shift invariant measure, µ, µ-a.e. sequence is fully generic. Next, he proves the
induction step through his Theorem 1 which states:
Theorem 3.4. Suppose ~m0 ∈ MN0 is fully generic. For a second compact
metrizable space M1 consider
A~m0 =
{
~m1 ∈MN1 : (~m0, ~m1) ∈ (M0 ×M1)N is fully generic
}
.
This is a set of universal full measure in MN1 .
Lastly, to connect this argument with the return times it will be shown that
fully generic sequences of complex values create universal good weights. His
inductive argument is first shown for sequences which are generic for weakly-
mixing measures and then lifted to an argument for general shift-invariant mea-
sures. Rather than reproducing his argument here, we include some of the key
terminology defined by Rudolph for transforming the return times argument to
one about measures and joinings.
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3.1 Definitions
We will begin by discussing how and why we can transfer the statement of The-
orem 3.2 to the context of measures on a compact metric space. In this case we
have bounded functions f1, . . . , fk each defined on different measure preserving
systems (Xi,Fi, µi, Ti). Since the functions are bounded complex-valued func-
tions, we can consider all of them as mapping onto some compact metrizable
spaces Mi. For each fi we consider the map Φi which maps from Xi to M
N
i by
Φi(x) = (fi(x), fi(Tix), fi(T
2
i x), fi(T
3
i x), . . .). Thus each µi induces a measure,
we’ll call µ∗i on M
N
i where µ
∗
i (A) = µi(Φ
−1(A)). We can then transfer each one
of the systems (Xi,Fi, µi, Ti) and functions fi to the system (MNi ,A〉, µ∗i , σ)
where σ is the left shift σ(~m) = σ((m0,m1,m2, . . .)) = (m1,m2,m3, . . .). So
now each system is now viewed on a compact metrizable space under the same
transformation.
If we study the concept of genericity in MNi for arbitrary shift-invariant
measures on MNi and bounded functions defined on M
N
i , we will be able to
deduce Theorem 3.2 in the form in which we are interested. To see this
consider the function pi defined on MNi by pi(~m) = pi((m0,m1,m2, . . .)) = m0,
then studying the genericity of a point ~m = (m0,m1,m2, . . .) with respect to
the function pi means looking at averages of the form
1
N
N∑
n=1
pi(σn(~m)) =
1
N
N∑
n=1
mi.
So one specific choice for ~m would lead to the averages
1
N
N∑
n=1
fi(T
n
i x).
Similarly studying the genericity of pairs of points (~m0, ~m1) in some space (M0×
M1)
N leads to the very specific case of averages of the form
1
N
N∑
n=1
f0(T
n
0 x0)f1(T
n
1 x1).
Since Rudolph’s characterization leads to an inductive argument he will be able
to deduce the general result of Theorem 3.2 from the case of genericity over
two terms as stated in Theorem 3.4. From this description it is clear that his
result covers a much wider range than we are interested in for the Multiterm
Return Times Theorem. We are just interested in the measures of the form µ∗i
and points in MNi which come from mapping by φi, but he proves his argument
for general measures and points on MN.
First, we define some key concepts in terms of measures on a compact metriz-
able space. Let M be any compact metrizable space and ~m = (m0,m1,m2, . . .)
be some arbitrary element of MN. We will let σ represent the left shift transfor-
mation as above. Define M(M) as the set of measures on MN. Then Ms(M)
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shall represent the shift-invariant measures on MN and Me(M) the ergodic
measures on MN for σ which are the extreme points ofMs(M). In this context,
we express the genericity as follows.
Definition 3.5. We say ν ∈M(M) is generic for µ ∈Ms(M) if
1
N
N−1∑
j=0
σj∗(ν)→ µ.
A point ~m ∈ MN is called generic for a measure µ ∈ Ms(M) if the point
mass at ~m, δ~m is generic for µ.
Note that this is equivalent to the expressions for genericity discussed above
(Definitions 2.3 and 2.4) because for any µ-measurable A ⊂MN we have
~m is generic for µ ⇐⇒ δ~m is generic for µ
⇐⇒ 1
N
N−1∑
j=0
σj∗ (δ~m)→ µ
⇐⇒ 1
N
N−1∑
j=0
δ~m
(
σ−j(A)
)→ µ(A)
⇐⇒ 1
N
#
{
j ∈ [0, N − 1] : ~m ∈ σ−j(A)}→ µ(A)
⇐⇒ 1
N
N−1∑
j=0
χA(σ
j(~m))→ µ(A) =
∫
χAdµ
Definition 3.6. For a measure ν to be pointwise generic for a shift-invariant
measure µ requires that for ν-a.e. ~m, the point ~m is generic for some ergodic
measure µ(~m) with the property∫
µ(~m)dν = µ.
It follows from Theorem 1.3 that any shift-invariant measure is pointwise
generic with respect to itself. This is because Birkhoff’s Pointwise Ergodic
Theorem implies that for any µ ∈ Ms(M), then for µ-a.e. ~m ∈ MN and any
µ-measurable A ⊂MN we have
1
N
N−1∑
j=0
χA(σ
j(~m))→ E (χA|Inv) (~m)
and ∫
E (χA|Inv) (~m)dµ =
∫
χAdµ = µ(A).
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Definition 3.7. We say ~m is fully generic for µ ∈ Me(M) if δ~m × µN is
pointwise generic for µ× µN. A point ~m ∈MN is a fully generic point if it is
generic for some measure µ ∈Me(M) and is fully generic for µ.
Thus for δ~m × µN-a.e. sequences of points (~m0, ~m1, ~m2, . . .), the sequence
(~m0, ~m1, ~m2, . . .) is generic for some ergodic measure µ((~m0, ~m1, ~m2, . . .)) with
the property that∫
µ((~m0, ~m1, ~m2, . . .))d(δ~m × µN) = µ× µN
So for µN-a.e. (~m1, ~m2, . . .), the sequence (~m, ~m1, ~m2, . . .) is generic for some
ergodic measure µ((~m1, ~m2, . . .)) with the property that∫
µ((~m1, ~m2, . . .))dµ
N = µ× µN.
For every µ× µN-measurable set A and µN-a.e. (~m1, ~m2, . . .) we have(
µ× µN) (A) = ∫ χAd (µ× µN)
=
∫ ∫
χAdµ((~m1, ~m2, . . .))dµ
N
=
∫
lim
1
N
N−1∑
j=0
χA((σ × σ × σ × · · · )j ((~m, ~m1, ~m2, . . .)) dµN
=
∫
lim
1
N
N−1∑
j=0
χA
(
σj(~m), σj(~m1), σ
j(~m2), . . .)
)
dµN
Let µ ∈Me(M). If A is a µ-measurable set, then the set A = A×{}×{}×· · ·
is a µ×µN-measurable set. If ~m is fully generic for µ, then by the above analysis
µ(A) =
(
µ× µN) (A)
=
∫
lim
1
N
N−1∑
j=0
χA
(
σj(~m), σj(~m1), σ
j(~m2), . . .)
)
dµN
=
∫
lim
1
N
N−1∑
j=0
χA(σ
j(~m))dµN
= lim
1
N
N−1∑
j=0
χA(σ
j(~m))
Thus ~m is generic for µ as well.
Definition 3.8. A set A ⊆ MN is of universal full measure if for all µ ∈
Ms(M), µ(A) = 1. It is enough to check this just for the ergodic measures.
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The companion statement of Theorem 1.3 in this new context is given
below.
Lemma 3.9. The set of points ~m ∈MN that are generic for an ergodic measure
µ is a set of universal full measure. That is to say, for any µ ∈Me(M)
µ({~m : ~m is generic for µ}) = 1.
Using the above definitions, we wish to establish the following result con-
cerning the set of fully generic points.
Theorem 3.10. Let A = {~m ∈ MN : ~m is a fully generic point }. Then the
set A has universal full measure.
Let µ ∈ Me(M). Let Aµ = {~m ∈ MN : ~m is a fully generic point for µ}.
Then
A =
⋃
µ∈Me(M)
Aµ.
To show that A is of universal full measure, I need only show that µ(Aµ) = 1 for
all µ ∈ Me(M). As µ × µN is a shift-invariant measure, it is pointwise generic
with respect to itself. Thus the set of all points in ~~m = (~m0, ~m1, ~m2, . . .) in
MN× (MN)N which are generic for some ergodic measure µ(~~m) has full measure
with respect to µ× µN. Call this set Bµ,1. By Lemma 3.9 the set of all points
~m0 such that ~m0 is generic for µ has full measure with respect to µ. Call this
set Gµ. Define Bµ,2 = Gµ×MN×MN×MN× · · · . Then Bµ,2 has full measure
with respect to µ×µN. Let Bµ = Bmu,1 ∩Bµ,2. Then Bµ has full measure with
respect to µ×µN. If (~m, ~m1, ~m2, . . .) ∈ Bmu, then ~m ∈ Aµ and thus µ(Aµ) = 1.
4 Characteristic Factors
As you can see in the BFKO proof of the Return Times Theorem one of the
keys to the argument was to break up the function using the Kronecker factor
in order to prove the result independently for both the eigenfunctions and those
functions in the orthocomplement of the Kronecker factor. Using factors in
proving convergence in ergodic theory has long been a very useful tool. The no-
tion of a characteristic factor is originally due to H. Furstenberg and is explicitly
defined in [FW96].
Definition 4.1. When the limiting behavior of a non-conventional ergodic av-
erage for (X,F , µ, T ) can be reduced to that of a factor system (Y,G, ν, T ), we
shall say that the latter is a characteristic factor of the former.
For each type of average under consideration, one will have to specify what
is meant by reduced in the given case. One approach to studying the con-
vergence of nonconventional averages is to find the minimal characteristic
factor which is the smallest factor which is characteristic for a given type of
recurrence. In the case of Furstenberg and Weiss [FW96], they define the notion
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of characteristic factor when finding a characteristic factor for averages of the
type
1
N
N∑
n=1
f ◦ Tng ◦ Tn2 .
Therefore their specific definition of characteristic factor is as follows.
Definition 4.2. If {p1(n), p2(n), . . . , pk(n)} are k integer-valued sequences, and
(Y,G, ν, T ) is a factor of a system (X,F , µ, T ), we say that G is a characteristic
factor for the scheme {p1(n), p2(n), . . . , pk(n)}, if for any f1, f2, . . . , fk ∈
L∞(µ) we have
1
N
N∑
n=1
(f1◦T p1(n)) · · · (fk◦T pk(n))− 1
N
N∑
n=1
(E(f1|G)◦T p1(n)) · · · (E(fk,G◦T pk(n))
converges to 0 in L2(µ).
4.1 Characteristic Factors and the Return Times Theo-
rem
The proof by D. Rudolph of the Multiterm Return Times Theorem (Theorem
3.2) gives an elegant proof of the theorem, but avoids the creation of the null
set off of which the averages converge and the discovery of the factor which
was characteristic for the return times averages. Both the null set and the
characteristic factor played a key role in the proofs of Theorem 1.10 for two
terms in [Bou89] and [Rud94], thus there is some interest in identifying what
factors are characteristic for the Multiterm Return Times Theorem (Theorem
3.2).
In 2012, I. Assani and K. Presser published an update [AP12] of their earlier
unpublished work [AP03] on characteristic factors and the Multiterm Return
Times Theorem. In a reversal of the BFKO argument which used the properties
of the characteristic factor to help prove the Return Times Theorem, Assani and
Presser use the convergence of the multiterm return times averages guaranteed
by Rudolph’s Multiterm Return Times Theorem [Rud98] to demonstrate the
convergence properties for two types of factors.
We first consider the factors used by H. Furstenberg to prove Szemere´di’s
Theorem [Fur77]. These factors are called k step distal factors in [Fur77]. We
denote these factors as Ak using the notation from [Ass03a] where these factors
were shown to be L2-characteristic for the averages
1
N
N∑
n=1
I∏
i=1
fi ◦ T in.
Definition 4.3. Let (X,F , µ, T ) be an ergodic dynamical system on a prob-
ability measure space. The factors Ak are defined in the following inductive
way.
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• The factor A0 is equal to the trivial σ-algebra {X, ∅}
• For k ≥ 0 the factor Ak+1 is characterized by the following. A function
f ∈ A⊥k+1 if and only if
Nk+1(f)
4 := lim
H
1
H
H∑
h=1
∥∥E(f · f ◦ Th|Ak)∥∥22 = 0
In the aforementioned paper, we prove that these seminorms are well-defined
and characterize factors which are successive maximal isometric extensions.
Theorem 4.4. Let k be any positive integer. For any ergodic dynamical system
(X,F , µ, T ) and for each f ∈ L∞(µ) we can find a set of full measure Xf such
that for each x ∈ Xf , for any other dynamical system (Y1,G1, S1, ν1) and any
g1 ∈ L∞(ν1) with ‖g1‖∞ ≤ 1, there exists a set of full measure Yg1 such that for
each y1 in Yg1 then . . . for any other dynamical system (Yk−1,Gk−1, Sk−1, νk−1)
and any gk−1 ∈ L∞(νk−1) with ‖gk‖∞ ≤ 1 there exist a set of full measure Ygk−1
in Yk−1 such that if yk−1 ∈ Ygk−1 for any other dynamical system (Yk,Gk, Sk, νk)
for νk-a.e. yk
• the average
1
N
N∑
n=1
[f(Tnx)− E(f |Ak)(Tnx)] g1(Sn1 y1)g2(Sn2 y2) · · · gk(Snk yk) (4.1)
converges to 0.
• Thus for f ∈ A⊥k the average
1
N
N∑
n=1
f(Tnx)g1(S
n
1 y1)g2(S
n
2 y2) · · · gk(Snk yk)
converges to 0 νk-a.e..
• Also we have the following pointwise upper bound for our limit
lim sup
N
∣∣∣∣∣ 1N
N∑
n=1
f(Tnx)g1(S
n
1 y)g2(S
n
2 y2) · · · gk(Snk yk)
∣∣∣∣∣
2
≤ CNk+1(f)2
(4.2)
An important aspect of the equation (4.2) is the control of the orbits made
by the seminorms Nk+1.
The study of the nonconventional Furstenberg averages has seen important
progress being made in the last seven years. In [HK05] and [Zie02] the Host-
Kra-Ziegler factors Zk were created independently by B. Host, B. Kra and T.
Ziegler and were shown to be characteristic in L2 norm for the Furstenberg
averages.
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Definition 4.5. Let (X,F , µ, T ) be an ergodic dynamical system on a proba-
bility measure space. The factors Zk are defined as follows.
• The factor Z0 is equal to the trivial σ-algebra.
• The factor Z1 can be characterized by the seminorms ‖|f |‖2 where
‖|f |‖42 = lim
H
1
H
H∑
h=1
∣∣∣∣∫ f · f ◦ Thdµ∣∣∣∣2
• The factor Z2 is the Conze-Lesigne factor, CL. Functions in this factor
are characterized by the seminorm |‖ · |‖3 such that
‖|f |‖83 = lim
H
1
H
H∑
h=1
‖|f · f ◦ Th|‖42.
A function f ∈ CL⊥ if and only ‖|f |‖3 = 0.
• More generally B. Host and B. Kra showed in [HK05] that for each positive
integer k we have
‖|f |‖2k+1k+1 = lim
H
1
H
H∑
h=1
‖|f · f ◦ Th|‖2kk , (4.3)
with the condition that f ∈ Z⊥k−1 if and only if ‖|f |‖k = 0.
Theorem 4.6. Let (X,F , µ, T ) be an ergodic measure preserving system. The
Host-Kra-Ziegler factors Zk are pointwise characteristic for the multiterm return
times averages.
As the Zk factors are smaller than the factors Ak, and thus A⊥k ⊆ Z⊥k , the
fact that the Ak factors are pointwise characteristic for the multiterm return
times averages is a consequence of Theorem 4.6. But in our proof of Theorem
4.4 using the seminorm defining the factors Ak we obtain pointwise uniform
upper bounds of the multiterm return times averages. With the Zk factors we
do not have such pointwise estimates. The uniform upper bounds are derived
after integration combined with a lim sup argument See [AP12] and Example
5.1 in T. Eisner and P. Zorin-Kranich [EZK12].
5 Breaking the Duality
As mentioned above the original Return Times Theorem (Theorem 1.10) can
be easily extended to Lp(µ) and Lq(ν) where 1p +
1
q ≤ 1 using the Banach
Principle and Ho¨lder’s inequality. What can be said about convergence of return
times averages when 1p +
1
q > 1?
A first motivation for this question comes from the following result due to
I. Assani (1990, see page 141 in [Ass98b]).
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Theorem 5.1. Let (X,F , µ, T ) be a measure preserving system and f ∈ L1(µ)
then for µ-a.e. x, for each measure preserving system (Y,G, ν, S) and every
g ∈ L1(ν) the averages
1
N
N∑
n=1
f(Tnx)g ◦ Sn
converge in L1(ν) norm.
The proof is a consequence of the Wiener-Wintner Ergodic Theorem (Theorem
1.11), the Spectral Theorem and the Maximal Ergodic Theorem [Ass03c]. In
view of this result one could look for the true nature of the dynamic involved
in the return times theorem allowing to go beyond the Ho¨lderian duality.
A first evidence of the possible validity of the return times theorem beyond
the Ho¨lderian duality was shown in [Ass97] and [Ass98b]. In [Ass97], I. Assani
showed that if (X,F , µ, T ) is a measure preserving system and f ∈ Lp, 1 < p ≤
∞, then we can find a set Xf of full measure such that for every sequence of
independent, identically distributed (i.i.d) random variables Xn in L
1 we have
lim
n
f(Tnx)Xn(ω)
n
= 0
for a.e. ω. This leaves the case where p = 1 which is addressed below in Sub-
section 5.2 on the (L1, L1) case. Then in [Ass98b], I. Assani showed that a
sequence {Xn} of i.i.d. random variables defined on the probability space Ω and
having a finite p-th moment for some 1 < p <∞ are universal good weights for
a.e. convergence of the return times averages on Lq where 1 < q < ∞. That
is to say that the return times holds for the pair (Lp, Lq) when 1 < p, q < ∞
when we restrict the initial term to i.i.d. random variables.
Subsequent work by C. Demeter in [Dem04] looked at breaking the duality
in weighted ergodic averages of the form
1
N
N∑
n=1
a(k)f(T kx)
where a(k) is a sequence of complex numbers and T is a linear operator of some
Lp space with 1 ≤ p ≤ ∞ and f ∈ Lp.
Further progress along these lines can be seen in Theorem 1.6 of C. Demeter,
M. Lacey, T. Tao and C. Thiele [DLTT08], see also [Ass97] and [BJLO04], which
is stated below.
Theorem 5.2. Assume that either p > 1 and q = 1, or p = 1 and q > 1. For
each dynamical system (X,F , µ, T ) and each f ∈ Lp(µ) there is a set X∗ ⊆ X
of full measure, such that for each sequence of Lp i.i.d. random variables Yn
defined on the probability space (Y,G, ν) and each x ∈ X∗,
lim
N
1
N
N∑
n=1
f(Tnx)Yn(y)
exists for ν-a.e y.
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Definition 5.3. A sequence of complex numbers {a(k)} is p-Besicovitch if
{a(k)} is in the closure of the trigonometric polynomials in the semi-norm(
lim sup
N
1
N
N∑
k=1
|a(k)|p
) 1
p
.
In [LOT99], M. Lin, J. Olsen and A. Templeman showed that if a(k) is q-
Besicovitch and f ∈ Lp where 1p + 1q = 1 then the above averages converge for all
f ∈ Lp when T is a Dunford-Schwartz operator. J. Baxter, R. Jones, M. Lin and
J. Olsen [BJLO04] present a construction which demonstrates that the duality
is necessary in the case that q = 1. They show that if {Xn} is a nonnegative
i.i.d. sequence with E(|X1|) < ∞ and E(X1) = 0 which is not essentially
bounded then there exists a sequence {a(n)} of nonnegative numbers such that
the sequence of its arithmetic means converges to zero and the sequence of
weighted averages of the Xn taken with the weights a(n) is as bad as possible, i.e.
the lim inf heads to 0 while the lim sup heads to ∞ (see also [CL09, LW07]). In
[Dem04], C. Demeter showed that the duality is necessary for the q-Besicovitch
sequences to make universal good weights when q > 1 as well. This result
of Demeter is simplified in the paper [DJ04] where C. Demeter and R. Jones
describe a possible approach to dealing with duality with respect to the return
times.
5.1 Hilbert Transforms
While the Return Times Theorem (Theorem 1.10) looks at the convergence
of weighted Cesa´ro averages, these averages are closely related to the discrete
ergodic Hilbert transform
lim
n
n∑
k=−n
f(T kx)g(Sky)
k
, k 6= 0
which is a tool of Harmonic Analysis which was first studied by M. Cotlar
[Cot55], see also A. P. Calderon [Cal68].
The connection between the convergence of the Cesaro averages and the
existence of the ergodic Hilbert transform has been established by R. Jajte
[Jaj87] for L2 functions. For the one-sided ergodic Hilbert transform a simple
partial summation argument shows that the convergence of the series
∑∞
n=1
an
n
implies the convergence of the averages 1N
∑N
n=1 an.
Conjecture 5.4. Given any dynamical system (X,F , µ, T ) and f ∈ Lp(µ), there
exists a set of full measure Xf ∈ X such that for all x ∈ Xf and for every other
dynamical system (Y,G, ν, S) and g ∈ Lq(ν), the limit
lim
n
n∑
k=−n
f(T kx)g(Sky)
k
, k 6= 0
exists for ν-a.e. y.
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As referenced by [Tal95], Lacey and Marcus have shown that the conjecture
is false for p = 1 using the family of rotations on the torus as the initial weight
and applying that to g(y) = e2piiy. They actually proved the existence of an L1
sequence {Xk} of i.i.d. random variables such that for almost every x
lim
n
n∑
k=−n
Xk(x)e
2piikθ
k
, k 6= 0
fails to exists for some θ. Similarly, Talagrand showed the same negative result
holds for the one-sided version of the series in the course of proving the following
theorem.
Theorem 5.5. Given an i.i.d. symmetric sequence of random variables {Xk},
the random Fourier series ∞∑
k=1
Xke
2piikθ
k
converges uniformly for a.e. θ if and only if {Xk} is in L log logL.
However, Cuzick and Lai [CL80] proved that for each Lp sequence {Xk} of
i.i.d. random variables where p > 1 there exists a set X∗ ∈ X with the property
that
lim
n
n∑
k=−n
Xk(x)e
2piikθ
k
exists for each x ∈ X∗ and θ ∈ T.
To study duality and the weighted convergence with respect to the Hilbert
transform, it has become a customary strategy following in the models as above
to look at the role that i.i.d. sequences play in the convergence of such averages.
In [Ass04a], the first author proved the following about duality and the Hilbert
transform.
Theorem 5.6. Let (X,F , µ, T ) be a dynamical system and f ∈ L1(µ). There is
a set Xf ∈ X of full measure such that for each sequence {Yk} of i.i.d. random
variables defined on the probability space (Y,G, ν), with Y1 ∈ Lq(X), q > 1 and
each x ∈ Xf
lim
n
n∑
k=−n
f(T kx)Yk(y)
k
, k 6= 0
exists for ν-a.e. y. The result fails when q = 1, for some f in every ergodic
dynamical system (X,F , µ, T ).
A companion result was proven in [Ass04a] this time with the i.i.d. sequence
playing the role of the weight in the average.
Theorem 5.7. Let {Xk} be a mean 0 sequence of i.i.d. random variables defined
on the probability space (X,F , µ) which are assumed to be in Lp for some p with
1 < p ≤ ∞. Then there exists a subset X∗ ∈ X of full measure such that for
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each x ∈ X∗, the following holds: for any dynamical system (Y,G, ν, S) and
g ∈ Lr with 1 < r ≤ ∞
lim
n
n∑
k=−n
Xk(x)g(S
ky)
k
, k 6= 0
exists for ν-a.e. y.
Cuny [Cun05] showed that this last result could be extended to the case
where X1 ∈ L logL and g ∈ L logL. Demeter [Dem06] showed that for the
series
lim
n
n∑
k=−n
Xk(x)Yk(y)
k
, k 6= 0
one can obtain a.e. convergence if both Xn and Yn are i.i.d. sequences in L
1.
In [DLTT08], C. Demeter, M. Lacey, T. Tao and C. Thiele showed that
Conjecture 5.4 is true if 1 < p ≤ ∞ and q ≥ 2. One of their main results is
the following theorem.
Theorem 5.8. Let K : R→ R be an L2-kernel satisfying the following require-
ments:
K̂ ∈ C∞(R \ {0}), (5.1)
|K̂(ξ)| . min
{
1,
1
|ξ|
}
,∀ξ 6= 0, (5.2)∣∣∣∣ dndξn K̂(ξ)
∣∣∣∣ . 1|ξ|n min
{
|ξ|, 1|ξ|
}
,∀ξ 6= 0, n ≥ 1. (5.3)
Then the following inequality holds for each 1 < p ≤ ∞. There exists a finite
constant Cp such that∥∥∥∥∥ sup‖g‖L2(R)=1
∥∥∥∥sup
k∈Z
∣∣∣∣ 12k
∫
f(x+ y)g(z + y)K
( y
2k
)
dy
∣∣∣∣∥∥∥∥
L2z(R)
∥∥∥∥∥
Lpx(R)
≤ Cp‖f‖Lp(R)
where
‖F‖L2z (R) =
(∫ ∞
−∞
|F (z)|2dz
)1/2
.
Later in their paper (Corollary 3.8), they transfer this result to the ergodic
setting and show that the associated return times theorem holds when 1 < p ≤
∞ and q ≥ 2. This breaks the duality but leaves open the remaining cases where
1
p +
1
q < 2. In particular, if one looks at Theorem 5.2, one could reasonably
ask:
Question 5.9. Does the Return Times theorem hold for p = 1 and q > 1 or
p > 1 and q = 1?
Survey of the Return Times Theorem 32
Because of the failure of the convergence of the series
∞∑
n=−∞
f(Tnx)g(Sny)
n
for p = 1 and q =∞ (by the Lacey, Marcus result (referenced in [Tal95]) one can
not expect the use of the Hilbert transform series to answer the above question.
One can observe that while the Cesaro averages of nonnegative functions is
nonnegative, the Hilbert transform does not have this property. In [Dem09],
however, it is announced that the range of validity of the return times could be
extended to 1p +
1
q < 3/2. See also [OST
+].
A second corollary of Theorem 5.8 is Theorem 3.4 of the Demeter, Lacey,
Tao and Thiele paper which only shows that the set of convergence is closed.
Having no obvious dense set the authors refine their techniques to prove a vari-
ational inequality which establishes the pointwise convergence of the ergodic
Hilbert transform for the specific range of p and q.
The method used in [DLTT08] adapts the tools developed by M. Lacey and
C. Thiele in their understanding and applications of the celebrated Carleson-
Hunt theorem on the convergence of the Fourier series of Lp functions and the
bilinear Hilbert transform and Calderon conjecture. The upper bound of 3/2
appears in their papers.
One wonders if one needs to use such powerful tools to solve the problem of
the break of duality. In other words is the difficulty of breaking the duality in the
return times theorem at the level of the Carleson-Hunt theorem? This seems to
be the case as indicated by T. Tao in one of his blogs.2 As such, it would appear
that the problem of the break of duality for the return times theorem could shed
new light on the Carleson-Hunt theorem and produce substantial refinements.
A first step in this direction is a variational Carleson Hunt theorem obtained in
[OST+]. Indeed, based on the Multiple Return Times Theorem established by
D. Rudolph one can ask the following question.
Question 5.10. What is the range of values (p1, p2, p3, ..., pH) for which the H
term return times theorem holds?
5.2 The (L1, L1) Case
Does the return times theorem hold for the pair (L1, L1)? In 1990, Assani
[Ass03b] proved that for a finite measure preserving system (X,F , µ, T ) and
f ∈ L1(µ) then for µ-a.e. x ∈ X the sequence {f(Tnx)} is a good universal
weight for the norm convergence in L1.
This initial result gives some support for the possibility that the return times
theorem would hold for the pair (L1, L1). To approach the question of the return
time for (L1, L1), it was suggested in [Ass97] to look at the return times for the
tail.
2http://terrytao.wordpress.com/2007/12/11/
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Definition 5.11. The return times property holds for the tail for the
pair (Ls, Lt) if for all f ∈ Ls(µ) we can find a set of full measure Xf such
that for each x ∈ Xf for all measure preserving systems (Y,G, ν, S) and for all
g ∈ Lt(ν) the sequence
f(Tnx)g(Sny)
n
converges ν-a.e. to 0.
In [Ass97], the first author showed that the validity of the return times for
the tail for the pair (L1, L1) is equivalent to the following counting problem.
Conjecture 5.12. For any measure preserving system (X,F , µ, T ) and for all
f ∈ L1(µ) and µ-a.e. x
N∗(f)(x) = sup
n
#
{
k ∈ N : |f |(Tkx)k ≥ 1n
}
n
<∞
In [Ass98], I. Assani showed that N∗(f) ∈ L1 if f ∈ L logL. In [DQ04], C.
Demeter and A. Quas showed that N∗(f)(x) < ∞ a.e. when f ∈ L log logL.
However, in the papers [ABM05], this conjecture is proven false and its connec-
tion to return times is discussed in greater detail. The key result is Theorem 1
of [ABM05] which states
Theorem 5.13. In any nonatomic, invertible ergodic system (X,F , µ, T ) there
exists f ∈ L1+ such that
sup
n
Nn(f)(x)
n
=∞
almost everywhere where
Nn(f)(x) = #
{
k :
f(T kx)
k
>
1
n
}
.
The work in [ABM05] demonstrates that with the above result the return
times for the tail does not hold for the pair (L1, L1) and thus the return times
theorem itself does not hold for the pair (L1, L1). As noted in [DQ04], the
method used in [ABM05] to prove Theorem 5.13 shows in fact that for f in any
Orlicz space strictly bigger than L log log logL we can still have N∗(f)(x) =∞
a.e.
Question 5.14. Is N∗(f)(x) <∞ a.e. for f ∈ L log log logL?
A related question was raised in [CT12] by M. J Carro and P. Tradacete
for the following related operator A introduced by I. Assani (see [ABM05]) and
defined pointwise as
A(f)(x) = sup
λ
λ ·m
{
0 < y < x :
f(x− y)
y
> λ
}
.
In Section 5.1 of [ABM04] we see some applications for this negative result
for the Return Times in L1. Assume that (Ω,B, P ) is a probability measure
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space and Y1, Y2, . . . is a sequence of i.i.d. random variables of values in −1, 1
with P (Yn = 1) = σ and P (Yn = −1) = 1− σ where 12 ≤ σ ≤ 1. Set
an(ω) =
n∑
k=1
Yk(ω).
By the strong law of large numbers we know that
lim
n
an(ω)
n
= E(Y1) = 2σ − 1.
If σ > 12 the for µ-a.e. ω we have limn an(ω) = ∞. Fix such an ω and let
f ∈ Lp(µ) where 1 ≤ p ≤ ∞. It was proven in [LPWR94] that if p > 1 and
σ > 12 , then the averages
1
N
N∑
n=1
f(T an(ω)x)
converge for µ-a.e. x. Using Theorem 5.13 we have the following result.
Theorem 5.15. Consider a sequence of i.i.d. random variables Y1, Y2, ldots
defined on a probability measure space (Ω,B, P ) of values −1, 1. Assume that
P (Yn = 1) = σ and P (Yn = −1) = 1− σ with σ > 12 . Set an(ω) =
∑n
k=1 Yk(ω)
and fix ω such that limn an(ω) = ∞. In any aperiodic dynamical system there
exists a function f ∈ L1(µ) such that the averages
1
N
N∑
n=1
f(T an(ω)x)
do not converge almost everywhere.
6 Other Notes on the Return Times Theorem
6.1 The Sigma-Finite Case
As Birkhoff’s Pointwise Ergodic Theorem (Theorem 1.3) actually holds for
σ-finite measure spaces, one question to consider is whether the Return Times
Theorem (Theorem 1.10) can be extended to σ-finite measure spaces as well.
This question was address by Assani in [Ass99] in the following theorem.
Theorem 6.1. Let (X,F , µ, T ) be a measure preserving system on the σ-finite
measure space (X,F , µ). Given a set A with finite measure, then the sequence
{χA(Tnx)} is µ-a.e., a good universal weight for the pointwise ergodic theorem
in L1.
The proof utilizes the method of Hopf’s decomposition [Kre85] to extend the
BFKO result to a σ-finite measure space.
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One cannot extend the Return Times Theorem (Theorem 1.10) to a more
general situation with an infinite measure space. In Lacey [Lac97] the following
theorem is used to show that there exists a sigma-finite measure preserving
system (X,F , µ, T ) and a set A ⊂ X of positive finite measure so that for almost
every x ∈ X and for every aperiodic measure preserving system (Y,G, ν, S) with
ν(S) = 1, there is a g ∈ L2(ν) so that the averages
τ−1n (x)
n∑
m=1
χA(T
mx)g(Smy)
diverge for ν-a.e. y where
τn(x) =
n∑
m=1
χA(T
nx).
Theorem 6.2. Let Xm be non-negative i.i.d. integer-valued random variables
such that P (X1 > λ) ∼ λ−α as λ→ +∞. Here 0 < α < 1, so that EX1 = +∞.
Then with probability 1, for every aperiodic finite measure-preserving system
(Y,G, ν, S) there is a square-integrable function g on Y for which
An(g)(y) =
1
N
N∑
n=1
g(Sτny)
diverges for ν-a.e. y, where the power of S above is τn =
∑n
m=1Xm.
This construction builds off of a creation of a simple random walk whose
returns of the walk to the origin is almost surely a bad sequence along which to
try the pointwise ergodic theorem.
6.2 Recent Extensions
In [HK09], B. Host and B. Kra have extended the Wiener-Wintner Theorem
(Theorem 1.11) by showing the following.
Theorem 6.3. Let (X,F , µ, T ) be an ergodic system and f ∈ L1(µ) Then there
is a set of full measure Xf such that for every x ∈ Xf the averages
1
N
N∑
n=1
anf(T
nx)
converge for every nilsequence (an).
B. Host and B. Kra. used Theorem 6.3 to also prove that the sequence
(f(Tnx)) is a.e. a good weight for the convergence in L2-norm of the averages
1
N
N∑
n=1
(f(Tnx))
K∏
k=1
gk ◦ T kn
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extending their result in citeHK-NEA where gk ∈ L∞. The idea of mixing
weights from a.e. multiple recurrence and the multiple return time theorem was
introduced in [Ass00] for weakly mixing systems.
Note that a sequence (an) ∈ `∞ is a basic l-step nilsequence if there exists a
basic l-step nilsystem (G/Γ, S), a point y ∈ G/Γ, and a function F ∈ C(G/Γ)
such that an = F (S
ny) for all n ∈ N. In [EZK12], a new proof of the result
of Host and Kra is given by T. Eisner and P. Zorin-Kranich and extended to
Følner sequences.
6.3 Wiener-Wintner Dynamical Functions
Definition 6.4. Given an ergodic dynamical system (X,F , µ, T ) a function
f ∈ Lp(µ) is said to be a Wiener-Wintner function of power type α if we
can find a constant C such that∥∥∥∥∥supt
∣∣∣∣∣ 1N
N∑
n=1
f(Tnx)e2piint
∣∣∣∣∣
∥∥∥∥∥
1
≤ C
Nα
for each N .
Ergodic systems having a dense set of Wiener-Wintner functions in K⊥ are
called Wiener-Wintner dynamical systems (see [Ass03b]). Such systems allow
one to give simple proofs of the return times theorem, the a.e double recurrence
[Bou90], and the convergence of the one sided ergodic Hilbert transforms
∞∑
n=1
f(Tnx)g(Sny)
n
and ∞∑
n=1
f(T−nx)g(S−ny)
n
.
For example, let us look at a proof for why the one sided Hilbert transform
converges in the setting of Wiener-Wintner functions.
Proof. Take f a Wiener-Wintner function of power type α > 0 and β > 0 such
that βα > 1. We have
∫ ∞∑
N=1
∥∥∥∥∥∥supt
∣∣∣∣∣∣ 1Nβ
Nβ∑
n=1
f(Tnx)e2piint
∣∣∣∣∣∣
∥∥∥∥∥∥
1
≤ C
∞∑
N=1
1
Nβα
<∞.
We can fix x ∈ Xf , a set of full measure, such that
∞∑
N=1
sup
t
∣∣∣∣∣∣ 1Nβ
Nβ∑
n=1
f(Tnx)e2piint
∣∣∣∣∣∣ <∞.
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This set is independent of the dynamical system (Y,G, ν). By the spectral the-
orem we have for each positive integer N∫ ∣∣∣∣∣ 1N
N∑
n=1
f(Tnx)g(Sny)
∣∣∣∣∣ dν ≤ C supθ
∣∣∣∣∣ 1N
N∑
n=1
f(Tnx)e2piinθ
∣∣∣∣∣ .
Therefore for x ∈ Xf we derive the following
∞∑
N=1
∣∣∣∣∣∣ 1Nβ
Nβ∑
n=1
f(Tnx)g(Sny)
∣∣∣∣∣∣ <∞.
This implies that for ν-a.e y
1
Nβ
Nβ∑
n=1
f(Tnx)g(Sny)
converges to zero.
For the general sequence we consider for each integer M the unique N integer
such that Nβ ≤M < (N + 1)β . Then we can write
1
M
M∑
n=1
f(Tnx)g(Sny) =
Nβ
M
1
Nβ
Nβ∑
n=1
f(Tnx)g(Sny) +
1
M
M∑
n=Nβ
f(Tnx)g(Sny).
The last term goes to zero as it is dominated in absolute value by
‖g‖∞ 1
M
(N+1)β∑
n=Nβ
|f(Tnx)|
(in the case where g ∈ L∞) which is equal to
1
M
(N+1)β∑
n=1
|f(Tnx)| − 1
M
Nβ∑
n=1
|f(Tnx)|.
And this last quantity goes to zero by the pointwise ergodic theorem for the
function |f | and the fact that the limit of M
Nβ
is one.
The same argument works for the one sided series
∞∑
n=1
f(T−nx)g(Sny)
n
because for a f which is a Wiener-Wintner function of power type α we also
have for each N ∥∥∥∥∥supt
∣∣∣∣∣ 1N
N∑
n=1
f(T−nx)e2piint
∣∣∣∣∣
∥∥∥∥∥
1
≤ C
Nα
.
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With some extra work using a truncation method one can prove the above
convergence (a.e. ν) for functions g ∈ Lr(ν) for 1 < r ≤ ∞.
As shown in [Ass04b] not all ergodic systems have such a dense set of func-
tions in K⊥ even with a rate as slow as a logarithm. But interesting systems
like K-automorphisms do.
7 Conclusion
For interested readers, there are several possible directions of study concerning
return times to consider in addition to those mentioned above.
For the Cesaro averages one could extend this study to any good averaging
process. For instance consider an increasing sequence of natural numbers p(n)
which is good for the pointwise convergence in Lp (such as the sequence of
squares in Lp (for 1 < p ≤ ∞ [Bou90]).
Question 7.1. Do the averages 1N
∑N
n=1 f(T
p(n)x)g(Sny) converge a.e. ν?
Question 7.2. Do the averages 1N
∑N
n=1 f(T
p(n)x)g(Sp(n)y) converge a.e. ν?
Question 7.3. For the previous two questions, what is the range of functions for
which the result is true?
Question 7.4. Can one have a multiple term return times result for the averages
above?
Question 7.5. What would be the characteristic factors for the averages in ref-
erenced in the above questions?
One could also look at the same questions translated to the corresponding
Hilbert Transform. Note that the notion of characteristic factors is not the same
for the Hilbert transform and the Cesaro averages. One has to think instead
in terms of the a.e. continuity of the limit of the series. For instance for the
averages in Question 7.2 the corresponding averages to study with respect to
Question 7.5 would be the a.e continuity in t of the series
∞∑
n=−∞
f(T p(n)xe2piip(n)t
n
once the function f is orthogonal to the appropriate factor.
Some of these questions have been raised by the first author during prob-
lem sessions at the Ergodic Theory Workshops he has organized yearly at The
University of North Carolina at Chapel Hill since the summer of 2002.
References
[ABM04] I. Assani, Z. Buczolich, and R. D. Mauldin, Counting and conver-
gence in ergodic theory, Acta Univ. Carolin. Math. Phys. 45 (2004),
no. 2, 5–21, 32nd Winter School on Abstract Analysis.
Survey of the Return Times Theorem 39
[ABM05] , An L1 counting problem in ergodic theory, J. Anal. Math.
95 (2005), 221–241.
[ALR95] I. Assani, E. Lesigne, and D. J. Rudolph, Wiener-Wintner return-
times ergodic theorem, Israel J. Math. 92 (1995), no. 1-3, 375–395.
[AP03] I. Assani and K. Presser, Pointwise characteristic factors for the
multiple term return times theorem, Preprint, 2003.
[AP12] , Pointwise characteristic factors for the multiterm return
times theorem, Ergodic Theory Dynam. Systems 32 (2012), no. 2,
341–360.
[Ass93] I. Assani, Uniform wiener wintner theorems for weakly mixing dy-
namical systems, Preprint, 1993.
[Ass97] , Strong laws for weighted sums of independent identically
distributed random variables, Duke Math. J. 88 (1997), no. 2, 217–
246.
[Ass98a] , Multiple recurrence and almost sure convergence for weakly
mixing dynamical systems, Israel J. Math. 103 (1998), 111–124.
[Ass98b] , A weighted pointwise ergodic theorem, Ann. Inst. H.
Poincare´ Probab. Statist. 34 (1998), no. 1, 139–150.
[Ass99] , The return times on sigma finite measure spaces, Unpub-
lished preprint, 1999.
[Ass00] , Multiple return times theorems for weakly mixing systems,
Ann. Inst. H. Poincare´ Probab. Statist. 36 (2000), no. 2, 153–165.
[Ass03a] , Characteristic factors for some nonconventional averages,
Preprint, 2003.
[Ass03b] , Wiener-Wintner dynamical systems, Ergodic Theory Dy-
nam. Systems 23 (2003), no. 6, 1637–1654.
[Ass03c] , Wiener Wintner ergodic theorems, World Scientific Pub-
lishing Co. Inc., River Edge, NJ, 2003.
[Ass04a] , Duality and the one-sided ergodic Hilbert transform, Chapel
Hill Ergodic Theory Workshops, Contemp. Math., vol. 356, Amer.
Math. Soc., Providence, RI, 2004, pp. 81–90.
[Ass04b] , Spectral characterization of Wiener-Wintner dynamical sys-
tems, Ergodic Theory Dynam. Systems 24 (2004), no. 2, 347–365.
[Ass98] , Convergence of the p-series for stationary sequences, New
York J. Math. 3A (1997/98), no. Proceedings of the New York Jour-
nal of Mathematics Conference, June 9–13, 1997, 15–30 (electronic).
MR 1604577 (99c:60061)
Survey of the Return Times Theorem 40
[Bel89] A. Bellow, Perturbation of a sequence, Adv. Math. 78 (1989), no. 2,
131–139.
[BH60] J. R. Blum and D. L. Hanson, On the mean ergodic theorem for
subsequences, Bull. Amer. Math. Soc. 66 (1960), 308–311.
[Bir31] G.D. Birkhoff, Proof of the ergodic theorem, Proc. Nat. Acad. Sci.
17 (1931), 656–660.
[BJLO04] J. Baxter, R. Jones, M. Lin, and J. Olsen, SLLN for weighted
independent identically distributed random variables, J. Theoret.
Probab. 17 (2004), no. 1, 165–181.
[BK69] A. Brunel and M. Keane, Ergodic theorems for operator sequences, Z.
Wahrscheinlichkeitstheorie und Verw. Gebiete 12 (1969), 231–240.
[BL85] A. Bellow and V. Losert, The weighted pointwise ergodic theorem
and the individual ergodic theorem along subsequences, Trans. Amer.
Math. Soc. 288 (1985), no. 1, 307–345.
[BO83] J. Baxter and J. Olsen, Weighted and subsequential ergodic theo-
rems, Canad. J. Math. 35 (1983), no. 1, 145–166.
[Bou88] J. Bourgain, Return time sequences of dynamical systems, Preprint,
1988.
[Bou89] , Pointwise ergodic theorems for arithmetic sets, Inst. Hautes
E´tudes Sci. Publ. Math. 69 (1989), 5–45, With an appendix by the
author, H. Furstenberg, Y. Katznelson and D. S. Ornstein.
[Bou90] , Double recurrence and almost sure convergence, J. Reine
Angew. Math. 404 (1990), 140–161.
[BR77] J. R. Blum and J. I. Reich, The individual ergodic theorem for p-
sequences, Israel J. Math. 27 (1977), no. 2, 180–184.
[Bru66] A. Brunel, Sur quelques proble`mes de la the`orie ergodique ponctuelle,
The`se, 1966.
[Cal68] A.-P. Caldero´n, Ergodic theory and translation-invariant operators,
Proc. Nat. Acad. Sci. U.S.A. 59 (1968), 349–353. MR 0227354 (37
#2939)
[CL80] J. Cuzick and T.L. Lai, On random Fourier series, Trans. Amer.
Math. Soc. 261 (1980), no. 1, 53–80.
[CL84] J.-P. Conze and E. Lesigne, The´ore`mes ergodiques pour des mesures
diagonales, Bull. Soc. Math. France 112 (1984), no. 2, 143–175.
[CL88] , Sur un the´ore`me ergodique pour des mesures diagonales, C.
R. Acad. Sci. Paris Se´r. I Math. 306 (1988), no. 12, 491–493.
Survey of the Return Times Theorem 41
[CL09] Guy Cohen and Michael Lin, Almost sure convergence of weighted
sums of independent random variables, Ergodic theory, Contemp.
Math., vol. 485, Amer. Math. Soc., Providence, RI, 2009, pp. 13–
43. MR 2553208 (2011e:60060)
[Col95] K. Collins, Bourgain’s return times theorem, Master Thesis, adviser
I. Assani, 1995.
[Con73] J.-P. Conze, Convergence des moyennes ergodiques pour des sous-
suites, Contributions au calcul des probabilite´s, Soc. Math. France,
Paris, 1973, pp. 7–15. Bull. Soc. Math. France, Me´m. No. 35.
[Cot55] Mischa Cotlar, A unified theory of Hilbert transforms and ergodic
theorems, Rev. Mat. Cuyana 1 (1955), 105–167 (1956). MR 0084632
(18,893d)
[CT12] M. J. Carro and P. Tradacete, Extrapolation on lp,∞, Preprint, 2012.
[Cun05] C. Cuny, On randomly weighted one-sided ergodic Hilbert trans-
forms, Ergodic Theory Dynam. Systems 25 (2005), no. 1, 89–99.
[Dem04] C. Demeter, The best constants associated with some weak maximal
inequalities in ergodic theory, Canad. J. Math. 56 (2004), no. 3,
449–471.
[Dem06] , Randomly weighted series of i.i.d.’s in L1, Ergodic Theory
Dynam. Systems 26 (2006), no. 3, 711–717.
[Dem09] , On some maximal multipliers in Lp, Preprint, 2009.
[DGS76] M. Denker, C. Grillenberger, and K. Sigmund, Ergodic theory on
compact spaces, Springer-Verlag, Berlin, 1976, Lecture Notes in
Mathematics, Vol. 527.
[DJ04] C. Demeter and R. Jones, Besicovitch weights and the necessity of
duality restrictions in the weighted ergodic theorem, Chapel Hill Er-
godic Theory Workshops, Contemp. Math., vol. 356, Amer. Math.
Soc., Providence, RI, 2004, pp. 127–135.
[DLTT08] C. Demeter, M. Lacey, T. Tao, and C. Thiele, Breaking the duality in
the return times theorem, Duke Math. J. 143 (2008), no. 2, 281–355.
[DQ04] Ciprian Demeter and Anthony Quas, Weak-L1 estimates and ergodic
theorems, New York J. Math. 10 (2004), 169–174 (electronic). MR
2114784 (2005m:37014)
[EZK12] T. Eisner and P. Zorin-Kranich, Uniformity in the wiener-wintner
theorem for nilsequences, Preprint arXiv: 1208.3977, 2012.
[FO72] N. Friedman and D. S. Ornstein, On mixing and partial mixing,
Illinois J. Math. 16 (1972), 61–68.
Survey of the Return Times Theorem 42
[Fri70] N. Friedman, Introduction to ergodic theory, Van Nostrand Reinhold
Co., New York, 1970, Van Nostrand Reinhold Mathematical Studies,
No. 29.
[Fur60] H. Furstenberg, Stationary processes and prediction theory, Annals
of Mathematics Studies, No. 44, Princeton University Press, Prince-
ton, N.J., 1960.
[Fur77] , Ergodic behavior of diagonal measures and a theorem of
Szemere´di on arithmetic progressions, J. Analyse Math. 31 (1977),
204–256.
[Fur81] , Recurrence in ergodic theory and combinatorial number the-
ory, Princeton University Press, Princeton, N.J., 1981, M. B. Porter
Lectures.
[FW96] H. Furstenberg and B. Weiss, A mean ergodic theorem for
1
N
∑N
n=1 f(T
nx)g(Tn
2
x), Convergence in ergodic theory and prob-
ability (Columbus, OH, 1993), Ohio State Univ. Math. Res. Inst.
Publ., vol. 5, de Gruyter, Berlin, 1996, pp. 193–227.
[HK05] B. Host and B. Kra, Nonconventional ergodic averages and nilman-
ifolds, Ann. of Math. (2) 161 (2005), no. 1, 397–488.
[HK09] Bernard Host and Bryna Kra, Uniformity seminorms on `∞ and
applications, J. Anal. Math. 108 (2009), 219–276. MR 2544760
(2010j:11018)
[Jaj87] R. Jajte, On the existence of the ergodic Hilbert transform, Ann.
Probab. 15 (1987), no. 2, 831–835. MR 885148 (88h:47012)
[Jew70] R. Jewett, The prevalence of uniquely ergodic systems, J. Math.
Mech. 19 (1969/1970), 717–729.
[KB37] Nicolas Kryloff and Nicolas Bogoliouboff, La the´orie ge´ne´rale de la
mesure dans son application a` l’e´tude des syste`mes dynamiques de la
me´canique non line´aire, Ann. of Math. (2) 38 (1937), no. 1, 65–113.
MR 1503326
[Khi33] A. Khintchine, Zu Birkhoffs Lo¨sung des Ergodenproblems, Math.
Ann. 107 (1933), no. 1, 485–488.
[KN74] L. Kuipers and H. Niederreiter, Uniform distribution of sequences,
Wiley-Interscience [John Wiley & Sons], New York, 1974, Pure and
Applied Mathematics.
[Kre71] U. Krengel, On the individual ergodic theorem for subsequences,
Ann. Math. Statist. 42 (1971), 1091–1095.
Survey of the Return Times Theorem 43
[Kre85] , Ergodic theorems, de Gruyter Studies in Mathematics,
vol. 6, Walter de Gruyter & Co., Berlin, 1985, With a supplement
by Antoine Brunel.
[Kri72] W. Krieger, On unique ergodicity, Proceedings of the Sixth Berke-
ley Symposium on Mathematical Statistics and Probability (Univ.
California, Berkeley, Calif., 1970/1971), Vol. II: Probability theory
(Berkeley, Calif.), Univ. California Press, 1972, pp. 327–346.
[Lac97] M. Lacey, The return time theorem fails on infinite measure-
preserving systems, Ann. Inst. H. Poincare´ Probab. Statist. 33
(1997), no. 4, 491–495.
[Len09a] Daniel Lenz, Aperiodic order via dynamical systems: diffraction
for sets of finite local complexity, Ergodic theory, Contemp. Math.,
vol. 485, Amer. Math. Soc., Providence, RI, 2009, pp. 91–112. MR
2553212 (2010j:52075)
[Len09b] , Continuity of eigenfunctions of uniquely ergodic dynami-
cal systems and intensity of Bragg peaks, Comm. Math. Phys. 287
(2009), no. 1, 225–258. MR 2480747 (2010g:37007)
[LMM94] E. Lesigne, C. Mauduit, and B. Mosse´, Le the´ore`me ergodique le long
d’une suite q-multiplicative, Compositio Math. 93 (1994), no. 1, 49–
79.
[LOT99] M. Lin, J. Olsen, and A. Tempelman, On modulated ergodic theo-
rems for Dunford-Schwartz operators, Proceedings of the Conference
on Probability, Ergodic Theory, and Analysis (Evanston, IL, 1997),
vol. 43, 1999, pp. 542–567.
[LPWR94] M. Lacey, K. Petersen, M. Wierdl, and D. J. Rudolph, Random er-
godic theorems with universally representative sequences, Ann. Inst.
H. Poincare´ Probab. Statist. 30 (1994), no. 3, 353–395.
[LW07] M. Lin and M. Weber, Weighted ergodic theorems and strong laws
of large numbers, Ergodic Theory Dynam. Systems 27 (2007), no. 2,
511–543.
[OST+] R. Oberlin, A. Seeger, T. Tao, C. Thiele, and J. Wright, A variation
norm carleson theorem, to appear.
[OW92] D. S. Ornstein and B. Weiss, Subsequence ergodic theorems for
amenable groups, Israel J. Math. 79 (1992), no. 1, 113–127.
[Poi87] H. Poincare´, Les me´thodes nouvelles de la me´canique ce´leste. Tome
III, Les Grands Classiques Gauthier-Villars. [Gauthier-Villars Great
Classics], Librairie Scientifique et Technique Albert Blanchard,
Paris, 1987, Invariant inte´graux. Solutions pe´riodiques du deuxie`me
Survey of the Return Times Theorem 44
genre. Solutions doublement asymptotiques. [Integral invariants. Pe-
riodic solutions of the second kind. Doubly asymptotic solutions],
Reprint of the 1899 original, Bibliothe`que Scientifique Albert Blan-
chard. [Albert Blanchard Scientific Library].
[RN75] C. Ryll-Nardzewski, Topics in ergodic theory, Probability—Winter
School (Proc. Fourth Winter School, Karpacz, 1975), Springer,
Berlin, 1975, pp. 131–156. Lecture Notes in Math., Vol. 472.
[Rob94] E. A. Robinson, Jr., On uniform convergence in the Wiener-Wintner
theorem, J. London Math. Soc. (2) 49 (1994), no. 3, 493–501.
[Rud94] D. J. Rudolph, A joinings proof of Bourgain’s return time theorem,
Ergodic Theory Dynam. Systems 14 (1994), no. 1, 197–203.
[Rud98] , Fully generic sequences and a multiple-term return-times
theorem, Invent. Math. 131 (1998), no. 1, 199–228.
[Sch12] M. Schreiber, Uniform families of ergodic operator nets, Preprint
arXiv1206.0913, 2012.
[SW07] Sara I. Santos and Charles Walkden, Topological Wiener-Wintner
ergodic theorems via non-abelian Lie group extensions, Ergodic The-
ory Dynam. Systems 27 (2007), no. 5, 1633–1650. MR 2358981
(2009f:37007)
[Tal95] M. Talagrand, A borderline random Fourier series, Ann. Probab.
23 (1995), no. 2, 776–785.
[Tem67] A. A. Tempelman, Ergodic theorems for general dynamical systems,
Dokl. Akad. Nauk SSSR 176 (1967), 790–793.
[Wal96] P. Walters, Topological Wiener-Wintner ergodic theorems and a
random L2 ergodic theorem, Ergodic Theory Dynam. Systems 16
(1996), no. 1, 179–206.
[WW41] N. Wiener and A. Wintner, Harmonic analysis and ergodic theory,
Amer. J. Math. 63 (1941), 415–426.
[Zie02] T. Ziegler, Non-conventional ergodic averages, Doctoral Disseration,
adviser H. Furstenberg, 2002.
