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INVERSION FORMULAS INVOLVING ORTHOGONAL
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P.O. Box 5031, 2600 GA Delft, The Netherlands
E-mail: koekoek@twi.tudelft.nl
We derive inversion formulas involving orthogonal polynomials which can be used
to find coefficients of differential equations satisfied by certain generalizations of
the classical orthogonal polynomials. As an example we consider special symmetric
generalizations of the Hermite polynomials.
1 Introduction
In 7 we found differential equations of spectral type satisfied by the generalized
Laguerre polynomials
{
Lα,Mn (x)
}
∞
n=0
which are orthogonal on the interval
[0,∞) with respect to the weight function
1
Γ(α+ 1)
xαe−x +Mδ(x), α > −1, M ≥ 0.
These orthogonal polynomials were introduced by T.H. Koornwinder in 15.
In order to find the coefficients of these differential equations we had to solve
systems of equations of the form
∞∑
i=1
ai(x)D
iL(α)n (x) = Fn(x), n = 1, 2, 3, . . . , (1)
where D =
d
dx
denotes the differentiation operator. In 1 H. Bavinck showed
that the coefficients {ai(x)}∞i=1 are uniquely determined and can be written
in the form
ai(x) = (−1)i
i∑
j=1
L
(−α−i−1)
i−j (−x)Fj(x), i = 1, 2, 3 . . . . (2)
This result is based on the inversion formula
i∑
k=j
L
(−α−i−1)
i−k (−x)L(α+j)k−j (x) = δij , j ≤ i, i, j = 0, 1, 2, . . . . (3)
See also 9. This inversion formula was derived in a similar way as the in-
version formula involving Charlier polynomials found in 5. See also 9 and
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section 3 of this paper. For inversion formulas involving Meixner polynomials
the reader is referred to 3. See also 2. In 11 we used the inversion formula
(3) to find differential equations of spectral type satisfied by the Sobolev-type
Laguerre polynomials
{
Lα,M,Nn (x)
}
∞
n=0
which are othogonal with respect to
the Sobolev-type inner product
< f, g >=
1
Γ(α+ 1)
∫
∞
0
xαe−xf(x)g(x)dx +Mf(0)g(0) +Nf ′(0)g′(0),
where α > −1, M ≥ 0 and N ≥ 0.
In 15 T.H. Koornwinder also introduced the generalized Jacobi polyno-
mials
{
Pα,β,M,Nn (x)
}
∞
n=0
which are orthogonal on the interval [−1, 1] with
respect to the weight function
Γ(α+ β + 2)
2α+β+1Γ(α+ 1)Γ(β + 1)
(1− x)α(1 + x)β +Mδ(x+ 1) +Nδ(x− 1),
where α > −1, β > −1, M ≥ 0 and N ≥ 0. In 12 we were looking for
differential equations of spectral type satisfied by these generalized Jacobi
polynomials. The general case turned out to be very difficult, but in 13 we
were able to solve this problem in the special case that β = α and N = M .
In order to find the coefficients of these differential equations we had to solve
systems of equations of the form
∞∑
i=1
ci(x)D
iP (α,β)n (x) = Fn(x), n = 1, 2, 3, . . . .
In 9 we showed that the coefficients {ci(x)}∞i=1 are unique and that they can
be written in the form
ci(x) = 2
i
i∑
j=1
α+ β + 2j + 1
(α+ β + j + 1)i+1
P
(−α−i−1,−β−i−1)
i−j (x)Fj(x), i = 1, 2, 3 . . . .
This result is based on the inversion formula
i∑
k=j
α+ β + 2k + 1
(α+ β + k + j + 1)i−j+1
× P (−α−i−1,−β−i−1)i−k (x)P (α+j,β+j)k−j (x) = δij , j ≤ i, i, j = 0, 1, 2, . . . , (4)
which is proved in 9. This inversion formula was derived in a completely
different way than the inversion formulas mentioned before. In 8 it is shown
that this inversion formula (with β = α) can be used to derive the results
obtained in 13 in an easier way. Finally in 10 this inversion formula is used to
solve the problem for all α > −1, β > −1, M ≥ 0 and N ≥ 0.
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In this paper we will derive several kinds of inversion formulas and we
will show how they can be applied to find coefficients of differential equations
for generalizations of some classical orthogonal polynomials.
2 Some classical orthogonal polynomials
In this section we will recall some formulas involving classical orthogonal
polynomials which we will use in this paper. For details the reader is referred
to 14.
The Meixner-Pollaczek polynomials
{
P
(λ)
n (x;φ)
}
∞
n=0
can be defined by
their generating function
(
1− eiφt)−λ+ix (1− e−iφt)−λ−ix = ∞∑
n=0
P (λ)n (x;φ)t
n. (5)
The classical Jacobi polynomials
{
P
(α,β)
n (x)
}
∞
n=0
can be defined for all α
and β and n ∈ {0, 1, 2, . . .} by
P (α,β)n (x) =
n∑
k=0
(n+ α+ β + 1)k
k!
(α + k + 1)n−k
(n− k)!
(
x− 1
2
)k
. (6)
They satisfy the orthogonality relation
Γ(α+ β + 2)
2α+β+1Γ(α+ 1)Γ(β + 1)
∫ 1
−1
(1 − x)α(1 + x)βP (α,β)m (x)P (α,β)n (x)dx
=
α+ β + 1
2n+ α+ β + 1
(α+ 1)n(β + 1)n
(α+ β + 1)n n!
δmn, m, n = 0, 1, 2, . . . .
The Gegenbauer or ultraspherical polynomials
{
G
(λ)
n (x)
}
∞
n=0
form a special
case of the classical Jacobi polynomials. In fact we have
G(λ)n (x) =
(2λ)n
(λ+ 12 )n
P
(λ− 1
2
,λ− 1
2
)
n (x), λ > −1
2
, λ 6= 0. (7)
These ultraspherical polynomials can also be defined by their generating func-
tion
(1− 2xt+ t2)−λ =
∞∑
n=0
G(λ)n (x)t
n. (8)
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The special case λ = 0 needs another normalization. In that case we have the
Chebyshev polynomials of the first kind {Tn(x)}∞n=0 given by
Tn(x) =
P
(− 1
2
,− 1
2
)
n (x)
P
(− 1
2
,− 1
2
)
n (1)
= 2F1
( −n, n
1
2
∣∣∣∣ 1− x2
)
, n = 0, 1, 2, . . . .
Their generating function equals
1− xt
1− 2xt+ t2 =
∞∑
n=0
Tn(x)t
n. (9)
The Chebyshev polynomials of the second kind {Un(x)}∞n=0 are given by
Un(x) = (n+1)
P
( 1
2
, 1
2
)
n (x)
P
( 1
2
, 1
2
)
n (1)
= (n+1) 2F1
( −n, n+ 2
3
2
∣∣∣∣ 1− x2
)
, n = 0, 1, 2, . . . .
These polynomials can also be defined by their generating function
1
1− 2xt+ t2 =
∞∑
n=0
Un(x)t
n. (10)
Finally the classical Legendre (or spherical) polynomials {Pn(x)}∞n=0 form
another special case of the classical Jacobi polynomials. In fact we have
Pn(x) = P
(0,0)
n (x) =
n∑
k=0
(n+ k)!
(n− k)! (k!)2
(
x− 1
2
)k
, n = 0, 1, 2, . . . .
These Legendre polynomials can also be defined by their generating function
1√
1− 2xt+ t2 =
∞∑
n=0
Pn(x)t
n. (11)
Note that the Legendre polynomials also form a special case of the ultras-
pherical polynomials, since we have
Pn(x) = G
( 1
2
)
n (x), n = 0, 1, 2, . . . . (12)
The classical Laguerre polynomials
{
L
(α)
n (x)
}
∞
n=0
can be defined for all
α and n ∈ {0, 1, 2, . . .} as
L(α)n (x) =
n∑
k=0
(−1)k
(
n+ α
n− k
)
xk
k!
=
n∑
k=0
(−1)k (α + k + 1)n−k
(n− k)!
xk
k!
.
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The generating function for the classical Laguerre polynomials is given by
(1 − t)−α−1 exp
(
xt
t− 1
)
=
∞∑
n=0
L(α)n (x)t
n. (13)
Further we have for n = 0, 1, 2, . . .
DiL(α)n (x) = (−1)iL(α+i)n−i (x), i = 0, 1, 2, . . . , n. (14)
Another family of continuous orthogonal polynomials is the one named
after Hermite. The classical Hermite polynomials {Hn(x)}∞n=0 can be defined
by their generating function
exp
(
xt− 1
4
t2
)
=
∞∑
n=0
Hn(x)t
n. (15)
Here we used another normalization than in 14. This one turns out to be
more convenient in this paper. These classical Hermite polynomials satisfy
the orthogonality relation
1√
pi
∫
∞
−∞
e−x
2
Hm(x)Hn(x)dx =
δmn
2n n!
, m, n = 0, 1, 2, . . . .
Further we have for n = 0, 1, 2, . . .
DiHn(x) = Hn−i(x), i = 0, 1, 2, . . . , n. (16)
From the generating function it follows that
H2n+1(0) = 0 and H2n(0) =
(−1)n
22n n!
, n = 0, 1, 2, . . . . (17)
Further we will use the kernels
Kn(x, y) =
n∑
k=0
2k k!Hk(x)Hk(y), n = 0, 1, 2, . . . . (18)
By using (17) we easily find that for n = 0, 1, 2, . . .
K2n+1(x, 0) = K2n(x, 0) =
n∑
k=0
(−1)k (2k)!
k!
H2k(x) (19)
and
K2n+1(0, 0) = K2n(0, 0) =
n∑
k=0
(2k)!
22k (k!)2
=
n∑
k=0
(12 )k
k!
=
(32 )n
n!
. (20)
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Finally we will consider the discrete orthogonal polynomials named after
Meixner and Charlier. We choose normalizations different from those in 14.
The classical Meixner polynomials
{
M
(β)
n (x; c)
}
∞
n=0
can be defined by their
generating function(
1− t
c
)x
(1− t)−x−β =
∞∑
n=0
M (β)n (x; c)t
n. (21)
The Meixner polynomials are connected to the classical Jacobi polynomials
in the following way
M (β)n (x; c) = P
(β−1,−n−β−x)
n
(
2− c
c
)
, n = 0, 1, 2, . . . . (22)
The classical Charlier polynomials
{
C
(a)
n (x)
}
∞
n=0
can also be defined by their
generating function
e−at (1 + t)
x
=
∞∑
n=0
C(a)n (x)t
n. (23)
3 Some inversion formulas
In 5 we observed that the generating function (23) implies that
1 = e−at(1 + t)xeat(1 + t)−x =
∞∑
n=0
(
n∑
k=0
C
(a)
k (x)C
(−a)
n−k (−x)
)
tn,
which implies that
n∑
k=0
C
(a)
k (x)C
(−a)
n−k (−x) =
{
1, n = 0
0, n = 1, 2, 3 . . .
or
i∑
k=j
C
(−a)
i−k (−x)C(a)k−j(x) = δij , j ≤ i, i, j = 0, 1, 2, . . . . (24)
As already indicated in 9 this formula (24) can be interpreted as follows. If
we define the matrix T = (tij)
n
i,j=0 with entries
tij =
{
C
(a)
i−j(x), j ≤ i
0, j > i,
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then this matrix T is a triangular matrix with determinant 1 and the inverse
U of T is given by T−1 = U = (uij)
n
i,j=0 with entries
uij =
{
C
(−a)
i−j (−x), j ≤ i
0, j > i.
Therefore we call (24) an inversion formula.
In the same way we find from the generating function (13) for the classical
Laguerre polynomials
i∑
k=j
L
(−α−2)
i−k (−x)L(α)k−j(x) = δij , j ≤ i, i, j = 0, 1, 2, . . . .
However, in view of (14) this inversion formula cannot be used to solve the
systems of the equations of the form (1). In 1 H. Bavinck observed that it
also follows from the generating function (13) that
(1− t)i−j−1 = (1− t)−α−j−1 exp
(
xt
t− 1
)
(1− t)α+i exp
( −xt
t− 1
)
=
∞∑
n=0
(
n∑
k=0
L
(α+j)
k (x)L
(−α−i−1)
n−k (−x)
)
tn
which implies, by comparing the coefficients of ti−j on both sides, that
i−j∑
k=0
L
(α+j)
k (x)L
(−α−i−1)
i−j−k (−x) = δij , j ≤ i, i, j = 0, 1, 2, . . . ,
which is equivalent to (3). This inversion formula implies that the system of
equations (1) has the unique solution given by (2).
4 More (inversion) formulas
Applying the method described in the preceding section to the generating
function (10) for the Chebyshev polynomials of the second kind and the gen-
erating function (11) for the Legendre polynomials we obtain
∞∑
n=0
Un(x)t
n =
1
1− 2xt+ t2 =
1√
1− 2xt+ t2
1√
1− 2xt+ t2
=
∞∑
k=0
Pk(x)t
k
∞∑
m=0
Pm(x)t
m =
∞∑
n=0
(
n∑
k=0
Pk(x)Pn−k(x)
)
tn,
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which implies that
n∑
k=0
Pk(x)Pn−k(x) = Un(x), n = 0, 1, 2, . . . .
Another interesting formula of this kind can be found by using the generating
function (10) for the Chebyshev polynomials of the second kind and the gen-
erating function (9) for the Chebyshev polynomials of the first kind. In fact,
we have
∞∑
n=0
Un(x)t
n =
1
1− 2xt+ t2 =
1
1− xt
1− xt√
1− 2xt+ t2
=
∞∑
k=0
xktk
∞∑
m=0
Tm(x)t
m =
∞∑
n=0
(
n∑
k=0
xkTn−k(x)
)
tn,
which implies that
n∑
k=0
xkTn−k(x) = Un(x), n = 0, 1, 2, . . . . (25)
As before we can use the generating function (8) for the ultraspherical
polynomials to obtain the inversion formula
i∑
k=j
G
(−λ)
i−k (x)G
(λ)
k−j(x) = δij , j ≤ i, i, j = 0, 1, 2, . . . . (26)
In view of (12) the special (limit) case λ = 12 should lead to an inversion
formula for the Legendre polynomials. If we define for every positive integer
N the matrix A = (aij)
N
i,j=1 with entries
aij =
{
Pi−j(x), j ≤ i
0, j > i,
then this matrix is a triangular matrix with determinant 1 and hence invert-
ible. Now we have G
(λ)
0 (x) = 1, G
(λ)
1 (x) = 2λx → −x for λ → − 12 and for
n = 2, 3, 4, . . .
G(λ)n (x) =
(2λ)n
(λ + 12 )n
P
(λ− 1
2
,λ− 1
2
)
n (x) → −2
n− 1P
(−1,−1)
n (x) for λ→ −
1
2
.
Now we have by using (6) for n = 2, 3, 4, . . .
Bn(x) :=
−2
n− 1P
(−1,−1)
n (x) =
1
n
(1− x)P (1,−1)n−1 (x). (27)
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Hence, the inverse A−1 = B = (bij)
N
i,j=1 is given by
bij =


0, i < j
1, i = j
−x i = j + 1
Bi−j(x), i ≥ j + 2.
In case of the Chebyshev polynomials of the second kind we can obtain
an inversion formula as follows. If we define for every positive integer N the
matrix A = (aij)
N
i,j=1 with entries
aij =
{
Ui−j(x), j ≤ i
0, j > i,
then this matrix is a triangular matrix with determinant 1 and hence invert-
ible. It is not difficult to show that its inverse A−1 = B = (bij)
N
i,j=1 is given
by
bij =


1, i = j
−2x, i = j + 1
1, i = j + 2
0, otherwise.
This can be shown by writing
BA = C = (cij)
N
i,j=1 with cij =
N∑
k=1
bikakj
and showing that C = I, the identity matrix. This is done by using the
well-known relation
Un(x)− 2xUn+1(x) + Un+2(x) = 0, n = 0, 1, 2, . . . .
In case of the Chebyshev polynomials of the first kind we consider the
matrix A = (aij)
N
i,j=1 for every positive integer N with entries
aij =
{
Ti−j(x), j ≤ i
0, j > i.
Then this matrix is also a triangular matrix with determinant 1 and hence
invertible. The inverse A−1 = B = (bij)
N
i,j=1 is given by
bij =


0, i < j
1, i = j
−x, i = j + 1
xi−j−2(1− x2), i ≥ j + 2.
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This can also be shown by writing
BA = C = (cij)
N
i,j=1 with cij =
N∑
k=1
bikakj
and showing that C = I, the identity matrix. This is done by using the
formula (25) and the well-known relation
(1− x2)Un(x)− xTn+1(x) + Tn+2(x) = 0, n = 0, 1, 2, . . . .
The generating function (5) can also be used to find inversion formulas
involving Meixner-Pollaczek polynomials. In fact we have
i∑
k=j
P
(−λ)
i−k (−x;φ)P (λ)k−j(x;φ) = δij , j ≤ i, i, j = 0, 1, 2, . . .
or
i∑
k=j
P
(−λ)
i−k (x;−φ)P (λ)k−j(x;φ) = δij , j ≤ i, i, j = 0, 1, 2, . . . .
By using the generating function (21) for the Meixner polynomials we
find the inversion formula
i∑
k=j
M
(−β)
i−k (−x; c)M (β)k−j(x; c) = δij , j ≤ i, i, j = 0, 1, 2, . . . . (28)
We remark that this inversion formula is different from the one obtained in 3.
See also 2 for an application of that inversion formula.
Note that the generating function (15) for the classical Hermite polyno-
mials implies that
1 = exp
(
xt− 1
4
t2
)
exp
(
−xt+ 1
4
t2
)
=
∞∑
n=0
(
n∑
k=0
Hk(x)Hn−k(ix)i
n−k
)
tn,
which implies that
n∑
k=0
Hk(x)Hn−k(ix)i
n−k =
{
1, n = 0
0, n = 1, 2, 3 . . . .
In view of (16) this formula can be used as follows. A system of equations of
the form
Fn(x) =
∞∑
k=1
ak(x)D
kHn(x), n = 1, 2, 3, . . . , (29)
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where the coefficients {ak(x)}∞k=1 are polynomials which are independent of
n, has the unique solution
ak(x) =
k∑
j=1
ik−jHk−j(ix)Fj(x), k = 1, 2, 3, . . . . (30)
5 Inversion formulas involving Jacobi polynomials
In 9 we have found the inversion formula (4) involving Jacobi polynomials.
As mentioned before this formula was found in a completely different way.
The well-known generating function for the classical Jacobi polynomials has
a different structure, which implies that the method used before cannot be
used in that case. In 9 we proved that for n = 0, 1, 2, . . . we have
n∑
k=0
α+ β + 2k + 1
(α + β + k + 1)n+1
P
(α,β)
k (x)P
(−n−α−1,−n−β−1)
n−k (y) =
1
n!
(
x− y
2
)n
.
Now y = x leads to the inversion formula (4). If y = −x this leads to a
formula which was used in 8 in the case that β = α.
By using the relation (22) between the Meixner and the Jacobi polyno-
mials we find from the inversion formula (28) for the Meixner polynomials
that
i∑
k=j
P
(−α−2,−β−i+k)
i−k (x)P
(α,β−k+j)
k−j (x) = δij , j ≤ i, i, j = 0, 1, 2, . . . .
Another inversion formula involving Jacobi polynomials can be obtained
from the inversion formula (26) for the ultraspherical polynomials. By using
(7) and after setting λ = α+ 12 this leads to
i∑
k=j
(−2α− 1)i−k
(−α)i−k
(2α+ 1)k−j
(α+ 1)k−j
× P (−α−1,−α−1)i−k (x)P (α,α)k−j (x) = δij , j ≤ i, i, j = 0, 1, 2, . . . .
6 Applications to differential equations
In this section we will investigate the generalized Hermite polynomials{
HMn (x)
}
∞
n=0
which are orthogonal on the real line with respect to the weight
function
w(x) =
1√
pi
e−x
2
+Mδ(x), M ≥ 0.
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In 4 these generalized Hermite polynomials are called special (linear) per-
turbations of the classical Hermite polynomials. They can be represented in
terms of the kernels (18) as (see 4)
HMn (x) = Hn(x) +MQn(x), n = 0, 1, 2, . . . ,
where Q0(x) = 0 and
Qn(x) =
∣∣∣∣Hn(x) Kn−1(x, 0)Hn(0) Kn−1(0, 0)
∣∣∣∣ =
n∑
k=0
qn,kHk(x), n = 1, 2, 3, . . .
with, by using (19), for n = 1, 2, 3, . . .
qn,n = Kn−1(0, 0) and qn,k = −2k k!Hk(0)Hn(0), k = 0, 1, 2, . . . , n− 1.
In 4 it is shown that these generalized Hermite polynomials satisfy a differen-
tial equation of the form
M
∞∑
k=1
ak(x)y
(k)(x) + y′′(x)− 2xy′(x) + (2n+Mαn)y(x) = 0, (31)
where the coefficients {ak(x)}∞k=1 are polynomials with degree[ak(x)] ≤ k, k =
1, 2, 3, . . . which are independent of n. Moreover it is shown that the ’eigen-
value’ parameters {α2n+1}∞n=0 can be chosen arbitrarily,
α0 = 0 and α2n =
n∑
j=1
(λ2j − λ2j−2)q2j,2j , n = 1, 2, 3 . . . ,
where λn = 2n, n = 0, 1, 2, . . .. Hence, λ2j −λ2j−2 = 4, j = 1, 2, 3, . . . and by
using (20)
q2j,2j = K2j−1(0, 0) =
(32 )j−1
(j − 1)! , j = 1, 2, 3, . . . .
This implies that
α2n = 4
n∑
j=1
(32 )j−1
(j − 1)! = 4
n−1∑
k=0
(32 )k
k!
= 4
(52 )n−1
(n− 1)! , n = 1, 2, 3, . . . .
In order to find the coefficients {ak(x)}∞k=1 we set y(x) = HMn (x) = Hn(x) +
MQn(x) in the differential equation (31) and view the left-hand side as a
polynomial in M . Then the coefficients of this polynomial must vanish, hence
∞∑
k=1
ak(x)D
kHn(x) = −αnHn(x)−Q′′n(x)+2xQ′n(x)−2nQn(x), n = 0, 1, 2, . . .
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and
∞∑
k=1
ak(x)D
kQn(x) = −αnQn(x), n = 0, 1, 2, . . . .
Since we have, by using (17) and (20),
Q2n+1(x) = K2n(0, 0)H2n+1(x) =
(32 )n
n!
H2n+1(x), n = 0, 1, 2, . . .
and
(32 )n
n!
6= 0, n = 0, 1, 2, . . .
both systems of equations lead to
2n+1∑
k=1
ak(x)H2n+1−k(x) = −α2n+1H2n+1(x), n = 0, 1, 2, . . . . (32)
Further we have
Q2n(x) =
n∑
k=0
q2n,2kH2k(x), n = 1, 2, 3, . . . ,
where, by using (20),
q2n,2n = K2n−1(0, 0) =
(32 )n−1
(n− 1)! , n = 1, 2, 3, . . .
and, by using (17), for k = 0, 1, 2, . . . , n− 1 and n = 1, 2, 3, . . .
q2n,2k = −22k(2k)!H2k(0)H2n(0) = (−1)
n+k+1(2k)!
22n n! k!
.
Now we have for n = 1, 2, 3, . . .
Q′′2n(x)− 2xQ′2n(x) =
n∑
k=0
q2n,2k [H
′′
2k(x)− 2xH ′2k(x)]
=
n∑
k=0
q2n,2k [−4kH2k(x)] .
Hence, for n = 1, 2, 3, . . . we obtain
−α2nH2n(x) −Q′′2n(x) + 2xQ′2n(x)− 4nQ2n(x)
= −α2nH2n(x)− 4
n∑
k=0
(n− k)q2n,2kH2k(x),
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which leads for n = 1, 2, 3, . . . to
2n∑
k=1
ak(x)H2n−k(x) = −α2nH2n(x) − 4
n∑
k=0
(n− k)q2n,2kH2k(x). (33)
Hence, with (32) and (33) we have found that
∞∑
k=1
ak(x)D
kHn(x) =
n∑
k=1
ak(x)Hn−k(x) = Fn(x), n = 1, 2, 3, . . . ,
where

F2n+1(x) = −α2n+1H2n+1(x), n = 0, 1, 2, . . .
F2n(x) = −α2nH2n(x) − 4
n∑
k=0
(n− k)q2n,2kH2k(x), n = 1, 2, 3, . . . .
This system of equations has the form (29). So we can use (30) to conclude
that
ak(x) =
k∑
j=1
ik−jHk−j(ix)Fj(x), k = 1, 2, 3, . . . .
We emphasize that these generalized Hermite polynomials are orthogonal
with respect to a weight function consisting of the classical Hermite weight
function and a Dirac delta distribution at the origin. Therefore these general-
ized Hermite polynomials could be considered as Krall-Hermite polynomials,
but these are quite different from the Krall-Hermite polynomials considered
in 6 which are not orthogonal.
Finally, in 16 it is shown that these generalized Hermite polynomials can-
not satisfy a finite order differential equation of the form (31).
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