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Abstract
In this paper, we focus on the directed minimum degree spanning tree problem and the minimum time broadcast problem.
Firstly, we propose a polynomial time algorithm for the minimum degree spanning tree problem in directed acyclic graphs. The
algorithm starts with an arbitrary spanning tree, and iteratively reduces the number of vertices of maximum degree. We can prove
that the algorithm must reduce a vertex of the maximum degree for each phase, and ﬁnally result in an optimal tree. The algorithm
terminates in O(mn log n) time, where m and n are the numbers of edges and vertices of the graph, respectively. Moreover, we apply
the new algorithm to the minimum time broadcast problem. Two consequences for directed acyclic graphs are: (1) the problem
under the vertex-disjoint paths mode can be approximated within a factor of O(log n/ log OPT) of the optimum in O(mn log n)-
time; (2) the problem under the edge-disjoint paths mode can be approximated within a factor of O(∗/ log∗) of the optimum in
O(mn log n)-time, where ∗ is the minimum k such that there is a spanning tree of the graph with maximum degree k.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we consider the minimum degree spanning tree problem and the minimum time broadcast problem in
directed acyclic graphs.
1.1. The minimum degree spanning tree problem
The minimum degree spanning tree (MDST) problem is that of constructing a spanning tree of an undirected graph,
such that the maximal degree is the smallest among all spanning trees of the graph. This problem is a generalization
of the Hamilton Path problem, thus can easily be shown to be NP-hard. The directed version of the problem has a root
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vertex r ∈ V as part of the input, and asks to construct a spanning tree rooted at r such that the maximal degree of the
tree is minimized. We call this problem as directed minimum degree spanning tree (DMDST) problem in this paper.
For the Steiner version, we are given a graph and a subset D of vertices, and asked to ﬁnd a tree of minimum degree
which spans at least D.
Computing MDSTs of directed or undirected graphs is one of the fundamental problems in computer science, and has
many applications in network and communication areas. The problems and their variants have been studied extensively
[1,15–18,25,26,28,31,33,34]. A survey on MDST problems has appeared in a book on approximation algorithms [30].
Fürer and Raghavachari [16] designed a polynomial time algorithm to approximate the MDST problem to within
one of the optimal. Their algorithm ﬁnds a spanning tree whose degree is at most ∗ + 1, where ∗ is the degree of
an optimal tree for the MDST instance. Their algorithm can also be extended to the Steiner version of the problem for
undirected graphs [17]. The currently best known approximation algorithm for the directed minimum degree spanning
tree (DMDST) problem is due to Raghavachari [25,31]. His algorithm computes in O(nO(log n)) time a tree whose
maximal degree is at most O(∗ + log n), where ∗ is the degree of an optimal tree, and n is the number of vertices.
Fraigniaud [12] showed that the Steiner version of the DMDST problem cannot be approximated within (1 − ) ln |D|
for any > 0 unless NP ⊂ DTIME(nlog log n).
In this paper, we consider the problem of computing MDSTs of directed acyclic graphs (DAG_DMDST). The
DAG_DMDST problem can be solved in polynomial time. We present an exact algorithm for this special case. The
running time of the algorithm is O(mn log n). The algorithm does not employ any exhaustive enumeration, and is likely
to be much faster in practice.
1.2. The minimum time broadcast problem
Broadcasting is the basic operation upon which network applications are frequently based nowadays. Broadcast-
ing for a network consists to transmit a piece of information from a source node to all nodes of the network. A
standard communication model assumes the network to be a connected graph G = (V ,E). Transmissions proceed
by synchronous calls between the nodes of the network. It is generally assumed that (1) a call involves exactly two
nodes; (2) a node can participate to at most one call at a time; and (3) the duration of a call is 1. Here (2) is the
so-called single-port constraint and (3) assumes that two nodes exchange a constant amount of information for a call.
Two main variants of this model have then been investigated. The local model states that calls can only be placed
between neighboring nodes. The line model allows calls to be placed between non-neighboring nodes, where a call can
work for two nodes if there is a path between them in the graph. The local model aims to model switching technolo-
gies such as store-and-forward, whereas the line model aims to model “distance-insensitive” switching technologies
such as circuit-switching, virtual paths in ATM networks. For both variants, the notion of time is captured by count-
ing communication rounds, where round t is deﬁned as the set of calls performed between time t − 1 and time t,
for t = 1, 2, . . . . A broadcast protocol is described by the rounds of calls performed in the graph to complete the
broadcast.
Given a graphG=(V ,E) and a source-node s ∈ V , the broadcast problem asks to compute a broadcast protocol from
s to V , such that the number of broadcast rounds is minimized. This problem is NP-hard in arbitrary graphs, and hence
lots of efforts have been devoted to speciﬁc topologies [6,7,21,22]. The localmodel has been intensively investigated, for
both speciﬁc and arbitrary topologies, respectively [3,2,5,14,19,20,27,32,35]. The line model has also been investigated
for the edge-disjoint paths mode [4,6,8–11,23,29] and the vertex-disjoint paths mode [6,7,21,22,24,27].
We denote by OPT the minimum number of rounds required to perform the broadcast from s in G, by ∗ the
degree of the MDSTs of G rooted at s, and by n the number of nodes of G. Fraigniaud gave two quasi-polynomial time
approximation algorithms, achieving factors of O((∗ + log n)/(log(∗ + log n))) [13] and O(log n/ log OPT) [12] for
the directed versions of the two variants, respectively. These are the best approximation algorithms to our knowledge.
As far as the broadcast problem in directed acyclic graphs is concerned, we derive an O(mn log n)-time,
O(∗/ log∗)-approximation algorithm under the edge-disjoint paths mode, and an O(mn log n)-time,
O(log n/ log OPT)-approximation algorithm under the vertex-disjoint paths mode. Both algorithms are based on the
algorithm for the DAG_DMDST problem. Since x/ log x is nondecreasing for x large enough, the approximation factor
O(∗/ log∗) is smaller than O((∗ + log n)/(log(∗ + log n))).
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2. The exact algorithm for the DAG_DMDST problem
2.1. Deﬁnitions and notations
The input is an arbitrary directed acyclic graph G= (V ,E) with a root r ∈ V . Let n be the number of vertices of G.
We always assume r to be reachable from all vertices of G.
Deﬁnition 1. A rooted spanning tree T of G is a subgraph of G with the following properties:
(1) T contains all the vertices of G but does not contain any cycle.
(2) The outdegree of every vertex except r is exactly 1.
(3) There is a path in T from every vertex to r.
In other words, the subgraph of G with n− 1 edges and all the n vertices in which there is a directed path from every
vertex to r is a spanning tree rooted at r. This is known as an incoming spanning tree. One can also deﬁne the notion
of an outgoing spanning tree, in which r can reach every vertex through directed paths. Unless otherwise speciﬁed, the
spanning tree always refers to an incoming one.
Let T be a spanning tree rooted at r. For each edge (v,w) in T, we call w the parent of v, denoted by p(v). Each
vertex except r has a unique parent. Vertex v is an ancestor of u if there is a directed path from u to v. We call u a
descendant of v if v is an ancestor of u. We denote by Tv the subtree spanned by v and all of its descendants in T.
The number of the edges entering into vertex v is the degree of v, denoted by d(v). For a rooted spanning tree, let
S be the set of vertices whose degree is , i.e., S = {v | d(v) = }. The degree of a rooted spanning tree T is the
maximum degree of any of its vertices, d(T )=max{d(v) | v ∈ T }. In this paper, the degree of a tree is always denoted
by k. The goal is to ﬁnd a rooted spanning tree of minimum degree.
2.2. The algorithm
Witness set is ﬁrst proposed by Fürer and Raghavachari [16] for the MDST problem. It is a subset of vertices which
can be used to bound the degree of the spanning tree. Given G = (V ,E) to be an undirected simple graph, let W be a
subset of V with size |W | = w. If removing W from G splits G into t connected components, then the degree of any
spanning tree of G is not less than (w + t − 1)/w.
Similarly, we can bound the degree of the optimal rooted spanning trees of a DMDST instance. The following lemma
is essentially contained in [31].
Lemma 1. Let G = (V ,E) be a directed graph with root r ∈ V . Suppose there are two subsets of vertices W ⊂ V
and X ⊂ V satisfying the following properties:
(1) r /∈X.
(2) For any x ∈ X, if there exists edge (x,w) ∈ E, then w ∈ W .
Then the degree of a DMDST tree rooted at r of G is not less than |X|/|W |.
Proof. Let T ∗ be an optimal spanning tree rooted at r for the DMDST problem. Since T ∗ is a rooted spanning tree, it
contains a path from every vertex to the root. By the conditions of the lemma, a path from a vertex x ∈ X to r contains
one incident edge into a vertex in W . Therefore we have identiﬁed |X| incoming edges to vertices in W . Thus the
average degree of vertices in W is at least |X|/|W |. This implies that there must exist one vertex in T ∗ whose degree
is at least |X|/|W |. 
Lemma 2. Let T be a spanning tree of a directed acyclic graph G. For any vertex v, there cannot be any directed path
from v to any of its descendants.
Proof. This lemma follows from the acyclic property of G. 
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Lemma 3. Let G = (V ,E) be a directed acyclic graph. Let T be a rooted spanning tree of degree k of G. Let S be the
set of vertices of degree k in T. Let B be an arbitrary subset of vertices of degree k − 1 in T. Suppose G satisﬁes the
condition that, for any vertex v, there are no edges from v to V − (S ∪B) if there is an edge from v to S ∪B in T. Then
k = ∗.
Proof. Let the witness setW be S∪B. LetX={v|(v,w) ∈ T ,w ∈ W } be the children ofW . By the lemma hypothesis,
there cannot be any edge in G from X to V −W . Hence X and W satisfy the conditions given in Lemma 1. Each vertex
in S has k children and each vertex in B has k − 1 children, therefore |X| = k|S| + (k − 1)|B|. By Lemma 1, we have
∗
⌈ |X|
|W |
⌉
=
⌈
k|S| + (k − 1)|B|
|S| + |B|
⌉
= k.
Therefore k = ∗. 
The algorithm starts with an arbitrary spanning tree T rooted at r and works in phases. Let k be the degree of T, and
S be the set of vertices of degree k. In each phase we try to reduce the size of S by 1. We can show that if S cannot be
reduced in some phase, then there is a subset B of vertices of degree k − 1 in T, such that S and B with respect to the
tree T satisfy the conditions of Lemma 3.
The algorithm tries to reduce the degree of vertices with the maximum degree iteratively using the following
improvement step. Consider a vertex p with the maximum degree k. Let v be a child of p. We can decrease the degree
of p by 1 if we could delete the edge (v, p) and ﬁnd an alternative path from v to r. By Lemma 2, the new path from v
to r does not go through any vertex of Tv . Let x /∈ Tv be the nearest vertex to v in the new path from v to r. Replacing
the edge (v, p) by (v, x) transforms T into another tree T ′, and increases the degree of x by 1 but decreases the degree
of p by 1. If the degree of x in T ′ is less than k, we can perform a real replacement to reduce the size of S. This improves
the quality of the spanning tree.
Deﬁnition 2. Let (v, x) /∈ T be an edge in G. Let p be the parent of v in T. If d(x)k − 1, we say that x blocks p from
(v, x).
Fig. 1 illustrates an example of an improvement step. In this example, the tree edges are shown by thick lines and
other edges of G are shown by dotted lines. The degree of p is 4 in Fig. 1a. If we could ﬁnd an alternative path from
v to r, we can decrease the degree of p to 3. The edge (v, b) cannot be chosen because the degree of b is already 3. If
we choose to add edge (v, b), the degree of b becomes 4. In other words, b blocks p from (v, b). The algorithm uses
(v, x) to modify the spanning tree. The new spanning tree is shown in Fig. 1b. The degree of p has been reduced to 3.
Let X be the set of children of vertices in Sk , where Sk is the set of vertices with maximal degree in T. If there are no
edges from X to V − Sk , we are done. T must be an optimal spanning tree by Lemma 3. Otherwise the edges from X
to V − Sk can be used to reduce the degree of some vertex in Sk . For vertices x ∈ X and y ∈ V − Sk , if there exists an
Fig. 1. Example: an improvement applied to vertex p: (a) spanning tree before improvement; (b) spanning tree after improvement.
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Fig. 2. Example: a sequence of improvements: (a) spanning tree before improvement; (b) spanning tree after improvement.
edge (x, y) such that y does not block p = p(x) from (x, y), we can use (x, y) to replace (x, p) to reduce the degree
of p. If y blocks p from (x, y) but the degree of y can be reduced by 1, then we can also use y to reduce the degree of p.
Fig. 2 illustrates an example of two improvement steps to reduce the degree of p, where the tree edges are shown
by thick lines and other edges of G are shown by dotted lines. In Fig. 2a, y blocks p from (x, y), but we can replace
(x1, y) by (x1, y1) to reduce the degree of y and keep y1 having the degree less than k. Then we can use y and (x, y)
to reduce the degree of p ∈ Sk . The new spanning tree is shown in Fig. 2b.
The algorithm tries to ﬁnd a k-degree vertex and reduce its degree down to k − 1 for one phase. Reducing the degree
of a vertex must increase the degree of another vertex for a tree. We will not increase the degree of any (k − 1)-degree
vertex for reducing the degree of a k-degree vertex. Firstly, let us clarify what vertices can be used to reduce the degree
of a k-degree vertex.
Deﬁnition 3. A vertex is deﬁned to be good if:
(1) its degree is less than k − 1; or
(2) its degree is k − 1 and there is an edge in G from one of its children to another good vertex.
Fortunately, we can show that the degree of a k-degree vertex can be reduced by 1 if the vertex is blocked by a good
one. For a vertex u, we say y to beneﬁt u if y is good and there exists an edge of G from a child of u to y.
Lemma 4. For any non-empty subset of good vertices of degree k − 1, there must exist at least one vertex in the subset
that beneﬁt from a good vertex not belonging to the subset.
Proof. LetY be the set of good vertices, and Y1 be a non-empty subset of good vertices of degree k − 1. By Deﬁnition
3, none of vertices in Y1 is good initially. If any vertex in Y1 does not beneﬁt from a vertex in Y − Y1, then any vertex
in Y1 cannot be good. 
Lemma 5. The degree of any good vertex can be reduced to less than k − 1 without increasing the size of Sk , where
Sk denotes the set of vertices of degree k.
Proof. For tree T, let Y1 be the set of good vertices of degree k − 1, Y2 be the set of good vertices of degree less than
k − 1, and Y = Y1 ∪ Y2. We only need to consider the vertices in Y1. Let y0 ∈ Y1 be a good vertex of degree k − 1.
There must exist a child x of y0 and a good vertex y1 such that edge (x, y1) exists in G, i.e., y1 beneﬁts y0. If y1∈ Y1,
we can ﬁnd a good vertex y2 to beneﬁt some vertex in {y0, y1} by Lemma 4. If y2∈ Y1, we can further ﬁnd a good
vertex to beneﬁt some vertex in {y0, y1, y2}. This operation cannot always be repeated because Y1 has limited number
of vertices. In some round, we must meet a vertex yk to beneﬁt some vertex in {y0, y1, . . . , yk−1} and yk ∈ Y2 has
degree less than k − 1. Thus there must exist a sequence of vertices y0 = yi0 , yi1 , . . . , yit = yk , such that yij beneﬁts
yij−1 for 1j t . Let xi1 , xi2 , . . . , xit be t vertices such that p(xij ) = yij−1 and (xij , yij ) ∈ G for 1j t . We can
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reduce the degree of y0 down to k − 1 by replacing (xij , yij−1) by (xij , yij ) for 1j t , respectively. The replacement
of edges does not produce any new vertices of degree k. 
Lemma 6. If G has an edge from a child of a vertex of degree k to a good vertex, the number of vertices of degree k
can be reduced by 1.
Proof. Let p = p(x) be a vertex of degree k, y be a good vertex, and (x, y) be an edge in G. If y has degree less than
k − 1, replacing (x, p) by (x, y) can reduce the degree of p down to k − 1 and the degree of y cannot be increased to
k. If y has degree of k − 1, then by Lemma 5, we can reduce the degree of y down to k − 2 without producing any new
vertices of degree k. After y becomes a vertex of degree k − 2, we can replace (x, p) by (x, y) to reduce the degree of
p. Thus we reduce the size of Sk by 1. 
At the beginning of each phase, we partition the vertices into two classes. The vertex in Sk ∪Sk−1 are marked as bad,
and the other vertices are marked as good. Initially, let X be the set of children of bad vertices, and Y =V − (Sk ∪Sk−1)
be the set of good vertices. Note that X may contain vertices in Sk ∪ Sk−1. If there is an edge (x, y) from X to Y, we
mark y as the benefactor of p(x). If the degree of p(x) is k − 1, we mark p(x) as good and then update X andY. If the
degree of p(x) is k, we can reduce its degree without producing any new k-degree vertex. That is done for one phase.
The following algorithm is directly derived from [31].
Algorithm DAG_DMDST(G, r).
Input: A directed acyclic graph G = (V ,E) with a root vertex r ∈ V .
Output: A minimum degree spanning tree of G rooted at r.
1. Find an arbitrary spanning tree T of G rooted at r;
2. k ← d(T ); Mark vertices in Sk ∪ Sk−1 as bad and the other vertices as good;
X ← {x ∈ V | p(x) is bad}, Y ← {y ∈ V | y is good};
3. While there is an edge (x, y) from X to Y in G do
(a) p ← p(x); Mark y as the benefactor of p;
(b) If the degree of p is k − 1, mark p as good and update X and Y as follows:
Y ← Y ∪ {p}, X ← X − {u | p(u) = p};
(c) Otherwise (the degree of p is k)
(i) Call Improvement(p, k);
(ii) Go back to step 2;
End While
4. Output the ﬁnal tree T;
End
The procedure Improvement is used to reduce the degree of vertex p down to k − 1.
Procedure Improvement (p, k).
1. While p has degree of k do
2. Replace (x, p) by (x, y), where p(x) = p and y is the benefactor of p marked in the algorithm;
3. p ← y;
4. End While
End Improvement
This algorithm does not need to ﬁnd all the good vertices for tree T before its calling of Improvement. Each good
vertex of degree k − 1 found by the algorithm has one benefactor and other good vertices has none. The procedure will
go through a sequence of benefactors: y1, y2, . . . , yt , where y1 is the benefactor of the vertex of degree of k, yi is the
benefactor of yi−1 for 2 i t , yi’s for 1 i t − 1 are vertices of degree k − 1 and yt is a vertex of degree k − 2.
Since for any good vertex of degree k − 1, its benefactor is marked as good before itself, a vertex will appear only once
in the sequence. Thus the procedure must stop after at most O(|Sk−1|) iterations.
Lemma 7. When the algorithm stops, k = ∗.
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Proof. Let S be Sk and B be the bad vertices of degree k − 1. Let X be the set of children of vertices in S ∪ B. Note
that the algorithm stops only when there are no edges from X to V − (S ∪ B). Hence the tree T along with these sets S
and B satisfy the conditions of Lemma 3 and we get the desired result. 
2.3. Running time of the algorithm
Let S be the set of vertices of degree k. In each phase we try to reduce the size of S by 1. As the size of S reduces
by 1 in each phase except the last one, there are at most O(n/k) phases when the maximal degree is k. The sum of the
harmonic series corresponding to reducing values of k is
2∑
k=n−1
n
k
= O(n log n).
Hence there are at most O(n log n) phases. We could place two ﬂags on each vertex in step 2 and update them in step
3(b), which indicate if the vertex is in X andY, respectively. Thus we can decide if an edge is from X toY in O(1) time.
For each phase we maintain a stack initialized with edges from X toY at the beginning of step 3. At the end of step 3(b),
push edges that are from X to p to the stack. Each edge of the input graph can be pushed at most once. For each phase,
the total operations of adding element toY and deleting element from X in step 3 are bounded by O(|V |). Improvement
runs at most once each phase and its running time is bounded by O(|V |). Thus each phase can be implemented in O(m)
time, where m is the number of edges of G. Therefore, we have the following theorem.
Theorem 8. There is an O(mn log n)-time exact algorithm for the MDST problem in directed acyclic graphs, where
m and n are the number of edges and vertices, respectively.
If the algorithm starts with a low-degree spanning tree instead of an arbitrary one, its running time will be much
smaller. We can run depth-ﬁrst search from r to ﬁnd a spanning tree of relatively low degree.
Note that the algorithm can easily be modiﬁed to obtain an optimal outgoing spanning tree.
3. The improved algorithm for the minimum time broadcast problem
The input is a directed graph G = (V ,E), and a source vertex s ∈ V . A broadcast protocol is described by a list
of calls performed in the graph to complete the broadcast, where a call indicates the transmission of information from
one vertex to another through a path of G. A round is deﬁned by a set of calls performed synchronously. The goal is to
compute a broadcast protocol of minimum number of rounds from s to V .
Fraigniaud [12] gave an algorithm, for any l, 2 ln, to compute the broadcast protocol under vertex-disjoint
paths mode which performs in O((l + log n + ∗) log n/ log l) rounds. He also proved that l can be tuned to get an
approximation ratio of O(log n/ log OPT) [12]. The following is the guideline of his algorithm:
1. Find a spanning tree T rooted at s of degree O(∗ + log n) of G in O(nO(log n)) time [31].
2. Look for subtrees of T containing at most n/l vertices. For that purpose, perform a depth-ﬁrst search traversal
of T, starting from s, with the following restriction: visit a vertex x if and only if the subtree Tx of T contains at least
n/l vertices. The visited vertices form a subtree T ′ of T. The leaves of T ′ are roots of subtrees of T containing at least
n/l vertices. Let T ′′ be the subtree of T composed of T ′ plus all the children of the vertices in T ′. There is a 2-phase
broadcast protocol from s to T ′′, performing in at most O(l + log n + ∗) rounds.
Phase 1 is a broadcast from s to T ′. The number of leaves of T ′ is at most l because every leaf is the root of a subtree
of T of at least n/l vertices, and there are n vertices in total. Phase 1 takes at most 2l + 
log n rounds and O(n) time
[27].
Phase 2 consists to inform leaves of T ′′ from vertices of T ′. For that purpose, every vertex of T ′ which is aware of
the message after Phase 1 informs all its children in T ′′. Since every vertex in T has a degree at most O(∗ + log n),
phase 2 takes at most O(∗ + log n) rounds and O(∗ + log n) time.
3. Once the above 2-phase broadcast protocol is completed, we are left with broadcast problems in subtrees of T
containing at most n/l vertices. Broadcasts in these trees can be performed in parallel. The whole broadcast protocol
results in at most log n/ log l repetitions of this strategy.
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OnceT is set up, the whole broadcast protocol can be computed in O(n) time. So the total complexity of the algorithm
is dominated by the extraction of the DMDST of G. As far as directed acyclic graphs are concerned, we run Algorithm
DAG_DMDST in Section 2.2 to ﬁnd a spanning tree of degree ∗ in O(mn log n) time at step 1. Thus we have,
Theorem 9. There is an O(mn log n)-time, O(log n/ log OPT)-approximation algorithm for the minimum time broad-
cast problem under vertex-disjoint paths mode in directed acyclic graphs.
Fraigniaud [13] also gave an algorithm that returns a broadcast protocol under edge-disjoint paths mode. The
following is the guideline of his algorithm:
1. Find a spanning tree T rooted at s of degree  of G.
2. Inductively, construct a broadcast protocol from s to V in T. We denote by Tx the subtree of T rooted at x. Let x
be a vertex such that Tx contains at least n/2 vertices, and every subtree Ty rooted at any child y of x contains less than
n/2 vertices. The ﬁrst round is a call from s to x. Once s has performed this call, it starts broadcasting in T − Tx . Once
x is informed, it spends at most  rounds to inform its children as follows. Let y1, . . . , yq be the q children of x,
and let di be the number of vertices in Tyi . Assume, w.l.o.g., that d1d2 · · · dq1. Then x call y1 ﬁrst, then y2,
and so on until yq . As soon as yi is informed, it starts broadcasting in Tyi .
At this point, we are left with subtrees containing at most n/2 vertices each, and we can apply the same strategy
inductively in each subtree.
The broadcast protocol performs in O( log n/ log) rounds [13]. Again, for the DAG version of the problem, we
run Algorithm DAG_DMDST in Section 2.2 to ﬁnd a spanning tree of degree∗ in O(mn log n) time at step 1. Thus we
compute in O(mn log n) time a broadcast protocol performing in O(∗ log n/ log∗) rounds. For any directed graph,
OPT log n [13]. Therefore we have the following theorem.
Theorem 10. There exists an O(mn log n)-time, O(∗/ log∗)-approximation algorithm for the broadcast problem
under edge-disjoint paths mode in directed acyclic graphs.
4. Conclusions
We have presented an exact algorithm for the minimum degree spanning tree problem in directed acyclic graphs. We
introduced a new notion of witness set that works in directed graphs. For the DMDST problem in general, performing
an improvement step that improves the degree of a k-degree vertex may create one or more new k-degree vertices
which are currently the descendants of the original k-degree vertex [31]. In turn, it attempts to improve the degree of
these new k-degree vertices. We note that in the process the algorithm may end up undoing the original improvement.
Designing algorithms for the Steiner version of the DAG_DMDST problem is also one of our research goals. Fig. 3
illustrates an example that shows our algorithm cannot resolve the Steiner version of the DAG_DMDST problem yet.
In this example, there is a vertex p of degree k. Its children are c1, . . . , ck . Each of these k children has an edge into
vertex s, which is not in the current Steiner tree. And s has an edge into p. It can be veriﬁed that there is no improvement
possible for vertex p. But, the degree of p can be reduced to 
k/2 + 1 by connecting 
k/2 of p’s children through
s. In fact if the graph has a number of other extra vertices similar to s, the degree of p can be reduced even to 2. This
example shows that our algorithm does not guarantee any performance bound on the degree of the tree for the Steiner
case. The reason that we were unable to apply Lemma 3 is that, the children of bad vertices can be connected to an
extra vertex which is not in the current Steiner tree.
Fig. 3. A Steiner example.
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