Abstract. We present algorithms which, given a genus 2 curve C defined over a finite field and a quartic CM field K, determine whether the endomorphism ring of the Jacobian J of C is the full ring of integers in K. In particular, we present probabilistic algorithms for computing the field of definition of, and the action of Frobenius on, the subgroups J[ d ] for prime powers d . We use these algorithms to create the first implementation of Eisenträger and Lauter's algorithm for computing Igusa class polynomials via the Chinese Remainder Theorem [EL], and we demonstrate the algorithm for a few small examples. We observe that in practice the running time of the CRT algorithm is dominated not by the endomorphism ring computation but rather by the need to compute p 3 curves for many small primes p.
Introduction
Many public-key cryptographic protocols are based on the difficulty of the discrete logarithm problem in groups of points on elliptic curves and Jacobians of hyperelliptic curves. For such protocols one needs to work in a subgroup of large prime order of the Jacobian of the curve, so it is useful to be able to construct curves over finite fields whose Jacobians have a specified number of points.
The problem of constructing elliptic curves over finite fields with a given number of points has been studied extensively. Current solutions rely on computing the j-invariant via the construction of the Hilbert class polynomial for a quadratic imaginary field. There are three different approaches to computing the Hilbert class polynomial: a complex-analytic algorithm known as the Complex Multiplication (CM) method [AM] , [Eng] ; a Chinese Remainder Theorem algorithm [CNST] , [ALV] ; and a p-adic algorithm [CH] , [Brö] . The best running time for these algorithms isÕ(d), where d is the discriminant of the quadratic imaginary field [Eng] , [Brö] .
Analogous methods exist for constructing genus 2 curves with a given number of points on their Jacobians. In this case, the solutions rely on computing the curves' Igusa invariants via the computation of Igusa class polynomials for quartic CM fields. Again there are three different approaches: a complex-analytic algorithm [Spa] , [vW] , [W] , [CL] ; a Chinese Remainder Theorem algorithm [EL] ; and a p-adic algorithm [GHKRW] . These algorithms are less extensively developed than their elliptic curve analogues, and to date there is no running time analysis for any of them.
In this paper we study the implementation of Eisenträger and Lauter's Chinese Remainder Theorem algorithm [EL] . The algorithm takes as input a primitive quartic CM field K, i.e. a purely imaginary quadratic extension of a real quadratic field with no proper imaginary quadratic subfields, and produces the Igusa class polynomials of K. The basic outline of the algorithm is as follows:
(1) Define S to be a set of primes with certain splitting behavior in the field K and its reflex field K * . (2) For each prime p in S:
(a) For each triple (i 1 , i 2 , i 3 ) ∈ F 3 p of Igusa invariants, construct the genus 2 curve C over F p corresponding to that triple. (b) Check the isogeny class of each curve. For each curve in the desired isogeny class, compute the endomorphism ring of the Jacobian of the curve and keep only those curves for which the endomorphism ring is the full ring of integers O K . (c) Construct the Igusa class polynomials mod p from the triples collected in Step 2b. (3) Use the Chinese Remainder Theorem or the Explicit CRT [Ber] to construct the Igusa polynomials either with rational coefficients or modulo a prime of cryptographic size.
One advantage of the CRT algorithm over other versions of the genus 2 CM algorithm is that the CRT algorithm does not require that the real quadratic subfield have class number one. Our contribution is to provide an efficient probabilistic algorithm for computing endomorphism rings of Jacobians of genus 2 curves over small prime fields. Using this algorithm to compute endomorphism rings, we have implemented the full Eisenträger-Lauter CRT algorithm (Algorithm 7.1) in MAGMA and used it to compute Igusa class polynomials for several fields K with small discriminant.
It was previously believed that computing endomorphism rings would be the bottleneck in the genus 2 CRT algorithm. Our results are surprising in the sense that we find that the time taken to compute the endomorphism rings with our probabilistic algorithms is trivial compared with the time needed to compute p 3 genus 2 curves via Mestre's algorithm for each small prime p. For example, for K = Q(i 13 + 2 √ 13) and p = 157, the largest prime for which endomorphism rings are computed for this K, our (unoptimized) MAGMA program takes about 52 minutes to loop through 157 3 curves and find 243 curves in the specified isogeny class. Our probabilistic algorithm (also implemented in MAGMA) applied to these 243 curves then takes 16.5 seconds to find the single curve whose Jacobian has endomorphism ring equal to O K .
The algorithm works as follows. Let C be a genus 2 curve over a finite field F p , and let J be its Jacobian; we assume J is ordinary. The first test is whether End(J), the endomorphism ring of J, is an order in O K . This computation is outlined in [EL, Section 5] and described in more detail in Section 2 below. If End(J) is an order in O K , we compute a set of possible elements π ∈ O K that could represent the Frobenius endomorphism of J. If the element π represents the Frobenius endomorphism, then its complex conjugate π represents the Verschiebung endomorphism.
We next determine a set {α i } of elements of O K such that Z[π, π, {α i }] = O K . It follows that End(J) = O K if and only if each α i is an endomorphism of J. We show in Section 3 that we can take each α i to have one of two forms: either α i = with integer coefficients and some prime power d . In Section 4 we show how to determine whether an element of the first form is an endomorphism; this is equivalent to determining the field of definition of the -torsion points of J. In Section 5 we show how to determine whether an element of the second form is an endomorphism; this is equivalent to computing the action of Frobenius on a basis of
The main results are Algorithms 4.3 and 5.1, two very efficient probabilistic algorithms which check fields of definition and compute the action of Frobenius, respectively. The running times of these algorithms depend primarily on the sizes of the fields over which the points of J[ d ] are defined. Section 6 provides upper bounds for these sizes in terms of the prime and the size of the base field p.
A detailed statement of the Eisenträger-Lauter CRT algorithm, incorporating the algorithms of Sections 2, 4, and 5, appears in Section 7. Section 8 describes various ways in which we have modified our MAGMA implementation to improve the algorithm's performance. Finally, in Section 9 we give examples of our algorithm run on several small quartic CM fields.
Notation and assumptions. Throughout this paper, a curve will refer to a smooth, projective, absolutely irreducible algebraic curve C. The Jacobian of C, denoted Jac(C), is an abelian variety of dimension g, where g is the genus of C. A number field K is a CM field if it is a totally imaginary quadratic extension of a totally real field. We refer to a CM field as primitive if it has no proper CM subfields. A curve has CM by K if the endomorphism ring of its Jacobian is isomorphic to an order in O K , the ring of integers of the CM field K. We will assume throughout that K is a primitive (i.e. non-biquadratic) quartic CM field not isomorphic to Q(ζ 5 ), and that Jac(C) is an ordinary abelian variety.
Computing zeta functions and the Frobenius element
To determine whether the Jacobian J of a given genus 2 curve C has endomorphism ring equal to O K , the first step is to determine whether the endomorphism ring is even an order in O K . This is accomplished by computing the characteristic polynomial of Frobenius, to see if the Frobenius element corresponds to an algebraic integer of K. This in turn is equivalent to determining the zeta function of C, which can be computed by finding the number of points on the curve and its Jacobian, n = #C(F p ) and m = #J(F p ). For a given field K there are several possibilities for the pairs (n, m), as described in [EL, Prop. 4] .
In this section we give an explicit algorithm that determines whether End(J) is an order in O K and if so, gives a set S ⊂ O K of possibilities for the Frobenius endomorphism of J. The main point is to find the possible Frobenius elements by finding generators of certain principal ideals (Step 2) with absolute value equal to √ p (Step 4a).
Algorithm 2.1. Let K be a quartic CM field and K * the reflex of K. The following algorithm takes as input the field K, a prime p that splits completely in K and splits completely into principal ideals in K * , and a curve C defined over the finite field F p . The algorithm returns true or false according to whether End(J) is an order in O K , where J = Jac(C). If the answer is true, the algorithm also outputs a set S ⊂ O K that consists of the Aut(K/Q)-orbit of the Frobenius endomorphism of J.
(1) Compute the decomposition p = p 1 p 2 p 3 p 4 in O K , using e.g [Coh, Alg. 6.2.9] . Renumber so that p 2 = p 1 and p 3 = p 4 . (2) Compute generators for the principal ideals p 1 p 3 = (α 1 ) and p 2 p 3 = (α 2 ). (3) Compute a fundamental unit u of K 0 , with |u| > 1 [Coh, Alg. 5.7 .1]. (4) For i ← 1, 2, do the following:
(5) Determine whether the Frobenius endomorphism of J has characteristic polynomial equal to h i (±x) for some i: (a) Choose a random point P ∈ J(F p ) and compute
If none of Q i,τ is the identity, return false. Otherwise, optionally repeat with another random point P . (b) If the curve passes a certain fixed number of trials of Step 5a, compute
Step [Coh, Alg 5.4 .1]. If #J = m i,τ for the same i, τ , return false. (6) If K is Galois, output S = {τ α 1 , τ α 1 , τ α 2 , τ α 2 }. If K is not Galois, output S = {τ α i , τ α i }, using the i determined in Step 5c. (7) Return true.
Proof. Following the proof of [EL, Prop. 4] , we see that the Frobenius endomorphism of J corresponds to a generator of one of the four ideals p 1 p 3 , p 1 p 4 , or their complex conjugates, and furthermore this generator must have complex absolute value √ p. The generators determined in Step 2 are unique up to unit multiple, so
Step 4a ensures that the absolute values are √ p, thus making each α i unique up to complex conjugation and sign. If the Frobenius element corresponds to α i or α i , then h i (x) is the characteristic polynomial of Frobenius, so we can determine this case by checking whether #C(F p ) = n i,+1 and #J(F p ) = m i,+1 . Similarly, if the Frobenius element corresponds to −α i or −α i , then h i (−x) is the characteristic polynomial of Frobenius, so we can determine this case by checking whether #C(F p ) = n i,−1 and #J(F p ) = m i,−1 . If K is Galois, then the ideal (α 2 ) is equal to (α 1 ) σ for some σ generating the Galois group. Since complex absolute value squared is the same as the norm from K to its real quadratic subfield K 0 , |α 1 | = √ p implies that |α
and α 2 both generate (α 2 ) and have absolute value √ p, we deduce that α σ 1 = ±α 2 .
Step 4c ensures that this sign is positive, so α 1 and α 2 have the same characteristic polynomial h i (x), and thus the Frobenius element could be any of the elements output by Step 6. Since Aut(K/Q) is generated by σ and σ 2 is complex conjugation, we have output the Aut(K/Q)-orbit of the Frobenius element.
If K is not Galois, then the Frobenius element must be either α i or α i . Since Aut(K/Q) in this case consists of only the identity and complex conjugation, Step 6 outputs the Aut(K/Q)-orbit of the Frobenius element.
3. Constructing a generating set for O K Given the Jacobian J of a genus 2 curve over F p and a primitive quartic CM field K, Algorithm 2.1 allows us to determine whether there is some π ∈ O K that represents the Frobenius endomorphism of J. Since the complex conjugate π represents the Verschiebung endomorphism, if Algorithm 2.1 outputs true then we have
In this section, we assume we are given a π such that (3.1) holds, and we wish to determine whether End(J) = O K .
Let B be a Z-basis for O K , and consider the collection of elements {α ∈ B \ Z}. Since this collection generates O K over Z [π, π] , it suffices to determine whether or not each element of the collection is an endomorphism of J. Assuming K satisfies some mild hypotheses, Eisenträger and Lauter give one example of a basis B that suffices to determine the endomorphism ring [EL, Lemma 6] . However, the method given in [EL] lacks an efficient procedure for testing whether a given α ∈ B is an endomorphism of J.
In this section, we derive from an arbitrary basis B a set of generators for O K over Z [π, π] that are convenient in the sense that there is an efficient algorithm (Algorithm 4.3 or Algorithm 5.1) for determining whether an element of the set is an endomorphism of J. Our findings are summarized in Proposition 3.7.
We begin by observing that since K = Q(π), any α ∈ O K can be expressed as a polynomial f ∈ Q[π]. Since π satisfies a polynomial of degree 4 (the characteristic polynomial of Frobenius), f can be taken to have degree 3. We may thus write (3.2) α = a 0 + a 1 π + a 2 π 2 + a 3 π 3 n for some integers a 0 , a 1 , a 2 , a 3 , n. We assume that a 0 , a 1 , a 2 , a 3 have no common factor with n, so that n is the smallest integer such that nα ∈ Z[π].
Remark 3.1. The LLL lattice reduction algorithm [LLL] , as implemented by the MAGMA command LinearRelation, finds an expression of the form (3.2) for any α ∈ O K . Given as input the sequence [1, π, π 2 , π 3 , −α], the algorithm outputs a sequence [a 0 , a 1 , a 2 , a 3 , n] satisfying the relation (3.2).
The following lemma shows that each α ∈ B \ Z can be replaced with a collection of elements that generate the same ring, each with a power of a single prime in the denominator of the expression (3.2).
Lemma 3.2. Let A ⊂ B be commutative rings with 1, with [B : A] finite. Suppose α ∈ B, and let n be the smallest integer such that nα ∈ A. Suppose n factors into primes as
Proof. Clearly the ring on the right is contained in the ring on the left, so we must show that α is contained in the ring on the right. It suffices to show that there are integers c i such that
for then we can multiply this identity by α to get our result. We use the extended Euclidean algorithm and induct on r, the number of distinct primes dividing n. If r = 1 the result is trivial, for in this case n/ d1 1 = 1. Now suppose (3.3) holds for any n that is divisible by r distinct primes. If n is divisible by r + 1 distinct primes, we can write n = n dr+1 r+1 for some n divisible by r distinct primes. Since r+1 is relatively prime to n, we can use the extended Euclidean algorithm to write a dr+1 r+1 + bn = 1 for some integers a, b. We can then multiply the first term by the left-hand side of (3.3) (which is equal to 1) to get
This is an equation of the form (3.3) for n , which completes the proof. . We may thus write α = f (π)/N for a unique polynomial f with integer coefficients and degree at most 3. Furthermore, since nα is the smallest multiple of α in Z[π], we may write α = g(π)/n for a unique polynomial g with integer coefficients and degree at most 3, such that n has no factor in common with all the coefficients of g. We thus have n · f (π) = N · g(π). If we let d be the gcd of the coefficients of f and e be the gcd of the coefficients of g, then we have
Let be a prime dividing e. Since gcd(n, e) = 1, must divide d, so we can cancel from both sides and get n · d = N · e with e < e. Proceeding in this manner until e = 1, we conclude that n divides N .
Thus each α ∈ B \ Z can be replaced with a collection of elements { . Suppose β is an element of B such that β ∈ A and β ∈ A. Then for any α ∈ C such that α ∈ A, α ∈ B.
Proof. The hypotheses on [C : A] imply that the -primary part of C/A (denoted (C/A) ) is isomorphic to Z/ Z, so (B/A) is either trivial or Z/ Z. The conditions on β imply that β has order in B/A, so (B/A) ∼ = Z/ Z ∼ = (C/A) , with the isomorphism induced by the inclusion map B → C. Since α is in the -primary part of C/A, α must also be in the -primary part of B/A, so α ∈ B. 
is also an endomorphism, and conversely.
, then any element α i with denominator i = p may be ignored due to the following corollary.
Proof. Since π is the Frobenius element, it satisfies a characteristic polynomial of the form
Using ππ = p and dividing this equation by π gives
then p divides the coefficients of the terms on the left hand side of (3.5), which it does not, so we deduce that Thus an α satisfying the conditions of the corollary is automatically an endomorphism. The following proposition summarizes the results of this section.
Proposition 3.7. Suppose {α i } generates O K as a Z-algebra. Let n i be the smallest integer such that n i α i ∈ Z[π], and write the prime factorization of n i as n i = j dij ij . For each (i, j) with ij = p, let k ij be an integer such that In our application, π ∈ O K is only determined up to an automorphism of K, but Proposition 3.7 can still be used to determine a generating set for O K .
Corollary 3.9. Let S ⊂ O K be the set given in Proposition 3.7. Let σ be an element of Aut(K/Q). Then the set {β
Proof. By Proposition 3.7, the set {π, π} ∪ S generates O K as a Z-algebra. Since O K is mapped to itself by Aut(K/Q), the set {π σ , π σ }∪{β σ : β ∈ S} also generates O K as a Z-algebra. The statement follows immediately.
Determining fields of definition
In this section, we consider the problem of determining the field of definition of the n-torsion points of the Jacobian J of a genus 2 curve over F p . By [EL, Fact 10] , the n-torsion points of J are defined over F p k if and only if (π k − 1)/n is an endomorphism of J, where π is the Frobenius endomorphism of J. Thus determining the field of definition of the -torsion points allows us to determine whether some of the elements given by Proposition 3.7 are endomorphisms.
Algorithm 4.1. The following algorithm takes as input a primitive quartic CM field K, an element π ∈ O K with ππ = p, and an integer n with gcd(n, p) = 1, and outputs the smallest integer k such that π k − 1 ∈ nO K . If J is the Jacobian of a genus 2 curve over F p with Frobenius π σ for some σ ∈ Aut(K/Q) and End(J) = O K , the algorithm determines an integer k such that the n-torsion points of J are defined over F p k .
(1) Compute a Z-basis B = (1, δ, γ, κ) of O K , using [SW] or [Coh, Algorithm 6.1.8] , and write π = (a, b, c, d) in this basis. Set k ← 1. (2) LetB be the reduction of the elements of B modulo n.
and go to Step 3.
for prime powers d dividing n, we may speed up Algorithm 4.1 by factoring n and computing k( d ) for each prime power factor
Furthermore, we will see in Propositions 6.2 and 6.3 below that for a fixed d , the possible values of k are very limited. Thus we may speed up the algorithm even further by precomputing these possible values and testing each one, rather than increasing the value of k by one until the correct value is found.
In [EL] , endomorphism rings were computed in several examples by determining the group structure of J(
. This is an exponential-time algorithm which works only for very small k. It was also suggested in [EL] that the algorithm of Gaudry-Harley [GH] could be used to determine the field of definition of the n-torsion points. One of the primary purposes of this article is to present an efficient probabilistic algorithm to test the field of definition of J[n]. Below we describe the various methods of testing the field of definition of the n-torsion of J.
as d ranges over maximal prime-power divisors of n, it suffices to consider each prime-power factor separately. We thus assume in what follows that n = d is a prime power.
4.1. The brute force method. The simplest method of determining the field of definition of the n-torsion is to compute the Abelian group structure of J(F p k ). The MAGMA syntax for this computation is straightforward, and the program returns a group structure of the form
The n-torsion of J is contained in J(F p k ) if and only if j = 4 and n divides a 1 . While this method is easy to implement, if k is too large it may take too long to compute the group structure (via Baby-Step/Giant-Step or similar algorithms), or even worse we may not even be able to factor # Jac(C)(F p k ). In practice, computing group structure in MAGMA seems to be feasible for group sizes up to 2 200 , which means p k should be no more than 2 100 , and thus k will have to be very small. Thus the brute force method is very limited in scope; however, it has the advantage that in the small cases it can handle it runs fairly quickly and always outputs the right answer.
4.2. The Gaudry-Harley-Schost method. Gaudry and Harley [GH] define a Schoof-Pila-like algorithm for counting points on genus 2 curves. The curves input to this algorithm are assumed to have a degree 5 model over F q , so we can write elements of the Jacobian as pairs of affine points minus twice the Weierstrass point at infinity. An intermediate step in the algorithm is to construct a polynomial R(x) ∈ F q [x] with the following property: if P 1 and P 2 are points on C such that
is an n-torsion point of J, then the x-coordinates of P 1 and P 2 are roots of R. The field of definition of the x-coordinates is at most a degree-two extension of the field of definition of D. Thus in many cases the field of definition of the n-torsion can be determined from the factorization of R(x).
Gaudry has implemented the algorithm in MAGMA and NTL; the algorithm involves taking two resultants of pairs of two-variable polynomials of degree roughly n 2 . The algorithm uses the clever trick of computing a two-variable resultant by computing many single-variable resultants and interpolating the result. The interpolation only works if the field of definition of J has at least 4n 2 − 8n + 4 elements, so we must base extend J until the field of definition is large enough. Since R(x) has coefficients in F p , this base extension has no effect on the result of the computation.
Gaudry and Harley's analysis of the algorithm gives a running time ofÕ(n 6 ) field multiplications if fast polynomial arithmetic is used, and O(n 8 ) otherwise. We have achieved successful runs for n ≤ 11, but nothing larger. Due to its large space requirements, the algorithm has only succeeded at handling inputs of size n ≤ 19 [GS] .
4.3. A probabilistic method. As usual, we let J be the Jacobian of a genus 2 curve over F p k , and = p be a prime. Let H be the -primary part of J(F p k ). Then H has the structure We thus make the following calculation: write #J(F p k ) = s m with m. Choose a random point P ∈ J. Then [m]P ∈ H, and we test whether [
O with probability at most ρ/ . If we perform the test enough times, we can determine which probability distribution we are observing and thus conclude, with a high degree of certainty, whether the d -torsion points are defined over
This method is very effective in practice, and can be implemented for large k: while computing the group structure of J(F p k ) for large k may be infeasible, it is much easier to compute points on J(F p k ) and to do arithmetic on those points. We now give a formal description of the algorithm and determine its probability of success.
Algorithm 4.3. The following algorithm takes as input the Jacobian J of a genus 2 curve defined over a finite field F q , a prime power d with gcd( , q) = 1, and a real number ∈ (0, 1).
, then the algorithm outputs true with probability at least 1
, then the algorithm outputs false with probability at least 1 − .
(
otherwise output false.
, then Q i = O with probability at most ρ/ . Thus all we have to do is compute enough Q i to distinguish the two probability distributions. To figure out how many is enough, we use the Chernoff bound [Ros, Ch. 8, Prop. 5.3] . The version of the bound we use is as follows: If N weighted coins are flipped and µ is the expected number of heads, then for any δ ∈ (0, 1] we have
In our case we are given two different probability distributions for the coin flip and wish to tell them apart. If the d -torsion points of J are defined over F q , then the probability that Q i = O is ρ = 4d / s . Thus the expected number of Q i equal to O is µ 1 = ρN . If the d -torsion points are not defined over F q , then the expected number of Q i equal to O is at most µ 2 = ρN/ . Thus if we set B = ρN ( +1 2 ) to be the midpoint of [µ 2 , µ 1 ], we will deduce that
We thus wish to find an N such that this deduction is correct with probability at least 1 − , i.e. an N such that
Substituting our choice of B into the Chernoff bound (4.1) gives
From these equations, we see that we wish to have 2µ
2 > − log and 2µ
The two left sides are equal since µ 2 = µ 1 / . We thus substitute µ 1 = ρN into the relation 2µ
2 > − log , and find that
Thus this value of N suffices to give the desired success probabilities.
Remark 4.4. If s = 4d, then the algorithm simplifies considerably. In this case, if
, and if not then it contains a point of order greater than
then Q i will always be the identity, and the algorithm will always return true. On the other hand, if
, we may abort the algorithm and return false as soon as we find a point Q i = O, for in this case we have found a point in H of too large order, and thus the d -torsion points are not defined over
, then the probability that a random point in H has order ≤ d is at most 1/ , so we must conduct at least N = − log log trials to ensure a success probability of at least 1 − . Thus in this case the method may require many fewer trials.
Remark 4.5. Note that while #J(F q ) may be very large, in our application where J is defined over a small prime field it is easy to compute #J(F q ) from the zeta function of the curve of which J is the Jacobian. Furthermore, while it is probably impossible to factor #J(F q ) completely in a reasonable amount of time, it is easy to determine the highest power of that divides #J(F q ).
Proposition 4.6. Let J be the Jacobian of a genus 2 curve over F p . Assume that the zeta function of J/F p is known, so that the cost to compute #J(F p k ) = s m is negligible. Then the expected number of operations in F p necessary to execute
Proof. We must compare the cost of the two actions of Step 3, repeated N times. Choosing a random point on J(F q ) is equivalent to computing a constant number of square roots in F q , and taking a square root requires O(log 2 q) field operations in F q (see [Coh, Algorithm 1.5 .1]). The order of J(F q ) is roughly q 2 , so multiplying a point on J(F q ) by an integer using a binary expansion takes O(log q) point additions on J(F q ). Each point addition takes a constant number of field operations in F q , so we see that the time of each trial is dominated by the O(log 2 q) = O(k 2 log 2 p) square root operation. If fast multiplication techniques are used, then the number of field operations in F p needed to perform one field operation in F q is O(log q log log q) = O(k log k log p) (ignoring log log p factors), so each trial takes O(k 3 log k log 3 p) field operations in F p . The number of trials is O( s−4d √ − log ), which gives a total of O(k 3 log k(log 3 p) s−4d (− log ) 1/2 ) field operations in F p .
Computing the action of Frobenius
As in the previous section, we consider a genus two curve C with Jacobian J, and assume that the endomorphism ring of J is an order in the ring of integers O K of a primitive quartic CM field K. We let π represent the Frobenius endomorphism, and we look at elements α ∈ O K such that d α ∈ Z[π] for some prime power d . We wish to devise a test that, given such an α, determines whether α is an endomorphism of J.
Since π satisfies a quartic polynomial with integer coefficients, we can write α as
for some integers a 0 , a 1 , a 2 , a 3 . Expressing α in this form is useful because of the following fact proved by Eisenträger and Lauter [EL, Corollary 9] : α is an endomorphism if and only if T = a 0 + a 1 π + a 2 π 2 + a 3 π 3 acts as zero on the d -torsion. Thus we need a method for determining whether T acts as zero on the d -torsion. Since T is a linear operator, it suffices to check whether T (Q i ) is zero for each Q i in some set whose points span the full d -torsion. Below we describe three different ways to compute such a spanning set.
5.1. The brute force method. The most straightforward way to compute a spanning set for the d -torsion is to use group structure algorithms to compute a basis
. We assume that we have used the methods of Section 4 to determine the k for which
The computation of the group structure of J(F p k ) gives us generators for the group; multiplying these generators by appropriate integers gives generators for the d -torsion. It is then a straightforward matter to compute the action of T on each generator g i for 1 ≤ i ≤ 4. If T (g i ) = O for all i, then α is an endomorphism; otherwise α is not an endomorphism.
This method of computing a spanning set runs into the same obstacle as the brute-force method of computing fields of definition: since the best algorithm for computing group structure runs in time exponential in k log p, the method becomes prohibitively slow as k increases. Thus the method is only effective when d is very small.
5.2.
A probabilistic method. The method of Section 5.1 for computing generators of J[ d ] becomes prohibitively slow as the field of definition of the d -torsion points becomes large. However, we can get around this obstacle by randomly choosing many points Q i of exact order d , so that it is highly probable that the set
. Recall that we wish to test whether the operator T = a 0 + a 1 π + a 2 π 2 + a 3 π 3 acts as zero on the d -torsion. To perform the test, we determine the field F p k over which we expect the d -torsion to be defined. (See Section 4.) We pick a random point P ∈ J(F p k ) and multiply P by an appropriate integer to get an point Q whose order is a power of . If Q has order d , we act on Q by the operator T and test whether we get the identity of J; otherwise we try again with a new P . (See Section 5.3 for another method of randomly choosing d -torsion points.) We repeat the test until it is overwhelmingly likely that the points Q span the d -torsion. If the set of Q spans the d -torsion, then α is an endomorphism if and only if T acts as zero on all the Q.
Algorithm 5.1. The following algorithm takes as input the Jacobian J of a genustwo curve over F q with CM by K, a prime power d with gcd( , q) = 1, the element π ∈ O K corresponding to the Frobenius endomorphism of J, an element
, and a real number > 0. The algorithm outputs true or false.
Suppose
If α is an endomorphism of J, then the algorithm outputs true with probability 1. If α is not an endomorphism of J, then the algorithm outputs false with probability at least 1 − .
(1) Compute a 0 , a 1 , a 2 , a 3 such that α satisfies equation (5.1).
(2) Set N to be
. If the result is nonzero output false. 
, then the algorithm will output true or false correctly, according to whether α ∈ End(J). We must therefore compute a lower bound for the probability that the set of Q i computed span J[ d ]. To compute this bound, we will compute an upper bound for the probability that N points of exact order
We will make repeated use of the following inequality, which can be proved easily with simple algebra: if , d, n, and m are positive integers with > 1 and n > m, then
Next we observe that in any group of the form (Z/ d Z) r , there are rd −
elements of exact order d . The probability that a set of N elements does not span a 4-dimensional space is the sum of the probabilities that all the elements span a j-dimensional subspace, for j = 1, 2, 3. We consider each case:
• j = 1: All of the Q i are in the space spanned by Q 1 , and Q 1 can be any element. The probability of this happening is
• j = 2: Q 1 can be any element, one of the Q i must be independent of Q 1 , and the remaining N − 2 elements must be in the same 2-dimensional subspace. There are N − 1 ways to choose the second element, so the total probability is
• j = 3: Q 1 can be any element, and there must be two more linearly independent elements; there are
ways of choosing these elements. The remaining N − 3 elements must all be in the same 3-dimensional subspace, so the total probability is
Summing these three cases, we see that the total probability that the
(Note that N ≥ 4 must always hold if we want to have a spanning set of J[ ].) Setting this last expression less than and taking logs, we find
Thus if the number of trials N is greater than the right hand side of (5.5), then the probability of success is at least 1 − . The right hand side of expression (5.5) is undefined if = 2, d = 1, so we must make a different estimate. Since 2 N/2 ≥ N 2 for N ≥ 16, the estimate (5.4) bounds the probability of
Setting the right hand side less than and taking logs gives (5.6) N > −2 log 2 + 6.
Thus if the number of trials N is greater than the maximum of 16 and the right hand side of (5.6), then the probability of success is at least 1 − .
Corollary 5.2. Let J, d , α, and be as in Algorithm 5.1. Suppose π ∈ O K is such that π σ corresponds to the Frobenius endomorphism of J for some σ ∈ Aut(K/Q).
, and suppose Algorithm 5.1 is run with inputs J, F q , π, α, . If α σ is an endomorphism of J, then the algorithm outputs true with probability 1. If α σ is not an endomorphism of J, then the algorithm outputs false with probability at least 1 − .
Proof. If we write α in the form (5.1), then we have
Step 6 of the algorithm determines whether the numerator of this expression acts as zero on d -torsion points. By [EL, Corollary 9] , this action is identically zero if and only if α σ is an endomorphism of J. The statement now follows from the correctness of Algorithm 5.1.
Step 6, we may speed up the computation of the expression (5.2) by replacing each a j with a small representative of a j modulo d . We may also rewrite the expression (5.2) as
to reduce the number of Frob p operations from 6 to 3.
Remark 5.4. Algorithm 5.1 assumes that the d -torsion points of J are defined over F q , so with enough trials we are almost certain to get a spanning set of points Q i . However, if the d -torsion points are not defined over F q , then the points Q i will span a proper subspace of
. If α is an endomorphism then T will act as zero on all of the Q i and Algorithm 5.1 will output true. However, if α is not an endomorphism then T may still act as zero on all of the Q i (in which case it must have nonzero action on the d -torsion points that are not defined over F q ), and the algorithm will incorrectly output true. Thus to test whether α is an endomorphism, we must combine Algorithm 5.1 with a method of checking the field of definition of the d -torsion points, via the probabilistic method of Algorithm 4.3 or one of the other methods.
Proposition 5.5. Let J be the Jacobian of a genus two curve over F p . Assume that the zeta function of J/F p is known, so that the cost to compute #J(F p k ) = s m is negligible. Then the expected number of operations in F p necessary to execute
Proof. Let q = p k . In the proof of Proposition 4.6, we computed that the cost of computing a random point on J(F q ) is O(log 2 q) operations in F q , and the cost of a point multiplication on J(F q ) is O(log q) operations in F q . The chance that a random point in the -primary part of J(F q ) has exact order is
, so the expected number of random points necessary to find one point of exact order d is O( s−4d ). The cost of computing the Frobenius action is proportional to the cost of raising an element of F q to the pth power, which is O(log p) F q -operations.
We conclude that the cost of a single trial with a random point is
operations in F p , where M (q) is the number of field operations in F p needed to perform one field operation in F q . If fast multiplication techniques are used, then M (q) = O(log q log log q) = O(k log k log p) (ignoring log log p factors), so each trial takes O(k 3 log k log 3 p s−4d ) field operations in F p . The number of points of exact order d computed is O(− log ). Putting this all together gives a total of O(k 3 log k(log 3 p) s−4d (− log )) field operations in F p .
5.3. The Couveignes method. Recall that to test whether an element α ∈ O K of the form (5.1) is an endomorphism of J, we determine whether the operator T = a 0 + a 1 π + a 2 π 2 + a 3 π 3 acts as zero on all elements of a set {Q i } that spans
. Algorithm 5.1 computes the spanning set by choosing random points P i in J(F p k ), multiplying by an appropriate m to get points Q i in the -primary part of J(F p k ) (denoted J(F p k ) ), and keeping only those Q i whose order is exactly d . If J(F p k ) is much larger than J[ ], the orders of most of the Q i will be too large, and it will take many trials to find the required number of points of order exactly d . To reduce the number of trials required, we would like to find a function from
that sends most of the Q i to points of exact order d . One way to compute such a function is as follows: compute the order ti of each
In most cases the image has order d . However, since the multiplier ti−d will be different for each Q i , this function does not define a group homomorphism, and thus the image of a set of points uniformly distributed in J(F p k ) will not be uniformly distributed in J[ d ]. Couveignes [Cou] has described a map that has the properties we want and is a group homomorphism. The idea is the following:
Couveignes then uses the non-degeneracy of the Frey-Rück pairing (see [Sch] ) to show that φ is a bijection. Thus for any Q i not in J(F p k ), φ(Q i ) has order exactly d . Since φ is a surjective group homomorphism, the image of a set of points uniformly distributed in J(F p k ) will be uniformly distributed in
4 , so applying φ to the Q i will very quickly give a spanning set of J[ d ]. However, there is one important caveat: we may not be able to compute φ. The only endomorphisms we can compute are those involving the action of Frobenius and scalar multiplication; namely, endomorphisms in Z[π]. Thus we need to take k to be the smallest integer such that
. We can then use the characteristic polynomial of Frobenius to write φ =
, where M is a polynomial of degree 3. Furthermore, since we are applying φ only to points Q i ∈ J(F p k ) , we may reduce the coefficients of M modulo s and get the same action on the Q i .
We have implemented the map φ in Magma and tested it on the examples that appear in Section 9. In our examples, the smallest k for which
is usually equal to k 0 , where k 0 is the integer output by Algorithm 4.1. We found that the cost of choosing random points over a field of degree times as large far outweighs the benefit of having to reject fewer of the points Q i , so this technique does not help to speed up Algorithm 5.1.
Bounding the field of definition of the d -torsion points
The running times of Algorithms 4.3 and 5.1 depend primarily on the size of the field F p k over which the d -torsion points of J are defined. In this section, we bound the size of k in terms of d and p. We also show that to determine the field of definition of the d -torsion points of J for d > 1, it suffices to determine the field of definition of the -torsion points of J. This result allows us to work over much smaller fields in Algorithm 4.3, thus saving us a great deal of computation.
By Lemma 3.3, the prime powers d input to Algorithms 4.3 and 5.1 divide the index Z[π, π]. Thus a bound on this index gives a bound the d that may appear.
Proposition 6.1. Let K be a quartic CM field with discriminant ∆. Suppose π ∈ O K corresponds to the Frobenius endomorphism of the Jacobian of a genus 2 curve defined over F p . Then
Proof. We showed in the proof of Corollary 3.
Combining this result with the formula
we see that it suffices to show that
It thus suffices to show that Disc(
where α i are the possible embeddings of π into C. Since π represents an action of Frobenius, all of the α i lie on the circle |z| = √ p. The product (6.1) takes its maximum value subject to this constraint when the α i are equally spaced around the circle, which happens when the α i are √ p times primitive eighth roots of unity.
The maximum product is thus p
The following two propositions give tight bounds on the degree k of the extension field of F p over which the d -torsion points of J are defined. The first considers the case d = 1, and the second shows that as d increases, k grows by a factor of d−1 .
Proposition 6.2. Let J be the Jacobian of a genus 2 curve over F p , and suppose that J has complex multiplication by the ring of integers O K of the quartic CM field K. Let = p be a prime number, and suppose F p k is the smallest field over which the points of J[ ] are defined. If is unramified in K, then k divides one of the following:
• − 1, if splits completely in K;
• 2 − 1, if splits into two or three prime ideals in K;
If ramifies in K, then k divides one of the following:
if there is a prime over of ramification degree 3, or if is totally ramified in K and ≤ 3; • 2 − , in all other cases where factors into four prime ideals in K (counting multiplicities); • 3 − , if factors into two or three prime ideals in K (counting multiplicities).
Proof. Let π ∈ O K correspond to the Frobenius endomorphism. By [EL, Fact 10] , the -torsion points of J are defined over F p k if and only if π k − 1 ∈ O K . We observe that by the Chinese Remainder Theorem, this condition is satisfied if and only if π k ≡ 1 (mod p ei i ) for all primes p i | O K , where e i is the ramification degree of p i . Next, we note that the condition = p implies that π ∈ p i for all i. To see why this is true, suppose the contrary: π ∈ p i . Since ππ = p, we have p ∈ p i , contradicting the fact that p i is a prime over = p.
From these observations we deduce that k is the least common multiple of the multiplicative orders of π mod each p ei i , and thus k must divide the least common multiple of
where f i is the inertia degree of p i . We now consider the various possibilities for the splitting of in O K . First, suppose is unramified, so e i = 1 for all i.
• If splits completely, then the inertia degrees of all the p i are 1, so k | − 1.
• If splits into two or three ideals, then at least one p i has f i = 2 and all have f i ≤ 2, so k | 2 − 1. • If is inert, then there is a single p i with f i = 4, and k divides 4 − 1. We will return to this case below to get a better bound. Now suppose ramifies; there are six possibilities for the splitting of in O K .
• If O K = p 3 q, then p and q have inertia degree 1, so k divides 2 ( − 1).
, and thus we have π −1 = 1 + τ for some τ ∈ p. There are now two subcases:
4 ), so we must raise the expression to the th power again to get rid of the τ term. Thus π 2 ( −1) ≡ 1 (mod p 4 ), and k divides 2 ( − 1).
qr, then all of the primes in question have inertia degree 1, so k divides ( − 1).
• If O K = p 2 q, then p has inertia degree 1 and q has inertia degree 2, so k divides lcm( ( − 1),
, and thus we have π 2 −1 = 1 + τ for some
Thus far we have used only the fact that π is an algebraic integer, and we have not used the property that it represents the action of Frobenius. To get a better bound in the case where is unramified and inert in K, we recall that since π is the Frobenius endomorphism, we have ππ = p, and K = Q(π). Since is inert, reduction modulo gives an injective group homomorphism
Furthermore, the target group is isomorphic to Gal(F 4 /F ). This group is cyclic of order 4 and is generated by the th-power Frobenius automorphism. Since complex conjugation has order 2 in Aut(K/Q), its image under φ must be the map α → α 2 .
Thus π ≡ π 2 (mod ), and π 2 +1 ≡ p (mod ). Since p must reduce to an element of F × , p has order dividing − 1, so π must have order dividing ( 2 + 1)( − 1).
The following proposition shows that in the cases we need for our application, the field of definition of the d torsion points is determined completely by the field of definition of the -torsion points.
Proposition 6.3. Let A be an ordinary abelian variety defined over a finite field F , and let be a prime number not equal to the characteristic of F . Let d be a positive integer, and let F be the extension field of F of degree d−1 . If the -torsion points of A are defined over F , then the d -torsion points of A are defined over F . If End(A) is integrally closed, then the converse also holds.
Proof. Let R = End(A), and let π ∈ R be the Frobenius endomorphism of F . By [EL, Fact 10] , the t -torsion points of A are defined over the degree-k extension of F if and only if
To prove the proposition, it suffices to show that
with (⇐) holding when R is integrally closed. First suppose that π k ≡ 1 (mod t R), with t ≥ 1. Then we can write π k = 1+ t y for some y ∈ R. Then
We conclude that if the points of A[ t ] are defined over the degree-k extension of F , then the points of A[ t+1 ] are defined over the degree-k extension of
Since A is ordinary, R is an order in a number ring. Thus if R is integrally closed then it is a Dedekind domain, and we may write R = p ei i uniquely for prime ideals p i ⊂ R. By the Chinese Remainder Theorem, π k ≡ 1 (mod t R) if and only if π k ≡ 1 (mod p eit i ) for each i, so we may consider the problem locally at each p i . Localizing and completing the ring R at the prime p i gives a complete local ring R v with maximal ideal p i and valuation v satisfying v( ) = e i .
By hypothesis, we may write π k = 1 + y for some y ∈ p eit i . We can define the th-root function on R v to be (6.2)
(1 + y) 1/ = exp 1 log(1 + y) .
By [Neu, Proposition II.5.5] , if y ∈ p eit i then log(1 + y) ∈ p eit i . Since v( ) = e i , we have v( 1 log(1 + y)) ≥ e i (t − 1), so by the same Proposition (1 + y) 1/ converges and is in 1 + p ei(t−1) i 
. This is equivalent to showing that if π 2 − 1 ∈ 4R then π − 1 ∈ 2R. We prove the contrapositive: suppose π − 1 ∈ 2R. Then there is some prime p over 2 such that v p (π − 1) < v p (2). Since π + 1 = (π − 1) + 2 and v p (π − 1) < v p (2), we must also have v p (π + 1) < v p (2). Multiplying the two expressions gives v p (π 2 − 1) < v p (4), so π 2 − 1 cannot be contained in 4R. We conclude that π 2 − 1 ∈ 4R implies π − 1 ∈ 2R.
Corollary 6.4. Let J be the Jacobian of a genus 2 curve over F p . Let d be a prime power with = p, and suppose F p k is the smallest field over which the points
Proof. 
Computing Igusa class polynomials
This section combines the results of all of the previous sections into a full-fledged version of Eisenträger and Lauter's CRT algorithm to compute Igusa class polynomials for primitive quartic CM fields [EL, Theorem 1] .
Algorithm 7.1. The following algorithm takes as input a primitive quartic CM field K, three integers λ 1 , λ 2 , λ 3 which are multiples of the denominators of the three Igusa class polynomials, and a real number > 0, and outputs three polynomials
. With high probability, the polynomials H i (x) output by the algorithm are the Igusa class polynomials for K.
(1) (Initialization.) (a) Let D be the degree of the Igusa class polynomials for K, computed via class number algorithms, e.g. [Coh, Algorithm 6.5.9 ]. (b) Compute an integral basis B for O K , using e.g. [Coh, Algorithm 6.1.8] 
, and the coefficients of
(6) Set B ← pB, and return to Step 2.
Proof. In view of [EL, Theorem 1] , it suffices to prove that Step 3c correctly determines the set of curves with End(Jac(C)) = O K . It follows from Section 3 that End(Jac(C)) = O K if and only if each of the elements of the generating set listed in Proposition 3.7 is an endomorphism.
By Algorithm 2.1, the π computed in
Step 3b is such that π σ is the Frobenius element of Jac(C) for some σ ∈ Aut(K/Q). By Corollary 3.9, End(Jac(C)) = O K if and only if β σ is an endomorphism for each β in the generating set of Proposition 3.7. Since elements of Aut( 
, then with high probability the coefficients of H i (x) are less than b i+1 , and thus F i (x) is equal to H i (x) itself. This conclusion is justified by the fact that if an integer n has the property that it is the same modulo b i and modulo b i+1 , then n = a i + r i b i = a i+1 + r i+1 b i+1 , with a i < b i and a i = a i+1 . It follows that p i+1 divides r i . Since the probability of this happening for a random number r i is 1/p i+1 , the probability that all coefficients would simultaneously satisfy this congruence is (1/p i+1 ) D+1 , so most likely we have that actually r i+1 = 0 for each coefficient.
Remark 7.3. The λ i input into the algorithm can be taken to be products of primes bounded in [GL] , raised to a power that will be made explicit in forthcoming work. In practice, the power can be taken to be a small multiple of 6.
Since we check after every prime p i whether the algorithm is finished, we do not need to know in advance the number of primes p i that we will need to use. Thus the only bounds that need to be computed in advance are the bounds λ i on the denominators of the coefficients of the Igusa class polynomials. In particular, we do not need to have a bound on either the numerators or the absolute values of the coefficients.
Implementation notes
Our most significant observation is that in practice, the running time of the CRT algorithm is dominated by generating p 3 curves for each small p. Steps (3a) and (3b) generate a list of curves C for which End(Jac(C)) is an order in O K . Algorithms 4.3 and 5.1 determine which endomorphism rings are equal to O K . Data comparing the relative speeds of these two parts of the algorithm appears in Section 9. This section describes a number of ways to speed up Algorithm 7.1, which are reflected in the running times that appear in Section 9:
(1) If p and k are large, then arithmetic on J(F p k ) is prohibitively slow, which slows down Algorithms 4.3 and 5.1. Since for various dividing the index
, the extension degrees k depend only on the prime p and the CM field K and not on the curve C, these extension degrees may be computed in advance (via Algorithm 4.1) before generating any curves. We set some bound N and tell the program that if the extension degree k for some is such that p k > N , we should skip that p and go on to the next prime. For example, if K = Q(i 13 + 2 √ 13) and p = 53 (see Example 9.2), we have [
2 · 43, and the 43-torsion of a Jacobian J with End(J) = O K will be defined over F p 924 , a field of over 5000 bits that is far to large to compute with. (2) In a similar vein, since the speed of Algorithms 4.3 and 5.1 is determined by the size of the fields F p k , for optimum performance one should perform these calculations in order of increasing k, so that as the fields get larger there are fewer curves to check. (3) Algorithms 4.3 and 5.1 take a single curve as input. In Algorithm 7.1 those algorithms are executed with the same field K and many different curves, so any parameter that only depends on the field K and the prime p can be precomputed and stored for repeated reference. For example, the representation α = (a 0 + a 1 π + a 2 π 2 + a 3 π 3 )/n and the extension degrees k in Step 3(c)i can be computed only once. In addition, all of the curves that pass Step 3b have one of a finite number of given zeta functions. Since #J(F p k ) is determined by the zeta function, this number can also be computed in advance. (4) If F p k is small enough, it may be faster to check fields of definition using the brute force method of Section 4.1, rather than Algorithm 4.3. If is small (as must be the case for k to be small), then we often find that #J(F p k ) = s m with s 4d, and thus the number of random points needed in Algorithms 4.3 and 5.1 will be very large. While computing the group structure is an exponential-time computation, we find that if the group has size at most 2 200 , MAGMA can compute the group structure fairly quickly. (5) If Step 5c has already output H j (x) for some j, the roots of this polynomial mod p can be used as the possible values of i j in Step 3. This will greatly speed up the calculation of the F i,p for the remaining primes: if one H j has been output then only p 2 D curves need to be computed (instead of p 3 ), and if two H j have been output then only pD 2 curves need be computed. (6) In practice, for small primes p (p < 800 in our MAGMA implementation), computing #C(F p ) (
Step 5b of Algorithm 2.1) is more efficient than choosing a random point on J(F p ) and determining whether it is killed by one of the potential group orders (Step 5a of Algorithm 2.1), so these two steps should be switched for maximum speed. However, as p grows, the order of the steps as presented will be the fastest.
Examples
This section describes the performance of Algorithm 7.1 on three quartic CM fields: Q(i 2 + √ 2), Q(i 13 + 2 √ 13), and Q(i 29 + 2 √ 29). These fields are all Galois and have class number 1, so the density of primes with the desired splitting behavior is maximal. The Igusa polynomials are linear; they have integral coefficients for the first two fields, and have denominators dividing 5 12 for the last. In all three examples, as p grows, the running time of the algorithm becomes dominated by the computation of p 3 curves for each p, whereas it was previously suspected that the the endomorphism ring computation would be the slow step in the CRT algorithm. A fast implementation in C to produce the curves from their Igusa invariants and to test the numbers of points would thus significantly improve the running time of the CRT algorithm.
Details of the algorithms' execution are given below. The algorithms were run on a 2.39 GHz AMD Opteron with 4 GB of RAM. The table headings have the following meaning:
• p: Size of prime field over which curves were generated.
• d : Prime powers appearing in the denominators n of elements α input into Algorithms 4.3 and 5.1, when written in the form (3.2).
• k: Degrees of extension fields over which d -torsion points are expected to be defined. These are listed in the same order as the corresponding d .
• Curves: Time taken to generate p 3 curves and determine which have CM by K (cf. Algorithm 2.1).
• #Curves: Number of curves computed whose Jacobians have CM by K.
• 4.3 & 5.1: Time taken to run Algorithms 4.3 and 5.1 to find the single curve whose Jacobian has endomorphism ring equal to O K .
Example 9.1. We ran Algorithm 7.1 with K = Q(i 2 + √ 2) and λ 1 , λ 2 , λ 3 = 1. The results appear in Table 1 The total time of this run was 6969 seconds, or about 116 minutes. In this example we see our first instance of primes being skipped because the fields over which Algorithms 4.3 and 5.1 must compute would be too large. In particular, for p = 29, 53, 107, 139, we would have to work over extension fields of degree 264, 924, 308, 162, all of which have well over 1000 bits. We can see that skipping these primes has no effect on the ultimate outcome of the algorithm. .
The total time of this run was 56585 seconds, or about 15 hours, 43 minutes. In this example we again see primes being skipped because the fields over which Algorithms 4.3 and 5.1 must compute would be too large. We also note that for p = 7, O K = Z[π, π], so any curve over F 7 that has a correct zeta function already has CM by all of O K , and we do not need to run Algorithms 4.3 and 5.1.
Remark 9.4. After examining the data of Examples 9.1, 9.2, and 9.3, we notice that in each example the same primes appear repeatedly in the indices [O K : Z[π, π]]. A little bit of computation reveals that these primes always split or ramify in O K0 , the ring of integers of the real quadratic subfield of K. This phenomenon is closely related to Proposition 5 of [EL] , which gives a characterization of the factorization of the index. If indeed any prime dividing the index [O K : Z[π, π]] splits or ramifies in O K0 , then no primes which are inert in K could appear. By Proposition 6.2, those primes are ones for which the -torsion points may be defined over an extension field of degree k ∼ 3 . Thus in practice, the inert primes are almost certainly ones we would reject anyway as requiring computation in fields that are too large (cf. Note (1) of Section 8). However, the theoretical running times of Algorithms 4.3 and 5.1, given by Propositions 4.6 and 5.5 respectively, improve if inert or ramified primes are not considered. The slow step of both algorithms
