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Resumen
A lo largo de este documento se presenta un estudio de distintas te´cnicas de prepro-
cesado para mejorar la segmentacio´n del espacio glotal en ima´genes o v´ıdeos de ana´lisis
estrobolaringosco´picos.
La base de este trabajo la constutiye la tesis doctoral publicada por el Dr. Ingeniero
Vı´ctor Jose´ Osma [1], en la que se realiza la segmentacio´n. Este software de segmentacio´n
parte de la aplicacio´n de la transformada de Watershed a una imagen - o fotograma
de un v´ıdeo - a la que previamente se le ha aplicado un gradiente en escala de grises.
Posteriormente se realizan operaciones de fusio´n - Merging - de los objetos de la imagen
para, finalmente, catalogar el elemento glotis mediante un discriminante lineal de Fisher.
Partiendo del software implementado, este trabajo pretende desarrollar una serie de
algoritmos para mejorar la deteccio´n de la glotis.
La primera fase del proyecto sera´ migrar la aplicacio´n inicial a un entorno ma´s moderno
que facilitara´ tanto el actual trabajo como las posteriores aplicaciones.
Finalmente se realizara´ una segunda fase en la que se analizara´n diferentes me´todos de
preprocesado de las ima´genes con el fin de mejorar los resultados obtenidos. Con esto se
pretende mejorar las carater´ısticas de las ima´genes, distinguiendo mejor as´ı los diferentes
objetos presentes en la imagen y facilitando la labor de la distincio´n de la glotis.
Se han probado tres te´cnicas de preprocesado: normalizacio´n localizada, transformada
discreta del coseno y filtrado anisotro´pico. Obtenie´ndose mejores resultados con las u´ltimas
te´cnicas.

Abstract
This paper presents a study of several pre-processing techniques in order to improve
the segmentation of the glottal area in images or in strobe laryngocopy’s analysis videos.
This paper is based upon Engineer Vı´ctor Jose´ Osma PhD dissertation [1], where
segmenting is carried out. This segmentation software draws from the implementation
of the Watershed transform into an image - or frame of a video - to which a grey scale
gradient was previously applied. Merge operations of objects in the image - Merging - are
subsequently carried out so as to eventually classify the glottis element through Fisher
linear discriminant analysis.
On the basis of the implemented software, this work intends to develop a series of
algorithms in order to improve the glottis detection.
The first stage in this project will consist of migrating the initial application into a
more modern environment which will facilitate both the curent work and de susequent
applications.
Finally, a second stage will be carried out, where the different pre-processing methods
of images will be analysed with the purpose of improving the obtained results. On the ba-
sis, the color if images is intended to be improved, thus distinguishing better the different
objects appearing in the image and facilitating the work of glottis detection.
Three techniques have been tested: local normalization, discrete cosine transform and
anisotropic filtering. Best results have been obtenained with the latest.
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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n
La voz es un veh´ıculo de comunicacio´n imprescindible en el d´ıa a d´ıa. Es por eso que se
hace necesario un estudio sobre las posibles patolog´ıas que puedan surgir. En un principio
este era un trabajo realizado exclusivamente por personal sanitario, en particular por
otorrinolaringo´logos. Hoy en d´ıa existen numerosas te´cnicas donde la tecnolog´ıa entra a
formar parte de estos estudios simplificando y facilitando el trabajo a estas personas.
Atendiendo al funcionamiento motor del sistema fonador - lugar en el que se genera
la voz -, ma´s concretamente a las cuerdas vocales, se pueden hacer diferentes estudios.
Este trabajo se centrara´ en mejorar la segmentacio´n del a´rea glotal con el fin de detectar
posibles anomal´ıas en las cuerdas vocales, que afectan directamente a la voz.
Analizar el comportamiento de las cuerdas vocales es indispensable para el diagno´stico
de estas patolog´ıas. Durante de´cadas se han ido desarrollando diferentes te´cnicas que
facilitan este ana´lisis. Pudiendo ser estos ana´lisis de las sen˜ales acu´sticas producidas por
el sistema fonador o mediante te´cnicas basadas en la visualizacio´n del mismo. Los me´todos
de visualizacio´n generalmente se centran en el a´rea glotal, puesto que as´ı se definen mejor
las diferentes anomal´ıas.
En 2010, el Dr. Ingeniero Victor Jose´ Osma Ruiz, presento´ su tesis doctoral: Contri-
bucio´n al procesado digital de ima´genes para la caracterizacio´n de patolog´ıas lar´ıngeas [1].
Esta tesis esta´ basada en el estudio y el ana´lisis del a´rea glotal. Teniendo como objetivo
la deteccio´n de la glotis en los archivos de partida - bien ima´genes o bien v´ıdeos -.
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Este trabajo fin de grado pretende continuar con dicha tesis aporta´ndole diferentes
mejoras con el fin de optimizar la deteccio´n de la glotis. Esta es, por tanto, la principal
motivacio´n.
1.2. Objetivos
Como se ha comentado anteriormente, este trabajo pretende actualizar la aplicacio´n
de partida [1], para conseguir los mejores resultados posibles. Para ello se hace necesario
una planificacio´n de objetivos que se comenta a continuacio´n:
- Migracio´n del software de la aplicacio´n desarrollada en la tesis de partida. Este objetivo
se plantea tanto para actualizar el entorno de programacio´n, como para facilitar el
posterior desarrollo de las mejoras a implementar. Para comprobar el resultado de la
migracio´n, se hara´n ana´lisis con distintas ima´genes.
- Desarrollo de diferentes preprocesados que aporten una mayor nitidez en el nivel de color
de la imagen escogida por el usuario con el fin de mejorar los posteriores resultados.
- Realizacio´n de distintas pruebas para comprobar el correcto funcionamiento de la apli-
cacio´n.
1.3. Estructura del documento
El trabajo ha quedado dividido en una serie de cap´ıtulos que se enumeran a continua-
cio´n:
1. Introduccio´n: Este cap´ıtulo pretende aportar una visio´n general sobre la motivacio´n
para la realizacio´n de este trabajo, as´ı como la estructura del mismo y los objetivos
planteados.
2. Antecentes: en este cap´ıtulo se pondra´ en antecedentes al lector. Esta´ dividido en varias
secciones. En primer lugar se comentara´ la fisiolog´ıa del aparato fonador. Seguidamente
se comentara´n las posibles te´cnicas de ana´lisis de dicho a´rea, y por u´ltimo se explicara´ el
sistema de partida.
3. Descripcio´n de la solucio´n propuesta: en este cap´ıtulo se describe el trabajo realizado.
Queda dividido en secciones, por un lado la migracio´n del software y por otro lado las
mejoras implementadas.
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4. Resultados: en este cap´ıtulo se explicara´n los resultados obtenidos para cada uno de
los objetivos planteados.
5. Manual de usuario: este cap´ıtulo presenta un manual de usuario de la aplicacio´n final.
6. Consideraciones finales: en este cap´ıtulo se comentan las conclusiones obtenidas, as´ı co-
mo posibles v´ıas de investigacio´n para posibles trabajos futuros.
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Cap´ıtulo 2
Antecedentes
2.1. Introduccio´n
La voz es el veh´ıculo de comunicacio´n ma´s importante que utiliza el ser humano. La voz
juega un papel esencial en todos los a´mbitos de nuestra vida para nuestra comunicacio´n
verbal y la comunicacio´n de nuestros sentimientos, existiendo gran preocupacio´n por tener
y mantener un tono agradable de voz.
Es por eso que se hace necesario el estudio de este feno´meno con el fin de detectar
posibles anomal´ıas que alteren su correcto funcionamiento.
El lenguaje humano involucra de forma especial al aparato respiratorio, pero tambie´n
comprende:
1. Centro del lenguaje en la corteza cerebral
2. Los centros respiratorios del tallo cerebral
Este estudio se va a centrar en la parte meca´nica de aparato fonador.
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2.2. Fisiolog´ıa del aparato fonador
El aparato fonador tiene tres partes fundamentales (Figura: 2.1): las cavidades in-
fraglo´ticas (o´rganos respiratorios), la cavidad glo´tica (o´rgano fonador) y las cavidades
supraglo´ticas (o´rganos de la articulacio´n) [2] [3].
Figura 2.1: Aparato fonador [20]
2.2.1. Cavidad infraglo´tica
La cavidad infraglo´tica esta´ ubicada justo por debajo de la glotis, y esta´ compuesta de:
diafragma, pulmones, bronquios y tra´quea.
El diafragma es un tabique muscular que se situ´a entre la cavidad tora´cica y la ab-
dominal. Cuando se contrae - al mismo tiempo que se elevan las costillas - aumenta el
volumen de la cavidad tora´cica y el aire entra en los pulmones - inspiracio´n -.
De la misma manera, cuando el diafragma se relaja provoca una expulsio´n del aire
contenido en los pulmones con la fuerza y el ritmo necesario para la fonacio´n - espiracio´n
-.
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2.2.2. Cavidad glo´tica
La laringe esta´ especialmente adaptada para actuar como un vibrador. Desde un punto
de vista funcional comprende:
- El aparato fibroso (Figura: 2.2), soporte de las cuerdas vocales y su esqueleto: cart´ıla-
gos (cricoide, tiroide, epiglo´tico, aritenoides, Santorini, Morgagni y sesamoideos), arti-
culaciones y ligamentos
Figura 2.2: Aparato fibroso [23]
- El aparato tensor de las cuerdas vocales (Figura: 2.3). Los elementos vibradores
son las cuerdas vocales, pliegues a lo largo de las caras laterales de la laringe que
son estirados y movidos por los diferentes mu´sculos espec´ıficos de la propia estructura
laringea. Cada cuerda vocal es estirada entre el cart´ılago tiroides y el aritenoide por
los diferentes mu´sculos inversamente, la contraccio´n de los mu´sculos cricoaritenoideos
laterales tiran de los cart´ılagos aritenoideos hacia adelante permitiendo la respiracio´n
normal. El mu´sculo Tiro-aritenoideo cuya capa interna, conocida como mu´sculo vocal,
constituye la mayor parte del grosor de la cuerda vocal, cuya consistencia y tensio´n
incrementa a la vez que estrecha la glotis.
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Figura 2.3: Musculatura del aparato tensor [21]
Las cuerdas vocales pueden adoptar diferentes formas, en funcio´n de las cuales cambia
el tono asi pues, unas cuerdas vocales gruesas producen sonidos graves mientras que
unas planas o delgadas producen sonidos agudos.
- El aparato motor de las cuerdas vocales (Figura: 2.4). Lo constituyen los mu´scu-
los que aproximan o separan las cuerdas vocales. As´ı, los mu´sculos crico-aritenoideos
provocan una separacio´n de las cuerdas vocales abriendo ampliamente la glotis duran-
te la inspiracio´n. Los mu´sculos cricoideos laterales son sus antagonistas y provocan la
aproximacio´n de las cuerdas vocales y preparan la accio´n del mu´sculo vocal. El mu´sculo
aritenoideo transverso tira de los aritenoides a la vez y produce una aproximacio´n de
las cuerdas vocales de forma que vibren con el aire espirado [4]
Figura 2.4: Aparato motor [22]
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2.2.3. Cavidad supraglo´tica
Son los o´rganos de articulacio´n y resonancia. Los tres o´rganos principales de la arti-
culacio´n son los labios, la lengua y el paladar blando y los responsables de la resonancia
incluyen la boca, la nariz, senos paranasales, faringe e incluso el torax. Es el u´ltimo tramo
que recorre la columna de aire, y donde se genera la gran variedad de sonidos gracias a
la movilidad de la cavidad bucal.
Figura 2.5: Cavidad supraglo´tica [21]
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2.2.4. Patolog´ıas
El sistema fonador puede sufrir diferentes patolog´ıas, lo que implica una distorsio´n en
la voz - voz patolo´gica -. Para explicar este apartado, se van a diferenciar dos tipos de
patolog´ıas. Por un lado, las patolog´ıas de tipo orga´nico, que implican una lesio´n en el
o´rgano principal de la voz, la laringe. Y por el otro patolog´ıas de tipo funcional, que son
aquellas en las que la voz se ve afectada por un mal funcionamiento de la laringe [5] [6].
Patolog´ıas orga´nicas:
1. No´dulos lar´ıngeos: se producen generalmente en personas que realizan un sobreesfuerzo
vocal durante largos periodos de tiempo. Esto produce una pequen˜a inflamacio´n de la
mucosa que recubre las cuerdas y por consiguiente genera vibraciones y rozamientos
indebidos, lo que se traduce en alteraciones en el timbre de la voz.
Figura 2.6: No´dulos lar´ıngeos [24]
2. Po´lipos lar´ıngeos: son protuberancias parecidas a callos o cicatrices que crecen alrede-
dor de las cuerdas vocales debido a diferentes causas. Estos po´lipos dificultan el paso
del aire a trave´s de la glotis, impidiendo as´ı un correcto funcionamiento del sistema
fonador.
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Figura 2.7: Po´lipos lar´ıngeos [24]
3. Tumores lar´ıngeos: Son masas tumorales de taman˜o variable, afectan a la v´ıa respi-
ratoria. Generalmente se encuentra en el vest´ıbulo lar´ıngeo y se originan a partir de
elementos epiteliales o tejido conectivo. Comu´nmente producen afon´ıas o disfon´ıas.
Figura 2.8: Tumores lar´ıngeos [24]
4. Relacionadas con el sistema nervioso de la lar´ınge, entre ellas:
- Espasmos e hiperquinesias.
- Para´lisis uni o bilateral de cuerdas vocales.
- Disquinesias o alteracio´n de la coordinacio´n de los movimientos.
11
Preprocesado para la mejora de la segmentacio´n del a´rea glotal.
Patolog´ıas funcionales:
Son las que se producen por:
- Esfuerzos vocales o deficiente te´cnica fonatoria de las personas que trabajan con la voz.
- Debilidad neuromuscular lar´ıngea hereditaria.
- Alteraciones debidas a problemas hormonales.
- Alteraciones ps´ıquicas y afectivas como la afon´ıa ps´ıquica, aton´ıa lar´ıngea, etc.
2.3. Te´cnicas de ana´lisis
Existen diversas te´cnicas de ana´lisis del sistema fonador, unas permiten la visualiza-
cio´n de las cuerdas vocales, mientras que otras permiten el registro de los mecanismos
aerodina´micos, vibratorios o acu´sticos que tienen lugar en la laringe [1][9][10][11].
2.3.1. Laringoscopia
Consiste en la visualizacio´n de la laringe y las cuerdas vocales por medio de un laringos-
copio. Este instrumento esta formado por un sistema o´ptico - bien un espejo o bien fibra
o´ptica - y una fuente de luz. En funcio´n del tipo de laringoscopio utilizado distinguimos:
1.- Laringoscopia indirecta: Se realiza colocando un espejo, denominado espejo lar´ıngeo,
en la faringe o en la zona posterior del velo del paladar. Aplicando una fuente de luz, se
ilumina la regio´n lar´ıngea obteniendo as´ı una imagen invertida de la laringe. Por otro lado,
el instrumento utilizado puede ser un pequen˜o telescopio. En este caso, e´ste se introduce
por v´ıa nasal hasta la garganta. Es la forma ma´s comu´n para examinar la laringe.
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Figura 2.9: Laringoscopia indirecta
2.- Laringoscopia directa: Este tipo de ana´lisis permite la visualizacio´n directa del
a´rea glotal. El laringoscopio se coloca en la parte posterior de la garganta, este me´todo
proporciona al me´dico una imagen ma´s profunda y exacta de la garganta.
Figura 2.10: Laringoscopia directa
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2.3.2. Estroboscopia
Este me´todo ofrece la posibilidad de explorar el mecanismo de ondulacio´n de la mucosa
de las cuerdas vocales, y es el que se utiliza para la realizacio´n de este estudio.
De un modo resumido, se puede decir, que la estroboscopia es un estudio dina´mico
que permite observar la laringe en funcionamiento por medio de flashes intermitentes.
El estroboscopio es un instrumento inventado por Simon von Stampfer en 18291. Se
utiliza para visualizar objetos en movimiento como si estuviera inmo´vil. Este feno´meno
se consigue encendiendo y apagando una luz intermitentemente.
El estroboscopio esta´ dotado de una la´mpara similiar a la de un flash de una ca´mara
fotogra´fica, que emite una serie de destellos consecutivos a una frecuencia regulable. Si
tenemos un objeto girando a N revoluciones por minuto y regulamos la frecuencia a N
destellos por minuto e iluminamos al objeto en cuestio´n, este aparecera´ inmo´vil a nuestra
vista. De la misma forma, si la frecuencia no es la misma pero es aproximada, veremos al
objeto moverse lentamente.
La vibracio´n de los pliegues vocales durante la fonacio´n es un feno´meno que bajo
condiciones normales se produce a frecuencias muy altas - para los hombres de 120 a 140
Hz, para las mujeres de 200 a 220 Hz y en el caso de los nin˜os puede llegar hasta los 280 Hz
-. La luz estrobosco´pica proporciona una imagen de aparente lentitud de las vibraciones
para que estas puedan ser analizadas.
La luz que emite el estroboscopio, es disparada a la misma frecuencia de vibracio´n que
las cuerdas vocales. Su objetivo es tomar ima´genes individuales fijas en diferentes puntos
de los ciclos vibratorios y as´ı poder representarlas como un movimiento del pliegue vocal
a una frecuencia mucho ma´s baja.
En la figura 2.11 se representa un ejemplo de este feno´meno. La funcio´n x(t) representa
los periodos de vibracio´n de las cuerdas vocales (ciclos de vibracio´n). La funcio´n p(t)
indica los periodos de tiempo en los que se produce un destello de luz y por u´ltimo, y(t)
representa la onda que se ver´ıa a simple vista.
1Matema´tico e inventor autr´ıaco nacido el 26 de octubre de 1792.
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Figura 2.11: Ejemplo de ciclo captado mediante una estroboscopia
Se puede observar que mediante este me´todo son necesarios 7 ciclos de vibracio´n real
para poder observar un ciclo completo a simple vista.
Finalmente, en la figura 2.12 se puede ver un ciclo completo de una estroboscopia:
Figura 2.12: Ejemplo de ciclo captado mediante una estroboscopia
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2.3.3. Cinematograf´ıa
Se trata de un sistema contrario a la estroboscopia que registra los fotogramas a una
velocidad mucho mayor que en un v´ıdeo convencional.
Las ima´genes se monitorizan a una velocidad ma´s lenta que permita ser visualizada
por el ojo humano.
2.4. Software original
Para poder entender el funcionamiento de las mejoras de la aplicacio´n, es necesario
hacer un repaso de la aplicacio´n inicial [1]. En la figura 2.13 se puede observar un esquema
del funcionamiento de dicha aplicacio´n:
Figura 2.13: Esquema de la aplicacio´n
Como se puede ver en la imagen, se parte de una imagen en color, y posteriormente
se le aplican una serie de algoritmos para conseguir la deteccio´n de la glotis. El resultado
final es una imagen en escala de grises con la glotis detectada.
El primer paso es transformar la imagen inicial en escala de grises. Una vez se ha trans-
formado la imagen, se procede a realizar cada uno de los bloques indicados anteriormente,
que se van a explicar a continuacio´n:
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2.4.1. Gradiente
Este es el primer paso del sistema inicial, es una forma de delimitar objetos detectando
sus bordes. Se aplica sobre la imagen inicial en escala de grises, para obtener mejores
resultados a la hora de detectar el a´rea glotal.
En s´ı mismo, el gradiente es el resultado de derivadas a lo largo de los ejes de abscisas y
de ordenadas respectivamente. El ca´lculo del gradiente se obtiene mediante las ecuaciones
2.1 y 2.2:
Gx =
∂f(x, y)
∂x
Gy =
∂f(x, y)
∂y
(2.1)
|G(x, y)| =
√
G2x +G2y (2.2)
En el caso de calcular el gradiente en ima´genes, e´ste se obtiene mediante plantillas
por medio de las cuales se calcula la diferencia de luminancia entre el p´ıxel estudiado -
colocado en el centro de la plantilla - y sus vecinos. En la figura 2.14 se puede ver un
ejemplo de plantilla general de taman˜o 3x3:
Figura 2.14: Plantilla general 3x3 para el ca´lculo del gradiente
Para el ca´lculo del mo´dulo del gradiente segu´n esta plantilla se hace uso de la ecuacio´n
2.3:
|G| =
√
[(x3 + x6 + x9)− (x1 + x4 + x7)]2 + [(x7 + x8 + x9)− (x1 + x2 + x3)]2 (2.3)
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Con cada uno de los factores calculado mediante la ecuacio´n 2.4, siendo fi el valor del
pixel y zi su posicio´n en la plantilla:
xi = zi · fi (2.4)
En el software inicial se implementan tres me´todos: Sobel, Prewitt y Roberts basados
a su vez en diferentes plantillas. Los dos primeros implementan dos plantillas, una para
el ca´lculo del gradiente del eje horizontal y otra para el ca´lculo del gradiente en el eje
vertical, mientras que el tercero utiliza dos plantillas mezclando ca´lculos de derivadas, sin
estar e´stas sujetas a un eje determinado. En la figura 2.15 se pueden distinguir estos 3
me´todos. La primera columna se corresponde con las dos plantillas del me´todo de Sobel,
la segunda con las del me´todo de Prewitt y la u´ltima con el me´todo de Roberts.
Figura 2.15: Plantillas para el ca´lculo del gradiente en ima´genes: (1)Sobel, (2)Prewitt y (3)Roberts
Adema´s de los me´todos de deteccio´n de bordes comentados, existen otros dos. El
primero de ellos esta´ basado en el me´todo de la segunda derivada, se usa en ima´genes en
las que los bordes de los objetos que la componen no son tan abruptos y es ma´s sensible al
ruido presenta en las ima´genes, en este caso no presentar´ıa buenos resultados. Y el segundo
es un me´todo ma´s avanzado, el Algoritmo de Canny. Este me´todo presenta resultados
mucho mejores que los anteriores pero disminuye considerablemente el rendimiento.
El me´todo utilizado en la aplicacio´n inicial es el de Sobel, puesto que el me´todo de
Canny afecta al rendimiento y es menos sensible al ruido existente en las ima´genes que
los me´todos de Roberts o Prewitt.
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Es muy comu´n que las ima´genes no tengan niveles de gris homoge´neos, por lo que se
hace necesario umbralizar el gradiente. Este me´todo consiste en aplicar un umbral - 2 en el
caso del software implementado - mediante el cual, todos los p´ıxeles con gradiente de valor
menor que dicho umbral, toman valor cero. Mientras que los dema´s p´ıxeles mantienen su
valor. Matema´ticamente es muy fa´cil de calcular, y tomando V como el valor final del
p´ıxel y x como el valor de este, se podr´ıa expresar segu´n la ecuacio´n 2.5:
V =
{
0 si x > 2
x si x ≤ 2 (2.5)
Aplicando este me´todo se consiguen eliminar falsos bordes producidos por el ruido o
por una mala iluminacio´n. As´ı, se consigue reducir el nu´mero de regiones en un 20 %
aproximadamente.
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2.4.2. Transformada Watershed
Esta es una herramienta que permite dividir la imagen inicial en diferentes objetos en
funcio´n de alguna caracter´ıstica, como puede ser su nivel de gris o el valor del gradiente.
Al ser una imagen en escala de grises, los valores que pueden tomar los p´ıxeles estara´n
comprendidos entre 255 y 0. Siendo 0 el color negro y 255 blanco.
Como su nombre indica, este me´todo divide la imagen en diferentes cuencas, es decir,
zonas con nivel de gris similar. Asemeja´ndose as´ı al efecto que tienen las gotas de agua
cuando llueve, si e´stas caen en lo alto de una superficie, caera´n hasta agruparse en distintas
cuencas. Estas cuencas estara´n formadas por los mı´nimos regionales, que son en definitiva,
un pixel o conjunto de p´ıxeles con el menor nivel de gris de entre sus vecinos.
Una imagen en escala de grises es una matriz de dos dimensiones, en la que cada
“celda” es un p´ıxel. El objetivo de este me´todo es recorrer la matriz inicial y generar una
matriz de iguales dimensiones en la que aparezcan “cuencas”. Cada uno de los p´ıxeles de
la matriz inicial u´nicamente podra´ pertenecer a una de las cuencas.
Para entender mejor este me´todo se analizara´ una matriz sencilla, en la que cada una
de las celdas representa un pixel y su valor se corresponde con el nivel de gris de dicho
pixel:
La matriz inicial, normalmente, sera´ una imagen a la que se le ha aplicado el gradiente,
ya que as´ı se identifican mejor los bordes de cada uno de los objetos que componen la
imagen.
Figura 2.16: Matriz inicial transformada de Watershed
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El primer paso consiste en recorrer la matriz inicial y marcar los mı´nimos - p´ıxeles con
menor valor de gradiente -. Por otro lado, el algoritmo, ira´ asignando la direccio´n en la
que se encuentra el p´ıxel vecino con menor valor de gradiente - siempre y cuando no sea
una cuenca - mediante flechas, como podemos ver en la figura 2.18 .
Para asignar dichas flechas, el algoritmo se posiciona en un p´ıxel y captura el valor de
gradiente de todos y cada uno de sus p´ıxeles vecinos, detectando el menor de ellos. Segu´n
la direccio´n de la flecha, el algoritmo asigna un nu´mero al p´ıxel analizado. En la figura
2.17 se ve una relacio´n de las flechas con el nu´mero al que asigna:
Figura 2.17: Convenio de sen˜alizacio´n utilizado en el algoritmo
Los nu´meros seleccionados para etiquetar a cada p´ıxel en funcio´n de la flecha, deben
ser negativos, ya que los valores que contienen los p´ıxeles esta´n comprendidos entre 0
y 255. As´ı, por un lado va sen˜alando los p´ıxeles analizados, y por otro, que los valores
asignados no se confunden con valores del gradiente .
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En la siguiente imagen se puede ver el resultado una vez se ha analizado la matriz de
ejemplo que se muestra en la figura 2.18:
Figura 2.18: Asignacio´n de direcciones de la transformada de Watershed
Cuando ya el algoritmo ha recorrido todos los p´ıxeles y les ha asignado un valor segu´n
la direccio´n del p´ıxel vecino con menor valor, recorre de nuevo la matriz. Los mı´nimos
estara´n marcados con un valor entero positivo, por lo que en este paso, el algoritmo se
posiciona en ellos y recorre los p´ıxeles vecinos que tengan la flecha apuntando hacia e´l,
pero en sentido contrario, de tal forma que cada p´ıxel queda etiquetado en una cuenca.
Para calcular el camino que sigue la gota de lluvia, se hace uso de la distancia geode´sica.
Este me´todo detecta la menor distancia que se debe recorrer para alcanzar el punto de
destino. En este caso es el camino hasta los mı´nimos marcados.
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Figura 2.19: Matriz transformada de Watershed una vez se han creado las cuencas.
Por u´ltimo, se marca a cada p´ıxel con el valor del mı´nimo de la cuenca a la que
pertenece, de tal forma que quedan definidas las cuencas. En la siguiente imagen se puede
ver el resultado final de la matriz transformada de Watershed.
Figura 2.20: Matriz transformada de Watershed final
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El la figura 2.21 se puede observar la aplicacio´n de la transformada Watershed sobre
dos ima´genes. A la primera de ellas se le ha aplicado un gradiente mientras que a la
segunda se le ha aplicado un gradiente umbralizado (2.4.1).
Figura 2.21: Ejemplo de transformada Watershed con gradiente (1) y con gradiente umbralizado (2)
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2.4.3. ”Merging” JND
Como se puede ver en la figura 2.21 aplicando u´nicamente la transformada de Wa-
tershed, quedan definidas un gran nu´mero de cuencas, por lo que se hace imposible la
deteccio´n de la glotis. Por eso se hace uso de operaciones de Merging.
Esta herramienta trata de fusionar las cuencas con un nivel de gris similar utilizando
la te´cnica de “Just Noticeable Difference” - de ahora en adelante JND - El JND es una
medida que indica cuanto ha tenido que cambiar algo, para que este cambio sea apreciable.
En nuestro caso, se aplicara´ a los distintos niveles de gris de cada una de las cuencas,
pudiendo as´ı fusionar aquellas cuencas vecinas con un nivel de gris diferente que no es
apreciable por el ojo humano.
Gra´ficamente, este efecto se podr´ıa representar mediante la gra´fica 2.22:
Figura 2.22: Umbral de visibilidad de los niveles de gris
La representacio´n matema´tica del umbra de visibilidad T mostrado en la gra´fica an-
terior quedar´ıa definido segu´n la ecuacio´n 2.6:
T (n,m) =
{
17 · (1−
√
I(n,m)
127 ) + 3 siI(n,m) ≤ 127
3
128 · (I(n,m)− 127) + 3 resto
(2.6)
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La funcio´n de coste utilizada se calcula segu´n la siguiente expresio´n:
Fc = [|mR1 −mR2| −MinJND(mR1,mR2) + 255] · MinArea(R1, R2)
LimitArea
(2.7)
Donde mRi equivale al valor medio de gris de cada cuenca Ri y LimitArea establece un
valor l´ımite de a´rea por debajo del cual se facilita la unio´n en caso contrario se dificulta.
Esta funcio´n de coste devuelve valores superiores a 255 para niveles de gris que el ojo
humano es capaz de distinguir, por lo tanto por debajo de dicho umbral, se permite la
unio´n de las cuencas.
Por ejemplo, para dos cuencas con niveles de gris 45 y 50 respectivamente. La mı´nima
JND se conseguira´, a partir de la expresio´n 2.6, para la cuenca con valor de gris 50 y
tendra´ un valor de 9.33. Esto hace que la cuenca con valor 45 sea indistinguible para el
ojo humano, puesto que 50 - 9,33 < 45. El valor que devolver´ıa la funcio´n de coste ser´ıa de
250.67, que esta´ por debajo de 255, por lo tanto se permitir´ıa la unio´n de las dos cuencas.
En la figura 2.23 se puede ver un ejemplo real. La primera imagen es la imagen inicial
antes de procesarla, y en la segunda se pueden observar las cuencas que quedan sin fusionar
una vez hecho este proceso.
Figura 2.23: Ejemplo de merging
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2.4.4. ”Merging” de regiones vecinas
El siguiente paso consiste en reducir au´n ma´s el nu´mero de objetos de la imagen
fusionando aquellas cuencas vecinas que posean un nivel de gris medio inferior al de la
cuenca analizada en ese momento.
El objetivo de este proceso es facilitar la distincio´n de la glotis, ya que en principio,
se espera que e´sta sea un objeto con nivel de gris inferior (ma´s oscuro) que los de su
alrededor. El algoritmo es el siguiente: se toman dos cuencas y se comprueba si alguna
de las dos tiene algu´n objeto vecino con un nivel de gris inferior. En caso de no existir,
dicha cuenca es candidata a ser considerada glotis, por lo que se le atribuye un valor de
la funcio´n de coste ma´ximo, para evitar su posterior unio´n con otras cuencas. En caso
contrario las dos cuencas analizadas quedar´ıan unidas, con un valor de coste igual a la
resta de ambos niveles de gris. Siguiendo el ejemplo anterior, en la figura 2.24 se puede
ver la imagen una vez procesada con este me´todo:
Figura 2.24: Merging de regiones vecinas
2.4.5. Predictor lineal
Esta fase tiene como objetivo distinguir la glotis del resto de elementos de la imagen
por su forma. El proceso consiste en ir eliminando objetos hasta que quede u´nicamente el
objeto glotis. Por ejemplo, el fondo se elimina porque el taman˜o de a´rea de mucho ma´s
grande que la del resto de objetos. Los laterales se eliminan por su nivel de gris, que suele
ser inferior al nivel de gris que tiene la glotis (30 en las ima´genes ma´s oscuras y 70 en las
ma´s claras).
Adema´s de los elementos mencionados, en la imagen a procesar, existen otros dos
objetos: las sombras y la glotis. Para distinguir el elemento glotis entre ellos se hace uso
de un clasificador, que devolvera´ una funcio´n de Fisher con un histograma en el que se
presentan los diferentes objetos que pueden ser clasificados como glotis. Para asegurar que
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ninguna glotis queda excluida en este proceso, se ha considerado la posibilidad la clasificar
como glotis objetos sombra por encima de la posibilidad contraria. Una vez obtenido el
histograma, si au´n no se hubiese detectado la glotis, se establece que sera´ el objeto glotis
aquel que, teniendo 3 posiblidades ma´s de ser glotis que el resto de elementos, tenga
ma´s profundidad. Entendiendo por profundidad la diferencia media entre los valores del
gradiente del borde del objeto y el valor mı´nimo en el interior del mismo.
Con este me´todo, se consigue un porcentaje de acierto en la deteccio´n del objeto glotis
de un 98,98 % de las 110 ima´genes estudiadas.
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Cap´ıtulo 3
Descripcio´n de la solucio´n propuesta
3.1. Introduccio´n
El conjunto de la solucio´n se va a dividir en dos fases claramente diferenciadas. En la
primera se explicara´ el procedimiento llevado a cabo para completar la migracio´n de la
aplicacio´n inicial. Y en segundo lugar se comentara´n en detalle las mejoras introducidas
para lograr una o´ptima deteccio´n de la glotis.
3.2. Migracio´n de co´digo
Esta etapa del proyecto se hizo conjunta con el alumno Stepan Venzik. Por lo que no
se van a explicar todos y cada uno de los bloques que componen la aplicacio´n.
La aplicacio´n de partida estaba compilada en el entorno de Borland1 y el lenguaje de
programacio´n utilizado es C++ [18]. Dicha aplicacio´n se migrara´ a la plataforma Visual
Studio 2015, en lenguaje C#, ya que es un entorno multiplataforma ampliamente utilizado
y se dispone de experiencia previa.
La principal diferencia entre estos dos lenguajes de programacio´n es que en C++ cada
clase esta´ formada por dos ficheros - fichero1.h y fichero2.cpp - en el primero de ellos se
declaran todas y cada una de las variables y funciones que posteriormente se desarro-
llara´n en el segundo. En cambio, C# es un lenguaje de programacio´n orientado a objetos,
disen˜ado para compilar aplicaciones disen˜adas en .NET, como es el caso [15]. En este
1Borland Software Corporation es una compan˜´ıa de software fundada en 1983.
Preprocesado para la mejora de la segmentacio´n del a´rea glotal.
tipo de programacio´n aparecen nuevos conceptos y te´rminos como objetos, propiedades,
me´todos, etce´tera [12]. Por lo que se hace necesario explicar los pasos necesarios que se
han llevado a cabo para lograr la migracio´n de la aplicacio´n completa.
Otro de los cambios que se ha realizado a nivel global es eliminar la definicio´n de
fastcall de las funciones. El aplicar esta llamada a una funcio´n determinada, significa que
los primeros 3 registros de dicha llamada se almacenan en registros - espec´ıficamente en
EAX, EDX y ECX respectivamente - para as´ı hacer las llamadas mucho ma´s ra´pido [14].
Esto en C# no es necesario, por lo que se han eliminado.
Este bloque se ha dividido en 3 subapartados con el fin de explicar mejor la migracio´n
de cada una de las partes de la aplicacio´n. A continuacio´n se explicara´ ma´s en detalle
cada uno de ellos.
3.2.1. Bloque imagen
Este primer bloque lo compone la clase TImagen. En esta clase se construye la imagen
con la que se trabajara´ posteriormente. Esta´ compuesta de distintos para´metros: estruc-
turas, clases, variables, etc. con los que se consigue definir por completo la imagen a
analizar.
Las ima´genes pueden leerse desde diferentes fuentes. Por norma general, la aplicacio´n
esta´ preparada para que el usuario elija un archivo .bmp, es decir, una imagen en escala
RGB , o lo que es lo mismo, una matriz de 3 dimensiones. No obstante tambie´n se puede
partir de una imagen de Matlab, siendo esta un archivo de tipo .img definido en escala
de grises - matriz de dos dimensiones-. En funcio´n del tipo de archivo de partida, se
considerara´ a la imagen de forma diferente, pudiendo ser de tipo vi2D para una imagen
en escala de grises y vi3D para una imagen en escala de color 2.
Como se ha comentado, la aplicacio´n trabaja cont´ınuamente con matrices. Pudiendo
ser estas de dos o tres dimensiones. Es uno de los inconvenientes que han surgido a la
hora de migrar el co´digo, ya que este tipo de datos se define diferente para cada lenguaje
de programacio´n. Por ejemplo, una matriz de 3 dimensiones de datos enteros en C++ se
escribir´ıa de la forma: int *** Imagen3D mientras que en C# se pueden definir de dos
maneras distintas: int[„] Imagen3D o int[] [] [] Imagen3D. La principal diferencia es que
con la primera forma hay que trabajar con la matriz completa, mientras que si se utiliza
la segunda, se puede trabajar con una sub matriz de una o dos dimensiones en funcio´n de
las necesidades del momento.
Debido a este cambio en la nomenclatura de las matrices, y por consiguiente de su
2Estructuras internas de la clase TImagen de 2 y 3 dimensiones respectivamente
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uso, se han tenido que modificar los me´todos desarrollados en esta clase.
Otro problema an˜adido al realizar la migracio´n fue que en C# no existen los punteros,
por lo que para llevar a cabo el correcto desarrollo de la aplicacio´n se han sustituido por
para´metros de referencia. Es decir, en lugar de una variable apuntando a una direccio´n de
memoria en la que el me´todo en cuestio´n guarde el valor devuelto, se pasa como para´metro
una variable adicional de salida en la que se guarda dicho resultado.
Para el manejo de ima´genes, la aplicacio´n inicial hace uso una segunda clase llamada
Funciones, en la que esta´n codificadas distintas funciones: Inicializar matrices, copiar
datos entre matrices, distintas operaciones con matrices... La migracio´n de esta clase no
ha tenido ma´s problemas que los comentados hasta ahora.
3.2.2. Bloque reserva
Este bloque lo componen a su vez tres clases diferentes, Reserva1D, Reserva2D y
Reserva3D. Cada una de ellas esta´ implementada para reservar memoria para estructuras
de una, dos o tres dimensiones respectivamente. Esta´n preparadas para admitir cualquier
tipo de datos esta´ndar.
Cada una de ellas consta de distintos me´todos para operar con las estructuras - ma-
trices - mencionadas - como puede ser redimensionarlas - as´ı como constructores y des-
tructores.
Otra de las grandes diferencias entre los dos lenguajes de programacio´n mencionados,
es que en C++ se trabaja con manejo de memoria - en la aplicacio´n inicial se utilizan
funciones como calloc o realloc - mientras que en C# no es necesario, ya que se reserva
memoria impl´ıcitamente al declarar cada una de las variables (estructuras) con la instancia
new. Por esta razo´n, en la migracio´n de cada una de las 3 clases comentadas, se han
descartado los me´todos destructores.
Otro detalle es que tampoco se han desarrollado los me´todos Asigna programados en
la aplicacio´n inicial, ya que no eran necesarios.
Por lo tanto, la nueva versio´n de cada una de las tres clases Reserva queda formada
por: un constructor - cada uno para una determinada dimensio´n - compuesto por los datos
de la estructura y las dimensiones de la misma, un me´todo llamado Redimensionar que,
como su propio nombre indica se utiliza para redimensionar una determinada estructura, y
por u´ltimo otro me´todo llamado DevuelvePuntero, que devuelve los datos de la estructura.
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3.2.3. Bloque inicio
Este bloque se compone de la ventana principal de la aplicacio´n. Sera´ el medio de
interaccio´n entre el usuario y la aplicacio´n, donde este elegira´ los para´metros que desee
para posteriormente realizar el ana´lisis de cada una de las ima´genes.
Al migrar esta parte de la aplicacio´n, no han surgido mayores complicaciones que la
diferencia entre las nomenclaturas de los controles para cada uno de los dos lenguajes de
programacio´n.
Este bloque se explica ma´s en detalle en el apartado 5.1.
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3.3. Te´cnicas de preprocesado
Para probar cada una de estas mejoras primero se realizo´ un estudio de las ima´genes
obtenidas mediante scripts de Matlab. Y una vez comprobados los resultados, se procedio´ a
hacer la migracio´n a la aplicacio´n final de aquellas en las que se obtuvo mejor resultado.
3.3.1. Normalizacio´n Localizada (LN)
Se trata de un algoritmo de compensacio´n de iluminacio´n. Este algoritmo permite recu-
perar informacio´n de las zonas ma´s oscuras de la imagen, por lo que puede ser interesante
a la hora de destacar el objeto glotis sobre la imagen para su posterior procesamiento [8].
Los pasos que se han realizado para aplicar el algoritmo son:
1. Definir un ancho de ventana
2. Calcular el promedio en la vecindad del p´ıxel definida por la ventana centrada en
(x,y)
3. Calcular la desviacio´n esta´ndar en la vecindad del pixel definida por la ventana
centrada en (x,y)
4. Calcular el valor de intensidad compensada de la imagen
Este para´metro se calcula con la siguiente expresio´n:
ILN(x, y) =
I(x, y)− E(I(u, v))
σ(I(u, v)) (u, v) ∈ W (3.1)
5. Aplicar estiramiento lineal para regresar a la escala de grises.
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En la figura 3.1 se muestran los resultados obtenidos al aplicar este algoritmo sobre
una imagen con distintos taman˜os de ventana:
Figura 3.1: Aplicacio´n del algoritmo LN para diferentes taman˜os de ventana
Observando los resultados obtenidos, se puede ver que probablemente no sirva para el
ana´lisis requerido, ya que el objeto glotis, a simple vista, toma valores de niveles de color
parecidos al resto de objetos de la imagen, por lo que se hace ma´s dif´ıcil detectarlo.
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3.3.2. Transformada Discreta del Coseno
La Transformada Discreta del Coseno, descubierta por Ahmed et al.- de ahora en
adelante DCT 3 - es una te´cnica basada en laTransformada Discreta de Fourier pero
utilizando nu´meros reales. La descomposicio´n en factores se hace exclusivamente con
sumas de cosenos, no de senos y cosenos [7][8].
El objetivo de utilizar la DCT es realizar la compensacio´n de iluminacio´n mediante la
anulacio´n de las componentes de baja frecuencia en el dominio transformado.
Pasos realizados:
1. Convertir imagen RGB a imagen YCbCr:
Para poder aplicar la DCT hay que transformar a YCbCr. Al convertir las ima´ge-
nes, obtenemos por un lado la componente de luminancia - Y - , y por otro lado las
componentes de crominancia - Cb y Cr - que son la diferencia de nivel de azul y de
nivel de rojo respectivamente.
Para realizar la conversio´n se han utilizado las siguientes expresiones [17]
Y = 16 + (0,257 ·R) + (0,504 ·G) + (0,098 ·B) (3.2)
Cb = 128 + (0,148 ·R)− (0,291 ·G) + (0,439 ·B) (3.3)
Cr = 128 + (0,439 ·R)− (0,368 ·G)− (0,071 ·B) (3.4)
2. DCT
Para obtener la DCT se han aplicado las siguientes fo´rmulas sobre la matriz de
entrada, obteniendo una matriz de iguales dimensiones:
Bpq = αp · αq ·
M−1∑
m=0
N−1∑
n=0
cos(pi(2m+ 1)p2M ) cos(
pi(2n+ 1)q
2N ) (3.5)
Tomando :
{
0 ≤ p ≤ (M − 1)
0 ≤ q ≤ (N − 1) (3.6)
3De las siglas en ingle´s Discrete Cosine Transform
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αp

1√
M
si p = 0√
2
M
resto
(3.7)
αq

1√
N
si q = 0√
2
N
resto
(3.8)
3. Multiplicacio´n por la matriz tria´ngulo
Se define una matriz de iguales dimensiones que la matriz a tranformar, y en
la esquina superior izquierda, se crea un tria´ngulo de ceros de lado predefinido a
excepcio´n del primer para´metro. Por ejemplo, para una matriz de 5x5, definimos un
tria´ngulo de lado 3 y queda: 
1 0 0 1 1
0 0 1 1 1
0 1 1 1 1
1 1 1 1 1
1 1 1 1 1
 (3.9)
Al multiplicar la matriz tria´ngulo por la matriz resultado de la DCT, se consigue
anular los coeficientes de baja frecuencia de la imagen tranformada que caen dentro
del tria´ngulo.
4. IDCT
Se reconstruye la matriz inicial haciendo la inversa de la transformada discreta del
coseno.
5. Convertir imagen YCbCr a imagen RGB
Se convierte la matriz resultado de la IDCT, cuyos niveles de color esta´n expresa-
dos en escala YCbCr como se ha comentado. Para eso se tiene que tener en cuenta
que la escala RGB toma valores entre 0 y 255, por lo tanto, las fo´rmulas tienen que
devolver siempre un valor dentro de ese rango. Se utilizara´n las siguiente ecuaciones,
tomando Y’, Cb’, y Cr’ como (Y-16), (Cb-128) y (Cr -128) respectivamente [17]:
R = Maximo(((1,164 · Y ′) + (0,000 · Cb′) + (1,596 · Cr′)), 0) (3.10)
G = Maximo(((1,164 · Y ′)− (0,392 · Cb′)− (0,813 · Cr′)), 0) (3.11)
B = Maximo(((1,164 · Y ′) + (2,017 · Cb′) + (0,000 · Cr′)), 0) (3.12)
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Una vez implementada la funcio´n, se han hecho pruebas para distintas longitudes de
lado de tria´ngulo: 3, 6, 9, 12, 15, 18, 21.
Figura 3.2: Aplicacio´n del algoritmo de la DCT para distintos taman˜os del lado del tria´ngulo
De los resultados obtenidos cabe destacar que a medida que se aumenta el taman˜o del
lado del tria´ngulo, las ima´genes presentan zonas con oscilaciones, lo que puede implicar
pe´rdida de informacio´n importante. No obstante, para el ana´lisis que se va a realizar en
este proyecto, no se puede descartar ningu´n resultado, ya que se busca que el objeto glotis
de la imagen tenga niveles de color claramente diferenciados del resto de objetos de la
imagen.
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3.3.3. Filtro anisotro´pico
El filtrado anisotro´pico consiste en mejorar la calidad de una imagen que esta´ vista
desde un a´ngulo oblicuo con respecto al a´ngulo de proyeccio´n de la imagen sobre una
superficie. Este tipo de filtro elimina el efecto “aliasing”[19].
Este algoritmo se desarrollo´ en el proyecto fin de grado realizado por la alumna: Mar´ıa
Cristina Marco Llorente. En este proyecto se implemento´ el filtrado mediante un script
de Matlab, ahora se ha migrado al entorno actual con el fin de incluirlo en la aplicacio´n.
El algoritmo necesario para llevar a cabo este tipo de filtrado es muy pesado. Consiste
en modificar el valor de cada pixel de la imagen por otro dado por una funcio´n que var´ıa
dependiendo del valor del nivel de color del propio pixel y el de sus vecinos ma´s cercanos
en horizontal y en vertical.
La nomenclatura a utilizar en el desarrollo de este algoritmo se muestra en la siguiente
imagen, siendo I el nivel de color de cada p´ıxel. Para la nomenclatura de los p´ıxeles
vecinos, se han utilizado los cuatro puntos cardinales (Norte - Superior, Sur - Inferior,
Este - Derecha y Oeste Izquierda). As´ı mismo, se ha denominado C al para´metro que
relaciona cada pixel vecino con el central.
Figura 3.3: Nomenclatura utilizada para el filtrado anisotro´pico.
Para el ca´lculo del nuevo valor de I del pixel analizado - ID - se utiliza la siguiente
expresio´n:
ID = I + λ · [CN ·DN + CS ·DS + CE ·DE + CS ·DS] (3.13)
38
3.3. TE´CNICAS DE PREPROCESADO
Siendo lambda un para´metro de control de difusio´n que var´ıa entre 0 y 0.25, y D la
diferencia de nivel de color entre el p´ıxel central y cada pixel vecino:
Di = Ii − I (3.14)
El valor de C se calcula con la siguiente expresio´n, siendo K una constante:
Ci = e(−
|Ii|
K
)2 (3.15)
El algoritmo utilizado para realizar el filtrado es largo y costoso, pues hay que recorrer
la matriz un determinado nu´mero de veces para cada una de las 3 capas RGB. Cada vez
que se recorre la matriz, se sustituyen los valores de cada pixel por el calculado utilizando
las ecuaciones anteriores.
Para una mejor comprensio´n, se muestra el pseudoco´digo implementado para realizar
este algoritmo:
FOR capas RGB
FOR numero de repeticiones
Se recorre la matriz inicial y se reasignan valores
END FOR
END FOR
A continuacio´n se muestran unas ima´genes obtenidas mediante este me´todo. Se han
realizado 5 pruebas, cada una de ellas con distintos para´metros. Los para´metros que han
variado son: K y N, que es el nu´mero de repeticiones anteriormente mencionado. Mientras
que lambda se ha mantenido constante con un valor de 0.05.
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Figura 3.4: Ejemplos de ima´genes aplica´ndoles el filtrado anisotro´pico con distintos para´metros.
Como se puede observar en las ima´genes anteriores, a medida que se aumenta el nu´mero
de repeticiones, las ima´genes quedan mucho ma´s difuminadas perdiendo nitidez. Pero este
tampoco es un resultado descartable, ya que, como se ha indicado en otros apartados, para
este estudio interesa que la glotis se diferencie el ma´ximo posible del resto de objetos de
la imagen.
40
Cap´ıtulo 4
Resultados
4.1. Introduccio´n
Una vez se ha analizado en detalle cada una de las mejoras aportadas a la aplicacio´n
inicial, se va a proceder a explicar los resultados obtenidos tanto con cada una de ellas
por separado como con todas ellas en conjunto.
El cap´ıtulo se va a dividir en dos apartados, en el primero de ellos se van a mostrar
los resultados obtenidos al migrar el co´digo de la aplicacio´n inicial, y en el segundo, se
analizara´n los resultados obtenidos al aplicar cada una de las mejoras implementadas.
Para el ana´lisis de resultados se ha partido de una biblioteca de ima´genes de distintos
v´ıdeos estrobolaringosco´picos utilizadas en la tesis de partida - 110 ima´genes extra´ıdas de
15 v´ıdeos -, en las que var´ıa la luminosidad de la imagen as´ı como la nitidez de la misma.
Puede que para algunas de ellas sea mejor utilizar un tipo de preprocesado y para otras
otro en funcio´n de sus caracter´ısticas.
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4.2. Resultados de la migracio´n del co´digo
Para comprobar el correcto funcionamiento de la aplicacio´n migrada se hara´ uso de la
base de datos mencionada. En el procesado de cada una de las ima´genes se aplican las
dos fases del “Merging” explicadas en los apartados [2.4.4] y [2.4.3] respectivamente. Tal
y como se explica en en el apartado [3.2], las modificaciones introducidas se traducen en
segmentaciones ligeramente diferentes.
En el proceso de comparacio´n de los resultados se aprecia que se obtienen mejores efec-
tos en la deteccio´n de la glotis en 15 ima´genes de las 110 totales (13.63 %). Sin embargo,
existen errores debidos a causas ajenas a la aplicacio´n, como pueden ser: la mala ilumi-
nacio´n - que introduce sombras, que unidas con la glotis, dificultan su correcta deteccio´n
- o la divisio´n de la glotis.
Por otro lado, en 10 ima´genes del total (9.09 %), se aprecia una mejor deteccio´n del
a´rea glotal.
En las siguientes figuras se pueden ver algunos ejemplos de las segmentaciones reali-
zadas con las dos aplicaciones. Las ima´genes de la fila superior - l´ıneas pintadas de azul -
se corresponden a ana´lisis realizados con la aplicacio´n original, mientras que las que esta´n
situadas en la fila inferior - l´ıneas amarillas - han sido procesadas mediante la aplicacio´n
migrada.
En la figura [4.1] se pueden apreciar algunos ejemplos de segmentaciones en las que
no se ha conseguido alcanzar el resultado de la aplicacio´n inicial, mientras que en la [4.2]
se muestran otros ejemplos en los que se ha mejorado.
Figura 4.1: Resultados migracio´n con errores
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Figura 4.2: Resultados migracio´n con mejoras
4.3. Resultados de las mejoras implementadas
De nuevo, para el ana´lisis de cada una de las mejoras implementadas, se hara´ uso
de la base de datos mencionada anteriormente. Se debe tener en cuenta que no todas
ellas cuentan con la misma iluminacio´n ni la misma nitidez. Por eso para algunas de
ellas sera´ mejor utilizar un tipo de preprocesado y para otras otro en funcio´n de sus
caracter´ısticas.
Los resultados con los que se va a comparar si existe verdaderamente una mejora son
los obtenidos mediante la misma aplicacio´n introducie´ndole un ana´lisis con informacio´n
de color. 1.
Para corroborar las mejoras implementadas, se va a utilizar un script programado en
Matlab. Este script analiza cada una de las ima´genes obtenidas, compara´ndolas con las
mismas ima´genes simulando resultados ideales - ima´genes segmentadas por un experto -,
y devolviendo una serie de para´metros que finalmente dira´n si las mejoras efectivamente
introducen mejoras en la deteccio´n del a´rea glotal, como pueden ser: Jaccard index, DICE
coeff 2, precisio´n, sensibilidad...
1Resultados de la aplicacio´n de Stefan Venzik, manteniendo los para´metros por defecto
2Coeficiente o ı´ndice de Sorensen-Dice, utilizado para medir la similitud entre dos muestras. Muy
parecido al Jaccard index.
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De los para´metros que devuelve dicho script, se va a analizar el Jaccard index. Este
para´metro mide el grado de similitud entre dos conjuntos - A y B - [16]. El resultado es
la interseccio´n de ambos conjuntos dividida entre la su unio´n:
J(A,B) = |A ∩B|/|A ∪B| (4.1)
El ı´ncide de Jaccard toma valores comprendidos entre 0 y 1, correspondie´ndose el valor
cero a que no tienen nada en comu´n y el valor uno a que son ide´nticos.
En este apartado se van a analizar por separado cada una de las mejoras, para pos-
teriormente hacer un ana´lisis de aquellas que han introducido mejoras en conjunto. Cabe
destacar que para los primeros ana´lisis - [4.3.1], [4.3.2], [4.3.3] y [4.3.4] - se han mantenido
constantes los para´metros configurables de la aplicacio´n, para as´ı comprobar tambie´n el
grado de autonomı´a de la misma. Por u´ltimo se expondra´n algunos ejemplos de ana´lisis
modificando estos para´metros [4.3.5].
4.3.1. Ana´lisis de resultados para: LN
Tal y como se comento´ en el apartado [3.3.1], los resultados con las ima´genes obtenidas
por el script de Matlab no produc´ıan una mayor diferenciacio´n de la glotis, por lo que
primero se introdujeron dichas ima´genes en la aplicacio´n para hacer un primer examen
eliminatorio.
A continuacio´n se muestran algunos ejemplos de estos ana´lisis, en la fila superior -
l´ıneas azules - se muestran las ima´genes analizadas por el software sin aplicar el algoritmo,
mientras que en la fila inferior - l´ıneas amarillas - se pueden ver las ima´genes una vez
aplicado:
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Figura 4.3: Resultados algoritmo LN: Glotis detectada
Figura 4.4: Resultados algoritmo LN: Glotis no detectada
Como se puede ver en la figura [4.3], mediante este algoritmo se consigue detectar la
glotis en la imagen analizada en muchas ima´genes, pero introduce diferentes elementos
que dificultan el etiquetado de la misma como el objeto glotis. Por el contrario, en la figura
[4.4], se puede ver otros ejemplos en las que la aplicacio´n no es capaz de detectarla.
Despue´s de realizar varios ana´lisis con distintos taman˜os de ventana, se descarto´ este
algoritmo, puesto que no ofrece mejoras destacables respecto de la aplicacio´n inicial. Se
detecta la glotis u´nicamente en 7 de las 110 ima´genes disponibles (6.36 %)
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4.3.2. Ana´lisis de resultados para: DCT
En esta seccio´n se explicara´n los resultados obtenidos aplicando el algoritmo expli-
cado en el apartado [3.3.2]. Como ya se comento´, este algoritmo proporciona una mejor
uniformidad en el color de la imagen inicial.
Para el ana´lisis de resultados con este algoritmo, se han hecho pruebas con distintos
valores del taman˜o del lado del tria´ngulo. En la siguiente tabla se muestran los valores
obtenidos.
Figura 4.5: Tabla de resultados DCT
En la tabla 4.5 se han representado las medias de los resultados obtenidos para el
para´metro Jaccard index para las ima´genes de cada v´ıdeo. En la primera columna aparece
el nombre del v´ıdeo, la siguiente se corresponde con el valor obtenido para las ima´genes
originales y por u´ltimo, en las dema´s columnas, se reflejan los valores obtenidos para el
ana´lisis realizado con distintos taman˜os del lado del tria´ngulo - 9, 12, 15 y 18 -.
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Atendiendo a los datos mostrados en la tabla se puede ver que los resultados mejoran
en 11 v´ıdeos de los 15 totales (73,33 %), siendo los mejores resultados, los obtenidos
aplicando un lado del tria´ngulo 12 o 15. Este u´ltimo es el que mejor media presenta. No
obstante, en el anexo se puede ver una tabla (7.1) en la que quedan reflejados los datos
obtenidos para cada una de las ima´genes.
En la figura 4.6 se muestran algunos ejemplos de segmentaciones aplicando un tria´ngulo
de lado 15, que es para el que mejores resultados se han obtenido. De nuevo en la fila
superior se situ´an las ima´genes obtenidas sin preprocesado, y en la fila inferior las ima´genes
aplica´ndoles la transformada.
Figura 4.6: Resultados DCT
En el ana´lisis global, cabe destacar que aplicando este preprocesado, se consigue reducir
a 10 el nu´mero de ima´genes en las que no se detecta la glotis en el caso del tria´ngulo de
lado 15 y a 15 en el caso del tria´ngulo de lado 12, siendo 22 el nu´mero del ima´genes no
detectadas sin aplicar preprocesado.
47
Preprocesado para la mejora de la segmentacio´n del a´rea glotal.
4.3.3. Ana´lisis de resultados para: Filtrado anisotro´pico
Siguiendo el mismo esquema que en el apartado anterior,ahora se van a exponer los
resultados obtenidos aplicando un preprocesado basado en un filtrado anisotro´pico, expli-
cado en el apartado [3.3.3].
Nuevamente se han realizado pruebas para distintos valores tanto del nu´mero de repe-
ticiones como del coeficiente de difusio´n - N y K respectivamente -. En la siguiente tabla
se pueden ver los resultados obtenidos para las medias de los v´ıdeos.
Figura 4.7: Tabla de resultados filtrado anisotro´pico
En la tabla 4.7 esta´n representados los valores obtenidos para el para´metro Jaccard
index para las medias de las ima´genes de cada v´ıdeo. Se ha seguido la misma nomenclatura
que en el apartado anterior, siendo las dos primeras columnas los valores de los nombres
de cada v´ıdeo y las medias de las ima´genes originales, y las siguientes columnas los valores
aplicando diferentes para´metros.
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En este caso los resultados muestran una mejora en las medias para 12 de los 15
v´ıdeos iniciales (80 %), siendo los valores de K=3 N=10 y de K=13 N=10 los que mejores
resultados obtienen. No obstante, este preprocesado afecta mucho al rendimiento de la
aplicacio´n, ya que aumenta en gran medida el tiempo de ana´lisis de cada imagen.
En la figura 4.3.3 se muestran algunos ejemplos de este ana´lisis para 13 repeticiones y
coeficiente de difusio´n igual a 10:
Figura 4.8: Resultados filtro anisotro´pico
Analizando cada unas de las ima´genes, se puede ver que el nu´mero de ima´genes en
las que se detecta la glotis es similar aplicando o no el preprocesado, por lo que en este
aspecto no presenta una mejor´ıa notable. Lo que si cabe destacar es que el para´metro
Jaccard index en gran parte de las ima´genes es superior al aplicar el preprocesado. En el
anexo se muestra una tabla con los resultados completos (7.2)
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4.3.4. Ana´lisis de resultados conjuntos
Una vez analizado cada preprocesado por separado, se va a analizar en conjunto.
Los para´metros que se han escogido para este ana´lisis son: para el filtro anisotro´pico: 13
repeticiones y coeficiente de difusio´n igual a 10, y para la transformada discreta del coseno
un lado del tria´ngulo igual a 12.
Los resultados se han recogido en la tabla 4.9. En este caso, para una mejor visualiza-
cio´n, se han agregado los datos de las dos mejoras por separado en la segunda y tercera
columna y la mejora conjunta en la u´ltima:
Figura 4.9: Tabla de resultados con ambos preprocesados
Como se puede observar, la media total al aplicar los dos preprocesados aumenta, a la
vez que se reduce el nu´mero de glotis no detectadas hasta 7. La tabla con los resultados
al completo esta´ adjunta en el anexo (7.3).
Viendo los resultados, se puede apreciar que en funcio´n de las caracter´ısticas del v´ıdeo
se hace necesario un tipo de preprocesado u otro, siendo la suma de los dos procesados
el que mejora la media en mayor nu´mero de v´ıdeos, seguido del filtro anisotro´pico y por
u´ltimo la transformada discreta del coseno.
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En la figura 4.10 se muestran algunos ejemplos de segmentaciones aplicando este pre-
procesado:
Figura 4.10: Resultados para ambos preprocesados
Para corroborar la validez de los resultados obtenidos, se hecho uso de un ana´lisis
estad´ıstico en base a las medias de los v´ıdeos. Se ha calculado el intervalo de confianza
del conjunto de datos utilizando las fo´rmulas de la herramienta Microsoft Excel [13].
El intervalo de confianza es un intervalo de valores, en el que la media de la muestra
sera´ el centro y los valores ma´ximo y mı´nimo se calculan suma´ndole o resta´ndole el
resultado de la funcio´n a dicha muestra.
El intervalo de confianza se ha calculado con la funcio´n INTERVALO.CONFIANZA.NORM()
de Excel. Esta funcio´n tiene 3 para´metros, el primero de ellos, alfa, es el nivel de signi-
ficacio´n usado para calcular el nivel de confianza. En este caso se ha aplicado un 0.05,
que indica un nivel de confianza del 95 %. El segundo para´metro es la desviacio´n esta´ndar
- las medias de los v´ıdeos -. Y el tercero es el taman˜o de la muestra, en este caso es el
nu´mero de ima´genes, es decir, 110.
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La fo´rmula del intervalo de confianza quedar´ıa definida por la siguiente expresio´n:
x± 1,96
(
0,95√
110
)
(4.2)
Los intervalos de confianza calculados para la media de los resultados obtenidos para
las 110 ima´genes han sido han sido de 0.066 para los v´ıdeos originales y de 0.050 para
los v´ıdeos despue´s de aplicarles el preprocesado. En este caso, el intervalo de los v´ıdeos
originales quedar´ıa definido entre (0.565 - 0.697), mientras que aplica´ndoles el preproce-
sado quedar´ıa: (0.707 - 0.807). Como los dos intervalos no se solapan, se concluye que
estad´ısticamente el ana´lisis mejora los resultados originales.
4.3.5. Ana´lisis de resultados modificando para´metros
Como se ha comentado en otros apartados, el ana´lisis se ha realizado manteniendo
constantes los para´metros variables de la aplicacio´n como por ejemplo el umbral de coste
o el umbral del gradiente. Esto se ha mantenido as´ı para poder valorar la automatizacio´n
de la aplicacio´n con el preprocesado, y por eso algunos de los v´ıdeos no mejoran tanto
como cabr´ıa esperar.
En este apartado se pretende analizar los v´ıdeos que no han obtenido los resultados
esperados modificando los para´metros comentados para verificar si para dichos v´ıdeos
tambie´n es va´lido el preprocesado.
Se van a analizar dos v´ıdeos, el V0 y el V14, que son los v´ıdeos que peores resultados
tienen. En las figuras 4.11 y 4.12 se muestran los resultados obtenidos modificando el valor
del umbral de gradiente a 1:
Figura 4.11: Resultados V0
52
4.3. RESULTADOS DE LAS MEJORAS IMPLEMENTADAS
Figura 4.12: Resultados V14
Como se puede apreciar, si bien es cierto que modificando u´nicamente el umbral del
gradiente se consiguen detectar las glotis que anteriormente hab´ıan fallado, con esta mo-
dificacio´n empeoran los resultados obtenidos para las ima´genes en las que s´ı que se hab´ıa
detectado previamente.
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Cap´ıtulo 5
Manual de usuario
En esta seccio´n se pretende dar una visio´n global del funcionamiento de la aplica-
cio´n, indicando cada uno de los para´metros y de las funciones que se han programado.
Facilitando as´ı el trabajo de un posible usuario.
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5.1. Pantalla principal
La pantalla principal se corresponde con la siguiente imagen:
Figura 5.1: Pantalla principal de la aplicacio´n.
La pantalla principal se ha dividido en 3 partes:
- Explorador de archivos: donde se debera´ escoger el fichero a analizar.
- Seleccio´n de para´metros: donde el usuario escogera´ dentro de una serie de para´metros
de los que dependera´ el posterior ana´lisis.
- Rendimiento: donde se muestra el tiempo empleado en el ana´lisis.
5.1.1. Explorador de archivos
Se corresponde con la parte superior de la ventana de la aplicacio´n. La parte principal
es un explorador de archivos que se abre pulsando el boto´n Explorar, quedando la ruta
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de dicho archivo impresa en el a´rea Fichero:.
La aplicacio´n esta´ preparada para trabajar con v´ıdeos o con ima´genes, tal y como
muestran los dos Checks de la parte superior izquierda. Por defecto se supone que se
trabajara´ con ima´genes, pero el usuario puede cambiar de tipo cuando desee marcando el
Check: VIDEO.
El explorador de archivos esta´ preparado para filtrar u´nicamente los tipos de archivos
permitidos por la aplicacio´n: BMP1, JPEG2, IMG - en el caso de ima´genes - y AVI3 en el
caso de v´ıdeos.
Figura 5.2: Ejemplo de seleccio´n de archivo.
1Windows Bitmap
2Joint Photographic Experts Group
3Audio v´ıdeo Interleave
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En esta seccio´n tambie´n hay un a´rea para que, en caso de que el usuario seleccione un
v´ıdeo, pueda escoger distintos fotogramas. Debajo de dicho componente, se ha habilitado
un Label indicando el nu´mero de fotogramas del v´ıdeo para hacer ma´s sencilla dicha
tarea para el usuario. Tambie´n se ha habilitado un Check que en caso de estar marcado,
selecciona automa´ticamente todos los fotogramas del v´ıdeo.
5.1.2. Seleccio´n de para´metros
En esta seccio´n, el usuario debera´ escoger entre una serie de para´metros. Se corresponde
con la parte media de la pantalla, y como puede observarse, esta´ dividida en 4 subsecciones,
para hacer distincio´n de los para´metros a escoger.
1. Para´metros ajustables para la segmentacio´n:
a) Umbral de gradiente: Es el para´metro de umbralizacio´n del gradiente explicado en
[2.5].Por defecto tiene un valor de 2, pero en el caso de la segmentacio´n de ima´genes
en color puede ser necesario cambiar su valor a 1.
b) Porcentaje de a´rea l´ımite: Es el segundo factor de la ecuacio´n [2.6] en el proceso de
Merging basado en JND.
c) Nivel de insensibilidad total: Para´metro que indica el umbral de sensibilidad del ojo
humano utilizado en el proceso de Merging basado en JND.
d) Mı´nimo de insensibilidad total: Para´metro que indica el mı´nimo valor a partir del
cual se buscara´ el ma´ximo umbral del histograma en caso de buscar dicho umbral
en porcentaje.
e) Umbral de coste para Merging: Para´metro que establece el umbral. Por encima
del mismo se dificulta la unio´n entre regiones y por debajo lo facilita. Este es el
para´metro principal de ajuste por el usuario.
f) Tomar nivel de insensibilidad total en porcentaje: Marcando este Check indicamos
que el para´metro Mı´nimo de insensibilidad total se toma en porcentaje.
g) Aplicar Merging hue´rfanas de gris al finalizar: Marcando este Check indicamos que
se realice el proceso de Merging de regiones hue´rfanas de gris al finalizar el proce-
sado, explicado en [2.4.4]
2. Otros para´metros:
a) Nivel de Rojo, Verde o Azul para l´ıneas: Permite elegir el color de las l´ıneas que se
pintan en la imagen resultado. Estos 3 para´metros deben estar comprendidos entre
0 y 255, expresando el nivel de color en RGB.
b) Individualiza glotis en la imagen y Nu´mero de objeto glotis: Una vez realizado el
ana´lisis, si el Check: Individualiza glotis en la imagen esta´ marcado, aparecera´ en
Nu´mero de objeto glotis el nu´mero de objeto glotis detectado.
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c) Resalta glotis segmentada en la imagen: Marcando este Check, en la imagen resul-
tado se observara´ el objeto glotis relleno con el color escogido por el usuario.
d) Guardar imagen segmentada e imagen preprocesada: Estos Checks indican que se
quiere guardar la imagen segmentada y/o la imagen preprocesada. Se ha habilita-
do un control en el que aparece la ruta predefinida donde se guardara´ la imagen
resultado. La imagen preprocesada se guardara´ en un subdirectorio de esta ruta,
diferenciando el tipo de preprocesado que se aplique. Ambas ima´genes se guardan
en formato .BMP
e) Guardar ma´scara de objeto indicado como glotis: Marcando este Check adema´s
de guardar la imagen resultado, se guarda un nuevo archivo - Ma´scara del objeto
indicado como glotis - en formato .IMG
3. Informacio´n de color:
a) Aplicar Merging de color.
b) Gradiente 3D.
Estos dos Checks permiten al usuario hacer un procesamiento de las ima´genes aten-
diendo a la informacio´n de color, en lugar de hacerlo en escala de grises. Estas dos
mejoras han sido programadas por el alumno Stepan Venzik.
4. Preprocesado:
a) Transformada del coseno: Marcando este Check se indica que se desea hacer el pre-
procesado basado en la DCT. En caso de que el usuario desee utilizar este me´todo,
debera´ escoger el lado del tria´ngulo que desea aplicar, tal y como se explico´ en el
apartado [3.3.2]
b) Filtrado anisotro´pico: Marcando este Check se indica que se desea hacer el preproce-
sado basado en el filtrado anisotro´pico. Tambie´n, si el usuario opta por este ana´lisis,
debera´ escoger dos para´metros: nu´mero de repeticiones del algoritmo y valor de los
coeficientes de difusio´n. Ambos explicados en el apartado [3.3.3]
5.1.3. Rendimiento
Esta seccio´n esta´ situada en la parte inferior de la aplicacio´n. Consta de un control
Tiempo de operacio´n - en el que aparece el tiempo destinado al ana´lisis de la imagen
elegida - y el boto´n que debe pulsar el usuario cuando haya configurado los para´metros.
Una vez pulsado y realizado el ana´lisis aparecera´ una nueva pantalla que se explicara´ a
continuacio´n.
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5.2. Pantalla resultados
La pantalla resultados se muestra a continuacio´n:
Figura 5.3: Pantalla resultados de la aplicacio´n.
En la parte superior de la pantalla aparecen una serie de campos que se rellenara´n en
el caso de que el usuario “pinche” en alguna zona de la imagen final segmentada. F y
C muestran el nu´mero de fila y de columna del pixel seleccionado respectivamente. Y
el campo Objeto: muestra valores relativos al objeto seleccionado, como pueden ser: el
nu´mero de objeto de entre todos los que componen la imagen, el nu´mero de p´ıxeles total
de la regio´n o el valor medio del nivel de gris de la regio´n.
Justo debajo de estos campos, aparecen una serie de marcadores mediante los cuales
el usuario puede etiquetar el objeto seleccionado como: Glotis, Fondo, Defectos imagen o
Malos. As´ı como guardar los para´metros de las regiones. Para poder hacer estas opera-
ciones, el usuario debe seleccionar previamente una parte de la imagen.
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En la parte inferior de la pantalla aparece una “caja” en la que se representa el resultado
de la imagen. Esta imagen es en la que el usuario debe “pinchar” para seleccionar alguna
de las regiones. Cabe destacar que la imagen que aparece en esta pantalla es la misma
que se guarda en el directorio previamente comentado.
Encima de la imagen resultado, aparece un campo en el que se deja impreso el directorio
de la imagen que se ha analizado. Si el usuario no cambia la ruta, sera´ en un subdirectorio
de esta ruta donde se guardara´n los archivos generados.
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Cap´ıtulo 6
Consideraciones finales
En este apartado se pretende dar una visio´n global del trabajo realizado, aportando
las conclusiones obtenidas as´ı como una serie de posibles l´ıneas futuras para posteriores
trabajos.
6.1. Conclusiones
Este trabajo tiene dos grandes objetivos, por un lado migrar la aplicacio´n desarrollada
en [1] y por el otro an˜adirle una serie de funcionalidades para tratar de mejorar la deteccio´n
del a´rea glotal.
En primer lugar, la migracio´n de la aplicacio´n tiene dos posibles conclusiones. Se
ha conseguido migrar a un entorno ma´s moderno, a un lenguaje mucho ma´s versa´til y
que seguro facilitara´ el trabajo para posteriores mejoras. Por el contrario, al realizar la
migracio´n ha bajado notoriamente el rendimiento de la aplicacio´n atendiendo a los tiempos
de ana´lisis. Esto se debe principalmente a que no se ha tenido en cuenta la gestio´n de
memoria en este nuevo entorno.
En segundo lugar, en relacio´n a las mejoras introducidas se pueden sacar varias con-
clusiones:
1. Local Normalization: La implementacio´n del algoritmo LN - explicado en [3.3.1] - no
consigue los resultados esperados. No se consigue la suficiente uniformidad de color
como para detectar la glotis con mayor exactitud, en algunos casos hasta empeora los
resultados obtenidos con la aplicacio´n inicial.
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2. Transformada discreta del coseno:
Mediante el algoritmo de la DCT - explicado en [3.3.2] - se consiguen mejores resultados
que con el algoritmo anterior. Es cierto que centra´ndose en las medias s´ı que se consigue
una mejora visible, pero analizando imagen por imagen la mejora no es tan evidente.
3. Filtro anisotro´pico:
Aplicando este preprocesado - explicado en [3.3.3] - se consiguen unos resultados si-
milares a los obtenidos aplicando la DCT. El problema de este tipo de algoritmo es el
rendimiento, ya que el tiempo de preprocesado de cada imagen aumenta considerable-
mente.
De un modo general se puede concluir que este proyecto ha cumplido los objetivos
planteados en su inicio y puede servir como base para plantear nuevas mejoras.
6.2. L´ıneas futuras
Una vez analizada cada parte de este proyecto, surgen varias ideas sobre las que basar
nuevas propuestas de trabajo, ya que quedan muchas l´ıneas abiertas para lograr que la
aplicacio´n funcione correctamente en todos los aspectos.
Algunos de estos aspectos podr´ıan ser:
1. Analizar el nuevo entorno de trabajo pudiendo as´ı realizar las mejoras oportunas a
nivel de co´digo para reducir as´ı tiempos de ana´lisis y mejorar con esto el rendimiento.
2. Implementar nuevos me´todos de preprocesado de las ima´genes.
3. Revisar las mejoras implementadas con el fin de mejorar los resultados analizando
nuevos v´ıdeos con distintos para´metros.
4. Hacer un estudio previo del v´ıdeo o de la imagen a analizar y determinar as´ı el tipo de
preprocesado que mejores resultados puede obtener.
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Anexos
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Figura 7.1: Resultados DCT66
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Figura 7.2: Resultados Filtro 67
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Figura 7.3: Resultados Filtro + DCT
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