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In this paper we establish the equivalence between the general variational
inequalities and tangent projection equations. This equivalence is used to discuss
the local convergence analysis of a wide class of iterative methods for solving the
general variational inequalities. We show that some existing methods can identify
the optimal face after ﬁnitely many iterations under the degenerate assumption.
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1. INTRODUCTION
Let Rn be a real Euclidean space whose inner product and norm are
denoted by · · and  · , respectively. Let  be a nonempty closed con-
vex set in Rn. Given nonlinear continuous operators F g  Rn → Rn, we
consider the problem of ﬁnding x∗ ∈ Rn such that g	x∗
 ∈  and
F	x∗
 g	y
 − g	x∗
 ≥ 0 ∀y ∈ Rn such that g	y
 ∈  (1)
which is called the general variational inequality, introduced and studied by
Noor [9] in 1988. It turned out that a wide class of nonsymmetric and odd-
order obstacle, free, moving, and equilibrium problems arising in various
areas of pure and applied sciences can be studied via the general variational
inequalities, see [10–12, 14, 15] and the references therein.
If g ≡ I, the identity operator, then problem (1) is equivalent to ﬁnding
x∗ ∈  such that
F	x∗
 w − x∗ ≥ 0 ∀w ∈  (2)
which is known as the classical variational inequality, introduced and stud-
ied by Stampacchia [17] in 1964, see [3, 6–16] for the state of the art. From
now on, we assume that the operator g is onto , unless otherwise speciﬁed.
If  = Rn+ = x ∈ Rn  x ≥ 0, then the general variational inequality
(1) reduces to ﬁnding x∗ ∈ Rn+ such that
F	x∗
 g	x∗
 = 0 F	x∗
 ≥ 0 g	x∗
 ≥ 0 (3)
Problems of type (3) are called general nonlinear complementarity prob-
lems. For g	x
 = x − m	x
, where m is a point-to-point mapping, prob-
lem (3) is known as a quasi-(implicit) complementarity problem. For the
applications, numerical methods, and formulations of problems (1)–(3), see
[3, 6–16].
Using the projection technique, Noor [9] has shown that problem (1) is
equivalent to the ﬁxed point equation of the form
e	x ρ
 = g	x
 − Pg	x
 − ρF	x
 = 0 ρ > 0 (4)
where P is the projection from Rn into .
Noor [10] also has shown that the general variational inequality (1) is
equivalent to ﬁnding z∗ ∈ Rn satisfying the equation
WH	z ρ
 = z∗ − Pz∗ + ρFg−1Pz∗ = 0 ρ > 0 (5)
where g	x∗
 = Pz∗ and z∗ = g	x∗
 − ρF	x∗
. Equation (5) is called
the Wiener–Hopf equation and was studied and introduced by Noor [10]
in 1993. The Wiener-Hopf equation technique has been used to suggest
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and analyze various iterative methods for solving variational inequalities
and related optimization problems, see [10–12, 14–16].
In this article we introduce and study a new class of equations, tangent
projection equations. We show that the tangent projection equations are
equivalent to the general variational inequalities. We use this equivalence
to discuss its applications in analyzing local convergence behavior of a wide
class of iterative methods for the solutions of the problems. Using the tech-
nique of Burke and More´ [1], we show that under the nondegenerate con-
dition, the sequences generated by some existing methods eventually enter
and remain in relative interior of the optimal face, and hence the methods
have the simpler forms in a ﬁnite number of iterations. This is extremely
useful in the design of algorithms for the solutions of (1). Our results can
be viewed as a nice and novel application of the techniques developed in
[1, 2] to general variational inequalities (1), where the optimization prob-
lems with convex constraints were considered.
2. TANGENT PROJECTION EQUATIONS
In this section we introduce the tangent projection equations and show
that these equations are equivalent to the general variational inequalities.
First we recall some well-known concepts.
Given x ∈ Rn and g	x
 ∈ , we say that a direction v is feasible at point
g	x
 ∈  if g	x
 + τv belongs to  for all sufﬁciently small τ > 0. The tan-
gent cone T 	g	x

 is the closure of the cone of all feasible directions. Since
T 	g	x

 is a nonempty closed convex set, −F	x
 has a unique projection
on T 	g	x

 with the following form:
PT 	g	x

−F	x
 = argminv + F	x
  v ∈ T 	g	x


Lemma 2.1. Let FTg	x
 be the tangent projection of −F	x
 at g	x
 ∈ .
Then
(a) F	x
 FTg	x
 = −FTg	x
2
(b) minF	x
 v  v ∈ T 	g	x

 v ≤ 1 = −FTg	x
.
Proof. It is trivial; see Gao [5].
Related to the general variational inequality (1), we consider the problem
of ﬁnding x ∈ Rn g	x
 ∈  such that
FTg	x
 = 0 (6)
the tangent projection equation. These equations play an important and
signiﬁcant role in studying the local convergence criteria of the iterative
projection methods for solving the general variational inequality (1).
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Using Lemma 2.1, we can easily prove that the tangent projection equa-
tion (6) is equivalent to the general variational inequality (1). For the sake
of completeness and to convey an idea, we give its proof.
Theorem 2.1. The general variational inequality problem (1) has a solu-
tion x∗ ∈ Rn if and only if x∗ solves the tangent projection equation (6).
Proof. Let x∗ ∈ Rn g	x∗
 ∈ , be a solution of the general variational
inequality (1). Then
F	x∗
 g	y
 − g	x∗
 ≥ 0 ∀y ∈ R∗ g	y
 ∈  (7)
Let v be any feasible direction at point g	x∗
 ∈ . Then g	x∗
 + τv must
be in  for some small τ > 0. Since g is onto , there is a point y ∈
Rn such that g	y
 = g	x∗
 + τv. Substituting g	y
 into (7), we obtain
F	x∗
 v ≥ 0. T 	g	x∗

 is the closure of the set of all feasible direc-
tions at g	x∗
 ∈ , which implies that
F	x∗
 w ≥ 0 ∀w ∈ T 	g	x∗

 (8)
Thus, by Lemma 2.1(b), we obtain FTg	x∗
 = 0
Conversely, let x∗ ∈ Rn, g	x∗
 ∈  be a solution of the tangent projection
equation (6). Invoking Lemma 2.1(b), we obtain the inequality (8). Since
g	y
 − g	x∗
 ∈ T 	g	x∗

 for any g	y
 ∈ , from (8) we obtain (7), and this
shows that x∗ is a solution of the general variational inequality problem
(1).
Remark 2.1. If N	u
 = w ∈ Rn  w v − u ≤ 0 ∀v ∈  is a normal
cone to the convex set  at u, then the general variational inequality (1) is
equivalent to ﬁnding x∗ ∈ Rn, g	x∗
 ∈  such that
−F	x∗
 ∈ N	g	x∗


which are known as the generalized nonlinear equations.
3. APPLICATIONS
In this section we apply the tangent projection equation (6) to derive
a characterization of a wide class of iterative methods which identify the
optimal face in a ﬁnite number of iterations. The analysis is in the spirit
of Burke and More` [1]. We show that some existing methods have such a
characterization. For this purpose, we recall the following concepts.
For a set S ⊆ Rn, the afﬁne hull aff 	S
 is the smallest afﬁne set which
contains S, and the relative interior ri	S
 is the interior of S relative to
aff 	S
. For a cone K ⊆ Rn, the linearity linK of the cone is the largest
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subspace contained in K. For a nonempty closed convex set  ⊆ Rn, a con-
vex set face ⊆  is said to be a face of  if the endpoints of any closed
line segment in  whose relative interior intersects face are contained in
face. Thus, if x and y are in  and θx + 	1 − θ
y lies in face for some
0 < θ < 1, then x and y must also belong to face.
Lemma 3.1. [1, Theorem 2.3] If face is face of the convex set , then
N	u
 is independent of u for any u ∈ ri	face
.
We denote T 	u
 for u ∈ ri	face
 by T 	face
, and N	u
 by N	face
.
Deﬁnition 3.1. A solution x∗ ∈ Rn of problem (1) is said to be nonde-
generate if
−F	x∗
 ∈ ri	N	g	x∗



For the special case, g	x
 = x, this deﬁnition is due to Dunn; see, for
example, [1]. This implies that Deﬁnition 3.1 is a further generalization
of the strict complementarity condition. For example, consider the general
variational inequality problem (1) with linear constraints, which is to ﬁnd
x∗ ∈ Rn such that g	x∗
 ∈ X and
F	x∗
 g	y
 − g	x∗
 ≥ 0 ∀y ∈ Rn y ∈ X (9)
where X = u ∈ Rn  ATu ≥ b, A = 	a1 a2     am
 ∈ Rn×m and b =
	b1 b2     bm
T ∈ Rm. Its KKT system is
F	x
 = Aλ
λATg	x
 − b = 0 λ ≥ 0ATg	x
 − b ≥ 0 (10)
If x∗ is a solution of (9), then there is a vector λ∗ ∈ Rm of Lagrange
multipliers such that 	x∗ λ∗
 is a solution (10). According to Deﬁnition
3.1, x∗ is nondegenerate if λ∗ and ATg	x∗
 − b are strictly complementary.
Now we consider those algorithms which generate the sequence xk
with uk = g	xk
 ⊆ . By using only the knowledge of face geometry
(which is independent of any algorithm), Burke and More´ [1] proved the
following result.
Lemma 3.2 [1, Lemma 3.3] Assume that face is a quasi-polyhedral face
of the convex set  (i.e., aff 	face
 = u+ linT 	u
 for any u ∈ ri	face
)
with u∗ ∈ ri	face
 and d∗ ∈ ri	N	face

. If uk ∈  and dk ∈ N	uk
 for all
k, and the sequences uk and dk converge to u∗ and d∗, respectively, then
uk ∈ ri	face
 for all k sufﬁciently large.
In view of Lemmas 3.1 and 3.2, we state and prove the following result.
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Theorem 3.1. Assume that xk with g	xk
 ∈  is a sequence which
converges to a nondegenerate solution x∗ of problem (1). If face is a quasi-
polyhedral face of  with g	x∗
 ∈ ri	face
, then g	xk
 ∈ ri	face
 for all
sufﬁciently large k if and only if FTg	xk
 converges to zero.
Proof. Its proof parallels line for line the proof in [1, Theorem 3.4].
When  is the polyhedral set X, (1) reduces to (9), and Theorem 3.1
can be simpliﬁed as follows.
Theorem 3.2. Assume that xk with g	xk
 ∈ X is a sequence which
converges to a nondegenerate solution x∗ of problem (10). Then 	g	xk

 =
	g	x∗

 for all sufﬁciently large k if and only if FT 	g	xk

 converges to 0,
where 	u
 = j  aTj u = bj j = 1 2    m is the active set at u.
We now consider some applications of Theorems 3.1 and 3.2 to three
iterative methods for solving the general variational inequality (1), due to
Noor [9, 10, 13], Noor and Al-Said [16] and He [8].
Algorithm 3.1 [10, 16]. For a given z0 ∈ Rn, compute zk+1 by the iter-
ative scheme
g	xk
 = Pzk
zk+1 = g	xk
 − ρF	xk
 k = 0 1 2   
Algorithm 3.2 [9, 10]. For a given x0 ∈ Rn, compute xk+1 by the iter-
ative scheme
g	yk
 = Pg	xk
 − ρF	xk

xk+1 = xk − g	xk
 + g	yk
 k = 0 1 2   
Algorithm 3.3 [8, 13]. For a given x0 ∈ Rn, compute xk+1 by the iter-
ative scheme
g	yk
 = Pg	xk
 − ρF	xk

g	xk+1
 + ρF	xk+1
 = g	xk
 + ρF	xk
 − γ	g	xk
 − g	yk


k = 0 1 2    
where γ is a constant in 	0 2
.
For Algorithm 3.1, we know that the sequence xk satisﬁes the relation
g	xk+1
 = Pg	xk
 − ρF	xk
 k = 0 1 2   
Noor [9, 10] proved that under certain assumptions, the sequence xk
converges to a solution x∗ of problem (1). One can easily prove that
Algorithm 3.1 has the following global and local convergence properties
under the assumption of nondegeneracy. However, to give the ﬂavour of
the main ideas involved, we give its proof.
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Theorem 3.3. If Algorithm 3.1 produces a sequence xk which converges
to a solution x∗ of problem (1), then FTg	xk
 converges to 0. In addition,
if x∗ is nondegenerate, then
(a) g	xk
 ∈ ri	face	g	x∗


 for all k sufﬁciently large
(b) For  = X, 	g	xk

 = 	g	x∗

 for all k sufﬁciently large.
Proof. Let + > 0 be given, and let vk be a feasible direction at g	xk
 ∈ 
with vk ≤ 1 such that
FTg	xk
 ≤ −F	xk
 vk + + (11)
Since
g	xk+1
 = Pg	xk
 − ρF	xk

can be written in the form of variational inequality as
g	xk+1
 − g	xk
 + ρF	xk
 g	w
 − g	xk+1
 ≥ 0 ∀g	w
 ∈ 
from which it follows that
−ρF	xk
g	w
 − g	xk+1
 ≤ g	xk+1
 − g	xk
 · g	w
 − g	xk+1

Take some τ > 0 such that g	w
 = g	xk+1
 + τvk+1 ∈ . Then, from the
above inequality, vk+1 ≤ 1, and the continuity of g, we derive
lim
k→∞
sup−F	xk
 vk+1 ≤ lim
k→∞
g	xk
 − g	xk+1
 = 0
This, together with the continuity of F , implies that
lim
k→∞
sup−F	xk+1
 vk+1
≤ lim
k→∞
sup−F	xk
 vk+1 + lim
k→∞
sup F	xk
 − F	xk+1
 ≤ 0 (12)
From (11) and (12), we have limk→∞ sup FTg	xk+1
 ≤ + Since + > 0 is
arbitrary, the sequence FTg	xk
 converges to 0. If xk converges to a
solution x∗ of (1) and x∗ is nondegenerate, then, invoking Theorems 3.1
and 3.2, we obtain the required results (a) and (b).
In view of the conclusions of Theorem 3.3, the computation of the pro-
jection Pzk eventually reduces to solving an equality-constrained sub-
problem
min u− zk2 s.t. aTj u = bj j ∈ 	g	x∗


the solution of which can easily be computed.
Similarly, we can prove that the sequence yk generated by Algo-
rithms 3.2 and 3.3 have similar local convergence property if both xk
and yk converge to a nondegenerate solution x∗ of (1).
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