This paper examines the control of a passive plant utilizing strictly passive feedback as motivated by the passivity theorem. A state representation of the plant is assumed with very few conditions imposed. No assumptions are made on the state representation of the feedback control law. However, some mild additional input-output properties of the feedback control law are assumed. Global stability of the closed-loop system and asymptotic convergence of a subset of the states is proven using invariance principles. The theoretical results in the paper are applied to a number of application examples, demonstrating that a much broader class of controllers can deliver closed-loop global stability and asymptotic convergence, unlike the previous works in the literature where the examples are taken from. In one of the examples, it is demonstrated that actuator saturation constraints can readily be handled using the theory presented in this paper.
Introduction
The passivity theorem [1] is a very important and powerful result in input-output theory. It has found many applications in numerous fields of control theory, particularly in the control of mechanical systems. Some examples include references [2] to [7] , and there are numerous others. The passivity theorem states that a negative feedback connection between a passive and strictly passive system leads to input-output stability. As such, it is a powerful motivator for selecting control laws if a plant can be made passive. However, on its own, the passivity theorem only guarantees that the closed-loop output signals are contained in L 2 provided that disturbance signals are contained in L 2 (see the Appendix of this paper for a definition). Boundedness and asymptotic convergence of system states must be established using other means such as Lyapunov analysis [8] . In typical applications of the passivity theorem (such as in [2] to [7] ), very specific forms of strictly passive control laws are selected to allow the Lyapunov-type stability analysis to be performed.
In [9] , Willems introduced the concept of dissipativity as a generalization of passivity, and provided a condition under which an interconnection of dissipative systems is also dissipative. Then, a stability result for dissipative systems was presented, using Lyapunov analysis. It was further explained that to conclude asymptotic stability, other techniques such as invariance principles need to be used. The stability result in [9] is restricted to autonomous systems. References [10, 11] , considered dissipative systems described by autonomous nonlinear affine-in-control differential equations. Conditions were provided for which global asymptotic stability could be concluded for these types of systems. The results rely on the additional concept of zero-state detectability, and make use invariance principles to obtain the final conclusions. Interconnections of autonomous affine-in-control passive systems form a special case of the results presented in [10, 11] . There has been significant work done in the area of passivity-based control over the past several decades. Excellent summaries may be found in references [12] , [13] and [14] , which provide several results governing the convergence of interconnected passive systems, typically making use of invariance principles. However, they generally rely on the assumption of underlying autonomous state-space models for each system. In [15] , an extension of the Krasovskii-LaSalle theorem is made to asymptotically almost periodic (AAP) systems. This result is then used to prove asymptotic stability of passive affine-in-control AAP systems with a specific class of output feedback. However, the class of output feedback in [15] is restricted to memoryless proportional feedback.
Some further recent examples of passivity-based control are as follows. Reference [16] provides a stability analysis of radial power systems, using passivity theory and the concept of zero-state detectability together with invariance principles. The system under consideration in [16] is autonomous. In [17] , passivity theory is used to develop an integral controller for a boost converter. The system is autonomous with a memoryless controller, and the convergence analysis relies on the concept of zero-state detectability together with invariance principles. In [18] , the control of a Linear Time Invariant (LTI) plant with uncertain parameters is considered. By use of a loop transformation, a modified plant is obtained which is passive for all uncertain parameter combinations. A strictly passive LTI feedback control law is then designed for the modified plant, rendering the closed-loop system stable by virtue of the passivity theorem. By undoing the loop transformation, a robustly stabilizing LTI controller is obtained for the original uncertain plant. Reference [18] also presents a stability result for the feedback interconnection of an LTI system with a memoryless LTV system. To obtain conditions for stability, a loop transformation is again made, and the passivity theorem is applied requiring the modified LTV system to be passive, and the modified LTI system to be strictly passive. These stability conditions are then transformed into a sector condition on the original LTV system, and an LMI for the original LTI system. Reference [19] treats the tracking problem for Euler-Lagrange (EL) and Port Controlled Hamiltonian (PCH) systems. For Euler-Lagrange systems, a specific form of controller is obtained which renders passive the closed-loop map from an exogenous input to an output that is a function of the tracking error. A static damping term is then added to the controller which renders the closed-loop map output strictly passive, and hence stable. For PCH systems, a matching condition is presented such that the tracking error dynamics are also PCH, if the matching condition is satisfied by the controller. The asymptotic stability of the tracking error dynamics is then analysed using Lyapunov analysis together with LaSalle's invariance principle. Reference [20] considers passivity-based formation control of underwater vehicles. A specific form of controller is obtained, and asymptotic stability is proved using a nested Matrosov theorem [21] , which is a persistency of excitation type theorem that can be used for stable nonautonomous systems (where conventional invariance principles do not apply). Reference [22] considers the output feedback tracking problem, for a single-input-single-output (SISO) LTI system in the presence of an uncertain nonlinear plant disturbance and output measurement noise, both with known bounds. The approach taken in [22] is to initially append a stable LTI filter to the plant input, and then design a specific form of feedback control law for the composite system rendering it passive. An outer-loop discontinuous switching control law is then designed to meet the output tracking objectives. The stability proof relies heavily on linear system theory.
In this paper, it is demonstrated how convergence analysis of output feedback for a class of passive systems may be performed by making use of invariance principles similar to [15] . Similar to [15] , this paper considers passive asymptotically periodic nonlinear systems. Note that the assumption of asymptotic periodicity is slightly more restrictive than asymptotic almost periodicity. The reason for this additional restriction is for practical purposes; positive limit sets of asymptotically periodic systems are more readily determined than for asymptotically almost periodic systems. On the other hand, the more general nonlinear-in-control systems (rather than affine-in-control) are allowed. In addition, a broad class of output feedback controllers are allowed, which are solely characterized by some input-output properties. The theoretical results require a state-space model of the plant, while no state-space model is needed for the controller. This allows the convergence analysis to be performed with a significantly broader class of output feedback controller. The techniques used in obtaining the theoretical results in this paper are inspired by applications of an invariance principle for asymptotically autonomous systems, which are presented in LaSalle's seminal paper [23] . The usefulness of the theoretical results are demonstrated with a number of practical examples adapted from the literature. It is shown that using the theoretical results in this paper, a much broader class of controllers can deliver closed-loop global stability and asymptotic convergence, compared to the works in the literature where the examples are taken from.
The paper is structured as follows: Section 2 presents the main theoretical results. Section 3 presents the applications of the theoretical results to practical examples. Section 4 presents some concluding remarks. Finally, the Appendix to this paper contains some notation and preliminary mathematical results required in this paper.
Main Results
We shall consider plants of the formẋ = f (x, u, t) ,
where the plant states are x ∈ R n , the plant output is y ∈ R m , the control input is u ∈ R m and f (x, u, t) is continuous on R n × R m × R and uniformly bounded in t ∈ R + on compact subsets of R n × R m . It is assumed that h(x, t) satisfies two properties: 1) h(x, t) is continuous in x ∈ R n uniformly in t ∈ R + , and uniformly continuous in t ∈ R + uniformly in x ∈ R n , 2) h(x, t) is uniformly bounded in t ∈ R + on any compact set D ⊂ R n , We further assume that there exists a differentiable positive semi-definite function V (x, t) ≥ 0 with the property that for all γ ≥ 0, the set F γ (t)
for all t ∈ R + , all x ∈ R n and all u ∈ R m . Note that this means that the map from u to y is passive [1, ch. 4] .
Assumption 1
The feedback control laws considered in this paper are causal mappings
Continuity of v(t) implies continuity of H(v).
By definition, Assumption 1.1 means that there exist δ > 0 and β ∈ R such that for all v ∈ L 2e
Comments on the construction of y = H(v) satisfying Assumption 1 All of the results in this paper require only that the feedback control laws satisfy the input-output properties given in Assumption 1. However, for the purpose of practical control implementation, we need to be able to physically realize such a control law in a form that can be implemented on a processor. Therefore, we shall now discuss a method by which feedback control laws satisfying Assumption 1 can be constructed. As we shall see, Assumption 1 is quite general, and allows for a very large class of control laws. What follows is but one way in which a suitable feedback control law may be constructed, and it is important to note that the class of controllers satisfying Assumption 1 is larger than those constructed in the following. Hence, to leave the results of this paper as general as possible, all stability and convergence results in this paper are based on the input-output properties of the feedback control law only. As a starting point to constructing a feedback control law satisfying Assumption 1, consider the unforced system described byż = a(z, t),
wherez ∈ R nc , t ∈ R + , and a(z, t) is locally Lipschitz continuous for allz ∈ R nc , and piecewise continuous in t ∈ R + . Suppose that a known continuously differentiable Lyapunov-function W (z, t) exists such that
where k 1 , k 2 , k 3 , k 4 , q and r are positive constants, with q > r, and conditions (5), (6) and (7) hold for all (z, t) ∈ R nc × R + . It is well known that under these conditions, the origin of (4) is globally exponentially stable [8] . It is also well-known that, given a globally exponentially stable system (4), a Lyapunov-function W (z, t) can be found such that conditions (5), (6) and (7) hold with q = 2 and r = 1 [8] . We shall now show how a control law satisfying Assumption 1 may be constructed, using (4) together with (5) to (7).
Lemma 1
Consider the system (4), together with (5), (6) and (7) . Suppose that the dimensionality of the input and output of mapping y = H(v) is given as m c . Let B(z, t) be any continuous function on R nc×mc × R, such that B(z, t) p ≤B for all (z, t) ∈ R nc × R and some finiteB > 0. Also, let D(z, t) be any continuous function on
Then, the mapping from y = H(v) defined by
satisfies Assumption 1, for any given z(0). Proof Causality of H is immediate, since it is realized by a set of state equations. To show condition 1 of Assumption 1, let us take the derivative of W (z, t) along a trajectory of (8), for a given z(0). We obtaiṅ
By hypothesis,
Therefore, making use of (8), inequality (9) can be upperbounded byẆ
Integrating both sides of (10) from t = 0 to t = T leads to
Recognizing that W (z, t) ≥ 0 (by (5)), inequality (11) can be rearranged to give
where β = −W (z(0), 0). Therefore, condition 1 of Assumption 1 holds.
To show condition 2 of Assumption 1, let v ∈ L ∞ . Then, v p ≤v for all t ≥ 0 for some finitev > 0. By hypothesis, B(x, t) p ≤B. Therefore, making use of (7), inequality (9) can be upper-bounded bẏ
Consider the set
for some arbitrary ǫ > 0. Then,Ẇ
outside F ǫ . Now, define the time-varying set
Then, by the right inequality in (5), G ǫ (t) ⊃ F ǫ for all t ≥ 0, and consequently inequality (15) holds outside G ǫ (t) also. Now, suppose that z(0) ∈ G ǫ (0). Then, by (15) , it cannot leave G ǫ (t) for all t ≥ 0. On the other hand, suppose that z(0) is outside G ǫ (0). Then, by (15) , W (z(t), t) ≤ W (z(0), 0) for all t ≥ 0. In both cases, W (z(t), t) is bounded, and by the left inequality in (5), we conclude that z ∈ L ∞ . Making use of the inequality (7) and the boundedness of B(z, t) and D(z, t), it follows that y ∈ L ∞ , which is condition 2 of Assumption 1.
To show condition 3 of Assumption 1, let v(t) → 0 as t → ∞. Then, given any ǫ > 0, there exists a T ≥ 0 such that v(t) p ≤ ǫ for all t ≥ T . Replacingv by ǫ in our proof of condition 2 of Assumption 1, we then find from (15) and (16) 
outside the setḠ
for all t ≥ T . Therefore, there exists a T ′ ≥ T such that z(t) ∈Ḡ ǫ (t) for all t ≥ T ′ . Now, by the left-hand inequality in (5), the set
contains the setḠ ǫ (t) for all t ≥ 0. Therefore, it must be that z(t)
Finally, since ǫ > 0 was arbitrary, it follows that z(t) → 0 as t → ∞. Consequently, by (7) we find that ∂W /∂z → 0. Finally, by the boundedness of B(z, t) and D(z, t), it follows that y(t) → 0 as t → ∞.
Condition 4 of Assumption 1, follows from continuity of z(t) (solutions of (8) are absolutely continuous), and continuity of B(z, t), ∂W/∂z and D(z, t).
Let us now look at some special cases. First, let us restrict (4) to be linear, that iṡ
It is well-known [24] that (20) has globally exponentially stable origin if and only if for every symmetric, positivedefinite, continuous and bounded matrix Q(t), there exists a symmetric and positive-definite continuously differentiable and bounded matrix P (t) that satisfieṡ
In this case, we can take W (z, t) = (1/2)z T P (t)z, and it is readily verified that together with (20) , the conditions (5), (6) and (7) are satisfied with p = q = 2 and r = 1. In particular, we have
Therefore, applying Lemma 1, we find that the linear mapping y = Hv defined by
satisfies Assumption 1 for any bounded and continuous B(t) and D(t) provided σ min (D(t) + D(t) T ) ≥ δ c for some δ c > 0, and P (t) satisfies (21) for some symmetric, positive-definite, continuous and bounded matrix Q(t). Note that (22) is very similar in form to the linear mappings provided in [7] , which also satisfy Assumption 1.
Finally, let us restrict ourselves to static mappings. It is readily verified that the static mapping given by
for any bounded and continuous D(t) satisfying σ min (D(t) + D(t) T ) ≥ δ c for some δ c > 0 also satisfies Assumption 1.
Remarks

1.
We have now seen that it is straightforward to construct controllers satisfying Assumption 1. However, we shall not restrict ourselves to any particular realization of the mapping H, so we will derive the main results in this paper based only on the input-output properties of the control law.
2. The feedback control laws given by (8) and (22) are general non-autonomous state-space systems. When applied to the plant (1), the passivity theorem can be used to conclude input-output stability of the closed-loop system. Boundedness and convergence analysis of the closed-loop states (or at least a subset of them) using conventional invariance principles requires additional restrictions on both the plant (1) and the controller (8), such as for example, asymptotic periodicity. The main contribution of this paper is to show how boundedness and convergence analysis may be performed on the closed-loop system using invariance principles without having to impose such additional restrictions on the controller (only the plant). In fact, only some input-output properties of the controller are required.
Main Results
We now state and prove the main results. In Theorem 1, we present a variant of the passivity theorem [1] . It is shown that under a suitable feedback control containing an input strictly passive map, the output of the considered system is convergent. This will form the basis of subsequent results. 
where K(y, t) continuous in y uniformly in t, and uniformly continuous in t uniformly in y, uniformly bounded in t ∈ R + on compact subsets of R m , and K(y(t), t)y(t) → 0 implies that y(t) → 0. Global existence of solutions of the closed-loop system is assumed.
Under these conditions, x ∈ L ∞ , y ∈ L ∞ and y(t) → 0 as t → ∞. Proof Let us take the derivative of V (x, t) along a trajectory of the closed-loop system. We havė
which leads to
By the property (3), this leads to
Rearranging (25), this shows that
from which it can be concluded that x ∈ L ∞ . Since h(x, t) is uniformly bounded in t ∈ R + on any compact set D ⊂ R n we have y ∈ L ∞ . Since K(y(t), t) is uniformly bounded in t ∈ R + on compact subsets of R m , by Assumption 1.2 on H, we find that u ∈ L ∞ . This implies that (x(t), u(t)) ∈ D for some compact set D ∈ R n ×R m for all t ∈ R + . By hypothesis then, f (x(t), u(t), t) is bounded for all t ∈ R + . Therefore, from (1),ẋ(t) ∈ L ∞ and hence x(t) is uniformly continuous on R + . Since x(t) is bounded and uniformly continuous, we conclude from Proposition 1 (see the Appendix) that y(t) is uniformly continuous also. Likewise, we find that K(y(t), t) is bounded and uniformly continuous and finally K(y(t), t)y(t) is bounded and uniformly continuous on R + . Rearranging (25) again, we have
Letting t → ∞, this shows that K(y, t)y ∈ L 2 . From Barbalat's Lemma [8, p. 192] , we can conclude that K(y(t), t)y(t) → 0 as t → ∞, and hence by hypothesis y(t) → 0 as t → ∞. This concludes the proof.
Theorem 1 demonstrates that the output of the closed-loop system is convergent, however it makes no implications about the convergence of the system state. To make further conclusions about the asymptotic properties of the system state, additional restrictions are made on the system, which will allow the use of the invariance theory presented in the Appendix. Specifically, we now make the additional restriction that the system is asymptotically periodic, and that the output is time-independent. As shown in Section 3.1, such a system may arise in tracking problems for mechanical systems, and the usefulness of Theorem 2 is demonstrated by that example.
Theorem 2
Consider the system in (1) , with h(x, t) = h(x) and f (x, u, t) =f (x, u, g(t)), where g(t) : 
contained in the set E ∆ = {x ∈ R n : h(x) = 0}. Proof From Theorem 1, x ∈ L ∞ and y(t) → 0 as t → ∞. Therefore, by Proposition 2 (see the Appendix), x(t) approaches the set E. Additionally, from the proof of Theorem 1, K(y(t))y ∈ L 2 , is continuous on R + and K(y(t), t)y(t) → 0. Therefore, by assumption on H, it must be that u(t) is continuous and u(t) → 0. Now, x(t) coincides with a solution z(t) of the systeṁ z(t) =f (z,ū(t),ḡ(t)) , z(0) = x(0), on R + , whereū
and y(t) = h (x(t)). Sincef is continuous on R n ×R m ×R p , it is uniformly continuous on compact subsets D ∈ R n ×R m ×R p . From the proof of Theorem 1, u(t) is bounded on R + , g(t) is bounded on R + by hypothesis. Therefore (ū(t),ḡ(t)) ∈ D 1 ⊂ R m × R p for all t ∈ R. Now, consider any compact subset D 2 ⊂ R n . Then,f is uniformly continuous on D 2 × D 1 . Therefore, for any ǫ > 0, there exists a ζ > 0 such that for any z ∈ D 2 ,
Sinceū(t) → 0 and g v (t) → 0, there exists a t * ≥ 0 such that ∀t ≥ t * , (ū(t),ḡ(t)) − (0, g p (t)) p < ζ. This shows thatf (z,ū(t),ḡ(t)) −f (z, 0, g p (t)) → 0 as t → ∞, uniformly in z on compact subsets of R n . We also note that continuity ofū(t),ḡ(t) and g p (t) imply continuity off (z,ū(t),ḡ(t)) andf (z, 0, g p (t)) on R n × R. It has been shown that all conditions of Corollary 1 are satisfied. Therefore, the positive limit set of z(t) and therefore of x(t) is invariant under (26) . Since x(t) is bounded, it must approach its positive limit set [8, p. 114 ]. The conclusion now follows.
Theorem 2 considered the case where the system itself is asymptotically periodic. However, the situation may arise where the system contains a non-vanishing time-varying non-periodic part, but this part appears as a product with a subset of the states. As shown in Section 3.2, such a system may arise in tracking problems for spacecraft attitude, and the usefulness of Theorem 3 is demonstrated in that example.
Theorem 3 Let the conditions of Theorem 1 hold with the additional restriction that H satisfies conditions 3 and 4 of Assumption 1, and assume that the state-space can be partitioned into
where g 1 (t) and g 2 (t) are bounded continuous functions satisfying g 1 (t) = g 1p (t) + g 1v (t), g 2 (t) = g 2p (t) + g 2v (t), with g 1p (t) and g 2p (t) continuous and T -periodic (with the same period T ) and g 1v (t), g 2v (t) → 0 as t → ∞, and a 1 (x 1 , t) and a 2 (x 1 , t) are continuous, with the properties that 1. Given any compact subset D ∈ R n1 , there existā 1 ,ā 2 > 0 such that x 1 ∈ D implies that a 1 (x 1 , t) p ≤ā 1 and a 2 (x 1 , t) p ≤ā 2 , for all t ∈ R + .
2. x 1 (t) → 0 as t → ∞ implies that a 1 (x 1 (t), t) → 0 and a 2 (x 1 (t), t) → 0 as t → ∞.
Suppose that y(t) → 0 implies that x 1 (t) → 0. Then x 1 (t) → 0 as t → ∞ and x 2 (t) approaches the largest invariant set ofẋ
contained in the set E ∆ = {(x 1 , x 2 ) ∈ R n : x 1 = 0}. Proof From Theorem 1, y(t) → 0. Therefore, by hypothesis, x 1 (t) → 0. From the proof of Theorem 2, u(t) is continuous and u(t) → 0. Now, (x 1 (t), x 2 (t)) coincides with a solution (z 1 (t), z 2 (t)) of the systeṁ
on R + , whereū(t),ḡ 1 (t) andḡ 2 (t) are defined in the same manner as in the proof of Theorem 2, and similarly,
Now, the same arguments as in the proof of Theorem 2 can be used to conclude that
and
uniformly in z 2 on compact subsets of R n2 as t → ∞, and that
Therefore, from Corollary 1, the positive limit set of (z 1 (t), z 2 (t)) and therefore (x 1 (t),
Additionally, (x 1 (t), x 2 (t)) must approach its positive limit set [8, p. 114] . Since x 1 (t) → 0, the conclusion follows.
Application Examples
We now demonstrate the usefulness of the main results through three specific applications. The are applied to various problems found in the literature. It is shown here how the results in this paper may be used to establish global asymptotic convergence for a much broader class of controllers.
Gain-Scheduled Tracking Control of a Rigid Manipulator
The dynamics of a rigid manipulator are described by [2] 
where q is a vector containing the joint angles, τ contains the corresponding joint torques, M (q) is a uniformly bounded positive definite mass matrix, C(q,q) is contains centrifugal and coriolis terms such thatṀ − 2C is skew-symmetric, and g(q) is derived from a potential function P (q) such that g(q) = ∂P /∂q. Let q r (t) be a desired joint trajectory, satisfying the following assumption: Assumption 2 q r (t),q r (t),q r (t) are continuous and bounded. In addition,q r (t) is asymptotically periodic.
Consider the control law
where K = K T > 0 is constant, and u is an auxiliary input. Defining the tracking error to bẽ
and substituting (31) into (30) leads to the error dynamics
As in [5, 6] , we choose a gain scheduled control law of the form
where N is the number of controllers contained in the scheduling law, each H i satisfies Assumption 1 for i = 1, ..., N , and s i (q,q, t) are scheduling signals satisfying
Additionally, each s i (q,q, t) (i = 1, ..., N ) is required to be continuous in all of its arguments and uniformly bounded in time for bounded (q,q). It can then readily be shown using the techniques in [5, 6 ] that the mapping defined by
also satisfies all conditions in Assumption 1 for bounded and continuous (q(t),q(t)).
We can now write the system and error dynamics in the form of (1) by setting
Due to (32), we consider only trajectories of (37) and (38) with initial conditions satisfying (32) at t = 0. We take as output y =q. Now, we choose V (x, t) = 1 2q
T Kq. We readily find that (∂V /∂x)f + ∂V /∂t = y T u. Choosing the feedback control law (34), and applying the first part of the proof of Theorem 1, we find that q(t) andq(t) are bounded. Using Assumption 2, we find that q(t) andq(t) are bounded also and the result of Theorem 1 follows. Sinceq r (t) is asymptotically periodic, the following result is readily obtained by application of Theorem 2. Theorem 4 Let Assumption 2 be satisfied. Consider the rigid manipulator with dynamics given by (30) with control law (31) and (34) 
Remark
It has been shown in [5, 6] that in the known parameter case, improved tracking performance for a manipulator may be obtained by scheduling input strictly passive controllers, each optimized at various points in the configuration space. While [5, 6] both treat flexible manipulators, for brevity we have restricted ourselves to rigid manipulators. Of references [5] and [6] , only [5] performs a convergence analysis of the tracking error. Reference [6] restricts itself to the demonstration of input-output stability. In [5] , in order to prove convergence of the tracking error to zero, constant set-points are assumed, and the gain-scheduled controllers are restricted to be linear time-invariant with given state-space representations. Using the results presented in Section 2 of this paper, the class of trajectories to be tracked in this example has been significantly broadened from constant set-points to trajectories with asymptotically periodic second derivative. Additionally, only some input-output properties of the scheduled controllers are required to establish convergence of the tracking error to zero, significantly broadening the class of scheduled controllers as well.
Spacecraft Attitude Tracking Control
In the next two sections, we consider spacecraft attitude tracking control. There are many results on spacecraft attitude tracking in the literature, some classic examples being [3] and [4] . References [3] and [4] consider adaptive spacecraft attitude tracking, where the spacecraft inertia matrix is unkown. The control laws in [3] and [4] are developed on the basis of the so-called filtered error. This leads to a feedforward term in the control law which contains both the desired body-rate as well as the attitude error. In this section, we consider nonadaptive spacecraft attitude tracking, which allows us to use a simpler feedforward term that does not contain the attitude error. The adaptive case will be dealt with in Section 3.3. In [3] and [4] , the feedback component of the control law is a constant proportional output feedback law. Using the results presented in Section 2, we obtain a much broader class of feedback controllers requiring only some input-output properties in order to guarantee convergence of the attitude and body-rate errors to zero.
In body coordinates, the attitude dynamics of a spacecraft are [25, pp.157 , 237]
where I is the spacecraft inertia matrix, ω is the angular velocity, and τ c is a control torque. The definition of ω × may be found in the Appendix. Let the desired attitude have corresponding angular velocity ω r (t) (expressed in true body coordinates). We restrict ourselves to bounded and differentiable ω r (t). We shall describe the attitude error by the quaternion (q, q 4 ) [25, p. 31] , representing the rotation from desired to true attitude. The angular velocity error is defined asω
Accordingly, the attitude error kinematics obey [25, p. 31]
Let the control law be
where u is an auxiliary input. Substituting (42) into (39), we obtain
Combining this with (41), we can write the system of equations in the form (1) with (27) by setting
Since ω r (t) is bounded, it is clear that a 1 (x 1 , t) satisfies the conditions required in Theorem 3. Now, as output we choose y = x 1 , which can be done in this case, since x 1 has the same dimension as u.
Choosing the feedback control law u = −H(y), where H satisfies Assumption 1, the first part of the proof of Theorem 1 shows that y(t) = x 1 (t) =ω(t) is bounded. It is clear now that all conditions of Theorem 1 are satisfied, and we can obtain the following result by application of Theorem 3.
Theorem 5
Consider the spacecraft attitude tracking problem specified by (39) , (40), (56) and (42), with feedback control law u = −H(ω), where H satisfies Assumption 1. Then, (ω(t), q(t)) → 0 as t → ∞.
Adaptive Spacecraft Attitude Tracking Control
Let us now consider an adaptive version of the spacecraft attitude tracking control problem, where the spacecraft inertia matrix I is not known a-priori. The control law is a modification and generalization of that presented in [4] . As stated in Section 3.2, the feedback component of the control law in [3] and [4] is a constant output feedback law. Using the results presented in Section 2, we obtain a much broader class of feedback controllers requiring only some input-output properties in order to guarantee convergence of the attitude and body-rate errors to zero.
Before continuing, the following Lemma will be required.
Lemma 2 [30] .
Consider the filtered error given by r(t)
∆ =ω(t) + λq(t), where λ > 0 andω and q satisfy (56). Then, r(t) → 0 as t → ∞ if and only ifω(t) → 0 and q(t) → 0 as t → ∞.
We consider again the problem described in Section 3.2 described by equations (39), (40) and (56). We make the following restriction on ω r (t):
Assumption 2
The reference angular velocity ω r (t) and its derivativeω r (t) are bounded and continuous.
Since we do not know the spacecraft inertia matrix, we modify the feedforward control in (42) to
where u is an auxiliary control input,Î is an estimate of the inertia matrix and
Substituting (47) into (39), and defining the inertia estimate error to beĨ =Î − I we obtain
where
is the commonly known filtered error,θ = vec{Ĩ}, is a vector of the independent entries ofĨ (θ andθ are similarly defined), and W (ω d , ω d , ω) is a regressor matrix satisfying
Now, suppose that it is known that the true entries of the spacecraft inertia matrix lie in the set
for some nominal inertia values θ * and tolerance p > 0. Let us define the function
and define the projection operator [31] Proj (υ,
We select the adaptation lawθ
Combining equations (49) and (54), and noting thatθ =θ, we can write the system of equations in the form of (1) by setting
As output, we choose y = r. Now, it can be readily shown that
T Γ −1θ , it can readily be shown thatV ≤ y T u. By Assumption 2, ω r (t) andω r (t) are bounded and continuous. Choosing the feedback control law as in Theorem 2, the first part of the proof of Theorem 2 shows that r(t) is bounded and continuous. Since q(t) 2 ≤ 1 (a property of the quaternion) it must be thatω(t) is bounded and continuous also. Making use of Assumption 2, (41) and (48) it can be concluded that ω(t), ω d (t),ω d (t) are bounded and continuous also. It is a property of the projection operator (53) that ifθ(0) ∈F , whereF 
, where H satisfies Assumption 1 and K(r(t), t) satisfies the assumptions stated in Theorem 2. Then,ω(t) ∈ L ∞ , q ∈ L ∞ and (ω(t), q(t)) → 0 as t → ∞.
Proof
As already demonstrated, from Theorem 2, we see that r(t) ∈ L ∞ . Since q(t) 2 ≤ 1 (a property of the quaternion) it must be thatω(t) ∈ L ∞ . Additionally, from Theorem 2 we find that y(t) = r(t) → 0. Therefore, the final conclusion follows from Lemma 2.
Remark
The fact that q(t) → 0 could have been obtained directly from an application of the passivity theorem [1, ch. 4] in the case K = 1, and the fact that r(t) ∈ L 2 implies that q(t) → 0 [4] . However, boundedness of all signals and convergence ofω(t) require an alternative approach. In other works (such as for example [4, 2, 3] , typically a very specific form of feedback law H is chosen, and a Lyapunov approach is used to establish the additional properties. The choice of the feedback control law using the results in this paper is much more general.
Hybrid Magnetic and Mechanical Attitude Control with Actuator Constraints
A hybrid magnetic and mechanical control scheme for spacecraft attitude regulation was presented in [7] . In this section, it is shown how actuator saturation constraints (which are not considered in [7] ) may be incorporated into a broad class of control laws, while guaranteeing convergence to zero of the attitude error.
The attitude dynamics considered in [7] are expressed in spacecraft body coordinates and are given by (39) where τ c = τ w + τ m and τ w and τ m are control torques applied by mechanical and magnetic actuators respectively. The magnetic torque satisfies
where b is the local Earth magnetic field vector, and m is the magnetic torquer dipole moment. The spacecraft inertial attitude is represented by the quaternion (q, q 4 ), and the attitude kinematics are given by [25, p. 31] 
The control input is designed as
where u is an auxiliary input. Substituting (57) into (39) gives the augmented plant
Conclusion
Motivated by the passivity theorem, we have examined the control of a passive plant with strictly passive feedback control laws. We have assumed a very general state representation of the plant with very few conditions imposed. We have assumed some mild additional input-output properties for the feedback control law, however no state representation assumptions were made for the feedback control law. Making use of invariance theory for asymptotically periodic systems, we have proven global stability of the closed-loop system and asymptotic convergence of a subset of the states. The theoretical results have been applied to gain scheduled tracking of a rigid manipulator, non-adaptive and adaptive spacecraft attitude tracking, and hybrid magnetic/mechanical spacecraft attitude regulation. These examples have demonstrated that a much broader class of controllers can deliver closed-loop global stability and asymptotic convergence, unlike the previous works in the literature where the examples were taken from. In the hybrid magnetic/mechanical spacecraft attitude regulation example, it was demonstrated that actuator saturation constraints are readily treated using the theory presented in this paper.
The identity matrix is denoted by 1 so as to distinguish it from the spacecraft inertia matrix. The crossproduct operator matrix associated with a vector a = a x a y a z T ∈ R 3 is given by
We take the norm x p of a vector x to mean the usual Hölder p-norm for p = 1, 2, .... The norm X p of a matrix X is taken to mean the usual Hölder induced p-norm. The minimum singular value of a matrix X is denoted by σ min (X). The norm of a vector signal u(t) is taken to be u L2 = ∞ 0 u T (t)u(t)dt. The L 2 -space is defined as L 2 ∆ = {u : u L2 < ∞}. The truncation of a signal is defined as
The L 2e -space is defined as L 2e
Finally, the L ∞ space is defined as L ∞ ∆ = {u : sup t∈R + u(t) p < ∞}. Proposition 1 [26] Let the function f (x, t) : R n × R → R m be uniformly continuous in x, uniformly in t, and uniformly continuous in t, uniformly in x. Then, given any uniformly continuous function y(t) : R → R n , the function g(t) ∆ = f (y(t), t) is uniformly continuous in t. Then, x(t) approaches the set G as t → ∞.
The following Theorem is adapted from [28] 
where x ∈ R n , t ∈ R. It is assumed that there is a domain D o ⊂ R n such that g(x, t), h(x, t) ∈ C(D o × R), and that h(x, t) → 0 uniformly in x on compact subsets of D o as t → ∞. It is further assumed that there exists a T ∈ R such that g(x, t) = g(x, t + T ) for all (x, t) ∈ C(D o × R). Suppose that there exists a solution φ(t) of (68) and a compact subset D 1 ⊂ D o , such that φ(t) ∈ D 1 for all t ≥ 0. Let us denote the positive limit set of φ(t) by Λ + . Then, for any ζ ∈ Λ + , there exists a sequence t m → ∞ with φ(t m ) → ζ, at ∈ [0, T ] and a solution ψ(t) oḟ
with ψ(0) = ζ such that φ(t + t m ) → ψ(t), as m → ∞, uniformly in t on compact subsets of R. Furthermore, ψ(t) ∈ D 1 for all t ∈ R.
Corollary 1
If all of the conditions in Theorem 8 hold, then the positive limit set Λ + of φ(t) is invariant undeṙ
in the sense that if ζ ∈ Λ + , then there exists at ∈ [0, T ] such that a solution of (70) with initial condition x(t) = ζ is contained in Λ + for all t ∈ R.
