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Abstract
Interaction between fluid in the porous medium and the conjugate free flow is observed in many
natural and technical applications. In these applications, the flow and transport processes in
the porous medium and in the free flow display strong interdependency. This is also influenced
by the mechanisms of interaction at the common interface between the porous medium and the
free flow. Studying these mechanisms plays a significant role in understanding the interaction
behavior of these systems. Moreover, it is also important for the numerical modeling of such
systems.
An environmental example of such a system is evaporative drying of the shallow sub-surface
subjected to the atmospheric free flow. As it significantly influences the terrestrial water
balance and soil salinization, developing a detailed understanding about such a coupled system
is very important. Furthermore, salt precipitation associated with evaporation from the shallow
sub-surface directly affects the fertility of the soil. This becomes significantly important in
the arid, semi-arid or coastal regions, where water from the deep hydrological systems is
largely used for irrigation. Literature review shows that the soil salinization associated with
the promoted irrigation is a major problem for farmers worldwide, as it directly influences the
crop yield.
In such systems, the evaporative salinization is influenced by the ambient air velocity, temper-
ature and humidity on the free flow side and, by the soil properties and properties of water
used for irrigation on the porous-media side. Therefore, for studying the evaporation and
salinization dynamics in such systems, developing a detailed understanding of the underlying
processes is very important and, elaborations using the modeling tools are very crucial.
The main focus of this PhD thesis is to study evaporative salinization in the shallow sub-surface
exposed to the adjacent atmospheric free flow. For this purpose, in the first part of this work,
we develop a coupled model concept which describes a two-phase compositional porous-media
system coupled with a single-phase compositional free flow. The developed REV scale model is
robust and capable of comprehensive analysis of the exchange processes for mass, momentum
and energy between the free flow and the porous medium. The developed model concept is
implemented in the numerical framework of the open source porous-media simulator DuMux.
In a natural hydrogeochemical system mixed salt precipitates is frequently observed. Therefore,
in the second part, the model is extended to describe reactive transport of dissolved ionic
species. Here, chemistry driven approaches are used to describe the salt precipitation processes.
In addition to this, the model also accounts for solid salt accumulation driven changes in
the porous media properties. Moreover, it provides the flexibility to analyze the influence of
different free flow and porous media processes and parameters on evaporation and salinization
dynamics.
Evaporative salinization experiments was performed by the research group of Professor Nima
Shokri at the University of Manchester. During these experiments saline-water saturated
sand-columns were exposed to drying in an environmental chamber. The data from these
experiments is used for model validation in this work.
The first validation study is carried out using the simplified model for stage SS1 of evaporative
salinization. Here, dissolved salt (NaCl) is assumed to be a single component and equilibrium
based approach is used for salt precipitation. Thus, during evaporation, spontaneous salt
precipitation is expected as dissolved salt in the solution reaches its solubility limit. For this
approach, the validation study has shown excellent agreement between the model results and
experimental observations.
This simplified model is then applied for all stages of saline water evaporation. The comparison
between numerical and experimental results was promising. However, the numerical results has
shown divergence from the experimental observations in late stage SS1 and during transition
to stage SS2. To understand these differences, a details parameter analysis is carried out.
For this, influence of the free flow, porous medium and their interface on evaporation and
salinization dynamics is analyzed. The parameter analysis highlighted that the variation in
individual parameters or processes in the free flow, porous medium or at their interface can
significantly influence evaporation and salt precipitation behavior.
In the second validation study, the extended model is applied to analyze precipitation dynamics
in a mixed salt (NaCl-NaI) system. Here, in order to account for salt precipitation process
both equilibrium and kinetic reaction based approaches are developed. These approaches
are first validated using the available experimental data for single salt (NaCl) precipitation.
This validation indicated that both the equilibrium and kinetic precipitation approaches
are well in accordance with the experimental observations. Furthermore, for mixed salt
precipitation (NaCl-NaI), the simulation results are found to be in good accordance with the
phenomenological explanations discussed in the literature. Due to lack of experimental data,
the mixed salt precipitation model will be validated in the near future.
We conclude that the developed model concept offers a comprehensive and robust framework
for modeling dissolved salt transport and precipitation processes in the drying shallow sub-
surface interacting with the free flow. Moreover, the validation studies indicate that the model
is reliable to study and analyze the reactive transport and mixed salt precipitation processes in
ii
a naturally occurring hydrogeochemical system. Furthermore, generic nature of the developed
model allows direct extension to other salinization applications where salt precipitation is
observed at the interface between free flow and porous medium.
iii

Zusammenfassung
Die Austauschprozesse zwischen Flüssigkeit im porösen Medium und der Konjugat freie Strö-
mung treten in vielen natürlichen und technischen Systemen aus. In diesen Systemen zeigen
die Strömungs- und Transportprozessen im porösen Medium und in der freien Strömung starke
Abhängigkeiten die großteils durch Austauschprozesse und andere Vorgänge an der gemeinsa-
men Grenzfläche gesteuert werden. Die Untersuchung und die Modellierung der Interaktion
zwischen den beiden Fließgebieten spielt eine entsprechend große Rolle beim Verständnis des
Verhaltens solcher Systeme. Anwendungen hierfür finden sich unter anderem im industriellen
Bereich, bei der Trocknung von Produkten in der Lebensmittel- und Kleidungsindustrie, der
Trocknung von Beton, der Detektion von Landminen oder in der Protonenaustauschmembran
einer Brennstoffzelle.
Wasserverdunstung aus Böden als Umwelt beispiel ist ein überaus wichtiger Prozess. Sie lenkt
Vielzahl von ökologischen Prozessen. Zum Beispiel macht Verdunstung einen großen Teil des
terrestrischen Wasser- und Energiekreislaufs aus und ist die treibende kraft bei Vorgängen wie
der Bodenversalzung durch Salzausfällung. Durch Verdunstung entstehende Bodenversalzung
führt zur Degradation des Bodens und vermindert dessen Fruchtbarkeit, wovon besonders die
ariden und semi-ariden Gebiete betroffen sind.
Die Wasserverdunstung wird einerseits durch die dominierenden Umgebungsbedingungen
sowie Luftgeschwindigkeit, Temperatur, Luftfeuchtigkeit und Sonnenstrahlung, andererseits
durch Fluid- und Feststoffeigenschaften und der Fließdynamik innerhalb des porösen Mediums
und am Interface zur Freie Strömung beeinflusst. Daher es ist sehr wichtig ein detailliertes
Verständnis der oben erwähnten Prozesse zu entwicklen, wofür die Verwendung von gekoppelten
Modellierungsmethoden und Modellierungswerkzeuge notwendig ist.
Der Hauptfokus dieser Arbeit liegt auf der Modellierung und Analyse von Verdunstungs-
prozessen in der gegenwert von Salzen und der sich dabei entwickelt Versalzungsdynamik
in den porösen Medien im Kontakt mit der freien Strömung. Zu diesem Zweck wird-, im
ersten Teil dieser Arbeit ein gekoppeltes Modellkonzept entwickelt. Das gekoppelte System
besteht aus einem porösen Medium mit zwei Fluidphasen in Verbindung mit einer einphasigen
freien Strömung. Das auf der REV-scala entwickelte Modell ist robust und möglicht eine
umfangreiche Analyse der relevanten Austauschprozesse für Masse, Impuls und Energie. Das
entwickelte Modellkonzept ist im numerischen Simulator DuMux implementiert.
In einem natürlichen Hydrosystem wird häufig eine gemischt Ausfällung von verschiedener
Salze beobachtet. Daher wird das Modell im zweiten Teil dieser Arbeit für die detaillierte
Beschreibung Transports verschiedener Ionen und der Ausfällung mehrer Salze in einem
Mischsalzsystem weiterentwickelt. Zur Beschreibung der Salzausfällung werden in desem
Fall chemische Gleichgewichte oder kinetische Reaktionsraten verwendet. Außerdem, wer-
den Veränderungen in den Eigenschaften des porösen Mediums durch das ausgefallene Salz
berücksichtigt.
Durch die Forschungsgruppe von Professor Nima Shokri an der Universität Manchester wurden
Experimente zur Salzausfällung in porösen Medien durchgeführt. Die experimentellen Daten
werden für die Modellvalidierung in dieser Arbeit verwendet. Die erste Validierung wird für die
Salzwasserverdunstungs Stage-SS1 durchgeführt, wobei das gelöste Salz (NaCl) als eine einzelne
Komponent angenommen wird. Hierzu wird für Salzausfällung Gleichgewichtsansatz verwendet.
Diese Validierung zeigte eine ausgezeichnete Übereinstimmung zwischen den Modellergebnissen
und Experimenten. Darüber hinaus ist die Validierung auch für alle Salzwasserverdunstungs
Stages (SS1, SS2 und SS3) vielversprechend.
In einer umfangreichen Parameter- und Prozessstudie Einfluss von verschiedener Eigenschaf-
ten und Prozesse des porösen Mediums, der freien Strömung und des Interfaces auf die
Verdunstungs- und Versalzungs dynamik untersucht. Diese studie zeigt, dass Verdunstung
und Salzausfällung von einer Vielzahl von Prozessen in komplexer Weise beeinflusst werden.
Außerdem wird der Einfluss von Eigenschaften des porösen Mediums wie der Porosität, der
Permeabilität und des Kapillardrucks und deren Änderung durch Salzausfällung untersucht.
In der zweiten Validierungsstudie wird das um ein weiters Salz, NaI, erweiterte Modell ange-
wendet um die Salzausfällungsdynamik in einem Mischsalz (NaCl-NaI) System zu analysieren.
Hierbei werden sowohl der Gleichgewichtsansatz und kinetische Ansätze für Salzausfällung
getestet. Validierung dieser Ansätze für die Ausfällung einer einzelen Salzes (NaCl) ergibt
wie zuvor eine ausgezeichnete Übereinstimmung mit den experimentellen Daten. Für die
Mischsalzausfällung werden die Ergebnisse in Übereinstimmung mit phänomenologischen
Erklärungen bemerkt.
Das entwickelte gekoppelte Modellkonzept bietet einen umfassenden und robusten Rahmen für
Modellierung des Transports gelöster Salze und deren Ausfällung, sowie den weiteren damit
verbunden prozessen, durch Verdunstung in porösen Medien unter Einfluss einer angrenzenden
freien Strömung. Die Validierungsstudien zeigen, dass mit diesem Modell zuverlässig die
reaktiven Transport- und Salzausfällungs-prozesse in einem natürlich vorkommenden Hydro-
system untersuct und analysiert werden können. Weiterhin kann das Modell direkt um weitere
vi
Versalzungsanwendungen erweitert werden, bei denen die Salzausfällung an der Grenzfläche
zwischen einer freien Strömung und einem porösen Medium stattfindet.
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1 Introduction
An interaction between a free flow and a porous-media system is often observed in a number of
industrial (e.g. drying of ceramics, fruits and paper), medical (e.g. drug exchange between blood
and affected tissue and drying of sweat) and environmental (e.g. evaporative salinization of
soil and weathering of rocks) applications. In the context of evaporative salinization, in nature,
porous materials such as soil, rocks, concrete structures, bricks and wood are periodically
subjected to salinization through frequent inhibition and evaporative drying cycles.
Unsaturated zone
Radiation
Rain
laminar free-flow
Evaporation
Saturated zone
Capillary/
Advective forces
Gravity 
forces 
Diffusion 
Precipitated
salt 
Figure 1.1: Relevant interface processes for evaporative salinization: Free-flow velocity, solar radiation,
rainfall events, evaporative water loss, salt transport and precipitation and exchange fluxes at
the free-flow-porous-media interface are illustrated.
Particularly in agriculture, soil salinization is one of the most serious problems. It refers to
accumulation of salt in the soil pores in the shallow sub-surface or at the soil-atmosphere
interface. The salinization problem is difficult to quantify, however, it is extensively reported
in the literature and is expected to escalate in the future. In the last few decades, this issue
has grown critical, as it led to significant degradation of the fertile soil. Moreover, due to
cumulative soil-quality lowering, a huge amount of agricultural land is being abandoned, mostly
in the arid, semi-arid and coastal regions (Fujimaki et al., 2006; Grunberger et al., 2008;
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Szabolcs, 1979). Here, we list some available data for salinization-affected land. Munns (2011)
in Pavuluri and Jambhekar (2014) stated that around 3 % of the world’s land surface (approx.
351.5 [Mha]) has been rendered useless by salinization; of this 45.5 [Mha] is agricultural land
and Pitman and Läuchli (2002) discussed that between 20-50% of productive land is affected
by salt.
Salinization is an outcome of practices like improper irrigation or poor drainage of agricultural
fields. The primary cause of soil salinization is an increase in the water salinity in the shallow
sub-surface due to evaporative reduction of the irrigated water volume. In support of this,
studies performed by Gardner and Fireman (1958); Sharma and Prihar (1973); Grunberger
et al. (2008) highlighted in fact that the excess of irrigated water at the soil surface contributes
significantly to evaporation and consequent salinization. The water used for irrigation purposes
is normally taken from sources such as rivers, lakes and ground water reservoirs, which always
contain some amount of dissolved salts. Thus, a certain degree of salinization is inevitable under
all climatic conditions. However, excessive supplementary irrigation practices for ambitious
crop yields, and poor natural drainage of the irrigated fields risk acute soil salinization and
thereby adversely limit the crop productivity in the long run.
As a major global concern, the issue of soil salinization has attracted the attention of agricul-
tural, soil and environmental scientists. Therefore, to gain a better understanding, detailed
analysis of the physical processes governing evaporation and salinization dynamics in the
shallow sub-surface have become crucial. Figure 1.1 schematically shows evaporation from the
soil surface and subsequent salt precipitation as the shallow sub-surface dries out.
The drying of the shallow sub-surface is mainly influenced by the flow and transport processes
both in the free flow and the porous medium, and the interaction processes between them (see
Figure 1.1). On the free-flow side, wind speed, temperature, humidity and solar radiation have
a strong impact on evaporation. On the porous medium side, dissolved salt is transported
under the influence of capillary, viscosity and gravitational forces and, processes like advection
and diffusion are central. Moreover, changes in the porous-media properties related to salt
precipitation and the variation of the thermo-physical properties of the saline water depending
on the salt concentration could be vital.
In the case of the free flow, evaporation takes place either directly in the water-filled pores at the
free-flow-porous-media interface (saturated case) or within the porous medium (unsaturated
case), where the water vapor is transported to the free flow by diffusion through the porous
medium. Evaporation promotes salt accumulation and precipitation at the evaporation sites,
with the following implications: (a) a decrease in the saturation vapor pressure of saline
water due to an increase in the osmotic potential (salt concentration) at the evaporation site
3(Battistelli et al., 1997; Kelly and Selker, 2001; Nachshon et al., 2011a) and (b) the evolution
of the pore geometry due to salt precipitation at the evaporation sites. Therefore, evaporative
salinization can influence both evaporation and salt precipitation dynamics through the lowering
of the saline-water vapor pressure and the change of the void space by salt precipitation.
Numerical modeling of saline water evaporation from a naturally existing porous-media system
in contact with the free-flow is hardly addressed in the literature, and the handful of work we
came across in the literature research is presented in Section 2.3. In this PhD thesis, we want
to develop a coupled model concept on the Representative Elementary Volume (REV) scale
for free-flow porous-media interaction to analyze saline-water evaporation dynamics and its
association with dissolved salt transport and precipitation-dissolution processes for sodium
chloride (NaCl).
However, in a natural groundwater system, dissolved salts exist in the form of dissociated ionic
species, e.g. Na+, Cl− and I−. In such a system, one needs to describe the reactive transport
of individual ionic species. In addition, interactions between ions of different species and their
influence on the precipitation-dissolution dynamics of various salts (e.g. NaCl, NaI, KCl and
KI) must be accounted for. In addition, the complexity of such systems can further increase
dramatically in the presence of flow and transport processes (Steefel and Cappellen, 1990).
Moreover, in the context of chemical complexity, an cation (e.g. Na+) present in the liquid
phase can combine with any existing potential anion (e.g. Cl− or I−). This implies that, at
any given instant, depending on inter-ionic interaction and solution-solid-salt interaction,
precipitation or dissolution can take place in the system. In these cases, Crowe and Langstaffe
(1987); Steefel and Cappellen (1990); Mayer et al. (2002) recommended the use of a generalized
kinetic approach to model precipitation-dissolution processes, as the existence of equilibrium
can not be confirmed easily.
Therefore, in this thesis, we also extend the REV-scale coupled model concept to describe
the reactive transport of dissolved ionic species and salt precipitation-dissolution processes
under both equilibrium and kinetic conditions. This is achieved by undertaking the following
(subsequent) sub-projects.
1. In this sub-project, we develop a coupled free-flow porous-media model concept to
describe the transport and precipitation of dissolved salt (sodium chloride, NaCl),
considered as a single component. Here, we use a simplified approach based on the
salt solubility limit (also known as Layman’s approach) to describe salt precipitation
(motivated by, Zeidouni et al., 2009; Giorgis et al., 2007; van Duijn and Pop, 2005).
4 1 Introduction
2. In this sub-project, we develop a new chemistry-motivated approach to describe the
reactive transport of various dissolved ionic species and account for the influence of their
interactions on the saline-water thermo-physical properties. We also employ an ionic
activity based approach to describe salt precipitation-dissolution processes (see Chapter
4).
1.1 Structure of the thesis
The thesis is structured as follows: Chapter 2 provides definitions and brief descriptions of the
fundamental physical processes relevant for coupled free-flow porous-medium systems. Here,
the thermo-physical properties of the involved phases are also explained. In Chapter 3, we
highlight the model concept used in both the free-flow and the porous-media sub-domains and
the conditions for free-flow porous-media model coupling are discussed.
Subsequently, Chapter 4 discusses in detail the fundamental concepts needed to describe the
reactive transport and precipitation of salt in a mixed salt system. In Chapter 5, the numerical
model and the integration of the coupled free-flow porous-media model into our in-house
porous-media modeling framework are discussed. Then, in Chapter 6, we present comparison
studies to validate the numerical model and discuss the processes governing evaporative
salinization in detail.
Moreover, we perform a detailed parameter analysis to study the influence of different param-
eters (e.g. porosity, salinity, capillary pressure, surface saline-water saturation, temperature
and humidity) and processes (e.g. wind velocity and radiation) in the free-flow and the porous
medium on the drying and salinization dynamics. Furthermore, we analyze the influence of the
selection of different constitutive relationships e.g. for permeability change, osmotic potential
and ionic activity. Finally, Chapter 7 summarizes this work and gives an outlook on topics
which could not be covered here and should be the focus of the future work.
2 Theoretical concepts
1 In this chapter, we discuss the fundamental concepts and definitions. These are needed to
describe physical processes and material properties relevant to analyze saline-water evaporation
and salinization dynamics in a porous medium exposed to free flow. These are also required to
understand the conceptual model discussed later in Chapter 3. First, in Section 2.1, we present
basic terminologies, where, in Section 2.1.1, we address relevant spatial scales and, in Section
2.1.2, phases and components relevant to this work are discussed. Section 2.1.4 highlights the
volume-averaged quantities, such as saturation and permeability, arising from the microscopic
balance equations, and Section 2.1.5 illustrates some thermo-physical properties of the phases
involved. Second, in Section 2.2, we discuss the relevant processes and parameters required in
the scope of this work. Section 2.3 provides a brief state-of-the-art overview of the research
work performed to study and analyze evaporative salinization dynamics in unsaturated porous
materials in contact with the free flow.
2.1 Basic terminologies and definitions
2.1.1 Scales
The interaction between the free-flow and the porous-media flow systems can be considered
on various application-relevant scales. Some examples are pore scale, REV scale and appli-
cation/field scale as illustrated schematically in Figure 2.1. On the pore scale, the spatial
distribution of the various phases and interfaces is available. For this purpose, high-end
technologies such as neutron and X-ray imaging (e.g. Shokri et al., 2008; Shahraeeni et al.,
2012; Rad et al., 2013; Derluyn et al., 2014) are often employed. The usage of these technolo-
gies provides high spatial resolution of the pore space, which can be very helpful to obtain
insights into the dominant processes on the pore scale (Wildenschild and Sheppard, 2013).
The, pore-scale pictures are also used to compare the numerical results for flow and transport
processes in the pore space.
1For further details on the fundamental concepts presented in this chapter, we refer to the work of Helmig
(1997); Class (2008); Derluyn (2012); Darsis (2012); Mosthaf (2014).
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Figure 2.1: Different scales of interest: molecular-scale, pore-scale, REV-scale, application-scale.
However, a large number of, if not most, practical applications require representative elementary
volume-scale numerical models, which use averaged quantities over an REV (e.g. Mosthaf
et al., 2014; Baber, 2014). As discussed by Bear (1988) and Helmig (1997), the REV size must
belong to the range where its increase or decrease would not affect the averaged quantity.
If the REV is chosen too small, strong fluctuations of the averaged quantities may cause
oscillations related to the microscopic variability. Too larger REV size would cause reduced
resolution of the microscopic heterogeneities, which might also engender strong fluctuations in
the determined averaged quantities. For further details on the REV-size selection, we refer to
Bear (1988); Helmig (1997).
The REV scale can be further extended to the application or field scale. The application
scale normally refers to applications with a size of one meter or less, whereas the field scale
varies between tens of meters and kilometers. The scale for a model concept is usually chosen
on the basis of the dimensions of the application to be studied and, most importantly the
spatial description needed to address the research question at hand. In order to account for
the small-scale processes on the larger scale, volume-averaged or effective quantities are used.
On the negative side, the usage of effective quantities compromises information of the exact
spatial distribution.
2.1.2 Phase and components
In this section, we introduce the terms phase and component. A phase is a pure substance or
a mixture of substances in the same physical state (solid, liquid or gaseous) with relatively
uniform properties and composition. On the continuum scale, the physical state of a phase is
characterized by its thermodynamic state variables, such as pressure, density and temperature.
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The various phases in the free flow and the porous medium are presented schematically in
Figure 2.2. In the scope of this work, we need to consider two fluid phases and two solid phases.
The fluid phases are the gaseous phase (subscript g) and the liquid phase (subscript l) and the
solid phases are the soil matrix (subscript s) and the precipitated solid salt (subscript S).
A component is a pure substance, which can be a constituent of a compositional phase. Here,
we consider the components water (superscript w), salt (superscript s) and a pseudo-component
air (superscript a). The component water may exist in a liquid state or a gaseous state as vapor
(see Figure 2.2). The component salt can exist in a dissolved form in the liquid phase or in the
form of precipitated solid salt crystals. The pseudo-component air is not a pure substance
but a mixture of different components. In this work, the composition of air is assumed to
stay constant. An exchange of components between phases may take place in the from of
processes like evaporation, condensation, degassing, dissolution and precipitation, as depicted
schematically in Figure 2.2.
porous medium
gas phase
air
water
free-ﬂow
gas phase
air
water
airwater
liquid phase
solid phase
salt
salt
matrix
Interface for free-ﬂow 
porous-media interaction
Figure 2.2: Two fluid phases, namely liquid and gas, and two solid phases, namely, the sand matrix and the
solid salt may be present in the porous-media domain Ωpm. The liquid phase is composed of
the components dissolved salts and water and the air phase is composed of water vapor and the
pseudo-component air. The interaction of components between phases may take place in the
form of processes such as evaporation, condensation, degassing, dissolution and precipitation.
2.1.3 Interface
In the context of evaporative salinization in a porous-media system in contact with the free
flow, the term interfaces can have different meanings depending on the scale. In this PhD
thesis, we came across three different sorts of interfaces, which are
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• the fluid-fluid and fluid-solid interfaces between different phases,
• the interfaces between porous media with heterogeneity,
• the interfaces between free-flow and porous medium.
In this thesis, we refer to the interface between the porous medium and the free flow, if not
stated otherwise. Further discussion on interface is given in Section 2.3 and Section 3.3.
2.1.4 REV scale properties
As stated earlier, the flow and transport processes on the REV scale are described using
volume-averaged quantities. The transformation from the pore scale to the REV scale for salt
precipitation is schematically illustrated in Figure 2.3. In the following, we discuss some of
the effective quantities in brief. Moreover, the REV-scale equations are either determined
empirically or using volume averaging (Whitaker, 1999; Hassanizadeh and Gray, 1989; Gray
and Miller, 2005; Helmig, 1997) or homogenization methods Szymkiewicz et al. (2012) and
Hornung (1997).
Averaging
Micro-scale Macro-scale (REV)
Solid Saline waterSolidSaline water AirAirSolid salt Solid salt
Figure 2.3: Schematic representation of saline water evaporation on micro and macro scale.
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Porosity:
In an REV, porosity is the volume fraction of the pore space (void space) which can be
occupied by fluids (Bear, 1988; Helmig, 1997).
φ = Vvoid space
VREV
. (2.1)
Saturation:
The pore space in a porous medium can potentially be occupied by different fluid phases. The
saturation of a phase α quantifies the pore volume occupied by a phase in an REV (Bear,
1988)
Sα =
Vα
Vvoid space
. (2.2)
Moreover, the sum of the saturation of all fluid phases in an REV is unity
∑
α
Sα = 1. (2.3)
The volumetric fluid phase content (θ) in an REV is given as
θα = φSα. (2.4)
This describes the volume fraction of phase α in an REV. It is often used to describe the
volumetric moisture content in unsaturated porous media (Bear, 1988).
Mass and mole fraction:
The composition of a fluid phase is commonly described using the mass fraction Xκα or mole
fraction xκα. Both the mass and the mole fraction specify the part of component κ in phase α
(Class, 2008). The transformation between mass and mole fractions requires knowledge of the
component molecular mass Mκ, and is given as follows
Xκα =
xκαM
κ∑
κ
xκαM
κ
= x
κ
αM
κ
Mα
(2.5)
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where Mα =
∑
κ
xκαM
κ is the average molar mass for phase α. Moreover, the mole or mass
fractions of all components in a phase sum up to unity
∑
κ
Xκα =
∑
κ
xκα = 1. (2.6)
Molarity (M):
The molarity is defined as the ratio of the number of moles of a specific species (nκ) to the
volume of the solution (Vα)
M = n
κ
Vα
[mol
m3
]
(2.7)
Molality (m):
The molality is defined as the ratio of the number of moles of a specific species (nκ) to the
mass of the solution
m = n
κ
Vα%α
[mol
kg
]
(2.8)
Hydraulic conductivity and intrinsic permeability:
For single-phase flow in a sand bed, Henry Darcy in 1856 proposed a linear relationship
between the averaged flow velocity (v) and piezoelectric head gradient. This relationship (also
called Darcy’s law) is widely used for modeling slow porous-media flow systems (i.e. Reynolds
number Re 1) on the REV scale
v = K0∇h (2.9)
where the piezoelectric head is given as h = p
%g
+ z. Here, p is the pressure, % is the density, g
is gravity and z is the height. The proportionality constant, the hydraulic conductivity tensor
K0, is given as
K0 = K
%g
µ
(2.10)
where K is the intrinsic permeability tensor, which represents the ability of the porous medium
to allow fluid flow through it. Intrinsic permeability is a function of space, and it is usually
empirically determined for pure substances (Helmig, 1997). µ is the dynamic phase viscosity
and g is the gravity vector.
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Capillary pressure:
In a multi-phase porous-media flow system, on the pore-scale, the capillary pressure is given
by the Young-Laplace equation in terms of surface tension (σ), pore diameter (d) and contact
angle (α)
pc = σ
(
1
rx
+ 1
ry
)
≈ 4σ cosα
d
. (2.11)
For wetting fluid, α > 90o and, for non-wetting fluid, α < 90o. The capillary pressure (pc) can
also be described as the difference between the phase pressures of the two fluid phases
Solid salt
Solid mat rix
Figure 2.4: Micro- and REV-scale representation of capillary pressure.
pc = pg − pl. (2.12)
Figure 2.4 schematically illustrates the capillary pressure on the micro and the REV scale. On
the REV scale, the capillary pressure has non-linear dependency on the liquid phase saturation
(Sl). This can be expressed using Brooks-Corey and van Genuchten models (Brooks and Corey,
1964; van Genuchten, 1980b). The Brooks-Corey model is given as
Se(pc) =
Sw − Srw
1− Srw =
(
pd
pc
)λ
∀ pc ≥ pd. (2.13)
where, λ is the Brooks-Corey parameters. pc the capillary pressure, pd the entry pressure,
Se the effective saturation, Sw the wetting-phase saturation and Srw the residual saturation
of the wetting phase. The Brooks-Corey relation is only valid for capillary pressure greater
than the entry pressure. The entry pressure refers to the minimum pressure needed for the
non-wetting phase to enter the porous medium. According to the van Genuchten model the
capillary pressure is given as
Se(pc) =
Sw − Srw
1− Srw = [1 + (α˙pc)
n]m ∀ pc ≥ 0. (2.14)
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where, m, n and α˙ are van Genuchten parameters, such that m = 1− 1n . The van Genuchten
relation is valid for all capillary pressures greater than zero. A detailed discussion of the
Brooks-Corey and van Genuchten models can be found in, for example Helmig (1997).
Relative premeability:
As discussed earlier, in a multi-phase porous-media system, the co-existence of different fluid
phases hinders each other’s mobility by offering a viscous resistance (Scheidegger, 1974; Helmig,
1997). The relative permeability krα of the fluid phase α accounts for this resistance, and its
product with the intrinsic permeability of the porous matrix is called effective permeability
(i.e., Keff = krαK). In the same way as the capillary pressure, the relative permeability can
also be parameterized as a non-linear function of the liquid phase saturation. For this, the
famous Brooks-Corey and van Genuchten (Brooks and Corey, 1964; van Genuchten, 1980a)
models can be applied. The Brooks-Corey model is used together with the Burdine model
(Burdine, 1953) to obtain the following functions for the relative permeability
krw = S
2 + 3λ
λ
e ∀ α = l, (2.15)
krn = (1− Se)2
1− S
2 + λ
λ
e
 ∀ α = g. (2.16)
Similarly, the van Genuchten model is used together with the (Mualem, 1976) model to obtain
the following relations for relative permeabilities
krw = Se
[
1− (1− S1/me )m
]2 ∀ α = l, (2.17)
krn = (1− Se)γ
[
1− S1/me
]2m ∀ α = g. (2.18)
The parameters γ and  only appear in the relative permeability-saturation relationship and
not in the capillary-pressure-saturation relation. They account for the connectivity of the
pores (van Genuchten, 1980a).
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2.1.5 Material properties
As discussed earlier in Section 2.1.2, this thesis deals with saline water as the liquid phase, air
as the gas phase and solid salt as an additional solid phase. In this section, we discuss the
relevant thermo-physical properties of these phases.
Saline water (brine):
Pitzer et al. (1984) and Michaelides (1981) highlighted that, in addition to temperature and
pressure, the thermodynamic properties of brine are significantly influenced by its composition.
Therefore, a composition-dependent comprehensive set of equations are essential to describe
variations in brine properties. As discussed earlier in Chapter 1, this thesis focuses on modeling
dissolved NaCl transport and precipitation-dissolution processes. Therefore, here, brine or
saline water refers to an NaCl solution if not stated differently.
10 20 30 40 50 60
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]
Figure 2.5: Solubility diagram for sodium chloride (after, Haynes and Lide (2012)).
In ambient conditions, i.e. 25◦C and 1e5 [Pa], water can dissolve 26.4 % by weight (i.e. 6.2
molal (m)) of NaCl, and the composition of the saline water may vary from almost pure
water to salt-saturated water. Unlike many other salts discussed in the literature, for NaCl, as
depicted in Figure 2.5, solubility in water changes vary slightly with temperature (Derluyn
et al., 2014).
An increase of the salt content (salinity) increases the density of brine. Using the data provided
by Zarembo and Fedrov (1975) and Potter and Brown (1977), Batzle and Wang (1992) came
up with a polynomial as a function of temperature, pressure and salinity for NaCl solution
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density
%l = %w + 1000Xsl {0.668 + 0.44Xsl
+ [300p− 2400pXsl + T (80 + 3T − 3300Xsl
− 13p+ 47pXsl )]× 10−6}. (2.19)
Here, %l is the liquid phase (brine) density, %w is the pure-water density, Xsl is the mass
fraction of salt (here, NaCl) in the liquid phase, p is pressure and T is temperature in [◦C].
The density behavior of brine given by the above equation is depicted in Figure 2.6a. Even
though the brine density can change significantly with the temperature, small variation in
density is observed for the temperature range of interest in this work.
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Figure 2.6: Density %l and viscosity µl of NaCl solution as a function of temperature, pressure and
composition. The density and viscosity variation over composition are presented for different
temperatures, and at atmospheric pressure (1 bar).
The viscosity of the sodium chloride solution (µl) is also significantly influenced by the
surrounding temperature. In this work, the variation in saline-water viscosity is described
using the model proposed by Batzle and Wang (1992)
µl =0.1 + 0.333Xsl + (1.65 + 91.9Xs
3
l )
exp{−[0.42(Xs0.8l − 0.17)2 + 0.045]T 0.8}. (2.20)
Batzle and Wang (1992) mentioned that the influence of saline-water pressure on its viscosity
is negligible even at 500 bar, and it is therefore neglected in Equation 2.20. Moreover, there is
very little dissolved air in water; therefore, its influence on the saline-water viscosity is also
neglected. The variation of saline-water viscosity over composition at different temperatures is
plotted in Figure 2.6b.
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The specific internal energy of a system is an intensive thermodynamic property, defined as
u = U/m. Here, U is the internal energy of the system and m is its mass. If the volume-changing
work is involved in addition, the total energy of the system is given by its enthalpy H = U+pV ,
where pV is the volume-changing work. Similar to specific internal energy, specific enthalpy is
given as h = H/m = u+ p/%. The specific internal energy (ul) of the liquid phase is a function
of the phase pressure (pl) and the temperature (T )
ul(pl, T ) = hl(T )− pl
%l
. (2.21)
The liquid phase enthalpy is the sum of the enthalpy of all components and the enthalpy of the
dissolution of salt, which can be expressed as a function of temperature T and phase pressure
pα (IAPWS, 2009; Michaelides, 1981; Duan and Sun, 2003)
hl(pl, T ) =
∑
κ
Xκl h
κ +Xsl ∆hs, (2.22)
where hκ is the specific enthalpy of the pure component and ∆hs is the enthalpy of the
dissolution of salt.
Air:
Air is composed of 78 % nitrogen, 21 % oxygen, 1 % argon, 0.04 % carbon dioxide, water
vapor and many other trace gases. However, as discussed earlier, we consider air in this work
as one pseudo-component with a constant composition. Only water vapor is considered as an
additional gas component as we are interested to analyzing its transport in the gas phase.
Moreover, the gas phase is assumed to behave as an ideal gas; therefore, the ideal gas law is
applicable
%g =
pM
RT
, (2.23)
where, M = ∑
κ
xκMκ is the molar mass of the gas phase and R is the ideal gas constant. The
density and viscosity of air are significantly influenced by temperature and pressure. Variations
of the density and viscosity of air over the temperature range of interest are shown in Figure
2.7a and Figure 2.7b respectively.
Similarly to the liquid phase, the enthalpy of air can be determined from the specific enthalpy
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Figure 2.7: Density %g and viscosity µg of air (gas phase) as a function of temperature and pressure. Here
the density and viscosity are presented for the atmospheric pressure of 1 bar.
of the pure components, namely, pseudo-component air and water
hl(pl, T ) =
∑
κ
Xκl h
κ. (2.24)
Salt (solid):
During the evaporative drying of saline porous media interacting with the free flow, salt
precipitation is observed either on top of the porous medium (eﬄorescence) or within it
(sub-florescence) as discussed by Nachshon et al. (2011a,b). As shown in Figure 2.3, on the
REV scale, a detailed spatial distribution of the precipitated salt is not available. Here, the
volume fraction of the pore space occupied by the precipitated solid salt is quantified as solidity
(Jambhekar et al., 2015; Bringedal et al., 2015; Redeker et al., 2014)
φS =
Vsalt
Vvoid space
. (2.25)
For REV-scale modeling of salt precipitation, the thermal conductivity (λS) and specific heat
capacity (cpS) of solid NaCl are important for energy conservation (see Equation 3.11). Here,
the thermal conductivity as a function of temperature has a maximum of 20.3 [W/m K] at 8
K and decreases to 0.69 [W/m K] at 314 K. The specific heat capacity of NaCl is 36.79 [J/K
mol].
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2.1.6 Dalton’s, Raoult’s and Henry’s law
Dalton’s law states that, in a compositional gas phase, the total pressure exerted by the phase
is the sum of the partial pressures of the individual components
pg =
∑
κ
pκg , (2.26)
where pκg is the partial pressure of a component in the gas phase.
For compositional systems (ideal mixtures) with one predominating component (e.g. solvent
in solution), the partial pressure of the predominant component can be represented as a linear
function of its mole fraction in accordance with Raoult’s law
pκg = xκgpκsat(T ). (2.27)
However, for the solutions present in low concentrations, the partial pressure does not follow
Raoult’s model. Here, below a certain mole fraction, Henry’s law is used. This law states that,
at a constant temperature, the amount of a gas component that can dissolve in the liquid
phase is proportional to the partial pressure of the gas in equilibrium with that liquid phase.
pκg = xκl Hκ. (2.28)
Here, Hκ is the Henry coefficient for the component κ. Further discussion on these laws can
be found in Helmig (1997).
2.1.7 Saturation vapor pressure
In a multi-phase compositional porous-media system consisting of water and air, the phases
often exist in thermodynamic equilibrium. In such systems, the saturation vapor pressure
refers to the partial pressure exerted by the water vapor in the gas phase in equilibrium with
the liquid phase. As discussed by Helmig (1997) and Class (2008), it is a strong function of
temperature.
Moreover, dissolved salt increases the osmotic potential of saline water (ψs) (Battistelli et al.,
1997; Kelly and Selker, 2001; Nachshon et al., 2011a). The osmotic potential in general refers
to the potential of water molecules to move from a hypotonic solution to a hypertonic solution
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across a semi-permeable membrane. However, here, as schematically displayed in Figure 2.8a,
the osmotic potential ψs acts as a resistance to the water-vapor exchange between the liquid
(saline water) and the gas (air) phases by decreasing the saline-water saturation vapor pressure.
The osmotic potential for low salt concentrations is given as
ψs = RT%mol,lln (xwl ) (2.29)
where %mol,l is the molar density of the liquid phase and R is the universal gas constant. Figure
2.8b shows the variation of the osmotic potential over water content in the compositional
liquid phase (xwl ). Here, it is clear that the osmotic potential (ψs) increases with decreasing
water content. The -ve sign indicates the consequent reduction in the saline-water evaporation
potential (see Equation 2.30).
In addition, as discussed by Kelly and Selker (2001) and Mosthaf et al. (2011), in a porous-
media system, the capillary pressure also has a lowering effect on the saturation vapor pressure.
The reduction in the saturation vapor pressure by virtue of osmotic and capillary potentials
can be determined using Kelvin’s equation
salt
(a) Osmotic pressure
0.0 0.2 0.4 0.6 0.8 1.0
− 800
− 600
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Figure 2.8: (a) Schematic illustration of the osmotic potential ψs due to dissolved salts at the evaporation
interface, which must be overcome for saline water to evaporate. (b) Variation of osmotic
potential over water content in the compositional liquid phase.
pwsat,Kelvin
pwsat
= exp
(
− (pc + ψs)
%mol,lRT
)
, (2.30)
where pwsat,Kelvin is the effective saturation vapor pressure of the saline water and pwsat(T ) is
the saturation vapor pressure of pure water. When there are multiple dissolved salts and
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higher salt concentrations, as discussed by Kelly and Selker (2001) and Steiger et al. (2008),
sophisticated water-activity-based approaches can be used to calculate the osmotic potential.
2.1.8 Local thermodynamic equilibrium
To model a porous-media flow system, equilibrium criteria are very important. A porous-media
system is said to be in local thermodynamic equilibrium if the following equilibria exist:
Mechanical equilibrium:
In multi-phase porous-media systems, local mechanical equilibrium implies that all forces at a
given location in the system sum up to zero
∑
i,α
Fα + Fi = 0. (2.31)
where, Fα are the forces acting within the phase α, and Fi are the forces acting at the phase
boundaries. In such systems, typical flow velocities are sufficiently small to neglect the inertial
effects.
Thermal equilibrium:
A system is said to be in local thermal equilibrium if, at any given location in the system, all
the phases coexist at the same temperature
Tα = TS = T. (2.32)
Chemical equilibrium:
Local chemical equilibrium describes the state of local minimum Gibbs free energy in the
system (Appelo and Postma, 2005; Atkins and Joule, 2006). This means that the potential
for the exchange of chemical components across different phases or within a phase is zero. In
other words, there is no exchange of components within a phase or between different phases.
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2.2 Relevant processes and parameters
The relevant processes and parameters involved in the free-flow porous-media interaction for
evaporative salinization are schematically depicted in Figure 1.1. These processes may strongly
influence the mass, momentum and energy exchange between the porous medium and the free
flow. In the following, we discuss some of these processes in brief.
2.2.1 Transport phenomena
The transport of a physical quantity in the free flow and the porous medium is normally divided
into advective and diffusive parts. The advective part is governed by the flow velocity and the
diffusive part by the component concentration. Moreover, transport also takes place across the
free-flow porous-media interface, where diffusive transport plays a major role. Furthermore,
transport across the interface between phases occurs due to processes such as evaporation,
condensation, dissolution of gas, degassing etc.
2.2.2 Relative Humidity (RH)
The relative humidity of the air in the free flow is one of the most important factors influencing
evaporation dynamics. It defines the capacity of the free flow to take water from further
evaporation. If the RH is 100 %, the air is fully vapor-saturated and any further water vapor
will lead to condensation. At a given temperature, the RH is given as the ratio of the partial
pressure of the water vapor in the gas phase to the saturation vapor pressure
RH =
xwg pg
pwsat(T )
. (2.33)
Figure 2.9 displays the phase diagram of an NaCl solution. Here, the presence or absence of
solid NaCl in the saline water is shown against RH. According to Derluyn (2012), the phase
diagram of NaCl contains only one equilibrium line. The equilibrium between saline water
and saline water plus solid NaCl exists at about 75 % RH; this varies fractionally with the
temperature.
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Figure 2.9: Phase diagram of sodium chloride (taken from, Derluyn, 2012).
2.2.3 Free-flow velocity
As pointed out by Shahraeeni et al. (2012) and Mosthaf et al. (2014), the free-flow velocity
and the boundary-layer formation at the free-flow porous-media interface can significantly
influence the water-vapor exchange between the free flow and the porous medium. In the scope
of this work, we deal only with slow free-flow velocities (e.g. 0.1 [m/s]) and therefore neglect
the influence of the boundary-layer formation.
2.2.4 Radiation
Evaporation of the soil water is largely caused by solar radiation, which shares a significant
part of the surface energy balance and provides evaporation heat for shallow sub-surface water.
The model determining net radiation discussed by Novak (2010) consists of two terms. The
first term quantifies short-wave radiation (also called solar radiation) and the second term
computes long-wave radiation
Rn = S(1− αs)︸ ︷︷ ︸
short wave
+σs(aT 4a − T 4s )︸ ︷︷ ︸
Long wave
(2.34)
where Rn is the net radiation, S is the solar irradiance, αs the surface albedo, σ the Boltz-
mann constant, s the surface emissivity, a the atmospheric emissivity, Ta the atmospheric
temperature near the surface and Ts the surface temperature. Most of these parameters can
change in the course of a day or depend on other parameters.
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Figure 2.10: Approximate distribution of global solar radiation striking the earth’s surface (inspired by,
Mosthaf, 2014; Jury and Horton, 2004).
A large portion of the short-wave radiation is normally taken up by clouds and suspended
particles in air. The solar radiation incident on the earth’s surface is either reflected or absorbed
by the surface. The absorbed solar radiation leads to a rise in the temperature. Some of this
absorbed energy is released by the earth’s surface in the form of outgoing long-wave radiation,
sensible heat and through evapotranspiration, as shown schematically in Figure 2.10.
In this work, we focus on the bare soil, for which the energy balance is given as (Wilfried,
1982)
Rn = E +H +G, (2.35)
where, E is the outgoing energy of evaporation, H the sensible heat flux and G the heat
conduction into the soil.
2.3 State of the art
In this section, we discuss the evaporation dynamics of saline water, mainly its behavior
under the influence of dissolved and precipitated salts. Moreover, in order to obtain a better
understanding, we compare it with the pure-water-evaporation dynamics discussed in Nachshon
et al. (2011a). In the following, we first present pure-water evaporation in three different stages,
which are later compared with the stages of saline-water evaporation.
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2.3.1 Pure-water evaporation from porous media
In recent decades, a significant number of experiments have been carried out in order to
understand pure-water evaporation (Fisher, 1923; Lehmann et al., 2008; Lehmann and Or, 2009;
Shahraeeni and Or, 2010; Or et al., 2013). Based on these experimental studies, pure-water
evaporation can be divided into different stages. As discussed in Nachshon et al. (2011b), the
three stages of pure water evaporation are:
(a) S1 (b) S2 (c) S3
Figure 2.11: Schematic representation of different stages of pure-water evaporation. Solid grains are
represented by gray, blue denotes saline water and white stands for the dry matrix. Curved
arrows indicate the vapor transport in the gas phase and straight arrows denote capillary-
driven fluid flow toward the evaporation site/front.
Stage 1 (S1): In this stage, the evaporation process is mainly capillary-driven and continues
as long as hydraulic connectivity exists at the free-flow-porous-media interface, see Figure
2.11a. It is characterized by a relatively constant and high evaporation rate (see S1 in
Figure 2.13).
Stage 2 (S2): This stage starts as the hydraulic conductivity to the free-flow-porous-media
interface starts disturbing (see Figure 2.11b). In this stage, continuous liquid pathways
to the porous-media surface disrupt gradually and a rapid decrease in the evaporation
rate is observed, as is schematically illustrated in Figure 2.13. By the end of this stage
all liquid continuities to the porous-media surface are disturbed.
Stage 3 (S3): As shown in Figure 2.13, this stage is characterized by a low evaporation
rate. Here, the evaporative exchange with the free flow is governed by diffusive vapor
transport in the porous-media gas phase as the evaporation front is far below the
free-flow-porous-media interface (see Figure 2.11c).
24 2 Theoretical concepts
2.3.2 Saline-water evaporation from porous media
(a) SS1 (b) SS2 (c) SS3
Figure 2.12: Schematic representation of the different stages of saline-water evaporation from the porous
medium. Solid and dotted curved arrows represent diffusive vapor transport through the gas
phase and salt crust respectively. Straight black arrows represent capillary-driven fluid flow
toward the evaporation front. Green clusters are the precipitated salt within the pore space
or on top of the porous medium.
In a natural system, water contains a considerable amount of dissolved salts. Therefore, it is
crucial to understand the impact of dissolved salt distribution, accumulation and precipitation
on the evaporation dynamics. In analogy to the evaporation of pure water, the following stages
can be identified for saline-water evaporation (Nachshon et al., 2011a):
Saline Stage 1 (SS1): Like stage S1, evaporation in this stage takes place at the free-flow-
porous-media interface as illustrated in Figure 2.12a. This stage is characterized by a
high evaporation rate which decreases gradually due to the osmotic potential (see Figure
2.13). Here, osmotic potential increases as a consequence of increased salt concentration
at the evaporating front, which leads to a decrease in the saturation vapor pressure of
the liquid phase.
Saline Stage 2 (SS2): During this stage, the evaporation rate falls sharply (see Figure 2.13)
as a result of pore clogging caused by salt precipitation and loss of hydraulic connections
to the porous-media surface, as shown in Figure 2.12b.
Saline Stage 3 (SS3): This stage exhibits a constant low evaporation rate (see Figure 2.13)
governed by the diffusion of water vapor through the gas phase and precipitated salt
crust, as illustrated in Figure 2.12c.
Figure 2.13 shows one possible schematic comparison of the evaporation rates for different
stages of pure- and saline-water evaporation. The saline-water evaporation stages SS1, SS2 and
SS3 appear phenomenologically similar to the pure-water evaporation stages S1, S2 and S3.
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Figure 2.13: Schematic representation of the stages and the transition between them for pure-water and
saline-water evaporation.
However, they correspond to different mechanisms. As discussed in Nachshon et al. (2011a),
for evaporative salinization, stages SS2 and SS3 may take place even if continuous liquid
pathways to the porous-media surface exist to support first-stage evaporation (S1). In order
to model and analyze evaporative salinization in a porous medium, we must understand the
relevant processes and include them in the new REV-scale model concept we develop in this
PhD thesis. Therefore, we first discuss the available state-of-the-art model concepts.
2.3.3 Available model concepts
Parallel to an experimental analysis, numerical modeling is a powerful and commonly used
technique for analyzing complex coupled physical processes, and transferring the new knowledge
to the application scale. Numerical modeling of the evaporation processes from a saturated
and/or unsaturated porous medium can be done either at the micro scale or at the REV scale.
On the REV scale, as shown in Figure 2.3, the pore geometry and the fluid-fluid and fluid-solid
interfaces are resolved, and the Navier-Stokes equation is used to describe both the free flow
and the flow through pores. On the macro-scale, the spatial distribution is not resolved (see
Figure 2.3), and both the pore geometry and the fluid-fluid and fluid-solid interfaces are treated
in averaged values. Thus, suitable modeling approaches for the free flow and the porous-media
flow on the REV scale are required in order to treat application-relevant scales.
For industrial evaporative drying processes, e.g. for building materials, Defraeye et al. (2012a,b)
discussed possible modeling strategies, namely
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Figure 2.14: Schematic illustration of one- and two-domain approaches for modeling the free-flow porous
media interaction on the REV scale.
(1) non-conjugate modeling: only flow and transport processes in the porous medium are
modeled and the interaction with the free flow is taken into consideration by a convective
heat transfer coefficient (henceforth, CHTC) and a convective mass transfer coefficient
(henceforth, CMTF). The CHTC and CMTC used are the analytical or semi-analytical
relations available in the literature.
(2) semi-conjugate modeling: for semi-conjugate modeling, application-specific CHTC and
CMTC are used in order to attain further accuracy for the heat and mass transfer on
the free-flow side. Various possibilities for the determination of these CTCs are discussed
by Defraeye et al. (2012b).
(3) conjugate modeling: for drying processes in porous media, the introduction of CTCs
often compromises the accuracy of the heat and mass exchange between the free flow
and the porous medium (Defraeye et al., 2012b). However, accuracy of transfer fluxes to
the free flow and the transport processes on the free-flow side are of significant interest
in many applications. Therefore, in such cases, the use of coupled free-flow porous-media
systems is important. Here, flow and transport processes in both the free-flow and the
porous-media sub-domains are modeled, and interaction between the sub-domain models
is achieved using coupling conditions.
As schematically illustrated in Figure 2.14 and discussed by Jamet et al. (2009); Shavit
(2009) and Mosthaf et al. (2011), one- and two-domain approaches exist for conjugate free-flow
porous-media interaction modeling on the REV scale. The one-domain approach uses Brinkman
equations to describe the flow in the complete model domain, where the free-flow porous-media
interaction is handled using a transition zone created by a variation of the spatial parameters.
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A detailed description of the one-domain approach can be found in, e.g. Chandesris and Jamet
(2007, 2009) and Mosthaf et al. (2011).
In the two-domain approach, one set of governing equations is used in each sub-domain. The
Navier-Stokes equation is used in the free-flow sub-domain and the flow in the porous-media
sub-domain is described by Darcy’s law. Coupling between the free-flow and the porous-media
sub-domains is handled using the simple-interface approach (Baber et al., 2012). Hassanizadeh
and Gray (1989) stated that this simple interface has no thickness. It cannot store mass,
momentum and energy and assumes local thermodynamic equilibrium and continuity of fluxes
across the free-flow-porous-media interface.
For the two-domain approach, Chandesris and Jamet (2006, 2007, 2009) stated that an
additional semi-empirical model proposed by Beavers and Joseph (1967) and Saffman (1971)
should be used; this accounts for momentum transfer between the free flow and the porous
medium. A detailed elaboration of the coupling conditions is given in Chandesris and Jamet
(2006, 2007) and Chandesris and Jamet (2009). Moreover, Mikelic and Jäger (2000) have
applied homogenization techniques to derive mathematically rigorous conditions for coupling
a free flow with a porous-media flow. To settle the argument between the one-domain and the
two-domain approach, Jamet et al. identified the conditions for which the two approaches are
equivalent.
Most of the available literature on the free-flow porous-media interaction is restricted to
single-phase flow systems both in the free-flow and the porous-media sub-domains. The
model concept for coupling non-isothermal compositional multi-phase porous-media flow and
non-isothermal compositional single-phase free flow observed in a natural system was first
proposed by Mosthaf et al. (2011) and Baber et al. (2012) to describe pure-water evaporation.
The coupled free-flow porous-media model concept developed by them is implemented in the
numerical framework of DuMux (see. Becker et al., 2015), where the system of equations for
the coupled system is solved in a monolithic fashion for each Newton iteration.
Parallel to this work, Defraeye et al. (2012b,a) used the conjugate free-flow porous-media
coupled model to analyze the evaporation processes in industrial applications (e.g. drying
of concrete). In their work, Defraeye et al. used a CFD code to model the free-flow and the
heat-and-moisture transport model HAMFEM (see. Janssen et al., 2007) is employed for the
porous medium. The coupling between the free-flow and porous-media models is achieved once
each time step using an external coupling protocol discussed in Defraeye et al. (2012a).
Moreover, Fetzer et al. (2015) extended the model concept developed by Mosthaf et al. to
model the effect of turbulent free-flow and porous-media surface roughness on mass and heat
exchange processes across the free-flow-porous-media interface.
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As far as we know, the numerical modeling of free-flow porous-media interaction is a relatively
recent development, and several numerical studies (e.g., Mosthaf et al., 2011; Baber et al.,
2012; Defraeye et al., 2012a,b; Shahraeeni et al., 2012; Saneinejad et al., 2012; Belleghem
et al., 2014; Mosthaf et al., 2014; Mosthaf, 2014; Baber, 2014; Davarzani et al., 2014; Haghighi
and Or, 2015a; Fetzer et al., 2015) addressing the drying processes in a coupled free-flow
porous-medium system have emerged (mainly) in the last decade. Nevertheless, numerical
modeling of saline-water evaporation from a naturally existing porous medium in contact
with free-flow is hardly addressed in the literature. The few existing numerical studies for
saline-water evaporation (e.g., Nicolai et al., 2007; Espinosa et al., 2007; Bechtold et al.,
2011; Gamazo et al., 2011, 2012; Koniorczyk, 2012; Derluyn et al., 2014) focus only on the
porous-media processes, and interaction with the free flow is replaced by a simplified boundary
condition (i.e. use a non-conjugate approach).
In summary, although experimental studies found in the literature suggest that the moisture and
heat transport processes in free flow and free-flow porous-media interaction could significantly
influence evaporative salinization, no numerical work has investigated it to our knowledge
for a fully coupled non-isothermal multi-phase compositional free-flow-porous-media system.
The only relevant numerical investigations (e.g., Mosthaf et al., 2011; Defraeye et al., 2012b;
Saneinejad et al., 2012; Belleghem et al., 2014) are restricted to pure-water evaporation. In
this PhD thesis, we use the work of Mosthaf et al. (2011) as a starting point for modeling
free-flow porous-media interaction for saline-water evaporation.
In comparison with pure-water evaporation, the numerical modeling of saline-water evaporation
poses additional and rather difficult challenges. For saline-water evaporation, in addition to
the evaporation processes, dissolved salt transport and distribution, fluctuation in the vapor
pressure due to a salt-concentration-dependent variation in the saline-water osmotic potential,
salt accumulation at the evaporation sites, salt precipitation and their influence on evaporation
dynamics are essential. In addition, changes in the pore-space geometry related to salt
precipitation modifies porous-media properties such as porosity (ϕ) and permeability (K),
and thereby interaction with the free flow. The schematic illustration of different stages of
saline-water evaporation on the pore scale and REV scale is shown in Figure 2.15.
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Figure 2.15: Schematic illustration of the transition from the micro scale to the REV scale for SS1, SS2 and
SS3 stages of saline-water evaporation: (a) Exchange of components between the saturated
porous medium and the free flow on the micro-scale. On the REV scale, thermodynamic
equilibrium and continuity of flux account for evaporation.(b) Salt precipitation occurs at the
evaporation front. On the REV scale, locally resolved porous-media description is replaced
by volume-averaged properties. (c) Lower evaporation rate due to further movement of the
drying front deep inside the porous medium and pore blocking due to salt precipitation. On
the REV scale, pore blocking is accounted for by the corresponding changes in porosity (φ),
permeability (K) and capillary pressure (pc).
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2.4 Chapter summary
In this chapter, we have introduced various physical processes and quantities, relevant for
the numerical modeling of evaporative salinization processes in a porous medium interacting
with free flow. The REV-scale properties are presented and important relevant processes are
discussed. Moreover, a brief discussion of the available model concepts is given. With this as
a basis, the model concept for free-flow porous-media coupling is presented in the following
chapter.
3 Model concept
1 For the numerical modeling of free-flow porous-media interaction, different model concepts
are applied in the free-flow and the porous-media sub-domains separated by an interface;
shown schematically in Figure 3.1. In this chapter, we address model concepts for the free-flow
and the porous medium parts for free-flow porous-media interaction. We also discuss the
coupling conditions in detail. The porous-media sub-domain is usually occupied by three
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Figure 3.1: Two fluid phases and two solid phases, namely solid sand matrix and solid salt may be present
in the porous-media domain Ωpm, whereas the free-flow domain Ωff is considered a single-phase
region. The liquid phase consists of dissolved air and salt and the gas phase consists of water
vapor. Both phases in the porous medium interact with the gas phase in the free flow (modified
after Mosthaf et al., 2011).
phases, namely the gas, the liquid and the solid phase. As discussed earlier in Chapter 2 and
schematically depicted in Figure 3.1, the gas phase is composed of air and water vapor, the
liquid phase is composed of water, dissolved salts and air and the solid phase is composed of
the soil matrix and the precipitated solid salt. The exchange of salt between the solid and the
liquid phases takes place as a consequence of precipitation and dissolution processes, and the
1An abstract description of this chapter is provided in V.A. Jambhekar, R. Helmig, N. Schröder, and
N. Shokri. Free-flow-porous-media coupling for evaporation-driven transport and precipitation of salt.
Transport in Porous Media, 2015, DOI :10.1007/s11242-015-0516-7.
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transfer of the water component between the liquid and the gas phases takes place through
evaporation and condensation processes. In this PhD thesis, we mainly look into evaporation
dynamics.
The free-flow sub-domain is occupied only by the gas phase composed of air and water-vapor.
A simple interface is assumed between the free-flow and porous-media sub-domains; this which
describes the exchange processes between the sub-domains in the simplest possible way while
accounting for the underlying physics. The porous-media sub-model is discussed in Section
3.1, and the free-flow sub-model is presented in Section 3.2. Further, the coupling conditions
for the free-flow porous-media interaction are explained in Section 3.3.
3.1 Porous-media model
As indicated in Figure 3.1, we assume non-isothermal two-phase compositional fluid flow
in the porous-media sub-domain Ωpm. A slow flow velocity allows the assumption of local
thermodynamic equilibrium, which consists local mechanical, chemical and thermal equilibrium
(Nuske et al., 2014; Jambhekar, 2011). With local thermal equilibrium, only one equation is
needed for the energy conservation (Helmig, 1997).
To model solid-matrix deformation caused by salt crystallization in the pores, Derluyn et al.
(2014) and Koniorczyk (2008) also account for momentum conservation in the solid phase.
Capturing the solid-deformation physics caused by precipitated salt is of significant research
interest in the building material’s discipline. However, for evaporative soil salinization, these
deformations are not the center of interest, specially on the filed-scale. Therefore, for the sake
of simplicity, a rigid solid phase is assumed here.
The mass balance for the components dissolved salt (s), water (w) and air (a) in the porous-
media sub-domain is given as
∑
α∈{l,g}
∂ (φ%mol,αxκαSα)
∂t
+∇ · Fκ
= qκ ∀ κ ∈ {w, a, s}, (3.1)
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where the mass flux of a component is
Fκ =
∑
α∈{l,g}
(
%mol,αvαxkα −Dkα,pm%mol,α∇xkα
)
. (3.2)
Here, φ is the porosity, %mol,α the molar density of phase α, Sα the phase saturation, xκα the
mole fraction of component κ in phase α and qκ the component source/sink. As the fluid
phases are considered compressible, the phase density is a function of both temperature and
pressure (see Equation 2.19).
Moreover, a Fickian approach is used for the diffusion (Fick, 1855). Here, equiangular counter-
diffusion is assumed, where the diffusion coefficient of two components within a phase is equal
(e.g. Dwg = Dag = Dg). However, the tortuous pathways through pore spaces in a porous
medium do not allow the free diffusion of the components. Therefore, on the REV scale, as
indicated in Equation 3.2, Dkα,pm is the macroscopic diffusion coefficient of the component κ
in phase α in the porous medium. It is a function of the soil properties, such as porosity φ,
tortuosity τ , phase saturation Sα and the binary diffusion coefficient Dkα (Helmig, 1997)
Dkα,pm = τφSαDkα, (3.3)
where, the tortuosity calculation is given by Millington and Quirk (1961)
τ = (φSα)
7/3
φ2
. (3.4)
Conservation of momentum in a porous medium is given by Darcy’s law. For a multi-phase
porous-media flow system, a generalized Darcy’s law was first introduced by Buckingham
(1907); it can be written as
vα = −krα
µα
K (∇ pα − %αg) . (3.5)
For further details on Darcy’s, law we refer to Bear (1988); Helmig (1997). Moreover, its
derivation can be found in Whitaker (1986); Hassanizadeh (1986). Substituting Darcy’s law
for the phase velocity in Equation 3.1 and assuming precipitation of dissolved salt (s) at the
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solubility limit, we can rewrite the mass-balance for each component κ ∈ {w, a, s} as
∑
α∈{l,g}
∂(φ%mol,αSαxκα)
∂t︸ ︷︷ ︸
storage
−
∑
α∈{l,g}
∇ ·
{
krα
µα
%mol,αx
κ
αK(∇pα − %αg)
}
︸ ︷︷ ︸
advection
−
∑
α∈{l,g}
∇ · (Dκpm,α%mol,α∇xκα)︸ ︷︷ ︸
diffusion
= qκ︸︷︷︸
source/sink
∀ κ ∈ {w, a, s}, (3.6)
where
qκ =
{
kpφ%mol,lSl(xsl − xsl,max) ∀ κ = s
0 else
, (3.7)
is used to account for salt precipitation during evaporative drying. Here, the source/sink term
for the conservation of the components water (w) and air (a) are zero.
In Equation 3.7, kp is the precipitation rate constant and xsl,max refers to the solubility limit
mole fraction of the salt. We refer to this salt precipitation approach as Layman’s approach
(motiveted by, Zeidouni et al., 2009; Giorgis et al., 2007; van Duijn and Pop, 2005). Here,
we consider the transport and precipitation of dissolved NaCl (see Equation 3.6), which is
considered to be a single component. Further, a chemistry-driven approach for the reactive
transport of individual ionic species (e.g. Na+ and Cl−) and kinetic salt precipitation is
presented in Chapter 4.
Moreover, the precipitated salt is accumulated in the poreus medium. Therefore, to account
for this precipitated solid salt we ensure its mass conservation
∂(φsS%smol,S)
∂t
= qs. (3.8)
Here, the change in the solidity of the precipitated salt (φsS) is estimated over time.
The salt precipitation approach given by Equation 3.7, assumes instantaneous salt precipitation
as the dissolved salt concentration exceeds the solubility limit, i.e. we assume the existence
of equilibrium between the saline liquid phase and the local salt precipitate. For equilibrium
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precipitation, the rate constant kp is unity. Further, in Chapter 4, we also address chemistry-
motivated equilibrium and kinetic precipitation approaches.
The change in the porosity due to the pore space occupied by the precipitated salt (φsS) is
given as
φ = φ0 − φsS . (3.9)
The porosity change has a direct influence on the permeability of the porous medium. Here,
for porosity-dependent permeability evolution, we primarily use the classical Kozeny-Carman
approach (Zeidouni et al., 2009; Xu et al., 2012)
K
K0
=
(
φ
φ0
)3 (1− φ0
1− φ
)2
, (3.10)
where K0 stands for the initial intrinsic permeability. Later, in Chapter 6, we also compare
the various porosity-permeability models available in the literature.
Based on the assumption of local thermal equilibrium, the energy conservation equation in
the porous-media sub-domain can be written as
(1− φ0) ∂ (%scsT )
∂t
+ ∂ (φ
s
S%
s
Sc
s
ST )
∂t
+
∑
α∈{l,g}
∂ (φ%αuαSα)
∂t
+∇ · FT = qT , (3.11)
with the fluid-phase-specific internal energy uα, the volume fraction of the precipitated salt φsS ,
the specific heat capacity of the precipitated salt csS , the initial porosity φ0 and the specific
heat capacity cs of the porous-media matrix. The total heat flux is given by
FT =
∑
α∈{l,g}
%αhαvα − λpm∇ T, (3.12)
with the specific phase enthalpy hα.
Heat conduction in a multi-phase porous media system is a complex process, and it takes
place through both the solid matrix and fluid phases. However, the assumption of local
thermodynamic equilibrium allows the use of one effective thermal conductivity λpm, which
is a lumped parameter for the complete porous medium. It accounts for the averaged heat
conductivity of all phases, and should be a function of liquid phase saturation (Sl).
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Moreover, different relationships for lumped thermal conductivity are discussed in the literature.
As given in Class (2008), the simplest form of lumped thermal conductivity is to use volume-
fraction-weighted phase-thermal conductivities
λpm = λs(1− φ0) +
∑
α
λαφSα, (3.13)
where, λα is the thermal conductivity of the fluid phase and λs is the thermal conductivity of
the solid matrix.
Furthermore, for the determination of lumped thermal conductivity, Somerton et al. (1974)
came up with a square root function of the liquid-phase saturation. Here, effective thermal
conductivities of the liquid phase saturated soil λeff,l and the gas phase saturated soil λeff,g
are used (Mosthaf et al., 2011; Jambhekar et al., 2015)
λpm = λeff,g +
√
Sl(λeff,l − λeff,g). (3.14)
The effective heat conductivity λeff,α of the saturated porous medium is a function of the
thermal conductivities of the pure phase λα and of the solid material λs (Somerton et al.,
1974)
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Figure 3.2: Lamped thermal conductivity in a multi-phase porous-media system for a given initial porosity
φ0 = 38% (after, Somerton et al., 1974).
λeff,α = λ(1−φ0)s λφα. (3.15)
Figure 3.2 presents the saturation-dependent behavior of the model of Somerton et al. (1974)
and the volume-fraction-weighted thermal-conductivity model given by Equation 3.13 for
a given porosity of 38 %. Here, the model of Somerton et al. (1974) indicates a significant
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variation of the lumped thermal conductivity over saturation. On the other hand, the volume
fraction weighted thermal conductivity varies marginally.
As discussed in Section 2.1.5, the thermal conductivity of solid salt is low in ambient conditions.
Here, for the sake of simplicity, we neglect the contribution of the precipitated solid salt to the
lumped thermal conductivity of the porous medium (λpm). Moreover, the thermal conductivity
of saline water is assumed to be constant. As suggested by Class (2008); Mosthaf et al. (2011),
we use the model of Somerton et al. (1974) in this work. Effective thermal conductivity
including the differences between salt/solid layer and fluid are also derived in the works by
Bringedal et al. (2015). Here, one must remember that the local thermal equilibrium holds
only if the flow does not dominate the diffusion, i.e. low or moderate Peclet regime (Nuske
et al., 2014).
In addition to the conservation of mass, momentum and energy, supplementary constraints
and constitutive relationships are needed to close the system of equations for the porous-media
sub-domain. These are also used for the determination of the secondary variables as a function
of primary variables and thermo-physical properties of the compositional fluid phases. The
supplementary constraints and constitutive relationships are presented in the following
1. The total void space within the porous matrix is occupied by liquid and gas phases:
Sl = 1− Sg.
2. The difference between the phase pressures of the liquid and the gas phases is given by
the capillary pressure: pc(Sl) = pg − pl. In this work, the capillary pressure is described
using the van Genuchten (1980a) model (see Section 2.1.4).
During soil salinization, as schematically illustrated earlier in Figure 2.15, precipitated
salt can significantly influence the pore geometry, as a consequence of which the capillary
pressure is also affected. Here, the influence of pore-geometry changes due to salinization
on the capillary pressure is accounted for by the Leverett scaling function (also discussed
in Manthey, 2006)
pc = pc,ref
√
Kref
K
, (3.16)
where the subscript ′ref ′ denotes the initial capillary pressure and intrinsic permeability.
Moreover, Xu et al. (2012) discussed another variation of the Leverett scaling function
pc = pc,ref
√
Kref
K
·
√
φ
φref
, (3.17)
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In the scope of this work, we use Equation 3.16 for numerical modeling.
3. The mole fractions of all components κ ∈ {w, a, s} in each phase α ∈ {l, g} sum up to
unity e.g. xwα + xaα + xsα = 1.
4. The relative permeability for the liquid (l) and the gas (g) phases are described using
the van Genuchten (1980a) model as a function of the effective phase saturation (Se).
5. As discussed in Section 2.1.7, the existence of dissolved salts and capillary potential has
a lowering effect on the saturation vapor pressure of saline water. Here, the reduction in
the saturation vapor pressure is determined using Kelvin’s equation (see Equation 2.30).
6. Based on the assumption of local chemical equilibrium in the porous-media sub-domain
Ωpm, Raoult’s law (see Equation 2.27) is employed to account for the evaporative
exchange of the water component (w) between the liquid and gas phases.
7. A very low quantity of air can be dissolved in water. We use Henry’s law, given by
Equation 2.28 to compute dissolved air xal in the saline water.
8. The density, viscosity, specific internal energy and specific enthalpy of the liquid phase
are defined as functions of the phase temperature, pressure, and mass fraction of dissolved
salt (Xsl ), as given by Equations 2.19, 2.20, 2.21 and 2.22.
3.2 Free-flow sub-domain
As illustrated in Figure 3.1, in the free-flow sub-domain Ωff, a single-phase compositional gas
flow is assumed. Here, we use the same notation as in the porous-media sub-domain. With the
mole fraction xwg of the component water (w) in the gas phase, its mass conservation is given
as
∂(%mol,gxwg )
∂t
+∇ · Fwg − qwg = 0, (3.18)
where Fwg is the flux and qwg is the source/sink of the water component (w) in the gas phase.
The advective and diffusive parts of the water component flux are given as
Fwg = %mol,gxwg vg −Dwg %mol,g∇xwg . (3.19)
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Here, Dwg is the binary diffusion coefficient of water in the gas phase. The mass conservation
equation for the gas phase is given by
∂%g
∂t
+∇ · (%gvg)− qg = 0. (3.20)
We use the conservation of the gas phase rather than the conservation of the component air
in the gas phase, as it facilitates a direct determination of the exchange fluxes between the
free-flow and porous-media sub-domains. The momentum balance in the free-flow region is
described using Stoke’s equation
∂(%gvg)
∂t
+∇ · Fu − %gg = 0, (3.21)
where the viscous flux Fu is given as
Fu = pgI− τ g. (3.22)
Here, I is the identity matrix and τ stands for the shear stress tensor. The shear stress
for Newtonian fluids can be determined using Newtons’s law with the strain tensor D =
1
2 [∇vg +∇vTg ] as
τ g = 2µgD−
[2
3µg∇ · vg
]
I. (3.23)
Equations 3.21 and Equation 3.23, momentum conservation for unsteady laminar flow can be
written as
∂(%gvg)
∂t
+∇ ·
[
pgI− µg(∇vg +∇vTg )
]
+∇
[2
3µg∇ · vg
]
− %gg = 0. (3.24)
The energy balance equation for the free-flow sub-domain is given as
∂(%gug)
∂t
+∇ · (%ghgvg)−∇ · (DaghaMa%mol,g∇xag)
−∇ · (Dwg hwMw%mol,g∇xwg )−∇ · (λg∇T ) = qT , (3.25)
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where ug is the internal energy, hg the enthalpy and λg the thermal conductivity of the gas
phase, ha and hw are enthalpies, Ma and Mw the molar masses and Dag and Dwg the binary
diffusion coefficients for the components air and water in the gas phase, and qT is the external
energy source/sink.
In addition, to close the system of equations in the free-flow domain, a supplementary constraint
for mole fractions: (xwg + xag = 1) is needed.
Moreover, the coupling condition required to describe the interaction between the porous
medium and the free flow are discussed in the following section.
3.3 Coupling conditions
2 Coupling between the free-flow sub-domain Ωff and the porous-media sub-domain Ωpm
can be performed by applying suitable conditions,. These conditions must account for the
underlying physics of exchange processes between the free flow and the porous medium at
the free-flow-porous-media interface. The developed coupling conditions are motivated by the
conservation equations considered in the free flow and the porous media sub-domains.
Figure 3.3a illustrates the pore-scale processes of mass, momentum and energy exchange
between the liquid and gas phases in the porous-medium and the free-flow gas phase. Here,
related to local heterogeneities and salt precipitation, the exchange fluxes between the porous
medium and the free flow varies in space and time 3.
However, as indicated in Figure 3.3b, on the REV scale, the coupling conditions are determined
using volume-averaged parameters, which account for the underlying relevant pore-scale physics
on the larger scale. Therefore, an averaged description of the exchange processes is available.
These coupling conditions are used together with the REV scale porous-media and free-flow
sub-domain models (presented in Sections 3.1 and 3.2) to develop the desired coupled system.
Based on phenomenological explanations and justifiable assumptions, Mosthaf et al. (2011)
deduced physically meaningful coupling conditions using a simple interface approach (Has-
sanizadeh and Gray, 1989) for a multi-phase compositional porous-media system and single-
phase compositional free-flow system under non-isothermal conditions. As a part of this simple
2This section is motivated by the work of Mosthaf, K., Baber, K., Flemisch, B., Helmig, R., Leijnse, A.,
Rybak, I., and Wohlmuth, B. (2011). A coupling concept for two-phase compositional porous media and
single-phase compositional free flow. Water Resources Research, 47:W10522556.
3Rad et al. (2013) mentioned that, during evaporation, a significant amount of salt precipitates at the
preferential sites, i.e. fine pores. This causes pore-size reduction and consequently increased capillary suction
and water-vapor exchange flux. However, the exchange flux can also decrease or terminate, if the pore is
completely clogged by the precipitated salt.
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interface approach, the developed coupling conditions are motivated by the assumption of
local thermodynamic equilibrium.
However, related to different sub-models for free-flow and porous medium, rigorous ther-
modynamic equilibrium cannot be completely attained. Here, the Stokes model is used for
momentum conservation in the free flow, whereas potential theory is used in the porous-media
sub-domain, which does not resolve sheer stresses explicitly. Therefore, as discussed in Chan-
desris and Jamet (2007), a pressure jump persists across the free-flow-porous-media interface
(see Equation 3.26). However, based on phenomenological explanations, Baber (2014) stated
that this pressure jump is not significantly large. Therefore, for the sake of simplicity, local
thermodynamic equilibrium is assumed.
The coupling conditions developed by Mosthaf et al. (2011) are applied to a two-component
system, where both components exist in the single-phase free-flow and multi-phase porous-
media sub-systems. However, for evaporative salinization applications, the non-volatile dissolved
salt is restricted to the porous-media liquid phase (see Figure 3.3c). Thus, this must be handled
using appropriate coupling conditions at the free-flow-porous-media interface in the newly
developed coupling concept.
As shown in Figure 3.3a, during evaporative salinization, a significant amount of salt is
precipitated at the free-flow-porous-media interface 4. As the porous medium dries out,
precipitated salt forms a crust on its top, growing into the free flow. This crust also has a
porous structure (see Figure 3.3c), and it can be treated as an additional porous medium.
The properties of such a salt crust depend on the salt type, atmospheric conditions and soil
compactness. Moreover, as shown by Figure 3.4, the porous structure of the precipitated salt
crust evolves in time.
The determination of the hydraulic properties of such salt crusts is a challenging task, and
there is hardly any information available in the literature. Furthermore, the explicit modeling
of the precipitated salt crust is not of central interest for large-scale soil salinization. Therefore,
for the sake of simplicity, we assume the salt crust to be a part of the porous medium (see
Figure 3.3a and b). On the REV scale (see Figure 3.3b), the influence of salt precipitation
is accounted for by corresponding changes in the volume-averaged properties of the porous
medium, such as porosity (φ), permeability (K) and capillary pressure (pc) on the top surface
of the porous medium. Further, explicit modeling of the precipitated salt crust can be included
if the simplified approach significantly differs from the experimental observations.
4Nachshon et al. (2011a) experimentally analyzed the influence of NaCl precipitation on the evaporative drying
of a sand column interacting with the free flow. During this study they notice significant salt precipitation
at the interface between the free flow and porous medium.
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Figure 3.3: Transition from pore-scale to an REV-scale and interface processes are illustrated: (a) on the
pore scale, shear stresses (gray arrows) can be related to interactions between the free-flow gas
phase and the gas, fluid and solid phases in the porous medium. Salt-precipitate-dependent
geometry and exchange fluxes (blue and brown arrows) may vary both spatially and temporally.
Precipitated salt crust (green) can grow on top of the porous matrix. (b) However, on the
REV scale, we have to account for both traction contributions: one normal condition and one
tangential condition. Similarly, an averaged description of phase and component fluxes can
be used, as the spatial distribution of different phases in the porous medium is not available.
(c) The precipitated salt crust on top of the porous medium also has a porous structure and
allows exchange fluxes between the free flow and the porous medium (motivated by Mosthaf
et al., 2011).
In the following, we summarize the free-flow-porous-media coupling conditions and the possible
consequence of dissolved and precipitated salt 5.
Mechanical Equilibrium
As a part of local mechanical equilibrium, the total traction acting at the free-flow-porous-
media interface is divided into its normal and tangential components. For the normal traction
5The extension to coupling conditions for salinization is published in V.A. Jambhekar, R. Helmig, N. Schröder,
and N. Shokri. Free-flow-porous-media coupling for evaporation-driven transport and precipitation of salt.
Transport in Porous Media,2015,DOI :10.1007/s11242-015-0516-7.
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18 [h] 168 [h]
Figure 3.4: Top view of the NaCl precipitate at the free-flow porous-media interface, where the sand
column is initially saturated with a 3.5 M NaCl solution. On the left side, the precipitation
pattern after 18 h is shown and on the right side, after 168 h (taken from Rad et al., 2013).
component the continuity condition is given as
n · [(pgI− τg)n]ff = [pg]pm. (3.26)
As shown in Figure 3.5, the gas phase in the free-flow sub-domain must balance the combined
water pressure (pw) and capillary pressure (pc) in the porous medium (pg = pw+pc). Moreover,
the capillary pressure at the interface is subjected to changes because of the pore-geometry
alteration resulting from salt precipitation. On the REV scale, this change in the capillary
pressure is accounted for by Leverett scaling given by Equation 3.16.
The tangential component of the traction is given by the Beavers-Joseph-Saffman condition
which is used as a Dirichlet boundary for the tangential free-flow velocity (Mosthaf et al.,
2011; Beavers and Joseph, 1967; Saffman, 1971)
[(
vg +
√
ki
αBJ µg
τn
)
· ti
]ff
= 0, i  (1, ...., d− 1) . (3.27)
Here, ti is the tangent vector to the free-flow-porous-media interface plane, ki the permeability
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Figure 3.5: Mechanical equilibrium on the micro-scale and the REV scale for normal traction. On the
micro-scale, capillary effects exist at the fluid-phase interface. Solid-salt precipitation at the
grain boundary influences the pore size and thereby the porosity (φ), permeability (K) capillary
pressure (pc) on the REV scale. The capillary pressure variation on the REV scale is accounted
for by a Leverett scaling function (see Equation 3.16) (motivated by Mosthaf et al. (2011)).
gas phase
gas phase water phasesolid phase
(no slip) (slip) (no slip)
(a) (b)
Figure 3.6: Schematic representation of the tangential traction on the pore and REV scale: (a) On the
pore scale slip condition exist for air-filled pores and no slip for solid and liquid phases. (b) On
the REV scale, one condition, given by Equation 3.27, accounts for all interaction. Here, αBJ
should be a function of surface-liquid phase saturation (motivated by Mosthaf et al. (2011)).
component in the tangential direction and αBJ [−] the Beavers-Joseph slip coefficient. The
Beavers-Joseph-Saffman condition was proposed for a single-phase system with parallel (lami-
nar) free flow over a permeable bed (Beavers and Joseph, 1967). Moreover, Mikelic and Jäger
(2000) obtained a rigorous derivation of the Beavers and Joseph condition by considering the
model at the pore scale. However, despite above discussed theoretical limitation, it is extended
to model the interaction between a multi-phase compositional porous-media flow system and
single-phase compositional free flow (Baber et al., 2012) as indicated in Figure 3.6.
On the pore scale, based on viscosity differences between phases, no slip should be used for
the porous-media solid and liquid phases and a slip condition for gas phase (see Figure 3.6a).
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On the REV scale, a single Beavers-Joseph-Saffman condition accounts for the tangential
traction between the free-flow gas phase and the solid, liquid and gas phases in the porous
medium. Therefore, the Beavers-Joseph coefficient (αBJ) needs to be described as a function
of the liquid saturation (Sl) at the interface (see Figure 3.6b).
The Beavers-Joseph coefficient αBJ for two-phase systems can be determined with the help of
pore-scale modeling and experimental measurements. However, according to the state-of-the-
art work, these coefficients are not available and their determination is a rather challenging
task. However, this issue should be addressed in detail if the tangential free-flow velocity is
noticed to significantly influence the evaporation and salinization dynamics. If the numerical
analysis points out that the Beavers-Joseph-Saffman condition is not sufficient to account for
the tangential traction in a multi-phase system, a more sophisticated condition for tangential
traction should be introduced, e.g. using homogenization and volume-averaging theory.
To ensure mechanical equilibrium, in addition to normal and tangential traction, we ensure
continuity of the total phase mass fluxes across the free-flow-porous-media interface. For a
saturated porous medium, direct evaporation is possible at the free-flow-porous-media interface
(see Figure 3.1); thus, the gas-phase flux in the free flow balances both the liquid- and gas-phase
fluxes in the porous medium
[%gvg · n]ff = −[(%gvg + %lvl) · n]pm. (3.28)
For evaporative salinization, as discussed in Section 3.1, the conservation of dissolved salts
in the porous-media sub-domain is also considered. The dissolved salts cannot evaporate, so
they are restricted to the liquid phase and precipitate as a solid phase during the course of
drying processes (also illustrated in Figure 3.3). Therefore, the dissolved salt exists only in
the porous-media sub-domain, a no-flow condition is employed for its conservation at the
free-flow-porous-media interface
∇ · Fs = ∇ ·
(
%mol,lvlxsl −Dsl,pm%mol,l∇xsl
)
= 0. (3.29)
Thermal Equilibrium
The conditions for local thermal equilibrium at the free-flow-porous-media interface are
proposed by Alazmi and Vafai (2001); this includes continuity of temperature at the interface
[T ]ff = [T ]pm, (3.30)
and continuity of the heat flux across the interface
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[(%ghgvg −DaghaMa%mol,g∇xag
−Dwg hwMw%mol,g∇xwg − λg∇T ) · n]ff
= −[(%ghgvg + %lhlvl − λpm∇T ) · n]pm (3.31)
As we assume the direct evaporation of the available water at the interface, the latent heat of
vaporization ∆hvap is included in the phase-change enthalpy formulation. For further details
on thermal equilibrium and alternative conditions, we refer to Alazmi and Vafai (2001).
Chemical Equilibrium
The chemical equilibrium refers to the equilibrium between the composition of the free-flow
gas phase and the porous-media liquid and gas phases at the interface. As an example, the
equilibrium for the chemical potentials of the component water ψwα ∀ α ∈ {l, g} within the
porous medium and at the free-flow-porous-media interface is depicted in Figure 3.7. On the
pore scale, continuity of chemical potential between the free-flow gas phase and both liquid
and gas phases in the porous medium is assumed
=
gas phase
gas phase water phasesolid phase
(a) (b)
Figure 3.7: Chemical equilibrium: (a) On the pore scale, continuity of chemical potential between the
free-flow gas phase and two phases in the porous medium is assumed.(b) On the REV scale,
one condition for continuity of chemical potential between the free flow and porous medium is
assumed. Based on this, continuity of mole fractions in the gas phase is used as a coupling
condition at the interface. Moreover continuity of chemical potential exists within the porous
medium (motivated by Mosthaf et al. (2011)).
[ψwg ]pm = [ψwl ]pm, (3.32)
[ψwg ]ff = [ψwg ]pm. (3.33)
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Moreover, in the porous-media sub-domain model, there is continuity of chemical potential
between the liquid and gas phases
[ψwl ]pm = [ψwg ]pm. (3.34)
On the REV scale, there is a possible jump in the gas-phase pressure across the free-flow
porous-media interface (see Equation 3.26) 6. This jump is related to the application of
different modeling concepts in individual sub-domains. Here, the potential theory used in
the porous-media sub-domain does not explicitly resolve sheer stresses. Thus, related to the
pressure jump at the interface, continuity of chemical potential cannot be ideally postulated.
However, as discussed by Mosthaf et al. (2011), the phenomenological description is sufficiently
close to the local thermodynamic equilibrium.
Moreover, as discussed in Section 2.1.5, we assume the gas phase to behave ideally for which
difference in the chemical potential is given as (Atkins and Joule, 2006)
[ψ(pwg )]ff − [ψ(pwg )]pm
=
[
RT ln
(
xwg pg
)]ff − [RT ln (xwg pg)]pm
= RT ln
(
[xwg pg]ff
[xwg pg]pm
)
. (3.35)
Here, the difference in the chemical potential of the gas phase is proportional to the partial
pressure of the water vapor. Under ambient conditions this difference is assumed to be
insignificantly small. Therefore, the chemical equilibrium at the free-flow-porous-media interface
is assumed by the continuity of the mole fraction Mosthaf et al. (2011)
[xwg ]ff = [xwg ]pm, (3.36)
In addition to this, the continuity of the component fluxes across the free-flow-porous-media
interface is also ensured
6Chandesris and Jamet (2006, 2007, 2009) discussed approaches e.g., upscaling, which can be imposed to
account for the stress jump at the interface in a REV-scale coupled free-flow porous-media system.
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[(%mol,gvgxkg −Dg%mol,g∇xkg) · n]ff
=− [(%mol,gvgxkg −Dg,pm%mol,g∇xkg + %mol,lvlxkl
−Dl,pm%mol,l∇xkl ) · n]pm ∀ κ ∈ {w, a}. (3.37)
Here, the component fluxes in the free-flow gas phase balance the component fluxes in both
the gas and liquid phases in the porous medium. The sum of the component fluxes leads to
the continuity of mass flux. Based on the balance equations in the sub-domains, two of the
three conditions given by Equations 3.37 and 3.28 are used for coupling.
Moreover, it is important to note that as the porous medium dries out, the liquid phase
at the free-flow-porous-media interface disappears. Therefore, the porous-media system is
simplified to a single-phase two-component system, where only the gas phase exists at the
free-flow-porous-media interface. Here, the water vapor has to diffuse through the porous-media
gas phase to the free-flow-porous-media interface.
3.4 Summary
In this chapter, we present a detailed model concept for flow and transport in a porous
medium in contact with free flow and the corresponding coupling conditions. Sub-models
used for the porous-media and free-flow sub-domains are discussed in detail in Sections 3.1
and 3.2. Multi-phase compositional non-isothermal Darcy flow is assumed in the porous
medium and single-phase compositional non-isothermal laminar flow is introduced in the free
flow. The coupling conditions presented in Section 3.3 are motivated from the concept of a
simple interface and local thermodynamic equilibrium. Moreover, the coupling conditions also
assume continuity of mass and component fluxes across the free-flow-porous-media interface.
In the next chapter, we discuss the concepts needed to describe reactive transport and kinetic
precipitation-dissolution processes in a mixed salt system.
4 Reactive transport and precipitation
1 A large number of experimental studies, e.g. Fujimaki et al. (2006); Nachshon et al. (2011a,b);
Rad and Shokri (2012); Rad et al. (2013); Rad and Shokri (2014), looked into evaporative
salinization in the shallow sub-surface. Moreover, reactive transport and precipitation in
porous media is analyzed numerically by e.g. Carrayrou et al. (2010); Knabner et al. (1995).
However, to the best of our knowledge, no numerical study investigated salt precipitation
under non-isothermal conditions in a coupled free-flow porous-media system. In Jambhekar
et al. (2015), we extend the REV-scale approach presented by Mosthaf et al. (2011) for
evaporative salinization and consider NaCl as a single component present in the liquid phase.
In this chapter, we introduce a sophisticated chemistry-driven approach for the description of
dissolved ionic species and mixed salt precipitation-dissolution processes in hydrogeochemical
systems.
In a natural hydrogeochemical system, different types of salt, such as NaCl, NaI, KCl, KI,
CaSO4 are generally found. These salts exist either in the form of dissociated ionic species,
like Na+, Cl−, I−, K+, Ca2+ and SO2−4 etc., or in the form of solid solutions. The numerical
modeling of such hydrogeochemical systems demands a description of the reactive transport of
individual ionic species, where interactions between ions of different species could significantly
influence the chemical behavior of the system. Moreover, geochemical processes in such flow
system are mainly driven by the feedback between precipitated salt and the surrounding local
composition of the fluid phase.
As a feedback to the variation of the fluid composition, solid-salt aggregation in the system is
regulated through precipitation-dissolution processes (Steefel and Cappellen, 1990). However,
depending on the porous-media properties and local fluid composition, the salt aggregation in
the system may vary in space and time as illustrated schematically in Figure 4.1. This shows
that, at a given time (t), differing amounts of salt aggregates (shown in green) may persist
at different locations in the porous-media system. In addition to this, solid-salt precipitate
at any location (x) may vary with time. Therefore, the reaction taking place locally in the
1Parts of this chapter are taken from our paper: V.A. Jambhekar, R. Helmig, N. Schröder, and N. Shokri,
Kinetic approach to model reactive transport and mixed salt precipitation in a coupled free-flow-porous-media
system.Transport in Porous Media,(February 2016).
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Figure 4.1: A schematic REV-scale representation of the spatial and temporal distribution of reactive
precipitation-dissolution processes (for ionic species Na+, Cl− and I−). Salt-precipitate distri-
bution can be seen in space and time. Bi-directional arrows indicate precipitation-dissolution
processes.
porous medium can potentially influence the reaction elsewhere in the flow field in space and
time (Domenico and Schwartz, 1990).
In the chapter, we first introduce some necessary basic concepts of reaction chemistry and
discuss its applicability to the hydrogeochemical systems. Second, we highlight the reactive
transport of dissolved ionic species in a porous-media system. Third, available methods for the
determination of chemical activities of dissolved ionic species and the equilibrium and kinetic
reaction approaches for modeling salt precipitation dynamics are presented.
4.1 Homogeneous and heterogeneous reactions
In a hydrogeochemical system, reactions taking place within a single phase, e.g. liquid phase,
are termed homogeneous reactions, and reactions taking place between components from
different phases, e.g. the solid and liquid phases, are called heterogeneous reactions (Domenico
and Schwartz, 1990; Appelo and Postma, 2005). The precipitation-dissolution process of salt
(e.g. NaCl) is a heterogeneous reaction
NaCl
 Na+ + Cl−. (4.1)
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In this work, for a mixed-salt scenario, we also look at the precipitation-dissolution processes
of NaI, KCl and KI
NaI
 Na+ + I−, (4.2)
KCl
 K+ + Cl−, (4.3)
KI
 K+ + I−. (4.4)
4.2 Law of mass action
The law of mass action is a widely used mathematical model that explains and predicts the
equilibrium behavior of a reversible chemical reaction. For example, for a generalized chemical
reaction
Ap +Bq = Xr + Y s (4.5)
the equilibrium constant Keqreac [−] is given as
Keqreac =
[A]p[B]q
[X]r[Y]s , (4.6)
Where, p, q, r and s are stoichiometric coefficients of the species A,B,X and Y respectively.
The equilibrium constant is normally a function of the temperature and, to a smaller extent, of
the pressure. Thus, for the chemical reactions given by Equation 4.1, the equilibrium constant
KNaCleq [−] is given as
KeqNaCl =
[Na+][Cl−]
[NaCl] , (4.7)
Here, the activity of the precipitated solid salt [NaCl] = 1.0 and the equilibrium constant
KNaCleq is 28.092 [-]. Similar to KNaCleq , the equilibrium constant KNaIeq = 126.667 [-] is also
determined for the reaction given by Equation 4.2. This is used for mixed salt precipitation in
Section 6.4.2.
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4.3 Ionic activity
In an ionic solution, activity is a measure of the thermodynamic effective concentration of
an ionic species. In thermodynamics, activity indicates deviation of the solution from the
stranded state or ideal behavior. For the gas phase, the standard state is the pure gas phase at
1e5 Pa and 25◦C; for the solid phase, it is pure solid, and for the liquid phase, it is 1 mol/kg
of water.
In the context of saline water, the non-idealities in a solution behavior are mainly caused
by the electrostatic interactions between different ionic species existing in the solution. Here,
activity is the factor used to quantify deviation from the ideal solution. For a given species i,
the ionic activity [i] can be related to the molar concentration as (Domenico and Schwartz,
1990)
[i] = γi
mi
m0
, (4.8)
where, γi is the ionic activity coefficient, mi the molality of component i and m0 the standard
state molality, i.e. 1.0 mol/kg of water. As shown in Figure 4.2, for dilute solutions, γi is close
to unity. However, if only one ionic species is present at very low concentrations, γi → 1.0.
As shown by Figure 4.2, for the given ions, the activity coefficient decreases with salinity.
However, for higher salinities, the activity coefficient shows increasing behavior, and in many
cases, it may also exceed unity. A detailed discussion of the commonly used activity models is
given in Domenico and Schwartz (1990); Appelo and Postma (2005); some of these models are
summarized in the following. For example, the Debye-Hückle model is the simplest
log γi = −Az2i
√
I, (4.9)
where the constant A is temperature-dependent, zi is the ionic charge and the ionic strength
I of the solution is given as
I = 12
∑
i
mi
m0
z2i . (4.10)
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Figure 4.2: Activity coefficient (γ) for ionic species (subscript i) plotted over the ionic strength. Solid lines
correspond to the activity coefficients determined using the Truesdell and Jones model (see
Equation 4.12) and those calculated using the Debye-Hückle model are represented by symbols
(see Equation 4.11).
The ionic strength is a measure of the concentration of ions in that solution. This simple
Debye-Hückle model is only applicable up to an ionic strength of 0.005. The modified version
of the Debye-Hückle equation applicable up to ionic strength of 0.1 is given as
log γi =
−Az2i
√
I
1 +Ba˚i
√
I
, (4.11)
where, A [-] and B [1/m] are temperature-dependent constants and a˚i [m] is the radius of the
ion (Domenico and Schwartz, 1990). As discussed in Appelo and Postma (2005), for higher
salinity, an additional fitting term is introduced by Truesdell and Jones (1973) to Equation
4.11
log γi =
−Az2i
√
I
1 +Bai
√
I
+ biI, (4.12)
where ai and bi are the ion-specific fitting parameter as given in Table 4.1. The Truesdell and
Jones activity model given by Equation 4.12 provides a reasonable approximation up to an
ionic strength I ≤ 2.
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Activity model Ion parameters
Debye-Hückle
a˚i × 10−10[m] A[−] B × 10−10
[ 1
m
]
Na+ 4.0-4.5
0.5085 0.3285
Cl− 3.0I−
Truesdell and Jones
ai × 10−10 [m] bi [−]
Na+ 4.0 0.075
Cl− 3.5 0.015I−
Table 4.1: Activity coefficient parameters for existing ions for Debye-Hückle model and the
Truesdell and Jhones model Appelo and Postma (2005).
The variation of the activity coefficients (γi) for the different ionic species over the ionic strength
is presented in Figure 4.2. Here, the activity coefficients determined using the Truesdell and
Jones model are represented by solid lines and the symbols correspond to the extended
Debye-Hückle model. As illustrated in Figure 4.2, within the applicability limit, the extended
Debye-Hückle model is well in accordance with the Truesdell and Jones model. Here, it is
important to notice that the activity behavior for Cl− and I− is identical.
In addition to the above models, activity models like the Devies model (Appelo and Postma,
2005) and the Pitzer and Kim model (Pitzer and Kim, 1974) are also available. However, the
Devies model is only applicable up to the ionic strength of 0.5, and the Pitzer and Kim model
is limited in term of components that can be treated (Crowe and Langstaffe, 1987). Moreover,
ion paring values needed for the Pitzer and Kim formulation are not available and difficult to
determine for a multi-component system. Thus, in line with most of the geo-chemical codes
(e.g. TOUGH2 Xu et al. (2012)), we first use the Truesdell and Jones (1973) model in this
work. In addition, a comparison of the Truesdell and Jones (1973) model with Pitzer and Kim
model for NaCl precipitation is presented in our work Lemcke and Jambhekar (2015).
4.4 Equilibrium vs. kinetic reaction
The state of chemical equilibrium of a saline porous-media system describes its condition
of maximum thermodynamic stability. At this state, there is no potential to alter the mass
distribution between dissolved and precipitated salts. As the system moves away from this state,
with the available chemical potential, it continuously attempts to attain chemical equilibrium
through precipitation or dissolution processes.
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The existence of equilibrium reaction in such porous-media flow systems is determined by
the competition between reaction and transport processes (Appelo and Postma, 2005). If the
reactive processes are faster in relation to the species transport, local chemical equilibrium
exists. Conversely, if the reaction processes are slower than the species transport, chemical
non-equilibrium persists locally. In such cases, a kinetic formulation must be adopted for the
reaction description (Domenico and Schwartz, 1990).
The time scale of a chemical reaction can be related to the time scale of reactive transport
using the Dammköhler number (Da). It is defined as the ratio of the characteristic reaction
rate to the transport rate. It can also be expressed as the ratio of transport time to the reaction
time
Da =
m˙R
m˙T
= τT
τR
. (4.13)
Here, the subscripts T and R stand for transport and reaction respectively. The Dammköhler
number can also be differentiated based on the mode of transport (i.e. advection or diffusion).
If m˙T < m˙R, the equilibrium model can be used; otherwise, the non-equilibrium (kinetic)
approach is needed.
4.5 Deviation from equilibrium state
A literature review shows that the equilibrium assumption is widely used for modeling mineral
precipitation-dissolution processes (Crowe and Langstaffe, 1987; Xu et al., 2012). However, as
discussed by Appelo and Postma (2005), even for a simple situation of NaCl dissolution in
pure water given by Equation 4.1, the dissolution reaction proceeds from left to right so long
as equilibrium is not established. For this reaction, the first existence of equilibrium is shown
schematically by time t2 in Figure 4.3. Therefore, the complete processes cannot be studied
using the equilibrium assumption. Here, a kinetic description of the dissolution processes is
needed till time t2.
Moreover, for a hydrogeochemical system containing mixed salt, interactions between different
ionic species play a significant role in the salt precipitation and dissolution dynamics. These
ionic interactions can also potentially influence the precipitation of other salts in the system
(Crowe and Langstaffe, 1987). Furthermore, the precipitation and dissolution behavior of
distinct salts present in these systems also vary from each other. Therefore, for a mixed salt
system, the equilibrium reaction assumption is not easily justifiable.
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Figure 4.3: Kinetic and equilibrium states for halite (NaCl) dissolution in pure water as indicated by
Appelo and Postma (2005).
Furthermore, according to Crowe and Langstaffe (1987); Steefel and Cappellen (1990); Mayer
et al. (2002); Appelo and Postma (2005), in such hydrogeochemical systems, the precipitation
and dissolution reactions should be modeled using reaction kinetics, and an equilibrium concept
can be applied only if the reaction processes are rapid (τR  τT ). Here, we present a new
kinetic approach inspired by Lasaga et al. (1994); Appelo and Postma (2005); Xu et al. (2012),
to describe mixed salt precipitation and dissolution processes in the shallow sub-surface
rn = ± knAn(Sw)︸ ︷︷ ︸
keff
| 1− Ωθn |η n = 1 · · ·Nq, (4.14)
where n is the reacting mineral index. Positive values of rn indicate dissolution and the negative
values identify precipitation, kn is the precipitation or dissolution rate. The fitting parameters
η and θ are determined using experiments; not always, but usually, they are equal to unity.
Here, A(Sw) is the solid-liquid interfacial area and Ωn is the kinetic saturation state.
For precipitation-dissolution reactions, the surface area between the solid and the liquid phase,
as shown in Figure 4.4, is a crucial parameter controlling the overall rate of reaction. Therefore,
an appropriate constitutive relationship should be considered for its description (Gamazo et al.,
2012; Steefel and Cappellen, 1990). The relation used in the scope of this work is presented by
Clement et al. (1996)
An = 500
(
1− φS
φ0
)2/3
Sw. (4.15)
Here, φS is the pore volume occupied by the precipitated salt, and φ0 is the initial porosity.
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Figure 4.4: (a) Interfacial surface area between solid and liquid (An) depends both on pore space occupied
by precipitated salt (φS) and liquid phase saturation (Sw) (see Equation 4.15). (b) The
interfacial area between solid and liquid decreases with saturation during the course of
evaporation.
During evaporation, as the porous medium dries out, the available solid-liquid inter-facial area
will be reduced. Therefore, based on phenomenological explanations, the inter-facial area is
weighted with the liquid phase saturation (Sw) (see Equation 4.15). It is important to know
that 500 in the above equation represents the specific solid surface of the porous medium and
is strongly dependent on the particle size distribution.
In a hydrogeochemical system, the deviation from the equilibrium state is determined using
the kinetic saturation state of the solution Ωn
Ωn = K−1eqn
Nc∏
j=1
γj
mj
m0
n = 1 · · ·Np, (4.16)
where, Kneq is the corresponding equilibrium constant (also called solubility product), n the
reacting mineral index and j the dissolved ion species index. Equation 4.16 can also be written
as
Ωn =
Kspn
Keqn
n = 1 · · ·Np, (4.17)
where Kspn is the solubility product for mineral index n. The kinetic saturation state (Ωn)
has the following possible consequences on the reaction process:
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(1) if the Kspn > Keqn (i.e. Ωn > 1.0), the reaction progresses from right to left (i.e. salt
precipitates);
(2) if the Kspn < Keqn (i.e. Ωn < 1.0), the reaction proceeds from left to right (i.e. salt
dissolves);
(3) at equilibrium, the Kspn equals Keqn (i.e. Ωn = 1.0) and the saturation index is SIn =
log10 (Ωn) = 0
4.6 Chapter summary
In this chapter, we have introduced the concepts necessary to understand and model reactive
transport, precipitation and dissolution processes in a mixed-salt hydrogeochemical system. We
also discuss different concept available for the determination of activities of ionic species present
in the saline water. Moreover, the conditions necessary for the application of equilibrium or
kinetic precipitation approaches are presented. In the next chapter, we discuss the numerical
schemes applied for space and time discretization in the free-flow and porous-media sub-domain.
We also discuss the assembly of the coupled system of equations.
5 Numerical model
In Chapter 3, we discussed the model concept and the corresponding conservation equations for
the free-flow and the porous-media sub-domains. With the conservation equations in individual
sub-domains, coupling conditions, supplementary constraints and constitutive relationships, a
closed non-linear system of PDEs is obtained. This system of equations is implemented in the
framework of the open-source simulator DuMux (Becker et al., 2015). DuMux is mainly used
for modeling the complex physics of the flow and transport processes in porous-media systems.
It is based on the Distributed and Unified Numerics Environment (DUNE) (Bastian et al.,
2008).
In this chapter, we discuss the discretization methods used for the free-flow and the porous-
media sub-domain models. We also present an overview of the primary variables and the
discretized form of the conservation equations for both sub-domains. In addition, we discuss
the assembly of the coupled system of PDEs, and the solution procedure for solving the
developed non-linear system in a monolithic fashion. Further, Baber (2014) stated that more
advanced discretization methods can be applied to solve such problems. However, as the
purpose of this work is to analyze the extension of the previously developed coupling concept
for complex salinization processes at the free-flow porous-media interface, we stick to the
numerical discretization used by Mosthaf et al. (2011) and Baber et al. (2012).
5.1 Discretization: Space and time
1 Prior to implementation in the DuMux simulator, the conservation equations for sub-domains
are discretized in space and time. For this purpose, we use the locally mass-conservative
node-centered control-volume finite-element method (also known as Box method) for space
discretization in both the free-flow and porous-media sub-domains (Hackbusch, 1985). Moreover,
other methods for spatial discretization such as multipoint flux approximation method discussed
by Aavatsmark (2002) and mixed finite element method used by Klausen et al. (2008); Radu
1For details on the spatial and temporal discretization used in this work, please refer to Huber (1999); Baber
et al. (2012); Mosthaf et al. (2014); Darsis (2012); Helmig (1997).
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et al. (2008) are also available, which we do not addresses here. For the time discretization, a
fully implicit backward Euler method is employed. The spatially and temporally discretized
form of a generalized balance equation is discussed below in Sections 5.1.1 and 5.1.2.
5.1.1 Spatial discretization
As shown in Figure 5.1, for the Box method, the simulation domain is discretized using a finite
element grid (also known as primary mesh). Here, triangles and quadrilaterals can be used as
two-dimensional grid blocks, and tetrahedra and hexahedra are used for the three-dimensional
case. The second mesh which describes the finite volume (also known as secondary or dual
mesh) is deduced from the primary mesh. It is obtained by connecting the element barycenter
of the primary mesh with the center of its surfaces (3D case) or edges (2D case). Thus, each
vertex on the finite element mesh is associated with a finite volume (see Box Bi in Figure 5.1).
Therefore, we can also say that the finite element mesh divides each finite volume Bi into
sub-control volumes Vki as indicated in Figure 5.1.
The advantage of the finite volume method is that, it ensures balance of the fluxes across
the faces of the control volume Bi and thereby local mass conservation. Here, the Box Bi is
constructed by the union of sub-control volumes Vki from the neighboring elements shearing
the node i. The advantage of the finite element method is that unstructured grids can be
used, and gradients of the finite element shape functions (see Figure 5.2) at the center of
the sub-control volume faces (also known as integration points xf , see Figure 5.1d) can be
employed for the determination of fluxes. The primary variables exist at the mesh nodes i,
where volumetric properties are also specified for the complete Box.
In the following, we present the spatial discretization of the generalized conservation equation
for domain Ω, given in its differential form as
∂e(w)
∂t
+∇ · F(w)− q = 0, (5.1)
where the first term describes the temporal change in a volumetric quantity e(w) (e.g. mo-
mentum, mass or energy), the second term indicates changes related to volumetric fluxes and
the third term expresses sources and/or sinks. This equation can be scaler (e.g. for mass) or
vector-valued (e.g. momentum) and, in order to solve it, an Initial Boundary Value Problem
(IBVP) needs to be defined. Thus, the value of w should be provided at the initial time
(i.e. t = 0) and at the domain boundaries (ΓΩ). The initial value is valid for the complete
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Figure 5.1: Schematic description of the spatial discretization for the box method (after Baber et al., 2012)
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standerd Galerkien
method for element
Weighting function
Box method
1
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Figure 5.2: Schematic description of the shape and weighting functions used for the Box discretization
method
solution domain, and the value of w at the domain boundaries is assigned using Dirichlet and
Neumann type boundary conditions. At the Dirichlet boundary ΓD, the value of the variable
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w is provided (w = wD) and at the Neumann boundary ΓN , the flux Fw ·n = Fw is employed,
where (n) is the outward normal to the solution domain (see Figure 5.1).
As indicated in Figure 5.1 and shown earlier, for spatial discretization, the model domain is
divided into elements using a discretization mesh, and the conservation equations are applied
for each element. The Box discretization scheme used here is based on the method of weighted
residuals. Where the unknown w is replaced by an approximate trial solution w˜, and w˜ can
be represented as a discrete solution value at the element nodes wˆi and the selected shape
functions Ni
w˜ =
n∑
i=0
Niwˆi. (5.2)
Here, n represents the number of neighboring nodes for node i. As shown schematically in
Figure 5.2, first-order C0-Lagrangian polynomials are chosen as the shape functions, which
satisfy the following condition
Ni(xj) = δij =
{
1 ∀ i = j
0 ∀ i 6= j . (5.3)
Substitution of Equation 5.2 into Equation 5.1 introduces an error in the exact solution
∂e(w˜)
∂t
+∇ · F(w˜)− q =  6= 0, (5.4)
To obtain an approximate solution of Equation 5.4, we use the variational formulation (also
known as weak formulation). For this, Equation 5.4 is multiplied with a weighting function Wi
chosen for the element node, and its integral over the solution domain G is equated to zero
∫
G
Wi  = 0, (5.5)
which can also be written as
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∫
G
Wi
∂e(w˜)
∂t
dG+
∫
G
Wi∇ · F(w˜)dG−
∫
G
WiqidG = 0. (5.6)
Equation 5.6 can be further simplified by applying integration by parts to its second term
∫
G
Wi
∂e(w˜)
∂t
dG+
∫
G
∇ · (WiF(w˜)) dG−
∫
G
∇Wi · F(w˜)dG−
∫
G
WiqidG = 0. (5.7)
Equation 5.7 uses the Box formulation by choosing a different weighting function Wi than
the standard (Bubnov)-Galerkin finite element method. As shown in Figure 5.2, here, the
weighting function Wi for the sub-control volumes sharing the node i is chosen to be non-zero.
It is unity within Box Bi, whereas, outside the Box, it is zero
Wi(x) =
{
1 ∀ x ∈ Bi
0 ∀ x /∈ Bi
. (5.8)
From Figure 5.1, we can say that G = Bi for the Box method employed here (Huber and
Helmig, 2000). Moreover, mass lumping is applied for the first and last terms in Equation 5.7
∫
Bi
Wi
∂e
(
n∑
j=0
Njwˆj
)
∂t
dBi = Vi
∂e(wˆi)
∂t
, (5.9)
where Vi is the volume of Box Bi and
Mij =
∫
Bi
WiNj dBi,
M lumpij =

∫
Bi
WiNj dBi = Vi ∀ i = j
0 ∀ i 6= j
. (5.10)
Mass lumping implies that the contributions of all boxes neighboring the storage and source/sink
at node i are replaced by the discrete values at that node e(wˆi) and qi respectively. Hence,
these terms are employed as constants for the complete Box Bi, which is a typical feature of
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finite volume schemes. After application of mass lumping, Equation 5.7 can be rewritten as
Vi
∂e(wˆ)
∂t
+
∫
Bi
∇ · F(w˜) dBi −
∫
Bi
∇Wi · F(w˜) dBi − Viqi = 0. (5.11)
Applying the Gauss divergence theorem to the second term and ∇Wi = 0 (see Figure 5.2), we
get
Vi
∂e(wˆ)
∂t
+
∫
ΓBi
F(w˜) · n dΓBi − Viqi = 0. (5.12)
Here, the surface integral in the second term can be determined using fluxes over all sub-control
volume faces associated with node i. As shown schematically in Figure 5.1c and 5.1d, these
fluxes across the sub-control volume faces are determined at the corresponding integration
points Xfij between neighboring nodes i and j. For the evaluation of the fluxes F(w˜), gradients
of the C0-Lagrangian shape functions at the integration points are used.
5.1.2 Time Discretization
A multi-phase compositional flow problem is generally transient in nature and is represented
by a system of PDEs parabolic in time. Here, a fully-implicit first order (O∆t) finite difference
method (implicit Euler or Euler backwards) is employed for the temporal discretization. This
implicit method is unconditionally stable, which also leads to a coupled system of equations
which must be solved iteratively (Helmig, 1997; Class, 2008). For the Box method after
application of implicit Euler scheme for time discretization, Equation 5.12 can be written as
Vi
e(wˆn+1i )− e(wˆni )
∆t +
∫
ΓBi
F(w˜n+1) · n dΓBi − Viqi = 0. (5.13)
Further, the discretized form of the conservation equation in the free-flow and the porous-media
sub-domain are presented explicitly in Section 5.3.
5.2 Primary variable selection and switch
Models applied in individual sub-domains solve for different sets of primary variables. The
two-phase compositional non-isothermal model (2pncmin(ni)) is employed in the porous-media
sub-domain, where liquid, gas or both phases might exist at a given location. The primary
variables and the switch criteria for the existence of different phases in the porous-media
sub-domain are listed in Table 5.1. Moreover, the primary variables for the single-phase
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Phase State Phase Present Primary Variables Switch Criterion
Porous medium (Ωpm)(2pncmin(ni)) :
liquid phase only liquid pg, xal , xsl , φss, T xal ≥ xal,max
gas phase only gas pg, xwg , xsg, φss, T xwg ≥ xwg,max
both phases liquid and gas pg, Sl, xsl , φss, T Sα ≤ 0
Free flow (Ωff)(Stokesnc(ni)) :
gas phase only gas pg, xwg , vgx , vgy , T
Table 5.1: Primary variables for different phase states and the switch criteria
compositional non-isothermal Stokes model (Stokesnc(ni)) employed in the free-flow sub-
domain are also presented in Table 5.1.
Here, we use the Primary Variable Switch (PVS) method discussed by Class et al. (2002)
should different phases exist. This method identifies the set of primary variables depending on
the local phase state. The possible phase states in the porous-media sub-domain can be: liquid
phase only, gas phase only and both phases. Here, the variable switch takes place between the
liquid-phase saturation (Sl) and mole fraction of water in the gas phase (xwg ) and air in the
liquid phase (xal ).
The employed PVS method may lead to bad numerical convergence in some cases, which may
also cause reduction in ∆t for the time discretization. This method is suitable for problems
where a clear and permanent switch takes place in the phase state, e.g. advection-dominant
problems. However, for scenarios where the phase state at a given location may change
frequently, the PVS method leads to large number of Newton iterations to achieve convergence.
Such behavior is very commonly observed for slow evaporative drying applications where the
phase state jumps frequently between the liquid phase only and both phases or the gas phase
only and both phases. For this sort of problem, an alternative approach dependent on the
introduction of nonlinear complementarity (NCP) function is presented by Lauser et al. (2011).
However, due to the introduction of additional functions, the NCP approach may demand
extra computational time. In the scope of this thesis, we were not able to compare the NCP
approach with the PVS approach; thus, it will be discussed in the outlook.
5.3 Discretized equations
The discretized form of the balance equations for free flow and porous medium are presented
in Table 5.2 and Table 5.3. The balance equations are discretized using the Box method for
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space and the implicit Euler method for time (discussed above). The trial solution used here
for the primary variables in the free-flow and porous-media sub-domain are given as
Porous medium:
p˜gi =
n∑
j=0
Nj pˆgj x˜
s
li =
n∑
j=0
Nj xˆ
s
lj
S˜li =
n∑
j=0
NjSˆlj or x˜wgi =
n∑
j=0
Nj xˆ
w
gj or x˜
a
li =
n∑
j=0
Nj xˆ
a
lj
φ˜sSi =
n∑
j=0
Njφˆ
s
Sj T˜i =
n∑
j=0
Nj Tˆj
Free flow:
p˜gi =
n∑
j=0
Nj pˆgj x˜
w
gi =
n∑
j=0
Nj xˆ
w
gj
v˜xi =
n∑
j=0
Nj vˆxj v˜yi =
n∑
j=0
Nj vˆyj
T˜i =
n∑
j=0
Nj Tˆj .
Moreover, for the determination of fluxes across sub-control volume faces, the gradients must be
evaluated for p˜, x˜κα and T˜ at the integration points Xfij , where the gradient of any parameter
w˜i is given as
∇w˜i =
n∑
j=0
∇Njwˆj . (5.14)
In addition, to determine fluxes across sub-control volume face, volumetric parameters for
sub-control volumes on either sides of the integration point Xfij are needed (see Figure 5.1d).
Moreover, in this work, we apply complete upwinding, indicated by subscript (.)upw in Table
5.2 and 5.3. This means that the variable values for the upstream sub-control volume are used
for the determination of the fluxes (Helmig, 1997). Furthermore, for flux calculation, we use
the harmonic mean of the upstream and downstream node values (i and j in Figure 5.1d) at
the integration points for the intrinsic permeability (K), the effective permeability (Keff ) and
the macroscopic diffusion coefficient (Dκαpm). Similarly, lumped heat conductivity λpm for the
determination of energy flux and phase properties such as phase viscosity µα and density %α
at the integration point are determined using the arithmetic mean of adjacent nodes values.
Here, for stability reasons, the pressure term in the flux calculation of the Stokes equation
(see Equation 3.24) is removed and included as a pressure gradient in the source/sink term as
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Table 5.2: Porous-media balance equations in their discretized form for each Box Bi in Figure 5.1.
Porous medium:
Gas-phase conservation:
Vi
[
(φ%g,molSˆg)n+1i − (φ%g,molSˆg)ni
∆t
]
−
∫
ΓBi
(%g,mol kr,g
µg
)
upw
Kip
(∇p˜− %gipg)
n+1 · n dΓBi − Vi qn+1gi = 0
Component (water (w) and dissolved salt (s)) conservation:
Vi
∑
α∈{l,g}
[
(φxˆκα%αSˆα)n+1i − (φxˆκα%αSˆα)ni
∆t
]
−
∫
ΓBi
 ∑
α∈{l,g}
((
%αxˆ
κ
α
kr,α
µα
)
upw
Kip
(∇p˜αip − %αipg)
)n+1 · n dΓBi
−
∫
ΓBi
 ∑
α∈{l,g}
Dκα,pmip%αip∇x˜καip
n+1 · n dΓBi
−Vi ∑
α∈{l,g}
qκ,n+1αi = 0 ∀ κ ∈
{
w, s ∈ {Na+, Cl−, · · · }}
Solid-salt conservation (precipitation/dissolution):
Vi
[
(φˆsS%sS)n+1i − (φˆsS%sS)ni
∆t
]
− Vi (qsS)n+1 = 0
Energy conservation:
Vi
∑
α∈{l,g}
(
(φ%αuαSˆα)n+1i − (φ%αuαSˆα)ni
∆t
)
+ Vi
(
(φˆsS%sScsSTˆ )n+1i − (φˆsS%sScsSTˆ )ni
∆t
)
+Vi(1− φ0)
(
(%scsTˆ )n+1i − (%scsTˆ )ni
∆t
)
−
∫
ΓBi
 ∑
α∈{l,g}
((
%αhα
kr,α
µα
)
upw
Kip
(∇p˜αip − %αipg)
)n+1 · n dΓBi
−
∫
ΓBi
(
λpmip∇T˜ip
)n+1 · n dΓBi
−Vi qT = 0
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Table 5.3: Free-flow balance equations in their discretized form for each Box Bi in Figure 5.1.
Free flow:
Gas-phase conservation:
Vi
[
%n+1gi − %ngi
∆t
]
−
∫
ΓBi
(%gvˆg)n+1upw · n dΓBi − Vi qn+1gi = 0
Water-component conservation:
Vi
[
(xˆwg %g)n+1i − (xˆwg %g)ni
∆t
]
−
∫
ΓBi
(
%gxˆ
w
g vˆg
)n+1
upw
· n dΓBi
−
∫
ΓBi
(
Dwgip%gip∇x˜wgip
)n+1 · n dΓBi − Vi qw,n+1gi = 0
Momentum conservation (Stokes equation):
Vi
[
(%g,molvˆg)n+1i − (%g,molvˆg)ni
∆t
]
−
∫
ΓBi
(
µgip
(
∇vˆgip +∇vˆTgip
))n+1 · n dΓBi
+ Vi (∇p˜g − %gg)n+1i = 0
Energy conservation:
Vi
(
(%gug)n+1i − (%gug)ni
∆t
)
−
∫
ΓBi
(%ghgvg)n+1upw · n dΓBi
−
∑
κ∈{w,a}
∫
ΓBi
(
Dκgiph
κMκ%g,molip∇x˜κg
)n+1 · n dΓBi
−
∫
ΓBi
(λg∇T )n+1 · n dΓBi − Vi qn+1T,i = 0
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Figure 5.3: Treatment of the corner point for the coupling interface interaction with the sub-domain
boundaries.
shown in Table 5.3. Therefore, related to equal-order approximations for pressure and velocity,
pressure and viscous terms are of the same order of magnitude. For the Box approach, this
equal order approximation can led to spurious oscillations. Therefore, in order to troubleshoot
this issue, a stabilization technique proposed by Franca et al. (1993) is used for the continuity
equation (Baber et al., 2012).
Moreover, spurious oscillations in the physical parameters may also occur in the sub-domains
at the interaction corners of the sub-domain boundaries with the coupling interface. These
oscillations are related to the fact that the sub-domain coupling conditions and the boundary
conditions for individual sub-domains are inconsistent at these interaction nodes, as schemati-
cally identified in Figure 5.3. Taking into account the assumption of continuity of temperature
and mole fractions at the interface (see Section 3.3), we should choose reasonable boundary
conditions at the interaction nodes.
Further, in order to address this issue with oscillations, a rather robust staggered-grid approach
is implemented as a part of another research project (Samantray, 2014). This approach has
the potential to improving the stability of the free-flow system.
5.4 Boundary and coupling conditions
2As stated earlier in this chapter, suitable initial and boundary conditions for the individual
sub-domains must be assigned. In this section, boundary and coupling conditions are discussed
2This section is inspired by the work of Baber et al. (2012); Mosthaf et al. (2011)
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for the primary variables in the free-flow and the porous-media sub-domains. The boundary
conditions for the porous-media sub-domain can be specified as
pg = PD on Γ pmD , Fm · n =
∑
κ
F κN on Γ
pm
N ,
Sl = SD on Γ pmD , Fw · n = FwN on Γ pmN ,
xsl = xslD on Γ
pm
D , Fs · n = F sN on Γ pmN ,
T = TD on Γ pmD , FT · n = FNT on Γ pmN ,
where Γ pm = ∂Ωpm \Γ , Γ pm = Γ pmD ∪ Γ pmN , Γ pmD ∩ Γ pmN = ∅ and for the free-flow sub-domain
pg = PD on Γ ffD, Fm · n =
∑
κ
F κN on Γ ffN ,
vg = vD on Γ ffD, Fvn = FNv on Γ ffN ,
xw = xwD on Γ ffD, Fw · n = FwN on Γ ffN ,
T = TD on Γ ffD, FT · n = FNT on Γ ffN ,
where Γ ff = ∂Ωff \ Γ , Γ ff = Γ ffD ∪ Γ ffN , Γ ffD ∩ Γ ffN = ∅. Here, for the Neumann boundary
condition, the normal flux F · n = FN is provided. Moreover, it should be noted that, for the
Stokes equation, the normal flux is given as (Baber et al., 2012)
FNv =
[
pgI− µg(∇vg +∇vTg )
]
n.
As discussed earlier and indicated in Table 5.3, for stability reasons, the pressure term in
the momentum conservation equation is accounted for by the source/sink term. Thus, if the
Neumann boundary condition for momentum conservation is used in the free-flow sub-domain
pressure correction should be applied.
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Interface
Fluxes
Internal ﬂuxes
Vertex
SCV
Figure 5.4: Schematic illustration of the Box spatial discretization at the free-flow-porous-media interface.
As Figure 5.4 displays, the Box at the interface between free flow and the porous medium
is divided into free-flow and porous-media contributions. Here, the interface nodes belong to
both free-flow and porous-media sub-domains, and two sets of primary variables for individual
sub-domains exist at each node. Moreover, the free-flow and porous-media sub-domains
communicate at these shared nodes using coupling conditions. As discussed earlier in Section
3.3, the coupling conditions can be employed in the form of Dirichlet- or Neumann-like
conditions. For Dirichlet-like conditions, the primary variable value in one sub-domain uD
replaces the completer residuum in the other sub-domain uffi − upmi = 0 at the shared node
(e.g. see Equations 3.30 and 3.36).
Furthermore, as illustrated schematically by orange arrows in Figure 5.4, the exchange fluxes
between sub-domains should be described by the Robin condition, which accounts for both the
primary variable value at the shared node and its gradient across the free-flow porous-media
interface. Here, the gradients of the shape functions need to be determined at the edge of the
element. However, at element edges, existing discontinuities in the shape function also lead to
a discontinuous behavior of the calculated fluxes. Therefore, this method is not suitable for
flux determination (Baber et al., 2012).
An alternative approach for the determination of the fluxes across the free-flow porous-media
interface is based on the fact that the temporal changes in the storage in a control volume and
the fluxes across its faces have to be zero (Baber et al., 2012). Thus, we can say that the flux
across the free-flow-porous-media interface is the sum of the temporal change in the storage
term and fluxes across the internal sub-control volume faces in a given sub-domain. This can
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Equilibrium Property porous medium Free-flow
Mechanical: normal stress (3.26) - Neumann for vg · ntangential velocity (3.27) Robin for vg · t
Thermal: temperature (3.30) - Dirichlet for Theat flux (3.31) Robin for T -
Chemical:
mole fraction (3.36) - Dirichlet for xwg
component (w, s) flux (3.37) Neumann flux -
mass flux (3.28) Condition for p, S -
Table 5.4: Coupling conditions at the free-flow-porous-media interface used in this work and their repre-
sentation as internal boundary conditions.
be written as
∣∣∣∣∣Vi2
∣∣∣∣∣
[
uˆn+1i − uˆni
∆t
]
+
∑
f∈V (i)kinternal
F(u˜n+1(xf)) · ndΓinternal = −
∫
Γ
F · n dΓ. (5.15)
The determined coupling fluxes are added to the right side of the corresponding conservation
equation of the other sub-domain at the common node. Here, one must remember that, at
the interaction between the free-flow-porous-media interface and the external boundary (see
Figure 5.3), fluxes across the external boundaries must be considered. Moreover, in such cases,
as discussed earlier, pressure correction should be used.
A brief summary of the coupling conditions used in this work is presented in Table 5.4. Here,
the coupling conditions imply a simultaneous exchange of information between the free-flow
and the porous-media sides. Therefore, a suitable and consistent combination of Dirichlet- and
Neumann- or Robin-type conditions is used. Moreover, the coupling conditions presented in
Table 5.4 are one possible choice. As reported by Mosthaf et al. (2011), the specific choice of
the coupling conditions presented here led to better convergence behavior. These coupling
conditions are used for the numerical simulations presented in the next chapter.
5.5 Solution procedure
3 For the numerical modeling of drying processes in porous media, the available approaches are
listed in Section 2.3. In this work, we use the conjugate approach for modeling the free-flow-
porous-media interaction processes. The developed coupling concept is implemented in the
3This section is inspired by the work of Baber et al. (2012); Mosthaf et al. (2011)
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numerical framework of DuMux (Becker et al., 2015), where the free-flow and porous-media
sub-models are solved in a monolithic fashion. The implicit nature of this coupled system is a
consequence of the chosen time discretization and strong coupling between different processes.
Further, solving the coupled system in a monolithic fashion maintains a consistent information
exchange between different processes taking place in both sub-domains for each time step
(Rybak and Magiera, 2014, 2015). Thus, the solution of this system provides a great benchmark
for testing the performance of weakly coupled systems in the future. The spatial separation of
pm
ﬀ
Problem setup Matrix assembly
Figure 5.5: Assembly of the global matrix for the coupled free-flow porous-media system. Aff and Apm are
the sub-matrices for the free-flow and the porous-media sub-domains respectively. Aff/pm is the
sub-matrix for the coupling conditions for the free-flow sub-domain with the porous medium
and Apm/ff is the sub-matrix for the coupling conditions for the porous-media sub-domain
with the free-flow.
the sub-domains is handled using the DUNE module DUNE-Multidomaingrid. This provides
the necessary architecture to describe individual sub-domain models in separate parts of
the model domain and the interaction conditions at the conforming interface (Müthing and
Bastian, 2012) between sub-domains. To handle the sub-domain models and their interaction,
we need supplementary the DUNE modules DUNE-PDElab and DUNE-Multidomain (Bastian
et al., 2010). DUNE-Multidomain allows the definition of the variables and local operators for
each of the sub-domains. It also provides a framework for the assembly of the coupled global
system, which enables us to solve the complete system of non-linear PDEs monolithically. Here,
as indicated schematically in Figure 5.5, the global matrix is sub-divided into sub-matrices for
the sub-domains and coupling matrices, where coupling conditions are introduced.
The implicit system of equations developed for the coupled free-flow porous-media system can
be written as follows
R(u) = ∂M(u)
∂t
−∇ · F(u)−Q(u), (5.16)
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where
u =
pffg , xw,ffg , vffgx , vffgy , T ff︸ ︷︷ ︸
free−flow
, ppmg , S
pm
l or x
w,pm
g , x
s,pm
l , T
pm︸ ︷︷ ︸
porous medium

T
, (5.17)
is the solution vector for the coupled system, M(u) the storage, F(u) the flux and Q(u) the
source and sink term.
The fully implicit scheme used here leads to a highly non-linear system of equations (Helmig,
1997), which first needs to be linearized using the Newton-Raphson method and then solved
directly or in an iterative fashion. The operation for each Newton iteration can be written as
(
∂R
∂u
)
n+1,m︸ ︷︷ ︸
J(un+1,m)
un+1,m+1 − un+1,m︸ ︷︷ ︸
∆u
= −R(un+1,m). (5.18)
Here, J(un+1,m) is the Jacobian matrix, which is calculated by numerical differentiation of
residual R(un+1,m) with respect to primary the unknown vector u, and ∆u is the change in
the primary variable vector u. In this work, to solve the linear system of equations in each
Newton iteration step, a direct LU decomposition-based solver superLU (Li et al., 1999; Li,
2005) is employed. Further, related to the ill-conditioning of the complete matrix for iterative
solvers, it is unable to deliver good convergence behavior.
The implicit Euler time-discretization approach used here employs heuristic time-step control,
which is based on the convergence rate of the Newton solver for a given time step. For this
approach, a target number of Newton iterations Ntarget is defined. Therefore, depending on
the required number of iterations (N) for the Newton solver to converge, the new time-step
size is chosen
∆tn+1 =

∆tn
(
1
1 + (N −Ntarget)/Ntarget
)
Nmax > N > Ntarget
∆tn
(
1 + Ntarget−N1.2Ntarget
)
N 6 Ntarget
, (5.19)
where ∆t is the time-step size of the nth time step. The time-step size is reduced by half if N
exceeds the maximum number of time steps Nmax.
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5.6 Chapter summary
This chapter provides details of the Box discretization method used for space and the implicit
Euler method employed for the time discretization. These spatial and temporal discretization
methods are applied for both the free-flow and porous-media sub-domains. An overview of the
discretized form of the equations for both sub-domains is presented in Tables 5.2 and 5.3. A
monolithic approach is used to solve the system of PDEs for the conjugate method. Here, the
global matrix is composed of sub-matrices for two sub-domains and two coupling matrices as
depicted in Figure 5.5. Moreover, in Section 5.4, we discuss the handling of the boundary and
coupling conditions. The application and validation of the implemented model concept in the
simulator DuMux and a detailed parameter analysis is presented in the following chapter.

6 Comparison Studies
1 In this chapter, we perform numerical studies to test the performance of the coupled free-
flow porous-media model concept implemented in the numerical framework of DuMux. The
developed numerical model is first validated for stage SS1 of evaporative salinization against
the experimental data presented by Rad et al. (2013). Moreover, the influence of the initial
salt concentration on the evaporation dynamics under identical free-flow and porous-media
conditions is analyzed. A second validation study is performed for all stages of evaporative
salinization against the experimental data from the group of Prof. Nima Shokri from the
University of Manchester. For both of these studies, an equilibrium salt-precipitation approach
is employed and NaCl is assumed to be a single component. In addition, to analyze the
influence of free-flow, porous-media and interface parameters and processes on the salinization
and evaporation dynamics, a detailed parameter analysis is undertaken.
Moreover, the generalized kinetic salt precipitation approach presented in Chapter 4 is also
validated against the experimental data for stage SS1. Here, the reactive transport of individual
dissolved ionic species is assumed and both equilibrium and kinetic salt precipitation approaches
are tested. The reactive precipitation approach is extended to study precipitation patterns in
a mixed-salt system. However, due to the unavailability of experimental data for mixed-salt
precipitation, a validation study was not possible. In the following, we discuss the above-
mentioned validation studies and the parameter analysis in detail. Moreover, we also discuss
the limitations of the implemented model concept.
1Parts of this chapter are published in our paper: V.A. Jambhekar, R. Helmig, N. Schröder, and
N. Shokri. Free-flow-porous-media coupling for evaporation-driven transport and precipitation of salt.
Transport in Porous Media,2015,DOI :10.1007/s11242-015-0516-7.
and
V.A. Jambhekar, R. Helmig, N. Schröder, and N. Shokri, Kinetic approach to model reactive transport and
mixed salt precipitation in a coupled free-flow-porous-media system.Transport in Porous Media,(submitted,
March 2015).
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6.1 Validation study for stage SS1
6.1.1 Experimental setup
The experimental setup for this case study is shown in Figure 6.1a, where the sand column of
0.011 [m] diameter and 0.035 [m] height is placed in the X-ray chamber (Rad et al., 2013). The
column interacts with the free flow in the X-ray chamber only on its top surface. The free-flow
velocity, relative humidity and temperature given in Table 6.1 are measured in the chamber
and used here for numerical simulations. This table also presents the initial porous-media
saturation, salinity and solidity. During the experiments, Rad et al. (2013) used image analysis
to record the cumulative mass loss of water and salt precipitation for the duration of 19 hours
[h] in stage SS1. Even though the observed evaporative demand during the experiments was
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Figure 6.1: (a) Setup for the experiments performed in an X-ray chamber at the University of Manchester
to study stage SS1 evaporative salinization. The free flow region of influence is shown on top
of the sand column.(b) Simulation setup and schematic representation of the grid. (c) Initial
and boundary conditions.
Primary variable Initial conditions:
Free flow:
Velocity (vg) 0.01 [m/s]
Humidity (xwg ) 0.0062 (20 %)
Temperature (T ) 305.15 K
Porous medium:
Saturation (Sl) 98 %
Salinity (Molal (M)) 3.5 [mol/kg]
Solidity (φsS) 0.0 [-]
Table 6.1: Initial conditions for the porous medium and the free flow used for experiments.
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almost constant, as reported by Rad et al. (2013), the relative humidity and temperature inside
the X-ray chamber could not be controlled precisely. Therefore, the approximate temperature
and relative humidity data provided by Rad et al. (2013) are used for the numerical simulations.
Here, in order to investigate the dependence of the evaporative salinization behavior on the
initial salt concentration, three rounds of evaporation experiments were conducted for sand
columns saturated with 3.5 Molal (M), 4.0 M, and 6.0 M saline-water solution. Further details
on the experimental setup and the cumulative mass-loss measurements are discussed in detail
by Rad et al. (2013). In the following, we perform a numerical modeling of these experiments.
6.1.2 Simulation setup
The two-dimensional simulation setup given in Figure 6.1b replicates the evaporating sand
column in contact with the free-flow in an X-ray chamber. The initial and boundary conditions
for the porous-media sub-domain are shown schematically in Figure 6.1c and are summarized
in Table 6.2. Moreover, as shown in Figure 6.1b, a refined grid is used at the free-flow-porous-
media interface in order to handle the steep gradients in the physical properties and avoid
related numerical issues.
Here, we use the van Genuchten model for capillary pressure-saturation and relative permeability-
saturation relationships. The porous-media properties like porosity (φ0), permeability (K0),
solid thermal conductivity (λS), specific heat capacity (Cp) and the van Genuchten parameter
α˙ and n are presented in Table 6.3. The corresponding citations are also given there. The
values without citation in Table 6.3 are the standard values for the sand and salt (NaCl) used
for experiments by Rad et al. (2013).
As discussed earlier in Section 2.3, during the processes of evaporative salinization, the
precipitated salt covers the top surface of the porous medium, leading to the formation of a salt
crust (see e.g. Nachshon et al., 2011a,b; Rad and Shokri, 2012). This salt crust is reportedly
porous in nature, where the porosity could vary between 1 and 10 % depending on the free-flow
and porous-media conditions, salt-crystal growth and compaction (Nachshon et al., 2011a). In
this validation study, for the sake of simplicity, we restrict the reduction in the porosity due
to salt precipitation to 10 % (i.e., φ0 − φsS ≥ 0.1).
As shown in Figure 6.1b, the free-flow sub-domain Ωff is chosen to be 0.02 × 0.03 [m] in size.
A Dirichlet condition with a parabolic shape is used for the velocity at the left boundary,
where maximum velocity (vmax) is set to 0.01[ms ] at the top boundary and decreases to the
Bravers-Joseph-Saffman slip velocity at the interface with the porous medium. Neumann fluxes
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Domain Variable Initial Boundary
Left Right Top Bottom
porous-media
pg 1 bar
No flow No flow
Coupling (Eq. 3.28)
No flow
Sw or xwg 0.98 [-] Coupling (Eq. 3.37)
Xsw 0.1658 [-] No flow
φsS 0.0 [-] No flow
T 305.15 [K] Coupling(Eq. 3.31)
free-flow
vx 0.01 [m/s] 0.01 [m/s] Outflow Slip BJS (Eq. 3.27)
vy 0 [m/s] 0 [m/s] 0 [m/s] Coupling (Eq. 3.26)
pg 1bar Outflow 1bar Outflow Outflow
xwg 0.0062 [-] Flux (qwg ) Outflow No flow Coupling (Eq. 3.36)
T 305.15 K Flux (qT ) No flow Coupling (Eq. 3.30)
Table 6.2: Summary of the initial, boundary and coupling conditions for the porous-media and free-flow
sub-domains.
Properties Reference value Unit
Porous medium:
φ0 Rad et al. (2013) 0.4 [-]
K0 Shokri and Salvucci (2011) 6.37× 10−12 [m2]
α˙ Shokri and Salvucci (2011) 6.024× 10−4
[
1
Pa
]
n Shokri and Salvucci (2011) 12.18 [−]
λS 5.26
[
W
mK
]
Cp 830
[
J
KgK
]
%sS Rad et al. (2013) 2165
[
Kg
m3
]
Cp,S 629
[
J
KgK
]
Free-flow:
αBJ 1.0 [-]
Table 6.3: Porous-media and free-flow properties for the reference experimental setup
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for energy and humidity at the inlet are determined using the inlet velocity
qwg = (vg%mol,gxwg,ref ) · n, (6.1)
qT = (vg%ghg(Tref )) · n. (6.2)
Here, xwg,ref and Tref are the initial conditions for the mole fraction of water vapor in the gas
phase and the temperature. The initial boundary and coupling conditions for the free-flow sub-
domain are shown schematically in Figure 6.1c and are summarized in Table 6.2. Furthermore,
it must be noted that, in the following validation studies, dissolved salt (i.e. NaCl) is assumed
to be a single component and the simplified equilibrium precipitation approach given by
Equation 3.7 is used to account for salt precipitation.
6.1.3 Discussion of the results
In the following, we firstly discuss the grid convergence analysis for the numerical setup
discussed above. Secondly, we present simulation results for the region directly affected by the
free-flow-porous-media interaction as indicated by the striped region in Figure 6.3a. Thirdly,
as shown in Figure 6.3b, numerical results are plotted along a vertical section at the center of
the porous-media sub-domain. Moreover, for the model validation, we compare the numerical
and experimental results for cumulative water mass loss and salt precipitation.
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Figure 6.2: Grid convergence analysis for the equilibrium salt-precipitation approach during the drying of
the 3.5 [M] saline sand column. Here, the grid resolutions of 10 × 17 (red), 30 × 51 (blue) and
45× 71 (green) are used.
Figure 6.2 presents a grid convergence analysis for cumulative salt precipitation in a sand
column initially saturated with 3.5 [M] saline water. For this purpose, we use several grid
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configurations, of which three are displayed in Figure 6.2, specifically, 10× 17, 30× 51 and
45× 71. The grid convergence analysis shows that the simulation results are grid-independent
for resolutions higher than 30× 51. Therefore, for further simulations, we use a 30× 51 grid
configuration.
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Figure 6.3: (a) Schematic representation of the free-flow and porous-media zones of interaction. The
numerical results for these zones are presented in the following. (b) Vertical section in the
porous-media sub-domain along which simulation results are depicted at different times in
Figure 6.7.
Numerical results for the description of the spatial and temporal evolution of the saline-water
saturation in the porous medium and the mass fraction of the water component in the free-flow
gas phase are depicted in Figure 6.4. The temperature distribution in both the free-flow and
porous-media sub-domains is presented in Figure 6.5, and the solidity (φsS) evolution in the
porous-media sub-domain is illustrated in Figure 6.6.
During the course of evaporation, as shown in Figure 6.4, the water-vapor concentration in the
ambient gas phase along the free-flow-porous-media interface increases initially. Consequently,
the dissolved salt is transported and accumulates at the evaporation front (see Figure 6.7a)
and precipitates as the solubility limit (here, 6.12 M for NaCl at 298.15 K) is reached. Figure
6.6 confirms that up to 18 [h] of evaporation, salt precipitation occurs at the free-flow-porous-
media interface, which according to Nachshon et al. (2011a) is a typical feature of stage SS1
evaporation. Rad et al. (2013) also confirmed that depending on the initial salt concentration,
the transition to stage SS2 was recorded between 19 and 21 [h] (see Figure 6.10).
As shown in Figure 6.6 and Figure 6.8, as a result of higher water-vapor concentration gradient
across the free-flow-porous-media interface near the free-flow inlet, solute redistribution is
observed in the porous-media sub-domain. As a consequence of this, more salt precipitation is
6.1 Validation study for stage SS1 83
observed in the left part of the porous-media sub-domain (Jambhekar et al., 2015). Moreover,
as indicated in Figure 6.6d, in this work, we also simulate evaporation stages SS2 and SS3,
where the porous medium dries out (see Figure 6.4d) and salt precipitation is also observed
within the porous medium. Here, one must take note of the fact that most of the precipitation
takes place at the free-flow-porous-media interface. In order to capture the smallest salt
precipitation in the porous-media sub-domain, we adjust the legend in Figure 6.6 in such a
way that a salt precipitation as small as 1e-4 [g] is visible.
Because of the enthalpy of evaporation, a cooling effect is observed at the evaporation front.
Therefore, in the beginning, cooling is observed at the free-flow-porous-media interface, as
depicted in Figure 6.5b and Figure 6.5c. As soon as the liquid phase disappears, the heat
flux from the free flow to the porous medium warms the free-flow-porous-media interface and
subsequently the porous medium (see Figure 6.5d).
The spatial and temporal distribution of the salt concentration (Xsl ), porosity (φ), permeability
factor ( KK0 ) and capillary pressure (pc) along a vertical section (see Figure 6.3b) in the
porous-media sub-domain are depicted in Figure 6.7. High (close to the solubility limit) salt
concentrations and a reduction in the porosity at the free-flow-porous-media interface in stage
SS1 support the argument of precipitation at the free-flow porous-media interface. After 24
[h] of evaporation, stage SS2 persists, and the drying front invades the porous medium. Here,
corresponding changes in the porosity (φ), permeability factor ( KK0 ) and capillary pressure
(pc) due to salt precipitation within the porous medium in stage SS2 are shown in Figure 6.7b,
Figure 6.7c and Figure 6.7d respectively.
The comparison of the cumulative mass loss of water and dissolved NaCl against the experi-
mental data for initial NaCl concentrations of 3.5 M, 4.0 M and 6.0 M are illustrated in Figure
6.9a and Figure 6.9b. Here, black dotted lines represent the experimental observations and the
color plots are the numerical results. The volume-averaged description on the REV scale used
in this work could not capture fluctuations in the experimental data, which can be related to
1) formation of primary evaporation sites at the fine pores on the sand surface due to
micro-scale heterogeneity. Therefore, during stage SS1, preferential salt precipitation
takes place in the fine pores on the porous-media surface as illustrated experimentally in
Nachshon et al. (2011a); Shokri (2014). During this stage, after the onset of the drying
process, larger pores at the porous-media surface are invaded rather quickly by the
drying front.
2) Spreading of the growing precipitated salt crust from smaller to neighboring larger pores
as indicated by Figure. 9 in Nachshon et al. (2011a). The state-of-the-art REV-scale
model is unable to capture this micro-scale phenomenon.
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(a) 0 [h] (b) 8 [h] (c) 16 [h] (d) 24 [h]
Figure 6.4: Evolution of 3.5 M saline-water saturation during evaporative salinization. The upper part of
the images show the mass fraction of evaporated water vapor in the free-flow gas phase. The
lower part shows the saturation distribution in the top part of the sand column. The same
scale is used to clearly differentiate the results for different times. Between 16 and 24[h], the
sand column top surface dries out completely ( see Figure 6.4c).
(a) 0 [h] (b) 8 [h] (c) 16 [h] (d) 24 [h]
Figure 6.5: Evolution of the temperature in the free flow and porous media for the evaporation of 3.5 M
saline sand column. Because of the water-vapor enthalpy, the porous-media surface cools down
during stage SS1. It warms up again thereafter as the porous medium dries out into stage SS2
due to energy flux from the free flow (24 [h]).
(a) 0 [h] (b) 8 [h] (c) 16 [h] (d) 24 [h]
Figure 6.6: Evolution of the solidity (φsS) for evaporation from 3.5 M saline sand column. During stage
SS1 (till 18 [h]), salt precipitates only on the top surface of the sand column. However, as the
sand column dries out, salt precipitates within the column.
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Figure 6.7: Evolution of the salt concentration (Xsl ), porosity (φ), permeability factor ( KK0 ) and capillary
pressure (pc) for the evaporative salinization in a 3.5 M saline sand column. During stage SS1
(till 18 [h]), salt precipitates only on the top surface of the sand column. However, as the sand
column dries out, salt precipitation is also observed within the column.
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Figure 6.8: Solute redistribution in the porous-media sub-domain (after 13 [h]) related to the preferential
evaporation across the left part of the free-flow-porous-media interface. This preferential
evaporation behavior is governed by the higher water-vapor-concentration gradient across the
free-flow-porous-media interface in this region.
3) minor fluctuations in the free-flow humidity and temperature during evaporation experi-
ments as reported by Rad et al. (2013).
4) possible errors in the determination of mass-loss data during experiments. As discussed
by Rad et al. (2013), these data are generated by processing X-ray images obtained
during experiments, which is also error-prone.
However, from Figure 6.9a and Figure 6.9b, it is clear that the slopes of the cumulative mass-loss
curves obtained numerically are in very good agreement with the experimental observations.
Here, the cumulative salt precipitation is marginally overestimated by the developed model.
These differences are also strongly related to the explanations discussed above.
As shown in Figure 6.9b no salt precipitation is observed for 3.5 M and 4.0 M solutions in the
beginning, followed by a relatively constant salt-precipitation rate for the remaining duration.
On the other hand, for the 6.0 M solution, a constant precipitation rate exists from the
beginning of the evaporation, as the solubility limit (6.12 [M] for NaCl) is reached immediately
after the evaporation start.
Evaporation rates for different initial salt-concentration cases are illustrated in Figure 6.10.
Here, the differences in the evaporation rate between different cases are affected by
1) changes in the saturation vapor pressure due to osmotic potential (ψs) (see Equation
2.30),
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Figure 6.9: (a) Cumulative mass of liquid water reduced by evaporation from the saline sand columns
initially saturated with different concentrations of NaCl solution. The sand columns are
subjected to identical free-flow and porous-media conditions. (b) Corresponding cumulative
NaCl precipitation during evaporation from saline sand columns.
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Figure 6.10: Evaporation rates for 3.5M, 4.0M and 6.0M saline water solutions under identical free-flow and
porous-media conditions. Here, 20H represent 20 % initial relative humidity in the free-flow
gas phase at a temperature of 305.15 K.
2) resistance offered by the precipitated salt to the water-vapor flux from the porous
medium to the free-flow side.
Prior to any salt precipitation in stage SS1 it is observed that, evaporative exchange between
the free flow and the porous medium is only related to the osmotic potential (ψs) dependence
of the saturation vapor pressure. As a consequence of the salt-concentration dependence of
the saturation vapor pressure, for 3.5 M and 4.0 M cases, higher initial evaporation rates are
recorded than for the 6.0 M case. Moreover, fluctuations in the evaporation rate for these
cases are caused by the salt-concentration variation at the evaporation front. Subsequently,
evaporation rates for all cases converge as the salt concentration at the evaporation front
approaches the solubility limit. A further reduction of the evaporation rate is induced due to
clogging caused by the precipitated salt.
Furthermore, towards the end of stage SS1, the precipitated solid-salt crust covers the porous-
media surface completely, resulting in a significant drop in the evaporation rate and conse-
quently a transition to stage SS2. The evaporation-rate profiles in Figure 6.10 confirm that
during simulations stage SS1 exists longer than the experimental duration of 19 [h]. Here,
depending on the initial salt concentration, the transition to stage SS2 takes place between 19
and 21 [h].
6.1.4 Summary: study I
In summary, this validation study illustrates the evolution of the evaporative salinization in
stage SS1 using the developed REV-scale model concept. In particular, we investigate dissolved
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salt transport, precipitation processes using the equilibrium approach, consequent changes in
the porous-media properties, water-vapor flux across the free-flow-porous-media interface and
the cumulative mass loss of water and dissolved salt (NaCl).
A quantitative comparison with the experimental data for cumulative mass loss reveals that
the model can predict the cumulative water loss and salt precipitation in stage SS1 with very
good accuracy. Here, we must mention that the cumulative salt precipitation is marginally
overpredicted by the current precipitation approach. In Section 6.4, a detailed comparison
study is undertaken to compare the equilibrium salt precipitation approach currently used
with the kinetic precipitation approach.
The model also captures the osmotic-potential-dependent decrease in the evaporation rate
in stage SS1. The evaporation dynamics and salt-precipitation behavior observed here are in
accordance with the phenomenological explanations discussed by Nachshon et al. (2011a,b) for
stage SS1. Moreover, it is observed that the qualitative behavior of the saturation, temperature
and mass fraction of water vapor in the free-flow gas phase is very similar to the observations
made by Mosthaf et al. (2011) for pure-water evaporation.
The experimental data used in this section correspond only to stage SS1 of evaporative
salinization. Therefore, in the following, a comparison study is undertaken to rigorously
analyze the performance of the implemented new model concept for all evaporative salinization
stages. This study is published in (Jambhekar et al., 2015).
6.2 Validation study for stages SS1, SS2 and SS3
6.2.1 Experimental setup
Similarly to the previous validation study, the experimental setup in this study consists of a
saline sand column, 0.083 [m] in diameter and 0.153 [m] in height, placed in an environmental
chamber in which the relative humidity and ambient temperature can be accurately controlled.
The free-flow velocity, relative humidity and temperature in the environmental chamber and
the initial porous-media conditions for liquid-phase saturation, salinity and solidity are given
in Table 6.4. The evaporation rate for salinization stages SS1, SS2 and SS3 is determined by
weighing the sand column at different times during the experiment.
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Primary variable Initial conditions:
Free flow:
Velocity (vg) 0.04 [m/s]
Humidity (xwg ) 0.007925 (25 %)
Temperature (T ) 308.15 K
Porous medium:
Saturation (Sl) 98 %
Salinity (Molal (M)) 0.5 [mol/kg]
Solidity (φsS) 0.0 [-]
Table 6.4: Initial conditions for the porous medium and the free flow in the evaporation chamber.
Coupling
Stokes
Darcy
D
iri
ch
le
t f
or
 
,
el
se
 N
eu
m
an
n
D
iri
ch
le
t f
or
 
,
el
se
 o
ut
ﬂo
w
Dirichlet
Ne
um
an
n 
Neumann 
Ne
um
an
n 
Free-ﬂow
Porous medium
0.083 [m]
0.1
53
 [m
]
0.14 [m]
(a)
Free-ﬂow:
Porous medium
(b)
Figure 6.11: (a) Simulation setup and schematic representation of the grid (b) Initial and boundary
conditions.
6.2.2 Simulation setup
The simulation setup for this validation study is shown in Figure 6.11a, and the initial and
boundary conditions for the free-flow and the porous-media sub-domains are exhibited in
Figure 6.11b. The measured initial porosity (φ0) and permeability (K0) for the sand column
are given in Table 6.5. Moreover, the solid-phase thermal conductivity (λS) and specific heat
capacity (Cp), van Genuchten parameters (α˙ and n in Equation 2.14) and Beaver-Joseph
coefficient (αBJ) used here are same as in the previous validation study (see Table 6.3). In
this case study as well, we restrict the reduction in porosity due to solid-salt precipitation to
10 % (i.e., φ0 − φsS ≥ 0.1).
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Properties Reference value Unit
Porous
medium:
φ0 0.38 [-]
K0 7.0× 10−11 [m2]
Table 6.5: Porous-media properties recorded during experiments.
6.2.3 Discussion of results
The evolution behavior of the liquid-phase saturation (Sl), dissolved-salt concentration (Xsl ),
solidity (φsS) and temperature (T ) in the porous-media sub-domain and the mass fraction of
water vapor (Xwg ) and temperature (T ) in the free-flow gas phase is on the same lines as the
previous validation study discussed in Section 6.1.3. Therefore, for the sake of brevity, it is
not discussed again here.
The experimental evaporation rate, indicated by a black line in Figure 6.12, shows a gradual
decrease in stage SS1, i.e. in the first 5 days of evaporative salinization. During this stage,
the top porous-media surface can be partially covered with the precipitated salt and direct
water-vapor exchange with the free flow takes place. The transition to stage SS2 is mainly
caused by
1) drying of the porous-media surface and invasion of the drying front in the porous medium,
2) resistance offered by clogged pores to the water-vapor transport,
3) temporal decrease in the number of continuous liquid pathways connecting the free-flow-
porous-media interface to the wet zones located underneath.
During the experiment, stage SS2 is observed between days 5 and 8 of evaporative salinization.
At the beginning of this stage, the evaporation rate decreases rapidly between days 5 and 6.
In the later part of stage SS2, the free-flow-porous-media interface dries out completely and
the decline in evaporation rate is reduced as the evaporation front invades the porous medium
(see Figures 6.12(G)-(H)). After 8 days, a low evaporation rate governed by the water-vapor
diffusion through the porous medium and the precipitated salt-crust persists in stage SS3.
At the beginning of the numerical simulation, up to 1.8 days, the evaporation rate decreases
in accordance with the experimental observations. This decrease is due to a lowering of the
saturation vapor pressure caused by an increase in the osmotic potential (ψs), evaporative
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Figure 6.12: Comparison of the numerical evaporation rate with the experimental data. We present
the spatial variation of the porosity (φ), salinity (Xsl ), saline-water saturation (Sl) and
permeability factor (K/K0) along the vertical section in the center of the porous medium at
different times. We also show the schematic representation of the state of the drying processes
at these times.
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cooling of the porous-medium surface and reduction in the equilibrium vapor concentration in
the free flow. We support this argument with the numerical results after 1.8 days of evaporative
salinization presented in Figure 6.12 (A). Here, the salinity distribution (Xsl ), saturation (Sl),
porosity (φ) and permeability factor ( KK0 ) along the vertical section at the center of the porous
medium are depicted. From Figure 6.12 (A), it is clear that, after 1.8 days, the salinity at the
evaporation front does not approach the solubility limit (for NaCl) and no salt precipitation is
observed.
However, after 1.8 days of stage SS1, in contrast to the experimental observations, a relatively
constant evaporation rate is observed in the numerical results. Here, the numerical results
show only a marginal decrease in the evaporation rate in response to the reduction of the
saline-water saturation at the free-flow-porous-media interface and a permeability reduction
(due to pore clogging) caused by salt precipitation (schematically shown in Figure 6.12 (F)).
This significant reduction in the surface-saline-water saturation and change in the permeability
factor can also be seen from Figure 6.12(B).
In our state-of-the-art model concept, a variation of the saline-water saturation at the free-flow-
porous-media interface (schematically shown in Figure 6.12 (E-H)) is not observed to influence
the evaporative exchange between the liquid and gas phases. Therefore, as long as a liquid phase
exists at the free-flow-porous-media interface, the air there is assumed to be fully saturated
with water vapor. This enforces a relatively constant water-vapor-concentration gradient, which
consequently results in a similarly constant water-vapor flux across the free-flow-porous-media
interface. This phenomenon needs to be analyzed and discussed in detail.
Moreover, permeability changes due to salt precipitation during stage SS1 can also significantly
influence exchange fluxes between the porous medium and the free flow. In this work, the widely
used Kozeny-Carman approach (see Equation 3.10) is employed to account for the permeability
change. However, Xu et al. (2004) stated that, for salinization applications, a modest reduction
in porosity can lead to a large change in the permeability, which is not efficiently reflected by
the Kozeny-Carman model. Therefore, selecting the correct porosity-permeability model is a
crucial as well as challenging task. Thus, in the work performed together with Zheng (2014),
we compare the different available models for permeability; this is briefly discussed in Section
6.3.
Furthermore, during experiments, in late stage SS1, an eﬄorescent salt-crust development
is observed on top of the porous medium. Nachshon et al. (2011a) mentioned that the
development of such a salt crust can significantly influence the mass exchange between free flow
and porous medium. Therefore, in future, the model should be extended for the development
of the eﬄorescent salt crust to study its influence on evaporation and salinization dynamics.
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Moreover, as discussed earlier, for this validation, we restrict the reduction in the porosity due
to salt precipitation to 10 %. Any further reduction in the porosity will cause a corresponding
permeability change. Therefore, in Section 6.3, we perform a parameter analysis to understand
the influence of minimum salt-crust porosity on evaporation dynamics.
The numerical results presented in Figure 6.12 show the early transition to stage SS2 of
evaporative salinization. This early transition can be related to
1) higher water loss during stage SS1 in comparison with the experiment,
2) underprediction of the changes in the capillary pressure (pc) with the Kozeny-Carman
permeability factor
(
K
K0
)
(see Equation 3.16) used for Leverett scaling.
In stage SS2 of the numerical simulation, in analogy to the experimental observations, a
significant drop in the evaporation rate is observed. Here, the evaporation front invades the
porous medium and the number of the continuous liquid pathways to the free-flow-porous-media
interface decreases over time, which results in a decrease in the evaporation rate. Moreover, as
illustrated in Figure 6.12 (C), a permeability reduction at the free-flow-porous-media interface
due to salt precipitation also reduces the water-vapor exchange with the free flow. During
later stage SS2 (i.e. after 6 days), the numerical results are found to be in good agreement
with the experimental observations.
In stage SS3, a further reduction in the evaporation rate is noticed as the porous medium
dries out as shown in Figure 6.12 (D) and the diffusion length increases with the distance of
the evaporation front from the free-flow-porous-media interface. Here, after 7.5 days, a slight
decrease in the evaporation rate is observed. In this stage, the numerical results are good in
agreement with the experimental observations.
6.2.4 Summary: study II
In summary, this comparison study illustrates saline-water evaporation in stages SS1, SS2 and
SS3 with the developed REV-scale model concept. In particular, we investigate the evolution
of the evaporation rate in these salinization stages. At the beginning of stage SS1, an osmotic
potential (ψs) dependent decrease in the evaporation rate follows the experimental observations.
In later stage SS1, the simulated evaporation rate diverges from the experimental observation
because (1) the current model does not account for the dependence of the evaporation rate on
the saturation of saline water at the porous-media surface; (2) the Kozeny-Carman approach
is unable to capture the porosity-permeability behavior correctly for salinization applications;
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(3) the reduction in the porosity due to salt precipitation is restricted to the minimum of 10
%, which also consequently restricts the potential reduction in the permeability.
The early transition to stage SS2 in the numerical simulations is related to the high evaporative
rate during stage SS1 and the underprediction of the capillary-pressure (pc) reduction by the
permeability factor for Leverett scaling (see Equation 3.16). Moreover, the evaporation rate
for later stage SS2 and stage SS3 is found to be in good agreement with the experimental
observations. Furthermore, it is also observed that small variations in the free-flow, porous-
media and interface properties could significantly influence the evaporation and salt-precipitate
dynamics, which must be investigated. Therefore, a detailed parameter analysis is presented
below.
6.3 Parameter analysis
For the parameter analysis, numerical simulations are carried out for all three stages of
evaporative salinization. The simulation setup used here is discussed in Section 6.2.2. The
results are compared with the reference simulation and the experimental results presented in
Section 6.2.3.
6.3.1 Free flow
In the following, we study the influence of free-flow processes and properties on the drying
rate and salinization dynamics. For this purpose, a variation of the free-flow velocity, humidity
and temperature is considered in a specific range and its consequences are discussed.
Velocity
As per the environmental chamber specifications used for the drying experiments, in order to
maintain constant humidity and temperature, the free-flow velocity in it can vary between
0.01 [m/s] and 0.1 [m/s]. Therefore, it is important to understand the potential influence of
the variation in the free-flow velocity on the evaporation and salinization dynamics.
To analyze this, we perform numerical simulations with different free-flow velocities 0.02 [m/s],
0.04 [m/s] and 0.06 [m/s]. Figure 6.13a presents the evaporation rates for these simulations.
Here, even though a similar trend in the evaporation rate is observed, it is evident that, for
identical free-flow and porous-media conditions, a small variation in the free-flow velocity can
significantly influence the evaporation rate. This influence is predominantly observed in stage
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Figure 6.13: (a) Comparison of the evaporation rates with the experimental data for different free-flow
velocities in the evaporation chamber. (b) Comparison of the corresponding cumulative salt
precipitation during evaporative salinization for the same.
SS1. Related to this, the transition to stage SS2 is also affected. Moreover, from Figure 6.13b,
it is also clear that this variation also influences the salt-precipitation dynamics. Here, the
experimental data for cumulative salt precipitation are not available for comparison.
Relative humidity
As discussed in Chapter 2 and also by Rad et al. (2013); Nachshon et al. (2011b), the relative
humidity of the air in the free flow is one of the most important factors determining the
evaporation demand and can significantly influence the resulting salt precipitation.
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Figure 6.14: (a) Comparison of the evaporation rates with the experimental data for the variation of relative
humidity (RH) in the free-flow region. (b) Comparison of the corresponding cumulative salt
precipitation during the processes of evaporative salinization.
Figure 6.14a shows the numerically determined evaporation rate. Here, in addition to the 25%
relative humidity used for the reference case, we perform simulations for relative humidities
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15%, 20% and 30%. Simulation results presented in Figure 6.14a indicate that the free-flow
relative humidity can largely influence the porous-media drying processes by altering the
evaporation demand. Moreover, as indicated by Figure 6.14b, a variation in the cumulative
salt precipitation is observed for the corresponding variation in the relative humidity. However,
for the range of relative humidity used here, the observed variation in the cumulative salt
precipitation is not significantly large.
Temperature
In addition to the parameters mentioned above, the free-flow temperature can also have a
significant influence on the evaporation dynamics. Moreover, a higher free-flow temperature
also indicates larger energy fluxes for the free flow to the porous media. As the vapor pressure
of saline water is a function of salt concentration and temperature, a higher energy flux from
the free-flow side results in an increased evaporation rate. This can be clearly seen from
the evaporation rates presented in Figure 6.15a. The consequent influence of cumulative salt
precipitation is presented in Figure 6.15b.
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Figure 6.15: (a) Comparison of the evaporation rates with the experimental data for a variation in the
free-flow temperature. (b) Comparison of the corresponding cumulative salt precipitation
during the processes of evaporative salinization.
Moreover, in natural systems, the temperature of the free flow and the porous media often
differ related to the heat input provided by solar radiation and the evaporative cooling at
the free-flow-porous-media interface. The influence of solar radiation on evaporation and
salinization dynamics is addressed in Section 6.3.3.
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Summary: Influence of free-flow
As discussed above, the free-flow velocity, relative humidity and temperature play a critical role
in the determination of water-vapor exchange fluxes from the porous medium and consequently
in the salt precipitation behavior. Together with the free-flow velocity field, they govern
concentration and temperature gradients and thereby the resulting fluxes across the free-flow-
porous-media interface.
6.3.2 Porous-media
In addition to the free-flow, the literature review shows that porous-media processes and
properties can also largely impact evaporation and salinization behavior (e.g. Coussot, 2000;
Nachshon et al., 2011b; Bechtold et al., 2012; Mosthaf et al., 2014). To analyze this, we preform
a detailed parameter analysis in the following.
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Figure 6.16: (a) Comparison of the evaporation rates with the experimental data for the variation of
the porosity of the sand column. (b) Comparison of the corresponding cumulative salt
precipitation during the processes of evaporative salinization.
The simulated evaporation rate and cumulative salt precipitation are presented here for
different initial porosities between 27% and 57%. The porous medium with higher porosity
offers more space for the storage of fluid, i.e. for a given saline-water saturation, more water is
available for evaporation in the porous medium with higher porosity. Therefore, for identical
capillary pressure behavior, this leads to a prolonged stage SS1 for higher porosity cases.
Moreover, porosity also influences the lumped thermal conductivity and the effective diffusivity
of the porous medium (see Equations 3.3 and 3.14). This implies that a higher porosity of
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the sand column will lead to a lower lumped thermal conductivity. Thus, less energy can be
transfered from the gas phase to the porous-medium surface (solid phase) at the evaporation
front. This leads to a rapid evaporative cooling of the porous medium, which results in a
reduction in the evaporation rate in stage SS1 and subsequently to a delay in the transition to
stage SS2.
In addition, in contrast to sand columns with lower porosity, the evaporation rate is higher
for high porosity sand columns in late stage SS2 and stage SS3. This indicates more salt
precipitation as is also depicted in Figure 6.16b. This is related to the availability of more
water for further evaporation due to larger pores and the persistence of higher effective vapor
diffusivity related to higher porosity. Moreover, this also has a strong influence on the slope of
the evaporation-rate curve in stage SS2.
Permeability
As discussed in Chapter 2, permeability is the measure of the resistance that the porous medium
offers to the fluid flow. Therefore, it is important to understand its influence on evaporation and
salinization dynamics. To gain this insight, we perform numerical simulations using intrinsic
permeabilities between 2e-10 [m2] and 2e-12 [m2]. The corresponding evaporation rates and
cumulative salt-precipitaiton data are presented in Figure 6.17a and Figure 6.17b.
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Figure 6.17: (a) Comparison of the evaporation rates with the experimental data for the variation of the
intrinsic permeability of the sand column. (b) Comparison of the corresponding cumulative
salt precipitation during the processes of evaporative salinization.
As shown in Figure 6.17a, the evaporation rates at the beginning of state SS1 have different
slopes related to differences in the mass flux across the free-flow-porous-media interface (see
Equation 3.28). Moreover, as shown in Figure 6.18a, a permeability reduction at the free-flow-
porous-media interface caused by salt precipitation also reduces the exchange flux. This is
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Figure 6.18: Saline-water saturation (Sl) and permeability factor (K/K0) variation in the sand column
along a vertical section at the center of the porous medium (as indicated in Figure 6.12).
The profiles are plotted for different time intervals during evaporative salinization. The green,
blue and red dotted lines for the permeability factor (K/K0) at the top of the domain overlap.
However, here, they are plotted distinct for the sake of better visibility. Solid lines represent
saline-water saturation for different permeability cases.
followed by a relatively constant evaporation rate. During this, the permeability factor for
each case eventually reaches its minimum at the free-flow-porous-media interface; thus, no
further permeability reduction is observed.
As discussed earlier, this behavior is related to the fact that we restrict the reduction in
porosity due to salt precipitation to a minimum of 10% (see Section 6.2.2). Thus, a further
reduction in porosity and permeability is restricted despite additional solid salt accumulation.
Moreover, it is observed that for the constant part in stage SS1, evaporation rates for different
permeability cases are similar.
From Figures 6.18a-c, it is clear that the transition to Stage SS2 is caused because of clogging
of the free-flow-porous-media interface. In this case, e.g. for 2e-12 [m2] intrinsic permeability,
the transition to stage SS2 takes place after 2 days of evaporative salinization, even though
sufficient saline-water saturation is available at the interface for direct evaporation (see Figure
6.18a). Furthermore, for the case of higher permeability, a later transition to stage SS2 is
observed as more salt precipitation is needed to clog the free-flow-porous-media interface. The
corresponding cumulative salt-precipitation behavior for this permeability analysis is presented
in Figure 6.17b.
φ−K relationship
The literature review (e.g., Bernabe et al., 2003; Tsypkin and Woods, 2005; Costa, 2006; Lai
et al., 2014; Balan et al., 2015) indicates that a large amount of experimental and numerical
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work studies the complex relationship between porosity and permeability changes in the porous
medium. The literature study pointed out that obtaining a universal relationship between
permeability and other porous-media variables is a very ambitious task.
One widely used relationship for the permeability evolution is the Kozeny-Carman model (see
Equation 3.10). We use this model to gain all the previous numerical results. However, as
discussed in Section 6.2.3, Verma and Pruess (1988); Xu et al. (2004) indicate that the Kozeny-
Carman approach underpredicts the expected changes in the permeability for salinization
application. Therefore, we analyze different available permeability evolution models from the
literature in Zheng (2014). In the following, we briefly discuss these models and apply them
for the reference simulation case.
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Figure 6.19: (a) Variation of the permeability factor (K/K0) with respect to porosity evolution. (b)
Comparison of the evaporation rates for different porosity-permeability relationships. (c)
Comparison of the cumulative salt precipitation for different porosity-permeability relation-
ships.
1. Verma Pruess (VP): Verma and Pruess (1988) derived a permeability-porosity rela-
tionship from a pore-body-and-throat model, where, the permeability can be reduced to
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zero with a finite porosity (Xu et al., 2012)
K
K0
=
(
φ− φc
φ0 − φc
)2
, (6.3)
where, φc is the value of critical porosity at which permeability goes to zero. A similar
approach is also used by Hommel et al. (2015) to model the permeability evolution in
CO2 storage reservoirs. There, φc = 0.0 was chosen; here, we choose φc = 0.1φ0, and the
maximum reduction in porosity due to salt precipitation is restricted to 20 %.
2. Modified Fair-Harch (FH): As discussed by Lai et al. (2014), the Fair-Hatch model
is derived from dimensional analysis and verified experimentally by Bear (1988). The
modified form of the Fair-Hatch relation is presented by Chadam et al. (1988)
K
K0
=
(
φ
φ0
)3 [(1− φ0)2/3 + E1(φf − φ0)2/3
(1− φ)2/3 + E1(φf − φ)2/3
]2
, (6.4)
where, φf is the minimum allowed reduced porosity due to salt precipitation and E1 is a
constant. Here, for numerical modeling, we use E1 = 1 and φf = 0.1.
3. Tsypkin andWoods (TW): Tsypkin andWoods (2005) proposed a porosity-permeability
relationship for salt precipitation in geothermal applications. They use a parametric
relation for the description of the change in permeability with the mass of precipitated
salt given by
K
K0
= 1− exp(ϑφ)1− exp(ϑφ0) (6.5)
where ϑ is a fitting parameter determined by Tsypkin and Woods (2005). It accounts for
changes in the permeability for different cases, and is normally chosen as 10, 20 or 30.
4. Bernabe´ (BE): Bernabe et al. (2003) presented a simplified relationship for the perme-
ability evolution, where the final permeability is expressed as a power function of the
initial and final porosities
K
K0
=
(
φ
φ0
)ξ
, (6.6)
Bernabe et al. (2003) recommend using ξ = 8 for applications in which pore-geometry
evolutions take place through precipitation processes.
Figure 6.19a displays the evolution of the permeability factor (K/K0) with respect to the
porosity change. Here, the permeability factor for the Verma-Pruss (VP) model is least sensitive
to the porosity change and displays an almost constant gradient with the porosity change. In
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contrast, the Tsypkin and Woods (TW) relationship is observed to be most sensitive to the
porosity change. It shows an exponential decrease of the permeability factor with porosity.
Figure 6.19b depicts the evaporation rate and Figure 6.19c the cumulative precipitated
salt for different permeability models. From these figures, it is clear that all of the above
mentioned porosity-permeability models lead to similar evaporation rates and cumulative
salt-precipitation data. Moreover, it is observed that the Bernabe´ (Bernabe et al., 2003) model
predicts the transition from stage SS1 to stage SS2 marginally better than other models.
However, these differences are not significant enough to claim that the Bernabe´ model has an
advantage over the classical Kozeny-Carman model for this application. Therefore, we decide
to use the Kozeny-Carman relationship for our further analysis. Moreover, in addition to the
parameterized models discussed above, one can also study applicability of the sophisticated
models derived by upscaling from pore to Darcy scale (see e.g. Kumar, 2012; van Noorden,
2009).
Capillary pressure
In this work, we use the van Genuchten model for the description of the capillary pressure-
saturation relationship (see Equation 2.14). The van Genuchten parameters, namely the
grain-size distribution-related shape parameter n and entry-pressure-related parameter α˙ can
influence the nonlinear capillary pressure behavior in a significant manner (Helmig, 1997;
Bear and Barak, 1981). In the following, we analyze their influence on the evaporation and
salinization dynamics. For this purpose, the parameter n is varied in the range between 3 and
12 and the parameter α˙ between 1/800 [1/Pa] and 1/2000 [1/Pa]. The parameter n has a small
value for a relatively uniform pore-size distribution and the parameter α˙ can be approximated
as 1/pd, where, pd is the entry pressure.
Figure 6.20a depicts different entry pressures used here for the parameter analysis. The
corresponding evaporation rate and cumulative salt-precipitation data are presented in Figure
6.20c and Figure 6.20b. The evaporative salinization is observed to be highly sensitive to a
variation of the entry-pressure-related parameter. Here, it can be clearly seen that the entry
pressure plays a significant role in the determination of the duration of stage SS1. A later
transition to stage SS2 is observed for higher entry-pressure cases. Moreover, the entry pressure
is also observed to have a significant influence on the cumulative salt precipitation. More salt
precipitation is observed in the case of higher entry pressure because of the prolonged stage
SS1.
Moreover, the existence of higher capillary pressures at low saturations indicates more water
supply to the free-flow-porous-media interface from deeper parts of the porous medium,
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Figure 6.20: (a) Capillary-pressure saturation curves with different entry pressure values (α˙) used for
parameter analysis. Here, results for values 1/800 [1/Pa], 1/1200 [1/Pa] and 1/2000 [1/Pa] are
presented in addition to the reference case (b) Comparison of the cumulative salt precipitation
during the processes of evaporative salinization (c) Comparison of the evaporation rates for
different entry pressures cases.
resulting in a longer stage SS1. Lower capillary-pressures in the same regions lead to an earlier
transition to stage SS2. This behavior of the capillary-pressure-saturation relationship is mainly
controlled by the shape parameter n. It affects the entire shape of the capillary-pressure curve,
a lower value results in a higher end-point capillary pressure and steeper gradients towards low
saturations. On the other hand, higher value leads to a flatter capillary-pressure saturation
curve. The capillary-pressure saturation curves for different shape-parameter n values are
presented in Figure 6.21a.
The corresponding simulation results for the evaporation rate and cumulative salt precipitation
are illustrated in Figure 6.21c and Figure 6.21b. In this case as well, the evaporative salinization
is observed to be highly sensitive to a variation of the parameter n. Here, it can be clearly seen
that for smaller values of n, the capillary pressure increases sharply at lower saturations. As
discussed above, as a consequence of this a prolonged stage SS1 is noticed. Moreover, because
of the prolonged stage SS1 evaporation, higher cumulative salt precipitation is observed.
In addition, the numerical simulations show that steeper capillary-pressure gradients at lower
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Figure 6.21: (a) Capillary-pressure saturation curves for different shape parameters n for parameter
analysis. Here, results for the shape parameters 6.0 [-] and 9.0 [-] are presented in addition to
the reference case (b) Comparison of the cumulative salt precipitation during the processes of
evaporative salinization (c) Comparison of the evaporation rates for different shape-parameter
cases.
saturations are difficult to handle and often lead to numerical issues. Therefore, to avoid
this, regularization should be applied to the capillary-pressure-saturation function for low
saturations. Moreover, it is important to check that the computed capillary pressure does
not exceed the gas-phase pressure. Otherwise, unphysical negative liquid-phase pressures are
obtained.
As discussed in Mosthaf (2014), Lehmann et al. (2008) applied linearizion to the capillary-
pressure-saturation curve at the inflection point for the determination of the characteristic
length of the evaporation processes. Mosthaf et al. (2014) adapted the van Genuchten model
in DuMux to avoid an undesired rise in the capillary pressure. In the following, we extend this
approach to evaporative salinization application. The capillary-pressure-saturation relations
for different regularization threshold saturations are presented in Figure 6.22a and the corre-
sponding evaporation rate and cumulative salt precipitation are depicted in Figure 6.22c and
Figure 6.22b.
In comparison with the measured evaporation rates, the numerical results indicate that
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Figure 6.22: (a) Capillary-pressure-saturation curves with different saline-water-saturation threshold after
which linearization is applied. Here, results for saturations (Sl) 0.1 [-], 0.2 [-] and 0.3 [-] are
presented in addition to reference threshold of 0.01 [-] (b) Comparison of the cumulative
salt precipitation during the processes of evaporative salinization (c) Comparison of the
evaporation rates using different saturation threshold values for linearization. The evaporative
salinization is observed to be highly sensitive to a variation of the entry-pressure-related
parameter.
regularization does not provide any advantage over the reference simulation. Furthermore, for
regularization cases, the linear extrapolation of the capillary pressure causes an underprediction
of the water supply to the free-flow-porous-media interface and thereby an early transition to
stage SS2.
Salt-crust porosity
Here, we analyze the influence of the minimum salt-crust porosity on the simulated evaporation
rate and cumulative salt precipitation. For this, we choose different minimum porosities of the
salt crust between 1% and 10%. The corresponding simulation results for the evaporation rate
are presented in Figure 6.23a and those for the cumulative salt precipitation are displayed in
Figure 6.23b. For minimum porosity cases of 1% and 5%, the evaporation rates are in good
accordance with the experimental observations in stage SS1. This is related to the further
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reduction in porosity and thereby permeability.
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Figure 6.23: (a) Comparison of the evaporation rates with the experimental data for different values
of the minimum porosity due to salt precipitation. Here, we present simulation results for
the minimum porosity values φmin: 1%, 5% and 10%. (b) Comparison of the corresponding
cumulative salt precipitation during the processes of evaporative salinization.
In addition to this, for the minimum porosity case of 5%, we observed relatively smoother
transition to stage SS2 than the reference case. This is caused by the permeability dependent
reduction of the exchange fluxes between porous medium and free flow. This also results in a
marginally better match in stage SS2. Therefore, we can say that the simulation results for
the minimum porosity case of 5% offers a better match with the experimental data. However,
for the 1% minimum porosity case, a reduction in the permeability due to salt precipitation
in stage SS1 significantly reduces the exchange fluxes. This results in a sharp fall in the
evaporation rate in stage SS2 and transition to stage SS3.
The above parameter analysis, highlights the fact that predicting the transition from Stage
SS1 to SS2 is very complex and depends on the combined effect of different physical processes
potentially capable of influencing the water-vapor flux across the free-flow-porous-media inter-
face. Here, one possible approach to account for the porosity changes due to salt precipitation
is to upscale the salt precipitation processes at the pore scale, also discussed in van Noorden
(2009); Kumar (2012); Bringedal et al. (2015).
Heterogeneity
A sharp contrast in material properties is often observed in natural systems. Thus, in the
following, we analyze evaporative salinization in a porous-media system with a sharp vertical
heterogeneity interface. This analysis is motivated by the work performed by Nachshon et al.
(2011b), where they report higher evaporation rates and a prolonged stage SS1 for a porous
medium with vertical heterogeneity interface than for its homogeneous counterpart.
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(e) Saturation distribution in the heterogeneous porous medium with sand type II on the left (at the free-flow
inlet) and type I on the right (at the free-flow outlet).
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(f) Precipitated salt distribution in the heterogeneous porous medium with sand type II on the left and type I
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Figure 6.24: (a) Vertical heterogeneity setup to analyze the influence of the sharp material contrast on
evaporative salinization (b) Capillary-pressure-saturation (pc − S) profiles for sand types
I and II given in Table 6.6. These are used here for a vertical heterogeneity analysis. (c)
Evaporation-rate curves for different vertical heterogeneity scenarios. (d) Cumulative salt
precipitation for different heterogeneity scenarios. (e) Saturation distribution for case Hetero
II-I (f) Salt precipitate distribution for case Hetero II-I.
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Properties Sand I Sand II Sand III Unit
φ0 0.37 0.44 [-]
K0 7.0× 10−11 7.0× 10−10 [m2]
α˙ 6.02× 10−4 8.70× 10−4 1.70× 10−3
[
1
Pa
]
n 12.18 3.35 12.18 [−]
Table 6.6: Porous-media properties for heterogenity analysis.
The simulation setup used here is same as that used for the earlier parameter analysis, where,
as indicated in Figure 6.24a, there is a sharp vertical heterogeneity interface in the sand
column. The different sands used here are given in Table 6.6 and the corresponding capillary-
pressure-saturation relationships are presented in Figure 6.24b. In the first simulation, Sand II
(see Table 6.6) is placed in the first half (near the free-flow inlet) and Sand I is used in the
second half (near the outlet) (henceforth Hetero II-I). The second simulation is carried out
with Sand I in the first half and Sand III in the second (henceforth Hetero I-III).
In order to be able to model salt precipitation within the porous-media sub-domain and avoid
complete clogging of the free-flow-porous-media interface, 0.5 [M] initial salt concentration
is used. Moreover, in comparison to parameter analysis presented above, we present the
simulation results for 20 days of evaporative salinization. Here, one must note that for both
numerical simulations, sand with higher capillary pressure at lower saturations is placed on
the left side, i.e. close to the free-flow inlet.
Figure 6.24c displays evaporation rates for simulated heterogeneity scenarios and the corre-
sponding cumulative salt precipitation data are presented in Figure 6.24d. From the evaporation
rates, it is clear that the existence of a vertical heterogeneity interface leads to an extended
SS1 stage for both heterogeneity cases, where the evaporation rates in the extended part are
lower than in the first part. Moreover, for case Hetero I-III, the first part of stage SS1 is of
very short duration. This is related to the flat capillary-pressure-saturation behavior of both
Sand I and Sand III.
Furthermore, for the case Hetero II-I, a later transition to stage SS2 is observed than in case
Hetero I-III. This is because of the steep increase in the capillary pressure for Sand II at
lower saturations, which offers further water from deeper parts of the sand column to continue
evaporation at the free-flow-porous-media interface. Consequently, as indicated in Figure 6.24d,
the cumulative precipitated salt for case Hetero II-I is significantly higher than in other cases.
In addition, Figure 6.24e and Figure 6.24f display the saline-water saturation (Sl) and
solidity (φS) distribution in the porous-media sub-domain at different times. During the
course of evaporation, as the free-flow-porous-media interface starts drying, as expected from
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the capillary-pressure-saturation behavior and depicted in Figure 6.24e (for 2 days), more
evaporation takes place from the right part (sand I) of the sand column. However, as the
saline-water saturation at the free-flow-porous-media interface keeps decreasing, the drying
processes shifts from the right to the left part (sand II) of the sand column (see Figure 6.24e).
This can also be postulated from the capillary-pressure-saturation curves in Figure 6.24b.
As a consequence of this, in the initial days, more salt precipitation is observed on top of
the right part of the sand column, and on top of the left part in the later evaporation days.
Moreover, related to lower capillary-pressure, the evaporation front invades the sand column
on the right side. Here, salt precipitation is also observed within the porous medium (after
7 days). Furthermore, in later days (between 10-15 days), evaporation also takes place at
the vertical heterogeneity interface exposed to the invaded gas phase. As a result of this, in
comparison to either sides, more salt precipitation is observed at the heterogeneity interface.
Such behavior is also discussed by Nachshon et al. (2011b).
6.3.3 Interface processes
In this section, we study the influence of the free-flow-porous-media interface processes on
evaporative salinization. In the following, we mainly discuss the influence of the Beavers-Joseph
coefficient for the slip condition and heat fluxes from solar radiation.
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Figure 6.25: (a) Comparison of the evaporation rates with the experimental data for different values of the
Beavers-Joseph coefficient. Here, we present simulation results for the Beavers-Joseph coeffi-
cients 0.05, 5.0 and 10.0. (b) Comparison of the corresponding cumulative salt precipitation
during the processes of evaporative salinization.
In the coupled free-flow-porous-media systems, as discussed in Section 3.3, the Beavers-Joseph
condition is used for the tangential free-flow velocity at the free-flow-porous-media interface.
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Baber et al. (2012) perform a series of numerical simulations for a relatively wide range of
Beavers-Joseph slip coefficients αBJ. Their findings indicate that, even for a wide range of
Beavers-Joseph coefficients, the evaporation rate of pure water is not affected significantly.
Similar behavior is also reported in the work by Sahraoui and Kaviany (1992); Goyeau et al.
(2003).
In line with the literature discussed above, as indicated in Figure 6.25a and Figure 6.25b,
we also observed almost identical evaporation rates and cumulative salt precipitation for a
wide range of Beavers-Joseph coefficients. However, as discussed by Baber et al. (2012), the
Beavers-Joseph condition was originally developed for gas-phase interaction in the free-flow
and porous-medium. Therefore, for multi-phase evaporation systems, it must be described as
a function of surface water saturation. Moreover, for salinization applications, it should also
account for the changes in the porous-media structure due to salt precipitation.
Radiation
2 In nature, solar radiation is one of the most important factors causing evaporation from the
shallow sub-surface. The short-wave radiation from the sun is partly refracted by particles
in the air, partly absorbed in the atmosphere and partly incident on the soil surface. Some
portion of these incident waves is absorbed by the soil and some is reflected in the form of
long-wave radiation.
In the work performed together with Riesterer (2013), the solar-radiation model is integrated
in the numerical framework of DuMux. The trivial way to account for energy flux due to
solar radiation is the Neumann boundary condition at the free-flow porous-media interface.
However, related to the assumption of energy flux and temperature continuity at the interface,
it is numerically advantageous to apply the radiation energy input in the system as volumetric
source/sink term in the first finite volumes below the coupling interface (Mosthaf, 2014).
Riesterer (2013) crosschecked the efficiency of these two approaches by comparing them.
Riesterer (2013) used the radiation model discussed above to simulate pure water evaporation
for both the non-conjugate and conjugate setups discussed in Chapter 2.3. In the following,
we extend this approach to model evaporative salinization. Here, we perform a numerical
analysis to study the influence of different parameters, such as albedo, atmospheric temperature
and solar irradiance, as they strongly influence the net radiation. Moreover, in contrast to
earlier parameter studies, the simulations here are performed only for one day of evaporative
salinization.
2The work presented in this section is an extension ot the work performed by Riesterer (2013) for pure water
evaporation.
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The energy flux due to solar radiation is given as
Rn = S(1− αs)︸ ︷︷ ︸
short-wave radition
+σBεs(εaTa4 − Ts4)︸ ︷︷ ︸
long-wave radiation
, (6.7)
where, S is the solar irradiance, αs the surface albedo, σB the Boltzmann constant, εs the
surface emissivity and εa the atmospheric emissivity. In this work, the influence of the surface
emissivity is neglected as it varies between 0.95 and 0.97 and does not significantly influence
the net radiation (Novak, 2010).
Figure 6.26 presents the simulation domain for this analysis. The porous media sub-domain
is 0.25×1.0 [m] and the free-flow sub-domain 0.5×0.25 [m] in dimension. Here, in order to
analyze the temperature variation over time at different depths from the free-flow-porous-media
interface, a larger domain is chosen deliberately. The boundary and initial conditions are
also shown in Figure 6.26 and the porous-media properties are given in Table 6.7. The initial
conditions for different radiation-related parameters are given in Table 6.8. Moreover, the
parameter range used for analysis is also given in Table 6.8.
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Figure 6.26: Domain setup to analyze the influence of radiation on evaporation and salinization dynamics
Albedo: Figure 6.27a displays the numerical results for different values of the albedo (αs).
It shows that the evaporation rate increases with lower albedo, which is also evident from
Equation 6.7. A lower albedo implies less incident solar radiation is reflected from the porous-
media surface. Therefore, more evaporation takes place related to the increase in incident solar
heat energy uptake.
Moreover, simulations are also performed using the volumetric-water-content (θl) dependent
approximation of albedo presented in Novak (2010). Here, for θl > 0.3, αs = 0.075, for
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Parameter Value Unit
Permeability (K) 2.65× 10−10 [m2]
Porosity (φ) 0.4 [-]
α˙ Shokri and Salvucci (2011) 6.024× 10−4
[
1
Pa
]
n Shokri and Salvucci (2011) 12.18 [−]
λS 5.26
[
W
mK
]
Cp 830
[
J
KgK
]
%sS Rad et al. (2013) 2165
[
Kg
m3
]
Cp,S 629
Table 6.7: Soil properties for radiation-analysis simulation setup Riesterer (2013)
Parameter Value/Range Unit
solar irradiance(S) 600 [ Wm2 ]
soil temperature (Ts) 298.15 [K]
air temperature (Ta) 308.5 [K]
albedo (αs) 0.15− 0.35 [-]
surface emissivity (s) 0.6− 1.0 [-]
atmospheric emissivity (a) 0.6 [-]
Table 6.8: Initial values for radiation analysis
0.2 0.4 0.6 0.8 1.0
Tim e [day]
0
1
2
3
4
5
E
va
p
.R
a
te
 [
m
m
/d
a
y]
(a)
0.0 0.2 0.4 0.6 0.8 1.0
Tim e [day]
10-2
10-1
100
101
102
cu
m
u
la
ti
ve
 s
a
lt
 [
g
]
albedo 0.0
albedo 0.35
albedo 0.25
albedo 0.15
no radiat ion
(b)
Figure 6.27: (a) Evaporation rates for different values of albedo. (b) Cumulative salt precipitation for
different values of albedo.
0.3 ≥ θl ≥ 0.04, αs = 0.1846 − 0.3654(θl) and for θl < 0.04 αs = 0.17. For this approach,
the albedo value is observed to be slightly below 0.15 and get closer to it towards the end
of the simulation. Figure 6.27b shows the cumulative salt precipitation for different albedo
cases. Here, the differences are related to initial evaporation hours. In the later part of the day
constant slope is observed for all cases.
Atmospheric emissivity: Figure 6.28a shows the evaporation rates for different atmospheric
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emissivities. Here, we present the numerical simulation results for an atmospheric emissivity
varying between 0.6 and 1.0. In addition to this, a simulation is performed using the atmospheric
emissivity model presented by Wilfried (1982). Here, the atmospheric emissivity is dependent
on the atmospheric temperature and saturation vapor pressure
εa = 1.24
(
psat
Ta
) 1
7
. (6.8)
In comparison with the no-radiation case, an increase in the evaporation rate is observed with
atmospheric emissivity. For the Wilfried (1982) model, the evaporation rate and cumulative
salt precipitation are very close to the results for atmospheric emissivity 1.0. This implies that
the calculated values for atmospheric emissivities using this model are close to 1.0.
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Figure 6.28: (a) Evaporation rates for different values of atmospheric emissivity. (b) Cumulative salt
precipitation for different values of atmospheric emissivity.
Diurnal change of solar irradiance: In order to model the evaporation rate and salinization
over the course of a typical day, the following models are used for solar irradiance and
atmospheric temperature (Yamanaka et al., 1998)
S = 800cos
(
2Π(τ + 12)24
)
, (6.9)
Ta = 36 + 4cos
(
2Π(τ + 10)24
)
, (6.10)
where τ = is the local standard time [h]. Moreover, the model for solar irradiance is valid
between 6:00 am and 6:00 pm. Solar irradiance is assumed to be zero between 6:00 pm and
6:00 am.
It is assumed that the sun rises at 6:00 am and sets at 6:00 pm. The solar irradiance has a
maximum of 800
[
W
m2
]
which, after taking the albedo into account, leads to a maximum of
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Figure 6.29: (a) Evaporation rates for diurnal change in the solar irradiance and atmospheric temperature.
(b) Cumulative salt precipitation for diurnal change in the solar irradiance and atmospheric
temperature.
600
[
W
m2
]
. Here, the albedo and the atmospheric emissivity are calculated using the above
mentioned equations.
Figure 6.29a displays the evaporation rate for the diurnal change in the heat supply from solar
radiation. It is clear that between 6:00 am and 6:00 pm, the evaporation rate first increases
and reaches its peak at around 2:00 pm. This is related to increasing solar irradiance and the
atmospheric temperature. After 2:00 pm, the solar irradiance and atmospheric temperature
start decreasing and consequently, as shown in Figure 6.29, so do the evaporation and salt
precipitation rate.
Moreover, Figure 6.30 illustrates the temperature distribution along cross sections of the porous
medium at different depths from the free-flow-porous-media interface. Here, it is observed that
the porous-media temperature increases till 2:00 pm with the energy source due to incident
radiation. After this, due to reducing energy source and further evaporative cooling, the
temperature drops again. Here, as shown in Figure 6.30(a), significant temperature changes
are noticed close to the free-flow-porous-media interface in comparison to the deeper sections.
Moreover, in Figure 6.30(a), a lower temperature close to the left corner of the interaction
region is the signature of enhanced evaporative cooling in this region. Such behavior of the
temperature is not observed in deeper sections of the porous medium (see e.g. Figure 6.30(b)).
In future, a comparison with experimental data is strongly recommended to validate the
implemented radiation model.
6.3.4 Summary:Parameter analysis
The parameter analysis discussed above highlights the fact that the evaporation dynamics
and salinization patterns are very sensitive to different parameters and processes in the free-
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Figure 6.30: Temperature distribution along different cross sections at verious depths from the free-flow-
porous-media interface.
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flow part, porous-media sub-domain and the interface between them. Therefore, it is very
important to understand their consequences to study evaporation and salinization processes
in the shallow subsurface. In addition to this, multiple salts coexist in saline solutions found
in natural hydrogeochemical systems. Therefore, in the following, we apply the developed
reactive-transport and salt-precipitation approach to analyze evaporative salinization processes
in such systems.
6.4 Reactive precipitation approach
As discussed earlier in Chapter 4, different types of salt, such as NaCl, NaI, KCl, KI, CaSO4,
are generally found in a natural hydrogeochemical system, where the dissolved salts exists
in the form of dissociated ionic species, e.g. Na+, Cl−, I−, K+, Ca2+ and SO2−4 . Numerical
modeling of such hydrogeochemical systems requires a description of the reactive transport of
the individual ionic species, and interactions between them can significantly influence both
evaporation and salinization dynamics. Moreover, geochemical processes in such flow systems
are predominantly driven by the feedback between precipitated salt and the local composition
of the surrounding fluid phase.
In order to describe the precipitation dissolution processes in such hydrogeochemical systems,
a generalized reactive precipitation approach is presented in Chapter 4. In the following, we
firstly apply this new approach to model the reactive transport of ionic species Na+, Cl−
and the consequent salt precipitation in a drying sand column. In addition, to validate the
model, we again use stage SS1 cumulative salt precipitation and water-mass-loss data provided
by Rad et al. (2013). Secondly, in Section 6.4.2, we extend the developed reactive-transport
and precipitation approach to model precipitation in a mixed-salt system. For this numerical
analysis, we assume NaCl and NaI to be the dissolved salts in the liquid phase. Moreover, for
these cases, we undertake a numerical analysis using both equilibrium and kinetic precipitation
approaches.
6.4.1 Numerical experiments
In the following, we present the numerical results for NaCl precipitation obtained using both
equilibrium and kinetic reaction assumptions. Moreover, we also discuss the advantages and
limitations of these approaches. The simulation setup used here is already discussed in Section
6.1. However, in contrast, here we must consider initial and boundary conditions for the
conservation of individual dissolved ionic species, namely Na+ and Cl− as given in Table 6.9.
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Domain Variable Initial Boundary
Left Right Top Bottom
porous-media
pg 1 bar
No flow No flow
Coupling (Eq. 3.28)
No flow
Sw or xwg 0.98 [-] Coupling (Eq. 3.37)
xNa
+
w 0.0668 [-] No flow
xCl
−
w 0.1030 [-] No flow
φsS 0.0 [-] No flow
T 303.15 [K] Coupling(Eq. 3.31)
free-flow
vx 0.01 [m/s] 0.01 [m/s] Outflow Slip BJS (Eq. 3.27)
vy 0 [m/s] 0 [m/s] 0 [m/s] Coupling (Eq. 3.26)
pg 1bar Outflow 1bar Outflow Outflow
xwg 0.0079 [-] Flux (qwg ) Outflow No flow Coupling (Eq. 3.36)
T 303.15 K Flux (qT ) No flow Coupling (Eq. 3.30)
Table 6.9: Summary of initial, boundary and coupling conditions for the porous-media and free-flow
sub-domains.
Equilibrium approach
Here, we apply the equilibrium approach to model NaCl precipitation dynamics and compare
the simulation results with the experimental data. As discussed in Chapter 4, the equilibrium
condition implies immediate precipitation (i.e., m˙T  m˙R), as the dissolved salt concentration
exceeds its solubility limit. For this approach, salt precipitation qκ ∀ κ ∈ {Na+,Cl−} is given
as
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Figure 6.31: Grid convergence analysis for the equilibrium salt precipitation approach during drying of
3.5 [M] saline sand column. Here, the grid resolutions of 10 × 17 (red), 30 × 51 (blue) and
45 × 71 (green) are used.
qS =
∑
κ
qκ = kpφSl%mol,l
∑
κ
|xκmax,l − xκl |, (6.11)
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where xκmax,l refers to the solubility limit mole fraction of dissolved ionic species (e.g., Na+ or
Cl− in NaCl) and kp, the precipitation-rate constant is unity.
Figure 6.2 shows the grid-convergence analysis for cumulative salt precipitation. For this, we
used several different grid configurations of which three i.e. 10 × 17, 30 × 51 and 45 × 71,
are presented. The grid-convergence analysis highlights the fact that the simulation results
for cumulative salt precipitation are grid-independent for resolutions higher than 30 × 51.
Therefore, for further simulations, we use 30× 51 grid.
Figure 6.32a and Figure 6.32b display the simulation results for the cumulative mass loss of
water and cumulative salt precipitation respectively for 3.5 [M], 4.0 [M] and 6.0 [M] solutions
under identical free-flow and porous-media conditions. Here, the black dotted lines represent
experimental observations and the colored plots are the simulation results. This comparison
clearly shows that the simulated cumulative water loss and cumulative salt precipitation are
convincingly in agreement with the experimental observations.
The differences between the simulation and experimental results are related to:
1) minor fluctuations in the free-flow temperature and humidity in the X-ray chamber
during the experiments as reported by Rad et al. (2013), which are not accounted for by
the current model concept,
2) marginal water ponding on top of the porous medium at the beginning of the experiment
which cannot be explicitly considered during the numerical modeling,
3) inaccurate scaling of the porous-media intrinsic permeability and change in the capillary-
pressure by the Kozeny-Carman relationship for porosity-dependent permeability update.
4) possible experimental errors in the image analysis of the X-ray CT data.
Furthermore, as indicated in Figure 6.32b, the simulated cumulative salt precipitation during
early evaporation hours differs from the experimental observations to a small extent, especially
for the 3.5 [M] and 4.0 [M] cases. This behavior is related to the formation of preferential
evaporation and salt precipitation spots at the fine pores on the micro-scale. Such micro-scale
effects are, however, not captured on the volume-averaged REV scale. Here, related to the
averaged description, salt precipitation is first observed when the salt concentration for the
complete REV approaches its solubility limit.
As discussed above, the reactive-transport and equilibrium-precipitation approach convincingly
predict the cumulative NaCl precipitation and cumulative water loss during evaporative
salinization. Moreover, the simulation results presented above differ marginally from the
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(a) Cumulative mass of water.
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(b) Cumulative NaCl precipitation.
Figure 6.32: Precipitation of a single dissolved salt based on the equilibrium assumption. Here, Figure (a)
shows the cumulative mass loss of water by evaporation from the saline sand columns, initially
saturated with different concentrations of NaCl solution. The sand columns are subjected
to identical free-flow and porous-media conditions. Figure (b) displays the corresponding
cumulative NaCl precipitation.
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equilibrium approach discussed in Section 6.1.3. This divergence is related to the differences
in the model concept and the conservation equations used for the porous-media sub-domain.
For the existence of multiple ionic species in a natural system, as discussed in Section 4.5, it
is rather difficult to justify the assumption of equilibrium precipitation, and the generalized
kinetic approach should be employed. Therefore, in the following, we employ and analyze the
kinetic approach for NaCl precipitation dynamics.
Kinetic approach
Here, we use the kinetic approach given by Equation 4.14 to model and analyze NaCl
precipitation in a coupled free-flow-porous-media system. The simulation domain, discretization
grid, initial condition and boundary conditions for the free-flow and the porous-media sub-
domains are identical to earlier equilibrium case. For the kinetic precipitation approach, to
the best of our knowledge, the precipitation kinetics is poorly characterized for many salts
(here, NaCl), and parameters such as precipitation rate constants kn and exponents θ and η
are not available at hand.
Parameters Guess1 Guess2 Guess3 Guess4 Guess5 Guess6
kn 1.0 1e-3 6.5e-6 1.0 1e-3 6.5e-6
θ 1.0 1.0 1.0 1.0 1.0 1.0
η 1.0 1.0 1.0 1.3 1.3 1.3
Table 6.10: Guess values for the fitting parameters of kinetic precipitation-dissolution model given by see
Equation 4.14.
Therefore, in this section, we first calibrate the kinetic precipitation model against experimen-
tally observed NaCl precipitation by Rad et al. (2013) to find appropriate values of kn, θ and
η. In the following, numerical simulations are performed using guess values for kn, θ and η
given in Table 6.10, and inspired form the literature e.g., Xu et al. (2012). As illustrated in
Table 6.10, in this work, we use three different precipitation rate constants kn in combination
with two values for the fitting parameter η. The value for parameter θ is kept unity (Xu et al.,
2012).
Simulation results for the kinetic precipitation approach using different combinations of kn and
η are presented in Figure 6.33. Figure 6.33a displays that the cumulative water loss for all the
simulations is excellent in agreement with the experimental observations. Figure 6.33b points
out that the salt precipitation dynamics is significantly dominated by the kinetic precipitation
rate constant kn, moreover, the exponent η influences the shape of the plot.
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(a) Cumulative mass of water.
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(b) Cumulative NaCl precipitation.
Figure 6.33: Precipitation of a single dissolved salt based on the kinetic approach. Here, Figure (a) shows
the cumulative mass loss of water by evaporation from the saline sand columns, initially
saturated with different concentrations of NaCl solution. The sand columns are subjected
to identical free-flow and porous-media conditions. Figure (b) displays the corresponding
cumulative NaCl precipitation.
The comparison for cumulative salt precipitation in Figure 6.9b, identifies that for the Guess
2 and Guess 5 in Table 6.10, the numerical results are in excellent agreement with the
experimental observations.
6.4.2 Extension to mixed salt precipitation
In this section, we present a numerical case study, where we apply the developed kinetic
precipitation model for mixed-salt precipitation. The two-dimensional simulation setup for this
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case is shown in Figure 6.34. The porous-media sub-domain is 0.25 × 0.25 [m] and the free-flow
sub-domain is 0.4 × 0.2 [m]. For the grid-convergence analysis, three different configurations,
namely 15 × 26, 30 × 51 and 35 × 61, are used for the complete coupled free-flow porous-media
system with refinement at the free-flow-porous-media interface. The boundary conditions
for the free-flow and porous-media sub-domains and the initial conditions for the free-flow
sub-domain are the same as in the earlier simulation setup discussed in Section 6.1.2. The
initial conditions for the porous-media sub-domain are discussed in the following.
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Figure 6.34: Simulation setup for mixed-salt precipitation in a coupled free-flow porous-media system
with a grid configuration of 30 × 51.
Here, in the porous-media sub-domain, in addition to Na+ and Cl−, the reactive transport
of the ionic species I− is considered. Initially, the porous-media sub-domain is assumed to
be 98 % saturated with saline water containing dissolved NaCl and NaI, 1.0 [M] of each, i.e.
the initial condition of the primary variables Na+, Cl− and I− is 2.0 [M], 1.0 [M] and 1.0
[M] respectively. The initial conditions for the other primary variables in the porous-media
sub-domain are same as in the earlier simulation setup (see Section 6.1.2). In comparison with
the earlier simulations, a larger simulation domain and lower initial salt concentration are
chosen in this case: (1) to model evaporative salinization for longer durations and (2) to avoid
complete clogging of the free-flow-porous-media interface due to precipitated salt.
The precipitation rate constant kn and the fitting parameters θ and η for NaCl are taken from
the earlier simulation study. However, these parameters for NaI are not available, therefore,
as shown in Table 6.11, we start with the same parameter values as for NaCl precipitation.
Numerical simulations are performed for 15 days of evaporative salinization. In the following,
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we study and analyze the numerical results for the reactive transport of Na+, Cl− and I− and
the precipitation of NaCl and NaI under both equilibrium and kinetic conditions.
Parameters NaCl NaI
kn 1e-3
θ 1.0
η 1.3
Table 6.11: Guess values for the fitting parameters of kinetic precipitation-dissolution model (given by see
Equation 4.14).
Figure 6.35 shows the grid-convergence analysis for cumulative NaCl precipitation in a mixed-
salt system. Here, the grid-convergence analysis highlights the fact that the simulation results
for cumulative salt precipitation are grid-independent for resolutions higher than 30 × 51.
Therefore, for further simulations, we use a 30 × 51 grid. Moreover, in Figure 6.35, the
cumulative NaCl precipitation for the equilibrium-precipitation approach is also presented. It
is observed that equilibrium approach is in good agreement with the kinetic approach for salt
precipitation.
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Figure 6.35: Grid-convergence analysis for the mixed-salt precipitation approach during the drying of the
saline sand column. Here, simulation results for cumulative NaCl precipitation are presented.
For this analysis, grid resolutions of 15× 26 (green), 30× 51 (red) and 35× 61 (blue) are used.
In addition, mixed-salt precipitation under the equilibrium assumption is also illustrated for
a grid resolution of 30 × 51 (magenta).
During the course of evaporative salinization, the water-vapor concentration in the ambient
free-flow gas-phase along the free-flow-porous-media interface increases due to water-vapor
exchange with the porous medium. Consequently, dissolved salt is transported towards the
free-flow-porous-media interface and accumulates at the evaporation front. As a result, the
activity of each ionic species, namely [Na+], [Cl−] and [I−], increases at the evaporation front,
causing NaCl and NaI precipitation, provided that the saturation index for the corresponding
salt species, i.e., ΩNaCl and/or ΩNaI, exceeds unity.
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Figure 6.36: Simulation results for (a) Saline water saturation, (b) NaCl solidity (φNaCl) and (c) NaI
solidity (φNaI) after 13 days of evaporative mixed salinization.
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Figure 6.37: (a) Pore volume occupied by precipitates of NaCl and NaI and (b) Cumulative precipitation
of salt, during evaporative salinization of a sand column exposed to ambient free-flow.
Figure 6.36 shows the simulation results for the saline-water-saturation distribution, and the
pore space occupied by precipitated NaCl and NaI after 13 days of evaporative mixed-salt
precipitation. Here, we present the simulation results in the region directly affected by the
free-flow-porous-media interaction, as indicated by the striped region in Figure 6.36a. Figure
6.36b and Figure 6.36c point out that, during evaporative salinization, most of the salt
precipitates near the free-flow-porous-media interface, which according to Nachshon et al.
(2011a); Jambhekar et al. (2015) is a typical feature of stage SS1 salinization. Here, for the
given kn, θ and η in Table 6.11, Figure 6.36b and Figure 6.36c indicate that the NaI solidity
(φNaI) is likewise the NaCl solidity (φNaCl). This behavior is also consistently observed in
Figure 6.37a. Figure 6.37b displays the cumulative mass precipitation for NaCl and NaI during
evaporative salinization. Here, related to the higher molal mass of NaI, the cumulative mass
of solid NaI > NaCl.
However, based on the phenomenological explanations discussed by Nachshon et al. (2011a),
a delay in the initiation of NaI precipitation is expected. This delay can be clearly seen in
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Figure 6.37a and Figure 6.37b, taking into account that same precipitation rate constant and
exponents are used for these cases. In Figure 6.38, the saturation indices (Ω) are plotted along
a vertical section at the top of the porous-media sub-domain after 1, 7 and 14 days. Here, the
early start of NaCl precipitation can also be predicted from the faster increase of ΩNaCl in
comparison with ΩNaI locally along the porous-media depth.
0 2 4 6 8
0.2
0.21
0.22
0.23
0.24
0.25
NaCl−1 [day]
NaCl−7 [days]
NaCl−14 [days]
NaI−1 [day]
NaI−7 [days]
NaI−14 [days]
Free-ﬂow
Porous medium
Figure 6.38: Comparison of the saturation index Ω for NaCl and NaI in the saline water containing ionic
species Na+, Cl− and I−. The values are plotted in the top 0.05 [m] of the porous-media
sub-domain. Here, the solid lines are the saturation index for NaCl (ΩNaCl) and the dotted
lines are the saturation index for NaI (ΩNaI).
The concentration distribution of the dissolved ionic species in the top section (0.2 [m]-0.25 [m])
of the porous medium after 1, 7 and 14 [days] of evaporation are shown in Figure 6.39. Here,
because of NaCl and NaI precipitation, a significant decrease in the Na+ and Cl− concentration
is observed at the free-flow-porous-media interface. However, despite NaI precipitation, the I−
concentration keeps increasing at the evaporation front. This indicates further potential NaI
precipitation for longer drying durations.
From the above discussion, it is clear that the developed new model concept is capable of
modeling ionic-species transport and kinetic mixed-salt precipitation in a coupled free-flow-
porous-media system. For this scenario, we initially assumed the same kinetic precipitation rate
constant for NaCl and NaI. In the following, we want to perform an analysis of the sensitivity
of NaI precipitation dynamics in a mixed-salt system to its precipitation rate constant (kNaI).
Figure 6.40 exhibits the cumulative salt precipitation evolution for kinetic NaI precipitation
rates 1e-3, 1e-7, and 1e-10. Here, the same precipitation behavior is observed for kNaI 1e-3
and 1e-7. However, the precipitation dynamics largely changes for kNaI = 1e-10. In this case,
a significant delay in NaI precipitation (approximately 1 day) is observed.
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Figure 6.39: Concentration distribution of different ionic species ( (a) Na+, (b) Cl+ and (c) I−) in the
saline water along a vertical section in the top region (0.2 - 0.25 [m]) of the porous-media
sub-domain. The concentration distribution is plotted after 1 [day], 7 [days] and 14 [days] for
each ionic species.
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Figure 6.40: Comparison of the salt precipitation of NaCl and NaI for different kinetic precipitation rate
constants (kNaI) for NaI. Here, the kinetic precipitation rate constant (kNaCl) for NaCl is
kept constant.
For a better prediction of the NaI precipitation-rate constant, the new kinetic model must
be validated against experiments. The obtained rate constant can be further used in a mixed
salt system, to acquire a better understanding of the influence of inter-ionic interactions on
NaCl-NaI-precipitation dynamics. Furthermore, the delay in the initiation of NaI precipitation
can also be validated by comparison with NaCl-NaI precipitation experiments.
6.4.3 Summary: study III
The coupled free-flow-porous-media interaction model for evaporation-driven reactive transport
of salt and precipitation under both equilibrium and kinetic conditions is presented. The
numerical results for NaCl precipitation under both equilibrium and kinetic assumptions are
in excellent accordance with the experimental data.
Moreover, the model extension to a mixed-salt precipitation scenario offers promising outcomes
and simulation results are noted to be in good accordance with phenomenological explanations.
However, it is important to note that for kinetic precipitation, the rate constant kn and
fitting parameters are usually not available, and must be determined explicitly for each salt. In
addition, to gain a better understanding, a model validation with NaI precipitation experiments
must be undertaken in the near future. This should also help to improve the model for the
mixed-salt (NaCl-NaI) scenario.

7 Summary and outlook
7.1 Summary
This thesis focuses on the development of a comprehensive and robust model to study and
analyze evaporative salinization in the shallow sub-surface. The developed model allows detailed
description of the physical processes in both the free flow and porous medium. The model
is able to capture the interaction physics at the conjugation interface between multi-phase
compositional models used for the porous medium and the single-phase compositional model
for the free flow in a comprehensive manner. For this, the coupling concept for exchange of
mass, momentum and energy between the porous medium and the free flow is developed.
We used the model concept proposed by Mosthaf et al. (2011) for pure water evaporation
as the starting point of this work. Firstly, we developed a porous-media model concept to
describe dissolved salt transport and salinization during the drying process. The developed
REV-scale porous-media model is then coupled which the free-flow to analyze the influence of
free-flow and interaction processes on evaporation and salt precipitation dynamics. Secondly,
the coupled model is extended to describe reactive transport of dissolved ionic species and
chemical reactions based models are used to account for the salt precipitation processes. Here,
for reactive salt precipitation both equilibrium and kinetic reaction based approaches are
used. Thirdly, the reactive transport and precipitation model is extended for the mixed salt
precipitation, which is normally observed in natural hydrogeochemical systems.
For this work, evaporative salinization experiments are performed by Rad et al. (2013) from
the research group of Nima Shokri at the University of Manchester. Their experimental data is
used as a basis for the validation of the newly developed model concept. During validation, we
primarily focused on the evaporation dynamics of the saline water and dissolved-salt transport
and precipitation processes.
The model is developed in a generic from for a two-phase n-component system and implemented
in the numerical framework of DuMux. Here, for practicality and simplicity reasons mole
fraction based conservation equations are newly implemented. Due to this, in addition to
salinization application presented in this work, the developed generic model is also partly used
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in the work of Baber (2014) for PEM cells modeling, current extension of the work of Mosthaf
(2014) and for bio-mineralization modeling work presented by Hommel et al. (2015).
The first numerical validation is carried using the simplified model to study stage SS1 of
evaporative salinization. Here, the dissolved salt (NaCl) is assumed to be a single component
and equilibrium salt precipitation is assumed. Thus, during evaporation salt precipitation
is expected immediately as the dissolved salt in the solution reaches its solubility limit. For
this validation study, the simulation results are found to be in excellent agreement with
experimental observations.
This simplified model is then used for modeling all stages of saline water evaporation. It
is observed that the model can accurately predict the evaporation dynamics in early SS1
stage and SS3 stage. However, it diverges from the experimental observation in late SS1
stage and during transition to stage SS2. Therefore, a details parameter analysis is carried
out to understand the influence of free-flow, porous-media and interface on evaporation and
salinization dynamics. This parameter analysis highlighted that the variation in individual
parameters or processes in the free-flow, porous-medium or its interface can largely influence
evaporation and precipitation behavior.
Moreover, to apply the developed model to a rather natural hydrogeochemical system. Transport
of individual dissolved ionic species (e.g., Na+, Cl−) is modeled. Here, to account for salt
precipitation processes, two different possible reaction based approaches are used, namely,
the equilibrium and the kinetic reaction approach. The fundamental concepts required to
understand theses approaches and reactive transport are also discussed.
These approach are first validated against the NaCl transport and precipitation date provided
by Rad et al. (2013). Here, both equilibrium and kinetic precipitation models are found to
be in good accordance with the experimental observations. Furthermore, for the mixed salt
precipitation scenario, the simulation results are in line with the phenomenological explanations
discussed in Nachshon et al. (2011b). Here, due to unavailability of data the precipitation
rate consent for NaI was chosen to be same as NaCl. Parameter analysis show substantial
differences in the cumulative salt precipitation for divergence of the NaI precipitation rate
constant from that NaCl. This must be analyzed in detail in the future.
Thus, we conclude that the developed model concept in this work offers a comprehensive and
robust framework to model dissolved salt transport and precipitation processes in the drying
shallow sub-surface. Moreover, validation studies indicate that the developed model is very
good for analyzing reactive transport and precipitation processes in the mixed salt systems.
Thus, the developed generic model concept can be used for various salinization applications
where salt precipitation is observed at the interface between free-flow and porous-madium.
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Furthermore, extension of the state-of-the-art model to describe precipitation of salt hydrates
is straight forward and is being carried out in a parallel research project.
The numerical results presented in this work can be reproduced using the our numerical model
publised in Dumux-pub. It provides anonymous read access. The required DUNE versions and
external softwares are also listed in a README file inside. Further details about DuMux can
be obtained from www.dumux.org.
7.2 Outlook
The developed model concept is used to describe evaporation dynamics and its influence on
salinization behavior in the shallow sub-surface. In this work, for simplicity, we focus on Stokes
flow in the free flow part. However, in nature, high-velocity turbulent flow and boundary-layer
formation is often observed to control evaporation dynamics. Thus, in line with the work of
Fetzer et al. (2015), the turbulent free-flow model and appropriate boundary-layer description
should be used in the free-flow sub-domain to analyze its influence on salinization dynamics.
Moreover, the roughness and topography of the free-flow-porous-media interface can also
significantly influence evaporation dynamics (Fetzer et al., 2015; Haghighi and Or, 2015b).
This will also definitely impact salinization behavior and must be analyzed in detail.
In addition, Mosthaf et al. (2014) discussed that surface water saturation can largely influences
the evaporation of pure water in Stage S1. Moreover, Shahraeeni et al. (2012) stated the
evaporation rate for a pore can drastically change depending on availability of water. Thus,
evaporation from the smaller pore can compensate for the neighboring drying pores. For taking
into account the effect of interface water saturation, Mosthaf et al. (2014) used the Schlünder
concept (Schlünder, 1988) presented in Shahraeeni et al. (2012). Here, Mosthaf et al. (2014)
determined the mass-transfer coefficient across the boundary layer, which is dependent on the
surface water saturation and boundary layer thickness. To analyze the influence of surface
saline water saturation on evaporation and salinization dynamics, it is highly recommended to
extend the model from Mosthaf et al. (2014) for salinization application. Moreover, a mass
transfer coefficient model should also be developed for laminar slow free flow scenarios.
From the literature review and the results presented in this work, it is observed that the
development and growth of the salt crust during evaporative salinization have a significant
impact on further evaporation and salt precipitation. Moreover, the evolution of the salt crust
properties like porosity and permeability is not well understood and hardly discussed in the
literature. Therefore, developing a better understanding of the evolution of these properties is
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very important for the future progress. This should also help to predict the evaporation and
salinization dynamics with further accuracy.
Moreover, it is observed that atmospheric radiation also has a strong impact on the saliniza-
tion pattern. A validation study for the radiation model must be undertaken in the future.
Furthermore, the model for reactive transport and precipitation should also be benchmarked
with the available sophisticated hydrogeochemistry codes, like HP1 (Simunek et al., 2006) and
UNSATCHEM (Rasouli et al., 2013). In addition to this, the validated model for dissolved
salt transport and precipitation presented in the work can be directly extended to salinization
application in the field of building physics, where the interaction of building facades and the
surrounding air and atmospheric radiation is very significant.
Furthermore, for a mixed-salt precipitation scenario, the developed model should be validated
against experimental observations. However, for this, the availability of precipitation data for
a mixed-salt system is the primary bottleneck. Therefore, first experiments should be carried
out for a mixed-salt precipitation scenario. The experimental data can be used to validate and
further improve the mixed-salt precipitation model. This model can also be used for multi-salt
precipitation scenario (e.g., NaCl, KCl, CaSO4, CaSO4.2H2O etc.).
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