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TECHNIQUES TO TWO PROBLEMS IN
COMPUTATIONAL BIOLOGY
Chen Wei, M.Sc.
National University of Singapore, 2004
Supervisor: Dr. Sung Wing-kin
Computational biology is one of the fast growing research areas nowadays.
Homology searching problem and Motif-finding problem are two important
problems in this area since they are related to many critical applications, such
as Human Genome Project and Genome to Life Project.
For the homology searching problem, the most popular tools used now
are BLAST-like tools. Although they are successful in performing homology
search, they still have difficulty in increasing efficiency and sensitivity simul-
taneously by using original searching pattern. In order to solve this problem,
a new type of searching pattern was introduced lately and a new searching
programme is proposed, known as PatternHunter. But this programme is not
flexible enough to perform fine tuning between sensitivity and efficiency of
searching results. In our work, we propose a new searching pattern aiming to
vii
solve this problem, and it is proved to be successful. The result is presented
in a paper On Half Gapped Seeds, GIW2003.
For the motif-finding problem, there have been quite a lot researches
previously. Moreover, the state-of-the-art is still far away from realistic, that
is, given a corrupted biological data, how to get the motifs from it. Apart
from this, most of the algorithms also suffer from the long executing time and
incomplete outputs. This thesis presents a new algorithm which can solve the
above difficulties while execute in a reasonable period of time to compute a
complete set of all motifs.
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Summary
With the vast developments in computational biology, it has become one of
the most challenging and attractive research areas. Although quite a lot of
problems have been solved in the latest two decades, there are more and more
new problems being discovered and waited to be solved. Homology searching
and motif-finding problems are probably the two of the hottest problems. The
first one relates to the recognition of the structure of genome. And the second
relates to the identification of function units in genes. Both of them play
important roles in many critical biology research such as the Human Genome
Projects.
In this thesis, we present two researches on homology searching and
motif-finding problem respectively.
For the first one, we propose a new type of searching pattern for Blast-
like searching tools. With the help of this new pattern, we can increase the
efficiency and sensitivity of the searching results a lot compared with using
original pattern. Also, our new pattern has a quite good ability in performing
fine tuning between sensitivity and efficiency to meet different requirements.
For the second one, we propose a new algorithm for motif-finding prob-
lem. Compared with current algorithms, it has better efficiency and is able to
give high quality results. Besides this, our new algorithm can solve the real
xv
difficulty that all the current algorithms fail to.
We give thorough discussions in both parts based on the experimental





It is obvious that computational biology is a challenging and exciting area
in the next several decades. With the vast developments in this area, many
biology problems have been solved using computational methods.
The advance in biological technology has already pushed the research to
the levels of genome, gene, or even motif. Biologists want to have some precise
research tools for their projects. So it becomes demanding to develop tools to
be used on finer levels. In particular, two tools are important in this aspect.
One is the homology searching tools while the other is the motif-finding tools.
We performed two in-depth researches on both topics, and we present them in
this thesis subsequently.
This thesis is organized as follows: Part I introduces our works on the
homology searching. Chapter 2 gives the background knowledge of homology
searching problem. Chapter 3 provide the necessary definitions to understand
1
the new idea we used. Chapter 4 compares our proposed new searching pattern
with the current best searching patterns. Chapter 5 provides the experimental
results of our searching pattern together with some thorough study of those
key parameters involved in the pattern. We conclude our work on homology
searching in Chapter 6.
In Part II, we present the research works on the motif-finding prob-
lems. Chapter 7 gives the background knowledge of the motif-finding problem.
Chapter 8 concludes current algorithms to solve this problem, and points out
their problems. Chapter 9 first shows how we succeed in solving the bottleneck
of the motif-finding problem with our new idea. Then we present the complete
algorithm based on our new idea. After that, we provide an in-depth analysis
of the proposed algorithm, including time complexity, space usage and deter-
mine the key parameters in the algorithm. We give the experimental results in
Chapter 10, with the discussion based them. Chapter 11 concludes the work
and gives the plan of future works.
2
Part I





Homology search is the problem of locating the approximate matches within
one DNA sequence or between two sequences. This problem has a lot of ap-
plications in biology. Finding faster and more sensitive methods for homology
search has attracted a lot of research works.
The first solution to the homology search problem is contributed by
Smith and Waterman [1]. Their method is dynamic programming in nature
and compares every base in the first sequence with every base in the other
sequence to generate a precise local alignment. Although this method gives
the most sensitive solution, it is also the slowest one. In order to improve
the efficiency, without too much loss in sensitivity, many ideas are presented.
Among them, FASTA [3], SIM [4], the Blast family (Altschul [2]; Gish, [5];
Altschul [6]; Zhang [7]; Tatusova and Madden, [8]), Blat [14], SENSEI [9],
MUMmer [10], QUASAR [11], REPuter [12] and PatternHunter [15] are the
4
most famous ones. All of these methods can be divided into two major tracks.
The first track is represented by MUMmer [10], QUSAR [11] and RE-
Puter [12], which use suffix trees [13]. Two major problems make them less
popular. First, although suffix tree is good in dealing with exact matches, it is
not good for finding approximate matches. Therefore, methods based on suffix
tree normally can only find matches with high homology. Second, suffix tree
is very big and methods based on suffix tree suffer from the storage limitation.
The second track is represented by Blast, which is probably the most
widely used approach now. Their basic idea is to finds short exact matches
(hits) in the whole sequence first, which are then extended into longer align-
ments through dynamic programming process. FASTA [3], SIM [4], Blastn [8],
WU-Blast [5], and Psi-Blast [6] encounter space and efficiency problem when
they are used to compare relatively long sequences. SENSEI [9] is much faster
and cost less working space, though it is incapable to allow gapped alignments.
Blat [14] is a Blast-like homology searching tool, which is very fast to get re-
sults while it is limited by the high similarity requirements. MegaBlast [7] is
the most efficient among Blast family, while its output is also rough.
Blast type methods all face an inevitable dilemma caused by the length
of the exact match hit, that is, longer exact match hit increases the efficiency
but reduces the accuracy; while shorter one gives better sensitivity but pro-
longs the executing time.
Ma et al. proposed the PatternHunter [15] to solve the awkward dilemma.
They introduce the new idea, gapped seed, which is used to seek noncon-
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secutive short matches. The total number of nonconsecutive matches is called
weight for their seeds. Once these matches are found, they are extended to
longer alignments by dynamic programming. According to their experimental
results, “gapped seeds” can reach both higher efficiency and better sensitivity
than Blast’s original consecutive seeds.
Depending on applications, we sometime require better sensitivity while
we can tolerant a little decrease in efficiency. “Gapped seeds” allows us to
perform such tuning only by changing its weight. More precisely, reducing the
weight of the “gapped seed” brings better sensitivity while we should sacrifice a
lot in efficiency. In other words, the “gapped seeds” are incapable of providing
finely flexible tradeoff choices. For example, when we reduce the weight from
7 to 6, the sensitivity can be improved from 0.8 to 0.9 when two sequence
have 0.6 similarity. But at the same time, the searching time is prolonged by
4 times! Such kind of tuning is too rough for many applications. Therefore,
we would like to ask if we can give a better solution to solve the problem of
tradeoff between the sensitivity and the efficiency.
This paper gives a positive answer to this question. We propose a new
type of seed called “half seed”. This new type of seed is a generalization of
the gapped seed, which will be defined in detail in Chapter 3. Similar to
the gapped seed, the half seeds are better than the existing consecutive seeds
in both sensitivity and efficiency. Moreover, the half seeds provide a more
flexible tradeoff between speed and sensitivity. Especially for the cases where
we cannot afford to have a big jump in both efficiency and sensitivity, the half
6
seeds are particularly useful.
This part is organized as follows. Chapter 3 gives all the necessary and
useful definitions for fully understanding what is a half seed. We also give a
convenient notation to represent the different classes of seeds, which is used
throughout this paper. Chapter 4 compares the half seeds with the gapped
seeds in term of both sensitivity and efficiency by performing a series of exper-
iments. The results show that the half seeds can really offer flexible choices of
tradeoff than gapped seed between sensitivity and efficiency. In Chapter 5, we
mention the impacts on sensitivity and efficiency when parameters are changed
in our new seeds. From those results, we can have a fundamental idea of how
to tune the tradeoff for “half seeds”.
7
Chapter 3
What is a Half Seed?
Before describing our new seeds, let’s first have a brief review of the seeds used
in Blast family and PatternHunter. These seeds can be represented using some
0−1 strings of length L. What’s the meaning for these 0 and 1? They represent
two important definitions, ‘match’ positions and ‘don’t care’ positions.
Definition 1 Consider two length L substrings S and S ′ from the query se-
quence and the database sequence, respectively. Suppose position i of the seed
is 1, which is denoted as the ‘match’ position. Then, (S, S ′) is said to have a
match at position i, if S[i] = S ′[i].
Definition 2 Consider two length L substrings S and S ′ from the query se-
quence and the database sequence, respectively. Suppose position i of the seed
is 0, which is denoted as the ‘don’t care’ position. (S, S ′) is said to have a
match at position i, no matter S[i] = S ′[i] or not.
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Definition 3 For a length L seed, we say there is a hit when two length L
substrings from query and database sequence match at all the corresponding
positions in the seed.
Definition 4 We call the seed which only contains ‘match’ positions “consec-
utive seed”. We call the seed which contains both ‘match’ positions and ‘don’t
care’ positions “gapped seed”.
For Blast, they use the “consecutive seed” 11111111111, which means
every pair of length 11 substrings from query and database sequence should
be identical at all these 11 ‘match’ positions to get a hit. For PatternHunter,
they use the “gapped seed” 110100110010101111, which means there is a hit
for a pair of length 18 substrings from query and database sequence when they
are identical at the 11 ‘match’ positions regardless of those characters at the
7 ‘don’t care’ positions.
After we have an idea of the seeds used in Blast and PatternHunter,
we will introduce our new seeds as follow. First of all, there is a fundamental
definition called ‘neighbor nucleotide’.
Definition 5 Recall that every DNA sequence is composed of a set of 4 dif-
ferent nucleotides, N = {A,C,G, T}. For every nucleotide x ∈ N , neig{x}
is a predefined subset of N − {x}, which represents the set of neighbor nu-
cleotides of x. When |neig{x}| = 2, we call it ‘two neighbor’ definition, and
when |neig{x}| = 1, we call it ‘one neighbor’ definition.
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To generalize the gapped seeds to the half gapped seeds, apart from
‘match’ positions and ‘don’t care’ positions, we need to introduce a new kind
of positions known as ‘half match’ positions, which are defined as follows.
Definition 6 Consider two length L substrings S and S ′ of the query sequence
and the database sequence, respectively. Suppose position i of the seed is 0.5,
which is denoted as the ‘half match’ position. (S, S ′) is said to have a match
at position i , if S[i] = S ′[i] or S[i] ∈ neig{S ′[i]}.
Now, we are ready to define the “half seed” and the “half gapped seed”.
Definition 7 We call the seed which contains ‘match’ positions and ‘half
match’ positions “half seed”. We call the seed which contains ‘match’ posi-
tions, ‘don’t care’ positions and ‘half match’ positions “half gapped seed”.
For example, 1 0.5 1 0 0 0.5 0 1 is a “half gapped seed” of length 8 with
3 match positions, 2 half match positions, and 3 don’t care positions. This
seed implies that there is a hit between two length 8 substrings from query and
database sequence, S and S ′ respectively, when they are identical at all the 3
‘match’ positions, and (S[2] ∈ neig{S ′[2]})⋂(S[6] ∈ neig{S ′[6]}), regardless
of those characters at ‘don’t care’ positions.
Based on the definition for ‘neighbor nucleotides’, we know that the
probability of having a match at ‘half match’ positions depends on the def-
inition of the ‘neighbor nucleotide’. Such probability is 3
4
if we use the ‘two
neighbor’ definition and is 1
2
if we use the ‘one neighbor’ definition.
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To ease the description of the seed, we name the seeds according to their
composition of match positions, half match positions and don’t care positions.
More precisely, if a seed has s1 match positions, s2 half match positions in
‘one neighbor’ definition, s3 half match positions in ‘two neighbor’ definition,
and s4 don’t care positions, then we denote the seed as a (s1, s2, s3, s4) seed.
For example, (6, 0, 0, 4) represents a weight 6 and length 10 gapped seed, and
(6, 2, 0, 1) represents a length 9 half gapped seed with 6 match positions and
2 half match positions in ‘one neighbor’ definition.
Before we move ahead into further discussion, we give another two im-
portant definitions which is related to evaluating seeds in later comparisons.
Definition 8 Given two same length sequences, the proportion of same re-
gions between these two sequences is called the similarity.
Definition 9 The sensitivity of a seed is the probability of getting at least one
hit in a fixed length region of a certain similarity.
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Chapter 4
Half Seeds vs Gapped Seeds
As stated in Chapter 2, one major problem of using “gapped seed” is the in-
flexibility in making tradeoff between sensitivity and efficiency. Consider the
scenario where we cannot stand severe decrease in the efficiency, but mean-
while, we still want to get more sensitive outputs. Then, we will be in an awk-
ward situation by using “gapped seeds”. That is, if we decrease the weight of
“gapped seed” to get better sensitivity, the large amount of loss in efficiency is
unaffordable; on the other hand, if we keep its weight to guarantee the speed,
it is impossible to increase the sensitivity.
Can we avoid such awkward situation by using “half gapped seeds”?
By comparing the tradeoff abilities between “half gapped seeds” and “gapped
seeds”, this section gives a positive answer to the above question. Before we
make the comparison, we first describe how to measure the sensitivity and the
efficiency. According to [15], the sensitivity is estimated by the probability of
12
generating a hit in a fixed length region of given similarity (the region length is
64). Such probability can be computed by dynamic programming. Then, for
the efficiency, it is estimated by the expected number of hits in a fixed length
region. The expected number of hits for gapped seeds can be computed based
on Lemma 1 of [15]. For half gapped seeds, the expected number of hits can
be computed using the following lemma.
Lemma 1 Given a length M “half gapped seed” with W1 half positions and
W2 match positions within a length L regions of similarity 0 ≤ p ≤ 1, for
1 neighbor definition, the expected number of hits is (L − M + 1)(1
3
(1 −





Proof: The expected number of hits in the sum of possibility that the seed
fits substring in the region over (L−M+1) possible positions. The possibility
for every successful alignment is (
1
3




(1− p))W1pW2 for 2 neighbor definition.
We did extensive experiments to compare “half gapped seed” and “gapped
seed”. Our experiment is as follows. For all (s1, s2, s3, s4) seeds, that is, for all
half gapped seeds with s1 match positions, s2 half match positions (one neigh-
bor definition), s3 half match positions (two neighbor definition), and s4 don’t
care positions, we compute their sensitivity based on dynamic programming.
By comparing their goodness, we can get the optimal (s1, s2, s3, s4) seed among
all (s1, s2, s3, s4) seeds. For efficiency, according to Lemma 1, all (s1, s2, s3, s4)
13
seed have the same efficiency and its value can be computed using Lemma 1.
We demonstrate that half gapped seeds can give a more flexible tradeoff
between sensitivity and efficiency by Figures 4 and 4. The two graphs show
the sensitivity and the efficiency of the optimal weight 6 gapped seed (optimal
(6, 0, 0, 4) seed), the optimal (6, 0, 1, 4) seed, the optimal (6, 1, 0, 4) seed, and
the optimal weight 7 gapped seed (optimal (7, 0, 0, 4) seed). Figure 4 shows
that there is a gradually increase in sensitive for the four seeds in order and
Figure 4 reveals their loss in efficiency in terms of expected number of hits
accordingly. We also observe that there exists a big empty space between the
optimal weight 6 and the optimal weight 7 gapped seeds for both sensitivity
and efficiency. This means that gapped seeds give a big jump for both sensi-
tivity and efficiency. Moreover, by having one (one-neighbor or two-neighbor)
half gapped seed, we can already fill up the empty space between the two
gapped seeds.
Based on the analysis of both “half gapped seeds” and “gapped seeds”,
we know that one can benefit from using “half gapped seeds” as they offer more
flexible abilities in performing tradeoff between sensitivity and efficiency. “Half
gapped seeds” are really useful when one want to increase the precision of the
searching results while the hardware capacity cannot afford too much loss of
efficiency.
Figure 4 shows us the gradually increase of these four example seeds
and Figure 4 reveals their loss in efficiency in terms of expected number of
hits accordingly.
14


















seed (6, 0, 0, 4)
seed (7, 0, 0, 4)
seed (6, 0, 1, 4)
seed (6, 1, 0, 4)
Figure 4.1: Comparison on Sensitivity between Weight 6,7 Optimal Gapped
Seed and Half Seeds
15




















seed (6, 0, 0, 4)
seed (6, 0, 1, 4)
seed (7, 0, 0, 4)
seed (6, 1, 0, 4)
Figure 4.2: Comparison on Sensitivity between Weight 6,7 Optimal Gapped
Seed and Half Seeds
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In the next section, we will study some key parameters in “half gapped
seeds” to show their effect on the sensitivity and efficiency tradeoff.
17
Chapter 5
Further Study of Half Seeds
Previous sections reveal the fact that “half gapped seeds” are more flexible
than “gapped seeds” when performing tradeoff between sensitivity and effi-
ciency. This section describes the key parameters in the “half gapped seeds”
that affect the tradeoff. The study helps to give a fundamental idea of how to
tune the tradeoff for the half gapped seed to suit the user requirement.
5.1 The number of ‘half match’ positions
If we fixed the number of match positions and ‘don’t care’ positions for “half
gapped seeds”, what will happen if we change the number of half match posi-
tions? According to our experimental results, if we only change the number of
half match positions, the more the half match positions are, the less sensitive
the seed will be, and the more efficient it will become.
18
(6,0,0,1) (6,0,1,1) (6,0,2,1) (6,0,3,1)
0.796263 0.782873 0.730733 0.679517
0.796263 0.782873 0.729445 0.679517
0.789812 0.782001 0.729445 0.677894
Table 5.1: the top three sensitivities for “half gapped seeds” differing only in
the number of ‘half match’ positions when the similarity between query and
database sequences is 0.6
Table 10.2 shows that if we only increase the number of half match
positions, the sensitivity will decrease in a certain degree. In this sense, we
sacrifice the sensitivity of the seeds, so we should get some benefit in the
efficiency. Let’s see what happens to the expected number of hits for these
seeds to verify this assumption.
Figure 5.1 plots the equations in Lemma 1 for the three half gapped
seeds we used in Table 10.2. We find that, as we increase the number of half
match positions, the efficiency of these seeds improve.
By Table 10.2 and Figure 5.1, it is clear that more half match posi-
tions make “half seeds” less sensitive but more efficient; while less half match
positions make them more sensitive but more efficient.
19




















seed (6, 0, 0, 1)
seed (6, 0, 1, 1)
seed (6, 0, 2, 1)
seed (6, 0, 3, 1)
Figure 5.1: comparison on the expected number of hits between “half gapped
seeds” differing only in the number of ‘half match’ positions on 64-bits regions
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5.2 The definition of neighbor nucleotides
As we mentioned in Section 3, there are two different definitions for neighbor
nucleotides in “half seeds”: ‘one neighbor’ definition and ‘two neighbor’ def-
inition. If we compare the “half seeds” that have the same number of half
match positions, match positions and ‘don’t care’ positions while use different
neighbor nucleotide definitions, we will find they also vary on both sensitivity
and efficiency. This property of “half seeds” shows another way of performing
various tradeoffs between efficiency and sensitivity.
We conduct the experiments between the (6, 0, 1, 1) half seed and the
(6, 1, 0, 1) half seed. Since one neighbor definition is more restricted, it is quite
obvious that the two-neighbor definition one has better sensitivity, while the
one-neighbor definition has higher efficiency. The experimental result agrees
with our intuition.
Below table lists the top three most sensitive seeds for the above two






Table 5.2: the top three sensitivities for “half gapped seeds” using different
neighbor nucleotides definition when the similarity of query and database se-
quence is 0.6
These results imply that the ‘two neighbor’ definition can help the “half
gapped seeds” to get better sensitivity, but it also reduce their efficiency; ‘one
neighbor’ definition decreases the sensitivity of the “half gapped seeds”, but
it can improve their efficiency.
5.3 The number of ‘don’t care’ positions
Besides the above two parameters, the number of ‘don’t care’ positions in the
“half gapped seed” also affects the result. In general, assume the parameters
remain unchanged, when we increase the number of ‘don’t care’ positions,
the sensitivity of the seed will first increase to a maximum value, then the
sensitivity decreases with the increasing of the number of ‘don’t care’ positions.
To analyze this parameter, we conduct some experiments on the “half gapped
seeds” with the same number of half match positions and match positions, and
the same neighbor nucleotides definition, but different number of ‘don’t care’
22




















seed (6, 0, 1, 1)
seed (6, 1, 0, 1)
Figure 5.2: comparison on the expected numbers of hits between “half gapped
seeds” differing only in neighbor nucleotides definition on 64-bits regions
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positions. The result is as follow.
(6, 0, 1, 0) (6, 0, 1, 1) (6, 0, 1, 2) (6, 0, 1, 3) (6, 0, 1, 4) (6, 0, 1, 5)
0.747137 0.782873 0.78908 0.794778 0.793832 0.791674
0.747137 0.782873 0.78908 0.794778 0.793832 0.791674
0.745968 0.782001 0.787612 0.793739 0.792491 0.791669
Table 5.3: the top three sensitivities for “half gapped seeds” having differ-
ent number of ‘don’t care’ positions when the similarity between query and
database sequence is 0.6.
For efficiency, based on Lemma 1, when two seeds have the same number
of match positions and half match positions, the efficiency improves as the
number of ‘don’t care’ positions in the seed increases.
In Table 5.3, we find that with the increase of ‘don’t care’ positions
from 0 to 5, the sensitivity of the “half gapped seeds” will first increase until it
reaches the maximal value, and then it keeps decreasing. Hence, there exists a
threshold, says α, so that when the number of ‘don’t care’ positions is smaller
than α, the sensitivity of the “half gapped seed” always increases. After that,
the sensitivity will decrease gradually. On the other hand, the efficiency of
the “half gapped seeds” always get better and better with more ‘don’t care’
positions. So, until the number of ‘don’t care’ positions is bigger than α, this
parameter takes effect in the tradeoff ability for the “half gapped seed”, that
is, increasing the number of ‘don’t care’ positions can improve the efficiency
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while sacrificing on the sensitivity, and vice versa.
5.4 The usage of the 3 key parameters
Till now we have analyzed three key parameters in the composition of “half
gapped seeds”, and have a clear picture of the effects when they are changed
separately. But in real situations, different “half gapped seeds” are usually
different in more than one parameters. What will happen when more than
one of them change simultaneously? The results of the above analysis give us
some hints that we can find some finer tuning for the tradeoff by change these
three parameters together carefully. After thoroughly studying such situations,
we are glad to find there exists a series of “half seeds” that can provide finer
levels of tradeoff between two successive weighted optimal “gapped seeds”.
Here we give an example. We listed four “half gapped seeds” that can
provide different tradeoffs between sensitivity and speed compared with the
weight 6 and 7 optimal “gapped seeds”. These “half seeds” are limited by
two constraints, first, their sensitivity must be better than weight 7 optimal
“gapped seed”; second, their efficiency must be better than weight 6 optimal
“gapped seeds”. And one of the hidden constraint is that they must strictly
obey the rule between each other that the more sensitivity it is, the less effi-
ciency it is. We list the four “half gapped seeds” according to their sensitivities
in decreasing order:
1. 1 0.5 1 0 0 0 1 1 0 1 1 in two neighbor nucleotides definition;
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2. 1 1 0 1 1 0 0.5 0 1 0.5 1 in two neighbor nucleotides definition;
3. 1 1 0 0 1 0 1 0 0.5 1 1 in one neighbor nucleotides definition;
4. 1 1 0.5 1 0 1 0.5 0 0.5 1 1 in two neighbor nucleotides definition.
Besides sensitivities, their efficiencies are in increasing order. Now we
present the result of comparison between these four seeds with optimal weight
6 and 7 “gapped seeds”.
Figure 5.3 shows that the sensitivity of these four “half gapped seeds”
are in between that of the two “gapped seeds”, and Figure 5.4 shows the
efficiencies of these four seeds change according to their sensitivities, that is
the more sensitive, the less efficient. We can also find that the curves of each
“half gapped seed” is still between the curves of “gapped seeds”.
Above comparison reveals that our new seeds can provide higher flex-
ibility in performing tradeoff compared with “gapped seeds”. This property
is especially useful when different requirements of applications are needed. So
we can reach the conclusion that “half gapped seeds” are better than “gapped
seeds” in performing tradeoffs between sensitivity and efficiency.
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Figure 5.3: comparison on sensitivities between the four listed “half gapped
seeds” and the optimal weight 6 and 7 “gapped seeds” on 64-bits regions
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seed (6, 0, 3, 2)
seed (6, 1, 0, 4)
seed (7, 0, 0, 4)
seed (6, 0, 1, 4)
seed (6, 0, 0, 4)
seed (6, 0, 2, 3)
Figure 5.4: comparison on efficiencies between the four listed “half gapped




In this part, we present a new seed called “half gapped seed”. This seed intro-
duces the novel concept of ‘half match’ positions into the formation of seeds.
We find this new type of seeds can provide more flexible choices of tradeoffs
between sensitivity and speed when compared with the “gapped seeds”. We
illustrate the usage of three key parameters in the composition of “half gapped
seed”. By changing one or more of them, we can provide finer level of tradeoffs
than “gapped seeds”. In some fields where tradeoffs are required, the “half








Besides the homology searching problem stated in Part I, another attractive
problem in Bioinformatics is Motif-finding problem. In this Chapter, we give
the background knowledge of this problem.
7.1 What is Motif-finding Problem
Motif-finding is one of the fundamental and widely required problems in com-
putational biology. The motif can be the regulatory regions in DNA sequences,
the gene binding site between DNA sequence and protein sequence, and func-
tion units in some genes. The importance of this problem lies in good methods
to solve this problem can improve the efficiency and the reliability of recogniz-
ing those repeated signals in biology sequences. Based on this requirements,
a large number of algorithms have been proposed.
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After we give the description of the biological importance of motif-
finding problem, we give the definition of this problem in computational view.
In its simplest form, the motif-finding problem can be defined as follows: given
an input set of sequences and some unknown patterns (motifs) that appear
at different unknown positions in no less than C sequences, C is a predefined
parameter, can we discover these unknown patterns? This definition is slightly
different from the previous definition, which assume the unknown pattern must
appear in each sequence in the input set. Obviously, our definition is more
related to the real situation, which is the difficulty that all existing algorithms
can not solve.
If an l−letter pattern appears exactly the same in those C sequences,
one can find the signal by a straightforward enumeration of all l−letter sub-
strings that appear in the input set. However, biological signals are subject
to mutations and usually don’t appear exactly all the time. A more natu-
ral model is to allow those patterns to be implanted with some mutations
(mismatches) in the input sequences. An (l, d)-motif (pattern) is a pattern of
length l that implanted in sequences from input set with at most d mutations
(the implanted pattern are called instances).
7.2 Our Contributions
We proposed a new algorithm to solve the motif-finding problem. Compared
with existing algorithms, it has advantage both on the time complexity and
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the space usage. Besides the improvement on the efficiency, our algorithm also
generates more reliable results.
The current algorithms suffer from longer executing time to get a rel-
atively complete set of results, or they sacrifice the quality of their results to
gain advantage in efficiency. But such tradeoff does not settle the problem.
While our algorithm can succeed to generate a complete set of results with
better efficiency. Although the current performance of our algorithm is well
enough, it still has a significant potential in improvement given some biology
rules and observations.
Another contribution is that the algorithm we proposed is so robust
that it can handle corrupted data from experiments.
As mentioned in former section, all of the current algorithms assume
that the instances of motifs or motifs themselves must exist in each of the in-
put sequences, which means they can’t handle the data from real experiments
because biologists only have corrupted results in most of the time. It is over-
simplified to assume all of the biological sequences contain motifs or motifs’
instances. Yet our algorithm doesn’t make such assumption and it can handle




Till now, there have been a large number of different algorithms trying to solve
the motif-finding problem. Many excellent software tools were presented based
on the greedy algorithms (CONSENSUS, Hertz and Stormo, 1999 [23]), Gibbs
sampling (GibbsDNA, Lawrence et al., 1993 [25]), EM algorithm (MEME,
Beily and Elkan, 1995 [16]), and other approaches. But these tools are un-
able to detect rather strong motifs, for example a (15, 4)-motif in the Motif
Challenge Problem (instances of a motif of length 15 with at most 4 mutations
are implanted once in each sequence in a sample of twenty 600 bp sequences).
Then the algorithm WINNOWER is proposed to solve the Motif Challenge
Problem. Recently, Buhler and Tompa, 2001[19] were able to find more subtle
motifs that WINNOWER algorithm failed to detect by PROJECTIOIN al-
gorithm. This new algorithm accomplished this by a novel method to gain a
good starting point in EM algorithm. MULTIPROFILER [24]is another best
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motif-finding algorithm till now. PROJECTION succeeds in 16 out of 20 times
in finding (15, 4)-motifs implanted in twenty 2000 bp sequences, while all the
former algorithms failed to find. MULTIPROFILER, on the other hand, can
find (15, 4)-motifs implanted in twenty 2000 bp sequences in more than 99%
of the times. It can also detect the same format motifs implanted in twenty
3000 bp sequences in more than 98% times.
We can divide motif-finding algorithms into two categories, one is pattern-
driven algorithms (Brazma et al., 1998 [17]), and the other is sample-driven
algorithms. The best tools for solving motif-finding problems now are probably
pattern-driven algorithms that test all 4l l−letter patterns, score each pattern
by the number of approximate occurrences in the input set of sequences and
find the high score patterns (Staden, 1989 [32]; Pesole et al., 1992 [27]; Wolfer-
stetter et al., 1996 [38]; van Helden et al., [33]; Tompa, 1999 [36]). However,
an exhaustive search through all 4l l−letter patterns become impractical for
large l and Tompa, 1999 [36] raised the problem of extending this method
to handle longer patterns. But the pattern-driven approach is still too time-
consuming and its implementation is too complicated, especially for currently
rapidly growing DNA databases.
In order to discover some practical solution to the motif-finding prob-
lem, sample-driven algorithms that limits the search to the patterns appearing
in the sequences from the sample(Bailey and Elkan, 1995 [16]; Fraenkel et al.,
1995 [20]; Rigoutsos and Floratos, 1998 [29]; Li et al., 1999 [26]; Gelfand et al.,
2000 [22]; Pevzner and Sze, 2000 [28]) are proposed. These algorithms reduce
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the computational cost by first identifying a small set of patterns based on
some constraints and then searching in this small set only. If, by chance, the
pattern has an exact occurrence in the sample, this approach is as good as
pattern-driven approach. If not (which means mutations are allowed and is
the usual case in biological samples), the implanted instances can be revealed
by local improvements to itself only. But another raised problem is that it is
hard to distinguish the instances of the pattern from many random substrings
that are similar to the pattern just by chance. The WINNOWER and SP-
STAR algorithms, Sze et al., 2001 [35] can deal with Chanllege Problem, but
they did not work in the twilight zone of (15, 4)-motifs implanted in 1600 bp
sequences.
As pattern-driven approach is too time-consuming and the sample-
driven approach often misses subtle patterns, a natural idea is to design a
hybrid approach that extend the search capabilities of the sample-driven ap-
proach and avoiding the computational complexity of pattern-driven approach
meanwhile. Two patterns are called k-neighbors if they differ by at most k
substrings. In an extended sample-driven (ESD) approach, they look for (l, k)-
motifs by generating all k−neighbors for every substrings of length l in the
sample (Waterman et al., 1984 [37] and Galas et al., 1985 [21]) and also Sagot
et al., 1995 [31], (and Sagot, 1998 [30]). In this case, the number of patterns
explored in this approach is roughly nN(lk)3
k versus 4l in the pattern-driven
approach, where n is the number of sequences of length N in the sample.
Based on these literature, it is clear that none of the current motif-
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finding algorithms are able to solve the problem perfectly. They have prob-
lems on either computational costs or the quality of results. And one more
important feature is that none of them can solve the real difficulty in the bio-
logical experiments. Because these algorithms all assume that each sequence
in the input set contain instances of target motifs. But in real case, the ex-
periment usually give corrupted results so it is impossible to guarantee every
sequence contains the motifs or motifs’ instances. Aimed at solving the two
major problems above, we proposed our algorithm.
37
Chapter 9
A New Algorithm for
Motif-finding Problem
9.1 Problem Statement
Given two strings, X and Y , of the same length, we define H(X, Y ) be the
hamming distance between these two strings.
Given n length-m sequences, S = {S1, S2, . . . , Sn}, our problem is to
find all length-l strings, Y such that there exist length-l substrings I1, I2, . . . , In
of S1, S2, . . ., Sn respectively where H(Y, Ij) ≤ d for all j ∈ [1, n]. Those Y ’s
are called (l, d)-motifs of S.
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9.2 Brute Force Algorithm
Note that every motif Y of S must satisfy H(Y,X) ≤ d for some length-l
substring X of S1. Therefore, one possible solution to find all motifs of S is to
scan all length-l substrings X of S1. For each X, we find all substring Z such
that H(X,Z) ≤ d and there exist length-l substrings I2, . . . , In of S2, . . . , Sn
respectively where H(Z, Ij) ≤ d for all j ∈ [2, n]. Such substrings Z are the
motifs for S. Algorithm 1 outlines the procedure to find all possible motifs for
S based on this straight forward idea.
Algorithm 1 Brute Force Algorithm
For every length-l substring X in S1,
For each Y such that H(Y,X) ≤ d,
Check if there exist substrings Ij of Sj such that H(Y, Ij) ≤ d
∀j ∈ [2, p]
If yes, report Y
End For
End For








Y ’s. For each Y , O(mnl) is enough for checking the existence of substring Ij








(3imnl)) time. Since there are m − l + 1 possible
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(3i)). In Section 9.3, we
present an idea to improve the efficiency.
9.3 The New Idea
The basic idea of our new algorithm is dividing the original problem into several
sub problems, and the computational cost of solving every sub problem reduces
gradually. The total cost of all these sub problems is much less than the cost of
solving the whole original problem straightforwardly, thus we get an efficient
new algorithm.
We partition the original problem as follows. Given a length-l substring,
X, we partition X into k parts, each with a length l
k
. In this way, we also
distribute d mismatches into k parts, say d1, d2,...,dk. Thus, we partition the
original problem into k sub problems of finding motifs corresponding to each
of these length- l
k
parts and with di mismatches, where 1 ≤ i ≤ k.
After solving these k sub problems, we are able to find all possible motifs
for the given substring X of length-l.
9.4 Preliminary
Definition 10 Given a length-l string X, we partition X into X1, X2, .., Xk,
such that |Xi| = lk , ∀i ∈ [1, k], and X1 = X[1.. lk ], X2 = X[ lk + 1..2 lk ], . . . Xi
is called the i-th part of X. We also refer X = (X1, X2, .., Xk).
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Definition 11 Given two strings, X and Y , H(X, Y ) is the hamming distance
between X and Y . H(X,NULL) = H(NULL,X) = 0, where NULL is an
empty string. And we denote dist(X,Y ) =
∑
1≤i≤k H(Xi, Yi). If dist(X, Y ) ≤
d, we call Y is a d-neighbor of X.
Definition 12 Given a length-l string Y divided into k parts, ||Y || is the
number of parts which are not empty strings.
Definition 13 Given a length-l string X, Z = (Z1, Z2, .., Zk) is a partial motif
of X if Z is a d-neighbor of X and at least one part of Z is NULL.
Definition 14 Given a partial motif Y of X, Y is called a partial candidate
of X if H(Yi, Xi) ≤ d′, ∀Yi 6= NULL.
Definition 15 Given a partial candidate or a partial motif Y = (Y1, Y2, . . . , Yk),
||Y || = l and a set of sequences S = {S1, S2, . . . , Sn}, let IP (Y,S) = { (x, p) :
Ip = Sx[p..p+ l − 1] and dist(Ip, Y ) ≤ d }. Namely, the set IP (Y,S) denotes
the set of starting positions of substrings Ip (of some sequence Sx) which are
d-neighbors of Y .
Definition 16 Given two length-l strings divided into k parts, Y and Z,
||Y || < k, Z is called an extension of Y if,
(1) Zi = Yi, ∀i that Yi 6= NULL, and
(2) Zj 6= NULL for only one of j that Yj = NULL, in the other words,
||Z|| = ||Y || +1.
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Definition 17 Given a partial candidate Y of a length-l string X, we denote
Gc(X, Y ) as the set of the extensions of Y , such that ∀ Z ∈ Gc(X, Y ), Z is
also a partial candidate of X.
Definition 18 Given a partial candidate Y of a length-l string X, we denote
Gm(X, Y ) as the set of extensions of Y , such that ∀Z ∈ Gm(X,Y ), d′ <
H(Xi, Zi) ≤ d− (k − ||Y ||)× d′ where Yi = NULL and Zi 6= NULL.
After we have all of the necessary definitions, we give an example for
the readers to understand them easily.
Suppose we want to find length-9 motifs, and at most 4 mismatches are
allowed. In other words, l = 9 and d = 4. We set k = 3, and d′ = 1.





and S3 = T
1CCAAG6GCCCA11A.
Suppose X = ACCCTTGCT , then X1 = ACC, X2 = CTT , and
X3 = GCT .
We use n to represent null.
The substring Y = TCCCTCnnn, Y1 = TCC, Y2 = CTC, and Y3 =
NULL, is one of the partial candidate of X, as H(Y1, X1) = 1 ≤ d′ and
H(Y2, X2) = 1 ≤ d′. And ||Y || = 2.
Then the set of occurrence positions for Y is, IPY = {(1, 1), (1, 2), (1, 3),
(2, 3), (3, 1)}. And |IPY | = 5 here. Any p in IPY satisfies dist(Ip, Y ) ≤ d. For
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example, when p = (2, 3), Ip = TAGTTGAAC, and dist(Ip, Y )= 4 ≤ d.
For the partial candidate Y = TCCCTCnnn,
Gc(X,Y ) = {TCCCTCGCT , TCCCTCACT , TCCCTCCCT ,
TCCCTCTCT , ..., TCCCTCGCG}, and each Z ∈ Gc(X,Y ) is the
partial candidate of X, such that H(Z3, X3) ≤ d′, and dist(X,Z) ≤ d. ||Z|| =
||Y ||+ 1.
Gm(X,Y ) = {TCCCTCAAT , TCCCTCAGT , TCCCTCATT ,
TCCCTCCAT , ..., TCCCTCGTG}, and each Z ∈ Gm(X,Y ) is the
partial motif of X, such that H(Z3, X3) > d
′, and dist(X,Z) ≤ d. ||Z|| =
||Y ||+ 1.
9.5 The Core Algorithm
9.5.1 The Outline of Our Algorithm
Given a set S = S1, S2, ..., Sn, and a length-l substring X from S1, we generate
all possible motifs with no more than d mismatches from X in the following
way.
First of all, we give Lemma 2 that is useful in our algorithm.
Definition 19 Given a length-l substring X and one of its partial candidate
Y , we denote M(X,Y ) to be the set of partial motif M , such that
(1) ||M || = k,
(2) Mi = Yi if Yi 6= NULL, and
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(3) H(Xj,Mj) = dj, d
′ < dj ≤ d−(k−||Y ||)×(d′+1), if Yj = NULL}.
Lemma 2 Given a length-l substring X and one of its partial candidate Y ,




different cases that d′ < dj ≤ d− (k− ||Y ||)× (d′+1), for
all Yj = NULL.
Proof: When dist(X,Y ) ≤ d− (k− ||Y ||)× (d′ + 1), there are at least
(k−||Y ||)× (d′+1) mismatches left. So it is possible to find the setM(X,Y ).
We denoteM as one of the length-l string in calM(X,Y ). For anyMj ∈
M where Yj = NULL, dj > d
′, which implies that dj ≤ d−(k−||Y ||)×(d′+1).
As dj > d, there are D = d− (k − ||Y ||+ 1)× (d′ + 1) mismatches left
if dj = d
′ + 1 for every Yj = NULL. So the total number of cases that we
have different dj for each Yi = NULL is determined by distributing D into






Now we give the outline of our algorithm to compute motifs given a
length-l substring X = (X1, X2, ..., Xk).
The aim of the algorithm is to generate all motifs M of S for every
length-l substring X of S1, such that dist(X,M) ≤ d.
We try to generate motifs by two steps.
First, we generate every partial candidate Y ofX, such that dist(X,Y ) <
d− d′× (k− ||Y ||). This step is performed by a recursive procedure Generate
(Algorithm 3).
Second, for each of the partial candidate Y generated by the first step,
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according to Lemma 2, M(X, Y ) 6= φ. We report M ∈M(X, Y ) as a motif of
S for X if dist(X,M) ≤ d, ∀M ∈ M. This step is performed by a recursive
procedure Generate−Motif (Agorithm 2).
Below we first present the algorithm Generate − Motif in Subsec-
tion 9.5.2, which is relatively easy to understand. Then we present the al-
gorithm Generate in Subsection 9.5.3.
9.5.2 Algorithm Generate−Motifs
Given a length-l substring X from S1 ∈ S, a partial candidate Y , and the set
of occurrence positions of Y , IPY , we use the recursive procedure Generate−
Motif to compute all the possible motifs from M(X,Y ) based on X and Y .
Algorithm 2 outlines the recursive procedure of Generate−Motif .
We first generate Gm(X, Y ) for the partial candidate Y . Then in each
recursive call, we compute the set Gm(X,Z) for every partial motif, Z, which is
generated from the previous recursive iteration until we find the setM(X,Y )
For eachW ∈ Gm(X,Z), we generate IPW based on IPZ as follows. For
every q in IPZ , if dist(Iq,W ) ≤ d, we keep q in IPW . Otherwise, we ignore it.
In this sense, |IPW | ≤ |IPZ |.
When we find the partial motif M in M satisfies that every sequence
in S contain at least one of the position p in IPM , we report M as one of the
motifs of S for X.
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Algorithm 2 Generate−Motif(X,Z, IPZ)
If (||Z|| = k) AND (each sequence ∈ S contains at least one p, p ∈ IPZ)
return Z as a motif of X
Else
Let Zi be the first part of Z, such that Zi = NULL
Let W = {W | W = Z, except d′ < H(Xi,Wi) ≤ d− (k − ||Z||)× d′, dist(W,X) < d }
For each W ∈ W
IPW = {p |dist(Ip,W ) ≤ d, ∀p ∈ IPZ}








Given the procedure Generate − Motif , we give the recursive procedure
Generate for computing all possible motifs of S, for a length-l substring X.
Algorithm 3 outlines the recursive procedure Generate.
A parameter c is initialized to 1.
In each recursive call, we compute the new partial candidates Gc(X,Y )
based on a given partial candidates Y . Y is one of the partial candidates which
are generated in the previous recursive iteration and Yi = NULL only if i ≥ c.
In this way, we can avoid generating Gc(X, Y ) multiple times for a same Y .
We call the algorithm Generate−Motif when we can find Z ∈ Gc(Y ),
such that dist(X,Z) < d− d′ × (k − ||Z||).
By Lemma 2, for a partial candidate Z, if dist(X,Z) < d− (k−||Z||)×
(d′+1),M(X,Y ) 6= φ. Then, we call Generate−Motif to generate all motifs
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Algorithm 3 Generate(X, Y, IPY , c)
Y is a partial candidate such that Yi = NULL for ∀i ≥ c.
For i = c, c+ 1, ..., k
Let Z = {Z|Z = Y except Zi is a lk substring such that H(Zi, Xi) ≤ d′}
For each Z ∈ Z
IPZ = {p |dist(Ip, Z) ≤ d, ∀p ∈ IPY }
If IPZ = φ
Continue
Else
If dist(X,Z) < d− (k − ||Z||)× (d′ + 1)
Generate−Motif(X,Z, IPZ)
Generate(X,Z, IPZ , i+ 1)
Else





of S for X in M(X,Y ).
For every new generated partial candidate Z in Gc(X, Y ), we compute
IPZ based on IPY . The procedure is the same as that in Algorithm 2. And
it is obvious that |IPZ | ≤ |IPY |.
Given a length-l substring, X, from S1, we use Generate(X, {NULL},
IPNULL, 1) to find all possible motifs of S for X. IPNULL is all the positions
where we can get length-l substrings in S, and |IPNULL| = n× (m− l + 1).
If we want to find all the possible motifs that are implanted in every
sequence of S, we need to run Generate for all of the length-l substrings in
S1.
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9.6 Analysis of Our Algorithm
9.6.1 Handle the Real Difficulty
Up to now, most of the motif-finding algorithms assume that every sequence
in the input set must contain at least one implanted motif. In fact, this is an
absolutely oversimplified assumption.
In the real situation, the biologists usually can not guarantee such as-
sumption, because most of the sequences are corrupted biological segments
and they are unknown to biologists themselves. So an algorithm becomes to-
tally useless in practice if the algorithm can only handle the case where all
input sequences contain the implanted motif. Due to the vast development of
motif-finding algorithms, this capability becomes one of the major criteria to
evaluate the goodness of an algorithm.
Can our algorithm handle the real problem? The answer is positive.
This is because our algorithm reports ALL possible motifs of n se-
quences without searching all of these sequences. Thus, we can modify our
original algorithm a little bit to handle the real difficulty.
Given s sequences contain motif instances among all the n sequences,
if we process n− s+ 1 sequences in S, there must be one of them contain the
implanted motif. Our original algorithm assumes all sequences in S contain
implanted motif, s = n, thus we only need to process 1 sequence to find all
possible motifs. For the real case that only s sequences contain implanted
motifs, we change our algorithm to process n− s+1 sequences so that we can
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find the motifs.
But in most cases, it is quite time consuming to try so many sequences.
Can we reduce the number of sequences to be processed? The answer
is positive if we can afford to sacrifice a little accuracy. For instance, suppose
we want to maintain the accuracy to be α, the solution is as follows.
Instead of processing n − s + 1 sequences in S to find all the possible




For example, let’s consider the case that half of the sequences in S
contain implanted motifs and n = 30, α = 99%. Based on previous descrip-
tion, we must process 16 sequences to find all possible motifs. Yet, if we set
criteria = 7, the probability that none of the 7 sequences contains implanted
motifs is 0.78%, in other words, the probability that at least one of these 7
sequences contain implanted motif is 99.22%. Such a high probability can give
us confidence to process 7 sequences instead of 16. In this case, we can save
around 44% executing time, while the accuracy is only downgraded by 0.78%.
Besides the above change to the original algorithm, another change is
the criteria to report a partial motif Z as a motif of S.
Formerly, as shown in Algorithm 2, if ||Z|| = k and each sequence ∈ S
contains at least one p, p ∈ IPZ , then we regard Z as a valid motif. If only
s sequences in S contain motifs, we change this condition as ||Z|| = k and at
least s sequences in S contain at least one p, p ∈ IPZ . Then we are able to
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find all possible motifs implanted in s sequences in S.
9.6.2 Analysis of Space Usage
In this section, we analyze the space usage of our algorithm.
Large space requirement is one of the major problems for motif-finding
algorithms. According to Chapter 8, both pattern-driven and sample-driven
algorithms suffer from this problem.
For pattern-driven algorithms, they compare all 4l possible segments
with all length-l substrings got from the input sequences. Thus, O(4l) space
is required. When l is bigger, the space requirement becomes the bottleneck
of these algorithms.
For sample-driven algorithms, represented by WINNOWER algorithm,
also suffer from the problem of space usage. Because when the length of
sequences in the given set increase, there will be a lot more “Cliques” to be
included in the graph. And generally speaking, given n sequences, each with
length m, and the length of motif is l, then the possible number of “Cliques”
in this set is O((m− l+1)n). When the length becomes longer and the number
of sequences becomes bigger, such number will increase exponentially, which
is also unaffordable.
We show the space usage of our algorithm in the Lemma 3 below.
Lemma 3 Given n length-m sequences, S1, S2, .., Sn, the space usage of our
algorithm is O(k(nm + 4
l
k )), where k is the number of parts we divide the
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length-l motif into.
Proof: The space usage of our algorithm is determined by two parts.
One is the space usage to store the occurrence positions in our algorithm. The
other is the space usage to store the partial candidates or partial motifs.
Considering the first one, for any partial candidate Y and partial motif
Z, |IPY | and |IPZ | are always less than the total number of positions in S,
nm.
Because we partition the length-l motif into k parts, the number of
recursive levels is at most k. In each recursive call, we use at most O(nm)
space to store the occurrence positions, so it requires O(knm) space for the
whole algorithm.
Considering the second one, we examine the size of Z in Generate
and W in Generate −Motif . Z is generated from a partial candidate Y by
changing one length- l
k
part in Y which is not NULL. W is generated from a
partial motif Z by changing one length- l
k
part in Z which is not NULL. Thus,
it takes at most O(4
l
k ) space to store Z or W . As the number of recursive
levels is at most k, it costs O(k4
l
k ) space to store all Z or W .
Compared with the large number of “Cliques” that the sample-driven
algorithms generate and the huge space usage that pattern-driven algorithms
need, our algorithm succeed in solving the space problem. And the space usage
of our algorithm is affordable even to those desktop users.
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9.6.3 Analysis of Time Complexity
In this subsection, we analyze the time complexity of our algorithm.
The analysis consists of three parts. First, we compute the average
decreasing rate of occurrence positions in each recursive call, which is necessary
in the left two analysis. Second, we analyze the time complexity of Algorithm
2, which is used to generate all motifs from a given partial candidate Y and a
length-l substring X. Third, we analyze the time complexity of Algorithm 3,
which represents the total time complexity for computing all possible motifs
M of S such that dist(X,M) < d for a given length-l substring X.
The Time Complexity for Computing Occurrence Positions
In both algorithmGenerate andGenerate−Motif , we all need to compute the
occurrence positions for newly generated partial candidates or partial motifs
in each recursive call. Now we analyze its time complexity in Generate and
Generate−Motif separately.
First, we give the time complexity for computing occurrence positions
in Generate.
Recall in each recursive call of Generate, given a partial candidate
Y , we generate Z. For any Z ∈ Z, we compute IPZ by checking every
positions in IPY . Thus, the time complexity is determined by |IPY |. As we
mentioned before, |IPY | keeps decreasing in each recursive call. So if we know
the decreasing rate of it, we can get the |IPY | for a partial candidate Y , thus
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we can calculate the time complexity we need.
Lemma 4 The average decreasing rate R1 of |IPY | for a partial candidate Y













Proof: Based on algorithm Generate, in each recursive call we compute
one length- l
k
part in of a former partial candidate, say Y , to get Gc(X,Y ).





3i positions in IPY that can get
the instance which has no more than d′ mismatches with Z. For each position
p ∈ IPY , there are 4 lk possible cases of the length- lk part corresponding to the
part used to generate Gc(X, Y ). Thus the decreasing rate of |IPY | for a partial













After calculating the average decreasing rate of |IPY | in each recursive
call of Generate, we compute it of |IPZ | in each recursive call of Generate−
Motif .
The calculation is almost the same except two aspects. One is in
Generate − Motif , we calculate W for a partial motif Z instead of calcu-
lating Z for a partial candidate Y in Generate. The other different aspect
is that the initial value of occurrence positions. In Generate, it is nm, while
in Generate −Motif , it becomes nmR||Y ||1 , where Y is the partial candidate
generate by Generate before calling Generate−Motif . Then we compute the
time complexity in the same way as used above.
Lemma 5 The decreasing rate R2 of |IPZ | for a partial motif Z in each re-












, where Y is the
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partial candidate generated by Generate before calling Generate−Motif .
Proof: Based on algorithm Generate−Motif , in each recursive call we
compute one length- l
k
part in of a former partial motif, say Z, to get Gm(X,Z).







3i positions in IPZ
that can get the instance which has more than d′ mismatches and less than
d− (k−||Y ||)× (d′+1) mismatches with W . For each position p ∈ IPZ , there
are 4
l
k possible cases of the length- l
k
part corresponding to the part used to
generate Gm(X,Z). Thus the decreasing rate of |IPZ | for a partial motif Z in












Given a partial candidate Y generated byGenerate before callingGenerate−
Motif , the initial value of occurrence positions is nmR
||Y ||
1 , the decreasing
rate is R2, and we process k − ||Y || parts to get the result. Based on these
information, we can calculate the average value for |IPZ |, where Z is one of





(k−||Y ||)(1−R2) . Thus the








Time Complexity of Generate−Motif ( Algorithm 2)
The partial candidate Y is one of the input parameters of Generate−Motif
which is generated by procedure Generate. As is shown in Subsection 9.5.2, if
we want to find all possible motifs of S for X based on Y , we have to compute
M(X,Y ) first. And to findM(X, Y ), we have to process k−||Y || parts in Y .
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Recall in the Subsection 9.5.1, the definition of M(X,Y ) is,
Given a length-l substring X and one of its partial candidate Y , we
denote M(X,Y ) to be the set of partial motif M , such that
(1) ||M || = k,
(2) Mi = Yi if Yi 6= NULL, and
(3) H(Xj,Mj) = dj, d
′ < dj ≤ d− (k−||Y ||)× (d′+1), if Yj = NULL}.
Based on these denotations, we give the time complexity of Generate−
Motif in following Lemma.
Lemma 6 Given a length-l substring X and a partial candidate Y , the time











Recall that in each of the recursive call in Generate −Motif , we first
compute W , such that given a partial motif Y and a length-l substring X,
W = Y, dist(W,X) < d and H(Wi, Xi) = di, where Yi is the first NULL part
of Y .
Then, for each W in W , we make the sub-recursive call Generate −
Motif . So the size of W in each recursive call determines how many sub-
recursive calls we make in each recursive call.
As is shown in Section 9.5.1, for each of the kY parts to be processed of
Y based on X, Yj = NULL, d
′ < dj ≤ d− (k − ||Y ||)× d′. So the number of








In other words, we make N sub-recursive calls in each recursive call
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of Generate − Motif . As there are k − ||Y || parts need to process, that
means we have k−||Y || levels of recursive calls. Each of the recursive call will









For each of these recursive call, we compute the occurrence positions
for the new partial motif W . Recall in Section 9.6.3, we compute the time
complexity of computing occurrence positions.
Initially, we have mnR
||Y ||
1 positions as the occurrence positions. And
the decreasing rate is R2, so for all of these k−||Y || levels of recursive call, the








In total, Given the a length-l substring X, a partial candidate Y , the










Time Complexity of Algorithm 3
And we denote r be the decreasing ratio of the number of occurrence posi-
tions before and after each recursive call based on Lemma ??. Then we have
following lemma.











Recall that in each recursive call of Algorithm3, we introduce a pa-
rameter c. This parameter helps us to avoid redundancy of computing same
parts in X. Because of this parameter, first we have to compute all of the k
parts in X, then the number of parts to be computed is reduced by 1 in each
sub-recursive call. So, averagely we compute k+1
2
parts in X.
Based on each of these k+1
2
parts, Xt, we compute all of the possible
partial candidates of X. As we allow at most d′ mismatches, the total number








Then for each of the partial candidate we generate, we compute the set
of occurrence positions for it. And similar to what has been mentioned in the
proof for Lemma 6, there are mn(1−r
k1 )
k1(1−r) positions to be check each time.
After generating the set of occurrence positions, we make a recursive
call with increasing the parameter c by 1. And totally, we have k1 parts which



















3i]k1 × mn(1−rk1 )
k1(1−r) ).
And as we have to check m length-l substrings of S1 to compute the
possible motifs, the time complexity for Algorithm3 considering all of these







3i]k1 × mn(1−rk1 )
k1(1−r) ).
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9.6.4 Determine the Parameter k
In our algorithm, k is an important parameter which determines how many
parts we should partition the length-l motif into. But we haven’t given any
analysis of how to find the optimal k for our algorithm. In this section, we
will try to discuss how to decide this parameter.
Lemma 8 Given a length l substring X, which contain no more than d mis-
matches. The optimal value of k can be got from following inequations,
1 k < d
d′ ,
2 k > d
d′+1 ,
3 the time complexity of Algorithm3 is minimum, and
4 k is the minimum value that satisfies criterion 1, 2, and 3.
Proof:
Given a length-l substring X, we partition it into k parts. Suppose we
have k1 parts in X containing no more than d
′ mismatches, and the rest k−k1
parts have more than d′ mismatches each. Then d − k1 ∗ d1 > (k − k1) ∗ d1.
Thus we can get that k < d
d′ , which is the first criteria.
As we must guarantee there are k2 parts that contain more than d
′
mismatches. We can easily calculate the maximal parts that contain more
than d′ mismatches in following way. First, the least number of mismatches in
those parts is d′+1. Second, there are at most d mismatches. So there can be
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no more than d
d′+1 parts that contain more than d
′ mismatches. And k is the
total number of parts in X. So it is obvious that k > d
d′+1 . This is the second
criteria for optimal k.
The third criteria comes with the time complexity of Algorithm3. As








3i]k1 decrease with the decrease of k, while the part (1−r
k1)
k1(1−r) increase
with the decrease of k. In order to find the optimal k, we must make sure the
time complexity of Algorithm3 also reaches its minimum value.
And given these three criteria, we just compute for the minimum value
of k that meets all of them. Then we can find the optimal number of partitions
k.
9.7 Conclusion
In this chapter, we first give the problem definition and the basic Brute Force
Algorithm for the problem. After analyzing the straightforward algorithm, we
present our new idea for our new algorithm. Based on the idea, we give our new
algorithm, and analyze thoroughly many facts that related to this algorithm.
Among the analysis, we discuss how we can handle the real difficulty, the space
usage, and time complexity of our algorithm. Finally, we give the routine to




In this chapter, we present the experimental results of our algorithm. These
results are divided into two parts. First, we present the results from the exper-
iments on synthetic data and compare them with other algorithms. Second,
we present the results got from the experiments on the real data. Then we
have some discussions about these results.
10.1 Benchmark
As we mentioned in the Chapter 8, all of the current existing algorithms meet
some difficulties in solving the motif-finding problem. CONSENSUS (Hertz
and Stormo, 1999 [23]), GibbsDNA (Lawrence et al., 1993 [25]), and MEME
(Bailey and Elkan, 1995 [16]) can successfully detected (15, 3)- motifs, which
means the length of the motif is 15 and the maximal number of mismatches
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allowed between motifs and their instances is 3, implanted in 600 bp sequences,
but all of them can not find the motifs in (15, 4) format which are also im-
planted in the 600 bp sequences. WINNOWER and SP-STAR (Pevzner and
Sze, 2000 [28]) are capable to solve the case that (15, 4)- motifs implanted in
1000 bp sequences, while WINNOWER fails to deal with the case that (15, 4)-
motifs implanted in twenty 1300 bp sequences. And PROJECTION (Buh-
ler and Tompa, 2001 [19]) also solves the problems of finding (14, 4)-, (16, 5)-,
(18, 6)- motifs implanted in twenty 600 bp sequences. But unfortunately, more
difficult motifs such as (9, 2)-, (11, 3)-, (13, 4)-, (15, 5)-, and (17, 6)- motifs in
the same case.
Till now, MULTIPROFILER (Keich and Pevzner, 2002 [24])is the best
algorithm to solve the motif-finding problem. It can detect successfully more
than 99% of the times for (15, 4)- motifs, which are implanted in twenty 2000
bp sequences. Besides this, it can succeed in finding more than 98% times
of such motif implanted in twenty 3000 bp sequences. In the case of a (9, 2)-
motif implanted in twenty 600 bp sequences, it can detect the motifs with
100% success rate, on the other hand, PROJECTION succeed in only 16 out
of 20 cases using the same score function.
Based on the above observation, we regard MULTIPROFILER as the
best motif-finding algorithm on both efficiency and reliability, and we perform
the comparison between it and our algorithm on the executing time and quality
of results.
Recall that our algorithm can detect all the motifs which satisfy the
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predefined criteria, say l,the length of the motif, and d, the maximal number
of mismatches which is allowed between the motif and its instances. This
means our success rate is always 100% regardless of the length of the input
sequences or the number of input sequences. Also, the two parameters l and
d for motif don’t affect such rate. This feature can guarantee our algorithm
to always report the high quality results. Compared with MULTIPROFILER,
which owns a very good success rate while not perfect, it will fail to detect
some subtle motifs in a few spectacular cases.
For the case that (15, 4)-motifs implanted in twenty 2000 bp sequences,
MULTIPROFILER can detect those motifs in about 75 minutes (on a 500MHz
G4). Our algorithm can accomplish the same target in around 60 minutes
(on a 1.6GHz P4), while give the complete set of all possible motifs’ pattern
appeared in the input. For the case that (15, 4)-motifs implanted in twenty
3000 bp sequences, MULTIPROFILER can detect those motifs in about 3
hours (on a 500MHz G4), and our algorithm can give the high quality outputs
in about 2 hours (on a 1.6GHz P4). MULTIPROFILER use less than 1 minute
to detect (9, 2)-motifs implanted in twenty 600bp sequences (on a 500MHz G4).
Our algorithm can find all of these motifs in half a minute (on a 1.6GHz P4).
We noticed that the improvement on the time usage is not that explicit
that we didn’t make our algorithm 2 or 3 times faster than MULTIPROFILER.
But we must keep in mind that we find ALL the possible motifs that meet
our preset criteria. If we have some biology knowledge supports, we can surely
include some pruning methods, in this case, the potential of this algorithm is
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still quite significant.
And another important feature is that our algorithm can deal with
the case that not all of the input sequences contain motifs/motifs’ instances.
While MULTIPROFILER is unable to do this. For the case that half of the
input sequences contain motifs/motifs’ instances, we can find (15, 4)-motifs
implanted in twenty 2000bp sequences in 5 hours with more than 97% success
rate.
10.2 Finding Regulatory Patterns in DNA Se-
quences
The ultimate aim of any motif-finding algorithms is to find regulatory patterns
in biology sequences. In this section, we present the experimental results of
our algorithm on the real DNA sequences. We tested a few biological sam-
ples from a variety of organisms taken from regions upstream of two types of
gene with known motifs. The two genes are: preproinsulin and dihydrofolate
reductase(DHFR).
As we mentioned before, our algorithm can detect all of the possible
motifs appeared in the input motifs if they satisfy the preset criteria. This
means, without any additional knowledge, our algorithm give a complete set
of possible motifs whose size can become quite huge for those input sequences
with large size. And this feature is lost by all the other previous motif-finding
algorithms. In 10.2, we can find that our algorithm is quite flexible, because
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we can find the published motifs with length l′ which is shorter than l, the
length of motifs we find. Due to the limitation of biology knowledge, we found
published motifs only according to [34]. Also, we have refined the results to
improve the readability.
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Table 10.1: Biology data experiment
Sequence length Found motif of length 15 Reference motif












The first column provides the name of the gene. Length is the total number
of base pairs in the sample. We look for length 15 motifs. Under the reference
motif column, we provide the published motif or the motif that has been found
by other algorithms before. All of the new motifs we found are not reported.
The reference motifs are taken from Stormo and Hartzell, 1989 [34].
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10.3 Discussions
We find our algorithm can find all the possible motifs which meet the criteria
we preset, and in some cases, the number of motifs we found are astonishingly
large. So here comes the consideration, shall we call these phenomena “false
positive” or not?
From the view of merely computer science, our task is to find some new
algorithm, which is efficient and reliable enough to fulfil the aim or require-
ment. In the motif-finding problem, the aim for us computer science people
is much like the pattern recognition problem. The algorithm is required to
recognize all the satisfying patterns in a given set of sequences, and the faster
the better.
But from the view of computational biology, we must add some realistic
or biology meanings or usages to the original pattern recognition problem. In
this sense, “false positive” is included to verify the goodness of a certain motif-
finding algorithm. The intuitive meaning of “false positive” is that some of the
motifs found by a certain algorithm are not the “true” motifs. If an algorithm
generate too much “false positive” results, we will not regard it as a good
algorithm. Here comes the problem, how can we test the “false positive” rate
based on a certain set of result motifs. Up to now, such verification is done by
comparing the motifs with the published motifs. If most of the motifs found
by the algorithm are the known motifs, we say it avoid “false positive”. On
the other hand, if a large amount of motifs found are new motifs, we say it
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encounters the “false positive” problem. Is this criteria to justice an algorithm
correct?
My answer is sometimes correct, sometimes not.
When is it correct? If we want to use the algorithm to detect the motifs
within a certain biology sequence or to find the existing motifs in it, the criteria
is correct. Because in this case, what we only care is whether such sequence
contains known motifs or not, and we have no interests in whether it contains
new motifs or not. Then we can make use of comparing the results with
the existing set of motifs to verify whether an algorithm has “false positive”
problem or not.
But if we want to use the algorithm to predict new motifs, such criteria
becomes not that correct any more. The aim in this application is to provide
the biologists a set of possible motif candidates so that they can perform some
chemical or biological experiments to verify the new motifs from the set. In this
sense, the more motif candidates we generate, the more possible the biologists
can find new motifs. Some may say that if the algorithm can report as many
existing motifs as possible, it becomes more reliable that it can report “true”
new motifs. If this saying is true, the biology world becomes quite simple.
Because the algorithm which reports a lot of existing motifs always include
some regulations or observations, or it needs some training data sets to let
the programme learn some common rules, the motifs it reports have some
regulations or common structure inevitably. That means the unknown motifs
are similar to existing motifs in some senses. And there must exists some
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common rule for the composition of regulatory regions. But till now, no such
rule has been found. And in order to find new motifs, biologists willing to try
different motif candidates which vary from each other quite a lot on both the
formats and the structures.
How can we solve such problem? Firstly, it is much better to make sure
the aim of the algorithm. If the aim is to detect or find existing motifs in a
sequence, the algorithm should generate as few new motifs as possible. If the
aim is to make motif prediction, the algorithm should not care too much about
the “false positive” and get as complete possible motif candidates as possible.
Secondly, biology regulations and observations should be added to the
algorithm. Without biology meanings, all of the output substrings is correct as
they all meet our preset criteria. And there are inevitably many random sub-
strings reported if the algorithm merely using computational methods. Given
some biology regulations and observations, we are able to prune most of these
random substrings and speed up the executing time. Also we can set up a
score function in the algorithm in order to make the results more reliable and
more precise.
10.4 Conclusion
In this chapter, we give the experimental results of our new algorithm. We
performed experiments on both synthetic data and real biology sequences.
The results show our algorithm is both efficient and reliable in motif-finding
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problems. Besides the results, we also give the in-depth discussion about the
“false positive” affairs. We clarify that it is more important to make sure the




In this chapter, we conclude the work in two sections. Firstly, we will give a
brief conclusion of the work. After that, we present the next step of research
on this topic.
11.1 Conclusion
The motif-finding problem has become more and more important these days
with the development of biology and genetic research. A lot of former works
tried to give a efficient and reliable algorithm to solve such problem. But most
of them either suffer from the executing or require quite a large amount of
unaffordable space. We present a absolutely new algorithm which can provide
better results within reasonable time.
Dirichlet Theory gives us the idea of this algorithm. Instead of building
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a time consuming graph, we partition the length l motif into k parts. We find
that with such partition, we can gain benefit on both executing time and space
usage.
One of the most difficult problems faced by existing motif-finding al-
gorithm is that they can not deal with the real difficulty that some of the
input sequences do not contain motifs or motifs’ instances. Our algorithm can
solve this due to the capability to detect all of the possible motifs in the input
sequences.
We also give thorough analysis of the time complexity and space usage
of our algorithm. Based on these analysis, we can find the ways to calculate the
optimal value of k, the number of parts we segment the length l motifs. The
space usage of our algorithm is much smaller compared to other algorithms
according the analysis.
The experimental results on synthetic data show that our algorithm
can exceed all of the existing algorithms in the aspects of executing time and
the quality of results. And the experiments on biology sequences show us the
algorithm is useful in real applications.
In addition, we give some in-depth consideration of the “false positive”
problem which is always encountered by many motif-finding algorithms. We
recommend to determine the aim of a algorithm before propose it. And includ-
ing more biology knowledge or regulations into the algorithm is also a better
way to avoid such problem. Besides, in some cases, we needn’t care too much
about this problem regards of the shift of aims.
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11.2 Future Works
As we mentioned in previous chapters, the algorithm reports all of the pos-
sible motifs which meet the criteria. In some cases, the number of output is
significantly large. This means given some reliable biology rules, it still have
a significant potential to improve its time complexity. So one of the future
works is to find useful biology rules or observations and include them into the
algorithm. Then we will be able to speed up the algorithm by performing some
pruning methods in the process based on biology rules.
Another direction of future works is to make the algorithm suitable for
both motif detection and motif prediction. This can be done and is possible
to be done by include some parameters, which can be determined by users
whether the algorithm is to detect or predict motifs. For detection, some
of the important motif observations can be helpful to report more precise
results accompanied by the improvements in executing time. For prediction,
the algorithm will try to report as many motif candidates as possible to increase
the probability of finding new motifs.
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