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Abstract: The spatial information carried by light is scrambled when it propagates through
a scattering medium, such as frosted glass, biological tissue, turbulent air, or multimode
optical fibres. Digital optical phase conjugation (DOPC) is a technique that ‘pre-aberrates’ an
illuminating wavefront to compensate for scatterer induced distortion. DOPC systems act as
phase-conjugate mirrors: they require a camera to holographically record a distorted wavefront
emanating from the scatterer and a spatial light modulator (SLM) to synthesize a phase conjugate
of the measured wavefront, which is sent back through the scatterer thus creating a time-reversed
copy of the original optical field. High-fidelity DOPC can be technically challenging to achieve
as it typically requires pixel-perfect alignment between the camera and SLM. Here we describe
a DOPC system in which the normally stringent alignment criteria are relaxed. In our system
the SLM and camera are placed in-line in the same optical path from the sample, and the SLM
is used in an off-axis configuration. This means high-precision alignment can be achieved by
measurement of the transmission matrix (TM) mapping optical fields from the SLM to the camera
and vice-versa, irrespective of their relative position. The TM also absorbs and removes other
aberrations in the optical system, such as the curvature of the SLM and camera chips. Using our
system we demonstrate high-fidelity focussing of light through two ground glass diffusers with a
peak-intensity to mean-background ratio of ∼700. We provide a step-by-step guide detailing how
to align this system and discuss the trade-offs with alternative configurations. We also describe
how our setup can be used as a ‘single-pixel camera’ based DOPC system, offering potential for
DOPC at wavelengths in which cameras are not available or are prohibitively expensive.
© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement
1. Introduction
Overcoming optical distortion is key to a range of emerging imaging and communication
technologies. For example, high-resolution optical imaging of structures deep within biological
tissue is a long sought after goal. However, the scattering nature of biological samples partially
or fully scrambles the spatial information that is vital for image formation. The spatial modes
of light also represent independent information carrying channels that can be used to expand
the capacity of optical communication systems. However, harnessing this degree of freedom
requires adaptive correction of dynamic aberrations introduced by turbulence in free-space optical
communication systems, or mode scrambling in optical fibre-based links. Recently, significant
progress has been made in the field of light control, making it possible to mitigate even severe
scattering-induced optical distortion [1–5]. The emergence of wavefront shaping techniques have
enabled compensation of a medium’s linear scattering properties using methods which can be
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broadly categorised into three related approaches: transmission matrix measurement [6], iterative
wavefront optimisation [7,8], and optical phase conjugation [9,10].
The transmission matrix (TM) captures the transformation that light fields undergo due to
propagation through an opaque object. The TM is a complex-valued linear matrix operator
relating the optical field a incident on a plane at one side of the scatterer, to a transformed field b
exiting at a second plane on another side of the scatterer: b = Tfa. Here a and b are complex
valued column vectors representing the vectorised 2D light fields on the incident and output
planes respectively, and we denote Tf as the forward TM from the input to the output plane. Tf
is measured by sequentially transmitting a set of fields through the sample and recording how
each is transformed. Each of these measurements constitutes a single column of the TM (where
the TM is represented in a basis governed by the input and output bases). Once obtained, the TM
can be used to calculate how to shape light incident on the input plane a, so that it is transformed
into a desired target field b at the output plane: i.e. if a is set to a = T−1f b, then the output field
is given by Tfa = TfT−1f b = b as required [6]. We note that in practice it is sometimes only
possible to measure a subset of the TM, which may not be unitary. In this case its inverse can
be approximated with the conjugate transpose or computed with the (sometimes regularised)
effective- or pseudo-inverse. Therefore the generated output field will approximate the desired
output field. Iterative wave-front optimisation is a closely related technique that involves finding
the required input a by repeatedly modulating the input wavefront to improve a figure of merit
provided by a feedback signal, such as the intensity of light focussed to a particular point in the
sample [7,8].
Optical phase conjugation, also known as ‘time-reversal’, enables a specified target field
to be created after only a single measurement on the scatterer [10]. In this approach, the
‘recording’ step consists of backwards-propagating the desired target field d from the output
plane to the input plane, and measuring the distorted field c = Tbd holographically. Here Tb
is the backward TM through the sample, which is equal to the transpose of the forward TM:
Tb = T+f . Digital optical phase conjugation (DOPC) uses a camera, that is simultaneously
illuminated with a coherent reference beam, to measure the distorted field c [11,12]. In the
subsequent ‘playback’ step, the phase conjugate of the measured field c∗ is then synthesized at
the input plane, which forward-propagates through the scattering system, yielding a target field:
T+b c
∗ = T+b (Tbd)
∗ = (T†bTbd)
∗ = d∗, i.e. since the synthesized field is the time-reverse of the
recorded field, it transforms into the phase conjugate of the target field, d∗, at the output of the
scatterer. We note that in general it is only possible to measure a portion of the distorted field,
within some solid angle. In this case, analogously with partial TM measurement mentioned
earlier, the time-reversed field will approximate the desired output field. Here (.)+ and (.)†
represent the transpose and conjugate transpose respectively, and in this example the TM is
assumed to be unitary so that T−1b = T
†
b. As Tb is never measured, then DOPC only requires a
single calibration measurement. This means recording and playback can be repeatedly performed
on millisecond timescales, enabling focussing through dynamically changing media, such as
biological tissue [13], atmospheric turbulence [14] or multimode optical fibres [12]. Using a
‘guide-star’, coupled with optical memory effects [15–17], DOPC is also suitable for focussing
and imaging inside scattering materials, where optical access to the target plane is not possible
[18–20].
Achieving high-fidelity DOPC is experimentally demanding as it typically requires pixel-
perfect alignment between the camera used to record the calibration field, and the spatial light
modulator (SLM) used to synthesize the time-reversed playback field. Alignment is necessary
in six dimensions: translations in 3 dimensions (x, y, z), and tip (θx), tilt (θy), and rotation (θz).
Curvature of the camera and SLM screens, along with any other optical aberrations, must also be
measured and compensated. Despite these alignment challenges, very high-fidelity DOPC has
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been successfully demonstrated, relying on a variety of bespoke calibration protocols to align
such systems [21–24].
In this work, we investigate how the alignment criteria to achieve high-fidelity DOPC may be
relaxed. We assess the performance of a DOPC system in which the SLM and camera are placed
in-line in the same optical path from the sample, and the SLM is used in an off-axis configuration.
This means high-precision alignment can be achieved through measurement of the transmission
matrix (TM) mapping optical fields from the SLM to the camera and vice-versa, irrespective of
their relative position: minimising the need for physical alignment. As the TM is a completely
general operator, it naturally accounts for any translation, rotation and re-scaling between the
SLM and camera. In fact there is no longer any need for these elements to be parallel, or in image
planes of one another - indeed it is not necessary to precisely know the relative location of the
camera and SLM. Here we find it convenient to place the camera approximately in the Fourier
plane of the SLM, with a 45◦ rotation between them. The TM also absorbs the curvature of the
SLM and camera chips, and any other aberrations in the optical system. It is still necessary to
perform manual alignment between some components - namely single mode fibres and cameras,
however the complexity of this remaining task is alleviated as only point-to-point rather than
plane-to-plane alignment is required. We provide a guide detailing the steps required to align
our setup, discuss trade-offs with respect to other geometries, and demonstrate high-fidelity
generation of foci through two ground glass diffusers with an enhancement ratio of ∼700.
2. Experimental setup
A schematic of our in-line DOPC system is shown in Fig. 1. The setup is split into two separate
optical systems, which here we refer to as the ‘switching platform’ and the ‘DOPC system’. The
switching platform and DOPC system are connected through two polarisation maintaining single
mode optical fibres: an input and an output fibre. The switching platform enables light from a
HeNe laser (Thorlabs HNL150R, wavelength of 633 nm, 15mW unpolarised) to be transmitted in
either direction through the DOPC system, depending upon the position of flip mirrors FM1 and
FM2. Box 1 shows the flip mirror configuration in the switching platform to send light clockwise,
and Box 2 anti-clockwise, through the DOPC system. Figure 2 summarises the main steps in the
alignment, calibration and operation of our DOPC system. These steps are described in detail
below.
2.1. Alignment and transmission matrix assisted calibration of the optical system
In the absence of a scattering sample, light propagating around the DOPC system in either
direction enters via fibre F1/2 and is subsequently focussed back into fibre F2/1. In order to align
the setup we transmit light clockwise without a scattering sample present, which is the case
shown in the DOPC schematic in Fig. 1. The path of light entering the DOPC system via F1 is as
follows: Light diverging from fibre F1 is split by beamsplitter BS1 into a signal and reference
beam. The transmitted signal beam is collimated and the field at the Fourier plane of the input
fibre is re-imaged, through an iris I1, onto the SLM. Our optical system can be implemented
with either phase-only SLMs, or binary amplitude SLMs such as digital micro-mirror devices
(DMDs). Here we demonstrate the method using a DMD (ViALUX V-7001) of resolution
(s × t) = (768 × 1024) pixels. The DMD micro-mirrors tilt about their diagonal. We therefore
mount the DMD rotated 45◦ about the optical axis ensuring that the mirror rotation axis is vertical
and reflected light remains parallel to the optical bench. The DMD displays a grating pattern
to diffract incident light away from the direction of specular reflection. This grating can also
incorporate phase variation to correct aberrations in the optical system. Phase correction is
required even in the absence of a scatterer, to remove field distortion due to curvature of the
DMD screen itself, and any other small aberrations in the system that can reduce the fidelity of
the time-reversed field [25]. Light reflecting from the DMD is focussed through a second iris I2,
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Fig. 1. Experimental setup of the inline DOPC system: C = camera, BS = beamsplitter, P =
linear polariser, PBS = polarising beamsplitter, HWP = half wave-plate, M = mirror, FM =
flip-mirror, F = polarisation maintaining optical fibre, I = iris (used as a spatial filter). Light
emanating from F1/2 is collimated by a lens of focal length f = 60mm, and re-imaged onto
the DMD with a lens of f = 150mm followed by a lens of f = 300mm. The magnification of
the playback field onto camera C1 is ∼ 5. Boxes 1 and 2 show the two possible configurations
of the flip mirrors in the switching platform to circulate light clockwise or anti-clockwise
around the DOPC system. Light is shown propagating clockwise around the DOPC system,
as in the alignment phase. The right-hand insets show which diffraction order is selected by
I1 and I2 when the light is propagating in either direction.
Fig. 2. A summary of the main steps in the alignment and calibration of the DOPC system,
and the recording and playback phases.
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which passes only the first diffraction order and blocks all other orders. The beam is then split by
beamsplitter BS2, and re-imaged onto both camera C2 and the tip of single-mode fibre F2. A
coherent reference beam on camera C2 is formed by light entering the system via fibre F1 which
is reflected by beamsplitter BS1, then guided by fibre Fext and combined with the signal light at
beamsplitter BS2 to illuminate camera C2.
The majority of the system alignment is achieved through measurement of the TM that maps
how light is transformed from the DMD to camera C2. The TM is measured using a method
similar to that described in [3], by forming an orthogonal set of input modes by sub-dividing the
DMD screen into groups of micro-mirrors termed ‘super-pixels’. We note that it is also possible
to use other input basis representations, such as the Hadamard basis, for example [26]. In this
case we choose a super-pixel size of (p × q) = (16 × 16) micro-mirrors. A super-pixel is in an
active ‘on’ state when its micro-mirrors are set to display a binary diffraction grating encoding a
tilted linear phase function, which across the entire screen is given by φt ∈ Rs×t = kxx + kyy + φg
where x ∈ Rs×t and y ∈ Rs×t are 2D arrays, each element of which specifies the Cartesian x- or
y-coordinate of the corresponding micro-mirror location on the DMD chip. kx and ky specify
the x- and y-components of the tilted wave-vector of light diffracted from the DMD, and φg is a
global phase shift.
A binary diffraction grating B ∈ Rs×t encoding an arbitrary bandwidth limited phase function








where sgn[a] returns the sign of a. Therefore in this case ρ = φt at coordinates within the bounds
of an active super-pixel on the DMD, and 0 otherwise. The diffraction grating within an active
super-pixel transmits some of the light from within the super-pixel into the first diffraction order
where it passes through iris I2. A super-pixel is in an ‘off’ state when all micro-mirrors are set to
the same state, and so no light is transmitted into the first diffraction order, and all of the light
emanating from this region is blocked by iris I2.
A sequence of N = 3072 orthogonal input modes are used to measure the TM by raster
scanning a single active super-pixel over a grid of (u × v) = (48 × 64) (determined by super-pixel
size) non-overlapping regions across the DMD, while all other super-pixels are turned off. At
each super-pixel location, the interference pattern created by light from the active super-pixel
interfering with the external reference is recorded in a region of interest on camera C2 consisting
of M = 61 × 61 = 3721 pixels in this case. The phase of this field is recovered using phase
stepping holography, by recording the intensity pattern as the global phase of the super-pixel
grating is stepped through φg = 0, π2 , π,
3π
2 rads. Each camera pixel undergoes a sinusoidal
variation in intensity as the phase is stepped. The relative phase of these sinusoids encodes
the phase of the incident field. The amplitude of the field can also be computed from this
data, or directly measured by blocking the reference beam and taking the square-root of the
measured intensity. Phase drift between the coherent reference and signal beam can disrupt the
TM measurement. To compensate for phase drift, we interlace a field measurement on a standard
mode (a single chosen super-pixel) throughout the TM measurement. We track changes to the
global phase of this standard measurement which captures the phase drift and enables it to be
subtracted from all measurements.
To construct the TM T ∈ CM×N , the field recorded on camera C2 when the nth input super-pixel
is active is vectorised (i.e reshaped into a column vector) and allocated to the nth column of T.
T links an input basis of N super-pixels, to an output basis of M pixels on the camera. As the
camera is placed in the Fourier plane of the DMD, then we expect T to be close to a Fourier
Transform matrix. However, T also encapsulates curvature of both the DMD and camera sensor
(if any), the relative scaling of pixels on the two devices, and their relative three dimensional
position and orientation, along with other aberrations present in the optical system.
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Once T is measured we use it to align three image planes: that of the tip of fibre F1, to the tip
of fibre F2, and both of these to a target camera C2 pixel of our choosing. To do this we find the
calibration phase function θcal that should be encoded into the diffraction grating displayed on
the DMD to simultaneously steer a focus to our selected pixel on camera C2 and remove optical
aberrations from the system:
θcal = φt + η, (2)
η = arg(reshape[T†ypix, u, v] ⊗ A). (3)
Here φt is the linear phase tilt present inside each super-pixel during TM measurement, and
η ∈ Rs×t is the phase correction to remove DMD curvature and other aberrations, sampled at
the resolution of the super-pixels and upscaled via nearest-neighbour interpolation to match the
DMD resolution. ypix ∈ CM is a column vector of zeros, with a single entry set to one at the
position of the element corresponding to the target camera pixel. Therefore T†ypix is the field
required on the DMD plane to focus to the target pixel, represented in the super-pixel basis. Here
we have set T−1 = T†, under the assumption that T is unitary as there are minimal losses in the
system. The operator reshape[x, u, v] reshapes a column vector x ∈ CN to a u × v element array,
representing the dimensions of the super-pixels on the DMD. A is a p × q matrix of ones, and
the kronecker product ⊗ serves to upscale the reshaped super-pixel representation to the full
s × t resolution of the DMD. Figure 3(a) shows an example of phase function η for our system -
depicting the non-flat nature of the DMD screen.
Fig. 3. Weak phase aberration: (a) shows the phase correction required for the DMD itself
(η). (b) shows the phase correction required for the sample (χ). (c) shows the combined
phase correction. (d) shows the intensity of the distorted focus in the absence of the sample,
without DMD curvature correction. (e) shows further distortion to the focus when the weak
phase aberration is placed in the setup. (f) shows the focus with the implementation of
sample aberration correction, but without DMD curvature correction. (g) shows the focus
with the implementation of DMD curvature correction without sample aberration correction.
(h) shows the intensity of the time-reversed field when both DMD curvature correction and
sample aberration correction are applied on the DMD. Each panel (d-h) has a linear scale
and is normalised to its own peak intensity. The peak intensity increases by a factor of ∼8
from (g) to (h).
θcal is encoded into a binary diffraction pattern to display on the DMD using Eq. (1) with
ρ = θcal. When displayed, light emanating from F1 passes through the DOPC system and
focusses to our target pixel on C2. A focus is simultaneously also created in the vicinity of the tip
of fibre F2. To overlap the tip of fibre F2 with this focus, the 3D position of the tip of fibre F2 is
manually adjusted to maximise the total intensity of return light measured at camera C3 on the
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switching platform. We note that as only the total intensity is required then C3 could also be
replaced with a photo-diode. When this intensity is maximised then the images of the tips of
fibres F1 and F2, and our selected camera C2 pixel, are all aligned, and any native aberrations in
the optical system have been removed. Light can now pass in either direction through the DOPC
system, and the alignment phase is complete.
2.2. Recording step
The scattering sample is inserted into the beam path as shown in Fig. 1. The sample can be
placed at any point in between beam-splitter BS1 and Iris I1. To record the distortion of the
target field due to the sample, light transmitted from fibre F1 passes through the sample and
propagates clockwise around the DOPC system. The linear phase tilt function φt is encoded into
the diffraction grating displayed on the DMD with all super-pixels active. The first diffraction
order passes through I2 and is imaged by camera C2, where it interferes with the external reference
beam. The distorted optical field arriving at camera C2, given in vectorised form by dcam ∈ CM ,
is measured in four camera frames using phase stepping holography by changing the global phase
of the DMD grating as before. We note that the field on C2 could also be measured in a single
camera frame using digital holography, by sacrificing the spatial resolution of the measurement
by a factor of two in each dimension.
2.3. Playback step
Once the distorted field emanating from the sample is measured, the direction of propagation of
light around the DOPC system is reversed by switching the position of flip mirrors FM1 and FM2
(as shown in Box 2 in Fig. 1), and so light is emitted from fibre F2. The external reference beam
path is now blocked. We use the TM to transform the measured distorted field at the camera
plane, dcam, to the synthesis plane - this is the plane that light passes through immediately after
diffracting from the DMD (when propagating anti-clockwise from fibre F2) - and the plane at
which we will synthesise the desired phase conjugate field. The measured field at the synthesis
plane is given by dsynth ∈ CN = T†dcam, here represented in the super-pixel basis. Therefore, the
playback phase function encoded into the DMD diffraction grating to synthesize a time-reversed
field to transmit back through the sample is given by:
ψconj = θcal − χ, (4)
χ = arg(reshape[dsynth, u, v] ⊗ A). (5)
Here χ is the time-reversed argument of dsynth, that has been reshaped and up-scaled - i.e. this is
the phase function we aim to generate at the phase-conjugate synthesis plane. θcal, previously
calculated in Eq. (2), is also necessary in Eq. (4) to remove the DMD induced aberration in the
playback beam transmitted from fibre F2 to the synthesis plane. As before, ψconj is encoded into
the binary diffraction pattern displayed on the DMD using Eq. (1) where ρ = ψconj. Camera C1
is used to image the time-reversed field once it has passed back through the sample.
3. Results
We first test the performance of our in-line DOPC system by using it to time-reverse the field
that has propagated through a weakly aberrating media: a thin phase screen, formed from three
pieces of stressed plastic sandwiched together, the phase of which vary slowly with position. This
sample was placed 2 cm from the image plane of the DMD. Figure 3(b) shows χ, the measured
phase aberration induced by the weak scatterer. Figure 3(c) shows the resulting phase pattern
that should be encoded into the tilted diffraction grating displayed on the DMD to time-reverse
the distorted field. Figures 3(d)-(h) show the images of the intensity of the playback field
back-propagated through the sample, captured by C1 under different conditions, highlighting the
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effect of the different terms in Eq. (4). Figure 3(d) shows the distorted focus in the absence of the
sample, without DMD curvature correction, i.e. in this case the DMD encodes only the linear
phase ramp: ρ = φt to direct incident light into the first diffraction order. Figure 3(e) shows
further distortion to the focus when the sample is placed in the setup. Figure 3(f) shows the focus
with the implementation of sample aberration correction, but without DMD curvature correction,
i.e. ρ = φt − χ. This looks similar to Fig. 3(d) as we would expect. Figure 3(g) shows the focus
with the implementation of DMD curvature correction without sample aberration correction:
ρ = θcal, isolating only the sample induced distortion. Finally, Fig. 3(h) shows the intensity of
the time-reversed field when both DMD curvature correction and sample aberration correction
are applied on the DMD: ρ = ψconj, yielding diffraction limited focussing, and increasing the
peak intensity of the focus by a factor of ∼8 in comparison with Fig. 3(g).
Next, we test the performance of our in-line DOPC system when tasked with focussing through
a more severe aberration: two ground glass diffusers (220 grit and 1500 grit polish) placed near
the image plane of the DMD. We chose to focus through two diffusers to ensure we test a multiple
scattering scenario. Figures 4(a) and (b) show dcam and dsynth respectively. Figure 4(c) shows the
phase pattern ψconj encoded into the DMD diffraction grating to time-reverse the distorted field.
Figure 4(d) shows the diffraction limited spot at camera C1 when the full phase correction shown
in Fig. 4(c) is applied. Figure 4(e) shows the intensity at camera C1 prior to phase correction:
the diffusers fragment the beam into a speckle pattern. Figure 4(h) shows a comparison of
line-profiles through the intensity patterns on C1 with and without phase correction.
To quantify the fidelity of the focussing, we calculate the enhancement factor Σ, given by the
ratio between the peak intensity of the time-reversed focus, and the average intensity of the residual
background speckle pattern. When focussing through the sample formed from two diffusers, we
find Σ ∼ 700. This figure can be compared to the theoretically expected enhancement factor for
phase only modulation: Σt ∼ π4 Neff , where Neff is the number of orthogonal spatial modes (in
our case super-pixels) controlled on the SLM [1]. The theoretical enhancement factor is derived
under the assumption that (i) the phase correction applied to each super-pixel is statistically
independent, and that (ii) each super-pixel contributes equally to the total intensity. Therefore,
should these assumptions be satisfied in our system (i.e. Neff = N = 3072), we would expect an
enhancement factor of Σt ∼ 2400. However, in our case, the intensity of the playback field is a
Gaussian beam chosen to fit inside, rather than overfill, the DMD chip, as shown in the inset
in Fig. 4(h). Therefore, super-pixels towards the edge of the DMD contribute significantly less
power to the focus than those in the middle of the DMD and our experiment does not comply
with assumption (ii) in the estimation of the theoretical enhancement factor given above.
In our proof-of-principle experiment, approximately half of the super-pixels control the
majority of the power in the playback field, and so we estimate that Neff ∼ 1500, and so the
theoretically expected Σt is reduced by a factor of ∼ 2 to Σt ∼ 1200. Our experimentally obtained
enhancement factor increases to Σ ∼ 1000 ∼ 0.8Σt when focussing through a single diffuser (220
grit polish), positioned at the image plane of the DMD. In this case, we attribute the observed
increase in Σ to the fact that the single diffuser acts as a pure phase screen and the intensity of
the recorded field is well matched to the playback field intensity at the DMD (i.e. they are both
Gaussian beams of similar beam waist). Meanwhile, when focussing through two diffusers, the
intensity profile of the distorted beam is broadened at the DMD plane, thus overspilling the area
of the playback beam. Therefore we conclude that the main factor reducing the enhancement
factor from that theoretically predicted when focussing through a multiple scattering sample
is the narrow beam waist of the Gaussian intensity profile of the playback field. This could
be readily improved by expanding the playback beam to overfill the SLM chip. Other factors
that contribute to a reduction in Σ may include: any correlations in the distorted field between
adjacent super-pixels, which further reduce the effective number of independently controllable
modes Neff ; small errors in the measurement of the complex elements of the TM; small errors
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Fig. 4. Strong phase aberration, focussing light through two ground glass diffusers: (a)
the field measured on the camera: dcam. (b) the calculated field at the DMD plane: dsynth.
(c) the phase correction encoded into the DMD (note: there is also a linear phase gradient
φt encoded into each super-pixel, which is not shown). (d) the resulting focus imaged on
camera C1, which can be compared with (e) the speckle when no correction is applied. (f)
The same data as (d) now displayed on a log-plot: created by combining data from multiple
exposures. (g) Focussing 35 spots through the diffuser simultaneously using the tilt-memory
effect. (d,e,h) have a linear greyscale scale bar. (h) Line-profiles through the generated
focus (red solid line, also marked on (d) and (f)), and through the uncorrected speckle (blue
dashed line, also marked on (e)). Enhancement factor Σ ∼ 700 in this case. The inset in (h)
shows an estimate of the intensity profile I of the playback beam on the DMD. This is given
by I =
reshape[T†ypix, u, v]2 which is the measured intensity of each super-pixel as light
propagates around the system from F1 without a sample present. As the system is symmetric
we expect this to have a similar intensity profile to the playback field propagating from F2.
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associated with the approximation that T−1 = T†; and any drift in the alignment of the optical
system in between calibration and playback. Nonetheless, the levels of enhancement we achieve
with our system are comparable with the focussing achievable with TM-based approaches using
a similar number of super-pixels, in which measured and corrected fields are transmitted in the
same direction and so are automatically aligned [25].
Ground glass diffusers exhibit an angular memory effect: tilting of the incident wavefront
results in a corresponding tilt in the wavefront emerging from the output side of the diffuser, thus
causing a lateral shift in the optical field in the far-field of the output [15,17]. This effect arises
as a consequence of the strongly diagonal nature of the real-space transmission matrix of the
diffuser itself [27]. Figure 4(g) shows the generation of an array of focussed spots on C1 using
the angular memory effect. In this experiment a single diffuser (220 grit polish) was placed in
the Fourier plane of camera C1, which corresponds to the image plane of the DMD. Due to the
angular memory effect, the time-reversed field focussed onto C1 can be translated simply by
adding an additional phase tilt to the phase correction pattern encoded onto the DMD. To create














Here k indexes the spot number, and δkkx and δkky specify the tilts in x and y to translate the kth
focussed spot on C1. As the diffuser can be considered a single phase screen, then in this case
the angular memory effect range of the diffuser is much greater than the area into which we
project the array of foci [28]. In Fig. 4(g) the mean enhancement factor of the foci is Σ ∼ 30.
The main reason for the reduction in contrast when multiple foci are generated, in comparison
with the single focus case, is because the intensity has now been split over multiple spots,





Figure 4(g) also shows some variation in the intensity of the spots in the foci array. There
are two contributing factors that give rise to this non-uniformity. Firstly, phase only modulation
means the field required to create a uniform spot array is not precisely created (i.e. it has the
wrong amplitude profile). The created DOPC field has a varying level of correlation with the
fields required to create each individual focus. This results in a variation in the efficiency with
which each focussed point is generated. This phenomenon occurs whenever phase-only control
is used to create spot arrays - even without focussing the array through a scattering medium. A
number of algorithms have been developed (primarily for use in holographic optical tweezers
experiments) to equalise the intensities of the spots [29]. Secondly, the non-uniformity of the
spot array is exacerbated by the uncontrolled light scattered into the background speckle pattern:
this speckle interferes constructively with some spots, enhancing the intensity at those locations,
but interferes destructively with others, reducing the intensity of those foci.
4. Discussion and conclusions
In this article we have described a DOPC system in which the SLM and camera are placed in-line
in the same optical path from the sample, and the SLM is used in an off-axis configuration.
This means high-precision alignment can be achieved through measurement of the TM mapping
optical fields from the SLM to the camera and vice-versa, irrespective of their relative position
and orientation. The TM accounts for any re-scaling between the pixels of the devices, and also
absorbs and removes other aberrations in the optical system such as the curvature of the SLM and
camera chips. We have shown that our DOPC system performs well when tasked with focussing
light through a multiple scattering sample formed by two ground glass diffusers. We now discuss
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some of the trade-offs in this system compared to other DOPC configurations, and some potential
avenues for development.
Our in-line configuration is compatible with both phase-only SLMs, and binary amplitude
SLMs such as the DMD demonstrated in this work. If a phase-only SLM is employed, the phase
conjugating function ψconj can be directly applied. In the case of a DMD, ψconj is encoded into a
binary amplitude function through Eq. (1) as described above. DMDs offer the advantage of fast
modulation, however we note that their use as diffractive optics should only be considered in
situations with high signal levels, as the binary amplitude grating introduces considerable losses
of ∼95% both during the recording and playback steps. In contrast, diffractive use of phase-only
SLMs suffer a more moderate loss of ∼20-40% [25].
Light propagating in either direction around the set up passes through a spatial filter after
diffracting from the SLM (irises I1 and I2). These spatial filters are necessary to select only
the first diffraction order, ensuring both the measured and playback fields are captured/replayed
with high-fidelity. We note that the spatial filters only block light at spatial frequencies that we
are unable to generate in the playback field using the super-pixel approach, and so there is no
intrinsic loss associated with them within the spatial band limit of our system. The disadvantage
of this approach is that by using the SLM to steer light into the first diffractive order, the highest
spatial frequency in the recorded/playback fields is limited to a resolution lower than the full
SLM resolution.
In our present configuration the spatial resolution of the phase conjugated field, which is
given by the resolution of the super-pixels, is a factor of 16 times lower in each dimension than
the resolution of the DMD itself. We note that it is possible to further decrease the size of
the super-pixels to increase the playback field resolution. For example, Ref. [25] previously
demonstrated DMD-based TM measurements with a super-pixel size of (p × q) = (4 × 4)
micro-mirrors, which in our case would increase the resolution to N = 49152 super-pixels.
Nonetheless, our super-pixel based DOPC approach does sacrifice resolution, and so the trade-off
is as follows: our method enables high bit-depth phase control, and so the creation of high-fidelity,
yet lower-resolution playback fields; versus, for example, previous DMD-based DOPC systems
which use the DMD at its full resolution, but are limited to lower bit-depth binary amplitude [13]
or binary phase control (in the latter case by employing a phase contrast configuration [30]), and
so generate lower-fidelity playback fields. Therefore our system is particularly well-suited to
high-fidelity time-reversal of fields of moderate spatial bandwidth, such as found in free-space
optical communication systems [14], or multi-mode optical fibres [12,31].
In this work we have used the SLM to control only the phase of each super-pixel in the playback
field, however, our approach is also compatible with (lossy) amplitude modulation: tuning the
efficiency of each playback super-pixel by diffracting some of the light striking a super-pixel to
other diffraction orders where it is blocked by the spatial filter [32,33]. Using this approach, it
would also be straightforward to extend our setup to perform vectorial time-reversal, by measuring
and structuring fields in two orthogonal polarisation states simultaneously [34]. This could
be achieved with high stability via a single phase-only SLM or DMD using, for example, the
methods detailed in Refs. [35–37].
The time taken for calibration of our system is also worth consideration. Here we measure
the TM by scanning through N = 3072 super-pixels with the DMD synchronised with camera
C2 at a rate of 100Hz. Therefore the TM calibration phase takes ∼3minutes (excluding DMD
loading time). This time includes 5 measurements per super-pixel (4 phase steps and an intensity
measurement with the external reference beam blocked). However, we note there is scope to
significantly decrease this calibration time to a few seconds: it was recently shown that with a
little prior knowledge of what to expect, TM measurement can be achieved from a drastically
reduced measurement set by employing the framework of compressed sensing [38,39]. In the
case of our DOPC system there is potential to leverage knowledge of the approximate relative
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positions of the DMD and camera as priors (and the fact that the TM is expected to be close to a
Fourier transform) to recover the full TM from only a few measurements.
Finally, we highlight that our setup can also be operated in a ‘single-pixel complex-field
camera’ mode, requiring only a point intensity measurement and removing the need for a camera
in the alignment and recording steps. In this case, alignment can be achieved by using an
alternative reference beam provided by activating a second static ‘reference’ super-pixel on the
SLM in addition to the active ‘signal’ super-pixel that is raster-scanned over the SLM. Light
from the two active super-pixels interferes at the tip of fibre F2, which forms the ‘single-pixel’
of the single-pixel camera. The intensity illuminating the tip of fibre F2 can be measured
by camera C3 (which could also be replaced by a photo-diode). As the phase of the signal
super-pixel is modulated, the intensity at the tip of fibre F2 fluctuates, enabling calculation of the
phase of light emanating from the signal super-pixel relative to the reference to be calculated
[3]. By raster-scanning the signal super-pixel over the SLM, we can reconstruct the relative
phase of all super-pixels required to constructively interfere at the location of the tip of fibre
F2. This is equivalent to measurement of θcal. The same process can be followed with the
sample in place, enabling measurement of the distorted wavefront and thus calculation of χ. We
tested this single-pixel camera-based DOPC approach, and found equivalent performance to the
camera-based method. The main disadvantage of this single-pixel method is that measurement
of each back-propagated distorted wavefront requires 4N sequential measurements, and so it is a
factor of N slower than recording a full-field measurement with a camera when the signal-to-noise
ratio is held constant (although we note that the use of a high-speed photodiode could mean
that the measurement rate may be limited by the modulator - such as 20 kHz rate DMD - rather
than the detector). The key advantage of the single-pixel approach is that it avoids the need for
a camera, and so it could enable DOPC at wavelengths where cameras do not yet exist, or are
prohibitively expensive [40,41].
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