The underlying complexity associated with deep-seated rock slope stability problems usually restricts their treatment to phenomenological studies that are largely descriptive and qualitative. Quantitative assessments, when employed, typically focus on assessing the stability state but ignore factors related to the slope's temporal evolution including rock mass strength degradation, internal shearing, and progressive failure, all of which are key processes contributing to the final collapse of the slope. Reliance on displacement monitoring for early warning and the difficulty in interpreting the data without a clear understanding of the underlying mechanisms has led to a situation where predictions are highly variable and generally unreliable. This paper reviews current knowledge regarding prefailure mechanisms of massive rock slopes and current practices used to assess the hazard posed. Advanced numerical modelling results are presented that focus on the importance of stress-and strain-controlled rock mass strength degradation leading to failure initiation. Efforts to address issues related to parameter and model uncertainty are discussed in the context of a high alpine research facility, the ''Randa In Situ Rockslide Laboratory'', where state-of-the-art instrumentation systems and numerical modelling are being used to better understand the mechanisms controlling prefailure deformations over time and their evolution leading to catastrophic failure.
Introduction
Globally, a massive rock slope failure involving a volume exceeding 20 million cubic metres occurs every 2.7 years (Evans 2006) . These events have been responsible for some of the most destructive natural disasters in terms of human and material losses. With ever-increasing population growth throughout the world's mountainous regions, and therefore increasing societal exposure to rock slope hazards, experts are being called upon to analyse and predict -assessing po-tential modes of failure, risk, and possible preventive and (or) remedial measures.
Our ability to do so, however, is limited by the descriptive and qualitative nature of most analyses, many of which tend to provide only minimal insight into the underlying processes and mechanisms driving instability and failure. The degree to which prediction is achievable is also contentious, with many seeing it as being limited to the assessment of stability (i.e., factor of safety). Prediction of failure with respect to time, which is what society asks from us, seems distant as we try to contend with the large number of unknowns, uncertainties, and complexities associated with the subsurface geology, hydrogeology, and superimposition of triggering events.
In answer to these challenges, advances in engineering tool development are continuously being made with much focus being placed on numerical modelling. Numerical modelling provides a powerful means to analyze complex rock mass interactions and rock slope stability states as a function of changing environmental factors. However, such analyses require tight controls on boundary conditions, material properties, and rock mass constitutive relationships, leading detractors to exclaim ''garbage in, garbage out'' in the absence of detailed field mapping or monitoring data to constrain the analyses with. At the same time it must be recognized that most in situ measurements are affected by the same issues of rock mass complexity and variability as the numerical analyses they are meant to constrain. The presence of persistent and nonpersistent discontinuities, multiple moving blocks, and internal shear surfaces (e.g., Figure 1 ) impose a significant complexity making the interpretation of rock slope monitoring data especially difficult. The questions that follow then are whether geotechnical field measurements are just as suspect as the models they are meant to constrain and calibrate and whether numerical models in return could be used to aid in their interpretation (Eberhardt and Willenberg 2005) .
Instead of focusing on the limitations of a specific tool, this places the emphasis on how the tools that are available to us as practitioners are used, and more importantly, integrated within the overall hazard assessment. By better integrating the different data sets and analysis output available, geological uncertainty can be minimized and better managed so as to aid critical thinking and engineering judgement. This paper examines the use and integration of numerical modelling and field-based geotechnical measurements to provide key insights into deep-seated rock slope failure mechanisms. The first part of the paper concentrates on the question of prediction. Spatial prediction is examined in the context of a ''total slope analysis'' (Stead et al. 2006) , using numerical techniques to assess the stability state, potential volume(s), and runout paths and distances in the event of catastrophic failure. Temporal prediction is discussed focusing on the limitations of empirical treatments of slope monitoring data for early warning and the need for improved consideration of the mechanisms and processes involved. The second part of the paper addresses the issue of improved understanding of rock slope failure mechanisms by outlining the lessons learned from a unique series of numerical-and field-based experiments designed to improve our understanding of prefailure deformation processes in brittle crystalline rock masses -the Randa study (carried out in the Swiss Alps). The importance of strength degradation and progressive failure under different rock slope stress and relaxation conditions are presented based on numerical models of the 1991 Randa rockslide events. These include the use of new ''state-of-the-art'' numerical tools to develop a better understanding of the mechanistic role extensional strain and brittle fracture processes play in the evolution of massive rock slope failure. With these are presented a summary of some key findings from the experimental work carried out for the present-day instability at Randa in the form of the ''Randa In Situ Rockslide Laboratory'', a high-alpine facility involving the integration of instrumentation systems designed to measure three-dimensional (3-D) spatial and temporal relationships among fracture systems, displacements, pore pressures, and microseismicity.
Rock slope hazard prediction

Total slope analysis
The assessment of the hazard posed by a large unstable rock slope requires information on several key factors:
. state of stability (i.e., factor of safety and (or) probability of failure); . anticipated failure mechanism; . potential failure volume;
. extent of warning prior to failure;
. deformation behaviour at failure; and . post-failure runout distance and velocity.
In practice, these factors are assessed based on experience and comparison with precedents, aided by analytical and (or) empirical analyses (Hungr et al. 2005) . In most cases they are treated separately but are linked by a common requirement to be constrained by detailed geological and geotechnical field observations. Stead et al. (2006) propose though that analyses relating to failure initiation need not be treated separately from those relating to transport and deposition (i.e., runout analysis). Instead, with the use of advanced numerical models, they can be linked together as a total slope analysis, where the deformation characteristics and kinematics prior to failure are used to help model the post-failure movement and dynamics. This can be further extended to link back analyses of an earlier failure (where applicable) to forward predictive models, enabling the results from each step to be used to provide important insights, mechanistic controls, and parameter constraints for subsequent steps in the hazard assessment (Fig. 2) . These include results, for an anticipated mode of failure, relating to the rock slope stability state (including its sensitivity to different environmental factors) and the potential extent, depth, and volume of failure.
Stability state, factor of safety, and shear strength reduction
The assessment of a rock slope's stability state is commonly quantified in terms of a factor of safety (the balance between resisting and disturbing forces), calculated using one of a number of closed-form or iterative limit equilibrium solutions depending on the anticipated mode of failure. Distinction is made between structurally controlled failure, where solutions are restricted to toppling or shear along intersecting discontinuities (determined beforehand using stereonet techniques; e.g., Wyllie and Mah 2004) , and stress-controlled failure where solutions apply to shear failure through an equivalent rock mass continuum (e.g., method of slices; see Fredlund and Krahn 1977) . In the case of the latter, critical shear surface search routines assuming either circular or noncircular slip surfaces are used to find the most likely path of failure. When combined with precipitation and infiltration records, results from a limit equilibrium analysis can be used to determine trigger thresholds for which case-specific predictions of depth and relative time of failure can be made (Collins and Znidarcic 2004) . Similar threshold studies have been performed for earthquake triggering (e.g., Shou and Wang 2003) . Correlations to triggering mechanisms and their repeat frequency represent one of the few means by which analytical approaches can be used for temporal predictions. Confidence in these predictions, however, may be limited by the degree of model and parameter uncertainty involved, and instead often serve better when combined with other analyses to define early warning thresholds relating to different hazard levels.
To deal with issues of parameter uncertainty, probabilistic tools are more frequently being used in combination with limit equilibrium analyses. Instead of calculating a single factor of safety for a slope, a distribution of safety factors is calculated (Fig. 3 ) from repeated iterations of the stability model using different combinations of input parameters selected from their credible ranges by Monte Carlo sampling techniques (see also Lee and Jones 2004) . The ''probability of failure'' is then computed as the percentage of analyses performed where the factor of safety was less than 1.0. A ''reliability index'' follows as the number of standard deviations separating the mean factor of safety from the critical value of 1.0. These parameters provide a measure of the uncertainty involved in the results of the analysis and thus in that of the stability state of the slope. Reliability concepts can then be applied to provide a logical framework for choosing factors of safety that are appropriate for the degree of uncertainty and the consequences of failure involved (Duncan 2000) . It should be noted, however, that probabilistic limit equilibrium analyses assume that parameter variability is the only source of uncertainty, neglecting issues related to sampling uncertainty (do our samples represent the parameters correctly) and model uncertainty (is our model of the failure mechanism correct).
In a total slope analysis, limit equilibrium analyses should be followed by detailed numerical analyses to investigate and better understand the underlying mechanisms controlling the instability, thus helping to reduce model uncertainty. Numerical methods employ stress-strain constitutive relationships, which allow for the modelling of prefailure deformation and its control on strength degradation processes, yield, and shear surface localization and development. Distinction is again made between discontinuum-based techniques (e.g., distinct-element method) and those adhering to an equivalent continuum (e.g., finite-difference or finiteelement). The technique(s) chosen depends on both the site conditions and the potential mode of failure, with careful consideration being given to the varying strengths, weaknesses, and limitations inherent in each methodology (see Stead et al. 2006 ). High quality data enables the objectives to focus more on prediction (i.e., forward modelling of a potential instability), whereas limited data may restrict the analysis to establishing and understanding the dominant mechanisms that may affect the behaviour of the system. Recent developments have also seen the shift towards using numerical methods to calculate the factor of safety through shear strength reduction (SSR) techniques, primarily for deeper-seated modes of failure. Shear strength reduction involves a procedure whereby the shear strength of the soil or rock is reduced until collapse occurs, from which a factor of safety is produced by comparing the estimated shear strength of the material to the reduced shear strength for failure. Adopting a Mohr-Coulomb yield condition, the factor of safety is defined according to the equations
where the factor of safety equals the value of the factor F trial by which cohesion, c, and the friction angle, , are adjusted to bring the model to failure (Dawson et al. 1999 ). This definition of the factor of safety is exactly the same as that used in traditional limit equilibrium methods (Griffiths and Lane 1999) . The advantage of the SSR technique over limit equilibrium solutions is that it allows the critical slip surface to be automatically found as a function of the stress state and elastoplastic yielding (Dawson et al. 1999) . Wong (1984) notes though, that this same versatility hinders the applicability of the technique as there is no clear indicator of failure such as that explicitly expressed through the factor of safety relationship. Instead, a numerical definition of failure must be adopted. Several have been forwarded with the most widely accepted being that of nonconvergence of the solution where iterative procedures are used to solve the force equilibrium equations. Zienkiewicz (1971) suggested that a lack of convergence in such cases can usually be attributed to collapse of the structure. Thus, the basic algorithm for the SSR technique applied using the finite element method involves incrementally increasing the value of F trial in eqs.
[1] and [2] until the solution no longer converges; if the slope properties initially produce an unstable state, then the value of F trial is incrementally reduced until the solution converges. This is the SSR algorithm employed by most commercial finite-element codes, including the widely used rock engineering code Phase 2 (Rocscience 2006) . Also widely used, is the commercial finite-difference code FLAC/Slope (Itasca 2005) ; the FLAC/Slope SSR algorithm differs slightly in that the convergence criterion is related to the nodal unbalanced forces, where a simulation is said to have converged if the normalized unbalanced force of every node is less than 10 -3 (Dawson et al. 1999) .
In applying these codes, parameter uncertainty is still an issue. The factor of safety is still only as accurate as the in situ shear strength properties of the rock-soil mass can be known (as is the case with limit equilibrium). Several sources of model uncertainty also arise, although once understood, are easier to contend with. The first is that the factor of safety calculated is sensitive to the mesh density (e.g., Fig. 4 ). Shear strain localization is dependent on the size of the elements, for which mesh refinement results in a smaller width of the localization band. This requires that for most cases, as fine a mesh as possible should be used (respecting practical constraints related to solution times) and (or) the mesh sensitivity of the calculated factor of safety be tested. The second key source of model uncertainty is related to the use of nonconvergence to denote failure. In most cases, an elastoplastic constitutive criterion is favoured due to the sudden transition to a yielded state, producing nonconvergence (as used by finite-element SSR algorithms) or a sharp break in the unbalanced forces (as used by finite-difference SSR algorithms). Constitutive models that exhibit a smooth transition from elastic to plastic behaviour result in greater uncertainty and difficulty in identifying the limit state (Dawson et al. 1999) .
A third source of model uncertainty relates to the flexibility offered to the user by different commercial codes in terms of which material properties to include in the SSR procedure. Some codes (e.g., Phase 2 ) follow the technique first applied by Zienkiewicz et al. (1975) in which c and tan are reduced in the same proportion with each strength reduction step. Other codes (e.g., FLAC/Slope) provide the option to reduce only c or tan , holding the other parameter constant, or to include tensile strength, T o , and (or) the dilation angle, . Depending on the objectives and experience of the user, these options may prove useful. However, care must be taken in understanding how these different parameters influence the shape of the strength envelope during the strength reduction procedure, and consequently, the shape of the critical slip surface that develops. Figure 5 shows the results of a finite-difference analysis for which either cohesion, friction or both are included in the SSR procedure. Each variant produces a different failure surface. When only the friction angle is reduced, a deeper seated failure surface develops as the Mohr-Coulomb failure envelope intersects stress circles at higher levels of stress (Fig. 5b) ; failure occurs where the stresses are highest in the modeldeep below the surface. The situation where only cohesion is reduced (Fig. 5c ) produces a shallow failure because the Mohr-Coulomb failure envelope will first intersect stress circles representing lower levels of stress. In general, the strength reduction technique is more sensitive to changes in cohesion than to changes in the friction angle. Care should be taken when exercising the added flexibility provided by such program options, with consideration being given to the nature of the rock mass and mode of failure (i.e., brittle versus ductile). . Mesh dependency of shear strain localization and factor of safety calculated using the finite-difference shear strength reduction (SSR) technique. Model geometry and initial material properties are the same for each case (density is equal to 2600 kg/m 3 , cohesion, c = 1 MPa, and friction angle, = 408).
Volume estimates for runout predictions
Once the stability state and failure mechanisms have been established, the focus of the total slope analysis shifts to the use of empirical and analytical methods to assess the potential travel distance and impact velocity of a rockslide event in the event of catastrophic failure. This is referred to as a runout analysis (see Hungr et al. 2005) . The key inputs required include the volume of the slide mass and the local morphology of the runout path; the latter being obtainable from surficial geology maps and 3-D digital elevation models. Estimates of the potential failed-released volume can be more difficult. Preliminary estimates are often based on geological interpretations, observations of surface tension cracks, and (or) the local topography, for example, using simple geomorphologic techniques like the sloping local base level (SLBL) method of Jaboyedoff et al. (2005) where the basal sliding surface is estimated through interpolations of the valley bottom and topographic lows along the slope profile. The total slope analysis approach can improve on these estimates by incorporating the results derived from limit equilibrium and numerical stability analyses (Fig. 2) , which include predictive quantitative details on the depth and shape of the failure surface. For example, continuum-based numerical methods (e.g., finite-element, finite-difference, etc.) allow the location and shape of the failure surface to progressively develop during the analysis based on the elastic-plastic transition of groups of elements as they pass from an initial linear elastic state to an ultimate state of plastic yield. No commitment is required in the analysis as to any particular form of the failure surface a priori (Griffiths and Lane 1999) . The treatment of a rock mass as an equivalent continuum of course discounts the explicit role of discontinuities in controlling the specific path taken by the rupture surface. However, in cases where the discontinuities are nonpersistent and serve more to form step paths as part of a deeper seated rupture surface, as opposed to being highly persistent (e.g., bedding planes) and contributing towards a translational mode of failure, continuum modelling has been shown to be highly effective in reproducing or providing a prediction of the depth of failure (e.g., Eberhardt et al. 2004a; Willenberg et al. 2004) .
Figures 6 and 7 provide an example of a total slope analysis taken from southern Switzerland, in which a forward prediction of potential rockslide volume was required to perform a runout analysis to assess the risk to several important industrial buildings in the valley below (Fig. 7a) . The model was solved using a strain softening elastoplastic constitutive model (decreasing strength as a function of increasing plastic strain; e.g., Lo and Lee 1973) . The data available for the assessment were limited to those collected through geological mapping and field observations . From this, the surface topography and geology were used to construct the model, and the locations of tension cracks at the top of the slope were used to constrain the model results ( Figs. 6a and 6b ). Figure 6c shows the modelled results of the shape and location of the critical shear surface, largely controlled by a weak schist layer, from which estimates of the potential rockslide volume were made. These estimates were then used as input to forward model the rockslide runout in the event of catastrophic failure (Figs. 7b and 7c) using the dynamic analysis code DAN (Hungr 1995) .
A second means by which numerical modelling results from the stability analysis can further contribute to the integrated runout analysis is by providing insights into how different processes and mechanisms relating to failure initiation and development extend to influence release of the failed material and runout. These include the likely mode of failure and suddenness of release (brittle, ductile, self-stabilizing, etc.), and whether the rockslide will occur as a single large-volume event or in episodic stages involving smaller release volumes (e.g., Eberhardt et al. 2004a ). In some cases, this assessment may warrant the use of more than one numerical methodology during the stability analysis. The distinct-element code UDEC (Hart 1993 ) particularly, has been widely employed for a range of rock slope failure mechanisms: simple planar-translational mech- anisms (Costa et al. 1999; , complex deep-seated sliding-rotation (Chryssanthakis and Grimstad 1996; Bhasin and Kaynia 2004) , toppling (Board et al. 1996; Nichol et al. 2002) , and biplanar, buckling, and ploughing in bedded rock slopes (Stead and Eberhardt 1997) . In each of these cases, the modelling results show different characteristics relating to the initiation and development of the failure in the model, which can be equated to different release characteristics upon catastrophic collapse and runout of the slide mass.
An example is provided by Strouth (2006) for a rock slope hazard that threatens a state highway in northern Washington State (Fig. 8) . The total slope analysis performed involved a detailed site investigation focusing on both the characterization of the existing threat and that of an earlier rockslide involving 750 000 m 3 of jointed orthogneiss ( Fig. 8a ; see also . Specific data sets were targeted to provide input for a series of 2-D and 3-D limit equilibrium, distinct-element and dynamic runout analyses, including those collected through both outcrop mapping and terrestrial laser or light detection and ranging (LiDAR) scanning (Fig. 8b; . The latter enables measurement of discontinuity orientation, spacing and persistence at key, but inaccessible, slope exposures. Back analyses of the earlier slope failure and rockslide runout were carried out (Figs. 8c and 8d, respectively) to guide forward analyses of the present-day threat and to reduce uncertainty regarding the physical properties (i.e., following the procedure outlined in Fig. 2 ). Of special concern was the influence of a sharp ridge near the crest of the instability that, depending on the failure mechanism, could direct the released rock down one of two different travel paths (labelled Afternoon Creek and Falls Creek in Fig. 8a ). This was the case for the earlier failure where the rockslide debris that impacted the highway involved less than 10% of the total failed volume, but had travelled down a steeper path on the opposite side of the ridge from that where most of the slide debris came to rest. Using the 3-D dynamic runout code DAN-3D (McDougall and Hungr 2004) , this partitioning of the slide mass could be replicated in the backanalysis of the runout (Fig. 8d) . For the forward analysis and hazard assessment, the stability state and lower-upper limits of the potential rockslide volume were calculated using a combination of limit equilibrium and distinct element analyses (e.g., Fig. 8e ), which in turn were used to constrain the post-failure dynamic analysis of the runout path, runout distance, and velocity (Fig. 8f) .
Empirical approaches to temporal prediction (displacement versus time)
One of the key factors missing from the total slope analysis, and the methods used to assess an unstable rock slope's stability state, is the treatment of time to failure. The constitutive relationships used in most numerical analyses solve for stress, strain, and displacements, but not for time. The application of time-dependent constitutive relationships (e.g., viscoplastic creep) to rock slope stability problems has not yet been fully established. Parameter and model uncertainty provide a major obstacle given the complexity and detailed data requirements such predictions would involve. Several studies have begun though, to investigate the applicability of viscoplastic constitutive models to jointed rock masses and rock slope deformations through distinct-element formulations (e.g., Feng et al. 2003) . Distinction must be made between continuous creep involving viscoplastic flow of the rock under constant stress levels, and small cyclicepisodic ''stick-slip'' movements along existing discontinuities and shear surfaces driven by changing environmental conditions (e.g., fluctuating pore pressures; Bonzanigo et al. 2007 ). For many deep-seated rock slope instabilities, both are present, but the latter dominates in terms of measured displacements.
Viewed over a long enough period of time, measured rock slope displacements may take the form of a standard creep curve, wherein accelerating slope displacements are taken as a warning of imminent failure (Fig. 9 ). This technique was applied already by Heim (1932) for a rock slope above the town of Linthal in the Swiss Alps (Kilchenstock), for which two separate forecasts were made predicting catastrophic failure of the slope, neither of which came to pass ( Fig. 10 ; Löw). Heim reported that ''lack of experience'' was the reason for the inaccurate prediction. Later work by Saito (1965) , attempted to compare slope displacement records with constant strain rate and creep rupture curves determined through laboratory testing to predict the time of slope failure. Fukuzono (1985) followed describing relationships between the inverse velocity of slope displacement and failure (e.g., linear, convex, and concave). In the case of the linear relationship, Fukuzono suggested that the time of failure could be predicted by the point where the extrapolated line intersected the time axis (Fig. 11) .
Few cases, however, have been reported where these techniques have been successfully applied as part of a forward prediction; most involve back analyses. Some notable exceptions (involving unstable rock slopes) include:
. Kennedy and Niermeyer's (1970) prediction of a major slope failure at the Chuquicamata Mine 5 weeks in advance. The prediction was based on calculations involving the fastest moving monitoring point, and it allowed the rockslide to be designed and worked around such that production was stopped for only 65 h. . Zvelebil's (1984) report of a toppling failure in sandstones that threatened a highway in the former Czechoslovakia but was safely closed based on predictions made 2 months in advance. The prediction was based on measured displacement rates and the calculated displacements required for overturning of the blocks. . Rose and Hungr's (2007) accounting of three large pit slope failures in the United States that were predicted 5-90 days in advance, depending on the case. Predictions were based on wireline extensometer and total station survey data analyzed using Fukuzono's inverse velocity method. Rose and Hungr (2007) note that a number of factors may influence displacement rates and velocity trends prior to failure, including measurement errors, instrument ''noise'', localized movement, and periodic perturbations (e.g., precipitation, snowmelt, mining activity, etc.). Empirical treatments by nature are ''holistic'', disregarding the underlying mechanisms and controlling processes while concentrating on the overall behaviour of the system. Whether the displacement measurements are made using extensometerscrackmeters across individual tension cracks or a system of geodetic reflectors covering an entire slope, the technique is applied in the same manner. These factors serve to add a significant degree of ambiguity and subjectivity into the interpretation of the measured data trends. As such, failure forecasts may differ by an order of magnitude for different monitoring devices and (or) locations on the same unstable rock slope (e.g., Crosta and Agliardi 2003) . To contend with this, Rose and Hungr recommend that data should be linearly extrapolated over varying lengths of time, looking for a consistent trend and noting and re-evaluating any departures from it, combined with observation of various controlling factors and the developing failure mechanism. Thus, longerterm predictions are never entirely definite and monitoring needs to be continued up to the point of failure.
Despite such deficiencies, displacement monitoring and empirical analysis form an important component of most early warning strategies, where alarm thresholds are set to bring attention to any sudden changes in slope velocity that may serve as a precursor for rapid mobilization (e.g., Salt 1988; Crosta and Agliardi 2003) . The prevalent use of displacement monitoring also addresses certain economic realities in terms of what is typically feasible for on-site monitoring of a given rock slope. What appears to be missing, though, is the integration of other analysis tools to help better interpret the nature of the slope displacement signal being recorded -that is, only so much can be inferred from surface monitoring when the problem itself takes place at depth. For most rock slope instabilities, the presence of discontinuities, multiple moving blocks, and internal shear surfaces imposes a significant complexity making the interpretation of slope monitoring data especially difficult. Figure 12 provides an example of several different modes of rock slope failure commonly encountered in western Canadian coal mines, as controlled by the orientation of Eberhardtcross-cutting joints daylighting near the bottom of the working bench (Stead and Eberhardt 1997) . Mapping of these features to determine their orientation is made difficult by their extremely tight nature (resulting from the large driving forces acting across the joints; e.g., Figure 12b ), as well as by the rock fall hazard presented by the upper unbenched slope. Without an understanding of the potential mode of failure, the development of any early warning system and (or) mitigation measures would be severely limited in their effectiveness. Figure 12c presents the results of a series of distinct-element models showing the different modes of failure and corresponding slab displacements for three cases with varying cross-joint dip angles. The models demonstrate the complexity of these different failure modes showing that they involve both slip along the controlling discontinuities and plastic yielding of the intact rock. By closely comparing displacement vectors and trends established through geodetic monitoring of survey prisms strategically positioned across the pit wall slopes, and those derived through numerical modelling (e.g., Figure 12c ), it becomes possible to provide real-time prognosis of the mode of failure and meaningful early warning threshold criteria. In this sense, deformation monitoring and numerical modelling are combined in accordance with Terzaghi and Peck's ''observational method'' (Peck 1969) .
Much potential exists in how field-based data sets and numerical models are treated to limit the spatial and temporal uncertainty frequently encountered in large-scale rock slope stability problems. Rock slope deformation measurements provide an important and useful means to empirically derive Fig. 10 . Early attempt at slope failure forecasting at Kilchenstock, for the town of Linthal, showing: (a) Kilchenstock, Linthal, and the predicted area of impact; and (b) slope displacement measurements from which two different catastrophic failure forecasts were made, but which did not fully develop. After Löw (1997) and Heim (1932). temporal predictions of failure and (or) to establish early warning thresholds, but at the same time, numerical modelling must be employed to help constrain the interpretation of complex rock slope monitoring data. Judgement must be exercised as to the prevailing external conditions involved in each individual case, including factors relating to the reliability of the monitoring network, the complexity of the displacement pattern measured, and the contributing influence of precipitation and (or) other loading conditions. In this sense, numerical modelling provides an ideal means to aid the judgment process.
Establishing slope deformation and instability mechanisms
Strength degradation, progressive failure, and internal shearing Empirical observations tell us that an unstable rock slope may deform in a slow and ductile manner, moving continuously or intermittently, or it may fail suddenly in a brittle manner with very little warning. The difference is largely a matter of the controlling influence of geological structures and rock mass strength on the mode of failure (e.g., Fig. 1 ). Hungr and Evans (2004) classify rotational rock slumps, compound slides, and flexural topples as being predominantly ductile, producing slow displacements with limited displacements (i.e., self-stabilizing failure mechanisms). Brittle failures generally involve translational movements, where slope-parallel persistent structures are present (e.g., bedding planes, faults, sheet joints), or rock collapse, where no systematic structural controls are present and failure is controlled by the brittle destruction of ''rock bridges'' separating random discontinuities of limited persistence in stronger rock (Hungr and Evans 2004) . In June 2000, a detailed research program funded by the Swiss National Science Foundation was launched at the Swiss Federal Institute of Technology in Zurich (ETH Zurich) to investigate and study massive rock slope failures in crystalline rock (Eberhardt et al. 2001 ). Many of the sites studied could be classified as potential rock collapses, based on the definition of Hungr and Evans (2004) . Focus was placed on brittle fracture processes and rock mass strength degradation, primarily as they contribute to deformation, shear plane development, and progressive failure of the rock slope over time. The rationale behind the research objectives was that many natural rock slopes have existed in a relatively stable state for the past several thousand years, with the last major change to their kinematic state being that of oversteepening and debuttressing-relaxation of the valley slope walls following the last glacial advance and retreat. Periodically however, one of these rock slopes will collapse, meaning that an element of time-dependent rock mass strength loss related to extensional strain, creep, fracture propagation, fatigue, stress corrosion, weathering, etc., must be present that acts to destroy intact rock bridges between nonpersistent, nonsystematic discontinuities and (or) asperities between locked joint surfaces over time (e.g., Kemeny 2003) . Triggering factors, for example a heavy precipitation event, cannot be used to solely explain the occurrence of such catastrophic collapses, at least not in the traditional limit equilibrium sense of changing the balance between resisting and driving forces, as most triggering episodes rarely stand out as being exceptional when compared to those that had occurred in the past. The 1991 Randa rockslide in the southern Swiss Alps is one such example.
The 1991 Randa rockslide
The 1991 Randa rockslide (Fig. 13a) involved the failure of 30 million cubic metres of rock in two successive episodes, each lasting several hours, approximately 3 weeks apart (Fig. 13b) . Failure coincided with a period of snow melt, however analysis of climatic and seismic data showed no clear indications of an exceptional triggering event (Schindler et al. 1993) . Eberhardt et al. (2001) instead suggested that time-dependent mechanisms relating to rock mass strength degradation and progressive failure were the primary factors that brought the slope to failure, with snowmelt and precipitation providing the final impetus.
The failed rock mass was comprised of massive orthog- neiss units overlain by mica-rich paragneiss, with foliation dipping favourably into the slope (Figs. 13c) . Thus in part, shear surfaces were required to cut across these planes of weakness, producing a detachment surface that was steep and irregular ( Fig. 13d) . At the base of the rock slope, Sartori et al. (2003) reported the presence of a 308 dipping basal fault zone along which the first slide block detached (18 April 1991 episode). The second rockslide event (9 May 1991; Fig. 13b ) is reported to have slid along a 408 surface formed along highly persistent shallow-dipping joints. However, although traces of these joints appear to be visible along the exposed sliding surface, Willenberg (2004) found them to be relatively scarce in surface outcrops and borehole images. Instead, Eberhardt et al. (2004a) used these field observations and a series of numerical models to demonstrate that fully persistent joints were not necessary to explain the kinematics of the rockslide, but that stress-and strain-driven brittle fracture processes could also have enabled kinematic release through internal shearing and the progressive development of a basal shear surface stepping up through the rock slope.
Numerical case study of the 1991 Randa rockslide
Numerical analyses of the 1991 Randa case study show that, starting from the assumption of a continuum, the problem is one that is initially stress driven . Glacial oversteepening of the valley walls resulted in shear stress concentrations developing at the toe of the slope (Fig. 14a) . These stress concentrations would in turn act to promote brittle fracture propagation, leading to strength degradation and yielding of the rock mass. Figure 14b shows the results of modelling efforts incorporating a strain softening model where the strain-dependent values of cohesion and friction were roughly estimated from acoustic emission and strain data recorded for a series of uniaxial compression tests on granite (Eberhardt et al. 1999 . As shown in Fig. 15 , the rock mass strength was modelled as being initially cohesive, with frictional strength mobilizing as cohesion is destroyed. This follows the findings outlined by Martin (1997) for the progressive failure of brittle rock. Hajiabdolmajid and Kaiser (2002) adopted a similar straindependent cohesion weakening -frictional strengthening constitutive approach in modelling of the 1906 Frank slide. The results of the Randa model show a surprisingly good agreement between the modelled yield surface and the outline of the actual failure surface, given the overly simplified 2-D continuum representation of the problem (Fig. 14b) . It should be further noted that where the model appears to overpredict the location of the back-scarp in the upper section of the slope, the same area corresponds to the location of several present-day deep open tension cracks (Fig. 14c) .
The opening of tension cracks at the head of the slide suggests that the latter stages of rock slope failure are more strain-controlled than stress-controlled. Modelling results support this argument, showing that the initialization of the failure process may be stress-driven (or accommodated by the stress concentration that develops at the toe of the slope), but that with yielding and strength degradation of the rock mass, the progressive development of failure is largely strain driven; the free surface and unconfined face formed by the steep slope enables down-slope extensional strains to develop as gravity pulls on the slope mass. Stacey et al. (2003) found that very large zones of extension strain can develop around deep open pit mine slopes, the magnitudes of which would likely result in the development of extension fractures. Similar modelling performed for the 1991 Randa rockslide suggests that the strains produced in the model are well in excess of those reported by Stacey (1981) as being critical for brittle fracture initiation and propagation (Fig. 14d ).
To better model these processes, Stead et al. (2006) introduced new developments in hybrid finite -discrete-element techniques, which allow for the explicit modelling of brittle fracture initiation and propagation. These techniques differ from earlier attempts to model rock slope failure through brittle fracturing using the displacement discontinuity method, a type of boundary element technique (e.g., Scavia 1995; Muller and Martel 2000) . Although the latter are more computationally efficient, as only the boundaries of the cracks are required to be updated during propagation and not the problem domain surrounding the cracks, the solutions rely on the assumption of an elastic medium. As a result, the boundary element treatment of the fracture criteria, based on linear elastic fracture mechanics, is largely stress driven and therefore more limited when it comes to properly simulating the latter stages of failure development, which appear to be more strain controlled. The simulation of plastic softening and damage leading to brittle fracturing requires discretization of the problem domain, as is done when using finite-element solutions. Hybrid finite -discrete-element techniques build on this by using discrete elements to represent the interactions (i.e., opening, closing, and (or) shear) along existing or newly developed fractures, together with Fig. 14b , in which cohesion decreases and friction mobilizes as a function of increasing plastic shear strain, g p (i.e., increasing brittle rock mass damage). After Eberhardt et al. (1999 Eberhardt et al. ( , 2004a adaptive remeshing, contact search algorithms, and a fracture energy approach controlled by a designated constitutive fracture criterion to simulate the progressive development of a brittle fracture system (Munjiza et al. 1995) .
The results in Fig. 14e show the initiation and propagation of a brittle fracture system for the 1991 Randa rockslide, starting from that of an initial continuum based on the original topography. A Mohr-Coulomb based constitutive model with a Rankine tensile cut-off was used, through which the stress-induced extensional plastic strains are coupled to the degradation of tensile strength to explicitly model discrete brittle fracturing.
Through these results, the role of extensional strain in rock mass strength degradation and progressive failure is more effectively captured; the extensional strains and elastoplastic yielding induced through the downslope movements of the continuum result in the initiation and propagation of numerous subvertical fractures (i.e., normal to the direction of downslope strains). As the density of these fractures increases, the shear plane progressively steps up and through, developing perpendicular to the extension fractures and forming a curvilinear failure surface. Although not explicitly included, the presence of any low-angled dipping natural joints would further serve to aid the failure process, aligning to form a stepped shear plane that could accommodate further movements and kinematic release of the slide mass.
In addition to modelling the irregular outline of the failure surface, these hybrid models were also able to reproduce the staged nature of the failure by first simulating the development of the 18 April 1991 Randa rockslide event, followed by the 9 May 1991 event ( Fig. 14e; 1 to 4) . The ability to model the progressive nature of a massive rock slope failure provides the potential to constrain hazard assessments and runout predictions with respect to the degree of internal shearing and coherency involved in the failed slope mass. If the moving mass fails coherently, higher velocities may accompany failure, whereas if the moving mass is ruptured internally and slowly disintegrates (failing block by block) the travel distance and area covered would be much more limited. This was used by Eberhardt et al. (2004a) to explain the anomalously short runout distances attributed to the Randa rockslide events when compared to other rockslides of similar volumes as compiled by Scheidegger (1973) .
The Randa In Situ Rockslide Laboratory -The integration of innovative geotechnical field measurements
To fully utilize the advances made in numerical modelling capabilities, especially those relating to the ability to model strength degradation, brittle fracture, and progressive failure processes, similar advances must be made in field characterization and in situ monitoring techniques. Moreover, Eberhardt and Willenberg (2005) emphasize that slope monitoring should not be treated separately from the analysis phase of the rock slope hazard investigation, with the sole objective of providing data to constrain numerical models, but should be made in parallel enabling modelling to be used to help constrain the interpretation of monitoring data. For example, Fig. 16 shows the inverse velocity plot based on geodetic data collected at Randa following the first collapse event on 18 April 1991. Using Fukuzono's (1985) empirical approach, a very accurate prediction of the time of failure for the second rockslide event on 9 May 1991 is obtained, almost down to the exact hour (see Fig. 16 inset) . In truth though, the accuracy of this temporal prediction is not evident unless the entire dataset leading up to failure is viewed. In real time, a correct prediction may have been possible several hours prior to failure. Yet at the same time, any one of a number of accelerations recorded in the 2 week period beforehand would likely have produced a similar, but false, prediction.
To measure processes relating to the progressive development of internal and basal rock slope shear surfaces, and improve the capabilities of established early warning methodologies, the June 2000 multidisciplinary study launched by the ETH Zurich also included plans for the construction of a first of its kind ''in situ rockslide laboratory''. The facility-network would integrate a variety of instrumentation systems designed to measure temporal and 3-D spatial relationships among fracture systems, displacements, pore pressures, and microseismicity. The Randa site was chosen following a preliminary investigation of several sites across the Swiss Alps (Eberhardt et al. 2001) , based on the presence of ongoing movements (approximately 1-2 cm/year) above the 1991 slide scarp, the massive crystalline nature of the rock mass, the availability of geodetic monitoring data dating back to the 1991 failure, and the fact that observations relating to the earlier rockslide could be used to provide understanding of the current instability. An additional consideration with respect to the planned microseismic monitoring was the remote nature of the site and the relatively low background noise level related to heavy vehicle traffic.
Design and installation of the Randa network
The estimated volume of the active slide mass above Randa is on the order of 2-10 million cubic metres. The monitoring network design called for three deep boreholes to be drilled to depths of 120, 50, and 50 m. The locations of these boreholes (Fig. 17a) were chosen based on the engineering geological model developed by Willenberg (2004) , as well as constraints imposed by drilling logistics, surface topography, and spatial requirements for active crosshole seismic and radar experiments. The design of the boreholes was modularized using 3 m lengths of 71 mm diameter PVC inclinometer casing to simplify installation and minimize the required diameter of the downhole assembly (including grouting tubes). Design simplification where possible was deemed necessary given the potential for difficult ground conditions leading to borehole stability issues and the remote nature of the construction site, which required helicopter transport to move equipment (Fig. 18) . In the case of the drill rig and compressor, a twin-engine Super Puma helicopter was required.
The modularized borehole assembly included the packing of a vibrating wire piezometer (Geokon 4500) in a sand filter within the bottommost segment of the inclinometer cas- ing, with slots cut into the PVC to allow groundwater to equilibrate with the sensor. This was followed by a 3 m segment used to aid in packing off the piezometer interval and a 3 m segment housing a three-component, 28 Hz geophone cemented within it (Fig. 19) . By pre-installing these devices within the casing, it was possible to position and pack off the piezometer modules along zones showing significant fracture permeability as determined from borehole televiewer data. The use of the inclinometer casing to mount the geophones, which were fixed relative to the biaxial inclinometer grooves, enabled the orientation of each geophone's horizontal components to be established. The remaining inclinometer segments above the geophone were left open for normal inclinometer use.
Outside the inclinometer casing, brass rings were fixed at 1 m intervals to enable the use of an electromagnetic induction sliding extensometer (Interfels' Increx system), and a 12.7 mm diameter solid aluminum coaxial cable (CommScope P3 500 CA) was attached for time domain reflectometry (TDR) measurements. The TDR cable was included as a low-cost backup to the inclinometer in case later deformations prevented passage of the inclinometer tool (O'Connor and Dowding 1999) . The entire borehole package was then enclosed in a geotextile sock to help in lowering the casing and various cables and grouting tubes down the borehole without cutting or damaging them against the rough borehole walls (Fig. 18c) . The geotextile was then filled with cement grout to fix the inclinometer and TDR cable in place, as well as to pack off the designated piezometer intervals.
The boreholes were completed with lightning protection, and in the case of the 120 m deep borehole, a vibrating wire in-place inclinometer (Geokon 6300) was lowered into place with inclinometer heads positioned at depth intervals coinciding with key fractures identified through earlier borehole televiewer surveys. The biaxial in-place inclinometers served to provide continuous monitoring of subsurface deformations along these structures, but could be removed for periodic inclinometer-or extensometer-probe measurements along the entire borehole length (to be performed two to three times per year).
On the surface, the network included the addition of two vibrating wire crackmeters (Geokon 4420) positioned across two open tension cracks for continuous monitoring (Fig. 18d) . These measurements were supplemented with periodic measurements made by hand across other open tension cracks and the already existing network of geodetic reflectors (Willenberg 2004) . To the three deep borehole geophones were added nine 3-component, 8 Hz geophones in shallow boreholes 0.5-5 m deep (Fig. 17a) . The spatial distribution of these sensors was chosen such that the array's resolution was concentrated to the active sliding area (Fig. 17b) . This ensured that the hypocentre parameters generated from the seismic sources could be reliably constrained within the area of interest (Spillmann 2007) .
Seismic activity recorded by the 12 geophones was monitored using two 24-channel seismographs. A parallel system was used to automatically record borehole piezometer, inplace inclinometer, and crackmeter measurements (Fig. 20) . These instruments were sampled every 6 min and stored on a Campbell Scientific CR-10X data logger. Through a dialup connection, the measurement values were directly accessed and downloaded using a local network connection. The volume of data produced by the microseismic system (on the order of 1-2 Gbytes/day) required that the on-site storage computer be linked to a central recording location in the valley below through a wireless Ethernet connection (Fig. 20) . This concept also enabled access to the seismic data files and allowed for the recording parameters to be ad- Eberhardtjusted remotely. Solar panels combined with a wind generator were used to supply the necessary power on site ( Fig. 18e; Fig. 20) .
Integration of rock mass characterization and monitoring data with numerical modelling
The instrumentation network at Randa formed but one component of the long-term multidisciplinary study carried out through the rockslide laboratory, with other components involving geological and borehole televiewer mapping, 3-D surface georadar and seismics, crosshole georadar and seismic tomography (using the three deep boreholes drilled), plus the numerical modelling already described herein. The 3-D surface seismic refraction and georadar surveys focused on the use of these techniques to resolve subsurface 3-D fracture distributions. This work was completed as part of a doctoral thesis study by Dr. Björn Heincke at the ETH Zurich (Heincke 2005) and included the development of methodologies to account for rugged topography and to emphasize steeply dipping fractures. The borehole radar and crosshole seismic experiments, together with the analysis of the microseismic data, were carried out as part of the doctoral thesis study of Dr. Tom Spillmann, ETH Zurich (Spillmann 2007) . The geological features identified through the geophysical surveys were compared to those mapped on the surface and in the boreholes (Fig. 21) , using an optical televiewer, to develop a 3-D geological model of the unstable rock mass. This analysis, and that of the geotechnical data, was the subject of the ETH Zurich doctoral thesis study by Dr. Heike Willenberg (Willenberg 2004) . A detailed accounting of the results of the Randa field investigation is reported in Willenberg et al. (2008a) .
To this was added the inclinometer data, which required a set of detailed correction factors to localize and resolve the relatively small displacements acting across the different fractures mapped along the boreholes (Fig. 21) . These corrections included those to account for torsion of the biaxial grooves with depth, nonverticality and contortion of the casing, and small centimetre-scale mismatches in the depth scales of the different repeat inclinometer surveys (Willenberg et al. 2003 (Willenberg et al. , 2008b . One finding of the detailed analysis performed (Willenberg et al. 2008b) , was that contrary to the projections derived from the initial site investigation, the combined surface and borehole displacement data suggested that the bottom of the 120 m deep borehole did not reach stable rock and was rotating outwards towards the valley (as shown in Fig. 21 ). Numerical modelling was therefore used by Willenberg (2004) to identify and constrain possible sliding surface scenarios that would produce displacement patterns similar to those measured in situ. These included toppling movements in the upper 35 m of the borehole, translational sliding between 35 and 70 m, and outward rotation towards the valley below 70 m to the borehole bottom at 120 m (Fig. 21 ). For this, Willenberg (2004) generated several distinct element (UDEC) models, which explicitly included the key active geological structures identified through surface and borehole mapping, but differing in terms of the nature of the rupture surface and therefore mode of failure (e.g., rotational, bilinear, step-path, etc.). Direct comparisons were made between measured inclinometer and extensometer readings and those modelled using a simulated inclinometer-extensometer in the model. Based on the different failure mode scenarios, Willenberg (2004) found that the step-path mode of failure best reproduced the measured deformation patterns and mapping observations (Fig. 22a) .
The scope of Willenberg's (2004) work, however, only focused on linear elastic constitutive models for the intact block deformations. As previously noted for the analysis of the 1991 rockslide at Randa, Eberhardt et al. (2004a) showed that strength degradation and plastic yield enabling internal shearing and the progressive development of a basal shear surface were key to modelling the failure kinematics. Figure 23 shows the results of the same step-path model used by Willenberg but incorporating a Mohr-Coulomb elastoplastic constitutive model for the intact rock blocks. Strength properties were varied between the mapped orthogneiss and paragneiss intervals based on rock mass characterization exercises that suggest that the orthogneiss is stronger than the paragneiss. Properties were scaled to those for an equivalent continuum to account for smaller scale discontinuities not explicitly included in the distinct-element model; c = 1.0 MPa, = 408, and T o = 0.5 MPa for the orthogneiss, c = 0.5 MPa, = 308, and T o = 0.25 MPa for the paragneiss. Results from this model show that a better fit is achieved between the measured and modelled inclinometer and extensometer deformations (Fig. 22b) . Specifically, the model shows the same toppling movements in the upper 30 m of the borehole, translational sliding in the middle, and outward rotation towards the valley below 70 m as observed in the inclinometer and extensometer measurements. These results suggest that deep-seated yield (Fig. 23) accounts for the outward rotation of the lower intervals of the rock mass, while the explicit inclusion of discontinuities mapped in the borehole captures several complex block motions controlled by movements along persistent fractures.
In time, it is hoped that the integration of the microseismic data from Randa may also be able to provide key insights and further constraints as to the depth and contributing role of shear slip and strength degradation to the progressive development of the instability. Initial work with the microseismic system (Spillmann 2007) concentrated on overcoming challenges imposed by an unknown noise source that resulted in the frequent triggering of the system following its installation in 2001. These high frequency ''noise bursts'' generated exceptionally large volumes of data (>500 Gbytes), requiring the testing of smaller data sets to improve event detection and develop efficient data processing routines. The processing of these smaller data sets has confirmed that the slope mass is microseismically active (e.g., Figure 24a ) and that numerous large open fractures are present deep below the surface across which passing seismic waves are strongly attenuated. Figure 24b shows the vertical component of a recorded event detected by all 12 geophones, sorted according to the source-receiver distance (A1 being the farthest from the source and B5 the closest). With the exception of B5, harmonic signals with dominant frequencies of 20 Hz and emergent first breaks characterize the seismograms. When applying a 100/500 Hz bandpass filter, the frequency range expected for brittle fracture-induced microseismic events (i.e., higher frequency), only the closest sensor B5 (21 m away from the source) was able to record significant amplitudes above 100 Hz. The high frequency information is strongly attenuated for the remaining sensors with source-receiver offsets between 40 and 200 m (Eberhardt et al. 2004b) . Larger low frequency events, such as those generated from natural seismic activity in the region, do not suffer as much from signal quality degradation. These findings point to the presence of large open fractures deep below the surface, an observation that is in agreement with the geological model developed by Willenberg et al. (2008a) . Based on these results, new processing algorithms must be devised that are capable of extracting more information from the microseismic data with respect to the subsurface deformation processes (Spillmann 2007) .
Conclusions
Issues related to geological complexity and uncertainty represent a significant obstacle to better predicting the spatial and temporal evolution of catastrophic rock slope failures. The findings summarized in this paper emphasize the need to better integrate the various data sets collected through both field-based investigations and analytical-numerical modelling studies to overcome these challenges and bring better understanding of the controlling slope destabilizing mechanisms into the engineering decision-making process.
Several examples were presented demonstrating recent advances in the development of tools and methodologies to aid both spatial prediction (e.g., volume of potential failure) and temporal prediction (e.g., failure kinematics). For most cases, it is argued that these tools should be used in combination with one another to offset individual limitations and to link into a ''total slope analysis'' approach. The degree to which these tools are effective, especially when used alone, is questionable where limited consideration is given to the subsurface processes and mechanisms controlling the kinematics and evolution of the instability.
Special focus was given to deep-seated massive rock slope collapses in crystalline rock. Numerical modelling results based on the 1991 Randa rockslide events in southern Switzerland demonstrated that to explain and better predict the temporal evolution of massive rock slope failure in the absence of fully persistent controlling structures, subsurface processes involving rock mass strength degradation and progressive failure must be considered. Model results suggest that the failure process initially begins as a stress-controlled problem driven by fracture initiation and strength degradation in areas of shear stress concentration, for example those resulting from oversteepening of the slopes during glacial advance and relaxation during glacial retreat. The destabilizing process then evolves into one of strain-control, where brittle tensile fractures driven by extensional strain interact with natural pre-existing discontinuities to eventually form basal and internal shear surfaces, which can accommodate larger displacements. Mobilization of the rock slide mass then becomes possible once the rock mass cohesion has significantly degraded and persistent shear surfaces have coalesced and evolved.
By understanding these processes, much can be gained from field-based studies that focus on brittle fracture indicators. On surface or in boreholes, these may take the form of open fractures that can be measured with respect to opening rates and displacements. At depth, over large volumes, passive monitoring of microseismic activity offers a means to detect subsurface tensile fracturing and (or) shear slip along internal fracture planes that may provide insights into the evolution of a progressively developing rock slope failure. The Randa In Situ Rockslide Laboratory in the Swiss Alps was conceived, designed, and constructed to improve our understanding of such processes, combining geological and geophysical field investigations, geotechnical instrumentation systems, and advanced numerical modelling to study mechanisms controlling prefailure rock mass deformations in massive crystalline rock slopes. Similar systems have since been developed duplicating elements of the Randa ''laboratory'' experiment at Turtle Mountain above the Frank Slide in Alberta, Canada (Froese and Moreno 2006) and at the Å knes rock slope site in western Norway (Blikra et al. 2005) .
The lessons learned from the Randa installation demonstrate that in many cases, the geological, geotechnical, and hydrogeological field and instrumentation data often cited as being necessary to constrain complex numerical analyses are similarly affected by the same issues of rock mass complexity and variability as the methods they are meant to constrain. Field mapping and instrumentation data provided important input and constraints for the numerical models used to investigate the instability mechanism at Randa, but numerical modelling also provided a means to constrain the interpretation of deformation measurements with respect to identifying potential instability scenarios in relation to different sliding surface configurations.
Finally, it must be emphasized that numerical modelling is only a tool and not a substitute for critical thinking and engineering (or geological) judgement. Still, the potential exists to use numerical modelling to build upon empirical methodologies to improve the visualization and comprehension of the coupled processes and complex mechanisms driving rock slope failures. By better integrating the different data sets collected, geological uncertainty can be minimized and controlled with respect to the comprehension of complex rock slope failure mechanisms. In doing so, it is hoped that meaningful and much needed advances in rockslide hazard assessment and forecasting will be made thereby increasing our ability to effectively assess, monitor, mitigate, and predict the potential for catastrophic failure.
