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Preface
This, a bit more informal part of this thesis, is, nevertheless, a very important
element of it. It is dedicated to all the people that contributed to the success of this
work. Not only do I appreciate all the help that is directly related to my work, but
also the great atmosphere in and outside of the HFML!
Especially now, after finishing the last chapter of this thesis, I realise more than
ever before that this work was only possible with the support of so many people.
This preface is therefore a big thank you to all of you.
Thinking back, it began (what I would consider today a horrible) application for a
PhD position st the HFML in Nijmegen. Nevertheless, I was invited to an interview
where I was introduced to all the scientific staff consisting of about 20 people. Of
course at the end of the day I had forgotten most of the names already. Today,
on the contrary, I have so many names floating in my head that I want to thank
here. It is also not helpful that I was at the HFML at a time were big personal
changes happened and the number of people I met is very large. “Unfortunately”
all of you have been great colleagues and friends so that this preface will be quite
long. Let me make a rather easy choice to start by thanking all my promoters and
supervisors who made it possible for me in the first place to even attempt this
work.
Nigel, arriving at the Lab shortly after you officially took over as director of the
HFML, one of your first actions I witnessed was the introduction of the so-called
warden system which gave responsibilities over different areas and aspects within
the HFML to PhD students. Although I initially applied for a different task you
asked if I could be part of one of the most important areas: Organising drinks for
special occasions as part of the borrel committee. Now, at the end of my PhD and
after bothering you countless times with borrel related questions I cannot help
but wonder if you ever regretted your decision. I certainly owe you a specially
thanks as I had a great time in the borrel committee and increased my skills with
graphical software, e.g. Photoshop, a lot.
Uli, I still remember my first magnet time at night with external guests shortly
after I learned (more or less) how to handle a 3He system. Of course, there could
not have been a better moment for the installation to get stuck than at 3 a.m. in the
morning with no one else around. After calling you to ask for advice, you did not
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hesitate to come in immediately and help us to fix the issue (although in the end
the whole software froze and we all went to get some sleep).
Steffen, I think it is fair to say that we both had a great time during these four
years discussing scientific and not so scientific topics. Having graduated from the
same University in Germany (and even having done our experimental work same
group) certainly helped to have a common ground to begin with. I feel like our
discussions really helped me to get a different perspective on things and made me
a better scientist.
But of course do I not only owe thanks to the people directly supervising me but
also to all the rest of the staff who were always open for discussions. I especially
want to thank Jan Kees who casually dropped by during my measurement time to
start a conversation about how to run a high field facility (should I ever get my
own I will let you know how that goes) and how to organise life in general. I really
enjoyed those moments. Alix thank you for sharing your knowledge on different
aspects of experimental setups with me, it really helped to understand things in
more detail (or confused me even more).
A dear thanks to our organisers Ine, Thera and Martin who keep everything
together and running .
Aside from the “second floor” people I also want to thank the great technical
staff who not only helped me set up experiments, but whose continuous effort to
improve and maintain the magnets and various setups allowed us to squeeze even
the last minutes of magnetic field out of the installation. Lijnis, Michel and Tom
I don’t know how often I have bothered you with small and big things and how
many (sometimes rather stupid) ideas I brought forward for things I wanted to do.
Despite a (sometimes) skeptical look on your faces when I entered the workshop,
you have always taken your time and done the best to support me and I really
appreciate that! Frans and Hung, I am really thankful for the time you took to
explain me operating principles of the high field installation in more detail and
even when there was something wrong tried to explain what exactly had happened
and why. Peter A., although you work more on the dark side of physics, the dark
optics lab, we had plenty of good discussions and you also took interest in the
things I was doing.
Let me now turn to my beloved office mates. In the four years of working at
the HFML I can think of at least 13 people that have shared an office with me
and I hope I am not forgetting someone. Starting with the four-man office with
Andreas, Andrés and Roger where we had two tables each (!) to the nowadays
single table six-man offices that I shared over the years with Mariana, Maryam,
Marielle, Femke, Bryan, Sanne (2x), Peter, Suruchi and Jonas we (or at least I) had
lots of fun. Although the Nerf-gun fights have decreased (I guess it had something
to do with you guys giving me the largest gun in the office for my birthday) and I
am no longer part of managing Suruchi’s finances (seriously you should buy less
stuff), I enjoyed the time with you guys (and girls). A common sight in the door
of our office was also the waffle loving youngster Lucas with mostly a question
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like “Can I ask you something in 20 minutes?”. The question you ended up asking
including its answer was often shorter than the time you took to ask whether you
may ask it but it added to the flare of our office. But you have my special thanks
for bringing along that magical drink of Iron Bru from time to time that certainly
kept me healthy. Outside of the office I have also enjoyed the company of many
great people including the Italian connection of Francesca, Sergio and Salvo. Just
remembering our joint venture in Japan during and after the conference makes me
smile (sorry Salvo you just work on the wrong topic).
One of the most unexpected discoveries during the time as PhD, however, was
probably that a Moldavian-French friendship is (dare I say in combination with
alcoholic beverages) a very dangerous mix that can cause a significant amount
of collateral damage (yes I am talking about you Jonathan and Anatolie). Not
only is there concern for your physical health but it can also be psychologically
challenging. As an example the 36 hour experiment with the dilution fridge
together with you Jonathan comes to my mind, where in the end, we did even
worse than a standard 3He- system.
I can count myself lucky, however, to have had a good distraction from such
setbacks in one of the most important institutions in the Lab that I was allowed to
be part of: The borrel committee! Laurens, Peter, Salvo and Mariana I don’t know
how much time we have spent after regular working hours to e.g. make question
for the Christmas quiz but I think that in the end no one had as much fun during
the quiz as we had making it. From emails with fake Italian language to confusing
and cryptic messages we tried to draw the attention of people to the socializing
events in our laboratory and I think say with some success. As this preface should
not exceed the length of the rest of the thesis I unfortunately think it is time to
wrap things up and also thank Maarten v.D. (and his never ending love for cacti),
Bence (appearing randomly with a pigglet hat), Andrea (with the godly beard),
Inge, Olga, Lisa, Dima, Alexandros, Maarten B., Hans, Peter C., Ben, Claudius,
Frits, Arjan, Edwin, Andries, Jos P., Jos v.V., Tim, Bas, Mathias, Gideon and all the
rest I may have forgotten to mention specifically here.
In the end of this preface, however, I want to take some time to thank my family
without whose support I would certainly not have come so far. Thank you for
supporting me all these years in my decisions and for being there when I need
help. Also, a big thanks to my brother Andreas, you did not always have it easy in
life, but, you stood by my side wanting to help where you could.
And finally to my girlfriend Julia, I can count myself lucky that, although initially
we both wanted to study abroad somewhere different, we ended up and met each
other in Edinburgh. You have always been there for me and encouraged me to go
my way, even if that meant more stress for yourself. I am really thankful to have
you in my life!
Thomas
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CHAPTER 1
Introduction
A fundamental understanding of the electronic properties of solids is one of the
main pillars of modern technology. In general, one can distinguish between
materials that conduct electricity (metals) and those that do not (insulators). In a
more detailed picture, a third class of materials exists, the so-called semiconductors.
These materials that are at the verge of being conductive and insulating, have
proven to be extremely useful for technological applications. Small changes to the
electrostatics in the form of e.g. chemical doping or electrostatic gating result in
large changes of the conductivity making them ideal to build electrical switches
(transistors) that are the basis of all modern computers.
One of the major challenges in solid state physics is to answer the question of why
solids conduct in the way that they do. In a simplified view, the answer is tied to
quantum mechanical energy bands that exist in solids. In a crystal, where atoms
are arranged in an orderly manner, the discrete energies at which electrons orbit
around the atom core spread to extended regions that are commonly referred to
as energy bands. These energy bands are dispersive and are separated by energy
gaps, i.e. regions where no electronic states exist. The dispersion of the energy
bands with the crystal momentum of all existing bands builds the band structure
of a material. The conductivity of a material is determined by the specifics of this
band structure and, in particular, depends on the position of the Fermi energy EF,
that separates occupied and unoccupied states (at T=0 K).
In metals, the Fermi energy resides inside an energy band and a large number
of free electrons is available so that these materials are highly conductive. In
insulators on the other hand, the valence band (VB) is fully filled and separated by a
large energy gap (typically several eV) from the conduction band (CB). At the Fermi
energy, which lies in this gapped region, no electronic states are available and the
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Figure 1.1: Simple representation of the band structure of an a) insulator, b) semiconductor, c)
metal and d) topological insulator where surface states exist. The main difference between insulators
and semiconductors is the size of the energy gap between valence (VB) and conduction band (CB).
The position of the intrinsic Fermi energy EF that separates occupied states (shaded areas) from
unoccupied states is indicated by the orange dashed line.
material is insulating. Semiconductors have a similar band structure as insulators
but with a considerably smaller size of the energy gap. At low temperatures
(T → 0K) semiconductors are insulators, but can become conducting at finite
temperatures due to the thermal excitation of electrons. Another, for technical
purposes more relevant, way to influence the conductance are the above mentioned
methods of chemical or field effect doping that strongly influence the position
of the Fermi energy. Strong doping can shift the Fermi energy into one of the
energy bands so that semiconductors can be controllably tuned from an insulating
to metallic behaviour. In Fig. 1.1 a simple sketch of energy bands is depicted
where the conduction (CB) and valence bands (VB), as well as the position of the
Fermi energy is shown. While the basic physics of these conventional systems
is well understood, their potential for new applications is limited. Additionally,
the downscaling of existing electrical devices to ever smaller scales is expected to
come to an end as their size approaches the electron wavelength and quantum
effects become important.
A decade ago, a new type of material systems was discovered, the so-called
topological insulators (TIs), which possess material properties that are equally
interesting for fundamental research and future technological applications. These
materials have an insulating bulk1 but metallic surfaces/edges with a linear
dispersive energies that are topologically protected, i.e. their existence does not
depend on how the surface is shaped or distorted (see Fig. 1.1 d)).
1Throughout this thesi the expression "bulk" will equally be used for two-dimensional (2D) and three-
dimensional (3D) system referring to the property of a system without boundaries, e.g. with infinite
dimensions.
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The discovery of these material systems has demonstrated the importance of
topology for solid state physics and has led to a concerted quest to find and
explore other complex material systems whose peculiar band structure may give
rise to other exotic states resulting from a non-trivial topology. In particular, the
presence of particles and analogues usually only known from high energy physics
has had a strong impact on this field of research. Indeed, in the last decade, the
understanding of the electronic properties of solids has been revolutionised by the
emergence of topological insulators, Weyl semi-metals and Dirac systems.
The first step towards understanding the electronic properties of novel materials
are often magnetotransport studies which are (conceptually) simple to perform,
yet yield considerable information about the electronic bands. In this thesis mag-
netotransport techniques are employed to investigate the electronic properties of
topological trivial and non-trivial materials. In particular, the electronic properties
of HgTe quantum wells, the first experimentally discovered two-dimensional
topological insulator, will be studied using high magnetic fields up to 33 T.
While the analysis of, e.g. quantum oscillations in the magnetoresistance are a
well established tool to gain information about the Fermi surface, more frequently,
the general "shape" of the magnetoresistance is exploited as evidence for exotic
electronic states. Classical mechanisms, however, which may lead to similar
magnetoresistance responses are often not considered. The second experimental
part of this thesis is therefore devoted to a study of ultra-high mobility GaAs
quantum wells and Bi2Se3 samples with the aim to disentangle classical and band
structure effects in the magnetoresistance.
In more detail, this thesis is structured into three parts, each containing two
chapters. In the first part, a general introduction to the basic transport theory,
that is necessary to understand the experimental findings and discussions, will be
given. More specifically, in chapter 2, a simple theoretical description of charge
transport in magnetic fields will be presented using the Drude model. In high
magnetic field the formation of Landau levels will be described that ultimately
leads to the quantum Hall effect in two-dimensional (2D) systems.
In chapter 3, the consequence of topology for condensed matter physics will be
motivated. Starting from the Berry phase, the concept of topological invariants that
lead to protected surface conduction in topological insulators will be introduced.
At the end of this chapter, a description of the topological phases in HgTe based
systems and Bi2Se3 samples will be given, which are studied in the experimental
parts of this thesis.
The second part of this thesis contains experimental magnetotransport studies
of HgTe quantum wells in the topological and trivial phase with magnetic fields
applied perpendicular and parallel to the quantum well plane. In particular, we
address the high temperature limit of the quantum Hall effect that is considerably
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higher than in conventional systems in chapter 4. In chapter 5, we will discuss
the influence of the in-plane magnetic field on the topological phase. Features in
the magnetoresistance indicate a magnetic-field driven phase transition that we
study as function of the quantum well thickness and temperature. In addition high
magnetic field data will be presented that have so far not been reported on.
In the last part of this thesis we will investigate the magnetoresistance of an ultra-
high mobility GaAs quantum well and the three-dimensional topological insulator
Bi2Se3 in chapter 6 and chapter 7. Despite a simple band structure of both materials,
they exhibit a linear and a negative magnetoresistance, respectively. Such features
are frequently invoked as evidence for exotic electronic states, but the analysis and
discussions that will be presented in these chapter suggests a more generic origin
of these features.
I
TOPOLOGICAL INSULATORS AND
TRANSPORT IN HIGH MAGNETIC FIELDS

CHAPTER 2
Transport in high magnetic fields
2.1 Introduction
Magnetotransport studies are one of the simplest yet most powerful tools to
probe the electronic properties of solids. In this chapter a brief introduction
into the physics of transport in (high) magnetic fields, which is the basis for
an understanding of the experimental findings and discussions in chapters 4-7, is
given.
The behaviour of charged particles in low magnetic fields that is captured within
the classical Drude theory is the starting point of this discussion. In addition, the
extensions to the model by Sommerfeld, that provide a more realistic description
taking the quantum mechanical character of fermions into account, is motivated.
At higher magnetic fields, the density of states (DOS) in the plane normal to
the magnetic field becomes quantized. This quantization leads to 1/B periodic
oscillations (Shubnikov-de Haas oscillations) in the longitudinal resistance that
are experimentally observable in transport experiments. In two-dimensional (2D)
systems, when the magnetic field driven splitting of the DOS into Landau levels is
large and disorder in samples is taken into account, the quantum Hall effect can be
observed. A short description of the physics of this phenomenon is provided in
this chapter.
In the last part of this chapter, an introduction to the analysis of magnetoresistance
features, from which different material properties can be extracted, is given. In
addition to standard transport experiments in perpendicular magnetic fields, the
tilted field method allows access to different information about e.g. spin properties
and will also be introduced at this point.
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2.2 Hall effect and Drude model
In experimental solid state physics the response of materials to external perturba-
tions is studied. This response yields much information about the properties of a
material, in particular its electronic ground state.
More specifically, in transport experiments, a small electric field ~E, that acts on
charged particles, triggers a linear response in the form of an electrical current
I . In order to describe quasi-free electrons that propagate in such a medium, the
Drude model can be used. Within this model, the electrical current is obstructed
by elastic backscattering that originates from lattice imperfections that disturb the
translation symmetry of the crystal [1]. Inelastic scattering processes that alter
the kinetic energy of the incident particle and may be present in real materials
are neglected. Charge carriers moving with a drift-velocity ~vd thus experience
a force directed opposite to the electric field direction. This force depends on
~vd, the time between scattering events τ and the effective mass m* and can be
expressed as -m* ~vdτ . Although, strictly speaking, the concept of an effective mass is
an extension of the original Drude model, it is convenient to introduce it at this
point as it provides a more accurate description of real systems and does not affect
the further derivation of the Drude model. The effective mass m* (see e.g. [2])
links the behaviour of free particles (moving in vacuum) to particles in a solid
and accounts for interaction effects charge carriers with e.g. the crystal potential.
Charged particles in a solid can thus be described as free particles possessing an
effective mass that can exceed the free electron mass me by more than one order of
magnitude [3]. On the other hand materials like e.g. topological insulators [4, 5]
have recently come into the focus of research that host electrons (holes) that behave
as relativistic particles. This concept of topology including TIs will be introduced
in chapter 3.
Let us now continue with the derivation of the Drude model. Commonly, particles
in a material accelerated by an electric field are additionally subjected to an external
magnetic field ~B. In the presence of a magnetic field moving charged particles
experience a force −e( ~vd × ~B) that acts perpendicular to both the direction of
movement and the magnetic field , where e is the electron charge. The equation of
motion can then be determined by the sum of all acting forces:
m*
d ~vd
dt
= −e( ~E + ~vd × ~B)−m∗ ~vd
τ
, (2.1)
where the −e( ~E + ~vd × ~B) is the Lorentz force. In the stationary case (d~vddt = 0) the
solution of the above equation is straightforward:
~E = ρ0(~j − µ~B ×~j) = ρˆ~j (2.2)
with the Drude resistivity ρ0 = 1neµ , the electrical current density ~j = −ne~vd, the
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Figure 2.1: Schematic illustration of the Hall effect in a bulk material with a length L, width W and
thickness d. Charged particles driven by an external electric field ~E and subjected to a magnetic
field ~B perpendicular to the direction of motion experience a Lorentz force −e( ~E + ~vd × ~B) that is
compensated by a Hall field ~EH.
mobility µ = eτ
m*
. Due to the Lorentz force, the scalar relation between ~E and ~j
becomes a tensor relation with the resistivity tensor ρˆ.
Given a magnetic field in the z-direction ~B = (0, 0, B) the resistivity tensor can
then be expressed in a more explicit form:
ρˆ = ρ0
 1 ωcτ 0−ωcτ 1 0
0 0 1
 , (2.3)
where ωc =
e| ~B|
mc
is the cyclotron frequency and mc the cyclotron mass. Note
that the cyclotorn mass mc and effective mass m* are identical for free electrons
with a purely parabolic dispersion but, in general, differ for more complex band
structures [6].
The solution of the equation of motion in a magnetic field thus gives a magnetic
field independent longitudinal resistivity component ρxx and a transverse resis-
tivity component ρxy that increases linearly with the magnetic field known as the
Hall resisitvity [7]:
ρxx =
m*
ne2τ
= ρyy, ρxy =
| ~B|
n|e| = −ρyx (2.4)
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A graphic illustration of Eq. (2.4) is provided in Fig. 2.2 where the Hall and
longitudinal resistance are plotted as a function of the magnetic field.
Experiments usually do not yield directly the resistivity ρ but rather the resistance
R that depends on the specific geometry of the sample and electrical contacts.
These two quantities are connected by the following equation:
R = ρ
L
Wd
, (2.5)
where L and W are the length and width of a sample, respectively, and d is
thickness (see Fig. 2.1). In case of an arbitrary measurement geometry, the van
der Pauw method described in [8] yields the correct relation between R and ρ. It
should be noted, that in the case of a (quasi) two-dimensional system where the
charge carrier motion is confined to a plane there is no difference between the
Hall resistance Rxy and Hall resistivity ρxy as the thickness of the sample d can be
omitted.
ρxy=
B
ne
ρxx= 
m*
ne2 τ
magnetic eld
re
si
st
iv
ity
Figure 2.2: Schematics of the longitudinal (ρxx, black line) and Hall resistivities (ρxy, red line) as
described by the Drude model. The longitudinal resistivity is expected to be independent of the
magnetic field and shows no magnetoresistance while ρxy increases linearly with the magnetic field
B.
The occurrence of this transverse resistivity can be understood better when looking
at the consequences of the Lorentz force that pushes particles of opposite charge
in opposite directions as illustrated in Fig. 2.1. This leads to an accumulation of
particles with the same charge at the edges and creates an electric (Hall) field ~EH in
the transverse direction. Therefore, a voltage Vxy builds up in transverse direction
that can be measured in experiments. This voltage Vxy divided by the flowing
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current I yields the Hall resistivity ρxy described in Eq. (2.4). In the single carrier
model considered here a stationary magnetic field leads to an equilibrium between
the electric force caused by the Hall field and the Lorentz force so that no current
flows along this transverse direction. The calculated Hall resistance is therefore
non-dissipative in contrast to e.g. the longitudinal resistance.
Experimentally, the classical Hall resistance is an easy tool to determine the charge
carrier concentration of a sample because of their simple relation. In reverse
samples with a known n can serve to measure the strength of magnetic fields.
In the above derivation it was shown that the electric field ~E and current density ~j
are related to each other through a resistivity tensor ρˆ:
~E = ρˆ~j. (2.6)
This equation can be inverted to calculate the dependence of current density on
the electric excitation
~j = ρˆ-1 ~E = σˆ ~E, (2.7)
where σˆ = ρˆ-1 is the conductivity tensor. From the known resistivity tensor the
components of the conductivity tensor can be calculated by a tensor inversion
which yields [2]:
σxx =
ρxx
(ρ2xx + ρ
2
xy)
, σxy =
ρxy
(ρ2xx + ρ
2
xy)
ρxx =
σxx
(σ2xx + σ
2
xy)
, ρxy =
σxy
(σ2xx + σ
2
xy)
.
(2.8)
Although the Drude model captures basic transport properties, its correct predic-
tion of the electric conductivity is somewhat accidental as its basic assumptions
that electrons in a solid can be described as a kinetic gas and a Maxwell–Boltzmann
distribution is not correct. Instead, electrons are quantum mechanical particles,
so-called fermions, that obey the Pauli exclusion principle and the Fermi-Dirac dis-
tribution f(E) = (exp E−µckBT + 1)
-1, with the chemical potential µc. These important
concepts are considered by the Sommerfeld model that extends the Drude model
by taking the quantum mechanical character of electrons as indistinguishable into
account.
A quantum mechanical treatment shows that energy states are quantized and each
state can only be occupied by two electrons with opposite spin according to the
Pauli exclusion principle. In an isotropic medium the occupation in reciprocal
k-space thus resembles a sphere with a radius of the Fermi wavevector kF. In
the zero-temperature limit, a sharp boundary exists between filled and empty
states given by the Fermi energy EF. States that lie close to the middle of the
sphere cannot change their quantum mechanical state as no unoccupied states
are energetically close. Small excitations as e.g. the electric field ~E can therefore
only act on states close and at the Fermi energy EF. These considerations in the
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Sommerfeld model thus show that only states and properties close and at the
Fermi energy are relevant for a description of electrical transport.
At finite temperatures the sharp boundary given by EF vanishes as charge carriers
gain thermal energy and can occupy higher energetic states. The total charge
carrier density n can then be determined by the density of states (DOS) D(E) that
describes the number of states per interval of energy and the thermal spread given
by the Fermi-Distribution:
n(E) =
∫ ∞
0
D(E)f(E, T )dE. (2.9)
The dependence of the charge carrier concentration on the DOS implies that also
the conductivity strongly depends on D(E) and, in the low temperature limit, on
the DOS at the Fermi energy
σxx ∝ D(EF) (2.10)
In high magnetic fields, electrons are forced onto an orbital motion that leads to a
splitting of the DOS into a series of quantized energy levels. This strongly affects
the conductivity of materials in magnetic fields as will be described in the next
section.
2.3 Landau levels
While the classical Drude model and its expansion by Sommerfeld is sufficient
to describe the physics in small magnetic fields (ωcτ  1), high magnetic fields
lead to quantum mechanical effects that require calculations using the Schrödinger
equation.
Suppose an electron moving in a large magnetic field directed along the z-direction
~B = (0, 0, Bz). This magnetic field is associated with a vector potential ~A so that
the Hamiltonian describing this problem is given by:
H = (~p+ |e|
~A)2
2m*
, (2.11)
where the free momentum operator ~p has been substituted with the canonical
momentum ~p + |e| ~A. The solution of the stationary Schrödinger equation then
yields a set of discrete eigenenergies in the plane perpendicular to ~B and a free
movement in magnetic field direction
En = ~ωc
(
n+
1
2
)
+
~2k2z
2m*
, n ∈ N, (2.12)
with a quantum number n and the reduced Planks constant ~. Because the
movement in z-direction remains unaffected by the magnetic field in the following
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the solution in the xy-plane will be in the focus of the discussion with
En = ~ωc
(
n+
1
2
)
, n ∈ N. (2.13)
Eq. (2.13) also represents the solution in the case of a 2D system subjected to a
magnetic field, where movement along the z-direction is prohibited. The magnetic
field drives a splitting of the eigenenergies into discrete levels so called Landau
levels (LLs) and their energy separation increases with increasing magnetic field.
Eq. (2.13) can be depicted graphically in the form of a Landau level fan chart [9]
which is shown in Fig. 2.3 a). This graphical representation demonstrates the linear
relation between En and Bz.
Each of the above calculated LLs is degenerate with a degeneracy per unit area of
nL =
eBz
h . This means that for a fixed charge carrier concentration n, the number
of filled LLs depends on the magnetic field as the degeneracy nL increases with
increasing magnetic field. As a measure of the filled LLs it is common to introduce
the filling factor ν
ν =
n
nL
=
nh
eBz
, (2.14)
where an integer number of ν reflects the number of fully filled LLs.
So far the spin of electrons that leads to an additional two fold degeneracy has
been neglected. This degeneracy can be lifted by Zeeman splitting in a sufficiently
high magnetic field ∆z = g*µB| ~B|where µB = e~2me is the Bohr magneton and g* is
the effective g-factor. Similar to the concept of the effective mass m*, the effective
g-factor g* can differ strongly from the free electron g-factor of ∼ 2 due to e.g.
strong spin-orbit interaction [10]. The magnetic field, at which spin splitting of
Landau levels can be observed, is therefore strongly material dependent and can
vary by orders of magnitude. Mathematically, spin-splitting can be taken into
account by a superposition of Eq. (2.13) and the Zeeman energy ∆z:
En = ~ωc
(
n+
1
2
)
± 1
2
∆z, n ∈ N. (2.15)
The orbital splitting of Landau levels given by the cyclotron frequency ωc and
depends only on the magnetic field component perpendicular to the orbital motion.
The Zeeman energy on the other hand depends on the total magnetic field. Tilted
magnetic field experiments described in chapter 2.6 therefore allow the strength of
orbital and spin splitting in the LL level to be changed. An illustration of the effect
of the additional Zeeman splitting on the LL fan chart is shown in Fig. 2.3 c) where
~ωc  g*µB| ~B| is assumed.
The above solution of the Schrödinger equation is valid for a system hosting quasi-
free electrons with a parabolic dispersion. In contrast to that, a number of materials
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Figure 2.3: Graphical illustration of the Landau level splitting in a magnetic field for a) conventional
systems with parabolic dispersion and b) systems with a linear dispersion that are described by the
Dirac equation. In c) and d) the additional effect of Zeeman splitting is depicted that lifts the spin
degeneracy of LLs. Energy levels are labelled with the LL index n and N for classical and Dirac
systems, respectively. Spin split levels with the same LL index are additionally labelled with the
superscripts + and -, respectively. Positive values of N in b) and c) correspond to the Landau level
dispersion of electrons which are shown in blue. Negative values of N describe a hole-like behaviour
and the corresponding Landau levels are coloured in red. A peculiarity of the relativistic Landau
level splitting is the occurrence of a N=0 level that is equally populated by electrons and holes.
have been discovered in the recent years that possess a linear dispersion. This
implies that particles exist that behave as if they have no mass. These particles
have to be described by the relativistic Dirac equation [11] and the Hamiltonian in
the presence of a magnetic field reads:
H = c(~p+ |e| ~A)α+m0c2β, (2.16)
where α and β are the Dirac matrices, c is the speed of light and m0 is the restmass
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of particles. Similar to the calculations of quasi-free particles the substitution
~p→ ~p+ |e| ~A is made.
The eigenvalues of the Hamiltonian describe, similar to the parabolic case, the
formation of LLs, which for charged particles can be expressed as:
EN = sgn(N)vF
√
2e~Bz|N | , N ∈ Z (2.17)
where vF is the Fermi velocity and N is the energy level index. Negative numbers
of N describe the LL splitting of holes as compared to electrons which correspond
to positive numbers of N . Eq. (2.17) describes the Landau level spectrum of Dirac
fermions which is special in two respects: i) the energy eigenvalues EN depend on
the square root of the magnetic field (instead of linearly as in the case of quasi-free
electrons) and ii) a zero energy level exists (N=0) that is equally shared by electrons
and holes [12]. The occurrence of this peculiar Landau level is tied to a non-trivial
geometrical phase, the Berry phase, that is acquired by the wavefunction of Dirac
fermions when completing a cyclotron orbit in the presence of a magnetic field
[9, 13, 14]. The concept of the Berry phase will be introduced in the next chapter.
One of the most prominent materials which is described by the Dirac equation is
graphene, where the zero energy Landau level was intensively studied [15, 16].
Other complex material systems, like e.g. topological insulators also exhibit a
linear energy momentum relation and charge carriers behave Dirac-like [14]. In
chapter 4 we study one representative of these topological materials, namely HgTe
quantum wells, and, in particular, probe the Landau level spectrum that exhibits
the
√
B dependence.
Because of a effective g factor g* in these materials, it is important to take Zeeman
splitting of LLs into account. Similar to the case of a parabolic dispersion, this is
achieved by superimposing the orbital splitting described by Eq. (2.17) with the
Zeeman energies:
En = sgn(n) vF
√
2e~Bz|n|+ 1
2
± 1
2
∆z, n ∈ Z. (2.18)
Both cases, the one with and without Zeeman splitting are graphically illustrated
in Fig. 2.4 a) and Fig. 2.4 b), respectively. As before, it is assumed that the orbital
splitting is much larger than the spin splitting.
The above equations show that the magnetic field splits the density of states into
discrete Landau levels. In the case of a 2D system this leads to a fully gapped
energy spectrum that strongly affects transport properties and leads to a peculiar
quantum mechanical phenomenon, the quantum Hall effect.
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2.4 The quantum Hall effect
A perpendicular magnetic field splits the constant 2D DOS into a series of nL
fold degenerate LLs , which, in the absence of disorder, have a δ-peak like shape.
Consequently, the density of states at the Fermi energy oscillates as a function of
the magnetic field. From Eq. (2.10) it can be seen that this oscillatory behaviour
of the DOS results in an oscillating conductivity as it is directly dependent on
D(EF). At low temperatures, quantum oscillations in the resistance, so-called
Shubnikov-de Haas (SdH) oscillations [17], become observable in the longitudinal
resistivity ρxx or conductivity σxx.
In real samples, where disorder is present the situation gets more complex. Impu-
rities and defects induce potential fluctuations and cause scattering, that broadens
the energy profile of LLs. The lineshape of these impurity broadened LLs can
be approximated by a Gaussian centred at the energies described by Eq. (2.13)
and Eq. (2.17). The full width at half maximum (FWHM) of these Gaussians is
a common measure for the energy broadening Γ and reflects the amount and
strength of disorder in a condensed matter system.
∆δ
Γ Γ
extended
localised
En+1En
D
O
S
energy
∆
Figure 2.4: Schematic of two energy broadened Landau level with a Gaussian shape En and En+1.
The center of each LL consists of extended states (light blue) while states in the tails are localised
(shaded areas). The theoretical energy gap ∆ between extended states of adjacent LL is reduced as
compared to the theoretical energy gap ∆δ calculated for indefinitely small LLs.
A schematic view of two adjacent energy broadened LLs is provided in Fig. 2.4.
Charge carriers that occupy the center of the LLs exhibit a vastly different be-
haviour from charge carriers in the tails of the LLs. While the wavefunctions of
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states that lie in the center of a LL spread over the whole sample, wavefunctions
of states in the tails are localised on a length scale that is small compared to
the system size. The latter therefore show an insulating behaviour and charge
transport proceeds solely by extended states in the center of LLs. As a remark
it should be noted that while in theory all 2D states are localised, here, a case of
samples with finite dimensions is considered where a metallic behaviour becomes
possible [18].
If the magnetic-field driven separation of LLs is larger than the energy broadening
Γ, regions with purely localised states exist. Extended states are thus separated by
an energy gap ∆. This energy gap between the extended states is naturally smaller
than the gap between δ-like functions which is denoted as ∆δ .
When the Fermi energy is positioned in a region of only localised states, one
could expect an infinitely large resistance as bulk conduction is suppressed. Ex-
perimentally, however, a quantized Hall resistance accompanied by a vanishing
longitudinal resistance is observed at sufficient low temperatures (kBT  ∆), a
phenomenon known as the quantum Hall effect (QHE) [19].
The physics of the QHE is captured within the semi-classical edge channel model.
In this model an additional potential at the boundary of finite samples is taken into
account, which lifts the degeneracy of the LLs giving rise to extended states at the
edges. These edge states are chiral in a sense that the charge can only flow in one
direction. As a consequence, a spatial separation of particles moving in a different
direction to opposite edges exists, and backscattering is suppressed provided no
wavefunction overlap of states at opposite edges exists. This means that current
flows dissipationless at the edge of a sample explaining the the observed vanishing
resistance in longitudinal direction.
The quantization of the Hall resistance is also captured in this model as each edge
mode can be described as a perfect one dimensional conductor with conductance
of G = (e2/h) [20]. The number of conducting modes is determined by the number
of fully filled LLs ν giving a Hall conductance of
σxy = ν
e2
h
= ρ-1xy, (2.19)
where ν is the filling factor defined in Eq. (2.14). As long as the Fermi energy moves
through the region of localised states, the edge (and bulk) conductance remains
unchanged leading to a constant Hall conductance. The key for the experimental
observation of quantized plateaus is thus that bulk states are localised and charge
is only carried by perfectly conducting edge states.
One of the most profound findings is that the quantum Hall effect is a universal
phenomenon that occurs in all 2D conducting samples and is independent of
the material composition provided that the thermal energy is sufficiently small
(kBT  ~ωc,∆ kBT ).
It is important to point out that SdH-oscillations are universally observable in two-
and three-dimensional systems but the QHE including a vanishing longitudinal
18 2. Transport in high magnetic fields
resistance are unique to 2D systems. In the case of a three-dimensional material,
the free energy in the third (z) dimension prevents a gapped energy spectrum and
causes a residual longitudinal resistance and a finite slope of the Hall signal.
A typical measurement of the QHE in a HgTe based quantum well is presented in
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Figure 2.5: Measurement of the longitudinal (Rxx, black) and Hall (Rxy, red) resistance of a 7.5 nm
thick HgTe quantum well at T= 0.3 K as a function of a magnetic field applied perpendicular to the
quantum well plane. With increasing magnetic field quantized plateaus in the Hall resistance are
observable, that are accompanied by a zero resistance in longitudinal direction. Plateaus and minima
in this quantum Hall regime correspond to integer values of the filling factor ν. The blue arrows
indicate the position of ν = 1, 2, 3 and 4, respectively.
Fig. 2.5, where the longitudinal (Rxx) and Hall resistances (Rxy) are shown. With
increasing magnetic field the degeneracy of the LLs increases according to nL = eBh
until, at very high magnetic fields, only the lowest LL (ν = 1) is occupied.
The quantum Hall effect and its robustness can also be explained using the concepts
of topology that will be described in more detail in chapter 3.
2.5 Analysis of Shubnikov-de Haas oscillations and
thermal activation
Transport measurements in a magnetic field, where quantum oscillations arise
from the formation of Landau levels, are a common tool to extract and investigate
fundamental properties of charge carriers. For a weak magnetic field, where a
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finite overlap of extended states of LLs exists (ωcτ < 1), an analytical expression
describing the SdH-oscillations can be derived [2, 21]:
ρxx(| ~B|, T ) = ρxx(0)
[
1− 4 cos(pi~n
e| ~B| )RT(mc, T )RD(mc, τq)
]
, (2.20)
where ρxx(0) is the Drude resistivity at zero magnetic field,RT is a thermal damping
factor and RD is the Dingle factor:
RT(mc, T ) =
x
sinh(x)
, x =
2pi2kBmcT
~e| ~B| ;
RD(mc, τq) = e
−pi
ωcτq .
Here, the quantum lifetime τq = ~Γ in RD accounts for the finite width and lifetime
of states in LLs due to the energy broadening Γ.
RT describes a damping of the amplitude of the oscillations with increasing
temperature due to an averaging over the thermal energy kBT around the Fermi
energy. Because RT is the only temperature dependent term and solely contains
the cyclotron mass mc as an unknown material property, temperature dependent
measurements of the amplitude of SdH-oscillations enable mc to be determined.
With a known value of mc, it is then possible to extract the quantum lifetime τq in
RD by measuring the exponential decay of oscillations in a decreasing magnetic
field. In addition, the 1/| ~B|-periodicity of oscillations contained in the cosine
term of Eq. (2.20) provides an alternative means of extracting the charge carrier
concentration n to measurements of the Hall resistance.
At high magnetic fields (ωcτ  1) where the LL separation is large and the
quantum Hall effect dominates, temperature dependent transport measurements
allow a determination of the energy gap ∆ between adjacent LLs.
In the quantum Hall regime, when the Fermi energy lies in between two adjacent
LLs, a resistance minimum in the longitudinal direction occurs, which corresponds
to an integer filling factor ν. These minima in the quantum Hall regime are
temperature dependent and start to increase as the temperature is raised. Finally,
at sufficiently high temperatures, the minima and oscillations vanish completely.
This behaviour can be explained by thermal activation of charge carriers over the
energy gap ∆: When the longitudinal resistance has a minimum, the Fermi energy
lies in a region of localised bulk states and charge is carried by dissipationless
edge channels. An increase in temperature, and thereby the thermal energy kBT ,
allows charge carriers occupying these localised states to gain enough energy to
overcome the energy gap and occupy extended states of the nearest LL. This leads
to quasi-free electrons in the bulk that can interact and scatter with the edge modes,
which increasing the sample resistance.
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Figure 2.6: a) Temperature dependent measurements of the longitudinal resistance in the quantum
Hall regime in a range from 1.2 ≤ T ≤ 70 K. The lowest three integer filling factors ν are indicated
by the black arrows. b) Activated behaviour of the resistance minimum at ν = 1. From the Fermi-
Dirac fit described by Eq. (2.21) (solid black line) the activation gap ∆ν=1 can be extracted. In
addition, a value for the theoretical calculated for the energy gap ∆δ,ν=1 is provided.
The thermal distribution of fermions is, as already mentioned in chapter 2.2, de-
scribed by the Fermi-Dirac distribution f(E, T ). Since the increase of resistance is
a direct consequence of the thermal behaviour of electrons (holes), the temperature
dependent behaviour of the minima in ρxx is directly proportional to f(E, T )
ρxx ∝ 1
1 + e∆/2kBT
. (2.21)
By plotting the resistance value of the minima as a function of the according
temperature Eq. (2.21) can be used as a fit to extract ∆ from experimental data.
This is exemplarily shown for the energy gap at ν = 1 for a HgTe quantum well in
Fig. 2.6. In the figure, measurements of ρxx at different temperatures are shown,
where a clear thermally activated transport behaviour at the minima is observable.
In Fig. 2.6 b) the temperature dependence of the resistance minimum is shown,
which is fitted by Eq. (2.21). The energy gap ∆ν=1 extracted in this way is smaller
than the theoretical separation between two Landau levels ∆δ,ν=1 as energy level
broadening of the LLs has not been taken into account in the calculations.
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2.6 Angle-dependent magnetotransport
Part of the work presented in this thesis has been carried out by changing the
angle between the magnetic field and certain symmetry directions of the samples
in question. Experimentally, this can be achieved by placing samples on a rotating
stage that allows rotation along one axis while the magnetic field direction is fixed.
BT
B⊥
B||
BTa) b)
Θ
Figure 2.7: Schematic view of a sample rotation in a magnetic field where a) shows an initial situation
with the magnetic field aligned perpendicular to the top (and bottom) surface of a rectangular sample
and b) shows a rotation of Θ around one axis where the total magnetic field ~BT can be split into a
component perpendicular ~B⊥ and parallel ~B‖ to the surface.
A sketch of a rectangular sample is presented in Fig. 2.7 a),where the total magnetic
field ~BT points perpendicular to the larger surfaces of the rectangular shaped
sample. This situation serves as the initial position. When rotating the sample
along one axis, as shown in Fig. 2.7 b), the total magnetic field ~BT can be split
up into two components: i) a component that points in the initial (perpendicular)
direction ~B⊥ and ii) a component that points perpendicular to the initial direction
(parallel to the surface) ~B‖. The rotation angle Θ can then be defined between
the initial position of the magnetic field with respect to the sample and the new
direction as indicated in Fig. 2.7 b). With this definition the following equations
hold:
| ~B⊥| = cos(Θ) | ~BT| (2.22)
| ~B‖| = sin(Θ) | ~BT|. (2.23)
This method allows for accurate angle dependent measurements (often referred to
as tilted magnetic field experiments) which are employed to change the relative
strength of orbital effects, that are mainly caused by | ~B⊥| and spin effects, that
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depend on the total magnetic field | ~BT| [22].
Note here that the situation in real materials is often more complex and a simple
disentanglement of orbital and spin effects proves difficult as will be discussed in
chapter 5. In this chapter, we use a rotating stage to align the magnetic field parallel
to the plane of movement of a HgTe quantum well. The magnetic field couples
strongly to the sub-band structure of the quantum well and magnetoresistance
features become observable that are consistent with a phase transition from a 2D
TI to a gapless (semi-)metallic phase. In the gapless phase, a complex interplay
between electron and hole concentrations further leads to an upturn of resistance
at very high magnetic fields.
In chapter 7, angle dependent magnetotransport measurements in the three-
dimensional topological insulator Bi2Se3 expose a strong anisotropic behaviour in
the magnetoresistance and reveal evidence that the observed negative magnetore-
sistance, often associated with the chiral anomaly of Weyl semi-metals might be a
more generic phenomenon.
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CHAPTER 3
Topology in condensed matter systems
3.1 Introduction
Topology is a branch of mathematics that studies geometrical properties which
are unaffected by a continuous (adiabatic) change of shape or size of an object.
The mathematical formula that links geometry and topology is the Gauss-Bonnet
formula [1]: ∫
S
KdA = 4pi(1− g), (3.1)
where the local curvature K is integrated over the entire surface S of an object
without a boundary. The result of the integral depends only on the genus g that
essentially describes the number of holes through an object. The right side of
Eq. (3.1) is therefore a quantized value that does not change under small adiabatic
deformations of the curvature as long as no new holes are created [2].
A typical example is shown in Fig. 3.1, where doughnut (torus) can smoothly be
transformed into a coffee cup without changing the topology (g=1). Both objects
are, however, topologically distinct from e.g. a sphere (g = 0). In other words the
number of holes through an object is a topological invariant, that does not change
under adiabatic transformations.
This concept of topology and corresponding invariants can be applied in solid
state physics to systems where a well defined ground state exists, that is separated
by an energy gap from excited states like in e.g. insulators in the zero temperature
limit. Such systems can possess properties that depend only on the topology of the
quantum mechanical state and are therefore insensitive to adiabatic changes. To
introduce topology in condensed matter systems, we first have to define a sense of
geometry and "curvature" into quantum mechanics which is linked to the Berry
phase [3] as will be described in the next section.
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Figure 3.1: Illustration of the topology of objects. A torus (left) can be adiabatically deformed into a
coffee cup (middle) without changing the topology (number of holes) of the objects with g=1. Both
objects are topologically distinct from a sphere (right) with g=0.
3.2 Berry phase and curvature
The Berry phase is a geometrical phase factor that is acquired by a wavefunction
when the quantum mechanical system is varied adiabatically in parameter space.
When this variation describes a closed loop, the Berry phase can result in physical
consequences that are experimentally observable. In the following the derivation
of the Berry phase and its connection to curvature and topology will be motivated.
A more complete description and derivation can be found in e.g. [1] or [4].
Consider a quantum mechanical space that is described by a HamiltonianHwhich
depends on a multidimensional and time dependent parameter R(t). The time
dependent Schrödinger equation is then given by:
H(R(t)) |ψ(t)〉 = i~ ∂
∂t
|ψ(t)〉 , (3.2)
so that at any time instant, a basis of eigenstates |n(R(t))〉 of the Hamiltonian fulfils
the eigenvalue equation:
H(R(t)) |n (R(t))〉 = En |n(R(t))〉 . (3.3)
In the following, a discrete energy spectrum ofHwith non-degenerate eigenvalues
is assumed. Suppose now, thatR(t) is adiabatically varied , so that changes that are
slow as compared to the characteristic time scales of the system are made. Assume
further that at t = 0 the system is in the initial nth eigenstate |ψ(0)〉 = |n(R(0))〉
with
H(R(0)) |n(R(0))〉 = En(R(0)) |n(R(0))〉 . (3.4)
The adiabatic theorem of quantum mechanics [5] tells us that the eigenstate of the
system will not change as we move adiabatically in the parameter space apart
from a phase factor:
|ψ(t)〉 = ei(θn+γn) |n(R(t))〉 . (3.5)
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Michel Berry realised, that in addition to the dynamical phase θn, a geometrical
phase factor γn has to be included in the solution with
θn =
∫ t
0
En(R(t
′))dt′, (3.6)
γn = i
∫ t
0
〈n(R(t′))| ∂
∂t′
|n(R(t′))〉 dt′. (3.7)
In the following we will only focus on the consequences of this geometrical phase
γn and ignore the dynamical phase θn as it is arbitrary and of no further interest at
this point. Because γn depends on the time derivative of the wavefunction that is a
function of R(t) we can rewrite Eq. (3.7) from a time integral to an integral along a
path in parameter space:
γn = i
∫ t
0
〈n(R(t′))| ∂
∂t′
|n(R(t′))〉 dt′ = i
∫ Re
Ri
〈n(R(t))| ∂
∂R
|n(R(t))〉 dR, (3.8)
where Ri denotes the initial point in parameter space and Re the end point of the
adiabatic variation.
Suppose now that the variation we make describes a closed loop C, so that Ri=Re.
The geometric phase then becomes:
γn = i
∮
C
〈n(R(t))|∇R|n(R(t))〉 dR = i
∮
C
AndR (3.9)
Eq. 3.9 describes a phase factor that is not necessarily zero. This means that
after a cyclic evolution of the wavefunction in parameter space the state returns
to itself apart from a phase factor γn called the Berry phase [3]. The quantity
An = 〈n(R(t))|∇R|n(R(t))〉, often called the "Berry potential", is gauge dependent,
while its integral over a closed loop, namely the Berry phase γn, is not. This implies
that the Berry phase can, under certain circumstances, be a quantum mechanical
observable, that can be measured in an experiment.
With the help of Stokes’ theorem, we can express the Berry phase as a surface
integral of a gauge invariant quantity:
γn = i
∮
C
AndR =
∫
S
i∇×AndA =
∫
S
ΩndA, (3.10)
where we integrate over the surface S that is bounded by the closed loop C. In
analogy to electromagnetism, the Berry potential An in parameter space can be
viewed as similar to the vector potential A in real space and its curl gives a gauge
invariant quantity the "Berry curvature" Ωn which, in this picture, is comparable
to the magnetic field B.
The Chern theorem [6] states that the integral of the Berry curvature Ωn over any
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closed 2D manifold is an integer number multiplied by 2pi:∫
S
ΩndA = 2pinm, (3.11)
where nm is the Chern number with nm ∈ N [7]. Similar to the genus g in the
Gauss-Bonnet formula, the Chern number is a topological invariant that does
not change under adiabatic transformations as it can not vary continuously. The
Chern theorem holds under the condition that a well defined ground state, that is
separated by an energy gap from excited states, exists. This condition is fulfilled
in e.g insulators, where a band gap separates occupied and unoccupied states (at
sufficiently low temperatures).
In analogy to the deformation of a torus into a coffee cup, insulators of same
topology can thus be transformed into one another without ever closing the band
gap. On the other hand, at a boundary between insulators of different topology,
the topological invariant changes leading to a crossover region in which the band
gap closes and gapless surface/edge states must exist. In contrast to trivial states
that may form at the boundary of a system due to, e.g., band bending effects, these
topological states are protected and robust against adiabatic changes of the system
in the form of, e.g., weak disorder.
This scenario is reminiscent of the quantum Hall effect described in chapter 2
where the bulk is insulating but 1D edge channels exist at the boundary of the
system (to vacuum) which are robust against e.g. backscattering or (small) changes
of geometrical shape of the system.
The existence of these chiral edge states can indeed be linked to the topology of
the quantum mechanical state as will shortly be described in the next section.
3.3 The quantum Hall effect from a topological point
of view
One example of the manifestation of topology in condensed matter physics is the
exact quantization of the Hall plateaus (more than 10-9 [8]) in the quantum Hall
regime. Similar to an insulator, a quantum Hall system possesses energy gaps in
the bulk that separates empty and filled LLs (at a constant magnetic field) [7]. The
underlying eigenstates in the quantum Hall regime are connected to the lattice
periodicity and the wavefunctions are described by Bloch waves |ψk〉 = um(~k)ei~k~r
where um(~k) has the periodicity of the crystal lattice [9].
Calculations of the Hall conductance using the Kubo formula [10] revealed that
σxy depends only on these Bloch states and is independent of the underlying band
structure [11]:
σxy =
ie2
2pih
∑
occ
∮
dkj
∫
d2r
(
u*
∂u
∂kj
− ∂u
∂kj
u
)
, (3.12)
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where the integration is over a unit cell in momentum and real space and the
sum is over all occupied bands. The above formula is closely linked to the Chern
number and can be rewritten with the Berry curvature [12]:
σxy =
e2
h
∑
occ
∫
BZ
d2k
(2pi)2
Ωn = nm
e2
h
. (3.13)
The integral that is taken over the whole Brillouin zone (which is a 2D surface) is
an integer nm that can be identified as the Chern number. For fully filled bands
(LLs) this topological invariant nm is equal to the filling factor ν which means
that the Hall conductance (given by ν) is topological protected and insensitive
to weak deformations or disorder. The quantum Hall state is the first described
Chern insulator and its connection to topology provides a new insight into the
universality, robustness and high accuracy of this phenomenon. The formation
of gapless edge modes at the boundary of a quantum Hall system to a "normal"
state, e.g. vacuum, can be explained as a direct consequence of the topology of the
quantum mechanical state.
The QHE is a phenomenon that arises under the extreme conditions of high
magnetic fields and low temperatures and one might ask if it is possible to weaken
or remove these restrictions, to realise topological phases that are experimentally
more easily accessible and might have more practical potential in applications.
The condition of low temperatures has already been challenged by the use of
Dirac-materials with a linear dispersion. Because of the pecuiliar LL splitting (see
Eq. (2.17)), a large energy gap between adjacent LLs emerges, which makes it
possible to observe quantized plateaus even at room temperature [13]. Note here
that, while a large energy separation between LLs is one necessary condition, local-
isation effects are equally important for the observation of the QHE as discussed
in chapter 2. In chapter 4 the temperature limit of the QHE in HgTe quantum
wells is addressed, that have a dispersion approaching a linear energy-momentum
relation.
Duncan Haldane pointed out that the quantum Hall effect could also occur without
the formation of LLs in a graphene-like system and in the absence of an external
magnetic field [14]. While this model still relies on internal magnetic fields (but
with zero total net flux), the necessity of any magnetic field can be removed in a
new class of topological insulators that preserve time reversal symmetry.
3.4 Time reversal symmetric topological insulators
As discussed in the previous section, the quantum Hall effect can be viewed as a 2D
topological insulator with distinct Chern numbers that could even occur without
magnetic field when the material possesses an internally periodic magnetic field
(with no net flux through a unit cell) [14]. This model builds the theoretical basis
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for the observation of a quantised Hall resistance at zero magnetic field known as
the quantum anomalous Hall effect [15].
Conceptually one could imagine that the necessity of any magnetic field could be
eliminated when taking two copies of the Haldane-model, one for spin up and one
for spin down, and superimpose them. This, however, would require magnetic
fields that point in opposite directions at the exact same position and time which
is experimentally impossible.
In 2005 it was proposed [16] that spin-orbit coupling, which acts differently on
charge carriers with opposite spin, could take the role of the magnetic field and
lead to a stable topological phase at zero magnetic field, often called a quantum
spin Hall (QSH) phase. The topological invariant characterising these types of
insulators is a Z2 invariant, which means that only two types of insulators exist.
When these insulators of different topology are brought into close contact, gapless
edge states arise at the boundary. These edge states have a spin-momentum
locking, i.e. the spin of particles is tied to the direction of movement. Consequently,
particles with opposite spins travel in opposite directions, a property often referred
to as helical. In the quantum spin Hall phase, two counter-propagating edge
modes exist that can be described as Kramers pairs protected by time reversal
symmetry [17]. One peculiar property of these edge modes is that backscattering,
that requires a simultaneous reversal of spin and momentum, is suppressed, as
long as time reversal symmetry is not violated. This means that charge transfer
through these edge states is dissipationless.
The first material proposed to exhibit such unique properties was graphene, where
spin-orbit coupling opens a band gap in the otherwise linearly dispersing energy
spectrum. Inside the resulting energy gap, conducting edge modes are formed due
to the topological nature of the band structure. The scale of the spin-orbit coupling,
however, is so small (in the order of µeV [18]), that the resulting energy gap in
graphene, and therefore the topological states, are (so far) not experimentally
accessible.
The focus of research has therefore shifted towards compounds containing heavy
elements with a strong spin-orbit interaction, such as Hg and Bi, which are building
blocks of most of the topological insulators discovered to date.
The first experimentally realised topological insulator, proposed in 2006 [19], was
a HgTe quantum well, where the edge conduction at zero magnetic field leads to a
quantised conductance of 2e2/h when the Fermi energy resides in the bulk band
gap [20].
One of the strengths of the theoretical description of 2D topological insulators like
HgTe is that it serves as a basic template for the generalisation to three-dimensions
which ultimately led to the discovery of one kind of 3D TIs [21, 22]. Similar to a
QSH system, strong spin-orbit coupling leads to a bulk band inversion that gives
rise to topologically protected conducting surfaces when the bulk is fully gapped
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and insulating. While the research on these early discovered topological insulators
is still ongoing, more than 30 additional proposed and discovered topological
material systems exist up to today [7, 23–25]. In the following a brief introduction
into the properties of the 2D TI state in HgTe quantum wells, which are studied in
chapter 4 and 5, as well as the 3D TI state in Bi2Se3 investigated in chapter 7, will
be given.
3.4.1 Quantum spin Hall state in HgTe quantum wells
Large relativistic and finally spin-orbit corrections to the energy spectrum of HgTe
lead to an inverted band structure so that the Γ8 bands, that arise from the p-
orbitals, are energetically above the s-orbital Γ6 band. A calculation of the energy
gap according to the definition EΓ6 − EΓ8 thus yields a negative band gap. A
calculation of the energy dispersion of bulk HgTe is shown in Fig. 3.2. The Γ7
band, that additionally arises from the p-orbitals, is a split-off band. This band
is energetically far away from the Fermi energy and of no further concern for
transport experiments. In the following description the main focus will therefore
be on the Γ6 and Γ8 bands that are important for the formation of a topological
phase.
Γ8
Γ6
Γ7
Γ
k
a) b)
LH
HH
Figure 3.2: a) Calculated energy spectrum in the principle symmetry directions of 3D bulk HgTe
adapted from [26]. Shown are the energy bands that arise from the s- and p-orbitals. b) Magnification
of the relevant energy region around the Γ-point that is relevant for transport experiments. The Γ8
light hole (LH) band that forms the conduction band and the Γ8 heavy hole (HH) band forming the
valence band are degenerate at k=0, so that the system is semi-metallic. In contrast to conventional
materials, the Γ6 band is energetically shifted below the Γ8 bands and the band structure is inverted.
The lowest band (black) is a split off band denoted with Γ7 and of no further interest for transport
experiments.
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Looking at the band structure, one will quickly realise that bulk HgTe is a semi-
metal because of a degeneracy of the Γ8 bands at the Γ point. In order to form a
topological insulator an energy gap has to be opened in the spectrum. It has been
shown that one way of achieving this is by modifying the band structure with
quantum confinement. This splits the bulk energy bands into sub-bands of e.g. a
quantum well. In the case of HgTe a quantum well can be formed by sandwiching
a thin HgTe layer between two HgCdTe barriers. As the sub-band structure of such
a heterostructure strongly depends on the quantum well thickness dQW, i.e. on the
thickness of the HgTe layer, a quantum phase transition from a trivial state to a 2D
topological insulator exists when dQW exceeds a critical thickness dc. This critical
thickness - of the order of 6.3 nm - can, however, be influenced by strain that is
introduced into the HgTe layer by e.g. a lattice mismatch of the substrate [27].
Let us now take a closer look on the sub-bands that form in the quantum well.
The sub-bands arising from the Γ6 and Γ8 bands are commonly denoted as Ei and
Hi referring to the properties of the corresponding wavefunctions as electron and
hole-like, respectively [28]. Quantum wells with dQW < dc have a normal band
ordering, in a sense that the E1 band is energetically above the H1 band. With
increasing thickness, the energy of both bands equalises and become degenerate at
the Γ-point when dQW = dc. The electronic properties of such a system resemble
that of graphene as a single valley Dirac cone exists [29–31]. Finally, when dQW > dc
a band inversion takes place and the H1 band is energetically shifted above the
E1 band. In this inverted state, the topological invariant differs from the one with
dQW < dc and a topological non-trivial phase can form.
Finally, for much larger quantum wells dQW  dc, a valence band maximum at
finite k-values closes the band gap and the system becomes semi-metallic. The
precise quantum well thickness where this semi-metallic phase arises is strongly
strain-dependent.
In strained quantum wells with a strain of ∼ 3%, induced by a growth on CdTe
substrates with a slight lattice mismatch, the semi-metallicity of the band structure
arises at well thicknesses of dQW ≈ 14 nm, while a finite band gap persists up to
dQW ≈ 35 nm in systems grown on lattice matched CdZnTe substrates.
The change of the sub-band structure with increasing quantum well thickness
is demonstrated in Fig. 3.3, where self-consistent k · p calculations based on an
8× 8-Kane Hamiltonian [32] are shown. The calculations were performed using
substrate parameters of a lattice matched CdZnTe substrate that induces only a
minimal amount of strain in the quantum well.
For a topological consideration, the intermediate regime where a finite bulk band
gap exists in combination with an inverted band structure, is of the most interest.
When the Fermi energy resides inside the bulk band gap of such a system, the
helical edge states can experimentally be probed by transport experiments. A
graphical illustration of a quantum spin Hall state is shown in Fig. 3.4.
A smoking gun experiment for the existence of edge conduction is the occurrence
of a large non-local signal that is obtained when the classical current path and
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Figure 3.3: Self consistent k · p calculations of the sub-band structure of HgTe quantum wells with
different thicknesses. For dQW< dc (left) the band ordering is "normal" and an insulating gap exists
between E1 and H1. At dQW< dc (middle) the spectrum is gapless and a single valley Dirac cone
close to the band touching point exists. For large quantum well thicknesses with dQW< dc the band
structure is inverted and topological edge states exist in the band gap region (not shown here). In
very large quantum wells dQW  dc a valence band maximum at finite k values closes the band gap
leading to a semi-metallic phase.
the voltage contacts are specially separated [33]. In contrast to diffusive transport,
where the current mainly flows along the electric field direction, current in the
quantum spin Hall regime has to flow along the edge of the sample. Therefore,
a large voltage appears even when the electric field is applied far away from the
voltage probes. This so-called non-local signal is orders of magnitude larger than
that expected from diffusive transport. Many other experiments have since then
confirmed the non-trivial topology of the system including the helicity of the edge
states [34–37].
Although edge states are topologically protected, the quantised conductance
quantum spin Hall state in HgTe is not as robust as that of the quantum Hall
state. The reason for this is the occurrence of a counter-propagating mode in
combination with a relatively small energy gap. Potential roughnesses from
interfaces or defects can lead to a local formation of charge puddles, which act as
a Fermi sea [35, 38]. Spin relaxation processes in this Fermi sea occur due to the
large spin-orbit interaction and thus make a reversal of momentum possible. This
leads to a deviation from the expected quantised conductance of 2e2/h.
3.4.2 3D topological insulator Bi2Se3
One of the groundbreaking discoveries of the field of topology is that time reversal
symmetric 2D topological insulators have a 3D counter part. A 3D topological
insulator has an insulating bulk but metallic 2D surface states exist. Particles on
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Figure 3.4: Illustration of the quantum spin Hall effect where helical edge states exist while the bulk
is insulating. Each edge hosts a pair of helical edge states whit spin momentum locking that are
protected by time reversal symmetry against backscattering.
these surfaces are described by a single Dirac-cone, where the spin and momentum
of particles is locked, similar to the case of the quantum spin Hall state. Although
the bulk of the material is three-dimensional, charge transport occurs only through
the 2D surfaces. Consequently, a surface quantum Hall effect is expected to be
observable in transport experiments, that is often regarded as the experimental
hallmark of a 3D TI. Additionally, because the dispersion of surface carriers is
linear, the LL splitting should follow the relativistic
√
B dependence described by
Eq. (2.17).
In 2009, band structure calculations revealed that stoichiometric Bi2Se3, a well-
known thermoelectric material [39], bears all the hallmarks of a three-dimensional
topological insulator (3D TI) [21] including an inverted band structure and an
insulating bulk provided that the Fermi energy EF is situated within the bulk band
gap [7]. Bi2Se3 has, arguably, one of the simplest band structures of the 3D TI
representatives with a large band gap of 0.3 eV and just a single Dirac cone at each
surface [21]. Transport studies of the topological surface states, however, have been
hindered by a large residual charge carrier density of the bulk whose origin may
have several causes [40]. Attempts to eliminate this bulk conductivity have so far
not been successful. A common method to distinguish between bulk and surface
transport is to study the angle dependence of the Shubnikov-de Haas oscillations.
Oscillations that arise from a 2D Fermi surface are only sensitive to the magnetic
field component directed perpendicular to the plane of movement. The frequency
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of the oscillations therefore exhibits a 1/ cos(| ~B|) dependence that is characteristic
for 2D charge transport.
In the case of Bi2Se3 the interpretation of such angle dependent measurements,
however, remains controversial within literature so that results have been at-
tributed to a variety of different effects including single-bands of bulk carriers, topo-
logical surface states or multiple band contributions, emphasizing the difficulty to
distinguish between bulk, topological protected and trivial two-dimensional states
(arising from, e.g., a charge accumulation layer) in transport experiments [41–47].
Clear evidence for the existence of surface states in Bi2Se3 so far only exists in the
form of optical measurements, where the surface dispersion has been revealed in
spin- and angle-resolved photoemission spectroscopy (PES) studies [48, 49].
Apart from the topological surface states, the electronic bulk states in Bi2Se3 are of
particular interest since their spin splitting is found to be twice the cyclotron energy
observed in quantum oscillation [50, 51] and optical [52] experiments. Another
peculiar property of Bi2Se3 and other 3D TIs is the observation of a positive, linear
magnetoresistance (LMR) that persists up to room temperature [53–58], a topic
addressed in chapter 6, where it is shown that this phenomenon is not a unique
fingerprint of a 3D TI.
In chapter 7, the transport properties of Bi2Se3 samples are studied and quantum
oscillations are found that originate from both bulk and surface states. Angle
dependent measurements further show, that a large anisotropy exists that depends
on the orientation of the magnetic field with respect to the excitation current. In
particular, we observe a strong negative longitudinal magnetoresistance NLMR
when magnetic and electric fields are co-aligned, that is often claimed to be a
smoking gun for the presence of chiral particles. The observation of such a NLMR
in the 3D TI Bi2Se3, however, questions these claims and our subsequent analysis
suggests that the axial anomaly might in fact be a more generic phenomenon.
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Figure 3.5: Illustration of a three-dimensional topological insulator where the surface is metallic
while the bulk displays an insulating behaviour. The surface conduction is characterised by a spin
momentum locking similar to the 2D case and the energy spectrum resembles a Dirac-cone with
linear dispersion.
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II
HGTE QUANTUM WELLS IN HIGH
MAGNETIC FIELDS

CHAPTER 4
High temperature quantum Hall effect
Abstract
In this chapter we report on the observation of the quantum Hall effect at high temperatures
in HgTe quantum wells. In particular, samples with a finite band gap with a thickness
above and below the critical thickness dc, that separates a conventional semiconductor from
a two-dimensional topological insulator are investigated. At high electron concentrations,
the band structure approaches a linear energy-momentum relation and a quantized Hall
conductivity is observed up to 60 K. The size of the energy gaps in the Landau level
spectrum is of the order of 25 meV and in good agreement with a
√
B dependence of
Landau levels obtained from self-consistent k · p-calculations. Using the scaling approach
for the plateau-plateau transition at ν = 2→ 1, the scaling coefficient κ = 0.45± 0.04 is
found to be consistent with the universality of scaling theory and we do not find signs of
increased electron-phonon interaction to alter the scaling even at elevated temperatures.
Comparing the high temperature limit of the quantized Hall resistance in HgTe quantum
wells with a finite band gap with room temperature experiments in graphene, we find
that a high temperature quantization in the Hall effect can be achieved as long as the
relevant energy gaps in the Landau level spectrum exceed the thermal energy by one order
of magnitude.
Part of the work presented in this chapter has been published in: T. Khouri et al., High-temperature
quantum Hall effect in finite gapped HgTe quantum wells. Phys. Rev. B 93, 125308 (2016).
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4.1 Introduction
The quantum Hall effect (QHE) [1] is a universal phenomenon, which occurs
when two-dimensional (2D) metallic systems are subjected to a magnetic field
perpendicular to the plane of movement. The physics of the quantum Hall effect
has already been introduced in chapter 2, the basics will be recapitulated for the
sake of the reader at this point. The magnetic field splits the constant density of
states into discrete Landau Levels (LLs), which are separated by energy gaps ∆E.
When the Fermi energy EF is located in the gapped regions, the Hall conductance
is quantized to integer multiples of e2/h, where h is Plancks constant and e
the electron charge. This quantization is observable in all 2D systems such as
semiconductor heterostructures including GaAs/AlGaAs, Si-MOSFETs and SiGe
[2–4]. The origin of the QHE can be explained on the basis of localised and
extended states that occur in the spectrum of impurity broadened LLs [5, 6]. In the
center of the LLs extended states exist, which lead to a metallic behaviour, while
in the vicinity of localised states, the bulk behaviour is insulating. Although bulk
states in between LLs are localised, dissipationless 1D edge channels with chiral
character are formed, which dominate the transport properties in this regime.
The consequence is a quantized Hall resistance accompanied by a vanishing
longitudinal resistance.
In order to observe this quantization, low temperatures (close to the boiling point
of liquid helium of ∼ 4 K) are, in general, necessary to prevent thermal occupation
of extended states in higher LLs. This limit has recently been overcome by a new
class of systems that are characterised by a linear energy-momentum relation and
often referred to as Dirac-materials as charge carriers obey the relativistic Dirac
equation (see chapter 2.3). One of the most famous systems with such a dispersion
is the zero-gap semiconductor graphene, where the QHE has been observed even
at room temperature in strong magnetic fields of 29 T [7]. The observation of a
quantised resistance at such high temperatures is owed to the peculiar LL splitting
in a magnetic field of Dirac-like charge carriers that is given by Eq. (2.17). For a
typical Fermi velocity in graphene of vF ≈ 106 m/s, the energy gap between the
lowest LL (N=0) and the first excited one (N=1) yields ∆E ≈ 195 meV at 29 T,
exceeding the thermal energy at room temperature (kBT ≈ 25 meV) by almost
one order of magnitude. In addition, unlike conventional systems, where the
second sub-band is energetically close to the first, the second sub-band of graphene
remains unoccupied up to very high temperatures thereby preserving single sub-
band physics and supporting the condition for the observation of the QHE. While
the formation of large energy gaps in the LL spectrum and the position of the sub-
bands in graphene are well captured within established theories, the stability and
nature of localisation of bulk carriers in the tails of LLs at these high temperatures
is less well understood.
It is therefore interesting to study HgTe quantum wells (QWs) where similar
conditions to those in graphene are present and quantum Hall modes at elevated
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temperatures should be supported. One remarkable property of these so-called
type-III QWs is that by tuning the quantum well thickness dQW above a critical
thickness dc, a transition from a semiconductor to a topological insulator (TI)
is achieved [8]. A more detailed introduction of the topological phase in HgTe
quantum wells is provided in chapter 3. At dQW = dc, the conduction and valence
bands become degenerate at the Γ-point and a single-valley gapless 2D Dirac-
fermion system is formed [9, 10]. It has been shown that in such zero-gap HgTe
systems QHE can be observed up to nitrogen temperatures [11]. In contrast to
conventional semiconductors, HgTe QWs with a finite (bulk) band gap, also have a
highly non-parabolic dispersion, approaching a linear dispersion relation at finite
k-values. Consequently charge carriers are still described by the Dirac Hamiltonian
[12]. However, the presence of a finite bulk band gap affects the LL dispersion and,
therefore, the energy gaps in the LL spectrum as compared to zero-gap systems
[11]. Nevertheless, HgTe quantum wells with a finite gap still fulfil the important
requirement that the second electron like sub-band is energetically far above the
Fermi energy, which allows the observation of single sub-band physics up to high
temperatures.
In this chapter it is shown that the Dirac-like nature of charge carriers prevails
even in systems with a finite energy gap and quantum well thicknesses above
and below the critical thickness dc. The high temperature limit for the observation
of the quantum Hall effect is investigated by means of transport in these HgTe
based heterostructures and the results are compared to studies of graphene under
similar conditions. In addition, the nature of localisation of charge carriers at these
elevated temperatures and high magnetic fields will be addressed by the approach
of scaling of the plateau-plateau transition that is observable in the crossover
regime from localised to extended states.
4.2 Samples and characterisation
The samples under investigation are undoped HgTe quantum wells grown by
molecular beam epitaxy (MBE) in the [001]-direction and were structured into
standard 6-terminal Hall bars of dimensions L × W of (600 × 200) µm2 and
(30× 10) µm2. Fig. 4.1 a) shows a schematic view of the layer structure of a typical
HgTe quantum well. A buffer layer, that is grown on top of a commercial substrate,
is used to improve the surface quality on which the quantum well structure is
grown. The HgCdTe layers serve as insulating barriers that confine electrons in the
HgTe layer to a two-dimensional movement. A top Au-electrode, that is electrically
insulated from the quantum well by a 100 nm SiO2/Si3N4 super-lattice, serves as
top gate. The top view of a lithographically processed HgTe sample piece with
two Hall bars of the above mentioned dimensions is shown in Fig. 4.1 b).
For this study, samples that have a topologically trivial and non-trivial character,
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b)a)
Figure 4.1: Schematic view of the layer structure of a HgTe quantum well. A CdTe buffer layer is
used to improve the surface of the CdTe substrate on which the HgCdTe/HgTe/HgCdTe quantum well
is grown. A top Au electrode, which is electrically insulated by a SiO2/Si3N4 superlattice, serves as a
top gate to tune the charge carrier concentration in the well with an applied voltage Vg. Top-view of
HgTe sample where Hall bars of dimensions (600× 200) µm2 (left) and (30× 10) µm2 (right) have
been processed. For a better comprehensive view the colour of the gate electrodes has been altered.
with quantum well thicknesses of dQW = 5.9 nm (sample 1) and dQW = 11 nm
(sample 2), are investigated. Band structure calculations of the energy dispersion
E(k) of both systems are performed using a k · p-model with a 8 × 8 Kane-
Hamiltonian [13]. The so obtained relevant electron- and hole-like sub-bands
E1, E2, H1 and H2 at the Γ-point and close to the intrinsic Fermi energy are shown
in Fig. 4.2. In these calculations, strain effects, caused by a lattice mismatch between
the CdTe substrate and the HgTe layer, are taken into account.
Sample 1 with a quantum well thickness below dc has a "normal" band ordering,
i.e. the E1 band is energetically above the H1 band. The energy gap separating
these energy bands is an insulating gap with a size of∼ 12 meV. For sample 2, with
a wider quantum well thickness, the E1 band (not shown) shifts below the second
hole like band so that the valence band is formed by the H2 band. This inverted
band structure gives rise to helical edge modes at the boundary of the system at
zero magnetic field [8, 14].
The top gate structure allows us to experimentally probe the different resistance
response of the samples in the band gap region. When a gate voltage Vg between
the Au-electrode and the quantum well is applied the charge carrier concentration
in the quantum well (and thus the Fermi energy) can be tuned. In particular,
applying positive voltages will increase the electron concentration while negative
voltages deplete the quantum well and the Fermi energy can be tuned through the
bulk band gap into the valence band. A measurement of the longitudinal resistance
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Figure 4.2: Band structure calculations performed with a k · p-model using an 8 × 8 Kane-
Hamiltonian for an a) 5.9 nm thick and b) 11 nm thick HgTe QW. In the figures the lowest two
electron-like (E1 and E2) and hole like (H1 and H2) sub-bands are shown. The Fermi energies, that
corresponds to electron densities of a) ns1 = 4.59× 1011 cm−2 and b) ns2 = 4.66× 1011 cm−2, at
which quantum Hall measurements were performed (see Fig. 4.5) is marked by orange dashed lines.
These densities correspond to constant top gate voltages of Vg,1 = 1 V and Vg,2 = 1.4 V, respectively.
as a function of gate voltage Rxx(Vg) then yields information about the different
conduction regimes including the bulk band gap.
In Fig. 4.3 we show such a measurement ofRxx(Vg) at low temperatures (T = 4.2 K)
for both samples. For positive gate voltages, a relatively low resistance is observed
as the Fermi energy is situated in the conduction band as indicated in the figure (n-
conducting region). With more negative voltages, EF is moved through the energy
spectrum towards the valence band (p-conducting region). These two regimes are
separated by a resistance peak, that indicates the position of the lowest conduction
associated with the lowest bulk DOS. Its position with respect to gate voltage is
therefore commonly used as an indication that the Fermi energy is situated in the
bulk band gap region.
While sample 1 indeed shows an insulating behaviour in this regime with Rxx ≥
1 MΩ, sample 2 has a significantly reduced peak resistance of Rxx ≈ 27 kΩ when
EF is located in the bulk band gap. This value, however, is above the expected
quantization for an ideal 2D TI of ∼ 12.9 kΩ. The discrepancy expected and
measured values is most likely caused by the formation of charge puddles that arise
from potential fluctuations, especially in samples like ours with relatively large
dimensions (L & 1 µm). The presence of these local n- or p-conduction regimes
allow backscattering events to occur, which alter the resistance [8, 15, 16] (see also
chapter 3.4). Additionally, although the experiment is performed at relatively low
temperatures, thermal activation of bulk carriers over the narrow energy gap of
merely 3 meV cannot be fully excluded. Thermally activated behaviour thus may
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cause parallel conduction and scattering events thereby altering the resistance
further.
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Figure 4.3: Gate dependence of the longitudinal resistance Rxx for the a) 5.9 nm thick and b) 11 nm
thick samples at T = 4.2 K. At positive gate voltage the Fermi energy is located in the conduction
band and tuned towards the valence band with increasingly negative values of Vg. The n- and
p-conducting regions are indicated in the graph and are separated by a resistance maximum that
correspond to an insulating- (a)) and a QSH-phase (b)), respectively.
To study the QHE at high temperatures, we tune the Fermi energy EF deep into the
conduction band where the dispersion is nearly linear. Because of the Dirac-like
nature of charge carriers in this region the largest energy gaps in the LL spectrum
are expected to occur, which are required for the observation of QH states at high
temperatures. To reach the appropriate band structure regime, we apply gate
voltages of Vg,1 = 1 V (sample 1) and Vg,2 = 1.4 V (sample 2) that correspond to
almost equal electron concentrations in both samples of ns,1 = 4.59 × 1011 cm−2
and, ns,2 = 4.66 × 1011 cm−2, respectively. The position of the Fermi energy is
indicated in Fig. 4.2 for both concentrations. In the figure the almost linear energy-
momentum relation of the conduction band close to EF is apparent. In this regime,
the samples have mobilities of µ1 = 67 800 cm2/Vs and µ2 = 82 400 cm2/Vs, as
determined from the zero-field resistivity at low temperatures. It is important to
point out that the second sub-band E2 still lies more than 100 meV above the Fermi
energy EF for both concentrations so that thermal excitation of charge carriers
to higher sub-bands can be excluded. Both the linear dispersion and the single
sub-band occupation up to high energies are perfect conditions for the observation
of the QHE at high temperatures.
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Because charge carriers obey the Dirac-equation, the LL dispersion is proportional
to
√
B (see Eq. (2.17)) as shown in Fig. 4.4, where we present calculations of the LL
spectrum for both samples. In contrast to e.g. graphene, HgTe based samples have
a large effective g factor g* and the obtained Zeeman gaps ∆z are of the order of
the orbital splitting. A peculiarity in the LL dispersion is seen in the calculations
for sample 2 with the inverted band structure where a LL crossing takes place at
B ≈ 8 T (see Fig. 4.4 b)). This crossing is a hallmark of a 2D TI and originates from
the zero mode Landau levels of different spins (N = 0), which become degenerate
at a critical magnetic field [9]. The spin gaps in the inverted system are therefore
given by even numbers of the filling factor in contrast to conventional systems
with a normal band ordering, like e.g. sample 1, where they correspond to odd
values of ν.
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Figure 4.4: Calculated LL-dispersion for an a) 5.9 nm thick and a b) 11 nm thick HgTe quantum
well. The position of the Fermi energy EF is marked by the orange line. Because of the inverted band
structure a LL crossing occurs for the 11 nm thick sample.
Both inverted and non-inverted samples reveal energy gaps between adjacent
LLs that are of the order of thermal energy at room temperature thereby showing
that our system is suitable for the observation of the QHE at elevated temperatures.
This peculiar LL spectrum is probed experimentally by means of transport with
standard six-terminal lock-in techniques, where the excitation was carefully chosen
to prevent unwanted heating of the samples. To access a temperature range
between 0.3 K and 80 K, measurements are performed in a 3He-system, equipped
with an electrical heating element, in magnetic fields up to 30 T generated by a
water cooled bitter magnet.
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4.3 Results and discussion
4.3.1 Temperature dependent quantum Hall measurements
The main results of the measurements are summarised in Fig. 4.5, where data
that reflect the overall behaviour of the samples is presented. Fig. 4.5 a) and b)
show measurements of Rxx of sample 1 and sample 2 at constant charge carrier
concentrations (ns,1 and ns,2), but different temperatures as indicated in the graphs.
From additional measurements ofRxy and the known geometry of the Hall bars, the
corresponding resistivities ρxx and ρxy can be determined. Using the tensor relation
given by Eq. (2.8) the Hall conductivities σxy can then be calculated, that are plotted
in Fig. 4.5 c) and d). The insets show a magnification of the region around filling
factor ν = 1, where ν is defined according to Eq. (2.14) as ν = ns/nL = nsh/eB.
Here ns is the charge carrier concentration and nL the degeneracy of the Landau
levels.
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Figure 4.5: Measurements of the longitudinal resistances Rxx of the a) 5.9 nm thick and b) 11 nm
thick QWs at constant electron densities ns,1 = 4.59× 1011 cm−2 and ns,2 = 4.66× 1011 cm−2 at
different temperatures. The black arrows mark the position in magnetic field of filling factors ν = 1
and ν = 2. In c) and d) the corresponding Hall conductivities σxy are shown. The insets show a
magnification of σxy at filling factor 1.
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In the displayed temperature range, both samples exhibit pronounced Shubnikov-
de Haas oscillations accompanied by plateaus in σxy at ν = 1 up to 60 K and 46.5 K
for samples 1 and 2, respectively. By analysing the temperature dependence of the
minima in ρxx as described in chapter 2, we are able to extract activation gaps ∆E
between adjacent LLs with a Fermi-Dirac fit.
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Figure 4.6: Comparison of the experimentally extracted energy gaps with the theoretically obtained
values of the lowest four filling factors ν = 1, 2, 3, 4 for a) sample 1 (dQW=5.9 nm) and b) sample 2
(dQW=11 nm).
Comparing the experimentally obtained energy gap with the theoretical calcu-
lations, as shown in Fig. 4.6 a) and b), a reasonable good agreement with the
k ·p-model is found, as the overall behaviour of the samples is well described. The
calculated energy gaps of ∆E1,ν=1 ' 46 meV at B ' 20 T and ∆E2,ν=1 ' 39 meV
at B ' 21 T , however, are slightly larger than the experimental findings with
∆E1,ν=1 ' (42± 1.5) meV and ∆E2,ν=1 ' (34± 2.9) meV. This difference is likely
caused by the simplicity of our calculations, where disorder broadening of LLs is
neglected (see chapter 2) and δ-like peaks are assumed. Despite the broadened
LLs, the energy gap for the lowest filling factor still exceeds the thermal energy
at room temperature (kBT ≈ 25 meV). The energy gaps that are larger than in
conventional systems are nevertheless almost one order of magnitude smaller than
in graphene. The main reason for this is a smaller Fermi velocity in these HgTe
samples (vF ' 5× 105 m/s) [17–19] as compared to graphene.
The well resolved spin-splitting in the samples owing to a large effective g-factor
g* in HgTe based structures allows for an additional estimate of the strength of
g*. For this, it has to be taken into account that the Zeeman split filling factors are
given by even filling factors for the inverted sample because of the occurrence of a
zero LL mode as discussed in the previous section. In particular the energy gap for
filling factor ν = 1 is ∆Eν=1 = vF
√
2~eB −∆Ez and for ν = 2 ∆Eν=2 = ∆Ez. At
the Fermi energy, the Landau Level dispersions very similar and we determine
g* ' 20 for both samples. This relatively large effective g-factor is in agreement
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with previous work where g* values larger than 50 have been estimated [10].
It is worth pointing out that a further increase of the energy gaps in these systems
by e.g. an increased charge carrier density or higher magnetic fields is not possible
due to the nature of the LL-dispersion and ∆Emax remains of the order of 50 meV.
In fact, because of the linear dependence of the Zeeman splitting on the magnetic
field and an orbital splitting proportional to
√
B LL crossings are expected to occur
at higher magnetic fields that even reduce the size of energy spacing between LLs
[17]. The temperature range where a QHE is still observable is therefore largely
reduced as compared to graphene.
In order to define a criterion for the observation of a quantized resistance we
compare the size of the energy gaps ∆E to the thermal energy where σxy still
exhibits quantized values and find that ∆E has to exceed kBT by a factor of ∼ 8.
This ratio is very close to the one found for graphene samples and might be a more
fundamental restriction for the observation of the quantum Hall effect.
4.3.2 Scaling of the plateau-plateau transition
Although our system has large energy gaps between adjacent LLs - a necessary
but not sufficient condition for the observation of a QHE at high temperatures -
localisation effects of bulk charge carriers also need to be considered. In disordered
systems, charge carriers in the tails of the LLs are localised, while extended states
exist only at the center of each LL. Because of these localised states, the Fermi
energy moves smoothly through the energy gap and a plateau-like Hall resistance
is observed in measurements.
A widely used approach to study localisation is to investigate the scaling be-
haviour of the unique insulator-metal transition which occurs when the energy
crosses from localised to extended states [20, 21]. Within the finite-size scaling the-
ory [20], it is possible to observe scaling behaviour in the temperature dependence
of the slope of the plateau transition and the maximum of the derivative of the
Hall resistance is expected to scale with the temperature as(
dRxy
dB
)max
∝ T−κ, (4.1)
where κ = p/2γ, with γ the critical localisation length exponent and p the scattering
exponent. A same power law dependence holds for the temperature dependence
of the full width half maximum (FWHM) of the Rxx peaks which will be referred
to as ∆BRxx . While the universal scaling theory predicts κ and p to be universal,
it is still a controversial topic within the literature [22–25]. Since the QHE in this
system is observable in a wider temperature range than usual, it is interesting to
compare the scaling behaviour of our samples with previous studies.
To do so, the derivative of the Hall resistance of sample 1 is numerically calculated
for the temperature range where a quantized behaviour is still visible as shown in
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Figure 4.7: Derivative of the Hall resistance for the transitions from a) ν = 2→ 1 at B ≈ 13.5 T
and b) ν = 3→ 2 atB ≈ 7.8 T. The maximum of the derivative (dRxy/dB)max at each temperature
is equivalent to the maximum slope of the Hall resistance in between plateaus and can be used to
analyse the scaling behaviour of the according metal-insulator-metal transition.
Fig. 4.7 for the high field transitions from ν = 2→ 1 and ν = 3→ 2, respectively.
In order to extract the power law dependence, the maximum of the Hall slope is
plotted against the corresponding temperature in a double logarithmic plot and
the obtained data points are fitted with a linear function as shown in Fig. 4.8. In
addition to the maximum of the slope of the Hall resistance, the FWHM from the
Shubnikov-de Haas oscillations at ν = 1.5 is extracted and plotted in a similar way.
Analysis of the scaling behaviour of ∆BRxx for higher filling factors is unfortunately
not possible as the minima rise quickly above zero as the temperature is increased
thus preventing us from extracting reliable data points of the FWHM.
The analysis of (dRxy/dB)max yields κ = 0.45 ± 0.04 for the transition from
ν = 2→ 1 in good agreement with the value κ = 0.45± 0.02 extracted from ∆BRxx .
For the ν = 3→ 2 transition (dRxy/dB)max yields κ = 0.40±0.02. Assuming γ to be
universal, we obtain p = 2.1± 0.2. All our values fit within the theory of universal
scaling suggesting that our system is described by short range scattering [26]. Even
at elevated temperatures, no signs of deviations from the scaling behaviour due
to e.g. increased electron-phonon interaction are visible, which is expected to be
present above T ≥ 10 K and leads to inelastic scattering events which are expected
to alter the scaling behaviour [27, 28]. Our scaling analysis is consistent with
measurements on graphene at high temperatures [29] and shows no difference
from that obtained on conventional 2D systems.
Similar scaling analysis for sample 2 with respect to scaling theory was not
conclusive due to the large error bars in the obtained values of κ and p. The
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∆BRxx for the 5.9 nm thick sample. From the slope of the linear fits κ = p/2γ can be determined
with (dRxy/dB)max ∝ κ and ∆BRxx ∝ −κ.
main reason for this is the asymmetric evolution of the SdH-peaks that do not
allow for a precise determination of ∆BRxx and a too high noise level in the plateau-
plateau transitions that is amplified by the derivative. The scaling for a 20.3 nm
wide quantum well has recently been published where the principle feasibility of
scaling analysis in HgTe has been addressed [30].
4.4 Summary
In summary the QHE in HgTe QWs with a finite band gap above and below
the critical thickness dc are studied up to temperatures of the order of 50 K. The
Dirac character of charge carriers is shown to persist even when a small band
gap is present which leads to a LL dependence that is proportional to
√
B . From
temperature dependent magnetotransport measurements, energy gaps between
LLs of the order of 25 meV are extracted at B & 10 T. A comparison of the energy
gaps with the thermal energy at which a quantized Hall conductance is still
observable, shows that the thermal energy has to remain almost a factor of 8
smaller than the energy gaps between adjacent LLs. This factor is strikingly similar
to the values obtained in the room temperature experiment in graphene and might
therefore be considered as an upper boundary for the observation of the QHE at
high temperatures.
A second important "ingredient" for the formation of the quantum Hall effect
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besides the large energy gaps is the localisation of bulk carriers which we approach
by studying the scaling behaviour of the plateau-plateau transitions. From the
observed scaling, κ = 0.45± 0.04 is determined for the non-inverted sample with
dQW = 5.9 nm, in excellent agreement with the universal scaling theory. Even at
elevated temperature up to 60 K no evidence of deviations is found due to e.g.
electron-phonon interaction that would alter scaling behaviour of the QH plateau-
plateau transition. Unfortunately, the analysis of the scaling of the inverted sample
with dQW = 11 nm was not conclusive because of the large error bars of the obtained
scaling parameters. An interesting subject for further theoretical and experimental
studies is to investigate how the nature and strength of localisation influences
the upper temperature limit of the QHE and might be related to macroscopic
properties of samples such as the mobility µ which is a simple measure for the
amount of disorder in the sample.
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CHAPTER 5
In-plane magnetoresistance in the topological phase
Abstract
In this chapter, the magnetoresistance of HgTe quantum well structures with an inverted
band structure is studied when a magnetic field up to 33 T, aligned parallel to the quantum
well plane, is applied. The phase transition from a two-dimensional topological insulator
to a gapless metallic state that is driven by the in-plane magnetic field is addressed as
a function of the quantum well thickness dQW for samples with dQW between 7 nm and
11 nm. In particular, the behaviour of the resistance peak Rxx,max that occurs when the
Fermi energy is located within the bulk band gap is investigated. In agreement with
previous studies, a decreasing resistance in the band gap region, indicated by Rxx,max(Vg)
that saturates in magnetic fields above∼ 10 T, is observed. The critical transition fieldBc is
found to be almost insensitive to the quantum well thickness, in contrast to current theories.
The large magnetic fields enables a study of the evolution of the magnetoresistance when
all the samples are in the theoretically-proposed gapless energy spectrum. At the highest
fields, an upturn in resistance is observed that occurs in all samples but with different onset
values of the magnetic field. From non-local and temperature dependent measurements,
another high field phase transition can be ruled out as origin of this magnetoresistance
feature but it is likely to be caused by a complex interplay of electrons and holes under the
influence of disorder close to charge neutrality.
A manuscript for publication is in preparation that contains part of the work presented in this chapter.
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5.1 Introduction
Quantum oscillations that arise at low temperatures in the resistance of a material
when subjected to a magnetic field are commonly utilized to determine funda-
mental material properties such as the effective (cyclotron) mass m∗, the effective
g-factor g* or the scattering time τ . In 2D systems, in addition to the Shubnikov-de
Haas oscillations, the quantum Hall effect [1] can be observed in high magnetic
fields. This effect is caused by an interplay of orbital effects in the magnetic field
that lead to the formation of Landau levels and the localisation of charge carriers
(see chapter 2).
When the magnetic field is applied parallel to the plane of motion, orbital effects
are often believed to be absent as movement perpendicular to the magnetic field is
not possible due to the size confinement and the Lorentz-force does not affect the
trajectory of particles in a 2D system in this geometry. It is therefore often assumed
that magnetoresistance (MR) features are caused only by the spin degree of freedom
that couples to the magnetic field. While this would indeed be true for an ideal
2D system with zero thickness and negligible spin-orbit interaction, in reality,
quasi-2D systems, with a finite width of the confinement potential, are commonly
studied. This finite spread of the confinement potential can lead modifications of
the energy spectrum that also influence e.g. the electrical resistance of the sample
in question.
Consider a 2D system whose electrons are confined in the z-direction by a simple
parabolic potential V (z) = 12m
*ω20z
2 but are free to move within the xy-plane.
Suppose further that we subject this system to a parallel magnetic field that points
in x-direction B = (Bx, 0, 0). The vector potential ~A associated with this magnetic
field can be written as ~A = (0,−Bxz, 0) so that the Hamiltonian describing the
system is given by:
H = 1
2m*
(p2x + (py − eBxz)2 + p2z) +
1
2
m*ω20z
2. (5.1)
With free movement in the xy-plane, we can make the ansatz [2]:
ψ(~r) = exp(ikxx) exp(ikyy)Φ(z), (5.2)
to solve the stationary Schrödinger equation:
Hψ(~r) = Eψ(~r). (5.3)
Entering Eq. (5.2) into Eq. (5.3) yields:(
~2k2x
2m*
+
~2k2y
2m*
+
1
2
m*ω
(
z2 − 2~kyωc
m*ω2
z
)
+
p2z
2m*
)
ψ(~r) = Eψ(~r), (5.4)
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where the quantity ω =
√
ω20 + ω
2
c with the cyclotron frequency ωc =
eB
m*
has been
introduced. Eq. (5.4) can be rearranged by completing the square of the middle
term by adding and subtracting z2(ky) =
(
~kyωc
m*ω2
)
which yields(
~2k2x
2m*
+
~2k2yω20
2m*ω2
+
1
2
m*ω(z − z(ky))2 + p
2
z
2m*
)
ψ(~r) = Eψ(~r). (5.5)
From Eq. (5.5), it can be seen that with a negligible width of the confinement
potential where all z-dependent terms vanish and ω = ωc, an undisturbed free
movement within the xy-plane is retained.
In quasi 2D systems, on the other hand, the magnetic field can severely influence
the energy spectrum. The first and second terms of Eq. (5.5) describe free movement
in both the x and y-directions but with a modified effective mass m*y along y that
increases with increasing parallel magnetic field:
m*y = m
*ω
2
ω20
. (5.6)
This increase in the effective mass in a parallel magnetic field is equivalent to an
elongation of the initially spherical Fermi surface into an ellipsoid. The third term
of Eq. (5.5) describes a magnetic-field-induced modification of the electrostatic
confinement potential as ω0 is replaced by ω that gives rise to a shift of energy
sub-bands occurs. In addition, the center of the wavefunctions is relocated towards
z(ky) so that particles moving in the ±ky direction are deflected away from the
center of the 2D plane.
With a typical width of the confinement potential of tens of nanometers, that
becomes comparable with the magnetic length lB =
√
~/eB (a measure of the
radius of the cyclotron motion), additional strong magneto-orbital effects become
possible (which is equivalent to the condition of ωc ≈ ω0). This coupling can
cause various magnetoresistance phenomena [3] and even lead to a dimensional
crossover from 2D to 3D motion when the orbital energy exceeds the sub-band
separation [4]. Moreover, it is known that an in-plane magnetic field reduces
screening of charged impurities leading to an effective increase of disorder. This
can enhance localisation effects and a phase transition to an insulating state is
observed [5, 6].
While such in-plane magnetoresistance phenomena have mainly been studied in
material systems with simple parabolic dispersions, in this chapter the transport
properties of a 2D topological insulator based on HgTe under the influence of a
large parallel magnetic field are investigated. Recent magnetotransport studies
of an 8 nm-thick topologically non-trivial HgTe quantum well have revealed a
strong coupling of the parallel magnetic field to the energy sub-bands leading to a
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quantum phase transition from a TI to a gapless metallic state [7–9]. Experimentally,
this phase transition is observed as a monotonically decreasing magnetoresistance
as the magnetic field is increased from 0 to 11 T. This negative magnetoresistance
is accompanied by a vanishing non-local signal (a hallmark of a 2D TI [10]) that
suggests the vanishing of pure edge conduction. This interpretation is supported
by temperature dependent measurements which, however, were so far only
performed in a narrow range from 1.5 K to 4.2 K.
In the following, magnetotransport studies of HgTe quantum wells with different
thicknesses dQW between 7 nm and 11 nm are presented when a large in-plane
magnetic field up to 33 T is applied . The different quantum well thicknesses
allows to study the dependence of the critical transition field Bc on dQW which is
compared to the theoretical predictions. With the application of high magnetic
fields, the further study of the evolution of the magnetoresistance is possible and
a striking upturn for all the samples is found once B is of order 25 T. From the
temperature dependent resistance, in combination with non-local measurements,
it can be concluded that this upturn is most likely caused by an interplay of
electrons and holes close to the compensation regime. In this experiment, both
configurations whit current and magnetic field perpendicular (I ⊥ B) and parallel
I ‖ B to each other has been measured and no difference in the magnetoresistance
response was found.
5.2 Samples and characterisation
Our samples are undoped HgTe quantum wells grown by MBE in the [001]
direction and structured into a standard 6 and 8-terminal Hall bar with dimensions
of L × W of 600 × 200 µm2 and 1200 × 200 µm2, respectively. In this experi-
ment,samples with four different quantum well thicknesses dQW in the inverted
and topologically non-trivial regime with dQW = 7 nm, 7.5 nm, 9 nm and 11 nm,
respectively, are studied.
As a first step the zero magnetic field energy spectrum of the samples is calculated
using self-consistent k · p-calculations [11] with an 8× 8-Kane Hamiltonian where
strain effects of the underlying substrates are taken into account [12]. The resulting
band structures are presented in Fig. 5.1 b), d), f) and h), respectively. The
conduction band comprises H1 band and the valence band is formed out of the E1
and H2 bands, respectively. Strain effects that are caused by the lattice mismatch
of the used CdTe substrates and the quantum well structure, lead to a valence
band maximum at finite k-values. This maximum rises quickly with increasing
quantum well thickness, so that samples with dQW > 7 nm possess an indirect
band gap that decreases with increasing quantum well thickness. For the sample
with dQW = 11 nm, therefore, only a narrow energy gap of ∼ 3 meV remains.
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Figure 5.1: a), c), e) and g) show the longitudinal resistance Rxx as function of the top-gate voltage
Vg at zero magnetic field for HgTe quantum wells with dQW= 7 nm, 7.5 nm, 9 nm and 11 nm at
low temperatures of 0.3 K and 1.4 K, respectively. All Figures are scaled to the same y-axis to
illustrate differences between samples. In c) and g) where the resistance is small compared to the
scale, magnifications of the measurements are provided in the insets. Corresponding band structure
calculations of the bulk energy spectrum are shown in b), d), f) and h), respectively, where the relevant
conduction (H1) and valence bands (E1 or H2) are shown. Energy gaps that occur in the spectrum
are indicated by gray dashed lines in the plots.
64 5. In-plane magnetoresistance in the topological phase
A top gate on all the samples allows us to experimentally probe these band struc-
tures by continuously tuning the charge carrier concentration in the quantum well
thereby moving the Fermi energy through the energy spectrum while measuring
the longitudinal resistance. The low temperature results (T= 0.3 K and 1.4 K as
indicated in the graphs) thus obtained are shown in Fig. 5.1 a), c), e) and g) and
are plotted next to the corresponding band structure. For a more comprehensive
view all graphs are scaled to the same y-axis. For the 7.5 nm and 11 nm samples,
where the resistance maximum remains rather small, insets with a magnification
are provided. For positive gate voltages, the Fermi energy is situated in the
conduction band and charge is transferred by bulk electrons leading to a low
resistance. With increasing negative Vg, the conduction band is depopulated
and the Fermi energy is tuned from the n-conducting regime over the topological
regime into the valence band. The resistance at the most positive and most negative
gate voltages thus correspond to bulk electron and hole conduction, respectively.
These two regimes are separated by a resistance peak whose position is commonly
used as an indication of the bulk band gap region where charge is expected to be
transferred solely by helical edge channels. Throughout this chapter, the value of
the maximum resistance in these gate voltage dependent measurements will be
referred to as Rxx,max.
For an ideal 2D topological insulator, the resistance of the helical edge states
between two adjacent voltage contacts is expected to be quantized to values of
Rxx = h/e
2 ≈ 12.9 kΩ [13]. From the gate-dependent measurements, however, it
is obvious that none of the samples shows such a quantized resistance. Instead
Rxx,max is spread over a relatively wide range between 18 kΩ and 250 kΩ. This is
most likely caused by, and consistent with, the presence of random potential fluc-
tuations originating from disorder (in the form of impurities and rough interfaces)
that create charge puddles that increase backscattering of quantum spin Hall modes
[14, 15]. In this context, it is worth mentioning that the 7.5 nm sample that possesses
the largest band gap of ∼ 23 meV has a resistance maximum (∼ 20 kΩ) that is
closest to the expected quantization value. This is in agreement with a diminishing
density of charge puddles as the band gap increases. However, the 11 nm sample
with the smallest band gap deviates from this behaviour and has the lowest overall
resistance. This might be due to thermally-activated behaviour over the narrow
gap which cannot be fully excluded especially since measurements of this sample
were only possible at a slightly higher temperature of T = 1.4 K. Parallel bulk
conduction resulting from thermal excitation might therefore additionally lower
the value of Rxx,max.
To study the effect of an in-plane magnetic field on the samples the quantum
well plane is carefully aligned with the magnetic field by using an in-situ rotation
stage. The Hall signal of the samples in a well-defined electron regime (that is only
sensitive to the perpendicular component of the magnetic field) thereby serves as
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a reference signal. From a small residual Hall voltage the alignment is determined
to be better than 1° so that the perpendicular component is less than 300 mT at
a total magnetic field of 33 T. Unwanted angle changes that may occur after the
initial alignment can be ruled out by the use of an additional Hall probe glued to
the back of the rotation stage. In order to capture all the physics in and around the
band gap region, gate dependent measurements of Rxx at fixed magnetic fields
were performed.
5.3 Results and discussion
For each sample, gate dependent measurements of the longitudinal resistance at
low temperature of 0.3 K and 1.4 K were performed while step-wise increasing the
magnetic field directed parallel to the quantum well plane. The results are shown in
Fig. 5.2 a), c), e) and g) for the 7 nm, 7.5 nm, 9 nm, and 11 nm samples, respectively.
In these figures, only selected curves that represent the overall behaviour are
plotted. Additionally, all the data is summarised in a 2D false colour plot shown in
Fig. 5.2 b), d), f) and h) shown next to the corresponding line-cuts. When the Fermi
energy is situated in the conduction or valence band at the most positive and most
negative values of Vg, the resistance of the samples is almost unaffected by the
presence of an in-plane magnetic field. In contrast, close and at the resistance peak
Rxx,max, strong changes in amplitude and peak width are visible as the magnetic
field is increased.
Let us first focus on the amplitude of the peaks which will be studied by extracting
the values of Rxx,max from the gate dependent measurements and plot them against
the corresponding magnetic field as shown in Fig. 5.3 a)-d). In this procedure,
magnetic-field induced shifts of the peak resistance with respect to gate voltages are
taken into account and the highest resistance is always extracted. All the samples
show qualitatively the same behaviour that is independent of the quantum well
width: After an initial increase of the resistance (up to B ∼ 1 T), a monotonic
decrease is observable which is followed by a saturation regime. Finally, at the
highest magnetic fields, the magnetoresistance demonstrates an almost exponential
divergence. The length of the saturation regime as well as the onset of upturn of
resistance at high fields varies significantly from sample to sample.
The initial increase at low magnetic fields (B ∼ 1 T) is consistent with backscatter-
ing of helical edge states that is caused by the breaking of time reversal symmetry
by the applied magnetic field. Spin-flip processes allow a reversal of momentum
that increases the resistance in the topological phase. The monotonic decrease of
Rxx,max has been attributed to a phase transition from a 2D TI state to a gapless
metallic state [7]. Theoretical calculations [8] predict the in-plane magnetic field
to strongly couple to the sub-band structure, that in addition to Zeeman-splitting,
closes the bulk band gap between the valence and conduction bands at a critical
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magnetic field Bc. It is also predicted that before the bulk energy spectrum
becomes fully gapless, a modulation of the edge branches first opens an insulating
band gap and eventually leads the disappearance of one of the edge modes. In
this experiment, no experimental evidence that would support such a strong
modulation of the edge state dispersion is found. The decrease of resistance, on
the other hand, is consistent with a possible increase of bulk conduction and
might reflect a phase transition from a 2D TI state to a gapless energy spectrum as
suggested in [7, 9].
Although this experiment is performed at low temperatures the negative MR and
therefore the phase transition extends over several Tesla and can be as large as
∆Bc = 12 T, as indicated in the graphs. The reason for this might be the presence
of large disorder that naturally widens the transition regime, especially in the
low density regime close to Rxx,max where e.g. screening of charged impurities
is weak. The 7.5 nm sample with a zero field resistance closest to quantization is
found to also have the smallest transition regime ∆Bc which is consistent with the
assumption that ∆Bc is determined mainly by disorder.
It is worth to point out that in this negative MR regime, a strong shift of the peak
resistance with respect to gate voltage is observable. This shift is particularly
strong for the 9 nm sample as best illustrated in the 2D false colour plots in Fig. 5.2.
Such features are often attributed to undesired hysteresis effects [16] but might in
this case reflect the strong modulation and shifts of the energy bands. The exact
relation between the gate voltage and the Fermi energy in our sample, however,
remains too complicated to confirm or disregard this speculation, especially as the
electrostatics of the sample may also be influenced by the magnetic-field-induced
phase transition.
Although the transition width in all the samples is relatively large, a critical
transition field Bc can be defined in the middle of the negative MR regime (see
Fig. 5.3) to study its qualitative dependence on the quantum well thickness dQW. In
Fig. 5.4 the corresponding critical magnetic fields Bc are plotted together with the
theoretically predicted dependence (solid line) that was adapted from [8]. In this
analysis ∆Bc is taken as a measure for the error of the extracted transition field
Bc. Despite the large error bars, our data does not agree well with the theoretical
predictions and the critical magnetic field is found to be almost independent of the
quantum well thickness dQW.
This discrepancy may be caused by the strain in the samples that cause an indi-
rect band gap which is not included in current theories but could influence the
transition field in transport experiments. Additionally, spin-orbit coupling effects,
which are known to be large in HgTe samples [16], are not taken into account in
the theoretical calculations and may cause further deviations. Finally, the role of
disorder that might be present in different forms is not yet well understood but is
expected to affect the phase transition [7].
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Figure 5.2: Gate dependent measurements of the longitudinal resistance Rxx at different in-plane
magnetic fields for the a) 7 nm, c) 7.5 nm, e) 9 nm and g) 11 nm sample as indicated on the right of
the graph. For a better comprehensive view we show only selected magnetic fields that represent the
overall behaviour of our samples in the negative MR part as well as in the high field. b), d), f), h)
show according 2D false colour plots that illustrate the changes of Rxx in the band gap region with
respect to gate voltage and magnetic field.
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Figure 5.3: Dependence of the peak resistances Rxx,max as determined from gate dependent
measurements at different in-plane magnetic fields for the a) 7 nm, b)7.5 nm, c) 9 nm and d) 11 nm
sample. The transition regime ∆Bc has been marked by gray dashed lines that is governed by
a decreasing resistance with increasing magnetic field. We define the critical transition field Bc
(marked by red dashed lines) to lie in the middle of the transition regime. At high magnetic fields the
resistance starts to diverge and behaves as Rxx,max = C1 + C2 exp(C3B) as shown by the fits (black
solid lines).
We now turn to the high magnetic field part that enables us to study the further
evolution of the magnetoresistance when the energy spectrum is expected to be
gapless. In this regime, after the saturation range, an upturn of resistance occurs in
all our samples. This upturn shows an almost exponential behaviour that can be
fitted with Rxx,max = C1 +C2 exp(C3B) as shown in Fig. 5.4, where Ci are constants.
In addition, this positive magnetoresistance is accompanied by a widening of the
resistance peak in Rxx(Vg) as seen Fig. 5.2. To investigate, whether these features
may indicate a further modulation of the band structure in high magnetic field, e.g.
a re-opening of the band gap, measurements of the non-local resistance [10] are
studied. Non-local signals are sensitive to the presence of edge transport and could
thus indicate a re-opening of an inverted gap. In Fig. 5.5 the data determined from
the 9 nm sample is shown, where the sample is electrically excited through one
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Figure 5.4: Critical transition fields Bc for the phase transition from an 2D topological insulator to
a gapless metalic state for different quantum well thicknesses. The solid line shows the theoretical
prediction adapted from [8]. The large error bars occur due to a large transition regime.
voltage pair and the non-local signal is measured on the remaining voltage probes
at a temperature of 4.2 K. This ensures a well-defined current path and minimizes
the effect of accidental electron scattering into the voltage probes. A schematic
view of the measurement geometry is provided in the inset of Fig. 5.5. From
the measured voltage VNL and the known excitation current Iex, the a non-local
resistance can be calculated via RNL = VNLIex .
In Fig. 5.5 a), selected curves of the 9 nm sample that reflect the behaviour of the
non-local signal in the different regimes are presented. Similar to measurements of
Rxx a 2D false colour plot of theRNL data is provided in Fig. 5.5 b). At high positive
and high negative gate voltages, the non-local resistance remains almost zero but
increases steeply as EF enters the region of the bulk band gap. The measured
non-local signal is much larger than a signal expected from classical diffusive
transport that can be estimated by RNL ≈ Rxx exp(−piWL ) [17]. The absence of
non-local signals at high gate voltages can be explained by the presence of bulk
carriers that prevent a voltage drop to build up at large distances from the injected
current. These observations are thus consistent with the presence of edge states
at zero magnetic field although it should be pointed out that, as the longitudinal
resistance, the non-local resistance deviates from the expected value of ∼ 17.6 kΩ
of an ideal 2D TI. As discussed in the previous section, this discrepancy is likely to
originate from the presence of charge puddles.
When the in-plane magnetic field is applied, the non-local signal displays a similar
behaviour as the longitudinal resistance and decreases rapidly as B approaches
∼ 8 T. These observations further support the vanishing of edge transport due
to a vanishing band gap. At 33 T where a clear upturn in Rxx,max is visible, a
70 5. In-plane magnetoresistance in the topological phase
re-appearance of a non-local signal is found. This signal, however, shows a clear
change in sign as the gate-voltage is swept from positive to negative voltages. Such
a sign change is strongly indicative of a Hall voltage that influences the non-local
signal. This Hall component may arise from the residual perpendicular magnetic
field component due to a slight misalignment. Although the error of alignment
is determined to be better than 1°, this experiment is performed in a low density
regime where the Hall voltage rises steeply with the magnetic field. Even small
perpendicular magnetic fields thus lead to a large response in the Hall signal. The
presence of a well-defined Hall voltage in the measurements contradicts the initial
speculation of an insulating phase and rather suggests the presence of bulk carriers.
This implies that the underlying band structure remains gapless.
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Figure 5.5: Left: Gate dependent non-local measurements at selected in-plane magnetic fields for a
9 nm HgTe quantum well at a temperature of 4.2 K that represent the overall behaviour of the sample.
The inset of the figure contains the measurement geometry where one pair of voltage contacts serve
for the excitation and the second pair is used to measure the non-local voltage drop. Right: 2D false
colour plot of the non-local resistance from which the overall behaviour can be seen.
As it proves difficult to determine the nature of the state at high magnetic fields
from the low temperature data alone, temperature-dependent measurements
were performed which may yield more information. Unfortunately, a large
leakage current between the gate and quantum well at elevated temperatures
prevents studying the 7 nm and 9 nm sample above temperatures of 4.2 K and
10 K, respectively. Similar to the measurements at low temperatures, the values of
Rxx,max are extracted from gate-dependent measurements at different temperatures
and magnetic fields. The resulting data is shown in Fig. 5.6. In the low temperature
regime (T ≤ 10 K) all the samples exhibit a decreasing resistance as the temperature
increases. It proves difficult to interpret the data at low magnetic fields, where
edge transport may be present, as even the temperature dependence of the 2D
topological phase is not well understood. Nevertheless, no significant changes
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in the temperature dependent behaviour of Rxx,max at higher magnetic fields
are found where bulk transport is expected to be dominant. In particular, no
exponential increase that would be indicative for an insulating phase is observed.
The temperature-dependent data, in combination with the occurrence of a Hall
voltage in the non-local measurements thus suggest that the energy spectrum
remains indeed gapless up to the highest magnetic fields of our experiment.
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Figure 5.6: Temperature dependence of the peak resistance Rxx,max for the a) 7 nm , b) 7.5 nm, c) 9 nm
and d) 11 nm sample at selected in-plane magnetic fields. The values of Rxx,max have been extracted
from gate dependent measurements (not shown here). Different magnetic fields are shown in different
colours and symbols for a more comprehensive view. The dashed lines serve as a guide for the eye. A
large leakage current between the top gate electrode and the quantum well at elevated temperatures
did not allow for measurements higher than 4.2 K and 10 k for the 7 and 9 nm sample, respectively.
The complexity of the temperature dependence increases in the high temperature
regime and two distinct behaviours are observed for the 7.5 nm and 11 nm sample:
While for the 11 nm sample the resistance continuous to decrease with increasing
temperature, a clear change in slope is observable for the 7.5 nm sample. It is
unclear which mechanism is responsible for this difference in behaviour and
further theoretical considerations that also take e.g. electron-phonon processes
into account, may be required.
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Since a high field-induced phase transition as the origin for the increasing magne-
toresistance can be ruled, it seems likely that it is caused by a complex interplay
between electrons and holes close to the point of charge compensation which is
known to give rise to a variety of magnetoresistance effects [18, 19]. This study
suggests that the magnetic-field-induced semi-metallic phase persists up to fields
of 33 T but new magnetoresistance features become visible that may be explained
by an interplay of electrons and holes close to charge compensation.
5.4 Summary
In summary, the magnetoresistance of HgTe quantum wells with different quantum
well thicknesses between 7 and 11 nm under the influence of an in-plane magnetic
field is studied. In agreement with previous studies, a monotonically decreasing
longitudinal resistance close to the bulk band gap is found that is consistent with
a phase transition from a 2D TI to a gapless metallic state. However, in contrast
to theoretical predictions, the critical transition field Bc is found to be almost
independent of the quantum well width dQW. At high magnetic fields, when
the spectrum is supposedly gapless an upturn in resistance is observed. From
temperature dependent and non-local measurements it is concluded that this
positive MR is most likely caused by a complex interplay of electrons and holes
at the field-induced overlap of conduction and valence band. The temperature
dependence of the magnetoresistance in addition with a large transition width
∆Bc suggest that this semi-metallic state is largely disordered.
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III
MAGNETORESISTANCE PHENOMENA:
CLASSICAL OR EXOTIC ORIGIN?

CHAPTER 6
Linear magnetoresistance in an ultra-high mobility
GaAs quantum well
Abstract
In this chapter, the magnetoresistance of an ultra-high mobility (µ¯ ≈ 25×106 cm2 V−1 s−1)
n-type GaAs quantum well is investigated in a wide temperature range between 0.3 K
and 80 K up to magnetic fields of 33 T. A strikingly large linear magnetoresistance (LMR)
of the order of 105% is observed that becomes superimposed by quantum oscillations
at low temperatures. The observation of such a LMR is often invoked as evidence for
exotic quasi-particles in new materials such as topological semi-metals although its origin
is still widely debated. The observation of a LMR in a high quality GaAs quantum
well with a parabolic dispersion and nearly defect-free environment, however, excludes
most possible exotic explanations. Instead this study suggests small density fluctuations,
that are inevitably present in even high quality samples like ours, as primary origin of
this phenomenon. These density fluctuations cause a mixing of Hall and longitudinal
components that is linked to the so-called empirical resistance rule. The resistance rule that
states that Rxx = α× B × Rxy is found to be well obeyed in this system with an α that
remains unchanged over the entire temperature range. Remarkably α is in the same order
of magnitude as observed in previous experiments, suggesting a more generic origin of
this phenomenon. Only at low temperatures, small deviations from this resistance rule are
observed beyond ν = 1 that likely originate from a different transport mechanism for the
composite fermions.
Part of the work presented in this chapter has been published in: T. Khouri et al., Linear Magnetoresistance
in a Quasifree Two-Dimensional Electron Gas in an Ultrahigh Mobility GaAs Quantum Well wells. Phys. Rev.
Lett. 117, 256601 (2016).
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6.1 Introduction
In contrast to simple one particle models, such as the Drude model introduced in
chapter 2, that predict no magnetoresistance, most materials exhibit some form
of magnetic field dependent resistance. In order to understand the difference
between experimental findings and theoretical predictions of these simple models,
we have to examine the basic assumptions on which the calculations are based. In
a one-carrier model, it is assumed that all charge carriers are uniform and can be
described by the same parameters such as the effective mass m*, drift velocity vd
and relaxation time τ . In this case, the Hall field is in equilibrium with the Lorentz
force which prevents a side-drift of charge carriers. In reality, however, charge
carriers are spread over a finite energy range due to e.g. crystal imperfections
or simply a finite thermal energy. It is thus possible that particles contributing
to transport have different values of the effective mass, which, in general, can be
energy dependent. In addition, particles can experience different scattering rates
that may be sensitive to different parts of the Fermi surface or, in the most intuitive
case, just be spin dependent. This means that in theory we have to take several
types of charge carriers with different properties into account which leads to an
imbalance of the Hall field and a finite current flows in transverse direction. A
two band model with different types of charge carriers can thus explain a finite
magnetoresistance.
Let us consider an extreme case where the Hall field is shorted (due to the presence
of e.g. one energy band with high densities) so that no Hall field can build up
and Ey = Ez = 0. With a driving force of −eEx we can write the components of
Eq. (2.2) as:
Ex = ρ0
(
jx + µBzjy
)
(6.1)
Ey = −µBzjx + jy = 0. (6.2)
Solving Eq. (6.2) for jy and entering it in Eq. (6.1) we can write the electric field
component in x-direction as
Ex = ρ0
(
1 + µ2B2z
)
jx. (6.3)
From the relation ~E = ρˆ~j we then extract the longitudinal resistance
ρxx = ρ0
(
1 + µ2B2z
)
, (6.4)
which exhibits a quadratic dependence on the magnetic field increases. This
magnetoresistance, as mentioned above, can be understood as a deflection of
charge carriers from their linear path by the Lorentz-force as they propagate
towards the counter electrode. The increased pathway of charge carriers also
increases the probability of scattering events to take place which, eventually, leads
to an increase in resistance.
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In high magnetic fields, commonly, two different behaviours are observed: i)
the magnetoresistance continues to increase quadratically or ii) saturates. This
difference arises from the specific shape of the Fermi surface. In the high field
limit B → ∞ and a closed Fermi surface, an electron completes many turns on
closed orbits before being scattered. The velocity components perpendicular to
the magnetic field will therefore average to zero as the field increases [1]. This
leads to a saturation of the resistance at high magnetic fields that can have a value
which is several times larger than the zero field resistance. In contrast, for an open
Fermi surface, electrons can not perform closed orbits and the average velocity vy
remains finite. The resistance thus continues to follow the B2 dependence. From
classical consideration therefore a quadratic increase of the magnetoresistance that
may saturate at high magnetic fields is expected [2, 3].
Deviations from this behaviour are often attributed to complicated and exotic band
structure effects so that the observation of a linear magnetoresistance in a variety
of novel materials, including topological insulators (TIs) [4–9], Dirac [10–13] and
Weyl semi-metals [14–16] and silver chalcogenides [17, 18], is frequently claimed
to be related to e.g. a linear dispersion. Classical effects that may equally be
responsible for the occurrence of a LMR are often neglected although these basic
explanations [19] like sample inhomogeneities [20–22], density or sample thickness
variations [23] are most relevant for many samples.
In order to distinguish between peculiar band structure effects and classical
contributions to the LMR, it is desirable to explore the LMR in a system with
simple band structure and in the absence of disorder.
An ideal material system for such a study are GaAs quantum wells, which thanks
to advances in modern growth techniques, are available in high quality with
electron mobilities exceeding 30× 106 cm2 V−1 s−1 at low temperatures [24] while
additionally possessing a simple parabolic band structure that can be described by
a free electron-like model.
In this chapter, we show that such an ultra-high mobility (µ ≈ 25×106 cm2 V−1 s−1)
quantum well indeed exhibits a large non-saturating LMR with a magnitude
[R(B)−R(0)]/R(0) of the order of 105 %. This LMR is studied in a wide tempera-
ture range between 0.3 K and 80 K up to high magnetic fields of 33 T. The simplicity
of the band structure in combination with a nearly defect-free environment allows
us to dismiss most exotic explanations that are suggested to give rise to a LMR.
Additionally, because of the quasi-two dimensionality of the transport sample
thickness variations [23] and surface or edge effects arising in e.g. TIs can be
neglected. This study thus suggests that the LMR is a more generic phenomenon
that is likely caused by an admixture of a component of the Hall resistance to the
longitudinal resistance induced by a small density gradient.
Such a density gradient is suspected to be the cause for the occurrence of the
so-called empirical resistance rule [25] which we are able to study even in the
region beyond filling factor ν = 1, which to the best of our knowledge has not
been investigated with respect to the resistance rule thus far.
80 6. LMR in in an ultra-high mobility GaAs quantum well
6.2 Ultra-high mobility GaAs quantum well
Our sample is a 27 nm-thick n-type GaAs QW with dimensions of 4.5× 4.5 mm2
with an ultra-high mobility of µ¯ ≈ 25 × 106 cm2 V−1 s−1. The low mean sheet
density of n¯ ≈ 3 × 1011 cm−2 ensures, that at low temperatures, only a single
sub-band is occupied. The sample was cleaved from a wafer that was grown by
molecular beam epitaxy (MBE) without any rotation during the growth. For the
magnetotransport measurements, eight indium contacts were diffused in a van
der Pauw geometry as shown in the inset of Fig. 6.1 where we provide a schematic
drawing of the sample geometry. A small AC excitation current (I ≤ 100 nA) is
applied to measure the Hall and corresponding longitudinal signal of the sample in
standard six-point configuration with standard lock-in techniques while sweeping
an external magnetic field directed perpendicular to the QW plane in a range from
0 T to 33 T.
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Figure 6.1: a) Longitudinal (black) and Hall resistance (red) at 0.3 K. The blue arrows indicate
from left to right the positions of the filling factors ν = 2, 1 and 1⁄2, respectively. The inset shows a
schematic of the sample dimensions where indium contacts are indicated by blue squares.
At a base temperature of T ∼ 0.3 K of a 3He-system we observe the usual sequence
of Shubnikov-de Haas oscillations in Rxx and corresponding Hall plateaus in Rxy
in the quantum Hall and fractional quantum Hall regime associated with the
Landau level splitting of electrons and composite fermions respectively, as shown
in Fig. 6.1. An introduction to the physics of Landau levels including the quantum
Hall effect is given in chapter 2. For more information about the formation of
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composite fermions and quantum Hall states at fractional filling factors can be
found in, e.g., [26].
6.3 Results and discussions
6.3.1 Linear magnetoresistance
In order to investigsate the underlying shape of the magnetoresistance in more
detail, the oscillatory behaviour inRxx caused by quantum effects can be surpressed
by increasing the thermmal energy of the system. As described in chapter 2, an
increase in temperature considerably damps the amplitude of oscillations as charge
carriers are able to overcome the energy gaps between adjacent LLs (or λ levels of
composite fermions). In Fig. 6.3 magnetoresistance curves at different temperatures
are shown that represent the overall behaviour of the sample. At 20 K, where
almost all the quantum oscillations have vanished, a strikingly large, positive LMR
persists that does not show any signs of saturation and extends down to almost
zero magnetic field. The magnitude and slope of the LMR exhibit a negligible
temperature dependence up to almost 60 K, despite a mobility decrease of a factor
of ∼ 10 in the same temperature range as shown in Fig. 6.2.
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Figure 6.2: Drude mobility as calculated from the sheet resistance at zero magnetic field. The
mobility varies by almost one order of magnitude in the high temperature range between 10 K and
80 K
At even higher temperatures (T ≥ 60 K) first deviations from the strict linear
behaviour are apparent that increase further when the temperature is increased to
80 K. Fig. 6.3 additionally illustrates that the quantum oscillations at low tempera-
tures evolve from a LMR background with a slope and magnitude that is similar
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to the one observed at high T where classical transport is expected to be dominant.
The LMR thus persists over a wide temperature and magnetic field range in
our material system with an extremely low defect concentration characterised
by a electron mean free path lmfp exceeding 200 µm. Because of the simple band
structure in combination with a nearly defect-free environment almost all exotic
and most classical explanations that are suggested to give rise to a LMR can be
ruled out. Instead the observation of a LMR in our system points to a more generic
and classical origin of this phenomenon. Indeed, most classical transport theories
describing a LMR [23, 27] explain the occurrence of a linear component in Rxx by
an admixture of a component of the Hall resistivity (which depends linearly on
the magnetic field) to the longitudinal resistance caused by inhomogeneities such
as density or sample thickness variations. Such variations give rise to a gradient
of the (transverse) Hall voltage in the longitudinal direction that will naturally be
picked up in measurements of Rxx, therefore giving rise to a linear component in
the magnetoresistance.
Despite the high quality of our sample, we find, by analysing the low temperature
oscillations and plateaus, that the position of minima and Rxx and plateaus in Rxy
do not coincide exactly with respect to the magnetic field positions as indicated,
for example by the gray dashed lines for the last filling factor at ∼ 31 T (ν =4⁄9) in
Fig. 6.1. The longitudinal resistance that is essentially determined by an integral
over all densities along the sample length depends on the mean sheet density n¯ and
has its minima at slightly lower magnetic field positions than the corresponding
Hall plateaus, that contain information about a more local density n. This allows us
to roughly estimate the strength of the density gradient to be ∆n ≈ 0.7×1010 cm−2
across the sample amounting to a variation of ∼ 2.3% along its length.
Although this deviation is rather small, it can severely influence the measurements
of Rxx, especially in high mobility samples with a low mean sheet density like
ours, where the longitudinal resistivity is small and the Hall voltage rises steeply
with increasing B. In a simple case of solely two different densities n and n+ ∆n
present we can express Rxx as:
Rxx =
Vxx(n¯, µ¯) + (Vxy(n+ ∆n,B)− Vxy(n,B))
I
=
Vxx + ∆Vxy
I
, (6.5)
where I is current and Vxx and Vxy the longitudinal and Hall voltages building
up along the length of the sample (along the current direction). In the case of
a high-mobility in combination with a low sheet density the Hall voltage in the
longitudinal direction is significantly large than Vxx so that Vxx  ∆Vxy which
implies that the measured longitudinal resistance is almost solely determined by
a contribution from a Hall resistance Rxx ≈ ∆Rxy. From the above determined
density gradient, we can estimate ∆Rxy to be ∆Rxy = ((1/n)−(1/(n+∆n)))× Be =
1578 Ω for B = 33 T, which is in good agreement with the measured value of Rxx
of 1640± 85 Ω (2.2 K ≤ T ≤ 40 K).
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Figure 6.3: Longitudinal resistance Rxx for selected temperatures in a range between 0.3 K and 80 K
as indicated right of the graph. Different temperatures are shown in different colours and all curves
have been offset by 1 kΩ with respect to each other for clarity. The dashed lines mark the position of
the filling factors ν = 1, 2 and 1⁄2 , respectively. In red we show the resistance rule Rdiff as calculated
from the according Hall resistance. For a better comprehensive view, we only show Rdiff for the low
temperature regime (T ≤ 20K) as the curves are almost identical to Rxx up to 60 K.
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The deviations from the linear behaviour at even higher temperature (T > 60 K)
are also captured within this simple model as the thermal energy gets sufficiently
large to allow charge carriers to occupy the second sub-band of the quantum
well which, according to self-consistent calculations, lies merely 70 K above the
Fermi energy. This means that the pure 2D-character of the system breaks down
and the MR including the Hall resistance follows two sub-band behaviour that
deviates from a strict linear behaviour, even though the density gradient remains
(see Fig. 6.3).
6.3.2 Empirical resistance rule
Such a density gradient is also claimed to be the root cause of the so-called
resistance rule [25, 28, 29] that states that the derivative of the Hall resistance
multiplied by the magnetic field and a scaling constant α reproduces all features
of the longitudinal resistance so that
Rxx =
dRxy
dB
×B × α = Rdiff (6.6)
Despite the relatively simple relation between Rxx and Rxy it has taken over a
decade to develop a theoretical model which explains these observations on the
basis of density fluctuations that are inavoidably present in real samples [30].
While this complex model is valid for a temperature range that is not too low, later
work has shown that the resistance rule also holds for extremely low temperatures
of T ≈ 6 mK [31]. Within this paper, an ultra-high mobility GaAs QW (µ =
31× 106 Vs/cm2) has been studied in the filling factor range around 5/2 and 3/2. By
calculating Rdiff all main features of Rxx could be reproduced from the measured
Rxy, including re-entrant QH states. Recent theoretical studies [32] suggest that the
resistance rule can also be obtained without the necessity of a density gradient but
by taking Lorentzian shaped Landau level broadening into account (the concept
of LL broadening and its implications for the integer quantum Hall effect are
introduced in Chapter 2.4). This theory, however, only holds in a narrow magnetic
field range in the absence of localisation and edge channels. As even fractional
quantum Hall states at high magnetic fields are reproduced in the vicinity of the
empirical resistance rule, it remains unclear to what extent this model can be
applied to experimental data.
We study this empirically discovered resistance rule by digitally taking the deriva-
tive of the measured Hall resistance Rxy and multiplying it by the magnetic field
B and a constant α according to Eq. (6.6). In order to demonstrate similarities
and possible deviations from the resistance rule plot the so-obtained curves in
Fig. 6.3 on top of the corresponding data of Rxx. We find that also in our sample
the empirical resistance rule is well obeyed with α ∼ 0.026 ±0.003 over the entire
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Figure 6.4: Temperature dependence of the proportionality constant α as extracted from our data.
The dashed lines show the spread of the data points.
temperature range. At low temperatures all main features of the magnetoresistance
are reproduced by Rdiff including the strength of most oscillations. At high
temperatures, in the absence of Hall plateaus, dRxydB becomes a constant and the
empirical resistance rule describes the featureless LMR equally well. In fact, at
high temperatures both Rdiff and Rxx are almost identical so that we only show
curves up to T = 20 K as for higher temperatures it would be difficult to separate
the curves. Comparing the values of α that are determined up to 60 K as shown
in Fig. 6.5 with previous studies [33] we find that α has almost the same value as
samples with mobilities and densities varying by two orders of magnitude [33].
Additionally, at low temperatures where the LMR is superimposed by quantum
oscillations, it should be noted that the resistance rule provides an explanation
for the maxima which appear before and after each minimum. A magnification
around ν = 1 is representatively shown in Fig. 6.5. While the minima and zero
resistance states are commonly explained by the opening of an energy gap and the
dissipationless edge transport, the resistance maxima lack a detailed description.
The derivative of the Hall resistance, however, which reproduces these features
including the temperature dependence suggests that the presence of these maxima
is closely linked to the density gradient across the sample.
It is remarkable that the resistance rule - with almost the same value of α - holds
for such a wide variety of mobilities and temperatures up to very high magnetic
fields and it remains unclear if a density gradient alone is sufficient to explain these
results. It is therefore important to not only study similarities between Rdiff and
Rxx, as most previous studies have mainly focused on, but to test the limits of this
rule as well. In the data, deviations from the resistance rule are most prominent in
a region beyond filling factor ν = 1 which, to the best of our knowledge, has so
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Figure 6.5: Magnification of the region around filling factor ν = 1 for low temperatures. The
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far not been studied with respect to the resistance rule. These deviations are most
obvious around filling factor ν =1⁄2 where Rdiff first slightly underestimates and
then overestimates the strength of oscillations in Rxx. The deviations disappear
with increasing temperature as quantum oscillations are suppressed and transport
approaches the classical Drude regime. In order to understand the origin and
underlying physics of these deviations, the resistance rule is "inverted" and Rxy is
calculated from Rxx:
Rxy =
∫
RxxB
−1α−1dB = R−1diff (6.7)
This approach has several advantages: Firstly, in contrast to the strength of
quantum oscillations, the Hall resistance has well defined values in a magnetic
field (including the high accuracy of the Hall plateau values) thereby making it
easier to identify deviations between Rxy and R−1diff. Secondly, no derivatives are
involved reducing the noise level of the calculated R−1diff compared to the usual
Rdiff. It is, however, necessary to introduce an integration constant C that mainly
compensates for the fact that the Hall resistance is zero at zero magnetic field in
contrast to Rxx which has a small but finite value. For our data set this integration
constant remains of order of 250 Ω. The corresponding α(T ) values match those
determined from Rdiff.
The comparison between R−1diff and Rxy is presented in Fig. 6.6 where selected
low temperature curves are shown that exhibit the most significant deviations
between Rxx and Rdiff. At 0.3 K, clear deviations are visible in the lowest Landau
level around filling factor ν =1⁄2. In this regime, strong correlation effects lead
to the formation of composite fermions that lead to the observation of filling
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factors with fractional values. It is very plausible that these deviations from
the (inverse) resistance rule are caused by the peculiar transport mechanism of
composite fermions, especially since Rxy and R−1diff cross each other close to the
sea of composite fermions at ν =1⁄2. It is thus possible that these deviations of
opposite sign might reflect the opposite sign of the effective field Beff experienced
by CFs, although this remains speculative. At high temperatures (T ≥ 10K)
where the fractional quantum Hall states are suppressed, both curves overlay each
other almost perfectly. Intriguingly, similar deviations from the resistance rule are
apparent in Ref.[31] around filling factor ν = 3/2 which, however, are not addressed
in this work. In fact, we also observe precursors of such deviations at filling factor
3⁄2 which is magnified in the inset of Fig. 6.6. Unfortunately the base temperature of
0.3 K of our experiment is not sufficient, so that the fractional quantum Hall effect
is not sufficiently developed in this region and deviations remain small.
6.4 Summary
In summary, the observation of a linear magnetoresistance in a high quality
quasi-two-dimensional free electron gas with a parabolic dispersion has been
demonstrated. The origin of the LMR is likely an admixture of a component of the
Hall resistivity to the longitudinal resistance induced by density fluctuations. Such
88 6. LMR in in an ultra-high mobility GaAs quantum well
fluctuations are inevitably present in most materials and occur even in ultra-high
mobility 2DEGs with low carrier density. Therefore, extreme care must be taken
to attribute the observation of a LMR to more exotic effects or to complexities
in the band structure. The LMR as well as the quantum oscillations that are
superimposed at low temperatures are extremely well reproduced by the empirical
resistance rule that describes a mixing of longitudinal and Hall components of the
resistance tensor due to a small density gradient. The resistance rule persists up to
high temperatures of 60 K where the thermal energy might have been expected to
erase effects of the small density gradient in transport experiments. Additionally,
the value of α is found to be of the same order of magnitude as determined in
previous experiments for samples with mobilities and densities varying by one
order of magnitude, suggesting a deeper meaning of this proportionality constant.
Deviations from the resistance rule are observed at low temperatures and high
magnetic fields (ν < 1) which might be related to new physics associated with the
peculiar transport mechanism of composite fermions.
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CHAPTER 7
Anisotropic and negative magnetoresistance in Bi2Se3
Abstract
In this chapter the magnetoresistance of epitaxially grown Bi2Se3 thin films with different
thicknesses is investigated. From the angular dependence of the observed quantum
oscillations, the presence of both bulk and surface carriers is demonstrated. The dependence
of the longitudinal resistance on the direction of the magnetic field with respect to the applied
excitation current is investigated and a strong negative longitudinal magnetoresistance
(NLMR) is found when magnetic and electric fields are co-aligned. Such a negative
magnetoresistance is often considered as a smoking-gun experiment for the presence of
chiral fermions causing a NLMR due to the so-called chiral anomaly. Exploring different
origins for the occurrence of a NLMR, it is plausible that its observation in the the three-
dimensional topological insulator Bi2Se3 is likely tied to the axial anomaly that may be a
more generic phenomenon than originally thought.
Part of the work presented in this chapter has been published in: S.Wiedmann et al., Anisotropic
and strong negative magneto-resistance in the three-dimensional topological insulator Bi2Se3, Phys. Rev. B
94,081302(R) (2016)
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7.1 Introduction
The discovery of topological states in condensed matter systems has strongly
impacted the field of material science and triggered a quest for the search of exotic
states and complex band structures in topological non-trivial systems. Recently,
materials have been discovered that host 3D massless Dirac fermions, often called
"3D Dirac" or "Weyl" semi-metals [1]. The hallmark of such a Weyl semi-metal is
the formation of pairs of Weyl points in reciprocal space and their linear dispersion
relation associated with massless fermions at the Weyl points. In contrast to TIs
or graphene, where the linear dispersion originates from a 2D state, this peculiar
dispersion is found in the bulk of Weyl semi-metals. The band crossing points
that occur in the 3D dispersion, so-called Weyl nodes, always appear in pairs with
opposite chirality and the low energy fermionic excitations are described by the
Weyl equation.
The experimental realisation of those materials has led to a number of studies that
claim that the unique topological properties can be revealed relatively straightfor-
wardly in magneto-transport experiments though the observation of an extremely
large positive magentoresistance [2], a linear magnetoresistance (LMR) [3] and,
more specifically, the negative longitudinal magentoresistance (NLMR) predicted
to appear in Weyl semi-metals when the magnetic and electric fields are co-aligned.
In chapter 6, the occurrence of a LMR in an ultra-high mobility GaAs quantum
well was studied and the origin of this phenomenon was found to likely be more
generic and linked to small density fluctuations that are inevitably present in most
material systems.
A NLMR is expected in Weyl semi-metals due the so-called chiral anomaly, a
quantum mechanical phenomenon where the current of left- and right- handed
fermions cannot be individually conserved. Thus, it is frequently claimed to be
a unique fingerprint for the presence of Weyl particles [2, 4–7]. The presence of a
magnetic field that is applied parallel to the electric current is predicted to lead
to a charge pumping effect that changes the occupation of left and right-handed
Weyl nodes. The resulting chiral current causes an apparent reduction of resistance
that only depends on the product of ~E · ~B. For a more detailed description of
the chiral anomaly and Weyl physics we refer to e.g. [8]. In a recent theoretical
study, however, it was proposed that the underlying reason for a NLMR and, in
particular the axial anomaly, may in fact be a more generic property of 3D metals
and semiconductors [9] and not unique to topological semi-metals.
In this chapter, the magnetoresistance (MR) of epitaxially grown Bi2Se3 layers with
different charge carrier concentrations is explored in magnetic fields up to 30 T.
An in-situ rotation stage allows an investigation of the angle dependence of the
MR and, in particular, allows a change of the angle between the magnetic field
and the excitation current. At low temperatures, when the magnetic field and
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excitation current are perpendicular to each other, we observe quantum oscillations
that originate from both bulk and surface states as determined from the angle
dependence of the oscillation frequencies. When rotating the sample in such a
way that we decrease the angle between electric and magnetic fields, a change in
slope of the MR background, that turns negative as ~I and ~B become co-aligned, is
observed. The observed NLMR persists over a wide temperature range between
4.2 K and 300 K and its presence shows that this phenomenon is not unique to Weyl
semi-metals. Exploring possible mechanisms that are proposed to give rise to such
a NLMR, we find that in fact the axial anomaly may be responsible for this MR
feature but is a more generic phenomenon than originally thought [9].
7.2 Samples and characterisation
Four different Bi2Se3 samples have been studied with layer thicknesses of d=
290 nm, 190 nm, 50 nm and 20 nm grown by MBE on a InP(111)B substrate [10]. In
the following, these samples will be referred to as S1-S4 with sample S1 having the
largest thickness and samples S4 being the smallest. To avoid unwanted geometry
effects, the samples have been lithographically patterned into a standard six-
terminal Hall-bar geometry with dimensions of lengthL×widthW = (30×10) µm2.
For this experiment, a small AC excitation current of 1 µA and standard lock-in
technique for detection is used.
At room temperature, the samples exhibit charge carrier concentrations varying
in a range from 1.2×1018-1.7×1019cm−3 with decreasing thickness as determined
from the linear part of the Hall resistivity at small magnetic fields according to
Eq. (2.4). All the samples exhibit a metallic behaviour that is observable as a
decrease of resistivity with decreasing temperature (dρxx/dT>0), as shown in
Fig. 7.1 a). The purely metallic character is, however, interrupted by a small upturn
of resistivity below 40 K which is strongest for samples with the lowest charge
carrier concentration S1. For a better view, we provide a magnification of the
relevant temperature regime of the measurements of ρxx(T ) for S1 in Fig. 7.1 b).
From additional measurements of the Hall resistivity at constant magnetic field
of 1 T (where the Hall resistivity is still linear), shown in the same figure, the
temperature dependence of the charge carrier concentration n and the Drude
mobility µ can be extracted, both shown in Fig. 7.1 c). For the calculations of n and
µ, the single carrier Drude model that is described in chapter Fig. 2.2 was used. In
the following, densities extracted from the transverse resistivity will be referred
to as nH to distinguish them from concentrations that are determined from e.g.
SdH-oscillations.
From the analysis, it is evident that the sample mobility decreases for T < 40 K
and is accompanied by an apparent increase in nH. Such features have previously
been attributed to the presence of an impurity band that increases the amount of
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Figure 7.1: a) Temperature dependent measurements of the longitudinal resistivity ρxx for S1-S4. In
b) a magnification of the resistivity of S1 (black) around 40 K is shown. Additionally a measurement
of the Hall resistivity (red) at a field of 1 T is provided. c) Temperature dependence of the charge
carrier concentration n and Drude mobility µ as extracted from ρxx,0T and ρxy,1T.
charge carriers but leads to additional scattering thereby reducing the mobility of
the sample [11–13].
Similar measurements and analysis for all our samples are performed to extract
charge carrier concentrations and mobilities at high (300 K) and low temperatures
(4.2 K) that are summarised in table 7.1.
sample d [nm] nH [1018cm−3] µ [cm2/Vs] n [1018cm−3] µ [cm2/Vs]
300 K 300 K 4.2 K 4.2 K
S1 290 1.2 1490 1.1 3990
S2 190 1.3 1250 1.1 3000
S3 50 5.4 520 4.6 1230
S4 20 17 360 16 740
Table 7.1: Carrier concentration nH and mobility µ for all samples at T=300 K and T=4.2 K. The
values are extracted using a single carrier Drude model.
This analysis shows that the samples with the largest thicknesses have the lowest
charge carrier concentrations but highest mobilities in contrast to S3 and S4
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with larger n but lower values of µ. The samples with relatively high mobilities
exhibit quantum oscillations at low temperatures that are superimposed on a large,
almost linear, background, as illustrated for S1 in Fig. 7.2 a). In order to analyse
these quantum oscillations, they are separated them from the MR background
by taking the second derivative of the resistivity with respect to the magnetic
field and d2ρxx/dB2 is plotted against the inverse magnetic field as presented
Fig. 7.2 b). Clear 1/B periodic oscillations are visible that correspond to more than
one frequency. As discussed in chapter ch:transport, the frequency of oscillations
is linked to a charge carrier density which suggests the presence of more than one
type of charge carrier in our system. This is supported by measurements of the
Hall resistivity that deviates from linearity above magnetic fields of ∼ 2 T (see
Fig. 7.2 a)).
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Figure 7.2: a) Longitudinal ρxx (black) and Hall resistivity ρxy (red) of S1 at a temperature of 4.2 K.
On top of the MR background quantum oscillations are superimposed. b) Second derivative of ρxx
with respect to B plotted against the inverse magnetic field. c) FFT of b) in which three independent
frequencies at 21.5, 100 and 162 T are observable. d) Graphical illustration of the tilt configurations
with an angle Θ. e) Extracted frequencies from the FFT analysis as a function of angle the tilt
angle Θ defined in d). Solid lines indicate a 1/cos(Θ) dependence that is obeyed by the two higher
frequencies and originate from 2D surface states in contrast to the lower frequency that deviates from
this behaviour and originates from the bulk.
96 7. Anisotropic and negative magnetoresistance in Bi2Se3
To analyse the oscillations further, Fast Fourier Transforms (FFTs) that allow us
to identify all frequencies in the spectrum are performed and three independent
peaks at 21.5 T, 100 T and 162 T are observed. (Note that the additional peaks at 44 T
and 65 T are higher harmonics and therefore do not correspond to independent
frequencies). In order to study the origin of the charge carriers, we probe the
Fermi surface by performing FFTs on a series of ρxx curves at different tilt angles
Θ, that is defined in the schematic shown in Fig. 7.2 d). As indicated in this
figure we rotate our sample in such a way that the current and magnetic field
remain perpendicular independent of Θ. In Fig. 7.2 e), the frequencies obtained
from the FFT analysis are plotted against the corresponding tilt angles. All the
initially observed frequencies at Θ = 0° follow a 1/cos(Θ) dependence for tilt
angles Θ < 60°. Such a dependence is characteristic for 2D transport where the
LL separation is only sensitive to the magnetic field component perpendicular to
the plane of movement. With increasing tilt angles beyond Θ = 60°, however, the
lowest observed frequency deviates from this behaviour which is also the only
frequency that remains visible up to Θ = 90°. This suggests that this frequency
originates from an elliptical bulk state while the other two frequencies, with a pure
1/cos(Θ) dependence, are consistent with the physics expected from 2D states.
Speculatively, these 2D states can be attributed to the topological surface states
(top and bottom) that are expected to form in Bi2Se3.
Exploiting the Onsager relation that links the frequency of oscillations to the size
of the Fermi surface A(EF) and by assuming a simple ellipsoid form of the Fermi
pocket with V = 4/3pia2b, nbulk = 8.1× 1017 cm-3 is obtained for the lowest (bulk
derived) frequency. For the frequencies that show a 2D-like behaviour, we obtain,
in a similar manner, n1 = 2.4× 1012 cm-2 and n2 = 3.9× 1012cm-2 which amounts
to a total charge carrier concentration of ntot = nbulk + n1+n2d = 8.1×1018 cm-3. This
value is in good agreement with the charge carrier density obtained from the linear
Hall resistance nH. On the other hand, if it is assumed that all three frequencies
originate from elliptical bulk Fermi surfaces a charge carrier concentration that
is inconsistent with the determined concentration from ρxy and deviates by one
order of magnitude is obtained. Thus, both the 1/cos(Θ) behaviour and the
considerations of the Fermi surface support the presence of 2D states in our
systems.
After the low temperature characterisation of the sample, we proceed to study the
dependence of the MR at different tilt configurations that, in particular, allow us to
change the angle between the excitation current and the magnetic field.
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7.3 Results and discussion
7.3.1 Angle dependent magnetotransport
Two principle rotation configurations are studied: one in which the angle between
magnetic field and electric excitation is constant (perpendicular) and one in which
it changes as function of the rotation angle. For discussion purposes, a static sample
frame is adopted so that the magnetic field rotates along one axis. In this frame,
two principle rotation configurations are defined with rotation angles of Θ (i))
and φ (ii)), respectively. A graphical representation of the rotation configurations
are provided in Fig. 7.4 i) and ii). Because a static sample frame was chosen the
excitation current of the samples is always aligned along the x-axis independent of
the rotation angle. In configuration i), the magnetic field, initially directed along
the z-axis (Θ = 0°), is rotated around the x-axis until, for Θ = 90°, B points along
the y direction. In the second configuration ii) the initial magnetic field position
coincides with configuration i) so that φ = 0° and Θ = 0° are identical. Now,
however, the magnetic field is rotated around the y-axis and the angle between the
magnetic field B and the excitation current I decreases with increasing tilt angle φ.
Finally, at φ = 90°, B and I become co-aligned in the x-direction.
For both configurations, we measure the resistivity at fixed rotation angles and a
constant temperature as function of the magnetic field. By monitoring a Hall probe
glued to the back of the rotation stage, undesired angle changes during a magnetic
field sweep can be excluded.
The results of the angular dependent measurements at 300 K are presented in
Fig. 7.4 with the magnetoresistance (MR), defined as (ρxx(B) − ρxx(0))/ρxx(0),
plotted for selected angles of Θ (a,i)-d,i)) and φ (a,ii)-d,ii)) that represent the overall
behaviour of our samples. All samples behave in a qualitatively similar fashion and
a classical MR that first increases quadratically and then tends towards saturation
[14] is always observed at small tilt angles (Θ, φ < 40°). With increasing tilt angles,
however, the MR becomes increasingly anisotropic until, at very large tilt angles of
φ, all samples exhibit a large NLMR with a magnitude up to ∼ 15%.
This NLMR is observable and strongest in all our samples when the magnetic and
electric fields are co-aligned (φ = 90°), but is absent for samples S1 and S2 with a
low charge carrier concentration and high mobility in configuration i). S3 and S4,
on the other hand, also exhibit a NLMR for Θ = 90°.
It should be noted that this This anisotropy is specific to the longitudinal compo-
nent of the resistivity tensor. The Hall resistance simply follows a normal cos (B)
behaviour independent of the tilt configuration as shown in Fig. 7.3.
7.3.2 Anisotropic and negative magnetoresistance
In order to understand the anisotropy and in particular the occurrence of a NLMR
we first consider the expected MR response using a classical Drude model. We
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Figure 7.3: Hall resistivity ρxy for the different tilt angles of Θ and φ. ρxy shows a simple cos(B)
dependence and is isotropic for both tilt configurations.
adapt the model to match our sample specifications and take the coexistence of
bulk and surface states into account.
To keep our discussion simple, we assume that the bulk and surface states are
independent and non-interacting, so that the total conductivity σtot can be written
as a sum of the bulk (σb) and surface conductivities (σs)
σtot = σb + σs. (7.1)
Let us first focus on the magneto-conductivity (MC) that may come from the 2D
states. We will only consider the case of high tilt angles and, in particular, the case
of Θ = φ = 90° where a NLMR is observed. In this measurement configuration,
the magnetic field is parallel the plane of movement of the 2D particles. Assuming
ideal 2D states, effects that might arise in quasi-2D systems due to finite width
effects, discussed in e.g. chapter 5, can be neglected. Metallic topological states
of the sidewalls, that are oriented perpendicular to B at high tilt angles, are likely
to have a negligible influence on the MC because of the relatively narrow sample
thickness that results in a small surface area. Additionally, because our analysis of
quantum oscillations shown in Fig. 7.2 does not show any signs of spin-splitting,
we assume spin-effects, that might influence the conductivity, to be small. From
our above arguments, we thus conclude that for Θ = φ = 90° the 2D states
should exhibit no significant magnetic field dependence so that the MC is mainly
determined by the bulk.
The bulk conductivity in a single carrier Drude model can be written as σb =
σ0b
(1+µ2bB
2)
. This, however, assumes that the magnetic field is perpendicular to the
current flow and the Lorentz force creates a finite Hall field. At high tilt angles of
φ where B ‖ I , the Lorentz force, that depends on the cross product of the current
density and magnetic field ~j × ~B (see Eq. (2.1)), is absent. Therefore, no orbital
effects occur and the bulk conductivity is simply given by σb = σ0b = nbeµb and
we would expect no influence of the magnetic field on charge transport.
In the case of high tilt angles of Θ, on the other hand, current and magnetic field
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Figure 7.4: a,i)-d,i) and a,ii)-d,ii) show angle dependent magnetoresistance measurements of S1-S4,
respectively, at a fixed temperature of T=300 K and for the different tilt configurations depicted in i)
and ii). In configuration i) the current path and magnetic field are always perpendicular to each other
independent of Θ, while for configuration ii) the angle between I and B decreases with increasing
tilt angle φ. The angles that correspond to the different MR curves are labelled in the graphs and
additionally indicated by different colours.
100 7. Anisotropic and negative magnetoresistance in Bi2Se3
are perpendicular to each other and the Lorentz force may impact σb. In fact, we
can estimate the effects by calculating µ2bB
2 with the determined sample mobilities
and find values 20, 14 , 2.5 and 1.2 at B = 30 T for S1-4, respectively. Entering these
values in σb we thus obtain a MC that decreases in a magnetic field and whose
strength should be strongest for samples with the highest mobilities.
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Figure 7.5: a) Measurements of the longitudinal (black) and Hall resistivity (red) for Θ = φ =0
at 300 K. b) Calculated ratio of ρxy/ρxx that gives µB (black) using the Drude model from which µ
can be extracted (blue). c) Extracted scattering time τ under the assumption of a field independent
effective mass.
So far a magnetic field dependence of the scattering time τ is neglected which is
the main cause of an ordinary magnetoresistance [15] (see also chapter 6.1). One
can imagine that the Lorentz force deflects charged particles from their classical
path onto curved trajectories. This increases the average distance that particles
travel from one side of the sample to the other, thereby increasing the probability
of scattering events to take place. As a result charge carriers are more likely to
scatter, leading to a increase of τ .
For measurements at Θ = φ = 0°, where a well-defined Hall resistivity exists, the
magnitude of this effect can be estimated using a standard one carrier Drude model.
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Although in this one carrier model surface transport is neglected, it is justified for
the bulk as the Fermi energy in our samples is energetically far from the second
bulk band even at room temperature [13, 16, 17]. From our measurements of ρxy(B)
and ρxx(B) at 300 K shown in Fig. 7.6 a), ρxy/ρxx is calculated and µ(B) is extracted
as plotted in Fig. 7.6 b). This simple analysis shows that the magnetic field strongly
affects the mobility µ of the sample. Assuming a field independent effective mass
m*, we can finally extract τ which is found to decrease accordingly. In particular,
comparing µ(0T ) and µ(30T ) we find that the mobility drops by almost a factor of
3 for the sample with the highest Drude mobility.
Including this field-dependent mobility in our simple model, it is found that the
conductivity decreases in a magnetic field. Additionally, in the case of B ⊥ I and
small values of µ2bB
2 (as for S3 and S4), a change in slope in the magnetoconduc-
tivity and even the occurrence of a NLMR can be explained, provided the Hall
conductivity is small so that ρxx ≈ σ-1b . Note that the relevant Hall component is
the z- component as the magnetic field is directed along the y-axis and the Lorentz
force thus acts along the z-direction.
Even though many assumptions in the above model have been made and it was
argued that 2D states have no significant contribution to the MR in the magnetic
field at high tilt angles, the occurrence of a NLMR for Θ = 90° can be explained
within these consideration. On the other hand, when magnetic field and excitation
current are co-aligned at φ = 90° only a positive MR is obtained with these
classical considerations. To clarify the origin of the NLMR in this case, alternative
explanations have to be explored.
A NLMR has been proposed to originate from the closing of a charge gap due to
Zeeman splitting [18]. Such a NLMR that has been observed in 1D [19] and
2D [20] conductors when the electric and magnetic fields are co-aligned and
shows a (B/T )2-dependence. In order to determine if similar effects could be
responsible for the observed NLMR in our systems, the temperature dependence
of the MR at φ = 90° is studied as shown for S1 in Fig. 7.6. The magnitude of the
NLMR is found to exhibit only modest changes across a wide temperature range
between 4.2 K and 300 K. At the lowest temperatures, clear quantum oscillations
are visible that have previously been attributed to contributions from the sidewalls
of rectangular shaped sample [21]. Our analysis of the quantum oscillations
(see Fig. 7.2), however, suggest that, instead, they are more likely to originate
from the bulk conduction band. These quantum features vanish with increasing
temperature and the strength of the NLMR starts to slightly decrease. In a
temperature range between 100 K and 200 K, the NLMR signal remains almost
constant before increasing again when the temperature is further raised to 300 K.
From the temperature independence of the negative MR, the above proposed
mechanism of the closing of a charge gap can be ruled out.
Size effects that arise when the magnetic length is of the order of the sample
thickness d, lB ≈ d, can be ruled out as the NLMR extends over the entire
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magnetic field range. Other explanations that rely on large amounts of disorder and
scattering that causes a strong distortion of the current path can also be excluded
as the NLMR does not depend on the lateral sample dimensions and is equally
strong for larger samples of dimensions of 600 × 200 µm2 as shown in Fig. 7.7.
Additionally, because of the well-defined geometry of our samples, we can dismiss
effects like e.g. current jetting that are predicted to give rise to a NLMR [22].
Eliminating the above causes of a NLMR, it seems likely that the MR in the presence
of a parallel magnetic field is linked to the underlying scattering mechanism. In
the case of ionised impurity scattering it has been proposed that a non-degenerate
3D electron gas exhibits a NLMR when the system is in the extreme quantum
limit [23]. Such a negative MR has experimentally been observed in e.g. n-type
InSb samples [24]. We can estimate the magnetic field B0 where all charge carriers
reside in the lowest Landau level with [9]:
B0 =
~
e
(
2pi4n2
)1/3
(7.2)
for a 3D material where spin degeneracy is neglected. B0 thus solely depends on
the charge carrier concentration n and for our sample with the lowest n we find
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that B0 ' 43 T. For higher concentrations, B0 is shifted to even larger magnetic
fields and the quantum limit is not reached for any samples. As a NLMR is already
observed at low magnetic fields it remains unclear to what extent this theory
can be applied to our data, especially since its derivation is only valid in a low
temperature limit and can thus not account for a NLMR at even room temperature.
While the NLMR is largely insensitive to temperature and persists over the entire
magnetic field range, it is strongly affected by even small tilt angles with the
MR changing rapidly from negative to positive for φ ' 83° (4.2 K) and φ < 80°
(300 K). The NLMR is thus the strongest when the magnetic and electric fields are
co-aligned, similar to the expectations of a NLMR arising from the axial anomaly,
often claimed to be a fingerprint of Weyl fermions in new Dirac materials [2, 3, 5–7].
In Bi2Se3, however, the bulk linear dispersion giving rise to such complex quantum
mechanical effects is believed to be absent.
Recently it has been argues that the axial anomaly may also arise in 3D systems
with other dispersions giving rise to a NLMR [9]. The underlying reason is linked
to the presence of strong magnetic fields that lead to a Landau quantisation of the
cyclotron motion and a 1D dispersion along B. When the magnetic field is aligned
parallel to the excitation, a charge pumping effect between Fermi points of the
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one dimensional conducting channels can take place, creating sort of a uniform
acceleration of the center of mass. This effective reduction in dimensionality due
to the presence of the magnetic field, in combinations with a co-alinged electric
field can cause MR effects that only depend on the scattering mechanism rather
than on the underlying band structure [2, 9].
Calculations show that in the presence of ionic and neutral scatterers, the MR first
decreases due to the ionic scattering then, at higher magnetic fields, increases with
a positive slope mainly due to the presence of neutral scatterers. The magnetic
field B* at which the slope of the MR changes is proportional to B0 but its exact
value depends on many non-universal sample parameters such as the ratio of the
impurity densities, the effective mass m* and the charge carrier density n.
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Figure 7.8: Normalized magnetoconductivity σxx(B)/σxx(0) at T = 300 K for all samples S1-S4
for φ = 90°. All samples follow a B2 as illustrated by the quadratic fits (solid lines). The inset shows
the fitting parameter a as a function of µ for all samples.
Although we are not able to determine all necessary parameters to calculate the
exact value of B*, its dependence on B0 (which we are not able to reach) allows for
a speculation that our experiment may lie outside such a turnover regime. If the
NLMR in our samples is indeed linked to the above described axial anomaly effect,
the dominant scattering mechanism should be long-range ionic disorder. This
type of scatterer is expected to give rise to a MC that varies as B2. We therefore
calculate σxx(B)/σxx(0) and indeed find that the MC of all our samples follows a
B2-dependence as demonstrated by the quadratic fits shown in Fig. 7.8. In the inset
of the figure, a plot of the fitting parameter a as a function of the sample mobility
is provided. The MC is thus consistent with the presence of ionised impurity
scattering and the NLMR in our samples may be caused by the axial anomaly
effect described in [9].
Our study and the subsequent analysis show that the presence of a NLMR itself
cannot be taken as evidence for the presence of chiral particles. Instead, the axial
anomaly may be a more generic property of all 3D systems that is independent of
the electronic structure of a material.
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In fact, the reduction in the effective dimensionality induced by the magnetic field
that is required for a charge pumping effect to occur is also proposed to be the
origin of a NLMR in other systems including correlated 2D metals [25] and may
be the main cause for a NLMR in most systems.
7.4 Summary
In summary, the magnetoresistance (MR) of thin Bi2Se3 films with different thick-
nesses, densities and mobilities is investigated. From low-temperature angle
dependent SdH measurements the coexistence of bulk and surface carriers that
may arise due to the topological nature of our samples is demonstrated .
Studying the MR as a function of the angle between magnetic field, sample
orientation and excitation current, a strong anisotropy and a large NLMR is
found when B is aligned parallel to the excitation current I . Simple classical
considerations suggest that the MR at high tilt angles is mainly determined by
the bulk as the magnetic field is directed parallel to the plane of movement of
the 2D states. A field-dependent scattering time can explain the occurrence of a
positive MR at even room temperature but fails to describe a NLMR when I ‖ B.
By analysing different possibilities as origin for the observed NLMR, we find it
plausible that this feature is caused by an axial anomaly effect that mainly depends
on the underlying scattering mechanism and is not specific to the band structure.
This study suggests that a NLMR is thus not a specific property of a Dirac or Weyl
semi-metal and its observation is, by itself, insufficient to prove the existence of
chiral Weyl-fermions.
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Summary
In this thesis the magnetoresistance of topologically trivial and non-trivial material
systems is studied. All the experimental work has been carried out at the High
Field Magnet Laboratory (HFML) located in Nijmegen. The (high) magnetic fields
influence charge transport and lead to magnetoresistance features from which
fundamental information about the electronic structure of solids can be obtained.
Because of their relatively easy feasibility, magnetotransport studies have become
an essential step to study and understand electronic properties of (novel) material
systems.
In the first part of this thesis, the magnetoresistance response of HgTe quantum
wells is investigated. These heterostructures are known to possess a topological
phase when the thickness of the quantum well, dQW, exceeds a critical thickness,
dc.
When dQW = dc the energy spectrum is gapless and a single valley Dirac cone
is formed. Charge carriers therefore obey the relativistic Dirac equation and the
Landau level (LL) splitting in a magnetic field depends on the square root of the
magnetic field
√
B . This leads to large energy gaps and a quantized Hall resistance
is observable up to liquid nitrogen temperatures.
In chapter 4, the Dirac nature of charge carriers is shown to persist in the conduction
band even when a finite energy gap in the band structure is present in samples
with dQW above and below dc. This manifests itself in a relativistic Landau
level splitting with a proportionality of
√
B . Consequently, large energy gaps
between adjacent LLs are formed and quantum Hall modes become observable
at higher temperatures than in conventional systems. Theoretically performed
k · p-calculations of the LL dispersion are in good agreement with the extracted
values of the energy gaps that are of the order of 25 meV. Further analysis has
shown that one criterion for the high temperature limit of the quantum Hall effect
is that the energy gap between adjacent LLs Eg has exceeded the thermal energy
kBT by a factor of 8 which is comparable to the findings in graphene.
Additionally a second important ingredient for the formation of the quantum
Hall effect is investigated, namely the localisation of charge carriers. This aspect
is addressed by studying the scaling behaviour of the plateau-plateau transition
and the scaling coefficient κ = 0.45 ± 0.04 is determined in agreement with the
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theory of universal scaling. Even at elevated temperatures where for example the
electron-phonon interaction is expected to be enhanced, no change in the scaling
parameters is found.
In chapter 5, the evolution of the resistance of HgTe quantum wells in the topo-
logical phase is studied, when a large magnetic field is applied parallel to the
plane of the quantum well. The longitudinal resistance is found to decrease
monotonically as the magnetic field is increased, a feature that is accompanied
by a vanishing of non-local resistances (a hallmark of 2D topological insulators).
These observations are consistent with a proposed quantum phase transition from
a 2D topological insulator to a gapless metallic phase. In contrast to theories, the
critical magnetic field Bc where this transition takes place is found to be almost
independent of the quantum well thickness although large disorder considerably
broadens the transition regime leading to large errors in the extracted values of
Bc. High magnetic fields enable us to study the further evolution of the metallic
state and an exponentially diverging resistance is observed at the highest fields of
the experiment. From temperature dependent measurements and a residual Hall
signal in non-local measurements, it can be ruled out that this upturn in resistance
is caused by a further phase transition, but may instead be linked to a complex
interplay of electrons and holes close to the point of charge compensation.
In the second part of this thesis specific dependences of the magnetoresistance on
the magnetic field are investigated that are frequently linked to complexities of
the underlying band structure . In particular, in chapter 6 the presence of a linear
magnetoresistance (LMR), often presented as evidence for a linear dispersion, is
addressed. We have shown that such a LMR is observable in an ultra-high mobility
GaAs quantum well with a simple parabolic dispersion. The simplicity of the
system and the almost defect-free environment allows us to exclude most exotic
origins that could give rise to a LMR. Instead, this LMR is likely caused by a
small density gradient, that strongly influences measurements of the longitudinal
resistance. The presence of such a density gradient leads to a mixing of Hall
and longitudinal components of the resistivity tensor. This can severely impact
measurements of the longitudinal resistance, especially in samples which have
a low mean charge carrier concentrations and high mobilities, where the Hall
resistance rises steeply with the magnetic field and the longitudinal resistivity
component is small. At low temperatures, the LMR becomes superimposed with
quantum oscillations and the magnetoresistance follows the empirical resistance
rule that states that Rxx = dRxy/dB×α×B. The proportionality constant α of the
order of 0.03 is shown to remain almost unchanged over the whole temperature
range (0.3 K≤ T ≤ 60 K), so that this rule describes the linear magnetoresistance at
high temperatures equally well. Similar values of α have been found in previous
studies carried out on different samples with a variety of mobilities and charge
carrier concentrations so that it remains doubtful if a simple density gradient is
sufficient to explain the empirical resistance rule. At the lowest temperatures,
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in a regime beyond ν = 1, where fractional quantum Hall features are strong,
deviations from the resistance rule are identified. The specifics of these deviations
leave room for speculation that they may reflect the effective magnetic field
experienced by composite fermions. The findings described in this chapter show
that a LMR is a more generic phenomenon that, by itself, cannot be taken as direct
evidence for band structure effects.
In chapter 7, a magnetotransport study of epitaxially grown thin films of Bi2Se3 is
presented. From a detailed analysis of quantum oscillations, it is shown that both
surface and bulk transport coexist which may be a sign of the topological nature
of the band structure. The main focus of this chapter, however, are studies of the
magnetoresistance as a function of the rotation angle in different tilt configurations.
From these measurements, a large anisotropy is shown to exist which depends on
the orientation of the magnetic field with respect to the direction of the electrical
excitation. In particular, a negative longitudinal magnetoresistance (NLMR) when
the magnetic and electric fields are co-aligned is observed. Such a NLMR is
frequently presented as a unique fingerprint of chiral Weyl fermions which give
rise to the chiral anomaly. The absence of such a peculiar band structure in Bi2Se3,
however, eliminates this as a possible origin. Additionally, classical considerations
may explain a positive magnetoresistance but fail to describe a NLMR when
electric current and magnetic fields are parallel. The persistence of this NLMR
over the whole magnetic field range, in addition to the temperature and lateral
dimension independence, further eliminates a variety of possible causes for the
NLMR. The analysis of the data is, however, consistent with proposals that an
axial anomaly effect is a more generic property of all three-dimensional materials
and depends mainly on the underlying scattering mechanism.
Notably, the presence of a NLMR in the three-dimensional topological insulator
Bi2Se3 shows that this phenomenon is not unique to Weyl semi-metals.
Our studies show that extreme care has to be taken when attributing the magnetic
field dependence of the resistance to specific band structure effects or the presence
of exotic particles.

Samenvatting
In dit proefschrift werd de magnetoweerstand (MR; engl.:magnetoresistance)
van topologisch triviale en niet-triviale materiaalsystemen onderzocht. Al het
experimentele werk is uitgevoerd in het High Field Magnet Laboratory (HFML)
gelegen in Nijmegen. De (hoge) magneetvelden beïnvloeden ladingstransport en
leiden tot magnetoweerstand kenmerken waarmee fundamentele informatie over
de elektronische structuur van vaste materie kan worden verkregen. Vanwege hun
relatief eenvoudige uitvoerbaarheid zijn magnetotransport studies een essentiële
stap om elektronische eigenschappen van (nieuwe) materialen te bestuderen en te
begrijpen.
In het eerste deel van dit proefschrift hebben we de magnetoweerstand van
HgTe kwantumputten onderzocht waarvan bekend is dat ze een topologische
fase bezitten wanneer de dikte van de kwantumput dQW een kritische dikte dc
overschrijdt.
Als dQW = dc, is er geen energiekloof in het energiespectrum en er wordt een single
valley Dirac-cone gevormd. Ladingsdragers worden daarom met de relativistische
Dirac-vergelijking beschreven en de splitsing van de Landau niveaus (LLs; engl.:
Landau levels) in een magneetveld hangt af van de wortel van het magneetveld√
B . Dit leidt tot grote energiekloven en daarom is een gekwantiseerde Hall-
weerstand waarneembaar tot vloeibare stikstof temperaturen.
In hoofdstuk 4 hebben we aangetoond dat het Dirac-karakter van ladingsdragers
in de geleidingsband aanhoudt, zelfs wanneer een eindige energiekloof aanwezig
is in samples met dQW boven en onder dc. Dit manifesteert zich in een rela-
tivistische splitsing van de Landau niveaus welke evenredig is met
√
B . Deze
uitzonderlijke dispersie leidt tot grote energiekloven tussen aangrenzende LL’s
en kwantum Hall-modi kunnen bij hogere temperaturen dan in conventionele
systemen waargenomen worden. Theoretisch uitgevoerde k · p-berekeningen van
de LL-dispersie zijn in goede overeenstemming met de geëxtraheerde waarden
van de energiekloven die in de orde van grootte van 25 meV zijn. Uit de analyse
blijkt dat een criterium voor een kwantum-Hall-effect bij hoge temperaturen is
dat de energiekloof tussen aangrenzende LLs de thermische energie kBT met een
factor van 8 moet overstijgen, wat vergelijkbaar is met de bevindingen in grafeen.
Bovendien hebben wij een belangrijk tweede ingrediënt voor de vorming van het
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kwantum-Hall-effect onderzocht, namelijk de lokalisatie van ladingsdragers. We
hebben dit aspect onderzocht door het schaling van de plateau-plateau-overgang.
Hier uit is schaalcoëfficiënt κ = 0.045 ± 0.04 bepawaarald, in overeenstemming
met de theorie van universele schaling. Zelfs bij verhoogde temperaturen, waar
bijvoorbeeld versterkte elektron-fonon-interactie verwacht wordt, hebben wij geen
verandering van de schaalparameters vast kunnen stellen.
In hoofdstuk 5 is de evolutie van de weerstand van HgTe kwantumputten in de
topologische fase onder invloed van een groot magnetisch veld in het vlak van de
putten bestudeerd. We hebben gevonden dat de longitudinale weerstand met een
toenemende magneetveld monotoon afneemt, een eigenschap die gepaard gaat
met een verdwijnende niet-lokale weerstand (een kenmerk van 2D topologische
isolatoren). Deze waarnemingen komen overeen met een voorgestelde kwantum
fase-overgang van een 2D topologische isolator naar een metallische fase zonder
energiekloof. In tegenstelling tot theorieën hebben we ontdekt dat het kritische
magneetveld Bc waar deze overgang plaatsvindt, bijna onafhankelijk is van de
kwantumput dikte. Grote wanorde in de overgangsregime verbreed echter het
overgang aanzienlijk en de geëxtraheerde waardes van Bc hebben grote fouten.
Het hoge magneetveld laat ons het verdere verloop van de magnetoweerstand in
deze veldgeïnduceerde (semi-)metallische fase onderzoeken, waar de weerstand
exponentieel divergeert bij de hoogste velden van het experiment. Door middel
van temperatuur afhankelijke metingen en een residueel Hall-signaal in niet-lokale
metingen, hebben we uitgesloten dat deze verhoging van de weerstand wordt
veroorzaakt door een extra fase-overgang. Waarschijnlijk is de verhoging echter
gekoppeld aan een complex samenspel van elektronen en gaten dicht bij het punt
van ladingscompensatie.
In het tweede deel van dit proefschrift hebben we specifieke afhankelijkheden van
de magnetoweerstand op het magneetveld onderzocht die vaak verbonden zijn
met de complexiteit van de onderliggende bandenstructuur. Vooral in hoofdstuk 6
werd de aanwezigheid van een lineaire magnetoweerstand (LMR) onderzocht,
welke vaak als bewijs voor een lineaire dispersie wordt gebruikt. We hebben
aangetoond dat een dergelijk LMR waarneembaar is in een GaAs kwantumput
met ultra-hoge mobiliteit en een eenvoudige parabolische dispersie. Door de
eenvoud van het systeem en een bijna defect-vrije omgeving kunnen we de meeste
exotische verklaringen, die aanleiding kunnen geven tot een LMR, uitsluiten. In
plaats daarvan vinden we dat de LMR waarschijnlijk wordt veroorzaakt door een
klein dichtheidsgradiënt, die de metingen van de longitudinale weerstand sterk
beïnvloedt. De aanwezigheid van een dergelijke dichtheidsgradiënt leidt tot een
menging van Hall- en longitudinale componenten van de resistiviteitstensor. Dit
kan de meting van de longitudinale weerstand ernstig beïnvloeden, vooral in
samples met lage, gemiddelde ladingsdragers concentraties en hoge mobiliteiten,
waarbij de Hall-weerstand sterk stijgt met het magneetveld en de component van
de longitudinale weerstand klein is. Bij lage temperaturen worden kwantumoscil-
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laties bovenop de LMR duidelijk en de MR volgt de empirische weerstandsregel
die aangeeft dat Rxx = dRxy/dB × α × B. We hebben gevonden dat de propor-
tionaliteitsconstante α in de orde van 0.03 blijft over het gehele temperatuurbereik
(0.3 K ≤ T ≤ 60 K), zodat deze regel de lineaire magnetoweerstand bij hoge tem-
peraturen net zo goed beschrijft als bij lage temperaturen. Vergelijkbare waarden
van α zijn in eerdere studies gevonden met samples met verschillende mobiliteiten
en dichtheden. Het blijft dus twijfelachtig of een eenvoudig dichtheidsgradiënt
alleen voldoende is om de empirische weerstandsregel te verklaren. Bij de laagste
temperaturen, in een bereik voorbij ν = 1, waar het fractionele kwantum-Hall-
effect sterk is, hebben we afwijkingen van de weerstandsregel kunnen identificeren.
De specifieke vorm van deze afwijkingen laat ruimte voor speculatie dat ze door
het effectieve magneetveld dat composite fermions ervaren, worden veroorzaakt.
Onze resultaten laten zien dat een LMR een algemener fenomeen is, wat op zichzelf
niet gebruikt kan worden als direct bewijs van bandenstructuureffecten.
In hoofdstuk 7 werd een magnetotransportstudie van epitaxiaal gegroeide dunne
films van Bi2Se3 presenteert. Door een gedetailleerde analyse van kwantumoscil-
laties werd aangetoond dat zowel oppervlakte- als bulktransport naast elkaar
bestaan, wat een teken kan zijn van de topologische aard van de bandenstructuur.
De focus van dit hoofdstuk ligt echter op de magnetoweerstand als een functie van
de rotatiehoek in verschillende configuraties. Uit deze metingen bleek dat er een
grote anisotropie bestaat die afhankelijk is van de oriëntatie van het magneetveld
ten opzichte van de elektrische excitatie. In het bijzonder vonden we een negatieve
longitudinale magnetoweerstand (NLMR) wanneer de magnetische en elektrische
velden parallel zijn. Een dergelijke NLMR wordt vaak gepresenteerd als unieke
vingerafdruk van chirale Weyl fermionen die aanleiding geven tot de chirale
anomalie. De afwezigheid van een dergelijke unieke bandenstructuur in Bi2Se3
elimineert dit echter als een mogelijke oorsprong. Bovendien kunnen klassieke
overwegingen een positieve magnetoweerstand verklaren, maar zij falen om een
NLMR te beschrijven wanneer de elektrische stroom en het magneetveld parallel
zijn. Het aanhouden van dit kenmerk over het gehele bereik van het magneetveld,
in combinatie met een onafhankelijkheid van de temperatuur en laterale dimensie
elimineert andere mogelijke oorzaken voor de NLMR. De analyse van onze data
is echter consistent met het voorstel dat een axiaal anomalie een algemenere
eigenschap is van alle driedimensionale materialen en voornamelijk afhangt van
het onderliggende verstrooiingsmechanisme. Met name de aanwezigheid van
een NLMR in de driedimensionale topologische isolator Bi2Se3 laat zien dat dit
fenomeen niet uniek is voor Weyl-halfmetalen.
Onze studies laten zien dat uiterste zorg in acht moet worden genomen bij het
toekennen van de magneetveldafhankelijkheid van de weerstand aan specifieke
bandenstructuureffecten of de aanwezigheid van exotische deeltjes.
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