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CAPI´TULO 1
Introduccio´n general a la memoria
Podra´ suceder que volva´is a vuestra tesis incluso decenas de an˜os ma´s tarde. Pues habra´ sido
como vuestro primer amor y os resultara´ dif´ıcil olvidarla. En el fondo, habra´ sido la primera
vez que hace´is un trabajo cient´ıfico serio y riguroso, lo cual como experiencia no es poco.
Umberto Eco Co´mo se hace una tesis
Quiza´ uno de los momentos ma´s cr´ıticos en la elaboracio´n de la memoria de tesis
consista precisamente en escoger el t´ıtulo. E´ste debe dar una idea ajustada de su conte-
nido sin resultar, al mismo tiempo, demasiado farragoso, pretensio´n que podr´ıa impulsar
a un candidato “temerario” a decantarse por una fo´rmula excesivamente lapidaria que
luego ser´ıa puesta en evidencia por las inevitables limitaciones de su trabajo. En el otro
extremo, un candidato “t´ımido” preferir´ıa refugiarse en un t´ıtulo de varios renglones,
con puntos, pare´ntesis y poco menos que notas al pie, con el fin de evitar toda sombra
de deshonestidad cient´ıfica. Y dado que ninguna de estas elecciones extremas goza de
buena acogida entre los directores de tesis, la pra´ctica ma´s habitual consiste en recurrir
a una solucio´n de compromiso.
E´sa ha sido la decisio´n finalmente adoptada en el caso que nos ocupa, escogiendo
un t´ıtulo que, sin llegar a encontrarse completamente satisfactorio, s´ı nos ha parecido
capaz de reunir con acierto los muy diversos trabajos realizados en estos cinco an˜os de
investigacio´n, unidos todos ellos por el hecho de referirse al uso como cristales foto´nicos
de estructuras basadas en la geometr´ıa de los o´palos artificiales.
Los cristales foto´nicos, resultado de la extensio´n del concepto de periodicidad a los
problemas electromagne´ticos, constituyen uno de los avances ma´s significativos de la
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ciencia de materiales en los u´ltimos quince an˜os a causa de sus enormes posibilidades
tecnolo´gicas, motivo por el cual han venido siendo objeto de un intenso trabajo teo´rico
y experimental en el que tambie´n debe inscribirse la presente investigacio´n.
Dentro de un marco tan amplio, la eleccio´n de los o´palos artificiales como tema
concreto de nuestro estudio tuvo su origen en las innegables ventajas de ı´ndole pra´ctica
que presentan dichos sistemas, aunque tampoco tenemos inconveniente en reconocer que
esta decisio´n se ve´ıa especialmente favorecida por la intensa y fruct´ıfera relacio´n cient´ıfica
que nos une al Grupo de Cristales Foto´nicos del ICMM, l´ıder mundial en la fabricacio´n
y caracterizacio´n de este tipo de estructuras.
Con respecto a las l´ıneas generales de elaboracio´n de la memoria, me gustar´ıa destacar
que el criterio escogido para presentar los resultados atiende antes al tipo de estructura
estudiada que al desarrollo cronolo´gico de la investigacio´n. Consecuentemente, trabajos
ba´sicamente contempora´neos aparecen en cap´ıtulos distintos y viceversa. La bibliograf´ıa
relacionada con el contenido de cada cap´ıtulo se incluye siempre al final del mismo, con
el objeto de hacer ma´s manejable la lista de referencias. Por lo dema´s, se ha intentado (al
lector le corresponde juzgar con que´ e´xito) violentar el idioma lo menos posible, aunque
el uso de te´rminos como “gap” o “scattering” resulta poco menos que inevitable. En lo
que a convenciones tipogra´ficas se refiere, so´lo cabe sen˜alar el empleo de la negrita en la
primera mencio´n de cada concepto f´ısico sustantivo, aunque tambie´n se ha hecho un uso
excepcional de la misma para resaltar algunos de los enunciados de mayor importancia.
Y como no parece sensato negar los propios or´ıgenes, es de justicia reconocer que
todo el tratamiento formal y conceptual del electromagnetismo a lo largo de la memoria
esta´ fuertemente impregnado de las te´cnicas, convenciones (¡y man´ıas!) de la f´ısica de la
materia condensada, cuyo conocimiento se supone impl´ıcitamente al lector, aunque no
hasta al punto de resultar imprescindible para la comprensio´n de lo expuesto.
Estructura de la memoria
Despue´s de esta pequen˜a introduccio´n, la tesis propiamente dicha se inicia con el
Cap´ıtulo 2, en el que se presentan los sistemas f´ısicos objeto de estudio junto a las
herramientas teo´ricas necesarias para este propo´sito.Tambie´n se incluyen algunas consi-
deraciones histo´ricas y una breve descripcio´n de los distintos tipos de cristales foto´nicos.
El Cap´ıtulo 3 se dedica por entero a una revisio´n de los diversos me´todos nume´ricos
empleados para el ca´lculo de bandas y espectros en el transcurso de la presente investi-
gacio´n, sen˜alando sus ventajas e inconvenientes y el grado de fiabilidad de los resultados
obtenidos con cada uno de ellos.
3La descripcio´n de co´mo es posible llegar a la caracterizacio´n de las propiedades de
simetr´ıa del campo electromagne´tico a partir de diversos resultados formales de la Teor´ıa
de Representaciones constituye el objeto del Cap´ıtulo 4. Pese a ser el que ma´s se aparta
formalmente del resto, su inclusio´n nos ha parecido necesaria para dar un respaldo so´lido
al concepto de autoestado “no accesible”.
En los Cap´ıtulos 5 y 6 se presentan los resultados originales, separados en dos grupos
en funcio´n de si la estructura objeto de estudio es un o´palo “desnudo” o bien cualquier
otra de las tambie´n basadas en el ensamblaje de nanopart´ıculas esfe´ricas. A la exposicio´n
de resultados le sigue la de las conclusiones generales recogidas en el Cap´ıtulo 7, u´ltimo
de entre los que componen el cuerpo principal de la memoria.
Finalmente, los Ape´ndices, en los que se recogen algunos detalles te´cnicos relaciona-
dos con la Teor´ıa de Representaciones que pueden resultar interesantes para los lectores
ma´s familiarizados con su formalismo.

CAPI´TULO 2
¿Cristales foto´nicos?
A medida que sub´ıa ahora los agotadores e interminables escalones se sent´ıa acosado y
sorprendido por su casi infinitud. Pero no se trataba del horror de un suen˜o o de algo que
podr´ıa ser una exageracio´n o una alucinacio´n. Su infinitud era ma´s como la vac´ıa infinitud
de la aritme´tica, algo impensable, y, sin embargo, necesario para el pensamiento.
G. K. Chesterton El hombre que era Jueves
En este cap´ıtulo se presentan los sistemas f´ısicos objeto de estudio junto a las herramien-
tas teo´ricas necesarias para este propo´sito. Tambie´n se incluyen algunas consideraciones
histo´ricas y una breve descripcio´n de los distintos tipos de cristales foto´nicos.
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Figura 2.1 : Ilustracio´n esquema´tica del concepto de cristal foto´nico en 1, 2 y 3 dimensiones,
tomada de [Sakoda01]. Los distintos colores de los materiales A y B simbolizan la diferencia en sus
ı´ndices de refraccio´n. La letra a indica el para´metro de red del sistema.
2.1. Introduccio´n
Puestos a comenzar, lo ma´s razonable es hacerlo por el principio, es decir, definiendo
cristal foto´nico como un sistema con una modulacio´n perio´dica en su ı´ndice de
refraccio´n.1 As´ı, una multicapa como las que se utilizan comu´nmente en o´ptica podr´ıa
considerarse un cristal foto´nico unidimensional, que en el caso ma´s simple posible estar´ıa
compuesto por la superposicio´n de capas alternas de dos materiales A y B con distinto
ı´ndice de refraccio´n. Como muestra la Fig. 2.1, la extensio´n del concepto a dos y tres
dimensiones es enteramente trivial. El periodo a de la repeticio´n vendr´ıa a constituir
as´ı el para´metro de red de nuestra estructura, en un sentido ana´logo al de las redes
ato´micas cristalinas.
Como el lector quiza´ ya conozca, la caracter´ıstica ma´s interesante de estos sistemas
es la aparicio´n de un rango de frecuencias prohibidas (gap) para la propagacio´n de
la radiacio´n electromagne´tica en determinadas direcciones del espacio. Pero, para lle-
gar a ese punto, se hace necesario retroceder un poco: desde los inicios de la aplicacio´n
de las te´cnicas de la meca´nica cua´ntica a los sistemas cristalinos, es bien conocido que
los electrones dentro de un so´lido, al verse afectados por la distribucio´n perio´dica de
potencial creada por la ordenacio´n de los a´tomos, experimentan feno´menos de interfe-
rencia destructiva que provocan la aparicio´n de bandas de energ´ıa prohibidas para la
propagacio´n electro´nica dentro del cristal. Y ha sido precisamente la utilizacio´n cada vez
1Como una primera aproximacio´n “ingenua” a este concepto, podemos decir que el ı´ndice de refraccio´n
n de un material nos da una idea de “cua´nto ma´s despacio” se propaga a trave´s del mismo una onda
electromagne´tica, en comparacio´n con el vac´ıo.
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Figura 2.2 : Realizaciones ma´s comunes de los cristales foto´nicos en 1 (a), 2 (b) y 3D (c). En
la parte inferior se simboliza la ma´xima extensio´n direccional posible del intervalo de frecuencias
prohibidas en cada una de las situaciones. (Reelaborado a partir de [Meseguer99])
ma´s ha´bil de esta propiedad la que ha permitido el espectacular avance de la f´ısica de
semiconductores, que a su vez ha revolucionado la ciencia de materiales, la tecnolog´ıa e
incluso la vida cotidiana en los u´ltimos cincuenta an˜os.
Pues bien, tal y como ya sen˜alaron varios trabajos publicados desde finales de los an˜os
setenta del pasado siglo, es posible generalizar los conceptos de la f´ısica electro´nica2 a un
nuevo tipo de sistemas en los que la modulacio´n perio´dica del ı´ndice de refraccio´n sustitu-
ye a la del potencial ato´mico, y el campo electromagne´tico a los electrones.3 Continuando
la analog´ıa con los sistemas electro´nicos, no es dif´ıcil entender que la aparicio´n de un
rango de frecuencias prohibidas para la propagacio´n de la radiacio´n electromagne´tica en
cualquier direccio´n dentro del material no puede lograrse sin el control de las propiedades
o´pticas del sistema en las tres dimensiones del espacio. Esta es precisamente la idea que
se quiere plasmar en la parte inferior de la Fig. 2.2, que tambie´n nos sirve para introducir
las realizaciones ma´s comunes de los cristales foto´nicos: en el caso unidimensional (la´mi-
nas), se puede evitar la propagacio´n de la luz a lo largo de la direccio´n caracter´ıstica, en
el de dos dimensiones (red de cilindros), se puede suprimir en un plano, y en el de tres
(red de esferas), en todo el espacio.
2En la seccio´n 2.4 se discutira´ con algu´n detalle la espinosa cuestio´n de a quie´n corresponde tal me´rito.
3No´tese que la denominacio´n de cristal foto´nico entran˜a un cierto “abuso de notacio´n”, ya que en
la mayor´ıa de los casos la introduccio´n expl´ıcita del formalismo cua´ntico para la descripcio´n del campo
electromagne´tico no es estrictamente necesaria.
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Pese a ser una condicio´n necesaria, la periodicidad tridimensional no basta, sin em-
bargo, para garantizar la presencia de un gap completo. En primer lugar, debemos tener
en cuenta que el cara´cter intr´ınsecamente vectorial del campo electromagne´tico introdu-
ce un grado de libertad adicional en el problema: la polarizacio´n. As´ı, el rango absoluto
de frecuencias prohibidas viene ahora determinado por el solapamiento entre los de los
dos posibles estados (vertical y horizontal, TE y TM, s y p. . . ) en los que siempre puede
descomponerse cualquier polarizacio´n arbitraria del campo, una condicio´n mucho ma´s
restrictiva que la del caso escalar. Adema´s, otra serie de factores como el contraste de
ı´ndices entre los distintos componentes, el tipo de red cristalina, el factor de llena-
do4 o la conectividad del sistema tambie´n han de ser tenidos en cuenta. En te´rminos
generales, puede decirse que la configuracio´n ma´s favorable para la aparicio´n de un gap
completo es la de una red cristalina con una Primera Zona de Brillouin lo ma´s
iso´tropa posible, un elevado contraste de ı´ndices de refraccio´n entre sus componentes,
un factor de llenado alto para el de menor ı´ndice y una conectividad del tipo network,
es decir, con las zonas de mayor ı´ndice de refraccio´n formando un dominio conexo.5
A causa de su indisoluble asociacio´n con feno´menos de interferencia mu´ltiple, el
concepto mismo de “cristal foto´nico” so´lo tiene sentido cuando la modulacio´n espacial
del ı´ndice de refraccio´n es del orden de la del campo electromagne´tico (o sea, de su
longitud de onda λ), es decir cuando el medio no es homoge´neo a los efectos de la
propagacio´n de la luz. La condicio´n λ ∼ a se convierte as´ı en el indicador de la escala
de operacio´n del dispositivo, que intentaremos ajustar a nuestra mejor conveniencia:
cent´ımetros para el rango de microondas, micras para el del infrarrojo y centenares de
nano´metros en el caso de la luz visible. Como consecuencia directa de dicha condicio´n,
obtener intervalos de frecuencias prohibidas por debajo del infrarrojo constituye un reto
tecnolo´gico nada trivial, al implicar modulaciones por debajo de la micra en el ı´ndice de
refraccio´n del sistema. Afortunadamente, los continuos avances de la nanotecnolog´ıa y
la ciencia de materiales han logrado resolver con bastante e´xito ese tipo de problemas
te´cnicos, permitiendo la construccio´n de sistemas reales ana´logos a los de la Fig. 2.2.
Sirvan como ejemplo las ima´genes de microscop´ıa electro´nica de barrido (SEM)
que se muestran en la Fig. 2.3, sacadas de la literatura cient´ıfica ma´s reciente.6
4Entendido como porcentaje de los diversos componentes sobre el volumen total.
5El ana´lisis del significado f´ısico y la importancia relativa de cada uno de esos factores excede con
mucho nuestros objetivos y ha sido objeto de un estudio exhaustivo durante los u´ltimos quince an˜os,
por lo que nos vamos a limitar (al menos por el momento) a dar por buenos estos criterios sin entrar en
ma´s detalles, que s´ı pueden encontrarse en [Joannopoulos95] (obra de referencia ba´sica y principal del
campo) y tambie´n en otros trabajos ma´s espec´ıficos como [Ho90], [Chan94] o [Busch98].
6Para obtener una idea general de los u´ltimos avances en el campo, remitimos al lector interesado a
[Soukoulis01b] y [Adibi02].
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Figura 2.3 : Ima´genes SEM de cristales foto´nicos reales sacadas de la literatura. (a) Estructura de
capas alternas de Si y SiO2, referida como espejo Bragg λ/4 en [Patrini02]. (b) Red hexagonal de
cilindros de aire en un sustrato de AlGaAs, empleada como espejo para una cavidad la´ser en [Happ00].
(c) Imagen de la cara {111} de una estructura diamante de esferas de SiO2, en [Garc´ıa-Santamar´ıa02].
(d) Imagen de la cara {110} de una estructura fcc de esferas de aire en Si, en [Blanco00].
Resulta obvio que el control directo de las propiedades o´pticas, en conjuncio´n con
otras te´cnicas bien asentadas tales como la holograf´ıa o la transmisio´n de sen˜al a
trave´s de fibra o´ptica, ofrece innumerables posibilidades desde el punto de vista de las
aplicaciones tecnolo´gicas, entre las que no podemos dejar de mencionar el ya cla´sico
ejemplo de la inhibicio´n de la emisio´n esponta´nea, propuesto por vez primera en
[Yablonovitch87]: si en un sistema con inversio´n de poblacio´n se hiciera coincidir la banda
de energ´ıas prohibidas con la frecuencia de decaimiento radiativo, se podr´ıa reducir
dra´sticamente el umbral de corriente necesario para lograr dicha inversio´n de poblacio´n,
lo cual permitir´ıa construir la´seres mucho ma´s eficientes que los actuales.
Dejando de lado ese ejemplo, en el que, al igual que en otros como las gu´ıas de on-
da con curvas en a´ngulo recto, los multiplexores o las antenas direccionales, se utilizan
las propiedades foto´nicas desde un punto de vista meramente accesorio (para evitar las
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pe´rdidas), es posible plantarse un avance ma´s fundamental: si en comparacio´n con los
cristales ato´micos, el cambio de los electrones por el campo electromagne´tico permite
esquivar los inconvenientes (disipacio´n de calor y polucio´n electromagne´tica) que pre-
senta el movimiento de part´ıculas con carga a velocidades cada vez ma´s elevadas, no
es dif´ıcil intuir que la continuacio´n natural de esta sustitucio´n es el uso de los cristales
foto´nicos como el fundamento de un nuevo paradigma cient´ıfico-tecnolo´gico basado en
la computacio´n o´ptica.7 Y aunque a d´ıa de hoy este propo´sito este´ au´n muy lejos de
convertirse en realidad, no cabe duda de que sera´ uno de los retos ma´s apasionantes de la
ciencia de materiales en el pro´ximo futuro. En cualquier caso, a nosotros nos sirve para
concluir esta pequen˜a parte introductoria y comenzar el desarrollo de conceptos f´ısicos
ma´s rigurosos.
2.2. Planteamiento formal del problema
Desde un punto de vista meramente formal, la principal conclusio´n de la seccio´n
anterior es que nos enfrentamos al problema de la propagacio´n de la luz en un me-
dio material compuesto por diversos dominios (conexos o no) con ı´ndice de refraccio´n
uniforme, distribuidos perio´dicamente.
Figura 2.4 : Interpretacio´n picto´rica de un cristal foto´nico como distribucio´n perio´dica de
dominios con ı´ndice de refraccio´n uniforme.
7[McGurn00] y [John01] constituyen buenos ejemplos de recientes trabajos en ese sentido.
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Las herramientas ma´s u´tiles para estudiar este tipo de sistemas son, naturalmente,
las ecuaciones de Maxwell en su versio´n macrosco´pica8, es decir
∇ ·B = 0 (2.1)
∇×E+ 1
c
∂B
∂t
= 0 (2.2)
∇ ·D = 4piρ (2.3)
∇×H− 1
c
∂D
∂t
=
4pi
c
J (2.4)
donde E y H son, respectivamente, los campos ele´ctrico y magne´tico macrosco´pi-
cos, D el campo de desplazamiento, B el campo de induccio´n magne´tica, ρ y
J las densidades de carga y corriente libres y c el mo´dulo de la velocidad de la
luz en el vac´ıo.
A partir de esta su expresio´n ma´s general, vamos a imponer una serie de restricciones
para simplificar el problema. En primer lugar, supondremos que en el material no hay
ni corrientes ni cargas libres (ρ = 0; J = 0), con lo que todos los miembros a la derecha
de las ecuaciones van a ser estrictamente iguales a cero:
∇ ·B = 0 (2.5)
∇×E+ 1
c
∂B
∂t
= 0 (2.6)
∇ ·D = 0 (2.7)
∇×H− 1
c
∂D
∂t
= 0 (2.8)
A continuacio´n, a la hora de establecer las relaciones constitutivas entre los campos
E, H, D y B dentro de cada dominio, consideraremos:
1. Que la permeabilidad magne´tica µ es aproximadamente igual a la unidad, con
lo que podemos sustituir B por H en (2.5) y (2.6).
2. Que la intensidad de los campos involucrados es lo suficientemente baja como para
despreciar los efectos no lineales en la relacio´n entre E y D. Es decir,
D =←→ε E+O(E2) (2.9)
8De acuerdo con la convencio´n ma´s frecuente en la literatura, se empleara´ de aqu´ı en adelante el
sistema gaussiano de unidades, con indicacio´n expresa de las eventuales excepciones.
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3. Que el medio es iso´tropo,9 de forma que los campos D y E se relacionan por medio
de una funcio´n escalar.
En este nuevo lenguaje en el que la permitividad diele´ctrica10 sustituye al ı´ndice
de refraccio´n, resulta conveniente definir la funcio´n diele´ctrica global. Si expresamos
nuestro sistema S como la unio´n de diversos dominios homoge´neos S = S1∪S2∪· · · ,
entonces
ε(r) =

ε1 si r ∈ S1
ε2 si r ∈ S2
...
...
εi si r ∈ Si
...
...
(De aqu´ı en adelante, nos referiremos siempre a este objeto como “funcio´n diele´ctrica”,
sin ma´s precisiones.)
Despue´s de las consideraciones anteriores, el problema inicial quedar´ıa reducido a un
sistema de ecuaciones diferenciales acopladas sobre los campos E y H:
∇ ·H = 0 (2.10)
∇×E+ 1
c
∂H
∂t
= 0 (2.11)
∇ · εE = 0 (2.12)
∇×H− ε
c
∂E
∂t
= 0 (2.13)
Olvide´monos por un momento de las ecuaciones (2.10) y (2.12). Manipulando convenien-
temente las otras dos, podemos transformarlas en ecuaciones diferenciales independientes
para E y H:
1
ε
∇× (∇×E) = − 1
c2
∂2E
∂t2
(2.14)
∇×
(
1
ε
∇×H
)
= − 1
c2
∂2H
∂t2
(2.15)
9El cara´cter tensorial de ε no supondr´ıa un obsta´culo insalvable, pero complicar´ıa innecesariamente
el resto de la argumentacio´n. Un buen ejemplo de co´mo tratar sistemas aniso´tropos puede encontrarse
en [Busch99].
10Es posible generalizar el concepto de ı´ndice de refraccio´n, definiendo un nc = n+ iκ que se relaciona
con la permitividad ε por medio de la expresio´n n2c = µε. Para ma´s detalles, consu´ltese cualquier libro
de o´ptica electromagne´tica, como por ejemplo [Cabrera93].
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Aunque hasta este momento no hayamos entrado a considerar la dependencia tem-
poral de los campos, la forma de (2.14) y (2.15) sugiere la conveniencia de intentar una
separacio´n de variables, en el mejor estilo de los me´todos matema´ticos de la f´ısica.
Si suponemos que E(r, t) = f(t)E˜(r) y realizamos las sustituciones oportunas,11
1
ε
(
f(t)
∂2E˜j
∂xj∂xi
− f(t)δij ∂
2E˜j
∂xl∂xl
)
= −E˜i
c2
d2f(t)
dt2
(2.16)
no tardaremos en darnos cuenta de que es posible agrupar cada tipo de variables en un
lado de la ecuacio´n, lo que nos permite introducir una constante de separacio´n y
tratar la dependencia temporal de E como un problema independiente:
c2
ε
(
1
E˜i
∂2E˜j
∂xj∂xi
− 1
E˜i
δij
∂2E˜j
∂xl∂xl
)
= − 1
f(t)
d2f(t)
dt2
= ω2 (2.17)
A la vista de (2.17), la interpretacio´n f´ısica de la constante ω2 parece evidente: la
dependencia temporal del campo ele´ctrico E puede expandirse en modos armo´nicos12
de frecuencia ω. Habida cuenta de que es posible efectuar el mismo tipo de separacio´n
para el campo H, llegamos finalmente a las expresiones (2.18) y (2.19), que, pese a la
ausencia de tildes, deben entenderse como relativas so´lo a la parte espacial de los campos.
1
ε(r, ω)
∇× (∇×E) =
(ω
c
)2
E (2.18)
∇×
(
1
ε(r, ω)
∇×H
)
=
(ω
c
)2
H (2.19)
Parecer´ıa entonces que podr´ıamos limitarnos a resolver13 un problema vectorial
de autovalores sobre el campo de nuestra eleccio´n y utilizar despue´s las relaciones
(2.11) y (2.13) para calcular el otro. Sin embargo, no conviene olvidar que cualquier
campo electromagne´tico con sentido f´ısico debe cumplir todas las ecuaciones de Max-
well, es decir, tambie´n debe ser solucio´n de (2.10) y (2.12). Esta restriccio´n excluye a
11Con el fin de conseguir una notacio´n compacta que haga patente la validez del procedimiento de
separacio´n de variables, se ha introducido la expresio´n general para el “elemento de matriz” en la parte
izquierda de (2.14), haciendo uso del convenio de Einstein para las sumas sobre todas las variables
espaciales. El s´ımbolo δij representa la bien conocida delta de Kronecker.
12La forma funcional de f(t) consistir´ıa en una combinacio´n lineal de senos y cosenos que verificara
las condiciones iniciales de nuestro problema. Sin embargo, es pra´ctica comu´n introducir la dependencia
temporal como una fase, de modo que E(r, t) = E˜(r)eiωt. Este artificio tiene como consecuencia que la
parte espacial del campo ele´ctrico se convierta a su vez en una cantidad compleja, pero para mantener
su sentido f´ısico bastara´ con que nos limitemos a considerar la parte real.
13En el caso ma´s general, de forma autoconsistente.
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todos los autovalores no transversales14 de (2.18) y (2.19), si bien tampoco supone un
gran problema pra´ctico, ya que, tal y como se detallara´ en el Cap´ıtulo 3, siempre nos
sera´ posible imponer a priori la transversalidad de la soluciones.
2.2.1. Estructura de bandas
Desde el comienzo de este cap´ıtulo, venimos repitiendo que los cristales foto´nicos se
caracterizan por la variacio´n perio´dica de su ı´ndice de refraccio´n. ¿Que´ aporta, pues, la
periodicidad, o lo que es lo mismo, la invariancia del sistema bajo traslaciones primi-
tivas, a la resolucio´n de las ecuaciones (2.18) y (2.19)? Ni ma´s ni menos que permitirnos
introducir la “versio´n electromagne´tica” del Teorema de Bloch:
Teorema de Bloch. Si ε(r+R) = ε(r) para todo vector R de una Red de Bravais,
es posible expresar las autofunciones de (2.18) y (2.19)como el producto de una onda
plana por una funcio´n vectorial que posea la periodicidad de la red cristalina:
E(r) = Enk(r) = unk(r)eik·r (2.20)
H(r) = Hnk(r) = vnk(r)eik·r (2.21)
donde unk(r) y unk(r) satisfacen
unk(r+R) = unk(r) (2.22)
vnk(r+R) = vnk(r) (2.23)
Este resultado, cuya demostracio´n formal se pospondra´ hasta el Cap´ıtulo 4, es ana´lo-
go al de los electrones sometidos a un potencial perio´dico y admite una interpretacio´n
netamente operativa: es posible etiquetar las soluciones de nuestro problema por medio
de dos ı´ndices, uno escalar n y el otro vectorial k. El primero las ordena segu´n el valor
creciente de sus autovalores, mientras que el segundo nos informa de sus propiedades ba-
jo las traslaciones de la red de Bravais del sistema. De hecho, cualquier solucio´n con un
k arbitrario puede identificarse con otra dentro de la Primera Zona de Brillouin (1a ZB),
de modo que el problema de autovalores queda reducido al ca´lculo de una estructura
de bandas a lo largo de las direcciones de alta simetr´ıa en la parte irreducible de la
1a ZB, conforme a las convenciones habituales en la f´ısica de la materia condensada15.
14Es decir, con divergencia no nula. Evidentemente, en el caso del campo ele´ctrico, la transversalidad
debe exigirse a εE.
15Ve´anse, por ejemplo, las referencias [Ashcroft76] y [Kittel95].
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Pero antes de mostrar una estructura de bandas, debemos decir algo sobre una de las
propiedades ma´s caracter´ısticas de los problemas electromagne´ticos: la escalabilidad de
las soluciones, es decir, la posibilidad de establecer una relacio´n directa entre problemas
que so´lo difieren en una contraccio´n o expansio´n de su escala de longitudes:
Imaginemos resueltas las ecuaciones (2.18) y (2.19) para una determinada configuracio´n
de la funcio´n diele´ctrica ε(r) y tratemos de averiguar en que´ se diferenciar´ıan sus solucio-
nes del caso en el que se hubiera empleado ε′(r) = ε(r/α), es decir, la misma funcio´n, pero
comprimida o expandida segu´n un pa´rametro α. Como primer paso, transformaremos
(2.18) y (2.19) introduciendo el cambio de variable r′ = αr :
α
ε(r′/α)
∇′ × (α∇′ ×E(r′/α)) =
(ω
c
)2
E(r′/α) (2.24)
α∇′ ×
(
α
ε(r′/α)
∇′ ×H(r′/α)
)
=
(ω
c
)2
H(r′/α) (2.25)
Dado que segu´n nuestra anterior definicio´n ε(r′/α) = ε′(r′), no tenemos ma´s que rea-
grupar los para´metros para obtener
1
ε′(r′)
∇′ × (∇′ ×E(r′/α)) =
( ω
αc
)2
E(r′/α) (2.26)
∇×
(
1
ε′(r′)
∇′ ×H(r′/α)
)
=
( ω
αc
)2
H(r′/α) (2.27)
con lo que ya no queda ma´s que introducir los “autoestados escalados” E′ y H′ y recupe-
rar formalmente (2.18) y (2.19). . . con unos nuevos autovalores ω′ = ω/α. En definitiva,
un cambio en la escala de longitudes se traduce en una simple modificacio´n de la escala
de energ´ıa de los autovalores, sin introducir ninguna otra diferencia significativa en la
f´ısica del problema, ya que los autoestados de ambas configuraciones mantienen una
relacio´n de semejanza16.
Esta propiedad resulta muy u´til al permitir, por ejemplo, ensayar en la escala de
microondas las configuraciones de dispositivos que se quieren operar en el infrarrojo.
Por otra parte, como el valor del para´metro α bien puede ser 1/a, introduce adema´s una
diferencia clave con respecto a los cristales electro´nicos, al privar al para´metro de red
a de su cara´cter de longitud fundamental. Sin embargo, no conviene perder de vista
que todo lo dicho se limita a los casos en los que se cumple la relacio´n
ε(r, ω) = ε(r, ω/α) (2.28)
16En el sentido matema´tico del te´rmino.
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Figura 2.5 : Estructura de bandas foto´nicas a lo largo de las direcciones de alta simetr´ıa de la
Primera Zona de Brillouin, calculada para una red diamante de esferas de aire rodeadas por un material
diele´ctrico con ε = 12 y un factor de llenado del 50%. Los valores de la energ´ıa se representan en
unidades reducidas adimensionales.
ya que de no ser as´ı la solucio´n autoconsistente de las ecuaciones proporcionar´ıa unos
resultados cualitativamente distintos. En todo caso, existe un gran nu´mero de materiales
diele´ctricos que s´ı verifican (2.28) en un rango lo suficientemente amplio.
Cuando se encuentra presente, la escalabilidad tambie´n nos permite utilizar unida-
des reducidas para la energ´ıa. Suponiendo que α = 1/a, los autovalores de las ecuacio-
nes vendra´n dados en unidades de ωa/c. Basta con an˜adir el factor 2pi que reconcilia a
ω con su habitual significado de velocidad angular para darnos cuenta de que los auto-
valores de nuestro sistema se pueden expresar en unas nuevas unidades sin dimensiones
por medio de las cuales es posible relacionar directamente la longitud caracter´ıstica del
mismo con la del campo incidente, haciendo innecesaria la repeticio´n del ca´lculo para
cada posible configuracio´n:
ωa
c
→ ωa
2pic
=
a
λ
(2.29)
Y es en esas unidades en las que se representan las bandas de la Fig. 2.5, que nos sirven
para poner fin a este apartado.
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2.2.2. Sistemas Finitos
Despue´s de haber estudiado con detalle las ventajas de la periodicidad para la resolu-
cio´n de las ecuaciones de Maxwell, el siguiente paso ha de ser sin duda preguntarnos co´mo
es posible conjugar semejantes condiciones de contorno con las aplicaciones pra´cticas en
sistemas reales de las que venimos hablando desde el principio del cap´ıtulo. . . sobre todo
si tenemos en cuenta que, en un sentido estricto, so´lo los sistemas infinitos pueden ser
perio´dicos. Puesto que, por razones obvias, ese no puede ser el caso, deberemos adoptar
un punto de vista ma´s laxo en el que “infinito” venga a querer decir “lo suficientemente
grande” y arregla´rnoslas para conseguir recuperar las propiedades de los sistemas infini-
tos con otros que no lo son, una vez que hayamos determinado17 cua´nto deben extenderse
en el espacio para que podamos ignorar el efecto de sus fronteras.
Sistemas perio´dicos en el plano
Como un primer paso, consideraremos el caso de un sistema perio´dico en dos di-
recciones del espacio, pero finito en la tercera. Aunque a primera vista pueda parecer
un supuesto excesivamente acade´mico, su intere´s pra´ctico esta´ ma´s que justificado: en
cualquier experimento real se dispone de un cristal foto´nico, ma´s o menos grande, pero
en todo caso, finito, sobre el que se hace incidir un haz luminoso ma´s o menos colimado
que atraviesa una superficie de discontinuidad, por lo general correspondiente a uno de
los planos de alta simetr´ıa de la estructura en cuestio´n. No es dif´ıcil entender que si el
taman˜o de la superficie de la muestra es mucho mayor que la seccio´n del haz incidente,
la asuncio´n de condiciones perio´dicas de contorno en el plano esta´ ma´s que justificada,
de forma que el para´metro ma´s relevante a la hora de estudiar la respuesta o´ptica del
sistema sea su longitud L en la direccio´n normal a la superficie de discontinuidad.
Para establecer de forma clara los conceptos, empecemos por un sistema rigurosa-
mente perio´dico (y por tanto, infinito), que cumple la hipo´tesis del Teorema de Bloch
para una determinada Red de Bravais. De acuerdo con su definicio´n, todo vector R
puede expresarse como la suma de un nu´mero entero de veces los vectores de la base, es
decir
R = m1a1 +m2a2 +m3a3 mi ∈ N (2.30)
17Por lo general, de forma emp´ırica
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Figura 2.6 : Representacio´n esquema´tica del proceso de esparcimiento de una onda plana por una
estructura fcc de esferas con su superficie orientada en la direccio´n (111). Para mayor claridad, la
direccio´n normal al plano de discontinuidad se ha tomado como eje z. Se entiende que dicha estructura
es perio´dica en xy, pero finita y con espesor L en la direccio´n z. Junto a la direccio´n k del campo
incidente se muestran otras varias k′ de las posibles ondas esparcidas.
Nada nos impide, sin embargo, efectuar un cambio de base y encontrar unos nuevos
vectores {a′1,a′2,a′3} que tambie´n verifiquen (2.30) y adema´s cumplan dos requisitos
adicionales:
1. Dado un determinado vector unitario n, n · a′1 = n · a′2 = 0.
2. Los vectores {a′1,a′2} son base de una Red de Bravais 2D sobre el plano {n}.
Por medio de esta nueva base, podemos interpretar el cristal foto´nico tridimensional
como la sucesio´n de infinitos planos normales a la direccio´n n, separados por un vector
de traslacio´n primitiva a′3. Supongamos ahora que restringimos los valores permitidos
de m′3, de modo que m′3 = 0, 1, 2, . . . , N . Nuestro sistema continuar´ıa entonces siendo
infinito y perio´dico en el plano normal a n, pero se convertir´ıa en finito en la direccio´n
perpendicular a la superficie de discontinuidad, con un espesor L correspondiente a N
distancias interplanares.
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Y una vez definida la configuracio´n de nuestro sistema “real”, nos toca resolver el
problema del esparcimiento (o por decirlo en te´rminos ma´s usuales, del scattering) de
una onda plana que incida oblicuamente sobre la superficie de discontinuidad entre el
cristal foto´nico y el aire, tal y como se muestra en el ejemplo de la Fig. 2.6, referido a la
cara {111} de una estructura de esferas con ordenacio´n fcc.
El campo esparcido por el cristal foto´nico puede expresarse como una suma sobre
todas las posibles direcciones, es decir
Esc(r) =
∑
k′
Ek
′
sce
ik′·r (2.31)
Si el proceso de scattering para la onda plana que incide con momento k es completa-
mente coherente18, la conservacio´n de la frecuencia impone
|k′| = ω
c
= |k| (2.32)
para las ondas esparcidas, lo cual reduce a dos el nu´mero de grados de libertad del
vector de onda k′. Definiendo k′‖ como la componente de k′ contenida en el plano de
discontinuidad (en nuestro ejemplo, el xy), la expresio´n de (2.31) se convierte en
Esc(r) =
∑
k′‖
[Esc]±k′‖e
i
(
k
′x
‖ , k
′y
‖ , ±
√
(ωc )
2−k′‖2
)
·r
(2.33)
Por otro lado, la periodicidad de la estructura en el plano xy nos aporta el u´ltimo
ingrediente para la determinacio´n de k′, que no es otro que la condicio´n de von Laue19
para la interferencia constructiva de las ondas esparcidas,
k′‖ = k‖ + g (2.34)
donde g es un vector de la red rec´ıproca a la definida por {a′1,a′2} y k‖ el ana´logo a k′‖
para la onda incidente. Con todo lo cual llegamos, finalmente, a la expresio´n definitiva
para el campo esparcido por la estructura:
Esc(r) =
∑
g
[Esc]±g e
i
(
(k‖+g)x, (k‖+g)y , ±
√
(ωc )
2−(k‖+g)2
)
·r
(2.35)
18Entendiendo por tal aquel en el que las ondas esparcidas tienen la misma frecuencia que la incidente.
19Ve´anse, una vez ma´s, las referencias [Ashcroft76] y [Kittel95].
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Dado que, en todo caso, siempre es posible escribir k‖ como la suma de un kZB‖
contenido dentro de la primera Zona de Brillouin de la red 2D y un vector de red
rec´ıproca g′, resulta u´til definir un nuevo vector de onda K±g con el fin de conseguir una
notacio´n ma´s compacta, siguiendo el ejemplo de [Pendry74] y [Stefanou92]:
K±g =
(
(kZB‖ + g)
x, (kZB‖ + g)
y,±
√(ω
c
)2 − (kZB‖ + g)2
)
(2.36)
As´ı, las expresiones para los campos incidente y esparcido toman ahora la forma
Einc(r, t) = [Einc]+g′e
iK+
g′ ·reiωt (2.37)
Esc(r, t) =
∑
g′′=g+g′
[Esc]±g′′e
iK±
g′′ ·reiωt (2.38)
en la que, adema´s de recuperar la dependencia temporal de E, se respeta el sistema de
referencia de la Fig. 2.6 para que la onda incidente viaje en el sentido positivo del eje z.
Ya por u´ltimo, y con vistas a la introduccio´n de relaciones energe´ticas en la
superficie de discontinuidad, sera´ conveniente que reescribamos (2.38) en funcio´n del
lado de la misma en el que nos encontremos. Diremos entonces que en la regio´n z < 0
coexisten el campo incidente de (2.37) junto a un campo reflejado (esparcido “hacia
fuera”) dado por
Eref (r, t) =
∑
g′′
[Eref ]−g′′e
iK−
g′′ ·reiωt (2.39)
con
[Eref ]−g′′ ≡ [Esc]−g′′ (2.40)
mientras que dentro del cristal foto´nico (z > 0) so´lo consideraremos un u´nico campo
transmitido, suma del incidente con el esparcido “hacia dentro”
Etrans(r, t) =
∑
g′′
[Etrans]+g′′e
iK+
g′′ ·reiωt (2.41)
donde
[Etrans]+g′′ ≡ [Einc]+g′δg′g′′ + [Esc]+g′′ (2.42)
(Es inmediato encontrar expresiones ana´logas para los campos Hinc, Href y Htrans)
Los coeficientes de reflexio´n y de transmisio´n, tambie´n llamados reflectancia
(R) y transmitancia (T ), se definen como los cocientes entre los promedios temporales
del flujo de energ´ıa de los campos reflejado o transmitido y el incidente en la superficie
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de discontinuidad,20 que denotaremos por A. Dicho flujo esta´ determinado por la com-
ponente normal del vector de Poynting correspondiente a cada uno de los campos
incidente, reflejado y transmitido:
Rω ≡
∫
A
dA n · 〈Sref (r)〉ω∫
A
dA n · 〈Sinc(r)〉ω
(2.43)
Tω ≡
∫
A
dA n · 〈Strans(r)〉ω∫
A
dA n · 〈Sinc(r)〉ω
(2.44)
donde
S(r, t) ≡ c
4pi
E(r, t)×H(r, t) (2.45)
〈S(r)〉ω ≡ ω
2pi
∫ 2pi
ω
0
S(r, t)dt (2.46)
Hay que sen˜alar que las expresiones (2.43) y (2.44) tienen un cara´cter completamente
general, por lo que, en principio, tambie´n deber´ıan tener en cuenta las componentes
evanescentes del campo esparcido, confinadas a la superficie de discontinuidad y con
decaimiento exponencial a ambos lados de la misma. Para recuperar la interpretacio´n
f´ısica habitual de R y T como, respectivamente, el porcentaje de la energ´ıa incidente
“devuelto” por el sistema y el que se propaga a trave´s del mismo,21 debemos imponer
la restriccio´n adicional de incluir so´lo las soluciones propagantes, es decir las que
verifican (ω
c
)2 − (kZB‖ + g′′)2 > 0 (2.47)
Esta condicio´n sobre (K±g′′)
z se traduce en que, para valores pequen˜os de ω, la u´nica
contribucio´n propagante del campo esparcido es precisamente aquella con g′′ = 0, situa-
cio´n que se conoce habitualmente como esparcimiento especular o esparcimiento
Bragg de orden cero.
La representacio´n gra´fica de R o T frente a ω recibe el nombre de espectro de
reflectancia o transmitancia y guarda una estrecha relacio´n con la informacio´n que
nos proporcionan las estructuras de bandas descritas en el apartado anterior. Cuando un
20En la Fig. 2.6, el plano z = 0. No´tese que, en todo caso, la periodicidad nos permite restringir la
integracio´n a una celda unidad.
21Bajo las hipo´tesis de nuestro desarrollo, R+T = 1. Cuando se consideren procesos de esparcimiento
ma´s complejos, resultara´ conveniente definir un coeficiente de absorcio´n U = 1− T −R
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Figura 2.7 : (a) Espectros de reflectancia correspondientes al sistema descrito en la Fig. 2.5, calcu-
lados para distinto nu´mero de capas a lo largo de la direccio´n (111). Las l´ıneas verticales discontinuas
indican los bordes del gap completo presente en dicha estructura. Puede observarse que R ≈ 1 dentro
de dicho intervalo de frecuencias para un nu´mero N de capas superior a 24. (b) Espectro de reflec-
tancia en incidencia normal sobre la superficie {111} calculado para una estructura fcc compacta de
esferas de SiO2, suponiendo N = 48. La ausencia de estados con k‖ = 0 en el intervalo [0.635,0.669]
(l´ıneas verticales) se traduce en la aparicio´n de un ma´ximo en el espectro. Los valores de la energ´ıa
han de entenderse en todo caso como expresados en unidades reducidas adimensionales.
sistema presenta un gap completo en un rango de frecuencias [ω1, ω2], debe cumplirse
∀ω ∈ [ω1, ω2] : l´ım
L→∞
R(ω) = 1; l´ım
L→∞
T (ω) = 0 (2.48)
sea cual sea la direccio´n n en la que se haya roto la periodicidad, al no existir ninguna
solucio´n para las ecuaciones de Maxwell dentro de dicho intervalo. Esto permite efectuar
un ajuste emp´ırico de la mı´nima dimensio´n que debe tener nuestro sistema en la direccio´n
de discontinuidad para considerar que sus propiedades se aproximan a las del cristal
infinito. Y tal y como se muestra en la Fig. 2.7a, el nu´mero de distancias interplanares
requerido no tiene por que´ ser excesivamente grande.
As´ı pues, la primera conclusio´n fundamental de este apartado es que la presencia
de un gap completo debe corresponderse con la aparicio´n de un ma´ximo
(mı´nimo) en los espectros de reflectancia (transmitancia). La pregunta obvia
es, por lo tanto, que´ podemos saber a priori de los espectros del sistema cuando ese no
sea el caso. Lamentablemente, no demasiado.
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Supongamos que una onda plana con una frecuencia ω lo suficientemente pequen˜a
como para descartar la presencia de ma´s de un orden Bragg incide normalmente sobre
la superficie del sistema representado en la Fig. 2.6. De acuerdo con nuestras anteriores
consideraciones sobre el taman˜o “infinito” del cristal, es razonable suponer que, en cual-
quier punto lo suficientemente alejado de su(s) superficie(s), la parte espacial del campo
transmitido puede expresarse como una superposicio´n de las autofunciones del problema
tridimensional con autovalor ω que, adema´s, verifiquen la condicio´n de conservacio´n de
la componente tangencial de k, en este caso
k‖ = 0 (2.49)
No es dif´ıcil darse cuenta de que las autofunciones que satisfacen esa u´ltima condicio´n
son precisamente aquellas cuyo vector de onda se encuentra contenido en el segmento
ΓKn, siendo kKn el vector paralelo a n de mayor mo´dulo dentro de la primera Zona de
Brillouin 3D, lo cual limita la bu´squeda de posibles contribuciones a una u´nica direccio´n
dentro de la estructura de bandas. Siendo esto as´ı, bien pudiera darse el caso de que para
ese concreto valor de ω no hubiera ninguna autofuncio´n “disponible”, circunstancia que
se traducir´ıa en la aparicio´n de un ma´ximo o mı´nimo espectral22 como el que se muestra
en la parte derecha de la Fig. 2.7.
Por desgracia, si el campo tiene una cierta componente en otra direccio´n o la fre-
cuencia es lo suficientemente alta como para permitir ma´s de un k′ para cada ω, la inter-
pretacio´n de los espectros se complica notablemente, hacie´ndose necesaria la utilizacio´n
de herramientas ma´s sofisticadas que la mera inspeccio´n de las bandas para establecer
la existencia de alguna solucio´n compatible con un determinado k incidente,23 por no
hablar de los efectos asociados a la simetr´ıa que se introducira´n en el Cap´ıtulo 4. En
todo caso, y habida cuenta de que el desarrollo de una teor´ıa fenomenolo´gica del trans-
porte en los cristales foto´nicos no es uno de los objetivos de esta tesis, nos bastara´ con
tener presente una segunda conclusio´n fundamental, complementaria de la primera, que
podr´ıamos formular as´ı: la presencia de un ma´ximo (mı´nimo) en los espectros de
reflectancia (transmitancia), no tiene por que´ corresponderse necesariamen-
te con la existencia de un pseudogap en la estructura de bandas del cristal
infinito.
22Es entonces cuando se dice que el sistema presenta un pseudogap en un cierto intervalo [ω′1, ω
′
2] a
lo largo de la direccio´n ΓKn
23En [Yamamoto02] puede encontrarse una excelente discusio´n al respecto.
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Sistemas estrictamente finitos
A pesar de nuestros anteriores argumentos de plausibilidad acerca de lo razonable
de asumir condiciones de contorno perio´dicas sobre la superficie de discontinuidad para
los sistemas finitos, no debemos olvidar que, en un sentido estricto, los sistemas reales
no son perio´dicos (infinitos) en ninguna direccio´n. Entonces, ¿co´mo estar seguros de que
podemos aplicar el modelo descrito en el apartado anterior a un sistema concreto?
La electrodina´mica cla´sica24 nos dice que a una distancia de los centros de scattering
lo suficientemente grande como para considerarlos un “todo” (aproximacio´n de campo
lejano), el campo esparcido puede aproximarse por su expansio´n asinto´tica en la
forma
Esc(r) ≈ f(Ω)e
ik·r
r
; r →∞ (2.50)
Hsc(r) ≈ rˆ×Esc(r); r →∞ (2.51)
donde Ω ≡ (θ, φ) y f(Ω) es la llamada amplitud de scattering, que a su vez se relaciona
con la seccio´n eficaz de esparcimiento por medio de la expresio´n (2.52), teniendo en
cuenta que dicha seccio´n eficaz debe entenderse aqu´ı como la relacio´n entre la potencia
reemitida por el sistema en una determinada direccio´n dentro del a´ngulo so´lido dΩ y la
intensidad de la radiacio´n incidente.
dσsc(Ω)
dΩ
= |f(Ω)|2 (2.52)
As´ı que, en buena ley, deber´ıamos introducir en (2.43) y (2.44) las expansiones
asinto´ticas de los campos y comparar los resultados con los de un sistema perio´dico
en el plano, para cerciorarnos de la validez de esa aproximacio´n. Pues bien, por decep-
cionante que parezca, el ca´lculo de la amplitud de esparcimiento en el caso general de
un conjunto finito de centros de scattering con simetr´ıa arbitraria, situados en posicio-
nes del espacio tambie´n arbitrarias, no suele conducir ma´s que a una expresio´n formal,
inabordable tanto anal´ıtica como nume´ricamente. 25 Llegados a un aparente callejo´n sin
salida, y aunque el procedimiento no resulte muy satisfactorio desde el punto de vista
conceptual, hemos optado por la comparacio´n sistema´tica de medidas o´pticas realiza-
das en estructuras “grandes” con los resultados de ca´lculos en los que se han supuesto
condiciones de contorno perio´dicas sobre la superficie de discontinuidad. Tal y como
24Ve´ase, por ejemplo, [Jackson75].
25Salvo en el caso de un nu´mero muy pequen˜o de centros de scattering con simetr´ıa esfe´rica, en el que
s´ı es posible expandir de forma eficaz el campo esparcido en te´rminos de una base de modos propios
siguiendo la prescripcio´n de [deAbajo99].
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se expondra´ en los Cap´ıtulos 5 y 6, confiamos en haber podido obtener de este modo
informacio´n relevante sobre la f´ısica de diversos sistemas de intere´s.
2.3. Sistemas reales
Una importante conclusio´n de lo expuesto en la seccio´n anterior es que si queremos
incluir dentro de los cristales foto´nicos a sistemas que no sean estrictamente infinitos,
debemos suavizar la condicio´n de invariancia bajo traslaciones primitivas que aparec´ıa
en el enunciado del Teorema de Bloch y permitir que no se verifique necesariamente
para todos los puntos del espacio ni para cualquier vector de red. Pues bien, el u´ltimo
escalo´n del descenso que venimos realizando desde los sistemas ideales a la ma´s modesta
realidad es asumir no so´lo que la condicio´n no se cumpla ma´s que en unos determinados
puntos del espacio, sino que en e´stos lo haga adema´s en una forma aproximada.
Tal y como puede apreciarse a simple vista, la distribucio´n de material diele´ctrico
dentro de cada uno de los dominios que constituyen los sistemas de la Fig. 2.3 no es
completamente uniforme, como tampoco pueden serlo (al menos ma´s alla´ de un cierto
l´ımite) su taman˜o, su geometr´ıa o sus posiciones relativas. ¿Significa eso que todo nuestro
esfuerzo ha sido inu´til? Como el lector puede suponer, la respuesta a esa pregunta es
que suele ser posible alcanzar un compromiso entre las propiedades o´pticas deseadas
y las limitaciones te´cnicas en la construccio´n de los cristales, si bien es cierto que la
influencia de las diferentes clases de defectos26 siempre ha de ser tenida en cuenta de
forma cuidadosa a la hora de interpretar los resultados experimentales. Aunque ese
tipo de estudios no constituya en modo alguno el objeto de la presente tesis doctoral,
el trabajo de otros autores s´ı nos permite establecer algunas conclusiones generales al
respecto:
• Las consecuencias sobre las propiedades o´pticas de los sistemas bidimensionales,
dependen fuertemente del tipo de defecto, de la polarizacio´n del campo y del me-
canismo de formacio´n de los gaps.27
• En los sistemas 3D con un gap completo a la altura del primer pseudogap (red
diamante o similar), el factor cr´ıtico es la conexio´n entre las regiones con mayor
ı´ndice de refraccio´n. De garantizarse e´sta, el gap se conserva incluso con un nu´mero
relativamente elevado de defectos.28
26Polidispersio´n o deformacio´n de los elementos de scattering, vacantes o dislocaciones en la
red, defectos de apilamiento, rugosidad de las superficies de discontinuidad etc.
27Cfr. [Asatryan99], [Lidorikis00], [Li00a] y [Asatryan00].
28Cfr. [Fan95], [Chutinan99a], [Sigalas99] y [Chutinan99b].
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• Las estructuras de o´palo inverso, con el gap entre la octava y la novena banda,
son extremadamente sensibles a la presencia de defectos,29 si bien algunos de ellos
(defectos de apilamiento) no tienen apenas influencia en la respuesta o´ptica.30
En todo caso, cuanto mayor sea nuestro sistema, mayor sera´ la probabilidad de intro-
ducir en e´l alguno de los defectos mencionados, lo cua´l redundar´ıa31 en una disminucio´n
de sus propiedades foto´nicas. Por contra, en un cristal “perfecto” pero con dimensio-
nes mucho ma´s reducidas, ser´ıan los feno´menos de difraccio´n en los bordes los que
tendr´ıan esa misma consecuencia indeseada. Y es el enunciado de este “problema fi-
loso´fico” el que nos abre las puertas de los dos enfoques posibles a la hora de disen˜ar y
construir cristales foto´nicos: la micro-fabricacio´n y el auto-ensamblaje.
2.3.1. Te´cnicas de micro-fabricacio´n: la calidad ante todo
Como su propio nombre indica, estas te´cnicas abordan el problema de la fabrica-
cio´n de los cristales foto´nicos desde la perspectiva de su construccio´n directa, esto
es, “pegar, cortar y hacer agujeros” en el material hasta conseguir una determinada
configuracio´n perio´dica que nos garantice la no propagacio´n del campo electromagne´tico
en un cierto intervalo espectral, habitualmente el infrarrojo intermedio y cercano (lon-
gitudes de onda de 6 a 0.75 µm) utilizado en las comunicaciones o´pticas. Recurriendo
a la jerga de los dispositivos electro´nicos, podr´ıamos decir que esta v´ıa supone de una
aproximacio´n “top-bottom” al problema, dado que parte de “piezas” ma´s grandes que
la estructura final, para luego ir reducie´ndolas cuidadosamente.32
La principal ventaja de tal planteamiento radica en la gran calidad de las muestras,
as´ı como en la libertad en el disen˜o de estructuras que, sin necesidad de limitarse a las
que ya se encuentran en la naturaleza,33 pueden llegar a ser tan sofisticadas como los
de la Fig. 2.8. Las te´cnicas de micro-fabricacio´n deben hacer frente, sin embargo, a un
problema nada trivial: la enorme cantidad de tiempo y dinero que es preciso invertir hasta
lograr una muestra tridimensional lo suficientemente grande como para proporcionar una
respuesta o´ptica de calidad, algo de lo que pueden presumir muy pocos de los grupos
que trabajan en esta l´ınea34 y que, al menos por ahora, hipoteca cualquier posibilidad
de convertir estos sistemas en una alternativa real a los actuales dispositivos.
29Cfr. [Li00b]
30Cfr. [Yannopapas01].
31Con cara´cter general, aunque habr´ıa que precisar el tipo de “interaccio´n” entre los defectos.
32De hecho, y segu´n se detallara´ en la seccio´n 2.4, el progreso de la micro-fabricacio´n puede definirse
como el avance desde lo grande hacia lo pequen˜o incluso desde un punto de vista histo´rico.
33Habitualmente, las que constituyen la configuracio´n de mı´nima energ´ıa de sus componentes.
34En realidad, so´lo los autores de las referencias [Lin98] y [Noda00]
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Figura 2.8 : (a) Reelaboracio´n de la Fig. 1 en [Toader01]. Propuesta de cristal foto´nico compues-
to por espirales cuadradas dispuestas segu´n una red tetragonal. (b) Reproduccio´n de la Fig. 1 en
[Roundy03]. Propuesta de estructura “layer-by-layer” con un gap completo de anchura cercana al
20% de su frecuencia central.
Hasta el momento presente, las v´ıas exploradas por los partidarios del “ha´galo usted
mismo” para ir conformando estructuras perio´dicas tridimensionales, entendidas siempre
como una sucesio´n de planos perpendiculares a la direccio´n de discontinuidad, pueden
separarse en dos categor´ıas: las que se valen de las te´cnicas de crecimiento en 2D de-
sarrolladas por la industria de semiconductores,35 an˜adie´ndoles ingeniosos protocolos36
para minimizar los errores de alineamiento entre las capas, y las que dan al proceso
un enfoque completamente tridimensional, recurriendo a procedimientos tan exo´ticos
como la manipulacio´n mediante microrobots,37 la litograf´ıa hologra´fica38 o la
deposicio´n qu´ımica en a´ngulo oblicuo39 de los componentes del sistema.
2.3.2. Sistemas auto-ensamblados: cuando el taman˜o s´ı importa
Ya hemos descrito co´mo las te´cnicas de micro-fabricacio´n persiguen imponer a la fun-
cio´n diele´ctrica un determinado patro´n de periodicidad. Podemos entonces plantearnos
si no ser´ıa mucho ma´s fa´cil hacer justo lo contrario, es decir, aprovechar las configura-
35Cfr. [Fan94]
36Ve´anse, por ejemplo, [Fleming99] y [Noda99]
37Cfr. [Garc´ıa-Santamar´ıa02] y [Aoki02]
38Cfr. [Campbell00] y [Sharp02]
39Cfr. [Toader01] y [Kennedy02]
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ciones perio´dicas que un sistema pudiera adoptar por s´ı mismo, sin necesidad de nuestra
intervencio´n. Esa es precisamente, la esencia de un proceso de auto-ensamblaje: ciertos
“bloques de construccio´n” (mole´culas u otros objetos de taman˜omesosco´pico) se auto-
ordenan esponta´neamente hasta constituir una estructura relativamente estable40 que
minimiza la energ´ıa debida a la interaccio´n entre sus componentes y presenta con mucha
frecuencia orden a larga distancia. Y puesto que son factores como la forma, topolog´ıa
o propiedades superficiales de dichos “bloques” los que gobiernan la evolucio´n del auto-
ensamblaje, el resultado u´ltimo de dicha organizacio´n esponta´nea estara´ determinado en
todo caso por las caracter´ısticas individuales de los constituyentes.
Como es lo´gico, la naturaleza intr´ınsecamente paralela de este proceso lo convierte en
un excelente candidato para la produccio´n masiva de estructuras perio´dicas, al unir a la
velocidad y el bajo coste la posibilidad de obtener muestras tan grandes como se deseen.
No obstante, en lo que a la produccio´n de cristales foto´nicos se refiere, las aproximaciones
auto-organizativas tampoco esta´n libres de varias limitaciones de cierta gravedad. En
primer lugar, tal y como se apuntaba en la seccio´n anterior, son mucho ma´s proclives
a la introduccio´n de defectos que puedan comprometer las propiedades foto´nicas del
sistema. Por otro lado, los procesos de auto-ensamblaje suelen darse entre “bloques” con
un contraste de ı´ndices por debajo del que permitir´ıa la aparicio´n de un gap completo.
Y aunque tal inconveniente pudiera solucionarse a trave´s de las llamadas estructuras
inversas,41 existe au´n otra limitacio´n de cara´cter ma´s ba´sico: el tipo de configuraciones
geome´tricas que son favorables energe´ticamente no coincide con las que poseen unas
propiedades foto´nicas ma´s interesantes. Sin embargo, y pese a todas estas limitaciones,
nadie pone en duda que el progreso de los cristales foto´nicos pasa por los sistemas auto-
ensamblados, precisamente por las razones de tipo econo´mico ya mencionadas. Es esta
u´ltima consideracio´n, unida al hecho de que nuestro propio trabajo se ha centrado en el
estudio teo´rico de dichas estructuras, el que nos ha decidido a incorporar aqu´ı una breve
descripcio´n cualitativa de los principales tipos de cristales foto´nicos auto-ensamblados
desde el punto de vista de la ciencia de materiales.
40De hecho, la idea ba´sica del auto-ensamblaje es que la estructura final se encuentre en un estado de
equilibrio termodina´mico, o en uno muy pro´ximo a e´l.
41Entendiendo por tales aquellas en las que el sistema auto-ensamblado se utiliza como “negativo” del
resultado final.
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Figura 2.9 : (a) Reelaboracio´n de la Fig. 1 en [Lo´pez99]. Imagen SEM de un o´palo artificial
formado por esferas de 440 nm de dia´metro. Los planos {111} pueden apreciarse con claridad en la
parte inferior, mientras que en los escalones y terrazas de la muestra resultan visibles las zonas con
orientaciones {100} y {110}. (b) Reelaboracio´n de la Fig. 2e en [Vlasov01]. Imagen SEM de la cara
{111} de un o´palo inverso de silicio, en la que queda patente su extraordinaria perfeccio´n estructural.
O´palos artificiales
Desde que fue posible demostrar, tanto desde un punto de vista teo´rico como experi-
mental,42 que el proceso natural de sedimentacio´n por gravedad43 de una suspensio´n
coloidal de nanopart´ıculas esfe´ricas de SiO2 conduce44 a la estructura de la Fig. 2.9a,
compuesta por sucesivos planos de esferas a lo largo de la direccio´n (111) de una red fcc,
este tipo de sistemas, estrechamente emparentados con la gema del mismo nombre que
se utiliza en joyer´ıa, han sido objeto de un intenso estudio por parte de la “comunidad
foto´nica”. El origen de este intere´s radica en que, si bien el bajo contraste (1.5 : 1)
entre los ı´ndices de refraccio´n no permite la aparicio´n de un gap completo en los o´palos
desnudos,45 resulta relativamente sencillo utilizarlos como punto de partida para la
fabricacio´n de o´palos inversos46 que, como ya quedo´ patente en [Busch98], s´ı presentan
dicha propiedad a partir de un cociente entre ı´ndices superior a 2.9, pudiendo alcanzar
el intervalo de frecuencias prohibidas una anchura en torno al 10% .
42Cfr. [Woodcock97] y [Mı´guez97], respectivamente.
43Los detalles del procedimiento experimental pueden encontrarse en [Mayoral97]
44Siempre que el dia´metro de las esferas no exceda las 0.5 micras. Para asegurar la ordenacio´n cristalina
por encima de esa cifra debe recurrirse al control electrofore´tico de la sedimentacio´n, tal y como se
describe en [Holgado99]
45Nombre usual de estas redes de esferas de SiO2 en aire, una vez sometidas al proceso de sinterizacio´n
que les proporciona su caracter´ıstica estabilidad meca´nica
46Ve´anse los ejemplos descritos en [Blanco00], [Blanco01], [Mı´guez01a], [Mı´guez01b] y [Jua´rez02].
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Sin embargo, los cristales as´ı obtenidos no esta´n au´n lo suficientemente libres de
defectos como para proporcionar una respuesta o´ptica de calidad o´ptima, por lo que se
hace necesario recurrir al denominado auto-ensamblaje convectivo,47 en el que las
fuerzas de adhesio´n capilar desempen˜an un papel fundamental. Gracias al uso de
esta te´cnica, es posible obtener estructuras tan perfectas como las de la Fig. 2.9b, lo que
abre las puertas de modo definitivo a la fabricacio´n masiva de estructuras foto´nicas en
tres dimensiones.
Copol´ımeros en bloque
Como es bien sabido, los pol´ımeros son sustancias cuyas mole´culas esta´n constitui-
das por la repeticio´n de otras unidades estructurales de bajo peso molecular a las que
se denomina mono´meros. Y hablaremos de un copol´ımero cuando al menos dos tipos
de mono´meros se unan para formar una cadena polime´rica. Entre las varias maneras
en las que esto puede suceder, resulta bastante frecuente la situacio´n en la que todos
los mono´meros del mismo tipo se encuentran agrupados entre s´ı: esos son precisamente
los compuestos conocidos como copol´ımeros en bloque. Imaginemos ahora un siste-
ma binario, formado por dos mono´meros A y B. Este tipo de materiales presenta la
interesante propiedad de auto-organizarse de modo supramolecular,48 adoptando con-
formaciones espaciales controladas por la curvatura media de las superficies internas de
separacio´n entre sus dos componentes, lo cual convierte a los copol´ımeros en bloque en
excelentes candidatos para la fabricacio´n de cristales foto´nicos, habida cuenta de que
dichas superficies pueden unirse para formar estructuras perio´dicas tridimensionales.
Lamentablemente, esas expectativas au´n no se han visto confirmadas por la realidad:
en julio de 1999 fue publicado un trabajo49 en el que se estudiaban de modo exhaustivo
las condiciones de aparicio´n de un gap completo para las geometr´ıas de la Fig. 2.10,
precisamente las que se dan con mayor frecuencia entre los compuestos binarios. De e´l
se deduce que so´lo en los casos (b) y (c) cabe esperar la apertura de un gap completo,
y eso a partir de contrastes superiores a 2 y 2.5, respectivamente. Pese a ciertos avan-
ces en sistemas uni- y bidimensionales,50 el logro de semejante umbral de contraste ha
constituido hasta la fecha un obsta´culo insalvable, ya que tanto A como B suelen ser
mole´culas orga´nicas con aproximadamente el mismo ı´ndice de refraccio´n. As´ı pues, la
realidad presente de los copol´ımeros no invita al optimismo en lo que a las aplicaciones
47Ve´anse [Velev97] y [Jiang99]
48En [Jenekhe98]puede encontrarse la descripcio´n del proceso para un caso particular.
49Cfr. [Mart´ın-Moreno99]
50Cfr. [Fink99], [Urbas00]y [Edrington01]
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Figura 2.10 : Representacio´n gra´fica de tres celdas unidad para cada uno de los siguientes tipos
de superficies minimales triplemente perio´dicas: (a) cu´bica simple (b) giroide y (c) doble diamante.
(Reelaborado a partir de la Fig. 1 en [Mart´ın-Moreno99])
foto´nicas se refiere, si bien no debe descartarse que todos los problemas terminen siendo
superados por los continuos avances de la ciencia de materiales.
Auto-ensamblaje orientado
De una forma muy breve, no podemos dejar de consignar una u´ltima aproximacio´n
que, al tiempo que intenta aprovechar las ventajas de las estrategias auto-organizativas,
se aproxima en cierta medida a las te´cnicas de micro-fabricacio´n. Recibe el nombre
gene´rico de auto-ensamblaje orientado y consiste en la modificacio´n del proceso
de auto-ensamblaje de las part´ıculas en un coloide por medio de procedimientos tales
como el crecimiento sobre superficies corrugadas de acuerdo a una determinada direccio´n
cristalina, la modificacio´n de la concentracio´n io´nica en el dispersante o la aplicacio´n de
campos ele´ctricos oscilantes de baja frecuencia.51 Mediante todos estos “trucos” se ha
conseguido el crecimiento de estructuras fcc fuera de la direccio´n (111), as´ı como con otras
geometr´ıas, logra´ndose incluso inducir transiciones estructurales mediante la aplicacio´n
de campos ele´ctricos en ciertos sistemas.52 En cualquier caso, tales procedimientos esta´n
limitados a suspensiones con muy baja concentracio´n en las que la interaccio´n entre
part´ıculas esta´ fuertemente mediada por el dispersante, por lo que, al menos a corto
plazo, tampoco parece que puedan aportar soluciones con aplicacio´n tecnolo´gica.
51Ve´anse [vanBlaaderen97], [Yethiraj03] y [Dassanayake00], respectivamente.
52El lector interesado puede encontrar una buena revisio´n de todos estos trabajos en la referencia
[vanBlaaderen01]
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Figura 2.11 : (a) Reproduccio´n de la Fig. 2 en [Ohtaka79b]. Ca´lculo de la reflectancia especular de
un plano de cilindros diele´ctricos. (b) Reproduccio´n de las Fig. 3 en [Inoue83]. Ca´lculo de la estructura
de bandas correspondiente a un plano de esferas diele´ctricas dispuestas en una red cuadrada.
2.4. Apuntes cronolo´gicos
A la hora de establecer el origen conceptual de los cristales foto´nicos, es pra´ctica
habitual en la literatura cient´ıfica remitirse a dos trabajos, [Yablonovitch87] y [John87],
aparecidos en mayo y junio de 1987 en la revista Physical Review Letters. En el primero
de ellos, E. Yablonovitch propon´ıa el ya mencionado efecto de inhibicio´n de la emisio´n
esponta´nea, mientras que en el segundo, firmado por S. John, se terminaba llegando a los
cristales foto´nicos al extender conceptos de localizacio´n electro´nica en so´lidos. Pero, sin
pretender negar a estos autores el indiscutible me´rito que les corresponde, parece necesa-
rio sen˜alar que tal atribucio´n sobre la paternidad del concepto no es en realidad correcta,
dado que existen publicaciones previas que nos permiten retrotraer ese momento al final
de la de´cada de los 70 del pasado siglo.
El 15 de mayo de 1979 aparecio´ publicado en Physical Review B un trabajo con el
significativo t´ıtulo Energy band of photons and low-energy photon diffraction53, en el que
su autor, K. Ohtaka, presentaba de forma inequ´ıvoca la extensio´n al electromagnetismo
de conceptos clave de la f´ısica electro´nica como “estructura de bandas”, y, no contento
con ello, aprovechaba adema´s para poner de manifiesto la importante diferencia concep-
53Por analog´ıa con los experimentos de difraccio´n de electrones de baja energ´ıa(LEED) entonces
tan en boga.
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tual que representa el cara´cter vectorial del campo electromagne´tico y sugerir el me´todo
KKR como el ma´s adecuado para efectuar los ca´lculos, frente a los inconvenientes de
la expansio´n en ondas planas. Para entender la importancia del art´ıculo, baste sen˜alar
que estos dos u´ltimos aspectos (cara´cter vectorial del campo y limitacio´n de las te´cnicas
usuales de ondas planas), no fueron resueltos satisfactoriamente por otros autores hasta
ma´s de una de´cada despue´s54 y provocaron que los primeros cristales foto´nicos hubieran
de disen˜arse “a ciegas”55 por la falta de un tratamiento teo´rico adecuado para los campos
vectoriales. A este primer trabajo, que se “limita” a exponer el formalismo, le siguieron
otros ma´s, fechados entre los an˜os 1979 y 1983,56 en los que aparecieron publicados los
primeros ca´lculos nume´ricos de bandas y espectros para sistemas finitos, reproducidos
en la Fig. 2.11 por su valor testimonial. Sin embargo, despue´s de 1983, Ohtaka y sus co-
laboradores abandonaron completamente esta l´ınea de investigacio´n para centrarse en el
estudio de la singularidad de Fermi en metales57 y sus logros cayeron ra´pidamente en
el olvido para el resto de la comunidad cient´ıfica. Pese a los riesgos que siempre implica
formular hipo´tesis sobre un “pasado alternativo”, no parece insensato aventurar que de
haberse continuado por ese camino, contando, y quiza´ aqu´ı este´ la clave, con el respaldo
de un grupo experimental, la historia de los cristales foto´nicos habr´ıa sido bien distinta.
En todo caso, cuando Yablonovitch y su grupo inician la carrera hacia el “full
photonic bandgap” desde una perspectiva netamente ingenieril, lo hacen ignorando, in-
voluntaria o deliberadamente, todos los trabajos anteriores, hasta el punto de no tener
ningu´n empacho en atribuirse la invencio´n del concepto de “estructura de bandas foto´ni-
ca” o la extensio´n de las te´cnicas del estado so´lido al electromagnetismo.58 Y en el
nu´mero especial que la revista Journal of Ligthwave Technology dedico´ a los cristales
foto´nicos en noviembre de 1999, los editores59 despachaban la contribucio´n de Ohtaka
con una frase desden˜osa en la que so´lo se hac´ıa mencio´n al primero de sus trabajos.
Dejando aparte la discusio´n sobre el origen de su descubrimiento, el desarrollo de los
cristales foto´nicos se ha venido caracterizando hasta el momento ma´s por la superacio´n de
retos tecnolo´gicos que por el logro de avances de tipo fundamental sobre lo establecido
en los primeros an˜os noventa. En la Tabla 2.1 se recogen los veinte hitos a mi juicio
ma´s significativos del periodo comprendido entre los an˜os 1979 y 2000. Quiero destacar
que la lista se cierra con el anuncio de la consecucio´n de un gap completo en el rango
54Ve´anse las referencias [Leung90] y [Zhang90].
55Tal y como se relata en [Yablonovitch89].
56Cfr. [Ohtaka79b], [Ohtaka80], [Ohtaka82], [Inoue82] y [Inoue83]
57El lector interesado puede encontrar una buena muestra de este trabajo en [Ohtaka90].
58En [Yablonovitch89] puede leerse Recently, the idea of photonic band structure has been introduced
con [Yablonovitch87] y [John87] como u´nicas referencias.
59Cfr. [Scherer99] Casualmente, uno de los firmantes era. . . ¡el mismı´simo E. Yablonovitch!
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Tabla 2.1 : Cronolog´ıa de los hitos ma´s significativos en el campo de los cristales foto´nicos
entre 1979 y 2000. Las fechas se refieren al momento de su publicacio´n en revistas cient´ıficas.
Fecha Hito Referencia
mayo 1979 Primera mencio´n de las “bandas foto´nicas”. Propuesta
de expandir los campos utilizando los modos propios de
los centros de esparcimiento.
[Ohtaka79a]
octubre 1979 Primer ca´lculo del espectros en un sistema finito. [Ohtaka79b]
abril 1983 Primer ca´lculo de una estructura de bandas foto´nicas. [Inoue83]
mayo 1987 Propuesta sobre la inhibicio´n de la emisio´n esponta´nea
en estructuras diele´ctricas perio´dicas.
[Yablonovitch87]
junio 1987 Propuesta sobre la localizacio´n de luz en estructuras
diele´ctricas perio´dicas levemente desordenadas.
[John87]
octubre 1989 Primeras medidas experimentales en un “cristal”, di-
sen˜ado por el me´todo de prueba y error.
[Yablonovitch89]
octubre 1990 Confirmacio´n experimental de la inhibicio´n de la emisio´n
esponta´nea en una estructura diele´ctrica ordenada.
[Martorell90]
noviembre 1990 Primeros ca´lculos PWE que tienen en cuenta el cara´cter
vectorial del campo electromagne´tico.
[Leung90]
[Zhang90]a
diciembre 1990 Primera prediccio´n teo´rica sobre la existencia de gap
completo en una estructura antes de su fabricacio´n.
[Ho90]
abril 1991 Observacio´n experimental de la localizacio´n de luz en
las condiciones propuestas por [John87].
[Genack91]
octubre 1991 Primera demostracio´n experimental de la existencia de
un “cristal foto´nico” con gap completo.
[Yablonovitch91]
marzo 1992 Primera mencio´n de argumentos de simetr´ıa para expli-
car discrepancias entre espectros y bandas.
[Robertson92]
noviembre 1992 Introduccio´n de la te´cnica de la Matriz de Transferencia
para el ca´lculo de espectros y bandas foto´nicos.
[Pendry92]
junio 1995 Introduccio´n de los me´todos FDTD (Orden-N) para el
calculo de bandas foto´nicas.
[Chan95]
julio 1995 Introduccio´n de los me´todos multipolares para el ca´lculo
de bandas foto´nicas.
[Nicorovici95]
septiembre 1995 Justificacio´n rigurosa del papel de la simetr´ıa de los au-
toestados mediante la Teor´ıa de Representaciones.b
[Sakoda95]
noviembre 1995 Primera referencia al uso de o´palos artificiales como cris-
tales foto´nicos.
[Astratov95]
agosto 1998 Primera estructura de o´palo inverso (esferas de aire en
TiO2).
[Wijnhoven98]
enero 1999 Primera estructura con gap completo en 1.3 y 1.5 µm
construida mediante te´cnicas de microfabricacio´n.
[Fleming99]
mayo 2000 Primera estructura con gap completo en 1.5 µm cons-
truida mediante te´cnicas de autoensamblado.
[Blanco00]
aEn pa´ginas consecutivas del mismo nu´mero de la revista Physical Review Letters
bExpuesta con anterioridad de forma un tanto cr´ıptica en [Stefanou92].
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de las comunicaciones o´pticas, y que eso obedece tanto a razones “este´ticas” como a
la dificultad de valorar objetivamente la repercusio´n de publicaciones ma´s recientes. Y
pese a resultar evidente que en su elaboracio´n se ha dado prioridad a los trabajos ma´s
relacionados con la presente tesis doctoral,60 creo sinceramente que, como sen˜ala el dicho
popular, si no “esta´n todos los que son”, al menos s´ı “son todos los que esta´n”, y e´stos
debieran de bastar para una correcta contextualizacio´n de nuestra propia labor.61 Al
lector interesado en ma´s detalles, lo remitimos a [Soukoulis01a], donde podra´ encontrar
una cronolog´ıa mucho ma´s exhaustiva de todo el proceso.
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CAPI´TULO 3
Me´todos de ca´lculo y
modelizacio´n
Dios no se preocupa de nuestras dificultades matema´ticas. E´l integra a ojo.
Albert Einstein
En el cap´ıtulo anterior presenta´bamos las herramientas teo´ricas necesarias para entender las
propiedades de los cristales foto´nicos. Ahora nos ocuparemos de algo mucho ma´s pra´ctico:
co´mo implementar el ca´lculo nume´rico de bandas y espectros. A tal fin se pasara´ revista a
los me´todos disponibles, sen˜alando sus ventajas e inconvenientes y el grado de fiabilidad
de los resultados obtenidos con cada uno de ellos.
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3.1. Expansio´n en ondas planas (PWE)
Tal y como se expuso en el Cap´ıtulo 2, las ecuaciones de Maxwell dentro de un cristal
foto´nico pueden ser convenientemente reconducidas a un problema vectorial de autova-
lores, al que se le an˜ade una restriccio´n adicional de transversalidad en las soluciones.
Recuperemos entonces la ecuacio´n correspondiente al campo magne´tico, olvida´ndonos
por un momento de la posible dependencia expl´ıcita de ε con la frecuencia:
∇×
(
1
ε(r)
∇×H
)
=
(ω
c
)2
H (3.1)
De acuerdo con el Teorema de Bloch, las soluciones de (3.1) pueden expresarse como el
producto de una fase por una funcio´n vectorial perio´dica, que nada nos impide a su vez
desarrollar en la forma de una serie de Fourier:
Hnk(r) = vnk(r)eik·r =
∑
g
hgei(g+k)·r (3.2)
Con vistas a que las autofunciones satisfagan a priori la ya mencionada condicio´n de
transversalidad, resulta particularmente conveniente definir los coeficientes del desarrollo
de acuerdo con la siguiente prescripcio´n1
hg =
2∑
λ=1
hgλeˆλ (3.3)
en la que los vectores eˆλ verifican eˆ1 · (g + k) = eˆ2 · (g + k) = 0. Gracias a esta
eleccio´n de la base, todas las soluciones de (3.1) tambie´n lo son del conjunto de las
ecuaciones de Maxwell, elimina´ndose as´ı desde un principio los siempre molestosmodos
longitudinales. Ha llegado, pues, el momento de expandir de ide´ntico modo la funcio´n
diele´ctrica
ε(r) =
∑
g′
ε(g′)eig
′·r (3.4)
y sustituir las expresiones (3.2) y (3.4) en la ecuacio´n maestra.
Despue´s de un cierto manejo algebraico, el problema diferencial queda reducido a un
sistema de ecuaciones lineales sobre los coeficientes∑
g′, λ′
Mg, λg′, λ′hg′λ′ =
(ω
c
)2
hgλ (3.5)
1Cfr. [Ho90]
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que, en principio, puede ser resuelto con cualquiera de las te´cnicas algebraicas usuales y
en el que se ha definido una nueva matriz M con el objeto de aligerar la notacio´n
Mg, λg′, λ′ = [(k+ g)× eˆλ] · [(k+ g′)× eˆλ′ ]ε−1(g′−g) (3.6)
Este resultado, aparecido de forma casi simulta´nea en las referencias [Zhang90] y [Leung90]2
y que ven´ıa a aprovechar los conocimientos adquiridos en el ca´lculo de sistemas electro´ni-
cos, supuso el inicio de la obtencio´n masiva de estructuras de bandas que caracterizo´ a la
“comunidad foto´nica” en la primera mitad de los an˜os noventa del pasado siglo. Sin em-
bargo, y aunque en un primer momento todo parecieran ventajas (claridad conceptual,
fa´cil implementacio´n incluso para el ca´lculo de espectros en sistemas finitos3, libertad
para la eleccio´n de los vectores base, ausencia de limitaciones geome´tricas para los cen-
tros de esparcimiento etc.) pronto resulto´ claro que el principal problema de esta te´cnica
resid´ıa en su inmenso coste computacional:
Segu´n quedo´ patente en [So¨zu¨er92], el nu´mero de ondas planas NPW incluidas en
el desarrollo de (3.2) debe coincidir con el nu´mero de nodos NFFT empleado en la
discretizacio´n de ε(r), ya que en caso de truncamiento de la serie no puede garantizarse
la convergencia de las soluciones. Y dado que la resolucio´n de (3.5) obligar´ıa entonces al
almacenamiento de NFFT ×NFFT elementos de matriz y a la realizacio´n de otras tantas
operaciones de multiplicacio´n vectorial, llegamos a la conclusio´n de que este enfoque
es, al menos con los medios computacionales actuales, bastante incompatible con una
descripcio´n detallada de la funcio´n diele´ctrica.
¿Nos hallamos, pues, ante una limitacio´n insalvable? Como en muchas otras ocasio-
nes, la clave esta´ en contemplar las cosas desde la perspectiva adecuada: no es dif´ıcil
comprobar que la ecuacio´n (3.1) es expresio´n de un problema de autovalores hermı´tico
y, por lo tanto, susceptible de ser resuelto de acuerdo con un esquema variacional,
introducido por vez primera en [Meade93]. Sin entrar en ma´s detalles,4 eso quiere decir
que el autoestado de (3.1) con autovalor ma´s bajo minimiza el denominado cociente
de Rayleigh del problema, es decir
(ω0
c
)2
= mı´n
∑
g, λ
∑
g′, λ′ h
∗
gλM
g, λ
g′, λ′hg′λ′∑
g, λ h
∗
gλhg′λ′
(3.7)
pudie´ndonos valer adema´s de la relacio´n de ortogonalidad entre autoestados de los
2Si bien en ambos casos la eliminacio´n de las soluciones no transversales se efectuaba a posteriori.
3Cfr. [Sakoda95]
4Que s´ı pueden encontrarse en [Arfken95]
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problemas hermı´ticos para obtener seguidamente el resto de soluciones segu´n el orden
creciente de sus autovalores. La ventaja computacional de este planteamiento radica en
que ya no resulta necesario el almacenamiento de todos los elementos de M , ni tam-
poco la evaluacio´n expl´ıcita de los mu´ltiples productos matriciales: mediante la mera
inspeccio´n de la ecuacio´n (3.1) podemos apreciar que las u´nicas operaciones necesarias
para la obtencio´n de los elementos de M son el ca´lculo de rotacionales y la divisio´n
entre la funcio´n diele´ctrica. Si tenemos en cuenta que cada una de estas operaciones es
diagonal en alguno de los dos espacios duales, la receta es simple: se toma un vector
de prueba5 en el espacio de Fourier, se calcula su rotacional, se regresa al espacio real
para efectuar la divisio´n, se transforma otra vez y se vuelve a calcular el rotacional.
Gracias a este sencillo esquema iterativo, el principal coste computacional proviene de
las sucesivas transformaciones de Fourier, por lo que el tiempo de ca´lculo crece como
NPW lnNPW . Y puesto que a causa de la ya citada diagonalidad de los operadores las
necesidades de almacenamiento escalan como NPW , es posible alcanzar sin problemas
cotas tan elevadas como NPW = NFFT ∼ 106, lo que, unido a una apropiada6 discreti-
zacio´n de la funcio´n diele´ctrica en las zonas de discontinuidad, posibilita el estudio
de cualquier sistema no disipativo sin dependencia expl´ıcita de la energ´ıa en su funcio´n
diele´ctrica, por compleja que sea la conformacio´n espacial de e´sta.
Por todas las razones mencionadas, la expansio´n en ondas planas se ha convertido en
el me´todo de referencia para el ca´lculo de estructuras de bandas foto´nicas en materiales
diele´ctricos y en lo que a nosotros respecta, en el u´nico que se ha empleado de forma
cotidiana en el transcurso de nuestra investigacio´n.7 Sin embargo, no conviene dejar de
mencionar que la dificultad de implementacio´n de un esquema variacional ana´logo para
los problemas de transporte hace que este me´todo haya ca´ıdo casi completamente en
desuso para el ca´lculo de espectros en sistemas finitos, en beneficio de las te´cnicas que
se expondra´n en las pro´ximas secciones.
Y antes de poner punto final a este apartado, so´lo una breve mencio´n a los casos con
disipacio´n o dependencia expl´ıcita de la frecuencia. Limita´ndonos a sistemas 2D y ma´s
como un ejercicio de virtuosismo que otra cosa, au´n es posible recurrir a la PWE para
calcular bandas en materiales con una funcio´n diele´ctrica de tipo plasmo´nico:
ε(ω) = 1− ω
2
p
ω(ω + iγ)
(3.8)
5La forma ma´s acertada de escoger dicho vector puede encontrarse en [Johnson01]
6Cfr. [Meade93] y [Johnson01]
7Fundamentalmente por la posibilidad de obtener de forma gratuita el paquete MPB, una imple-
mentacio´n multi-plataforma del co´digo utilizado en las referencias [Meade93] y [Johnson01].
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Figura 3.1 : Estructura de bandas foto´nicas correspondiente a una red fcc compacta de esferas
diele´ctricas (ε = 2.104) rodeadas por aire. El ca´lculo se ha llevado a cabo mediante una implementa-
cio´n iterativa del esquema variacional para la PWE, imponiendo una variacio´n ma´xima del 0.000001%
en la traza de M como l´ımite de tolerancia para la convergencia de los autovalores. El nu´mero de
puntos utilizados para la discretizacio´n de ε(r) asciende a 40 por cada vector primitivo y los valores
de la energ´ıa se representan en unidades reducidas adimensionales.
Sin embargo, el cara´cter no hermı´tico de dicho problema permite la existencia de au-
tovalores complejos, lo cual an˜ade una dificultad adicional tanto a la obtencio´n como a
la interpretacio´n de los resultados, ya que se hace necesario descartar a posteriori las
soluciones sin sentido f´ısico. Y puesto que tales sistemas no han sido el objeto de nuestro
estudio, remitimos al lector a las referencias incluidas al final del cap´ıtulo.8
3.2. Me´todo de la Matriz de Transferencia (TMM)
Con vistas a la exposicio´n de los fundamentos de este me´todo, resulta conveniente
recuperar la formulacio´n de las ecuaciones macro´sco´picas de Maxwell en un sistema sin
cargas ni corrientes libres que presenta´bamos al comienzo del Cap´ıtulo 2, pero emplean-
do ahora las unidades del Sistema Internacional para una mejor comparacio´n con las
8Ve´anse, por ejemplo [Kuzmiak94], [Kuzmiak97] y [Halevi00]
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expresiones que aparecen en los trabajos originales9 de J. B. Pendry y sus colaboradores,
referencia principal y obligada de todo lo expuesto en esta seccio´n:
∇ ·B = 0 (3.9)
∇×E = −∂B
∂t
(3.10)
∇ ·D = 0 (3.11)
∇×H = ∂D
∂t
(3.12)
Como es de sobra conocido, dada una curva cerrada simple C que defina el contorno
de una cierta superficie abierta bila´tera A, es posible utilizar el Teorema de Stokes
para obtener la versio´n integral de (3.10) y (3.12), es decir∮
C
E · dl = − ∂
∂t
∫
B · dA (3.13)
∮
C
H · dl = ∂
∂t
∫
D · dA (3.14)
Sera´n estas nuevas expresiones las que nos permitira´n abordar la discretizacio´n de las
ecuaciones de Maxwell de acuerdo a un esquema de diferencias finitas.
Imaginemos una red cristalina como la de la Fig. 3.2 en la que las posiciones de los
sitios vinieran determinadas por los vectores
R = nxaxeˆx + nyayeˆy + nzazeˆz (3.15)
asumiendo que la longitudes de cada uno de los vectores primitivos podr´ıa tomar en
principio cualquier valor arbitrario. Por razones que quedara´n claras a continuacio´n,
asignaremos a esta red la etiqueta H. Supongamos ahora una segunda red cristalina E
ide´ntica a la original, pero desplazada de la anterior segu´n el vector de traslacio´n
t =
1
2
(axeˆx + ayeˆy + azeˆz) (3.16)
es decir, la mitad de la longitud de cada uno de los vectores primitivos. Consecuente-
mente, ambas redes se interpenetrar´ıan en la forma que se muestra en la citada figura.
Continuando con el ejercicio de la suposicio´n, nada nos impedir´ıa tampoco definir el ori-
gen del sistema de referencia de cada una de las redes en el modo indicado en el detalle
9Cfr. [Pendry92], [Pendry94], [Bell95], [Pendry96] y [Ward96].
54 CAPI´TULO 3. ME´TODOS DE CA´LCULO
Figura 3.2 : Representacio´n esquema´tica del proceso de discretizacio´n de las ecuaciones de Maxwell,
basada en las ilustraciones del Cap´ıtulo 2 de [Ward96].
en azul de la Fig. 3.2. Como el lector ya habra´ podido adivinar, nuestro propo´sito no
es otro que identificar las aristas de cada una de las redes con los sucesivos tramos de
un contorno de integracio´n para las ecuaciones (3.10) y (3.12) tal y como el que aparece
en el detalle en rojo de la misma figura. Si reducimos los valores continuos del campo
electromagne´tico a los de los puntos discretos que constituyen cada red, suponiendo un
valor constante en los tramos intermedios,10 es posible realizar una evaluacio´n direc-
ta de (3.10) que pasar´ıa a convertirse en un conjunto de tres ecuaciones discretas que
interrelacionar´ıan las componentes de los campos E y B en las dos redes
Ey(r, t)ay+Ez(r+ayeˆy, t)az−Ey(r+azeˆz, t)ay−Ez(r, t)az =− ∂
∂t
ayazBx(r, t)(3.17)
Ez(r, t)az+Ex(r+azeˆz, t)ax−Ez(r+axeˆx, t)az−Ex(r, t)ax=− ∂
∂t
azaxBy(r, t)(3.18)
Ex(r, t)ax+Ey(r+axeˆx, t)ay−Ex(r+ayeˆy, t)ax−Ey(r, t)ay=− ∂
∂t
axayBz(r, t)(3.19)
10Lo cual so´lo es estrictamente cierto en el l´ımite diferencial.
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mientras que otro conjunto equivalente har´ıa lo propio para D y H:
Hz(r, t)az+Hy(r−azeˆz, t)ay−Hz(r−ayeˆy, t)az−Hy(r, t)ay= ∂
∂t
ayazDx(r, t)(3.20)
Hx(r, t)ax+Hz(r−axeˆx, t)az−Hx(r−azeˆz, t)ax−Hz(r, t)az = ∂
∂t
azaxDy(r, t)(3.21)
Hy(r, t)ay+Hx(r−ayeˆy, t)ax−Hy(r−axeˆx, t)ay−Hx(r, t)ax= ∂
∂t
axayDz(r, t)(3.22)
Incorporando de forma expl´ıcita las hipo´tesis establecidas en el Cap´ıtulo 2 sobre las rela-
ciones constitutivas entre campos y la expansio´n armo´nica de la dependencia temporal,
llegamos finalmente al conjunto de seis ecuaciones acopladas que conectan los valores de
cada una de las componentes de los campos ele´ctrico y magne´tico con las de los sitios
adyacentes.11
1
ay
[Ez(r+ ayeˆy)− Ez(r)]− 1
az
[Ey(r+ azeˆz)− Ey(r)] = −iωµ0Hx(r) (3.23)
1
az
[Ex(r+ azeˆz)− Ex(r)]− 1
ax
[Ez(r+ axeˆx)− Ez(r)] = −iωµ0Hy(r) (3.24)
1
ax
[Ey(r+ axeˆx)− Ey(r)]− 1
ay
[Ex(r+ ayeˆy)− Ex(r)] = −iωµ0Hz(r) (3.25)
1
ay
[Hz(r)−Hz(r− ayeˆy)]− 1
az
[Hy(r)−Hy(r− azeˆz)] = iωε0ε(r)Ex(r) (3.26)
1
az
[Hx(r)−Hx(r− azeˆz)]− 1
ax
[Hz(r)−Hz(r− axeˆx)] = iωε0ε(r)Ey(r) (3.27)
1
ax
[Hy(r)−Hy(r− axeˆx)]− 1
ay
[Hx(r)−Hx(r− ayeˆy)] = iωε0ε(r)Ez(r) (3.28)
Conviene sen˜alar, no obstante, que esta forma un tanto artificiosa (aunque de gran
elegancia formal) de presentar la formulacio´n discreta de las ecuaciones de Maxwell
puede considerarse un “arreglo cosme´tico” a posteriori de la deduccio´n original, que
pasa por la aproximacio´n directa de las expresiones continuas una vez asegurada la
transversalidad de las soluciones.12 Es precisamente esta aproximacio´n
e±ikjaj ≈ 1± ikjaj (3.29)
la que restringe la validez de todo el desarrollo al l´ımite en el que kjaj  1, segu´n se
discutira´ al final de la seccio´n.
11En ese sentido, es frecuente afirmar que esta discretizacio´n de las ecuaciones de Maxwell constituye
el ana´logo de las formulaciones “tight binding” a primeros vecinos de la f´ısica del estado so´lido.
12Cfr. [Pendry92]
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Figura 3.3 : Representacio´n esquema´tica del concepto de la matriz de transferencia: los valores
del campo electromagne´tico sobre un plano dado se construyen a partir de los del plano precedente.
(Reelaborado a partir de la Fig. 1 en [Pendry94])
Mediante las oportunas sustituciones entre las ecuaciones (3.23)-(3.28) es posible
obtener “monstruosas” expresiones expl´ıcitas para cada una de las componentes de los
campos en la forma Fj(r+ azeˆz) = Fj(r) + . . . que no incluiremos aqu´ı13 por no alargar
excesivamente nuestra exposicio´n. El propo´sito de este formalismo queda patente a la
vista de la Fig. 3.3: suponiendo conocidos los valores del campo en un cierto punto r
sobre el plano xy, queremos obtenerlo en otro r′ situado en el plano z = az. Como ya
se ha sen˜alado anteriormente, las expresiones deducidas a partir de (3.23)-(3.28) nos
proporcionan la respuesta deseada en funcio´n no so´lo de los valores en el punto original
sobre z = 0, sino de los de sus primeros vecinos dentro del mismo plano. Nada nos impide
entonces deshacernos de las componentes Fz para reducir el nu´mero de ecuaciones al de
variables independientes, planteando formalmente el problema a trave´s de una matriz
de transferencia que conecta los valores del campo en ambos planos a trave´s de un
sumatorio sobre todos los puntos incluidos en la discretizacio´n:
F(r+ azeˆz) ≡

Ex(r+ azeˆz)
Ey(r+ azeˆz)
Hx(r+ azeˆz)
Hy(r+ azeˆz)
 =
∑
r′
T˜ (r, r′)

Ex(r′)
Ey(r′)
Hx(r′)
Hy(r′)
 (3.30)
13Remitimos al lector interesado a las referencias [Pendry94], [Bell95] y [Pendry96]
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Naturalmente, la aproximacio´n a primeros vecinos hace que la mayor parte de los ele-
mentos de matriz en (3.30) sean ceros, lo cual facilita bastante los procedimientos de
ca´lculo nume´rico.
3.2.1. Obtencio´n de la estructura de bandas
El me´todo descrito para la resolucio´n de las ecuaciones de Maxwell tiene una validez
absolutamente general dentro de su rango de aplicacio´n, por lo que tambie´n deber´ıa
servirnos para el caso particular de una estructura perio´dica:
Imaginemos que un cierto cristal foto´nico viene descrito por un conjunto de vectores pri-
mitivos {a1,a2,a3} que guardan una relacio´n de proporcionalidad con {axeˆx, ayeˆy, azeˆz},
es decir
a1 = αaxeˆx; a2 = βayeˆy a3 = γazeˆz (3.31)
Puesto que la matriz de transferencia nos permite conectar los valores de F sobre planos
sucesivos, y teniendo en cuenta que cada periodo en la direccio´n z de la red cristalina
incluye γ de los de la red de discretizacio´n, podemos expresar el valor del campo en un
cierto plano del cristal como el resultado de aplicar γ veces la matriz de transferencia a
los valores sobre el plano anterior:
F(r+ a3) =
∑
r′
T˜ ′(r, r′)F(r) ≡
γ∏
i=1
∑
r′
T˜i(r, r′)F(r) (3.32)
Por otra parte, la periodicidad del sistema nos conduce de nuevo al Teorema de Bloch
F(r+ a1) = eiαkxaxF(r) (3.33)
F(r+ a2) = eiβkyayF(r) (3.34)
F(r+ a3) = eiγkzazF(r) (3.35)
As´ı pues, nos encontramos conque las ecuaciones (3.33) y (3.34) fijan las condiciones
de contorno del sistema para cada par de valores (kx, ky), mientras que, por su parte,
(3.32) y (3.35) definen completamente un problema de autovalores que nos permite
obtener todos los kzs compatibles con una ω dada. La receta es simple: en primer lugar,
se calcula T˜ ′
ω
para, a continuacio´n, determinar los kzs correspondientes desechando los
asociados a soluciones no propagantes.14 Repitiendo el proceso para sucesivas frecuencias
obtendremos la estructura de bandas kz = kz(ω).
14Es decir, aquellos que tienen una parte imaginaria.
58 CAPI´TULO 3. ME´TODOS DE CA´LCULO
Este me´todo tiene la indudable ventaja de que permite tratar sistemas cuya funcio´n
diele´ctrica dependa de la frecuencia sin necesidad de introducir ninguna modificacio´n
adicional. Sin embargo, tambie´n presenta dos serios inconvenientes:
• Su naturaleza ω → k no permite explorar la estructura de bandas a lo largo de
una direccio´n arbitraria en el espacio rec´ıproco, a diferencia de las te´cnicas PWE,
paradigma de la filosof´ıa k→ ω.
• La condicio´n (3.31) provoca replegamientos de las bandas en los sistemas con
base no ortogonal, ya que la empleada en la discretizacio´n s´ı ha de serlo nece-
sariamente. Y aunque eso no supone ningu´n obsta´culo para la determinacio´n del
gap completo en un sistema dado, s´ı representa un obsta´culo bastante grave a la
hora de intentar relacionar bandas y espectros por encima del orden cero para el
esparcimiento Bragg.
En consecuencia, y dado que los sistemas estudiados han sido predominantemente mate-
riales no dispersivos sin dependencia expl´ıcita de la frecuencia en su funcio´n diele´ctrica,
no parece que la matriz de transferencia sea la mejor opcio´n a la hora de calcular es-
tructuras de bandas.
3.2.2. Ca´lculo de espectros de reflectancia y transmitancia
Con el objeto de conseguir una notacio´n ma´s compacta, comenzaremos por reescribir
la ecuacio´n (3.30): Si en su versio´n original nos permit´ıa conectar los valores de un campo
vectorial F(r) con cuatro componentes en dos puntos r, r′ separados por un vector azêz
en funcio´n de los valores de dicho campo sobre los nx × ny puntos de discretizacio´n
coplanares con r, ahora se trata de multiplicar por nx × ny las dimensiones de cada
uno de los objetos involucrados, de modo que F pase a contener informacio´n sobre los
valores del campo en todos y cada uno de los puntos de discretizacio´n. Bajo este nuevo
enfoque, la u´nica caracterizacio´n necesaria de las coordenadas pasa a ser el valor de la
componente z:
F(z + az) ≡

F1(z + az)
...
F4nxny(z + az)
 =

T˜1,1(z) . . . T˜1,4nxny(z)
...
. . .
...
T˜4nxny ,1(z) . . . T˜4nxny ,4nxny(z)


F1(z)
...
F4nxny(z)

≡ T˜ (z)F(z) (3.36)
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Imaginemos por un momento que el espacio comprendido por y entre dos planos de dis-
cretizacio´n consecutivos presentara las propiedades del espacio libre, es decir ε(r) = ε0
y µ(r) = µ0. En ese caso, la matriz de transferencia no tendr´ıa una dependencia expl´ıcita
con z y los autovalores de la ecuacio´n (3.36) definir´ıan ondas planas que podr´ıamos eti-
quetar mediante su correspondiente autovalor kjz, siguiendo la convencio´n introducida en
el Capitulo 2. Como el problema no es, en general, hermit´ıco, deberemos distinguir entre
los casos de actuacio´n “por la derecha” y “por la izquierda” de la matriz, an˜adiendo
adema´s un super´ındice (0) para recalcar que nos estamos ocupando del caso homoge´neo:
T˜ (0)F(0)k
j
z
dra (z) = F
(0)kjz
dra (z + az) = e
ikjzazF(0)k
j
z
dra (z) (3.37)
F(0)k
j
z
izq (z)T˜
(0) = F(0)k
j
z
izq (z + az) = e
ikjzazF(0)k
j
z
izq (z) (3.38)
Tras la oportuna normalizacio´n a la unidad de los autovectores por la derecha y por la
izquierda en la forma
F(0)k
j
z
izq (z) · F(0)k
j′
z
dra (z) = δjj′ (3.39)
podemos definir15 una transformacio´n unitaria U a la base de las ondas planas
U˜ =
∑
j
F(0)k
j
z
dra (z)F
(0)kjz
izq (z) (3.40)
que nos permita diagonalizar la matriz de transferencia homoge´nea:
U˜ T˜ (0)U˜−1 =

eik
1
zaz . . .
... eik
2
zaz 0
. . .
e−ik1zaz
0 e−ik2zaz
. . .

(3.41)
Como puede apreciarse, para cada autovalor eik
j
zaz siempre aparece su inverso e−ik
j
zaz ,
correspondie´ndose sus autovectores con ondas que se propagan de izquierda a derecha
y de derecha a izquierda, respectivamente. Adema´s, la transformacio´n U tiene la pro-
piedad de ordenar los autovalores segu´n se muestra en (3.41), algo que, como veremos
seguidamente, nos resultara´ de una extraordinaria utilidad.
15Ve´ase [Pendry94]
60 CAPI´TULO 3. ME´TODOS DE CA´LCULO
'z zaz' + ')0( jzk−F
∑ −−−
j
k
jj
j
zt )0('~ F
∑ +−+
j
k
jj
j
zt )0('~ F
z' zaz' +')0( jzk+F
∑ +++
j
k
jj
j
zt )0('~ F
∑ −+−
j
k
jj
j
zt )0('~ F
(a) (b)
Figura 3.4 : Representacio´n esquema´tica del proceso de esparcimiento del campo en la celda de
discretizacio´n para los casos de incidencia izquierda-derecha (a) y derecha-izquierda (b).
Regresemos, pues, al caso general en el que la matriz de transferencia depende expl´ıci-
tamente de z y aplique´mosle a su vez la transformacio´n unitaria:
T˜PW (z) ≡ U˜ T˜ (z)U˜−1 =
(
T˜++(z) T˜+−(z)
T˜−+(z) T˜−−(z)
)
(3.42)
¿Cua´l es el significado f´ısico de las nuevas matrices T˜±± mediante las que hemos ex-
presado la transformada de T˜ (z)? Consideremos el caso de una onda plana que viaja
libremente por el espacio de izquierda a derecha e incide en la parte izquierda de la celda
de discretizacio´n, segu´n se muestra en la Fig. 3.4a. Como es sabido, una parte de la
misma se transmitira´ a trave´s de la celda y el resto se reflejara´ en sentido opuesto al de
la onda incidente:
F(0)k
j′
z (z′) = F(0)k
j′
z
inc (z
′) + F(0)k
j′
z
ref (z
′) = F(0)+k
j′
z (z′) +
∑
j
t˜−+jj′ F
(0)−kjz(z′) (3.43)
F(0)k
j′
z (z′ + az) = F
(0)kj
′
z
trans (z
′ + az) =
∑
j
t˜++jj′ F
(0)+kjz(z′ + az) (3.44)
Si ahora empleamos la ecuacio´n (3.36) para conectar los valores del campo en z′ y z′+az,
haciendo uso a su vez de la expresio´n (3.42), obtendremos la siguiente ecuacio´n matricial:(
T˜++(z) T˜+−(z)
T˜−+(z) T˜−−(z)
)(
1
t˜−+
)
=
(
t˜++
0
)
(3.45)
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Empleando el mismo tipo de argumentos, llegaremos a otra ecuacio´n complementaria
para el caso en el que la onda viaja de derecha a izquierda e incide en primer lugar sobre
la parte derecha de la celda:(
T˜++(z) T˜+−(z)
T˜−+(z) T˜−−(z)
)(
0
t˜−−
)
=
(
t˜+−
1
)
(3.46)
A la vista de (3.45) y (3.46), el significado de T˜±± resulta evidente: agrupamos bajo
ese nombre a los elementos de matriz que conectan las componentes del campo que se
propagan de izquierda a derecha (+) y de derecha a izquierda (-) en z = z′ (super´ındice
derecho) y z = z′ + az (super´ındice izquierdo). Y resolviendo el sistema formado por
las ecuaciones (3.45) y (3.46) podemos encontrar una expresio´n expl´ıcita que relacione
estas matrices con los coeficientes de reflexio´n y transmisio´n, objetivo u´ltimo de todo
este laborioso desarrollo:
T˜PW (z) =
(
T˜++(z) T˜+−(z)
T˜−+(z) T˜−−(z)
)
=
(
t˜++ − t˜+−(t˜−−)−1t˜−+ t˜+−(t˜−−)−1
−(t˜−−)−1t˜−+ (t˜−−)−1
)
(3.47)
Naturalmente, como en el caso del ca´lculo de la estructura de bandas, la extensio´n
al caso de una celda unidad del cristal es inmediata, obtenie´ndose otra vez la matriz
de transferencia total T˜ ′(z) como el producto de las sucesivas T˜i. En resumen: una vez
calculada T˜ ′(z), se procede al cambio de base mediante la transformacio´n U para extraer
seguidamente de los cuadrantes de T˜ ′PW (z) las matrices de reflexio´n y transmisio´n, que
a su vez nos proporcionara´n las tan deseadas R(ω) y T (ω) al sustituir en (2.43) y (2.44)
los valores de los campos16 de las ecuaciones (3.43) y (3.44) sin necesidad de (¡so´lo por
esta vez!) tener cuidado con los factores de conversio´n MKS→CGS.
Esta forma de calcular los espectros posee sin duda grandes virtudes, como el hecho
de no estar restringida a ninguna propiedad geome´trica de los centros de esparcimiento,
permitir cualquier dependencia expl´ıcita con la frecuencia de una funcio´n diele´ctrica en
general compleja o poder adaptarse un taman˜o arbitrario del sistema en la direccio´n de
discontinuidad. Sin embargo, esta u´ltima circunstancia debe manejarse con cuidado para
evitar problemas de convergencia nume´rica. La razo´n es bien simple: como ya sen˜alamos
en su momento, la matriz de transferencia contiene todas las soluciones del problema
de autovalores, incluidas tambie´n aquellas con kz imaginario que pra´cticamente garanti-
16No´tese que, al trabajar con una ω fija, podemos adoptar el convenio de [Jackson75] y definir el
promedio temporal del vector de Poynting como un producto vectorial entre cantidades complejas, con-
cretamente 〈S(r)〉ω = 1
2
Eω ×H∗ω
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Figura 3.5 : Representacio´n esquema´tica del proceso de adicio´n de de celdas en los casos de
incidencia izquierda-derecha (a) y derecha-izquierda (b).
zan la aparicio´n de graves errores nume´ricos en los sucesivos procesos de multiplicacio´n
matricial. Afortunadamente, podemos soslayar tales problemas recurriendo a una im-
plementacio´n astuta del procedimiento como la que se muestra en la Fig. 3.5. Segu´n
acabamos de demostrar, existe una relacio´n directa entre la matriz de transferencia de
una cierta celda y sus coeficientes de transporte. Pues bien, conocidos e´stos para las
celdas (1) y (2), es posible encontrar una expresio´n para los coeficientes totales de la
celda (1)+(2) en funcio´n de t˜±±1 , t˜
±±
2 sumando todos los posibles procesos de scattering
mu´ltiple:
t˜++ = t˜++2 [1− t˜+−1 t˜−+2 ]−1t˜++2 (3.48)
t˜+− = t˜+−2 + t˜
++
2 t˜
+−
1 [1− t˜−+2 t˜+−1 ]−1t˜−−2 (3.49)
t˜−− = t˜−−1 [1− t˜−+2 t˜+−1 ]−1t˜−−2 (3.50)
t˜−+ = t˜−+1 + t˜
−−
1 t˜
−+
2 [1− t˜+−1 t˜−+2 ]−1t˜++1 (3.51)
Repitiendo el proceso tantas veces como sea necesario, podemos encontrar las matrices
de reflexio´n y transmisio´n o la matriz de transferencia total T˜PW (z) para una celda tan
grande como deseemos, sin preocuparnos ya de los errores nume´ricos gracias al cara´cter
acotado de los elementos en t˜±±. No obstante, eso redundara´ en un incremento consi-
derable del tiempo de computacio´n, ya que la adicio´n de celdas escala como N3P , algo
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mucho menos ventajoso que el ritmo N2P de la multiplicacio´n matricial.
17 Y aunque
la combinacio´n o´ptima de ambos procedimientos18 dependa fuertemente de las carac-
ter´ısticas particulares de cada problema, el ca´lculo de espectros mediante la matriz de
transferencia nos saldra´, en general, bastante “caro”.
3.2.3. Validez de la aproximacio´n
Tal y como se anunciaba al comienzo de la seccio´n, no queremos darla por terminada
sin haber entrado a discutir la validez de la aproximacio´n en la que se basa el formalismo
de la matriz de transferencia, ma´s alla´ de los aspectos de mero ca´lculo nume´rico. A la
vista de la expresio´n (3.29), tal validez deber´ıa limitarse al rango en el que se cumple la
condicio´n kjaj  1. As´ı pues, una buena forma de comprobar hasta que´ punto podemos
fiarnos del esquema TMM consistir´ıa en comparar la relacio´n de dispersio´n real para
el espacio libre con la que se deduce de la hipo´tesis de discretizacio´n. Si suponemos que
kx = ky = 0 sus expresiones son, respectivamente(ω
c
)2
= k2z (3.52)
(ω
c
)2
=
4
a2z
sin2
kzaz
2
(3.53)
Resulta evidente que ambas expresiones coinciden para valores muy pequen˜os de kzaz
y se van separando a la misma velocidad a la que lo hacen x y 2 sin x2 , segu´n puede
apreciarse en la Fig. 3.6a. Para curarnos en salud, estableceremos el l´ımite de tolerancia
en un 1%, lo cual fija la cota de kzaz en nu´mero bastante “redondo”:
kzaz . 0.5 (3.54)
Con el objeto de tener las ideas ma´s claras, consideremos ahora un caso concreto: el
ca´lculo del espectro de reflectancia en incidencia normal de una estructura fcc con su
superficie orientada en la direccio´n (111). Para una geometr´ıa semejante, el mo´dulo del
vector primitivo del cristal a lo largo de la direccio´n de discontinuidad equivale a
√
3
veces el para´metro de red a de la celda cu´bica convencional
a3 = γazeˆz = a
√
3eˆz (3.55)
17Siendo NP el nu´mero total de puntos empleado en la discretizacio´n.
18Es interesante sen˜alar que el origen histo´rico de esta implementacio´n “mixta” se remonta a los
desarrollos teo´ricos del LEED en el u´ltimo cuarto del siglo XX. Para ma´s detalles, consu´ltese [Pendry74]
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Figura 3.6 : (a) Comparacio´n entre las relaciones de dispersio´n para el espacio libre proporcionadas
por las ecuaciones (3.52) (trazos) y (3.53) (l´ınea continua). Ambas son pra´cticamente coincidentes
hasta valores de kzaz en torno a 0.5. (b) Espectro de reflectancia en incidencia normal sobre la
superficie {111} para una estructura fcc compacta de esferas de SiO2 en aire, calculado mediante
TMM suponiendoN = 48. Los valores de la energ´ıa se expresan en unidades reducidas adimensionales.
Los para´metros escogidos para la discretizacio´n de la celda unidad han sido α = 10, β = 17 y γ = 24.
Puede apreciarse que la calidad del espectro se deteriora dra´sticamente por encima de 1.2, en razonable
acuerdo con la prediccio´n de (3.57) que marca la l´ınea vertical discontinua.
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lo que nos permite establecer la relacio´n entre los para´metros de red cristalina y de
discretizacio´n como
az =
a
√
3
γ
(3.56)
Si asumimos que el sistema no presenta disipacio´n, podemos reescribir la condicio´n de
convergencia en unidades reducidas adimensionales:
a
λ
. γ
4pi
√
3
(3.57)
En la Fig. 3.6b se representa el espectro de reflectancia total para un sistema como el
mencionado, concretamente el compuesto por un conjunto de esferas de SiO2 en aire
bajo la condicio´n de ma´ximo empaquetamiento. El valor escogido para γ es el mayor
posible dentro de nuestros recursos computacionales y representa una cota superior en
torno a 1.1 para los valores de la energ´ıa en (3.57). Segu´n puede apreciarse en la figura,
la calidad del espectro empeora dra´sticamente por encima de 1.2 aλ , en bastante buen
acuerdo con nuestra previsio´n. Ese es, en definitiva, el l´ımite con el que nos tendremos
que conformar, salvo hipote´ticas “mejoras” inducidas por la presencia de disipacio´n.19
En cualquier caso, y pese todos los inconvenientes expuestos,20 el me´todo de la matriz
de transferencia resulta de gran utilidad para el ca´lculo de las propiedades o´pticas en
sistemas finitos, tal y como quedara´ patente en el Cap´ıtulo 5.
3.3. Discretizacio´n del dominio temporal (FDTD)
Si en la seccio´n anterior proced´ıamos a sustituir las derivadas espaciales por un esque-
ma de diferencias finitas, ahora se trata de hacer lo mismo con las derivadas temporales:21
∂E
∂t
→ ∆E
∆t
=
E(r, t+∆t)−E(r, t)
∆t
;
∂H
∂t
→ ∆H
∆t
=
H(r, t)−H(r, t−∆t)
∆t
(3.58)
De acuerdo con la prescripcio´n de (3.58), reemplazaremos los miembros en la parte de-
recha de (3.17)-(3.22) por sus correspondientes aproximaciones una vez impuestas las
habituales relaciones constitutivas. Obtendremos as´ı, finalmente, un conjunto de ecua-
ciones doblemente discretizadas que nos proporcionara´n una expresio´n expl´ıcita para los
campos tras haber “avanzado” el tiempo la cantidad ∆t, poniendo a nuestro alcance el
19Pagando el precio de amortiguar por igual los picos espurios y las caracter´ısticas relevantes del
espectro, claro esta´.
20Como que el espectro de la Fig. 3.6 requiriera ma´s de 70 horas de CPU . . .
21De ah´ı las siglas inglesas, tomadas de las iniciales de Finite-Diference Time-Domain
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estudio de la evolucio´n temporal de E y H a partir de sus valores iniciales:
1
ay
[Ez(r+ayeˆy, t)−Ez(r, t)]− 1
az
[Ey(r+azeˆz, t)−Ey(r, t)] = −µ0Hx(r, t)−Hx(r, t−∆t)∆t
(3.59)
1
az
[Ex(r+azeˆz, t)−Ex(r, t)]− 1
ax
[Ez(r+axeˆx, t)−Ez(r, t)] = −µ0Hy(r, t)−Hy(r, t−∆t)∆t
(3.60)
1
ax
[Ey(r+axeˆx, t)−Ey(r, t)]− 1
ay
[Ex(r+ayeˆy, t)−Ex(r, t)] = −µ0Hz(r, t)−Hz(r, t−∆t)∆t
(3.61)
1
ay
[Hz(r, t)−Hz(r−ayeˆy, t)]− 1
az
[Hy(r, t)−Hy(r−azeˆz, t)]=ε0ε(r)Ex(r, t+∆t)−Ex(r, t)∆t
(3.62)
1
az
[Hx(r, t)−Hx(r−azeˆz, t)]− 1
ax
[Hz(r, t)−Hz(r−axeˆx, t)]=ε0ε(r)Ey(r, t+∆t)−Ey(r, t)∆t
(3.63)
1
ax
[Hy(r, t)−Hy(r−axeˆx, t)]− 1
ay
[Hx(r, t)−Hx(r−ayeˆy, t)]=ε0ε(r)Ez(r, t+∆t)−Ez(r, t)∆t
(3.64)
Este enfoque dina´mico para la resolucio´n de las ecuaciones de Maxwell, descrito
por vez primera en varios trabajos22 aparecidos en el u´ltimo tercio del pasado siglo, ha
terminado por convertirse en una de las te´cnicas ma´s populares para abordar problemas
electromagne´ticos en los ma´s diversos campos.23 Por esa razo´n nos ha parecido oportuno
incluir una breve descripcio´n de los aspectos ma´s destacados de su funcionamiento, ya
que, quiza´ por razones de tipo “cultural”, su aplicacio´n a los cristales foto´nicos haya
sido mucho ma´s tard´ıa,24 pese a los esfuerzos de algunos autores25 por proporcionar una
implementacio´n de validez completamente general.
22Cfr. [Yee66] y [Taflove75]
23Para hacerse una idea de hasta que´ punto es cierta tal afirmacio´n, ve´ase la referencia [Taflove95].
24Tal y como se consignaba en la cronolog´ıa de la Tabla 2.1, la primera mencio´n aparece en [Chan95].
25Nos referimos, claro esta´, a la serie [Ward96], [Ward98] y [Ward00].
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3.3.1. Ca´lculo de bandas y espectros
La obtencio´n de la estructura de bandas de un sistema perio´dico tridimensional me-
diante el me´todo FDTD comienza por imponer a los campos el cumplimiento del Teore-
ma de Bloch para un determinado vector de onda k de nuestro intere´s. A continuacio´n,
fijaremos las condiciones iniciales de Ek y Hk como
Ek(r, t = 0) = 0; Hk(r, t = 0) =
∑
g
v × (k+ g)ei(k+g)·r (3.65)
donde la suma en g ha de entenderse restringida a un nu´mero finito de vectores de
la red rec´ıproca del cristal y el vector v no ha de cumplir otra condicio´n que la de
que sus componentes tengan aproximadamente la misma magnitud. Esta eleccio´n tan
particular26 de los campos en t = 0 nos garantiza a priori la transversalidad de las
soluciones27 al mismo tiempo que la existencia de un cierto solape entre el campo inicial
y los autoestados con la etiqueta k. As´ı pues, ya no resta ma´s que dejar evolucionar las
ecuaciones (3.59)-(3.64) hasta el tiempo T = NT∆t que nos parezca oportuno.
Llegados a este punto, resulta conveniente introducir la transformada de Fourier
de la funcio´n de auto-correlacio´n temporal del campo como una nueva magnitud
caracter´ıstica del problema a la que denominaremos intensidad espectral. De acuerdo
con esa definicio´n,
Pk(ω) ≡
∫
dt e−iωt
1
VU
∫
U
drφ∗k(r, t)φk(r, 0) (3.66)
donde U es la celda unidad del cristal y φk(r, t) ≡ [Fk(r, t)]α para F = E o´ H y
α = x o´ y o´ z. La utilidad pra´ctica de Pk(ω) no es otra que la de proporcionarnos
una idea del “peso” relativo de cada una de las frecuencias comprendidas en el intervalo
[ωmin ∼ 2piT , ωmax ∼ 2pi∆t ]. Pero debido a las condiciones de periodicidad del problema, esa
distribucio´n debe corresponderse con una serie de funciones delta como la que se muestra
en la Fig. 3.7, centradas precisamente en los autovalores del campo electromagne´tico.28
En consecuencia, bastara´ con repetir el proceso para distintos k’s a lo largo de las
direcciones de alta simetr´ıa hasta completar toda la estructura de bandas, de acuerdo
a una filosof´ıa k → ω completamente ana´loga a la de la PWE. Si a esto se an˜ade la
eliminacio´n de los tan molestos replegamientos, gracias a la posibilidad de emplear bases
26Para ma´s detalles, ve´anse [Chan95] y [Ward96].
27Que, como es lo´gico, no se ve modificada por la evolucio´n temporal del sistema.
28Lo´gicamente, la resolucio´n dependera´ del tiempo total de evolucio´n.
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Figura 3.7 : Representacio´n esquema´tica de la intensidad espectral del campo electromagne´tico
en el interior de un cristal foto´nico para un cierto vector de onda k, en la que se muestra co´mo
las frecuencias correspondientes a los k-autoestados del sistema pueden extraerse de los “picos” de
Pk(ω) sin necesidad de preocuparnos por su intensidad relativa.
no ortogonales29 tanto en la discretizacio´n como en la descripcio´n del cristal, llegamos
a la conclusio´n de que los me´todos FDTD constituyen una alternativa digna de tenerse
en cuenta a la hora de calcular bandas foto´nicas.
En lo que al ca´lculo de espectros de reflectancia y transmitancia se refiere, la dis-
cretizacio´n del tiempo no supone una gran diferencia conceptual respecto a las te´cnicas
TMM, ya que basta con aplicar la misma “receta” de la seccio´n anterior (proyeccio´n
en una base de ondas planas y sustitucio´n en las ecuaciones (2.43) y (2.44)) despue´s de
29Mencionadas por vez primera en [Roberts96]. Para una descripcio´n exhaustiva de su implementacio´n,
recomendamos la lectura de [Ward96].
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Figura 3.8 : Representacio´n esquema´tica de la configuracio´n t´ıpica para el ca´lculo de espectros de
reflectancia/transmitancia mediante te´cnicas FDTD, basada en la Fig. 1 de [Ward00]. En cada paso
de tiempo, se almacenan los valores de los campos sobre los planos que sen˜alan las l´ıneas discontinuas
para calcular posteriormente la respuesta o´ptica del sistema en funcio´n de la frecuencia. Con el objeto
de eliminar las reflexiones espurias en los extremos de la celda computacional, se han dispuesto PML’s
a ambos lados de la regio´n de esparcimiento.
calcular la correspondientes transformadas de Fourier de los campos:
E(r, ω) =
∫
dt e−iωtE(r, t) (3.67)
H(r, ω) =
∫
dt e−iωtH(r, t) (3.68)
Aparte de su indudable parentesco con la matriz de transferencia, la caracter´ıstica ma´s
peculiar del me´todo FDTD a la hora de simular la respuesta de un sistema como el que
se representa en la Fig. 3.8 es sin duda la importancia de las condiciones iniciales y de
contorno. Pero vayamos por partes: parece razonable intuir que las condiciones iniciales
de (3.65) no son las ma´s apropiadas en este caso y deben reemplazarse por otras ma´s
realistas, como (por ejemplo) un haz gaussiano que contenga el rango de frecuencias de
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nuestro intere´s, algo que a priori tampoco supone ningu´n problema.30 ¿Cua´l puede ser,
entonces, el obsta´culo para llevar a cabo la integracio´n temporal? Pues, por sorprendente
que parezca, algo tan “sencillo” como simular el espacio libre en los extremos del sistema.
Segu´n ya hemos adelantado, el me´todo de ca´lculo consiste en dejar evolucionar los
campos e ir almacenando en cada paso de tiempo sus valores sobre los planos que sen˜alan
las l´ıneas discontinuas de la Fig. 3.8 con el objeto de obtener a posteriori la respuesta en
frecuencia. Una vez atravesados tales planos, los paquetes de ondas deber´ıan continuar
su viaje aleja´ndose infinitamente del cristal sin volver a tener ninguna relacio´n con e´l,
pero, lo´gicamente, la celda computacional no puede hacerse infinita y eso provoca que,
ma´s pronto que tarde, las reflexiones mu´ltiples en sus extremos “contaminen” irreme-
diablemente la respuesta o´ptica del sistema, convirtie´ndolo en una suerte de cavidad
resonante. La solucio´n a este grave problema consiste en situar en ambos extremos
de la regio´n de esparcimiento los denominados Perfectly Matched Layers (PML),
capas de material absorbente astutamente disen˜adas para eliminar de forma efectiva las
ondas viajeras sin modificar las propiedades f´ısicas del sistema. Cabe decir que, si bien
el disen˜o de este tipo de estructuras ha sido objeto de un intenso estudio en los u´ltimos
an˜os31, su aplicacio´n pra´ctica pasa, en u´ltima instancia, por el ajuste de unos para´metros
emp´ıricos (el coeficiente de absorcio´n y el grosor del propio PML) a las caracter´ısticas
de cada problema concreto, labor que puede hacerse extraordinariamente tediosa.
3.3.2. Limitaciones, ventajas e inconvenientes
La mejor forma de iniciar el estudio de las limitaciones del esquema FDTD es, a
nuestro juicio, proceder al ana´lisis de la relacio´n de dispersio´n aproximada que dicho
me´todo nos proporciona para el espacio libre:
4
(∆t)2
sin2
ω∆t
2
= 4c2
(
1
a2x
sin2
kxax
2
+
1
a2y
sin2
kyay
2
+
1
a2z
sin2
kzaz
2
)
(3.69)
A la vista de (3.69), no resulta dif´ıcil darse cuenta de que la exigencia de autovalores
reales para el campo electromagne´tico impone una cota superior al intervalo de discre-
tizacio´n temporal ∆t:
(∆t)2 <
(
c2
a2x
+
c2
a2y
+
c2
a2z
)−1
(3.70)
Aun verifica´ndose esta condicio´n de mera consistencia, no podemos pasar por alto que el
l´ımite de validez proveniente de la aproximacio´n a primeros vecinos en la discretizacio´n
30Cfr. [Ward00]
31Ve´anse [Berenger94], [Berenger96] y [Zhao96], por citar so´lo los trabajos con mayor repercusio´n.
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espacial es exactamente el mismo que en el caso TMM descrito en la seccio´n anterior. En
ese sentido, la u´nica ventaja del esquema FDTD radicar´ıa en la posibilidad de describir
la celda unidad con mayor precisio´n empleando el mismo nu´mero de puntos gracias a un
uso inteligente de bases no ortogonales.32 Debemos descartar, pues, que la discretizacio´n
en el dominio temporal nos permita acceder a un rango de energ´ıas significativamente
ma´s amplio que el de otros me´todos.
Desde un punto de vista pra´ctico, la mejor cualidad del FDTD es su ventajosa ley de
escala para el tiempo de computacio´n, directamente proporcional tanto al nu´mero total
de puntos de discretizacio´n como al de pasos de tiempo:
tCPU ∼ NP ·NT (3.71)
Ni que decir tiene que para aquellos sistemas en los que estas dos magnitudes sean
completamente independientes, el FDTD puede considerarse un me´todo “de orden N”,
claramente superior, por lo tanto, a los descritos hasta ahora. Afortunadamente, la in-
dependencia entre NP y NT tan so´lo exige33 que la radiacio´n no permanezca confinada
dentro del material de forma indefinida, lo cual invalida la te´cnica para, por ejemplo,
el estudio de feno´menos como la localizacio´n de luz, pero (gracias a los PMLs . . . ) no
supone ningu´n obsta´culo a la hora de abordar estructuras “perio´dicas”.
Para completar el cuadro de sus caracter´ısticas, no podemos dejar de mencionar que
la formulacio´n FDTD tradicional de las ecuaciones de Maxwell no permit´ıa introducir
en la funcio´n diele´ctrica una dependencia expl´ıcita con la frecuencia, lo cual restring´ıa el
estudio de sistemas meta´licos al l´ımite del conductor perfecto34 Sin embargo, recientes
trabajos de K. Sakoda y sus colaboradores35 han hecho posible extender la discretizacio´n
del dominio temporal tambie´n a los sistemas meta´licos, si bien (de momento) so´lo en
dos dimensiones.
Y a modo de conclusio´n del presente apartado, un diagno´stico quiza´ excesivamente
influenciado por mi propia experiencia como usuario ocasional del me´todo:
Aunque a priori hubiera cabido esperar que el esquema FDTD alcanzase una popularidad
semejante a la que disfruta en muchas otras a´reas de la ingenier´ıa a la hora de estudiar
las propiedades foto´nicas de sistemas 3D sin dependencia expl´ıcita de la frecuencia, esa
prediccio´n no se ha cumplido en absoluto. A mi juicio, y dejando a un lado los ya
32As´ı, por ejemplo, en el caso de incidencia normal sobre la cara {111} de una estructura fcc discutido
con anterioridad, podr´ıa aumentarse el l´ımite de convergencia de (3.57) en un factor
√
3.
33Cfr. [Pendry96]
34Sirva la referencia [Fan96] como ejemplo de tal limitacio´n en los primeros trabajos en el campo.
35Ve´anse [Sakoda01] y [Ito01]
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mencionados “problemas culturales”, eso se ha debido, sobre todo, a dos factores de
ı´ndole eminentemente pra´ctica:
• En primer lugar, la pequen˜a ventaja (NP vsNP lnNP ) de la que disfruta la discreti-
zacio´n temporal frente a las ondas planas se ve amortiguada por la disponibilidad
de implementaciones extraordinariamente optimizadas de la PWE que la hacen
preferible para el ca´lculo de bandas.
• Y en lo tocante a los espectros, el esfuerzo necesario para definir las caracter´ısti-
cas o´ptimas de los PMLs colocan por delante, a la postre, a la formulacio´n TMM
tradicional, cuando no a otras que sacan partido directamente de las propiedades
geome´tricas de los centros de esparcimiento, como la que se describira´n a conti-
nuacio´n.
3.4. Expansio´n en multipolos esfe´ricos (layer-KKR)
Antes de comenzar con la exposicio´n de las caracter´ısticas del me´todo sobre el que
versa la presente seccio´n, nos resultara´ particularmente u´til recordar el formalismo in-
troducido en el Cap´ıtulo 2 a la hora de abordar el ana´lisis de los cristales foto´nicos
finitos. Segu´n establecimos en aquel momento, es posible reinterpretar cualquier estruc-
tura perio´dica tridimensional como una sucesio´n de infinitos planos normales a una cierta
direccio´n n, todo ello de forma que cada uno de esos planos constituya a su vez una es-
tructura perio´dica en dos dimensiones, tal y como se resume gra´ficamente en la Fig. 3.9.
Y dentro de esa nueva descripcio´n, las propiedades o´pticas del sistema vendra´n deter-
minadas por las expresiones formales para los campos incidente, reflejado y transmitido
que se presentaban en aquel mismo cap´ıtulo.
Imaginemos ahora que, como ya nos sugiere la propia figura, los elementos constituti-
vos de esos planos “cristalinos” sean precisamente esferas. Esa circunstancia nos permite
desarrollar expl´ıcitamente las expresiones (2.37), (2.39) y (2.41) en te´rminos de un su-
matorio en los multipolos de cada una de las esferas. Pese a que la forma expl´ıcita de
los campos en esa nueva base es bastante poco manejable e incluye una buena cantidad
de funciones especiales, razo´n por la cual hemos decidido no reproducirla aqu´ı,36 es
posible comprobar que tales desarrollos convergen de forma extraordinariamente ra´pida
y pueden, por lo tanto, truncarse a un orden relativamente bajo.37
36Remitimos al lector curioso a la referencia [Stefanou98].
37Con las limitaciones que se discutira´n al final de la seccio´n.
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Figura 3.9 : Representacio´n esquema´tica de una estructura tridimensional como sucesio´n de planos
normales a una direccio´n dada, punto de partida del me´todo layer-KKR.
Como el lector ya habra´ podido sospechar, la denominacio´n “layer-KKR” (o simple-
mente KKR) que usualmente recibe este me´todo es un reconocimiento a J.Korringa, W.
Kohn y N. Rostoker, pioneros en el aprovechamiento de la simetr´ıa esfe´rica del poten-
cial efectivo para la resolucio´n nume´rica de la ecuacio´n de Schro¨dinger en sistemas
perio´dicos.38 Por otra parte, sus semejanzas con el me´todo de la matriz de transferencia
son tambie´n notables, algo que no debe extran˜arnos si pensamos que en ambos casos se
trata de obtener el campo esparcido por un plano de elementos de scattering dispuestos
de forma perio´dica y utilizarlo como entrada para el plano posterior.39
Cabe destacar que, si bien la primera formulacio´n de las te´cnicas KKR para la reso-
lucio´n de las ecuaciones de Maxwell vectoriales aparece ya en los trabajos de K. Ohtaka
mencionados en el Cap´ıtulo 2, nosotros hemos preferido utilizar la versio´n ligeramente
posterior de A. Modinos y colaboradores,40 por parecernos ma´s dida´ctica en su plantea-
miento y (sobre todo) por ser la base de una implementacio´n nume´rica razonablemente
optimizada que ha sido puesta a la disposicio´n de la comunidad cient´ıfica.41
38Cfr. [Korringa47] y [Kohn54]
39Lo cual, dicho sea de paso, tambie´n evidencia su comu´n inspiracio´n en los procesos de LEED.
40Cfr. [Modinos87], [Stefanou91] y [Stefanou92]
41Ve´anse [Stefanou98] y [Stefanou00] para ma´s detalles.
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3.4.1. Ca´lculo de bandas y espectros
En claro paralelismo con lo expuesto en la seccio´n 3.2.2, es posible expresar el valor
del campo ele´ctrico en la zona del espacio42 comprendida entre los planos N y (N + 1)
como
E(r) =
∑
g
{E+g (N)eiK
+
g ·(r−AN ) +E−g (N)e
iK−g ·(r−AN ) (3.72)
donde K±g debe entenderse una vez ma´s segu´n la definicio´n de (2.36) y AN representa el
origen de coordenadas ma´s apropiado entre ambos planos. Y puesto que los coeficientes
de desarrollo del campo en planos sucesivos se hallan a su vez conectados por medio de
las correspondientes matrices de scattering43 Q˜,
E−gi(N) =
∑
g′i′
Q˜IVgi;g′i′E
−
g′i′(N + 1) +
∑
g′i′
Q˜IIIgi;g′i′E
+
g′i′(N) (3.73)
E+gi(N + 1) =
∑
g′i′
Q˜Igi;g′i′E
+
g′i′(N) +
∑
g′i′
Q˜IIgi;g′i′E
−
g′i′(N + 1) (3.74)
basta con aplicar el Teorema de Bloch y una cierta manipulacio´n formal para terminar
obteniendo un problema de autovalores algebraico cuya diagonalizacio´n nos proporcio-
nara´ la estructura de bandas foto´nica del sistema, si bien de nuevo en el algo molesto
formato kz = kz(ω;k‖):(
Q˜I Q˜II
−[Q˜IV ]−1Q˜IIIQ˜I [Q˜IV ]−1[1− Q˜IIIQ˜II ]
)(
E+(N)
E−(N + 1)
)
= eik·a3
(
E+(N)
E−(N + 1)
)
(3.75)
Por otra parte, las ecuaciones (3.73) y (3.74) tambie´n nos permiten, suponiendo una
incidencia de izquierda a derecha, identificar ra´pidamente los coeficientes de los campos
reflejado y transmitido, el u´nico ingrediente que necesitamos para completar la descrip-
cio´n de la respuesta o´ptica del sistema, una vez efectuadas las sustituciones oportunas
en (2.43) y (2.44):
[Etrans]+g,i =
∑
i′
Q˜Ig,i;g′,i′ [Einc]
+
g′,i′ (3.76)
[Eref ]−g,i =
∑
i′
Q˜IIIg,i;g′,i′ [Einc]
+
g′,i′ (3.77)
Como u´ltimo detalle sobre el ca´lculo de espectros, no podemos dejar de resaltar la plena
vigencia de las fo´rmulas de adicio´n de celdas (3.48)-(3.51) introducidas en la seccio´n
42Posiblemente, de grosor infinitesimal.
43Cuya definicio´n exacta puede hallarse en [Stefanou98]
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precedente, que podemos emplear de forma directa44 para obtener las propiedades de un
sistema compuesto por varios planos de esferas con distintos taman˜os, materiales etc.
3.4.2. Validez de la aproximacio´n
Tal y como ya habra´ adivinado el lector, la principal restriccio´n a la validez de los
desarrollos layer-KKR reside sobre todo en su hipo´tesis inicial, pues nada nos garantiza la
convergencia de los resultados si los centros de scattering no son estrictamente esfe´ricos.
Por otra parte, el mismo planteamiento de la ecuacio´n (3.72) implica la existencia de una
capa homoge´nea (por mı´nima que sea) entre los sucesivos planos de esferas, lo cual supone
una restriccio´n adicional que descartar´ıa (al menos en principio) las estructuras con
empaquetamiento compacto. Pero incluso en el caso con geometr´ıa ma´s favorable, no es
fa´cil conocer a priori si, en el momento de ser truncada, una cierta expansio´n multipolar
ha convergido lo suficiente como para reproducir adecuadamente las caracter´ısticas reales
del campo electromagne´tico en el sistema objeto de nuestro estudio.
Segu´n se adelantaba en la introduccio´n, el para´metro escogido para caracterizar tal
truncamiento es el orden de los multipolos45 con los que se va a expandir46 el campo
esparcido en cada sitio de red. En el llamado l´ımite de onda larga (bajas frecuencias
o esferas pequen˜as), la convergencia de la serie es tan ra´pida que incluso puede servirnos
una aproximacio´n dipolar, pero al aumentar la energ´ıa del campo o el taman˜o de
las esferas se hace necesario introducir o´rdenes multipolares cada vez ma´s elevados. Con
cara´cter general, cuanto mayores sean e´stos, mayores sera´n nuestras garant´ıas respecto
a los resultados. . . y mayor sera´ tambie´n el esfuerzo computacional. Sin embargo, ma´s
alla´ de un cierto l´ımite,47 la inclusio´n de estos te´rminos adicionales provoca a su vez
inestabilidades nume´ricas48 que causan la aparicio´n de absorciones ficticias en el ran-
go de ma´s baja energ´ıa. Afortunadamente, podemos detectar el problema valie´ndonos
del coeficiente de absorcio´n U introducido en el Cap´ıtulo 2 como un primer test de la
consistencia del ca´lculo: si para una cierta frecuencia la funcio´n diele´ctrica del sistema
es estrictamente real, la absorcio´n ha de ser nula y toda traza de su presencia en dicha
energ´ıa debe atribuirse a errores nume´ricos. Ma´s alla´ de esta primera y siempre u´til
44Tras la correspondiente identificacio´n t˜++→Q˜I t˜+−→Q˜II t˜−+→Q˜III t˜−−→Q˜IV
45Es decir, el momento angular ma´ximo lmax que se permite a los armo´nicos esfe´ricos vectoriales
46Hasta un orden Bragg determinado, que suele expresarse en forma de una cota gmax para el mo´dulo
de los vectores de red rec´ıproca. Como es lo´gico, lmax y gmax han de guardar una cierta proporcio´n.
47Que, al menos con la implementacio´n nume´rica disponible, puede fijarse heur´ısticamente en lmax > 7
48Debido a la cancelacio´n incompleta de te´rminos divergentes en las series, segu´n nos confirmo´ el
propio N. Stefanou en comunicacio´n privada.
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Figura 3.10 : Comparacio´n del espectro de reflectancia de la Fig. 3.6b (trazos) con el ca´lculo layer-
KKR (l´ınea continua) para el mismo sistema f´ısico. Puede apreciarse que, salvo pequen˜os detalles,
ambos resultados son pra´cticamente coincidentes en todo el intervalo de confianza del me´todo TMM.
Los valores escogidos para el truncamiento de la serie han sido lmax = 7 y gmax = 19/|a1|. La energ´ıa
se expresa en unidades reducidas adimensionales.
comprobacio´n, los estudios de convergencia49 de las series se convierten en una tarea
un tanto tediosa: ca´lculo con un cierto valor de los para´metros, modificacio´n al alza de
los mismos y comparacio´n de los nuevos resultados con los antiguos en la esperanza de
alcanzar el l´ımite de variacio´n establecido antes de llegar a la zona de inestabilidad.
Pero pasemos a analizar con detalle el caso de mayor intere´s para nuestra inves-
tigacio´n: segu´n es bien sabido, la condicio´n de empaquetamiento compacto fcc impli-
ca un radio de esfera Rcp = a/2
√
2, siendo a el para´metro de red de la celda cu´bica
convencional. Puesto que la distancia entre planos adyacentes con orientacio´n (111) es
d111 = a/
√
3 < 2Rcp, parecer´ıa que el estudio de los o´palos artificiales deber´ıa descartar-
se a priori. Sin embargo, segu´n puede apreciarse en la Fig. 3.10, ese no es en absoluto
el caso, ya que los resultados layer-KKR para este tipo de sistema coinciden de forma
ma´s que satisfactoria con los valores de referencia50 y adema´s aventajan a e´stos en casi
49De los que [Stefanou91] constituye un buen ejemplo.
50Entendiendo como tales los proporcionados por el me´todo TMM.
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un factor 5 en lo que a a tiempo de ca´lculo se refiere. A simple vista, nos encontramos
ante una de esas raras ocasiones en las que un me´todo de ca´lculo funciona mejor de lo
esperado,51 pero. . . ¿do´nde esta´ el l´ımite?
Imaginemos que se aumenta el radio de las esferas sin alterar la posicio´n relativa de
sus centros, segu´n la receta ma´s usual para modelizar el proceso de sinterizacio´n. Adema´s
de incrementar la fraccio´n de llenado por encima del valor caracter´ıstico del empaque-
tamiento compacto, ese proceso alejar´ıa al sistema de las condiciones de estabilidad por
partida doble, al invadirse au´n ma´s el espacio entre planos y perder las esferas su propio
cara´cter de tales como consecuencia de la interpenetracio´n. El efecto resultante en las
propiedades o´ptica del sistema queda recogido en la Fig. 3.11: en la parte superior se
presenta la evolucio´n de los espectros TMM, completamente insensibles a los “conflictos”
entre esferas. Puede observarse co´mo los ma´ximos se desplazan “r´ıgidamente” hacia la
izquierda de la gra´fica. Por contra, en el caso de los espectros layer-KKR de la parte in-
ferior, ese mismo desplazamiento se ve acompan˜ado por gran cantidad de picos espurios
para fracciones de llenado por encima del 87%. Aqu´ı parece estar el l´ımite hasta el que
se puede “forzar” el me´todo, l´ımite sin duda ma´s que suficiente para nuestros propo´sitos.
As´ı pues, concluiremos este apartado consignando que la comparacio´n con los resul-
tados de la matriz de transferencia nos permite afirmar que la expansio´n en multipolos
esfe´ricos constituye el me´todo ma´s eficiente para el estudio de la respuesta o´ptica de los
o´palos artificiales de SiO2, algo que no pod´ıa darse por sentado a priori. Y a efectos de
mera completitud, so´lo resta an˜adir que el esquema layer-KKR permite abordar tanto
la presencia de disipacio´n como la dependencia expl´ıcita con la frecuencia de la funcio´n
diele´ctrica sin que eso introduzca complicaciones adicionales en el ca´lculo.52
51Lo cual quiza´ no sea tan extran˜o si tenemos en cuenta que el contraste de ı´ndices entre el SiO2 y el
aire es menor que 1.5.
52Cfr. [Modinos01]
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Figura 3.11 : Estudio de la evolucio´n del espectro de reflectancia en funcio´n de la fraccio´n de
llenado para el mismo sistema de la Fig. 3.10. Puede apreciarse que los espectros de la parte (a),
calculados mediante el me´todo de la matriz de transferencia, se desplazan “r´ıgidamente”, a diferencia
de los resultados layer-KKR de la parte (b), plagados de picos espurios para fracciones de llenado
por encima del 87%. Advie´rtase que los valores de la energ´ıa se expresan en te´rminos de a′= ηa < a
como reflejo de la progresiva contraccio´n del para´metro de red provocada por la sinterizacio´n.
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3.5. Otros me´todos
Aunque hasta ahora nos hayamos centrado exclusivamente en las te´cnicas nume´ri-
cas empleadas en el transcurso de nuestra propia investigacio´n, no podemos dar por
terminado este cap´ıtulo sin siquiera mencionar la existencia de me´todos tales como los
desarrollos MMP53 o los enfoques basados en elementos finitos,54 perfectamente
va´lidos para el estudio de estructuras perio´dicas tridimensionales a pesar de no haber
gozado hasta la fecha de una gran repercusio´n dentro de la comunidad de cristales foto´ni-
cos. As´ı pues, su ausencia de este documento debe atribuirse exclusivamente a la falta de
una ocasio´n propicia para su uso, sin que eso suponga en modo alguno un juicio negativo
sobre sus posibilidades.
Y salvadas ya de este modo las objeciones del lector ma´s purista, no queda ma´s que
resumir todo lo expuesto hasta aqu´ı en el cuadro de la Fig. 3.12, con la esperanza de
haber conseguido aclarar suficientemente co´mo se han calculado las bandas y espectros
que se presentara´n a continuacio´n.
BajoEspectrosSíNoω → kKKR
De bajo a 
moderadoBandasNoSí
k → ωFDTD
AltoEspectrosSíSíω → kTMM
ModeradoBandasNoSík → ωPWE
Coste 
computacional
Preferible para 
el cálculo de
¿Admite           
ε = ε'(ω) + iε''(ω) ?
¿Admite 
cualquier 
geometría?
FilosofíaMétodo
Figura 3.12 : Resumen de las principales caracter´ısticas de los me´todos nume´ricos presentados a
lo largo del cap´ıtulo. No´tese que las restricciones sobre la funcio´n diele´ctrica han de entenderse como
referidas exclusivamente a sistemas tridimensionales.
53Para una completa descripcio´n, ve´ase [Moreno02] y las referencias all´ı incluidas.
54Cfr. [Dobson00]
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CAPI´TULO 4
Caracterizacio´n de las simetr´ıas
del campo electromagne´tico
¡Tigre! ¡Tigre! luz llameante
En los bosques de la noche,
¿Que´ ojo o mano inmortal
Pudo idear tu terrible simetr´ıa?
William Blake El Tigre
Al aplicar a un sistema concreto las te´cnicas descritas en el cap´ıtulo previo, corremos el
riesgo de perder la visio´n f´ısica del problema, limita´ndonos a usar los me´todos de ca´lculo
como una “caja negra” que escapa a nuestro control. Afortunadamente, contamos con una
poderosa aliada a la que siempre podremos recurrir para evitar el desastre. . .
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4.1. Introduccio´n
Si en el Cap´ıtulo 2 aprovecha´bamos la invariancia de ε(r) bajo traslaciones de un
vector de red para etiquetar los autoestados del campo electromagne´tico, parece natu-
ral preguntarnos ahora si existe algu´n otro tipo de transformacio´n que, manteniendo
igualmente invariante la funcio´n diele´ctrica, pueda proporcionarnos informacio´n adicio-
nal sobre las soluciones del problema, una vez obtenidas e´stas a partir de los me´todos
descritos en el cap´ıtulo precedente. Como el lector ya puede sospechar, la respuesta es
afirmativa. De hecho, todas las transformaciones con esa propiedad pueden englobarse
en una categor´ıa general, las operaciones de simetr´ıa, a cuya descripcio´n esta´ dedi-
cada la primera parte del presente cap´ıtulo. Una vez establecidas algunas definiciones
generales, se procedera´ a desarrollar el formalismo que permite la clasificacio´n de las
soluciones de un problema vectorial de autovalores gene´rico a partir de sus propiedades
de transformacio´n bajo un grupo de operaciones de simetr´ıa. Finalmente, en la u´ltima
seccio´n, aplicaremos dicho procedimiento a la magnitud f´ısica objeto de nuestro estudio,
poniendo de manifiesto co´mo la caracterizacio´n de las propiedades de simetr´ıa del cam-
po electromagne´tico puede ayudarnos a comprender mejor las propiedades o´pticas de los
cristales foto´nicos.
Y antes de concluir esta pequen˜a seccio´n introductoria, me gustar´ıa sen˜alar que, si
bien el presente cap´ıtulo no constituye una exposicio´n completamente “auto-contenida”
de los temas que en e´l se abordan, s´ı se ha hecho un esfuerzo por (al menos) mencionar
en el texto los pasos intermedios que permiten conectar las definiciones generales con
los resultados de aplicacio´n pra´ctica. Para detalles ma´s te´cnicos, remitimos al lector
interesado a los Ape´ndices A y B, as´ı como a las referencias incluidas en la bibliograf´ıa.
4.2. Operaciones de simetr´ıa en sistemas perio´dicos
4.2.1. Algunas definiciones
De forma absolutamente general, podemos definir operacio´n de simetr´ıa como un
cambio en el sistema de referencia por medio del cual describimos el objeto de nues-
tro estudio. Si ese proceso no implica cambios en su descripcio´n, diremos que nuestro
problema es invariante bajo dicha operacio´n. Es posible identificar, en principio, dos
tipos de operaciones de simetr´ıa: las que no dejan invariante ningu´n punto del espacio y
las que s´ı cuentan con puntos fijos, que en consecuencia se conocen como operaciones
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puntuales.1 Un buen ejemplo de las primeras son las traslaciones primitivas de las que
nos hemos venido ocupando hasta ahora, mientras que por su parte, los giros y las
reflexiones constituyen las operaciones puntuales por excelencia.
Nada nos impide entonces definir una categor´ıa ma´s general: se trata de la opera-
cio´n espacial, entendida como la composicio´n (es decir, la aplicacio´n sucesiva) de
una traslacio´n y una operacio´n puntual. De esta forma, tanto las traslaciones como las
operaciones puntuales podr´ıan entenderse como casos particulares del tipo espacial, si
las consideramos en composicio´n con la operacio´n identidad y el vector nulo, respectiva-
mente. En consecuencia, resulta oportuno introducir aqu´ı la notacio´n de operadores de
Seitz, que hace expl´ıcita dicha composicio´n al expresar las operaciones de simetr´ıa en
la forma {Â | t}, donde Â representa una operacio´n puntual cualquiera y t el vector de
la traslacio´n correspondiente. Siguiendo el convenio de [Wherrett86] e [Inui90], la accio´n
de este operador sobre un vector r se define como
{Â | t}r ≡ A˜r+ t (4.1)
siendo A˜ la matriz asociada a la operacio´n puntual. Cuando el objeto de la transformacio´n
es una funcio´n escalar ψ(r), el operador actu´a so´lo sobre su argumento
{Â | t}ψ(r) ≡ ψ({Â t}−1r) = ψ(A˜−1r− A˜−1t) (4.2)
mientras que en el caso ma´s general de una funcio´n vectorial Ψ(r) lo hace tanto sobre
el argumento como sobre la propia funcio´n:
{Â | t}Ψ(r) ≡ A˜Ψ({Â | t}−1r) = A˜Ψ(A˜−1r− A˜−1t) (4.3)
Como u´ltimo detalle te´cnico, debemos tener presente que cualquier traslacio´n gene´rica
t puede escribirse en la forma t = R + τ , es decir, como la suma de una traslacio´n
primitiva y un vector τ que no tiene por que´ serlo. As´ı, el caso en el que R = 0 y
0 < |τ | < |ai| ∀i viene a completar nuestra clasificacio´n cualitativa de las operaciones
de simetr´ıa y nos permite concluir que cualquier operacio´n espacial puede construirse2
como una combinacio´n de {̂I | R}, {Â | 0} y {Â′ | τ}.
1Este tipo de movimientos en el sistema de referencia se encuentra necesariamente asociado a opera-
dores lineales ortogonales (es decir, que conservan la norma en el producto escalar) y no singulares,
lo cual se traduce en que las operaciones puntuales tomen siempre la forma de matrices regulares con
determinante igual a 1 al actuar sobre vectores y funciones.
2Cfr. [Chen85]
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Mediante la simple inspeccio´n de sus propiedades respecto a la composicio´n, es posible
demostrar que todos los los operadores de simetr´ıa {Â | t} que dejan invariante al sistema
constituyen un grupo en el sentido algebraico del te´rmino, al que nos referiremos como
grupo espacial del sistema o simplemente grupo G. Dentro de ese grupo, consideremos
ahora el conjunto de las operaciones del tipo {̂I | R}, es decir, las traslaciones en un
vector de red. Este conjunto forma un subgrupo invariante del grupo espacial y recibe
el nombre de grupo de traslaciones o grupo T . Por otro lado, el conjunto de las
operaciones puntuales {Â | 0} y {Â′ 0} tiene a su vez estructura de grupo, constituyendo
el denominado grupo puntual isogonal del grupo G o grupo G0 a secas. Obviamente,
este grupo G0 sera´ tambie´n un subgrupo de G cuando sea posible encontrar3 un origen
de coordenadas en el que τ = 0 para todas las operaciones del tipo {Â′ | τ}. En ese caso,
y en razo´n de su similitud estructural con G0, diremos que G es un grupo simo´rfico.
Con independencia de que se asuma o no esa suposicio´n en lo tocante a G, el conjunto
G/T de los cosets obtenidos al efectuar la descomposicio´n de G bajo T constituye un
grupo isomorfo a G0 al que se suele denominar grupo factor.
Consideremos ahora un operador vectorial gene´rico Ĉ que verifica la siguiente rela-
cio´n de conmutacio´n:
[Ĉ, {̂I | R}] = 0 (4.4)
En consecuencia, es posible construir una base de autofunciones Ψ(r) de Ĉ que tambie´n
lo sean simulta´neamente de los operadores {̂I | R}:
ĈΨ(r) = cΨ(r) (4.5)
{̂I | R}Ψ(r) = t(R)Ψ(r) (4.6)
Habida cuenta de la asociatividad entre las traslaciones, los autovalores han de cumplir
t(R+R′) = t(R)t(R′) (4.7)
lo cual, unido a la conservacio´n del producto escalar, impone que t(R) tome necesaria-
mente la forma
t(R) = eiq·R (4.8)
Como el lector puede ya intuir, una eleccio´n adecuada de las condiciones de contorno de
nuestro problema4 nos permite identificar q con k y recuperar as´ı el Teorema de Bloch
3Esto es, en ausencia tanto de planos de deslizamiento como de ejes en espiral
4Habitualmente, condiciones perio´dicas en las que {̂I | Niai} = {̂I | 0} para unos ciertos Ni
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Figura 4.1 : Fotograf´ıa de la obra Estructuracio´n hiperpolie´drica del espacio, creacio´n del arquitecto
Rafael Leoz (1921-1976). En su interior, podemos reconocer sin ningu´n ge´nero de dudas la peculiar
forma de la Primera Zona de Brillouin correspondiente a una red cu´bica centrada en las caras.
como una propiedad necesaria de los autoestados comunes de ambos operadores.
4.2.2. Autofunciones y operadores de simetr´ıa
Segu´n lo establecido en el apartado anterior, las autofunciones del operador Ĉ pueden
expresarse en la forma
Ψnk(r) = e
ik·rϕnk(r) (4.9)
siendo k un vector de onda dentro de la primera Zona de Brillouin y ϕnk(r) una funcio´n
vectorial invariante bajo T . Consideremos ahora la accio´n sobre Ψnk(r) de una operacio´n
puntual {Â | 0} ∈ G0:
{Â | 0}Ψnk = A˜eik·A˜
−1rϕnk(A˜−1r) (4.10)
Teniendo en cuenta que G0 es, con cara´cter general, un subgrupo del grupo puntual
holosime´trico5 del sistema, las funciones ϕnk(r) tambie´n sera´n invariantes bajo G0. Si
5Tambie´n llamado grupo puntual “de la red vac´ıa” o grupo P. Ve´ase [Chen85] para ma´s detalles.
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a eso an˜adimos la ya mencionada ortogonalidad de las matrices A˜, la expresio´n anterior
se transforma en
{Â | 0}Ψnk = A˜eiA˜k·rϕnk(r) (4.11)
Dado un vector de onda k, su pequen˜o co-grupo6 G0(k) se define como el conjunto de
operaciones de simetr´ıa que satisfacen la relacio´n
{Â | 0}k = k+ q′ (4.12)
siendo q′ es un vector de red rec´ıproca. En consecuencia, si {Â | 0} forma parte de G0(k),
{Â | 0}Ψnk = A˜ei(k+q
′)·rϕnk(r) = eik·r eiq
′·rA˜ϕnk︸ ︷︷ ︸
φnk
(4.13)
As´ı pues, al actuar sobre Ψnk, el operador {Â | 0} nos proporciona otra funcio´n Bloch
con el mismo vector de onda k que la original.
Si ahora aplicamos el operador de simetr´ıa en ambos lados de la ecuacio´n (4.5)
recordando nuestra premisa inicial de que conmuta con Ĉ, tenemos que
{Â | 0}ĈΨnk(r) = Ĉ{Â | 0}Ψnk(r) = cn(k){Â | 0}Ψnk(r) (4.14)
lo que en definitiva significa que Ψnk(r) y {Â | 0}Ψnk(r) son autofunciones de Ĉ con
el mismo autovalor. Suponiendo que G0(k) = {{Âi | 0}} sea el “pequen˜o co-grupo”
correspondiente a un determinado vector de onda k, las ecuaciones (4.13) y (4.14) nos
permiten afirmar que las funciones Ψnk(r) deben cumplir
{Âi | 0}Ψnk,g(r) =
∑
g′
αig,g′Ψ
n
k,g′(r) (4.15)
donde g es la degeneracio´n de los autoestados. Nuestro siguiente paso sera´ entender el
significado de los coeficientes escalares {αig,g′}.
4.2.3. Teor´ıa de Representaciones
Mediante el formalismo usual de la Teor´ıa de Representaciones,7 es posible demostrar
de forma directa que las matrices de coeficientes escalares que aparecen en la ecuacio´n
(4.15) constituyen una representacio´n del grupo G0(k), es decir, son homomorfas con
6Traduccio´n tentativa de la denominacio´n little co-group introducida en [Bradley72]
7Cfr. [Falicov66]
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e´l. Por otro lado, si consideramos que la degeneracio´n de las autofunciones no es acci-
dental (i.e. no puede eliminarse cambiando un para´metro del problema sin modificar
sus propiedades de simetr´ıa) el conjunto {Ψnk,g(r)} genera un subespacio invariante
Lk irreducible bajo G0(k) y, por lo tanto, el conjunto de matrices {α˜i} es una represen-
tacio´n irreducible de dicho grupo. Si {Âi | 0} pertenece a la clase de equivalencia
m dentro de G0(k), debe cumplirse que∑
g
αig,g = χ
R
m (4.16)
donde χRm es el cara´cter correspondiente a la clase m para una determinada represen-
tacio´n irreducible R del grupo G0(k).
Por otro lado, suponiendo las ya mencionadas condiciones perio´dicas de contorno,
resulta trivial demostrar que el grupo de las traslaciones es isomorfo con un grupo
c´ıclico abeliano y, en consecuencia, que todas sus representaciones irreducibles son
unidimensionales. Puesto que, para cualquier elemento de T , se verifica
{̂I | R}Ψk(r) = eik·RΨk(r) (4.17)
es inmediato identificar la fase eik·R con el cara´cter de una determinada representacio´n
irreducible del grupo T , a la que, como es lo´gico, le asignaremos la etiqueta k.
4.2.4. En resumen...
Con el objeto de recuperar el hilo de nuestra exposicio´n, parece oportuno resumir
brevemente lo que se ha venido exponiendo hasta aqu´ı sobre las operaciones de simetr´ıa
en sistemas perio´dicos:
1. Dado un cierto sistema invariante bajo las traslaciones de una red de Bravais,
podemos encontrar otras operaciones de simetr´ıa (puntuales o no) que tambie´n
mantienen invariante su descripcio´n. El conjunto de unas y otras constituye el
grupo espacial G de dicho sistema.
2. Mediante las te´cnicas de la teor´ıa de grupos, es posible demostrar que
a) el conjunto T de las traslaciones primitivas es un subgrupo invariante de G
b) si factorizamos G en los cosets del grupo de traslaciones, el conjunto resultante
G/T tambie´n es un grupo, que se denomina factor y es isomorfo con el grupo
isogonal G0
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3. Como consecuencia de todo lo anterior, las autofunciones de un operador Ĉ que
conmute con los elementos de G pueden construirse mediante la combinacio´n de una
representacio´n irreducible k de T con unas ciertas representaciones irreducibles8
de G/T , concretamente las que forman parte de G0(k) ⊂ G0.
4. Y en el caso de que G sea simo´rfico, las representaciones irreducibles de G0(k)
coinciden adema´s con las de uno de los 32 grupos puntuales cristalogra´ficos.
Llegamos as´ı a la conclusio´n de que el ana´lisis de las propiedades de simetr´ıa constitu-
ye una herramienta muy potente para la resolucio´n de cualquier problema de autovalores,
al permitirnos escoger de antemano la base de funciones ma´s adecuada. Ni que decir tie-
ne que, tras la oportuna identificacio´n de Ĉ con el operador hamiltoniano, ese ha venido
siendo principalmente el papel de las te´cnicas de grupos de simetr´ıa9 en campos tales
como la f´ısica ato´mica o la f´ısica del estado so´lido. Nada nos impide, sin embargo, adop-
tar un punto de vista complementario: dado que cada R tiene asociado un´ıvocamente
su propio conjunto de caracteres, es posible emplear las representaciones irreducibles
de G0(k) para clasificar, asigna´ndole la etiqueta de la R que le corresponda, la n-e´sima
autofuncio´n del operador Ĉ en el punto k, una vez calculada e´sta mediante algu´n pro-
cedimiento que no tenga en cuenta expl´ıcitamente las simetr´ıas del problema. Como es
bien sabido, este enfoque alternativo se ha utilizado ampliamente para la determinacio´n
de reglas de seleccio´n en mu´ltiples problemas de f´ısica ato´mica y molecular en los que
la interaccio´n radiacio´n-materia juega un papel destacado.10
Tal y como ya se adelanto´ al comienzo del cap´ıtulo, la caracterizacio´n a posteriori de
las propiedades de simetr´ıa de los autoestados del campo electromagne´tico nos sera´ de
gran utilidad para la comprensio´n de la respuesta o´ptica de los cristales foto´nicos. Pero
antes de entrar en ma´s detalles, no nos vendra´ mal dedicar una seccio´n previa a la
descripcio´n operativa de co´mo llevar a cabo dicha tarea.
4.3. Caracterizacio´n de las propiedades de simetr´ıa
4.3.1. Evaluacio´n del cara´cter de las representaciones en Lk
El camino ma´s corto a la hora de asignar una representacio´n R a las distintas au-
tofunciones dentro del subespacio invariante Lk pasa sin duda por la evaluacio´n directa
8Advie´rtase lo u´til de esta propiedad a la hora de, por ejemplo, decidir si nos “fiamos” de la degene-
racio´n de un autovalor calculado nume´ricamente.
9Desarrolladas en paralelo a la evolucio´n de la meca´nica cua´ntica, como atestiguan los trabajos
pioneros de [Seitz36] y [Bouckaert36]
10Cfr. [Bransden98] y las referencias all´ı incluidas.
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de la traza de las matrices que aparecen en la ecuacio´n (4.15). As´ı, en el caso de las
representaciones irreducibles unidimensionales (g = 1), el cara´cter χRM vendra´ dado por
la expresio´n
χR1DM = α =
P ·Ψ
|Ψ|2 (4.18)
en la que el s´ımbolo Pg ≡ {Â | 0}Ψg representa a la autofuncio´n transformada. Mediante
una cierta manipulacio´n algebraica, no es dif´ıcil obtener11 una expresio´n similar para las
representaciones en dos y tres dimensiones, si bien en este u´ltimo caso resulta conveniente
definir unas variables auxiliares con el objeto de hacer ma´s compacta la notacio´n:
χR2DM =
∑
j,k
(−1)j+k[(Pj ·Ψk)(Ψk ·Ψj)− (Pj ·Ψj)|Ψk|2]
|Ψ1|2|Ψ2|2 − (Ψ1 ·Ψ2)(Ψ2 ·Ψ1)
(4.19)
χR3DM =
w1 · (v2 × v3) + v1 · (w2 × v3) + v1 · (v2 ×w3)
v1 · (v2 × v3) (4.20)
(vi)j ≡ Ψi ·Ψj (4.21)
(wi)j ≡ Pi ·Ψj (4.22)
Como u´ltimo detalle, no podemos olvidar que, en el caso de haber sido obtenidas
nume´ricamente, las autofunciones Ψ no verificara´n la ecuacio´n (4.15) ma´s que en una
forma aproximada, por lo que, para estar seguros de la asignacio´n de un determinado
cara´cter a una cierta autofuncio´n, deberemos implementar algu´n tipo de promedio sobre
el conjunto discreto de puntos del espacio en los que conozcamos su valor.
4.3.2. De la simetr´ıa de las autofunciones a la simetr´ıa de las bandas
Si en la seccio´n 4.2 volv´ıamos sobre nuestros pasos para justificar la validez del Teo-
rema de Bloch, introducido sin ma´s contemplaciones en el Cap´ıtulo 2, nada nos impide
ahora definir a posteriori la n-e´sima “banda” en la direccio´n K1K2 como el conjunto for-
mado por los n-e´simos autovalores del operador Ĉ etiquetados con un vector k que var´ıa
de forma continua12 desliza´ndose sobre el segmento que une a los puntos especiales
K1 y K2 dentro de la 1a ZB. Como es bien sabido, tales puntos deben su calificativo al
hecho de que los grupos G0(k1) y G0(k2) contienen operaciones puntuales distintas de
la identidad y eso hace posible la aparicio´n de degeneraciones no accidentales de los au-
11Ve´ase [Lo´pez-Tejeira02].
12En contraposicio´n con los niveles discretos de un sistema finito. Es este cara´cter continuo de c(k)
el que origina, de hecho, el nombre de “banda”.
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tovalores. Para responder de forma rigurosa a la interesante cuestio´n de que´ sucede con
los puntos intermedios, resulta conveniente enunciar13 un Teorema de Construccio´n
de G0(k) que nos permita determinar el “pequen˜o co-grupo” asociado a un k gene´rico:
Teorema de Construccio´n de G0(k). Si K1 y K2 son dos puntos dentro de la parte
irreducible de la 1aZB, cualquier otro punto k situado sobre el segmento que los une
tendra´ el mismo “pequen˜o co-grupo” G0(k), concretamente el formado por todas las ope-
raciones comunes a G0(k1) y G0(k2) que adema´s verifiquen
{Â | 0}k1 = k1 + q
{Â | 0}k2 = k2 + q′
}
con q = q′
Este pra´ctico teorema tiene adema´s dos implicaciones de gran importancia que podemos
expresar a modo de corolarios:
Corolario I. Para cualesquiera k′, k′′ situados sobre el segmento que une k1 con k2,
se cumple que
{Â | 0}k′ − k′ = {Â | 0}k′′ − k′′ = q (4.23)
si la operacio´n {Â | 0} esta´ contenida en G0(k).
Corolario II. Para cualesquiera k′, k′′ situados sobre el segmento que une K1 con K2
tales que 
k′′ = k′ + δk
|δk|  mı´n{|k′|, |k′′|}
cn′′(k′′) ≈ cn′(k′)
se cumple que si el conjunto de autofunciones {Ψn ′k′, g(r)} es una representacio´n irredu-
cible R de G0(k), el conjunto {Ψn ′′k′′, g(r)} tambie´n lo es.
Como consecuencia de ambos corolarios, no so´lo las representaciones irreducibles son
las mismas para cualquier k en el segmento sino que adema´s se “conservan” a lo largo
del mismo, por lo que cobra sentido hablar de la representacio´n irreducible asociada una
cierta banda. De hecho, esa representacio´n de la banda se convierte en el u´ltimo ingre-
diente necesario para completar su propia definicio´n: la(s) autofuncio´n(es) asociada(s) a
todo autovalor que forme parte de una determinada banda debe(n) constituir una misma
representacio´n irreducible del grupo G0(k), por lo que no tendremos ningu´n problema en
“seguir” la banda a trave´s de todos los cruces y anticruces que pudieran presentarse
a lo largo del segmento.
13Sin entrar aqu´ı en la demostracio´n, que s´ı puede consultarse en el Ape´ndice A
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Figura 4.2 : Representacio´n gra´fica de un conjunto discreto de pares de valores {ki, c(ki)}. Aunque
la definicio´n de la banda no plantea ninguna dificultad en (1), resulta extraordinariamente dif´ıcil en
(2) y (3), a causa de la existencia de autovalores muy pro´ximos para vectores de onda adyacentes.
El u´nico precio que deberemos pagar por esta restriccio´n sobre nuestra idea original
es que el ı´ndice n tenga que asignarse de forma convencional en alguno de los extremos
de K1K2, al poder tomar valores distintos para cada k. Eso tampoco supone mayor pro-
blema, sobre todo si consideramos las indudables ventajas que, de cara a la resolucio´n de
las bandas, nos supone la nueva definicio´n, ya que, con cara´cter general, no dispondremos
de una expresio´n anal´ıtica para c(k) y deberemos conformarnos con una interpolacio´n
sobre un conjunto discreto de pares de valores {ki, c(ki)}, teniendo que enfrentarnos por
tanto con el tipo de dificultades de las que la Fig. 4.2 es un buen ejemplo: mientras que
definir la banda como una curva continua no supone ningu´n problema en (1), no puede
decirse lo mismo de las zonas (2) y (3), donde, respectivamente, se entremezclan series
de dos y cuatro autovalores. Es en estas zonas conflictivas donde las representaciones
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irreducibles nos sera´n de gran ayuda, bien mediante la evaluacio´n directa de las expre-
siones (4.18) a (4.20), bien mediante la utilizacio´n de argumentos ma´s generales como el
de que la degeneracio´n accidental entre dos bandas unidimensionales so´lo es posible si
e´stas tienen distinta representacio´n14 o el uso de las relaciones de compatibilidad15
entre las representaciones irreducibles de puntos contiguos con distinto G0(k).
4.4. Aplicacio´n al caso del campo electromagne´tico
Ha llegado, pues, el momento de aplicar al campo electromagne´tico nuestras extensas
consideraciones sobre las propiedades de simetr´ıa en un problema de autovalores gene´rico.
Para ello, el primer paso sera´ reescribir las ecuaciones (2.18) y (2.19) en una forma ma´s
acorde con el lenguaje que hemos venido manejando a lo largo del cap´ıtulo:
Ξ̂1E(r) ≡ ∇× (∇×E(r)) =
(ω
c
)2
ε(r)E(r) ≡
(ω
c
)2
Ξ̂2E(r) (4.24)
Θ̂H(r) ≡ ∇×
(
1
ε(r)
∇×H(r)
)
=
(ω
c
)2
H(r) (4.25)
No es dif´ıcil (aunque s´ı algo tedioso) demostrar que cualquier operacio´n de simetr´ıa que
mantenga invariante la descripcio´n de ε(r) dentro de la celda unidad conmuta con los
operadores diferenciales Ξ̂1, Ξ̂2 y Θ̂, lo cual nos permite aplicar a los autoestados de
(4.24) y (4.25) el procedimiento de clasificacio´n descrito en las secciones anteriores.
Conviene precisar, no obstante, que las expresiones expl´ıcitas de los caracteres que
se presentaron en la seccio´n 4.3.1 so´lo son va´lidas para campos vectoriales en el sentido
estricto del te´rmino y deben modificarse convenientemente (esto es, en funcio´n del tipo
de operacio´n de simetr´ıa que se considere) para su uso con el campoH, habida cuenta de
que vectores y pseudovectores presentan un comportamiento opuesto con respecto a
la inversio´n. Como la forma compacta de las expresiones (4.18)-(4.20) resulta muy con-
veniente para su evaluacio´n nume´rica, suele ser ma´s pra´ctico efectuar la caracterizacio´n
de las bandas a partir de las propiedades de simetr´ıa del campo E, con independencia
del procedimiento empleado para resolver las ecuaciones de Maxwell. En cualquier caso,
una vez determinada la representacio´n irreducible de un Enk dado, es inmediato conocer
la del correspondiente Hnk y viceversa.
16
14Eso es una consecuencia directa de la independencia lineal entre las autofunciones degeneradas, sin
necesidad de recurrir a las tan populares afirmaciones sobre la “atraccio´n” o “repulsio´n” entre bandas.
15Derivadas de la reduccio´n de las representaciones del grupo de mayor orden respecto a las del menor
(que es siempre un subgrupo del primero), segu´n el procedimiento que se detalla en el Ape´ndice B.
16Cfr. [Ohtaka96]
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Dejando de lado ese tipo de detalles te´cnicos, la pregunta obvia una vez completada
(o ma´s bien, antes de iniciar) la caracterizacio´n de las propiedades de simetr´ıa de un
determinado sistema es, sin duda, cua´l puede ser su utilidad pra´ctica, ya que no parece
lo´gico que un mero ejercicio acade´mico justifique tanto esfuerzo. Y para responder a esa
cuestio´n, deberemos reexaminar uno de los problemas clave presentados en el Cap´ıtulo 2:
el ca´lculo de las relaciones energe´ticas para una onda plana con frecuencia ω que incide
sobre la superficie de discontinuidad de un cristal foto´nico.
Si en el apartado 2.2.2 llega´bamos a la conclusio´n de que la parte espacial del campo
transmitido pod´ıa expresarse como una superposicio´n de las soluciones con autovalor ω
que verificasen la condicio´n de conservacio´n de la componente tangencial de k, ahora nos
gustar´ıa saber que´ otra informacio´n sobre la respuesta espectral del sistema podemos
extraer de nuestro conocimiento de sus propiedades de simetr´ıa. Pero antes de abordar
ese punto, nos sera´ de gran ayuda presentar un u´ltimo resultado formal de la Teor´ıa de
Grupos, que en esta ocasio´n nos limitaremos a enunciar, remitiendo a [Cornwell84] al
lector interesado en su demostracio´n:
Teorema. Dado un grupo G de operaciones de simetr´ıa, cualquier funcio´n vectorial
“con un comportamiento razonable”17 puede expresarse como una combinacio´n lineal de
funciones base de sus representaciones irreducibles, es decir
F(r) =
∑
α
dα∑
m
cαmΨ
α
m(r) (4.26)
donde Ψαm(r) se transforma como la m-e´sima fila de la representacio´n irreducible R
α
de G, los coeficientes cαm son en general complejos y el sumatorio en α se extiende al
conjunto de todas las representaciones irreducibles de G.
Por otra parte, si consideramos cada una de dichas representaciones, es posible definir
el operador de proyeccio´n de sus caracteres como
P̂ β ≡ dβ
g
g∑
i=1
χβ({Â | t}i)∗{Â | t}i (4.27)
donde g es el orden de G, dβ la dimensio´n de R β y χβ({Â | t}i) el cara´cter asociado a la
operacio´n {Â | t}i en esa representacio´n. Como su propio nombre indica, este operador
17Eso significa que F(r) ∈ L2 en la regio´n del espacio en la que se aplica el teorema, una condicio´n
bastante fa´cil de cumplir para el caso que nos ocupa.
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“proyecta” la funcio´n F(r) en el subespacio de la representacio´n irreducible R β:
P̂ βF(r) =
dβ∑
m
cβmΨ
β
m(r) (4.28)
Puesto que tanto (4.28) como (4.26) tienen una validez completamente general, nada nos
impide identificar G con G0(k‖) y utilizar la descomposicio´n en representaciones para el
caso de los campos incidente, reflejado y transmitido sobre la superficie de discontinuidad
de un cristal foto´nico. As´ı, podemos reescribir (2.37), (2.39) y (2.41) en la forma
Einc(r) =
∑
α
dα∑
m
aαm[Einc]
α
m =
∑
α
dα∑
m
bαm[Etrans]
α
m −
∑
α
dα∑
m
cαm[Eref ]
α
m
= Etrans(r)−Eref (r) (4.29)
y luego aplicar el operador de proyeccio´n en ambos lados de la ecuacio´n:
P̂ βEinc(r) =
dβ∑
m
aβm[Einc]
β
m =
dβ∑
m
bβm[Etrans]
β
m −
dβ∑
m
cβm[Eref ]
β
m
= P̂ βEtrans(r)− P̂ βEref (r) (4.30)
Imaginemos por un momento que Einc(r) se transforma como la representacio´n R β de
G0(k‖). Entonces, es inmediato concluir de (4.29) y (4.30) que los coeficientes bαm, cαm son
iguales a cero para todo α 6= β. Eso quiere decir que el campo transmitido debe
tener la misma representacio´n irreducible bajo G0(k‖) que el campo incidente,
lo cual an˜ade una restriccio´n adicional a los sumatorios de (2.39) y (2.41). Y si llegara
a ocurrir que, para un cierto rango de energ´ıas, no existiera ninguna solucio´n con las
propiedades de simetr´ıa de la onda incidente, el sistema presentar´ıa un ma´ximo o mı´nimo
espectral ana´logo a los descritos en el Cap´ıtulo 2, pero con un origen f´ısico completa-
mente distinto e imposible de explicar a partir del mero ca´lculo de su estructura de
bandas.
Con el objeto de entender mejor a que´ tipo de situacio´n nos estamos refiriendo,
consideremos el caso de una red cuadrada de cilindros “infinitos” como la que se muestra
en la Fig. 4.3. Realizando una inspeccio´n cuidadosa del mismo, no tardaremos en darnos
cuenta de que el grupo espacial de dicho sistema es precisamente el grupo puntual C4v y,
por lo tanto, todas sus autofunciones etiquetadas con un k2D = pia (α, α) para α ∈ (0, 1)
deben transformarse como las representaciones irreducibles del grupo C2, su “pequen˜o
co-grupo” correspondiente. Puesto que las ecuaciones de Maxwell pueden reducirse a dos
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Figura 4.3 : Comparacio´n entre la estructura de bandas y el espectro de transmitancia, calculados
ambos suponiendo una polarizacio´n TM, a lo largo de la direccio´n ΓM en una estructura cuadrada de
cilindros de aire rodeados por PbO (ε = 2.72), con un factor de llenado del 58.3%. Puede observarse
que la transmitancia cae a cero en el intervalo de frecuencias sin soluciones compatibles con la simetr´ıa
de la onda incidente. Los valores de los parame´tros esta´n tomados de [Sakoda95].
problemas escalares independientes cuando el vector de incidencia se encuentra contenido
en el plano 2D, nos limitaremos a estudiar el caso de la polarizacio´n TM. En efecto, las
bandas foto´nicas calculadas a lo largo de la direccio´n ΓM presentan un comportamiento
sime´trico (χ = 1) o antisime´trico (χ = −1) respecto a las operaciones del grupo C2, tal
y como sen˜alan, respectivamente, las letras “A” y “B” en la parte derecha de la figura.
Dado que tambie´n es posible comprobar18 que las representaciones de tipo “A” son las
u´nicas compatibles con la de una onda plana incidente, cabr´ıa esperar la aparicio´n de
un ma´ximo (mı´nimo) espectral en el intervalo de frecuencias (destacado en color verde
sobre la estructura de bandas) en el que todas las autofunciones son de tipo “B”. Y
como puede apreciarse en el espectro de transmisio´n adjunto, calculado para 32 capas
de cilindros, eso es precisamente lo que sucede.
Segu´n se recoge en la cronolog´ıa expuesta en la Tabla 2.1, la primera mencio´n de
la existencia de pseudogaps efectivos originados por la presencia de autofunciones
incompatibles con la simetr´ıa del campo incidente aparece en [Robertson92], si bien la
18Una vez ma´s, de acuerdo con el procedimiento descrito en el Ape´ndice B.
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explicacio´n que all´ı se proporciona es meramente cualitativa. Ese mismo an˜o, N. Stefanou
y sus colaboradores19 introducen por vez primera el concepto de uncoupled modes20
en sistemas 3D, tomando como ejemplo la direccio´n (100) de una estructura fcc. Sin
embargo, no consideran necesario incluir de forma expl´ıcita la justificacio´n de la influen-
cia de estas bandas en las propiedades espectrales del sistema hasta otra publicacio´n
posterior, [Karathanos98], por lo que suele considerarse al ya citado [Sakoda95] como el
primer trabajo en el que se describe de forma clara y rigurosa el efecto de las propiedades
de simetr´ıa en la respuesta o´ptica de los cristales foto´nicos. Muy poco tiempo despue´s, el
ı´nclito K. Ohtaka reaparec´ıa despue´s de ma´s de diez an˜os de silencio con una serie de tres
art´ıculos de gran extensio´n publicados (co´mo no) en la revista Journal of the Physical
Society of Japan, el u´ltimo de los cuales21 estaba dedicado a la caracterizacio´n de las
propiedades de simetr´ıa de las bandas en cristales foto´nicos tridimensionales, incluyendo
la primera discusio´n sobre el papel de la polarizacio´n de la luz incidente.
A partir de ese momento, la manipulacio´n de las propiedades de simetr´ıa del campo
electromagne´tico abr´ıa nuevas posibilidades para la tan mentada “ingenier´ıa de gaps”, al
permitir la obtencio´n de un nu´mero mucho mayor de intervalos de frecuencias prohibidas.
Y si contemplamos el problema desde la perspectiva complementaria, resulta evidente
que el estudio de las propiedades de simetr´ıa puede servirnos para facilitar la interpreta-
cio´n de unos espectros que, con el paso del tiempo, se han venido calculando/midiendo
de una forma cada vez ma´s precisa pero, a la par, tambie´n cada vez ma´s desprovista de
intuicio´n f´ısica. A modo de conclusio´n del cap´ıtulo, no cabe decir ma´s que, si bien en
el momento de comenzar nuestros trabajos ya se hab´ıa presentado la caracterizacio´n de
las propiedades de simetr´ıa de las bandas foto´nicas en algunos sistemas tridimensiona-
les22, se segu´ıan echando en falta resultados cuantitativos referidos a sistemas f´ısicos de
intere´s, y ma´s en concreto, a los o´palos artificiales. Ese es el motivo por el que buena
parte de nuestros esfuerzos, tanto nume´ricos como conceptuales, se encaminaron en esa
direccio´n, como podra´ apreciarse en la presentacio´n de resultados.
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CAPI´TULO 5
Presentacio´n de resultados (I)
Pereant qui ante nos nostra dixerunt.
Atribuido a Elio Donato (s.IV dc)
Ha llegado el momento de presentar los resultados de nuestra propia investigacio´n, comenzando
por el sistema ma´s mencionado a lo largo de la memoria: la estructura de o´palo desnudo.
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5.1. Algunas cuestiones previas
Antes de comenzar con la exposicio´n de resultados propiamente dicha, parece opor-
tuno dedicar un espacio a una cuestio´n metodolo´gica que, al menos desde nuestro punto
de vista, resulta de capital importancia: co´mo relacionar los ca´lculos de bandas y es-
pectros con las medidas o´pticas experimentales en el caso particular de los sistemas
auto-ensamblados y, ma´s concretamente, en el de los o´palos artificiales. Para compren-
der la importancia de este asunto en toda su extensio´n, conviene recordar que en el
esquema conceptual que hemos venido desarrollando en los cap´ıtulos precedentes se par-
te de las caracter´ısticas constitutivas del sistema (taman˜o, tipo de estructura cristalina,
para´metro de red y funcio´n diele´ctrica de sus componentes) para obtener seguidamente
sus propiedades foto´nicas. Sin embargo, a la hora de analizar los espectros experimenta-
les de los o´palos deberemos seguir justamente el camino contrario, ya que dispondremos
de la respuesta o´ptica de un cristal cuyas caracter´ısticas estructurales (nu´mero de ca-
pas, para´metro de red etc.) nos sera´n desconocidas, al menos en un cierto grado, como
inevitable servidumbre de la estrategia auto-organizativa.
Es en ese punto donde resulta necesaria la introduccio´n de modelos anal´ıticos que
relacionen ma´s o menos directamente las medidas con las caracter´ısticas estructurales
del sistema, por medio de la adopcio´n de hipo´tesis que, sin arrastrar la complejidad de
los ca´lculos microsco´picos, retengan las propiedades f´ısicas ma´s relevantes, evita´ndonos
el tener que recurrir a tediosos (y por lo general, inviables) procedimientos de carac-
terizacio´n in situ. En el paso siguiente, la informacio´n proporcionada por esos modelos
sencillos nos servira´ a su vez para “alimentar” las simulaciones nume´ricas detalladas,
completando un proceso de autoconsistencia como el que se esquematiza en la Fig. 5.1.
Caracterización 
estructural
Sí
¿Coinciden?
No
Modificación FINModelo analítico
Simulación 
numérica
Medidas
experimentales
Figura 5.1 : Representacio´n esquema´tica del proceso de caracterizacio´n estructural de un sistema
mediante la comparacio´n de sus medidas o´pticas con los resultados de una simulacio´n nume´rica.
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Precisamente por su cara´cter de puente entre teor´ıa y experimento, disponer de mo-
delos anal´ıticos fiables adquiere una extraordinaria relevancia, ya que en caso contrario
nos arriesgamos a elevar hasta el infinito el nu´mero de ca´lculos sin tener ninguna garant´ıa
de llegar a reproducir las medidas experimentales. En esa l´ınea, la primera seccio´n de
este cap´ıtulo se dedica a presentar la Ley de Bragg, nombre con el que se conoce al
modelo anal´ıtico ma´s utilizado1 a la hora de interpretar las propiedades o´pticas de los
o´palos artificiales y sus diversos derivados.
5.1.1. Un modelo sencillo para la direccio´n (111): la Ley de Bragg
De acuerdo con las hipo´tesis de este modelo, la aparicio´n de gaps o pseudogaps en
un cristal foto´nico se entiende como una perturbacio´n a la estructura de bandas de un
sistema homoge´neo equivalente caracterizado por un ı´ndice de refraccio´n efectivo
neff que se obtiene al promediar de algu´n modo los de los diversos componentes del
sistema real. Y aunque eso no nos proporciona ninguna informacio´n sobre la anchura de
los gaps, s´ı cabr´ıa esperar que la posicio´n de sus centros coincidiese aproximadamente
con la de los puntos en los que la relacio´n de dispersio´n de dicho sistema equivalente
ω
c
=
|kint|
neff
(5.1)
atraviesa la superficie de las sucesivas Zonas de Brillouin asociadas al grupo de traslaciones
del problema original.
Teniendo cuenta que, como ya se ha sen˜alado en los cap´ıtulos precedentes, no todos
los intervalos de frecuencias prohibidas tienen su origen en feno´menos de interferencia
destructiva y que las hipo´tesis de homogeneizacio´n, adema´s de justificarse so´lo en sis-
temas con bajo contraste de ı´ndices, son cada vez menos ciertas conforme se aumenta
la energ´ıa, no cabe esperar que las predicciones de este modelo nos lleven demasiado
lejos. . . pero quiza´ s´ı lo suficiente como para parametrizar la posicio´n del primer ma´ximo
de reflectancia de un o´palo desnudo en funcio´n del a´ngulo de incidencia sobre la super-
ficie de la muestra. Con la vista puesta en ese objetivo, consideremos entonces el caso
particular de la direccio´n (111) en una red fcc,2 sin necesidad de entrar por ahora en el
detalle de sus caracter´ısticas estructurales.
1Ve´anse, por ejemplo, [Vos96], [Romanov01] y [Velikov02], por citar referencias sin relacio´n directa
con nuestro propio trabajo.
2Que es precisamente la del crecimiento natural para los o´palos, segu´n se recog´ıa en el Cap´ıtulo 2 y
en las referencias en e´l incluidas.
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Figura 5.2 : (a) Representacio´n esquema´tica del proceso de incidencia de una onda plana sobre la
cara {111} de un estructura con simetr´ıa fcc, bajo la hipo´tesis de que e´sta puede reemplazarse por
un medio efectivo. (b) Detalle de la caracterizacio´n de kMPint en funcio´n del para´metro de red y el
a´ngulo de inclinacio´n respecto a la normal.
Segu´n puede apreciarse en la Fig. 5.2, la recta asociada a la luz que incide sobre la
superficie {111} con un cierto a´ngulo θext atravesara´ la cara hexagonal de la Primera
Zona de Brillouin en un punto kMPint que no dependera´ del a´ngulo acimutal ϕ siempre
y cuando se verifique la condicio´n θint < arctan
|kLK |
|kΓL| ≈ 35.26
o. As´ı, tras hacer las
oportunas sustituciones en la ecuacio´n (5.1),
(ω
c
)
MP
=
|kMPint |
neff
=
|kΓL|
cos θintneff
(5.2)
bastara´ con hacer expl´ıcito el valor de |kΓL| en te´rminos del para´metro de red a para
obtener de forma casi inmediata una expresio´n mucho ma´s pro´xima a nuestro objetivo
final de relacionar la posicio´n del ma´ximo con las caracter´ısticas estructurales del sistema:
λMP =
2a√
3
neff cos θint (5.3)
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Y dado que a√
3
es precisamente la distancia d111 entre planos {111} adyacentes y que
la hipo´tesis de homogeneizacio´n nos permite emplear de modo natural la Ley de Snell
para conectar los a´ngulos internos y externos, eso nos conduce finalmente a la forma en
la que suele expresarse usualmente la Ley de Bragg:
λMP = 2d111
√
n2eff − sin2 θext (5.4)
As´ı pues, y recurriendo a consideraciones exclusivamente geome´tricas, hemos obteni-
do una parametrizacio´n anal´ıtica de la posicio´n del primer pico Bragg de un sistema con
orientacio´n (111) en su superficie de discontinuidad en funcio´n de sus dos caracter´ısticas
estructurales ma´s relevantes. Pero antes de ir ma´s lejos, creemos necesario profundizar
un poco ma´s en el concepto de ı´ndice de refraccio´n efectivo que se introdujo de forma
casi subrepticia al comienzo de este apartado.
5.1.2. Hacia un ı´ndice de refraccio´n efectivo
Tal y como se pon´ıa de manifiesto ya en la primera seccio´n del Cap´ıtulo 2, el concepto
de cristal foto´nico adquiere sentido cuando la modulacio´n espacial del ı´ndice de refraccio´n
es del orden de la del campo electromagne´tico, de modo que si queremos alcanzar un
re´gimen en el que nuestro sistema pueda considerarse homoge´neo a los efectos de la
propagacio´n de la luz, debemos desplazar la escala de operacio´n hasta el punto en el
que las inhomogeneidades se conviertan en demasiado pequen˜as para que la luz pueda
“verlas”. Es en ese re´gimen donde deberemos caracterizar el ı´ndice de refraccio´n efectivo
de nuestro sistema, por ma´s que luego vayamos a emplearlo en un modelo cuya validez
se pretende extender3 ma´s alla´ del l´ımite λ >> a.
La formalizacio´n rigurosa de esta primera idea intuitiva nos conduce a la definicio´n
“cano´nica”4 del ı´ndice de refraccio´n efectivo de un cristal foto´nico como el inverso de la
pendiente de la relacio´n de dispersio´n del sistema en el l´ımite en el que |k| → 0, es decir
n−1eff ≡ l´ım|k|→0
1
c
dω
d|k| (5.5)
Una consecuencia importante de esta definicio´n es que el valor de neff no puede depender
del taman˜o del sistema, de modo que en el caso de tratar con estructuras finitas debemos
de estar seguros de encontrarnos dentro del rango en el que la longitud de onda de la
3De hecho, con un cierto “abuso de notacio´n”, podr´ıa decirse que neff equivale al sistema “de refe-
rencia” en un desarrollo perturbativo.
4Ve´ase, por ejemplo, [Datta93]
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Figura 5.3 : (a) Representacio´n esquema´tica del proceso de propagacio´n de la luz a trave´s de una
la´mina diele´ctrica homoge´nea de grosor L rodeada por dos medios semi-infinitos. (b) Espectro de
reflectancia calculado para θ1 = 0, n2 = 1.333 y n1 = n3 = 1 bajo la condicio´n adicional de que L se
corresponda con un mu´ltiplo entero N de la distancia entre planos {111} contiguos en una red fcc.
La convergencia hacia el l´ımite del cristal semi-infinito puede apreciarse en el progresivo aumento de
la frecuencia de las oscilaciones conforme se incrementa el grosor del sistema
luz incidente sea a su vez mucho menor que la dimensio´n de la muestra en la direccio´n
normal a la superficie de discontinuidad:
L >> λ >> a (5.6)
Y es precisamente en el momento de abordar ese tipo de problemas en el que surge la
necesidad de establecer la relacio´n entre el ı´ndice de refraccio´n efectivo de una estructura
finita y su respuesta espectral, la u´nica que, al fin y al cabo, nos resulta accesible a trave´s
de los experimentos, sean e´stos nume´ricos o de laboratorio.
Supongamos un sistema como el que se representa en la Fig. 5.3a, compuesto por
una la´mina diele´ctrica homoge´nea con ı´ndice de refraccio´n n2 y grosor L que separa dos
medios semi-infinitos caracterizados por los ı´ndices n1 y n3. Como es de sobra conocido,
no es dif´ıcil obtener expresiones expl´ıcitas5 para la reflectancia y la transmitancia de la
la´mina en funcio´n de de sus para´metros caracter´ısticos. Y una vez obtenidas las relaciones
energe´ticas, nada nos impide establecer sus condiciones de ma´ximo o mı´nimo en
5Que no vamos a reproducir aqu´ı, remitiendo al lector interesado a [Born99].
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funcio´n del camino o´ptico h en la la´mina diele´ctrica, definido como
h = n2L (5.7)
Bajo la hipo´tesis de que n2 > n1 = n3, es posible demostrar6 que las condiciones de
ma´ximo para la reflectancia
dR
dh
= 0;
d2R
dh2
< 0 (5.8)
se reducen a que h y λ verifiquen la relacio´n
h =
mλ
4 cos θ2
; m = 1, 3, 5 . . . (5.9)
Si consideremos el caso de incidencia normal7, resulta inmediato obtener el valor de la
reflectancia en cada uno de dichos ma´ximos, una vez efectuadas las ma´s que previsibles
sustituciones n1 = n3 = 1, n2 = neff :
ma´xR =
(
1− n2eff
1 + n2eff
)2
(5.10)
As´ı, ya so´lo resta tener en cuenta las hipo´tesis iniciales para llegar a una expresio´n
expl´ıcita para neff que depende exclusivamente de la respuesta espectral del sistema:
(neff )i =
√
1 +
√
(ma´xR)i
1−√(ma´xR)i (5.11)
Finalmente, a la vista de la condicio´n (5.6), resulta interesante comprobar co´mo la
convergencia hacia el l´ımite del cristal semi-infinito se refleja en el espectro a trave´s de un
aumento en la frecuencia de las oscilaciones al irse incrementando el grosor del sistema,
segu´n puede apreciarse en la Fig. 5.3b, en la que se ha impuesto la condicio´n adicional
de que L sea un mu´ltiplo entero N de la distancia entre planos {111} contiguos de una
red fcc. De hecho, si N y a fueran conocidos a priori, tambie´n ser´ıa posible calcular el
ı´ndice de refraccio´n efectivo a partir del periodo espacial ∆, habida cuenta de que, en
ese caso particular,
∆ =
√
3
2neffN
a
λ
(5.12)
6Ve´ase la referencia de la nota anterior.
7Lo cual nos permite olvidarnos de especificar la polarizacio´n.
5.1. ALGUNAS CUESTIONES PREVIAS 113
¿Un modelo anal´ıtico para el modelo anal´ıtico?
Aunque el propo´sito del apartado anterior consistiera en presentar un me´todo para
obtener el ı´ndice de refraccio´n efectivo de un cristal foto´nico finito, tampoco esta´ de ma´s
recordar el Primer Principio Moral de Wheeler8 y plantearnos la posibilidad de
conocer al menos el orden de magnitud de neff antes de embarcarnos en modelo anal´ıtico
o nume´rico alguno.
La propuesta ma´s simple para el ı´ndice de refraccio´n efectivo de un sistema compuesto
por esferas diele´ctricas dispuestas en un medio homoge´neo es sin duda el promedio entre
sus respectivos ı´ndices de refraccio´n ns y nb en razo´n de la fraccio´n de volumen f que
ocupa cada material:
neff = 〈n〉 ≡ (1− f)nb + fns (5.13)
Tampoco parece mala idea postular una suerte de promedio cuadra´tico a partir de las
funciones diele´ctricas de cada material, bajo la hipo´tesis de que n =
√
ε, algo bastante
razonable en el caso de sistemas no dispersivos.
neff =
√
〈ε〉 ≡
√
(1− f)εb + fεs (5.14)
Y puestos a incluir de forma espec´ıfica el cara´cter esfe´rico de sus componentes, que´ mejor
que recurrir a un modelo ma´s sofisticado como el que nos proporciona la fo´rmula de
Maxwell-Garnett9:
neff = nMGeff ≡
√√√√εb
(
2εb + εs + 2f(εs − εb)
2εb + εs − f(εs − εb)
)
(5.15)
Veamos que´ valor de neff nos proporciona cada uno de estos modelos en el caso de una
estructura fcc compacta (f = pi
3
√
2
≈ 0.7405) de esferas de SiO2 (n = 1.45) en aire:
〈n〉 = 1.333; √〈ε〉 = 1.348; nMGeff = 1.321
Como puede apreciarse, la dispersio´n de los tres resultados es muy pequen˜a y apunta a
un valor real pro´ximo al de 〈n〉. Esperemos que eso nos sirva de ayuda para movernos
en el siempre resbaladizo terreno de los experimentos nume´ricos.
8Nos referimos, claro esta´, al famos´ısimo Never make a calculation until you know the answer recogido,
entre otros, en [Taylor66]
9Cfr. [Lamb80] y [Moroz99]
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Figura 5.4 : Valores del ı´ndice de refraccio´n efectivo de un o´palo artificial obtenidos al aplicar la
fo´rmula (5.11) a espectros TMM (a) y layer-KKR (b) calculados para varios grosores de la muestra en
el caso de incidencia normal. Las l´ıneas discontinuas indican las estimaciones de neff proporcionadas
por los distintos modelos anal´ıticos. Puede apreciarse que la distribucio´n de valores esta´ centrada en
el ı´ndice promedio 〈n〉, actuando √〈ε〉 y nMGeff como las cotas superior e inferior, respectivamente.
Experimentos nume´ricos
Como aplicacio´n pra´ctica de lo hasta ahora expuesto, vamos a intentar estimar el
ı´ndice de refraccio´n efectivo correspondiente a un o´palo desnudo “perfecto” haciendo uso
de la expresio´n (5.11) en el rango de energ´ıas en el que la respuesta espectral de dicho
sistema es similar a la de una la´mina homoge´nea:
En la Fig. 5.4 se muestran los valores de neff obtenidos a partir de los ma´ximos
de reflectancia cuya amplitud no excede en ma´s de un 5 por ciento10 a la del ma´s
pro´ximo a la energ´ıa aλ = 0.1 en los espectros TMM y layer-KKR calculados en incidencia
normal11 para distintos valores de L, todos ellos mu´ltiplos enteros de la distancia d111.
Segu´n puede apreciarse en la figura, la distribucio´n de valores esta´ centrada en el ı´ndice
promedio 〈n〉 incluso para aquellos valores de N (12 y 24) que no cumplen a priori la
condicio´n L >> λ en el rango de energ´ıas considerado, mientras que las estimaciones√〈ε〉 y nMGeff hacen las veces de cota superior e inferior, respectivamente.12 Por lo que
a la comparacio´n entre los resultados TMM y layer-KKR se refiere, so´lo cabe consignar
que la dispersio´n de los valores de neff en torno a 〈n〉 es apreciablemente mayor para
estos u´ltimos, algo que quiza´ este´ en relacio´n con los problemas de convergencia a baja
energ´ıa descritos en el Cap´ıtulo 3, si bien tal extremo no ha sido objeto de un estudio
10Ese ha sido el criterio operacional escogido para delimitar el re´gimen de respuesta homoge´nea.
11Alcanza´ndose en ambos casos los l´ımites computacionales descritos en el Cap´ıtulo 3.
12Tal y como ya hab´ıan sen˜alado previamente otros trabajos, por ejemplo [Moroz99].
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exhaustivo. As´ı pues, podemos concluir que el valor 〈n〉 = 1.333 constituye una excelente
aproximacio´n al ı´ndice de refraccio´n efectivo de un o´palo desnudo, lo cual establecer´ıa en
un valor ligeramente por encima de los 50o el l´ımite para el que la Ley de Bragg deber´ıa
poder proporcionarnos la posicio´n del primer ma´ximo de reflectancia.
5.2. Propiedades foto´nicas de los o´palos desnudos
En esta seccio´n se exponen el conjunto de nuestra investigacio´n sobre las propiedades
foto´nicas de los o´palos desnudos, dividida en tres partes bien diferenciadas.
5.2.1. Efecto de la sinterizacio´n en los pseudogaps de los puntos L y X
Segu´n se expuso en el Cap´ıtulo 2 de la memoria, el bajo contraste de ı´ndices entre
SiO2 y aire no hace posible la aparicio´n de un gap completo en los o´palos desnudos, por
lo que el principal intere´s de este sistema desde un punto de vista foto´nico reside en su
uso como base para la fabricacio´n de estructuras inversas. Y puesto que lo importante
es el contraste, no es dif´ıcil entender que una de las claves para el e´xito de la empresa
resida en la completa eliminacio´n de la matriz de SiO2 una vez rellenos con un nuevo
material los huecos entre las esferas, usualmente por medio de un ataque qu´ımico.13
La eficacia de ese procedimiento depende, sin embargo, de la existencia de “cuellos”
de conexio´n entre las esferas, ya que son e´stos los que permiten al disolvente alcanzar las
capas ma´s internas del material al tiempo que actu´an como “desagu¨e” para los restos de
SiO2. Como esa condicio´n es dif´ıcil de satisfacer si los u´nicos puntos de contacto entre
esferas contiguas son los prescritos por la condicio´n de empaquetamiento compacto de
la red fcc, resulta necesario prolongar la sinterizacio´n del o´palo desnudo hasta que el
desplazamiento de SiO2 dentro de la muestra aumenta suficientemente la seccio´n de
contacto entre las esferas. Ese proceso se traduce tanto en un incremento del factor
de llenado del sistema14 como en una disminucio´n de su para´metro de red. Y dado
que tales modificaciones tambie´n han de reflejarse en las propiedades o´pticas del o´palo
sinterizado, la respuesta espectral de este u´ltimo puede servirnos para establecer el grado
de idoneidad de una muestra con vistas a posteriores procesos de inversio´n.
13Ve´ase, por ejemplo, [Blanco01]
14De hecho, es posible utilizar este procedimiento para obtener cualquier valor de f en el intervalo
74-100%, segu´n se detalla en la referencia [Mı´guez98].
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La forma ma´s sencilla de abordar el efecto de la sinterizacio´n en los o´palos desnudos
consiste, finalmente, en estudiar el comportamiento de las bandas en L y X, ya que los
primeros pseudogaps en dichos puntos pueden identificarse de modo automa´tico con los
picos de reflectancia de las caras {111} y {100} en condiciones de incidencia normal.
Como es lo´gico, la implementacio´n nume´rica del proceso representado en la Fig. 5.5
puede abordarse de muy distintas formas, entre las que nosotros escogimos el aumen-
to progresivo del radio de las esferas sin alterar la posicio´n relativa de sus centros.15
No podemos dejar de sen˜alar, sin embargo, que esa forma de proceder no incorpora
expl´ıcitamente la relacio´n de causalidad entre la contraccio´n del para´metro de red y el
incremento de la fraccio´n de llenado. De hecho, suponiendo que acp y Rcp sean, respec-
tivamente, el para´metro de red y el radio de las esferas en el caso de empaquetamiento
compacto, cualquier R′ > Rcp constituye una violacio´n de la conservacio´n de la cantidad
de SiO2 en el sistema a menos que el para´metro de red tambie´n se reescale en el sentido
opuesto, una circunstancia que deberemos manejar con cautela a la hora de interpretar
los resultados. Resulta, pues, conveniente definir un factor de escala η
η =
a′
acp
=
Rcp
R′
≤ 1 (5.16)
que nos sera´ de gran ayuda para entender el sentido de los desplazamientos del ma´ximo
de reflectancia a lo largo del proceso de sinterizacio´n, habida cuenta de los valores de la
energ´ıa que nos proporcionara´n los ca´lculos ya no estara´n expresados en te´rminos de acpλ
sino en las unidades de a
′
λ asociadas al factor de llenado correspondiente.
16 .
Figura 5.5 : Representacio´n esquema´tica del proceso de sinterizacio´n: al contraerse el para´metro de
red, las esferas se interpenetran hasta que la estructura se transforma en un medio v´ıtreo uniforme.
15Remitimos a la referencia [Busch98] al lector interesado en otras posibilidades.
16Advie´rtase, en todo caso, que un ejemplo de esta situacio´n ya hab´ıa sido mostrado en la Fig. 3.11
sin hacer ninguna mencio´n en el texto, aunque s´ı en el pie de la figura.
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Figura 5.6 : (a) Anchura relativa del primer pseudogap en los puntos L y X como funcio´n del
factor de llenado. (b) Longitud de onda asociada al centro del primer pseudogap en los puntos L y
X como funcio´n del factor de llenado.(Reelaboracio´n de la Fig. 5 en [Reynolds99])
Ha llegado, pues, el momento de discutir los resultados de nuestro estudio, del que
tambie´n podr´ıa destacarse que constituye la u´nica aplicacio´n pra´ctica de las te´cnicas
FDTD a lo largo de la memoria:
La Fig. 5.6a recoge el comportamiento de la anchura relativa del pseudogap en dis-
tintos momentos del proceso de sinterizacio´n. Puede observarse que mientras en el caso
del punto L dicha anchura disminuye de forma mono´tona conforme desaparece el espa-
cio entre las esferas, la correspondiente al punto X se incrementa desde un valor muy
pro´ximo a cero hasta un ma´ximo cercano al 1.5% en el entorno de f = 0.95 para luego
volver a caer a su valor inicial. Este diferente comportamiento permitir´ıa el uso de la
anchura en L como un test fiable para el grado de sinterizacio´n de la estructura, algo
que no ser´ıa posible hacer en X por el cara´cter bivaluado de ∆ωω frente a f .
En la Fig. 5.6b se muestra la posicio´n del centro del pseudogap en X y L, expresada
en te´rminos del para´metro acp tras aplicar el factor de escala definido en (5.16). El com-
portamiento en ambas direcciones es ahora ide´ntico y consiste en el “corrimiento hacia
el azul” que tambie´n aparece en los espectros experimentales.17 Este resultado viene a
confirmar que la contraccio´n del para´metro de red desempen˜a un papel predominante
frente al aumento del ı´ndice de refraccio´n efectivo asociado al incremento de la frac-
cio´n de volumen de SiO2, un incremento que a priori podr´ıa llevarnos a pensar en un
desplazamiento justo en el sentido contrario.
Concluye as´ı el apartado sobre los efectos de la sinterizacio´n, primera etapa de nuestro
ana´lisis de las propiedades foto´nicas de los o´palos desnudos.
17Cfr. [Mı´guez98] y [Mı´guez99]
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Figura 5.7 : Dependencia angular de la reflectancia en la cara {111} de un o´palo desnudo con
L = 48d111 y d111 = 100
√
3 nm. Los espectros se han calculado mediante el me´todo layer-KKR
suponiendo una polarizacio´n p en la luz incidente. Para mayor claridad, so´lo se muestran los resultados
correspondientes a 0, 10, 20, 30 y 40 grados, pudiendo apreciarse el progresivo desplazamiento hacia
la zona de mayor energ´ıa.
5.2.2. Dependencia angular de la respuesta espectral en la cara {111}
El siguiente aspecto abordado por nuestra investigacio´n fue la dependencia angular
en los espectros de reflectancia de la cara {111} de los o´palos, que es la directamen-
te accesible para las medidas o´pticas. Con ese propo´sito, se calcularon los espectros
correspondientes a diversos a´ngulos de incidencia mediante dos me´todos nume´ricos in-
dependientes (TMM y layer-KKR), mantenie´ndonos siempre por debajo del hipote´tico
l´ımite estimado al final del apartado anterior. Un ejemplo de los espectros as´ı obtenidos
se reproduce en la Fig. 5.7, caracterizada por el inequ´ıvoco desplazamiento de la posi-
cio´n del ma´ximo hacia longitudes de onda cada vez menores conforme se incrementa el
a´ngulo de incidencia. Tambie´n es de destacar que en ningu´n momento pudo apreciarse
dependencia alguna con el a´ngulo acimutal.
Puesto que todo parece apuntar a que los espectros de reflectancia de los o´palos
desnudos presentan un comportamiento acorde con la Ley de Bragg, un ajuste nume´rico
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Figura 5.8 : Valores de λMP en funcio´n de θext, obtenidos a partir de los espectros en la Fig.
5.7 mediante el criterio de la anchura correspondiente a la mitad de la altura del ma´ximo. La l´ınea
continua muestra el resultado del ajuste por medio de la Ley de Bragg.
de los mismos a partir de la fo´rmula (5.4) deber´ıa ser capaz de recuperar los valores
empleados como condiciones iniciales en cada caso. Para comprobar este extremo, se
procedio´ al ca´lculo18 del espectro de reflectancia correspondiente a una estructura fcc
compacta de esferas de SiO2 (ε = 2.104) con d111 = 100
√
3 nm, considerando tres
diferentes grosores (L = 24d111, L = 48d111 y L = 96d111) de la muestra para los
a´ngulos de incidencia comprendidos entre 0 y 40 grados sexagesimales, tomados de cinco
en cinco. Con el objeto de explorar todos los posibles grados de libertad del problema,
se consideraron las dos posibles polarizaciones19 de la onda plana incidente, si bien la
Ley de Bragg no las tiene en cuenta a priori.
Para cada una de las 12 posibles combinaciones de los para´metros se obtuvo un
conjunto de espectros similar al de la Fig. 5.7. A continuacio´n, se determino´ el valor de
λMP en cada caso recurriendo al criterio esta´ndar de identificar la anchura del pseudogap
(111) con la correspondiente a la mitad de la altura del ma´ximo,20 para despue´s proceder
al ca´lculo de neff y d111 por medio de un ajuste no-lineal Levenberg-Marquardt
como el que se muestra en la Fig. 5.8.
18Mediante las dos te´cnicas ya mencionadas.
19s o´ p, definidas segu´n el criterio de [Reitz86]
20Ve´anse, por ejemplo, [Thijssen99] y [vanDriel00].
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En la Tabla 5.1 se recogen los valores de neff y d111 obtenidos para cada configuracio´n
junto con su correspondiente margen de error estad´ıstico.21 Con independencia de la
polarizacio´n y el me´todo de ca´lculo empleado, el ajuste reproduce los valores “reales”
del sistema cuando L = 96d111, l´ımite en el que parece posible reconciliar el taman˜o
finito de la muestra con la periodicidad inherente a las hipo´tesis del modelo Bragg.
Tabla 5.1 : Resultados del ajuste de los para´metros neff y d111 a partir de espectros de
reflectancia nume´ricos en un o´palo artificial con d111 = 100
√
3 nm ≈ 173.2051 nm. Los su-
per´ındices de los para´metros neff y d111 hacen referencia a la polarizacio´n de la luz incidente.
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abla 5.2 : Cronolog´ıa TMM de los hitos ma´s significativos en el campo de los cristales foto´nicos
entre 1979 y 2000. Las fechas se refieren al momento de su d111 = 100
√
3 nm ≈ 173.20508 nm
ublicacio´n n revist s cient´ıficas.
TMM
N nseff ±∆nseff npeff ±∆npeff ds111 ±∆ds111 (nm) dp111 ±∆dp111 (nm)
24 1.3358± 0.0027 1.3330± 0.0010 173.9448± 0.3862 174.2165± 0.1445
48 1.3131± 0.0094 1.3218± 0.0084 175.4334± 1.3839 174.1300± 1.2251
96 1.3334± 0.0037 1.3335± 0.0018 173.3135± 0.5316 173.3604± 0.2515
KKR
N nseff ±∆nseff npeff ±∆npeff ds111 ±∆ds111 (nm) dp111 ±∆dp111 (nm)
24 1.3439± 0.0022 1.3330± 0.0021 172.0483± 0.3101 173.4642± 0.2977
48 1.3447± 0.0023 1.3347± 0.0021 171.3647± 0.3245 172.7087± 0.2970
96 1.3284± 0.0071 1.3292± 0.0054 173.5221± 1.0261 173.3340± 0.7817
Podemos dar, pues, por terminado el estudio con la certeza de que la Ley de Bragg
puede aplicarse con garant´ıas a la caracterizacio´n de o´palos desnudos,22 una circunstancia
que, segu´n se pondra´ de manifiesto en la u´ltima parte de la seccio´n, nos facilitara´ conside-
rablemente la tarea de relacionar las propiedades o´pticas de sistemas reales y estructuras
perio´dicas perfectas.
5.2.3. Caracterizacio´n de la simetr´ıa de los autoestados
Sin lugar a dudas, la principal contribucio´n de nuestro trabajo a la comprensio´n de
las propiedades o´pticas de los o´palos desnudos consiste en la clasificacio´n sistema´tica23
de los autoestados del campo electromagne´tico en ese tipo de estructura mediante las
te´cnicas expuestas en el Cap´ıtulo 4.
21Suponiendo que los valores de λMP pueden considerarse “exactos” hasta la cuarta cifra decimal.
22Algo ya comprobado emp´ıricamente en trabajos anteriores, como, por ejemplo, [Mı´guez97]
23Cfr. [Lo´pez-Tejeira02]
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Clasificacio´n de las bandas
El primer paso para llevar a cabo dicha clasificacio´n consiste en determinar los dis-
tintos “pequen˜os co-grupos” que establecen las representaciones irreducibles permitidas
para los autoestados con un cierto vector de onda k en una red fcc, independientemente
de su realizacio´n f´ısica concreta. En la Tabla 5.2 se detallan24 los grupos de operaciones
asociados tanto a los ve´rtices como a los correspondientes segmentos intermedios de la
parte irreducible de la Primera Zona de Brillouin representada en la Fig. 5.2, respetando
la disposicio´n convencional de las estructuras de bandas.
Tabla 5.2 : Lista de los “pequen˜os co-grupos” asociados tanto a los ve´rtices como a los corres-
pondientes segmentos intermedios de la parte irreducible de la 1a ZB en una red fcc, de acuerdo a
la notacio´n de Scho¨nflies y el orden convencional de presentacio´n de las estructuras de bandas. Las
componentes cartesianas de los vectores representativos se expresan en unidades de 2pi/a.
Etiqueta Vector k representativo G0(k)
XU (1, 1/8, 1/8) C2v
U (1, 1/4, 1/4) C2v
LU (3/4, 3/8, 3/8) C1h
L (1/2, 1/2, 1/2) D3d
ΓL (1/4, 1/4, 1/4) C3v
Γ (0, 0, 0) Oh
ΓX (1/2, 0, 0) C4v
X (1, 0, 0) D4h
XW (1, 1/4, 0) C2v
W (1, 1/2, 0) D2d
WK (7/8, 5/8, 0) C1h
K (3/4, 3/4, 0) C2v
Por otra parte, una vez asignada a un autoestado una cierta representacio´n irreduci-
ble en uno de los puntos con ma´s alta simetr´ıa, es posible recurrir a las relaciones de
compatibilidad25 para determinar la representacio´n de los autoestados con vectores k
adyacentes, a trave´s del estudio de la reduccio´n en el nu´mero de operaciones puntuales
que se produce al pasar de un cierto G0(k) a los diversos subgrupos en e´l contenidos.
En las Figs. 5.9 y 5.10 se reproduce la estructura de bandas foto´nicas correspondiente
a un o´palo desnudo (es decir, una estructura fcc compacta de esferas de SiO2 en aire)
ya presentada en el Cap´ıtulo 3, pero esta vez incluyendo la representacio´n irreducible
asociada a cada banda hasta una energ´ıa pro´xima a 1.6 en unidades de aλ . Queremos
24De acuerdo con la notacio´n de Scho¨nflies.
25Para ma´s detalles, consu´ltese el Ape´ndice B.
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destacar que en el proceso de su determinacio´n se ha intentado reducir al ma´ximo la eva-
luacio´n nume´rica de los autoestados mediante las expresiones (4.18)-(4.20), recurriendo
en la medida de lo posible a las ya citadas relaciones de compatibilidad.
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Figura 5.9 : Estructura de bandas foto´nicas a lo largo de las direcciones XU y UL en una es-
tructura de o´palo desnudo. Las etiquetas se corresponden con las representaciones irreducibles de los
“pequen˜os co-grupos” asociados a cada direccio´n. Para mayor claridad se han ampliado una cierta
zona, recurriendo al s´ımbolo de la suma (+) cuando dos o ma´s bandas no degeneradas se encuentran
demasiado pro´ximas como para distinguirlas a simple vista en la escala de la figura. (Reelaboracio´n
de la Fig. 2 en [Lo´pez-Tejeira02])
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Figura 5.10 : Estructura de bandas foto´nicas a lo largo de las direcciones LΓ, ΓX, XW y WK en
una estructura de o´palo desnudo. Las etiquetas se corresponden con las representaciones irreducibles
de los “pequen˜os co-grupos” asociados a cada direccio´n. Para mayor claridad se han ampliado algunas
zonas, recurriendo al s´ımbolo de la suma (+) cuando dos o ma´s bandas no degeneradas se encuentran
demasiado pro´ximas como para distinguirlas a simple vista en la escala de la figura. (Reelaboracio´n
de las Figs. 3 y 4 en [Lo´pez-Tejeira02])
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Tabla 5.3 : Representaciones irreducibles asociadas a los 20 primeros autovalores de un o´palo
desnudo con vectores de onda situados en los ve´rtices de la parte irreducible de la 1a ZB. Los
“pequen˜os co-grupos” correspondientes se indican entre corchetes.
Γ[Oh] X[D4h] L[D3d] U [C2v] W [D2d] K[C2v]
T1u Eu Eg B2 A1 B2
T1g Eg Eu B1 E B1
Eu A2g A1u A1 B1 A1
T2u Eg Eu A2 A2 A2
Eg B1g Eg B1 E B1
T1u B1u A1g B2 B2 B2
T2g Eu Eg A2 A2 A2
T2u A2u A2g B2 B2 B2
B2u Eu A1 E A1
A1u A2u B1 B1 B1
B1g A2g B1 A1 B1
Eu Eg B2 B1 B2
Eg Eu A2 A1 A2
B2g A2 E A2
B2 B2
B1 B1
A1 A1
B2 B2
A1 A1
B1 B1
Finalmente, para no recargar au´n ma´s las figuras y en aras de la completitud, la Tabla
5.3 consigna la lista de las representaciones irreducibles para los 20 primeros autovalores
en los ve´rtices de la parte irreducible de la Primera Zona de Brillouin, ordenados de
menor a mayor.
Autoestados inaccesibles por razones de simetr´ıa
Segu´n se adelantaba en el Cap´ıtulo 4, la aparicio´n de pseudogaps efectivos originados
por la presencia de autofunciones cuya representacio´n no forma parte de la del campo
incidente es un hecho conocido casi desde el mismo inicio de los trabajos en el campo
de los cristales foto´nicos, aunque su estudio y caracterizacio´n ha distado mucho de ser
sistema´tico.26 Comenzaremos, pues, esta seccio´n explicando con cierto detalle co´mo es
posible detectar la presencia de ese tipo de feno´menos a partir de una caracterizacio´n de
las propiedades de simetr´ıa como la llevada a cabo para la estructura de o´palo desnudo.
26Remitimos una vez ma´s a las referencias ya mencionadas.
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Consideremos una vez ma´s la situacio´n descrita en la Fig. 5.2a en la que una onda
plana incide sobre la cara {111} de una estructura fcc gene´rica. Nada nos impide entonces
definir un sistema de referencia en el que el eje z coincida con la direccio´n normal a la
superficie, de modo que el campo incidente pueda expresarse en te´rminos de la base
definida por los vectores
{v1=[1, 0, 0]eikzz; v2=[0, 1, 0]eikzz} (5.17)
Pero, por otra parte, esa misma base debe constituir, de acuerdo con el teorema enuncia-
do en la Seccio´n 4.4, una representacio´n, reducible o irreducible, del “pequen˜o co-grupo”
G0(k‖) correspondiente, que para el caso de incidencia normal no es otro que el C3v. Y
la forma ma´s directa de determinar cua´l es exactamente la representacio´n asociada a
{v1,v2} pasa por aplicar a estos vectores las operaciones puntuales de dicho grupo:
{Ĉ3z|0}[1, 0, 0]eikzz =
[
− 1
2
,
√
3
2
, 0
]
eikzz (5.18)
{Ĉ3z|0}[0, 1, 0]eikzz =
[
−
√
3
2
,−1
2
, 0
]
eikzz (5.19)
{σ̂v|0}[1, 0, 0]eikzz = [−1, 0, 0]eikzz (5.20)
{σ̂v|0}[0, 1, 0]eikzz = [0, 1, 0]eikzz (5.21)
Segu´n puede deducirse de (5.18)-(5.21), las trazas de las matrices de transformacio´n son,
respectivamente,
χ({Ĉ3z|0}) = −1; χ({σ̂v|0}) = 0 (5.22)
lo cual determina que la representacio´n de la base sea precisamente la denotada con
la letra E. As´ı pues, podemos concluir que so´lo las bandas con esa etiqueta resultara´n
accesibles para el campo que incida normalmente sobre la superficie del sistema.
Lamentablemente, la caracterizacio´n de las bandas a lo largo de la direccio´n ΓL que
se muestra en la parte superior izquierda de la Fig. 5.10 no refleja la existencia de ningu´n
intervalo de energ´ıas en el que los autoestados inaccesibles no “convivan” con otros
que no lo son, circunstancia que descarta por completo la posibilidad de encontrar en
los espectros de reflectancia alguna traza de los tan mentados pseudogaps efectivos.
Estimacio´n del acoplamiento con la luz incidente
Dadas las circunstancias tan poco favorables que concurren en el caso de incidencia
normal sobre la cara {111} de un o´palo desnudo, la u´nica forma de comprobar la validez
126 CAPI´TULO 5. PRESENTACIO´N DE RESULTADOS (I)
de nuestro ana´lisis sobre los autoestados no accesibles consiste en efectuar una estima-
cio´n cuantitativa del acoplamiento del campo incidente con las diversas autofunciones
disponibles, ya que, de estar en lo cierto, dicho acoplamiento deber´ıa ser nulo para todas
las bandas asociadas a las representaciones A1 y A2 del grupo C3v.
De acuerdo con lo expuesto en el Cap´ıtulo 3, la expansio´n layer-KKR constituye
el me´todo ma´s eficiente para llevar a cabo nuestro propo´sito, as´ı que comenzaremos
reformulando ligeramente el problema de autovalores de (3.75) a la par que hacemos
expl´ıcita la diferencia entre los autovalores “por la izquierda” y “por la derecha” que ya
se planteaba en las ecuaciones (3.37) y (3.38)(
E+dra(N + 1)
E−dra(N + 1)
)
=
(
Q˜I − Q˜II [Q˜IV ]−1Q˜III Q˜II [Q˜IV ]−1
−[Q˜IV ]−1Q˜III [Q˜IV ]−1
)(
E+dra(N)
E−dra(N)
)
= eik·a3
(
E+dra(N)
E−dra(N)
)
(5.23)
imponiendo (una vez ma´s) que ambos conjuntos de autofunciones verifiquen la corres-
pondiente relacio´n de ortonormalidad:
(Eαizq)
†Eα
′
dra = δα,α′ (5.24)
Imaginemos una situacio´n como la que se presenta en la Fig. 5.11. No es dif´ıcil entender
que el campo EC en el espacio entre dos planos de esferas consecutivos descrito por (3.72)
debe aproximarse a una combinacio´n lineal de los autoestados de volumen del sistema
cuando dichos planos esta´n lo suficientemente lejos de sus superficies de discontinuidad.
I
R
T
L
Zona central de la muestra
+
CE
−
CE
1 2
Figura 5.11 : Representacio´n esquema´tica de la geometr´ıa empleada para el ca´lculo de los
coeficientes de acoplamiento.
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Por tanto, si queremos estimar el “peso” de un cierto autoestado Eα en el campo de
dentro de la muestra, bastara´ con calcular su solape con EC:
sα ≡ (Eαizq)†EC (5.25)
Sin embargo, el aute´ntico sentido f´ısico de los coeficientes sα no reside en su valor ab-
soluto,27 sino en el relativo con respecto al resto de autoestados cuyos valores de ω y k
tambie´n verifican las condiciones de conservacio´n enunciadas en el Cap´ıtulo 2. Resulta
entonces conveniente definir la denominada branching ratio,28
bα =
|sα|2∑
α′ |sα′ |2
(5.26)
aute´ntica medida del “peso” de cada Eα como consecuencia de la condicio´n
∑
α bα = 1.
Pero antes de llegar a ese punto, necesitamos conocer el valor del campo en la zona
central de la muestra:
Dada una configuracio´n como la de la Fig. 5.11, intentaremos valernos de las relacio-
nes entre los campos de planos contiguos definidas por (3.73) y (3.74) para obtener una
expresio´n expl´ıcita de EC en te´rminos de los campos incidente y transmitido a trave´s
de las matrices de scattering asociadas a las partes anterior y posterior del sistema. As´ı,
podemos definir el campo incidente por la izquierda de la muestra como
Einc(r) =
∑
g
E0,geiK
+
g ·r (5.27)
situando el plano z = 0 sobre la primera superficie de discontinuidad. Esta eleccio´n nos
conduce al sistema de ecuaciones(
E+C
0
)
=
(
Q˜I1 Q˜
II
1
Q˜III1 Q˜
IV
1
)(
E0
E−C
)
(5.28)
(
Etrans
E−C
)
=
(
Q˜I2 Q˜
II
2
Q˜III2 Q˜
IV
2
)(
E+C
0
)
(5.29)
del que, a no mucho tardar, extraeremos el valor de EC que buscamos:(
E+C
E−C
)
=
(
1
Q˜III2
)
[1− Q˜II1 Q˜III2 ]−1Q˜I1E0 (5.30)
27Puesto que la magnitud de los campos se fija arbitrariamente.
28Cfr. [Ochiai01]
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Figura 5.12 : Detalle de la relacio´n
de dispersio´n de un o´palo desnudo en
la direccio´n (111). No´tese que el valor
ma´ximo de |kz| es
√
3/2 en unidades
de 2pi/a. Las l´ıneas discontinuas indi-
can las frecuencias para las que se han
calculado las “branching ratios” de las
diversas bandas, etiquetadas con un
nu´mero creciente de izquierda a dere-
cha. Con el objeto de hacer ma´s clara
la discusio´n, tambie´n se incluye la re-
presentacio´n irreducible asociada a ca-
da banda. (Reelaboracio´n de la Fig. 5
en [Lo´pez-Tejeira02])
Ya estamos listos para enfrentarnos con la incidencia normal sobre la cara {111} de
un o´palo desnudo: de acuerdo con el procedimiento descrito, empleamos una estructura
compuesta por 32 planos de esferas para obtener EC entre los planos 16o y 17o, supo-
niendo que en esa zona la distribucio´n del campo es ana´loga a la del cristal infinito. La
relacio´n de dispersio´n de este u´ltimo se vuelve a mostrar en la Fig. 5.12, acompan˜ada
una vez ma´s de la asignacio´n de representaciones. Consideremos los valores de la energ´ıa
indicados por l´ıneas discontinuas: para el primero de ellos (a/λ = 1.15) no se predice la
existencia de autoestados inaccesibles, mientras que para el segundo (a/λ = 1.25) e´stos
conviven con otros que no lo son. Pero tal y como puede apreciarse en la Tabla 5.4, el
“peso” de los autoestados A1 en el campo del interior de la muestra es completamente
despreciable, lo cual confirma de forma fehaciente su cara´cter de “inaccesibles”, por ma´s
que en este caso particular eso no tenga ninguna consecuencia observable.
Tabla 5.4 : Valores de las “branching ra-
tios” correspondientes a las distintas ban-
das de la Fig. 5.12, calculados para las
frecuencias 1.15 y 1.25 en unidades redu-
cidas de a/λ. La representacio´n irreduci-
ble de cada banda aparece indicada en-
tre corchetes. No´tese que en ambos ca-
sos
∑
α bα & 1 debido a la acumulacio´n
de errores nume´ricos.
a/λ = 1.15 a/λ = 1.25
b1[E]=0.689 b1[A1] < 10−16 b6[E]=0.085
b2[E]=0.348 b2[E]=0.265 b7[E]=0.016
b3[E]=0.007 b3[E]=0.377 b8[E]=0.098
b4[E]=0.006 b4[E]=0.109 b9[E]=0.054
b5[E]=0.035 b10[A1] < 10−16
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Afortunadamente, esta conclusio´n en apariencia pesimista sobre el papel de la si-
metr´ıa de las bandas en la respuesta o´ptica de los o´palos artificiales se vio pronto des-
mentida por una revisio´n ma´s concienzuda de nuestro propio trabajo. . . aunque esa es
otra historia que debe ser contada en otro apartado.
Efectos de la simetr´ıa en la respuesta espectral (I)
La principal conclusio´n del apartado anterior es que la presencia de bandas inaccesi-
bles por razones de simetr´ıa no tiene ningu´n efecto observable en la respuesta o´ptica de
los o´palos cuando la luz incide normalmente sobre su superficie natural de crecimiento.
Pero ¿que´ ocurre cuando la incidencia deja de ser normal? Desde el punto de vista de la
Primera Zona de Brillouin, eso supondr´ıa un desplazamiento desde el punto L hacia los
bordes de la cara hexagonal del poliedro. Sin embargo, el bajo contraste de ı´ndices entre
los componentes del sistema provoca que, para un a´ngulo de incidencia lo suficientemen-
te bajo, todas las posibles direcciones resulten equivalentes, segu´n puede apreciarse en
la estructura de bandas que se presenta en la Fig. 5.13. As´ı que podemos olvidarnos una
vez ma´s de la dependencia con el a´ngulo acimutal y considerar que la incidencia ocurre
siempre en la misma direccio´n, por ejemplo aquella en la que el extremo del vector k
esta´ contenido el segmento LU .
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Figura 5.13 : Estructura de bandas foto´nicas de un o´palo artificial en las proximidades del punto
L. Puede apreciarse la equivalencia de las direcciones y LK a los efectos de la respuesta o´ptica
del sistema. Con el objeto de hacer ma´s clara la discusio´n sobre su accesibilidad, se incluyen las
representaciones irreducibles correspondientes a las cuatro primeras bandas del segmento LU .
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De acuerdo con el Teorema de Construccio´n de G0(k) que se introdujo en el Cap´ıtulo
4, el “pequen˜o co-grupo” correspondiente a dicho segmento es el conocido como Cs. Dado
que la u´nica operacio´n distinta de la identidad que contiene ese grupo es una reflexio´n,
podemos utilizarla para clasificar sus representaciones irreducibles, distinguiendo entre
las “sime´tricas” (χ({σ̂|0})=1) y “antisime´tricas” (χ({σ̂|0})=−1), a las que asignaremos,
respectivamente, las etiquetas A′ y A′′.
A la vista de la Fig. 5.13, constatamos la presencia de ambos tipos de bandas en las
proximidades del primer pseudogap en L, pero ¿que´ podemos decir sobre las propiedades
de simetr´ıa del campo incidente? Un ejemplo concreto nos ayudara´ a comprender mejor
esta cuestio´n:
Consideremos el caso en el que la direccio´n de incidencia viene dada por k = 2pia (
3
4 ,
3
8 ,
3
8),
un vector tan representativo del segmento LU como cualquier otro. Nada nos impide
entonces expresar Einc mediante una combinacio´n lineal de dos vectores base contenidos
dentro del plano normal a la direccio´n de incidencia, como por ejemplo
Einc(r) = α
[
1
√
5
,− 2√
5
, 0
]
e
i 2kx√
6
+ ky√
6
+ kz√
6 + β
[
2
√
30
,
1
√
30
,− 5√
30
]
e
i 2kx√
6
+ ky√
6
+ kz√
6 (5.31)
No es dif´ıcil entender que el cara´cter “sime´trico”, “antisime´trico” o indiferente de este
campo depende de los valores de los para´metros α y β, pero lo ma´s interesante del caso
es la posibilidad de “sintonizar” a priori el acoplo con los distintos tipos de bandas,
permitiendo la interaccio´n so´lo con las de tipo A′, so´lo con las de tipo A′′ o bien con
ambas. Y para averiguar las condiciones en las que se verifica cada uno de estos supuestos
no tenemos ma´s que resolver la ecuacio´n
{σ̂|0}Einc(r) = ±Einc(r) (5.32)
donde el signo positivo o negativo se corresponde con los dos posibles comportamientos
bajo la reflexio´n. As´ı,
α =
3β√
6
⇒ Einc(r) = EA′ = β
[
1
√
3
,− 1√
3
,− 1√
3
]
e
i 2kx√
6
+ ky√
6
+ kz√
6 (5.33)
α = − 2β√
6
⇒ Einc(r) = EA′′ = β
[
0,
1
√
2
,− 1√
2
]
e
i 2kx√
6
+ ky√
6
+ kz√
6 (5.34)
Pero si recordamos cua´les son los vectores de propagacio´n y normal a la superficie en
el ejemplo que nos ocupa, descubriremos que estas definiciones de los campos coinciden
exactamente con las de las polarizaciones p y s, ya que en el primer caso Einc se encuentra
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Figura 5.14 : Medidas experimentales de la reflectancia especular de un o´palo desnudo en funcio´n
del a´ngulo de incidencia para (a) luz con polarizacio´n s y (b) luz con polarizacio´n p. (Reelaboracio´n
de la Fig. 3 en [Galisteo-Lo´pez03])
contenido en el plano de incidencia mientras que en el segundo es perpendicular a e´l:
EA′ = β(−3nˆ+ 2
√
2kˆ)ei
2kx√
6
+ ky√
6
+ kz√
6 (5.35)
EA′′ × (nˆ× kˆ) = 0 (5.36)
Consecuentemente, podemos valernos de la polarizacio´n para establecer que´ tipo de
bandas no van a ser accesibles a la luz incidente. ¿Cua´les son, entonces, las implicaciones
pra´cticas de este hallazgo?
Tal y como se mostraba en la Fig. 5.13, las bandas A′ y A′′ coinciden en el punto L
para luego irse separando conforme el vector de onda se desliza por el segmento LU . Y
dado que la distancia entre las bandas en el punto L se corresponde con la anchura del
primer pico Bragg, deber´ıa observarse una diferencia creciente entre los valores de tal
anchura para cada polarizacio´n conforme se fuera aumentando el a´ngulo de incidencia.
Aunque un efecto similar ya se hab´ıa predicho con anterioridad 29 para la cara {100}
del mismo tipo de red cristalina, no exist´ıa ningu´n tipo de confirmacio´n experimental
de semejante feno´meno, por lo que el siguiente paso era, en buena lo´gica, intentar medir
dichas anchuras. Con ese propo´sito en mente, nuestros colaboradores del ICMM llevaron
a cabo un experimento tan simple como medir la reflectancia especular de un o´palo
para ambos tipos de polarizacio´n, empleando una muestra compuesta por esferas de 0.3
micras de dia´metro.30 Si bien ya en los espectros experimentales de la Fig. 5.14 puede
apreciarse una clara diferencia en la anchura de los picos que aumenta en paralelo al
29Cfr. [Ohtaka96]
30Remitimos a [Galisteo-Lo´pez03] al lector interesado en los detalles del experimento.
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a´ngulo de incidencia, necesitamos establecer la correspondencia entre a´ngulos internos
y externos antes de poder compararlos directamente con la estructura de bandas. Y es
en este punto donde podemos volver a recuperar la Ley de Bragg, una vez disipada
cualquier duda sobre su aplicacio´n en el caso que nos ocupa:
La Fig. 5.15 muestra la posicio´n de los bordes del pico de reflectancia para distintos
a´ngulos de incidencia, calculados a partir de los valores neff = 1.336 y d111 = 244 nm
proporcionados por la Ley de Bragg siguiendo el criterio usual de “la anchura de la mitad
de la ma´xima altura”. Segu´n puede apreciarse, la coincidencia entre las bandas A′ y A′′
y los valores correspondientes a las polarizaciones p y s es de lo ma´s satisfactoria, lo cual
confirma la validez de nuestro ana´lisis a la par que proporciona la primera evidencia
experimental del papel de la simetr´ıa en la respuesta o´ptica de los o´palos desnudos, algo
que quiza´s hab´ıa pasado desapercibido por una razo´n tan simple como que la luz sin
polarizar puede acceder a ambos tipos de bandas y el pseudogap ma´s ancho contiene en
su interior al ma´s estrecho.
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Figura 5.15 : Estructura de bandas (l´ıneas continuas) y anchura de los ma´ximos de reflectancia
experimentales (s´ımbolos) de un o´palo desnudo a lo largo de la direccio´n LU , en funcio´n del a´ngulo
interno. (a) Bandas A′ frente a medidas con polarizacio´n p (b) Bandas A′′ frente a medidas con
polarizacio´n s. (Reelaboracio´n de la Fig. 3 en [Galisteo-Lo´pez03])
Efectos de la simetr´ıa en la respuesta espectral (II)
Aunque la verificacio´n de nuestro ana´lisis sobre la influencia de la polarizacio´n cons-
tituye por s´ı sola un buen argumento a favor de tener en cuenta toda la informacio´n
contenida en la estructura de la bandas a la hora de entender las propiedades o´pticas
de los o´palos artificiales, la ausencia de feno´menos observables en el caso de incidencia
normal sobre la cara {111} no deja de resultar insatisfactoria, sobre todo si tenemos en
cuenta que e´sa es la configuracio´n ma´s accesible desde el punto de vista experimental.
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Figura 5.16 : (a) Representacio´n esquema´ti-
ca e imagen SEM de la cara {110} de un o´palo
desnudo. (Cortes´ıa de C. Lo´pez) (b) Vista supe-
rior de la celda unidad en la cara {110} de un
o´palo desnudo. Adema´s de los vectores de la red
sobre dicha superficie, tambie´n se muestran las
operaciones de simetr´ıa que constituyen el “pe-
quen˜o co-grupo” correspondiente, en este caso el
C2v (c) Tabla de caracteres del grupo C2v. Co-
mo puede apreciarse, todas sus representaciones
irreducibles son unidimensionales.
Sin embargo, recientes trabajos31 apuntan hacia la posibilidad de conseguir muestras
opalinas con orientacio´n (001) o´ (110), por lo que bien vale la pena volver a plantearnos
el ana´lisis de la compatibilidad entre representaciones en esas nuevas circunstancias:
El caso de la direccio´n (001) ya fue analizado en uno de los primeros estudios sobre
el tema32 y es por entero ana´logo al de la (111): la u´nica representacio´n irreducible
del “pequen˜o co-grupo”33 que es compatible con el campo incidente es la doblemente
degenerada, una vez ma´s con la etiqueta E. Y de nuevo la simple inspeccio´n de la Fig. 5.10
basta para hacernos descartar la presencia de efectos significativos.
La direccio´n (110) comporta, por su parte, la interesante peculiaridad de que, tal y
como puede apreciarse en la tabla de caracteres de la Fig. 5.16c, ninguna de las repre-
sentaciones irreducibles de G0(k‖ = 0) esta´ intr´ınsecamente degenerada. Esta situacio´n
nos obligara´ a efectuar un ana´lisis de compatibilidad ma´s detallado.
31Ve´ase [Fenollosa03]
32Cfr. [Karathanos98]
33Ahora el C4v
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Si la direccio´n normal a la superficie de discontinuidad del sistema viene dada por
el vector
(
1√
2
, 1√
2
, 0
)
, el campo incidente puede expresarse como una combinacio´n lineal
de los vectores {
v1=
[
1
√
2
,− 1√
2
, 0
]
e
i kx√
2
+ ky√
2 ; v2=[0, 0,−1]e
i kx√
2
+ ky√
2
}
(5.37)
Apliquemos, pues, a {v1,v2} las operaciones puntuales de C2v para determinar que´ re-
presentacio´n de dicho grupo es compatible con ellos:
{Ĉ2z|0}
[
1
√
2
,− 1√
2
, 0
]
e
i kx√
2
+ ky√
2 =
[
− 1√
2
,
1
√
2
, 0
]
e
i kx√
2
+ ky√
2 (5.38)
{σ̂xz|0}
[
1
√
2
,− 1√
2
, 0
]
e
i kx√
2
+ ky√
2 =
[
1
√
2
,− 1√
2
, 0
]
e
i kx√
2
+ ky√
2 (5.39)
{σ̂yz|0}
[
1
√
2
,− 1√
2
, 0
]
e
i kx√
2
+ ky√
2 =
[
− 1√
2
,
1
√
2
, 0
]
e
i kx√
2
+ ky√
2 (5.40)
{Ĉ2z|0}[0, 0,−1]ei
kx√
2
+ ky√
2 = [0, 0, 1]ei
kx√
2
+ ky√
2 (5.41)
{σ̂xz|0}[0, 0,−1]ei
kx√
2
+ ky√
2 = [0, 0, 1]ei
kx√
2
+ ky√
2 (5.42)
{σ̂yz|0}[0, 0,−1]ei
kx√
2
+ ky√
2 = [0, 0,−1]ei
kx√
2
+ ky√
2 (5.43)
Segu´n se deduce de (5.38)-(5.43), las trazas de las matrices de transformacio´n son, res-
pectivamente,
χ({Ĉ2z|0}) = −2; χ({σ̂xz|0}) = 0; χ({σ̂yz|0}) = 0 (5.44)
por lo que, a la vista de la tabla de la Fig. 5.16c, podemos concluir que en esta ocasio´n
la representacio´n del campo incidente s´ı es reducible. Haciendo uso de la fo´rmula de
reduccio´n que se incluye en el Ape´ndice B, no tardaremos mucho en determinar que la
representacio´n asociada a {v1,v2} es, finalmente, la suma directa de las denotadas con
las letras B1 y B2:
Γ110 = B1 ⊕ B2 (5.45)
Es posible afirmar, por tanto, que so´lo las bandas con esas etiquetas resultara´n accesibles
para un campo que incida normalmente sobre la superficie del sistema. Veamos cua´les
son las implicaciones desde el punto de vista de la respuesta espectral.
Si las bandas A1 y A2 resultan inaccesibles para la luz incidente, cabr´ıa esperar un
ma´ximo de reflectancia en el intervalo de energ´ıas en el que no hay ningu´n estado del
tipo B1 o B2, es decir [0.785, 0.8] aλ a la vista de la estructura de bandas que se muestra
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Figura 5.17 : Estructura de bandas foto´nicas
a lo largo de la direccio´n ΓK en la zona ma´s
pro´xima al borde de la 1a ZB, calculada para una
estructura de o´palo desnudo. Las etiquetas se co-
rresponden con las representaciones irreducibles
del grupo C2v. Para mayor claridad se ha recurri-
do al s´ımbolo de la suma (+) cuando dos bandas
no degeneradas se encuentran demasiado pro´xi-
mas como para distinguirlas a simple vista en la
escala de la figura. Las franjas de color rosa y azul
indican, respectivamente, la separacio´n m´ınima
entre las bandas B1 y B2 contiguas, de la que
tambie´n se sen˜ala la anchura relativa.
en la Fig. 5.17. Sin embargo, la informacio´n ma´s interesante que puede obtenerse de esa
figura tiene que ver con la configuracio´n “compuesta” que adoptan las cuatro primeras
bandas con etiquetas B1 y B2, ide´ntica a la de las A′ y A′′ en el caso del segmento LU
¿Ser´ıa posible acceder tambie´n aqu´ı a la anchura del pseudogap externo?
Como nada nos impide hacer coincidir la orientacio´n de {v1,v2} con la de los vectores
de red indicados en la Fig. 5.16b, imaginemos por un momento que el campo incidente
adoptara la forma
Einc = αa2 = αv2 (5.46)
En tal caso, las ecuaciones (5.41)-(5.43) nos conducir´ıan a
χ({Ĉ2z|0}) = −1; χ({σ̂xz|0}) = −1; χ({σ̂yz|0}) = +1 (5.47)
que son precisamente los caracteres definitorios de la representacio´n B2, de acuerdo con
la tabla de la Fig. 5.16c. Consecuentemente, cuando se produzca un alineamiento entre
el campo y el lado ma´s largo de la celda unidad, la anchura del primer pseudogap deber´ıa
crecer hasta ocupar la totalidad del intervalo [0.763, 0.82] aλ al resultarle inaccesibles las
bandas B1 que determinan la anchura en el resto de circunstancias.
As´ı pues, el ana´lisis de la simetr´ıa de las bandas nos permite predecir un efecto ob-
servable en el caso de incidencia normal sobre la cara {110} de los o´palos desnudos, pero
ahora asociado al a´ngulo acimutal que, a los efectos de acceder a uno u otro pseudogap,
vendr´ıa a desempen˜ar aqu´ı el mismo papel que la polarizacio´n en el apartado anterior.
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Figura 5.18 : Espectro de reflectancia en incidencia normal sobre la cara {110} de un o´palo desnudo,
calculado mediante el me´todo TMM para N = 256. Las l´ıneas verticales discontinuas indican la
separacio´n entre bandas contiguas con ide´ntica representacio´n irreducible. Puede apreciarse que la
anchura del pico de reflectancia aumenta de forma significativa cuando el campo incidente se alinea
con el vector a2 debido a que los autoestados del tipo B1 dejan de ser accesibles.
Lamentablemente, la verificacio´n experimental de este efecto34 au´n no ha podido ser
llevada a la pra´ctica, a causa de la dificultad de obtener una muestra con orientacio´n
(110) de un taman˜o suficiente. De momento tendremos que conformarnos con presentar
un espectro de reflectancia teo´rico, calculado mediante el me´todo TMM35 para una
muestra compuesta por 256 capas de esferas. Segu´n puede apreciarse en la Fig. 5.18 la
diferencia de anchuras entre los picos en uno y otro caso es claramente apreciable y se
encuentra en buen acuerdo con la estructura de bandas, por lo que no nos cabe duda de
que esta prediccio´n se vera´ confirmada por medidas o´pticas en un futuro muy pro´ximo.
34Que consistir´ıa en ir girando la muestra hasta observar un brusco ensanchamiento del pico.
35Dado que la pequen˜a distancia entre planos {110} consecutivos descarta por completo el me´todo
layer-KKR. De hecho, ha sido necesario recurrir a un filtrado FFT del espectro para soslayar los pro-
blemas de convergencia nume´rica siempre presentes en los l´ımites de nuestra capacidad de computacio´n.
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5.3. Conclusiones
En este cap´ıtulo hemos expuesto el conjunto de nuestra investigacio´n sobre las propie-
dades foto´nicas de los o´palos desnudos, dividida en tres partes bien diferenciadas cuyas
principales conclusiones podr´ıan, respectivamente, resumirse as´ı:
• Es posible aprovechar el efecto de la sinterizacio´n para caracterizar de forma precisa
las muestras destinadas a la fabricacio´n de estructuras inversas.
• El estudio sistema´tico de la dependencia angular en la respuesta espectral de los
o´palos desnudos demuestra que un modelo anal´ıtico tan sencillo como la Ley de
Bragg puede aplicarse con garant´ıas a la caracterizacio´n estructural de estos siste-
mas, circunstancia que respalda su uso como v´ınculo de conexio´n entre las propie-
dades o´pticas de los o´palos reales y las de las estructuras perio´dicas perfectas que
los modelizan.
• La caracterizacio´n de las representaciones irreducibles asociadas a cada uno de los
autoestados del campo electromagne´tico en un o´palo desnudo permite identificar
las bandas que resultan inaccesibles para la luz incidente a causa de la incompati-
bilidad entre sus respectivas propiedades de simetr´ıa. Esta circunstancia, verificada
de forma cuantitativa por medio de un ca´lculo nume´rico independiente, tambie´n
hace posible la prediccio´n de efectos observables en la respuesta o´ptica de los o´pa-
los. Algunos de estos efectos ya han sido confirmados experimentalmente, poniendo
as´ı de manifiesto la importancia de tener en cuenta toda la informacio´n contenida
en los ca´lculos de estructura de bandas a la hora de intentar entender la compleja
interaccio´n entre la luz y los cristales foto´nicos.
Nota: Este cap´ıtulo esta´ basado en las referencias [Reynolds99], [Lo´pez-Tejeira02] y
[Galisteo-Lo´pez03].
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CAPI´TULO 6
Presentacio´n de resultados (II)
Nunca odie´ a un hombre lo suficiente como para devolverle sus diamantes.
Zsa Zsa Gabor
En este cap´ıtulo se reu´nen resultados referidos a varios sistemas con una caracter´ıstica
comu´n: se obtienen ma´s o menos directamente a partir de nanoesferas de SiO2.
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6.1. O´palos inversos de CdS: modelos de crecimiento
Desde la primera propuesta de E. Yablonovitch sobre la inhibicio´n de la emisio´n
esponta´nea, la idea de combinar las propiedades asociadas a las bandas foto´nicas y
electro´nicas dentro de un mismo dispositivo ha inspirado un gran nu´mero de trabajos de
todo tipo, tanto teo´ricos como de cara´cter experimental. Por lo que a los o´palos se refiere,
esta inquietud se ha encaminado mayoritariamente hacia la introduccio´n de alguna clase
de medio activo1 en el interior de un o´palo desnudo disen˜ado de tal modo que su
intervalo de frecuencias prohibidas en la direccio´n (111) coincida con el rango de emisio´n
del otro material, habitualmente un colorante orga´nico2 o un semiconductor del grupo
II−VI. Fijemos nuestra atencio´n en esta u´ltima posibilidad, y au´n ma´s concretamente,
en el caso en el que el compuesto elegido sea el CdS:
Aunque las medidas o´pticas llevadas a cabo por diversos autores3 demuestran de
forma inequ´ıvoca la modificacio´n que el pseudogap (111) produce en el espectro de
fotoluminiscencia del CdS depositado dentro de la matriz opalina, que´ duda cabe de
que la configuracio´n ma´s deseable ser´ıa aquella en la que el propio cristal foto´nico fuese
tambie´n el medio activo, es decir, un o´palo inverso como los descritos en el Cap´ıtulo 2. Y
dado que la condicio´n previa para poder lograr tal objetivo es conseguir llenar con CdS
todo el volumen no ocupado por las esferas, la correcta caracterizacio´n de la cantidad de
semiconductor presente en la estructura se convierte de nuevo en una parte fundamental
del proceso de s´ıntesis.
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Figura 6.1 : Evolucio´n del espec-
tro de fotoluminiscencia de un o´palo
infiltrado con CdS, medido sobre la
cara {111} de la muestra para dis-
tintos a´ngulos de inclinacio´n respec-
to al detector. La reproduccio´n a es-
cala reducida de la dependencia an-
gular del primer pico Bragg en la
parte derecha permite apreciar co´mo
el desplazamiento en el m´ınimo de
la intensidad de emisio´n discurre en
paralelo al del primer pseudogap en
L. (Reelaboracio´n de la Fig. 10 en
[Mı´guez99])
1En el sentido o´ptico del te´rmino.
2Cfr. [Eradat01], [Eradat02] o [Koenderink02] como ejemplos recientes.
3De las que la Fig. 6.1 constituye un buen ejemplo, sin que eso suponga ningu´n juicio de valor respecto
de las incluidas en trabajos tales como [Vlasov97a], [Vlasov97b], [Blanco98] o [Lin02].
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Figura 6.2 : Dependencia angular del
primer ma´ximo de reflectancia sobre
la cara {111} de un o´palo compues-
to por esferas de 275 nm de dia´me-
tro en distintos momentos del proce-
so de infiltracio´n con CdS. El ajuste
mediante la Ley de Bragg (l´ıneas con-
tinuas) de los valores experimentales
(s´ımbolos) permite estimar la cantidad
de semiconductor presente dentro de la
muestra. (Reproduccio´n de la Fig. 1 en
[Blanco01])
Segu´n puede imaginar el lector, el procedimiento escogido para tal fin consiste (una
vez ma´s) en el estudio del desplazamiento de la posicio´n del primer ma´ximo de reflec-
tancia en la direccio´n (111). Suponiendo que e´ste siguiera la Ley de Bragg, bastar´ıa con
aproximar el ı´ndice de refraccio´n efectivo del sistema completo por un promedio de los
de sus componentes para estimar la cantidad de CdS en cada momento del proceso, ya
que el para´metro d111 podr´ıa determinarse con anterioridad a la infiltracio´n del semi-
conductor. La Fig. 6.2 muestra ese tipo de estimacio´n para un o´palo desnudo de 275
nm de dia´metro progresivamente infiltrado con CdS mediante inmersiones sucesivas en
dos soluciones precursoras.4 Tal y como se aprecia en la figura, el desplazamiento en la
posicio´n del pico nos indica que la fraccio´n de volumen ocupada por el semiconductor
alcanza un valor en torno al 25% del total, lo que supondr´ıa un 96% del espacio libre
entre las esferas en una estructura fcc compacta. Nada nos dice, sin embargo, este ajuste
sobre los detalles microsco´picos del crecimiento del semiconductor.
Con vistas a una mejor comprensio´n de dicho proceso, parece oportuno considerar
(al menos) los dos modelos que se presentan en la Fig. 6.3. En el primero de ellos se
postula que el CdS forma capas conce´ntricas sobre las esferas de SiO2, mientras que
en el segundo el hueco entre e´stas se considera ocupado por un medio efectivo cuya
funcio´n diele´ctrica εh viene dada por
εh ≈ fCdS0.26 (εCdS − 1.0) + 1.0 (6.1)
Si bien el ana´lisis microsco´pico5 de las primeras etapas de crecimiento del CdS parece
apoyar el modelo de capas, no es menos cierto que tal asuncio´n resulta cada vez ma´s
4Ve´ase [Blanco98] para ma´s detalles.
5Cfr. [Torrecillas00]
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Aire SiO2 CdS
a b
Figura 6.3 : Representacio´n esquema´tica de dos posibles modelos para el crecimiento de CdS dentro
del o´palo. (a) Formacio´n de capas conce´ntricas en torno a las esferas de SiO2 (b) Medio efectivo en
todo el volumen accesible.
dudosa conforme se aumenta la fraccio´n de volumen ocupada por el semiconductor.
As´ı pues, intentaremos utilizar la anchura del primer pico de reflectancia en incidencia
normal sobre la cara {111} de la muestra para dilucidar que´ modelo proporciona los
mejores resultados, identificando tal anchura con la del pseudogap en el punto L.
Bajo la hipo´tesis del medio efectivo, todo el material se convertir´ıa en o´pticamente
homoge´neo para el valor de fCdS en el que εh = εSiO2 , el 6% de acuerdo a la ecuacio´n
(6.1). Por contra, en el modelo de capas, ambos materiales conservar´ıan unos bordes bien
definidos a lo largo de todo el proceso, de modo que la consideracio´n del conjunto como
un medio homoge´neo resultar´ıa a priori ma´s discutible. En cualquier caso, tal condicio´n
de homogeneidad deber´ıa ir asociada a la completa desaparicio´n del pseudogap en L
para una cierta fraccio´n de llenado. Y dado que la resolucio´n nume´rica de las ecuaciones
de Maxwell nos obliga a ser muy prudentes a ese respecto, deberemos recurrir una vez
ma´s a la Teor´ıa de Representaciones:
Como ya se sen˜alo´ en el cap´ıtulo precedente, el grupo puntual D3d constituye el
“pequen˜o co-grupo” asociado al punto L. Aunque ninguna de sus representaciones irre-
ducibles tiene una degeneracio´n intr´ınsecamente cua´druple, nada impide la degeneracio´n
accidental de las bandas Eg y Eu que definen los bordes del pseudogap, por lo que bas-
tar´ıa con comprobar si la posicio´n relativa de ambos tipos de bandas se modifica a lo
largo del proceso de crecimiento del CdS para establecer la existencia de un punto en el
que el sistema puede considerarse o´pticamente homoge´neo.
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Figura 6.4 : Anchura del
pseudogap en el punto L co-
mo funcio´n de la cantidad de
CdS en el sistema. Las l´ıneas
continuas y de puntos indi-
can los resultados del mo-
delo de capas y del de me-
dio efectivo, respectivamente.
Las etiquetas hacen referen-
cia a las representaciones irre-
ducibles del grupo D3d. Ad-
vie´rtase co´mo el cambio de su
posicio´n relativa nos permite
asegurar el cierre del pseudo-
gap en ambos casos.
En la Fig. 6.4 se muestra la evolucio´n de la anchura en cada uno de los modelos,
asumiendo un valor de 5.75 para la funcio´n diele´ctrica del semiconductor.6 Aunque a
simple vista resulte dif´ıcil decidir si el gap llega a cerrarse por completo para algu´n valor
de fCdS, el intercambio en las posiciones de las bandas Eg y Eu nos garantiza que tal
circunstancia se verifica en ambos casos, contradiciendo nuestra primera intuicio´n sobre
el modelo de capas. Y si bien esa misma figura tambie´n pone de manifiesto la lo´gica
equivalencia entre los dos mecanismos en los extremos del intervalo y el buen acuerdo
obtenido con la estimacio´n del punto de corte para el modelo de medio efectivo, no
podemos dejar de destacar una clara diferencia cualitativa desde el punto de vista de las
propiedades de simetr´ıa: la presencia de cualquier recubrimiento esfe´rico (por mı´nimo
que e´ste sea) provoca un cambio en la posicio´n relativa de las representaciones que no
desaparece hasta que el CdS ocupa la totalidad del espacio entre las esferas, es decir
Rpseudogap =

Eg(u) fCdS = 0
Eu(g) fCdS ∈ (0, 1− pi/3
√
2)
Eg(u) fCdS = 1− pi/3
√
2
(6.2)
Por desgracia, tal diferencia no puede aprovecharse en esta ocasio´n, pues ambas repre-
sentaciones se reducen de ide´ntica forma en los segmentos adyacentes,7 lo cual convierte
a la anchura del espectro de reflectancia en el u´nico modo de determinar el modelo
correcto a partir de las medidas sobre la cara {111} de la muestra.
6Resultante de promediar los valores del ı´ndice de refraccio´n en el intervalo entre los 400 y 800 nm.
7Remitimos una vez ma´s a las relaciones de compatibilidad recogidas en el Ape´ndice B
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Segu´n puede apreciarse en la Fig. 6.5, las anchuras experimentales8 parecen respal-
dar el modelo de capas en las primeras etapas de crecimiento del semiconductor, al
menos hasta valores de fCdS pro´ximos al 6%. Semejante comportamiento no resulta en
absoluto sorprendente, pues el u´nico lugar en el que puede depositarse el material en
las fases ma´s tempranas del proceso es la superficie de las esferas o bien la de otras
nanopart´ıculas apenas crecidas sobre ellas. Menos au´n debe extran˜arnos la ausencia de
puntos experimentales en el rango de valores inmediatamente superior, dada la extraor-
dinaria dificultad de resolver las caracter´ısticas del espectro en un medio pra´cticamente
homoge´neo. Y cuando los valores vuelven a ser accesibles, nos encontramos conque el
comportamiento del sistema ya no se ajusta tan claramente al modelo de capas, pero
tampoco al de medio efectivo, aunque podamos aventurar que se halle ya ma´s cerca de
este u´ltimo a causa de la formacio´n de poros dentro del CdS.
fCdS
a /
λ
Grosor del recubrimiento de CdS ( % Rcp )
Figura 6.5 : Bordes de
los ma´ximos de reflectan-
cia experimentales (c´ırcu-
los) en incidencia normal,
superpuestos sobre las pre-
dicciones teo´ricas para los
modelos de capas (l´ıneas
continuas) y medio efecti-
vo (l´ıneas de puntos) ya
presentadas en la Fig. 6.4.
Los valores de fCdS se han
estimado a partir de la Ley
de Bragg. (Reelaboracio´n
de la Fig. 2 en [Blanco01])
Podemos resumir, pues, el contenido de la presente seccio´n afirmando que la com-
binacio´n de las te´cnicas nume´ricas con el ana´lisis de las propiedades de simetr´ıa de los
autoestados nos ha permitido analizar con detalle la infiltracio´n de CdS en los o´palos
a partir de una propiedad tan gene´rica como su espectro de reflectancia, obtenie´ndose
predicciones cuantitativas que se encuentran en buen acuerdo con los resultados experi-
mentales, si bien au´n no ha sido posible determinar de forma inequ´ıvoca el mecanismo
dominante en todas las etapas del proceso.
8Medidas segu´n el criterio habitual de la mitad de la altura del ma´ximo.
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6.2. Estructuras con la simetr´ıa de una red diamante
Ya desde los inicios del estudio de los cristales foto´nicos, diversos trabajos9 han venido
sen˜alando a la la red diamante como la ma´s favorable para la aparicio´n de gaps completos
en sistemas tridimensionales. Adema´s, este tipo de simetr´ıa presenta la ventaja adicional
de que el intervalo de energ´ıas prohibidas se localiza entre la segunda y la tercera banda,
por lo que deber´ıa ser mucho menos sensible a la presencia de defectos que el de, por
ejemplo, una estructura de o´palo inverso.
¿Por que´ no existe entonces ningu´n cristal foto´nico con dicha simetr´ıa pese a resultar
tan ventajosa? La respuesta a esa pregunta es doblemente frustrante: desde el punto de
vista de la minimizacio´n de la energ´ıa libre de sus componentes, la complejidad de la
estructura no la hace favorable energe´ticamente, pero, por otro lado, esa misma comple-
jidad supera las posibilidades de las actuales te´cnicas de microfabricacio´n.10 Parecer´ıa,
pues, que la red diamante es del todo inaccesible a efectos pra´cticos.
Afortunadamente, tal perspectiva resulta (una vez ma´s) demasiado pesimista, ya que
todas las dificultades descritas pueden esquivarse al menos de dos formas distintas, segu´n
se expondra´ a lo largo de la presente seccio´n. Este descubrimiento nos abrira´ definitiva-
mente las puertas a la tan deseada red diamante.
6.2.1. Fabricacio´n directa de una red diamante de esferas diele´ctricas
Una idea loca. . .
De acuerdo con las referencias ya mencionadas, la configuracio´n o´ptima para la apa-
ricio´n de un gap completo consiste en una red diamante de esferas de aire en el interior
de un material diele´ctrico con alto ı´ndice de refraccio´n. ¿Co´mo podr´ıamos obtenerla?
En primer lugar, parece bastante sensato asumir la hipo´tesis de que el proceso de
inversio´n de un sistema semejante deber´ıa ser muy similar al de un o´palo artificial.
Consecuentemente, el problema quedar´ıa “reducido” a obtener una estructura directa
de esferas de SiO2 dispuestas en la forma adecuada. Puesto que los argumentos termo-
dina´micos descartan toda posibilidad de auto-ensamblado de las esferas individuales en
una red diamante, estar´ıamos obligados a colocarlas una por una en la posicio´n correcta,
una opcio´n factible a d´ıa de hoy gracias a la manipulacio´n mediante micro-robots ya
mencionada en el Cap´ıtulo 2. Pero incluso adoptando tan expeditivo procedimiento, la
9Cfr. [Ho90] y [Chan95]
10Advie´rtase a este respecto que ni siquiera la famosa yablonovita es una red diamante en sentido
estricto, segu´n se sen˜alaba ya en [Yablonovitch91].
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baja fraccio´n de volumen11 asociada a una red diamante en la que las esferas se tocaran
sin interpenetrarse tambie´n har´ıa imposible su construccio´n “epitaxial” a causa de la
inestabilidad de las posiciones de contacto entre capas contiguas.12 Deberemos recurrir,
por tanto, a un procedimiento indirecto.
Al igual que es posible imaginar la estructura diamante como la suma de dos redes
fcc ide´nticas desplazadas por un vector 14(a1 + a2 + a3), nada nos impide dar la vuelta
al argumento y combinar dos redes diamante bajo la misma prescripcio´n. No es dif´ıcil
demostrar que el sistema resultante es una red bcc.13 Y aunque no sea una eleccio´n
demasiado habitual, siempre podemos expresar las posiciones de dicha red en una forma
en la que se haga expl´ıcito el “tortuoso” proceso de su construccio´n, es decir, como una
estructura fcc con una base de cuatro elementos
R = n1a1 + n2a2 + n3a3 + di (6.3){
d1 = 0; d2 =
1
4
(a1 + a2 + a3); d3 =
1
2
(a1 + a2 + a3); d4 =
3
4
(a1 + a2 + a3)
}
(6.4){
a1 =
a∗
2
(1, 1, 0); a2 =
a∗
2
(1, 0, 1); a3 =
a∗
2
(0, 1, 1)
}
(6.5)
en la que el valor del para´metro a∗ debe ajustarse a 4φ/
√
3 para recuperar el factor de
llenado de una red bcc14 con contacto entre las esferas, siendo φ el dia´metro de e´stas.
¿Cua´l el propo´sito u´ltimo de tal planteamiento? A la vista de lo expuesto, resulta
evidente que el conjunto de las esferas asociadas a los vectores d1 y d2 constituye de
por s´ı una red diamante, al igual que lo hace por su parte el de las asociadas a d3 y d4.
Imaginemos ahora que elegimos dos tipos diferentes de esferas del mismo taman˜o para
constituir la estructura, asociando cada uno de ellos a una de las dos redes subyacentes.
El sistema resultante, al que podemos denominar red bcc mixta o mbcc, ser´ıa una red
bcc desde el punto de vista de las posiciones de sus componentes pero no as´ı desde el
de las propiedades f´ısicas. Y si esas distintas propiedades f´ısicas permitieran a su vez
la eliminacio´n selectiva de uno solo de los dos tipos de esferas, habr´ıamos conseguido
finalmente nuestro objetivo de construir una red diamante de esferas diele´ctricas, primer
paso hacia la consecucio´n del tan esquivo gap completo entre las primeras bandas.
11f = pi
√
3
16
≈ 0.34, menos de la mitad de la de las estructuras fcc y hcp compactas.
12A menos que se dispusiera de un “pegamento” para las esferas como el que se mencionara´ al final
del apartado.
13A modo de curiosidad, diremos que, segu´n se relata en [London38], esta idea ya se hab´ıa manejado
muy anteriormente en un contexto bien distinto.
14Que es precisamente f = pi
√
3
8
≈ 0.68, o sea el doble de la de la diamante.
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Figura 6.6 : Representacio´n esquema´tica de las distintas etapas en el proceso de crecimiento de la
estructura mbcc a lo largo de las direcciones (001) (a) y (111) (b), ordenadas segu´n el sentido de
las agujas del reloj. La escala de grises permite identificar a las esferas comprendidas dentro de cada
subred. Para mayor claridad, tambie´n se incluye a taman˜o reducido la vista superior de la muestra en
cada momento del proceso. (Reelaboracio´n de la Fig. 1 en [Garc´ıa-Santamar´ıa01])
Segu´n puede apreciarse en la Fig. 6.6, la distribucio´n de los dos tipos de material en
los planos normales a las direcciones (001) y (111) de una red mbcc s´ı permite la cons-
truccio´n “epitaxial” porque las esferas siempre ocupan posiciones de equilibrio energe´tico
sobre las del plano anterior, a causa del mayor factor de llenado de dicha estructura.
Bastar´ıa entonces con fijar la primera capa mediante un sustrato en el que se predeter-
minasen las posiciones de adsorcio´n de las esferas para poder construir una estructura
tan grande. . . como la paciencia del operador del micro-robot.15
Una vez construida la estructura mbcc, el siguiente paso es la eliminacio´n de la
mitad de sus elementos sin modificar la posicio´n de los restantes. Y puesto que una de
las dos sub-redes va a estar compuesta por las inevitables esferas de SiO2, la opcio´n
ma´s co´moda pasa porque las restantes sean de la´tex, un material orga´nico que puede
obtenerse comercialmente en forma de esferas monodispersas dentro de un amplio rango
de taman˜os y que, adema´s, posee unas propiedades qu´ımicas lo suficientemente distintas
del SiO2 como para permitir un ataque selectivo.
Supongamos que ya hemos sido capaces de conseguir una red diamante de esferas
de SiO2 con f ≈ 0.34 y estamos listos para iniciar el proceso de infiltracio´n con silicio
que nos permitira´ obtener posteriormente la estructura inversa. Si echamos un vistazo a
la Fig. 6.7 antes de embarcarnos en tal procedimiento, no tardaremos en darnos cuenta
de que la anchura del gap completo para esa fraccio´n de volumen es completamente
irrisoria, por lo que resultar´ıa necesario, una vez ma´s, incrementar la fraccio´n de volumen
15Remitimos a las referencias [Miyazaki00] y [Saito02] al lector interesado en los detalles ma´s te´cnicos
del procedimiento de manipulacio´n de part´ıculas microme´tricas.
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Figura 6.7 : Anchura relativa
del gap completo para distintos
valores del factor de llenado en
una red diamante de esferas de
aire en silicio (ε = 12.0). Como
puede apreciarse, ∆ω/ω crece de
forma paralela a f hasta alcanzar
un ma´ximo en torno a f = 0.78
para luego caer bruscamente a su
valor inicial.
que ocupan las esferas.16 Y aunque los mejores resultados se obtendr´ıan para valores
pro´ximos al 78%, bien podr´ıamos conformarnos con un ma´s modesto 50% que nos
garantizase una anchura del gap cercana al 12%.
As´ı pues, ya no resta ma´s que infiltrar e invertir para completar la u´ltima etapa del
laborioso proceso que se resume esquema´ticamente en la Fig. 6.8: ensamblaje de la red
mbcc, eliminacio´n de las esferas de la´tex, incremento del factor de llenado, infiltracio´n
con Si e inversio´n de la estructura resultante.
Figura 6.8 : Representacio´n
esquema´tica de las distintas
etapas en la fabricacio´n de una
red diamante con gap foto´ni-
co completo: (1) ensamblaje
de la red mbcc con esferas
de SiO2 y la´tex, (2) elimina-
cio´n de las esferas de la´tex,
(3) incremento del factor de
llenado, (4) infiltracio´n con
Si y (5) ataque qu´ımico para
obtener la estructura inversa.
(Reelaboracio´n de la Fig. 2 en
[Garc´ıa-Santamar´ıa01])
3
1 2
4 5
16Una discusio´n detallada de co´mo llevar a cabo tal incremento puede encontrarse en
[Garc´ıa-Santamar´ıa03]
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Figura 6.9 : (a) Estructura de bandas foto´nicas correspondiente a una red diamante de esferas de
SiO2 en Si. (b) I´dem despue´s de eliminar el SiO2 en el sistema anterior. En ambos casos, el Si supone
un 50% de volumen total. Para mayor claridad tambie´n se incluye una representacio´n esquema´tica
de cada tipo de material. (Reelaboracio´n de la Fig. 3 en [Garc´ıa-Santamar´ıa01])
Finalmente, y a modo de cierre de la propuesta, la Fig. 6.9 presenta las estructuras
de bandas asociadas a las etapas (4) y (5) del proceso de fabricacio´n. Puede apreciarse
co´mo el gap completo, mucho ma´s pronunciado en el caso de la red silicio/aire, se localiza
entre la segunda y la tercera banda en el punto Γ, lo cual garantiza su robustez frente a
eventuales defectos en el sistema.
. . . que al final se hizo realidad
Aunque nuestra colaboracio´n directa en este trabajo se limito´ a la propuesta teo´rica
presentada ante la comunidad cient´ıfica en un art´ıculo aparecido en octubre de 2001,17
no nos resistimos a referir brevemente18 los pasos que ya se han dado hacia su completa
demostracio´n experimental, fruto de un ı´mprobo esfuerzo por parte de los equipos del
ICMM y el National Institute for Materials Science de Tsukuba (Japo´n):
En agosto de 2002 se publicaba en las pa´ginas de la revista Advanced Materials el
trabajo del que se ha extra´ıdo la Fig. 6.10. En ella se presentan las ima´genes SEM de
una estructura mbcc de seis capas construida con esferas de SiO2 y la´tex a lo largo de
las direcciones (001) (a) y (111) (b) de la red sobre un sustrato de silicio. En (c) y (d)
puede apreciarse co´mo, despue´s de efectuado un ataque con plasma de ox´ıgeno, esas
mismas estructuras se han transformado ya en las primeras redes diamante de esferas en
la escala nanome´trica de las que hay constancia en la literatura. Ma´s au´n, en ese mismo
17Cfr. [Garc´ıa-Santamar´ıa01]
18Para ma´s detalles, consu´ltense [Garc´ıa-Santamar´ıa02a], [Garc´ıa-Santamar´ıa02b] y
[Garc´ıa-Santamar´ıa03].
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Figura 6.10 : (a) Estructura mbcc de seis capas construida a lo largo de la direccio´n (001) con
165 esferas de la´tex y 177 de SiO2, todas de 1.18µm de dia´metro. (b) I´dem para la direccio´n (111),
ahora con esferas de 0.9µm de dia´metro (133 de la´tex y 274 de SiO2). En (c) y (d) se vuelven
a mostrar las mismas estructuras, convertidas ya en redes diamante despue´s de eliminarse el la´tex
mediante un ataque con plasma de ox´ıgeno. Todas las ima´genes esta´n giradas hacia el lector para
hacer ma´s visibles las caras laterales de las muestras. Como gu´ıa para el ojo, tambie´n se incluyen
barras de escala de 5µm de longitud. (Reelaboracio´n de las Figs. 2 y 3 en [Garc´ıa-Santamar´ıa02b])
trabajo tambie´n se demostraba la viabilidad de construir directamente una red diamante
con orientacio´n (001) recurriendo a la contaminacio´n inducida por el propio haz del SEM
sobre la muestra, que hace las veces de “pegamento” para las esferas. As´ı pues, es posible
afirmar que los pasos (1) y (2) en el esquema de la Fig. 6.8 ya se han completado de
forma satisfactoria, con independencia de lo prohibitivo de su coste. Pero, ¿que´ podemos
decir de los siguientes?
En lo tocante al aumento de la fraccio´n de volumen de la estructura, la situacio´n a
d´ıa de hoy dista mucho de ser satisfactoria, pues el procedimiento usual de sinterizacio´n
debe descartarse a causa de la precaria estabilidad meca´nica de la estructura. Aunque se
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han propuesto19 varias soluciones ingeniosas basadas en un incremento del radio de las
esferas posterior al proceso de ensamblaje, au´n no se dispone de ninguna muestra con un
factor de llenado siquiera pro´ximo al 50%. Tampoco el proceso de inversio´n se hallar´ıa
libre de ciertos inconvenientes, ya que el acceso del disolvente a las esferas de SiO2 se
ver´ıa estorbado por la “costra” de Si depositada sobre las superficies de discontinuidad
del sistema, sin que su reducido taman˜o permitiera recurrir al habitual “cleavage” de
los o´palos artificiales. Y ya por u´ltimo, no podemos olvidar que, como ya se sen˜alaba en
el Cap´ıtulo 2, obtener la respuesta o´ptica de un sistema de tan reducidas dimensiones
tampoco ha resultado factible hasta el momento presente, aunque quiza´ sea esta la faceta
en la que quepa esperar progresos ma´s ra´pidos.20
Concluiremos, por tanto, este apartado con la idea de que el progreso de la ciencia
de materiales y el trabajo en comu´n de un equipo multidisciplinar de f´ısicos, qu´ımicos e
ingenieros ha permitido un avance significativo hacia la geometr´ıa diamante, resolviendo
algunos de los problemas que ma´s hab´ıan dificultado su consecucio´n. Es de esperar que
en un pro´ximo futuro estos logros, de cara´cter au´n fundamental, den lugar a un amplio
abanico de aplicaciones en diversos campos de la nanotecnolog´ıa.
6.2.2. Auto-ensamblaje orientado de esferas a partir de cadenas (110)
Aunque la eficacia del procedimiento descrito en el apartado anterior haya podido
confirmarse experimentalmente, no podemos pasar por alto la muy escasa eficiencia que
pone de manifiesto esa misma confirmacio´n: segu´n se recoge en [Garc´ıa-Santamar´ıa03],
resultan necesarias no menos de diez horas de trabajo para conseguir una estructura
diamante con cuatro capas y alrededor de 300 esferas. Si adema´s tenemos en cuenta
que ese nu´mero de capas constituye u´nicamente una sexta parte de las necesarias21 para
garantizar una reflectancia cercana al 100% en el interior del gap, no es dif´ıcil concluir
que la manipulacio´n individual de las esferas no constituye la estrategia ma´s propicia
para la produccio´n a gran escala. Y puesto que el auto-ensamblaje esponta´neo de las
esferas tampoco resulta factible, merece la pena explorar las posibilidades que nos ofrece
la v´ıa intermedia introducida en el Cap´ıtulo 2: el auto-ensamblaje orientado.
Segu´n se describio´ en el apartado anterior, el punto de partida para la construccio´n
directa de una red diamante consist´ıa en elaborar un sustrato que facilitara la correcta
colocacio´n de las esferas. ¿Ser´ıa acaso posible disen˜ar un procedimiento que orientara su
sedimentacio´n hacia la simetr´ıa deseada?
19Ve´ase [Garc´ıa-Santamar´ıa03]
20A la vista de, por ejemplo, [Mı´guez02].
21Cfr. Fig. 2.7a
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Figura 6.11 : Vistas superior (a) y lateral (b) de una red diamante con sus superficies de dis-
continuidad orientadas a lo largo de la direccio´n (110). El contacto puntual entre las esferas se ha
sustituido por un “enlace” cil´ındrico para una mejor visualizacio´n de la estructura. Los a´ngulos θh y
θv definen, respectivamente, la posicio´n relativa de cada terna de esferas contiguas sobre los planos
paralelos o perpendiculares a las superficies de discontinuidad. La clave de colores pretende facilitar
la comprensio´n de la figura inmediatamente posterior.
Consideremos una estructura diamante de esferas finita con sus superficies de dis-
continuidad orientadas en la direccio´n (110), adoptando por un momento uno de los
populares modelos de esferas y cilindros para captar mejor sus propiedades geome´tricas.
En la Fig 6.11a se presenta una vista superior de tal estructura, en la que se ha destacado
el a´ngulo que forman los “enlaces” situados en los planos paralelos a las superficies de dis-
continuidad. Por su parte, los “enlaces” contenidos en los planos normales pueden apre-
ciarse en la parte (b). En ambos casos el valor del a´ngulo es θ = arc cos−1/3 ≈ 109.47o,
aunque mantendremos la distincio´n entre a´ngulos “verticales” y “horizontales” por ra-
zones que quedara´n claras ma´s adelante.
Con vistas a reinterpretar la red diamante en una base adaptada a esta particular
orientacio´n, vamos a fijarnos con ma´s detalle en la Fig.6.11a, recurriendo a un co´digo de
colores para, despue´s de haber eliminado las restantes, distinguir las esferas que definen
el hexa´gono central. Segu´n puede apreciarse en la Fig. 6.12, toda la estructura puede
entenderse entonces como la suma de cuatro “cadenas” de dos tipos diferentes que se
van alternando en los planos paralelos a la superficie del papel, de modo que si fue´ramos
capaces de producir a gran escala dichas cadenas de esferas,22 ser´ıa relativamente sencillo
ensamblarlas para construir la red diamante que estamos buscando. Esta es la idea clave
de la que vamos a intentar valernos para nuestros propo´sitos.
22Cuya u´nica diferencia es, por otra parte, un giro de 180o respecto al eje (110)
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Figura 6.12 : Representacio´n
esquema´tica de la red diaman-
te como combinacio´n de dos ti-
pos de “cadenas” a lo largo de
la direccio´n (110). En la par-
te inferior se presenta el mo-
do de obtener las cadenas in-
dividuales mediante el confina-
miento de las esferas entre pi-
lares verticales dispuestos pe-
rio´dicamente.
En la parte inferior de la Fig. 6.12 se muestra una forma sorprendentemente senci-
lla de construir dichas cadenas: bastar´ıa con confinar las esferas entre unos pilares de
otro material terminados en una suerte de escalo´n que nos permitiese elegir el tipo de
cadena deseado, para luego alternarlo con el otro hasta recuperar la estructura com-
pleta. Resulta, pues, conveniente que culminemos nuestro propo´sito de describir la red
por medio de una base alternativa para poder determinar las dimensiones y la correcta
colocacio´n de dichos pilares:
A la vista de la Fig. 6.13, no es dif´ıcil darse cuenta de la posible redefinicio´n de la
estructura diamante como una red prisma´tica con una base compuesta por los cuatro
“a´tomos” numerados en la parte izquierda. As´ı, bajo la suposicio´n de contacto puntual
3a
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2a
r
1 2
3
4
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2
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4
Figura 6.13 : Representacio´n esquema´tica de la red diamante como combinacio´n de dos tipos de
“cadenas” a lo largo de la direccio´n (110). Las esferas numeradas constituyen la base necesaria para
recuperar la estructura completa a partir de los vectores de red en la parte derecha de la figura.
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entre esferas contiguas y tomando el eje z como normal a los planos (110), la red vendr´ıa
descrita por
R = n1a1 + n2a2 + n3a3 + di (6.6){
d1 = a1+y1a2; d2 =
1
2
a1+a2; d3 = a1+
1
2
(a2+a3); d4 =
1
2
(a1+y4a2+a3)
}
(6.7){
a1 = 2φ sin
θh
2
(1, 0, 0); a2 = 2φ(cos
θh
2
+cos
θv
2
)(0, 1, 0); a3 = 2φ sin
θv
2
(0, 0, 1)
}
(6.8)
donde φ vuelve a ser el dia´metro de las esferas y los para´metros auxiliares y1, y4 sirven
para aligerar las ecuaciones:
y1 =
cos θv2 +
1
2 cos
θh
2
(cos θv2 + cos
θh
2 )
; y4 =
cos θv2
(cos θv2 + cos
θh
2 )
(6.9)
Dentro de esta descripcio´n, la fraccio´n de volumen de la estructura ocupada por las
esferas pasar´ıa a depender exclusivamente de los a´ngulos θh y θv en la forma:
f(θh, θv) =
pi
12 sin θh2 sin
θv
2 (cos
θh
2 + cos
θv
2 )
(6.10)
(Naturalmente, en el caso en el que θh = θv ≈ 109.47o, la expresio´n (6.10) recupera el
valor de la estructura diamante f = pi
√
3
16 )
Y una vez completada la reformulacio´n de la estructura, no se requiere ma´s que un
poco de paciencia para obtener los para´metros caracter´ısticos del molde que se recogen
en la Fig. 6.14. Como es lo´gico, cuanto mayor sea la dimensio´n vertical de los pilares
mayor sera´ el nu´mero de capas de la estructura.
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Figura 6.14 : (a) Vista superior de la estructura de pilares, con las distancias de separacio´n expresa-
das en te´rminos del dia´metro de las esferas. (b) Dimensiones caracter´ısticas de cada pilar individual,
expresadas en te´rminos del dia´metro de las esferas.
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Aunque es evidente que la construccio´n de un molde semejante supondr´ıa un cierto
esfuerzo tecnolo´gico, tampoco resultar´ıa inabordable con las modernas te´cnicas litogra´fi-
cas. En cualquier caso, una vez completada su fabricacio´n, el proceso de sedimentacio´n
de las esferas en los huecos ya no requerir´ıa del concurso de ningu´n operador, lo cual
constituye sin duda una notable ventaja respecto al procedimiento de manipulacio´n di-
recta. Adema´s, la estructura as´ı construida se encontrar´ıa libre de buena parte de los
inconvenientes asociados al taman˜o finito de la muestra,23 por no hablar de que la pre-
sencia de los pilares de los soporte podr´ıa llegar a suponer incluso una ventaja de cara
a eventuales procesos de infiltracio´n, ya que har´ıa innecesario rellenar esa parte del es-
pacio entre las esferas. Sin embargo, no podemos olvidar que, al igual que en el caso
de la red mbcc, este disen˜o proporcionar´ıa una estructura de esferas con f ≈ 0.34 y un
gap claramente insuficiente incluso despue´s de invertirse. As´ı pues, el incremento de la
fraccio´n de volumen ocupada por las esferas resultar´ıa necesario una vez ma´s, al menos
hasta alcanzar el l´ımite del 50% con el que hemos aceptado conformarnos.
Es a ese particular sistema al que pertenece la estructura de bandas de la Fig. 6.15.
Como cab´ıa esperar, recuperamos el valor del 12% para la anchura del gap, por ma´s
que la nueva base le proporcione un aspecto muy distinto al de la que se mostraba
en la Fig. 2.5. Pero, ¿que´ ocurrir´ıa si los a´ngulos de contacto entre las esferas no se
correspondieran exactamente con los de una estructura diamante “perfecta”?
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Figura 6.15 : Estructura de bandas foto´nicas a lo largo de las direcciones de alta simetr´ıa de la 1a
ZB que se muestra en la parte derecha, calculada para una red diamante de esferas de aire rodeadas
por silicio (ε = 12) con un factor de llenado del 50%. Advie´rtase que la coincidencia en los valores
de θh y θv convierte en equivalentes los segmentos ΓX1 y ΓX3, al igual que ocurre con ΓM1 y ΓM2.
23Como la necesidad de medidas o´pticas de alta resolucio´n o el problema del “cleavage”.
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En la Fig. 6.16 se representa la anchura relativa del gap completo para distintos θh
y θv en el entorno de los valores “ideales” suponiendo un recrecimiento de las esferas tal
que para una estructura puramente diamante la fraccio´n de llenado alcanzase el 50%.
Segu´n puede apreciarse, cualquier desviacio´n se traducir´ıa en una merma del gap, aunque
su anchura au´n se mantendr´ıa por encima del 5% en el rango de distorsio´n definido por
∆θh = ±10o; ∆θv = ±10o. Y es dicha persistencia del gap la que nos hace concebir
esperanzas sobre la viabilidad del procedimiento, por ma´s que tal l´ımite de tolerancia
deba acogerse con cautela al implicar una distribucio´n uniforme de las desviaciones.
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Figura 6.16 : Anchura relativa del gap completo para distintos θh y θv en el entorno de los valores
caracter´ısticos de la red diamante, determinados por el punto de corte de las l´ıneas discontinuas. En
todos los casos se ha supuesto un recrecimiento de las esferas tal que f sea igual a 0.5 para una
estructura puramente diamante. Segu´n puede apreciarse, el valor del gap se mantiene por encima del
5% en el rango de distorsio´n definido por ∆θh = ±10o; ∆θv = ±10o.
Ponemos dar, pues, por terminado este estudio preliminar con la firme conviccio´n de
que la presente estrategia de auto-ensamblaje, fruto de nuestra colaboracio´n con el el
Centro Tecnolo´gico de Ondas de la UPV, se convertira´ pronto en una realidad au´n ma´s
prometedora que la descrita en el apartado anterior.
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6.3. Conclusiones
En este cap´ıtulo se recogen tres trabajos diferentes, unidos por un propo´sito comu´n:
el estudio de las propiedades foto´nicas presentes en los muy diversos sistemas estrecha-
mente relacionados con los o´palos artificiales. Resumimos a continuacio´n las principales
conclusiones de cada uno de esos trabajos:
• La combinacio´n de las te´cnicas nume´ricas para el ca´lculo de estructuras de bandas
con el ana´lisis de las propiedades de simetr´ıa de los autoestados nos ha permitido
estudiar con detalle el proceso de infiltracio´n de CdS en los o´palos a partir de una
propiedad tan gene´rica como el espectro de reflectancia de la muestra. Adema´s
de corregir percepciones erro´neas sobre la ausencia de homogeneidad o´ptica en el
modelo de capas conce´ntricas, dicho estudio tambie´n ha proporcionado predicciones
cuantitativas que se encuentran en buen acuerdo con los resultados experimentales,
aunque todav´ıa no ha sido posible determinar de manera inequ´ıvoca el mecanismo
dominante en todas las etapas del proceso.
• Se ha presentado ante la comunidad cient´ıfica la primera propuesta para la fabrica-
cio´n directa de una estructura diamante de esferas, basada en un aprovechamiento
o´ptimo de diversas te´cnicas de la ciencia de materiales. El trabajo experimental ori-
ginado por esa propuesta ha conducido a la obtencio´n de las u´nicas redes diamante
de esferas en la escala nanome´trica de las que hay constancia hasta la fecha.
• La completa reinterpretacio´n de la red diamante en te´rminos de los a´ngulos de
contacto entre las esferas que la componen ha hecho posible el disen˜o de una estra-
tegia de auto-ensamblaje orientado a lo largo de la direccio´n (110) que permitir´ıa
soslayar algunos de los mayores inconvenientes de la manipulacio´n microrobo´tica.
Como avance parcial de tal disen˜o, se han determinado los para´metros geome´tricos
del sustrato gu´ıa y se ha llevado a cabo un ana´lisis preliminar de la tolerancia del
gap foto´nico frente a errores sistema´ticos en el proceso de construccio´n.
Nota: Este cap´ıtulo esta´ basado en las referencias [Blanco01] y [Garc´ıa-Santamar´ıa01].
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CAPI´TULO 7
Conclusiones generales
 El estudio sistema´tico de la dependencia angular en la respuesta espectral de los
o´palos desnudos ha demostrado que un modelo anal´ıtico tan sencillo como la Ley
de Bragg puede aplicarse con garant´ıas a la caracterizacio´n estructural de estos
sistemas, circunstancia que respalda su uso como v´ınculo de conexio´n entre las
propiedades o´pticas de los o´palos reales y las de las estructuras perio´dicas per-
fectas que los modelizan. En el transcurso de dicho estudio tambie´n ha podido
comprobarse que la expansio´n layer-KKR constituye el me´todo ma´s eficiente para
el ca´lculo de los espectros asociados a la cara {111} de los o´palos, en contra de las
previsiones ma´s conservadoras respecto a su rango de aplicabilidad.
 El ana´lisis de las propiedades de simetr´ıa del campo electromagne´tico por medio de
la Teor´ıa de Representaciones se ha revelado como una herramienta muy u´til para
el estudio de los cristales foto´nicos, al proporcionarnos la explicacio´n de algunos
feno´menos harto dif´ıciles de interpretar a partir del mero ca´lculo de la estructura
de bandas. En esa l´ınea, se han obtenido expresiones expl´ıcitas para los caracteres
de las diversas representaciones irreducibles del campo ele´ctrico y se ha demostrado
de forma rigurosa la conexio´n entre las propiedades de simetr´ıa de bandas y au-
toestados individuales en el caso de un problema vectorial de autovalores gene´rico.
Estos desarrollos formales han hecho posible adaptar el ca´lculo de caracteres a los
esquemas nume´ricos empleados a lo largo de la memoria.
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 La caracterizacio´n de las representaciones irreducibles asociadas a cada uno de
los autoestados del campo electromagne´tico en un o´palo desnudo ha permitido
la determinacio´n de las bandas que resultan inaccesibles para la luz incidente a
causa de la incompatibilidad entre sus respectivas propiedades de simetr´ıa. Esta
circunstancia, verificada de forma cuantitativa por medio de un ca´lculo nume´rico
independiente, tambie´n ha hecho posible la prediccio´n de efectos observables en la
respuesta o´ptica de los o´palos. Algunos de estos efectos ya han sido confirmados
experimentalmente, poniendo as´ı de manifiesto la importancia de tener en cuenta
toda la informacio´n contenida en los ca´lculos de estructura de bandas a la hora de
intentar entender la compleja interaccio´n entre la luz y los cristales foto´nicos.
 Gracias a la combinacio´n de las te´cnicas nume´ricas para el ca´lculo de estructuras
de bandas con el ana´lisis de las propiedades de simetr´ıa de los autoestados, hemos
podido estudiar con detalle el proceso de infiltracio´n de CdS en los o´palos a partir de
una propiedad tan gene´rica como el espectro de reflectancia de la muestra. Adema´s
de corregir percepciones erro´neas sobre la ausencia de uniformidad o´ptica en el
modelo de capas conce´ntricas, dicho estudio tambie´n ha proporcionado predicciones
cuantitativas que se encuentran en buen acuerdo con los resultados experimentales,
aunque todav´ıa no ha sido posible determinar de forma inequ´ıvoca el mecanismo
dominante en todas las etapas del proceso.
 Se ha presentado ante la comunidad cient´ıfica la primera propuesta para la fabrica-
cio´n directa de una estructura diamante de esferas, basada en un aprovechamiento
o´ptimo de diversas te´cnicas de la ciencia de materiales. El trabajo experimental ori-
ginado por esa propuesta ha conducido a la obtencio´n de las u´nicas redes diamante
de esferas en la escala nanome´trica de las que hay constancia hasta la fecha.
 La completa reinterpretacio´n de la red diamante en te´rminos de los a´ngulos de
contacto entre las esferas que la componen ha hecho posible el disen˜o de una estra-
tegia de auto-ensamblaje orientado a lo largo de la direccio´n (110) que permitir´ıa
soslayar algunos de los mayores inconvenientes de la manipulacio´n microrobo´tica.
Como avance parcial de tal disen˜o, se han determinado los para´metros geome´tricos
del sustrato gu´ıa y se ha llevado a cabo un ana´lisis preliminar de la tolerancia del
gap foto´nico frente a errores sistema´ticos en el proceso de construccio´n.
APE´NDICE A
Demostracio´n del Teorema de
Construccio´n de G0(k)
Se presenta aqu´ı la demostracio´n de Teorema de Construccio´n de G0(k), junto con
algunos comentarios sobre sus inmediatas consecuencias. La inclusio´n de este ape´ndice
se justifica por el hecho de que su contenido no se recoge de forma expl´ıcita en ninguna
de las referencias.
Teorema A.1. Si K1 y K2 son dos puntos dentro de la parte irreducible de la 1aZB,
cualquier otro punto k situado sobre el segmento que los une tendra´ el mismo “pequen˜o
co-grupo” G0(k), concretamente el formado por todas las operaciones comunes a G0(k1)
y G0(k2) que adema´s verifiquen
{Â | 0}k1 = k1 + q
{Â | 0}k2 = k2 + q′
}
con q = q′
Demostracio´n. Comenzaremos por escribir k en la forma
k = k1 + α(k2 − k1) α ∈ (0, 1) (A.1)
As´ı, al aplicar el operador de simetr´ıa sobre el vector,
{Â | 0}k = {Â | 0}k1 + α({Â | 0}k2 − {Â | 0}k1)
= (1− α){Â | 0}k1 + α{Â | 0}k2 (A.2)
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Para que la operacio´n {Â | 0} forme parte G0(k) debe cumplirse que
{Â | 0}k = k+ q (A.3)
Como no es dif´ıcil encontrar contraejemplos para esta definicio´n si {Â | 0} no esta´ con-
tenida simulta´neamente en ambos “pequen˜os co-grupos”, podemos limitarnos al estudio
del caso en el que {Â | 0} ∈ G0(k1) ∩ G0(k2). Entonces,
{Â | 0}k = (1− α)(k1 + q) + α(k2 + q′)
= k1 + α(k2 − k1) + (1− α)q+ αq′ (A.4)
Para cumplir la definicio´n de G0(k) basta con demostrar que el vector (1 − α)q + αq′
forma parte de la red rec´ıproca. Y dado que el para´metro α puede tomar cualquier valor
en el intervalo (0, 1), ello obliga necesariamente a que q = q′
Corolario A.1. Para cualesquiera k′, k′′ situados sobre el segmento que une K1 con
K2, se cumple que
{Â | 0}k′ − k′ = {Â | 0}k′′ − k′′ = q (A.5)
si la operacio´n {Â | 0} esta´ contenida en G0(k).
Nota. Este primer corolario se deduce inmediatamente de la ecuacio´n A.4. Su consecuen-
cia ma´s importante es que {Â | 0}(k′′ − k′) = k′′ − k′
Corolario A.2. Para cualesquiera k′, k′′ situados sobre el segmento que une K1 con
K2 tales que 
k′′ = k′ + δk
|δk|  mı´n{|k′|, |k′′|}
cn′′(k′′) ≈ cn′(k′)
se cumple que si el conjunto de autofunciones {Ψn ′k′, g(r)} es una representacio´n irredu-
cible R de G0(k), el conjunto {Ψn ′′k′′, g(r)} tambie´n lo es.
Nota. Los dos resultados anteriores nos permiten concluir que, bajo las hipo´tesis del
enunciado,
{Â | 0}Ψn ′′k′′, g(r) = eiδk·r{Â | 0}Ψn
′
k′, g(r) (A.6)
Puesto que para cada punto del espacio ambos conjuntos de funciones transformadas
so´lo difieren en un factor constante, han de constituir la misma representacio´n de G0(k).
APE´NDICE B
Relaciones de compatibilidad
entre representaciones
B.1. Reduccio´n de representaciones
Para obtener la expresio´n de cualquier representacio´n Γ de un grupo G en te´rminos
de sus representaciones irreducibles, basta con calcular la multiplicidad de cada una:
Γ = ⊕aiRi (B.1)
Y dado un grupo G con h elementos, es posible demostrar que el valor asociado a la
i -e´sima representacio´n irreducible en (B.1) se corresponde con el resultado de dividir
entre la dimensio´n del grupo la suma sobre todos sus elementos del producto de los
caracteres asociados a las representaciones Γ y Ri, es decir
ai =
1
h
h∑
j=1
χΓ(Gj)χR
i
(Gj)
∗
(B.2)
Ana´logamente, si se conoce la distribucio´n de los diferentes caracteres en m clases de
equivalencia,
ai =
1
h
∑
m
Nmχ
Γ
mχ
Ri
m
∗
(B.3)
donde Nm es el nu´mero de caracteres dentro de cada clase.
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B.2. Aplicacio´n a los puntos especiales de una red fcc
Tabla B.1 : Relaciones de compatibilidad entre representaciones irreducibles en torno al punto Γ
de una red fcc. Los “pequen˜os co-grupos” involucrados se indican entre corchetes.
Γ[Oh] ΓX[C4v] ΓU [C1h] ΓL[C3v] ΓK[C2v] ΓW [C1h]
A1g A1 A’ A1 A1 A’
A2g B1 A” A2 B2 A’
Eg A1⊕B1 A’⊕A” E A1⊕B2 2A’
T1g E⊕A2 A’⊕2A” E⊕A2 A2⊕B1⊕B2 A’⊕2A”
T2g E⊕B2 2A’⊕A” E⊕A1 A1⊕A2⊕B1 A’⊕2A”
A1u A2 A” A2 A2 A”
A2u B2 A’ A1 B1 A”
Eu A2⊕B2 A’⊕A” E A2⊕B1 2A”
T1u E⊕A1 2A’⊕A” E⊕A1 A1⊕B1⊕B2 2A’⊕A”
T2u E⊕B1 A’⊕2A” E⊕A2 A1⊕A2⊕B2 2A’⊕A”
Tabla B.2 : Relaciones de compatibilidad entre representaciones irreducibles en torno al punto X
de una red fcc. Los “pequen˜os co-grupos” involucrados se indican entre corchetes.
X[D4h] ΓX[C4v] XU [C2v] XW [C2v]
A1g A1 A1 A1
A2g A2 B2 B2
B1g B1 B2 A1
B2g B2 A1 B2
Eg E A2⊕B1 A2⊕B1
A1u A2 A2 A2
A2u A1 B1 B1
B1u B2 B1 A2
B2u B1 A2 B1
Eu E A1⊕B2 A1⊕B2
Tabla B.3 : Relaciones de compatibilidad entre representaciones irreducibles en torno al punto L
de una red fcc. Los “pequen˜os co-grupos” involucrados se indican entre corchetes.
L[D3d] ΓL[C3v] LW [C2] LU [C1h] LK[C1h]
A1g A1 A A’ A’
A2g A2 B A” A”
Eg E A⊕B A’⊕A” A’⊕A”
A1u A2 A A” A”
A2u A1 B A’ A’
Eu E A⊕B A’⊕A” A’⊕A”
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Tabla B.4 : Relaciones de compatibilidad entre representaciones irreducibles en torno al punto U
de una red fcc. Los “pequen˜os co-grupos” involucrados se indican entre corchetes.
U [C2v] ΓU [C1h] XU [C2v] LU [C1h] UW [C1h]
A1 A’ A1 A’ A’
A2 A” A2 A” A”
B1 A’ B1 A’ A”
B2 A” B2 A” A’
Tabla B.5 : Relaciones de compatibilidad entre representaciones irreducibles en torno al punto W
de una red fcc. Los “pequen˜os co-grupos” involucrados se indican entre corchetes.
W [D2d] ΓW [C1h] XW [C2v] LW [C2] UW [C1h] WK[C1h]
A1 A’ A1 A A’ A’
A2 A” A2 B A” A”
B1 A” A2 A A” A”
B2 A’ A1 B A’ A’
E A’⊕A” B1⊕B2 A⊕B A’⊕A” A’⊕A”
Tabla B.6 : Relaciones de compatibilidad entre representaciones irreducibles en torno al punto K
de una red fcc. Los “pequen˜os co-grupos” involucrados se indican entre corchetes.
K[C2v] ΓK[C2v] LK[C1h] WK[C1h]
A1 A1 A’ A’
A2 A2 A” A”
B1 B1 A’ A”
B2 B2 A” A’
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