Representation theory for the Jordanian quantum algebra U h (sl(2)) is developed. Closed form expressions are given for the action of the generators of U h (sl(2)) on the basis vectors of finite dimensional irreducible representations. It is shown how representation theory of U h (sl(2)) has a close connection to combinatorial identities involving summation formulas. A general formula is obtained for the Clebsch-Gordan coefficients C j 1 ,j 2 ,j n 1 ,n 2 ,m (h) of U h (sl(2)). These Clebsch-Gordan coefficients are shown to coincide with those of su(2) for n 1 + n 2 ≤ m, but for n 1 + n 2 > m they are in general a nonzero monomial in h n 1 +n 2 −m .
Introduction
Viewing a quantum group as a quantum automorphism group acting on a noncommuting space [10, 14, 6] , one often requires the extra condition of the existence of a central determinant in the quantum matrix group. For two by two matrices, this condition restricts the quantum groups essentially to only two classes [9] , namely the standard SL q (2) quantum group and the Jordanian SL h (2) quantum group. The quantum group SL h (2) was introduced in [15] , and the corresponding quantum algebra (or quantised universal enveloping algebra) U h (sl(2)) was given in [11] . A unversal R-matrix for U h (sl (2) ) was constructed in [3] .
The main object of this paper is to develop representation theory of the Jordanian quantum algebra U h (sl(2)), and in particular construct Clebsch-Gordan coefficients. The finite dimensional highest weight representations of U h (sl(2)) were given in [5] , first by a direct construction, and then by factorising the corresponding Verma module. In [5] the action of the U h (sl(2)) generators on a finite dimensional representation was not given explicitly. An important construction was developed by Abdesselam et al [1] : they gave a nonlinear relation between the generators of U h (sl (2) ) and the classical generators of sl (2) . As a consequence of this relation, they obtained expressions for the action of the U h (sl(2)) generators H, X and Y (see the following section for their definition) on basis vectors of the finite dimensional irreducible representations. These expressions are in closed form, except for the action of the generator Y . Using this nonlinear map, Aizawa [2] constructed finite and infinite dimensional representations of U h (sl(2)), and considered the tensor product of two representations. Moreover, he gives some examples of Clebsch-Gordan coefficients.
Our present work is motivated by the fact that sl(2) or su(2) representations appear in many physical theories, and often their Clebsch-Gordan coefficients are fundamental in these theories. Since representation theory of U h (sl (2) ) is so closely related to that of su (2) , and could be used as the algebraic structure underlying deformations of such physical models, an important aspect to study are the ClebschGordan coefficients of U h (sl (2) ). In the present paper it is shown how an explicit formula for U h (sl(2)) Clebsch-Gordan coefficients can be obtained.
In Section 2, we give the defining relations for U h (sl(2)), and the nonlinear relation between sl(2) generators and U h (sl(2)) generators. In Section 3, closed forms for the action of the three generators H, X and Y of U h (sl(2)) acting on basis vectors of finite dimensional irreducible representations are determined. For H and X, these expressions correspond to those of Ref. [1] ; the determination of the explicit action of Y is new and is found using a number of combinatorial identities (Lemmas 1 and 2). In Section 4 the tensor product of two representations is considered. In this tensor product we show the existence of an auxiliary basis which behaves like the uncoupled basis vectors in the tensor product of two su(2) representations. Using this auxiliary basis, the U h (sl(2)) Clebsch-Gordan coefficients are easily determined in Section 5, and some expamles and properties are discussed in Section 6.
A curious aspect of the results in this paper (and more generally of U h (sl(2)) representation theory) is that they are closely related to nontrivial combinatorial identities (see Lemmas 1, 2 and 4). The identities needed here have on one side a (definite or indefinite) sum of hypergeometric terms, and a closed form expression on the other side. To find closed form expressions for such summations is a problem that can be solved completely algorithmically [13] : for indefinite summations this can be done by means of Gosper's algorithm; for definite summations this is done by means of Zeilberger's algorithm. For both algorithms, programs are available in Maple or Mathematica. In the Appendix, we comment on the proofs of these combinatorial identities.
Definition and relation to sl(2)
The Jordanian quantum algebra U h (sl (2)) is an associative algebra with unity and generated by X, Y and H, subject to the relations
herein, h is the deformation parameter. We shall assume that |h| < 1. In the limit h → 0, U h (sl(2)) reduces to the universal enveloping algebra of sl(2). The Hopf algebra structure of U h (sl (2) ) is given in [11] ; here, we are only interested in the comultiplication, which reads
The irreducible finite-dimensional highest weight representations of U h (sl(2)) can be obtained by using the invertible map from sl(2) to U h (sl(2)), given in [1] . With the following definition
it follows that the elements {H, Z + , Z − } satisfy the commutation relations of a classical sl(2) basis :
The relations (2.3) can be inverted, see the following section, and thus with every finite-dimensional irreducible sl(2) representation there corresponds a finitedimensional irreducible representation of U h (sl (2)). These sl (2) representations are labeled by a number j, with 2j a non-negative integer; the representation space is V (j) with basis e j m , where m = −j, −j + 1, . . . , j. The action of sl(2) on this basis is given by
(2.5)
For most of the computations in this paper, it is easier to work with another basis of V (j) related to the above basis by
The matrix elements of the sl(2) generators is then given by
where v j j+1 = 0. Clearly, if for an operator the matrix elements in the v-basis have been determined, the matrix elements in the e-basis follow immediately using (2.6).
Representations of U h (sl(2))
In this section we wish to give explicit expressions for the matrix elements of H, X and Y in the v-basis. For H, this is trivial, see (2.7). For X, one first determines the action of e hX . From relation (2.3) one finds that
Then the action of Z + in the v-basis implies
Thus in this representation one can write e hX = 1 + N 1 , with N 1 a nilpotent matrix. 4) and first determine the matrix form of (cosh
where, by (3.2) , N 2 is again a nilpotent matrix whose matrix elements follow from those of e hX :
Then, in this representation
where (a) n is the notation for the Pochhammer symbol :
Usin the explicit powers of N 2 in the action of (3.7) on v j m , the contributions to the coefficient of v
Next, we use
As a consequence, one finds the explicit action of (cosh
. Using (3.4), (3.10) and (2.7), one determines the action of Y ,
In this last expression, the coefficient of
Finally, we determine the coefficient of v
In order to give a closed form for this coefficient, we need to find an expression for k t k t s−k k n with n = 0, 1 and 2. This is done with the help of the following lemma :
Using these three results, it follows from (3.13) that the coefficient of v
2s . Thus we finally obtain the explicit action of Y on the v-basis :
(3.14)
Thus the first equation of (2.7) together with equations (3.3) and (3.14) determine the action of the generators H, X and Y of U h (sl(2)) on the finite dimensional irreducible representations in closed form.
Tensor product of two representations
The action of any of the generators H, X or Y on the tensor product of two representations is determined by the comultiplication. The comultiplication rule on H, X and Y induces a comultiplication on H, Z ± . The purpose of this section is to show that the tensor product V (j 1 ) ⊗V (j 2 ) decomposes into a direct sum of representations isomorphic to V (j) , where j = j 1 + j 2 , j 1 + j 2 − 1, . . . , |j 1 − j 2 |, and to determine the Clebsch-Gordan coefficients in
such that e
The first step towards this goal is to find expressions of ∆(H) and ∆(Z + ) in terms of H and Z + . For H, the problem is easy, and follows from (2.2) and (3.1), see also [2, eq. (3.2)] :
To determine ∆(Z + ), denote t = e hX and z = h 2 Z + . Then z = (t − 1)(t + 1)
, and the coefficients can be obtained from
which must hold since (1 − z)t = (1 + z). This leads to
and we obtain :
An explicit expression for ∆(Z − ) is much more complicated (see, e.g. eq. (5.3) of [2] ), but we do not need it here.
In the tensor product space
, we now define an auxiliary basis that is expressed in terms of the v-basis v
. Define the coefficients (see (3.8) for the notation of Pochhammer symbols)
and a
The auxiliary vectors are defined as follows :
Clearly, they also form a basis for
is given by an upper triangular matrix with 1's on the diagonal. This auxiliary basis has been introduced because the action of ∆(H) and ∆(Z ± ) on it is simple. The idea of introducing such an auxiliary basis comes from [2] : however, the coefficients used in [2, eq. (3.9)] are single sum expressions and no closed forms.
Proposition 3 The action of ∆(H) on the auxiliary basis vectors is given by
To prove this, use (4.3), (4.8) , and the explicit action of H and Z + on the v-basis :
Thus the proposition is proved provided we can show that the coefficient of v
we shall show that this last sum can be performed and yields
Using the symmetry b
, one can use the same result (4.11) to find
Then the coefficient of v
m 2 +l in the summation-part of (4.9) is, up to a factor (−1) 13) and using the definition of the coefficients b
this is trivially shown to be zero. What remains to be proved is (4.11). This follows from the following lemma :
Lemma 4 Let α, β, γ be arbitrary parameters, l ≥ 0 integer, and
The sum (4.11) then follows from this lemma by putting α = 1 − k − 2m 1 , β = 1 + 2m 2 and γ = 2 − k + 2m 2 . This completes the proof of Proposition 3.
Proposition 5 The action of ∆(Z + ) on the auxiliary basis vectors is given by
14)
where w
is interpreted as 0 if one of the indices
This is proved by direct computation, and does not involve any combinatorial identities. The left hand side of (4.14) yields
From the definition (4.7) of the coefficients a
Putting this back in (4.15) gives
On the other hand, the rhs of (4.14) leads to
(a
So, it remains to show that 19) and this follows trivially from the definition (4.6) of the b-coefficients.
Proposition 6 The action of ∆(Z − ) on the auxiliary basis vectors is given by
(4.20)
The proof of this property is rather long and technical. Let h, z ± be the standard basis of sl (2), with [h,
sl (2) has an action on the basis elements v j m , given by the same expressions as in (2.7). The standard comultiplication for sl(2), δ(x) = x ⊗ 1 + 1 ⊗ x for every x ∈ sl(2), induces an action on elements of
Thus the action of δ(h) and δ(z + ) on the basis v
m 2 is the same as the action of ∆(H) and ∆(Z + ) on the auxiliary basis w
, by Propositions 3 and 5. We shall show that this holds for Z − too. First of all, for sl(2) we know how the tensor product decomposes, so let
where j ∈ J = {j 1 +j 2 , j 1 +j 2 −1, . . . , |j 1 −j 2 |}, and c j 1 ,j 2 ,j m 1 ,m 2 ,m are the Clebsch-Gordan coefficients in the v-basis, related to the usual su(2) Clebsch-Gordan coefficients by
see (2.6). Then there holds
We also define w
and by the remark that the action of δ(h) and δ(z + ) on the basis v
(4.27)
It remains to find the action of ∆(Z − ) on w
; let us denote it by 
where j ′ ∈ J such that j ′ ≥ |m − 1|. Next, we shall use the relation
Acting with (4.31) on w (j 1 j 2 )j m yields : 
Then (4.8) and (2.6) imply that
where A
note that the A-coefficients depend implicitly also on j 1 and j 2 : A
Thus the action of ∆(H), ∆(Z ± ) on e
is the same as the action of δ(h), δ(z ± ) on e
. Consequently, we can write 
The action of ∆(H) and ∆(Z ± ) is then indeed
i.e. the same as the standard action (2.5) of H and Z ± on a basis e j m . Consequently, also for ∆(X) and ∆(Y ) the action on e (j 1 j 2 )j m is the same as the standard action of X and Y on a basis e j m , and the e (j 1 j 2 )j m are genuinly "coupled states" for U h (sl (2)). The decomposition of the tensor product for U h (sl (2) ) is the same as in su (2) :
From (5.2) and (5.5), it follows that we can write
Thus we have 10) are given by C One question that naturally arises is whether these Clebsch-Gordan coefficients satisfy an orthogonality relation. The answer is negative. In order to have an orthogonality relation, one needs a * -Hopf algebra [4, §4.1.F]. For U h (sl(2)) the obvious choice of the * -operation would be that induced from H * = H, Z * ± = Z ∓ (making the e-basis of V (j) an orthonormal basis). However, this * -operation is not compatible with the coalgebra structure.
We end this section by noting that U h (sl(2)), and its Clebsch-Gordan coefficients, also have another interpretation. Due to the invertible nonlinear map described in Section 2, one can identify the algebra part of U h (sl(2)) with U(sl(2)). In other words, the Hopf algebra one is dealing with has U(sl(2)) as algebra structure, with generators H, Z ± , and defining relations (2.4). There is no deformation in the algebra part. The deformation comes in at the level of the coalgebra part : see e.g. (4.3) and (4.5). So, roughly speaking we are dealing with the ordinary sl(2) algebra and its usual finite dimensional irreducible representations, but equipped with a deformed comultiplication. The deformation of the Clebsch-Gordan coefficients then stems from this deformed coproduct.
Examples and conclusion
The formula (5.11) allows one to calculate the U h (sl(2)) Clebsch-Gordan coefficients for arbitrary parameters, since the usual sl(2) coefficients C is zero if k or l are negative, it follows that the only contribution in (6.1) is for m 1 = n 1 , and with A m 1 ,m 2 0,0 = 1, it follows that C j 1 ,j 2 ,j n 1 ,n 2 ,n 1 +n 2 (h) = C j 1 ,j 2 ,j n 1 ,n 2 ,n 1 +n 2 . Next, suppose that p > 0, then one can see that at least one of the indices of A in (6.1) is negative, thus in this case C j 1 ,j 2 ,j n 1 ,n 2 ,n 1 +n 2 +p (h) = 0. Finally, suppose that p < 0. Now there can be a number of contributions in (6.1), and by (5.3) and (4.7) they all have the same power of h, namely h −p . Thus we have the following property :
Proposition 8 The Clebsch-Gordan coefficients for U h (sl(2)) satisfy
• if m = n 1 + n 2 then C j 1 ,j 2 ,j n 1 ,n 2 ,m (h) = C j 1 ,j 2 ,j n 1 ,n 2 ,m ;
• if m > n 1 + n 2 then C j 1 ,j 2 ,j n 1 ,n 2 ,m (h) = 0; • if m < n 1 + n 2 then C j 1 ,j 2 ,j n 1 ,n 2 ,m (h) is a monomial in h n 1 +n 2 −m .
This proposition implies that the Clebsch-Gordan coefficients C j 1 ,j 2 ,j n 1 ,n 2 ,m (h) are simple deformations of the sl(2) Clebsch-Gordan coefficients in the sense that for h = 0 one has C j 1 ,j 2 ,j n 1 ,n 2 ,m (0) = C j 1 ,j 2 ,j n 1 ,n 2 ,m . As is well known, sl(2) or su(2) representations play a fundamental role in many physical models and theories, and so do their Clebsch-Gordan coefficients. It would be interesting to investigate whether the present Clebsch-Gordan coefficients of U h (sl(2)) still have a physical interpretation in corresponding deformed models or theories. The explicit formula given here, together with the properties mentioned, should prove to be very helpful in such an investigation.
