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ABSTRACT
Temporal data such as time series data and longitudinal data are pervasive across
almost all human endeavors, including medicine, finance, climate, and genetics. As
such, it is hardly surprising that temporal data mining has attracted significant at-
tention and research effort. Only very recently, feature selection has drawn adequate
attention in the context of longitudinal modeling. Standard statistical techniques,
such as generalized estimating equations (GEE), have been modified to identify im-
portant features by imposing sparsity-inducing regularizers. However, they do not
explicitly model how a dependent variable relies on features measured at proximal
time points. Recent machine learning models can select features at lagged time points
but ignore the temporal correlations within an individual’s repeated measurements.
With advances in data acquisition technologies and availability of big data, ultra-
high dimensions with complex structure are present in many subjects recorded in a
continuous time period, which imposes another challenge on temporal data analysis.
In order to effectively model the complex data structure, huge data size, and lagged
effects along time of temporal data, we propose in this thesis study several novel
machine learning methods.
First, we propose an approach called Longitudinal LASSO (i.e., Least Absolute
Shrinkage and Selection Operator), to automatically and simultaneously determine
both the relevant features and the time points that impact the current observation
of a dependent variable. Meanwhile, the proposed approach models the fact that
data are not independently and identically distributed (i.i.d) due to the temporal
correlations within an individual. This approach decomposes model parameters into
a summation of two components and imposes separate block-wise LASSO penalties on
each component when building a linear model in terms of τ repeated measurements
of a set of features. One component is used to select features whereas the other is
used to select temporal contingent points.
Second, we extend the first method to a new tensor-based quadratic inference
function, (Tensor-QIF), which aims to select structured features along each dimension
of the tensor data. Assume that the data example is a k-way tensor and we build a
linear model with respect to the tensor, the parameters in the model naturally form
another k-way tensor. Mathematically, we decompose the k-way parameter tensor
into a summation of k sparse k-way tensors. These tensors each present sparsity along
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one direction of the parameter tensor. In order to correct for the non-i.i.d nature of
the data, we employ QIF to estimate within-individual correlations, which brings
advantages over the classic GEE methods because presumed covariance structures in
GEE always mis-specify complex correlation structures.
Due to the immense growth of data, it is necessary to take advantage of modern
high performance computing (HPC) systems. In other words, parallelized optimiza-
tion solvers are helpful to solve the above two models with the issues of huge data size
and longtime recordings for large-scaled time-related datasets. Hence, third, we pro-
pose a hybrid stochastic dual coordinate ascent (hybrid-SDCA) solver for a multi-core
cluster, the most common high performance computing environment that consists of
multiple computing nodes with each having multiple cores and its own shared mem-
ory. We distribute data across nodes where each node solves a local problem in an
asynchronous parallel fashion on its cores, and then the local updates are aggregated
via an asynchronous across-node update scheme. The proposed double asynchronous
method converges to a global solution for L-Lipschitz continuous loss functions, and
at a linear convergence rate if a smooth convex loss function is used.
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Chapter 1
Introduction
1 Motivation and Challenges
Temporal data such as time series or longitudinal measurements are pervasive across
almost all human endeavors, including finance [58, 4], science [65, 16, 7, 3], climate
[37, 4], and genetics[75]. As such, it is hardly surprising that temporal data min-
ing has attracted significant attention and research efforts. Several statistic methods
have been developed to estimate temporal data, including generalized estimating
equations (GEE) [35], Granger causality [19, 4, 37], quadratic inference functions
(QIF) [54, 53, 5, 77], generalized mixture effect models [45, 79], etc. in order to ex-
plore the input-output relationships throughout time. However, as data acquisition
technologies advances and the amount of data increases, it is difficult to employ these
methods directly to analyze big datasets that contain ultra-high dimensions with
complex structures and many subjects recorded in a long time period. The ultra-
high dimensions make these methods inapplicable and the repeated measurements
1
2in longitudinal studies break the assumptions required by these statistic methods.
In contrast, many machine learning methods are able to discover the potential com-
plex proximity structures of ultra-high dimensions in a big dataset. However, most
of these methods are ineffective to model the correlations among an individual’s re-
peated measurements. Therefore, it is currently a challenge to analyze temporal data
taking into account the high dimensions, lagged time effects and sample correlations
simultaneously.
Typically, longitudinal data are analyzed by extending generalized linear models
(GLM) with different assumptions [13]. For example, the marginal modeling is one
of the extensions of GLM which marginalizes the joint distribution of the temporal
measures within subject and across subjects into a univariate normal distribution.
Generalized estimating equations (GEE) [35] and Quadratic Inference Function (QIF)
[54, 77] are the most widely used methods for marginal modeling, and estimate a
predictive model to predict the current outcome based on longitudinal correlations
and temporal feature effects. The resultant predictive models by GEE are generally
more accurate than those of classic regression analysis that assumes independently
and identically distributed (i.i.d.) observations [35]. However, GEE requires pre-
specification of working correlation. When the working correlation is assumed in a
wrong form, the correlation structure presumed by GEE no longer results in optimal
estimation of coefficients. Instead, QIF explores a linear combination of many possible
correlation structures, so the estimator always exists. Researches on feature selection
in longitudinal data lead to a new family of methods based on the penalized GEE
(PGEE) [17] and penalized QIF (PQIF) [5].
However, the marginal models only estimate the correlations within individual’s
repeated measurements but not detect causal relationships from temporal changes
3of features to the current outcome. In many studies, it is however necessary and
the most important goal to model lagged causal effects of features while coping with
the non-iid nature. For example, researchers record electroencephalogram (EEG) or
functional magnetic resonance imaging (fMRI) to understand brain disorders. The
changes in brain activities in an early stage usually predict a later symptom of a brain
disorder.
Moreover, with advances in data acquisition technologies, ultra-high dimensional
data with complex feature structure are collected in many disciplines and industrial
areas. Often times, a single data example forms a high dimensional tensor itself. In
a neuroscience study, as an example, researchers examine different EEG recordings
to distinguish patient trials (recordings) with successful working memory from those
without. A single EEG feature, such as the α signal amplitude, can be extracted at
different brain information processing stages and from various scalp locations (or EEG
electrodes). This single feature naturally forms a matrix with one dimension along
the temporal line and the other along the spatial line. When multiple EEG features
are extracted from an EEG recording, a trial can be represented by multiple such
matrices altogether, forming a tensor, or more specifically a 3D array [8]. Moreover,
repeated measurements of fMRI can create tensors in very high dimensions as well
because the fMRI images themselves are a 3D volume [21, 47, 72, 22, 73, 63]. In
order to use classic statistical tools, one has to flatten an example represented by
a tensor into a long vector before building a regression or classification model, thus
losing complex proximity structure.
Therefore, researchers have begun to leverage tensor techniques, such as low-rank
tensor regression [25, 71], Schatten 1-norm [15, 56, 69], or latent tensor norm based
regularization approaches [68], to directly build a regression or classification model
4as a function of the tensor, preserving the multilinear data structure in the model
[11, 67, 29, 87, 74]. However, these methods are usually formulated into non-convex
optimization problems that are hard to solve. Moreover, they usually do not model
the lagged influences over time, thus producing poor models such as those built for
the repeated fMRI data.
To efficiently analyze big datasets, many efforts have been undertaken to create
distributed or parallel machine learning algorithms. For example, stochastic gradient
descent (SGD) [83, 70, 48, 2, 76, 34], alternating direction method of multipliers
(ADMM) [9, 51, 26, 64], and (stochastic) dual coordinate ascent (DCA) algorithm
[60, 80, 30, 39] are all trying to ‘divide’ a big dataset into smaller parts that can be
solved independently. Then the final solution is reached by ‘accumulating’ the partial
solutions using a single round of communications. Using distributed and parallel
computing mechanisms, we can design schemes to solve prediction problems with
large-scaled time-related datasets.
2 Overview
We propose in this thesis study to perform a longitudinal lasso and a sparse tensor-
based QIF to select features from ultra-high dimensions and design efficient parallel
and distributed algorithms for these methods. There are three major components in
my dissertation research.
First, we propose to include lagged effects (i.e., features observed at multiple time
points) in a matrix-based regressive model. The proposed method (Longitudinal
LASSO, or long-LASSO) makes predictions based on lagged data from current and
5previous time points. It decomposes the model coefficients into a summation of two
components and imposes different block-wise LASSO to the two components. One
regularizer is used to detect the contingency of specific time points whereas the other
is used to select features. The proposed method learns simultaneously a structured
correlation matrix from the temporal data which is similar to GEE, and a predictive
model. The correlations among the outcomes observed at proximal time points may
imply changing trends of the outcomes within each subject. We have also developed
a family of methods where the outcome variable is assumed to follow a distribution
from the exponential family, including Bernoulli, Gaussian and Poisson distributions.
The second approach is based on a quadratic inference function to model tensor
data directly, which we call Tensor-QIF, and aims to construct a linear predictive
model that selectively use features along each dimension of the tensor. If a data
example is represented by a k-way tensor, the parameters in the linear model form
another k-way tensor. In our approach, we decompose the k-way parameter tensor
into a summation of k sparse k-way tensors. Each of these tensors is enforced sparsity
along one direction of the parameter tensor. In other words, we impose a regularizer
on a component tensor so it zeros out some of the (k−1)-way tensors along a direction
of the k-way tensor. In order to take into account correlation structures in non-i.i.d
samples, such as the repeated measures within an individual, the proposed method
employs QIF to estimate within-individual correlations while constructing a predictive
model. Figure 2.1 shows the main idea of our approach using an example of a 3-way
tensor. The original 3-way tensor is decomposed into a summation of three 3-way
tensors. By sparsity-inducing regularization, each component tensor may shrink an
entire plain along a specific direction of the 3-way tensor to zero.
The above two methods are novel and effectively model the correlated temporal
6Figure 2.1: If we associate with each entry of the data tensor a weight in our additive
predictive model, then the model coefficients form a tensor W . If the coefficient
tensor is sparse respectively in each mode, then the resultant model will be selective
in terms of three different directions of W : W1,W2, and W3.
data as a regularized risk minimization (RRM) formulation. The methods are sophis-
ticated and advanced given they take into account complex data structures. Hence, it
is necessary to explore efficient algorithms that implement these methods so they can
be scalable and deployable to modern high performance computing (HPC) systems.
Third, we design parallelized optimization solvers to solve the proposed RRM model
and test on massive public datasets. Specifically, we propose a new hybrid stochastic
dual coordinate ascent (hybrid-SDCA) algorithm, for a multi-core cluster, the most
common high performance computing environment that consists of multiple nodes
each having multiple cores and its own shared memory. We distribute data across
nodes where each node solves a local problem in an asynchronous parallel fashion
on its cores, and then the local updates are aggregated via another asynchronous
across-node update. The proposed double asynchronous algorithm converges to a
global solution for L-Lipschitz continuous loss functions at a linear convergence rate
if a smooth convex loss function is used.
Chapter 2
Longitudinal LASSO: Jointly
Learning Features and Temporal
Contingency for Outcome
Prediction
1 Introduction
A longitudinal study collects and analyzes repeated measurements of a set of features
for a group of subjects through time. Longitudinal analyses are important in many
areas, such as in social and behavioral science [65, 16, 7], in economics [58, 4], in
climate [37, 4], and in genetics [75]. For example, to predict binge drinking of college
students, a longitudinal study may be designed to monitor them weekly or even daily
in terms of multiple covariates, such as, the level of stress, status of negative effects
and social behaviors [7, 3]. The fluctuation of these covariates is used to analyze
and predict binge drinking (the dependent or outcome variable) of a student at the
7
8current observation time point. Changes of the covariates in the proximal time points
are anticipated to alter the likelihood that a student binge drinks at the current
observation point. To precisely understand how covariates affect the outcome, the
analysis has to model not only the current values of the covariates but also their
proximal values as well as take into account the correlation structure in the repeated
measurements.
Typically, longitudinal data are analyzed by extending generalized linear models
(GLM) with different assumptions, such as marginal models, random effects models,
and transition models [13]. For example, a marginal model regresses the outcome
on the current observation of features but factors in a within-subject correlation
matrix that is estimated for a few proximal time points. In contrast, a random effects
model reflects the variability among individuals rather than the population average
comparing with marginal models. For marginal modeling, generalized estimating
equations (GEE) are the most widely used methods which estimate a predictive model
to predict the current outcome together with correlations among different outcomes
observed temporally. The resultant predictive models are generally more accurate
than those of classic regression analysis that assumes independently and identically
distributed (i.i.d.) observations [35]. Research on feature selection in longitudinal
data leads to a new family of methods based on the penalized GEE (PGEE) [17].
For random effects models, generalized linear mixture model (GLMM) [32, 41] is the
major method. It explores natural heterogeneity across individuals in the regression
coefficients and represents this heterogeneity by a probability distribution.
None of those extensions of GLM aim to detect causal relationships from tempo-
ral changes of covariates to the outcomes of the current effect. In many studies, it is
however necessary and insightful to model simultaneously the correlation among out-
9come records and the lagged causal effects of covariates [3]. For example, psychologists
have identified that there is lagged effect in the alcohol use behavior. An individual’s
drinking today may be a response to an elevated level of stress two days back rather
than the current day. It is actually an important question for psychologists to find
out both which temporal points and which covariates influence the current outcome
the most. This lagged effect is not used by temporal marginal modeling to make
predictions.
On the other hand, researchers have developed machine learning approaches for
longitudinal analysis that predict an outcome using feature values at multiple time
points [4, 37]. For example, graphical Granger modeling [4], and grouped graphical
Granger modeling [37] are insightful to explore the influences from past temporal
information present in time series data in the modeling and understanding of the
causal relationships. These methods assume that past values of certain time series
features causally affect an outcome variable, and hence construct a model based on
these values to predict future outcomes. Often, they estimate causality relationship
(causal graph) among all features. However, these methods assume i.i.d. samples
which are clearly violated in longitudinal data, and moreover they are incapable of
selecting the most influential time points.
All existing methods either assume i.i.d. samples in Granger causality modeling
or assume correlated samples but do not model temporal causal effects. Therefore,
we propose a new learning formulation that constructs predictive models as functions
of covariants not only from the current observation but also from multiple previous
consecutive observations, and simultaneously determine the temporal contingency and
the most influential features. The proposed method has the following advantages:
10
1. The proposed method makes predictions based on lagged data from current and
previous time points. It decomposes the model coefficients into a summation
of two components and impose different block-wise least absolute shrinkage and
selection operators (LASSO) to the two components. One regularizer is used
to detect the contingency of specific time points whereas the other is used to
select covariates.
2. The proposed method also learns simultaneously a structured correlation matrix
from the data. The correlations among the outcomes themselves imply the
changing trend of the outcomes in the proximal time points within each subject.
3. We develop a family of methods where the outcome variable is assumed to follow
a distribution from the exponential family, including Bernoulli, Gaussian and
Poisson distributions. The formulations for these distributions are discussed in
Section 3.3.
4. We provide the convergence analysis in Section 3.1 and asymptotic analysis in
Section 3.2 to show that the proposed algorithm can find the optimal solution
for the predictive models.
We have empirically compared the proposed method against the state of the art on
both synthetic and real world datasets. The computational results demonstrate the
effectiveness and the capability of our approach.
11
Figure 1.1: The outcome yt at time t can be relevant to multiple covariates
x1, x2, · · · , xd observed at current and several previous time points t−1, t−2, · · · , t−τ ,
which forms a data matrix X (left). If we associate with each entry of this matrix a
weight in our additive prediction model, then our model coefficients form a matrix W
(right). If the coefficient matrix is sparse, then the resultant model will be selective
in terms of covariates and time points.
2 Method
In our approach, the predictive model takes the form of the trace of the product of
the lagged data X and the model coefficient matrix W as shown in Figure 1.1. The
model coefficients are organized into a matrix rather than a vector used in traditional
analysis because this way reflects the structure in the lagged data. Note that the
lagged observations of y can also be included in the data matrix X to be used in the
predictive model. For notational convenience, we just use X to represent the data
that are used to form the model.
We first briefly review two most relevant sets of longitudinal analytics in Section
2.1 which will help elucidate the advantages of our proposed formulation.
12
2.1 Preliminaries
We introduce the notation that is used throughout the paper. A bold lower case
letter denotes a vector, such as v. The ‖v‖p refers to the `p norm of a vector v,
which is formed as ‖v‖p = (
∑d
i=1 |vi|p)1/p, where vi is the i-th component of v and
d is the length of v. A bold upper case letter denotes a matrix such as M. Simi-
larly, m(i,), m(,j) and mij represent the i-th row, j-th column and (i, j)-th compo-
nent of M, respectively. The Frobenius norm and `p,q norm of a matrix M refer,
respectively, to ‖M‖F , which is equal to (tr(M>M))1/2, and ‖M‖p,q, defined by(∑n
i=1
(‖m(i,)‖q)p)1/p, where n is the number of rows in M, and tr(M) indicates the
trace of M. We assume that vect(M) is the column-major vectorization of M, which
is defined as vect(M) = (m>(,1), · · · ,m>(,k))> assuming k columns are in M. Then,
〈M1,M2〉 is the inner product of two matrices M1 and M2 that is computed as the
inner product of vect(M1) and vect(M2). The operator reshape(v) re-shapes v into
a matrix of a proper size determined by the specific context.
Assume that we are given data of m number of individuals on d number of features
(independent variables) that are repeatedly measured at ni time points for each indi-
vidual i. The data of each individual i is represented by a matrix X(i) of size d× ni,
and x
(i)
t refers to the d-entry data vector of individual i at time point t. Without
loss of generality, we assume that all individuals have data at the same consecutive
time points (ni = n) to simplify the notation and the subsequent analysis. Data on
the dependent variable (outcome) is also given in y(i) of length n that contains the
observations at the n time points for individual i. Typically, a longitudinal study
aims to estimate the effect of covariates on the dependent variable.
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Granger Causality
The notion of Granger Causality was introduced by the Nobel prize winning economist,
Clive Granger, and has proven useful in time series analysis [19]. It is based on the
intuition that if a time series variable causally affects another, the past observations
of the former should be useful in predicting the future outcome of the latter.
Specifically, a time series observation x is said to Granger cause another time series
outcome, y, if the regressing for y in terms of past y and x is significantly better than
the regressing just with past values of y. The so-called Granger test first performs
two regressions:
y
(i)
t =
τ∑
j=1
(
ajy
(i)
t−j + w
>
j x
(i)
t−j
)
, (2.1)
and y
(i)
t =
∑τ
j=1 ajy
(i)
t−j, where τ is the maximum “lag” in the past observations, and
then uses a hypothesis test such as an F-test to determine if the outcome yt can be
predicted significantly better from the past covariate x. Recent graphical Granger
models [4, 37] extend it from a single time series covariate x to multiple covariates X.
They learn the coefficients a and w’s with LASSO type of regularizers and evaluate
if coefficients are non-zero for Granger causality.
Generalized Estimating Equations (GEE)
GEE estimates the parameters of a GLM while taking into account the correlations
in the training examples. Similar to GLM, it assumes that the dependent variable
comes from a class of distributions known as the exponential family. For each member
in this family, there exists a link function that can be used to translate the nonlinear
model into a linear model. The expectation of the outcome y
(i)
t for subject i at time
14
t is computed as:
E(y
(i)
t ) = µ
(i)
t = g
−1(η(i)t ), (2.2)
where µ
(i)
t represents the mean model, g
−1 is the inverse of a link function g in a GLM
[40], and η
(i)
t =
(
x
(i)
t
)>
w. The variance of y
(i)
t is computed as var(y
(i)
t ) = var(µ
(i)
t )/φ
where φ is a scaling parameter that may be known or estimated.
GEE presumes a so-called working correlation structure, typically denoted by
R(α), where α is a parameter to be determined from data. The common choices of
R(α) include exchangeable, tri-diagonal and the first-order autoregressive (AR(1))
formula [35]. The exchangeable correlation structure, also called equi-correlation,
assumes that corr(yit, yit′) = α for all t 6= t′. The tri-diagonal structure uses a
tridiagonal matrix as R(α) where corr(yit, yit′) = α if t
′ = t ± 1 or 0 otherwise.
The AR(1) formula assumes a correlation structure along continuous time, and uses
corr(yit, yit′) = α
|t−t′|.
To estimate the regression coefficients w, GEE uses the the estimating equations
that are formulated, in general, by setting the derivative of an appropriate loss func-
tion to 0. Although a loss function may not be explicitly written out, the estimating
equations always can be computed by
EE(w,α) =
m∑
i=1
(
D(i)
)> (
Σ(i)
)−1
s(i) = 0. (2.3)
where the n × d matrix D(i) = ∂µ(i)/∂w where µ(i) combines all µ(i)t ,∀t = 1, · · · , n
into a vector, s(i) = y(i)−µ(i)(w). The n× n matrix Σ(i) is the estimated covariance
structure as:
Σ(i)(α) =
(
A(i)
)1/2
R(α)
(
A(i)
)1/2
/φ (2.4)
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where A(i) is an n × n diagonal matrix with var(µ(i)t ) as the t-th diagonal element.
Algorithms are given in [35] columns, to compute w and α for the different choices
of R(α).
2.2 The Proposed Formulation
In our approach, each training example consists of the current and τ previous records
of the repeated measurements. Let
X(i;t) = [x
(i)
t ,x
(i)
t−1, · · · ,x(i)t−τ ]
be a d× (τ + 1) data matrix for subject i. Given T total measurements for each
subject, the index t of X(i;t) starts from τ + 1 in order to have enough previous
observations in the first training example. Hence, there are totally n = T −τ training
examples for each subject. If X(i;t) includes previous τ + 1 values of y
(i) as a feature,
then the model y
(i)
t = tr
(
X>(i;t)W
)
where W = [w0,w1, · · · ,wτ ] essentially gives the
same model like Eq.(2.1) in the graphical Granger models.
The Granger models would assume that the training examples are i.i.d.. How-
ever, the consecutive examples are not mutually independent because they contain
overlapping records (e.g., X(i;t) and X(i;t+1) share τ − 1 records x(i)t , · · · , x(i)t−τ+1).
GEE provides a mechanism to estimate the sample correlation simultaneously while
constructing predictive models, and to extend the linear models to generalized linear
models. To apply GEE to our model, we replace η
(i)
t used in GEE by the following
formula
η
(i)
t = tr
(
X>(i;t)W
)
. (2.5)
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Substituting Eq.(2.5) for η in Eq.(2.2) yields a formulation similar to GEE. The re-
gression coefficients W can be estimated through the well-developed GEE estimators.
In particular, the quasi-likelihood methods of GEE estimate W by minimizing a loss
function that is defined via the model deviance. The model deviance measures the
difference between the log-likelihood of the estimated mean model µ(i) and that of
the observed values y(i). For instance, the model deviance for a linearly regressive
response is written by Dev(i)(W,α) = (y(i)−µ(i))>R(α)(y(i)−µ(i)) where y(i) con-
tains the observed responses for subject i, and µ(i) is the estimated expectations of
y for subject i. If the response follows an arbitrary distribution, the model deviance
may not correspond to an explicit function. For the exponential family, it takes a
special form as discussed in Theorem 1 below, which is still complicated. We denote
by Dev(i)(W,α) the deviance occurred on subject i. GEE minimizes a loss function
of
∑m
i=1 Dev
(i)(W,α) for the optimal W by solving the estimating equations, i.e.,
taking the derivatives of the loss function and setting them to 0.
Now, to select among features and discover the most influential time points in
predicting y over time, (and also to control the model capacity,) we apply regularizers
to the model parameters. We first decompose W into a summation of two components
as W = U + V and apply different regularizers to U and V. The block-wise LASSO,
such as the `1,2 matrix norm, is widely-used in multi-task learning or feature selection
with group structures, but has not been explored within the GEE setting. To the best
of our knowledge, it has not been studied in longitudinal analytics how to produce
shrinkage effects simultaneously on both features and contingent temporal records
through proper regularization. The general `1,p matrix norm [85] calculates the sum
of the `p norms of the rows in a matrix. Regularizers based on the `1,p norms encourage
row sparsity by shrinking the entire rows to have zero entries.
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In our parameter matrix W, rows correspond to features and columns correspond
to the observation time points. If we apply the `1,2 norm to U (row-wisely), the
optimal solution of U will contain rows with all zero entries. Thus, a selected subset
of features in the τ+1 observations will be used in the predictive model to predict the
current outcome. The `1,2 norm of V
> (column-wisely) encourages to select among
columns of V. If the k-th column of V contains the largest values in the selected
columns, the current outcome is most contingent on the previous (k − 1)-th record,
thus having the (k − 1) “lagged” effect. Overall, we solve the following optimization
problem for the best model parameters W which is computed as U + V:
min
U,V
m∑
i=1
Dev(i)(U + V,α) + λ1‖U‖1,2 + λ2‖V>‖1,2 (2.6)
where W in the deviance is simply replaced by U + V.
The optimization of Eq.(2.6) is challenging. In general, even solving the GEE
formulation is not easy as it estimates not only the model expectation but also the
variance term Σ(i). The algorithm that solves the GEE (i.e., the estimating equa-
tions) applies the Newton-Raphson method in the iterative reweighted least squares
(IRLS) procedure [17] to estimate w and Σ(i). However, this method does not solve
any formula that uses regularizers. By modifying the Newton-Raphson method or
shooting algorithm [17], it can be extended only to the regularizers that are de-
composable into individual parameters wj. For instance, the `1 vector norm of w
can be decomposed into the summation of individual |wj|, j = 1, · · · , d. The `1,2
matrix norm, unfortunately, can not be decomposed in such a way. Therefore, we
have developed an accelerated gradient descent method based on the fast iterative
shrinkage-thresholding algorithm (FISTA) [6]. Further, the following theorem shows
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that Eq.(2.6) is a convex optimization problem in terms of W. Our algorithm can
be proved to find the global optimal solution W of Eq.(2.6) when α is fixed (to a
consistent estimate given by GEE).
Theorem 1. The first term of Eq.(2.6) is convex and continuously differentiable with
respect to U and V if the distribution of y(i) is in a natural exponential family and
the link function is continuous.
Proof. First, let us recall that the probability density function of a distribution in the
exponential family takes the following form:
f(y
(i)
t ) = exp
{
y
(i)
t η
(i)
t − b(η(i)t )
a
(i)
t (φ)
+ c(y
(i)
t , φ)
}
,
where a
(i)
t (φ), b(η
(i)
t ), and c(y
(i)
t , φ) are known functions and specified for each member
of the exponential family, and η
(i)
t is a parameter in the mean as defined in Eq.(2.2).
Typically, a
(i)
t (φ) = φ. Then, the deviance of the exponential family can be computed
as
Dev = 2
∑m
i=1
(
y
(i)
t (η˜
(i)
t − ηˆ(i)t )− b(η˜(i)t ) + b(ηˆ(i)t )
)
φ
,
where η˜
(i)
t denotes the true value under a saturated model, ηˆ
(i)
t denotes the fitted values
of the model. Thus, η˜
(i)
t and b(η˜
(i)
t ) are constant in model fitting. The derivative of
b always satisfies b′(η(i)t ) = µ
(i)
t . Moreover, it has been proved that b(ηˆ
(i)
t ) is a convex
function on the natural parameter space H = {ηˆ|b(ηˆ) <∞} [59]. Thus, the deviance
contains either linear terms or a convex term with respect to ηˆ. In our model (2.5),
ηˆ is linear with respect to W. Hence, the deviance term in Eq.(2.6) is convex with
respect to U and V.
Moreover, it is true that b′(ηˆ(i)t ) = µˆ
(i)
t = g
−1(ηˆ(i)t ) which is the inverse of a
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continuous link function [59]. The first term of Eq.(2.6) is continuously differentiable
with respect to U and V. Thus, theorem 1 holds.
2.3 Optimization Algorithm
To solve Eq.(2.6), we design an alternating optimization algorithm that alternates
between optimizing two working sets of variables: one set consisting of U and V and
the other consisting of α.
(a) Find U and V when α is fixed
When α is fixed, the objective function of Eq.(2.6), denoted by f(U,V), is convex
with a continuously differentiable part `(U,V) that is the deviance and a nonsmooth
part R(U,V) that constitutes the two regularizers. We hence have
f(U,V) = `(U,V) +R(U,V).
We develop a FISTA algorithm in the following iterative procedure to find optimal
U and V.
Denote the iterates at the k-th iteration by Uk and Vk. Let∇U`(U,V),∇V`(U,V)
be the partial derivative of `(U,V) with respect to U and V, respectively, For any
given point (U˜, V˜), the following QL,U˜,V˜(U,V) is a well-defined proximal map for
the non-smooth R
QL,U˜,V˜(U,V) = `(U˜, V˜) +R(U,V) + 〈∇U`(U˜, V˜),U− U˜〉+
L
2
‖U− U˜‖2F
+ 〈∇V`(U˜, V˜),V − V˜〉+ L
2
‖V − V˜‖2F .
If `(U,V) has Lipschitz continuous gradient with Lipschitz modulus L. Then, ac-
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cording to the Lemma 2.1 in [6], the inequality
f(U,V) ≤ QL,U˜,V˜(U,V).
holds indicating that QL,U˜,V˜(U,V) is the upper bound of f(U,V).
Starting from an initial point (U0,V0), we iteratively search for the optimal so-
lution. At each iteration k, we first use the iterates (Uk−1,Vk−1) and (Uk−2,Vk−2)
to compute (at the first iteration, (U˜1, V˜1) = (U0,V0))
U˜k = Uk−1 +
(
tk−1 − 1
tk
)
(Uk−1 −Uk−2),
V˜k = Vk−1 +
(
tk−1 − 1
tk
)
(Vk−1 −Vk−2),
(2.7)
where tk is a scalar and updated at each iteration as:
tk+1 =
1 +
√
1 + 4t2k
2
. (2.8)
Then, we solve the following problem
min
U,V
〈∇U`k,U− U˜k〉+ L
2
‖U− U˜k‖2F + 〈∇V`k,V − V˜k〉+
L
2
‖V − V˜k‖2F
+R(U,V)
(2.9)
for a solution (Uk,Vk), where ∇U`k and ∇V`k are respectively the partial derivatives
of ` computed at (U˜k, V˜k), and L acts as a learning step size.
Since there is no interacting term between U and V in Eq.(2.9), the problem can
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be decomposed into two separate subproblems as follows:
min
U
〈∇U`k,U− U˜k〉+ L
2
‖U− U˜k‖2F + λ1‖U‖1,2, (2.10)
min
V
〈∇V`k,V − V˜k〉+ L
2
‖V − V˜k‖2F + λ2‖V>‖1,2. (2.11)
The two subproblems share the same structure and thus can be solved following the
same procedure. Hence, we only show how to solve (2.10) for the best U.
Eq.(2.10) is equivalent to the following problem
min
U
1
2
∥∥∥∥U− (U˜k − 1L∇U`k
)∥∥∥∥2
F
+
λ1
L
‖U‖1,2
after omitting constants, and this problem has a closed-form solution where each row
of Uk, U
k
(i,) is:
Uk(i,) = max
(
0, 1− λ1
L‖P(k)(i,)‖2
)
P
(k)
(i,),
and P(k) = U˜k− 1L∇U`k. The gradient vector∇U`k (i.e., the gradient of the deviance)
can be computed by Eq.(2.3) with the fixed α, i.e.
∇U`k = reshape
(
m∑
i=1
(
D(i)
)> (
Σ(i)
)−1
s
(i)
k
)
(2.12)
where s
(i)
k = y
(i) − µ(i), and µ(i)t = g−1(tr(X>(i;t)(U˜k + V˜k))).
In the above discussion, the Lipschitz modulus L is computed and given. However,
the calculation of L can be computational expensive. We therefore follow the similar
argument in [18] to find a proper approximation Lk at each iteration k starting from
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L0 > 0. Recall that the Lipschitz constant L is defined:
L = max
W
λmax (∇∇`W)
where λmax(·) indicates the maximum singular value of the Hessian of `. Decompose
the Hessian matrix ∇∇`W|W→0 into M>M where M ∈ Rd(τ+1)×q and q is the rank
of the Hessian matrix. We have an upper bound of L as follows:
L ≤ ||M||∞,1||M>||∞,1. (2.13)
We use the upper bound L˜ in Eq.(2.13) as L in our iterations. Using this upper
bound may increase the number of iterative steps for convergence. Algorithm 1
summarizes the steps for finding optimal U and V with fixed α.
Algorithm 1: Search for optimal U and V with fixed α
Input: X, y, Σ, λ1, λ2
Output: U, V
1. k = 1, compute L˜ and initialize t1 = 1, U0 = U˜1 = 0 and V0 = V˜1 = 0;
2. Solve Eq.(2.9) to obtain Uk and Vk.
3. Compute tk+1 by Eq.(2.8).
4. Compute U˜k+1 and V˜k+1 by Eq.(2.7).
5. k = k + 1.
Repeat 2 ∼ 5 until convergence.
(b) Find α when U and V are fixed
When U and V are fixed, the regularizers no longer appear in the objective of
Eq.(2.6). Eq.(2.6) is degenerated into just the GEE formula with α as the variables.
Hence, α can be estimated via the standard GEE procedure, i.e., from the current
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Pearson residuals defined by:
γ
(i)
t =
y
(i)
t − tr
((
X(i;t)
)>
(U + V)
)
(σ
(i)
t,t )
(1/2)
.
where σ
(i)
t,t is the t-th diagonal entry in the matrix Σ
(i) [35]. The specific estimator
of α depends on the choices of R(α). This GEE-based procedure has been shown to
find a consistent estimate of α [35].
Let N = mn be the total number of training examples, and p = d(τ + 1) be the
practical number of parameters in W. A general approach to estimating R is given
by:
rj,k =
m∑
i=1
γ
(i)
j γ
(i)
k
N − p , (2.14)
for j = 1, · · · , n, and k = 1, · · · , n. In addition, the scaler parameter φ in Eq.(2.4)
can be estimated as follows:
φ = (N − p)/
m∑
i=1
n∑
t=1
(
γ
(i)
t
)2
. (2.15)
Algorithm 2 depicts the overall procedure for solving Eq.(2.6).
Algorithm 2: Main algorithm - Jointly select features and temporal points
Input: X, y, λ1, λ2
Output: U, V
1. Set R(α) = I;
2. Solve for U and V using Algorithm 1.
3. Estimate α using a proper estimator in [35] and compute R(α) by Eq.(2.14)
and φ by Eq.(2.15).
Repeat 2 ∼ 3 until convergence.
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3 Theoretical Analysis
We provide a convergence analysis for Algorithm 1 and an asymptotic analysis for
the proposed formulation.
3.1 Convergence Analysis
We show that Algorithm 1 converges to the optimal solution with a convergence rate
of O(1/k2). The proof follows largely the arguments in [6]. We only provide a sketch
here.
Theorem 2. Let Uk and Vk be the pair of the matrix generated by Algorithm 1.
Then for any k ≥ 1
f(Uk,Vk)− f(Uˆ, Vˆ) ≤
2L˜
(
||U0 − Uˆ||2F + ||V0 − Vˆ||2F
)
(k + 1)2
where (Uˆ, Vˆ) is a globally optimal solution of Eq.(2.6).
Proof. We start with defining the following quantities
vk = f(Uk,Vk)− f(Uˆ, Vˆ), ak = 2
Lk
t2kvk,
bk = ||tkUk − (tk − 1)Uk−1 − Uˆ||2F + ||tkVk − (tk − 1)Vk−1 − Vˆ||2F ,
c = ||U˜1 − Uˆ||2F + ||V˜1 − Vˆ||2F = ||U0 − Uˆ||2F + ||V0 − Vˆ||2F ,
where U˜1 = U0, V˜1 = V0, and subsequent U˜k and V˜k are defined by Eq.(2.7).
Following the proof of Theorem 4.4 in [6], in the first iteration, given t1 = 1, we have
a1 =
2
L1
v1, and b1 = ||U1− Uˆ||2F −||V1− Vˆ||2F . We show that a1 + b1 ≤ c by applying
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Lemma 2.3 in [6], which yields
f(Uˆ, Vˆ)− f(U1,V1) = −v1
≥L1
2
||U1 − U˜1||2F + L1〈U˜1 − Uˆ,U1 − U˜1〉+
L1
2
||V1 − V˜1||2F + L1〈V˜1 − Vˆ,V1 − V˜1〉
=
L1
2
(||U1 − Uˆ||2F − ||U˜1 − Uˆ||2F ) +
L1
2
(||V1 − Vˆ||2F − ||V˜1 − Vˆ||2F ).
Reorganizing the above inequality yields
2
L1
t21v1 + ||U1 − Uˆ||2F + ||V1 − Vˆ||2F ≤ ||U˜1 − Uˆ||2F + ||V˜1 − Vˆ||2F
Thus, a1 + b1 ≤ c holds.
Then, according to Lemma 4.1 in [6], we have for every k ≥ 1, ak−ak+1 ≥ bk+1−bk,
together with a1 + b1 ≤ c, which derives into the following inequality,
c ≥ a1 + b1 ≥ a2 + b2 ≥ · · · ≥ ak + bk ≥ ak.
Therefore, we obtain that
2
Lk
t2kvk ≤ ||U0 − Uˆ||2F + ||V0 − Vˆ||2F , (3.1)
Given tk is updated according to Eq.(2.8), it is easy to show that tk ≥ (k + 1)
2
.
Substituting this inequality into Eq.(3.1) yields
vk ≤
2Lk
(
||U0 − Uˆ||2F + ||V0 − Vˆ||2F
)
(k + 1)2
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By the Remark 3.2 in [6] and the inequality (2.13), we also know that an upper bound
of Lk is L˜. Hence,
f(Uk,Vk)− f(Uˆ, Vˆ) ≤
2L˜
(
||U0 − Uˆ||2F + ||V0 − Vˆ||2F
)
(k + 1)2
In our algorithm, we set Lk = L˜,∀k.
Remark 1. The loss function, `(U,V), of an exponential distribution has Lipschitz
continuous gradient within the range {||U||1,2 ≤ δ1, ||V>||1,2 ≤ δ2} where δ1, δ2 are
constant values in terms of λ1, λ2, respectively to guarantee the non-trivial step size
λ
L
. Otherwise, it may lead to a sub-optimal solution.
3.2 Asymptotic Analysis
To facilitate the asymptotic analysis, we re-write the notation as follows: let
β = [vect(U)>, vect(V)>]>, H(i) = [h(i)τ+1, · · · ,h(i)n ]
and
h
(i)
t = [vect(Xi;t)
>, vect(Xi;t)>]>
where one block Xi;t corresponds to U and the other to V. Then, correspondingly,
we have η
(i)
t = (h
(i)
t )
>β, and f(U,V) can be re-written as f(β) = `(β)+R(β;λ1, λ2).
Solve Eq.(2.6) yields a solution to the penalized estimating equations:
∑
i
(D(i))>(Σ(i))−1s(i) + λ
∂R(β)
∂β
= 0 (3.2)
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assuming λ1 = λ2 = λ for notational convenience which will not change the property.
Given our model definition (2.5), D(i) = A(i)(H(i))>. The first term in (3.2) is the
estimating functions in GEE [35] whereas the second term corresponds to the regular-
izers. The asymptotic property of Eq.(2.6) can be naturally derived from the results
in [35] which have proved that the estimating equations L(β) =
∑
i(D
(i))>(Σ(i))−1s(i)
of GEE gives a consistent estimator of β. We extend the same argument to our for-
mulation Eq.(2.6) in Theorem 3 under the following regularity conditions: H(i) is
bounded, and limm→∞(
∑
i H
(i))/m = H(0), and (H(i))>H(i) are not singular, and the
following limit is also not singular
lim
m→∞
(
∑
i
(H(i))>H(i))/m;
Moreover, L(β) is twice continuously differentiable with respect to β, and ∂L/∂β is
positive definite.
Theorem 3. Assume that: (1) αˆ is a consistent estimator given β; (2) φˆ is a
consistent estimator given β; and (3) the tuning parameter λm = o(
√
m). Under
the regularity conditions listed above, optimizing Eq.(2.6) yields an asymptotically
consistent and normally distributed estimator βˆ, that is:
√
m(βˆ − β∗)→d N(0,Σ) as m→∞
where β∗ is the true model coefficients in a model of E(y(i)t ) = g
−1((h(i)t )
>β) and Σ
is a positive definite variance-covariance matrix (see [35] for details of Σ).
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Proof. Multiplying 1/m to both sides of Eq.(3.2) yields
1
m
∑
i
(D(i))>(Σ(i))−1s(i) +
λm
m
∂R(β)
∂β
= 0. (3.3)
It is known that solving 1
m
∑
i(D
(i))>(Σ(i))−1s(i) = 0 yields an estimate of βˆ that is
asymptotically consistent with β∗:
√
m(βˆ − β∗)→d N(0,Σ) as m→∞ [35].
Since our regularizer R (based on the `1,2 matrix norm) is Lipschitz continuous, its
partial derivative ∂R(β)/∂β is bounded. The second term of Eq.(3.3) vanishes when
m→∞, and thus the conclusion holds.
Recall how αˆ and φˆ are estimated in the proposed method. Those estimates from
the Pearson residuals are consistent. Thus, the estimate βˆ in the proposed method
is asymptotically consistent and normally distributed according to Theorem 3.
3.3 Exemplar Exponential Families with Lipschitz Condition
The purposed algorithm is suitable to optimize any loss function that has Lipschitz
continuous gradient. In this section, we discuss that three exemplar exponential
families: Gaussian, Bernoulli, and Poisson, satisfy the Lipschitz condition. We specify
how to compute the gradient of the loss function for these distributions. The gradients
will instantiate (and replace) Eq.(2.12) used in our algorithm.
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Gaussian Distribution
If the outcome follows a Gaussian distribution, then the outcome y is linearly regres-
sive in terms of the covariates in the observations. The mean and the conditional
covariance of y with a working correlation structure R(α) are calculated as:
E(y
(i)
t ) = µ
(i)
t = tr
(
X>(i;t)W
)
,
cov(y(i)) = Σ(i) = R(α),
so the gradient ∇U`k in Eq.(2.12) at the k-th iteration can be computed as
∇U`k = reshape
(
m∑
i=1
(
D(i)
)>
(R(α))−1 s(i)k
)
,
where
D(i) =
∂µ(i)
∂vect
(
U˜k
) = [vect (X(i;1)) , . . . , vect (X(i;n))]> ,
and
s
(i)
k = y
(i) −
(
D(i)
)>
vect(U˜k).
The gradient ∇V`k can be similarly computed. Hence, the gradient is linear in terms
of β, and thus Lipschitz continuous.
Bernoulli Distribution
If the generalized variables µ follow a Bernoulli distribution and the outcomes are bi-
nary variables. The relationship between the outcome and covariates can be learned
by a logistic regression which is a special case of the GLM with the Bernoulli as-
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sumption. Hence, the mean and the conditional covariance of y with the working
correlation structure R(α) are formulated as
E(y
(i)
t ) = µ
(i)
t =
exp(η
(i)
t )
1 + exp(η
(i)
t )
(3.4)
cov(y(i)) = Σ(i) =
(
A(i)
)1/2
R(α)
(
A(i)
)1/2
φ
where A(i) = diag
(〈µ(i), 1− µ(i)〉) = diag( exp(η(i)t )(
1+exp(η
(i)
t )
)2
)
and η
(i)
t = tr(X
>
(i;t)W).
The gradient ∇U`k in Eq.(2.12) can be written as:
reshape
((
D(i)
)>
(A(i))−1/2R(α)−1(A(i))−1/2s(i)k
)
where D(i) = ∂µ
(i)
∂η(i)
× ∂η(i)
∂vect(U˜k)
= A(i)
[
vect
(
X(i;1)
)
, . . . , vect
(
X(i;n)
)]>
, and s
(i)
k =
y(i) − µ(i)(U˜k). The gradient ∇V`k can be similarly computed.
Poisson Distribution
If the generalized variables µ follow a Poisson distribution and the outcomes contain
count values. The relationship of the outcome and covariates is learned by a Poisson
regression. The mean and the conditional covariance of y with the working correlation
structure R(α) are formulated as
E(y
(i)
t ) = µ
(i)
t = exp(η
(i)
t )
cov(y(i)) = Σ(i) =
(
A(i)
)1/2
R(α)
(
A(i)
)1/2
φ
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where A(i) = diag
(
(µ(i))′
)
= diag
(
exp(η
(i)
t )
)
. The gradient ∇U`k can be computed
using the general formula Eq.(2.12). The loss function of Poisson regression does
not have globally Lipschitz continuous gradient. But the regularized loss function
is equivalent to requiring the constraints, ||U||1,2 ≤ δ1 and ||V>||1,2 ≤ δ2 [50] for
appropriate values of δ1 and δ2 that are determined according to λ1 and λ2. The
loss function of Poisson regression does have Lipschitz continuous gradient within the
confined region.
4 Empirical Evaluation
We validated the proposed approach by comparing it to several most relevant and
recent methods. Three GLM-based [49] methods: GEE [35], GLMM [32, 41], and
RE-EM tree1 [58] were compared. The recent graphical Granger modeling2 [37] and a
support vector machine based method called CSVM were also used. RE-EM tree and
graphical Granger modeling could only be applied to regression problems (linearly
regressive data from Gaussian distributions), and CSVM was only suitable to clas-
sification tasks (logistically regressive data from Bernoulli distributions). We named
our approach by LGL (longitudinal group lasso). The normalized mean squared error
(nMSE), which is the MSE divided by the variance of y [84, 18], was used to mea-
sure regression performance. The area under the ROC curve (AUC) [10] was used to
measure classification performance.
1An R package is available in the Comprehensive R Archive Network (CRAN)
2downloaded from the author’s website http://www-bcf.usc.edu/∼liu32/code.html
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4.1 Synthetic Data
We generated a data matrix X ∈ Rd×Tm from the normal distribution N(0, 16),
where d = 200, T = 30, and m = 400. All training examples X(i;t)(i = 1, · · · ,m,
∀t = τ + 1, · · · , T ) and τ = 4 were formed from the matrix X. Then, U and V were
generated from the normal distribution N(0, 49). We set the rows corresponding to
features from 1 to 150 in U to zero and the columns 2 and 5 of V to zero, and computed
W = U + V. The residuals s(i) of every subject were generated from a multivariate
normal distribution of different variances, N(0, 12), N(0, 22), N(0, 32). The covariance
matrix of the residual followed different working correlation structures R(α) with the
parameter α = 0.64. We generated 9 sets of regression residuals by choosing different
combinations of the variances and the working correlation structures. Finally, the
outcome variables y(i) were computed as
y(i) =
[
vect
(
X(i;τ+1)
)
, . . . , vect
(
X(i;n)
)]>
vect(U + V) + s(i).
The above procedure produced regression data. Using the same data X, the outcome
y
(i)
t of a classification problem was generated from the Bernoulli Distribution with
B(1, µ
(i)
t ) where we used Eq.(3.4) with the regression y
(i) to obtain µ(i). We hence
obtained totally 18 synthesized data with 9 datasets for each distribution. We used
the 25 early records of each subject to compose the training data and the rest 5
records to form test data.
Table 4.1 shows the results where we can see that LGL outperformed all other
methods on all the simulated datasets. The proposed method with correct correlation
assumptions always performed the best. The graphical Granger modeling performed
reasonably well but lacked of consideration of temporal correlation in the consecutive
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Figure 4.1: The model constructed by our approach LGL on a synthetic dataset.
Figure 4.2: Comparison between the constructed models by LGL and Granger.
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records. When the simulated noise increased, the performance of all methods had
dropped as expected. We further demonstrate the selected features and temporal
contingency. Figure 4.1 shows the constructed U,V, and W by the LGL on the re-
gression data with the AR(1) covariance structure and N(0, 32) residual where darker
colors indicate larger values (and white means 0). Most of the features from 150
to 200 were selected in U and the correct columns (i.e., 1, 3, 4) were selected in V.
We compared our approach with the Granger model that also learned W in Figure
4.2. Obviously, the Granger model excluded too many variables in the model. These
results demonstrate the capability of LGL in terms of simultaneously capturing the
important features and lagged effects.
4.2 Real-world Data of National Longitudinal Survey of Youth
(NLSY)
We tested our approach on two real-world datasets: the college alcohol use dataset;
and the NLSY dataset3. All comparison methods were used except GLMM due to
its prohibitive computational costs. The college alcohol use dataset consisted of data
from 504 college students on 52 variables in a period of continuous 30 days. The
52 variables measured each subject on daily stress, moods, emotion and substance
use behavior. One of the variables measured the number of night-time drinks, which
was our outcome variable, forming a regression problem. We also predicted the binge
drinking behavior which is defined as having 5 or more night-time drinks, which
formed a classification problem. The NLSY dataset consisted of 11 yearly data for
3,376 subjects on 27 variables. The outcome variable measured the number of days
3http://www.bls.gov/nls/nlsy97.htm
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that a subject had binge drinking in past 30 days, forming a regression problem. The
other 26 variables measured features, such as smoking, drug use, family support and
education.
For the college alcohol use data, we experimented with using the last t = 3, 5, 8, 10
days of records as test data, and the rest for training. We found τ = 3 was feasi-
ble. Larger τ would not change the results because the extra time points would be
excluded by our model. However, it practically would cut down the sample size of
each subject. The parameters λ1 and λ2 in our approach and any tuning parame-
ters in other methods were tuned in a three-fold cross validation within the training
data. Table 4.2 shows the results where our approach LGL outperformed other meth-
ods in most settings. Among the four different correlation assumptions, LGL with
AR(1) obtained the best performance on three of the four settings. The results also
confirmed that modeling the correlation among repeated observations improved pre-
diction performance [35]. We also observed that for instance, 16 out of 51 variables
were selected when we used the last 5 days to test binge drinking prediction. Features
related to exited mood, under stress and interacting with friends during night time
were the risk factors for binge drinking. The past 3 days were all included in the
model, showing there was “lagged” effects in alcohol use. The effect of past days was
reduced with prolonged time lag.
For the NLSY dataset, we experimented respectively with using the last one, two
and three years from each subject for test and the rest in training. We also considered
τ = 3, which means we used 3 year lagged data to predict the current year’s behavior.
All tuning parameters were tuned using a within-training two-fold cross validation.
The results are reported in Table 4.3. For any assumption of the working correlation
structure, LGL had comparative performance with RE-EM tree and consistently out-
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Figure 4.3: The model constructed by our approach on the NLSY dataset.
performed GEE in all of the three experiments. LGL with tri-diagonal correlation
performed the best on this dataset. The results here again show that taking care of
the correlation among repeated observations improves the performance (given we see
that LGL with the independent correlation assumption had the worst performance
among all LGL variants).
The gray map of U, V and W constructed by LGL is shown in Figure 4.3 to
illustrate an example for the tri-diagonal working correlation assumption. Out of the
26 features, 12 were selected by LGL and we list them below.
F2: # days of smoking a cigarette in the past 30 days
F3: Received a training certificate or vocational license
F7: The grade began during the academic year
F8: # months that respondent did not attend school during the academic year
F12: The college degree working toward or attained
F13: The highest grade completed as of the survey year
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F15: The highest grade attended as of the survey day
F16: The highest grade completed as of the survey day
F17: # days of using marijuana in the past 30 days
F19: # times of using some drug or other substance right before school or during
school or work hours
F25: As the victim of a violent crime in the survey year
F26: Divorced parents.
Table 4.3: Comparison of different algorithms on the NLSY dataset in terms of test
nMSE values.
LGL GEE
# obs AR(1) exchangeable tri-diag ind AR exchangeable tri-diag ind RE-EM tree Granger
1 0.906552 0.908932 0.904760 0.909446 0.911543 0.918691 0.911885 0.914043 0.904260 1.370135
2 0.888608 0.891761 0.887294 0.891051 0.898132 0.904225 0.897920 0.898320 0.888822 1.363714
3 0.885448 0.885814 0.883617 0.887579 0.892963 0.895863 0.892633 0.890937 0.883958 1.360430
This list shows that a subject’s smoking, drug use, education background and family
support influenced his or her drinking behavior. Figure 4.3 demonstrates that the
data in the third prior year might be obsolete to predict this year’s behavior as LGL
only selected the past two years for use in the model as seen in the plot of V.
4.3 Real-world Data of EEG Dataset
The EEG recording provides powerful methodology for studying neural dynamics
of human cognition. It enables the evaluation of real-time changes in neural activ-
ity at distinct information processing stages to behavioral performance [31]. In this
experiment, we analyzed schizophrenia (SZ) using the EEG data collected while par-
ticipants performed a visual Sternberg working memory task [55]. During the trials
of the Sternberg working memory task, the participants had to recall whether or not
the examined letter used to appear in the early stage. the Sternberg trial responses,
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correct vs. incorrect, was recorded.
In this study, an EEG record consisted of 60 features extracted from five frequency
bands (δ: 0.5 - 4 Hz, θ: 4 - 8 Hz, α: 8 - 12 Hz, β: 14 - 28 Hz, and γ: 30 - 58 Hz), three
brain regions (Fz, Cz and Oz), and four memory stages (baseline, encode, retain and
retrieve). Thus, the frequency bands, brain regions, and memory stages described the
brain activities in 15 features and 4 different time stages so as to form a data matrix
X(i) ∈ R15×4 for each trial. A binary label associated with each record indicated
whether the individual answered correctly (0) or incorrectly (+1) in the trial.
Our study samples consisted of 37 individuals meeting the diagnostic criteria
for SZ and 6 healthy normal (HN) adults enrolled in clinical trial NCT009230784.
SZ patients went through three sessions of the Sternberg trials, and HN members
were only included in the first session. There were 90 trials in each session for each
individual. However, very few patients participated all sessions and many trial records
had missing values or significant level of noise or outliers, for which we had to clean the
data carefully. After data cleaning, there were 1131 trials for 14 SZ in session 1,761
trials for 9 SZ in session 2, and 1191 trials for 14 SZ in session 3. Each patient had
74 to 94 trials, and 83 on average. The rate of incorrect responses for the SZ patients
was 27.2%. There were 519 trials for 6 HN participants. Each participant had 82
to 90 trials, and 87 on average. The rate of incorrect responses for HN participants
was 14.7%. Note that the current study data contained a limited sample of subjects
from the parent study. Additional efforts will be needed to clean and process the full
dataset and repeat the analyses reported here.
For each of the SZ and HN datasets, 1/3 of the records were randomly chosen
from every subject to form the test data and the rest of the records were used in
4https://clinicaltrials.gov
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training. The hyper-parameters λ1 and λ2 in our approach and GEE (one parameter)
were tuned in a two-fold cross validation within the training data. In other words,
the training records were further split in half: one used to build a classifier with a
chosen parameter value from a range of 1 to 10 with a stepsize 0.1; and the other
used to test the resultant classifier. We chose the parameter values that gave the best
two-fold cross validation performance, which were λ1 = 5.9 and λ2 = 10 for SZ and
λ1 = 2 and λ2 = 3.1 for HN.
Table 4.4 provided the AUC comparison results (shown in percentages) between
the two methods and for different datasets and sample correlation assumptions. The
results in Table 4.4 showed that our approach outperformed the traditional GEE in
almost all comparison scenarios in terms of classification accuracy. Most importantly,
our approach was able to select along two dimensions: among the features and among
the memory information processing stages. Traditional GEE did not have any shrink-
age effect to select features. The advanced version of GEE used in our experiments
implemented a `1 regularizer, so it could select among all 60 features. Because it
did not use the spatial-temporal structure of the 60 features, it was unable to model
along the different dimensions (locations versus temporal stages).
Table 4.4: Comparison of AUC values (in percentage) between our approach and
the GEE method on both healthy normal and schizophrenia data and for all dif-
ferent assumptions of correlation structures. (ind - independent sample-correlation
structure.)
GEE Our Approach
AR(1) Exchangeable Tri-diagonal ind AR(1) exchangeable Tri-diagonal ind
HN 54.1 52.2 55.5 57.3 55.1 54.9 55.0 68.0
SZ 60.3 55.5 43.6 65.0 62.6 60.0 48.2 66.3
We noticed that both GEE and our approach performed the best when using in-
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dependent sample-correlation assumption, which was naturally against our intuition
because there were multiple trials from a single individual and these trials were ex-
pected to correlate. The other assumptions were slightly worse than the independent
correlation assumption. However, we also noticed that the trials were not labeled in
sequence in our data so the algorithms would not be able to model and distinguish
the correlations between consecutive trials from those of far-apart trials. (The trials
that an individual performed in a short continuous time-frame may correlate more
strongly than trials far apart.)
We included two figures to demonstrate the selected features and stages in the
classifiers constructed by our approach. The selected features for SZ patients were
shown in Figure 4.4. The selected features for HN participants were shown in Fig-
ure 4.5. An obvious observation is that the two populations selected quite different
features but the most important information processing stages were the same.
Based on our models, the two groups showed remarkably different patterns, with
EEG activity in higher frequency bands during the encoding stage associated with
incorrect trial responses in SZ (Figure 4.4). However, these features were positive
predictors of trial accuracy in healthy participants (Figure 4.5), for whom engagement
of low frequency activity was associated with incorrect responses. It appears that the
SZ patients used more brain areas in the memory tasks than the HN participants.
Frontal γ was previously identified as important for both SZ and HN subjects, but
was not selected for HN participants in our new model, which may warrant further
investigation. On the other hand, among the selected three stages of both groups, the
features during the retention stage tended to receive the largest weights in magnitude
on average. All these results will require careful examination in new studies to confirm
the validity and replicate on independent samples.
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Figure 4.4: Columns and rows selected by the classifier for separating correct ver-
sus incorrect Sternberg trials of SZ patients. Red (blue) color indicates that the
corresponding features were positive (negative) predictors of the incorrect response.
Features with white color were not used in the classifier.
Figure 4.5: Columns and rows selected by the classifier for separating correct versus
incorrect Sternberg trials of HN participants. Red (blue) color indicates that the
corresponding features were positive (negative) predictors of the incorrect response.
Features with white color were not used in the classifier.
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5 Discussion
We have proposed a new learning formulation for longitudinal analytics. Unlike ex-
isting methods, the proposed approach can simultaneously determine the temporal
contingency and the influential features in predicting an outcome over time. The
model parameter matrix is computed by the summation of two component matrices:
one matrix reflects the selection among covariates; and the other characterizes the
dependency along the temporal line. Moreover, our approach simultaneously models
the sample correlations in the longitudinal data while constructing a predictive model.
The related optimization problem can be efficiently solved by a new accelerated gra-
dient descent algorithm. Convergence analysis shows that the algorithm can find the
global optimal solution for the model with a quadratic convergence rate. An asymp-
totic analysis shows that the solution of our formulation is a consistent estimate of the
model parameters. Hence, the proposed approach solves an underdeveloped problem
- jointly learning the relevant features and determining how current outcome relies
on past observations. Empirical studies on both synthetic and real-world problems
demonstrate the superior performance of the proposed approach over the state of the
art.
Chapter 3
Jointly Learning Multi-dimensional
Features and Temporal
Contingency in Longitudinal Data
1 Introduction
Temporal data such as time series data and longitudinal data are pervasive across
almost all human endeavors, including finance [58, 4], science [65, 16, 7], climate
[37, 4], and genetics [75]. As such, it is hardly surprising that temporal data mining
has attracted significant attention and research effort. Meanwhile, with the advances
in data acquisition technologies, ultra-high dimensional data with complex struc-
ture are collected in many disciplines and industrial societies. Such datasets contain
tensor data entries where each observed example is a high dimensional tensor. For
example, in a neuroscience study [22, 73, 22], repeated measurement along time of
functional magnetic resonance imaging (fMRI) can create tensors in very high dimen-
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sions because the fMRI image itself of each measurement is a 3 dimensional volume.
Moreover, follow-up diagnoses require an analysis on both baseline fMRI data and
data collected at follow-up time points.
Typically, longitudinal data are analyzed by extending generalized linear models
(GLM) with different assumptions, such as marginal models, random effects models,
and transition models [13]. For marginal modeling, generalized estimating equations
(GEE) [35] and Quadratic Inference Function (QIF) [54, 77] are the most widely used
methods which estimate a predictive model to predict the current outcome together
with longitudinal correlations among different outcomes observed temporally. The
resultant predictive models are generally more accurate than those of classic regression
analysis that assumes independently and identically distributed (i.i.d.) observations
[35]. However, when the working correlation is misspecified, the correlation structure
presumed by GEE no longer results in the optimal estimation of coefficients while QIF
estimates a linear combination of correlation structures so that the estimator always
exists, and, even if the correlation is misspecified. Research on feature selection in
longitudinal data leads to a new family of methods based on the penalized GEE
(PGEE) [17] and penalized QIF (PQIF) [5].
None of those extensions of GLM aims to detect causal relationships from temporal
changes of covariates to the outcomes of the current effect. In many studies, it
is however necessary and insightful to model simultaneously the correlation among
outcome records and the lagged causal effects of covariates, which is so-called Granger
causality [19]. For example, some evidences of brain diseases may appear in the fMRI
of an early diagnosis before clear symptoms are identified [63]. This lagged effect
is not used by temporal marginal modeling to make predictions. Recent graphical
Granger models [4, 37] learn the coefficients on both the current covariates and the
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covariates in the past time with LASSO type of regularizers and evaluate if coefficients
are non-zero for Granger causality. However, they ignore the temporal correlations.
On the other hand, researchers have begun to leverage tensor techniques, such as
low-rank tensors [25, 71], Schatten 1-norm tensors [15, 56, 69], latent approach of low-
rank tensors [68], to develop new techniques that build a regression or classification
model as a function of the tensor, preserving the multilinear data structure in the
model. Support vector machines have been extended to multidimensional data and
produced better results in document classification [11]. A matrix variate logistic
regression model has been developed recently and tested in the analysis of EEG data
[29]. Another method directly extended logistic regression to take tensor data as
inputs [67]. A nice tensor regression model has been developed by decomposing the
coefficient tensor into a summation of several rank-one tensors [87] and its asymptotic
properties have also been studied. Another method, MulSLR, uses a similar idea that
builds a logistic regression model with a rank-one coefficient tensor [74] to better
recognize the latent structure in big data. However, these methods usually formulate
non-convex optimization problems that are hard to solve. Moreover, the lack of the
considerations of influences along time made them perform poorly in applying to
temporal data such as fMRI data.
Existing methods either assume i.i.d. samples in tensor regression but ignore
temporal correlations in longitudinal data or assume correlated samples but are not
able to model temporal causal effects and complex feature structures. Therefore, we
propose a new learning formulation that constructs tensor-based predictive models as
functions of covariates not only from the current observation but also from multiple
previous consecutive observations, and simultaneously determine the temporal con-
tingency and the most influential features along each dimension of the tensor data.
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The proposed method makes predictions based on lagged data from current and pre-
vious time points. It decompose the K-way parameter tensor into a summation of
K sparse K-way tensors as shown in Figure 1.1. These tensors each present sparsity
along one direction of the parameter K-way tensor and impose different block-wise
least absolute shrinkage and selection operators (LASSO) to the components. Hence,
our approach formulates a convex optimization problem. The proposed method also
learns simultaneously correlation information from the data via quadratic inference
function. The correlations among the outcomes themselves imply the changing trend
of the outcomes in the proximal time points within each subject. We propose a
fast iterative shrinkage-thresholding (FISTA) [6] algorithm to efficiently solve the
optimization problem. We validate the effectiveness of the proposed approach in
simulations and in the analysis of a real-life fMRI dataset.
The rest of this paper is organized as follows. Section 2 describes the proposed
formulation. An optimization algorithm that we develop to solve the formulation
is depicted in Section 3. Section 4 provides theoretical analysis of the proposed
formulation. Experimental results are included and discussed in Section 5, followed
by the conclusions in Section 6.
2 Method
In our approach, the predictive model takes the form of the inner product of the data
tensor X and the model coefficient tensor W . The model coefficients are organized
into a tensor rather than a vector or matrix, used in traditional analysis, because this
way reflects the structure in different mode directions as shown in Figure 1.1. For
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Figure 1.1: If we associate with each entry of the data tensor a weight in our additive
prediction model to the outcome, then our model coefficients form a tensorW (upper
left). If the coefficient tensor is sparse, then the resultant model will be selective in
terms of vertical direction as W1, horizontal direction as W2, and outgoing direction
as W3.
notational convenience, we just use X to represent the data that are used to form the
model.
2.1 Preliminaries
We introduce the notation that is used throughout the paper. A bold lower case
letter denotes a vector, such as v. A bold upper case letter denotes a matrix, such
as M. A calligraphic upper case letter denotes a tensor such as A. Let A ∈ Rd1×···dK
be a K-way tensor. We denote the total number of entries in A by N = ∏Kk=1 dk.
Similarly, vect(A) is the column-major vectorization of A. The inner product between
two tensors A and B is defined as 〈A,B〉 = vect(A)>vect(B). The Frobenius norm
of a tensor is defined as ~A~F =
√〈A,A〉. Each dimensionality of a tensor is called
a mode. The j-th sub-tensor along mode k is denoted as A(j)(k) = A(i1, · · · , ik =
j, · · · , iK) where i{l|l∈{1···K}/{k}} = 1 : dl (i.e. a (K−1)-way tensor that pulls out from
A at j-th position of mode-k direction.). The mode k unfolding A(k) ∈ Rdk×N/dk is
a matrix that is obtained by concatenating the mode-k fibers along columns, where
a mode-k fiber refers to an dk dimensional vector obtained by fixing all the indices
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but the kth index of A. The operator, [A1,A2, · · · ,Am]k, concatenates the tensors
along kth direction. It can create a (K + 1)-way tensor by concatenating the K-way
tensors as [A1,A2, · · · ,Am]K+1.
2.2 The Proposed Formulation
In our approach, assume that we are given data of m individuals (subjects) containing
d1 number of features (independent variables) that are repeatedly measured at T
different time points and from (K − 2) different conditions (e.g. positions) for each
individual i. The data of each individual i at time point t is represented by a (K−1)-
way tensor X (i)t of size {d1 × · · · × dK−1}. Each training example consists of the
current and τ previous records of the repeated measurements. Let
X(i;t) =
[
X (i)t ,X (i)t−1, · · · ,X (i)t−τ
]
K
be a K-way data tensor for subject i of size {d1 × · · · × dK−1 × (τ + 1)} at time
point t. Thus, there are totally N = (τ + 1)
∏K−1
k=1 dk elements in X(i;t). Given T
total measurements for each subject, the index t of X(i;t) starts from τ + 1 in order
to have enough previous observations in the first training example. Hence, there are
totally n = T − τ training examples for each subject. If X(i;t) includes previous τ + 1
values of y(i) as a feature, then the model y
(i)
t = 〈X(i;t),W〉 essentially gives the same
model as in the graphical Granger models. The Granger models would assume that
the training examples are i.i.d.. However, the consecutive examples are not mutually
independent because they contain overlapping records (e.g., X(i;t) and X(i;t+1) share
τ − 1 records X (i)t , · · · , X (i)t−τ+1).
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QIF provides a mechanism to estimate the sample correlation simultaneously while
constructing predictive models, and to extend the linear models to generalized linear
models. It assumes that the dependent variable comes from a class of distributions
known as the exponential family. For each member in this family, there exists a link
function that can be used to translate the nonlinear model into a linear model. The
expectation of the outcome y
(i)
t for subject i at time t is computed as:
E(y
(i)
t ) = µ
(i)
t = l
−1(η(i)t ),
where µ
(i)
t represents the mean model, l
−1 is the inverse of a link function g in a GLM
[40], and η
(i)
t is defined as η
(i)
t = 〈X(i;t),W〉.
We estimates the parameters W by satisfying the moment assumption of the
quasilikelihood equation of the problem for m subjects as
EE(W) =
m∑
i=1
(
D(i)
)> (
Σ(i)
)−1
s(i) = 0. (2.1)
where the {n×N} matrix D(i) = ∂µ(i)/∂vect(W), µ(i) combines all µ(i)t ,∀t = 1, · · · , n
into a vector, and s(i) = y(i) − µ(i)(W). The n × n matrix Σ(i) is the estimated
covariance structure as:
Σ(i)(α) =
(
A(i)
)1/2
R(α)
(
A(i)
)1/2
(2.2)
where A(i) is an n × n diagonal matrix with var(µ(i)t ) as the t-th diagonal element.
52
Similar to QIF, we models R−1 by the class of matrices
d∑
i=1
aiMi, (2.3)
where M1, · · · ,Md are known matrices and a1, · · · , ad are unknown constants. The
choices of the set of Ms have been well studied in [54]. We set M1 as an identity
matrix, M2 to be all 1s on off-diagonal entries, M3 to be all 1s on 1st off-diagonal
entries, M4 to be all 1s on 2nd off-diagonal entries and so on.
Substituting Eq.(2.2) and Eq.(2.3) into Eq.(2.1), we can obtain an extended score
vector as
g(W) = 1
m
m∑
i=1
gi(W) =
1
m

∑m
i=1
(
D(i)
)> (
A(i)
)−1/2
M1
(
A(i)
)−1/2
s(i)
...∑m
i=1
(
D(i)
)> (
A(i)
)−1/2
Md
(
A(i)
)−1/2
s(i)
 ,
so that the estimating function becomes a linear combination of the elements of the
extended score vector. We want to minimize the errors of the linear combination as
following
min
W
Q(W) = mg(W)>C−1g(W). (2.4)
where C−1 = aa>. [20] has shown that W is efficiently estimated if C is the variance
matrix of g as C = (1/m)
∑m
i=1 gi(W)gi(W)>.
Now, to select among features along different directions in predicting y, (and also
to control the model capacity,) we apply regularizers to the model parameters. We
first decomposeW into a summation of K components asW = ∑Kk=1Wk. We propose
a novel subtensor-wise LASSO on those Wks which is similar as the `1,2 norm for a
53
matrix. If we denote a set ΦK = {W1, · · · ,WK} as a set of function input arguments,
the regularization terms are adopted as following,
R(ΦK) =
K∑
k=1
(
λk
dk∑
j=1
~(Wk)(j)(k)~F
)
, (2.5)
where dK := τ + 1 and λk, k = 1, · · · , K are the hyper-parameters for the regu-
larization terms and need to be tuned according to the data. To the best of our
knowledge, it has not been studied how to produce sparse effects simultaneously on
all the features from all different directions through proper regularization.
In our tensor components Wk, we apply the Frobenius norm to the sub-tensors
of Wk along the mode k. Then, a LASSO-like `1 norm operation shrinks the vector
that consists of the values of the Frobenius norm of those sub-tensors so that the
optimal solution of Wk will contain some sub-tensors along mode k with all zero
entries. Therefore, a subset of features along mode k is used in the predictive model
to predict the current outcome. Overall, by adding Eq.(2.5) into problem (2.4), we
solve the following optimization problem for the best model parameters W which is
computed as
∑K
k=1Wk:
min
ΦK
f(ΦK) = Q(W) +R(ΦK) (2.6)
= mg(W)>C−1g(W) +
K∑
k=1
(
λk
dk∑
j=1
~(Wk)(j)(k)~F
)
s.t. W =
K∑
k=1
Wk.
We adopt an accelerated gradient descent method based on the fast iterative
shrinkage-thresholding algorithm (FISTA) [6] to solve the problem since Eq.(2.6) is
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a convex optimization problem in terms of W . Our algorithm can be proved to find
the global optimal solution W of Eq.(2.6).
3 Algorithm
In this section, we provide an algorithm to solve the problem described in Eq.(2.6).
We then give out the exemplar exponential families that are suitable to the algorithm.
3.1 Optimization Algorithm
To solve Eq.(2.6), we develop a FISTA algorithm in the following iterative procedure
to find optimal Wks.
Denote the iterates at the r-th iteration by Wrks. Let ∇WkQ(W) be the partial
derivative of Q(W) with respect to every Wk for given k ∈ [1, · · · , K], respectively,
For any given point Φ˜K = (W˜1, · · · , W˜K), the following QL,Φ˜K (ΦK) is a well-defined
proximal map for the non-smooth R,
QL,Φ˜K (ΦK) = Q(W˜) +R(ΦK) +
K∑
k=1
L
2
~Wk − W˜k~2F +
K∑
k=1
〈∇WkQ(W˜),Wk − W˜k〉
ifQ(W) has Lipschitz continuous gradient with Lipschitz modulus L. Then, according
to the Lemma 2.1 in [6], the inequality f(ΦK) ≤ QL,Φ˜K (ΦK) holds indicating that
QL,Φ˜K (ΦK) is the upper bound of f(ΦK).
Then, the update of the extrapolated point, W˜rk , is defined as
W˜rk =Wr−1k +
(
sr−1 − 1
sr
)
(Wr−1k −Wr−2k ), (3.1)
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where sr is a scalar and updated at each iteration as:
sr+1 =
1 +
√
1 + 4(sr)2
2
. (3.2)
The optimal solution to problem Eq.(2.6) is equivalent to solving the following prob-
lem
min
ΦK
K∑
k=1
〈∇WkQr,Wk − W˜rk〉+
K∑
k=1
L
2
~W − W˜rk~2F +R(ΦK) (3.3)
for a solution set ΦK , where all ∇W1Qr, · · · ,∇WKQr are the partial derivatives of Q
computed at Φ˜rK , and L actives as a learning step size.
Since there is no interacting term among Wks in Eq.(3.3), the problem can be
decomposed into K separate subproblems as follows:
min
Wk
〈∇WkQr,Wk − W˜rk〉+
L
2
~Wk − W˜rk~2F + λk
nk∑
i=1
~(Wk)(i)(k)~F (3.4)
where k ∈ {1, . . . , K}. Those K subproblems share the same structure and thus can
be solved following the same procedure. Hence, we only show how to solve (3.4) for
the best Wk.
Eq.(3.4) w.r.t Wk is equivalent to the following problem
min
Wk
1
2
Wk − (W˜rk − 1L∇WkQr
)2
F
+
λ1
L
nk∑
i=1
~(Wk)(i)(k)~F
after omitting constants, this problem has a closed-form solution where each sub-
tensor of Wrk is:
(Wrk)(i)(k) = max
(
0, 1− λ1
L~(Pr)(i)(k)~F
)
(Pr)(i)(k),
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and Pr = W˜rk − 1L∇WkQr.
[54] has given the gradient of QIF as:
∇WkQ = 2∇Wkg>C−1g − g>C−1∇WkCC−1g, (3.5)
where ∇Wkg is the {dN × N} matrix and ∇WkC is the 3D array with the size
{dN × dN × N}. Note that the product of a matrix to a tensor means to multiply
the matrix to each slice of the tensor and result a new tensor. If we concatenate gi
as G = [g]mi=1, then ∇WkC can be represented as
∇WkC =
(
G∇Wk(G>) +∇WkGG>
)
, (3.6)
where ∇WkG is a {dN × m × N} tensor that concatenate matrices ∇Wkgis as its
columns.
In the above discussion, the Lipschitz modulus L needs to be computed. However,
the calculation of L can be computationally expensive. We therefore follow the similar
argument in [78] to find a proper approximation L˜. Recall that the Lipschitz constant
L is defined as L = maxW λmax (∇∇Q(W)) where λmax(·) indicates the maximum
singular value of the Hessian of Q. Decomposing the Hessian matrix ∇∇QW|W→0
into M>M where M ∈ Rd(τ+1)×q and q is the rank of the Hessian matrix yields an
upper bound of L as L ≤ L˜ = ||M||∞,1||M>||∞,1. We use the upper bound L˜ as L in
our iterations. However, using this upper bound may increase the number of iterative
steps for convergence.
Algorithm 3 summarizes the steps for finding optimal Wks with k = 1, · · · , K.
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Algorithm 3: Search for optimal Wks
Input: X , y, λ1, · · · , λK
Output: solution set ΦK
1. r = 1, compute L˜ and initialize s1 = 1, W0k = W˜1k = 0 for given k = 1, · · · , K;
2. Solve Eq.(3.3) to obtain ΦrK .
3. Compute sr+1 by Eq.(3.2).
4. Compute Φ˜r+1K by Eq.(3.1).
5. r = r + 1.
Repeat 2 ∼ 5 until convergence.
3.2 Exemplar Exponential Families
The proposed algorithm is suitable for optimizing any loss function that has a Lips-
chitz continuous gradient. In this section we discuss two exemplar exponential fam-
ilies: Gaussian and Bernoulli here. We specify how to compute the gradient of the
extended score vectors, gi(W) for these distributions. The gradients will be substi-
tuted in Eq.(3.5) and Eq.(3.6) used in our algorithm.
Exemplar of Gaussian Distribution
If the outcome follows a Gaussian distribution, then y is linearly regressive in terms
of the covariates in the observations. The mean and variance of µ are calculated as:
µ
(i)
t = E(y
(i)) = 〈X (i;t),W〉,
A(i) = var
(
µ(i)
)
= I,
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so the gradient ∇Wkg at the r-th iteration can be computed as
∇Wkg = −
1
m
m∑
i=1

(
D(i)
)>
M1D
(i)
...(
D(i)
)>
MdD
(i)
 ,
where D(i) = [vect(X(i;1)), · · · , vect(X(i;n))]> is derived from ∂µ(i)/∂vect(W).
Exemplar of Bernoulli Distribution
If the generalized variables µ follow a Bernoulli distribution and the outcomes are bi-
nary variables. The relationship between the outcome and covariates can be learned
by a logistic regression which is a special case of the GLM with the Bernoulli assump-
tion. Hence, the mean of y and loss function are calculated as:
E(y(i)) = µ(i) =
exp(〈X (i),W〉)
1 + exp(〈X (i),W〉) ,
A(i) = var
(
µ(i)
)
= diag
(〈µ(i), 1− µ(i)〉) ,
X = [vect(X(i;1)), · · · , vect(X(i;n))],
A(i) = ∇WkA(i) = tendiag
((
−1
2
exp(
1
2
〈X (i),W〉) + 1
2
exp(
1
2
〈X (i),W〉)
)
X>
)
where tendiag place the {n×N} matrix into the diagonal plant of the {n× n×N}
tensor. And
D(i) = ∇Wkµ(i) =
exp(〈X (i),W〉)
(1 + exp(〈X (i),W〉))2 X
>,
D = ∇Wk∇Wkµ(i) =
exp(3〈X (i),W〉)− exp(〈X (i),W〉)
(1 + exp(〈X (i),W〉))4 ⊗
(
XX>
)
,
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where ⊗ is outer product of vector/matrix and D is an {n×N ×N} tensor. Then,
we define that
∇WkgMi =−
(
D(i)
)> (
A(i)
)− 1
2
Mi
(
A(i)
)− 1
2
D(i) +
(D(i))> (A(i))− 12 Mi (A(i))− 12 s(i)
+
(
D(i)
)> (A(i))− 12 Mi (A(i))− 12 s(i) + (D(i))> (A(i))− 12 Mi (A(i))− 12 s(i).
Therefore, the gradient ∇Wkg at the r-th iteration can be computed as
∇Wkg = −
1
m
m∑
i=1

∇WkgM1
...
∇WkgMd
 ,
4 Theoretical Analysis
We provide a convergence analysis for Algorithm 1 and an asymptotic analysis of the
model. We also theoretically discuss the group support in terms of the values of λk.
4.1 Convergence Analysis
In this section, we give out the convergence analysis and the convergence rate of the
proposed algorithm. We prove that our algorithm will converge to a global optimal
solution with a convergence rate of O(1/r2). The proof follows largely the arguments
in [6]. We only provide a sketch proof here.
Theorem 4. Let ΦrK = {Wr1 , · · · ,WrK} be the set of the matrix generated by Algo-
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rithm 1. Then for any k ≥ 1
f(ΦrK)− f(ΦˆK) ≤
2L˜
∑K
k=1 ~W0k − Wˆk~2F
(r + 1)2
where ΦˆK = (Wˆ1, · · · , WˆK) is a globally optimal solution set of
min
Wk,k=1,··· ,K
f(ΦK) = Q(W) +R(ΦK) = g(W)>C−1g(W) +
K∑
k=1
(
λk
nk∑
i=1
~(Wk)(i)(k)~F
)
(4.1)
s.t. W =
K∑
k=1
Wk.
Proof. We start with defining the following quantities
vr = f(Wr1 , · · · ,WrK)− f(Wˆ1, · · · , WˆK), ar =
2
Lr
(sr)2vr,
br =
K∑
k=1
~srWrk − (sr − 1)Wr−1k − Wˆk~2F , c =
K∑
k=1
~W˜1k − Wˆk~2F =
K∑
k=1
~W0k − Wˆk~2F ,
where W˜1k =W0k for given k = 1, · · · , K, and subsequent W˜rk for given k = 1, · · · , K
are defined by Eq.(3.1).
Following the proof of Theorem 4.4 in [6], in the first iteration, given s1 = 1, we
have a1 = 2
L1
v1, and b1 =
∑K
k=1 ~W1k −Wˆk~2F . We show that a1 + b1 ≤ c by applying
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Lemma 2.3 in [6], which yields
f(Wˆ1, · · · , WˆK)− f(Wr1 , · · · ,WrK) = −v1
≥L
1
2
K∑
k=1
~W1k − W˜1k~2F + L1
K∑
k=1
〈W˜1k − Wˆk,W1k − W˜1k〉
=
L1
2
K∑
k=1
(~W1k − Wˆk~2F − ~W˜1k − Wˆk~2F ).
Reorganizing the above inequality yields
2
L1
(s1)2v1 +
K∑
k=1
~W1k − Wˆk~2F ≤
K∑
k=1
~W˜1k − Wˆk~2F
Thus, a1 + b1 ≤ c holds.
Then, according to Lemma 4.1 in [6], we have for every h ≥ 1, ar−ar+1 ≥ br+1−br,
together with a1 + b1 ≤ c, which yields the following inequality,
c ≥ a1 + b1 ≥ a2 + b2 ≥ · · · ≥ akh+ bh ≥ ar.
Therefore, we obtain that
2
Lh
(sr)2vh ≤
K∑
k=1
~W0k − Wˆk~2F . (4.2)
Given sr is updated according to
sr+1 =
1 +
√
1 + 4(sr)2
2
,
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it is easy to show that sr ≥ (r + 1)
2
. Substituting this inequality into Eq.(4.2) yields
vh ≤
2Lh
(∑K
k=1 ~W0k − Wˆk~2F
)
(r + 1)2
.
By the Remark 3.2 in [6] and the inequality
L ≤ L˜ = ||M||∞,1||M>||∞,1,
we also know that an upper bound of Lr is L˜. Hence,
f(Wr1 , · · · ,WrK)− f(Wˆ1, · · · , WˆK) ≤
2L˜
∑K
k=1 ~W0k − Wˆk~2F
(r + 1)2
In our algorithm, we set Lr = L˜,∀r.
4.2 Asymptotic Analysis
Let w = vect(W) and Xi be a {N×n} matrix whose t-th column is vect(X(i;t)). Then
we have η(i) = XTi w and the minimization problem (2.6) is equivalent to
min
w
g(w)TC−1g(w) +
1
m
R(w, λ1, ..., λK). (4.3)
For the asymptotic property of Eq.(4.3), we require the following regularity conditions
[53]: (1) N is bounded and C converges to an invertible constant matrix C0 as m→
∞; (2) g(w) converges to g0(w) and E[g0(w)] is continuous in w; (3) The parameter
space is compact and there is a unique interior point w∗ satisfying E[g0(w
∗)] = 0; (4)
g is differentiable and ∂g
∂w
|w=wˆ converges in probability to J0 := E[∂g0∂w |w=w0 ] when wˆ
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converges in probability to w0.
Theorem 5. Assume λ1 = λ2 = ... = λK = λ are fixed in (4.3). Let wˆ be the
estimator obtained by solving (4.3) and w∗ be the true model coefficient. Then with
the regularity conditions listed above, we have
√
m(wˆ −w∗)→ N (0, (JT0 C−10 J0)−1).
Proof. The minimizer wˆ of (4.3) satisfies the equation
(
∂g
∂w
)T
C−1g − 1
2
gTC−1
(
∂C
∂w
)
C−1g +
λ
2m
∂R(w)
∂w
= 0. (4.4)
Since the second term in (4.4) is Op(m
−1) and ∂R
∂w
is bounded, solving (4.4) is asymp-
totically equivalent to solving
(J0)
>C−10 g = 0. (4.5)
Then the Central Limit Theorem yields the conclusion.
4.3 Group Support: The Value of λk
In this section, we focus on the linear model in which each component of µ(i) is
given by µ
(i)
t = 〈X(i;t),
∑K
k=1Wk〉 and the components of outcome y(i) are of the form
y
(i)
t = µ
(i)
t + s
(i)
t , where τ ≤ t ≤ T . Since the QIF in this setting is symmetric with
respect to tensors W1, ...,WK , we have for 1 ≤ k ≤ K,
∇WkQ(W)|W=W∗ = ∇WQ(W)|W=W∗ := D (4.6)
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where D = D(X , s) is a tensor with the same dimension as W .
Motivated by the algorithm, we consider the following optimization problem for
a fixed k:
min
Wk
1
2
~Wk −W∗k +D~2F +
λk
L
dk∑
j=1
~(Wk)(j)(k)~F (4.7)
Our goal is to estimate the group support for W∗k , i.e. obtain the subset S∗k ⊂
{1, 2, ..., dk} such that (W∗k)(j)(k) 6= 0 if and only if j ∈ S∗k .
Lemma 1. Assume Wˆk is a solution of (4.7). Then either
(Wˆk)(j)(k) 6= 0 and (Wˆk)(j)(k) − (W∗k)(j)(k) +D(j)(k) = −
λk
L
(Wˆk)(j)(k)
~(Wˆk)(j)(k)~F
,
or
(Wˆk)(j)(k) = 0 and ~(W∗k)(j)(k) +D(j)(k)~F ≤
λk
L
.
Proof. These conditions satisfied KKT conditions.
Lemma 2. Assume
max
1≤j≤nk
~D(j)(k)~F ≤
λk
2
. (4.8)
Then (4.7) has a solution Wˆk such that
{j : (Wˆk)(j)(k) 6= 0} := Sˆk ⊂ Sk. (4.9)
Furthermore, Sˆk = S
∗
k if λk <
L
2
minj∈S ~(W∗k)(j)(k)~F .
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Proof. For any tensor W and a set of indies S, we define (W)S(k) by
((W)S(k))(j)(k) =
 (W)
(j)
(k) if j ∈ S
0 otherwise.
Let Wˆk be a solution of the restricted version of (4.7):
Wˆk = argmin
{
1
2
(Wk)S∗k(k) − (W∗k)S∗k(k) +DS∗k(k)2
F
+
λk
L
∑
j∈S
~(Wk)(j)(k)~F
}
.
Then (Wˆk)(j)(k) = 0 for j ∈ S∗ck . From Lemma 1 and (4.8), Wˆk is a solution of (4.7)
and (Wˆk)(j)(k) satisfies
(Wˆk)(j)(k) − (W∗k)(j)(k) +D(j)(k) = −
λk
L
(A)(j)(k)
for j ∈ S∗k . Here ~(A)(j)(k)~F ≤ 1 and
(A)(j)(k) =
(Wk)(j)(k)
~(Wk)(j)(k)~F
if (Wk)(j)(k) 6= 0.
By the triangle inequality we have
~(Wˆk)(j)(k)~F ≥ minj∈S∗k ~(W
∗
k)
(j)
(k)~F −maxj∈S∗k ~(U)
(j)
(k)~F
where
(U)(j)(k) = −D(j)(k) −
λk
L
(A)(j)(k).
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Using (4.8) we deduce
max
j∈S∗k
~(U)(j)(k)~F ≤ maxj∈S∗k ~D
(j)
(k)~F +
λk
L
≤ 2λk
L
.
Thus ~(Wˆk)(j)(k)~F > 0 if 2λkL < minj∈S∗K ~(W∗k)(j)(k)~F .
Now we discuss the assumption (4.8) in Lemma 2. Suppose each entry ek;i1,i2 of
D(j)(k) independently follows a normal distribution N(0, σ2k,j;i1,i2). Then
P (~D(j)(k)~2F ≥
λ2k
4
) ≤ P (Yk,j ≥ λ
2
k
4σ2max
)
where σ2max = maxj,i1,i2 σ
2
k,j;i1,i2
and Yk,j =
∑
i1,i2
e2k;i1,i2
σ2k,j;i1,i2
follows χ2Dk with the degree
of freedom Dk =
∏
k˜ 6=k dk˜. Note that Dk is also the size of (Wk)
(j)
(k). For a random
variable Z ∼ χ2D, we have
P (Z ≥ z + (√z +
√
D)2) ≤ exp(−z). (4.10)
Applying (4.10) for z = 1
4
(√
λ2k
2σ2max
−Dk −
√
Dk
)2
yields
P (~D(j)(k)~2F ≥
λ2k
4
)
≤ exp
−1
4
(√
λ2k
2σ2max
−Dk −
√
Dk
)2 .
This indicates that to have (4.8) hold with high probability, we can choose λk >
σmax
√
2Dk.
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5 Empirical Evaluation
In this section we presented the results of both synthetic examples and real-life fMRI
example. We conducted to test the efficiency and effectiveness of the proposed method
comparing to the state-of-the-art methods.
For comparison purposes, the data that contained the continuous response were
examined by the proposed method, named as TenQIF, two baseline methods: Lin-
ear Regression (LR) and least absolute shrinkage and selection operator
(LASSO), and four marginal models: QIF [54], PQIF [5], GEE [35], PGEE [17], and
Graphical Granger Modeling [37]. For GEE and PGEE, We set the presumed correla-
tion structure as 1st-order autoregressive structure (AR(1)). Namely, corr(y
(i)
t , y
(i)
t′ ) =
α|t−t
′| for 0 < α < 1. The normalized Mean Square Error, nMSE, was employed to
evaluate the performance of the predicting models.
5.1 Synthetic Data
First, we constructed synthetic datasets to investigate whether the proposed method
can effectively discover the latent patterns along different modes. The dataset con-
tained 150 subjects with 20 time points per subject. The data at each time point
was a matrix with various sizes in {5× 5, 10× 10, 15× 15}, represented as X(i)t , i =
1, · · · , 150 and t = 1, · · · , 20. X(i)t s were generated from the normal distribution
N(0, 22). τ was set to 4. The tensor of the coefficients, W , consisted of its decom-
posed tensors, W1, W2, and W3 . Those three components were generated from the
uniform distribution U(0, 32). EachWk, k = 1, 2, 3 simulated the latent pattern along
mode-k of the coefficient tensor. Respectively,W1 had patterns (i.e. non-zero values)
in the 1st to 3rd features along mode-1, W2 had patterns in the 2nd and 3rd features
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Table 5.1: Comparison of nMSE values among our method and the other methods
on the synthetic datasets with different tensor sizes and real-life fMRI dataset.
d1 × d2 × (τ + 1) LR LASSO QIF PQIF GEE PGEE Granger TenQIF
5× 5× 5 0.903 0.833 0.766 0.755 0.903 0.851 0.316 0.014
10× 10× 5 0.947 0.851 0.812 0.684 0.944 0.863 0.419 0.017
15× 15× 5 0.975 0.863 0.842 0.827 0.921 0.883 0.565 0.024
fMRI 0.993 0.973 0.968 0.967 - - 0.925 0.741
along mode-2, and W3 selected lagged patterns at the 1st, 3rd, and 5th lagged time
points. We set the other parts of the component tensors without latent patterns to
zero and computed W = W1 +W2 +W3. We added residuals, s, and sin(t) to the
model in order to generate the outcome variables y for the subjects. The residuals
s(i) of every subject were generated from multivariate normal distribution with an
AR(1) correlation structure at α = 0.6. Thus, with different data sizes,, we have 3
different synthetic datasets. Finally, the outcome y
(i)
t was computed as
y
(i)
t = 〈X (i;t), (W1 +W2 +W3)〉+ s(i)t + sin(t).
In our implementation, we initialized all component tensors as zeros and iterated
all the methods until a certain termination condition reached. Such termination
condition could be either a maximum number of iteration steps or a small enough
change of the value of the objective function in the iteration. The hyper-parameters
were set to λ1 = λ2 = λ3 = 0.3. 80% of the subjects were randomly selected to form
the training data and the others were formed as the testing data.
Table 5.1 provides the nMSE comparison results between the proposed method
and the other 7 methods for 3 synthetic datasets. The proposed method outperformed
the traditional regression methods in all comparison scenarios in terms of predicting
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accuracy. LR and LASSO had poor results in the synthetic datasets. This might be
because the number of the records was relatively less in terms of the increasing number
of total features in the data tensor. For the marginal models, QIF-based methods
performed better than the baseline methods because they could efficiently estimate
the coefficients even though the correlation matrix was misspecified while GEE-based
methods performed poorer because they misspecified the correlation matrix. The
Graphical Granger Modeling showed relatively high performance because it modeled
the effects from lagged time points. However, its performance suffered from the high
correlations within the subjects.
As illustrations, we plotted the mode-1 unfolded matrices of the three component
tensors in Figure 5.1, which were resolved from TenQIF on the dataset of cube size
{10 × 10 × 5}. This plot was interesting because in the three dimensional case the
weight of the (i, j, k)-th entry was W(i,j,k), and we could clearly observe the selected
sub-tensors (showed as vectors or matrices in the figures.) in those three component
tensors. As shown in Figure 5.1, all 3 sub-tensors W1,W2,W3 captured the correct
patterns as expected. This compiled with the designed structure of the synthetic data
and explained the reason of achieving around 0.020 nMSE by the proposed method.
Figure 5.2 illustrated the results from the Granger modeling. The coefficient
matrix was reshaped to align the matrices in Figure 5.1. It clearly showed the wrong
selections on the first lagged time point which was due to the correlations within the
subjects.
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Figure 5.1: The model constructed by our approach TenQIF on the synthetic dataset
with cube size {10 × 10 × 5}. Red (blue) color indicates that the corresponding
features were positive (negative) predictors of the response variable. Features with
white color were not selected by the model.
Figure 5.2: The model constructed by Granger modeling on the synthetic dataset
with cube size {10× 10× 5}. The coefficient matrix is reshaped.
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5.2 fMRI Data
Functional magnetic resonance imaging or functional MRI (fMRI) is a functional neu-
roimaging procedure using MRI technology that measures brain activity by detecting
associated changes in blood flow. fMRI is an effective alternative approach to in-
vestigate the brain function related to the earliest symptoms of Alzheimer’s disease,
possibly before development of significant irreversible structural damage.
The fMRI data used in the experiment were collected by the Alzheimer’s Disease
Neuroimaging Initiative (ADNI)1. We cleaned up the fMRI data by filtering out the
incomplete or low quality observations. After data cleaning, the data we used included
147 subjects diagnosed with mild cognitive impairment (MCI) from the year of 2009
to 2016. We used the participants’ first fMRI scan as baseline and the other fMRI
scans in 6th, 12th, 18th, and 24th months of the study. 67 out of 137 brain areas
and 4 properties (CV,SA,TA,TS) out of 6 properties of the brain cortex were used
in the model.2. These properties were CV: Cortical Volume; SA: Surface Area; TA:
Thickness Average; TS: Thickness Standard Deviation. The outcome used in this
experiment was the mini-mental state examination (MMSE) score quantified by a
30-point questionnaire, which was used extensively in clinical and research settings
to measure cognitive impairment. At each time point, the MMSE score would be
evaluated from participants’ answers of the questionnaire.
20% of subjects in the dataset were used as the testing data. The lag variable
τ was set to 2 when training the model. The hyper-parameters λ1, λ2, and λ3 were
tuned in a two-fold cross validation within the training data. In other words, the
training records were further split into half: one used to build a model with a chosen
1http://adni.loni.usc.edu/
2Feature descriptions are available at http://adni.bitbucket.org/ucsffresfr.htmlFeature
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Figure 5.3: Columns, rows, and slices selected by the model for predicting MMSE
score from participants’ fMRI information.
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parameter value from a range of 1 to 20 with a step size of 0.1; and the other used
to test the resultant model. We chose the parameter values that gave the best two-
fold cross validation performance. As shown in Table 5.1, our method performed the
best predictions. Two GEE-based methods failed in the estimation of the presumed
correlation matrix.
Moreover, our approach was able to select patterns along three dimensions: among
the features, among the brain areas, and among the different lagged months. The
hyper-parameters were chosen as λ1 = 6, λ2 = 20, and λ3 = 24 for the training
data. As shown in Figure 5.3, the structural damage of AD started from 6 months
before played a major role in the development of the AD. Larger means and standard
derivations of the thickness implied a higher risk of the AD. The proposed model
selected 14 out of 68 brain areas that affected the MMSE score. According to the
selections of the brain areas, the data at Cuneus area and Transverse Temporal area in
both sides, and the data at right Inferior Parietal area, and so on might be important
to predict the cognitive impairment.
5.3 EEG Data
Human memory function can be assayed in real-time by electroencephalographic
(EEG) recording. However, the clinical utility of this method is dependent on the reli-
able determination of functionally and diagnostically relevant features. The proposed
method approaches capable of modeling non-stationary signal have been explored as
a way to synthesize large arrays of EEG data because the EEG record could be more
precisely characterized by a tensor (e.g., a 3D matrix) representing processing stages,
spatial locations, and frequency bands as individual dimensions.
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Schizophrenia (SZ, n = 40) patients and healthy control (HC, n = 20) participants
completed an EEG Sternberg task. EEG was analyzed to extract 5 frequency compo-
nents (delta, theta, alpha, beta, gamma) at 4 processing stages (baseline, encoding,
retention, retrieval) and 12 scalp sites representing central midline, and bi-lateral
frontal and temporal regions. The proposed method and comparing methods were
applied to the resulting 240 features (forming a 5 × 4 × 12 tensor) to classify cor-
rect (-1) vs. incorrect (+1) responses on a trial-by-trial basis. In this approach,
the proposed method guided the respective selection of spectral frequency, tempo-
ral (processing stages), and spatial (electrode sites) dimensions most related to trial
performance. The correlations among processing stages were also estimated by the
proposed method. Separate models were constructed for SZ and HC samples for
comparison of common and disparate feature patterns across the dimensions.
For each of the SZ and HN datasets, 1/5 of the records were randomly chosen
from every subject to form the test data and the rest of the records were used in
training. The hyperparameters λ1, λ2, and λ3 in our approach and GEE/PGEE (one
parameter) were tuned in a two-fold cross validation within the training data. We
chose the parameter values that gave the best two-fold cross validation performance,
which were λ1 = 7.5, λ2 = 5.5, λ3 = 7.4 for SZ and λ1 = 3.3, λ2 = 2.1, λ3 = 3.1 for
HN.
As shown in Figure 5.4, in both groups, task performance was most dependent
on encoding and retrieval stage activity, with higher encoding uniformly and lower
retrieval activity generally associated with better task performance across electrode
sites. This pattern appears most prominently in central alpha activity (Figure 5.4;
blue border). This indicated the same findings as in [8]. Groups differed in two
main ways: (1) centroparietal theta, beta, and gamma during encoding and retention
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Figure 5.4: Columns, rows, and slices selected by the model to predict the successes
of the memory tasks for SZ (top) and HN (bottom), respectively.
predicted higher accuracy in HC (Figure 5.4; red border), and (2) delta activity
across stages and electrodes (Figure 5.4; green border) predicted lower accuracy in
SZ. Here, the experimental results gave much clearer details of the working electrode
sites and spectral frequencies comparing to the results in [8]. The proposed method
outperformed GEE and SVM solutions according to AUC values (HC: 55.5%; SZ:
58.8% versus the best AUC 53% from the other methods). This was because the
proposed method enabled interpretation and summary across all dimensions, which
was not possible for classifiers based on single vectors.
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6 Discussion
We have proposed new learning formulations called TenQIF for longitudinal analyt-
ics, which can directly take data matrices or tensors as inputs and make predictions
on that. The proposed method can simultaneously determine the influential features
from the observations of different modes and the temporal contingency without any
alternating strategies. The model parameter tensor is computed by the summation
of K component tensors; each reflecting the selection among one mode. Moreover,
the related optimization problem can be efficiently solved by a new accelerated gra-
dient descent algorithm. Theoretical analysis shows the properties of the proposed
method. Empirical studies on both synthetic and real-life fMRI and EEG problems
demonstrate the superior performance of the proposed method.
Chapter 4
Hybrid-SDCA: A Double
Asynchronous Approach for
Stochastic Dual Coordinate Ascent
1 Introduction
The immense growth of data has made it important to efficiently solve large scale
machine learning problems. It is necessary to take advantage of modern high perfor-
mance computing (HPC) environments such as multi-core settings where the cores
communicate through shared memory, or multi-processor distributed memory settings
where the processors communicate by passing messages. In particular, a large class of
supervised learning formulations, including support vector machines (SVMs), logistic
regression, ridge regression and many others, solve the following generic regularized
risk minimization (RRM) problem: given a set of instance-label pairs of data points
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(xi, yi), i = 1, . . . , n,
min
w∈Rd
P (w) :=
1
n
n∑
i=1
φ(x>i w; yi) +
λ
2
g(w), (1.1)
where yi∈R is the label for the data point xi ∈ Rd, w ∈ Rd is the linear predictor to
be optimized, φ is a loss function that is convex with respect to its first argument, λ
is a regularization parameter that balances between the loss and a regularizer g(w),
especially the `2-norm penalty ‖w‖22.
Many efficient sequential algorithms have been developed in the past decades
to solve (1.1), e.g., stochastic gradient descent (SGD) [83], or alternating direction
method of multipliers (ADMM) [9]. Especially, (stochastic) dual coordinate ascent
(DCA) algorithm [60] has been one of the most widely used algorithms for solv-
ing (1.1). It efficiently optimizes the following dual formulation (1.2)
max
α∈Rn
D(α) := − 1
n
n∑
i=1
φ∗(−αi)− λ
2
g∗
(
1
λn
Xα
)
, (1.2)
using w(α) = ∇g∗
(
1
λn
Xα
)
, (1.3)
where φ∗, g∗ are the convex conjugates of φ, g, respectively, defined as, e.g., φ∗(u) =
maxz(zu − φ(z)) and it is known that if α∗ is an optimal dual solution then w∗ =
w(α∗) is an optimal primal solution and P (w∗) = D(α∗). The dual objective has
a separate dual variable associated with each training data point. The stochastic
DCA updates dual variables, one at a time, while maintaining the primal variables
by calculating (1.3) from the dual variables.
Recently, many efforts have been undertaken to solve (1.1) in a distributed or par-
allel framework. It has been shown that distributed DCA algorithms have comparable
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Figure 1.1: (a) A simplified view of the modern HPC system and (b) Algorithms on
this architecture.
and sometimes even better convergence than SGD-based or ADMM-based distributed
algorithms [80]. The distributed DCA algorithms can be grouped into two sets. The
first set contains synchronous algorithms in which a random dual variable is updated
by each processor and the primal variables are synchronized across the processors in
every iteration [30, 39, 80]. This approach incurs a large communication overhead.
The second set of algorithms avoids communication overhead by exploiting the shared
memory in a multi-core setting [28] where the primal variables are stored in a primary
memory shared across all the processors. Further speedups have been obtained by
using (asynchronous) atomic memory operations instead of costly locks for shared
memory updates [28, 52]. Nevertheless, this approach is difficult to scale up for big
datasets that cannot be fully accommodated in the shared memory. This leads to a
challenging question: how do we scale up the asynchronous shared memory approach
for big data while maintaining the speed up?
We address this challenge by proposing and implementing a hybrid strategy. The
modern HPC platforms can be viewed as a collection of K nodes interconnected
through a network as shown in Figure 1.1(a). Each node contains a memory shared
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among R processing cores. Our strategy exploits this architecture by equally dis-
tributing the data across the local shared memory of the K nodes. Each of the R
cores within a node runs a computing thread that asynchronously updates a random
dual variable from those associated with the data allocated to the node. Each node
also runs a communicating thread. One of the communicating threads is designated
as master and the rest are workers. After every round of H local iterations in each
computing thread, each worker thread sends the local update to the master. After
accumulating the local updates from S of the K workers, the master broadcasts the
global update to the contributing workers. However, to avoid a slower worker falling
back too far, the master ensures that in every Γ consecutive global updates there
is at least one local update from each worker. Figure 1.1(b) shows how our scheme
is a generalization of the existing approaches: for K = 1, our setup coincides with
the shared memory multi-core setting [28] and for R = 1, S = K our setup coincides
with the synchronous algorithms in distributed memory setting [30, 39, 80]. With a
proper adjustment of the parameters H,S,Γ our strategy could balance the compu-
tation time of the first setting with the communication time of the second one, while
ensuring scalability in big data applications.
Thus, our contributions are 1) we propose and analyze a hybrid asynchronous
shared memory and asynchronous distributed memory implementation (Hybrid-SDCA)
of the mostly used SDCA algorithm to solve (1.1); 2) we prove a strong guarantee of
convergence for L-Lipschitz continuous loss functions, and further linear convergence
when a smooth convex loss function is used; and 3) the experimental results using
our light-weight OpenMP+MPI implementation show that our algorithms are much
faster than existing distributed memory algorithms [30, 39], and easily scale up with
the volume of data in comparison with the shared memory based algorithms [28] as
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the shared memory size is limited.
2 Related Work
Sequential Algorithms. SGD is the oldest and simplest method of solving prob-
lem (1.1). Though SGD is easy to implement and converges to modest accuracy
quickly, it requires a long tail of iterations to reach ‘good’ solutions and also requires
adjusting a step-size parameter. On the other hand, SDCA methods are free of
learning-rate parameters and have faster convergence rate around the end [44, 46]. A
modified SGD has also been proposed with faster convergence by switching to SDCA
after quickly reaching a modest solution [60]. Recently, ‘variance reduced’ modifica-
tions to the original SGD have also caught attention. These modifications estimate
gradients with small variance as they approach to an optimal solution. Mini-batch
algorithms are also proposed to update several dual variables (data points) in a batch
rather than a single data point per iteration[66]. Mini-batch versions of both SGD
and SDCA have slower convergence when the batch size increases[57, 61]. All these
sequential algorithms become ineffective when the datasets get bigger.
Mini-batch Algorithms. To process big datasets faster researchers have pro-
posed mini-batch algorithms, in which, instead of just using a single data sample per
iteration, updates due to several data samples are ‘batched’ in each iteration. The
idea is that the updates for the data samples in a batch can be computed in parallel
using multiple processors. However, updates in a batch are tightly coupled and are
useful only for smaller batches. Mini-batch versions of both SGD and SDCA have
slower convergence when the batch size increases.
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One-shot Communication Schemes. Researchers have also tried to ‘decom-
pose’ the datasets into independent parts. Each of these parts can be solved indepen-
dently and the final solution can be reached by ‘accumulating’ the partial solutions
using a single round of communications. However, in general, the datasets from real
world cannot be easily decomposed in such a manner and hence the one-shot schemes
have very limited use.
Distributed Algorithms. In the early single communication scheme [43, 23, 42],
a dataset is ‘decomposed’ into smaller parts that can be solved independently. The
final solution is reached by ‘accumulating’ the partial solutions using a single round
of communications. This method has limited utility because most datasets cannot be
decomposed in such a way. Using the primal-dual relationship (1.3), fully distributed
algorithms of DCA are later developed where each processor updates a separate αi
which is then used to update w(α), and synchronizes w across all processors (e.g.,
CoCoA [30]). To trade off communications vs computations, a processor can solve
its subproblem with H dual updates before synchronizing the primal variable (e.g.,
CoCoA+ [39],DisDCA [80]). In [80, 39], a more general framework is proposed in
which the subproblem can be solved using not only SDCA but also any other se-
quential solver that can guarantee a Θ-approximation of the local solution for some
Θ ∈ (0, 1]. Nevertheless, the synchronized update to the primal variables has the
inherent drawback that the overall algorithm runs at a speed of the slowest processor
even when there are fast processors [1].
Parallel Algorithms. Multi-core shared memory systems have also been ex-
ploited, where the primal variables are maintained in a shared memory, removing
the communication cost. However, updates to shared memory requires synchroniza-
tion primitives, such as locks, which again slows down computation. Recent methods
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[28, 36] avoid locks by exploiting (asynchronous) atomic memory updates in modern
memory systems. There is even a wild version in [28] that takes arbitrarily one of
the simultaneous updates. Though the shared memory algorithms are faster than the
distributed versions, they have an inherent drawback of being not scalable, as there
can be only a few cores in a processor board.
Other Distributed Methods for RRM. Besides distributed DCA methods,
there are several recent distributed versions of other algorithms with faster conver-
gence, including distributed Newton-type methods (DISCO [86], DANE [62]) and
distributed stochastic variance reduced gradient method (DSVRG [33]). It has been
shown that they can achieve the same accurate solution using fewer rounds of com-
munication, however, with additional computational overhead. In particular, DISCO
and DANE need to solve a linear system in each round, which could be very expen-
sive for higher dimensions. DSVRG requires each machine to load and store a second
subset of the data sampled from the original training data, which also increase its
running time.
The ADMM [9] and quasi-Newton methods such as L-BFGS also have distributed
solutions. These methods have low communication cost, however, their inherent draw-
back of computing the full batch gradient does not give computation vs communica-
tions trade-off. In the context of consensus optimization, [82] gives an asynchronous
distributed ADMM algorithm but that does not directly apply to solving (1.1).
To the best of our knowledge, this paper is the first to propose, implement and
analyze a hybrid approach exploiting modern HPC architecture. Our approach is
the amalgamation of three different ideas – 1) CoCoA+/DisDCA distributed frame-
work, 2) asynchronous multi-core shared-memory solver [28] and 3) asynchronous
distributed approach [82] – taking the best of each of them. In a sense ours is the
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first algorithm which asynchronously uses updates which themselves have been com-
puted using asynchronous methods.
3 Algorithm
At the core of our algorithm, the data is distributed across K nodes and each node,
called a worker, repeatedly solves a perturbed dual formulation on its data partition
and sends the local update to one of the nodes designated as the master which
merges the local updates and sends back the accumulated global update to the workers
to solve the subproblem once again, unless a global convergence is reached. Let
Ik ⊆ {1, 2, . . . , n}, k = 1, . . . , K denote the indices of the data and the dual variables
residing on node k and nk = |Ik|. For any z ∈ Rn let z[k] denote the vector in Rn
defined in such a way that the ith component (z[k])i = zi if i ∈ Ik, 0 otherwise. Let
X[k] ∈ Rd×n denote the matrix consisting of the columns of the X ∈ Rd×n indexed by
Ik and replaced with zeros in all other columns.
Ideally, the dual problem solved by node k is (1.2) with X,α replaced by X[k],α[k],
respectively, and hence is independent of other nodes. However, following the efficient
practical implementation idea in [80, 39], we let the workers communicate among
them a vector v ∈ Rd, an estimate of w(α) = 1
λn
Xα that summarizes the last known
global solution α. Also following [80, 39] for faster convergence, each worker in our
algorithm solves the following perturbed local dual problem, which we henceforth call
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the subproblem:
max
δ[k]∈Rn
Qσk(δ[k]; v,α[k]) :=−
1
nk
∑
i∈Ik
φ∗(−αi−δi)−λ
S
g∗(v)
− 〈 1
n
X>[k]∇g∗(v), δ[k]〉 −
λσ
2
∥∥∥∥ 1λnX[k]δ[k]
∥∥∥∥2 (3.1)
where δ[k] denotes the local (incremental) update to the dual variable α[k] and the
scaling parameter σ measures the difficulty of solving the given data partition (see
[80, 39]) and must be chosen such that
σ ≥ σmin := ν max
α∈Rn
‖Xα‖2∑K
k=1
∥∥Xα[k]∥∥2 (3.2)
where the aggregation parameter ν ∈ [ 1
S
, 1] is the weight given by the master to each
of local updates from the contributing workers while computing the global update.
The second term in the objective of our subproblem has denominator S instead of K.
Unlike the synchronous all reduce approach in [39], our asynchronous method merges
the local updates from only S out of K nodes in each global update. By Lemma 3.2
in [39], σ := νS is a safe choice to hold condition (3.2).
3.1 Asynchronous updates by cores in a worker node
In each communication round, each worker k solves its subproblem using a parallel
asynchronous DCA method [28] on the R cores. Let the data partition Ik stored in
the shared memory be logically divided into R subparts where subpart Ik,r ⊆ Ik, r =
1, . . . , R, is exclusively used by core r. In each of the H iterations, core r chooses a
random coordinate i ∈ Ik,r and updates δ[k] in the ith unit direction by a step size ε
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Algorithm 4: Hybrid-SDCA: Worker node k
Input: Initial α[k] ∈ Rn, data partition Ik,
scaling parameter σ, aggregation parameter ν
1 v← 1
λn
Xα[k];
2 for t← 0, 1, . . . do
3 δ[k] ← 0, vold ← v;
4 for cores r ← 1, . . . , R in parallel do
5 for h← 0, 1, . . . , H − 1 do
6 Randomly pick i from Ik,r;
7 ε← argmaxεQσk(εei; v,α[k] + δ[k]);
8 δ[k] ← δ[k] + εei;
9 v
atomic←−−− v +∇g∗ ( 1
λn
Xεei
)
;
10 send ∆v← v − vold to the master;
11 receive v from the master;
12 α[k] ← α[k] + νδ[k];
computed using a single variable optimization problem:
ε = argmax
ε∈R
Qσk(εei; v,α[k] + δ[k]) (3.3)
which has a closed form solution for SVM problems [14], and a solution using an
iterative solver for logistic regression problems [81]. The local updates to v are also
maintained appropriately. While the coordinates used by any two cores and hence
the corresponding updates to δ[k] are independent of each other, there might be
conflicts in the updates to v if the corresponding columns in X have nonzero values
in some common row. We use lock-free atomic memory updates to handle such
conflicts. When all cores complete H iterations, worker k sends the accumulated
update ∆v from the current round to the master; waits until it receives the globally
updated v from the master; and repeats for another round unless the master indicates
termination.
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Algorithm 5: Hybrid-SDCA: Master node
Input: Initial α ∈ Rn, aggregation parameter ν,
barrier bound S, delay bound Γ
1 v(0) ← 1
λn
Xα; P = ∅;
2 for t← 0, 1, . . . do
3 while |P| < S or maxk Γk > Γ do
4 receive update ∆vk from some worker k;
5 P ← P ∪ {k}; Γk ← 1;
6 P(t)S ← S workers in P with oldest updates;
7 v(t+1) ← v(t) + ν∑
k∈P(t)S
∆vk; P ← P \ P(t)S ;
8 foreach k /∈ P(t)S do Γk ← Γk + 1;
9 broadcast v(t+1) to all workers in P(t)S ;
3.2 Merging updates from workers by master
If the master had to wait for the updates from all the workers, it could compute the
global updates only after the slowest worker finished. To avoid this problem, we use
bounded barrier : in each round, the master waits for updates from only a subset PS
of S ≤ K workers, and sends them back the global update v = v + ν∑k∈PS ∆vk.
However, due to this relaxation, there might be some slow workers with out-of-date v.
When updates from such workers are merged by the master, it may degrade the quality
of the global solution and hence may cause slow convergence or even divergence. We
ensure sufficient freshness of the updates using bounded delay : the master makes sure
that no worker has a stale update older than Γ rounds. This asynchronous approach
has two benefits: 1) the overall progress is no more bottlenecked by the slowest
processor, and 2) the total number of communications is reduced. On the flip side,
convergence may get slowed down for very small S or very large Γ.
Example: Figure 3.1 shows a possible sequence of important events in a run of our
algorithm on a dataset having n = 12 data points in d = 3 dimensions using K = 3
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nodes each having R = 2 cores such that each core works with only |Ik,r| = 2 data
points. The activities in solving the subproblem using H = 1 local iterations in a
round is shown in a rectangular box. For the first subproblem, core 1 and core 2 in
worker 1 randomly selects dual coordinates such that the corresponding data points
have nonzero entries in the dimensions {1, 3}, {1, 2, 3}, respectively. Each core first
reads the entries of v corresponding to these nonzero data dimensions, and then
computes the updates [0.1, 0, 0.7], [0.15, 0.5, 0.4], respectively, and finally applies these
updates to v. The atomic memory updates ensure that all the conflicting writes to v,
such as v1 in the first write-cycle, happen completely. At the end of H local iterations
by each core, worker 1 sends ∆v = [0.25, 0.5, 1.1] to the master, the responsibility of
which is shared by one of the 3 nodes, but shown separately in the figure. By this
time, the faster workers 2 and 3 already complete 3 rounds. As S = 2, the master
takes first 2 updates from P(1)S = P(2)S = {2, 3} and computes the global updates using
ν = 1. However, as Γ = 2, the master holds back the third updates from workers 2,
3 until the first update from worker 1 reaches master. The subsequent events in the
run are omitted in the figure.
4 Convergence Analysis
In this section we prove the convergence of the global solution computed by our hybrid
algorithm. For ease we prove for g(w) = ‖w‖2; the proof can be similarly extended
for other regularizers g(w). The analysis is divided into two parts. First we show that
the solution of the subproblem computed by each node locally is indeed not far from
the optimum. Using this result on the subproblem, we next show the convergence of
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Figure 3.1: Sequence of important events in an example run of Hybrid-SDCA where
n = 12, d = 3, K = 3, R = 2, S = 2,Γ = 2, ν = 1.
the global solution. Though our proofs for the two parts are based on the works [28]
and [38], respectively, we need to make significant adjustments in the proofs due to
our modified framework handling two cascaded levels of asynchronous updates.
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4.1 Near optimality of the solution to the local subproblem
Definition. For given v,α[k], a solution δ[k] to the subproblem (3.1) is said to be
Θ-approximate, Θ ∈ [0, 1), if
E
[
Qσk(δ
∗
[k]; v,α[k])−Qσk(δ[k]; v,α[k])
] ≤ Θ [Qσk(δ∗[k]; v,α[k])−Qσk(0; v,α[k])] (4.1)
where δ∗[k] is the optimum solution to (3.1).
The main challenge in using the results of [28] to prove (4.1) for the solution
returned by the parallel asynchronous stochastic DCA solver used by each worker in
Algorithm 4 is to tackle the following two modifications in our approach: 1) the solver
here solves only a part of the dual problem and 2) the subproblem is now perturbed
(see Section 3). While the first modification is simply handled by considering the
updates by the cores in worker k only, the second modification needs changes in each
step of the proof in [28], including the definition of the proximal operators Ti defined
below.
We consider the updates made in the current round by all the cores in the ascend-
ing order of the actual time point (Ukj in Figure 3.1) when the step size ε of the update
is computed (breaking ties arbitrarily) and prove (4.1) by showing sufficient progress
in between two successive updates in this order, however, under some assumptions
similar to those used in [28].
91
For all i ∈ Ik, we have following definitions:
hi(u) :=
φ∗i (−u)
n ‖xi‖2
+
λ
2
(
1
S
− 1
σ
) ‖w‖2
‖xi‖2
proxi(s) := argmin
u
1
2
(u− s)2 + hi(u)
Ti(w, s) := argmax
u
− 1
σ
λ
2
‖w‖2 − 1
n
w>xi(u− s)− λ
2
σ(
1
λn
xi(u− s))2
− 1
n
φ∗i (−u)−
λ
2
(
1
K
‖w‖2 − 1
σ
‖w‖2
)
= argmax
u
−λ
2
∥∥∥∥ w√σ +
√
σ
λn
(u− s)xi
∥∥∥∥2 − ‖xi‖2 hi(u)
= argmin
u
1
2
(
u−
(
s− λnw
>xi
σ ‖xi‖2
))2
+ hi(u),
where w ∈ Rd denotes any fixed vector and s ∈ R. prox(s) denotes the proxi-
mal operator. We can see the connection of above operator and proximal operator:
Ti(w, s) = proxi
(
s− w>xi
σ‖xi‖2
)
. Here both hi(u) and Ti(∧, s) were revised from [28] to
satisfy the subproblem 3.1.
Definition. First, we define that:
βl+1t =

Tt
(
wˆl, βlt
)
if t = i(l),
βlt if t 6= i(l)
, εl =βl+1i(l) − βli(l),
β˜l+1 =T
(
wˆl,βl
)
, β¯l+1 =T
(
w¯l,βl
)
,
where βl denotes the sequence generated by the local atomic solver and wˆl denotes
the actual values of w maintained at update l in the local atomic solver. Note that,
β˜l+1i(l) = β
l+1
i(l) and β˜
l+1 = prox
(
βl − λn
σ
X¯wˆl
)
.
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The following propositions are similar to [28]. We keep the conclusions of those
propositions for the future use in our proof.
Proposition 6.
Ei(l)
(∥∥βl+1 − βl∥∥2) = 1
n
∥∥∥β˜l+1 − βl∥∥∥2 , (4.2)
Proposition 7. ∥∥X¯w¯j − X¯wˆj∥∥ ≤ 1
λn
M
j−1∑
t=j−γ
|εt|, (4.3)
Proposition 8.
|Ti (w1, s1)− Ti (w2, s2) | ≤
∣∣∣∣∣s1 − s2 + (w1 −w2)> xi‖xi‖2
∣∣∣∣∣ , (4.4)
Proposition 9. Let M ≥ 1, q = 6(γ+1)eM√
n
, ρ = (1 + q)2, and θ =
∑γ
t=1 ρ
t/2. If
q(γ + 1) ≤ 1 and σ ≥ 1, then ρ(γ+1)/2 ≤ e, and
ρ−1 ≤ 1− 4√
n
− 4M + 4Mθ√
n
≤ 1− 4√
n
− 4M + 4Mθ
σ
√
n
, (4.5)
Proposition 10. For all j > 0, we have
D
(
αj
) ≤D (α¯j+1)− σ ∥∥xi(j)∥∥2
2
∥∥αj − α¯j+1∥∥2 , (4.6)
D
(
αj
) ≥D (α¯j+1)− Lmax
2
∥∥αj − α¯j+1∥∥2 (4.7)
Because of the atomic updates, the step size computation may not include all
the latest updates, however, we assume all the updates before the (j − γ)-th update
have already been written into v. Let X¯[k] denote the normalized data matrix where
each row is x¯>i = x
>
i /‖xi‖, i ∈ Ik. Define M[k],i = maxD⊆[d] ‖
∑
t∈D X¯[k](:,t)X[k](i,t)‖,
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M = maxk maxiM[k],i, where [d] is the set of all the feature indices, and X¯[k](:,t) is the
t-th column of X¯[k]. Moreover, Rmin is defined as the minimum value of global data
matrix, i.e., Rmin = mini=1,...,n ‖xi‖2.
Assumption 1 (Bounded delay of updates γ).
(γ + 1)2 ≤
√
nk
6eM
, where e is the Euler’s number. (4.8)
Lemma 3. Under Assumption 1, and let βl[k] = α[k] + νδ
l
[k], ρ =
(
1 + 6(γ+1)eM√
nk
)2
.
Then, the local subproblem satisfy:
E
[∥∥∥βl−1[k] − β˜l[k]∥∥∥2] ≤ ρE [∥∥∥βl[k] − β˜l+1[k] ∥∥∥2] , (4.9)
where l 6= h, represents the l-th update to ω in a local solver.
Proof. We omit the subscript [k] of the notations, which specifies the k-th data par-
tition, in the proof. We prove Eq (4.9) by induction. As shown in [28], we have
∥∥∥βl−1 − β˜l∥∥∥2 − ∥∥∥βl − β˜l+1∥∥∥2 ≤ 2 ∥∥∥βl−1 − β˜l∥∥∥∥∥∥βl − β˜l+1 − βl−1 + β˜l∥∥∥ . (4.10)
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The second of factor in the r.h.s of Eq 4.10 is bounded as follows with the revisions:
∥∥∥βl − β˜l+1 − βl−1 + β˜l∥∥∥
≤∥∥βl − βl−1∥∥+ ∥∥∥∥prox(βl − λnσ X¯wˆl
)
− prox
(
βl−1 − λn
σ
X¯wˆl−1
)∥∥∥∥
≤∥∥βl − βl−1∥∥+ ∥∥∥∥(βl − λnσ X¯wˆl
)
−
(
βl−1 − λn
σ
X¯wˆl−1
)∥∥∥∥
≤2 ∥∥βl − βl−1∥∥+ λn
σ
∥∥X¯wˆl − X¯wˆl−1∥∥
=2
∥∥βl − βl−1∥∥+ λn
σ
∥∥X¯wˆl − X¯w¯l + X¯w¯l − X¯w¯l−1 + X¯w¯l−1 − X¯wˆl−1∥∥
≤2 ∥∥βl − βl−1∥∥+ λn
σ
(∥∥X¯w¯l − X¯w¯l−1∥∥+ ∥∥X¯wˆl − X¯w¯l∥∥+ ∥∥X¯w¯l−1 − X¯wˆl−1∥∥)
≤
(
2 + 2
λn
σ
M
λn
)∥∥βl − βl−1∥∥+ 2λn
σ
M
λn
l−2∑
t=l−γ−1
|εt| (Proposition 7) (4.11)
≤
(
2 + 2
M
σ
)∥∥βl − βl−1∥∥+ 2M
σ
l−2∑
t=l−γ−1
|εt| (4.12)
No we start the induction. Although some steps may be the same as the steps in [28],
we still keep them here to make the proof self-contained.
Induction Hypothesis. We prove the following equivalent statement. For all j,
E
(∥∥∥βl−1 − β˜l∥∥∥2) ≤ ρE(∥∥∥βl − β˜l+1∥∥∥2) ,
Induction Basis. When l = 1,
E
(∥∥∥β0 − β˜1∥∥∥2)− E(∥∥∥β1 − β˜2∥∥∥2) ≤2E (∥∥∥β0 − β˜1∥∥∥∥∥∥β1 − β˜2 − β0 + β˜1∥∥∥)
≤
(
4 + 4
M
2
)
E(
∥∥∥β0 − β˜1∥∥∥∥∥β0 − β1∥∥).
By Proposition 6 and AM-GM inequality, which for any b1, b2 > 0 and any c > 0, we
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have
b1b2 ≤ 1
2
(
cb21 + c
−1b22
)
(4.13)
Therefore, we have
E
(∥∥∥β0 − β˜1∥∥∥∥∥β0 − β1∥∥) ≤1
2
E
(√
n
∥∥β0 − β1∥∥2 + 1√
n
∥∥∥β0 − β˜1∥∥∥2)
=
1
2
E
(
1√
n
∥∥∥β0 − β˜1∥∥∥2 + 1√
n
∥∥∥β0 − β˜1∥∥∥2) (Proposition 6)
=
1√
n
E
(∥∥∥β0 − β˜1∥∥∥2)
Therefore,
E
(∥∥∥β0 − β˜1∥∥∥2)− E(∥∥∥β1 − β˜2∥∥∥2) ≤ ( 4√
n
+
4M
σ
√
n
)
E
(∥∥∥β0 − β˜1∥∥∥2) ,
which implies
E
(∥∥∥β0 − β˜1∥∥∥2) ≤ (1− 4√
n
− 4M
σ
√
n
)−1
E
(∥∥∥β1 − β˜2∥∥∥2) ≤ ρE(∥∥∥β1 − β˜2∥∥∥2) ,
where the last inequality is based on Proposition 9 and the fact θM ≥ 1.
Induction Step. By the induction hypothesis, we assume
E
(∥∥∥βt−1 − β˜t∥∥∥2) ≤ ρE(∥∥∥βt − β˜t+1∥∥∥2) ∀t ≤ l − 1. (4.14)
To show
E
(∥∥∥βl−1 − β˜l∥∥∥2) ≤ ρE(∥∥∥βl − β˜l+1∥∥∥2) ,
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we firstly show that for all t < j,
E
(∥∥βt − βt+1∥∥∥∥∥βl−1 − β˜l∥∥∥)
≤1
2
E
(√
nρ(t+1−l)/2
∥∥βt − βt+1∥∥2 + 1√
n
ρ(l−1−t)/2
∥∥∥βl−1 − β˜l∥∥∥2) (Eq. 4.13)
=
1
2
E
(√
nρ(t+1−l)/2E
(∥∥βt − βt+1∥∥2)+ 1√
n
ρ(l−1−t)/2
∥∥∥βl−1 − β˜l∥∥∥2)
=
1
2
E
(
1√
n
ρ(t+1−l)/2
∥∥∥βt − β˜t+1∥∥∥2 + 1√
n
ρ(l−1−t)/2
∥∥∥βl−1 − β˜l∥∥∥2) (Proposition 6)
≤1
2
E
(
1√
n
ρ(t+1−l)/2ρl−t−1
∥∥∥βl−1 − β˜l∥∥∥2 + 1√
n
ρ(l−1−t)/2
∥∥∥βl−1 − β˜l∥∥∥2) (Eq. 4.14)
≤ρ
(l−1−t)/2
√
n
E
(∥∥∥βl−1 − β˜l∥∥∥2) . (4.15)
Let θ =
∑γ
t=1 ρ
t/2. We have
E
(∥∥∥βl−1 − β˜l∥∥∥2)− E(∥∥∥βl − β˜l+1∥∥∥)
≤E
(
2
∥∥∥βl−1 − β˜l∥∥∥((2 + 2M
σ
)∥∥βl−1 − βl∥∥+ 2M
σ
∥∥βt−1 − βt∥∥)) (Eq. 4.10,Eq. 4.11)
=
(
4 + 4
M
σ
)
E
(∥∥∥βl−1 − β˜l∥∥∥∥∥βl−1 − βl∥∥)+ 4M
σ
l−1∑
t=l−γ−1
E
(∥∥∥βl−1 − β˜l∥∥∥∥∥βt−1 − βt∥∥)
≤4σ + 4M
σ
√
n
E
(∥∥∥βl−1 − β˜l∥∥∥2)+ 4M
σ
√
n
E
(∥∥∥βl−1 − β˜l∥∥∥) l−2∑
t=l−γ−1
ρ(l−1−t)/2 (Eq. 4.15)
≤4σ + 4M
σ
√
n
E
(∥∥∥βl−1 − β˜l∥∥∥2)+ 4M
σ
√
n
θE
(∥∥∥βl−1 − β˜l∥∥∥)
≤
(
4√
n
+
4M + 4Mθ
σ
√
n
)
E
(∥∥∥βl−1 − β˜l∥∥∥2)
which implies that
E
(∥∥∥βl−1 − β˜l∥∥∥2) ≤ 1
1− 4√
n
− 4M+4Mθ
σ
√
n
E
(∥∥∥βl − β˜l+1∥∥∥2) ≤ ρE(∥∥∥βl−1 − β˜l∥∥∥2)
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by Proposition 9.
Definition (Global error bound). For a convex function f : Rn → R, the optimization
problem: minβ f(β) admits a global error bound if there is a constant κ such that
‖β − PS(β)‖ ≤ κ ‖T (β)− β‖ , (4.16)
where PS(·) is the Euclidean projection to the set of optimal solutions, and T : Rn →
Rn is the operator defined as
Ti(β) = arg min
u
f (β + (u− βi)et) ∀i ∈ [n].
The optimization problem admits a relaxed condition called global error bound from
the beginning if (4.16) holds for any β satisfying f(β) ≤ F for some constant F .
Assumption 2. The local subproblem formulation (3.1) admits global error bound
from the beginning for F = Q(δ
(j)
[k] ; v
(j),α
(j)
[k] ) and any update j.
The global error bound helps prove that our subproblem solver achieves significant
improvement after each update. It has been shown that when the loss functions are
hinge loss or squared hinge loss, the local subproblem formulation (3.1) does indeed
satisfy global error bound condition [28].
Assumption 3. The local subproblem objective (3.1) is Lmax-Lipschitz continuous.
Assumption 4 (Bounded M,Lmax).
2Lmax
(
1 +
e2γ2M2
σ2nk
)(
e2γ2M2
σ2nk
)
≤ 1
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Lemma 4. When Assumptions 1-4 hold, the solutions computed in two successive
updates by the local subproblem solver has a linear convergence rate in expectation,
i.e.,
E
[
Qσk(δ
∗
[k])−Qσk(δ(j)[k] )
]
≤ η
[
Qσk(δ
∗
[k])−Qσk(δ(j−1)[k] )
]
where δ
(j)
[k] is the δ[k] after the jth update,
η = 1− κRmin
2nLmax
(
1−2Lmax
Rmin
(
1+
e2γ2M2
σ2n˜
)(
e2γ2M2
σ2n˜
))
,
and n˜ = maxk nk is the size of the largest data part. Moreover, δ
(H)
[k] is a Θ-
approximate solution for
Θ = ηH . (4.17)
Proof. We also omit the subscript [k] of the notations in the proof. We can bound the
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expected distance E
(∥∥∥β¯j+1 − β˜l+1∥∥∥2) by the following derivation.
E
(∥∥∥β¯l+1 − β˜l+1∥∥∥2) =E( n∑
t=1
(
Tt(w¯
l, βlt)− Tt(wˆl, βlt)
)2)
≤E
 n∑
t=1
(
λn
(
w¯l − wˆl)> xt
σ ‖xt‖2
)2 (Proposition 8)
=
λ2n2
σ2
E
(∥∥X¯ (w¯l − wˆl)∥∥2)
≤ M
2
λ2n2
λ2n2
σ2
E
( l−1∑
t=l−γ
∥∥βt − βt+1∥∥)2
 (Proposition 7)
≤M
2
σ2
E
(
γ
(
l−1∑
t=l−γ
∥∥βt − βt+1∥∥2)) (Cauchy Schwarz Inequality)
≤γM
2
σ2
E
(
γ
(
γ∑
t=1
ρt
∥∥βl − βl+1∥∥2)) (Lemma 3)
≤γM
2
σ2n
(
γ∑
t=1
ρt
)
E
(∥∥∥βl − β˜l+1∥∥∥2) (Proposition 6)
≤γ
2M2
σ2n
ργE
(∥∥∥βl − β˜l+1∥∥∥2)
≤γ
2M2e2
σ2n
E
(∥∥∥βl − β˜l+1∥∥∥2) . (Proposition 9) (4.18)
(4.19)
Moreover,
E
(∥∥∥β¯l − βl+1∥∥∥2) =E(∥∥∥β¯l+1 − β˜l+1 + β˜l+1 − βl∥∥∥2)
≤E
(
2
(∥∥∥β¯l+1 − β˜l+1∥∥∥2 + ∥∥∥β˜l+1 − βl∥∥∥2)) (Cauchy − Schwarz)
≤2
(
1 +
γ2M2e2
σ2n
)
E
(∥∥∥β˜l+1 − βl∥∥∥2) (4.20)
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The bound of the increase of local objective function value by
E
(
D
(
βl+1
))− E (D (βl))
=E
(
−
(
D
(
βl
)−D (β¯l+1)))− E((D (β¯l+1)−D (βl+1)))
≥E
(
σ
∥∥xi(l)∥∥2
2
∥∥∥βl − β¯l+1∥∥∥2)− E(Lmax
2
∥∥∥βl+1 − β¯l+1∥∥∥2) (Proposition 10)
≥Rmin
2n
E
(∥∥∥βl − β¯l+1∥∥∥2)− Lmax
2n
E
(∥∥∥β˜l+1 − β¯l+1∥∥∥2)
≥Rmin
2n
E
(∥∥∥βl − β¯l+1∥∥∥2)− Lmax
2n
γ2M2e2
σ2n
E
(∥∥∥β˜l+1 − βl∥∥∥2) (Eq. 4.18)
≥Rmin
2n
E
(∥∥∥βl − β¯l+1∥∥∥2)− 2Lmax
2n
γ2M2e2
σ2n
(
1 +
γ2M2e2
σ2n
)
E
(∥∥∥β¯l+1 − βl∥∥∥2) (Eq. 4.20)
≥Rmin
2n
(
1− 2Lmax
2n
(
1 +
γ2M2e2
σ2n
)(
γ2M2e2
σ2n
))
E
(∥∥∥β¯l+1 − βl∥∥∥2)
≥κRmin
2n
(
1− 2Lmax
2n
(
1 +
γ2M2e2
σ2n
)(
γ2M2e2
σ2n
))
E
(∥∥PS (βl)− βl∥∥2)
≥ κRmin
2nLmax
(
1− 2Lmax
2n
(
1 +
γ2M2e2
σ2n
)(
γ2M2e2
σ2n
))
E
(
D∗ −D (βl))
Therefore,
D∗ − E (D (βl+1)) =D∗ − E (D (βl))− (E (D (βl+1)− E (D (βl))))
≤η (D∗ − E (D (βl)))
Let us assume that β∗[k] is the optimal solution of the subproblem 3.1 denotes as:
β∗[k] = arg max
β[k]∈Rnk
D(β[k]; w¯). (4.21)
According to above proof of Lemma 4, the local atomic solver has a linear convergence
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rate in expectation, that is,
D(β∗[k]; w¯)− E
(
D(βj+1[k] ; w¯)
)
≤ η
(
E
(
D(β∗[k]; w¯)−D(βj[k]; w¯)
))
It is obvious that Θ = ηH . Thus, we can easily get the induction as
D(β∗[k]; w¯)− E
(
D(βH[k]; w¯)
) ≤ η (D(β∗[k]; w¯)− E(D(βH−1[k] ; w¯)))
≤η2
(
E
(
D(β∗[k]; w¯)−D(βH−2[k] ; w¯)
))
≤ · · · ≤ Θ (D(β∗[k]; w¯)− E (D(β0[k]; w¯))) .
Notice that β0[k] are the start points of the local atomic solver and β
H
[k] are the final
results of β[k] of the local atomic solver. So the following equations hold for the global
problem:
β0[k] = α[k]
βH[k] − β0[k] = δ[k]
β∗[k] − β0[k] = δ∗[k]
Therefore, we have:
E
[
Qσk(δ
∗
[k]; v,α[k])−Qσk(δ[k]; v,α[k])
] ≤ Θ [Qσk(δ∗[k]; v,α[k])−Qσk(0; v,α[k])]
with Θ = ηH .
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4.2 Convergence of global solution
Although we showed that the local subproblem solver outputs a Θ-approximate so-
lution, we cannot directly apply the results of [38] for the global solution because
our algorithm uses updates from only a subset of workers which is unlike the syn-
chronous all-reduce of the updates from all workers used in [38]. We need to handle
this asynchronous nature of the global updates, just like we handled asynchronous
updates for the local subproblem. Let us consider the global updates in the order
the master computed them (at time Umt in Figure 3.1). Let α
(t) denote the value of
α distributed across all the nodes at the time master computed tth global update
v(t). If k ∈ P(t)S then the update δ(t)[k] has already been included in v(t). However, if
k /∈ P(t)S then it may not be included. Let ξ be such that for all l ≤ ξ and for all k,
δ
(l)
[k] has been included in v
(t). By the design of our algorithm, t− Γ ≤ ξ ≤ t− 1. Let
αˆ(t) be defined as follows: αˆ
(t)
[k] = α
(t)
[k],∀k ∈ P(t)S and = α(ξ)[k] for the latest ξ for which
the update is already included in global v, ∀k /∈ P(t)S . Let w(t), wˆ(t) be w(α(t)) and
w(αˆ(t)) respectively. Note that w(t) = wˆ(t) + 1
λn
∑t−1
l=ξ Xδ
(l).
Lemma 5. For any dual α(t), δ(t) ∈ Rn, primal wˆ(t) = w(αˆ(t)) and real values ν, σ
satisfying (3.2), it holds that
D
α(t) + ν ∑
k∈P(t)S
δ
(t)
[k]
 ≥ (1− ν)D(αˆ(t))− λ
2
(
∥∥w(t)∥∥2 − ∥∥∥wˆ(t)∥∥∥2)
+ν
∑
k∈P(t)S
Qσk
(
δ
(t)
[k]; wˆ
(t),α
(t)
[k]
)
− ν
n
∑
k∈P(t)S
(w(t) − wˆ(t))>Xδ(t)[k]. (4.22)
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Proof. Assume that I = ⋃k∈PS Ik. Then, we have
D
(
α + ν
∑
k∈PS
δ[k]
)
=− 1
n
n∑
i=1
φ∗i
−αi − ν(∑
k∈PS
δ[k]
)
i

− λ
2
∥∥∥∥∥ 1λnX
(
α + ν
∑
k∈PS
δ[k]
)∥∥∥∥∥
2
=− 1
n
∑
i/∈I
φ∗i (−αi)−
1
n
∑
k∈PS
(∑
i∈Ik
φ∗i (−(1− ν)αi − ν(α + δ[k])i)
)
− λ
2
‖w(α)‖2 + 2ν
λn
∑
k∈PS
w(α)>Xδ[k] +
( ν
λn
)2 ∥∥∥∥∥∑
k∈PS
Xδ[k]
∥∥∥∥∥
2

≥− 1
n
∑
k∈PS
(∑
i∈Ik
((1− ν)φ∗i (−αi) + νφ∗i (−(α + δ[k])i))
)
− λ
2
‖wˆ‖2 + 2ν
λn
∑
k∈PS
wˆ>Xδ[k] +
( ν
λn
)2 ∥∥∥∥∥∑
k∈PS
Xδ[k]
∥∥∥∥∥
2

− ν
n
∑
k∈PS
(w − wˆ)>Xδ[k] − λ
2
(‖w‖2 − ‖wˆ‖2)− 1
n
∑
i/∈I
φ∗i (−αi)
=− 1
n
∑
k∈PS
(∑
i∈Ik
(1− ν)φ∗i (−αi)
)
− (1− ν)λ
2
‖w(αˆ)‖2︸ ︷︷ ︸
(1−ν)D(αˆ)
+ ν
∑
k∈Pk
(
− 1
n
∑
i∈Ik
φ∗i (−(α + δ[k])i)−
1
K
λ
2
‖w(αˆ)‖2
− 1
n
w(αˆ)>Xδ[k] − λ
2
σ
∥∥∥∥ 1λnXδ[k]
∥∥∥∥2
)
− ν
n
∑
k∈PS
(w − wˆ)>Xδ[k] − λ
2
(‖w‖2 − ‖wˆ‖2)− 1
n
∑
i/∈I
φ∗i (−αi)
=(1− ν)D(αˆ) + ν
∑
k∈PS
Qσk(δ[k];α[k], wˆ)
− ν
n
∑
k∈PS
(w − wˆ)>Xδ[k] − λ
2
(‖w‖2 − ‖wˆ‖2)− 1
n
∑
i/∈I
φ∗i (−αi).
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Assumption 5. There exists a % < e
2
Γ+1 such that
∥∥∥δ(t−1)∥∥∥2 ≤ %∥∥∥δ(t)∥∥∥2 . (4.23)
Lemma 6. If φ∗i are all (1/µ)-strongly convex and Assumptions 1-5 are satisfied then
for any s ∈ [0, 1], any round t of Algorithm 5 satisfies
E[D(α(t+1))−D(α(t))] ≥ Ψ(1−Θ)
(
sG(αˆ)− σ
2λ
( s
n
)2
Rˆ
)
(4.24)
where
Ψ :=ν
(
1− Γ
2eMLmax
4λn2
− SMLmax
4n
)
≤ 1, and (4.25)
Rˆ :=− λµn(1− s)
σs
‖uˆ− αˆ‖2 +
∑
k∈PS
∥∥X(uˆ− αˆ)[k]∥∥2 , (4.26)
for uˆ ∈ Rn with −uˆi ∈ ∂φi(w(αˆ)>xi).
Proof. For sake of notation, we will write α instead of αt, w instead of w(αt), wˆ
instead of w(αˆ), and δ instead of δt.
Now, the expected change of the dual objective is
E[D(αt)−D(α(t+1))] =E[D(αt)−D(αˆ) +D(αˆ)−D(α(t+1))]
=E[D(αt)−D(αˆ)] + E[D(αˆ)−D(α(t+1))]
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Thus, it is a summation of two parts. Let us estimate both parts as following,
E[D(αt)−D(αˆ)] =E
[
− 1
n
∑
i/∈I
φ∗i (−αi)−
1
n
∑
k∈PS
(∑
i∈Ik
φ∗i (−αi)
)
− λ
2
‖w‖2
+
1
n
∑
k∈PS
(∑
i∈Ik
φ∗i (−αi)
)
+
λ
2
‖wˆ‖2
]
=E
[
−λ
2
(‖w‖2 − ‖wˆ‖2)− 1
n
∑
i/∈I
φ∗i (−αi)
]
E[D(αˆ)−D(α(t+1))]
=E
[
D(αˆ)−D(α + ν
∑
k∈PS
δ[k])
]
≤E
[
D(αˆ)− (1− ν)D(αˆ)− ν
∑
k∈PS
Qσk(δ[k];α[k], wˆ)
]
+ E
[
ν
n
∑
k∈PS
(w − wˆ)>Xδ[k] + λ
2
(‖w‖2 − ‖wˆ‖2) + 1
n
∑
i/∈I
φ∗i (−αi)
]
(Lemma 5)
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Therefore,
E[D(αt)−D(α(t+1))]
≤E
[
−λ
2
(‖w‖2 − ‖wˆ‖2)− 1
n
∑
i/∈I
φ∗i (−αi)
]
+ E
[
D(αˆ)− (1− ν)D(αˆ)− ν
∑
k∈PS
Qσk(δ[k];α[k], wˆ)
]
+ E
[
ν
n
∑
k∈PS
(w − wˆ)>Xδ[k] + λ
2
(‖w‖2 − ‖wˆ‖2) + 1
n
∑
i/∈I
φ∗i (−αi)
]
=νE
[
D(αˆ)−
∑
k∈PS
Qσk(δ
∗
[k];α[k], wˆ)
+
∑
k∈PS
Qσk(δ
∗
[k];α[k], wˆ)−
∑
k∈PS
Qσk(δ[k];α[k], wˆ)
]
+ E
[
ν
n
∑
k∈PS
(w − wˆ)>Xδ[k]
]
≤ν
(
D(αˆ)−
∑
k∈PS
Qσk(δ
∗
[k];α[k], wˆ)
+ Θ
( ∑
k∈PS
Qσk(δ
∗
[k];α[k], wˆ)−
∑
k∈PS
Qσk(0;α[k], wˆ)︸ ︷︷ ︸
D(αˆ)
))
(Lemma 4)
+ E
[
ν
n
∑
k∈PS
(w − wˆ)>Xδ[k]
]
=ν(1−Θ)
(
D(αˆ)−
∑
k∈PS
Qσk(δ
∗
[k];α[k], wˆ)
)
+ E
[
ν
n
∑
k∈PS
(w − wˆ)>Xδ[k]
]
≤ν(1−Θ)
(
D(αˆ)−
∑
k∈PS
Qσk(δ
∗
[k];α[k], wˆ)
)
+
ν
2n
E [‖w − wˆ‖2]+ E
∥∥∥∥∥∑
k∈PS
Xδ[k]
∥∥∥∥∥
2

︸ ︷︷ ︸
A
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Note that w = wˆ + 1
λn
∑t−1
j=t−Γ Xδ
j. Now, let us bound the term A. We have
A =E
 1
λn
∥∥∥∥∥
t−1∑
j=t−Γ
Xδj
∥∥∥∥∥
2
+ E
∥∥∥∥∥∑
k∈PS
Xδ[k]
∥∥∥∥∥
2

≤E
[
Γ
λn
t−1∑
j=t−Γ
∥∥Xδj∥∥2]+ E[S ∑
k∈PS
∥∥Xδ[k]∥∥2] (Cauchy Schwarz Inequality)
≤E
[
ΓM
λn
t−1∑
j=t−Γ
∥∥δj∥∥2]+ E[SM ∑
k∈PS
∥∥δ[k]∥∥2] (Proposition 7)
≤E
[
ΓM
λn
(
t−1∑
j=t−Γ
%j
)∥∥δt−1∥∥2]+ E[SM ∑
k∈PS
∥∥δ[k]∥∥2] (By (4.23))
≤ΓMLmax
2λn
t−1∑
j=t−Γ
%j
(
D(αˆ)−
∑
k∈PS
Qσk(δ[k];α[k], wˆ)
)
+
SMLmax
2
∑
k∈PS
(
D(αˆ)−Qσk(δ[k];α[k], wˆ)
)
(Proposition 10)
Here D(αˆ) = Qσk(0;α[k], wˆ). Thus, Eq. 4.1 can be rewritten as,
E
[
Qσk(δ
∗
[k];α[k], wˆ)−Qσk(δ[k];α[k], wˆ)
] ≤Θ (Qσk(δ∗[k];α[k], wˆ)−D(αˆ))+D(αˆ)−D(αˆ)
D(αˆ)−Qσk(δ[k];α[k], wˆ) ≤(1−Θ)D(αˆ)− (1−Θ)Qσk(δ∗[k];α[k], wˆ)
D(αˆ)−Qσk(δ[k];α[k], wˆ) ≤− (1−Θ)
(
Qσk(δ
∗
[k];α[k], wˆ)−D(αˆ)
)
(4.27)
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Then, A can be bounded as,
A ≤− Γ
2MLmax
2λn
%Γ(1−Θ)
∑
k∈PS
(
D(αˆ)−Qσk(δ∗[k];α[k], wˆ)
)
− SMLmax
2
(1−Θ)
∑
k∈PS
(
D(αˆ)−Qσk(δ∗[k];α[k], wˆ)
)
(By (4.27))
≤− Γ
2eMLmax
2λn
(1−Θ)
∑
k∈PS
(
D(αˆ)−Qσk(δ∗[k];α[k], wˆ)
)
− SMLmax
2
(1−Θ)
∑
k∈PS
(
D(αˆ)−Qσk(δ∗[k];α[k], wˆ)
)
(Assumption (5))
By substituting A, we have
E[D(αt)−D(α(t+1))] ≤ν
(
1− Γ
2eMLmax
4λn2
− SMLmax
4n
)
(1−Θ)
∑
k∈PS
(
D(αˆ)−Qσk(δ∗[k])
)
E[D(αt)−D(α(t+1))] ≤Ψ(1−Θ)
∑
k∈PS
(
D(αˆ)−Qσk(δ∗[k])
)
Using the Eq. C in the proof of Lemma 5 in [39], we can show that
E[D(αt)−D(α(t+1))] ≤Ψ(1−Θ)
(
−sG(αˆ)− 1
2µ
(1− s)s 1
n
‖uˆ− αˆ‖2
+
σ
2λ
( s
n
)2 ∑
k∈PS
∥∥X(uˆ− αˆ)[k]∥∥)
=Ψ(1−Θ)
(
−sG(αˆ) + σ
2λ
( s
n
)2
Rˆ
)
Using the main results in [39] and combining Lemma 4 with Lemma 6 gives us
the following two convergence results, one for smooth loss functions and the other
for the Lipschitz continuous loss functions. The theorems use the quantities σmax =
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maxk σk, σsum =
∑
k σknk where ∀k, σk = maxα[k]∈Rn
∥∥Xα[k]∥∥2 /∥∥α[k]∥∥2.
Theorem 11. If the loss functions φi are all (1/µ)-smooth, then in T1 iterations
Algorithm 5 finds a solution with objective at most D from the optimal, i.e., E[D(α∗)−
D(α(T1))] ≤ D whenever T1 ≥ C1 log 1D where C1 = 1Ψ(1−Θ)(1 + σmaxσνλn ) and Θ is given
by (4.17). Furthermore, in T2 iterations, it finds a solution with duality gap at most
gap, i.e., E[P (w(α(T2)))−D(α(T2))] ≤ gap whenever T2 ≥ C1 log C1D .
Theorem 12. If the loss functions φi are all L-Lipschitz, then in T1 iterations Algo-
rithm 5 finds a solution with duality gap atmost gap, i.e., E[P (w(α¯))−D(α¯)] ≤ gap for
the average iterate α¯ = 1
T1−T0
∑T1−1
t=T0+1
α(t) whenever T1 ≥ T0+max{d 1Ψ(1−Θ)e, 4L
2σsumσ
λn2gapΨ(1−Θ)},
and T0 ≥ max{0, d 1Ψ(1−Θ) log 2λn
2(D(α∗−D(α(0))
4L2σsumσ
e}+ max{0, 2
Ψ(1−Θ)(
8L2σsumσ
λn2gap
−1)} and Θ
is given by (4.17).
Theorem 12 establishes the convergence for L-Lipschitz continuous loss functions,
and Theorem 11 proves a linear convergence rate for smooth convex loss functions.
5 Communication Cost Analysis
In each communication round, the algorithms based on synchronous updates on all K
nodes require 2K transmissions, each consisting of all values of v or ∆v. Half of these
transmissions are from the workers to the master and the rest are from the master to
the workers. Whereas, our asynchronous update scheme requires 2S transmissions in
each round.
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Table 6.1: Datasets
Dataset LIBSVM name n d nnz File size
rcv1 rcv1 test 677,399 47,236 49,556,258 1.2 GB
webspam webspam 280,000 16,609,143 1,045,051,224 20 GB
kddb kddb train 19,264,097 29,890,095 566,345,888 5.1 GB
splicesite splice site.t 4,627,840 11,725,480 15,383,587,858 280 GB
6 Experimental Results
We implemented our algorithm in C++ where each node runs exactly one MPI process
which in turn runs one OpenMP thread on each core available within the node and
the main thread handles the inter-node communication. We evaluated for hinge loss,
though it applies to other loss functions too, on four datasets from LIBSVM website
as shown in Table 6.1, using up to 16 nodes available with the Hornet cluster at
University of Connecticut where each node has 24 Xeon E5-2690 cores and 128 GB
main memory. The last column in Table 6.1 gives the total number of non-zero entries
in the matrix X for each of the four dataset we used.
We experimented with the following algorithms: 1) Baseline: an implementa-
tion of DCA [27], 2) CoCoA+ [38], 3) PassCoDe [28] and 4) our Hybrid-SDCA.
The algorithm parameters were varied as follows: 1) regularization parameter λ ∈
{10−3, 10−4, 10−5}, 2) local iterations H = {10000, 20000, 40000}, 3) aggregation pa-
rameters ν = 1, and 4) scaling parameter σ = K,S for CoCoA+, Hybrid-SDCA,
respective, as recommended in [38]. For different combinations of λ,H, we observed
similar patterns of results and report for λ = 10−4, H = 40000 only. The details of
other parameter values are given later.
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6.1 Comparison with existing algorithms
Figure 6.1 shows the progress of duality gap achieved by the four algorithms on three
smaller datasets. We chose the number of nodes (p ≤ K) and the number of cores
(t ≤ R) per node such that the total number of worker cores (p×t) is the same (16) for
all algorithms except Baseline. The duality gap is measured as P (v)−D(α) where
v is the estimate of w(α) shared across the nodes. When S < K, it is not possible
for the master in Hybrid-SDCA to gather the parts of P (v) from all workers at the
end of each round. We let the master temporarily store v in disk after each round
and at the end of all stipulated rounds, the workers compute the respective parts of
P (v) from the stored v and the master computes the duality gap using a series of
synchronous all-reduce computations from all the workers. The bottom row shows
the progress of the duality gap across time, while the top row shows progress across
each round that consists of a communication round in CoCoA+ and Hybrid-SDCA
whereas consists of H local updates in Baseline and PassCoDe. In this experiment,
Hybrid-SDCA uses S = p and Γ = 1 making the global updates synchronous. The
progress of baseline is slow as it applies only H updates compared to H×p×t updates
by the other algorithms. In terms of time, Hybrid-SDCA clearly outperforms both
CoCoA+, as expected, and PassCoDe which incurs a larger number of cache-misses
when many cores are used. In terms of the number of rounds, PassCoDe outperforms
both CoCoA+ and Hybrid-SDCA, as expected. However, PassCoDe is not scalable
beyond the number of cores in a single node. As the number of nodes increases, the
convergence of Hybrid-SDCA becomes slower due to the costly merging process of
many distributed updates.
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Figure 6.1: Performance of different solvers on three datasets, rcv1 (left column),
webspam (middle column), and kddb (right column), in terms of the progress of the
duality gap across the number of rounds (top row) and across the wall time taken
(bottom row).
6.2 Speedup
We ran sufficient rounds of each of the four algorithms such that the duality gap
falls below a threshold and noted the time taken by the algorithms to achieve this
threshold. Figure 6.2 shows the speedup(p, t) of all the algorithms except, Baseline,
computed as the ratio of the time taken by Baseline to the time taken by the target
algorithm on p nodes each with t cores. The thresholds used were 10−4, 10−5, 10−1
for rcv1, webspam, kddb, respectively. PassCoDe can be run only on a single node;
so we vary only the number of cores. CoCoA+ uses only 1 core per node. We ran
CoCoA+ and Hybrid-SDCA on p ∈ {2, 4, 8, 16} nodes and plotted them separately.
For each p, Hybrid-SDCA uses t ∈ {2, 4, 8, 16, 24} cores per node, however, under the
restriction that the total number of worker cores (p× t) does not exceed 144, a limit
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Figure 6.2: Speedup of different parallel or distributed solvers with respect to the
sequential implementation Baseline.
set by our HPC usage policy. When t > 8, the number of cache-misses increases due
to thread switching on the physical cores and reduces speedup for both PassCoDe and
Hybrid-SDCA. This could be improved by carefully scheduling the OpenMP threads
to the same physical cores. Nevertheless, Hybrid-SDCA has good speedup for t ≤ 8,
as evident for p = 16.
6.3 Effects of the parameter S
Figure 6.3 shows the results of varying S ∈ {2, 3, 4, 6, 8} with fixed Γ = 10 on p = 8
nodes each with t = 8 cores. When S < p/2, only a minority of the workers contribute
in a round and the duality gap does not progress below some certain level. On the
other hand, when at least half of the workers contribute in each round, it is possible to
achieve the same duality level obtained using all the workers. However, the reduction
in time per round is eventually eaten by the larger number of rounds required to
achieve the same duality gap. Nevertheless, the approach is useful for HPC platforms
with heterogeneous nodes, unlike ours, where the waiting for updates from all workers
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Figure 6.3: Effect of varying S on p = 8 worker nodes, with Γ fixed at 10.
has larger penalty per round, or for the case, where the need is to run for a specified
number of rounds and quickly achieve a reasonably good duality gap.
6.4 Effects of the parameter Γ
Figure 6.4 shows the results of varying Γ ∈ {1, 2, 3, 4, 10} with fixed S = 6 on p = 8
nodes each with t = 8 cores. We do not see much effect of Γ as the HPC platform
used for our experiments has homogeneous nodes. Our experimentation showed that
even if we use Γ = 10, the stale value at any worker was for at most 4 rounds. We
expect to see a larger variance of staleness in case of heterogeneous nodes.
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Figure 6.4: Effect of varying Γ on p = 8 worker nodes, with S fixed at 8.
6.5 Performance on a big dataset
We experimented our hybrid algorithm on the big dataset splicesite of size about
280 GB and compared with the previous best algorithm CoCoA+. Because of the
enormous size, the dataset cannot be accommodated on a single node and hence
PassCoDe cannot be run on this dataset. In this experiment, we used the number of
local iterations H = 10, 000. The results are shown in Figure 6.5 where the progress
of duality gap across the rounds of communication is shown on the left and across the
wall time on the right. To achieve a duality gap of at least 10−6 on 16 nodes, CoCoA+
took more than 300 seconds which somewhat matches the 1200 seconds (20 minutes)
time on 4 nodes reported in [38]. Hybrid-SDCA on 16 nodes each using 8 cores took
about 30 seconds to achieve the same duality gap, showing enough evidence about
the scalability of our algorithm. One could also argue that CoCoA+ can be run on all
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Figure 6.5: Performance of Hybrid-SDCA on big dataset splicesite.
these 16x8=128 cores, treating each core as a distributed node. We also experimented
with this configuration which achieved better progress on duality gap than CoCoA+
on 16 nodes, however, still performed far worse than Hybrid-SDCA in terms of both
the number of rounds and the time taken.
7 Conclusions
In this paper, we present a hybrid parallel and distributed asynchronous stochastic
dual coordinate ascent algorithm utilizing modern HPC platforms with many nodes
of multi-core shared-memory systems. We analyze the convergence properties of this
novel algorithm which uses asynchronous updates at two cascading levels: inter-cores
and inter-nodes. Experimental results show that our algorithm is faster than the state-
of-the-art distributed algorithms and scales better than the state-of-the-art parallel
algorithms.
Chapter 5
Concluding Remarks
In this dissertation, we have presented our studies toward jointly learning features and
temporal contingency for prediction in large scale datasets, where we construct two
learning models using marginal modeling and feature selection technologies as well
as a distributed asynchronous solver for solving RRM problems in a hybrid memory
system. In the first direction of the study, we propose new models to efficiently
learn relevant features and relevant lagged effects from longitudinal data with the
consideration of non-i.i.d nature of longitudinal data via GEE. Adding another layer
of difficulty, we develop a new approach to learn more complex feature structures with
the spectral and temporal information and use advanced technique, QIF, to estimate
complex correlations within the temporal data as well. Along the second direction,
we propose a novel algorithm on a hybrid memory system which consists of multiple
distributed nodes each having multiple cores and its own shared memory. We take
SDCA as an example method that can fit into our double asynchronous framework.
Our contributions in this dissertation are summarized as the following:
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• Longitudinal LASSO: Jointly Learning Features and Temporal Con-
tingency for Outcome Prediction. The proposed method makes predictions
based on lagged data from current and previous time points. It decomposes the
model coefficients into a summation of two components and impose different
block-wise least absolute shrinkage and selection operators (LASSO) to the two
components. One regularizer is used to detect the contingency of specific time
points whereas the other is used to select covariates. The proposed method
also learns simultaneously a structured correlation matrix from the data. The
correlations among the outcomes themselves imply the changing trend of the
outcomes in the proximal time points within each subject. Moreover, we de-
velop a family of methods where the outcome variable is assumed to follow
a distribution from the exponential family, including Bernoulli, Gaussian and
Poisson distributions. We provide the convergence analysis and asymptotic
analysis to show that the proposed algorithm can find the optimal solution for
the predictive models.
• Jointly Learning Multi-dimensional Features and Temporal Contin-
gency in Longitudinal Data. We propose a novel learning formulation that
constructs tensor-based predictive models as functions of covariates not only
from the current observation but also from multiple previous consecutive obser-
vations, and simultaneously determine the temporal contingency and the most
influential features along each dimension of the tensor data. The proposed
method makes predictions based on lagged data from current and previous time
points. It decompose the K-way parameter tensor into a summation of K sparse
K-way tensors. Hence, our approach formulates a convex optimization problem.
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The proposed method also learns simultaneously correlation information from
the data via QIF. The correlations among the outcomes themselves imply the
changing trend of the outcomes in the proximal time points within each subject.
We provide several theoretical results to show the properties of the proposed
model. We empirically illustrate the scenarios where the new formulation are
more suitable for temporal data.
• Hybrid-SDCA: A Double Asynchronous Approach for Stochastic Dual
Coordinate Ascent. We propose and analyze a hybrid asynchronous shared
memory and asynchronous distributed memory implementation (Hybrid-SDCA)
of the mostly used SDCA algorithm to solve RRM problems. We also prove
a strong guarantee of convergence for L-Lipschitz continuous loss functions,
and further linear convergence when a smooth convex loss function is used.
Moreover, the experimental results using our light-weight OpenMP+MPI im-
plementation show that our algorithms are much faster than existing distributed
memory algorithms, and easily scale up with the volume of data in comparison
with the shared memory based algorithms as the shared memory size is limited.
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