Abstract. Neuroimaging studies have demonstrated that neural response of auditory imagery is related to the vividness of the imagery, while whether the different vividness of auditory imagery in the human brain can be classified is unclear. In the present study, the classification of fMRI signal between high-and low-vivid groups was implemented based on support vector machine. Results showed that the classification accuracy was significant and several brain regions could reflect the vividness of auditory imagery, including left inferior parietal lobe, right anterior superior temporal gyrus and middle temporal gyrus. Besides, there was no significant differences between classifications with liner kernel and radial basis function, suggesting the results are stable and independent of kernel functions.
Introduction
The auditory imagery researches resuscitated in decades. Previous auditory imagery studies have examined auditory features (e.g., pitch, timbre, and loudness), music, environmental sounds, and language. However, due to the uncontrollability and individual differences of mental imagery, the neural representation could be affected by the vividness of imagery. Visual and auditory studies have shown that the vividness of imagery may contribute to formatting and neural activation differences in individuals [1, 2] , while few of them focus on the neural representation difference between people with distinct Imagination ability.
Recent years, the multi-voxel pattern analysis (MVPA) was used to characterize highly reproducible spatial patterns across multiple conditions [3, 4] , where the classification algorithms is widely applied in various researches [5] [6] [7] , becoming important means to mining deep neural information in human brain.
Among the machine learning algorithms, support vector machine (SVM) shows effective performance in dealing with datasets with high dimension and small sample, which makes it the most welcomed algorithm in fMRI data mining. Thus it is feasible to use MVPA to find the vividness specific regions in auditory imagery.
In this study, an event-related design was implemented, in which participants were instructed to imagine 4 categories of environmental sound following the cue words. Classification was performed successfully to distinguish the participants with high-and low-vivid auditory imagery. And classification based on radial basis function and liner kernel were compared for the best prediction performance. Results indicated the vividness specific regions were located in left inferior parietal lobe, right anterior superior temporal gyrus and middle temporal gyrus. Besides, the results were stable with different functions.
Experimental Procedure and Methods

Experimental Procedure
We used a slow event-related paradigm comprised 2 runs, each involving 24 trials. In each trial, participants initially heard a word cue, then participated in 8 s of imagery for the cued sound until a 1 s beep occurred. They were instructed not to stop engaging in imagery before the beep.
A total of 24 healthy right-handed individuals (mean age = 21.38 years, SD = 1.11 years, 12 males) took part in the study. Using the Clarity of Auditory Imagery Scale (CAIS) [8] , was used to measure the vividness of mental auditory representations of participants and divided them in two groups: highand low-vivid groups.
A 3.0 Tesla Siemens Skyra scanner with an 8-channel head coil was used for experimental scanning. A gradient-echo planar imaging (EPI) sequence (repetition time (TR) = 2000 ms, echo time (TE) = 30 ms, voxel size = 3.1 × 3.1 × 4.0 mm3, matrix size = 64 × 64, 33 slices, slice thickness = 4 mm, slice gap = 0.6 mm, FA = 90°) was used for functional data collection. To avoid any possible effects from visual input, participants wore an eye mask in the MRI machine.
Data Processing
FMRI data were preprocessed using SPM12 (http://www.fil.ion.ucl.ac.uk/spm/). Images of all participants were realigned to remove movement artifact, then coregistered and normalized to MNI space with a resampled voxel size of 3 × 3 × 3 mm using the T1 images. The normalized images were smoothed with a 6-mm Gaussian kernel.
Imagery effects were modeled using generalized linear models (GLM) analyses at the single subject and group levels. With generalized linear model (GLM), the cortex showed activation difference between participants with high and low vividness imagery were identified, then two sample t test were used to locate the cortex differed by groups. According to the peak voxel in the activation map, regions of interest (ROI) of 10 mm in radius were identified.
The unsmoothed raw data were converted to their corresponding z-scores in advance, then the normalized data was fed into the lib-SVM classifier with leave one out cross validation (LOOCV). Specifically, we trained the data of 23 participants and leave one participants to test and repeat it for 24 participants. Linear kernel and Radial Basis Function (RBF) with different gamma value (log 10 ~ log 10) and penalty coefficient (log 10 ~ log 10) were compared for more effective classification. Given the coordinates for peak voxels, 5 spherical ROIs were identified, including MTG_R, aSTG_R in temporal lobe, IFS_R, Precentral_L in frontal cortex and IPL_L. Then the classification between groups was implemented with different core function in SVM, respectively. For RBF, the classification traversed all the parameter in our given ranges, indicating that when gamma is 0.0078125 and penalty coefficient is 8, the algorithm performed the most effectively classification with above-chance accuracy. While for linear kernel, the high-and low-vivid groups were also predicted successfully by the classifier with features extracted from left IPL and right aSTG and MTG. In particular, the standard deviation of liner kernel function is lower, which means there were really quite differences between participants with RBF. However, the classification accuracies of SVM with liner kernel function was not significantly distinct from the RBF, indicating similar performance between different kernel functions.
Results
Two-sample t-test results
Discussion
In the present study, we implement the classification to distinguish the participants with high-and low-vivid auditory imagery, with RBF and liner kernel function respectively. The results showed that the neural representation could predict the vividness of auditory imagery in left IPL, right aSTG and MTG.
According to the auditory dual pathway model, the STG has been shown to be responsible for coding object identity and various complex sounds [9, 10] . Auditory association areas in STG are closely connected with auditory imagery representations [11, 12] . The IPL, part of the sensorimotor system, was shown to be responsible for motion, emotion, attention and complex auditory information as well as corresponding imagery conditions. Especially, the sensorimotor cortex was reported to be functionally associated individual differences with auditory imagery and general imagery [13] . For the pMTG/pSTS, it was generally reported to recognize natural sounds and especially the human action sounds. It could be responsible to transform multiple perceptual information into anteromedial temporal lobe [14] . It also showed significant effect when the auditory imagery was performed and the dream or fantasies were conducted [15] .
We also compared the performance of the classification with different kernel and parameters. Similar results between kernels suggest that the classification results were stable and independent of kernel functions.
