We address the problem of providing inference for parameters selected after viewing the data. A frequentist solution to this problem is using False Discovery Rate controlling multiple testing procedures to select the parameters and constructing False Coverage-statement Rate adjusted confidence intervals for the selected parameters. We argue that selection also affects Bayesian inference and present a Bayesian framework for providing inference for selected parameters. We explain the role of selection in controlling the occurrence of false discoveries in Bayesian analysis and demonstrate how to specify selection criteria. We explain the relation between our Bayesian approach and the Bayesian FDR approach. We apply our new approach to microarray data.
Introduction
The multiplicity problem is often identified in the statistical literature with the problem of selective and simultaneous inference. Benjamini and Yekutieli (2005) argue that the problem of selective inference and the simultaneity problem are two distinct problems encountered when trying to provide statistical inference for multiple parameters. Simultaneity refers to the need to provide inferences that apply to all the parameters, e.g. marginal confidence intervals that cover all the parameters with probability 0.95. A solution to this problem is Family Wise Error Rate adjusted inference. Selective inference refers to the practice of providing inference for parameters specified after viewing the data. The topic of this paper is Bayesian selective inference. We begin by describing a frequentist solution to the problem -control over the False Coverage-statement rate, discussing selective inference in Genomic association studies, and reviewing recent work on the effect of selection on Bayesian analysis. Soric (1989) asserted that the goal of many scientific experiments is to discover non-zero effects, made the important observation that it is mainly the discoveries that are reported and included into science, and warned that unless the proportion of false discoveries in the set of declared discoveries is kept small there is danger that a large part of science is untrue. Benjamini and Hochberg (1995) , hereafter BH, considered the problem of testing m null hypotheses H 1 · · · H m , of which m 0 are true null hypotheses. They referred to the rejection of a null hypothesis a discovery and the rejection of a true null hypothesis a false discovery. To limit the occurrence of false discoveries when testing multiple null hypotheses BH introduced the False Discovery Rate F DR = E{V / max(R, 1)}, where R is the number of discoveries and V is the number false discoveries, and introduced the BH multiple testing procedure that controls the FDR at a nominal level q.
Control over the false coverage-statement rate
Benjamini and Yekutieli (2005) generalized the Benjamini and Hochberg testing framework. They assumed that there are m parameters θ 1 · · · θ m , with corresponding estimators T 1 · · · T m , where the goal is to construct valid confidence intervals (CIs) for the parameters selected by a given selection criterionS(T 1 · · · T m ) ⊆ {1 · · · m}. They showed that CIs constructed for selected parameters no longer ensure nominal coverage probability, and suggested the False Coverage-statement Rate (FCR) as the appropriate criterion to capture the error for CIs constructed for selected parameters. The FCR is also defined E{V / max(R, 1)}, however R is the number of CIs constructed and V is the number of non-covering CIs. Benjamini and Yekutieli (2005) introduced a method of ensuring F CR ≤ q for any selection criterion: construct marginal 1 − R · q/m CIs for each of the R selected parameters. In cases where each θ i can be associated with a null value θ 0 i and the selection criteria are multiple testing procedures that test θ i = θ 0 i vs. θ i = θ 0 i , Benjamini and Yekutieli (2005) showed that the level q BH procedure can be expressed as the least conservative selection criterion that ensures that all level q FCR adjusted CI for selected θ i will not cover the respective θ 
Selective inference in Genomic association studies
The need to correct inference for selection is widely recognized in Genomewide association studies (GWAS). GWAS typically test association between a disease and hundreds of thousands of markers located throughout the human genome, often expressed as an odds ratio of manifesting the disease in carriers of a risk allele. Only multiplicity-adjusted significant findings are reported.
This limits the occurrence of false positives, however it introduces bias into the odds ratio estimates. Analyzing 301 published studies covering 25 different reported associations, Lohmueller et al. (2003) found that for 24 associations the odds ratio in the first positive report exceeded the genetic effect estimated by meta-analysis of the remaining studies. Zollner and Pritchard (2007) suggest correcting for the selection bias by providing point estimates and CIs based on the likelihood conditional on having observed a significant association. Zhong and Prentice (2008) further assume that in the absence of selection the log odds ratio estimator is Normally distributed. Similarly to our Bayesian analysis of the simulated example, they base their inference on a truncated normal conditional likelihood.
Selection bias in Bayesian analysis
Selection is considered to have no effect on Bayesian inference. Dawid (1994) explains "Since Bayesian posterior distributions are already fully conditioned on the data, the posterior distribution of any quantity is the same, whether it was chosen in advance or selected in the light of the data." Senn (2008) reviews the disagreement between Bayesian and frequentist approaches regarding selection. He considers the example of providing inference for µ i * , the effect of the pharmaceutical associated with the largest sample mean X i * , among a class of m compounds with X i ∼ N (µ i , 4). He first shows that if µ i are iid N (0, 1) the posterior distribution of µ i * is N (X i * /5, 4/5). He then assumes a hierarchical model in which the treatments form a compound class. The class effect is φ ∼ N (0, 1 − γ 2 ) and µ i are iid N (φ, γ 2 ). In this case he shows that the posterior distribution of µ i * is determined by the number of other compounds studied and their overall mean. He concludes that the choice of prior is a delicate matter that has considerable influence on posterior inferences, and warns that as the data set includes a single collection of means the hierarchy in the prior is conceptual, and that the researcher may need to rely on prior experience to elicit the prior. Mandel and Rinott (2007) demonstrate that Bayesian inference can be affected by selection mechanisms that change the distribution of the parameters and the data. They consider the following scenario. A scientist comes to a statistician after conducting a binomial experiment because he observed X ≤ 1 successes and was not sure how to provide statistical inference for the probability of success p. For the Bayesian analysis p is assumed to be random with prior distribution of π and the authors distinguish between two sampling models for (p, X). In the first model they assume that all experiments use the same value of p and that the selection only acts on X, and show that the posterior distribution of p is proportional to π(p) · Pr p (X = x|X ≤ 1). In the second model p and X are sampled in each experiment and selection acts on (p, X). In this case they show that the posterior distribution of p is proportional to
-hence the Bayesian analysis is unaffected by selection. Mandel 
Preliminary definitions and outline of the paper
Control over the FCR is a frequentist mechanism for providing conditional coverage probability: in Example 1.1 a random selected θ i is covered by its CI with probability ≥ 0.95. But the FCR approach suffers from several intrinsic limitations: it is impossible to incorporate prior information on the parameters; it does not provide selection adjusted point estimates or selection-adjusted inference for functions of the parameters; the selection adjustment is the same regardless of the selection criterion applied and the value of the estimator. Figure 1 suggests that the selection adjustment needed is shrinking the CIs toward 0, rather then just widening the CIs, and that smaller selection adjustments are needed for θ i with large |Y i |.
we present a comprehensive Bayesian framework for providing inference for selected parameters that does not suffer from the limitation of the FCR approach. We denote the parameter θ, the data Y , the sample space of Y is Ω. We define Bayesian selective inference as Bayesian inference provided for a function of the parameter, h(θ), that is given only if Y ∈ S Ω is observed.
The selection event S Ω ⊆ Ω corresponds to the selection criterion in the FCR approach. S Ω may be the event that the null hypothesis associated with h(θ) is rejected in some multiple testing procedure. More generally, we argue that in practice the decision to provide quantitative inference for a parameter is usually associated with making an informative qualitative statement regarding its value -i.e. making a discovery. In Genome-wide association studies the discovery is assigning a direction to the associations between disease and genetic marker; in Senn's example of providing inference for the most active compound, the discovery that θ i ≥ max j =i θ j is implicit in selecting h(θ) = θ i . Thus similarly to the use of the BH procedure in controlling the FDR, selection may also be used to control the occurrence of false discoveries in Bayesian analysis -we will consider S Ω that control the probability that the discovery associated with h(θ)
is false. Unlike Mandel and Rinott's work that considers explicit selection mechanisms, in selective inference selection is conceptual. We argue that the decision to provide inference for h(θ) only if Y ∈ S Ω is observed induces an alternative sampling model for (θ, Y ) that only allows selected realizations, and that the inference for h(θ) should be given under this alternative sampling model. We define selection-adjusted Bayesian (saBayes) inference as Bayesian inference for h(θ) based on the posterior distribution of θ given Y = y in this alternative sampling model. In Section 2 we study the effect of the selection mechanisms discussed by
Mandel and Rinott on the distribution of (θ, Y ) in order to determine the likelihood function and the prior distribution of θ under the alternative sampling model. In Section 3 we define the saBayes approach, explain how it offers FCR control and demonstrate how to specify selection criteria. We explain the relation between the saBayes approach and the Bayesian FDR approach in Section 4. We apply the saBayes approach to microarray data in Section 5. We end the paper with a Discussion.
Effect of selection on the distribution of the parameter and the data
Let θ ∼ π(θ) and let f (y| θ) be the conditional distribution of Y given θ. We consider the two selection models discussed in Mandel and Rinott (2007) and a hybrid selection model in which selection only partially acts θ, that corresponds to the case of dependent adverse event probabilities in Mandel and Rinott (2009) . To allow for the hybrid selection model we introduce a hyper-
Selection model I θ is sampled and then selection, given by S = S Ω , is applied to Y . The distribution of (θ, Y ) in this sampling model is
and the marginal distribution of θ is π S (θ) ≡ π(θ).
Selection model II Selection given by
as it is proportional to π(θ) · f (y| θ) the Bayesian inference is unaffected by selection. The marginal distribution of θ is
Selection model III λ is sampled and then selection, given by S = {(θ, y) :
the marginal distribution of θ is
and the joint distribution of (θ, y) is
Example 2.1 Consider an experiment comparing two treatments. The treatment effects are 
Effect of selection on the likelihood function and the prior distribution of θ
The effect of selection on the distribution of (θ, Y ) is determined by the position that selection is applied in the hierarchical model generating θ and Y . As the conditional distribution of Y given θ is
we define f S (y|θ) the likelihood function in the alternative sampling distribution of (θ, Y ), we call it the selection-adjusted likelihood. The prior distribution elicited for θ in the alternative sampling model, which we call the selection-adjusted prior and denote π S (θ), is determined by the way that θ is modeled in the Bayesian analysis. The distinction we make corresponds to the distinction between random and fixed effects in ANOVA. If θ is modeled a "fixed" effect generated before Y is generated and selection is applied, then Selection model I applies and π S (θ) equals π(θ), the prior elicited for θ in the Bayesian analysis under the original sampling model. Selection model II applies when θ is modeled a "random" effect generated with the data and selection is applied to θ and Y . In this case the selection-adjusted prior is π S (θ) in (3). Selection model III applies when π(θ) is a hierarchical prior with λ modeled a "fixed" effect and θ modeled a "random" effect. In this case selection-adjusted prior is π S (θ) in (5) .
Note that the distinction between "fixed" and "random" effects only applies to informative priors. Non-informative prior distributions are used to allow conditional analysis on θ when no prior information on θ is available (Berger 1985 , Section 3.3.1). As the data provides all the information on θ, a noninformative prior should also be elicited for θ in the alternative sampling model. In this paper we use the same flat non-informative priors in the original and alternative sampling models, π S (θ) ≡ π(θ).
3 Selection-adjusted Bayesian inference Definition 3.1 Selection-adjusted Bayesian (saBayes) inference is inference for h(θ) based on the selection-adjusted posterior π S (θ| y), derived by updating the selection-adjusted prior according to the selection-adjusted likelihood
for
is the vector of remaining components, then the saBayes inference is based on the marginal saBayes posterior
If the analysis involves an action δ(Y ) associated with a loss function L(h(θ), δ) then the selection-adjusted posterior expected loss is
We define the saBayes risk
Example 3.2 Example 1.1 simulates selection model II. θ i is a "random" effect sampled from
and the selection criterion |Y i | > 3.111 is applied to (θ i , Y i ), thus the saBayes posterior is
We also consider a non-informative flat prior π ni = 1. The flat prior unadjusted
and the flat prior saBayes posterior is
We provide saBayes inference for two selected components, θ 12647 and θ 90543 . 
Remark 3.3
It is important to note that the saBayes approach is inherently non-robust -an extremely unlikely value of θ with an extremely small selection probability can have a large selection-adjusted likelihood. The selectionadjusted likelihood can also be non-informative and improper -if the selection criterion only includes the observed value of Y then the selection-adjusted likelihood is constant for all parameter values. In this paper we employ selection criteria whose probability is minimized at θ = 0 and approaches 1 for large |θ|, thus the selection adjustments shrink the likelihood towards 0.
FCR control in saBayes inference
To define the FCR we assume that selective inference is provided for m functions of θ, h 1 (θ) · · · h m (θ), with corresponding selection events S 1 · · · S m , and the inference given when Y ∈ S i is declaring that
. Thus the saBayes risk (11) in saBayes inference for h i (θ) with the loss function I( To demonstrate the necessity of the independence assumption we generated 1000 additional data sets, allowing for correlation between ǫ i . In all the runs R >> 0, thus we estimate pFCR by the mean FCP. As expected, for noncorrelated ǫ i the mean FCP was 0.100 (s.e. < 0.001). Next, in each run we set corr(ǫ i , ǫ i ′ ) = 0.9 for positive θ i and θ i ′ , leaving ǫ i iid N (0, 1) for negative θ i .
In this simulation the mean FCP was 0.226 (s.e. < 0.005)
Specifying selection rules in the saBayes approach
We have argued that in practice the decision to provide quantitative inference for h(θ) is usually associated with making a discovery and that the role of selection is to control the occurrence of false discoveries. Notice that once selecting h(θ) is associated with a discovery, the indicator function corresponding to the event 'the discovery is false' is a loss function associated with selection;
the corresponding selection-adjusted posterior expected loss is the conditional probability given Y and selection that the discovery is false, and the saBayes risk is the conditional probability given selection of committing a false discovery. For example, if the discovery is declaring that θ is not equal to its null value θ 0 and the loss function is I(θ = θ 0 ), then the saBayes risk
is a loss incurred by the selection criterion that corresponds to the FDR. Thus considering S Ω based on a statistic T (Y ) given by {y : T (y) ≥ a}, we suggest choosing the value of a that yields nominal saBayes risk q. We suggest using ρ S (Y ), the selection-adjusted posterior expected loss in (10), for specifying S Ω in selection model II for which π S (θ| y), hence also ρ S (Y ) ≡ ρ(Y ), is unaffected by selection. Furthermore, since the saBayes risk incurred by selecting h(θ) in selection model II for any S Ω is
where m(y) = π(θ)f (y| θ)dθ and the denominator is the probability of selection, we get the following Neyman-Pearson Lemma type result.
Corollary 3.7
Of all selection rules with the same saBayes risk, the selection rule of the form {y : ρ(y) ≤ a} has the largest selection probability. 
which is the conditional probability given selection that sign(Y ) = sign(θ). In Example 1.1 the selection criterion |Y i | > 3.111 was used to ensure that the directional FDR is less than 0.1. For a = 3.111 the saBayes risk (18) is 0.070, whereas setting a = 2.915 yields the selection criterion for which the saBayes risk is 0.10 (due to symmetry the saBayes risk (18) equals the saBayes risk in Example 3.6). The posterior expected loss corresponding to the directional FDR is Pr πS (θ| y) (sign(θ) = sign(y)). For Y i ≥ 0 it is the conditional probability given Y i that θ i < 0. For Y = 0 it is 0.5, it equals 0.176 for Y = 3.111, and 0.10 for Y = 3.472. Thus |Y i | ≥ 3.472 is the selection criterion that ensures that the conditional probability of a directional error is less than 0.10. 
Example 3.9
In this example we simulate selection model III with the same distributions used in Example 1.1. To construct the marginal distribution of θ hierarchically we introduce a hyper-parameter λ that is either 1 or 10 with probabilities 0.1 and 0.9, and define the conditional distribution of θ given λ
We sampled 1000 λ i , and for each λ i we repeatedly sampled 
where π S (θ) is the saBayes prior in (5) for the random effect prior π ran (θ)
Since λ = 10 in 0.9 of the observations and π 1 (θ| λ = 10) is concentrated around 0, correct sign assignment is very difficult: for a = 3.111 the saBayes risk is 0.306; a = 5.620 is needed to yield saBayes risk 0.2, and a = 8.020 for saBayes risk 0.1. The 508 simulated observations with Y i > 3.111 are displayed in Figure   4 . The purple curves correspond to the selection model III saBayes posterior, which is proportional to Expression (6)
}.
Notice that for large values of |Y | it converges to the model II saBayes posterior (13) 
where P r(Y i ∈ Γ|H i = j) = y∈Γ f j (y)dy. For the multiple testing procedure each null hypothesis is associated with a rejection region Γ i , determined by Y i ; the pFDR corresponding to Γ i , denoted the q-value, is computed; and the null hypothesis H i = 0 is rejected if q-value ≤ q. A related concept is the local FDR, defined in Efron et al. (2001) as the conditional probability given Y i that
.
The multiple testing procedure based on the local FDR is reject
Bayesian FDR methodology can be expressed as saBayes inference for the two group mixture model. H i is the parameter, its prior distribution is π(
, f j is the likelihood. The selection criterion is Γ applied to (H i , Y i ) -yielding selection model II, and the selective inference is declaring H i = 1. Thus Expression (20) is the saBayes risk for the loss function I(H i = 0) and the selection-adjusted prior
and the equality in (19) , proven by Storey, is a special case of Proposition 3.4.
The local FDR is the selection-adjusted posterior expected loss for the saBayes posterior
where
The relation between the local FDR and the pFDR,
follows from definition the saBayes risk (11) . Notice that in the two group model H i is regarded a "random" effect. For comparison, if H i is modeled as a "fixed" effect then the saBayes posterior is
where π 0i is the probability, e.g. based on pre-experiment information on Gene i, that H i = 0. 
Analysis of microarray data
We apply saBayes analysis to the swirl data set (Dudoit and Yang, 2003) . The data includes 4, 8448 gene arrays, comparing RNA from Zebrafish with the swirl mutation to RNA from wild-type fish. For Gene g, g = 1 · · · 8448, the parameters are µ g the expected log2-fold change in expression due to the swirl mutation, and σ 2 g the variance of the log2-fold change in expression. Given µ g and σ 2 g , we assume thatȳ g the observed mean log2 expression ratios are independent N (µ g , σ 
We also assume that σ g is random with marginal distribution π eb (σ) of the form s 0 · ν 0 /χ 2 ν0 . The hyper-parameters, s 2 0 = 0.052 and ν 0 = 4.02, were estimated by applying the R LIMMA package (Smyth, 2005 ) eBayes function to the sample variances. We consider two priors for µ g : π ni (µ g ) = 1 a flat noninformative prior, and an eBayes prior of the form π eb (µ g ) = λ · exp(−λ · |µ g |)/2.
We chose λ = 8.5 that yielded the predictive distribution that provided the best fit to the empirical distribution ofȳ g . The null hypothesis for each gene is non-differential expression µ g = 0. We assume that all the genes are either over-expressed (µ g > 0) or under-expressed (µ g < 0) in swirl mutants. Our goal in the analysis is to specify a selection rule for which the directional error in declaring selected genes withȳ g > 0 over-expressed and declaring selected genes withȳ g < 0 under-expressed is less than 0.05, and to provide inference for the change in expression.
Specifying the selection criterion
We use the hybrid classical/Bayes analysis implemented in the R LIMMA package (Smyth, 2005) to specify the selection rule. LIMMA assumes that σ g ∼ π eb (σ) and bases the inference on the moderated t statistict g =ȳ g /(s g /2), 
is a (ν 0 + 3) degree of freedom t random variable. Thus the p-values provided in LIMMA to test differential
, where F ν is the ν degree of freedom t cdf. The default multiplicity adjustment in LIMMA is the BH procedure.
Applied at level q = 0.10 to the 8448 p-values the BH procedure yielded 245 discoveries, corresponding to the rejection region |t g | > 4.479. The observed mean log2 expression ratios and sample standard deviations of the 8448 genes are drawn in Figure 6 . The BH discoveries are the 245 observations beneath the solid blue curve |t g | = 4.479. To see why this rejection region corresponds to 0.05 directional FDR control notice that for all µ g , the probability of a directional error is less than 1 − F ν0+3 (4.479) ; thus 12.08 = 8448 · (1 − F ν0+3 (4.479)) is a conservative estimate for the number of false directional discoveries, and 0.049 = 12.08/245 is a conservative estimate for the directional FDR.
To assess the selection criterion in the saBayes approach we model σ g ∼ π eb (σ) and µ g ∼ π eb (µ g ) as "random" effects. The saBayes posterior is
and the marginal saBayes posterior of µ g is
ρ(ȳ g , s g ) the posterior expected loss corresponding to directional errors, is the conditional probability given (ȳ g , s g ) that sign(µ g ) = sign(ȳ g ). The saBayes
The saBayes risk for the selection rule |t g | > 4.479 (solid blue curve in Figure   6 ) is 0.024. While |t g | > 2.64 (dashed blue curve in Figure 6 ) is the moderated t selection criterion whose saBayes risk is 0.05, it yields 1124 discoveries.
The green curves in Figure 6 correspond to the rejection regions of the form ρ(ȳ g , s g ) < a. The solid curve corresponds to a = 0.05, and it yields 559 discoveries. The dashed curve corresponds to a = 0.088, whose saBayes risk is 0.05. According to Corollary 3.7 it has the largest selection probability of all the 0.05 saBayes risk selection rules, it yields 1271 discoveries.
Providing saBayes inference
We provide saBayes inference for µ 6239 for the selection criteria specified by the moderated t statistic. The data for Gene 6239,ȳ 6239 = −0.435 and s 2 6239 = 0.0173 thust 6239 = −4.51, is marked by a red plus sign in Figure 6 .
The marginal posterior distributions of µ 6239 are drawn in Figure 7 . The black curve corresponds to the non-informative prior unadjusted posterior The blue curves are the saBayes marginal posteriors for the non-informative prior. In this case only the prior of σ 6239 is adjusted for selection while the prior distribution of µ 6239 remains unchanged. We use Expression (4) to derive the joint saBayes posterior of (µ 6239 , σ 6239 ) saBayes methods are generalizations of Bayesian FDR methods for nondichotomous parameters, that can incorporate pre-experiment information on the parameters and non-informative priors. The inference provided in Bayesian FDR methods is the rejection of null hypotheses -i.e. just making a discovery. We argue that providing quantitative Bayesian inference is also associated with making discoveries, and suggest using the saBayes risk and posterior expected loss corresponding to these discoveries, instead of the pFDR and the local FDR, to specify the selection criteria. Thus providing saBayes inference addresses Soric's fear of including false discoveries into science and agrees with John Tukey's view on the relation between multiple testing and estimation. Tukey (1991) asserts that the primary question is determining the direction of the effects, and after an effect can be confidently declared either positive or negative, the followup question is determining the size of the effect.
We have shown that if θ is modeled as a "fixed" effect, generated before Y is generated and selection is applied, then its posterior distribution must be corrected for selection; while if it is modeled as a "random" effect, generated with Y , then its posterior distribution is unaffected by selection. Box and Tiao (1973, Section 7.2.5) assert that the sampling theory distinction between random and fixed effects should carry through to the prior models elicited for the parameters in the Bayesian approach. We would thus like to reiterate Senn's conclusion that eliciting prior models for θ is a delicate matter, specifically warning against indiscriminate use of random effect models. In the microarray analysis in Section 5 the eBayes prior random effect models assume exchangeability between the genes in the array. Exchangeability between genes is a strong assumption. While it is a reasonable assumption for σ 2 g , the expression level measurement-error variance for Gene g, it may not apply for µ g , the biological effect of the swirl mutation on the expression of Gene g. A more prudent choice may be to use a non-informative prior for µ g , or to elicit a prior distribution based on preexperimental information on Gene g and model µ g as a "fixed" effect.
In general, we suggest modeling the parameter as a "random" effect, for which the posterior expected loss is unaffected by selection, to specify selection and only use "fixed" effect prior models for providing saBayes inference. Particularly in large data sets, in which the number of potential parameters makes it easy to elicit empirical prior distributions for random-effect models, but unfeasible to elicit priors that require consideration of pre-experimental information on each potential parameter. Thus in the microarray analysis µ g and σ g were modeled as "random" effects for specifying the selection rule and selecting the subset of genes that can be provisionally declared over or under expressed. But we suggest using the saBayes posterior (27), in which µ g is elicited a non-informative prior, to determine whether the discovery can indeed be considered true and to provide quantitative inference for µ g . 
