This paper proposes an approach to deal with the problem of producing a set of cross-level fuzzy certain and possible rules from examples with hierarchical and quantitative attributes. The proposed approach combines the rough-set theory and the fuzzy-set theory to learn. Some pruning heuristics are adopted in the proposed algorithm to avoid unnecessary search. A simple example is also given to illustrate the proposed approach.
Introduction
Recently, the rough-set theory has been used in reasoning and knowledge acquisition for expert systems [1] [3] [6] . It was proposed by Pawlak in 1982 [7] with the concept of equivalence classes as its basic principle. Several applications and extensions of the rough-set theory have also been proposed. Training data in real-world applications sometimes consist of quantitative values. Fuzzy-set concepts are often used to represent quantitative data expressed in linguistic terms and membership functions in intelligent systems because of its simplicity and similarity to human reasoning. Dubois and Prade combined rough sets and fuzzy sets together in order to get a more accurate account of imperfect information [2] . In the past, we also proposed a method which combined rough-set theory and fuzzy-set theory to deal with the problem of producing a set of certain and possible rules from quantitative data [4] .
Attributes are usually organized into hierarchy in real applications. Deriving rules on multiple concept levels may thus lead to the discovery of more general and important knowledge from data. This paper thus extends our previous approach to deal with the problem of producing a set of cross-level maximally general fuzzy certain and possible rules from examples with hierarchical and quantitative attributes [5] . Some pruning heuristics are adopted in the proposed algorithm to avoid unnecessary search. Rule effectiveness for future data is also derived from these membership values.
Rough Set
The rough-set theory, proposed by Pawlak in 1982 [7] , can serve as a new mathematical tool for dealing with data classification problems. Formally, let U be a set of training examples (objects), A be a set of attributes describing the examples, C be a set of classes, and V j be a value domain of an attribute A j . Also let ) (i j v be the value of attribute A j for the i-th object Obj (i) . When two objects Obj (i) and Obj (k) have the same value of attribute A j , (that is, (i) and Obj (k) are also said to have an indiscernibility (equivalence) relation on attribute set B. These equivalence relations thus partition the object set U into disjoint subsets, denoted by U/B, and the partition including Obj (i) is denoted B(Obj (i) ). The sets of equivalence classes for subset B are referred to as B-elementary sets.
Let X be an arbitrary subset of the universe U, and B be an arbitrary subset of attribute set A. The lower and the upper approximations for B on X, denoted B * (X) and B * (X) respectively, are defined as follows: B * (X) = {x | x ∈ U, B(x) ⊆ X}, and B * (X) = {x | x ∈ U and B(x) ∩ X ≠ ∅}. Elements in B * (x) can be classified as members of set X with full certainty using attribute set B, so B * (x) is called the lower approximation of X. Similarly, elements in B * (x) can be classified as members of the set X with only partial certainty using attribute set B, so B * (x) is called the upper approximation of X. After the lower and the upper approximations have been found, the rough-set theory can then be used to derive both certain and uncertain information and induce certain and possible rules from them.
Since each certain rule derived from the lower approximation will also be derived from the upper approximation. It thus causes redundant derivation and wastes computational time. The boundary approximation is thus used in this paper. For convenience, the symbol B * (X) is used from here on to represent the boundary approximation of attribute subset B on X , instead of the upper approximation. It is defined as follows:
Hierarchical Attributes
Most of the previous studies on rough sets focused on finding certain rules and possible rules on the single concept level. However, hierarchical attributes are usually predefined in real-world applications and can be represented by hierarchy trees. Terminal nodes on the trees represent actual attribute values appearing in training examples; internal nodes represent value clusters formed from their lower-level nodes. Deriving rules on multiple concept levels may lead to the discovery of more general and important knowledge from data. The concept of equivalence classes in the rough set theory makes it very suitable for finding crosslevel certain and possible rules from training examples with hierarchical values. The equivalence class of a non-terminal-level attribute value for attribute A j can be easily found by the union of its underlying terminal-level equivalence classes for A j . Also, the equivalence class of a cross-level attribute value combination for more than two attributes can be derived from the intersection of the equivalence classes of its single attribute values. In this paper, we will propose a fuzzy-rough learning algorithm for deriving cross-level certain and possible rules from training examples with hierarchical quantitative attribute values.
Fuzzy-Rough Sets
In the past, we proposed a method which combined rough-set theory and fuzzy-set theory to deal with the classification problem [4] . It is extended here to find a set of cross-level maximally general fuzzy certain and possible rules from examples with hierarchical and quantitative attributes. Some definitions about fuzzy approximations are introduced below.
When the same linguistic term R jk of an attribute A j exists in two fuzzy objects Obj (i) (i) , is denoted B(Obj (i) ). Thus, B(Obj (i) ), B j (Obj 
Elements in B * (x) can be classified as members of set X with full certainty using attribute set B. Also, their membership values may be considered effectiveness measures of fuzzy lower approximations for future data. A low membership value with a fuzzy lower approximation means the lower approximation will have a low tolerance (or effectiveness) on future data.
On the other hand, elements in B * (x) can be classified as members of set X with only partial certainty using attribute set B, and their certainty degrees can be calculated from the membership values of elements in the boundary approximations.
The Proposed Algorithm
The details of the proposed learning algorithm are described as follows.
A learning algorithm processing hierarchical and quantitative attributes by fuzzy rough sets:
Input: A quantitative data set with n objects, m hierarchical attributes, a set of membership functions, and a valueαforα-cut. Output: A set of cross-level certain and possible rules.
Step 1: Partition the object set into disjoint subsets according to class labels. Denote each set of objects belonging to the same class C l as X l . 
is the terminal-level fuzzy equivalence class including object x and derived from the k-th fuzzy region of attribute node Step 7: Compute the fuzzy boundary approximation of each single terminal-level attribute node t j A for class X l as: Step 9: Set q = 2, where q is used to count the number of attributes currently being processed.
Step 10: Compute the fuzzy lower and the fuzzy boundary approximations of each attribute set B j with q attributes (on any levels) for class X l from the terminal level to the root level by the following substeps. Only a fuzzy region from an attribute can be put in the combination. Step 11: Set q = q + 1 and repeat Step 10 until q>m.
Step 12: Derive the certain rules from the fuzzy lower approximation B * (X l ) of any subset B, and set the membership values of elements in the lower approximation as effectiveness measures for future data.
Step 13: Remove certain rules more specific than others and keep the more general ones. Step 14: Derive the possible rules from the fuzzy upper approximation B * (X l ) of any subset B, set the membership values of elements in the upper approximation as effectiveness measures for future data, and calculate the plausibility measure of each rule for B k (x) as:
Step 15: Remove possible rules with condition parts more specific and plausibility values equal to or smaller than those of some other possible or certain rules.
Step 16: Set l = l + 1 and repeat Steps 6 to 14 until l>c.
Step 17: Output the fuzzy certain rules and fuzzy possible rules. Table 1 contains ten objects U={Obj (1) , Obj (2) , …, Obj (3) Native car:50
Building:230 Low Obj (4) Native car:42
Building:220 Low Obj (5) Native car:45
House:350 Low Obj (6) Native car:40
House:330 Low Obj (7) Native car:145 Building:1300 High Obj (8) 
Conclusion
In this paper, we have proposed a new learning algorithm based on fuzzy rough sets to find fuzzy cross-level certain and possible rules from training data with hierarchical and quantitative attribute values. The proposed method adopts the concept of fuzzy equivalence classes and uses some pruning heuristics. The fuzzy rules derived can be used to infer results from a new event with both terminal and non-terminal attribute nodes. 
