A detailed mathematical analysis is undertaken of solitary wave solutions of a system of coupled NLS equations describing second harmonic generation in optical materials with (2) nonlinearity. The so called bright-bright case is studied exclusively. The system depends on a single dimensionless parameter which includes both wave and material properties. Using variational methods, the rst rigorous mathematical proof is given that at least one solitary wave exists for all positive . Recently bound states (multi-pulsed solitary waves) have been found numerically. Using numerical continuation, the region of existence of these solutions is revealed to be 2 (0; 1) and the bifurcations occuring at the two extremes of this interval are uncovered.
Introduction
This paper concerns the application of mathematical existence theory and numerical continuation to a certain problem in nonlinear optics. The approach taken here is indicative of a method which is likely to be more generally applicable in this eld.
In recent years there has been a resurgence of interest in solitary waves occuring in optical media with quadratic or (2) nonlinearity. See 1, 2, 3, 4] and references therein. For such materials the combination of self-focusing and second-harmonic generation is of importance for example in parametric waveguides and in ultrafast all-optical switching.
The phenomena of interest in 2 dimensions (either space+time or two space dimensions) can be adequately described by a system of two coupled nonlinear Schr odinger (NLS) equations written in the general form In this article we consider only the`bright-bright' case where r = s = +1. For such a system we shall be interested in homoclinic solutions to the origin, which describe pulses of the PDE system (1: with the ratio of the amplitudes of w to v being a monotonically increasing function of w. In 3] a plausible topological argument for the existence of such a branch is given, based on the numerically computed acceleration eld of the mechanical equivalent of (1:2). Recently He et al. 3] (see also 4]) have found numerically the existence of multi-pulse homoclinic solutions which are like multiple copies of the primary solution (e.g. see Figure 1 below). However, it is not clear from these cited works for precisely what range of -values such solutions exist. Moreover Haelterman et al 4] present numerical simulations of the PDEs (1:1) that suggest that while the primary solution is stable, the multi-pulse solutions are unstable. The mode of instability depends on the size of . Nonetheless, the existence of the multi-pulse solutions is of interest in describing the interaction between primary pulses which is fundamental for optical switching devices.
The purpose of this paper is twofold. First, in Section 2, we give the rst rigorous analytic proof there is at least one homoclinic solution to (1:2) for all positive . Second, in Section 3, we provide strong numerical evidence that there are in nitely many multi-pulse homoclinic solutions for all 2 (0; 1). In particular, we shall numerically probe what happens to these solutions as ! 0 and ! 1. Finally, in Section 4 we draw conclusions and highlight some open analytical questions.
Existence of one homoclinic solution
In this section it will be shown that for the system there exists at least one solution homoclinic to the origin (corresponding physically to a pulse), for all positive . The method will be of a variational nature, using the Mountain Pass Lemma and the Concentration{Compactness ideas to be found in 6, 7, 8] . This approach has already been applied to various fourth-order wave equations; see, for example 12, 9]. Theorem 2.1 For every > 0, the system (2.1) has at least one non-trivial solution which is homoclinic to the origin.
Consider the functional I 2 C Here we take ! = 0; I(!) = 0; E = H 1 (IR; IR 2 ). We need to verify (H1) and (H2). Note that for (H1) it su ces to show 0 is a local minimum of I, while for (H2) it is enough to prove that I(Au) ! ?1 as A ! 1 for some xed u. 13, 14] ). This is in fact all that is needed, but for completeness we will show kuk 1 2kuk E , following the approach taken in 12]. We rst consider any t 2 (0; 1) and write, using the Fundamental Theorem We can do this for all intervals (n; n + 1); n = 0; 1; 2; : : :; and similarly for v(t). Putting these results together, we obtain:
by the previous lemma.
Note that
Now we verify (H1) and (H2 
4). In order to
prove the existence of a nontrivial critical point of I (corresponding to a homoclinic solution of (2.1)),
we still need to:
Pick a`limit' functionû of u n (in some appropriate sense).
Show thatû is non-trivial.
Show that I 0 (û) = 0 for all = ( ; ) 2 H 1 (IR; IR 2 ).
The following lemmata will be useful:
Lemma 2.4 Take I as given in (2.2). Any sequence fu n g H 1 (IR; IR 2 ) satisfying (2.4) must be bounded.
Proof Suppose that fu n g = f(w n ; v n )g satis es (2.4), but ku n k ! 1 as n ! 1 (where k k can be either k k I or k k H 1 ). It follows that: by (2.9) and (2.10). We can also write I 0 (u n )u n = ku n k 2 I ? 3 1
Dividing through by ku n k 2 and letting n ! 1 gives 0 = 1 ? 3(0) = 1 which is a contradiction. Therefore fu n g must be bounded. Lemma 2.5 Let fu n g = f(w n ; v n )g H 1 (IR; IR 2 ) be a sequence satisfying (2.4), where I is given by (2.2), then sup t2IR jv n (t)j > a for all n su ciently large, for some a > 0.
Proof Taking the limit n ! 1 of (2.11), and using the boundedness proved in Lemma 2. Without loss of generality assume fu n ( )g = f(w n ( ); v n ( ))g is such that the statement in Lemma 2.5 holds for every n. Then, for each n choose t n such that ju n (t n )j jv n (t n )j a where a > 0 is the lower bound given in Lemma 2.5. De ne U n (t) (W n (t); V n (t)) = (w n (t n + t); v n (t n + t)) u n (t n + t) (2.13) for all t 2 IR. Observe that I(U n ) = I(u n ) and fU n g is bounded in H 1 (IR; IR 2 ). This implies that there exists a subsequence of fU n g (which we shall also denote by fU n g) that converges weakly to a unique limit functionÛ 2 H 1 (IR; IR 2 ), as H 1 (IR; IR 2 ) is a Hilbert space. That is: hU n ; i ! hÛ; i for all 2 H 1 (IR; IR 2 ) (2.14)
(where the inner product can be that associated with either of k k I ; k k H 1 ) or: J(U n ) ! J(Û) for all J 2 (H 1 (IR; IR 2 )) (2.15) Taking J to be evaluation at t = 0 gives jU n (0)j = jJ(U n )j ! jJ(Û)j = jÛ(0)j
We know that jU n (0)j = ju n (t n )j a for all n, hence jÛ (0) 
Consider, for all n > N and t 2 K, jW n (t)V n (t) ?Ŵ(t)V (t)j jW n (t)j jV n (t) ?V (t)j + jW n (t) ?Ŵ(t)j jV (t)j jW n (t) ?Ŵ(t)j jV n (t) ?V (t)j jŴ(t)j jV n (t) ?V (t)j + jW n (t) ?Ŵ(t)j jV (t)j kŴk " Remarks: (a) Due to the invariance of system (2.1) under the symmetry (w; v) 7 ! (?w; v), it follows that (?Ŵ (t);V (t)) is also a solution homoclinic to the origin, so in fact we have shown the existence of at least two pulses. (b) It is possible to extract more information about the structure of critical points of functional (2.2), but this is not needed for the present paper.
Numerical results
In this section we present numerical results on homoclinic solutions to the origin of (2:1 Note that ZR = RZ also de nes a reversibility for (1:2). We shall seek solutions which are either R-reversible or ZR-reversible, using the methods described in 15]. These methods, which rely heavily on the reversibility, are based on shooting and numerical continuation of two-point boundary value problems. Numerical continuation is performed using the software auto 16]. For de niteness we shall only compute solutions for which w is positive for t su ciently small. Given any such solution, its image under Z will also be a solution.
We begin by xing = 0:5. Figure 1 shows ve solutions. The solution in (a) we refer to as the primary solution. It is reversible under R and is the one which forms a continuous branch with the exact solution (w + s ; v + s ) at = 1. The solutions in (b), (d) and (f) are reversible under ZR and consist of approximately an even number of copies of the primary orbit, with the sign of w-component alternating. Plots (c) and (e) depict solutions which are R-reversible and are approximately an odd number of copies of the primary, again with w alternating in sign. It is reasonable to conjecture from these numerical results that this process of gluing solutions together can be extended to give an in nity of solutions consisting of arbitrarily large numbers of copies of the primary.
We were unable to nd any localised solution other than the primary that is everywhere positive. In particular, based on a careful numerical search, we conjecture that positive multiple pulsed solutions We tried using numerical shooting at = 1:5 and could nd no solutions other than the primary.
We therefore conjecture that there are no multiple pulsed solutions for > 1.
The other limit ! 0 appears more intriguing. Here, for each of the six branches including the primary, the rst harmonic w can be seen to decay uniformly to zero. The second harmonic v, however, remains O(1) but the scale of t over which the solution is large appears to tend to in nity. Figure 6 shows all six solutions at = 0:01. Note that there is far less qualitative distinction in the pro les of the v components than there is at = 0:5. Note further from Figures 4(b) and 5(b) that at = 0:001, the w-components of the simplest two multiple pulsed solutions appear to be uni-modal.
Discussion
Aside from issues of practical application of our results, several open analytical questions remain.
Firstly, an analysis of the semi-simple resonant eigenvalues scenario in Hamiltonian reversible systems, could be used to explain the numerically observed bifurcation at = 1. This topic is currently being investigated by the rst author using a method developed by B. Sandstede 17] from the ideas of X.-B. Lin. Preliminary analyses suggest that the conjectures made in section 3 can be veri ed analytically. In particular, in the vicinity of = 1, there exist only`up-down' multiple-pulses for < 1, which resemble several copies of the ( Ŵ (t);V (t)) primary pair; and for the case > 1, it appears that no multiple-pulses can be found via the Lin-Sandstede method. It would also seem reasonable to conjecture uniqueness of homoclinic solutions for all > 1.
A detailed analytic investigation of the limit ! 0 is also pressing. Perhaps singular perturbation theory could shed more light on the numerical observations. Finally, it would be interesting to see whether the instability of the multi-pulses observed numerically by Haelterman et al. 4] for the full PDEs may be proved analytically. A local analysis near = 1 would appear possible. Also, the numerics in 4] suggest a threshold ( = 0:5 in the present notation) between which two alternative form of instability are observed for the two-pulse solution. For -values beyond the threshold, a slightly perturbed initial condition results in the two pulses separating and moving apart with di erent speeds. For sub-critical -values the two-pulse develops a symmetry-breaking instability mechanism where all the energy is transferred into a single pulse. It would be interesting to see if linearised analysis of the PDE could detect these two modes of instability analytically.
