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Abstract—We study a finite and fixed relative formation of
possibly mobile wireless networked nodes. The nodes apply av-
erage consensus to agree on a common value like the formation’s
center. We assume framed slotted ALOHA based broadcast
communication. Our work has two contributions. First, we
analyze outage correlation of random media access in wireless
networks under Nakagami fading. Second, the correlation terms
are applied to the so called L2-joint spectral and numerical
radii to analyze convergence speed of average consensus under
wireless broadcast communication. This yields a unified frame-
work for studying joint optimization of control and network
parameters for consensus subject to message losses in wireless
communications. Exemplary we show in this work how far outage
correlation in wireless broadcast communication positively affects
convergence speed of average consensus compared to consensus
in the uncorrelated case.
Index Terms—Outage correlation, Nakagami fading, average
consensus, L2 joint spectral radius, numerical radius, wireless
networks, slotted ALOHA, broadcast.
I. INTRODUCTION
During the past decades wireless sensor networks (WSN)
and distributed multiagent systems have gained a lot of at-
tention among both communication and control community.
While there is much work on the specifics of either side, only
few analytical papers consider a unifying approach where the
impact of real wireless network phenomenona is measured
directly in terms of distributed control performance.
In this work, we follow such unifying approach. At first,
we quantify outage correlations due to random media access
control for finite WSN’s and for snapshots of multi agent sys-
tems. Thereafter, we consider distributed average consensus, a
basic building block of distributed control, and lay open that a
thorough analysis of control performance requires knowledge
of how packet losses are correlated.
When speaking of correlation, we mean outage correlation
[20] in decorrelated fading channels (communication channels
are typically located such that they are neither spatially nor
temporally correlated). The correlation we study here comes
from random media access.
This work was funded by the German Research Foundation (DFG) within
their priority program SPP 1914 “Cyber-Physical Networking”.
We consider snapshots of node deployments and identify
two components of correlation. First, correlation between all
recipients of the same transmitter, and second, correlation
between all other links. Typically, the former is positive, the
latter is mostly negative.
The applications we have in mind all require broadcast
transmission such that Request To Send/Clear To Send mech-
anisms cannot be applied. Examples consist of formation
control [5], flocking (cf. the references in [15]) or purely
computational tasks like determining the network size [19].
Literature in the former field have been considering oversim-
plified wireless network assumptions so far [5], [16].
We build our analysis on a framed slotted ALOHA media
access protocol and measure the effects on the performance
of an average consensus protocol. The simplicity of slotted
ALOHA allows for exact theoretical analysis of the control
performance for the given deployment. Moreover, even if
carrier sensing was applied, it would still become less and less
beneficial with increasing node density. For example, it was
theoretically studied in [12] that the IEEE 802.11p protocol
behaves like slotted ALOHA in the dense regime.
The remainder of this work is structured as follows. In the
next section we relate our study to existing work on beneficial
and disadvantageous effects of correlation on communication
and control performance. In section III we introduce mathe-
matical notation and the physical layer model under consid-
eration. This is followed by section IV where we derive an
expression to compute outage correlation of random media ac-
cess given an underlying fading model. This result is then used
in section V where we describe the effects correlation implies
for consensus. We provide an exact and narrow performance
region utilizing the so called L2-joint spectral radius (r2), e.g.
[14], and L2-joint numerical radius (w2) [17] for mean square
analysis on the convergence speed of average consensus. Both
measures together quite precisely render the outage correlation
in terms of (discrete) control gain, fading parameter and frame
length. Compared to an uncorrelated model with the same
packet loss rates, we essentially observe a beneficial impact of
correlation on average consensus performance. We conclude
our findings in section VI.
II. RELATED WORK
The performance impact of correlated communication chan-
nels is studied in an extensive field of applications. It is
known that correlation in general can have positive effects,
e.g. on multiple-input and multiple-output capacity [13] or
for acknowledgements [1], or drawbacks, for instance for
retransmissions [7]. More specifically, other correlation types
can be found which we do not consider or are ruled out in this
work, e.g. correlation between different antennas or temporal
correlation [22].
In this work, our focus is on outage correlation, that is
the correlation between packet losses along different links.
In the chosen slotted ALOHA media access scheme, also
other types of correlation arise which implicitly affect the
outage correlation and which may be subsumed under the
term interference correlation. This includes slot correlation
(i.e. correlation between different slots within the same frame),
spatial correlation and correlation between different receivers,
cf. [22].
Interference correlation can be studied for fixed node con-
figurations or for networks modeled as point processes as
studied in [7], [22], [11]. Recently, outage correlation has been
investigated in a finite point process setting (Binomial, Poisson
and Thomas processes) under Rayleigh Fading [20]. Although
the authors allow for slotted ALOHA, they are mainly con-
cerned with the effects of the spatial differences generated by
the three point processes; concrete node deployments are not
considered. The work [10] is set also in a point process setting
where spatial interference correlation is investigated. Instead
of computing the correlations exactly, the authors elaborate
approximations.
Our analytical derivations significantly differ from the afore-
mentioned works. Here we are specifically interested in the
impact of outage correlation for a finite, fixed node deployment
with respect to convergence speed of average consensus using
broadcast communication.
For convergence speed of average consensus under channel
correlation and wireless network constraints other work exist.
In [3], consensus has been considered under fast fading
where correlated outages (mainly due to fading) are mentioned
without being quantified. In [9], [18] abstract correlations can
be handled in the consensus framework, however, neither a
physical model nor a media access model is provided. Also
the mean square disagreement measures used there are upper
bounds only. In our work we use a different upper bound, w2,
which very well matches the shape of the exact measure r2
characterizing (exponential) mean square stability, cf. [17].
Finally, the outage probabilities for Nakagami-m fading we
plug into our model (Corollary 1) stem from [21], one of the
few papers analyzing fixed node deployments. However, as
opposed to our work, correlation is not considered in that
reference.
III. DEFINITIONS AND MODEL ASSUMPTIONS
A. Matrix, vector and other notation
For vectors x ∈ Rn we adopt the Euclicean norm ‖x‖ =√∑n
i=1 x
2
i . By 1 ∈ Rn we denote the vector of all ones. The
identity matrix on Rn is denoted by In, whereas by Π we
denote the projection matrix In − 11Tn .
The Kronecker delta is denoted by δij , i.e. δij = 1 if i = j
and δij = 0 otherwise; δi 6=j is short for 1 − δij . For two
matrices A,B ∈ Rn×n we denote by A ⊗ B the Kronecker
product of A and B, i.e. for indices of the form I = n · (i−
1) + k, J = n · (j − 1) + l, 1 ≤ i, j, k, l ≤ n, we have
(A⊗B)IJ = aijbkl.
By 1(x ≥ 0) we denote the unit step function on R, i.e.
1(x ≥ 0) is equal to one if x ≥ 0, and vanishes otherwise.
Let X be an arbitrary set and n ∈ N. By Xn we denote the
n-fold cartesian product X × · · · × X. We will use ordered
tuples over sets X as follows: For a sequence (aν)ν∈N ⊂
X and a finite index set J ⊂ N we denote by [aν ]ν∈J the
tuple (aν1 , . . . , aν|J|) ∈ X |J| where ν1 = min J, and νk+1 =
min J \ {ν1, . . . , νk}, k = 1, . . . |J | − 1.
B. Physical layer model
We assume n ≥ 3 nodes u1, . . . , un located at fixed
positions (x1, . . . , xn) ∈ R3n relative to a possibly moving
frame of reference. A transmission between two nodes ui
and uj is subject to path loss with a path loss coefficient of
αPL ≥ 2. For a transmission distance d the average received
power is thus proportional to 1/dαPL in the far field.
Let µ−1ij , 1 ≤ i, j ≤ n, i 6= j, be the average power of
a transmission from ui received at uj . If ui transmits with
power qi, we have µij = 1qi (‖xi − xj‖ /r0)αPL , where r0 is
a reference distance. Denoting the wavelength of the carrier
wave by λ we choose r0 = λ/4pi such that we arrive at Friis
free space equation in case of a path loss coefficient of 2.
Here we study communication under the effect of narrow
band fast fading. This means that the instantaneous received
power Pij of a transmission between ui and uj is a non-
negative random variable with expectation µ−1ij . Further, we
assume independent block fading (IBF), i.e. Pij is constant
during a packet transmission and power variables belonging to
different channels are mutually independent. Later we employ
the Nakagami fading model, i.e., the random variable Pij is
Gamma distributed with probability densitiy function (pdf)
fij(x) = 1(x ≥ 0)
mmii µ
mi
ij
Γ(mi)
xmi−1 exp (−mixµij) (1)
where mi ∈ N are integer1 shape parameters. However, our
calculations of the structure of correlation due to random
media access are valid in a very general setting regardless
of path loss and fading (cf. state coefficients of Theorem 1
and 3 ). We incorporate Nakagami fading as special case in
Corollary 1 and 2. .
1In general, Nakagami fading only requires mi ≥ 1/2, however since we
build on [21], we can only handle integer values.
The success rate of a message transmission is modeled with
outage probability under the signal to interference plus noise
ratio (SINR) model. For a transmission from ui to uj all other
currently ongoing transmissions will be considered as noise.
Thus, we relate the received power over noise plus all other
interfering transmissions as
SINRij =
Pij
N +
∑
ν∈V \{i,j} Pνj
(2)
where N is a constant thermal noise term and V the set of node
indices of all currently transmitting nodes. Let the receiving
node uj be silent. Then we say the transmission has an outage
if SINRij falls below a system specific threshold value θ > 0
and the probability of a successful packet transmission from ui
to uj is P[SINRij ≥ θ]. The case when uj is also transmitting
will be discussed in the context of the slot model in the next
section.
IV. OUTAGE CORRELATION DUE TO MEDIA ACCESS
To determine the coefficient of correlation of transmission
success between different node pairs, it suffices to specify
expectation and covariance, which is the concern of this
section.
In addition to the physical layer model, we now assume that
the nodes perform the following variant of slotted ALOHA
for broadcast transmission which guarantees that each node
transmits exactly once during a beacon period. Let τ be the
duration of the beacon time interval in milliseconds (ms)
which is called a frame. Each frame is divided into a number m
of time intervals called slots, where m ∈ N is chosen such that
each packet can be transmitted in τ/m ms. At the beginning
of each frame, each node randomly chooses exactly one slot
with equal probability. Transmission from node ui to node uj
is successful if it is successful in the chosen slot. Otherwise
the packet from ui to uj is considered lost in this beacon
interval.
Our derivation requires2 θ ≥ 1 and N > 0 Watt. Let us
further introduce n independent random variables S1, . . . , Sn
representing each node’s choice of slot - all equally likely - i.e.
Si ∼ unif({1, . . . ,m}), i = 1, . . . n, (uniform distribution).
Moreover we assume the power variables Pij - e.g. Pij ∼
fij , cf. (1) - to be independent (IBF assumption) and also to
be independent from the slot variables. We can now express
power and interference in slot k, 1 ≤ k ≤ m :
P kij := δSikPij and I
k
ij :=
n∑
l=1
l 6=i,j
P klj .
Let us introduce random variables for excess of the SINR
threshold in slot k and in any slot respectively:
Xkij := 1
(
P kij
N + Ikij
≥ θ
)
and Xij :=
m∑
k=1
Xkij .
2Cf. Remark 1 and Section V-C. The assumption θ ≥ 1 is commonly used
in singular antenna systems, [4].
Clearly, from the definition of P kij and the fact that θ, (N +
Ikij) > 0 we have X
k
ij = δSik ·Xkij , thus Xij = XSiij .
There are two further practial aspects we have to consider:
Sending nodes cannot receive (singular antenna case) and
multiple receptions at some node at the same time (i.e. in the
same slot) are impossible in our model since θ ≥ 1. We call
the former aspect the half-duplex case. We define successful
full-duplex packet transmission from node ui to uj to be the
event Xij = 1. In words: We ignore whether the receiver is
sending or not when checking for excess of the SINR ratio.
In this sense, we model successful half-duplex packet re-
ception Yij , 1 ≤ i, j ≤ n, i 6= j, as Bernoulli variable having
the property to vanish if ui and uj chose the same slot and to
coincide with Xij otherwise:
Yij := (1− δSiSj ) ·Xij 1 ≤ i, j ≤ n, i 6= j. (3)
Our goal is to determine how successful transmissions are cor-
related. Therefore, we calculate the covariances cov(Yij , Ykl)
and begin with the mixed moments of the Xij’s (full-
duplex case) which are of special importance. By the law
of total probability we can decompose the mixed moments
EXijXkl, i 6= k, into a weighted sum of the conditioned
mixed moments
1
m
· E[XijXkl|Si = Sk] + (1− 1
m
)E[XijXkl|Si 6= Sk] (4)
motivating the form of the main result of this section which
needs a little technical preparation. The conditioned mixed
moments of the Xij’s, as well as those of the Yij’s, lead - up
to normalization - to expressions of the form (5) and (6) which
we will now describe: Denote by bν ∈ {1, . . . ,m} realizations
of the slot random variables Sν which we call micro states.
Consider for instance a transmission from node ui to uj . The
pattern of the micro states contributing to the interference for
this transmission can be summerized by simpler macro state
variables cν ∈ {0, 1, 2}, ν 6= i, j. Consider, e.g., a further node
uk under the condition Si 6= Sk, i.e. ui and uk have chosen
different slots. In one possible interpretation cν = 0 may stand
for all realizations of the event Sν 6= Si, Sk, the case cν = 1
might stand for all realizations of Sν = Si and cν = 2 for all
realizations of Sν = Sk. In general, for a subset J of N :=
{1, . . . ,m} we denote by c the tuple [cν ]ν∈J , the total (macro)
state. We express the number of micro states represented by
this total state by functions φ(c) and ψ(c) which we call state
weights.
Now let us take a look at some potential receiver ul of uk’s
transmission. The idea in the calculation of ((un-)conditioned)
mixed moments of Xij and Xkl is to condition on the slot
variables until all Sν have been replaced by micro states bν .
The mixed moments then expand into a sum of weighted
probabilities. When exploiting common interference terms, the
probability summands split up into a product of two separate
probabilities in virtue of the independence (IBF assumption).
For either of the two factors we use the terminology state
coefficient - symbolized by either αijkl(c) or β
(d)
ijkl(c). These
probabilities depend, of course, on the fading model (cf.
Corollary 1). State weight and state coefficients are also called
state functions.
For i 6= j, k 6= l, (i, j) 6= (k, l), and for a finite index set
J ⊂ N we now introduce expressions allowing for a quite
general treatment of outage correlation expressions3
ΦJijkl(φ, α) :=
1∑
cν=0
ν∈J
φ(c) · αijkl(c) · αklij(c) (5)
and
ΨJijkl(ψ, β) :=
2∑
cν=0
ν∈J
ψ(c) · β(1)ijkl(c) · β(2)klij(c), (6)
where φ(c), ψ(c), αxyzw(c) and β
(d)
xyzw(c) are functions
of c = [cν ]ν∈J ∈ {0, 1, 2}|J| (see section III-A).
E.g. for J = N \ {i, k} we have [cν ]ν∈J =
(c1, . . . , cµ−1, cµ+1, . . . , cµˆ−1, cµˆ+1, . . . , cn), where µ =
min(i, k) and µˆ = max(i, k). In case of the calculation of ΦJijkl
we always have cν 6= 2 such that there [cν ]ν∈J ∈ {0, 1}|J|
holds true.
We are now ready to formulate our covariance result for
the Yij’s. An analogous result for the Xij’s can be found in
Appendix B. From (3) we obtain for i 6= k and k 6= l
E[YijYkl] =
(
1− 1
m
)2−δkjδli
E[XijXkl | Si 6= Sj ;Sk 6= Sl].
In the following Theorem we treat the cases Si = Sk and
Si 6= Sk separately, cf. (4).
Theorem 1 (Half-duplex covariances).
Let n ≥ 3, θ ≥ 1, N > 0, i 6= j, k 6= l, and let (i, j) 6= (k, l).
(a) We have for j 6= k and i 6= l
E [XijXkl | Si = Sk;Si 6= Sj ;Sk 6= Sl]
=
(1− δlj) · ΦN\{i,j,k,l}ijkl (φ, α)
mn−4+δik
,
where the state weight of c = [cν ]ν∈N\{i,j,k,l} is given by
φ(c) =
∏
ν∈N\{i,j,k,l}
(m− 1)1−cν , (7)
the state coefficients αxyzw(c) are given by
P
 Pxy
N +
∑
ν 6=x,y,z,w
cνPνy + (1− δxz)Pzy
≥ θ
 .
In particular, E[YijYil] can be expressed this way, hence for
j 6= l
cov(Yij , Yil) =
(
1− 1
m
)2
· Φ
N\{i,j,l}
ijil
mn−3
(φ, α)− E[Yij ]E[Yil].
(8)
3The summation appearing in (5) and (6) is meant to expand into a |J |-fold
sum over cν , ν ∈ J, e.g.
∑1
cν=0
ν∈N
(. . . ) =
∑1
ν1,...,νn=0
(. . . ).
(b) Let J ′ = {i, j, k, l}, let J ′′ = {i, k} if |J ′| = 4 and
J ′′ = J ′ else. Moreover, let J ′′′ = {i, j, k} if |J ′| = 4 and
J ′′′ = J ′ otherwise. Then, for k 6= i, we have,
E[XijXkl|Si 6= Sj , Sk; Sk 6= Sl] =
Ψ
N\J′′
ijkl (ψ, β)
M
,
where M = mn−|J′| if |J ′| = 2, 3 and M = mn−3 · (m− 1)
if |J ′| = 4. Moreover, for k 6= i,
cov(Yij , Ykl) = (1− 1
m
)2−δkjδli
δ|J′|,4(m− 1)ΦN\J′ijkl (φ, α)
mn−3
+
[
m− 1
m
δ|J′|,4 +
m− 2
m− 1δl,j + δl 6=jδ|J′|6=4
]
Ψ
N\J′′
ijkl (ψ, β)
M

− E[Yij ] · E[Ykl],
(9)
where Φijkl(φ, α) depends on the state functions of part (a)
whence Ψijkl(ψ, β) depends on the state weight
ψ(c) =
[
δcl 6=2 · δcj 6=1 · (m− 1)δ0,cj
]δ|J′|,4 n∏
ν=1
ν 6∈J′′′
(m− 2)δcν,0
(10)
and on the state coefficients
β(d)xyzw(c) = P
(
Pxy
N +
∑
ν 6=x,y,z δcνdPνy
≥ θ
)
,
where c = [cν ]ν∈N\J′′ , d = 1, 2.
Proof. See Appendix C.
Remark 1. (i) The requirement θ ≥ 1 is used in the case
l = j and yields the (1− δlj) factor.
(ii) In case m = 1 there is no outage correlation in the full-
duplex case, i.e. cov(Xij , Xkl) = 0 for (i, j) 6= (k, l).
(iii) Typically, the covariance component given by (a) seems
to be stronger than the one given by (b). For the corre-
lations this observation does not hold; we may merely
assert that the component due to (a) is typically positively
correlated while the one due to (b) is correlated mainly
negatively, cf. Figure 1.
(iv) Since the summations can get large it is important to
efficiently implement the sums. E.g.
∑1
cν=0
ν 6=i,k
(. . . ) can
be implemented using a loop from 1 to 2n−2 over a
single integer variable i and accessing the “components”
cν of i by bitwise operations (bit-shift).
Remark 2. Using Rayleigh fading in the slot model we
recover the success probabilities of [21] (full-duplex) and [17]
(half-duplex). The calculation is provided in Appendix A.
Moreover, a similar argument is part of Corollary 1.
To incorporate Nakagami fading (cf. (1)) we introduce for
convenience a further notation, which is the link to [21]: For a
finite index set J ⊂ N and an R-valued tuple ξ = [ξν ]ν∈J let
γJxy(ξ) = e
−θ·mx·µxyN
mx−1∑
s=0
(θ ·mx · µxyN)s
·
s∑
t=0
( qxN )
t
(s− t)! ·
∑
`ν≥0∑
ν∈J
`ν=t
∏
ν∈J
[
(1− ξν) δ0`ν
+
(
`ν+mν − 1
`ν
)
·
ξν ·
(
1
mνqxµνy
)`ν
(
θmxmν
µxy
µνy
+ 1
)mν+`ν
 .
Corollary 1 (Nakagami fading expectations and covariances).
In the half-duplex model under Nakagami fading with pdf (1)
the expectation for the link uiuj , i 6= j, is given by
E[Yij ] =
(
1− 1
m
)
· γN\{i,j}ij (1/m).
For i = k the covariance of the link uiuj with link ukul is
given by (8) using (7) and the state coefficients
αxyxw(c) = γ
N\{x,y,w}
xy (c),
where c = [cν ]ν∈N\{i,j,l}.
For i 6= k, it is given by (9) using (7), (10) and the state
coefficients
αxyzw(c
′) = γN\{x,y,w}xy (ξ), c
′ = [c′ν ]ν∈N\{i,j,k,l},
where ξ = [ξν ]ν∈N\{x,y,w}, ξz = 1, ξν = c′ν , ν 6= z, and
β(d)xyzw(c
′′) = γN\{x,y,z}xy (ζ), c
′′ = [c′′ν ]ν∈N\{i,k},
where ζ = [ζν ]ν∈N\{x,y,z}, ζν = δc′′ν d, d = 1, 2.
Proof. This is a consequence of Theorem 1 and [21]. See
Appendix D for details.
In Fig. 1 we show an example plot resulting from Corol-
lary 1 with Nakagami fading shape parameter 2 and 2 slots.
The plot shows the correlation matrix for all possible commu-
nication links among 6 nodes arranged on a 2 × 3 grid (cf.
Section V-C).
V. APPLICATION TO AVERAGE CONSENSUS
A. Discrete probabilistic average consensus
In the discrete, linear, first order probabilistic average con-
sensus protocol [15], [6], [18], a group of n nodes periodically
exchanges broadcast messages each containing a sender’s
dataset. For simplicity we assume all nodes have scalar, real
valued data. It is an iterative random process whose goal
is that all nodes agree on the same value in the limit with
probability one. Further this value, the agreement value, should
be close to the average of the initial data. Nonetheless, due
to asymmetries in packet loss between outgoing and incoming
transmissions, the agreement value will differ from the true
average which, however, shall not be our concern here. Instead
we focus on a probabilistic description of all nodes’ deviation
from the current average at every iteration. We measure this
Correlation of the links of 6 nodes
Fig. 1: Distribution of the correlation for a half-duplex example. White and black
squares correspond to positive and negative correlation, respectively. A larger square
means a larger correlation in modulus. At the largest ones on the diagonal the correlation
is +1. The component (a) of Theorem 1 corresponds to the white diagonal square blocks.
deviation in terms of the root mean square (RMS) error (or
disagreement) after k ∈ N iterations (or steps) which we now
introduce: If the (random) vector xk = (x
(1)
k , ..., x
(n)
k ) ∈ Rn
represents the nodes’ states after k consensus iterations having
started from the deterministic initial state x0 ∈ Rn, then by∑n
i=1
(
x
(i)
k − 1nxTk 1
)2
a scalar random variable will be given
which we shall denote by δ2k(x0). Divided by
√
n− 1, the
entity δk(x0) is just the sample standard deviation of the
components x(i)k , i = 1, . . . , n, explaining why it is also called
disagreement. See e.g. [6] for further reading. For any initial
state x0 the RMS error after k steps is defined as
√
Eδ2k(x0).
Finally, the maximum root mean square (mRMS) error is
the RMS error for the worst possible choice of inital state
inside the closed unit ball, max‖x‖≤1
√
Eδ2k(x). Note that the
RMS error attains its maximum for normalized initial values,
i.e. those on the unit sphere.
B. Performance measure
In this subsection we use slightly modified results from
the literature to bound the mRMS error from above [17]
and below [14]. The mRMS error stochastically describes the
consensus disagreement at the k-th step for the worst possible,
step dependent choice of the initial state. It constitutes a
performance measure capable of well capturing the outage cor-
relation effects. In [17] an uncorrelated half duplex Bernoulli
model (UHBM) with symmetric packet losses was assumed.
This assumption, however, does not affect the generality of the
proof of the k-step estimates presented there, although some
adaptions in notation are required.
To quantify the impact of outage correlation on consen-
sus, let us introduce n2 − n uncorrelated Bernoulli variables
Zij , i 6= j, rendering an asymmetric UHBM having the
property4 E[Zij ] = E[Yij ], where Yij are defined in section
IV. In particular cov(Zij , Zkl) = 0, for i 6= j, k 6= l and
(i, j) 6= (k, l).
4The symmetric UHBM of [17] has the alternative property EZij =
EZji = E(Yij + Yji)/2 which we do not use here.
To apply the UHBM and our correlated half-duplex
Bernoulli model (CHBM) in the consensus context, we need to
link the uncorrelated variables Z = (Zij)i 6=j and their corre-
lated counterparts Y = (Yij)i 6=j to so called Laplacian valued
random matrices LZ and LY respectively: For any ensemble
of Bernoulli variables W = (Wij), 1 ≤ i, j ≤ n, i 6= j, define
LW = (`Wij ) by
`Wij =

n∑
k=1
k 6=i
Wki, if i = j,
−Wji, if i 6= j.
Note that for any ε > 0 and any sequence W (1),W (2), . . . of
realizations5 of W the discrete consensus protocol [15], [18],
(also cf. [17]) is then given by the matrix iteration
xk+1 = (In − ε · LW (k)) · xk,
provided the values Wij = 0, 1 are interpreted as unsuccess-
ful/successful links uiuj , i.e. W represents the offdiagonal
entries of a (transposed) adjacency matrix of an (in general
undirected) graph (without loops); x0 ∈ Rn is some arbitrary
initial value. We call the number ε (discrete) gain. We assume
the realizations W (1),W (2), . . . to be mutually independent,
which reflects the IBF assumption. Note that from the commu-
nication perspective, this constitutes a sequence of frames; the
slots play only an implicit role causing the correlation within
any of the W (k)’s. Now let
RW (ε) := (Π⊗Π) · [(In− εELW )⊗ (In− εELW ) + ε2CW ]
where the matrix CW ∈ Rn2×n2 is given in terms of its
components CWIJ = cov(`
W
ij , `
W
kl ), for I = (n− 1) · i+ k, J =
(n− 1) · j + l, i, j, k, l = 1, . . . , n. Since the covariance is a
bilinear form, these components can be easily determined in
terms of W. E.g. for W = Y and i = j and k 6= l we have
cov(`Yij , `
Y
kl) = −
∑n
ν=1
ν 6=i
cov(Yνi, Ylk). Similarly, E[LW ] can
be evaluated. Finally, we can define the L2-joint spectral [14]
and numerical radius [17], respectively ,
r2(W, ε) :=
√
%(RW (ε)) and w2(W, ε) :=
√
w(RW (ε)),
where %( · ) denotes the spectral radius (i.e. the largest modulus
of all eigenvalues) and w( · ) denotes the numerical radius, e.g.
[8], of a matrix.
The following theorem introduces an upper and a lower
bound for the latter of which there always exists a normalized
initial state xˆ (i.e. ‖xˆ‖ = 1) such that √Eδ2k(xˆ) exceeds or
attains the lower bound. On the other hand, for any normalized
initial state x the upper bound dominates
√
Eδ2k(x).
Theorem 2 (cf. [17] and e.g. [14]). Let W = Y,Z represent
the CHBM or the UHBM. Then the mRMS disagreement after
k iterations is bounded as follows:
rk2 (W, ε)√
n
≤ max
‖x‖≤1
√
Eδ2k(x) ≤
√
2
√
n− 1 · wk2 (W, ε).
5More precisely, (W (1),W (2), . . .) is supposed to be a random sample
with W (k) d= W, k ∈ N, where d= means equality in distribution.
Proof. The left-hand inequality follows from the infimum
property of r2, e.g. [14, Lem. 2.7]), the right-hand one from
[17] up to a factor of 4
√
(n− 1)/n. See Appendix E for
details.
In analogy to the geometric mean we now define the
following lower and upper performance bounds for the average
per step mRMS error, max‖x‖≤1 2k
√
Eδ2k(x) :
lb(ε) =
r2(W, ε)
2k
√
n
and ub(ε) =
2k
√
2
√
n− 1 · w2(W, ε),
(11)
where lb(ε) = lb(ε; k,W ) and lb(ε) = lb(ε; k,W ).
Remark 3. (i) Asymptotically, the lower bound is tight
since r2(W, ε) = lim
k→∞
max‖x‖≤1 2k
√
Eδ2k(x), (cf. Ap-
pendix F).
(ii) The number of steps k required to obtain a prescribed
precision increases only logarithmically with the number
of nodes n (apart from the spread of r2 and w2).
(iii) The upper bound used in [18] is simply the squared
mRMS disagreement for the first step (k = 1), cf.
Appendix F.
C. Exemplary effects for a selected deployment and parame-
ters
We adopt network parameters similar to the IEEE 802.11p
standard: A carrier frequency of 5.9 GHz and a bandwidth B
of 10 MHz. We choose a reference bitrate R0 of 40% of the
802.11p maximum bitrate of 27 Mbit/s. To obtain comparable
consensus performance results, we let the beacon time interval
be constant in terms of slots, more precisely we set R
according to the number of slots m in use: R = m ·R0. The
threshold θ is then computed according to Shannon capacity
formula: θ = 2R/B − 1. For m = 1 we obtain θ = 2.23 such
that the requirement θ ≥ 1 is always fulfilled. The thermal
noise parameter N is obtained from the Boltzmann constant
kB at a reference temperature T of 293K: N = B · kB · T.
Our nodes are deployed on a regular 2 × 3 grid having a
horizontal and vertical distance of 1500m between neighbors,
a common transmit power of 500 mW, a common varying
Nakagami shape paramter mi = mS , i = 1, . . . , n, and a path
loss coefficient of 2.0.
Figures 2a and 2b show the consensus performance (11)
over the gain parameter which is scaled in terms of the
minimizer ε of the essential spectral radius %(Π − εE[LW ]),
e.g. [17].The minimizer, denoted by ε%(m,mS), depends on
the number of slots and the shape parameter unitilized, but is
the same for the correlated and uncorrelated model, W = Y,Z.
We set k to 250 steps.
In Figure 2a the number of slots is varied, in Figure 2b the
shape parameter. We observe two effects. (i) In both figures
the correlated model shows significantly better performance
and also different locations of the minimizing gain setting ε
(the minimizer of the correlated model is closer to ε%). (ii)
Remarkably, in Figure 2b the order of the curves in terms of
performance is inverted: Curves with lower shape parameter
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(b) Performance for different Nakagami shape parameters mS .
Fig. 2: Comparison of the consensus performance for uncorrelated (W = Z, dashed
curves) and correlated model (W = Y, solid curves) in terms of the upper and lower
bounds (11) for k = 250 steps. On the abscissa we lay off the gain parameter scaled
by the optimal essential spectral radius for the pair (m,mS), on the ordinate the
dimensionless bounds (11). Smaller values correspond to better performance, a value
below (above) 1 for both bounds implies (in-)stability in the exponential mean square
sense [14]. Further, at a scope of k steps the average per step mRMS error lies within
the colored regions. In Figure 2a the shape parameter mS is set to 1 (Rayleigh fading)
while the number of slots per frame m varies. In Figure 2b the frame length m is fixed
to 3 while the shape parameter mS varies.
perform better in the uncorrelated model while they perform
worse in the correlated one. While we observed effect (i) for
various parameter settings (Figure 2a, m = 6 constitutes a
borderline case), effect (ii) is rather unusual.
VI. CONCLUSION
We have derived closed form expressions for the out-
age/success correlation in a framed slotted ALOHA scheme
under the Nakagami fast fading model for fixed relative node
positions. The found expressions enable a thorough perfor-
mance analysis of distributed control applications in wireless
networks for which we provide bounds in an appropriate form.
Although inaccurate compared to the correlated model,
the uncorrelated one could still serve as rough but simpler
structured bound for the control performance. How far it is
sufficient to use the simpler bound requires a broader study.
Our method can in principle be carried over to related
slotted ALOHA protocols, e.g. spatial and opportunistic spatial
ALOHA [2]. Apart from the broadcast case, an application in
interference cancellation [4] is also thinkable.
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APPENDIX
Here we provide the proofs using our slot framework. We
start simple by proving a remark, moving on to the full duplex
case until we finally arrive at the more complex situation in the
half duplex case. The remainder of the Appendix deals with
the details of the consensus performance bounds, in particular
the proof of Theorem 2.
In the following, let (Ω,F ,P) be the underlying probability
space.
A. Proof of Remark 2
Let us begin with another general remark about conditioning
on independent slot variables Si, Sj . Let A ∈ F be an arbitrary
event. Then Ω can be disjointly partitioned as
Ω =
⋃˙m
bi,bj=1
{Si = bi, Sj = bj}
and we have, using P(Si 6= Sj) = m−1m and P(Si = bi;Sj =
bj) =
1
m2 ,
P(A | Si 6= Sj)
=
P(A and Si 6= Sj)
P(Si 6= Sj)
=
m
m− 1
m∑
bi,bj=1
P(A and (Si 6= Sj ;Si = bi;Sj = bj))
=
m
m− 1
∑
bi 6=bj
P(A | Si = bi;Sj = bj) · P(Si = bi;Sj = bj)
=
1
m(m− 1)
m∑
bi,bj=1
bi 6=bj
P(A | Si = bi; Sj = bj).
(12)
Using the law of total probability and (12) we now establish
the connection between full duplex and half duplex success
probabilities. For i 6= j we have from (3)
E[Yij ] =
1
m
· 0 +
(
1− 1
m
)
E [Xij | Si 6= Sj ]
=
1− 1m
m(m− 1)
m∑
bi,bj=1
bi 6=bj
E
[
XSiij | Si = bi; Sj = bj
]
=
1− 1m
m(m− 1)
m∑
bi,bj=1
bi 6=bj
P
(
Pij
N +
∑
ν 6=i,j δbiSνPνj
≥ θ
)
=
1− 1m
m
m∑
bi=1
P
(
Pij
N +
∑
ν 6=i,j δbiSνPνj
≥ θ
)
=
(
1− 1
m
)
· P
(
Pij
N +
∑
ν 6=i,j δSiSνPνj
≥ θ
)
=
(
1− 1
m
)
· E[Xij ].
(13)
To verify that in the Rayleigh fading case6 EXij is consistent
with the expressions derived in [21] and [17], we assume
that Xij is distributed according to the pdf (1) with shape
parameter mi = 1 for all i = 1, . . . n. Utilizing a version
of the conditioned expectation for any nonnegative, integrable
random variable Q independent of Pij yields
P
(
Pij
N +Q
≥ θ
)
= E[ E [1 (Pij > θ(N +Q)) | Q]]
= E[exp {−µijθ(N +Q)}],
(14)
where we have used
E[1 (Pij > θ(N + x))] = e−µijθ(N+x), x ≥ 0.
Thus, for Q =
∑
l 6=i,j δSlSiPlj , we get
E[Xij ] = E[XSiij ] = P
(
Pij
N +
∑
l 6=i,j δSlSiPlj
≥ θ
)
(a)
= e−µijθN · E
∏
l 6=i,j
exp {−µijθδSiSlPlj}

(b)
=
e−µijθN
m
·
m∑
bi=1
E
∏
l 6=i,j
exp {−µijθδbiSlPlj}

(c)
=
e−µijθN
m
·
m∑
bi=1
∏
l 6=i,j
E[exp {−µijθδbiSlPlj}]
=
1
m
e−µijθN
m∑
bi=1
∏
l 6=i,j
1
m
m∑
bl=1
E[exp {−µijθδbiblPlj}]
=
1
m
e−µijθN
m∑
bi=1
∏
l 6=i,j
(
m− 1
m
+
1
m
E[e−µijθPlj ]
)
(d)
= e−µijθN
∏
l 6=i,j
(
(1− 1
m
) +
1
m
· 1
1 + θ
µij
µlj
)
= e−µijθN
∏
l 6=i,j
(
1− 1
m
·
θ
µij
µlj
θ
µij
µlj
+ 1
)
= e−µijθN
∏
l 6=i,j
(
1− 1
m
· θ
θ +
µlj
µij
)
,
where we have used (14) in (a), the independence of the slot
variables combined with the IBF assumption in (b), (c) and
the identity
E[exp {−µijθPlj}] = 1
1 + θ
µij
µlj
,
in (d) which is specific for the Rayleigh distribution. Hence,
together with (13) we obtain
E[Yij ] =
(
1− 1
m
)
· e−µijθN
∏
l 6=i,j
(
1− 1
m
· θ
θ +
µlj
µij
)
.
6The consistence with [21] in the general case is shown in Corollary 2.
B. Full duplex variant
We now establish the simpler full duplex analogs of The-
orem 1 and Corollary 1 of section IV since the idea of the
method becomes clearer in this case.
Theorem 3 (Full-duplex covariances). Let θ ≥ 1, N > 0, i 6=
j, k 6= l, and (i, j) 6= (k, l).
(a) We have
E[XijXkl|Si = Sk] = 1− δlj
mn−2+δik
· ΦN\{i,k}ijkl (φ, α).
where the state weight φ(c) is given by
φ(c) =
∏
ν∈N\{i,k}
(m− 1)1−cν , (15)
the state coefficients αxyzw(c) = αxyz(c) are given by
P
 Pxy
N +
∑
ν 6=x,y,z
cνPνy + (1− δxz)Pzy
≥ θ
 ,
and where c = [cν ]ν∈N\{i,k}.
In particular, E[XijXil] = E[XijXil|Si = Si] can be
expressed this way which gives for j 6= l
cov(Xij , Xil) =
Φ
N\{i}
ijil (φ, α)
mn−2
− E[Xij ]E[Xil]. (16)
Particularly, c = [cν ]ν∈N\{i} ∈ {0, 1}n−1 .
(b) For k 6= i,
E[XijXkl|Si 6= Sk] = 1
mn−2
·Ψijkl,
hence
cov(Xij , Xkl) =
1− δlj
mn
· ΦN\{i,k}ijkl (φ, α)
+
m− 1
mn−1
·ΨN\{i,k}ijkl (ψ, β)− E[Xij ]E[Xkl],
(17)
where Φijkl(φ, α) depends on the state functions of part
(a) whence Ψijkl(ψ, β) depends on the state weight
ψ(c) =
n∏
ν=1
ν 6=i,k
(m− 2)δcν,0 (18)
and on the state coefficients
β(d)xyzw(c) = P
(
Pxy
N +
∑
ν 6=x,y,z δcνdPνj′
≥ θ
)
,
where d = 1, 2.
Proof. We will make frequent use of (12) and related rear-
rangements.
(a) Let i 6= j, k 6= l. Assume first i 6= k. Then
E [XijXkl | Si = Sk]
= P
 Pij
N +
∑n
ν=1
ν 6=i,j
δSiSν · Pνj
≥ θ and
Pkl
N +
∑n
ν=1
ν 6=k,l
δSkSν · Pνl
≥ θ
∣∣∣∣∣∣Si = Sk

=
1
mn−1
m∑
bi=1
(bi=bk)
m∑
bν=1
ν 6=i,k
[
· P
 Pij
N +
∑n
ν=1
ν 6=i,j,k
δbibν · Pνj + Pkj
≥ θ and
Pkl
N +
∑n
ν=1
ν 6=k,l,i
δbibν · Pνl + Pil
≥ θ
 .
In case j = l, observe that the summands in the previous
step reflect the following situation, with a, b > 0 appro-
priately set:
P
(
a
N + b
≥ θ and b
N + a
≥ θ
)
= P(∅) = 0,
which holds since N > 0, aN+b ≥ θ ≥ 1 and bN+a ≥
θ ≥ 1 leads to the contradiction
a > b and b > a.
Hence we have to add a prefactor 1−δjl and we can focus
on the situation when j 6= l. In this case the summands
split into two probability factors since the powers received
at the different nodes uj and ul are independent due to
the IBF assumption. Together, this gives
E [XijXkl | Si = Sk]
=
1− δjl
mn−1
m∑
bi=1
(bi=bk)
m∑
bν=1
ν 6=i,k
[
· P
 Pij
N +
∑n
ν=1
ν 6=i,j,k
δbibν · Pνj + Pkj
≥ θ

· P
 Pkl
N +
∑n
ν=1
ν 6=k,l,i
δbibν · Pνl + Pil
≥ θ
 .
Inspection of the summands reveals that the mn−1 states
of the bν’s, ν 6= k can be cast into n − 2 macro state
variables cν = 0, 1, ν ∈ {1, . . . , n} \ {i, k} representing
the cases bi 6= bν and bi = bν respectively. For each bν the
former case has n−1 realizations while for the latter there
is only one. Thus, the combined weight for the macro state
c = (cν), ν 6= i, k, is
φ(c) =
∏
ν 6=i,k
(m− 1)1−cν .
We can now express E [XijXkl | Si = Sk] in terms of the
macro states:
E [XijXkl | Si = Sk]
=
1− δjl
mn−1
m∑
bi=1
(bi=bk)
1∑
cν=0
ν 6=i,k
[
· P
 Pij
N +
∑n
ν=1
ν 6=i,j,k
cν · Pνj + Pkj ≥ θ

· P
 Pkl
N +
∑n
ν=1
ν 6=k,l,i
cν · Pνl + Pil ≥ θ

=
1− δjl
mn−2
1∑
cν=0
ν 6=i,k
φ(c) · αijk(c) · αkli(c).
In case i = k the summands Pkj and Pil in the denomi-
nator of the factors of the product of probabilities vanish
which has already been incorporated in the αxyz(x)’s in
virtue of the Kronecker delta. Moreover, since the slot
variables Si and Sk now coincide, the number of possible
slot states is fewer by a factor of m which leads to another
Kronecker delta δik, placed in the denominator of the
sum’s prefactor.
(b) We now treat the case Si 6= Sk, which implies i 6= k. Let
i 6= k. Then we have
E [XijXkl|Si 6= Sk]
= P
 Pij
N +
∑n
ν=1
ν 6=i,j
δSiSν · Pνj
≥ θ and
Pkl
N +
∑n
ν=1
ν 6=k,l
δSkSν · Pνl
≥ θ
∣∣∣∣∣∣Si 6= Sk

=
1
mn−1(m− 1)
m∑
bi,bk=1
bi 6=bk
m∑
bν=1
ν 6=i,k
[
· P
 Pij
N +
∑n
ν=1
ν 6=i,j,k
δbibν · Pνj
≥ θ

· P
 Pkl
N +
∑n
ν=1
ν 6=k,l,i
δbkbν · Pνl
≥ θ

(19)
Where we have exploited that the interference terms
in both fractions are disjoint and so the fractions are
independent.
Now we introduce macro states cν : The state cν = 1
represents the case bν = bi, the state cν = 2 represents
the case bν = bk, and the state cν = 0 represents any
other case. Hence the weights for cν = 0, 1, 2 are m −
2, 1, 1 respectively which are gathered in the factor ψ(c).
Continuing from (19) we therefore obtain
E [XijXkl|Si 6= Sk]
=
1
mn−1(m− 1)
m∑
bi,bk=1
bi 6=bk
2∑
cν=0
ν 6=i,k
ψ(c) ·
[
· P
 Pij
N +
∑n
ν=1
ν 6=i,j,k
δcν1 · Pνj
≥ θ

· P
 Pkl
N +
∑n
ν=1
ν 6=k,l,i
δcν2 · Pνl
≥ θ

=
1
mn−1(m− 1)
m∑
bi,bk=1
bi 6=bk
2∑
cν=0
ν 6=i,k
ψ(c) · β(1)ijk(c) · β(2)kli (c)
=
1
mn−2
2∑
cν=0
ν 6=i,k
ψ(c) · β(1)ijk(c) · β(2)kli (c),
where in the last step we have used that all m · (m − 1)
summands of the first sum are equal.
Corollary 2 (Nakagami fading expectations and covariances,
full-duplex case). In the full-duplex model under Nakagami
fading with pdf (1) the expectation for the link uiuj , i 6= j, is
given by
EXij = γN\{x,y}ij (1/m).
For i = k the covariance of the link uiuj with link ukul is
given by (16) using (15) and the state coefficients
αxyx(c) = γ
N\{x,y}
xy ([cν ]ν∈N\{x,y}),
where c = [cν ]ν∈N\{i} .
For i 6= k, it is given by (17) using (15), (18) and the state
coefficients
αxyz(c
′) = γN\{x,y}xy (ξ), c
′ = [c′ν ]ν∈N\{i,k} ,
where ξ = [ξν ]ν∈N\{x,y} , ξν = c
′
ν if ν 6= z, ξz = 1, and
β(d)xyz(c
′′) = γN\{x,y,z}xy (ζ), c
′′ = [c′′ν ]ν∈N\{i,k} ,
where ζ = [ζν ]ν∈N\{x,y,z} , ζν = δc′′ν d.
Proof. The proof of the half duplex counterpart of this corol-
lary runs along the same lines as this one. We only proof the
former since it part of the main paper, cf. D.
C. Proof of Theorem 1
In the following we use similar arguments as in the proof
of Theorem 3. However, the condition
Si 6= Sj and Sk 6= Sl (20)
introduces greater complexity here. Let us thus first gather
all cases in Table I. For once, in this table different node
subscripts shall refer to different nodes, e.g. the situation that
link 1 link 2 |J | condition (20) Si = Sk Si 6= Sk
uiuj uiul 3 Si 6= Sj , Sl X x
uiuj ujui 2 Si 6= Sj x X
uiuj ujul 3 Sj 6= Si, Sl x X
uiuj ukui 3 Si 6= Sj , Sk x X
uiuj ukuj 3 Sj 6= Si, Sk depends depends
uiuj ukul 4 Si 6= Sj ; Sk 6= Sl depends depends
TABLE I: Situation for different choices of links.
link 1 link 2 P(Si = Sk and (20)) P(Si 6= Sk and (20))
uiuj uiul
(
m−1
m
)2 0
uiuj ujui 0 m−1m
uiuj ujul 0
(
m−1
m
)2
uiuj ukui 0
(
m−1
m
)2
uiuj ukuj
m−1
m2
(m−1)(m−2)
m2
uiuj ukul
(m−1)2
m3
(m−1)3
m3
TABLE II: Probabilities for various slot constellations.
ui = uj is not allowed in the table. Consider two links,
link 1 and link 2, and denote by J the set of all node
indices belonging to link 1 or link 2. The check marks in
Table I indicate that - under condition (20) - the condition
in the column’s head is automatically fulfilled, the symbol
x indicates an impossible condition, and depends means that
whether the condition is met or not depends on the actual state
of the slot variables Si and Sk.
From Table I we see that P(Si 6= Sj and Sk 6= Sl) equals(
1− 1m
)2
if (k, l) 6= (j, i) and 1− 1m otherwise. Thus
E[YijYkl] =
(
1− 1
m
)2−δkjδli
· E[XijXkl | Si 6= Sj ;Sk 6= Sl].
(21)
Moreover, from (3) we obtain the following decomposition:
E[YijYkl] = E[XijXkl | Si = Sk;Si 6= Sj ;Sk 6= Sl]
· P(Si = Sk;Si 6= Sj ;Sk 6= Sl)
+ E[XijXkl | Si 6= Sk;Si 6= Sj ;Sk 6= Sl]
· P(Si 6= Sk;Si 6= Sj ;Sk 6= Sl),
(22)
since Ω is the disjoint union of {ω ∈ Ω | Si(ω) = Sk(ω)}
and {ω ∈ Ω | Si(ω) 6= Sk(ω)}.
The slot probabilities can be found in Table II, whereas the
conditioned expectations will be treated in the remaining part
of this section. For instance, we have for the links uiuj , ukuj :
P(Sj 6= Si, Sk; Si 6= Sk)
=
1
m3
m∑
bj=1
m∑
bi=1
bi 6=bj
m∑
bk=1
bk 6=bj ,bi
1
=
(m− 1)(m− 2)
m2
.
In the following, we denote by J the set {i, j, k, l.} .
a) Let i 6= j and k 6= l. From Table I we may also assume
l 6= i and k 6= j. Further, first let i 6= k and j 6= l. Then we
have |J | = 4 and
E [XijXkl | Si 6= Sj , Sk 6= Sl, Si = Sk]
= P
(
Pij
N +
∑n
ν 6=i,j δSiSνPνj
≥ θ and
Pkl
N +
∑
ν 6=k,l δSkSνPνl
≥ θ
∣∣∣∣∣Si 6= Sj , Sk 6= Sl, Si = Sk
)
(a)
=
1
(m− 1)2
1
mn−3
m∑
bi=1
(bi=bk)
m∑
bj ,bl=1
bj ,bl 6=bi
m∑
bν=1
ν 6=i,j,k,l
[
· P
(
Pij
N +
∑
ν 6=i,j,k,l δbibνPνj + Pkj
≥ θ
)
·P
(
Pkl
N +
∑
ν 6=k,l,i,j δbibνPνl + Pil
≥ θ
)]
(b)
=
1
(m− 1)2
1
mn−3
m∑
bi=1
(bi=bk)
m∑
bj ,bl=1
bj ,bl 6=bi
1∑
cν=0
ν 6=i,j,k,l
φ(c)
[
· P
(
Pij
N +
∑
ν 6=i,j,k,l cν · Pνj + Pkj
≥ θ
)
·P
(
Pkl
N +
∑
ν 6=k,l,i,j cν · Pνl + Pil
≥ θ
)]
=
1
mn−4
1∑
cν=0
ν 6=i,j,k,l
φ(c)
[
· P
(
Pij
N +
∑
ν 6=i,j,k,l cν · Pνj + Pkj
≥ θ
)
·P
(
Pkl
N +
∑
ν 6=k,l,i,j cν · Pνl + Pil
≥ θ
)]
,
where we have conditioned on the independent slot variables
and exploited the IBF assumption in (a) and introduced macro
variables in (b). Analogous to the full-duplex variant above, the
case j = l leads to a contradiction and the case i = k reduces
the number of possible slot choices which is why we have to
incorporate a prefactor 1− δjl and a prefactor m/mδik . This
concludes the proof for the conditioned expectation expression
of part a).
The covariance part follows easily from (21) since Si = Sk
holds automatically, here.
b) Note first that the covariance expression follows from the
decomposition (22) and the conditioned expectations below.
Due to the 1 − δlj factor in the conditioned expectation of
part (a), there is a contribution of the Φ-expression only in
case |J ′| = 4 (cf. Table I).
Let i 6= j, k and k 6= l. We distinguish five cases, according
to Table I.
(i) We start with the links uiuj and ukul from Table I. Then
we find l 6= i, j and j 6= k, and |J | = 4. We have
E (XijXkl | Si 6= Sj , Sk; Sk 6= Sl)
= P
(
Pij
N +
∑n
ν 6=i,j δSiSνPνj
≥ θ and
Pkl
N +
∑
ν 6=k,l δSkSνPνl
≥ θ
∣∣∣∣∣Si 6= Sj , Sk; Sk 6= Sl
)
(a)
=
1
mn−2
1
m− 1
m∑
bj ,bk=1
1
m− 2 + δbjbk
m∑
bi=1
bi 6=bj ,bk
m∑
bl=1
bl 6=bk
[
m∑
bν=1
ν 6∈J
P
(
Pij
N +
∑n
ν 6=i,j δbibνPνj
≥ θ and
Pkl
N +
∑
ν 6=k,l δbkbνPνl
≥ θ
)]
(b)
=
1
mn−2
1
m− 1
m∑
bj ,bk=1
1
m− 2 + δbjbk
m∑
bi=1
bi 6=bj ,bk
m∑
bl=1
bl 6=bk
[
m∑
bν=1
ν 6∈J
P
(
Pij
N +
∑n
ν 6=i,j,k δbibνPνj
≥ θ
)
·P
(
Pkl
N +
∑
ν 6=k,l,i δbkbνPνl
≥ θ
)]
=
1
mn−2
1
m− 1
m∑
bj ,bk=1
1
m− 2 + δbjbk
m∑
bi=1
bi 6=bj ,bk
m∑
bl=1
bl 6=bk
[
m∑
bν=1
ν 6∈J
P
(
Pij
N +
∑n
ν 6∈J δbibνPνj + δbiblPlj
≥ θ
)
·P
(
Pkl
N +
∑
ν 6∈J δbkbνPνl + δbkbjPjl
≥ θ
)]
(c)
=
1
mn−2
1
m− 1
m∑
bj ,bk=1
1
m− 2 + δbjbk
m∑
bi=1
bi 6=bj ,bk
m∑
bl=1
bl 6=bk
[
2∑
cν=0
ν 6∈J
ψ0(c) · P
(
Pij
N +
∑n
ν 6∈J δ1cνPνj + δbiblPlj
≥ θ
)
·P
(
Pkl
N +
∑
ν 6∈J δ2cνPνl + δbkbjPjl
≥ θ
)]
(23)
where we have conditioned on the independent slot variables
in (a) and exploited the IBF assumption in (b), and introduced
macro variables in (c) with state weight
ψ0(c) =
m∏
ν=1
ν 6=J
(m− 2)δcν,0 , c = [cν ]ν 6∈J .
Note that since bi 6= bk, the active sets of interfering nodes
are disjoint in (b). Gathering the m−2 micro states belonging
to bl 6= bi in the lowermost expression of (23) yields the term
1
mn−2
1
m− 1
m∑
bj ,bk=1
1
m− 2 + δbjbk
m∑
bi=1
bi 6=bj ,bk
[
2∑
cν=0
ν 6∈J
ψ0(c) ·
[
(m− 2) · P
(
Pij
N +
∑n
ν 6∈J δ1cνPνj
≥ θ
)
+ P
(
Pij
N +
∑
ν 6∈J δ1,cνPνj + Plj
)]
·P
(
Pkl
N +
∑
ν 6∈J δ2cνPνl + δbkbjPjl
≥ θ
)]
.
(24)
The innermost summands do no longer depend on bi, thus (24)
can be written as
1
mn−2
1
m− 1
m∑
bj ,bk=1
[
2∑
cν=0
ν 6∈J
ψ0(c) ·
[
(m− 2) · P
(
Pij
N +
∑n
ν 6∈J δ1cνPνj
≥ θ
)
+ P
(
Pij
N +
∑
ν 6∈J δ1,cνPνj + Plj
)]
·P
(
Pkl
N +
∑
ν 6∈J δ2cνPνl + δbkbjPjl
≥ θ
)]
,
and hence
E (XijXkl | Si 6= Sj , Sk; Sk 6= Sj)
=
1
mn−2
1
m− 1
m∑
bj=1
[
2∑
cν=0
ν 6∈J
ψ0(c) ·
[
(m− 2) · P
(
Pij
N +
∑n
ν 6∈J δ1cνPνj
≥ θ
)
+ P
(
Pij
N +
∑
ν 6∈J δ1,cνPνj + Plj
)]
·
m∑
bk=1
P
(
Pkl
N +
∑
ν 6∈J δ2cνPνl + δbkbjPjl
≥ θ
)]
=
1
mn−2
m
m− 1
[
2∑
cν=0
ν 6∈J
ψ0(c) ·
[
(m− 2) · P
(
Pij
N +
∑n
ν 6∈J δ1cνPνj
≥ θ
)
+ P
(
Pij
N +
∑
ν 6∈J δ1,cνPνj + Plj
)]
·
[
(m− 1) · P
(
Pkl
N +
∑
ν 6∈J δ2cνPνl
≥ θ
)
+ P
(
Pkl
N +
∑
ν 6∈J δ2cνPνl + Pjl
≥ θ
)]
=
1
mn−3(m− 1)
[
2∑
cν=0
ν 6=i,k
ψ(c) ·
[
P
(
Pij
N +
∑
ν 6=i,j,k δ1,cνPνj
)
·P
(
Pkl
N +
∑
ν 6=k,l,i δ2cνPνl
≥ θ
)]
,
where, for c = [cν ]ν 6=i,k,
ψ(c) = δcl 6=2 · δcj 6=1 · (m− 1)δ0,cj (m− 2)δcl,0 · ψ0([cν ]ν 6∈J)
= δcl 6=2 · δcj 6=1 · (m− 1)δ0,cj ·
n∏
ν=1
ν 6=i,j,k
(m− 2)δcν,0 .
(ii) The links uiuj and ukuj represent the case j 6= k, j = l.
Similarly, we get
E (XijXkj | Si 6= Sj , Sk; Sk 6= Sl)
=P
(
Pij
N +
∑n
ν 6=i,j δSiSνPνj
≥ θ and
Pkj
N +
∑
ν 6=k,j δSkSνPνj
≥ θ
∣∣∣∣∣Si 6= Sj , Sk; Sk 6= Sj
)
=
1
mn−2
1
m− 1
m∑
bj ,bk=1
bj 6=bk
1
m− 2
m∑
bi=1
bi 6=bj ,bk
[
2∑
bν=0
ν 6∈J
P
(
Pij
N +
∑n
ν 6=i,j,k δbibνPνj + 0
≥ θ
)
·P
(
Pkj
N +
∑
ν 6=k,j,i δbkbνPνj + 0
≥ θ
)]
=
1
mn−2
1
m− 1
m∑
bj ,bk=1
bj 6=bk
1
m− 2
m∑
bi=1
bi 6=bj ,bk
[
2∑
cν=0
ν 6∈J
ψ(c) · P
(
Pij
N +
∑n
ν 6∈J δ1cνPνj
≥ θ
)
·P
(
Pkj
N +
∑
ν 6∈J δ2cνPνj
≥ θ
)]
=
1
mn−2
1
m− 1
m∑
bj ,bk=1
bj 6=bk
[
2∑
cν=0
ν 6∈J
ψ(c) · P
(
Pij
N +
∑n
ν 6∈J δ1cνPνj
≥ θ
)
·P
(
Pkj
N +
∑
ν 6∈J δ2cνPνj
≥ θ
)]
=
1
mn−3
[
2∑
cν=0
ν 6∈J
ψ(c) · P
(
Pij
N +
∑n
ν 6∈J δ1cνPνj
≥ θ
)
·P
(
Pkj
N +
∑
ν 6∈J δ2cνPνj
≥ θ
)]
where, for c = [cν ]ν 6∈J ,
ψ(c) =
n∏
ν=1
ν 6∈J
(m− 2)δcν,0 .
(iii) We come to the links uiuj and ukui representing the case
l = i, j 6= k. This case is shown analogous to the previous
case (ii) and is thus is omitted.
(iv) The links uiuj and ujul represent the case k = j, l 6= i.
We have
E (XijXjl | Sj 6= Si, Sl)
=
1
m
1
(m− 1)2
m∑
bj=1
m∑
bi=1
bi 6=bj
m∑
bl=1
bl 6=bj
[
1
mn−3
2∑
bν=0
ν 6∈J
P
(
Pij
N +
∑n
ν 6=i,j δbibνPνj
≥ θ
)
·P
(
Pjl
N +
∑
ν 6=j,l,i δbkbνPνl
≥ θ
)]
=
1
mn−2(m− 1)2
m∑
bj=1
m∑
bi=1
bi 6=bj
m∑
bl=1
bl 6=bj
[
2∑
bν=0
ν 6∈J
P
(
Pij
N +
∑n
ν 6=i,j δbibνPνj
≥ θ
)
·P
(
Pjl
N +
∑
ν 6=j,l,i δbkbνPνl
≥ θ
)]
=
1
mn−2(m− 1)2
m∑
bj=1
m∑
bi=1
bi 6=bj
m∑
bl=1
bl 6=bj
[
2∑
cν=0
ν 6∈J
ψ(c) · P
(
Pij
N +
∑n
ν 6=i,j δcν ,1Pνj
≥ θ
)
·P
(
Pjl
N +
∑
ν 6=j,l,i δcν ,2Pνl
≥ θ
)]
=
1
mn−3
 2∑
cν=0
ν 6∈J
ψ(c) · P
(
Pij
N +
∑n
ν 6=i,j δcν ,1Pνj
≥ θ
)
·P
(
Pjl
N +
∑
ν 6=j,l,i δcν ,2Pνl
≥ θ
)]
,
where here, for c = [cν ]ν 6=J ,
ψ(c) =
n∏
ν=1
ν 6=i,j,l
(m− 2)δcν,0 .
(v) Finally, the links uiuj and ujui represent the case k = j
and l = i.
E (XijXji | Si 6= Sj , Sk)
=
1
m
1
m− 1
1
mn−2
m∑
bj=1
m∑
bi=1
bi 6=bj
[
2∑
bν=0
ν 6=i,j
P
(
Pij
N +
∑n
ν 6=i,j δbibνPνj
≥ θ
)
·P
(
Pkj
N +
∑
ν 6=j,i δbkbνPνj
≥ θ
)]
=
1
m
1
m− 1
1
mn−2
m∑
bj=1
m∑
bi=1
bi 6=bj
[
2∑
cν=0
ν 6=i,j
ψ(c) · P
(
Pij
N +
∑n
ν 6=i,j δcν ,1Pνj
≥ θ
)
·P
(
Pkj
N +
∑
ν 6=j,i δcν ,2Pνj
≥ θ
)]
=
1
mn−2
 2∑
cν=0
ν 6=i,j
ψ(c) · P
(
Pij
N +
∑n
ν 6=i,j δcν ,1Pνj
≥ θ
)
·P
(
Pkj
N +
∑
ν 6=j,i δcν ,2Pνj
≥ θ
)]
,
where, for c = [cν ]ν 6=i,j ,
ψ(c) =
n∏
ν=1
ν 6=i,j
(m− 2)δcν,0 .
This concludes the proof of part b) and thus of Theorem 1.
D. Proof of Corollary 1
We show that by [21] the identity
γ
N\{i,j}
ij ([ξν ]ν∈N\{i,j}) = P
 Pij
N +
∑
ν 6=i,j
Ξν · Pνj
≥ θ

(25)
holds for Bernoulli variables Ξν with parameters ξν such that
Ξν , Pij , and Pν,j , for ν 6= i, j, are mutually independent. We
verify that Ξν := δSiSν satisfies this property such that then
EXij = γij(1/m). An application of (13) then establishes the
first part of the corollary.
The second part of the corollary then follows analogously by
using only probabilities ξν = ξν ∈ {0, 1} and from Theorem
1. We divide the proof into three sections.
(i) We start with the verification of the independence
property. For Ξν = δSiSν and x, y ∈ {0, 1} , ν 6= i, j we
have
P(Ξν = xν , ν 6= i, j)
=
1
m
m∑
bi=1
P(δbiSν = xν , ν 6= i, j | Si = bi)
=
1
m
m∑
bi=1
P(δbiSν = xν , ν 6= i, j)
= P(δ1Sν = xν , ν 6= i, j)
=
n∏
ν=1
ν 6=i,j
P (δ1Sν = xν)
=
∏
ν 6=i,j
(
1
m
m∑
bi=1
P(δbiSν = xν | Si = bi
)
=
∏
ν 6=i,j
P(Ξν = xν),
where we several times made use of the independence and
the uniformness of the slot choices. This shows the mutual
independence of Ξν , ν 6= i, j. The remaining cases are im-
mediately clear from the IBF assumption and the independent
choice of slots.
(ii) We now establish the connection (25). First note that
the transmitter’s index 0 of [21] corresponds to the index i
here. Since the transmitter does not represent a designated
node in our case, we rearrange the indexing in [21] to fit our
notation: Ωi corresponds to the transmitter, Ωj to the receiver
and Ων , ν = 1, . . . , n, ν 6= i, j to the interferers. We set
Ων =
1
qi · µνj , ν 6= j,
where we used unity reference distance (d0 = 1) since our
reference distance r0 is already incorporated in the µνj’s as
well as the qν’s, the transmit powers. Further, we set
Γ =
qi
N
, gν = µνj · Pνj , ν 6= j,
β = θ, S =
Ωigi
β
,
βi = β
mi
Ωi
, Yν = Ξν · Ων · gν , ν 6= j,
Again the index i corresponds to the transmitter, j to the
receiver while all other indices represent interferers. Then
gν , ν 6= j, is a Nakagami fading variable with shape mν and
unit average power at the receiver j. Therefore, we have
P
 Pij
N +
∑
ν 6=i,j
Ξν · Pνj
≥ θ

= P
 µ−1ij gi
N +
∑
ν 6=i,j
Ξν · µ−1νj gν
≥ θ

= P
 µ−1ij gi/qi
N/qi +
∑
ν 6=i,j
Ξν · µ−1νj gν/qi
≥ β

= P
(
Ωigi
Γ−1 +
∑
ν 6=i,j Yν
≥ β
)
= P
Γ−1 ≤ S − ∑
ν 6=i,j
Yν

(a)
= e−βi·Γ
−1
mi−1∑
s=0
(
βiΓ
−1)s
·
s∑
t=0
Γt
(s− t)! ·
∑
`ν≥0∑
ν 6=i,j
`ν=t
∏
ν 6=i,j
[
(1− ξν) δ0`ν
+
ξν · (`ν +mν − 1)!
(
Ων
mν
)`ν
`ν ! · (mν − 1)!
(
βi
Ωi
mi
+ 1
)mν+`ν
 .
= e−θ·mi·µijN
mi−1∑
s=0
(θ ·mi · µijN)s
·
s∑
t=0
( qiN )
t
(s− t)! ·
∑
`ν≥0∑
ν 6=i,j
`ν=t
∏
ν 6=i,j
[
(1− ξν) δ0`ν
+
(
`ν+mν − 1
`ν
)
·
ξν ·
(
1
mνqiµνj
)`ν
(
θmimν
µij
µνj
+ 1
)mν+`ν

= γ
N\{i,j}
ij ([ξν ]ν∈N\{i,j}),
where (a) follows from [21, eqn. (11), (12) and (24)]. Together
with (13) this yields
EYij =
(
1− 1
m
)
· γN\{i,j}ij (1/m)
since
EδSiSν =
1
m2
·
m∑
bi,bν=1
δbibν =
1
m
.
(iii) The state coefficients of Theorem 1 can now be
expressed in virtue of (25) which concludes the proof.
E. Proof of Theorem 2
First let W = Z. Let us check that RZ(ε) equals the matrix
R˜ of [17] (hence w2(Z, ε) corresponds to w˜2(L, ε)) of [17].
Indeed, using the notation PZ = (In− εLZ), the calculus for
the Kronecker product ((AB)⊗ (AB) = (A⊗A) · (B ⊗B))
and linearity of the expectation, we have
R˜ := E[(ΠPZ)⊗ (ΠPZ)] = (Π⊗Π) · E[(PZΠ)⊗ (PZΠ)],
since
ΠPZ = ΠPZΠ,
which is due to LZ1 = 0. Further,
E[(PZΠ)⊗ (PZΠ)] = E[Π⊗Π− εΠ⊗ LZ
− εLZ ⊗Π + ε2LZ ⊗ LZ ]
=
(
EPZΠ
)⊗ (EPZΠ)+ ε2C,
where C := E[LZ ⊗ LZ ] − ELZ ⊗ ELZ . Clearly, the
components of C are given by CIJ = cov(`Zij , `
Z
kl), for
I = (n− 1) · i+ k, J = (n− 1) · j + l, i, j, k, l = 1, . . . , n.
Hence R˜ = RZ(ε).
Second, we will need the following matrix norms: For
any matrix A ∈ Rn×n define the spectral norm of A by
‖A‖2 :=
√
%(ATA) and the Frobenius norm of A by ‖A‖F :=√∑n
i=1‖Aei‖2, where ei ∈ Rn, i = 1, . . . , n denote the
Cartesian basis vectors, i.e. ei = (0, . . . , 0, 1, 0, . . . 0), where
the one is located at the i-th position. Note that the Frobenius
norm upper bounds the spectral norm. Analogous to the proof
of [17, Prop. 4] we define
S(X) = E(ΠPZ)TX(ΠPZ), X ∈ Rn×n,
and utilize the inequality (cf. [17])
‖Sk(X)‖F ≤ ‖R˜k‖2 · ‖X‖F , k ∈ N. (26)
Note that
δk(x) = Π(Pk . . . P1)x = (ΠPk) . . . (ΠP1)x (27)
for a sequence of independent variables Pi, i = 1, 2, . . . with
Pi
d
= PZ and for x ∈ Rn. Then we have
max
‖x‖≤1
Eδ2k(x) = max‖x‖≤1
E‖Π(Pk . . . P1)x‖2
= max
‖x‖≤1
xTE(PT1 . . . PTk )Π(Pk . . . P1)x
(a)
= ‖E(PT1 . . . PTk )Π(Pk . . . P1)‖2
≤ ‖E(PT1 . . . PTk )Π(Pk . . . P1)‖F
= ‖Sk(Π)‖F
(b)
≤ √n− 1 · ‖R˜k‖2
(c)
≤ 2√n− 1 · w2k2 (Z, ε).
(28)
where (a) is due to a property of the spectral norm and in (b)
we have used (26) and the fact that ‖Π‖F =
√
n− 1. For (c)
cf. the properties of the numerical radius, e.g. [17], [8]. This
concludes the proof for the right-hand inequality, the upper
bound.
The left-hand inequality follows from the infimum property
of r2 (i.e. r2k2 = infk∈N E‖ΠPk . . . P1‖2F , e.g [14, Lem. 2.7]):
1
n
r2k(Z, ε) ≤ 1
n
E‖ΠPk . . . P1‖2F ≤
1
n
E
n∑
i=1
δ2k(ei)
≤ max
‖x‖≤1
Eδ2k(x),
(29)
where we have used (27) and the definition of the Frobenius
norm which concludes the proof of the case W = Z.
The proof directly carries over to the case W = Y, (and the
case W = X as well), the only difference being the structure
of the matrix C which is not relevant in proofing the estimates.
F. Details on Remark 3
Here we we provide additional information for Theorem 2
by supplementing Remark 3:
(a) Let W = Y or W = Z. Then we have from (29) and (28)
2k
√
1
n
r2k2 (W ) ≤ 2k
√
max
‖x‖≤1
Eδ2k(x) ≤
2k
√√
n− 1‖(RW )k‖2
which gives in the limit, using the spectral radius formula,
r2(W, ε) ≤ lim
k→∞
2k
√
max
‖x‖≤1
Eδ2k(x) ≤
√
% (RW ) = r2(W, ε).
(b) The required steps increase logarithmically as n grows
larger: Let δ > 0. Then
2k
√
2
√
n− 1 < 1 + δ
if and only if
k >
1
2
log(1+δ)(2) +
1
4
log(1+δ)(n− 1).
(c) From (28) we have using k = 1
max
‖x‖≤1
Eδ21(x) = ‖EPT1 ΠP1‖2
which is the bound used in [18].
