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KLASIFIKASI TEKS HADIS BUKHARI TERJEMAHAN INDONESIA 
MENGGUNAKAN RECURRENT CONVOLUTIONAL NEURAL NETWORK 
(CRNN) 
 


















Hadis merupakan sumber hukum dan pedoman kedua bagi umat Islam setelah Al-Qur’an dan banyak sekali 
hadis yang telah diriwayatkan oleh para ahli hadis selama ini. Penelitian ini membangun sebuah sistem yang 
dapat melakukan klasifikasi teks hadis Bukhari terjemahan berbahasa Indonesia. Topik ini diangkat untuk 
memenuhi kebutuhan umat Islam dalam mengetahui apa saja informasi mengenai anjuran dan larangan yang 
terdapat dalam suatu hadis. Klasifikasi teks memiliki tantangannya tersendiri terkait dengan jumlah fitur yang 
sangat banyak (dimensi sangat besar) sehingga waktu komputasi menjadi besar dan mengakibatkan sulitnya 
mendapatkan hasil yang optimal. Pada penelitian ini, digunakan salah satu metode hibrid dalam dunia deep 
learning dengan menggabungkan Convolutional Neural Network dan Recurrent Neural Network, yaitu 
Convolutional Recurrent Neural Network (CRNN). Convolutional Neural Network dipilih sebagai metode 
seleksi dan reduksi data dikarenakan dapat menangkap informasi spasial yang saling berhubungan dan 
berkorelasi. Sementara Recurrent Neural Network digunakan sebagai metode klasifikasi dengan mengusung 
kemampuan utamanya yaitu dapat menangkap informasi kontekstual yang sangat panjang khususnya pada data 
sekuens seperti data teks dengan mengandalkan ‘memori’ yang dimilikinya. Hasil penelitian menyajikan 
beberapa hasil klasifikasi menggunakan deep learning, dimana hasil akurasi terbaik diberikan oleh 
Convolutional Recurrent Neural Network (CRNN), yakni sebesar 80.79%. 
 
Kata kunci: convolutional neural network, recurrent neural network, klasifikasi teks, reduksi dimensi 
 
TEXT CLASSIFICATION OF HADITH OF BUKHARI (INDONESIAN LANGUAGE 





Hadith is a source of law and guidance for Muslims after the Qur'an and many hadith have been narrated by 
hadith experts so far. This research builds a system that can classify Bukhari hadith in Indonesian translations. 
This topic was raised to meet the needs of Muslims in knowing what information about the suggestions and 
prohibitions that exist in a hadith. Text classification has its own challenges related to several features whose 
dimensions are very large so that it increases computing time and causes difficulties in getting optimal results. 
This research uses a hybrid method in deep learning by combining a Convolutional Neural Network and a 
Recurrent Neural Network, namely Convolutional Recurrent Neural Network (CRNN). Convolutional Neural 
Network was chosen as a method of selecting and reducing data that can be determined as spatial information 
that is interrelated and correlated. While Recurrent Neural Networks are used as a classification method by 
carrying out capabilities that can be used as very long contextual information specifically on sequential data 
such as text data by relying on the ‘memory’ it has. This research presents several classification results using 
deep learning, where the best accuracy results are given by the Convolutional Recurrent Neural Network 
(CRNN), which is equal to 80.79%. 
 




Islam merupakan salah satu agama terbesar di 
dunia, khususnya di Indonesia yang mencakup 
sebanyak 12.7% dari total populasi penganut Agama 
Islam diseluruh dunia (Muslim Population by 
Country 2020, n.d.). Bagi penganut Agama Islam, 
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terdapat dua sumber utama dalam ajarannya yaitu 
Al-Qur’an dan Hadis. Hadis merupakan panduan 
bagi umat Muslim yang bersumber dari perbuatan 
dan perkataan Nabi Muhammad SAW. dan menjadi 
pedoman bagi umat Muslim untuk lebih memahami 
Islam agar dapat menjalankan kehidupannya di 
dunia. 
Telah banyak hadis yang diriwayatkan oleh 
para ahli hadis ke dalam beberapa kitab. Salah satu 
ahli hadis yang telah meriwayatkan banyak hadis 
adalah Al-Bukhari. Saat ini, ada sekitar 7000 hadis 
sahih yang telah diriwayatkan oleh Bukhari dan 
telah diterjemahkan ke dalam Bahasa Indonesia. 
Jumlah hadis yang tergolong ke dalam teks yang 
cukup besar membuat tingkat kesulitan dalam proses 
klasifikasi menjadi tinggi. Hal ini dikarenakan 
terdapat banyak sekali fitur/kata yang diproses 
sehingga dimensi dari data menjadi sangat besar dan 
membuat proses klasifikasi menjadi lama dan 
menurunkan hasil klasifikasi. Metode deep learning 
digunakan dalam penelitian ini untuk mengatasi 
masalah yang telah dipaparkan sebelumnya. 
1.1. Penelitian Terkait 
Hadis terbagi ke dalam beberapa kategori 
diantaranya hadis berdasarkan tingkat keabsahannya 
seperti sahih, hasan, maudo’, dan dhaif seperti yang 
telah dikerjakan oleh (Aldhlan et al., 2013). Dalam 
penelitiannya, mereka menyebutkan bahwa beberapa 
atribut pada data yang digunakan diindikasikan 
sebagai nilai yang hilang. Oleh sebab itu, mereka 
menggunakan suatu mekanisme yang disebut dengan 
Missing Data Detector (MDD) untuk mengatasi data 
yang hilang tersebut. MDD yang digabungkan 
dengan classifier Decision Tree dapat meningkatkan 
hasil akurasi dengan sangat baik dari 50.1502% 
menjadi 97.597% dan menyimpulkan bahwa 
Decision Tree merupakan pendekatan yang layak 
untuk klasifikasi hadis dilihat dari kemudahannya 
dalam aturan induksi. 
Al-Kabi et al. mengklasifikasikan hadis ke 
dalam delapan kategori berdasarkan klasifikasi Al-
Bukhari menggunakan metode TF-IDF (Al-Kabi et 
al., 2005). Metode yang digunakan akan menghitung 
bobot dari masing-masing istilah (term) yang 
mengacu pada setiap kelas. Bobot suatu istilah akan 
lebih tinggi apabila sering muncul pada suatu kelas 
dan jarang muncul dikelas yang lainnya. Sebanyak 
15 data dari masing-masing kelas digunakan sebagai 
data latih dan 5 data dari masing-masing kelas 
digunakan sebagai data uji. Dengan menggunakan 
TF-IDF, penelitian ini berhasil mendapatkan akurasi 
rata-rata sekitar 83.2%. 
Hal serupa juga telah dikerjakan oleh Harrag 
(Harrag & El-Qawasmah, 2009) dalam penelitiannya 
namun dengan jumlah kelas yang lebih banyak yakni 
14 kategori yang semuanya tersebar ke dalam 453 
dokumen berbahasa Arab. Mereka menggunakan 
Artificial Neural Network (ANN) sebagai classifier. 
Dikarenakan jumlah kata-kata unik yang terdapat 
dalam dokumen bisa sangat banyak dan bervariasi, 
Singular Value Decomposition (SVD) digunakan 
dalam penelitian untuk mencari fitur yang relevan 
bagi proses klasifikasi. Penggunaan SVD sebagai 
seleksi fitur berhasil meningkatkan performansi 
dengan akurasi sebesar 88.33% dibandingkan tanpa 
menggunakan proses seleksi fitur. 
Hadis juga dikategorikan ke dalam hadis 
anjuran, larangan, dan informasi seperti yang telah 
dikerjakan oleh (Abu Bakar et al., 2019; Al Faraby 
et al., 2018; Fauzan et al., 2018; Hidayati et al., 
2020; Mediamer et al., 2019; Purbolaksono et al., 
2020). Pengkategorian hadis tersebut dilakukan 
terhadap hadis Bukhari terjemahan Indonesia. 
(Fauzan et al., 2018) mengelompokkan masing-
masing hadis tersebut ke dalam salah satu dari tiga 
kelas yang ada atau yang biasa disebut dengan 
klasifikasi multi-class. Pada penelitiannya, mereka 
menggunakan metode Latent Semantic Indexing 
sebagai seleksi fitur dan Bootstrap Aggregating 
(Bagging) untuk meningkatkan hasil akurasi dengan 
metode klasifikasi Support Vector Machine (SVM). 
LSI merupakan salah satu metode representasi fitur 
yang paling bagus untuk semantic kata. LSI 
bertujuan untuk mencari hubungan antara suatu 
istilah (term) terhadap dokumen. LSI akan 
menghitung korelasi semantic antara term dan 
dokumen pada representasi teks tidak terstruktur 
(Al-Anzi & AbuZeina, 2017). 
Pekerjaan yang serupa juga telah dilakukan 
oleh (Al Faraby et al., 2018) dalam penelitiannya 
mengenai klasifikasi teks hadis ke dalam 
kategorisasi multi-label. Mereka menggunakan 
dataset yang sama dengan penelitian (Fauzan et al., 
2018). SVM dan Neural Network dipilih sebagai 
metode klasifikasi dengan bantuan TF-IDF sebagai 
metode ekstraksi fitur. Beberapa Teknik pencocokan 
string berbasis aturan sederhana dibangun sebagai 
pembanding pada metode yang diusulkan. Hal ini 
dilakukan karena pada saat penelitian tersebut 
dikerjakan, mengklasifikasikan hadis ke dalam 
ketiga kelompok (anjuran, larangan, dan informasi) 
merupakan pekerjaan yang sangat baru. Penelitian 
tersebut mendapatkan hasil akurasi yang cukup baik 
yaitu sekitar 88% menggunakan metriks pengukuran 
F1-Score. 
(Mediamer et al., 2019) menggunakan 
ekstraksi fitur berbasis aturan pada metode TF-IDF 
dan Word2Vec. Percobaan dilakukan pada 2000 data 
multi-label hadis Bukhari terjemahan Indonesia. 
Metode yang diusulkan bekerja efektif pada dataset 
yang digunakan dan mampu melampaui metode 
sebelumnya dengan nilai Hamming Loss sebesar 
0.0623. 
Adapun (Abu Bakar et al., 2019; Hidayati et 
al., 2020) mengkategorikan klasifikasi hadis tersebut 
ke dalam bentuk klasifikasi multi-label. Klasifikasi 
multi-label adalah mengelompokkan setiap data ke 
dalam lebih dari satu kelas (G. Chen et al., 2017; R. 
Li et al., 2017). Hal ini berlaku pada data hadis 
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dimana suatu hadis mungkin mengandung makna 
anjuran dan larangan sekaligus. Dikarenakan hal itu, 
penelitian ( Abu Bakar et al., 2019; Hidayati et al., 
2020) memfokuskan untuk mengerjakan klasifikasi 
hadis terjemahan Indonesia tersebut ke dalam bentuk 
klasifikasi multi-label. Keduanya menggunakan 
metode klasifikasi yang dibantu dengan suatu 
metode seleksi fitur untuk meningkatkan hasil 
akurasi. Backpropagation dengan bantuan 
Information Gain yang dikerjakan oleh (Abu Bakar 
et al., 2019) mendapatkan hasil cukup baik dengan 
akurasi sebesar 88.42% sedangkan k-Nearest 
Neighbor dengan bantuan Latent Semantic Analysis 
pada penelitian ( Hidayati et al., 2020) berhasil 
mendapatkan nilai akurasi sebesar 90.28%. 
Klasifikasi hadis termasuk ke dalam salah satu 
kelompok kategorisasi teks. Saat ini, sangat banyak 
penelitian yang membahas kategorisasi teks (Daeli 
& Adiwijaya, 2020; Herlambang & Wijoyo, 2019; 
Hmeidi et al., 2015; Pinheiro et al., 2015; 
Purnomoputra & Wisesty, 2019; Shimpikar & 
Govilkar, 2017). Penelitian mengenai kategorisasi 
teks telah jauh berkembang dengan adanya metode-
metode canggih seperti neural network dan deep 
learning (Johnson & Zhang, 2015; X. Zhang et al., 
2015). Deep learning merupakan salah satu metode 
yang dapat secara otomatis mencari fitur dari 
sejumlah data dengan proses pembelajaran tanpa 
harus berdasarkan aturan-aturan yang dibuat oleh 
manusia, khususnya untuk memproses data yang 
sangat banyak apabila dilakukan oleh manusia 
(Liang et al., 2017). 
(Abdi et al., 2019) dalam penelitiannya 
mengenai deep learning membahas klasifikasi 
analisis sentimen menggunakan metode Recurrent 
Neural Network (RNN) dengan bantuan Long Short-
Term Memory (LSTM) untuk mendapatkan 
keuntungan dari proses sekuensial dan 
menghilangkan kelemahan pada metode tradisional 
lainnya yaitu kehilangan informasi pada proses 
pembelajaran. Penelitian ini mengelompokkan data 
ke dalam dua kelas yaitu kelas positif dan kelas 
negatif. Metode yang dibangun dapat meningkatkan 
nilai F1-Score hingga 15% dibandingkan dengan 
metode pembanding. Sementara itu, Chen et al. (B. 
Chen et al., 2019) menggunakan dua lapisan 
Convolutional Neural Network (CNN) untuk 
menangkap fitur-fitur pada teks sebelum dilakukan 
klasifikasi menggunakan LSTM. Metode yang 
diajukan berhasil mengungguli beberapa metode 
seperti SVM, CNN, dan LSTM. 
RNN sebagai metode klasifikasi berbasiskan 
deep learning telah banyak digunakan karena 
kemampuannya dalam melakukan proses data 
sekuensial (G. Chen et al., 2017; Lai et al., 2015; S. 
Li et al., 2019; Luo, 2017). Luo (Luo, 2017) 
menerapkan RNN khususnya model LSTM untuk 
melakukan klasifikasi hubungan pada catatan klinis 
menggunakan dataset i2b2/VA. Level segmen 
LSTM digunakan pada penelitian tersebut untuk 
melakukan klasifikasi hubungan dengan cara 
memisahkan konsep dan konteks dari suatu teks ke 
dalam lima segmen. Metode yang diajukan pada 
penelitian tersebut dengan hanya menggunakan fitur 
word embedding berhasil mendapatkan nilai f-
measure hingga 0.800. 
RNN juga digunakan sebagai media untuk 
pelatihan terhadap lapisan pooling pada CNN agar 
pooling dapat lebih beradaptasi dengan data dan 
komponen lainnya pada jaringan sehingga 
meningkatkan akurasi (S. Li et al., 2019). Setiap 
fitur pada wilayah pooling dipindai sebagai suatu 
urutan dan menjadi masukan bagi lapisan recurrent. 
Hasil keluaran terakhir dari lapisan recurrent 
merupakan fitur gabungan dari wilayah pooling 
local dan akan menjadi suatu fitur gabungan. 
Hasilnya menunjukkan bahwa metode yang 
dibangun dapat mengungguli performansi dari 
fungsi pooling lainnya khususnya pada dataset citra 
CIFAR-10 yang digunakan pada penelitian tersebut. 
Sementara itu, CNN dengan kemampuannya 
dalam melakukan seleksi dan ekstraksi fitur 
dikombinasikan dengan RNN dalam melakukan 
klasifikasi berbasis urutan telah banyak dilakukan 
dan mendapatkan hasil performansi yang baik (G. 
Chen et al., 2017; Choi et al., 2017; Sivaram et al., 
2019). Penelitian (Choi et al., 2017) memanfaatkan 
CNN sebagai metode untuk ekstraksi fitur dan RNN 
sebagai metode untuk meringkas fitur yang telah 
diekstrak. Mereka membandingkan metode yang 
diusulkan dengan beberapa jenis struktur pada CNN 
yang biasa digunakan pada penandaan musik. 
Metode CRNN yang dibangun dapat menghasilkan 
performansi yang baik daripada metode pembanding 
dengan mengatur beberapa parameter yang tepat. 
Sementara itu, hal yang serupa juga telah dikerjakan 
dengan menggunakan data yang berbeda, yaitu data 
gambar untuk pendeteksian keakuratan wajah 
(Sivaram et al., 2019). Penelitian tersebut 
memanfaatkan suatu lapisan yang ada pada CNN 
yaitu lapisan pooling untuk metode ekstraksi fitur 
sebelum akhirnya diteruskan menuju LSTM untuk 
proses deteksi wajah. Metode yang diusulkan dapat 
mengimbangi empat metode deteksi citra lainnya 
seperti CFAN (J. Zhang et al., 2014), SDM (deng et 
al., 2015), TCDN (Z. Zhang et al., 2014), dan RCPR 
(Burgos-Artizzu et al., 2013). 
Penelitian ini mencoba untuk menggabungkan 
metode CNN sebagai ekstraksi fitur dengan 
beberapa struktur RNN sebagai metode klasifikasi 
(CRNN) untuk melakukan klasifikasi multi-label 
pada dataset hadis Bukhari terjemahan Indonesia 
sebanyak 7000 data teks. Gabungan kedua metode 
ini dikenal dengan nama Convolutional Recurrent 
Neural Network (CRNN). Penelitian ini 
membandingkan pengaruh penggunaan CNN 
sebagai metode ekstraksi fitur terhadap hasil 
klasifikasi dibandingkan jika tanpa menggunakan 
CNN. 
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2. METODE PENELITIAN 
Penelitian ini menggabungkan metode CNN 
sebagai metode ekstraksi fitur dengan RNN sebagai 
metode klasifikasi untuk melihat seberapa besar 
pengaruh CNN dalam meningkatkan performansi 
sistem pada proses klasifikasi teks khususnya pada 
dataset hadis Bukhari terjemahan Indonesia. Gambar 
1 menunjukan blok diagram dari metode yang 
diusulkan. Proses utama pada penelitian ini ada pada 




Gambar 1. Blok diagram dari metode yang diusulkan. 
2.1. Convolutional Neural Network (CNN) 
CNN merupakan suatu jaringan feed-forward 
yang terdiri dari berbagai kombinasi lapisan yaitu 
lapisan konvolusi yang bertindak sebagai penyaring 
fitur, lapisan pooling yang bertindak sebagai seleksi 
fitur, dan lapisan fully connected (dense) dimana 
lapisan konvolusi terhubung ke suatu bagian kecil 
pada lapisan sebelumnya yang disebut dengan filter 
(Hu et al., 2015; Prusa & Khoshgoftaar, 2017). Filter 
ini digunakan untuk menangkap informasi spasial 
yang saling berhubungan dan berkorelasi. Biasanya 
ukuran yang digunakan pada filter ini relatif kecil 
(Prusa & Khoshgoftaar, 2017). Pada Gambar 2, 
terlihat bahwa terdapat tiga lapisan utama pada 
CNN. Dua lapisan pertama, yaitu lapisan konvolusi 
dan lapisan pooling merupakan lapisan yang 





Gambar 2. Arsitektur standar dari CNN yang terdiri dari lapisan konvolusi, lapisan pooling, dan lapisan dense (Hu et al., 2015). 
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2.1.1. Lapisan konvolusi 
Lapisan ini merupakan salah satu jenis lapisan 
dengan operasi linear yang digunakan untuk proses 
ekstraksi fitur dimana sejumlah kecil himpunan 
bilangan yang disebut dengan kernel diterapkan 
keseluruh masukan (himpunan bilangan). Suatu 
operasi yang disebut dengan element-wise product 
diterapkan antara masukan dengan kernel dan 
hasilnya dijumlahkan sehingga menghasilkan suatu 
himpunan bilangan baru yang disebut dengan 
feature map (lihat Gambar 3). Pada Gambar 2, kita 
melihat bahwa terdapat suatu parameter yang 
disebut dengan shared weights yang dikenal dengan 
nama kernel. Kernel ini menjadi kunci pada proses 
konvolusi dimana berperan dalam mengekstrak 
seluruh fitur dari masukan yang diterima. Kernel 
akan bergerak menelusuri semua masukan dengan 
nilai yang selalu sama (lihat Gambar 3) yang 
merupakan bobot bersama. 
Beberapa hyperparameter yang digunakan 
pada operasi ini adalah ukuran dan jumlah kernel 
(Yamashita et al., 2018). Dikarenakan penelitian ini 
merupakan suatu klasifikasi teks, yangmana 
masukan terdiri dari himpunan bilangan dalam 
bentuk matriks 1 (satu) dimensi, maka kernel yang 
digunakan pada lapisan konvolusi juga merupakan 
kernel dengan bentuk matriks 1 (satu) dimensi. Pada 
Gambar 3 terlihat bahwa ukuran kernel yang 
digunakan adalah matriks dengan dimensi 1 x 3. 
Salah satu hal terpenting pada proses konvolusi 
adalah fungsi aktivasi. Fungsi aktivasi digunakan 
untuk merubah level aktivasi dari suatu unit 
(neuron) menjadi suatu sinyal keluaran. Fungsi 
aktivasi nonlinear yang saat ini paling banyak 
digunakan karena mudah diimplementasikan dan 
perhitungan yang sederhana adalah rectified linear 
unit (ReLU) dengan fungsi   ( )      (   ) 
(Krizhevsky et al., 2017; LeCun et al., 2015). ReLU 
dapat menangani masalah yang sering terjadi ketika 
proses backpropagation dikarenakan turunan fungsi 
ini akan menghasilkan nilai   jika  ( )    dan 
bernilai 1 jika  ( )   . Hal ini akan menyebabkan 
jaringan tidak akan mengalami masalah vanishing 
gradient maupun exploding gradient (Ide & Kurita, 




Gambar 3. Proses yang terjadi pada lapisan konvolusional. 
2.1.2. Lapisan pooling 
Lapisan pooling merupakan lapisan yang 
melakukan proses pengambilan sampel kecil dari 
feature map yang telah dihasilkan pada proses 
konvolusional. Pengambilan sampel ini dilakukan 
untuk mereduksi fitur dengan cara mengambil 
beberapa fitur penting dari feature map. 
Beberapa teknik pooling yang sering 
digunakan pada CNN adalah max pooling dan 
average pooling. Max pooling akan mengambil nilai 
terbesar dari sejumlah kecil matriks sebagai fitur 
utama yang dipilih sedangkan average pooling akan 
mengambil rata-rata dari sejumlah kecil matriks 
sebagai fitur utama yang dipilih (lihat Gambar 4). 
Penelitian ini menggunakan max pooling sebagai 
metode ekstraksi fitur dikarenakan max pooling 
mengambil fitur terpenting dari data untuk 
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Gambar 4. Proses pooling pada CNN 
2.2. Recurrent Neural Network (RNN) 
Salah satu metode klasifikasi berbasis deep 
learning yang memiliki kemampuan untuk 
memodelkan data sekuens dan menangkap 
ketergantungan jangka panjang (Wang, 2018) 
khususnya pada data seperti teks dan suara. Tidak 
seperti feedforward pada neural network biasa, RNN 
dapat menggunakan status internal (memori) untuk 
memproses urutan masukan. Ini membuatnya dapat 
digunakan untuk tugas-tugas yang tidak 
tersegmentasi seperti rekognisi tulisan tangan atau 
pengenalan ucapan yang saling terhubung. Di 
jaringan saraf lain, semua masukan independen satu 
sama lain. Namun dalam RNN, semua masukan 






Gambar 5. Struktur jaringan saraf pada RNN. 
 
Pertama, RNN mengambil    dari urutan 
masukan dan kemudian outputnya    yang bersama-
sama dengan    adalah masukan untuk langkah 
selanjutnya. Jadi,    dan    adalah masukan untuk 
langkah selanjutnya. Demikian pula,    dari 
berikutnya adalah masukan dengan    untuk langkah 
selanjutnya dan seterusnya. Dengan cara ini, ia terus 
mengingat konteks saat berlatih. 
Formula yang digunakan pada current state 
adalah seperti pada persamaan (1): 
    (        )  (1) 
dan aktifkan fungsi aktivasi menggunakan 
persamaan (2): 
        (              ) (2) 
W adalah bobot, h adalah vektor dari lapisan 
tersembunyi,     adalah bobot pada lapisan 
tersembunyi sebelumnya,      adalah bobot pada 
keadaan masukan saat ini, ReLU adalah fungsi 
aktivasi, yang mengimplementasikan non-linearitas 
yang menekan aktivasi ke kisaran [0 , ∞]. Fungsi 
aktivasi atau fungsi ambang atau fungsi transfer 
digunakan untuk mengubah tingkat aktivasi unit 
(neuron) menjadi sinyal keluaran (Karlik & Olgac, 
2011). Fungsi ReLU dengan mudah bekerja dengan 
menetapkan nilai pada 0, yaitu  ( )      (   ). 
Sederhananya, ketika     , maka akan 
menghasilkan 0 dan sebaliknya, akan menghasilkan 
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fungsi linear ketika      (Agarap, 2018) seperti 
persamaan (3) berikut: 
    ( )    ( )      (   ) (3) 
dan untuk lapisan keluaran adalah seperti 
persamaan (4): 
           (     )        (4) 
   adalah status keluaran.     adalah bobot 
pada status keluaran dan sigmoid adalah fungsi 
aktivasi untuk lapisan keluaran. Sigmoid adalah 
fungsi aktivasi non-linear yang sebagian besar 
digunakan dalam jaringan saraf feedforward. Ini 
adalah fungsi nyata terdiferensiasi terbatas, 
didefinisikan untuk nilai masukan asli, dengan 
turunan positif dimana-mana dan beberapa tingkat 
kelancaran (Nwankpa et al., 2018). Fungsi Sigmoid 
dihitung menggunakan persamaan (5): 
 ( )   
 
        
  (5) 
Fungsi Sigmoid digunakan dalam model multi-
label dimana ia mengembalikan probabilitas masing-
masing kelas, nilai di atas 0,5 menjadi 1 dan lainnya 
menjadi 0, dimana 1 menunjukkan kelas target. 
2.3. Convolutional Recurrent Neural Network 
(CRNN) 
Convolutional Recurrent Neural Network 
(CRNN) memanfaatkan CNN sebagai metode 
ekstraksi fitur dan RNN sebagai metode untuk 
melakukan ringkasan dari fitur yang telah diekstrak 
(Choi et al., 2017). RNN berperan sebagai lapisan 
terakhir dari CNN dalam melakukan tahapan 
klasifikasi. Hal ini dilakukan karena kemampuan 
RNN dalam mendapatkan konteks makna dari 
kalimat yang terdiri dari susunan kata-kata yang 
saling terkait. RNN juga mampu menerima masukan 
data dengan dimensi beragam, tidak seperti CNN 
yang harus dilakukan metode padding terlebih 
dahulu untuk menyeragamkan panjang data pada 
keseluruhan dataset. 
Selain digunakan pada teks, CRNN juga 
digunakan pada data gambar (Zuo et al., 2015) dan 
suara (Sigtia et al., 2016). Metode yang digunakan 
pada penelitian (Zuo et al., 2015) mempelajari 
dependensi spasial antara daerah gambar untuk 
meningkatkan kekuatan diskriminatif representasi 
gambar. Lapisan CNN pertama kali diproses untuk 
menghasilkan fitur tingkat menengah. Lapisan RNN 
kemudian dipelajari untuk menyandikan dependensi 
spasial. CRNN dapat mempelajari representasi 
gambar yang lebih baik, terutama untuk gambar 
dengan ketergantungan kontekstual spasial yang 
jelas. Metode yang dibangun mencapai kinerja yang 
kompetitif untuk beberapa dataset seperti ILSVRC 
2012, SUN 397, dan MIT indoor.  
Pada penelitian yang kami lakukan, CNN 
dilakukan untuk mendapatkan fitur-fitur penting dari 
data teks hadis untuk meningkatkan performansi 
sistem. CNN juga digunakan untuk mengurangi 
waktu komputasi secara signifikan. RNN yang 
memiliki sistem memori sangat cocok digunakan 
pada data teks saling berhubungan satu sama lain 
membentuk konteks makna kata. Memori yang 
digunakan sangat berguna untuk mengingat kata 
yang diproses diawal sebagai nilai masukan pada 
saat memproses kata saat ini. 
Berikut adalah algoritma dari CRNN yang 
dibangun pada penelitian ini: 
Langkah-1: representasi data untuk masukan 
CNN 
Langkah-2: terapkan beberapa filter dan 
dikumpulkan untuk menangkap informasi 
kontekstual dan mengekstrak fitur-fitur penting dari 
setiap data 
Langkah-3:    adalah masukan pada langkah 
waktu t. Misalnya,    bisa berupa vektor one-hot 
yang sesuai dengan kata kedua dari sebuah kalimat. 
Langkah-4:    adalah status tersembunyi saat 
langkah t. Ini adalah "memori" jaringan.    dihitung 
berdasarkan keadaan tersembunyi sebelumnya dan 
masukan pada langkah saat ini (lihat persamaan 1). 
Fungsi f biasanya adalah nonlinier seperti tanh atau 
ReLU. Dalam persamaan 2, kita menggunakan 
ReLU sebagai fungsi f.  (   ), diperlukan untuk 
menghitung status tersembunyi pertama serta 
menggunakan matriks identitas untuk inisialisasi 
bobot. 
Langkah-5:    adalah output pada langkah t 
seperti yang bisa kita lihat dalam persamaan 4. 
Langkah-6: Ulangi langkah 1-5 hingga 
mencapai kesalahan minimum. 
2.4. Fungsi Optimasi 
Fungsi optimasi digunakan pada saat melatih 
jaringan dengan mengubah nilai pada semua bobot 
menggunakan prinsip gradient descent. 
Sederhananya, masalah optimasi melibatkan sesuatu 
untuk menemukan parameter yang meminimalkan 
fungsi matematika. Fungsi yang ingin kita 
minimalkan saat membangun model deep learning 
yang rumit (melibatkan beberapa parameter seperti 
skalar, vektor, atau matriks), secara konseptual 
hanyalah menemukan parameter yang dapat 
meminimalkan fungsi tersebut (Ketkar, 2017). 
Sebagai contoh pada stochastic gradient 
descend (SGD), kita asumsikan bahwa   adalah 
sebuah vektor. Kita ingin meminimalkan nilai  ( ), 
dimana kita ingin merubah nilai   sehingga  ( ) 
akan berkurang. Misalkan   merupakan sebuah unit 
vektor atau arah dari   yang seharusnya berubah dan 
α merupakan besarnya arah (skalar) dari perubahan 
ini. Semakin besar nilai α akan menyebabkan 
perubahan arah   yang besar, dimana hal ini tidak 
diinginkan. 
Maka dari itu, kita ingin menemukan   
sehingga pada persamaan (6): 
       (    )  (6) 
dapat diminimalkan. Karena itu (persamaan 7): 
       (    )    
    ( ) 
 (7) 
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Karenanya, kita sebenarnya ingin mencari   
sehingga persamaan (8): 
     ( )                 (8) 
dapat diminimalkan. Perhatikan bahwa    ( ) 
merupakan turunan dari  ( ). 
Diketahui bahwa    dan    ( ) adalah 
vektor, karena itu persamaan (9): 
      ( )  | |  |   ( )|       (9) 
dimana   adalah sudut diantara dua vektor 
(lihat Gambar 6). 
 
 
Gambar 6. Menemukan arah yang diinginkan saat perubahan 
(Ketkar, 2017). 
 
Nilai dari      akan minimal saat     , atau 
dengan kata lain vektor menunjuk kearah yang 
berlawanan. Karena itu, mengatur arah dari   
    ( ) akan mendapatkan tujuan yang 
diharapkan. 
Salah satu metode optimisasi perubahan bobot 
jaringan yang telah dimodifikasi dari SGD adalah 
Adaptive Moment Estimation (Adam). Metode ini 
menghitung pembaruan dengan mempertahankan 
rata-rata tertimbang secara eksponensial dari    dan 
(  )
  untuk setiap parameter (dilambangkan oleh 
subskrip i). Aturan pembaruan untuk Adam adalah 
seperti pada persamaan (10): 
       
 
 [(  
   )]
     
      (10) 
Penting untuk diketahui bahwa     
     dan 
  (  
   )   merupakan bias menuju nol pada 
langkah-langkah awal untuk tingkat peluruhan yang 
kecil (ada dua tingkat peluruhan disini – satu untuk 
    
     dan satu lagi untuk   (  
   )   – yang 
dinotasikan oleh    dan    ). Nilai bias ini dapat 
diperbaiki dengan perhitungan pada persamaan (11) 
dan persamaan (12): 
 
    
      
 *  
   +
    
  (11) 
dan 
  (  
   )    
 *(  
   )+
 
    
 (12) 
Tabel 1. Representasi dataset. 
Data hadis 
Label (Kelas) 
Anjuran Larangan Informasi 
 
 
1 0 1 
 0 1 1 
 
0 0 1 
    
 
Tabel 2. Informasi jumlah data per label. 




3. HASIL DAN PEMBAHASAN 
Penelitian ini menggunakan terjemahan bahasa 
Indonesia dari hadis sahih Bukhari dengan 7000 data 
yang sebelumnya dilabeli dengan 3 (tiga) label yaitu 
‘anjuran’, ‘larangan’, dan ‘informasi’ untuk data 
multi-label. Pada data multi-label, setiap data dapat 
terdiri dari salah satu kelas maupun lebih dari satu 
kelas (Abu Bakar et al., 2019). Saat ini, ada 7000 
data yang telah diberi label dan divalidasi oleh 
Universitas Islam Negeri Bandung. Data ini menjadi 
masukan untuk sistem. Tabel 1 menunjukkan bentuk 
dataset yang digunakan pada penelitian ini. 
Penelitian ini fokus pada melihat seberapa banyak 
sistem yang dibangun dapat mengurangi waktu 
proses klasifikasi secara umum dengan tetap 
mempertahankan hasil akurasi yang baik. Untuk 
alasan ini, beberapa metode deep learning lain 
digunakan sebagai metode pembanding. Adapun 
metode yang digunakan adalah Multi-Layer 
Perceptron (MLP), Convolutional Neural Network 
(CNN), Recurrent Neural Network (RNN), dan 
Long Short-Term Memory (LSTM). Semua metode 
dijalankan dengan iterasi sebanyak 25 epochs. 
Untuk menjalankan proses itu, diperlukan 
perangkat keras dengan spesifikasi yang tinggi. 
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Percobaan dilakukan dengan menggunakan Bahasa 
Pemrograman Python 3 di Google Collaboratory. 
Google Collaboratory menyediakan 12 GB RAM, 
Intel Xeon Processors 2.3 GHz, Tesla K80 GPU 12 
GB, dan Disk 320 GB yang sangat cukup untuk 
menjalankan keseluruhan proses. 
Seperti yang terlihat pada Gambar 2, ada 
beberapa lapisan di CNN. Lapisan pertama adalah 
lapisan masukan. Jumlah masukan untuk lapisan ini 
diperoleh dari panjang urutan maksimal data. 
Setelah lapisan masukan ini, ada lapisan konvolusi 
dan lapisan pooling yang digunakan untuk 
mengurutkan dan menilai fitur yang dianggap 
penting untuk proses klasifikasi. Fitur-fitur yang 
dipilih digunakan untuk mengklasifikasikan data ke 
dalam 3 (tiga) kelas. 
Dari Gambar 7, kita dapat melihat bahwa 
lapisan masukan atau lapisan embedding memiliki 
1647 masukan dari panjang urutan maksimal data. 
Dengan beberapa lapisan penyatuan, akhirnya akan 
memiliki 274 fitur yang dipilih untuk 
diklasifikasikan ke dalam 3 (tiga) kelas. Model 
dilatih dalam 25 epochs menggunakan fungsi 
optimisasi perubahan bobot Adam dan 
mengkonsumsi waktu sekitar 5 detik untuk setiap 
epochs dengan akurasi sebesar 90.80% pada data 
latih (5600 sampel) dan 80.79% akurasi pada data 
uji (1400 sampel). Hasil akurasi yang didapatkan 
dari metode yang diusulkan (CRNN) melampaui 
hasil akurasi dari seluruh metode pembanding. 
Adapun untuk waktu komputasi, metode yang 
diusulkan melampaui beberapa metode pembanding 
meskipun lebih lambat dibandingkan dengan metode 
MLP dan CNN (masing-masing sekitar 1 detik untuk 
setiap epochs). Tabel 3 menampilkan statistik 
perbandingan dari metode yang digunakan. 
 
 
Gambar 7. Ringkasan model CRNN yang dibangun. 
 
Adapun untuk hasil precision dari masing-
masing kelas adalah sebesar 0.396 untuk kelas 
anjuran, 0.863 untuk kelas larangan, dan 1.0 untuk 
kelas informasi dengan total rata-rata precision 
untuk ketiganya adalah sebesar 0.753. Data 
precision yang sangat besar untuk kelas informasi 
didapatkan karena persebaran data yang tidak 
merata. Hampir keseluruhan data termasuk ke dalam 
kelas informasi sehingga sistem yang dibangun 
bekerja cenderung overfitting terhadap kelas 
informasi. Hal ini terbukti dengan hasil sistem yang 
dibangun menunjukkan bahwa seluruh data yang 
diklasifikasi paling tidak termasuk ke dalam kelas 
informasi walaupun data tersebut sebenarnya bukan 
termasuk ke dalam kelas informasi.
 










Multi-Layer Perceptron (MLP) < 1 detik 0.2162 73.23% 0.5209 72.50% 
Convolutional Neural Network (CNN) 1 detik 0.0345 78.77% 0.3838 74.07% 
Recurrent Neural Network (Simple) 27 detik 0.2499 71.52% 0.3580 72.50% 
Recurrent Neural Network (LSTM) 52 detik 0.5352 71.48% 0.5381 72.50% 
Convolutional Recurrent Neural Network 
(CRNN) 





Tabel 4. Perbandingan hasil klasifikasi benar dan salah pada data latih dan data uji. 
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Metode 
Data latih Data uji 
Benar Salah Benar Salah 
Multi-Layer Perceptron (MLP) 4101 1499 1015 385 
Convolutional Neural Network (CNN) 4411 1189 1037 363 
Recurrent Neural Network (Simple) 4005 1595 1015 385 
Recurrent Neural Network (LSTM) 4003 1597 1015 385 
Convolutional Recurrent Neural Network 
(CRNN) 
5085 515 1132 268 
 
 
Secara keseluruhan, metode yang diusulkan 
yaitu CRNN dapat mengungguli metode deep 
learning lainnya dalam hal akurasi dan nilai loss. 
CNN berpengaruh sangat baik dalam mengurangi 
tingkat loss. Terlihat pada Tabel 3, metode yang 
menggunakan lapisan konvolusi dan pooling pada 
CNN sebagai ekstraksi fitur (CNN dan CRNN) 
bekerja sangat baik dalam mengurangi tingkat loss 
hingga mencapai angka 0.02 hanya menggunakan 
epochs sebesar 25. Hasil ini juga dibuktikan dengan 
perolehan data klasifikasi yang dianggap benar dan 
salah oleh setiap metode seperti yang ditunjukkan 
pada Tabel 4. Ini menandakan bahwa CNN dapat 
mengambil fitur yang sangat penting pada data 
untuk diteruskan menuju proses klasifikasi. CNN 
juga dapat menangani masalah yang umum terjadi 
pada RNN, yaitu vanishing gradient dan exploding 
gradient yang menyebabkan proses melatih 
jaringannya menjadi sangat lambat. Ini terbukti dari 
waktu eksekusi setiap epoch maksimal hanya 5 detik 
apabila menggunakan CNN sebagai metode reduksi 
dimensi. 
4. KESIMPULAN 
Convolutional Recurrent Neural Network 
(CRNN) yang berbasis pada deep learning dipilih 
sebagai metode seleksi dan reduksi dimensi 
dikarenakan metode ini melakukan segmentasi pada 
data, kemudian memilih fitur-fitur yang dianggap 
penting menggunakan suatu lapisan yang dinamakan 
lapisan pooling dan pada akhirnya melakukan 
klasifikasi data menggunakan memori dari konteks 
sebelumnya. CNN pada CRNN membantu 
melakukan seleksi dan reduksi fitur dengan sangat 
cepat sehingga akan mengurangi waktu komputasi 
dengan sangat signifikan. 
Dari hasil pengujian, hampir seluruh data 
termasuk ke dalam salah satu kelas, yaitu kelas 
informasi sehingga menyebabkan metode yang 
dibangun menjadi overfitting terhadap kelas 
informasi. Hal ini disebut dengan data yang tidak 
seimbang (imbalanced data) seperti yang dapat 
dilihat pada Tabel 2. Kedepannya, penelitian ini 
akan dikembangkan dengan mencoba untuk 
menyamakan persebaran data pada tiap kelasnya. 
Beberapa metode inisialisasi bobot dan fungsi 
aktivasi pada deep learning juga akan diterapkan 
untuk mendapatkan hasil maksimal. 
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