Ability to work in a computation-limited and computation-variant environment described as
Introduction
Block-based motion estimation is a key temporal redundancy removal technique between successive frames in a video sequence and is adopted by all video-coding standards such as ITU-T H.26x and ISO/IEC MPEG -1, -2, and -4 [1] . The simplest block-matching algorithm (BMA) is full search (FS), which finds optimal solution by checking all candidates within a search window. Due to its computational intensity, which is unacceptable for real-time solutions, within over the last twenty years many fast BMAs have been developed [2] , such as three-step search (TSS) [3] , diamond search (DS) [4, 5] and hexagon-based search (HEXBS) [6] . However, they are not flexible enough in terms of computational requirements to adjust themselves to variable video parameters such as frame rate, resolution, and search range, which could be usable in hardware and software implementations. They utilize only specified search points (SPs) number -no less when it is necessary, and no more when it is possible. This drives a need for computation-aware (CA) algorithms [7, 8] able to find a near-optimal solution in a computation-limited and computation-variant environment.
Chen et al. in Ref. 8 proposed one-pass scheme with adaptive search strategy. They divide the SP pool into a base and an enhancement layer. The base layer guarantees the basic amount of computation for each macroblock (MB), whereas the enhancement layer provides extra SPs in proportion to the ratio of the initial sum of absolute differences (SAD) to the average SAD of previous MBs. Initial SP is the median of motion vectors (MVs) of three neighbouring MBs, left, top, and top-right. The algorithm starts from DS or TSS depending on the variance of neighbouring MVs around the median (Fig. 1 ).
If any of the early-stop criteria do not occur and some resources are still left, the algorithm switches to the FS. If the algorithm stops before the whole computational pool for a given MB is exhausted, the left points are added to the enhancement layer pool.
The one-pass scheme contains a few elements which can be modified. First of all, the better starting SP than the median is a point which gives the smallest SAD from the prediction set composed of MVs of left, left-upper, upper, and right-upper neighbours, zero-motion point (ZMP), and the collocated block in the previous frame. Secondly, the early-stop criteria built-in algorithm cause that it cannot utilize some SPs above a certain level if they are available. Thirdly, FS in the last step often uses resources which could be used more efficiently by DS or TSS to search around other points from the prediction set. Since FS checks points in the nearest neighbourhood of the local minimum, there is a little chance to find better match using just a few points. The last problem is the way of SPs allocation -points left after processing of a given MB are returned to the enhancement layer pool, which is divided by the number of MBs that have not been processed. This means that a few extra points can be divided by a few hundred MBs. Better solution seems to pass this extra points directly to the next MB.
As a result of above considerations, the multi-path computation-aware algorithm is developed and presented in this paper. It starts from the best point from the prediction set and also tracks other points from this set if the number of available SPs is sufficient. Search strategy in the first step is chosen adaptively, and FS is switched on only if certain threshold of available SPs for the next MB is exceeded. Simulation results show that the algorithm outperforms others, both, in terms of quality (PSNR) and the utilization of SPs measured by the ratio of actual SPs per MB to available SPs per MB.
The remaining part of the paper is organized as follows. Section 2 analyzes key elements of the one-pass algorithm and their improvements. In Sect. 2, multi-path algorithm is described. Simulation results are shown in Sect. 4, and conclusions are drawn in Sect. 5.
One-pass algorithm analysis
In this section, all key aspects of previous one-pass CA algorithm are experimentally verified. In experiments, three well-known CIF video sequences, 90 frames each, are used, Football (high-motion activity), Foreman (moderate-motion activity), and Salesman (low-motion activity). The block size is fixed at 16×16 pixels, and the search range is set at +/-15 pixels.
Motion vector prediction
In Ref. 8 , the median of MVs of three neighbouring MBs is used as an MV predictor. This seems to be convenient because it is instantly available and there is no need to calculate any SAD. It should be considered that, generally, the median does not have to be a feasible MV, as two components from two different MVs can give a poor prediction. In particular, if neighbouring MVs are not strongly correlated, which can happen in sequences with high-motion activity, the resulting vector can lead the algorithm astray. For this reason, another method of the initial MV prediction, similar to the proposed in Ref. 9 , is tested. In this method, MV comes from the prediction set which contains MVs of left, left-upper, upper, and right-upper neighbours, ZMP, and the collocated block in the previous frame. The one which gives the smallest SAD is used as a starting SP. In Table 1 , results of simulation for DS at 40 SPs per MB are compared. Points used to choose the starting SP are also counted. It is clear that checking up to 6 points in the first step of the second version gives an improvement. For Football sequence, it gives up to 0.7 dB higher PSNR and uses up to 1.8 points less than the first one. As expected, the difference is the biggest for Football, which is a high-motion activity sequence, but for Foreman and Salesman improvement is still noticeable.
Early-stop criteria influence
The goal of the early-stop criteria in DS and TSS is to save computational resources without quality loses [8] . When the final MV found by DS is close to the starting SP, this MV is taken as a final solution. As a consequence, TSS and FS are skipped. Next, if the best match of the first step in TSS is in the origin, the algorithm stops. In Figs. 2(a) and (b), the comparison between the strategy with and without stop criteria is shown for the Foreman sequence. The starting search point is the origin. Even for a small number of available SPs per MB, PSNR for the strategy without stop criteria is higher, and this difference grows up with the number of available points. Also, the utilization of points is visibly better in the second case. 
.S efficiency in the last step
Chen et al. proposed to switch on FS in the last step if any of the early-stop criteria have not occurred. However, the probability that FS finds a better solution around a local minimum seems rather small if the number of available SPs does not exceed a certain threshold. It would be more efficient to use these SPs to search around other vectors from the prediction set using a fast BMA like TSS. In Fig. 4 , there are charts which prove above presumptions. The algorithm starts from the best point from the prediction set. First step is DS followed by TSS. In the first case, SPs left after these two steps are allocated for FS, in the second they are lost, and in the third one they are used for TSS around remaining points from the prediction set (multi-path search).
For a small number of SPs, performance of all three strategies is equal. From about 30 points per MB, the third one starts to dominate. Note that the strategies with and without FS in the last step perform almost equally up to 70 points per MB, which confirms the presumption about the low efficiency of using FS in the last step up to a certain available SPs level. The first strategy needs over 200 SPs per MB more than the multi-path search to achieve similar PSNR level. For sequences with lower motion activity, this scheme looks similar but differences are less perceptible.
Summary
The following conclusions can be drawn from the above analysis:
• MV from the prediction set is a better predictor than the median, 
Multi-path algorithm
In this section, the multi-path adaptive CA algorithm is described. In the first four subsections, key elements of the strategy are presented, and in the last one, the algorithm is summarized. 
Resources allocation

Starting search point selection
The starting SP, similarly as in Ref. 9 , is chosen from the prediction set which contains MVs of left, left-upper, upper, and right-upper neighbours, ZMP, and the collocated block in the previous frame. The vector which gives the smallest SAD is selected. When computational resources are sufficient, also other vectors from the prediction set are checked using TSS.
Adaptive search strategy selection
The strategy which is used in the first step is determined on the basis of a few factors: the number of available SPs, the ratio of InitSAD to average minimum SAD of previously processed MBs, and neighbouring MVs deviation from their median. In Figs. 5(a) and (b), the results for a few algorithms used in the first step for Foreman and Football sequences are shown. When the number of available SPs is smaller than 10, KCDS gives the highest PSNR for Foreman sequence. With further growth of this value, DS starts to dominate. This observation suggests use of KCDS when the number of available SPs is small. For sequences with higher motion activity, such as Football, DS performs better thanks to longer range which is +/-2 pixels. This fact is taken further into consideration. As a measure of motion activity of a given MB the ratio of InitSAD to average minimum SAD (AvgMinSAD) of previously processed MBs is used. In Table 2 , PSNR values for Salesman, Foreman and Football sequences are shown in dependence on this ratio. The number of SPs per MB is 5. If the InitSAD/AvgMinSAD ratio is not taken into account, only KCDS is used. This gives more benefits for low-motion activity sequences as Salesman. It has been decided to switch DS on when the ratio is greater than 3. This gives over 0.2 dB higher PSNR for Foreman and Football sequences. Additionally, the standard deviation of the median of neighbouring MVs is analyzed. If it is greater than 5, TSS is used instead of DS or KCDS. It gives a slight improvement for high-motion sequences.
If resources are sufficient, surroundings (paths) of other points from the prediction set are investigated using TSS starting from ZMP. The remaining paths are analyzed in the SAD-ascending order. TSS is chosen for the sake of its long range. Because points from the prediction set are generally highly correlated, it does not make sense to search area close to them. In fact, this has been done in the first step.
This strategy makes it possible to utilize about 70 SPs per MB depending on motion activity in a sequence. In order to utilize more resources, FS incorporation is necessary.
.ull-search switch-on threshold
As it has been mentioned above, the problem with FS is that for small numbers of available SPs its efficiency is low compared to fast BMAs, such as DS or TSS. Nevertheless, when fast BMAs finish their work and some resources are still available, FS can give some improvements. The key issue is to check if the number of available SPs for the next MB exceeds a certain threshold at which FS can be switched on without PSNR degradation. If on too early, there are not enough SPs for the algorithms used in the first step of the next MB (DS, KCDS, or TSS). If FS is switched on too late, some points are lost. Because TSS statistically requires most SPs in the first step, it determines the threshold. The number of SPs used in TSS is equal to 8log 2 (w + 1), where w is the search range (15 in this case). Additionally, SPs from the prediction set (6 in the worst case) are taken into account. Hence, the FS threshold (FS_Thr) is given as: FS_Thr = 8log 2 (w + 1) + 6 = 38 FS starts from ZMP, and all previously checked points are skipped. In Table 3 , the results for Foreman sequence are presented in terms of PSNR and the utilization of points. Also, the case without FS has been evaluated in order to estimate the influence of FS on PSNR. The threshold seems to be appropriate as PSNR values coincide for both variants up to about 40 SPs per MB. Above this level, the quality is getting higher for the second one. Also, the utilization of points (the actual SPs/available SPs ratio) is close to 100% for the second version.
Summary
The proposed algorithm consists of the following steps:
• split available SPs pool for the whole frame into two parts: the first one to guarantee the basic computation and the second one for the extra computation,
• in MB loop, allocate the basic SPs pool to a given MB, add SPs left after previous MB processing, and check points from the prediction set. The one which gives the smallest SAD is the starting SP,
• calculate the InitSAD/AvgMinSAD ratio, and on this basis, allocate points from the extra computation pool. The number of extra points is calculated by dividing the number of available points in extra computation pool by the number of unprocessed MBs. Next, this quotient is multiplied by previously calculated ratio, determine search strategy at the first step: if the standard deviation of the median of the neighbouring MVs is greater than 5 use TSS. In the opposite case, if the number of available SPs is less than 10 and the InitSAD/AvgMinSAD ratio is smaller or equal to 3, use KCDS, otherwise DS,
• if some resources still left after previous step, check other points from the prediction set using TSS starting from ZMP. The remaining paths are evaluated in turn in the SAD-ascending order,
• if some SPs remain after step 5, they can be utilized by FS. In the first place, the number of SPs for the next MB must be estimated. It can be done by assuming that the number of SPs for the next MB from the extra computation pool is equal to that from the basic one, which is known. This is the simplest case, when the whole computational pool is halved and the InitSAD/ AvgMinSAD ratio equals 1. If this number increased by the number of still available SPs is greater than FS_Thr, the excess can be allocated for FS, and the rest of the points must be passed to the next MB. Otherwise, all these SPs must be passed to the next MB because, as it has been shown, they will be utilized more efficiently. Note that FS starts from zero-motion point for the sake of the regularity.
Experimental results
In simulations, the multi-path algorithm is compared to the one-pass computation-aware algorithm presented in Ref. 8 (the second version) and to a few computation-aware versions of popular BMA algorithms: NTSS, DS, and HEXBS. The block size is 16×16, and the maximum displacement is +/-15 pixel in horizontal and vertical direction. The whole computational pool is divided equally between the basic and the extra pool. The simulation is performed for six sequences in the CIF format, 90 frames each: Salesman, Foreman, Paris, Coastguard, Football, and Stefan. Two parameters, i.e., quality (measured by PSNR) and the utilization of points are investigated. Changes of PSNR along with available SPs for all sequences and the utilization of points for Foreman sequence are shown in Figs. 6 and 7, respectively. In all cases, the multi-path algorithm performs better than others. Particularly noticeable is its superiority for small numbers of available SPs. In some cases (Foreman, Football, Stefan), PSNR at 5 SPs per MB is over 1.5 dB higher than that for the second algorithm. The multi-path algorithm is also the only one able to achieve the FS level. In Table 4 , PSNR values for all algorithms and all tested sequences at 10 SPs per MB are compared. In terms of the utilization of SPs, the superiority of the multi-path algorithm is even more overwhelming. Thanks to the successful incorporation of FS, the utilization of points ratio is close to 100% within the whole range of available SPs.
Conclusions
The multi-path adaptive computation-aware motion-estimation algorithm presented in this paper outperforms previous one-pass algorithm [8] and other fast BMAs in terms of both quality achieved in computation-constrained conditions and the efficient utilization of available resources. The key elements of the strategy are: the efficient starting SP prediction, improved resources allocation, adaptive strategy selection, investigation of the other points from the prediction set, and the harmless incorporation of FS. The last makes it possible for the better utilization of SPs without quality degradation. All these features enable the algorithm to work robustly in the range of available SPs from just a few up to the FS level, and predestines it for real-time applications.
