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基于似零范数和混合优化的压缩感知信号快速重构算法
伍飞云 1 周跃海 1 童 峰 1
摘 要 欠定系统 (又称超完备系统) 的稀疏信号恢复在压缩感知、源信号分离和信号采集等领域中被广泛研究. 目前这类问
题主要采用 l1 范数约束结合线性规划优化或贪婪算法进行求解, 但这些方法存在收敛速度慢、恢复精度不高等缺陷. 提出一
种快速恢复稀疏信号的算法, 该算法采用一种新的近似 l0 范数代替 l1 范数构造代价函数, 并融合牛顿法和最陡梯度法推导出
寻优迭代式, 以获得似零范数代价函数的最优解. 仿真实验和真实数据实验结果表明, 与经典算法相比, 该算法在能提供相同
精度、甚至更好精度的条件下, 收敛速度更快.
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A Fast Sparse Signal Recovery Algorithm Based on Approximate l0 Norm and
Hybrid Optimization
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Abstract Obtaining sparse solutions of under-determined, or over-complete, linear systems of equations has found
extensive applications in signal processing of compressive sensing, source separation and signal acquisition. However, the
previous approaches to this problem, which generally minimize the l1 norm using linear programming (LP) techniques or
greedy methods, are subject to drawbacks such as low accuracy and slow convergence. This paper proposes to replace the
l1 norm with a newly defined approximate l0 norm (AL0), the optimization of which leads to the derivation of a hybrid
approach by incorporating the steepest descent method with the Newton iteration. Numerical simulations and real data
experiment show that the proposed algorithm is about two to three orders of magnitude faster than the state-of-the-art
interior-point LP solvers, while providing the same (or better) accuracy.
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压缩感知又称压缩采样, 其目标是如何准确而
有效地从一些非自适应线性测量矩阵中重建稀疏信
号, 简称稀疏信号恢复. 即假设 m 个传感器测量 n
个源信号, 采用线性瞬时无噪模型表示为 y = Ax,
其中, y 是 m×1 的采样信号向量, x 是 n×1 的源
信号向量, A 是m× n 的混合矩阵 (或称采样矩阵),
且 m << n. 当给定 y 和 A, 且 x 是具有稀疏特征
的条件下, 由 y 和 A 重构出稀疏解 x 是目前得到广
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迭代算法 (Iterative hard thresholding, IHT)[6] 和
基于光滑 l0 范数算法 (Smoothed l0 norm, SL0)[7].
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本质上, 这两种算法可以看成是硬阈值和软阈值算
法. IHT 算法采用了一个非线性算子, SL0 采用的
是一个粗略的可变的阈值进行迭代处理. 然而, IHT
算法性能不够稳定[8], SL0 算法求得的稀疏解则不
够精确[9]. 与 SL0 算法类似, 拟牛顿算法 (Broyden-
Fletcher-Goldfarb-Shanno, BFGS)[9] 通过构造一






[7, 9, 12−13] 导致 NP (Nondeterministic poly-
nomial) 难问题、噪声敏感等不足提出一种近似 l0
范数 (Approximate l0 norm, AL0) 的连续可导函
数, 结合近似 l0 范数和最小均方函数构建代价函数,
并推导出一种快速稀疏信号恢复算法 (简称 AL0 算
法), 该算法结合牛顿迭代和最陡梯度法对欠定系统
的稀疏解进行混合寻优迭代. 文章的第 3 节和第 4
节将本文算法与几种经典算法进行了数值仿真和实







||x||0 s.t. y = Ax (1)
其中, 代价函数 s.t.表示服从于, l0 范数的定义为
||x||0 = #{i|x(i) 6= 0, i = 1, · · · , n}, 其中 # 表示
个数, 由于 l0 范数导致 NP 难问题、噪声敏感等问




||x||1 s.t. y = Ax (2)
其中, l1 范数的定义为 ||x||1 =
∑n
i=1 |x(i)|. 实际上,
如果稀疏向量 x 是式 (2) 的解, 那么它也可以看成








||y −Ax|| s.t. ||x||1 < τ (4)
其中, ε 和 τ 是非负实数, 内点算法[2] 和梯度算法[3]
是基于式 (3) 和式 (4) 提出的, 而 l1-ls 方法则是采
用拉格朗日方法将其变为:
x = arg min
x
||y −Ax||+ λ||x||1 (5)
其中, λ 是拉格朗日算子, l1-ls 方法在文献 [2−3] 中
有详尽的描述, 这种方法在处理大型问题时效率不
高.
与 l1-ls 方法不同, IHT 算法采用的第 k 步迭代
的表达式为:
xk+1 = Hs(xk + AT(y −Ax)) (6)
其中, Hs(·) 是一个非线性算子, 它能使式 (6) 中的
xk + AT(y − Ax) 的幅度较小的元素 s 置为 0. 但
是, IHT 算法的性能不够稳定.
2 AL0算法推导及讨论
考虑到 l0 范数导致 NP 难问题、噪声敏感问题,
希望能有一种函数代替它, 在保证对噪声鲁棒性的
同时加速算法的稀疏恢复性能. 与文献 [7, 9−10] 不












衡. 如果 σ 越大, 则式 (7) 越光滑; 如果 σ 越小, 则
式 (7) 对 l0 范数的逼近程度就越高, 不过也越不光
滑.




(1 + αx2(i)) s.t. y = Ax 的解为方程 y = Ax 的最













+ λT(Ax− y) (8)
其中, λ 是拉格朗日乘子向量, 其维度与向量 y 相
同, 采用拉格朗日求导, 可得:
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λ∗ = λ/(2α) 为一个正比于 λ 的拉格朗日乘子向
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从而有 λ∗ = (AAT)−1y, 结合 x = ATλ∗, 式 (10)
最终解为 x = AT(AAT)−1y. ¤





















用牛顿迭代法解式 (11) 中的第 1 个问题, 第 k 次迭
代的表达式记为:
xk+1 = xk − f(xk)
f ′(xk)
(12)
考虑到 1/f ′(xk) 可能产生病态问题, 故采用伪逆进
行计算, 将式 (12) 变为:
xk+1 = xk −AT(AAT)−1(y −Axk) (13)
为了避免牛顿迭代发散, 迭代中的初始解选择尤
为重要, 本文选择 y = Ax 的最小二范数解 x0 =
AT(AAT)−1y 作为牛顿迭代的初始解, 以保证初始
解在最优解的领域内. 分析式 (13) 的收敛性, 将式
(12) 记为:
h(x) = x− f(xk)
f ′(xk)
(14)










可见, 如果存在一个解 x 在最优解 x∗ 附近, 那么存
在 |h′(x)| < 1, 按固定点原理[14] 可知式 (13) 是收
敛的.
对于式 (11) 中的第 2 个问题, l0 范数 ||x||0 可
以看成是对向量 x 的稀疏度测量, 因此解决式 (11)
中的第 2 个问题相当于求出最稀疏的解. 为确保最
优解的全局性, 在算法的初始阶段, σ 的设置要充分
大, 而为了不陷入局部最优解, 有必要逐步减小 σ 的
值, 因此本文采用最陡梯度法解决式 (11) 中的第 2
个问题:









, ∀1 ≤ i ≤ n (17)
因为式 (17) 每迭代一步, σ 都相应减少, 随着迭代
的深入, 处理的信号范围也变得越来越精细, 故需要
调整相应的步长 µk, 以达到精细化处理的效果. 为
便于计算, 本文采用 µk = µ0σ2k. 其中 µ0 是一个常
数, 将 µk = µ0σ2k, α = 1/(2σ
2) 代入式 (17), 得:







, ∀1 ≤ i ≤ n (18)
考虑到充分大的 σ 以确保最优解的全局性, 本文初
始化设置为 σ0 = max(|x|), 更新式为 α ← βσ, 其
中 0 < β < 1 是 σ 的一个衰减因子, 可知式 (18) 是
收敛的.
本文算法用Matlab 伪代码描述步骤如下:
步骤 1. 初始化 x0 = AT(AAT)−1y; σ0 =
max(|x0|); 设定 µ0, β, σth, T ;
步骤 2. 当 σ > σth;
步骤 3. 迭代 k = 1 : T、式 (18)、式 (13); 结束
迭代;
步骤 4. 更新: σ ← β · σ;
步骤 5. 若步骤 2 不满足, 则输出 x.
下面讨论 AL0 算法收敛速度和复杂度.
首先, 讨论牛顿迭代法的收敛速度. 令 f(x) 在
区间 [a,b] 上连续可导, 若满足 f(a)f(b) < 0, f ′′(x)
在该区间上不变号, f ′(x) 6= 0, 令 min |f(x)| = m,
max |f(x)| = M 有 b− a < 2m/M , 那么存在对任
意 x0 ∈ [a, b], 牛顿迭代式收敛于 f(x) = 0 在 [a,b]
中的唯一实根 x∗, 考虑到算法收敛速度与计算精度,
本文算法步骤中参数 T 设置为 3 ∼ 5 的任一整数.
然后, 讨论本文所提的几种稀疏恢复算法的复
杂度.考虑到A是m×n的矩阵,而K 表示 2个矩阵
运算 Ax 或 ATy 的时间, 对于非稀疏矩阵而言, 其
相当于 2mn 次运算, 而对于稀疏矩阵或者特殊变换
矩阵而言, 该计算量会大大减小, s 表示稀疏度, L =
O(log(n)) 表示对解所要求的比特精度, 详细资料参
见文献 [15]. 可知 l1-ls、OMP、IHT、SL0、BFGS和
AL0复杂度分别为O((m+n)3)、K+O(msL)、K+
O(L)、K + O(s)、K + O((n)2) 和K + O(2s)[1−6].
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3 仿真实验




xi ∼ r ·N(0,Ωon) + (1− r) ·N(0,Ωoff ),
∀1 ≤ i ≤ n (19)
其中, r 表示大的非零系数的出现概率[7], N(0, Ω)表
示均值为 0 标准方差为 Ω 的高斯白噪声, 分别设置
不同数量级的 Ωon 和 Ωoff 来表示大系数和小系数,
两者叠加起来构成稀疏源信号. 实验中稀疏源信号
的稀疏度设置为 r = 0.1, y 是m× 1 的采样信号向
量, x 是 n × 1 的源信号向量, A 是 m × n 的高斯
混合矩阵, 且 m << n. 当给定 y 和 A, 且 x 是具
有稀疏特征的条件下, 结合压缩感知各种方法重构
出稀疏解 x. 本次实验中采用信噪比 (Signal noise
radio, SNR) 作为评估算法精度的性能指标, 定义
为:







其中, xopt 表示对源信号 x 的稀疏估计值. 实验中
随机产生源信号和混合矩阵, 在参数设定的情况下
进行 100 次求平均. 实验条件为奔腾双核处理器
2.09GHz×2, 1GB 内存, Microsoft Windows XP
操作系统, Matlab7 的运行环境.
实验一是测试不同算法的稀疏恢复精度. 设
置参数为 Ωon = 1 和 Ωoff = 4i × 10−3, i =
1, · · · , 5, m = 400, m = 1 000, 分别用 l1-
ls、OMP、IHT、SL0、BFGS 和 AL0 算法对检
测信号 y 进行求解, 得到不同的稀疏解 x, 结果
如图 1 所示. 从图 1 可以看出, BFGS 略优于
OMP、IHT、SL0、l1-ls 算法, 而 AL0 比 BFGS






参考[7]. 设参数为 Ωon = 1, Ωoff = 10−3, 并改变
混合矩阵 A 的维度以对应不同的数据量, 设定行数
不变m = 100, 列数则逐渐递增 n = 100 + 50i, i =
1, · · · , 5. 实验中各算法运行时间和所需处理的数据
长度关系见图 2. 从图 2 中可以看出, 随着待处理信
号长度的增加, l1-ls 算法所需时间显著增加; OMP
也有类似趋势, 但计算量比 l1-ls 小很多; IHT 算
法保持比较平稳, 这是因为其非线性算子减少了一
部分计算量, 从而加快了计算速度; AL0、BFGS 和





Fig. 1 The relationship of recovery accuracy and noise
level associated with different algorithms
图 2 各算法在处理不同长度数据时所需时间量对比图
Fig. 2 The CPU running time of different algorithms
when processing different data lengths
实验三是测试不同算法的收敛性. 考虑到式
(18) 中的参数 µ 和参数 α 都与参数 σ 的取值有
关, 设参数为 m = 100, n = 300, Ωon = 1, Ωoff =
10−3, β = 0.5, AL0 算法经过了 30 次迭代后进入
平稳状态, 其收敛过程如图 3 所示. 从图 3 可以看
出, 每 3 次迭代更新一次 σ, 且随着 σ 数值的递减,
恢复的 SNR 逐步增加, 最终达到一个平稳过程. 这
与前面的理论分析结果一致. 且本文 AL0 算法比
BFGS、OMP、SL0 算法收敛速度更快.
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图 3 各算法在 σ 变化相同条件下的迭代收敛情况
Fig. 3 The convergence performances of different
algorithms in the same conditions of varying σ
4 海试实验
为验证本文 AL0 对真实数据的有效性, 将不
同算法在海上实验稀疏水声信道进行压缩感知估
计的性能比较. 本文算法的海试实验采用四相相移
键控调制信号, 信号载波频率为 16 kHz, 数据率 6.4
kbps, 发射随机序列.
实验海域为青岛某海湾, 实验水域平均水深
15m, 发射机和接收机间的距离为 200m, 发射换能
器、接收换能放置深度均为 4m. 接收数据的原始采
样率为 96 kHz, 降采样至 1/4 分数间隔进行压缩感
知信道估计. 将式 (1) 转化为:
min
h
||h||0 s.t. y = Xh (21)
式中, X 为m× n 维发射信号矩阵, y 为m× 1 维
接收信号向量, h 为 n × 1 维有待估计的稀疏水声
信道. 矩阵X 为结构化的托普利茨矩阵[17−19], 实验
中的参数设置为m = 600, n = 1 200, β = 0.5.
考虑到实际中的稀疏水声信道未知, 本次实验
采用预测误差 e[20]y 作为性能评价测度, 用以评价各
算法对稀疏信号的恢复精度, ey 定义为:
ey = |y − yopt| = |y −Xhopt| (22)
其中, hopt 为式 (21) 中对 h 的估计向量.
AL0 算法得到的信道估计结果如图 4 所示. 从
图 4 可以看出, 海试水声信道由于半封闭海湾形成
的边界反射, 具有典型的稀疏分布特性, 针对各算法
计算得出的预测误差 ey 结果如图 5 所示. 从图 5
可以看出, SL0 算法和 l1-ls 算法性能较差, 这 2 种




图 4 AL0 算法对真实水声信道的估计结果
Fig. 4 The estimation result of real underwater channel
via AL0 algorithm
图 5 各算法对真实水声信道估计的预测误差
Fig. 5 The residual prediction errors of experimental
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