An efficient method for measuring stimulus-frequency otoacoustic emissions ͑SFOAEs͒ was developed incorporating ͑1͒ stimulus with swept frequency or level and ͑2͒ the digital heterodyne analysis. SFOAEs were measured for 550-1450 Hz and stimulus levels of 32-62 dB sound pressure level in eight normal human adults. The mean level, number of peaks, frequency spacing between peaks, phase change, and energy-weighted group delays of SFOAEs were determined. Salient features of the human SFOAEs were stimulated with an active cochlear model containing spatially low-pass filtered irregularity in the impedance. An objective fitting procedure yielded an optimal set of model parameters where, with decreasing stimulus level, the amount of cochlear amplification and the base amplitude of the irregularity increased while the spatial low-pass cutoff and the slope of the spatial low-pass filter decreased. The characteristics of the human cochlea were inferred with the model. In the model, an SFOAE consisted of a long-delay component originating from irregularity in a traveling-wave peak region and a short-delay component originating from irregularity in regions remote from the peak. The results of this study should be useful both for understanding cochlear function and for developing a clinical method of assessing cochlear status.
I. INTRODUCTION
Otoacoustic emissions ͑OAEs͒ are sounds generated by the inner ear ͑Kemp, 1978͒. As OAEs are related to movements of the cochlear partition, major goals of investigations of OAEs include: ͑1͒ to infer noninvasively basic characteristics of cochlear biomechanics of humans and animals in normal and pathological conditions ͑e.g., Kemp, 1978; Zurek et al., 1982; Kemp, 1986; Matthews and Molnar, 1986; Zwicker, 1986; Shera et al., 2002; Goodman et al., 2003; Siegel et al., 2005͒ and ͑2͒ to assess the functional status of the cochlea noninvasively ͑e.g., Kemp et al., 1990; Lonsbury-Martin and Martin, 1990; Probst et al., 1991; Shera, 2004͒. The present study is intended to contribute to these goals by: ͑1͒ introducing a new efficient method of measuring OAEs and providing human OAEs obtained with the method, and ͑2͒ interpreting experimentally observed OAEs in terms of an active cochlear model. Our study investigated stimulus-frequency OAEs ͑SFOAEs͒. A presumed advantage of SFOAE over distortion product OAEs ͑DPOAEs͒ is that the information conveyed by SFOAEs may be simpler than that by DPOAEs because SFOAEs involve only one frequency whereas DPOAEs involve multiple frequencies. Most likely, though, further studies of all types of OAEs will continue to be helpful in advancing our knowledge of cochlear biomechanics and in developments of methods for assessing the cochlear functional status.
In conventional methods of SFOAE measurement ͑e.g., Brass and Kemp, 1993; Shera and Guinan, 1999, 2003͒ , the SFOAE is measured for one frequency at a time. It is thus necessary to make separate measurements at a large number of frequencies if one wishes to determine high-resolution fine structures of SFOAE level and phase versus frequency.
We have developed a new efficient method for measurement of SFOAEs whereby high-resolution fine structures of SFOAE versus frequency can be obtained more rapidly. The new method employs a stimulus where frequency is continuously swept and the response waveform is analyzed using the digital heterodyne analysis. Analogously, the present method can also obtain input-output functions of SFOAE where the stimulus level is continuously swept. The digital heterodyne analysis method was previously used for measurement of a time-dependent change ͑i.e., adaptation͒ of a DPOAE ͑Kim et al., 2001͒ or an SFOAE ͑Guinan et al., 2003͒ of a particular frequency. The latter studies involved using constant stimulus frequencies as opposed to time-varying stimulus frequencies used in the present study.
An important characteristic of SFOAEs is their fine structures in the frequency domain. Level of SFOAEs versus frequency exhibit a complex quasi-periodic pattern of peaks and troughs, while the phase of SFOAEs versus frequency also exhibits a complex pattern of many cycles of phase change indicating a frequency-dependent group delay ͑Kemp and Chum, 1980; Zweig and Shera, 1995; Shera and Guinan, 1999, 2003͒ . The fine structures of SFOAEs have been interpreted to be a result of reflections of cochlear traveling waves arising from spatially distributed irregularities ͑or roughness͒ in cochlear-partition impedance ͑Shera and Zweig, 1991; Zweig and Shera, 1995; Talmadge et al., 1998 As an in vivo measurement of cochlear-partition motion is not feasible in humans, OAEs provide a useful basis for making indirect inferences for human cochlear mechanical responses. Along this line, one of the goals of the present study was to use features of human SFOAEs as a basis for specifying parameters of an active cochlear model and to make inferences about the human cochlear biomechanics. A cochlear model developed in the present study was able to reproduce salient features of the human SFOAE fine structures. Model parameters important for SFOAE simulation were the amount of cochlear amplification and the spatialfrequency contents of the partition-impedance irregularity. The correspondence between the human SFOAEs and the model results allowed us to infer characteristics of human cochlear-partition motion regarding the amount of amplification, sharpness of tuning and phase properties at various stimulus levels.
II. METHODS FOR MEASUREMENTS OF HUMAN SFOAES
The present SFOAE measurements were conducted at the University of Connecticut Health Center while Y.-S. Choi was visiting there.
A. Subjects
SFOAEs were obtained from eight ears of eight human subjects, five men and three women, aged 24-40 years. In a ninth ͑male, 32 years old͒ subject, SFOAE data were collected by the conventional method in addition to the current novel method for comparison. All of the subjects had normal hearing as documented by their audiometric thresholds being 20 dB hearing level ͑HL re American National Standards Institute S3.21, 1978͒ or better at octave frequencies in the range from 0.25 to 8 kHz. They also had normal patterns of tympanogram. For each subject, there were one or more recording sessions with each session typically taking 30-45 min. One session consisted of about 20 subsessions with each taking approximately 1.5 min. After groups of a few subsessions, the subjects had short breaks ͑ϳ1 min each͒ to allow body movements for a comfortable posture, to relieve discomfort of the probe and ear mold ͑see below͒ being in the ear canal, and to remove any potential long-term adaptation.
During the recording sessions, the subjects remained awake sitting quietly on a chair in a double-walled acoustic chamber ͑Industrial Acoustics Co.͒. The present study was approved by the Institutional Review Board for Human Subjects of University of Connecticut Health Center.
B. Equipment
Stimuli were synthesized, stimulus presentation was controlled, and acoustic waveforms were recorded using a Windows-PC which contained a sound card ͑Card Deluxe, Digital Audio Labs͒ with 24 bit analog-to-digital and digitalto-analog converters operating at a sampling rate of 22 kHz. We used a program called SYSRES ͑Neely and Stevenson, 2002͒ to present the custom-synthesized stimulus and collect the acoustic waveforms.
The acoustic system included one microphone and two earphones ͑ER-10C, Etymotic Research͒ designed for earcanal insertion. Individualized ear molds were made for the human subjects with silicon-based impression material. During the recording period, the ear mold was inserted into a subject's ear canal, and the tube of the ER-10C acoustic probe was inserted into the hole running through the ear mold. This arrangement, having a tight coupling between the acoustic probe and the ear canal, was intended to provide a higher signal-to-noise ratio and a more controlled positioning of the probe than a conventional arrangement where the probe was inserted in the ear canal with a foam tip.
C. Suppression method to extract SFOAEs
The measurement of SFOAEs requires separation of the recorded acoustic signal into the "stimulus" and emission components. The stimulus component represents both a signal generated by an earphone and passive acoustic properties of the earphone coupler and the passive acoustic input impedance looking into the ear canal. The emission component represents a signal generated by the ear. One method of such separation is based on the fact that an SFOAE is suppressed when a suppressor tone is added at a frequency near the probe tone ͑e.g., Kemp and Souter, 1988; Brass and Kemp, 1993; Shera and Guinan, 1999͒ . In this method, the stimulus component is obtained from a condition where both a probe tone and a suppressor tone are applied as the stimulus. An SFOAE is then obtained by vector subtraction of the stimulus component from the signal containing both the stimulus and SFOAE. The present study used this method.
D. Frequency-sweeping method: Stimulus generation
The stimulus frequency was continuously swept from 500 to 1500 Hz in order to obtain high-resolution fine structures of SFOAEs. We applied a stimulus signal and recorded pressure response of the ear canal. At each measurement, the acoustic stimulus was repeated 32 times. As the duration of the stimulus was approximately 3 s, it took about 1.5 min for a measurement covering 500-1500 Hz at one stimulus level. The stimulus had two channels delivered through two channels of the soundcard which were connected to two earphones of the ER-10C probe. One channel of the stimulus produced a probe tone whereas the other channel produced a suppressor tone. Each channel had two equal-length ͑32768 samples/͑22000 samples/sϭ1.489 s͒ intervals. The two intervals of the probe channel were identical whereas the first interval of the suppressor channel was silence.
The probe and suppressor signals, p͑t͒ and s͑t͒, were:
͑2͒
A p and A s represent amplitudes of the probe and suppressor tones, respectively, f sam the sample rate in Hz. The unit of time, t, was seconds ͑s͒. The above equations included 0.03 s silent portions that were intended to avoid transients. The probe frequency was swept linearly from 500 to 1500 Hz. The suppressor frequency was also swept linearly such that it was 150 Hz above the probe frequency. For both p͑t͒ and s͑t͒, we used 30 ms rise/fall times with half Blackman windows. After subtracting the silent and rise/fall portions, the above signal waveform was stable for 1.37 s.
We converted the voltage amplitude of a stimulus tone to the earphone, A p or A s , relative to the maximum voltage as attenuation of the tone in dB. A constant attenuation corresponded to a variable sound pressure level ͑SPL͒ as a result of a frequency dependence of the earphone and the acoustic load impedance of the ear canal. In the present study, −50 dB attenuation, for example, corresponded to 37Ϯ 4 dB SPL ͑re 20 Pa͒ for 500-1500 Hz in one subject ͑No. 7͒. Further details on this topic are described in Sec. III A, Table I .
For each measurement, the probe stimulus was applied at a constant attenuation with the probe frequency swept from 500 to 1500 Hz. The attenuation level of the probe tone varied from −70 dB to −25 dB in 5 dB steps. In the present report, only the results with attenuation of −60 dB to −30 dB in 10 dB steps were systematically analyzed across all subjects. The suppressor level was 20-40 dB above that of the probe level; i.e., the suppressor level was −20, −15, −10, and −5 dB re max when the probe level was −60, −50, −40, and −30 dB re max, respectively. When the probe level was higher, we had to use smaller difference between the suppressor level and the probe level in order to keep the absolute level of the suppressor.
E. Digital heterodyne analysis of SFOAEs
We used the digital heterodyne method to determine SFOAE level and phase as a function of frequency which, in turn, are functions of time in the present study. The digital heterodyne method, a Fourier-transform application, was developed by Stephen T. Neely ͑Boys Town National Research Hospital, Omaha, NE, personal communication͒, and previously used to measure an OAE at a particular frequency as a function of time for a fixed stimulus ͑Kim et al., 2001; Guinan et al., 2003͒. In the context of the present study, we took a discrete Fourier transform of the 1.43-s-long original response waveform sampled at 22 kHz. A band of positive frequencies ͑1000 spectral components͒ around an SFOAE analysis frequency was then selected in the frequency domain and shifted down ͑"heterodyned"͒ such that the SFOAE frequency was set to be the zero frequency. Next, a Blackman low-pass filter was applied to the shifted spectrum.
The optimal bandwidth ͑"BW"͒ of the heterodyne lowpass filter is proportional to square root of the frequency sweep rate. This is because opposing constraints on the BW are imposed in the frequency-and time-domain parts of the heterodyne analysis. An unduly wide BW of the low-pass filter will allow energy at a frequency remote from an analysis frequency to be included in the frequency-domain part of the heterodyne analysis whereas an unduly narrow BW of the filter ͑which has a long integration time͒, together with a frequency-swept stimulus, will allow energy at a frequency remote from the analysis frequency to be included in the time-domain part of the heterodyne analysis. We empirically found, for a Blackman low-pass filter used in this study, the optimal value of BW ͑defined as the bandwidth at a relative amplitude of 0.7͒:
where sr corresponded to sweep rate in Hz/s. ͓Note: the unit of ͑Hz/ s͒ 0.5 is Hz.͔ By substituting sr= 699.3 Hz/ s ͑1000 Hz/ 1.43 s͒ into Eq. ͑3͒, we obtained BW= 9.1 Hz.
We then took an inverse discrete Fourier transform of the shifted and low-passed, yielding a complex-valued timedomain signal. The latter consisted of 1000 time points representing the magnitude and phase of the SFOAE of a particular analysis frequency as a function of time over 1.43 s with each time point representing 1.43 ms.
Originally, the heterodyne method was used to extract one specific frequency component as a function of time for a fixed stimulus. A novel aspect of the present method is that a time dependence of the heterodyne analysis output is made to be equivalent to a frequency dependence by combining a frequency-swept stimulus with the heterodyne analysis.
To extract an SFOAE at a particular analysis frequency, the total 1.43 s recorded signal was first multiplied with a 227 ms Blackman window ͑spanning a frequency range of Ϯ79 Hz͒ centered at the point when the probe-tone frequency was equal to the analysis frequency to suppress the suppressor-tone signal; the suppressor frequency was 150 Hz higher than the probe frequency. The magnitude of the heterodyne-analysis output for a particular analysis frequency showed a peak near a time when the stimulus frequency was equal to the analysis frequency. A peak occurred slightly later ͑at a time to be called "t _ peak"͒ than the time when the stimulus frequency was equal to the analysis frequency ͑"t _ stimulus"͒. The average delay between t _ peak and t _ stimulus among all of the present data was 3.1 ms. This delay represents a combination of a round-trip delay of the SFOAE signal and a delay of the measurement system. Each original acoustic waveform was shifted by 3.1 ms to compensate for the delay described above. Then the heterodyne analysis was applied to the shifted waveform, and the magnitude, m͑f͒, and phase, ͑f͒, of an SFOAE for a particular analysis frequency, f, was determined by taking the magnitude and phase of the heterodyne-analysis output at the time when the stimulus frequency was equal to the analysis frequency. We converted the SFOAE magnitude, m in Pa, into an SFOAE level in dB SPL re 20 Pa by using SFOAE level = 20 · log 10 ͑m/20 Pa͒. ͑4͒
We repeated the above heterodyne analysis for a particular response waveform with a large number of analysis frequencies ranging from 550 to 1450 Hz in small steps. Because the analysis could be performed after the data were collected, the analysis time did not increase the recording time. The frequencies of 500-550 and 1450-1500 Hz were excluded to avoid transients. The minimum frequency separation where the contribution to an analysis frequency was less than 0.7 relative to the contribution by the analysis frequency itself was given by the bandwidth of the low-pass filter, Ϯ9.1 Hz. Thus, for the present SFOAE measure at each analysis frequency, the signal component at a frequency 9.1 Hz away from the analysis frequency had a relative contribution of 0.7. In describing our results, we chose to display the SFOAE measures versus frequency with a 5 Hz spacing rather than a 9.1 Hz spacing to improve visualization.
F. Noise floor computation
Noise floor was computed in separate steps from the normal SFOAE analysis. As stated above, the heterodyne output corresponds to the level and phase of a particular analysis frequency versus time; the full time range of measured waveform ͑0 -1.43 s͒ in the present study was mapped to a probe-stimulus-frequency range of 500-1500 Hz. Such a heterodyne output typically exhibited high levels near the points where the probe frequency or suppressor frequency ͑150 Hz above the probe frequency͒ was equal to the analysis frequency. The level near the point of suppressor frequency was attenuated by applying a 227 ms Blackman window ͑spanning a frequency range of Ϯ79 Hz͒ centered at the probe frequency, as stated above. In a wide region of the full range of time/frequency in the heterodyne analysis output, neither the probe frequency nor the suppressor frequency was near the analysis frequency. In such a "remote region," consequently, the level of the heterodyne analysis output was quite low.
We defined a remote region to be a region spanning probe frequencies over a 400 Hz range. For this purpose, we treated the full probe frequency range of 550-1450 Hz as a circular range. For a particular analysis frequency, a probe frequency in the remote region was at least 150 Hz higher than, and at least 350 Hz lower than, the analysis frequency. For example, if the analysis frequency was 1000 Hz, the remote region consisted of two subregions of probe frequencies: ͑1͒ 550-650 Hz, and ͑2͒ 1150-1450 Hz.
For a particular analysis frequency, the 400-Hz-wide remote probe-frequency region consisted of 80 sample points separated by 5 Hz steps. For each of the 80 remote probefrequency points, we multiplied the original response waveform with a 227 ms Blackman window centered at the "remote point" under consideration and then performed the heterodyne analysis yielding one remote level. We repeated the process 80 times for the 80 remote points and defined the average of the 80 remote levels to be the noise floor level for one analysis frequency under consideration. This process was repeated for each of all analysis frequencies.
G. Quantification of response features of SFOAE fine structures
SFOAEs exhibited fine structures, i.e., multiple peaks and troughs of level and many cycles of phase change over a frequency range of 550-1450 Hz. Based on such data in each subject, we quantified the following response features: ͑1͒ mean level ͑ML͒ of SFOAE in dB SPL; ͑2͒ number of peaks ͑NP͒; ͑3͒ frequency spacing ͑⌬f͒ between SFOAE peaks in Hz; ͑4͒ number of cycles ͑NC͒ of SFOAE phase change; ͑5͒ energy-weighted group delay ͑EGD͒ in ms; and ͑6͒ standard deviation of EGD ͑ EGD ͒ in ms.
Regarding NP, we required that an acceptable peak should be surrounded troughs each with a minimum 2 dB depth; the latter was measured between a relevant local minimum and the straight line connecting two neighboring peak candidates ͑local maxima͒. To determine energy-weighted group delays ͑EGDs͒, we first unwrapped SFOAE phase versus frequency where the neighboring phase values were constrained to be within one half cycle. The EGD was obtained by differentiating the unwrapped SFOAE phase, , with respect to frequency, f, with an energy weighting as follows:
where, A͑f͒ and f c represent the SFOAE amplitude at frequency f and the center of the processed frequency range, respectively. The value of d / ͑df͒ was obtained by dividing the difference between the two neighboring phase values by the 5 Hz frequency difference. We used 25-Hz-wide ranges centered at various frequencies for information about how a narrowband EGD changes as a function of the center frequency, and a 900-Hz-wide range for information about the overall EGD processed for the whole 550-1450 Hz range. This definition of EGD was adapted from Goldstein et al. ͑1971͒ who indicated that EGD of a band-limited filter corresponds to the center of gravity of the impulse response of the filter. The advantage of EGD over the un-weighted group delay ͑GD͒ is that the former incorporates the fact that GD associated with a large amplitude is more meaningful than one associated with a small amplitude. We also determined normalized energy-weighted group delays ͑NEGDs͒ in units of cycles as follows:
The measure EGD describes the variability of 25-Hz-wide EGDs over the 550-1450 Hz range in each subject.
H. Level-sweeping method
The level-sweeping method allowed us to measure the SFOAE input-output functions at specific frequencies. The frequency-swept data obtained at −40 dB re maximum were used to choose several peak and trough frequencies. Measurements were made at selected probe frequencies with swept stimulus levels. After the measurement, the probe ͑f 1 ͒ component was obtained using the heterodyne analysis method as above. The input-output functions of the SFOAE level and phase at a specific probe frequency were constructed by pairing the output level and phase with the corresponding input level.
At each measurement, the acoustic stimulus was repeated eight times. The duration of the stimulus was approximately 12 s hence each measurement required about 1.5 min. The stimulus had two channels with each having two intervals ͑as above͒. The probe frequency was fixed but level was varied, and the suppressor frequency was fixed at 150 Hz above the probe frequency and the level was varied. During the level sweep, the amplitudes of the waveforms were exponentially increased or decreased. These exponential changes of amplitudes over time correspond to linear sweeps of the stimulus levels in dB SPL versus time.
To construct the SFOAE input-output function, the heterodyne analysis was applied to extract the probe frequency component. Finally, the SFOAEs were extracted by taking the vector difference between the two intervals ͑as above͒. Generally, the probe level ranged from 10 to 70 dB SPL with the suppressor level ranging from 50 to 90 dB SPL; the suppressor level was 20-40 dB above the probe level. In cases where the maximum ear canal pressure of the suppressor channel was less than 90 dB SPL, the ranges of the probe and suppressor levels were adjusted. The present method of obtaining input-output functions with a continuously swept stimulus level is similar to that described by Neely et al. ͑2003͒ .
III. RESULTS OF HUMAN SFOAES

A. Frequency-sweeping experiment
The procedure for obtaining SFOAE level and phase versus frequency is illustrated with an example obtained in one subject ͑No. 7͒ with a probe stimulus level of −50 dB re maximum voltage into the earphone ͑Fig. 1͒. As described in Methods, the stimulus consisted of two intervals where the first interval contained only the probe frequency component and the second interval contained both the probe and the suppressor frequency components. We obtained SFOAE level and phase versus frequency ͑Fig. 1, bottom row͒ by taking vector differences between the heterodyne outputs derived from the first interval ͑corresponding to SFOAEs plus probe stimuli, Fig. 1 , top row͒ and those derived from the second interval ͑corresponding to probe stimuli, Fig. 1 , middle row͒. The signals in the middle and bottom rows of Fig. 1 display a slowly varying pattern superimposed on a rapidly varying pattern. The slowly varying stimulus ͑middle row͒ represents the frequency-dependent properties of the stimulus-generating system and the input impedance looking into the ear. The dashed line in panel E shows the noise floor computed as described in Methods
The data of Fig. 1 are consistent with the concept that the stimulus+ SFOAE fine structure has a frequency spacing the reciprocal of which corresponds to a round-trip delay ͑Zweig and Shera, 1995͒. The frequency spacing between peaks of the stimulus+ SFOAE around 1 kHz ͓Fig. 1͑A͔͒ is 81 Hz. The reciprocal of 81 Hz is 12.3 ms. This value is close to the group delay of SFOAEs around 1 kHz, 11.1 ms ͓see below, Fig. 2͑I͔͒ . FIG . 1. ͑Color online͒ Procedure for obtaining SFOAE level and phase using frequency-swept stimuli illustrated with results obtained with a stimulus level of −50 dB re maximum voltage in one subject, No. 7. The left and right columns show signal level ͑in dB SPL͒ and phase ͑in cycles͒, respectively. In the top row ͑panels A and B͒, the signal ͑in the first interval͒ was a mixture of stimulus and SFOAE. In the second row ͑panels C and D͒, the signal ͑in the second interval͒ was stimulus with little SFOAE present as SFOAE was suppressed by the suppressor tone. The vector difference between the signals in the top two rows, shown in the third row ͑panels E and F͒, corresponds to SFOAE. Negative phase values were defined to be a phase lag. In panel E, dashed line represents noise floor.
As seen in panel C of Fig. 1 , ear-canal sound pressure level varied as a function of frequency when the stimulus level was kept at a constant attenuation of voltage into the earphone. In this subject, −50 dB re maximum voltage corresponded to 37Ϯ 4 dB SPL re 20 Pa. The range of dB SPL values in various subjects at −50 dB re maximum voltage are described in Table I .
To verify that the current method generates results consistent with those of the conventional method ͑using a fixedfrequency stimulus͒, we analyzed a common dataset obtained with a constant stimulus frequency using two analysis methods: ͑1͒ a simple conventional Fourier transform, and ͑2͒ the heterodyne analysis. The results of one subject ͑No. 9͒ for three stimulus frequencies are summarized in Table II . The differences between the results obtained by the two analysis methods were within 0.3 dB in level and 0.013 cycle in phase. These data demonstrate that the results obtained with the current heterodyne analysis method are consistent with those obtained with the conventional method. The results obtained with stimulus level from 27 to 57 dB SPL in subject No. 7 are shown in Fig. 2 . The three columns represent SFOAE level, phase and 25-Hz-wide EGDs, respectively. The effective frequency resolution of the present data is 9.1 Hz as stated in Methods, and the data are plotted with 5 Hz steps. Prominent features of the data are: ͑1͒ SFOAE level versus frequency exhibits many quasiperiodic peaks and troughs; ͑2͒ when SFOAE phase is unwrapped, the phase versus frequency tends to be almost a straight line with a steep slope but there are conspicuous irregularities in the slope; ͑3͒ the 25-Hz-wide EGD varies irregularly as a function of frequency; and ͑4͒ all of the SFOAE fine-structure features change noticeably with stimulus level. The quasi-periodic peaks/troughs in SFOAE level versus frequency ͑Fig. 2, left column͒ should not be equated to quasi-periodic peaks/troughs seen in a mixture of SFOAE and stimulus ͓Fig. 1͑A͔͒. An SFOAE itself ͑after removing the stimulus͒ still exhibits a quasi-periodicity. The mean level ͑ML͒ of SFOAE changed from −7.2 dB SPL at stimulus level of 27 dB SPL to 11.6 dB SPL at stimulus level of 57 dB SPL. The number of peaks ͑NP͒ of SFOAE in the 550-1450 Hz range decreased from 21 peaks at 27 dB SPL to six peaks at 57 dB SPL. The frequency spacing between peaks, ⌬f, increased from 42 to 121 Hz and the number of cycles of phase change ͑NC͒ decreased from 8.0 to 6.0 cycles over the same range of stimulus levels. FIG. 3 . ͑Color online͒ Level, phase, and 25-Hz-wide EGD of SFOAE in another subject ͑No. 3͒ versus frequency at several stimulus levels ͑29-59 dB SPL͒. Comparison of SFOAEs obtained with the conventional analysis method against those obtained with the heterodyne analysis method. The two types of analysis methods were applied to a common set of data records obtained with conventional stimuli where the stimulus frequency was kept constant ͑at one of three values͒ over a 1.43 s stimulus period. The stimulus levels were 57, 54, and 52 dB SPL for 800, 1000, and 1100 Hz, respectively. Each entry is level ͑in dB SPL͒ and phase ͑in cycle͒ of SFOAE for a particular frequency. Results from one ear of Subject No. 9. Results from another subject ͑No. 3͒ are shown in Fig. 3 for stimulus levels of 29-59 dB SPL to illustrate an intersubject variability. Although there are quantitative differences between the two subjects, the results from the two subjects are qualitatively similar; e.g., ͑1͒ there are many peaks/troughs of SFOAE level, ͑2͒ there are many cycles of phase change, ͑3͒ the 25-Hz-wide EGD varies irregularly as a function of frequency; and ͑4͒ NP, ⌬f, and NC change with stimulus level. ML changed from −0.5 dB SPL at stimulus level of 29 dB SPL to 17.5 dB SPL at stimulus level of 59 dB SPL. NP decreased from 16 to 7 peaks, ⌬f increased from 54 to 133 Hz and NC decreased from 9.2 to 6.6 cycles over the range of 29-59 dB SPL stimulus level.
Major troughs of SFOAE level tended to have concomitant rapid changes in phase slope and EGD. For example, there were major troughs at ϳ820, 1190, and 1410 Hz in Fig.  2͑A͒ ͑57 dB SPL͒ and at ϳ910 and 1110 Hz in Fig. 2͑D͒ ͑47 dB SPL͒. At such frequencies, the phase slopes abruptly changed ͓Figs. 2͑B͒ and 2͑E͔͒ and the EGD values deviated from the neighboring values ͓Figs. 2͑C͒ and 2͑F͔͒. The phase slope became either steeper, shallower, or inverted with the EGD becoming longer, shorter, or negative. Analogous examples of concomitant microstructures of level, phase, and EGD of SFOAEs were also observed in another subject, e.g., troughs at ϳ1080 and 1200 Hz ͓Fig. 3͑A͔͒ were associated with rapid or irregular changes of phase slope ͓Fig. 3͑B͔͒ and EGD ͓Fig. 3͑C͔͒.
The 25-Hz-wide EGDs and normalized EGDs ͑NEGDs͒ of all eight subjects are plotted versus frequency as scattered dots in Fig. 4 . The jagged and straight lines represent the average values and linear regression lines of the average values, respectively. There was a large variability in EGD and NEGD across subjects and across frequency. However, the linear regressions showed that EGDs tended to be almost constant and NEGDs tended to increase with increasing frequency across the 550-1450 Hz range. The value of EGD tended to decrease with increasing stimulus level. For example, EGD near 1 kHz tended to be ϳ9 ms at 32 dB SPL and ϳ6 ms at 62 dB SPL; the corresponding values of NEGD were 9 at 32 dB SPL and 6 at 62 dB SPL.
We determined ML, NP, ⌬f, NC and EGD for all subjects. Means and standard deviations of each of these measures across the subjects are shown at four stimulus levels in Fig. 5 . For this figure, EGDs were calculated over the full 900-Hz-wide range NP, NC, and EGD decreased whereas ML and ⌬f increased with increasing stimulus level. 
B. Level-sweeping experiment
We determined dependence of SFOAE level and phase upon stimulus level by using the stimulus level-sweeping method described in Sec. II H. For these measurements, we selected the probe frequency corresponding to a peak or a trough ͑in a graph like Figs. 2 and 3͒. Results obtained with a peak frequency in three subjects are shown in Fig. 6 . The input-output functions in log-log plots were approximately straight lines. The data of Fig. 6 were fit with slopes ranging from 0.55 to 0.72 dB/ dB. The phase of SFOAE remained nearly independent of stimulus level or became lagging as the stimulus level increased. The amount of phase change was small ͑Ͻ0.14 cycle͒ in two ͑panels B and D͒ of the three cases and larger ͑0.47 cycle͒ in the third case ͑panel F͒. Slope and phase change obtained with a peak frequency in each subject are described in Table III . The input-output slope ranged 0.52-0.72 whereas the amount of phase change ranged −0.13 to −0.47; a negative phase change corresponds to a phase lag.
Analogously, we determined dependence of SFOAE level and phase upon stimulus level for trough frequencies as shown in Fig. 7 . These data illustrate that SFOAE versus stimulus level can be complex and variable if the probe frequency falls in a trough of SFOAE level versus frequency. The example of panel C is a clear illustration of a nonmonotonic input-output level function together with a rapid phase change of about a half cycle around the level notch. The present level-sweep method is particularly useful in characterizing such complex input-output functions because a high resolution of stimulus level is necessary to determine the nonmonotonic nature of emission level and a rapid phase change restricted to a small region of stimulus level.
In the left panels of Fig. 7 , partial regions were selected where slopes could be measured. These slopes are summarized in Table IV . Two entries for a particular subject correspond to results obtained with two trough frequencies. The input-output slopes for trough frequencies ranged from 0.36 to 1.83. The range of slopes for trough frequencies was wider FIG. 6 . SFOAE level and phase versus stimulus level for "peak stimulus frequencies." The latter were defined to be stimulus frequencies corresponding to peaks of SFOAE level versus frequency at 52 dB SPL. The three rows correspond to data from three different subjects; the subject identification numbers and the selected stimulus frequencies are shown in the insets. The input-output functions of SFOAE level were fitted with straight lines. The slopes of the fitting lines were 0.72, 0.66, and 0.55 dB/ dB for panels A, C, and E, respectively. The latter were defined to be stimulus frequencies corresponding to troughs of SFOAE level versus frequency at 52 dB SPL. The three rows correspond to data from three different cases; the subject identification numbers and the selected stimulus frequencies are shown in the insets. The portions of the input-output functions of SFOAE level, where slopes could be ascertained, were fitted with straight lines. The slopes of the fitting lines were 1.08, 1.15, and 0.36 dB/ dB for panels A, C, and E, respectively.
than that for peak frequencies. Measurements of phase changes in this case were omitted because the starting or ending points of the phases were not clear in most cases. The facts that SFOAE level can change nonmonotonically with stimulus level and that the peak frequencies shift with stimulus level are illustrated with results from one subject in Fig. 8 . It describes SFOAE level over a small range of frequencies ͑1000-1250 Hz͒ around a peak and the neighboring troughs for various stimulus levels. At 1160 Hz, SFOAE level was a nonmonotonic function of stimulus level similar to Fig. 7͑C͒ . The peak of SFOAE level was centered at 1140 Hz at stimulus level of 22 dB SPL but it gradually shifted toward lower frequencies with increasing stimulus level. The peak frequency decreased to 1065 Hz at 62 dB SPL.
IV. MODEL DEFINITION AND METHODS
A. Basic concept
The present model is intended to represent the human cochlea with a length of 35 mm. To simulate SFOAEs one needs to calculate the forward and backward waves in the cochlea by solving the wave equation. We adopted the onedimensional transmission line model of the cochlea as described by Zweig et al. ͑1976͒ . The nonuniform transmission line model incorporates a second-order differential equation for the wave propagation and reflection as
where P is pressure difference between scalae, Z s scala impedance per centimeter, Y b cochlear-partition admittance per unit length, and x distance from the stapes. The cochlearpartition admittance and scala impedance were selected to maintain an approximate shift invariance. In other words, the excitation pattern shifts with frequency along the cochlea without much changing its shape. The model was made active by having Y b include a region of negative damping ͑Neely and Kim, 1983 Kim, , 1986 .
.186 ϫ 10 −2 exp͑− 1.51x͒
where
K 1 = 1.291 ϫ 10 8 exp͑− 3.01x͒, ͑13͒ R 1 = 1.797 ϫ 10 2 exp͑− 1.51x͒, M 1 = 0.002.
K 2 = 6.455 ϫ 10 1 exp͑− 3.01x͒, ͑14͒ R 2 = 3.595 ϫ 10 −1 exp͑− 1.51x͒, M 2 = 6.0 ϫ 10 −9 .
R 3 = − 3.593 ϫ 10 −1 exp͑− 1.51x͒. ͑15͒
In these equations s = i2f is the Laplace-transform variable, while K, R and M represent the stiffness, damping and mass, respectively. Z 1 represents the cochlear-partition impedance when the cochlea is in a passive mode, and Z 2 and Z 3 create a frequency-dependent negative-damping region. Negative damping provided cochlear amplification and a proper shape of the cochlear excitation pattern ͑Neely and Kim, 1983 Kim, , 1986 . The parameter g in Eq. ͑9͒ determined the magnitude of negative damping and the amount of cochlear amplification. When g was zero, the cochlea was in a passive mode and exhibited no amplification. The model was piecewise linear and represented the cochlear nonlinear behavior by increasing g ͑producing greater amplification͒ with decreasing stimulus level. The scala impedance Z s was chosen to have a decreasing cross-sectional area to compensate for the decreasing stiffness in the cochlear-partition impedance as
A s = 3.592 ϫ 10 −3 exp͑− 1.51x͒. ͑17͒
In this equation, = 1 represents the fluid density. These parameter values were selected to keep the characteristic impedance of the transmission line Z c = ͱ Z s / Y b as uniform as possible to minimize reflections. The pressure difference P has both the forward ͑P f ͒ and backward ͑P r ͒ wave components, which may be decomposed as
where PЈ ϵ dP / dx is the x derivative ͑or gradient͒ of P, and
is the propagation function. This decomposition formula was originally derived for a uniform transmission line ͑e.g., Durney and Johnson, 1969͒, and is exact only when the characteristic impedance is constant along the cochlea. We need to decompose the forward and backward waves only at the two ends of the cochlea, i.e., the stapes and helicotrema, for calculation of the reflectance ͑see below͒ and boundary conditions. The characteristic impedance is almost constant in these regions. Therefore, Eqs. ͑18͒ and ͑19͒ are applicable to the present model. Cochlear reflectance, R, is defined as the ratio of the reverse-wave pressure to the forward-wave pressure wave at the stapes as
If we assume that the effect of the middle ear is an amplitude scaling ͑see Sec. IV B below͒, then SFOAE can be modeled as the product of the cochlear reflectance, the round-trip middle ear gain, and the incident pressure at the eardrum ͑i.e., the stimulus͒ as
where P SFOAE , G m and P S denote the pressure of SFOAE, round-trip middle ear gain, and the pressure of stimulus in the ear canal, respectively We first solved the transmission line equation ͑7͒ numerically for pressure P along the length of the cochlea. The cochlear length L = 35 mm was represented by N = 3501 points ͑including both end points͒, and the differential equation was converted into difference equations by the finitedifference method. Since we are interested in the reflection coefficient only, the boundary condition at the stapes side was set as P = 1. At the helicotrema there should be no backward wave, which results in P =−PЈ / ␤ as the helicotrema boundary condition. The resulting matrix equation was solved numerically for the pressure P, and the forward and backward pressures were calculated at the stapes.
B. Round-trip middle ear gain
Puria ͑2003͒ measured forward and reverse middle-ear pressure gain. These pressure gains varied slowly with frequency compared with SFOAE fine structures. In the current study, we are interested in the frequency range from 550 to 1450 Hz. In that range, the round-trip amplitude gain varied slowly between about −6 and −27 dB, and the phase changed between about 0.25 cycle and −0.4 cycle. From the data of Puria ͑2003͒, we determined that the average middleear round-trip amplitude gain over 500-1500 Hz was −17 dB. The phase part of the middle-ear round-trip function was negligible compared to the total phase change observed in SFOAE ͑i.e., NC͒. Therefore, we approximated the middle-ear round-trip function, G m , with −17 dB and ignored the phase change.
C. Cochlear irregularity
Previous theoretical studies suggest that SFOAEs are generated by distributed irregularity in the cochlear-partition impedance ͑Zweig and Shera, 1995͒. It is not known which component of the impedance ͑i.e., stiffness, damping or mass͒ is most important for generation of SFOAE. Although we found that fine structures of the model cochlear reflectance could be generated with irregularity in only one of the three impedance components, irregularity in the overall impedance produced the widest range of model behavior. Therefore, we chose to apply irregularity to the overall impedance of the cochlear partition.
Irregularity in the cochlear-partition impedance was introduced by using:
where Ẑ 1 ͑x͒, and Z 1 ͑x͒ are rough and smooth impedances, respectively, of the cochlear partition as functions of x. The relative irregularity, I r ͑x͒, is a complex quantity having a random magnitude between 0 and ␣ ͑␣ Ͻ 1͒ and a random phase between 0 and 1 cycle; u 1 ͑x͒ and u 2 ͑x͒ are uniformly distributed random numbers ranging from 0 to 1. In the initial form of the model, the irregularities at different positions along the cochlea were independent of each other. We modified the above concept of independently distributed irregularity along the cochlear distance by introducing a novel hypothesis that the spatial-frequency content of the distributed irregularity of the cochlear-partition impedance is low-pass filtered by the cochlear-amplifier mechanism and that both the amount of cochlear amplification and the spatial filter cutoff frequency change monotonically with stimulus level. Thus, Ẑ 1 was represented as:
where, F͕·͖, F −1 ͕·͖, f s , f s 0 , and n represent spatial Fourier transform, inverse spatial Fourier transform, spatial frequency, spatial low-pass filter cutoff frequency, and the order of the filter, respectively. The spatially filtered irregularity Î r ͑x͒ can be also expressed as
where u 3 ͑x͒ and u 4 ͑x͒ are random numbers which have lowpass filtered spatial profiles.
D. Fit-error function
To quantify the difference between human SFOAE data ͑target͒ and the model results, we defined a fit-error function as:
where E X is either E NP , E NC , E EGD or E EGD , and V X is either V NP , V NC , V EGD or V EGD , which represent the model values of NP, NC, EGD and STD of 25-Hz-wide EGDs, respectively; T X represents the corresponding target value, e.g., T NP corresponds to the target NP. V ML is the model value of ML and T ML is the target ML. The target ML at stimulus levels other than 52 dB SPL was calculated from the model ML value at 52 dB SPL with a 0.58 dB/ dB slope. The 0.58 dB/ dB slope corresponds to the slope of the human SFOAE ML versus stimulus level. When the model reflectance was greater than 0 dB at any frequency, the model result was rejected ͑the fit-error function was assigned a value of infinity͒.
V. MODEL RESULTS
A. Frequency-distance map of the cochlea
The frequency-distance map of the model is compared with the Greenwood ͑1990͒ function of the human cochlear map ͑Fig. 9͒. The two maps are in close agreement except for a region near the apical end. This study is focused on the frequency range of 550-1450 Hz where the two maps were in agreement. This agreement supports the model as a representation of the human cochlea.
B. Model SFOAE fine structures
We adjusted model parameters attempting to reproduce mean values of response features ͑ML, NP, NC, EGD, and EGD ͒ of eight subjects in the frequency range 550-1450 Hz. The above measures, except for EGD , were plotted in Fig. 5 . We generated 11 versions of the impedance irregularity spatial profiles using 11 random seeds. We obtained the mean values of the model response features among the 11 random-seed cases for each of the four stimulus levels. The four model parameters ͑g, ␣, f s 0 , and n͒ were adjusted to find a best fit for the human SFOAE data for four stimulus levels as follows. Initially we adjusted g from 0.70 to 1.00 in steps of 0.05, ␣ from 0.02 to 0.78 in steps of 0.04, f s 0 from 0.50 to 1.50 cycles/ mm in steps of 0.1 cycles/ mm, and n from 5 to 60 in steps of 5.
During this adjustment, we first simulated the 52 dB SPL data. We treated the 52 dB data as the reference ͑or anchor͒ among the four stimulus levels. The fit-error function for 52 dB data, Eq. ͑28͒, included error components associated with four response features ͑NP, NC, EGD and EGD ͒ but excluded an error component associated with ML. We chose this approach because the model exhibited a difficulty of fitting all features including ML. Once we obtained the optimal model parameters for a best fit of the 52 dB data based on Eq. ͑28͒, we then attempted to simulate the optimal model behavior for other stimulus levels using all features including ML, i.e., using Eq. ͑29͒. This approach was intended to reproduce an optimal slope of SFOAE-level versus stimulus level. Accordingly, we derived target values of ML for 32, 42 and 62 dB SPL by combining the model ML at 52 dB and a slope of 0.58 dB/ dB. The latter slope was obtained as the slope of a linear regression line fit for the human data of ML versus stimulus level ͓Fig. 5͑A͔͒. During the search for optimal model parameters ͑g, ␣, f s 0 , and n͒, we imposed the constraint that each of the model parameters should vary monotonically and smoothly with stimulus level. A smooth change meant that the slope of each parameter versus stimulus level should also vary monotonically with stimulus level
We defined the total fit error to be the sum of four fit errors for the four stimulus levels. After finding the initial candidate optimal parameter set that minimized the total fit error based on the coarse steps of the parameter values, we performed a further search with fine steps of each parameter FIG. 9 . ͑Color online͒ Cochlear frequency-distance map of the model ͑at 32 dB SPL͒ compared with the Greenwood ͑1990͒ function for the human cochlea.
around the initial candidate optimal parameter values. The fine step size was 0.01 for g, 0.02 for ␣, 0.5 cycles/ mm for f s 0 , and 1 for n. The set of model parameters that yielded the smallest average total fit error across the 11 random-seed cases representing the response features ML, NP, NC, EGD and EGD , was chosen as the optimal parameter set. The model response features obtained with the optimal parameter set are summarized in Table V , and the optimal parameters of the model and the fit errors are shown in Table VI .
Figures 10 and 11 show simulated SFOAE level, phase, and 25-Hz-wide EGD versus frequency obtained with the optimal parameter set of the model and with two particular random seeds Nos. 6 and 1, respectively. The model exhibited SFOAE characteristics similar to those of the human SFOAEs shown in Figs. 2 and 3 . Thus, the model successfully reproduced salient features of the human SFOAEs at stimulus levels of 32-62 dB SPL.
Analogous to the human SFOAEs, major troughs of SFOAE level of the model also tended to have concomitant rapid changes in phase slope and EGD values. For example, the SFOAE level in Fig. 10͑G͒ exhibited major troughs at ϳ720 and 980 Hz. Around these frequencies, there were concomitant rapid changes in the phase slopes ͓Fig. 10͑H͔͒ and EGDs ͓Fig. 10͑I͔͒. Analogous examples of troughs ͓Fig. 11͑A͔͒ and rapid changes of phase slopes ͓Fig. 11͑B͔͒ and EGDs ͓Fig. 11͑C͔͒ are also visible around 810 and 1210 Hz in results obtained with a different random seed.
The confidence intervals of model parameters were determined as follows. Within the confidence interval of a parameter, the fit error did not exceed twice the optimal fit error among the 11 random-seed cases. That is, the model generated sufficiently similar features of SFOAEs when the model parameters were within the confidence intervals. The confidence intervals are shown in Table VII . For example, for 52 dB SPL, optimal fit-error E fit was 0.040 among 11 cases ͑Table VI͒. If we vary g in a range of 0.87-0.91 while fixing the other three parameters, then the fit error remained smaller than 2 ϫ E fit , i.e., 0.080. In some cases, fit-error values were TABLE V. Means ͑m ͒ and standard deviations ͑͒ of six response features of model SFOAE results obtained with 11 random seeds of the cochlear-partition irregularity under the condition of the optimal values of the model parameters. The response features were: mean level ͑ML͒ of SFOAE in dB SPL; number of peaks ͑NP͒; frequency spacing ͑⌬f͒ between SFOAE peaks in Hz; number of cycles ͑NC͒ of SFOAE phase change; energy-weighted group delay ͑EGD͒ in ms; and standard deviation of EGD ͑ EGD ͒ in ms. for the cochlear-partition impedance irregularity. The three columns correspond to the model SFOAE level, phase and energyweighted group delay ͑EGD͒ versus frequency. The four rows correspond to four stimulus levels indicated in the insets. The model parameters were set to the optimal values described in Table VI. quite sensitive to the parameter change so that we introduced very small value which is smaller than 0.025 for f s 0 and 0.5 for n to represent the confidence interval. However, n value for 62 dB SPL in Table VII could be increased indefinitely because there was little effect on the low-pass filter when n Ͼ 16. Generally, the confidence intervals of the four model parameters shown in Table VII were narrow. That is, the model parameters for different stimulus levels were distinct with little overlaps. This indicates that the model parameters were well constrained by the human SFOAE features. Changes of the model response features as results of changes in the model parameters are described in Table VIII using the 52 dB SPL stimulus condition as an example. Table VIII includes the optimal parameter set ͑g = 0.88, ␣ = 0.10, f s 0 = 1.40 cycles/ mm and n =24͒ together with other points of the parameter space corresponding to the extremes of the confidence interval of each parameter. Values of the model response features for the above conditions are shown. Within the confidence intervals, the relative magnitudes of changes in ML, NP, ⌬f, NC, EGD and Q 3 dB were less than 2.2 dB, 8.5%, 9.7%, 8.5%, 11.4% and 4.2%, respectively Within the intervals, increases of g, ␣, or f s 0 led to increases of ML, NP, NC and EGD. A decrease of n led to a similar effect. Regarding Q 3 dB , only g among the four parameters affected Q 3 dB such that an increase of g led to an increase of Q 3 dB .
C. Spatial profiles of irregularity
Spatial profiles of the amplitude ͑left column͒ and phase ͑right column͒ of the impedance irregularity under the condition of the optimal model parameters are described in Fig.  12 . At 32 dB SPL, where the spatial low-pass cutoff frequency was the lowest, the spatial profile of amplitude and phase of the irregularity varied most slowly over cochlear distance among the four cases corresponding to four stimulus levels. With increasing stimulus level, the spatial low-pass cutoff gradually increased leading to increasingly more rapid changes of irregularity over distance.
D. Estimated human cochlear excitation patterns and transfer functions
Using the optimal model parameters described above, we determined cochlear excitation patterns and transfer functions of the model cochlear partition. The excitation patterns for 1 kHz stimulus frequency, corresponding to the ratio of cochlear-partition velocity to stapes velocity as a function of cochlear distance for a fixed frequency, are shown in Fig. 13 , panels A and B. With decreasing stimulus level, the excitation pattern became sharper and the traveling-wave peak became higher moving slightly apically. The total phase lag of the excitation pattern was more than 15 cycles over the full cochlear distance. At the highest stimulus level, the phaseversus-distance slope became shallower.
The cochlear-partition transfer functions, corresponding to the ratio of cochlear-partition velocity to stapes velocity as a function of stimulus frequency for a fixed cochlear distance ͑i.e., the 1 kHz place͒, are shown in Fig. 13 , panels C and D. The shapes of the partition responses versus distance ͑panel C͒ were quite similar to the partition responses versus stimulus frequency ͑panel A͒.
The sharpness of the partition transfer functions were quantified in terms of three types of quality factors and peakto-shoulder ratio ͑PSR͒, also known as the tip-to-tail ratio. TABLE VII. Confidence intervals of the model parameters g, ␣, f s 0 , and n. The confidence interval of each parameter was defined as one where the average fit error among the 11 random seed cases remained smaller than twice the optimal fit error. The confidence interval was determined by varying only one parameter at a time with the other parameters fixed at the optimal value ͑described in Table VI͒ . The units of f s 0 are cycles/mm and the other three parameters are dimensionless. The symbol, , is intended to indicate a small quantity; it was less than the following values: 0.025 for f s 0 , and 0.5 for n. 
Quality factors Q 3 dB and Q 10 dB correspond to the center frequency divided by the width of transfer function measured 3 and 10 dB below the peak, respectively. Q ERB correspond to an analogous measure where the width of an equivalent rectangular bandwidth is used. For PSR, the shoulder corresponds to the part of the transfer function at a frequency below the peak where the curves of different stimulus levels converge. The values of these parameters for the model partition transfer functions are indicated in Table IX . Q 3 dB and Q ERB ranged 5.5-8.0, Q 10 dB 3.2-4.3, and PSR 38-60 dB.
E. Decomposition of model SFOAE into long-and short-delay components
To determine the cochlear locations where SFOAEs are generated in the model, we examined the model behavior with the impedance irregularity confined either in a region around the traveling-wave peak or in regions remote from the peak. The traveling-wave peak region was associated with steeper phase-versus-distance slope ͓Figs. 13͑B͒ and 14͑B͔͒. In terms of wavelength ͑͒, i.e., the cochlear distance spanned by one cycle of phase change, the peak region has shorter than the remote regions ͓Fig. 14͑C͔͒. We defined the peak region to be a cochlear region with Ͻ2.5 mm, and the remote regions to be the remaining cochlear regions.
Besides the normal impedance irregularity distributed throughout the full cochlear length, we also prepared two other types of impedance irregularity profile: ͑1͒ irregularity restricted to the peak region with Ͻ2.5 mm, and ͑2͒ irregularity restricted to the remote regions with Ͼ2.5 mm.
The model SFOAEs obtained with three types of irregu- Spatial profiles of amplitude ͑left column͒ and phase ͑right column͒ of the model cochlear-partition impedance irregularity. The four rows correspond to four stimulus levels. The model parameters were set to the optimal values described in Table VI. FIG. 13. Cochlear-partition response level and phase versus cochlear distance for 1 kHz stimulus frequency ͑panels A and B͒ and versus stimulus frequency for the 1 kHz cochlear place ͑panels C and D͒. Four curves in each panel correspond to four stimulus levels ͑32-62 dB SPL͒ indicated in the insets. The cochlear-partition response was relative to the stapes input. The model parameters were set to the optimal values described in Table VI. larity profiles at 32 dB SPL are shown in Fig. 15 . The three rows correspond to the three types of irregularity profiles: fully present ͑top͒, restricted to the peak region ͑middle͒, or to the remote regions ͑bottom͒. As the spatially restricted irregularity profiles were specifically associated with the 1 kHz traveling-wave peak, the model results of Fig. 15 are shown only for a narrow range of frequencies, 950-1050 Hz, around 1 kHz. The phase slope of the model SFOAE generated by the irregularity in the peak region ͓Fig. 15͑D͔͒ was steep with an EGD of 20.8 ms. The ratio of 20.8 ms to EGD of the 1 kHz place of the cochlea at 32 dB SPL ͑12.6 ms͒ is 1.7. This is slightly smaller than 2, expected from a situation where the signal propagates to the traveling-wave peak and back to the ear canal. In contrast, the phase slope of SFOAE generated by the remote regions ͓Fig. 15͑F͔͒ was shallow with an EGD of 4.1 ms, which is much shorter than the EGD of the 1 kHz cochlear place ͑12.6 ms.͒. The results described in Fig. 15 demonstrate that, in the model, ͑1͒ the SFOAE consists of a long-delay component generated by irregularity in the traveling-wave peak region and a short-delay component generated by irregularity in the remote regions, ͑2͒ the levels of the long-and short-delay components are comparable to each other and they both change slowly with frequency, and ͑3͒ the rapidly changing fine structure of SFOAE of the model is a result of quasiperiodic vector cancellations between the long-and shortdelay components.
VI. DISCUSSION
A. Main results
The main results of the present study are: ͑1͒ introduction of a novel method of efficiently measuring SFOAE level and phase as functions of frequency by a combined use of frequency-swept stimuli and the digital heterodyne analysis; ͑2͒ measurement of high-resolution data of SFOAE level, phase, and EGD versus frequency in normally hearing human adult subjects; ͑3͒ reproduction of salient features of the human SFOAEs in an active cochlear model; ͑4͒ inferences about characteristics of human cochlear-partition motion, and ͑5͒ demonstration that, in the model, an SFOAE consists of a long-delay component generated by irregularity in the traveling-wave peak region and a short-delay component generated by irregularity in cochlear regions remote from the peak.
B. Novelty and advantages of the present method of SFOAE measurement
The novelty of the present method lies in an unprecedented efficiency of measuring high-resolution SFOAEs by a combined use of continuously sweeping the stimulus frequency and the digital heterodyne analysis. The frequency resolution of the present method depends on the square root of the frequency sweep rate as stated in Methods, Eq. ͑3͒. Accordingly, a twofold higher frequency resolution can be TABLE IX. Response characteristics of the model cochlear-partition transfer functions at the 1 kHz place at stimulus levels of 32-62 dB SPL ͑described in Fig. 13͒ . Means and standard deviations ͑STDs͒ were calculated for 11 random-seed cases. The results were obtained with the optimal model parameters described in Table VI . Q 3 dB and Q 10 dB are "quality factors" measured at 3 and 10 dB points relative to the peak; Q ERB is a quality factor measured using the equivalent rectangular bandwidth ͑ERB͒. The quality factors are dimensionless. PSR stands for peak-to-shoulder ratio, also known as tip-to-tail ratio. The cochlear-partition response was relative to the stapes input. The model parameters were set to the optimal values described in Table VI. achieved by decreasing the sweep rate four times. Equivalently, a fourfold faster sweep rate can be achieved if one is willing to decrease frequency resolution by a factor of 2.
In the conventional methods of SFOAE measurement ͑Shera and Guinan, 1999; Shera and Guinan, 2003; Goodman et al., 2003; Schairer et al., 2006͒ , SFOAE fine structures are measured with many probe frequencies, one frequency at a time. Consequently, the conventional method has a greater overhead, i.e., rise and fall gating times and the times involved for saving the data on a storage device for each individual frequency rendering it inefficient.
An efficient recording method facilitates data collection with less variability and a higher signal-to-noise ratio for a given recording time. Data obtained over long recording times are more susceptible to artifacts arising from unavoidable random movements of the subjects making the data more variable.
C. Future applications of swept stimuli and heterodyne analysis
The present method can be used to obtain SFOAEs over a wider range of frequencies, e.g., 500-8000 Hz ͑Hill et al.,
2008͒. In such a study, an exponential frequency sweep is more desirable than a linear frequency sweep. A simple variation of the present method will allow one to measure DPOAEs as a continuous function of either primary frequencies ͑Long et al., 2008͒ or primary levels. For example, one may sweep f 1 , f 2 or f 2 / f 1 over a period of time. The heterodyne analysis will then yield DPOAE level and phase ͑e.g., at 2f 1 − f 2 ͒ for various f 2 , for example, by extracting DPOAE level and phase at various time points. A similar concept of measuring input-output functions of DPOAE level was introduced by Neely et al. ͑2003͒.
D. Why is SFOAE group delay far shorter than expected?
Prevailing concepts about SFOAEs are that: ͑1͒ SFOAEs are generated predominantly in a cochlear region around the traveling-wave peak, and ͑2͒ the SFOAE group delay at a frequency are approximately twice the group delay of the cochlear partition at the traveling-wave peak ͑Zweig and Shera, 1995͒. Siegel et al. ͑2005͒ observed that the group delays of SFOAEs in chinchillas were similar to ͑for frequencies Ͼ4 kHz͒, or shorter than ͑for frequencies Ͻ4 kHz͒ the group delays of the cochlear partition at the characteristic frequencies ͑the partition group delays were estimated from responses of cochlear nerve fibers in chinchillas͒. This observation is inconsistent with the prevailing concept indicated above. Siegel et al. highlighted this discrepancy as an important issue for the hearing-science field.
Shera et al. ͑2006͒ suggested that one approach to resolve the discrepancy between the Zweig-Shera model prediction and the Siegel et al. observation is to hypothesize that the total SFOAE is a mixture of a reflection-source emission component with a long delay and a nonlinear-distortionsource emission component with a short delay. ͑A similar suggestion was made by Goodman et al., 2003͒ After Shera et al. separated ͑"un-mixed"͒ the total SFOAE into shortand long-delay components, they found that the group delays of the long-delay component of SFOAE were closer to the predicted group delays. However, the group delays of the long-delay SFOAE component were still shorter than the predicted group delays for all frequencies with the differences being greater for frequencies Ͻ4 kHz. Furthermore, it remains unknown whether the short-delay component of SFOAE indeed represents a distortion-source emission or some other type of reflection-source emission.
The results of the present cochlear model ͑Fig. 15͒ provide a novel hypothesis that the short-and long-delay components of SFOAE are both reflection-source emissions but arise from different regions of the cochlea. In the model, the short-delay SFOAE component arises from irregularity located in cochlear regions remote from the traveling-wave peak whereas the long-delay component arises from irregularity in the peak region. Because the model is piecewise linear, there is no nonlinear-distortion-source emission in the model. Future experiments should verify the validity of this hypothesis.
E. Comparison with the coherent reflection model
The coherent reflection model of SFOAE ͓Zweig and Shera, 1995, Eq. ͑23͒, page 2023͔ states that reflected wavelets of a forward cochlear traveling wave combine in phase ͑i.e., creates coherent reflection͒ when 2 * ⌬x = , or ⌬x = / 2, where is the wavelength and ⌬x is distance between cochlear mechanical irregularities. An equivalent statement FIG. 15 . Level and phase of the model SFOAE at 32 dB SPL versus frequency over a narrow range of frequencies ͑950-1050 Hz͒ obtained with three types of spatial profiles of the cochlear-partition impedance irregularity: fully present ͑top͒, restricted in a region around the traveling-wave peak with Ͻ2.5 mm ͑middle͒ and in regions remote from the peak with Ͼ 2.5 mm ͑bottom͒.
is that reflected wavelets create coherent reflection when the spatial-frequency ͑f s ͒ content of the irregularity profile is large at f s =2/ .
In our model, at the peak of the traveling-wave envelope is ϳ0.5 mm for a 1 kHz sinusoidal stimulus at 32 dB SPL ͓Fig. 14͑C͔͒. Thus, in order to produce coherent reflection at the traveling-wave peak, the spatial-frequency content of the irregularity profile has to be large at f s =2/ =2/ 0.5 = 4 cycles/ mm.
A region of the cochlear model that includes the traveling-wave peak and nearby regions has shorter wavelengths ͓ = 0.45-2.5 mm, Fig. 14͑C͔͒ than the basal region further away from the peak ͓ = 2.5-25 mm, Fig. 14͑C͔͒ . In the peak region with = 0.45-2.5 mm, generation of coherent reflection requires that the spatial-frequency content of the irregularity profile has to be large at f s =2/ = 0.8-4 cycles/ mm.
In contrast, the irregularity profiles in the model were filtered with a steep low-pass spatial-frequency filter with a cutoff frequency of 0.85 cycles/ mm at 32 dB SPL; this parameter was obtained as a result of an objective fitting procedure. Therefore, the spatial-frequency content of the model irregularity profile was quite small at the 0.8-4 cycles/ mm required for generation of coherent reflection in the shortpeak region. Consequently, the SFOAE originating from the peak region of the model was much lower than expected from the coherent-reflection model which assumes that the spatial-frequency content of the irregularity profile is large at f s =2/ .
Because is much longer ͑2.5-25 mm͒ in the basal region, the spatial frequency for large irregularity required by coherent reflection is much lower ͑f s =2/ = 0.08-0.8 cycles/ mm͒ in the basal region than in the peak region. The low-pass spatial-frequency filter with a cutoff frequency of 0.85 cycles/ mm preserves amplitudes of irregularity at the above required spatial frequencies. Therefore, the irregularity profile in the long-basal region of the model was in a more favorable condition for generation of coherent reflection than the irregularity profile in the shortpeak region.
The above considerations provide an explanation of a surprising behavior of the present cochlear model. That is, in the model, the levels of the short-and long-delay SFOAE components originating from the remote and peak regions, respectively, are comparable to each other, thus creating rapidly changing peaks and troughs of SFOAE level versus frequency.
F. Comparison with previous studies
Changes in SFOAE fine structures with stimulus levels were reported by Goodman et al. ͑2003͒ . Stimulus-leveldependent changes of frequency spacing, observed in the Goodman et al. study and the present study, represent a nonlinear behavior. This behavior was simulated by the present model with stimulus-level-dependent changes of the model parameters ͑g, ␣, f s 0 , and n͒.
Our observation of an increase of normalized group delay with frequency over 500-1500 Hz is consistent with previous studies ͑Shera and Schairer et al., 2006͒ . The present observation of a decreasing group delay of SFOAE with increasing stimulus level ͑Figs. 4 and 5͒ is consistent with Schairer et al., ͑2006͒ . Mechanical responses of a basal part of the chinchilla cochlea also exhibited an analogous decrease of group delay with increasing stimulus level ͑Ruggero et al., 1997͒.
G. Model assumptions
Although the model results successfully reproduced the six features of the human SFOAE fine structures ͑e.g., Fig. 5 and Table V͒, some differences between the model results and the human data were noticeable. One such example is the SFOAE phase versus frequency pattern. The human phase-frequency pattern ͑Figs. 2 and 3͒ tended to be more evenly spread out across the 550-1450 Hz range than the model counterpart ͑Figs. 10 and 11͒. It is not clear what changes in the model can improve in this regard.
There were other shortcomings of the model. We used a piecewise-linear frequency-domain model of the cochlea. Development of a nonlinear time-domain version of the model will be a desirable future goal. We used a onedimensional cochlear model even though a cochlear model should ultimately be three dimensional. We believe, however, that important insights were gained by using a simplified one-dimensional model. Exploration of the parameter space of the model was facilitated by the simplified form of the model.
In addition, the boundary condition at the stapes did not include properties of the middle ear. A lossy-impedance boundary condition provided by the middle ear at the stapes should better represent reflection of the backward wave at the stapes ͑e.g., Shera and Zweig, 1991; Zweig and Shera, 1995; Talmadge et al., 1998 . Since the round-trip reflectance, i.e., the multiplication of reflectance from the cochlear-partition irregularities and the reflectance from the stapes, is small, the effects of multiple reflections may be small for the cases presented in this paper.
H. Is spatial profile of irregularity controlled by the cochlear amplifier?
In the model, the model parameters ͑g, ␣, f s 0 , and n͒, co-varied with stimulus level ͑Table VI͒. Specifically, as the stimulus level decreased, the model became more active ͑amplification increased͒, the base amplitude of the irregularity increased, and the spatial low-pass filter exhibited a lower cutoff and a steeper filter slope. These hypothesized relationships among the model parameters and stimulus level were found as a result of the objective fitting procedure searching for the optimal model parameters that best reproduced the human SFOAE fine structures at various stimulus levels.
A possible implication of the present hypothesis is that the spatial frequency content of the cochlear-partition impedance irregularity profile is controlled by the cochlear amplifier mechanism. When the model becomes more active at a lower stimulus level, the hypothesis implies that the active mechanism exerts a more prominent longitudinal coupling of the organ of Corti whereby the partition impedance changes more slowly along the cochlear distance.
I. Inferences about the human cochlea
The present human SFOAE data together with an active cochlear model allowed us to make inferences about characteristics of the human cochlear-partition responses. The detailed and reliable measurements of SFOAE fine structures proved valuable in guiding the process of adjusting parameters of an active cochlear model. The optimal model parameters were well constrained by the six features of the SFOAE fine structures ͑Table V͒ with narrow confidence intervals ͑Tables VII and VIII͒. The present model suggests that: ͑1͒ the human cochlear-partition response at the 1 kHz place at 32 dB SPL has a sharp tuning ͑Q 3 dB of 8.0͒ and a large amplification ͑peak-to-shoulder ratio of 60 dB͒, and ͑2͒ the tuning becomes broader and the amplification smaller as the stimulus level increased to 62 dB SPL.
Psychophysically observed Q ERB of the human cochlear tuning at 1 kHz at a low stimulus level have been reported to be 7.5 ͑Glassberg and Moore, 1990͒, 12.7 ͑Shera et al., 2002͒, and 11 ͑Oxenham and Shera, 2003͒ . The present cochlear-model prediction of Q ERB = 7.6 at 32 dB SPL is close to the value of Glassberg and Moore.
To compare the frequency-tuning characteristics of the present model with those of animal cochlear nerve fibers, we used the facts that the human 1 kHz cochlear place is located 60% from the stapes ͑Figs. 9 and 13͒ and that a 60% position corresponds to 2.8 kHz in cat ͑Liberman, 1982͒, 2 kHz in guinea pig ͑Wilson and Johnstone, 1975͒ and 1 kHz in chinchilla ͑Eldredge et al., 1981͒. Because the tuning sharpness of a cochlear nerve fiber changes with the fiber's characteristic frequency ͑CF͒, it is appropriate to use a common relative cochlear position ͑60% from the stapes in this case͒ in a comparison of tuning sharpness across species. In cat, threshold tuning curves of cochlear nerve fibers with CF = 2.8 kHz show an average Q 10 dB = 4.5 ͑Liberman, 1990͒. In guinea pig, cochlear nerve fibers and medial olivocochlear nerve fibers with CFϷ 2 kHz show Q 10 dB Ϸ 2.3ϳ 4 ͑Pickles, 1984; Brown et al., 1998͒ . In chinchilla, cochlear nerve fibers with CFϷ 1 kHz show Q 10 dB Ϸ 1.7 ͑Temchin et al., 2005͒. Thus, the cochlear places at 60% from the stapes in these species exhibit a diverse range of Q 10 dB . The present human model prediction of Q 10 dB = 4.3 at 32 dB SPL is similar to the Q 10 dB value of cat ͑Liberman, 1990͒.
The present model predictions about the human cochlea are consistent with cochlear-partition responses of animals regarding the shapes of the amplitude and phase parts of the transfer function and stimulus-level-dependent changes in several response measures: ͑1͒ broadening of frequency tuning with increasing stimulus level, and ͑2͒ decrease of peakto-shoulder ratio with increasing stimulus level ͑Rhode, 1971 ͑Rhode, , 2007 Sellick et al., 1982; Ruggero et al., 1997 Robles and Ruggero, 2001; Ren et al., 2006͒ . Peak-to-shoulder ratio is related to the cochlear-amplifier gain. Cochlear amplifier gain, defined in various ways, has been observed in animals to be in a range of 40-80 dB ͑Ruggero et al., 1997; Rhode, 2007͒. Peak-to-shoulder ratio of basal points of the chinchilla cochlear partition ͑CF= 5 ϳ 10 kHz͒ were observed to be 33-50 dB at low stimulus levels ͑Ruggero et al., 1997; Rhode, 2007͒. The present prediction of peak-to-shoulder ratio of the human cochlea, 60 dB at a stimulus level of 32 dB SPL, is slightly higher than those observed in the chinchilla cochlear partition.
