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We analyze a generalization of the hard sphere dipole system in two dimensions in which the
interaction range of the interaction can be varied. We focus on the system in the limit the interaction
becomes increasingly short-ranged, while the temperature becomes low. By using a cluster expansion
and taking advantage of low temperatures to perform saddle-point approximations, we argue that a
well defined double limit exists in which the only structures which contribute to the free energy are
chains. We then argue that the dominance of chain structures is equivalent to the dominance of chain
diagrams in a cluster expansion, but only if the expansion is performed around a hard sphere system
(rather than the standard ideal gas). We show that this leads to non-standard factorization rules for
diagrams, and use this to construct a closed-form expression for the free energy at low densities. We
then compare this construction to several models previously developed for the hard sphere dipole
system in the regime where chain structures dominate, and argue that the comparison provides
evidence in favor of one model over the others. We also use this construction to incorporate some
finite density effects though the hard sphere radial distribution function, and analyze the impact of
these effects on chain length and the equation of state.
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2I. INTRODUCTION
The study of particles which interact anisotropically has a rich history. Models developed to explore these sys-
tems have included hard-sphere dipoles, soft-sphere dipoles, Stockmayer fluids, and theories of particles that are
spherocylindrical, disk-like, and dumbbell in shape. This theoretical work has been supplemented by inreasingly
sophisticated computational approaches, as wekk as experimental work on colloidal suspensions of magnetic particles,
which though necessarily more complex than the simple theoretical models, nonetheless showed many of the same
properties and phenomena.
Even the simplest theoretical model for describing such systems, that of the Dipolar Hard Sphere (DHS), gives rise
to a variety of phases and phenomena and has provided several surprises during its study. At high densities, crystal
solid phases exist as well as both isotropic and ferromagnetic fluids [1–3]. At low densities, early theoretical work
using thermodynamic perturbation theory, the mean spherical model, as well as integral equations suggested many
similarities between the DHS system and the more familiar hard-sphere Van der Waals system (see for example [4–6]).
Indeed, these approaches generally involved a thermodynamic average over the anisotropic ∼ 1r3 interaction, which
results in the more familiar, isotropic ∼ 1r6 attraction. On the basis of these efforts it was believed for a long time
that the DHS system would undergo a gas-liquid phase transition extremely similar to the one that appears in the
Van der Waals system.
Though early Monte Carlo simulations at high temperatures seemed in good agreement with this theoretical work [7–
9], increasingly sophisticated and systematic efforts failed to find any phase transition under the conditions predicted
in the DHS system [10], and related systems (such as those with an additional isotropic Van der Waals interaction
or those with non-spherical hard particles) were shown to lose such a phase transition as they approached the DHS
system [11, 12]. Instead, it was discovered that as the temperature decreased, chains and rings formed, and that these
objects interacted with each other only very weakly (as evidenced by only slight changes in the internal energy of the
system with large changes in its density) [13, 14]. Experimental evidence analyzing magnetic colloids also identified
the prevalence of chain structures [15, 16]. As a result, theoretical models based on chains were developed and used
to study the energy density, distribution of chain lengths, and equation of state for the hard sphere system, as well
as to analyze the possibility of a gas-liquid phase transition.
In [17], Sear analyzed a system of chains using a cluster expansion, taking into account only the contributions
from chain diagrams. In doing so, we was able to compute the energy density of the system and show that there
was a large range of densities over which it would vary only weakly. In [18, 19], Osipov, Teixeira and Telo da Gama
created a different model for the hard sphere dipoles as “living polymers”, in which the free energy of the system
was written as a sum of terms coming from non-interacting chains of different lengths and was then minimized to
determine the distribution of chain lengths. Later, this model was modified in [20] by treating individual monomers as
indistinguishable; this treatment is not standard in polymer models, but improved agreement between the model and
numerical results. Further work based on the chain and polymer models included weak interactions between chains
and analyzed how these models would suppress a gas-liquid phase transition [21, 22].
It then came as a fresh surprise when evidence emerged in Monte Carlo simulations that a phase transition occurs
after all [23], though at much lower temperatures and densities than those predicted by the early perturbative work.
In [24], it was argued that this phase transition is associated with the formation of a network of chain segments
connected via 3-way vertices, and that it could be explained by treating both the finite ends of chains and the vertices
as defects in infinitely long chains; both defects were entropically favorable, with the vertices being energetically
preferred over the finite ends, so that lowering the temperature drove network formation. Later, a calculation using
thermodynamic perturbation theory for associative fluids was also able to achieve good qualitative agreement with
the observed phase behavior of the system at low temperatures and densities [25].
Here, we are interested in exploring the role that interaction range plays in this story. We will consider a 2-
dimensional system of particles of diameter σ, which interact via both a hard-sphere repulsion and an additional
generalized anisotropic pair-wise potential of the form
u12 =
u0 σ
p
2rp12
[
mˆ1 · mˆ2 − 3(mˆ1 · rˆ12)(mˆ2 · rˆ12)
]
, (1)
where p is an arbitrary constant, ~r12 is the displacement vector between the two particles, and mˆi gives the orientation
of the dipole for each particle. The choice to work in 2-dimensions here is made for calculational convenience; previous
work has found that a “pseudo-2-dimensional” DHS system, with particles and dipoles confined to a plane but with
p = 3 (a model for a ferromagnetic monolayer) behaves similarly to the 3-dimensional DHS system [26–32].
Although systems with p 6= 3 would arise naturally in a self-consistent electromagnetic theory in D dimensions,
here we will take a more pragmatic view and think of p as simply a constant that controls how short- or long-ranged
the interaction between particles is. We are particularly interested in a limit where p becomes large. At finite
3temperature, as p → ∞ the anisotropic interaction simply disappears. However, if we consider a double limit where
the temperature becomes small and p becomes large, we enter a regime which might be thought of as a “nearest-
neighbor” approximation to the original theory. Furthermore, we will show that while making p large decreases the
internal entropy of all types of particle arrangements, it affects vertices more than it does chains, so that as p → ∞
and τ → 0, we can create a theory in which only chains of particles form, and in which the chains themselves are
treated using a nearest-neightbor approximation. The chain/polymer models analyzed in [17–20] typically neglect all
but nearest-neighbor interactions when modeling the interiors of these chains, and either entirely neglect interactions
between chains or treat them as perturbative corrections, so our construction can be thought of as creating a formal
framework in which these previous approximations hold. As a result, calculations within this model can be used to
gain insight into the approximations made in these earlier DHS models. Previous work in [33] has also explored the
implications of short- and long-ranged interactions with anisotropic interactions.
In section II, we will analyze this system using a cluster expansion of the free energy. Normally cluster expansions
use an ideal gas as the reference system and work at low densities, but we will instead be perturbing around a hard
sphere system. At low temperatures, each term in the density expansion is dominated by arrangements of particles
that represent local energy minima, and we can use a saddle point approximation to determine the contributions
from these arrangements. For large p, we must also take into account how the internal entropy of these arrangements
scales with p. We will show that a double limit should exist in which the only contributions which survive are
those associated with chain structures, and that the contributions from these arrangements arise entirely from chain
diagrams.
In section III, we will compute the contributions from these structures and analyze the factorization properties of
these diagrams. By comparing the results to the standard factorization rules that apply when we expand around an
ideal gas, we conclude that it does not make sense to restrict the expansion to chain diagrams unless this expansion
is performed using the hard sphere system as a reference. At low densities, we can use the factorization properties to
find a closed-form expression for the free energy of the system.
In section IV, we discuss how our construction gives insight into three chain/polymer models for the DHS system
[17–20]. We argue that our results are equivalent to those reached in the polymer model developed in [18, 19], which
provides evidence in favor of it. In section V, we argue that with additional assumptions regarding the factorization
properties of hard sphere distribution functions, we can extend our results to include some finite density effects, and
discuss their implications. In section VI, we discuss our results and possible future research directions. Appendix A
includes the combinatorial argument used to connect factorization rules for chain diagrams to the calculation of the
free energy.
II. CLUSTER EXPANSION DIAGRAMS AND THE SADDLE POINT APPROXIMATION
We will begin by briefly reviewing the set-up of a cluster expansion, following roughly [34] but perturbing around
hard spheres. Let us suppose that we wish to relate the partition function of our system Z to the partition function
of the hard sphere system ZHS, so we write
Z(η, τ) = ZHS(η)〈e−U/τ 〉HS (2)
where if we have N particles confined to area A, then η = piσ
2N
4A is the packing fraction, τ = kBT , U is the total energy
associated with the anisotropic interaction, and 〈· · · 〉HS represents a thermal average over the hard sphere system.1
We can then use Mayer functions fij = e
−uij/τ − 1 to write
〈e−U/τ 〉HS =
〈∏
i<j
(1 + fij)
〉
HS
= 1+ = 1 +
N !
2(N − 2)! 〈f12〉HS +
N !
3!(N − 3)! 〈f12f23f13 + 3f12f23〉HS + · · · (3)
where we are grouping terms by the number of particles involved in the calculation. If we then define
(
8η
N
)m−1
Dm
as the combination, including symmetry factors, of all diagrams associated with m particles (so that the object Dm
is a dimensionless integral), we arrive at
〈e−U/τ 〉HS = 1 +
N∑
m=2
N !
m!(N −m)!
(
8η
N
)m−1
Dm , (4)
1 Cluster expansions are usually applied to the grand partition function, where factorization properties of the diagrams leads to significant
simplifications. However, as will be discussed in the next section, we will not be able to rely on these properties, so it is more convenient
to use the partition function.
4where
Dm =
[
m∏
i=2
∫
d2~xi
2pi
][
m∏
i=1
∫
dθi
2pi
]
g({σ~xi}; η)
(
e−U˜m/τ˜ + · · ·
)
. (5)
Here, ~xi = ~ri/σ are the dimensionless positions, and the functions g({~ri}; η) are hard sphere distribution functions.
The energy U˜m =
Um
u0
is the total energy of the arrangement of m particles, expressed in the natural units of the
system. In the limit that τ˜ = τu0 becomes small, this integral is dominated by physical arrangements of particles that
represent local minima of U˜m, and the terms we are suppressing only matter in that they impose the condition that
each particle must have a non-zero interaction energy with at least one other particle in every minimum we consider,
as was gauranteed by the original construction in terms of Mayer functions.
Suppose we use an index k to denote energy minimizing arrangements of U˜m which are distinct under relabeling
of particles, and define D(m;k) as the contribution to Dm that comes from expanding the integrand in equation 5
near this minimum. We might write Dm ≈
∑
kD(m;k), but in order for the approximation we are making to be
self-consistent, we should only keep the dominant term(s) in this sum. For fixed p and τ˜ → 0 this contribution comes
from the global minimum of U˜m, but when we have p→∞ and τ˜ → 0 other terms can dominate.
The integral we must perform to compute one of the D(m;k) involves m−1 integrals over 2-dimensional positions, and
m integrals over orientation angles, with one spatial integral (corresponding to rotations of the entire arrangement)
being trivial. Suppose for a particular local minimum, there are mc points of contact between particles. It is then
convenient to use a set of variables εα, for α = 1, . . . ,mc, with 1 + εα being the distance between a pair of particles
which are in contact at that minimum. If the minimum is degenerate with moduli space M , we can parametrize it
using one or more moduli, written as a mm component vector ~ζ. For the remaining variables of integration, we can
use any set of ψa, with a = 1, . . . ,mf , defined so that ψa = 0 at the minimum. In this case, we can write
D(m;k) =
C e−U˜0/τ˜
(2pi)2(m−1)
∫
M
d~ζ
∣∣∣J0(~ζ)∣∣∣ g0(~ζ; η)[ mc∏
α=1
∫ ∞
0
dεα
][mf∏
a=1
∫ ∞
−∞
dψa
]
Exp
[
−1
τ˜
(
Kα(~ζ)εα +
1
2
Hab(~ζ)ψaψb + · · ·
)]
.
(6)
Here, C is the number of minima equivalent under relabeling of particles. U˜0 represents the value of U˜m, |J0(~ζ)|
represents the magnitude of the Jacobian determinant arising from the variable transformation {~xi, θi} → {~ζ, εα, ψa}
and g0(~ζ; η) represents the hard-sphere distribution function, all evaluated at the minimum. The objects K
α(~ζ) and
Hab(~ζ) are defined in terms of the gradient and Hessian of U˜m, again evaluated at the minimum:
Kα(~ζ) = − ∂U˜m
∂εα
∣∣∣∣∣
0
, Hab(~ζ) = − ∂
2U˜m
∂ψa∂ψb
∣∣∣∣∣
0
. (7)
The fact that we are at a local minimum means we should have Kα > 0, and detH ≥ 0, and if detH = 0, we should
extend the expansion in ψα to higher order in order to capture the leading low-temperature behavior. Equation
6 is of course the Boltzmann factor e−U˜0/τ˜ multiplied by an expression determined by the internal entropy of the
arrangement. It scales as a power of τ˜ that is determined by the structure of the arrangement, but in addition may
depend on p through K and detH.
As p becomes large, we have u˜ij → 0 for any pair of particles not physically touching, so that the object U˜m includes
only nearest neighbor interactions. In this case, when expanding near a particular minimum we can write
U˜m = −
mc∑
α=1
Φα(~ζ, ψa)
(1 + εα)p
, (8)
where the functions Φα do not depend on either p or the variables εα. In this case, H
ab should be independent of p,
and Kα should scale linearly with p for each α. Thus, our expression for D(m;k) becomes
D(m;k)
−→
p→∞
C e−U˜0/τ˜
(2pi)2(m−1)
(
τ
p
)mc ∫
M
d~ζ
∣∣∣J0(~ζ)∣∣∣ g0(~ζ; η)
Φ0(~ζ)
[mf∏
a=1
∫ ∞
−∞
dψa
]
Exp
[
−1
τ˜
(
1
2
Hab(~ζ)ψaψb + · · ·
)]
, (9)
where Φ0(~ζ) =
∏mc
α=1 Φα(
~ζ, 0). Also important is that in this limit arrangements of particles consisting of multiple,
separated clusters can be valid minima (with large moduli spaces representing the relative positions and orientations
of the separate clusters), and in fact can contribute significantly to the result.
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FIG. 1. A diagram labeling the variables used to describe an arrangement of two particles in the calculation of 〈{2}〉HS.
Now consider what happens if we simultaneously make p large and τ˜ small. If we think of an arrangement of particles
as a set of nearest-neighbor interactions, each u˜ij contributing to U˜m satisfies u˜ij ≥ −1, so that U˜m ≥ −mc. Since
only head-to-tail arrangement optimize the energy, we have U˜m = −mc only when all nearest-neighbor interactions
are head-to-tail (so the arrangement consists entirely of chains.) On the other hand, each nearest-neighbor interaction
generates a factor of p−1 in D(m;k), so the expression D(m;k) will scale as ∼
(
1
pe
1/τ˜
)mc
for chain arrangements, and
will be strongly suppressed for all others. As a result, it is possible to define a formal double limit where the only
arrangements which contribute are the chains.
We stress here that it is the directional nature of the interaction that allows for the creation of this double limit
and the physical dominance of chain structures within it. It would be possible to further generalize the interaction
potential to the form
u12 =
u0σ
p
2rp12
[mˆ1 · mˆ2 − κ(mˆ1 · rˆ12)(mˆ2 · rˆ12)] , (10)
and for any κ > 2 the head-to-tail arrangement of particles would be energetically favorable, and the same essential
limiting behavior would be recovered. Increasing the value of κ then creates a system where chain dominance is
reached more rapidly in the double limit.
This analysis somewhat obscures the connection between these terms and the original diagrammatic expansion. In
the large p limit, the vanishing of u˜ij for any pair of particles not in contact also implies the vanishing of the associated
Mayer function fij , so that the contribution to Dm from an arrangement of chains can only arise in the equivalent
diagram. (For example, the contribution to D4 from a chain of four particles comes from the diagram 〈f12f23f34〉HS,
while the contribution from two separate chains of two particles comes from the diagram 〈f12f34〉HS.) This allows us
to ignore any diagrams not composed entirely of chains, and write
〈e−U/τ 〉HS ≈ 1 + N !
2(N − 2)! 〈f12〉HS +
3N !
3!(N − 3)! 〈f12f23〉HS +
N !
4!(N − 4)!
(
12〈f12f23f34〉HS + 3〈f12f34〉HS
)
+ · · · , (11)
where each diagram is analyzed using the same saddle point approximation method.
III. CHAIN DIAGRAMS, FACTORIZATION, AND THE FREE ENERGY
Next we want to analyze the chain diagrams, as well as the diagrams composed of multiple separated chains. Here
we will use the short-hand notation 〈{m}〉HS for a chain diagram involving m particles, and 〈{m1,m2, . . . ,ms}〉HS for
a diagram with s separate chains of lengths {m1, · · · ,ms}.
1. The 2-Particle Chain
The calculation of 〈{2}〉HS = 〈f12〉HS differs from the well-known result for the second virial coefficient for DHS at
low temperatures only in rather trivial ways, but we repeat it here for clarity. The integral over parameter space is
best expressed in terms of the variables {x, θ1, θ2}, shown in figure 1. This gives us the expression
〈{2}〉HS =
(
8η
N
) ∫ ∞
1
g(σx; η) dx
∫ 2pi
0
∫ 2pi
0
(
Exp
[
2 cos θ1 cos θ2 − sin θ1 sin θ2
2τ˜xp
]
− 1
)
dθ1
2pi
dθ2
2pi
. (12)
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FIG. 2. A diagram labeling the variables used to describe an arrangement of 4 particles in a single chain.
There are two equivalent minima, corresponding to {x = 1, θ1 = θ2 = 0}, and {x = 1, θ1 = θ2 = pi}. Choosing
to expand around the first (and multiply the result by a factor of 2), we can define x = 1 + ε, and θi = ψi, where
{ε, ψ1, ψ2} are small. Then we can write
〈{2}〉HS ≈ 2
4pi2
(
8η
N
)
g(σ; η) e1/τ˜
∫ ∞
0
e−pε/τ˜ dε
∫ ∞
−∞
∫ ∞
−∞
e−
1
2τ˜ (ψ
2
1+ψ
2
2+ψ1ψ2) dψ1 dψ2 ≈ ηγ(η)λ
N
, (13)
where γ(η) = g(σ; η) is the height of the first peak in the radial distribution function for hard spheres, and
λ =
16τ˜2 e1/τ˜
pip
√
3
. (14)
We will define our double limit formally as p→∞, τ˜ → 0, with λ fixed.
2. The m-Particle Chain
We can then extend this calculation to that for a chain diagram with m particles in it. The integral over parameter
space is best expressed in terms of the variables {xi,i+1, θi, φi}, which we show for the case m = 4 in figure 2.
This can originally be written as
〈{m}〉HS =
(
8η
N
)m−1 [m−1∏
i=1
∫ ∞
1
dxi,i+1
][
m−1∏
i=2
∫
dφi
2pi
][
m∏
i=1
∫ 2pi
0
dθi
2pi
]
g(σ~xi; η) (15)
×
(
Exp
[
2 cos θ1 cos θ2 − sin θ1 sin θ2
2τ˜xp12
]
− 1
)m−1∏
i=2
(
Exp
[
2 cos(θi − φi) cos θi+1 − sin(θi − φi) sin θi+1
2τ˜xpi,i+1
]
− 1
)
Most significant here is the region of integration for each angle φi, which is not explicitly written above and includes
dependence on the xi variables. However, the physical arrangements which dominate this integral will have xi,i+1 ≈ 1,
and in this case we get φi ∈ [−2pi/3, 2pi/3]: the restriction to this region follows from the hard-sphere repulsion
between next-nearest-neighbor particles. With this restriction, there are only two equivalent minima, corresponding
to {xi,i+1 = 1, φi = 0, θi = 0}, and {xi,i+1 = 1, φi = 0, θi = pi}.
Expanding around the first (and multiplying the result by 2), we can define
ψi = θi, i = 1, . . . ,m
ψ˜i = φi − θi, i = 2, . . . ,m− 2
εi = xi,i+1 − 1, i = 1, . . . ,m− 1 ,
(16)
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FIG. 3. A diagram showing two separated chains, and the variables ~X and Φ giving the relative positions and orientations of
the two chains.
and then we obtain
〈{m}〉HS ≈ 2γm(η)
(
8η
N
)m−1
e(m−1)/τ˜
[
m−1∏
i=1
∫ ∞
0
e−pεi/τ˜
][
m−1∏
i=2
∫ ∞
−∞
dψ˜i
2pi
][
m∏
i=1
∫ ∞
−∞
dψi
2pi
]
(17)
×e− 12τ˜ (ψ21+ψ22+ψ1ψ2)
m−1∏
i=2
e−
1
2τ˜ (ψ˜
2
i+ψ
2
i+1+2ψ˜iψi+1)
where γm(η) is the hard sphere distribution function for m particles evaluated on the chain geometry. This is then
simply m− 1 factors of the same integral structure which appeared in the 2-particle chain, giving us
〈{m}〉HS = 2γm(η)
[(
8η
N
)
e1/τ˜
4pi2
∫ ∞
0
e−pε/τ˜ dε
∫ ∞
−∞
∫ ∞
−∞
e−
1
2τ˜ (ψ
2
1+ψ
2
2+ψ1ψ2) dψ1 dψ2
]m−1
= 2γm(η)
(
ηλ
2N
)m−1
,
(18)
In a standard cluster expansion performed using the ideal gas as a reference system, chain diagrams factorize so
that 〈{m}〉 = 〈{2}〉m−1; the fact that we are expanding instead around the hard sphere system means that the
diagrams no longer behave this way. In part this is because of the hard sphere distribution functions γm(η). However,
even in the low density limit, where these factors become trivial, we have 〈{m}〉HS ≈ 22−m〈{2}〉m−1HS . The difference
occurs because when considering a chain diagram 〈{m}〉, we neglect both the anisotropic interaction and the hard
sphere interaction between particles not next to each other on the chain, which in equation 15 would mean allowing
φi ∈ [0, 2pi]. This gives additional, non-physical minima corresponding to the chain bent back on itself at some
particles. In a full diagram expansion these would be canceled by other terms, but their presence makes it clear that
we can only restrict ourselves to chain diagrams if we expand around the hard sphere system.
3. Separated Chain Diagrams
Finally, consider a diagram 〈{m1, . . . ,ms}〉HS. This integral includes a large moduli space, corresponding to the
relative positions and orientations of each sub-chain, which we can label as ~Xi and Φi for i = 2, 3, . . . , s. (Figure 3
shows these variables for the case of two separated chains.)
However, the only part of the integrand which will depend on these moduli is the hard sphere distribution function,
and apart from that the calculation factorizes into separate pieces for each sub-chain. Thus, we obtain
〈{m1, . . . ,ms}〉HS =
s∏
i=1
[
2
(
ηλ
2N
)mi−1]
×
[
s∏
i=2
(
8η
N
)∫
d2 ~Xi dΦi
(2pi)2
]
g(σ ~Xi,Φi; η) . (19)
Next we define
γ{mi}(η) =
[
s∏
i=2
(
8η
N
)∫
d2 ~Xi dΦi
(2pi)2
]
g(σ ~Xi,Φi; η) , (20)
8noting that in the low density limit we would have
γ{mi}(η) ≈
s∏
i=2
(
8η
N
)∫
d2 ~Xi dΦi
(2pi)2
≈
(
8η
N
)s−1(
A
2piσ2
)s−1
≈ 1 . (21)
This gives us finally
〈{m1, . . . ,ms}〉HS = 2sγ{mi}(η)
(
ηλ
2N
)m−s
, (22)
where m =
∑s
i=1mi is the total number of particles in the diagram.
4. The Free Energy at Low Density
If we work in the low density limit, where we have γ{mi}(0) = γm(0) = γ(0) = 1, we can use these factorization
rules and proceed by direct computation of corrections to the free energy. A sum of the diagrams surviving our limit
then gives
〈e−U/τ 〉HS =
N∑
n=0
N !(N − 1)!
n!(N − n)!(N − n− 1)!
( x
2N
)n
. (23)
where x = N〈{2}〉HS = ηλ is defined for later convenience. The details of the combinatorial argument leading to
this result appear in appendix A. In order to take the thermodynamic limit N →∞, we approximate the sum as an
integral over z = nN and apply Stirling’s approximation. This leads to the expression
〈e−U/τ 〉HS =
√
N√
2pi
∫ 1
0
Exp
[
−N
(
ln(1− z)2 − z ln x(1− z)
2
2z
+ z
)]
dz√
z
≡
√
N√
2pi
∫ 1
0
e−Nf(z;x)
dz√
z
(24)
(we are defining the function f(z;x) in the above expression.) Using the fact that N is large, we can evaluate this
expression using another saddle point approximation. If we expand the function f(z;x) near its minimum, which is
located at
z0 =
1 + x−√1 + 2x
x
, (25)
we obtain
〈e−U/τ 〉HS =
√
N
2piz0
e−Nf(z0;x)
∫ ∞
−∞
e−
Nf′′(z0;x)(z−z0)2
2 dz =
e−Nf(z0;x)√
z0f ′′(z0;x)
. (26)
When we insert this expression into the free energy consistently with the thermodynamic limit, the denominator
becomes irrelevant and we obtain
F (η, τ) = FHS(η, τ)− τ ln
〈
e−U/τ
〉
HS
= FHS(η, τ)−Nτ∆(ηλ) , (27)
with ∆(x) = −f(z0;x) given by
∆(x) = −1− 1
x
+
√
1 + 2x
x
+ 2 ln
[
1
2
(
1 +
√
1 + 2x
)]
. (28)
IV. COMPARISONS WITH DHS MODELS
It is particularly interesting to consider this construction in light of the chain and polymer models used for the
DHS system. In [17], Sear makes the seemingly straightforward assumption that because the DHS system is known
to be dominated by chain arrangements for a wide range of densities and temperatures, it is sensible to perform a
cluster expansion and include only chain diagrams to construct a model valid in these regimes. However, he works
9with an expansion around the ideal gas system, and uses the standard factorization rules that apply there to construct
the grand partition function. The analysis of the previous section makes it clear that this is problematic: at high
temperatures (and low densities) the difference between chain diagrams 〈{m}〉 and 〈{m}〉HS should be irrelevant
because the excluded regions of integration for 〈{m}〉HS are small compared to the total volume of the system, but
at low temperatures this distinction becomes important because the excluded regions include additional extrema for
the integrals, which do not correspond to sensible chain arrangements.
On the other hand, in [18, 19] a polymer model (the “OTT” model) is used for the DHS system, in which the
partition function for a chain of length m is computed, and the free energy for ther full system is written as a sum
over chains with a distribution function of chain lengths. This distribution function is then found by minimizing the
free energy. When these techniques are applied to the system analyzed here in our double limit, we obtain the same
result as equations 27 and 28. Because the factorization rules used in our construction follow from the low temperature
limit taken, we can interpret the OTT polymer model as being more correct in the low temperature limit, while the
Sear chain model is more correct at higher temperatures. The temperatures used in numerical simulations that these
models are compared to typically have τ˜ . 0.1, where the OTT model should be more appropriate.
This model was later modified in [20] through the inclusion of a factor of 1m! in the partition function for a chain
of length m, intended to account for the indistinuishability of individual monomers. Such a factor is not standard in
polymer constructions, but appears to bring the model into closer agreement with numerical results. However, our
construction shows that the original OTT model follows from a direct diagrammatic calculation, while the modifed
model does not. This suggests that the original is actually a better model for non-interacting chains, and that
deviations between this model and the numerical results for the DHS system are more likely a result of chain-chain
interactions.
V. FINITE DENSITY EFFECTS
The arguments which lead to the conclusion that in our double limit the system is dominated by chains do not require
we work at low density. However, in order to use this result to compute the free energy, we assumed a low enough
density that we could drop the factors of the hard sphere distribution function: γ{mi}(η) ≈ 1. On the other hand, it is
possible to include some finite density effects by assuming that the hard sphere distribution functions approximately
factor according to the rule γ{mi}(η) ≈ γ(η)m. This amounts to the assumption that the dominant finite density effect
in the probability of finding hard spheres in chain arrangements comes from the separate probability of finding each
adjacent pair of particles next to each other.2 Although we do not expect the results of making this approximation
to be in perfect quantitative agreement with the exact results, it should provide insight into the way finite density
hard-sphere effects influence the results.
Conveniently, these effects are now being taken into account only through the inclusion of the height of the first
peak in the radial distribution function for hard spheres in 2 dimensions, γ(η), which has been thoroughly studied.
In what follows, we will use the approximation from [35],
γ(η) ≈ 1−
7η
16
(1− η)2 −
η3
128(1− η)4 , (29)
which is known to be in excellent agreement with numeric results up to around η . 0.5. Then, we modify equation
27 by using x = ηγ(η)λ, so that we have
F (η, τ) ≈ FHS(η, τ)−Nτ∆
(
ηγ(η)λ
)
. (30)
We can calculate the average energy per particle in the system using 〈u˜〉 = − τ2Nu0
∂(F/τ)
∂τ , which gives
〈u˜〉 = −ηγ(η)λ∆′
(
ηγ(η)λ
)
= − ηγ(η)λ
1 + ηγ(η)λ+
√
1 + 2ηγ(η)λ
. (31)
For a straight chain of ` particles, the energy per particle in the chain will be − (`−1)` , so we can define the typical
chain length in an arrangement as ¯`= 11+〈u˜〉 , which gives
¯`=
1 +
√
1 + 2ηγ(η)λ
2
. (32)
2 This is not quite the same as a superposition approximation for the distribution functions, which would also include factors from pairs
of particles not next to each other.
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FIG. 4. A graph of typical chain length ` vs. λ for values of η = 0.05, η = 0.20, and η = 0.50. The dashed lines give the same
results, but with γ(η) → 1.
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FIG. 5. A graph of P˜ /τ˜ vs. η for values of λ = 0, λ = 1, λ = 10, and λ→∞.
Figure 4 shows this typical length as a function of λ, for different values of η. Unsurprisingly, chains are longer for
larger values of λ or η, and approach infinite length as λ → ∞. In order to better examine the influence of finite
density hard sphere effects, we also show the results with the replacement γ(η)→ 1 (as dashed lines).
Next we consider the equation of state for this system. Remembering that for a pure system of hard spheres we
have PHS =
Nτ
A [1 + 2ηγ(η)], we can use P = −∂F∂A to write
P˜ =
(
piσ2u0
4
)
P = ητ˜
1 + 2ηγ(η)− ηγ(η)λ
(
1 + γ
′(η)
γ(η)
)
1 + ηγ(η)λ+
√
1 + 2ηγ(η)λ
 . (33)
Figure 5 shows a graph of P˜ /τ˜ vs. η for various values of λ, again with the same results with γ(η)→ 1 in dashed lines.
Unsurprisingly, no liquid-gas phase transition occurs in this system (the double limit taken completely suppresses the
Tlusty-Safran mechanism of [24]). Furthermore, if we consider the low density limit of this equation of state (where
hard sphere effects disappear), we recover the expression for an ideal gas of chains: P = nτA , where n =
N
¯` is the
number of chains present. More interestingly, we see that although for most values of the parameters finite density
effects increase the pressure (as they would for the pure hard sphere system), for large values of λ and moderate
values of η they can decrease it due to their influence on chain formation.
VI. CONCLUSIONS AND FUTURE DIRECTIONS
In this work we have analyzed a 2-dimensional system of hard spheres subject to a short-ranged anisotropic inter-
action at low temperatures. By performing a cluster expansion around a hard sphere system and using a saddle-point
approximation for each term in the expansion, we have argued that a double limit exists where the temperature
approaches zero as the interaction becomes increasingly short-ranged, and that in this limit the only structures which
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contribute to the free energy of the system are chains. This is also connected to the fact that for any interaction range
parameter p > 3, the interaction is sufficiently short-ranged that the interaction potential will not contribute to the
free energy beyond the correlation length.
We then showed that the contributions from these structures were contained in chain diagrams, analyzed the
factorization properties of these diagrams, and used this to find a closed form expression for the free energy of the
system at low densities. We compared our construction to those used in three different models for the chain-dominated
regime of the DHS system, and concluded that we could reproduce the results of the OTT polymer model, suggesting
that it is more correct at low temperatures while the Sear model would be more correct at higher temperatures.
Finally, by making simplifying assumptions regarding the factorization rules for hard sphere distribution functions,
we were able to incorporate some finite density effects into the model, and analyze their effects on chain length and
the equation of state.
In the future, it would be interesting to analyze chain diagrams 〈{m}〉HS at finite temperatures, determine if
approximate factorization rules might be found, and attempt to incorporate them into the free energy. This might
produce a way of interpolating between the OTT polymer model and the Sear chain model, possibly producing better
agreement with finite temperature numerical data. Furthermore, the simulation data these models were compared
to invariably used a physically realistic dipole interaction, with p = 3 (even in later works when the particles were
confined to a plane). It would be useful to have simulation data for different values of p, to compare the various
models to. In particular, we would expect that a series of simulations run for different values of p and τ˜ but the
same value of λ would reveal that as p is increased the dominance of chain structures is exaggerated. It might then
be possible to confirm which model is more appropriate for a system of non-interacting chains, and how much of the
deviations between existing models and data is due to chain-chain interactions. It would also be interesting to explore
a possible connection between the ideas explored in this work relating polymer theory to a diagrammatic expansion,
and work in [36] relating polymer theory to the random-walk structures in the Ornstein-Zernike equations.
Finally, it would be interesting to apply the arguments in section II to a dipole system in an arbitrary number
of dimensions. We might expect that the simplifications associated with large values of p would carry over to a
self-consistent theory of hard sphere dipoles in a large number D dimensions, where we would naturally have
u12 =
u0σ
D
(D − 1)rD12
[
mˆ1 · mˆ2 −D(mˆ1 · rˆ12)(mˆ2 · rˆ12)
]
. (34)
In this case, the modification to the structure of the anisotropic interaction would also favor chain formation as D
becomes large: the interaction energy associated with a head-to-tail arranement of particles would be u12 = −u0,
while that of the anti-parallel side-by-side arrangement would be u12 = − u0D−1 . Many physical systems are known to
simplify dramatically in the “infinite dimensional” limit, and this work suggests the DHS system would as well.
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Appendix A: Summation of Diagrams
We are interested in performing the sum
〈e−U/τ 〉HS = 1 + N !
2(N − 2)! 〈f12〉HS +
N !
2(N − 3)! 〈f12f23〉HS +
N !
8(N − 4)! 〈f12f34〉HS + · · · (A1)
where the only terms included in the sum are chain diagrams and diagrams consisting of separated chains, and where
we assume the factorization rules
〈f12f23 · · · fn,n+1〉HS = 1
2n−1
〈f12〉nHS (A2)
〈f12f23 · · · fn,n+1fn+2,n+3 · · · fm,m+1〉HS = 〈f12f23 · · · fn,n+1〉HS〈fn+2,n+3 · · · fm,m+1〉HS (A3)
(that is, separated chains factor straightforwardly, but Meyer functions inside chains generate additional terms of 12
when they are factorized.)
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Using these rules, we should be able to collect terms based on the number n of Meyer functions they include, and
rewrite the sum in equation A1 as
〈e−U/τ 〉HS =
N∑
n=0
C(N,n)〈f12〉nHS (A4)
where the coefficients C(N,n) are determined both by counting diagrams and by including factors of 12 coming from
chain factorization. In order to find these coefficients, consider the following:
1. We clearly have C(N, 0) = 1, and C(N, 1) = N(N−1)2 , which is simply the number of choices for a single Mayer
function in a system of N particles. It is convenient to think of this as the number of ways we can take a set of
N points, and connect exactly one pair of points via a link.
2. In determining C(N, 2), suppose that we already have one link between two points (label them 1 and 2 without
loss of generality), and we must form another. The new link may be entirely separate from 1 and 2, or it may
include either 1 or 2, but not both. Suppose it includes 1, and a new point we label 3. The diagram created this
way includes a chain of length 3, and when we use the factorization rules given above to rewrite it as a product
of two chains of length 2, we introduce a factor of 12 . Similarly, the new link could inlcude 2 and the new point
3, and this would again introduce a factor of 12 . If we combine these two options, the contribution to C(N, 2) is
the same as if we treat the existing points 1 and 2 as if they have been fused into a single point 1′. Thus, the
total contribution to C(N, 2) from forming the second link is the same as the number of ways we could form a
link between two points in the set {1′, 3, 4, . . . , N} (which has N − 1 members.) We then obtain
C(N, 2) =
1
2!
[
N(N − 1)
2
] [
(N − 1)(N − 2)
2
]
(A5)
where the factor of 12! corrects for over-counting by forming the links in a particular order.
3. This logic than then be extended to find C(N,n): Having formed the first n− 1 links, we want to account for
the number of ways to put in the last link. This new link can connect to an already existing chain, but if it
does it must connect to one of the two ends (otherwise you end up with a non-chain diagram). Furthermore, by
connecting to an existing chain, you introduce an additional factor of 12 when you factorize that chain. Thus,
the total contribution to C(N,n) from these possibilities is the same as if you treat any existing chains as single
points. After having formed n − 1 links, this means you are counting the number of ways of forming a link
between N − n+ 1 points. Thus, we should have
C(N,n) =
1
n!
[
N(N − 1)
2
] [
(N − 1)(N − 2)
2
]
· · ·
[
(N − n+ 1)(N − n)
2
]
(A6)
and finally
C(N,n) =
N !(N − 1)!
2nn!(N − n)!(N − n− 1)! . (A7)
(This formula has also been explicitly checked against the diagrammatic expansion out to n = 10, with the aid
of Mathematica.)
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