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Abstract
We introduce the entropic measure transform (EMT) problem for a general process and
prove the existence of a unique optimal measure characterizing the solution. The density
process of the optimal measure is characterized using a semimartingale BSDE under general
conditions. The EMT is used to reinterpret the conditional entropic risk-measure and to
obtain a convenient formula for the conditional expectation of a process which admits an
affine representation under a related measure. The entropic measure transform is then used
provide a new characterization of defaultable bond prices, forward prices, and futures prices
when the asset is driven by a jump diffusion. The characterization of these pricing problems
in terms of the EMT provides economic interpretations as a maximization of returns subject
to a penalty for removing financial risk as expressed through the aggregate relative entropy.
The EMT is shown to extend the optimal stochastic control characterization of default-free
bond prices of Gombani and Runggaldier (Math. Financ. 23(4):659-686, 2013). These
methods are illustrated numerically with an example in the defaultable bond setting.
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1 Introduction
The pricing problem for zero-coupon bonds based on an underlying short term interest rate pro-
cess r(t) ∈ R+ is a fundamental and important topic in financial mathematics. Various models
for r(t) have been proposed under the risk neutral measure. One-factor models use the instan-
taneous spot rate r(t) as the basic state variable, such as Vašíček (1977) and Cox et al. (1985).
Multi-factor models in which the short rate depends on a multidimensional factor process in-
clude the models of Longstaff and Schwartz (1992), Hull and White (1994), and Duffie and Kan
(1996). There are several ways to characterize the bond price. In an arbitrage free market the
bond price can be viewed as a solution to a partial differential equation called the term-structure
equation (see Björk (2004, Proposition 21.2)) or, linked through the Feynman-Kac formula, by
using risk neutral valuation (see Björk (2004, Proposition 21.3)). Recently alternative approaches
have been studied including the stochastic flow approach (see Elliott and van der Hoek (2001),
Hyndman and Zhou (2015), and Hyndman (2009)), a forward-backward stochastic differential
equation approach (see Hyndman (2007, 2009) and Hyndman and Zhou (2015)), and an optimal
stochastic control approach of Gombani and Runggaldier (2013).
Gombani and Runggaldier (2013) associate the pricing problem of default-free bonds with
an optimal stochastic control (OSC) problem by transforming the term-structure equation to
an equivalent Hamilton-Jacobi-Bellman equation. Inspired by Gombani and Runggaldier (2013)
and the notion of relative entropy we develop an entropic measure transform (EMT) problem
whose value function is connected with the price of bonds. We explore the equivalence between
the EMT problem and OSC problem. One advantage of the EMT problem compared to the OSC
problem is the straightforward extension to models with jumps or even to models for defaultable
bonds. The EMT problem also provides a financial interpretation of the pricing problem in terms
of maximization of returns subject to an entropy penalty term that quantifies financial risk.
We show that the optimal measure and the value process of the EMT problem can be com-
pletely characterized by a forward-backward stochastic differential equation (FBSDE). In addi-
tion, the entropic measure transform has an explicit expression provided that the related FBSDE
admits an explicit solution. From the explicit representation of the entropic measure transform
we note that the measure which solves the EMT problem coincides with the martingale mea-
sure using the bond price as numéraire, or the forward measure. These connections provide
some insight into why the forward measure transformation employed in the FBSDE approach
of Hyndman (2009) is effective. Under the framework of affine term-structure models (ATSMs)
and QTSMs, Hyndman (2009) and Hyndman and Zhou (2015) presented explicit solutions for
the related FBSDE.
The remainder of the paper is organized as follows. In Section 2, the entropic measure
transform (EMT) problem is introduced in full generality, solved, and characterized in terms
of a backwards semimartingale. In Section 3, connections between the EMT, the conditional
entropic risk-measure, and affine processes are made. Using the EMT, it is shown that the
entropic measure transform can be used to simply compute the conditional expectation of a
stochastic process which can be represented as an affine process under a specific equivalent
measure. In Section 4, the entropic measure transform is applied to pricing problems, beginning
with default-free zero-coupon bonds, then extended to defaultable zero-coupon bonds, and lastly
it is applied to futures and forward prices. In all these cases, the backwards semimartingale
characterizing the optimal measure is reduced to an FBSDE whose solution is given in terms of
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a Riccati-equation. We also establish an equivalence relation between the OSC problem and the
EMT problems for bond pricing. Section 5 contains a numerical illustration of the implementing
the method in the case of defaultable bonds. Section 6 concludes and an appendix discusses the
solvability of certain Riccati equations.
2 The Entropic Measure Transform
In this section, we introduce the entropic measure transform of a probability measure, and
describe how it may be computed. Let P(Ω) be the set of probability measures absolutely
continuous with respect to P on (Ω,F). The following definitions generalize the classic definitions
of the free energy and the relative entropy given in Dai Pra et al. (1996) to the aggregate or
dynamic version that incorporates the presence of a filtration Ft.
Definition 2.1. For P ∈ P(Ω) and ϕ an FT -measurable random variable the aggregate free
energy of ϕ with respect to P, εt,T (ϕ), is defined by
εt,T (ϕ) = ln(EP[e
ϕ|Ft]), t ∈ [0, T ]. (2.1)
Definition 2.2. Consider, in addition to P, another Q ∈ P(Ω). Suppose the Radon-Nikodym
derivative of Q with respect to P is
dQ
dP
∣∣∣∣
Fs
= Γs, 0 ≤ s ≤ T. (2.2)
Then, for t ∈ [0, T ], the aggregate relative entropy of Q with respect to P is defined as
Ht,T (Q|P) =
{
EQ
[
ln
(
ΓT
Γt
)
|Ft
]
if ln
(
ΓT
Γs
)
∈ L1(P),
+∞ otherwise.
(2.3)
The duality relation between the aggregate free energy and aggregate relative entropy relies
on the following set of measures. For t ∈ [0, T ], and for every P-a.s. positive and uniformly
integrable (P,Ft)-martingale Λt, satisfying
(i) E
[
lim
t7→∞
Λt
]
= 1,
(ii) The measure P˜ defined by dP˜
dP
= lim
t7→∞
Λt is equivalent to P.
We may define a family of probability measures Pt(Λ) ⊆ P(Ω) which are indistinguishable from
P up to time t by
Pt(Λ) =
{
Q ∈ P(Ω)
∣∣∣ Q ∼ P, dP
dQ
∣∣∣
Ft
=
(
dQ
dP
∣∣∣
Ft
)−1
(∀t ∈ [0,∞)) and dQ
dP
∣∣∣
Fs
= Λs(∀s ∈ [0, t])
}
.
(2.4)
Definition 2.3 (φ-Compatible). Given an FT -measurable random-variable φ, a Ft-predictable
process θt is said to be φ-compatible if satisfies:
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1. θt is P-a.s. positive,
2. EP
[
eθtφ
∣∣Ft] is a uniformly-integrable (P,Ft)-martingale, for every t ∈ [0, T ].
Similar to Dai Pra et al. (1996), the following proposition reveals the duality relationship
between the aggregate free energy and the aggregate relative entropy.
Proposition 2.4. For t ∈ [0, T ] and any FT -measurable random variable φ and any non-negative
Ft-predictable processes θt, αt, if θt is φ-compatible, then the following holds
− εt,T (θtφ− αt + ln (Λt)) = θt inf
Q∈Pt(Λ)
{
EQ
[
−φ+ αt
θt
∣∣∣∣Ft
]
+
1
θt
Ht,T (Q|P)
}
. (2.5)
The unique infimum is attained at P⋆ determined by the Radon-Nikodym derivative
dP⋆
dP
∣∣∣∣
FT
=
eθtφ
EP[eθtφ|Ft] . (2.6)
Proof. First assume that θt = 1 P-a.s. As in equation (2.2) we suppose
dQ
dP
∣∣∣∣
Fs
= Γs, 0 ≤ s ≤ T.
Since φ · ΓtΓT is FT -measurable then (Jacod and Shiryaev, 2003, Theorem 3.8) and the assumption
that the following generalized Bayes’ formula holds dP
dQ
∣∣∣
Ft
=
(
dQ
dP
∣∣∣
Ft
)−1
for every t ≥ 0, imply
that
EQ
[
φ
Γt
ΓT
∣∣∣∣Ft
]
= EP
[
φ
Γt
ΓT
ΓT
Γt
∣∣∣∣Ft
]
= EP [φ|Ft] . (2.7)
Hence for any FT -measurable random-variable φ and any Q ∈ Pt(Λ) the following reverse-
abstract Bayes’ formula holds
EP [φ|Ft] = EQ
[
φ
Γt
ΓT
∣∣∣∣Ft
]
. (2.8)
Since − ln(·) is a convex function, Jensen’s inequality implies that
−εt,T (φ) = − ln(EQ
[eφΓt
ΓT
∣∣∣Ft]) ≤EQ[−φ|Ft] + EQ[ ln
(
ΓT
Γt
) ∣∣∣Ft]
=EQ[−φ|Ft] +Ht,T (Q|P). (2.9)
The ansatz,
ΓT
Γt
=
eφ
EP[eφ|Ft] . (2.10)
can be verified to respect equation (2.9) with equality. Since Γs = Λs for every s ≤ t then
equation (2.10) implies that
ΓT =
eφΛt
EP[eφ|Ft] .
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This establishes the case where θt = 1. For the general case, let ϕ be a FT -measurable random
variable. Then φ , θtϕ is FT -measurable. Therefore, the first part implies that
−εt,T (φ) = −εt,T (θtϕ− αt) = inf
Q∈Pt(Λ)
{EQ[−θtϕ|Ft] +Ht,T (Q|P)} (2.11)
= inf
Q∈Pt(Λ)
θt{EQ[−ϕ+ αt
θt
|Ft] + 1
θt
Ht,T (Q|P)}, (2.12)
where the last line follows from the fact that θt and αt are Ft-predictable and do not enter into the
optimization. Moreover, division by θt is well-defined since it P-a.s. takes vales in (0,∞). Lastly,
leaving Λt inside the expectation and noting that ln(Λt) is P-a.s. well-defined since Λt > 0, P−a.s.
yields the existence as well as equation (2.6). The process defined in equation (2.6) is indeed a
well-defined density due to the assumption on θt stated in Definition 2.3(i-ii) and as s approaches
T from the left, then
EP[eθsϕ|Fs]
EP[eθtϕ|Ft]
converges to the right-hand side of equation (2.6). The uniqueness
is guaranteed by the convexity of the loss function θt{EQ[−ϕ+αtθt |Ft]+ 1θtHt,T (Q|P)}, with respect
to Q.
Definition 2.5 (Entropic Measure Transform). The function from P(Ω) to itself, mapping any
probability measure P to the measure P⋆ defined as the (unique) minimizer of equation (2.5), is
called the entropic measure transform.
The density process dP
⋆
dP
|Ft admits a convenient description in terms of a decoupled forward-
backwards semimartingale. We review a few definitions and fix some notation in order to state
the next and central theorem of the paper. Let MP denote the set of square-integrable (Ft,P)-
martingales with initial state equal to 0. For any subset A of MP, the stable subspace, denoted
by S(A) is the smallest linear subspace of M containing A and satisfying
(
∀M˜ ∈ S(A)
)
M˜ ∈ S(A)⇒
∫
φdM˜.
Moreover, we will denote by M(A), the set of probability measures on (Ω,FT ) for which each
M˜ ∈ S(A) is a square-integrable martingale.
Theorem 2.6. Let P be a probability measure in Pt(1), M1, . . . ,Mn be an orthogonal set of
(P,Ft)-martingales, and XT be a (P,FT )-square integrable random-variable. If P is an extremal
point ofM (M1, . . . ,Mn), if S (M1, . . . ,Mn) contains all the constants, and if for every s ∈ [t, T ],
there exists a solution to the following semimartingale backwards stochastic differential equation
− ln (EP [eXT ∣∣Fs]) =XT − n∑
i=1
∫ T
s
Ziu−dM
i
u +
n∑
i=1
1
2
∫ T
s
(Zis)
2d[M i]s
−
T∑
u≥s
(
∆EP
[
eXT
∣∣Fu]− n∑
i=1
Ziu−∆M
i
u
)
, (2.13)
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then the density process measure dP
⋆
dP
∣∣∣
Fs
, is characterized by
dP⋆
dP
∣∣∣
Fs
=exp
(
−
n∑
i=1
∫ T
s
Ziu−dM
i
u +
n∑
i=1
1
2
∫ T
s
(Zis)
2d[M i]s
)
×
exp

− T∑
u≥s
(
∆EP
[
eXT
∣∣Fu]− n∑
i=1
Ziu−∆M
i
u
)
 . (2.14)
Proof. For s ∈ [t, T ], let −Ys , ln
(
EP
[
eXT
∣∣Fs]), then
e−Ys = EP
[
eXT
∣∣Fs] . (2.15)
Define ηs , EP
[
eXT
∣∣Fs]; notice that ηs is the Doob (P,Fs)-martingale. Since P is extremal
on M (M1, . . . ,Mn) and S (M1, . . . ,Mn) contains all the constants, then the central theorem
of Jacod and Yor (1977) implies that MP = S (M1, . . . ,Mn). In particular, {Mi}ni=1 have the
predictable representation property. Hence, there exists P-a.s. unique square-integrable processes
φis with each φ
i
s being M
i
s-predictable, such that
ηs = η0 +
n∑
i=1
∫ s
0
φiudM
i
u. (2.16)
Since e−XT is P-a.s. positive, then ηs is P-a.s. strictly positive. Therefore, for each i = 1, . . . , n,
the process Zis ,
φis
ηs
is well-defined. Therefore, equation (2.16) may be rewritten as
ηs = η0 +
n∑
i=1
∫ s
0
ηsZ
i
sdM
i
u. (2.17)
Since Ys = − ln(ηs), then the generalized Itô Lemma, (Cohen and Elliott, 2015, Theorem
14.2.1), equation (2.17), and the orthogonality of M i to M j for i 6= j, imply that
Ys =Y0 +
n∑
i=1
∫ s
0
ηu−Z
i
u−
ηu−
dM i −
n∑
i=1
1
2
∫ s
0
η2s(Z
i
s)
2
η2s
d[M i]s −
T∑
0≤u
(
∆Yu −
n∑
i=1
∆ηu−
ηu−
)
=Y0 +
n∑
i=1
∫ s
0
Ziu−dM
i
u −
n∑
i=1
1
2
∫ s
0
(Zis)
2d[M i]s −
T∑
0≤u
(
∆Yu −
n∑
i=1
Ziu−∆M
i
u
)
. (2.18)
Since ηT = E
[
eXT
∣∣FT ] = eXT , then for s ∈ [0, T ], equation (2.18) gives way to the following
semimartingale BSDE
Ys =XT − Y0 −
n∑
i=1
∫ T
s
Ziu−dM
i
u +
n∑
i=1
1
2
∫ T
s
(Zis)
2d[M i]s (2.19)
−
T∑
u≥s
(
∆Yu −
n∑
i=1
Ziu−∆M
i
u
)
. (2.20)
6
Wang, Hyndman, & Kratsios Entropic Measure Transform Feb. 20, 2019
From the condition that P⋆ ∈ Pt(1), we notice that equation (2.6) implies that ηt = 1; thus
Yt = 0. Moreover, Ys = − ln
(
EP
[
eXT
∣∣Fs]), hence equation (2.20) may be rewritten as
− ln (EP [eXT ∣∣Fs])−XT =− n∑
i=1
∫ T
s
Ziu−dM
i
u +
n∑
i=1
1
2
∫ T
s
(Zis)
2d[M i]s
−
T∑
u≥s
(
∆Yu −
n∑
i=1
Ziu−∆M
i
u
)
. (2.21)
Taking the exponential of both sides of equation (2.21) and noting that e
XT
EP[eXT |Fs] is the right-
hand side of equation (2.6), yields equations (2.13) and (2.14).
The connection between entropic measure transform, aggregate relative entropy, affine pro-
cesses, and risk measures will be discussed in the following section.
3 Connections to Risk Measures and Affine Processes
Affine processes, present a large and tractable class of stochastic processes with many desir-
able properties. For example, in Cuchiero (2011) the moment generating function of affine
processes were characterized in terms of generalized Riccati equations and subsequently in
Gonon and Teichmann (2018) highly accurate approximate filtering methodologies were devel-
oped. In the next section, the EMT is used to obtain a convenient closed form expression for
the conditional expectation of an affine processes, which admits an affine representation under
an auxiliary equivalent measure to P. Connections are subsequently made to the entropic risk
measure.
3.1 Characterization of Cumulants for Affine Processes
Suppose that Xt is a time-homogeneous Markov process for which there exists C and Cn-valued
functional p and q, respectively, such that the characteristic function of Xt may be written as
EP
[
e〈u,XT 〉
∣∣∣Xt = x] = exp (p(t, u) + 〈q(t, u),Xt〉) . (3.1)
Following Keller-Ressel and Mayerhofer (2015), we make the following assumption.
Assumption 3.1. For every u, x ∈ Rn ExP
[
e〈u,Xt〉
]
<∞.
Under Assumption 3.1, it was seen in Keller-Ressel and Mayerhofer (2015) show that the
following generalized Riccati equations have a unique (real) minimal solution
∂p
∂t
(t, y) = F (q(t, u)); p(0, y) = 0 (3.2)
∂q
∂t
(t, y) = R(q(t, u)); q(0, y) = y, (3.3)
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for of all t ∈ [0, T ], where the functions F and R are defined in Keller-Ressel and Mayerhofer
(2015). Moreover, the unique minimal solution (p, q) was shown to characterize the moments of
Xt, through
EP
[
e〈u,XT 〉
∣∣∣Xt = x] = exp (p(t, u) + 〈q(t, u),Xt〉) .
Proposition 3.2. Let Q be a measure equivalent to P, whose EMT is P, that is
Q⋆ = P, (3.4)
under which Xt is an R-valued affine process, satisfies Assumption 3.1. Then the expectation of
Xt can be characterized by
EP [XT |Ft] = p(T − t, 1) + 〈q(T − t, 1),Xt〉+Ht,T (P|Q). (3.5)
Proof. Let (p, q) be the minimal solution to the Riccati system of equation (3.3), under Q. Hence,
(Keller-Ressel and Mayerhofer, 2015, Corollary 2.16) implies that for every x ∈ Rn, θ ∈ R,
u ∈ Sn, and t ∈ [0, T ] it follows that
EP
[
eθ〈u,XT 〉
∣∣∣Ft] = exp (p(T − t, θ · u) + 〈q(T − t, θ · u),Xt〉) . (3.6)
For θ 6= 0, combining equations (3.6) and (2.5) yields
p(T − t, u) + 〈q(T − t, u),Xt〉 =p(T − t, θ · u) + 〈q(T − t, θ · u),Xt〉
θ
=EP⋆ [〈u,XT 〉|Ft]− 1
θ
Ht,T (P
⋆|P). (3.7)
Setting u = 1 = θ, combining equations (3.7), equation 3.4, and equation (2.5) yields equa-
tion (3.5).
3.2 Relation To Conditional Entropic Risk
The conditional entropic risk-measure with risk-aversion level θ > 0, denoted by ρentt,θ , is a well-
studied dynamic convex risk-measure. Defined on suitable random variable (see Detlefsen and Scandolo
(2005) for details) by
ρentt,θ (X) ,
1
θ
ln
(
EP
[
e−θX | Ft
])
.
Theorem 2.14, Proposition 2.4, and (Jacod and Shiryaev, 2003, Theorem 3.8), give a way to
explicitly compute the conditional entropic-risk of a FT -measurable random-variable via the
formula
ρentt,θt(XT ) =EP⋆ [XT |Ft]−
Ht,T (P
⋆|P)
θt
, (3.8)
where the risk-aversion level θt is XT -compatible. The predictability of the risk-aversion level
is interpreted as the ability to adjust risk-aversion as new information arrives. Equation (3.8)
can be interpreted as saying, that the conditional entropic risk with respect to Xt is equivalent
to a correction of its conditional expectation, under P⋆. The correction for the undertaken
risk-correction is realized through the term Ht,T (P⋆|P).
The financial interpretations of the entropic measure transform are explored in the next
section. The examples will focus on the term-structure of interest rates, defaultable bonds,
futures prices, and forward prices.
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4 Pricing via the Entropic Measure Transform
We begin by exploring the connections and application of Theorem (2.6) in mathematical finance.
Specifically, we consider applications to bond pricing, futures prices, and forward prices. We first
explore the connection of the entropic measure transform to bond pricing.
4.1 Short-Rate Models for Defaultable Bond Pricing
Let T > 0, be the investment horizon and P is a martingale measure for the for the short-rate,
using the money market account as numéraire. The short-rate will be modeled as r(Xt), where r
is a twice-continuously differentiable function from Rn to (0,∞) and , Fs-adapted factor process
following
dXs = f(s,Xs−)ds+ g(s,Xs−)dW
P
s + zN
P(ds, dz), (4.1)
where W P is an n-dimensional (F ,P)-Brownian motion and where the random measure NP is
an Rn-valued random measure with compensator
η(ds, dz) = v(dz)λ(Xs−)ds,
where v(·) is a measure on Rn, λ(·) is a function to be specified from Rn to R. The compensated
random measure is
N˜P(dt, dz) = NP(dt, dz) − v(dz)λ(Xt−)dt.. (4.2)
The price of a default-free zero-coupon bond at time t ∈ [0, T ] is then given by
P (t, T ) = EP
[
e−
∫ T
t
r(Xs)ds
∣∣∣Ft] ; T ≥ t ≥ 0. (4.3)
We consider a defaultable zero coupon bond with the promised payoff of $1 at maturity, and
denote the price at time t ∈ [0, T ] by D(t, T ). Unlike default-free bonds, the issuer of defaultable
bonds, such as corporate bonds, may default before the maturity in which case the bondholders
will not receive the promised payment in full but a recovery payment. There are different recovery
schemes if default occurs before the bond’s maturity according to the timing and the amount of
recovery payment (see Bielecki and Rutkowski (2002, Section 1.1.1) and Altman et al. (2004)).
For instance, if a fixed fraction of the bond’s face value is paid to the bondholder at maturity T
in case of default, then the bond has the random payoff at maturity
CT = 1{τ>T} + η1{τ≤T}
where τ is the default time. If a fixed fraction of the pre-default market value of the bond value
is paid at time of default, then the equivalent random payoff of the bond is
CT = 1{τ>T} + ηP (τ−, T )e
∫ T
τ
rvdv1{τ≤T}.
The time of default τ is also modelled differently. Under the structural credit risk models
originating with Merton (1974) the default of corporate bonds occurs when the value of the firm
reaches a certain lower threshold. Reduced form credit risk models, such as Duffie and Singleton
(1999), assume that default is driven by an exogenous default process.
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Since the recovery scheme is not our main concern in this paper, we will in general represent
the equivalent payoff of defaultable bonds with a random payoff CT , and assume that the price
is given by (see Duffie and Singleton (1999))
D(t, T ) = EP
[
e−
∫ T
t
r(Xv)dv · CT
∣∣∣Ft] , (4.4)
where CT is an FT -measurable random variable valued in [0, 1].
In the extreme situation CT = 0 of a complete default, in which the bondholders receive no
recovery payment in the event of default, the bonds become worthless. In this paper, we exclude
the occurrence of complete default by assuming P(CT = 0) = 0. We will later explain why we
have to make this technical assumption. The other extreme case of default-free bonds is included
in our model if we assume P(CT = 1) = 1. The default-free case is captured by equation (4.4),
if P (CT = 1) = 1.
Theorem 2.6 and equation (4.1), directly implies that the defaultable bond price D(t, T ) is
characterized by the following EMT problem.
Corollary 4.1. Under the modeling scheme described by equations (4.1) and (4.3) the price of
a zero-coupon bond is
D(t, T ) = exp
(
EP⋆
[∫ T
t
r(Xu)du− ln(CT )
∣∣∣∣Ft
])
κt, (4.5)
κt , exp
(
EP
[∫ T
t
1
2
ZvZ
′
vdv −
∫ T
t
ZvdW
P
v
∣∣∣∣Ft
])
,
where Zt is defined through the decoupled FBSDE
Xs = Xt +
∫ s
t
f(v,Xv−)ds+
∫ s
t
g(v,Xv−)dW
P
v +
∫ s
t
∫
Rn
zNP(dv, dz), (4.6)
Ys = − ln(CT ) +
∫ T
s
{
r(Xv−)−
[ ∫
Rn
(eG(v,z) − 1)v(dz)]λ(Xv−)− 1
2
ZvZ
′
v
}
dv (4.7)
+
∫ T
s
ZvdW
P
v +
∫ T
s
∫
Rn
G(v, z)NP(dv, dz),
Ys , ln
{
EP[e
−
∫ T
t
r(Xu)du · CT |Fs]
}
.
Here, the entropic measure transform, P⋆ of P, is given by
dQ⋆
dP
∣∣∣∣
FT
= exp
{
−
∫ T
t
1
2
ZvZ
′
vdv +
∫ T
t
ZvdW
P
v −
∫ T
t
∫
Rn
λ(Xv−)(e
G(v,z) − 1)v(dz)dv
+
∫ T
t
∫
Rn
G(v, z)NP(dv, dz)
}
. (4.8)
Proof. Combining the backwards equation (2.13), equation (4.2) and the SDE (4.1) forms the
decoupled FBSDE of equation (4.6).
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Remark 4.2. Suppose a financial agent pays c to buy one unit of the bond at time t, and receives
a payoff of CT at maturity T . The internal logarithmic return on the investment over the time
period [t, T ] is
γ = ln
CT
c
.
The excess return over the risk-free rate, γ˜, is given by
γ˜ = γ −
∫ T
t
r(Xv)dv,
which measures the investment performance. Note that the entropic measure transform of P, in
the defaultable bond price setting, is equivalent to
ln
D(t, T )
c
= − inf
Q∈Pt(1)
{
EQ[−γ˜|Ft] +Ht,T (P⋆|P)
}
= sup
Q∈Pt(1)
{
EQ[γ˜|Ft]−Ht,T (P⋆|P)
}
. (4.9)
The aggregate relative entropy Ht,T (P
⋆|P) in equation (4.9) can be interpreted as penalty for
removing financial risk composed of market risk (volatility risk) and credit risk in the framework
of our model. The right-hand side of equation (4.9) maximizes the excess (risk-adjusted) return
on the investment, which is equal to the equivalent instantaneous return given by left-hand side
of equation (4.9).
We will discuss the explicit solution to the FBSDE (4.6)-(4.7) in the case of ATSMs and
QTSMs, respectively. The possibility of default leads to solutions with an extra component
compared to those considered by Hyndman (2009) and Hyndman and Zhou (2015).
4.1.1 Non-Defaultable Bond Case with ATSM
In the framework of ATSMs with jumps, we make the following specifications on the coefficients
of FBSDE (4.6)-(4.7) as follows
(i) f(s, x) = Ax+B
(ii) g(s, x) = Sdiag
√
αi + βix
(iii) r(x) = R′x+ k
(iv) λ(x) = L′x+ l
where A is an (n× n)-matrix of scalars, B, R and L are (n× 1)-vectors, for each i ∈ {1, . . . , n}
the αi are scalars, for each i ∈ {1, . . . , n} the βi = (βi1, . . . , βin) are (1 × n)-vectors, S is a
non-singular (n × n)-matrix, k and l are scalars. Then FBSDE (4.6)-(4.7) becomes
Xs = Xt +
∫ s
t
[
AXv− +B
]
dv +
∫ s
t
Sdiag
√
αi + βiXv−dW
P
v +
∫ s
t
∫
Rn
zNP(dv, dz), (4.10)
Ys =
∫ T
s
{[(∫
Rn
(eG(v,z) − 1)v(dz))L′ −R′]Xv− − (
∫
Rn
(eG(v,z) − 1)v(dz))l + k − 1
2
ZvZ
′
v
}
dv
+
∫ T
s
ZvdW
P
v +
∫ T
s
∫
Rn
G(v, z)NP(dv, dz). (4.11)
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We will give the explicit solution to FBSDE (4.10)-(4.11) by applying a similar technique to
Hyndman (2009) which extends the approach for linear FBSDEs from Ma and Yong (1999). In
the statement of the following proposition, as in Hyndman (2009), we shall adopt the notation
of Björk and Landén (2002) to write
Sdiag(αi + βix)S
′ = k0 +
n∑
j=1
kjxj
for symmetric (n × n) matrices kj , where xj is the jth element of a vector x ∈ D. Define the
(n2 × n) matrix K and, given a (1× n) row vector y, the n× n2 matrix β(y) by
K =


k1
k2
...
kn

 and β(y) =


y 01×n · · · 01×n
01×n y
...
. . .
...
01×n · · · y


respectively.
Theorem 4.3. If the Riccati equation
U˙s + UsA+
1
2
UsK
′[β(Us)] +
[ ∫
Rn
(eUsz − 1)v(dz)
]
L′ −R′ = 0, t ∈ [0, T ] (4.12)
UT = 0, (4.13)
admits a unique bounded solution U(·) over the interval [0, T ], then the FBSDE (4.10)-(4.11)
admits a unique solution and (Y,Z,G) has explicit expression in terms of X as follows
Ys = −(UsXs + ps), (4.14)
Zs = UsSdiag(
√
αi + βiXs−), (4.15)
G(s, z) = Usz, (4.16)
where ps is given by
ps = −
∫ T
s
(
k − l
∫
Rn
(eUvz − 1)v(dz) − 1
2
Uvk0U
′
v − UvB
)
dv (4.17)
Proof. We first prove the decoupled FBSDE (4.10)-(4.11) admits a unique solution (X,Y,Z,G).
The SDE (4.10) admits a unique solution. As Xs is known, we consider the single BSDE (4.11).
If we let
Y˜s = e
−Ys , Z˜s = −Y˜s · Zs, G˜(z, s) = −Y˜s(1− eG(s, z)),
BSDE (4.11) becomes
Y˜s = 1 +
∫ T
s
{[( ∫
Rn
(eG(v,z) − 1)v(dz))L′ −R′]Xv− − (
∫
Rn
(eG(v,z) − 1)v(dz))l + k}Y˜vdv
+
∫ T
s
Z˜vdW
P
v +
∫ T
s
∫
Rn
G˜(v, z)N˜P(dv, dz). (4.18)
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By Delong (2013, Theorem 3.1.1), we know that the BSDE (4.18) admits a unique solution
(Y˜ , Z˜, G˜). Therefore, the FBSDE (4.10)-(4.11) admits a unique solution (X,Y,Z,G).
To prove the explicit expression of (Y,Z,G), we need to show that (Y,Z,G) given by equations
(4.14)-(4.16) satisfies the BSDE (4.11). Apply Itô’s formula to the function φ(s, x) = −(Usx+ps),
where Us is the solution to the Riccati equation (4.12) and ps satisfies equation (4.17). Let
Ys = φ(s,Xs), where Xs is given by equation (4.10), then we have
YT − Ys
= −
∫ T
s
(
U˙vXv− + Uv(AXv− +B) + k0U
′
v +K
′[β(Uv)]
′Xv−
)
dv
−
∫ T
s
UvSdiag(
√
αi + βiXv)dW
P
v −
∫ T
s
(
k − l
∫
Rn
(eUvz − 1)v(dz) − 1
2
Uvk0U
′
v − UvB
)
dv
−
∫ T
s
∫
Rn
UvzN˜
P(dv, dz)
= −
∫ T
s
{(
U˙v + UvA+
1
2
UvK
′[β(Uv)] +
[ ∫
Rn
(eUvz − 1)v(dz)
]
L′ −R′
)
Xv +
[
R′Xv−
+ k +
1
2
(
UvK
′[β(Uv)]
′Xv− + Uvk0U
′
v
)]}
dv +
∫ T
s
([ ∫
Rn
(eUvz − 1)v(dz)
]
(L′Xv− + l)
)
dv
−
{
UvSdiag(
√
αi + βiXv−)
}
dW Pv −
∫ T
s
∫
Rn
UvzN˜
P(dv, dz) (4.19)
Substituting equations (4.14)-(4.16) into equation (4.19) we have
Ys = YT +
∫ T
s
(R′Xv− + k +
1
2
ZvZ
′
v)dv −
∫ T
s
∫
Rn
(L′Xv− + l)
(
eG(v,z) − 1)v(dz)dv
+
∫ T
s
ZvdW
P
v +
∫ T
s
∫
Rn
G(s, z)NP(ds, dz)
By the boundary condition of (4.13) and (4.17) we have
YT = −(UTXT + pT ) = 0.
Therefore,
Ys =
∫ T
s
(R′Xv− + k +
1
2
ZvZ
′
v)dv −
∫ T
s
∫
Rn
(L′Xv− + l)
(
eG(v,z) − 1)v(dz)dv
+
∫ T
s
ZvdW
P
v +
∫ T
s
∫
Rn
G(v, z)NP(dv, dz)
Hence (Y,Z,G) given by equations (4.14)-(4.16) satisfy BSDE (4.11).
Remark 4.4. The complete discussion on the Riccati equation of the form as in (4.12) can be
found in Duffie et al. (2003, Section 6).
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4.1.2 Defaultable Case with ATSM and No Jumps
Under the framework of ATSMs, with no jumps the FBSDE (4.6)-(4.7) becomes
Xs = Xt +
∫ s
t
(AXv +B) dv +
∫ s
t
Sdiag
√
αi + βiXvdW
P
v (4.20)
Ys = − lnCT +
∫ T
s
(R′Xv + k − 1
2
ZvZ
′
v)dv +
∫ T
s
ZvdW
P
v (4.21)
The following result can be seen as a generalization of Hyndman (2009, Theorem 3.2) by incor-
porating a random terminal condition representing the recovery amount in the case of default.
Theorem 4.5. If the Riccati equation
U˙s + UsA+
1
2
UsK
′[β(Us)]−R′ = 0, s ∈ [0, T ] (4.22)
UT = 0 (4.23)
admits a unique bounded solution U(·) ∈ Rn over the interval [0, T ], then FBSDE (4.20)-(4.21)
admits a unique solution and the solution (Y,Z) has explicit expression in terms of X
Ys = −(UsXs + ps), and (4.24)
Zs = UsSdiag(
√
αi + βiXs) + zs, (4.25)
where (ps, zs) solves the following BSDE
ps = − lnCT −
∫ T
s
(
k − 1
2
Uvk0U
′
v − UvB +
1
2
zvz
′
v
)
dv −
∫ T
s
zvdW
P
v . (4.26)
Proof. We first prove the decoupled FBSDE (4.20)-(4.21) admits a unique solution (X,Y,Z).
Under our assumptions the SDE (4.20) admits a unique solution. Given Xs, we consider the
BSDE (4.21). If we let
Y˜s = e
−Ys , Z˜s = −Y˜s · Zs,
the BSDE (4.21) becomes
Y˜t = CT +
∫ T
t
[
R′Xs + k
]
Y˜sds+
∫ T
t
Z˜sdW
P
s . (4.27)
Clearly the BSDE (4.21) admits a unique solution (Y˜ , Z˜) so the FBSDE (4.20)-(4.21) admits a
unique solution (X,Y,Z). Using the same technique, we can also prove BSDE (4.26) admits a
unique solution (p, z).
To prove the explicit representation of (Y,Z), we need to show (Y,Z) given by equations
(4.24)-(4.25) satisfies the BSDE (4.21). Apply Itô’s formula to the function φ(s, x, p) = −(Usx+
p) where Us is the solution to (4.22). Let Ys = φ(s,Xs, ps) where Xs is given by (4.20) and ps
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satisfies (4.26). Then we have
dYs = −
(
U˙sXs + Us(AXs +B + k0U
′
s +K
′[β(Us)]
′Xs + Sdiag(
√
αi + βiXs)z
′
s
)
ds
− UsSdiag(
√
αi + βiXs)dW
P
s −
(
k − 1
2
Usk0U
′
s − UsB +
1
2
zsz
′
s
)
ds− zsdW Ps
= −
{(
U˙s + UsA+
1
2
UsK
′[β(Us)]−R′
)
Xs +
[
R′Xs + k +
1
2
(
UsK
′[β(Us)]
′Xs + Usk0U
′
s
+ 2UsSdiag(
√
αi + βiXs)z
′
s + zsz
′
s
)]}
ds −
{
UsSdiag(
√
αi + βiXs) + zs
}
dW Ps . (4.28)
Substituting equations (4.22) and (4.25) into equation (4.28) we have
dYs = −(R′Xs + k + 1
2
ZsZ
′
s)ds − ZsdW Ps
Thus (Ys, Zs) defined by equations (4.24)-(4.25) satisfies
Ys = YT +
∫ T
s
(R′Xv + k +
1
2
ZvZ
′
v)dv +
∫ T
s
ZvdW
P
v
By the boundary conditions in equations (4.23) and (4.26) we have
YT = − lnCT
Therefore,
Ys = − lnCT +
∫ T
s
(R′Xv + k − 1
2
ZvZ
′
v)dv +
∫ T
s
ZvdW
P
v .
Remark 4.6. The existence and uniqueness of the solution to the Riccati equation (4.22) is
shown in Duffie et al. (2003, Section 6) where a class of generalized Riccati equations has been
considered.
Note that the representation of (Y,Z) of the FBSDE (4.24)-(4.25) is not completely explicit,
since the term zt is to be determined by the quadratic BSDE (4.26). Fortunately we can convert
the quadratic BSDE (4.26) into a linear BSDE by letting
p˜t = e
−pt , z˜t = p˜t · zt,
then the BSDE (4.26) becomes
p˜t =
1
CT
+
∫ T
t
(k − 1
2
Usk0U
′
s − UsB)p˜sds+
∫ T
t
z˜sdW
P
s . (4.29)
In the excluded case that P (CT = 0) > 0 then (4.29) would be a BSDE with singular terminal
condition.
With further specification of CT through a specific a default mechanism and recovery scheme
the linear BSDE (4.29) can either be solved analytically or numerically. There is an extensive
literature focused on the numerical solution schemes for BSDEs which we shall not discuss.
Nevertheless, Theorem 4.5 simplifies the procedure to solve the coupled nonlinear FBSDE (4.20)-
(4.21) to the solution of the Riccati equation (4.22) and the linear BSDE (4.29).
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4.1.3 Defaultable Case with QTSM and No Jumps
In the framework of QTSMs with no-jumps, the FBSDE (4.6)-(4.7) becomes
Xs = Xt +
∫ s
t
(
AXv +B
)
dv +
∫ s
t
ΣdW Pv (4.30)
Ys = − lnCT +
∫ T
s
(X ′vQXv +R
′Xv + k − 1
2
Z ′vZv)dv +
∫ T
s
ZvdW
P
v . (4.31)
As in the case of ATSMs we obtain the partially explicit solutions to the FBSDE (4.30)-(4.31)
stated in the following theorem. We omit the proof since it is similar to the proof of Theorem 4.5.
Theorem 4.7. If the Riccati equations
q˙s + qsA+A
′qs +
1
2
(q′s + qs)ΣΣ
′(q′s + qs)−Q = 0n×n, s ∈ [0, T ] (4.32)
u˙s + usA+B
′(q′s + qs) + usΣΣ
′(q′s + qs)−R′ = 01×n, s ∈ [0, T ] (4.33)
qT = 0n×n, uT = 01×n (4.34)
admit unique bounded solutions q(·), u(·) over the interval [0, T ], then the FBSDE (4.30)-(4.31)
admits a unique solution and (Y,Z) has explicit expression in terms of X as follows
Ys = −(X ′sqsXs + utXs + ps), (4.35)
Zs =
(
X ′s(qs + q
′
s) + us
)
Σ+ zs, (4.36)
where (ps, zs) solves the following BSDE
ps = − lnCT −
∫ T
s
(
k − uvB − 1
2
tr
(
(qv + q
′
v)ΣΣ
′
)− 1
2
uvΣΣ
′u′v +
1
2
zvz
′
v
)
dv −
∫ T
s
zvdW
P
v .
(4.37)
By the same technique as in the ATSM case we make the change of variables
p˜s = e
−ps , z˜s = p˜s · zs,
so that the BSDE (4.37) to obtain the linear BSDE
p˜s =
1
CT
+
∫ T
s
(k − uvB − 1
2
tr
(
(qv + q
′
v)ΣΣ
′)p˜vdv +
∫ T
s
z˜vdW
P
v . (4.38)
The above BSDE is of the same form as BSDE (4.29), which can also be solved either analytically
or numerically.
Remark 4.8. The decoupled Riccati equations (4.32)-(4.34) are closely related to the LQ control
problem. The existence and uniqueness of solutions to the Riccati equations (4.32)-(4.34) have
been discussed in Hyndman and Zhou (2015). We provide a similar proof in the appendix based
on the results of Gombani and Runggaldier (2013).
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4.1.4 Non-Defaultable case with QTSMs and jumps
In the framework of QTSMs with jumps, we make the following specifications
(i) f(s, x) = Ax+B
(ii) g(s, x) = Σ
(iii) r(x) = x′Qx+R′x+ k
(iv) λ(x) = x′L2x+ L′1x+ l
where A is an (n × n)-matrix of scalars, B, R and L1 are (n × 1)-column vectors, Q, Σ and
L2 are n × n symmetric positive semi-definite matrices, k and l are scalars. Then the FBSDE
(4.6)-(4.7) becomes
Xs = Xt +
∫ s
t
(
AXv− +B
)
dv +
∫ s
t
ΣdW Pv +
∫ s
t
∫
Rn
zNP(dv, dz) (4.39)
Ys =
∫ T
s
(X ′v−QXv− +R
′Xv− + k +
1
2
ZvZ
′
v)dv +
∫ T
s
ZvdW
P
v
−
∫ T
s
∫
Rn
(X ′v−L2Xv− + L
′
1Xv− + L0)
(
eG(v,z) − 1)v(dz)dv + ∫ T
s
∫
Rn
G(v, z)NP(dv, dz).
(4.40)
Similar to the result in ATSMs with jumps we obtain the following explicit solution of the
FBSDE (4.39)-(4.40).
Theorem 4.9. If the Riccati equation
q˙s + qsA+A
′qs +
1
2
(q′s + qs)ΣΣ
′(q′s + qs) +
[ ∫
Rn
(ez
′qsz+usz − 1)v(dz)
]
L′2 −Q = 0n×n, (4.41)
u˙s + usA+B
′(q′s + qs) + usΣΣ
′(q′s + qs) +
[ ∫
Rn
(ez
′qsz+usz − 1)v(dz)
]
L′1 −R′ = 01×n, (4.42)
qT = 0, uT = 0 (4.43)
admits unique bounded solutions q(·), u(·) over the interval [0, T ], then the FBSDE (4.39)-(4.40)
admits a unique solution and (Y,Z,G) has explicit expression in terms of X as follows
Ys = −(X ′sqsXs + usXs + ps),
Zs =
(
X ′t−(qs + q
′
s) + us
)
Σ, and
G(s, z) = z′qsz + usz,
where ps is given by
ps = −
∫ T
s
(
k − L0
[ ∫
Rn
(ez
′qvz+uvz − 1)v(dz)
]
− uvB − 1
2
tr
(
(qv + q
′
v)ΣΣ
′
)− 1
2
uvΣΣ
′u′v
)
dv.
We omit the proof of Theorem 4.9 as it is similar to the proof of Theorem 4.3.
We now consider the EMT problems for futures and forward prices.
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4.2 Futures and forward prices
Suppose the factor process Xs given by equation (4.1) drives not only the short rate but also a
risky asset price. We assume that the risky asset price is a function of factors, Ss = S(s,Xs),
for some function S(·, ·) : [0,∞)×Rn → (0,∞). For instance, S(·, ·) can be specified by
S(s, x) = eA
′
sx+hs,
which we refer to as an affine price model (APM), or
S(s, x) = ex
′Bsx+A′sx+hs
which we refer to as a quadratic price model (QPM), where Bs : [0, T ] → Rn×n, As : [0, T ] →
Rn, hs : [0, T ]→ R.
We next consider futures and forward contract on the risky asset S and associate the futures
prices and forward prices with EMT problems.
4.3 Futures prices
The futures price of the risky asset S is given by
G(t, T ) = EP[S(T,XT )|Ft], (4.44)
at time t for maturity T , and let

dXs = f(s,Xs)ds+ g(s,Xs)dW
P
s
V Gt,T = inf
QG∈Pt(1)
{
EQG [− lnS(T,XT )|Ft] +Ht,T (QG|P)
}
.
(4.45)
By Proposition 2.4 the solution of the EMT Problem (4.45) is given by the optimal measure
QG
⋆
, that is determined by
dQG
⋆
dP
∣∣∣∣
FT
=
S(T,XT )
EP[S(T,XT )|Ft] , (4.46)
V Gt,T = − ln{EP[S(T,XT )|Ft]}. (4.47)
Equation (4.47) connects the EMT Problem (4.45) with the futures price as
V Gt,T = − lnG(t, T ).
This relationship allows us to give the following financial interpretation.
Remark 4.10. Suppose a financial agent holds a long position in a futures contract on the
risky asset S at time t with a futures price c. If the risky asset has a price S(T,XT ) at the
expiration time T , by marking to market through the time period [t, T ], the logarithmic return on
the investment is
γ = ln
S(T,XT )
c
.
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Then the EMT Problem (4.45) is equivalent to
ln
G(t, T )
c
= sup
Q∈Pt(1)
{
EQG [γ|Ft]−Ht,T (QG|P)
}
. (4.48)
The right-hand side of equation (4.48) maximizes the logarithmic return γ under QG
∗
with an
entropy penalty term for removing the market risk the futures contract caused by the volatility
risk of underlying risky asset.
By Theorem 2.6, the measure P⋆ is characterized by the following decoupled FBSDE
Xs = Xt +
∫ s
t
f(v,Xv)dv +
∫ s
t
g(v,Xv)dW
P
v , (4.49)
Ys = − ln[S(T,XT )]−
∫ T
s
1
2
ZvZ
′
vdv +
∫ T
t
ZvdW
P
v . (4.50)
Ys , ln
{
EP[e
−
∫ T
t
r(Xu)du · CT |Fs]
}
.
If the above FBSDE admits a solution triple (X,Y,Z), then the value function and the measure
P⋆ is defined by
V Gt,T = Yt,
dQG
⋆
dP
∣∣∣∣
FT
= e−
∫ T
t
1
2
ZvZ
′
vdv+
∫ T
t
ZvdW
P
v .
Hyndman (2009) and Hyndman and Zhou (2015) studied the the FBSDE (4.49)-(4.50) in the
framework of ATSMs and QTSMs, respectively, and gave explicit solutions.
We next consider a forward contract on the risky asset.
4.4 Forward prices
The forward price of the risky asset S is given by
F (t, T ) =
EP[e
−
∫ T
t
r(Xv)dvS(T,XT )|Ft]
P (t, T )
, (4.51)
at time t for maturity T . To ensure that the forward price is not simply equal to the futures price
we assume that the interest rate process is stochastic and the factors influencing the interest rate
are not independent of the factors influencing the underlying asset price. Further, to preclude
the case where the numerator of equation (4.51) reduces to the underlying asset price at time t
we suppose that the asset pays a stochastic dividend or convenience yield.
Similar to the derivation of the EMT Problem in Section 4 we let ϕ = (lnS(T,XT )−
∫ T
t
rvdv)
and associate the forward price with the following EMT problem

dXs = f(s,Xs)ds+ g(s,Xs)dW
P
s
V Ft,T = inf
QF∈Pt(1)
{
EQF
[− lnS(T,XT ) +
∫ T
t
rvdv|Ft
]
+Ht,T (Q
F |P)}. (4.52)
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By Proposition 2.4 the solution to the EMT Problem (4.52) is given by the optimal measure
QF
⋆
, that is determined by
dQF
⋆
dP
∣∣∣∣
FT
=
S(T,XT )e
−
∫ T
t
rvdv
EP[S(T,XT )e
−
∫ T
t
rvdv|Ft]
, (4.53)
and the optimal value function given by
V Ft,T = − ln
(
EP[e
−
∫ T
t
r(Xv)dvS(T,XT )|Ft]
)
. (4.54)
Equation (4.54) connects the EMT Problem (4.52) with the forward price as
V Ft,T = − ln
(
F (t, T )P (t, T )
)
.
Therefore, we have the following financial interpretation of the EMT Problem (4.52).
Remark 4.11. Suppose a financial agent enters into a forward agreement to receive the asset
at time T but pays c at time t. At the expiration time T the agent receives S(T,XT ) and the
logarithmic return on the investment over the time period [t, T ] is
γ = ln
S(T,XT )
c
.
The excess return over the risk-free rate, γ˜, is given by
γ˜ = γ −
∫ T
t
r(Xv)dv.
Then the EMT Problem (4.52) is equivalent to
ln
F (t, T )P (t, T )
c
= sup
QF∈Pt(1)
{
EQF [γ˜|Ft]−Ht,T (QF |P)
}
. (4.55)
Similar to the financial interpretation of the EMT Problem for the bond and futures contract
the right hand side of equation (4.55) maximizes the excess return γ˜ under QF
∗
with an entropy
penalty term for removing the market risk of the value of the forward commitment due to the
volatility risk of the factor process that determines both the interest rate and underlying asset
volatilities.
Using Theorem 2.6, we characterize the EMT Problem 4.45 by the FBSDE
Xs = Xt +
∫ s
t
f(v,Xv)dv +
∫ s
t
g(v,Xv)dW
P
v (4.56)
Ys = − ln[S(T,XT )] +
∫ T
s
[r(Xv)− 1
2
ZvZ
′
v]dv +
∫ T
s
ZvdW
P
v (4.57)
If the above FBSDE admits a solution triple (X,Y,Z), then the value function and the optimal
measure to the EMT may be expressed as
V Ft,T = Yt,
dQF
⋆
dP
∣∣∣∣
FT
= e−
∫ T
t
1
2
ZvZ
′
vdv+
∫ T
t
ZvdW
P
v .
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Hyndman (2009) and Hyndman and Zhou (2015) also studied the the FBSDE (4.56)-(4.57) in
the framework of ATSMs and QTSMs, respectively, and gave explicit solutions.
The EMT approach seems to be more flexible with respect to the dynamics of the factors
process than the OSC approach. In next section we extend the EMT approach to include jumps
in the factors which would be difficult to incorporate using the OSC approach.
The next section compares the entropic measure transform problem with the optimal stochas-
tic control problem proposed by Gombani and Runggaldier (2013). It is found that there exists
an equivalence between these two approaches, within the scope of the term-structure of interest.
4.5 Equivalence between the EMT problem and the OSC problem in Bond
Pricing
Following Gombani and Runggaldier (2013), considered the bond pricing problem under the same
general framework as we set up in previous section. To avoid confusion, we denote the factor
process by X˜s in the context of Gombani and Runggaldier (2013). Additionally, X˜s is assumed
to solve the SDE
dX˜s =
[
f(s, X˜s) + g(s, X˜s)u
′
s
]
ds+ g(s, X˜s)dW
P
s ;Xt = x. (4.58)
so that the price of default-free bond, denoted by P (t, T, x), at time t is given by
P (t, T, x) = EP[e
−
∫ T
t
rvdv|Ft] = EP[e−
∫ T
t
rvdv |Xt = x].
Assuming P (t, T, x) ∈ C1,2, a sufficient condition for the term-structure induced by P (t, T, x) to
be arbitrage-free is that P (t, T, x) satisfies the following partial differential equation (see Björk
(2004, Proposition 21.2))

∂
∂t
P (t, T, x) + f ′(t, x)∇xP (t, T, x) + 1
2
tr
(
g′(t, x)∇xxP (t, T, x)g(t, x)
) − P (t, T, x)r(t, x) = 0
P (T, T, x) = 1.
(4.59)
Gombani and Runggaldier (2013) transform equation (4.59) to an equivalent Hamilton-Jacobi-
Bellman equation which corresponds to the following optimal stochastic control (OSC) problem.
Problem 4.12. On a filtered probability space (Ω,F , {Fs, 0 ≤ s ≤ T},P), with a Markovian
process X˜s given by equation (4.64).
Let U be the admissible control set, then for any control u ∈ U and t ∈ [0, T ], consider a
performance criterion J˜t,T (u) of the form
J˜t,T (u) = E
t,x
P
[∫ T
t
(1
2
uvu
′
v + r(X˜v)
)
dv
]
, (4.60)
where Et,xP denotes the conditional expectation given X˜t = x. The optimal control problem is
Wt,T = inf
u∈U
J˜t,T (u).
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Gombani and Runggaldier (2013) established a connection between the price of default-free
bonds and the OSC Problem 4.12 by showing that
P (t, T, x) = e−Wt,T (x).
We next explore an equivalence relationship between the EMT problem and the OSC problem.
For any Q ∈ Pt(1), the Radon-Nikodym derivative process is of the following form
dP⋆
dP
∣∣∣∣
Fs
=
{
1, 0 ≤ s ≤ t.
Λs, t < s ≤ T.
where Λs is an (F ,P)-martingale from t to T . Since Λs is positive almost surely, by the martingale
representation theorem, there exists an F-predictable (1× n)-vector process u such that
dP⋆
dP
∣∣∣∣
Fs
= e−
∫ s
t
1
2
uvu
′
vdv+
∫ s
t
uvdW
P
v , t < s ≤ T (4.61)
where u is an F-predictable (1 × n)-vector process. In the remaining part of this section we
denote by Qu the probability measure associated with the density process in equation (4.61).
Then, by Girsanov’s theorem, the process WQ
u
defined as
WQ
u
s = W
P
s −
∫ s
t
u′vdv, t < s ≤ T
is a Brownian motion under Qu. Then we calculate the relative entropy of Qu with respect to P
explicitly in terms of u as follows
Ht,T (Q
u|P) = EQu [ln(dQ
u
dP
)|Ft]
= EQu [
(
−
∫ T
t
1
2
uvu
′
vdv +
∫ T
t
uvdW
P
v
)
|Ft]
= EQu [
(∫ T
t
1
2
uvu
′
vdv +
∫ T
t
ZvdW
Qu
v
)
|Ft]
= EQu [
∫ T
t
1
2
uvu
′
vdv|Ft]. (4.62)
Substituting the explicit expression of the relative entropy in equation (4.62) into
Jt,T (Q) = EQ
[ ∫ T
t
r(Xv)dv
∣∣∣Ft]+Ht,T (P⋆|P), (4.63)
we restate the EMT Problem as follows
Problem 4.13. On a filtered probability space (Ω,F , {Fs, 0 ≤ s ≤ T},P) suppose that the factor
process (Xs, 0 ≤ s ≤ T ) is given by
dXs = f(s,Xs)ds+ g(s,Xs)dW
P
s . (4.64)
Find the optimal measure Q⋆ ∈ Pt(1) such that
Vt,T = Jt,T (Q
⋆) = inf
Qu∈Pt(1)
EQu
[ ∫ T
t
(
r(Xv) +
1
2
uvu
′
v
)
dv
]
. (4.65)
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In the OSC Problem 4.12, the distribution of X˜s is changed by the control process u. In the
EMT Problem 4.13, the distribution of Xs is subject to the measure transformation from P to
Qu. Note that X˜s in equation (4.58) and Xs in equation (4.64) follow SDEs of the same form
under different measures, in other words, the u controlled process X˜s has the same distribution
under P as the process Xs does under Qu. Hence for each admissible control u in the OSC
problem with performance functional J˜t,T (u), there exists a corresponding measure Qu in the
EMT problem with performance functional Jt,T (Qu), and J˜t,T (u) = Jt,T (Qu). So the optimal
control u⋆ also corresponds to the entropic measure transform Q⋆ = Qu
⋆
. In that sense, the OSC
problem is equivalent to the EMT problem.
Example 4.14. Now we compare the EMT problem and the OSC problem under the framework
of QTSMs with specifications
(i) f(s, x) = Ax+B
(ii) g(s, x) = Σ
(iii) r(x) = x′Qx+R′x+ k
where A is an (n×n)-matrix of scalars, B and R are (n× 1)-column vectors, Q and Σ are n×n
symmetric positive semi-definite matrices, k is a scalar. The OSC Problem 4.12 becomes

dX˜s =
(
AX˜s +B +Σu
′
s
)
ds+ΣdW Ps ,
Vt,T = inf
u∈U
J˜t,T (u) = inf
u∈U
Et,x[
∫ T
t
(
X˜ ′vQX˜v +R
′X˜v + k +
1
2
uvu
′
v
)
dv].
(4.66)
The OSC Problem 4.66 is actually a linear-quadratic-Gaussian (LQG) control problem, whose
optimal control u⋆s is of feedback form (see Gombani and Runggaldier (2013, Proposition 3.4))
u⋆s = u
⋆(s, X˜s) =
(
X ′s(qs + q
′
s) + vs
)
Σ, t ≤ s ≤ T (4.67)
with the value function Wt,T (x) given by
Wt,T (x) = x
′qtx+ vtx+ pt, (4.68)
where qs, vs, ps satisfy the following ODE system

q˙s +A
′qs + qsA− 2qsΣΣ′qs +Q = 0
v˙s + vsA+ 2B
′q′s − 2vsΣΣ′q′s +R = 0
p˙s + vsB + tr(Σ
′qsΣ)− 12vΣΣ′v′s + k = 0
qT = 0, vT = 0, pT = 0.
(4.69)
Under the framework of QTSMs the EMT Problem is specified as

dXs =
(
AXs +B
)
ds+ΣdW Ps ,
Vt,T = inf
Q∈Pt(1)
EQ[
∫ T
t
(
X ′vQXv +R
′Xv + k
)
dv|Ft] +Ht,T (P⋆|P).
(4.70)
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From Corollary 4.1, we know the EMT Problem (4.70) is completely characterized via the related
FBSDE
Xs = Xt +
∫ s
t
(
AXv +B +ΣZ
′
v
)
dv +
∫ s
t
ΣdW Pv (4.71)
Ys =
∫ T
s
(X ′vQXv +R
′Xv + k − 1
2
Z ′vZv)dv +
∫ T
s
ZvdW
P
v . (4.72)
The value function is given by
Vt,T = Yt, (4.73)
and the entropic measure transform is determined by
dQ⋆
dP
∣∣∣∣
FT
= e−
∫ T
t
1
2
ZvZ
′
vdv+
∫ T
t
ZvdW
P
v . (4.74)
Hyndman and Zhou (2015) proved that the FBSDE (4.71)-(4.72) admits a unique solution
(X,Y,Z), and (Y,Z) has explicit expressions in terms of X
Ys = X
′
sqsXs + vsXs + ps,
Zs =
(
X ′s(qs + q
′
s) + vs
)
Σ,
where qs, vs, ps satisfy the same ODE system (4.69). Not surprisingly, the Girsanov kernel Zs
for the transition from P to Q⋆ is the same as the optimal control u⋆, i.e. Zs = u
⋆
s, and they give
the same value function Vt,T = Wt,T .
An example of the numerical implementation of the EMT method is considered in the setting
of defaultable bonds.
5 Numerical Illustration
We consider a one dimensional factor process X satisfying
dXt = (aXt + b)dt+ σ
√
α+ βXvdW
P
t .
The interest rate is given by
r(Xt) = RXt + k.
We suppose the underlying company value V satisfies
Vt = V0 exp{
∫ t
0
(r(Xv)− 1
2
σ2V )dv + σVW
P
t }.
Default is triggered if the value process V crosses below a certain level κV0, i.e.
τ := inf{t ≥ 0, Vt ≤ κV0}. (5.1)
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Then the random payoff CT is given by
CT = ξ · 1τ≤T + 1τ>T
where ξ is the recovery rate in case of default.
The price of the defaultable bond is given by
D(t, T ) = EP[e
−
∫ T
t
(RXv+k)dv · CT |Ft].
The solution to the associated EMT problem is characterized by the FBSDE
Xt = X0 +
∫ t
0
(aXv + b) dv +
∫ t
0
σ
√
α+ βXvdW
P
v (5.2)
Yt = − lnCT +
∫ T
t
(RXv + k − 1
2
Z2v )dv +
∫ T
t
ZvdW
P
v . (5.3)
We have explicit expression for the solution to FBSDE (5.2)-(5.3)
Yt = −(UtXt + pt), (5.4)
Zt = σUt(
√
α+ βXt) + qt, (5.5)
where Us satisfies the Riccati equation
U˙t + aUt +
β
2
σ2U2t −R = 0, t ∈ [0, T ] (5.6)
UT = 0, (5.7)
and (p, q) solves the BSDE
pt = − lnCT −
∫ T
t
(
k − α
2
σ2U2v − bUv −
1
2
q2v
)
dv −
∫ T
t
qvdW
P
v . (5.8)
The defaultable bond price can be expressed as
D(t, T ) = exp{−Yt}. (5.9)
The aggregate relative entropy of the optimal measure Q⋆ with respect to P is given by
Ht,T (Q
⋆|P) = EQ⋆[
∫ T
t
1
2
Z2vdv|Ft].
We introduce the following proposition which gives explicit solution to a special type of
quadratic BSDEs.
Proposition 5.1. On a probability space (Ω,F , {Ft, t ≥ 0},P, consider the following BSDE
yt = ξ −
∫ T
t
(
1
2
z′szs + gs)ds −
∫ T
t
zsdW
P
s ,
where (yt, zt) ∈ R × Rn, ξ is real-valued FT -measurable random variable, gt is real-valued Ft-
adapted process satisfying EP[sup0≤t≤T |gt|2] <∞. Then yt can be expressed explicitly as
yt = − ln{EP[e−ξ|Ft]} −
∫ t
0
gsds.
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Proof. Make the exponential transformation y˜t = e−yt , by Itô’s formula y˜t satisfies
y˜t = e
−ξ +
∫ T
t
gsy˜sds+
∫ T
t
y˜szsdW
P
s .
Define the adjoint process
xs = e
∫ s
t
gudu, s ≥ t.
Notice that xt = 1, and apply Itô formula to xs · y˜s from t to T , to find
y˜t = xT e
−ξ +
∫ T
t
y˜sxszsdW
P
s
= e
∫ T
t
gsds−ξ +
∫ T
t
y˜se
∫ s
t
guduzsdW
P
s . (5.10)
Take conditional expectation on Ft of both sides of (5.10), we obtain
y˜t = EPT [e
∫ T
t
gsds−ξ|Ft]
= e
∫ T
t
gsdsEP[e
−ξ|Ft].
Finally we have
yt = − ln y˜t
= − ln{EP[e−ξ|Ft]} −
∫ t
0
gsds.
Remark 5.2. The existence and uniqueness of the solution to general quadratic BSDEs was
proven by Kobylanski (2000). Proposition (5.1) is only a special case in which we can give the
explicit solution.
Applying Proposition 5.1 to the BSDE (5.8), we may express pt explicitly as
pt = − ln{EP[ 1
CT
|Ft]} −
∫ t
0
(
k − 1
2
Uvk0U
′
v − UvB
)
dv. (5.11)
However, we do not have an explicit expression for the process qt. Alternatively we can solve
BSDE (5.8) numerically. We can transform the quadratic BSDE (5.8) into an equivalent linear
BSDE by defining
p˜t = e
−pt , q˜t = p˜t · qt,
so that the BSDE (5.8) is equivalent to
p˜t =
1
CT
+
∫ T
t
(k − α
2
σ2U2s − bUs)p˜sds+
∫ T
t
q˜sdWs. (5.12)
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We approximate the solution to the BSDE (5.12) by considering the following discretized
BSDE
p˜tm+1 = p˜tm − (k −
α
2
σ2U2tm − bUtm)p˜tm∆t− q˜tm∆W Ptm , t0 ≤ tm ≤ tM ,
p˜tM =
1
CT
.
The discretized BSDE can be solved using the following recursive scheme (see Gobet et al. (2005))
q˜tm =
1
∆t
E[ptm+1∆W
P
tm
|Ftm ],
p˜tm =
E[p˜tm+1 |Ftm ]
1− (k − α2σ2U2tm − bUtm)∆t
.
We estimate the conditional expectation by the Monte-Carlo regression approach proposed by
Gobet et al. (2005). With a time discretization over [0, T ] we use the Euler scheme to generate
the paths of the forward process Xt in (5.2), approximated by Xtm . We denote by Utm the
numerical solution to the Riccati equation (5.6). Then the defaultable bond price is estimated
as
D(ttm , T ) ≈ exp(UtmXtm + ptm).
The aggregate relative entropy of the optimal measure Q⋆ with respect to P is estimated as
Htm,T (Q
⋆|P) = EQ⋆ [
∑
t≤tm≤T
1
2
(
σUtm
(√
α+ βXtm + qtm
))2
∆t|Ft].
Consider the parameters a = −1 × 10−2, b = 1 × 10−5, σ = 7.4 × 10−3, R = 1, k = 0, T =
1, V0 = 20, σV = 0.2, κ = 0.8 and ξ (recovery rate) is a uniform random variable on [0.4, 0.6].
Figure 1 shows one sample path of the realized interest rate process. Figure 2 presents the
case where default occurs before the maturity T as the value process crosses the default barrier.
Figure 2 also shows the evolution of the defaultable bond price. The defaultable bond price
fluctuates more before the default time, which is affected not only by the distance between the
value process and the default barrier but also the time to maturity. The defaultable bond price
after default time is almost constant which is determined by the recovery rate. Lastly, Figure 2
illustrates the the aggregate relative entropy process H(t, T ). Similar to the price process, the
aggregate relative entropy process fluctuates more before default due to uncertainty of default
timing. After default, the aggregate relative entropy decreases to zero almost linearly since the
major uncertainty after default comes from the interest rate process which is negligible compared
with default risk. Figure 3 illustrates the case where default does not occur before maturity. The
default bond price fluctuates strongly in the early period of horizon [0, T ] and then converges to
1 as time approaches maturity without occurrence of default.
6 Conclusions
In this paper we introduced and solved the entropic measure transform problem in Proposi-
tion 2.4. The general characterization of the density process of the optimal measure P⋆, was
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Figure 1: Interest rate process
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Figure 2: Realization with default
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Figure 3: Realization without default
characterized by a semimartignale BSDE in Theorem 2.6. Proposition 2.4 was used to interpret
the conditional entropic risk of a random variable as a penalized conditional expectation, un-
der the optimal measure P⋆. Proposition 3.2 used the EMT to obtain a convenient formula for
computing the conditional expectation of a process which can be expressed as an affine process
under a related measure.
Theorem 2.6 and Proposition 2.4 were then used to characterized the pricing problem for
default-free bonds from a new perspective by formulating an entropic measure transform prob-
lem. The solution of these problems consists of the entropic measure transform and the value
process and these are characterized by the solution of a decoupled nonlinear FBSDE. The ex-
plicit solutions to FBSDEs under ATSMs and QTSMs can be found in Hyndman (2009) and
Hyndman and Zhou (2015). We provide an equivalence relationship between the optimal control
approach in Gombani and Runggaldier (2013) and the entropic measure transform approach.
Since the EMT approach, introduced in this paper, can easily incorporate jumps, it is more
flexible then the OSC approach. We also extend the EMT problem to include jumps. We give
explicit solutions to the related FBSDEs with jumps, which generalizes Hyndman (2009) and
Hyndman and Zhou (2015). Finally we formulate the EMT problem for defaultable bonds, in
which case the related FBSDE generally does not have a completely explicit solution due to the
dependence on the general specification of the default time and recovery amount of the random
terminal value of the BSDE. However, the partially explicit solution still simplifies the problem
of solving the nonlinear FBSDE. Future research can consider specific models for the default
time and recovery scheme where it may be possible to give more explicit solutions. It is also
of interest to consider the EMT problem in the context of pricing problems for other derivative
securities.
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A Appendix
This appendix discusses technical results on Riccati equations.
A.1 Riccati equations
Proposition A.1. The following decoupled Riccati equations admit a pair of unique explicit
solutions.
q˙s + qsA+A
′qs +
1
2
(q′s + qs)ΣΣ
′(q′s + qs)−Q = 0n×n, s ∈ [0, T ] (A.1)
u˙s + usA+B
′(q′s + qs) + usΣΣ
′(q′s + qs)−R′ = 01×n, s ∈ [0, T ] (A.2)
qT = 0n×n, uT = 01×n. (A.3)
Proof. We first prove equation (A.1) admits a unique explicit solution. By taking the transpose
of both sides of equation (A.1) we find
q˙′s +A
′q′s + q
′
sA+
1
2
(q′s + qs)ΣΣ
′(q′s + qs)−Q = 0n×n, (A.4)
Adding equation (A.4) to equation (A.1) gives
(q˙s + q˙
′
s) +A
′(qs + q
′
s) + (qs + q
′
s)A+ (q
′
s + qs)ΣΣ
′(q′s + qs)− 2Q = 0n×n, (A.5)
and subtracting equation (A.4) from equation (A.1) to find
(q˙s − q˙′s) +A′(qs − q′s) + (qs − q′s)A = 0. (A.6)
Define
Us =
q′s + qs
2
, Vs =
qs − q′s
2
,
and by the terminal condition (A.3) we have
UT = 0n×n, VT = 0.
Hence Us and Vs satisfy the following equations
U˙s +A
′Us + UsA+ UsΣΣ
′Us −Q = 0n×n, (A.7)
V˙s +A
′Vs + VsA = 0n×n, (A.8)
UT = 0n×n, VT = 0n×n. (A.9)
By Gombani and Runggaldier (2013, Theorem B.1) there exists a pair of unique (Us, Vs) satis-
fying equations (A.7)-(A.9). Moreover, we actually have Vs = 0n×n which means qs = q′s, so qs
is symmetric, and qs = Us.
After we obtain the solution qs, equation (A.2) is simplified as an ODE for us, which can be
solved explicitly as in Gombani and Runggaldier (2013, Corollary B.3).
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