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Abstract
In a seminal paper, Brin demonstrates that the outerautomorphism group of Thompson
group T is isomorphic to the cyclic group of order two. In this article, building on
characterisation of automorphisms of the Higman-Thompson groups Gn,r and Tn,r as groups
of transducers, we give a new proof, automata theoretic in nature, of Brin’s result.
We also demonstrate that the group of outerautomorphisms of Thompson’s group
V = G2,1 contains an isomorphic copy of Thompson’s group F . This extends a result
of the author demonstrating that whenever n ≥ 3 and 1 ≤ r < n the outerautomorphism
groups of Gn,r and Tn,r contain an isomorphic copy of F .
1 Introduction
In the seminal paper [8], Brin demonstrates that the outerautomorphism group of Thompson
group T is isomorphic to the cyclic group of order two. In this article, building on
characterisation of automorphisms of the Higman-Thompson groups Gn,r and Tn,r as groups of
transducers, we give a new proof, automata theoretic in nature, of Brin’s result.
The Higman-Thompson groups Gn,r and Tn,r are significant groups in geometric and
combinatorial group theory. For not only were they the first discovered family of finitely
presented simple groups (the derived subgroup of Gn,r and Tn,r is simple when n is even),
they also crop up in numerous areas of group theory. In a follow up paper to [8], Brin and
Guzman ([9]), characterise automorphisms of the groups Tn,n−1. Their techniques however does
not extend to the groups Gn,r (for any r) or Tn,r (when r is no equal to n−1). This remained a
challenge for the community, until the breakthrough paper [3] characterising the automorphism
group of Gn,r as a group Bn,r of transducers and the follow up paper [13] extending this result
to show that Aut(Tn,r) is a subgroup T Bn,r of Bn,r.
An unexpected consequence, developed further in forthcoming articles [4, 5, 2], of the
characterisations of the outerautomorphisms groups On,r of Gn,r given in the paper [3], is a
connection to the group Aut(XZn , σn) of automorphisms of the shift dynamical system. The
group Aut(XZn , σn) is of course an important and well-studied group in symbolic dynamics. It
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turns out ([5]) that the group On,n−1 has a subgroup Ln which sits in short exact sequence:
1→ 〈σn〉 → Aut(X
Z
n , σn)→ Ln → 1
where 〈σn〉 is the centre of Aut(X
Z
n , σn) by a result in [14]. The inclusion On,1 ≤ On,r ≤ On,n−1
of the outerautomorphism groups ([3]), means that for each r there is a corresponding group
Ln,r = Ln ∩ On,r. We write On for the group On,n−1.
By results in [13], the group T On,r of outerautomorphisms of Tn,r is a subgroup of On,r
and we also have inclusions T On,1 ≤ T On,r ≤ On,n−1. In this context, Brin’s result in [8]
can be stated as follows: T O2 consists only of elements in the intersection T O2 ∩ L2 and this
intersection contains a single non-trivial element. It is therefore natural to study the intersection
T On ∩Ln for n > 2. By results in [13] it is known that the set T On\Ln is infinite, when n > 3,
in fact it contains an isomorphic copy of Thompson’s group F . In this article we prove the
following result:
Theorem 1.1. Let n ≥ 2. Then the group T On∩Ln is isomorphic to the group Z/2Z×Z
Ω(n−1)×
Z/lZ, where n = pl11 . . . p
lΩ(n)
Ω(n) is the prime decomposition of n and l = gcd(l1, . . . , lΩ(n)).
We note that when n is prime, T On ∩ Ln ∼= Z/2Z.
As mentioned above it is shown in the article [13] that when n > 3, T On,r and so On,r
contain an isomorphic copy of Thompson’s group F . This is in fact an extension of a result in
[9] for the group T On,n−1. It is of course impossible that T O2 contains a copy of F . The group
O2 is however infinite ([3]) and so it is natural to ask if O2 contains a copy of F . This is the
case:
Theorem 1.2. Let n ≥ 2 then On,r contains an isomorphic copy of Thompson’s group F .
The proof of this result is worth saying a few words about as it explores the connections to
symbolic dynamics.
A standard technique for embedding various groups into the group Aut(XZn , σn) is the use of
marker automorphisms. This appeared first in the significant paper of Hedlund [11] and has been
developed and generalised in several other papers ([6, 7, 15, 12]). Perhaps the most significant
use of this technique is in the paper [12] where it is used to prove that the group Aut(XZn , σn)
contains an isomorphic copy of Aut(XZm, σm) for any m. Our proof of Theorem 1.2 extends
the marker technique to the groups On. Specifically we prove using the marker construction
that for each n there is a subgroup Oxn of On containing an isomorphic copy of F which can be
embedded in the group Om,1. It is still open whether the groups On are bi-embeddable.
The paper is orgnanised as follows. In Section 2 we introduce the various key definitions
and background results we require; Section 3 contains the automata theoretic proof that T O2
is isomorphic to Z/2Z; Section 4 studies the intersection of the group T On and Ln; the paper
concludes in Section 5 where we prove that On contains an isomorphic copy of F for any n ≥ 2.
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2 Preliminaries
This section contains the background definitions and results that we require in this article.
Throughout Xn denotes the set {0, 1, . . . , n− 1}.
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2.1 Words and Cantor space
Let X be a finite set, we write X∗ for the set of all finite strings (including the empty string
ε) over the alphabet X. Write X+ for the set X∗\{ε}. For an element w ∈ X, we write |w|
for the length of w. Thus, the empty string is the unique element of X∗ such that |ε| = 0. For
elements x, y ∈ X∗ we write xy for the concatenation of x and y. Give x ∈ X+ and k ∈ N, we
write xk for the word w1w2 . . . wk where wi = x for all 1 ≤ i ≤ k. Given k ∈ N we write X
k for
the set of all words in X+ of length exactly k.
Let w ∈ X+ and write w = w1w2 . . . wr for wi ∈ X, 1 ≤ i ≤ r. Then for some j ∈ N,
1 ≤ j ≤ r we say that w′ = wj . . . wrw1 . . . wr is the j’th rotation of w. A word w
′ is called
a rotation of w if it is a jth rotation of w for some 1 ≤ j ≤ |w|. If j > 1, then w′ is called
a non-trivial rotation of w. The word w is said to be a prime word if w is not equal to a
non-trivial rotation of itself. Alternatively, w is a prime word if there is no word γ ∈ X+ such
that w = γ|w|/|γ|.
The relation on X∗ which relates two words if one is a rotation of the other is an equivalence
relation. We write ∼rot for this equivalence relation. It will be clear from the context which
alphabet is meant.
We write W ∗n for the set of all prime words over the alphabet Xn. For k ∈ N, W
k
n will
denote the set of all prime words of length k over the alphabet. We shall write W∗n for the set
of equivalence classes W ∗n/ ∼rot; W
+
n for the set of equivalence classes W
+
n / ∼rot; W
k
n for the
set of equivalence classes W kn/ ∼rot.
For x, y ∈ X∗ we write, x ≤ y if x is a prefix of y, in this case we write y − x for the word
z ∈ X∗ such that xz = y. The relation ≤ is a partial order on X∗.
We are require some additional orderings on the set X∗n. Let Xn be ordered according to
the ordering ≤ induced from N. Then, for elements x, y ∈ X∗n we write x <lex y if there is a
word w ∈ X∗n and i ≤ j ∈ Xn such that wi is a prefix of i and wj is a prefix of y. We note that
<lex is a partial order on X
∗
n called the lexicographic ordering.
The lexicographic ordering can be extended to a total order <slex on X
∗
n as follows. We
write x <slex y if either x <lex y or |x| ≤ |y|. The order <slex is called the short-lex ordering.
An (positive) infinite sequence over the alphabet X is a map x : N→ X and we write such
a sequence as x0x1x2 . . . where xi = x(i) for i ∈ N.
We may concatenate, in a natural way, a string with an infinite sequence. Given an element
γ ∈ X+ and an infinite sequence x with prefix γ, we write x−γ for the positive infinite sequence
y such that γy = x.
Taking the product topology on the set Xωn gives rise to a space homeomorphic to Cantor
space. We introduce some notation for basic open sets in this topology. Let γ ∈ X∗n be a
word. We denote by Uγ the subset of X
ω
n consisting of all elements with prefix γ. The set
{Uγ | γ ∈ X
∗
n} is a basis for the topology on X
∗
n.
We note that the lexicographic ordering extends to a total order on Xωn .
Define an equivalence relation ≃I on X
ω
n as follows. For x, y ∈ X
ω
n set x ≃I y if and
only if there is a word w ∈ X∗n and i ∈ Xn\{n − 1} such that x = wi(n − 1)(n − 1) . . . and
y = w(i + 1)000 . . .. The quotient space Xωn / ≃I is homeomorphic to the interval [0, 1]. We
often alternate between an element of Xωn and its corresponding point in [0, 1].
2.2 Transducers
In this section we introduce automata and transducers.
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2.3 Automata and transducers
An automaton, in our context, is a triple A = (XA, QA, piA), where
1. XA is a finite set called the alphabet of A (we assume that this has cardinality n, and
identify it with Xn, for some n);
2. QA is a countable set called the set of states of A;
3. piA is a function XA ×QA → QA, called the transition function.
We regard an automaton A as operating as follows. If it is in state q and reads symbol a (which
we suppose to be written on an input tape), it moves into state piA(a, q) before reading the
next symbol. As this suggests, we can imagine that the inputs to A form a string in XNn ; after
reading a symbol, the read head moves one place to the right before the next operation.
We can extend the notation as follows. For w ∈ Xmn , let piA(w, q) be the final state
of the automaton with initial state q after successively reading the symbols in w. Thus, if
w = x0x1 . . . xm−1, then
piA(w, q) = piA(xm−1, piA(xm−2, . . . , piA(x0, q) . . .)).
By convention, we take piA(ε, q) = q.
For a given state q ∈ QA, we call the automaton A which starts in state q an initial
automaton, denoted by Aq, and say that it is initialised at q.
An automaton A can be represented by a labelled directed graph, whose vertex set is QA;
there is a directed edge labelled by a ∈ Xa from q to r if piA(a, q) = r.
A circuit in the automaton A is therefore a word w ∈ X∗n and a state q ∈ QA such that
piT (w, q) = q. We say that w is a circuit based at q. If |w| = 1, we say that w is a loop based
at q and q is called a w loop state. A circuit w based at a state q is called basic if, writing
w = w1 . . . w|w|, for all 1 ≤ i < j < |w|, piT (w1 . . . wi, q) 6= piT (w1 . . . wj , q).
A transducer is a quadruple T = (XT , QT , piT , λT ), where
1. (XT , QT , piT ) is an automaton;
2. λT : XT ×QT → X
∗
T is the output function.
Such a transducer is an automaton which can write as well as read; after reading symbol a
in state q, it writes the string λT (a, q) on an output tape, and makes a transition into state
piT (a, q). An initial transducer Tq is simply a transducer which starts in state q.
In the same manner as for automata, we can extend the notation to allow the transducer
to act on finite strings: let piT (w, q) and λT (w, q) be, respectively, the final state and the
concatenation of all the outputs obtained when the transducer reads the string w from state q.
A transducer T can also be represented as an edge-labelled directed graph. Again the vertex
set is QT ; now, if piT (a, q) = r, we put an edge with label a|λT (a, q) from q to r. In other words,
the edge label describes both the input and the output associated with that edge.
A transducer T is said to be synchronous if |λT (a, q)| = 1 for all a ∈ XT , q ∈ QT ; in other
words, when it reads a symbol, it writes a single symbol. More generally, an asynchronous
transducer may write several symbols, or none at all, at a given step.
We can regard an automaton, or a transducer, as acting on an infinite string in Xωn , where
Xn is the alphabet. This action is given by iterating the action on a single symbol; so the
output string is given by
λT (xw, q) = λT (x, q)λT (w, piT (x, q)).
Throughout this paper, we make the following assumption:
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Assumption A transducer T has the property that, when it reads an infinite input string
starting from any state, it writes an infinite output string.
The property above is equivalent to the property that any circuit in the underlying
automaton has non-empty concatenated output.
From the assumption, it follows that the transducer writes an infinite output string on
reading any infinite input string from any state. Thus Tq induces a map w 7→ λT (w, q) from X
ω
n
to itself; it is easy to see that this map is continuous. If it is a homeomorphism, then we call
the state q a homeomorphism state. We write im(q) for the image of the map induced by Tq.
Two states q1 and q2 are said to be ω-equivalent if the transducers Tq1 and Tq2 induce the
same continuous map. (This can be checked in finite time, see [10].) More generally, we say
that two initial transducers Tq and T
′
q′ are ω-equivalent if they induce the same continuous map
on Xωn .
A transducer is said to be weakly minimal if no two states are ω-equivalent.
For a state q of T and a word w ∈ X∗n, we let Λ(w, q) be the greatest common prefix of the
set {λ(wx, q) : x ∈ Xωn }. The state q is called a state of incomplete response if Λ(ε, q) 6= ε; the
length |Λ(ε, q)| of the string Λ(ε, q) is the extent of incomplete response of the state q. Note
that for a state q ∈ QT , if the initial transducer Tq induces a map from X
ω
n to itself with image
size at least 2, then |Λ(ε, q)| <∞.
We say that an initial transducer Tq is minimal if it is weakly minimal, has no states of
incomplete response and every state is accessible from the initial state q. A non-initial transducer
T is called minimal if for any state q ∈ QT the initial transducer Tq is minimal. Therefore a
non-initial transducer T is minimal if it is weakly minimal, has no states of incomplete response
and is strongly connected as a directed graph.
Two (weakly) minimal non-initial transducers T and U are said to be ω-equal if there is a
bijection f : QT → QU , such that for any q ∈ QT , Tq is ω-equivalent to U(q)f . Two (weakly)
minimal initial transducers Tp and Uq are said to be ω-equal if there is a bijection f : QT → QU ,
such that (p)f = q and for any t ∈ QT , Tt is ω-equivalent to U(t)f . We shall use the symbol ‘=’
to represent ω-equality of initial and non-initial transducers. Two non-initial transducers are
said to be ω-equivalent if they have ω-equal minimal representatives.
In the class of synchronous transducers, the ω-equivalence class of any transducer has a
unique weakly minimal representative. Grigorchuk et al. [10] prove that the ω-equivalence class
of an initialised transducer Tq where every state has finite extent of incomplete response has a
unique minimal representative.
Throughout this article, as a matter of convenience, we shall not distinguish between ω-
equivalent transducers. Thus, for example, we introduce various groups as if the elements of
those groups are minimal transducers and not ω-equivalence classes of transducers.
Given two transducers T = (Xn, QT , piT , λT ) and U = (Xn, QU , piU , λU ) with the same
alphabet Xn, we define their product T ∗ U . The intuition is that the output for T will
become the input for U . Thus we take the alphabet of T ∗ U to be Xn, the set of states
to be QT∗U = QT ×QU , and define the transition and rewrite functions by the rules
piT∗U (x, (p, q)) = (piT (x, p), piU (λT (x, p), q)),
λT∗U (x, (p, q)) = λU (λT (x, p), q),
for x ∈ Sn, p ∈ QT and q ∈ QU . Here we use the earlier convention about extending λ and pi
to the case when the transducer reads a finite string. If T and U are initial with initial states q
and p respectively then the state (q, p) is considered the initial state of the product transducer
T ∗ U .
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We say that an initial transducer Tq is invertible if there is an initial transducer Up such
that Tq ∗ Up and Up ∗ Tq each induce the identity map on X
ω
n . We call Up an inverse of Tq.
When this occurs we will denote Up as T
−1
q .
In automata theory a synchronous (not necessarily initial) transducer
T = (Xn, QT , piT , λT )
is invertible if for any state q of T , the map ρq := piT (, q) : Xn → Xn is a bijection. In this
case the inverse of T is the transducer T−1 with state set QT−1 := {q
1 | q ∈ QT}, transition
function piT−1 : Xn ×QT−1 → QT−1 defined by (x, p
−1) 7→ q−1 if and only if piT ((x)ρ
−1
p , p) = q,
and output function λT−1 : Xn ×QT−1 → Xn defined by (x, p) 7→ (x)ρ
−1
p .
2.4 From homeomorphisms to transducers
From the preceding sections we see that every invertible initial transducer induces a
homeomorphism on the Cantor space of infinite sequences in the alphabet. In this section
exposit a construction in [10] for representing any homeomorphism of Xωn by a possibly infinite
transducers.
We begin by defining some functions.
Definition 2.1. Let lcp be a map defined on the power set of X∗n ⊔X
ω
n which given a subset
X of X∗n ⊔X
ω
n returns the longest common prefix of the elements in X.
Definition 2.2. Let h : Xωn → X
ω
n be a homeomorphism and ν ∈ X
∗
n be a word. We define the
local action of h at ν as follows. For x ∈ Xωn we set (x)hν to be the element y ∈ X
ω
n such that
y := (νx)h− lcp((Uν)h) noting that since h is a homeomorphism lcp((Uν)h) is finite.
We note that for a homeomorphism h : Xωn → X
ω
n , for any word ν ∈ X
∗
n the local action hν
of h at ν is a continuous injection with clopen image.
Construction 2.3. Fix a homeomorphism h : Xωn → X
ω
n . Let T be the transducer with
state set QT = X
∗
n and transition piT and output λT functions defined as follows. For ν ∈ X
∗
n
and a ∈ Xn we set piT (a, ν) = νa and λT (a, ν) = lcp((Uνa)h) − lcp((Uν)h). We note that
as the set (Uτ )h is clopen for any τ ∈ X
∗
n, since h is a homeomorphism, then it follows that
T = 〈Xn, QT , piT , λT 〉 is a well-defined transducer.
It is not hard to show that for any word ν ∈ X∗n, the continuous map of X
ω
n induced by the
initial transducer Tν is in fact equal to the map hν .
2.5 Synchronizing automata and bisynchronizing transducers
Given a natural number k, we say that an automaton A with alphabet Xn is synchronizing at
level k if there is a map sk : X
k
n 7→ QA such that, for all q and any word w ∈ X
k
n, we have
piA(w, q) = sk(w); in other words, if the automaton reads the word w of length k, the final state
depends only on w and not on the initial state. (Again we use the extension of piA to allow the
reading of an input string rather than a single symbol.) We call sk(w) the state of A forced by
w; the map sk is called the synchronizing map at level k. An automaton A is called strongly
synchronizing if it is synchronizing at level k for some k.
We remark here that the notion of synchronization occurs in automata theory in
considerations around the Cˇerny´ conjecture, in a weaker sense. A word w is said to be a
reset word for A if piA(w, q) is independent of q; an automaton is called synchronizing if it has a
reset word [16, 1]. Our definition of “synchonizing at level k”/“strongly synchronizing” requires
every word of length k to be a reset word for the automaton.
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If the automaton A is synchronizing at level k, we define the core of A to be the set of states
forming the image of the map sk. The core of A is an automaton in its own right, and is also
synchronizing at level k. We denote this automaton by Core(A). We say that an automaton or
transducer is core if it is equal to its core.
It is a result in [3] that the product of two strongly synchronizing transducers results in
another strongly synchronizing transducer.
Let Tq be an initial transducer which is invertible with inverse T
−1
q . If Tq is synchronizing at
level k, and T−1q is synchronizing at level l, we say that Tq is bisynchronizing at level (k, l). If Tq
is invertible and is synchronizing at level k but not bisynchronizing, we say that it is one-way
synchronizing at level k.
For a non-initial synchronous and invertible transducer T we also say T is bi-synchronizing
(at level (k, l)) if both T and its inverse T−1 are synchronizing at levels k and l respectively.
2.6 Groups and monoids of Transducers
We define several monoids and groups whose elements consists of ω-equivalence classes of
transducers which appear first in the papers [3, 5, 13]. In practice, as each ω-equivalence
class contains a unique minimal element as exposited above, we represent the elements of these
monoids by minimal transducers.
2.6.1 The monoid SOn and some submonoids
Let SOn be the set of all non-initial, minimal, strongly synchronizing and core transducers
satisfying the following conditions:
S1 for any state t ∈ QT , the initial transducer Tt induces a injective map ht : X
ω
n → X
ω
n and,
S2 for any state t ∈ QT the map ht has clopen image which we denote by im(t).
The single state identity transducer is an element of SOn and we denote it by id.
Following [5] we define a binary operation on the set SOn as follows. For two transducers
T,U ∈ SOn, the product transducer T ∗U is strongly synchronizing. Let TU be the transducer
obtained from Core(T ∗U) as follows. Fix a state (t, u) of Core(T ∗U). Then TU is the core of
the minimal representative of the initial transducer Core(T ∗ U)(t,u).
It is a result of [5] that SOn together with the binary operation SOn × SOn → SOn given
by (T,U) 7→ TU is a monoid.
A consequence of a result in [3] is that an element T ∈ SOn is an element of SOn if
and only if for any state q ∈ QT there is a minimal, initial transducer Up such that the
minimal representative of the product (T ∗ U)(p,q) is strongly synchronizing and has trivial
core. If the transducer Up is strongly synchronizing as well then Core(Up) ∈ SOn and satisfies
TCore(Up) = Core(Up)T = id.
The group On is the largest inverse closed subset of SOn.
Let T SOn be the submonoid of SOn consisting of those elements T which satisfy the
following additional constraint:
T1 for every state t ∈ QT hT : X
ω
n → X
ω
n preserves the lexicographic ordering.
Write T On for the group On ∩ T SOn.
We give below a procedure for constructing the inverse of an element T ∈ SOn.
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Construction 2.4. Let T ∈ On. For q ∈ QT define a map Lq : X
+
n → X
∗
n by setting Lq(w)
to be the greatest common prefix of the set (Uw)h1q . Set QT ′ to be the set of pairs (w, q)
where w ∈ X∗n, q ∈ QT , Uw ⊂ imq and (w)Lq = ε. Define maps piT ′ : Xn × QT ′ → QT ′ and
λT ′ : Xn×QT ′ → X
∗
n as follow: piT ′(a, (w, q)) = wa−λT ((wa)Lq , q) and λT ′(a, (w, q)) = Lq(wa).
Let T ′ = 〈Xn, QT ′ , piT ′ , λT ′〉. It is shown in [3] that T
′ is a finite transducer and, setting U to
be the minimal representative of T ′, UT = TU = id.
Let SLn be those elements T ∈ SOn which satisfy the following additional constraint:
SL3 for all strings a ∈ X∗n and any state q ∈ QT such that piT (a, q) = q, |λT (a, q)| = |a|.
The set SLn is a submonoid of SOn ([3]). Set Ln := On ∩ SLn, the largest inverse closed
subset of SLn. Likewise set T SLn = SLn ∩ T SOn and T Ln = Ln ∩ T On.
For each 1 ≤ r ≤ n− 1 the group On has a subgroup On,r where On,n−1 = On,n; we define
Ln,r := On,r ∩ Ln and T On,r := On,r ∩ T On. The following theorem combines results in from
[3] and [13]
Theorem 2.5. For 1 ≤ r ≤ n− 1, On,r ∼= Out(Gn,r) and T On,r ∼= Out(Tn,r).
The paper [5] gives a faithful representation of the monoid SOn in the full transformation
monoid Tr(W∗n).
Let [γ]∼rot ∈ W
∗
n and T ∈ SOn. There is a unique state q of T such that piT (γ, q) = q. Let
ν ∈ W ∗n be a prime word such that λT (γ, q) is a power of γ. We set ([γ]∼rot)(T )Π = [ν]∼rot.
The map Π : SOn → Tr(W
∗
n) is an injective homomorphism.
3 An automata theoretic proof that Out(T2) ∼= Z/2Z
We begin with a series of lemmas.
The following two lemmas are from [13], however the first is also a consequence of a result
Brin in [8].
Lemma 3.1. Let T ∈ T O2 be an orientation preserving element. Then the unique state ql(a),
a ∈ X2 of T such that piT (a, ql(a)) = ql(a), satisfies, λT (a, ql(a)) = a.
Remark 3.2. The single state transducer R = 〈X2, {R}, piR, λR〉 where piR(a,R) = R and
λR(a,R) = 1 − a is an element of T O2 of order 2. Moreover, for T ∈ On, the element RTR
of T O2, the conjugate of T by R, is the transducer such that for q ∈ QT and a, b ∈ X2,
piRTR(a, (R, q,R)) = (R, P,R) if and only if piT (1− a, q) = p and λRTR(a, (R, q,R)) = b if and
only if λT (1 − a, q) = 1 − b. Thus RTR is and orientation preserving element of T O2 if and
only if T is.
We shall use the remark above, to convert statements about how a state acts when processing
zeroes, to how it acts when processing ones. We can also deduce information about the loop
state ql(1) by studying properties of the loop state ql(0) with the remark above as well.
Lemma 3.3. Let T ∈ T O2 be an orientation preserving element. Let q be any state of T and
suppose im(q) = Uν1 . . . Uνmq for ν1 <lex ν2 <lex . . . <lex νmq elements of X
+
2 . Then, for all
1 ≤ i < mq, νi1
ω ≃I νi+10
ω and lcp({νi | 1 ≤ i ≤ mq}) = ε.
Remark 3.4. The above lemmas imply that for T ∈ T O2 an orientation preserving element,
for any state q ∈ QT , its image im(q) corresponds to a closed dyadic subinterval interval of I
whose interior contains the point 1/2.
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Lemma 3.5. Let T ∈ T O2 be an orientation preserving element. Let q1 and q2 be distinct states
of T such that piT (a, q1) = piT (a, q2) := pa for a ∈ X2. For a ∈ {0, 1}, set ξa, ξ¯a, ηa, η¯a ∈ X
∗
2 ,
such that, ξa does not have a suffix equal to 0, ηa does not have a suffix equal to 1, for E ∈ {ξ, η},
Ea and E¯a are either both empty or differ only in their last digit, ξa0
ω is the smallest element
of im(pa) and ηa1
ω is the largest element of im(pa). Then, there are numbers j1, j2, i1, i2 ∈ N,
such that one of the following things holds:
(a) λT (0, q1) = λT (0, q2) = ε, U0 ⊂ im(p1), U1 6⊂ im(p0), η0, η¯0 6= ε, for b ∈ {1, 2},
λT (1, qb) = η¯00
jb, and j1 6= j2;
(b) λT (1, q1) = λT (1, q2) = ε, U1 ⊂ im(p0), U0 6⊂ im(p1), ξ1, ξ¯1 6= ε, for b ∈ {1, 2},
λT (0, qb) = ξ¯11
ib , and i1 6= i2
(c) U1 ⊂ im(p0), U0 ⊂ im(p1), for b ∈ {1, 2}, λT (0, qb) = 01
ib , λT (1, qb) = 10
jb and either
i1 6= i2 or j2 6= j2.
Proof. First suppose that λT (0, q1) = ε. Note that under this assumption p0 is not a
homeomorphism state otherwise we have a contradiction of the injectivity of q1.
We observe that η0 6= ε otherwise the state q1 is either not injective or does not preserve
the lexicographic ordering yielding a contradiction. In fact η0 has 1 as a prefix.
Let η′0 ∈ X
+
2 be such that η
′
00 = η0 and let φ = lcp({δ ∈ X
ω
2 | η
′
010
ω ≤lex δ}). Then φ has a
prefix equal to 1 and, by minimality of T , is a prefix of λT (1, q1). Moreover, Lemma 3.3, implies
that λT (1, q1)ξ10
ω = η′010
ω .
Suppose that λT (0, q2) 6= ε. As T is minimal, and there is a word τ ∈ X
+
2 such that
U0τ ⊂ im(q2), there is a word w ∈ X
∗
2 such that λT (0, q2) = 0w. Since piT (0, q2) = p0, it
follows that the largest (in the lexicographic ordering) element of the set {λT (0δ, q2) | δ ∈ X
ω
2 }
is equal to 0wη′001
ω. Minimality of T , and the facts that im(q2) corresponds to a closed dyadic
subinterval of [0, 1] and 1ω is not an element of im(p0), imply that λT (1, q2) = ε.
We claim that λT (1, q1) is a proper prefix of η
′
01. For suppose this is not the case, then
λT (1, q1) = η
′
010
j for some j ∈ N. Since Uη′00 ⊂ im(p0), then it must be the vase that
U0 ⊂ im(p1). However this contradicts injectivity of q2 as λT (0, q2) = 0w and λT (1, q2) = ε.
Since λT (1, q1) is a proper prefix of η
′
01, it follows that ξ1, is a proper suffix of η
′
01. Thus,
we have |0wη′00| − |ξ1| ≥ 2. Moreover, ξ1 must be a prefix (and so a proper prefix) of 0wη
′
01
otherwise we contradict Lemma 3.3 since 0wη′001
ω is the largest element of {λT (0δ, q2) | δ ∈ X
ω
2 }
and λT (1, q2) = ε. However, the smallest element of im(p1) is the point ξ10
ω, and as ξ1 is a
proper prefix of 0wη′01, this contradicts injectivity of the state q2.
Thus we conclude that λT (0, q2) = ε as well. However since η¯00
ω = λT (1, q1)ξ10
ω =
λT (1, q2)ξ10
ω. Then, we either have λT (1, q1) = λT (1, q2) which contradicts the fact that T
is minimal and q1 6= q2, or there are numbers j1, j2 ∈ N, with j1 6= j2 such that λT (1, q1) = η¯0
j1
and λT (1, q2) = η¯0
j2 . In the latter case, we see that U0 ⊂ im(p1).
Conjugating by the element R we deduce that for T ∈ T O2, λT (1, q1) = ε if and only if
λT (1, q2) = ε and the following things hold: ξ1 6= ε, U1 ⊂ im(p0), U0 6⊆ im(p1) there are
number i1, i2 ∈ N, such that for b ∈ {1, 2}, λT (0, qb) = ξ¯11
ib , and i1 6= i2.
Thus we may assume that for a ∈ {0, 1} and b ∈ {1, 2}, λT (a, qb) 6= ε.
To conclude the lemma, we again make use of the observations that the image of a state of
T corresponds to a closed dyadic interval such that 1/2 is a point in its interior. Thus we observe
that for b ∈ {1, 2}, we have τb = λT (0, qb) is a word beginning with 0 and νb := λT (1, qb) is a
word beginning with 1. If τb1
ω 6≃I νb0
ω, then the image of qb does not correspond to a closed
dyadic interval. This forces that τb = 01
ib and νb = 10
jb for some ib, jb ∈ N. However, this
forces that 1ω ∈ im(p0) and 0
ω ∈ im(p1). The statement (c) of the lemma can now be deduced
from these facts.
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The proof of the following lemma from [4] follows straight-forwardly from the definitions.
Lemma 3.6. Let T be a strongly synchronizing automaton and let k be the minimal
synchronizing level of T . Suppose that there are distinct elements x, y ∈ Xn and states
p1, p2, p ∈ QT such that piT (x, p1) = piT (y, p2). Then for any word of γ length k − 1, the
maps piT (xγ, ·) : QT → QT and piT (yγ, ·) : QT → QT have the same image.
Lemma 3.7. Let T ∈ T O2. Suppose there are states p1, p2, q ∈ QT , and words µ1, µ2, such
that q is a homeomorphism state, and, for a ∈ {1, 2}, piT (µa, pa) = q and λT (µa, pa) has a − 1
as a suffix. Then, in fact T has size one.
Proof. Let w ∈ X∗2 and t ∈ QT be such that (w, t) is a state of T
′. For a ∈ {1, 2},
let δa ∈ X
∗
2 be a word such that piT (δa, t) = pa and λT (δa, t) has prefix w. Then we
have (λT (δa, t)λT (µa, pa))Lt = δaµa since q is a homeomorphism state. This implies that
piT ′(λT (δa, t)λT (µa, pa) − w, (w, t)) = (ε, q) which is independent of a. Thus in T
′, and so
in T−1, it is possible to read a word ending in 0 and a word ending in 1 to the same location.
The statement of the lemma is now a consequence of Lemma 3.6, since T−1 must have
minimal synchronizing level 0, and so |T | = |T−1| = 1.
Lemma 3.8. Let T ∈ T O2 and let q1, q2 ∈ QT be distinct states. Suppose there are words
µ, ν0, ν1, ψ, ψ¯ ∈ X
∗
2 and j1, j2 ∈ N such that
(i) µ /∈ {1}∗, piT (µ, q1) = piT (µ, q2),
(ii) 1 is not a suffix of ψ, 0 is not a suffix of ψ¯, ψ1ω is the right-most point of piT (µ, q1), ψ1
ω
and ψ¯0ω correspond to the same point on the unit circle, and,
(iii) for a ∈ {1, 2}, λT (µ1
ω, qa) = νa0
jaψ1ω.
If µ′ is the smallest element in the shortlex ordering on X∗2 strictly bigger than µ and satisfying
piT (µ
′, q1) = piT (µ
′, q2), then the following things hold:
1. λT (µ
′, q1) is a proper prefix of ν10
j1ψ¯ if and only if λT (µ
′, q2) is a proper prefix of ν20
j2ψ¯.
In this case ν10
j1ψ¯ − λT (µ
′, q1) = ν20
j2ψ¯ − λT (µ
′, q2).
2. ν10
j1ψ¯ is prefix of λT (µ
′, q1) if and only if ν20
j2ψ¯ is a prefix of λT (µ
′, q2). In this case
λT (µ
′, q1)− ν10
j1ψ¯, λT (µ
′, q2)− ν20
j2ψ¯ ∈ {0}∗ and U0 ⊂ im(piT (µ
′, q1)) = im(piT (µ
′, q2)).
Proof. First notice that, since q1 and q2 are distinct, µ 6= ε and, as µ is not a string of 1’s, µ
′
exists. For a ∈ {1, 2}, the condition on µ′ implies that λT (µ
′0ω, qa) = νa0
jaψ¯0ω. Also note that
ψ is the empty word if and only ψ¯ is the empty word, and whenever ψ is not the empty word,
ψ and ψ¯ differ only in their last letter.
Set p = piT (µ
′, qa).
If λT (µ
′, q1) contains ν10
j1ψ¯ as a prefix, then it is clear that U0 ⊂ im(p). Thus if λT (µ′, q2)
is a proper prefix of ν20
j2ψ¯, we have a contradiction of the injectivity of q2. Therefore it follows
that there are i0, i1 ∈ N such that, for a ∈ {1, 2}, λT (µ
′, qa) = νa0
jaψ¯0ia . Swapping q1 with q2
gives statement 2.
Thus suppose that λT (µ
′, q1) is a proper prefix of ν10
j1ψ¯. By the statement 2, which
is proven above, it must be the case that λT (µ
′, q0) is also a proper prefix of ν00
j0ψ¯. Let
ρ1 = ν10
j1ψ¯ − λT (µ
′, q1). Then it is clear that ρ10
ω is the left-most point of im(p). However,
similarly defining ρ0 = ν00
j0ψ¯ − λT (µ
′, q1), it is clear that ρ00
ω is also the left-most point of
im(p). Thus we must have that ρ0 = ρ1 since they both end in 1. This proves statement 1.
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Theorem 3.9. Let T ∈ T O2, then |T | = 1.
Proof. It suffices to prove that if T ∈ T O2 is an orientation preserving element, then |T | = 1.
Suppose for a contradiction that |T | > 1. Let k, j ∈ N be the minimal synchronizing levels
of T and T−1 respectively, and let W be the set of those elements w ∈ X∗2 , of length at most k
which satisfy the following requirements:
• piT (w, ql(0)) 6= piT (w, ql(1)) and,
• for any x ∈ X2, piT (wx, ql(0)) = piT (wx, ql(1)).
By conjugating T by R if necessary, since ql(0) and ql(1) are distinct states, we may further
assume that there is a word w ∈ W, for which λT (1, piT (w, ql(0))) 6= λT (1, piT (w, ql(1))). Note
that the requirements on W guarantee that all its elements are pairwise incomparable in the
prefix ordering. Fix w in W to be the largest element in the lexicographic ordering of W. We
now argue that |T | = 1.
For a ∈ {0, 1}, let µa = λT (w, ql(a)), qa = piT (w, ql(a)) and pa = piT (a, qa). By Lemma 3.5,
for a ∈ {0, 1}, there are ka ∈ N and a word Ξ ∈ X
∗
2 such that λT (1, qa) = Ξ10
ka . By assumption
k0 6= k1. Since U1 ⊂ im(ql(1)), it follows that Uµ11 ⊂ im(ql(1)).
Observe that λT (w11
ω , ql(a)) = µaΞ10
kaλT (1
ω , p1). Let ψ ∈ X
∗
2 , with 1 not a suffix of ψ be
such that ψ1ω is the right-most point of im(p1). Define ψ¯ such that if ψ is not empty, ψ and
ψ¯ differ only in their last letter, otherwise ψ¯ = ε.
First suppose that w ∈ {1}+. In this case, we have have that p1 = ql(1), q1 = ql(1), and,
by Lemma 3.5, U0 ⊂ im(p1) and so p1 is a homeomorphism state. This means that we are in
alternative (c) of Lemma 3.5, and so Ξ = ε. Thus, as λT (1, ql(1)) = 1, it follows that k1 = 0 and
so, by assumption, k0 > 0. As λT (1, q0) = 10
k0 , it follows that q0, ql(1), 1 satisfy the hypothesis
of Lemma 3.7, and so, |T | = 1.
Suppose, now that w /∈ {1}+, we once again deduce the conclusion of Lemma 3.7.
Let v be the smallest word in the shortlex ordering on X∗2 bigger than w and satisfying
piT (v, ql(0)) = piT (v, ql(1)). Then, by Lemma 3.8, it is the case that either µ0Ξ10
k0ψ¯ −
λT (v, ql(0)) = µ1Ξ10
k1ψ¯ − λT (v, ql(1)) or there are j0, j1 ∈ N such that, for a ∈ {0, 1},
λT (v, ql(a)) = µaΞ10
kaψ¯0ja . It therefore follows that one of the following things holds:
µ0Ξ10
k0ψ¯ − λT (v, ql(0)) = µ1Ξ10
k1ψ¯ − λT (v, ql(1)), λT (v, ql(1)) − µ0Ξ10
k0ψ¯ = λT (v, ql(1)) −
µ0Ξ10
k1ψ¯, or λT (v, ql(0))− µ0Ξ10
k0ψ¯ and λT (v, ql(1))− µ0Ξ10
k1ψ¯ differ by a power of 0.
Let p′ = piT (v, ql(a)), a ∈ {1, 2} and let φ be such that φ has no suffix equal to 1 an φ1
ω is
the rightmost point of p′. Then defining φ¯ analogously to ψ¯, it follows that, if v /∈ {1}+, then,
v, ql(0), ql(0), λT (v, ql(0)), λT (v, ql(1)), φ, φ¯, satisfy the hypothesis of Lemma 3.8.
Therefore, by induction and since Uµ11 ⊂ im(ql(1)) there is a largest element v in the shortlex
ordering of X∗2 , such that all of the following hold:
• piT (v, ql(1)) = piT (v, ql(0)),
• U0 ⊂ im(piT (v, ql(a))), a ∈ {0, 1},
• for any proper prefix ν of v, piT (ν, ql(1)) 6= piT (ν, ql(0)),
• λT (v1
ω , ql(1)) ≤lex µ1Ξ1
ω, and,
• there is a φ ∈ X∗2 without 1 as a suffix, such that if v
′ is the largest element of X∗2 which
is strictly smaller than v in the shortlex ordering, for which piT (v
′, ql(0)) = piT (v
′, ql(1)), no
proper prefix ν ′ of v′ satisfies piT (ν
′, ql(0)) = piT (ν
′, ql(1)), and φ1
ω is the largest element
of im(piT (v
′, qa)), then, defining φ¯ as before, the following inequality is well-defined and
holds λT (v, ql(1))− λT (v
′, ql(1))φ¯ 6= λT (v, ql(0))− λT (v
′, ql(0))φ¯.
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Note that since, for a ∈ {0, 1}, as U0 ⊂ im(p1), λT (w01
ω , ql(a)) = µaΞ01
ω, it is possible
that v = w1.
Let a ∈ {0, 1}, k′a ∈ N, µ
′
a and p
′, be such that piT (v, ql(a)) = p
′ and λT (v, ql(a)) = µ
′
a10
k′a .
By assumption we have that k′1 6= k
′
0. Let φ, φ¯ ∈ X
∗
2 be such that either φ = φ¯ = ε or φ and
φ¯ differ only in their last digit, and φ1ω is the right-most point of im(p′). Let d =| k′1 − k
′
0 |,
noting, that by properties of v, d > 0. For a ∈ {0, 1} set da = ka if k
′
a ≤ k
′
a+1 (mod 1), otherwise
set da = k
′
a+1 (mod 1). Note that d0 = d1 = min{k
′
1, k
′
0}.
If v ∈ {1}+, then, we may once more apply Lemma 3.7 to conclude that |T | = 1, since, in this
case k1 = 0, forcing k0 > 0, p
′ = ql(1), and so p
′ is a homeomorphism state, since U0 ⊂ im(p
′),
thus ql(0), ql(1), v, p
′ satisfy the required hypothesis.
Thus we may assume that v 6∈ {1}+. We show, by induction, that in this case, µ′a10
k′a−da ⊂
im(ql(a)), and, for x ∈ X
ω
2 , arbitrary, there is a y ∈ X
ω
2 , independent of a, such that
λT (y, ql(a)) = µ
′
a10
k′a−dax. From this we deduce that |T | = 1.
Our induction is a repeated application of the following claim.
Claim 3.10. Let t ∈ X+2 be such that t /∈ {1}
+, v ≤lex t, piT (t, ql(1)) = piT (t, ql(0)) =: p
′′, for a ∈
{0, 1}, µ′a10
k′a−da is a prefix of λT (t, ql(a)), and, λT (t, ql(0))−µ
′
010
k′0−d0 = λT (t, ql(1))−µ
′
110
k′1−d1 .
Let φ′, φ¯′ be defined as usual and such that φ′1ω is the right-most point of im(p′′). Suppose that
λT (t, ql(1))φ
′1ω <lex µ
′
110
k′1−d11ω.
Let t′ be the smallest element, in the shortlex ordering on X∗2 , strictly bigger than t and
satisfying piT (t
′, ql(1)) = piT (t
′, ql(0)). Then for any x ∈ X
ω
2 , such that, for a ∈ {0, 1},
λT (t1
ω, ql(a)) <lex µ
′
a10
k′a−dax ≤lex λT (t
′1ω, ql(a)), there is a y ∈ X
ω
2 , independent of a, such
that for a ∈ {0, 1}, λT (y, ql(a)) = µ
′
a10
k′a−dax. Moreover, for a ∈ {0, 1}, µ′a10
k′a−da is a prefix of
λT (t
′1ω, ql(a)), and λT (t
′, ql(0))− µ
′10k
′
0−d0 = λT (t
′, ql(1))− µ
′
010
k′1−d1 .
Proof. By Lemma 3.8, λ(t′, ql(1)) is a proper prefix of λT (t, ql(1))φ¯
′ if and only if λT (t
′, ql(0)) is a
proper prefix of λT (t, ql(1))φ¯
′. In this case, λT (t, ql(1))φ¯
′− λ(t′, ql(1)) = λT (t, ql(0))φ¯
′− λ(t′, ql(0)).
Now, as max{k′1 − d1, k
′
0 − d0} > 0, and k
′
1 6= k
′
0, and since, for a ∈ {0, 1}, µ
′
a10
k′a−da is
a prefix of λT (t, ql(a)), the equalities, λT (t, ql(0)) − µ
′
010
k′0−d0 = λT (t, ql(1)) − µ
′
110
k′1−d1 and
λT (t, ql(1))φ¯
′ − λ(t′, ql(1)) = λT (t, ql(0))φ¯
′ − λ(t′, ql(0)) imply that, for a ∈ {0, 1}, µ
′
a10
k′a−da is a
prefix of λT (t
′, ql(a)). Moreover, by the same equalities, we also have λT (t
′, ql(0))− µ
′
010
k′0−d0 =
λT (t
′, ql(1))− µ
′
110
k′1−d1 .
If λT (t, ql(1))φ¯
′ is a prefix of λT (t
′, ql(1)), then by Lemma 3.8, there are m0,m1 ∈ N such
that, for a ∈ {0, 1}, λT (t
′, ql(a)) = λT (t, ql(a))φ¯
′0ma . However, by assumption on v and since
v ≤lex t <lex t
′, we must have that m1 = m0. Thus, once more λT (t
′, ql(0)) − µ
′
010
k′0−d0 =
λT (t
′, ql(1))− µ
′
110
k′1−d1 , since λT (t, ql(0))− µ
′
010
k′0−d0 = λT (t, ql(1))− µ
′
110
k′1−d1 .
Now let x ∈ Xω2 and, for a ∈ {0, 1}, suppose that λT (t, ql(a))φ
′1ω <lex µ
′
a10
k′a−dax ≤lex
λT (t
′1ω, ql(a)). Observe that Lql(a)(µ
′
a10
k′a−dax) = t′Lp′′(µ
′
a10
k′a−dax − λT (t
′, ql(a)), since the
points λT (t, ql(a))φ
′1ω and λT (t
′0ω, ql(a)) are equal on the interval. Further notice that as
λT (t
′, ql(0)) − µ
′
010
k′0−d0 = λT (t
′, ql(1)) − µ
′
110
k′1−d1 , µ′010
k′0−d0x − λT (t
′, ql(0) = µ
′
110
k′1−d1x −
λT (t
′, ql(1). Therefore, t
′Lp′′(µ
′
110
k′1−d1x − λT (t
′, ql(1)) = t
′Lp′′(µ
′
010
k′0−d0x − λT (t
′, ql(0)).
Thus, setting y = t′Lp′′(µ
′
110
k′1−d1x − λT (t
′, ql(1)), we have, for a ∈ {0, 1}, λT (y, ql(a)) =
µ′a10
k′a−dax.
Since Uµ′1 ⊆ im(ql(1)), there is a tmax which is the least element of X
∗
2 in the
shortlex ordering, such that v <lex tmax, piT (tmax, ql(1) = piT (tmax, ql(0)), and µ
′
110
k1−d11ω ∈
λT (tmax, ql(1)) im(piT (tmax, ql(1))). Thus, repeated applications of Claim 3.10, shows that for any
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x ∈ Xω2 , such that, for a ∈ {0, 1}, µ
′
a10
k′aφ1ω ≤ x ≤ µ′a10
k′a−da1ω, (x)h−1ql(0) = (x)h
−1
ql(1)
. Moreover
observe that for x ∈ Xω2 such that, µ
′
a10
k′a0ω ≤lex µ
′
a10
k′ax ≤lex µa10
k′aφ1ω, a ∈ {0, 1}, we
have Lql(a)(µ
′
a10
k′ax) = vLp′(x). Thus it is the case that for µ
′
a10
k′a0ω ≤ x ≤ µ′a10
k′a−da1ω,
(x)h−1ql(0) = (x)h
−1
ql(1)
.
The above paragraph now implies that, Lql(1)(µ
′
110
k′1−d1) = Lql(0)(µ
′
010
k′0−d0).
For a ∈ {0, 1}, let νa = µ
′
a10
k′a−da − λT (Lql(a)(µ
′
a10
k′a−da), ql(a)), and let Ra =
piT (Lql(a)(µ
′
a10
k′a−da), ql(a)). Then (νa, Ra) is a state of T
′, for a ∈ {1, 2}. Moreover, since for any
x ∈ Xω2 , Lql(a)(µ
′
a10
k′a−dax) = Lql(1)(µ
′
110
k′1−d1)LRa(νax), it follows that, as Lql(0)(µ
′
010
k′0−d0x) =
Lql(1)(µ
′
110
k′1−d1x) for all x ∈ Xω2 , and Lql(1)(µ
′
110
k′1−d1) = Lql(0)(µ
′
010
k′0−d0), then, LR0(ν0x) =
LR1(ν1x). Thus the states (ν1, R1) and (ν0, R0) are ω-equivalent states of T
′ and so represent
the same state of T−1.
Let (ξ, S) be any state of T ′, and, for a ∈ {0, 1} let δa ∈ Xω2 , be such that λT (δa, S) has ξ as
a prefix, and piT (δa, S) = ql(a). Then notice that LS(λT (δa, S)µ
′
a10
k′a−da) = δaLql(a)(µ
′
a10
k′a−da).
Thus, piT ′(λT (δa, S)µ
′
a10
k′a−da − ξ, (ξ, S)) = (νa, Ra). Since {ka − da | a ∈ {0, 1}} = {0, d}, and
d > 0, it follows that it is possible to read a word ending in 0 and a word ending in 1 to the same
location in T−1. As T−1 is strongly synchronizing this means that, for any word γ ∈ Xj−12 , the
map piT−1(γ, ) : QT−1 → QT−1 has only one image. This yields the desired contradiction, since
j is assumed to be the minimal synchronizing level of T−1. Thus we deduce that |T | = 1.
Therefore we see that if T ∈ T O2, and |T | > 1, then we may replace T with a conjugate
RTR such that |RTR| = 1. However, |RTR| = 1 if and only if |T | = 1, which yields the
desired contradiction.
4 The intersection T On ∩ Ln
The results of the previous section demonstrates that the intersection of T O2 with L2 is finite
and in particular, it is equal to the cyclic group of order 2. This leads us to consider the
intersection T Ln of the subgroups T On and Ln of On. We demonstrate in this section that
the group T Ln is C2 the cyclic group of order 2 when n is prime; is isomorphic to the direct
product of C2 with a finite cyclic group when n is a power of a prime; and, when n is not a
power of a prime, it is isomorphic to the group C2 × Z
Ω(n)−1 × Cl where l is a number related
to the prime decomposition of n and Ω(n) is the number of distinct primes dividing n.
We require some further results and definitions from the article [2].
Definition 4.1. Let T ∈ SOn. For a state q ∈ QT let Mq ∈ N be defined as follows. Since
im(q) is clopen, there is a minimal subset C ⊆ X∗n such that
⋃
c∈C Uc = im(q). Set Mq = |C|
and mq ∈ Zn−1 such that Mq ≡ mq (mod n− 1).
Set Un−1 to be the group of units of Zn−1. The following result is proved in [13].
Theorem 4.2. Let T ∈ SOn then for any pair of states q, q
′ ∈ QT , mq = mq′ . Moreover, the
map sig : On → Un given by T 7→ mq for a state q ∈ Q, is a homomorphism.
The following result, which combines a result from [13] with a result in [2] is crucial for the
results in this section.
Propostion 4.3. Let T ∈ Ln. Then there is a maximal number s(T ) a divisor of a power of
n which is not divisible by n and such that the following holds. For any state q ∈ QT there
are numbers l,m ∈ N0, and elements µ1, µ2, . . . , µs(T )nm ∈ X
l
n such that im(q) =
⋃
1≤a≤s Uµa .
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Moreover, for T,U ∈ Ln, if s is the maximal number not divisible by n s(T )s(U) = sn
j for
some j ∈ N, then s(TU) = s.
Define a group G(n) as follows. Let Gn be the submonoid of N generated by the prime
divisors of n. Define an equivalence relation ∼ on Gn such that u ∼ t if and only if u is a
power of n times t. Then G(n) := Gn/ ∼ is a finitely generated abelian group. It is shown in
[2] that G(n) ∼= ZΩ(n)−1 × Z/lZ where, if pl11 p
l2
2 . . . p
lΩ(n)
Ω(n) is the prime decomposition of n, then
l = gcd(l1, . . . , lr).
The following result is from [2] and is essentially a corollary of Proposition 4.3.
Theorem 4.4. The map s : Ln → G(n) by T 7→ s(T ) is an epimorphism.
We also require the result below which characterises when an element of SOn belongs to On
based on the map Π.
Theorem 4.5 (Bleak, Cameron, O). Let T ∈ SOn and suppose that (T )Π is a bijection. Then
T ∈ On.
As an immediate corollary we have:
Corollary 4.6. Let T ∈ T SOn and suppose that (T )Π is a bijection. Then T ∈ T On.
We begin with the following lemma.
Lemma 4.7. Let T ∈ T Ln. Then s(T ) = 1 if and only if |T | = 1.
Proof. Clearly if |T | = 1 then T has a single state inducing a homeomorphism of the interval
and so s(T ) = 1.
Let T ∈ T On be an orientation preserving element.
First assume that there is a state q ∈ QT that is a homeomorphism state. Since U0 ⊆ im(q),
it follows that λT (0, q) is a power of 0. Set pi = piT (i, q) for 0 ≤ i ≤ n−1. We note that U0 ⊆ Up0
since T has no states of incomplete response and U0 ⊆ im(q).
Now let l,m ∈ N0 and µ1 <lex µ2 <lex . . . <lex µnm ∈ X
l
n be such that im(p0) =⋃
1≤a≤nm Uµa . Since U0 ⊂ imp0, it must be the case that n
l−1 ≤ s and in fact,
⋃
1a≤nl−1 Uµa =
U0. However, since T has no states of incomplete response, it must be the case that
U1 ∩ im(p0) 6= ∅. This means that m = l and so µ1 <lex µ2 <lex . . . <lex µnl = X
l
n.
Thus p0 is a homeomorphism state.
However, since the image of every state of T induces an orientation preserving continuous
injection of the interval, the state q induces a homeomorphism of the interval. In particular
U0 ⊆ im(p1).
By repeating the arguments above, we see that this implies that p1 is a homeomorphism
state. An easy induction argument now implies that pi is a homeomorphism state for every i.
Thus if T contains a homeomorphism state, then all states of T are homeomorphism states.
We now argue that the unique state q0 ∈ QT which satisfies piT (0, q0) = q0 is a
homeomorphism state. To see this, observe that by Lemma 3.1 we have λT (0, q0) = 0, in
particular, since T is assumed minimal, U0 ⊂ im(q0). By preceding arguments we then conclude,
using Theorem 4.3 again, that q0 is a homeomorphism state.
Thus all states of T are homeomorphism states, in particular T is an invertible, synchronous
transducer. This means that all states of T induce bijections of Xn. Since T is an orientation
preserving element of T On, all states of T must induce the identity map on Xn. Therefore, T
is the single state identity transducer.
The result now follows.
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When n is not prime there are elements of T Ln which have minimal representatives of size
bigger than 1. We construct such elements below.
Example 4.8. Let d, e ∈ N be such that de = n. Construct a transducer T (d, e) as follows.
The state sate QT (d,e) = {q0, q1, . . . , qd−1}. The transition and output functions are gives as
follows. Let 0 ≤ i ≤ s − 1 and 0 ≤ j ≤ d − 1, write i = ad + b for some 0 ≤ b ≤ d − 1 and
0 ≤ a ≤ e− 1, we have piT (d,e)(ad+ b, qj) = qb and λT (d,e)(ad+ b, qj) = je+ a.
We note that T (d, e) is strongly synchronizing at level 1.
Fix a state qj for 0 ≤ j ≤ d − 1. First note that the image of qj is precisely the union⋃
1≤a≤s−1 Uje+a. This follows by induction using the following observation: for any 0 ≤ a ≤ e−1,
x = le+ b, 0 ≤ l ≤ d− 1, 0 ≤ b ≤ e− 1, piT (ad+ l, qj) = ql and λT (ad+ l, qj) = je+ a.
We note also that all states of T (d, e) are injective. For any state qj of T (d, e), λT (d,e)(x, qj) =
λT (d,e)(y, qj) for distinct x, y ∈ Xn if and only if there are 0 ≤ a ≤ e − 1 and distinct
0 ≤ b, c ≤ d − 1 such that x = ad + b and y = ad + c. In this case we therefore have
piT (d,e)(x, qj) = qb and piT (d,e)(y, qj) = qc. We then note that im(qb) ∩ im(qc) = ∅ by the
observation in the preceding paragraph.
Let x, y ∈ Xn. Write x = je + a and y = je + b. Then the state qj is the unique state for
which there are u, v ∈ Xn with λT (d,e)(uv, qj) = xy. Thus, as T (d, e) is synchronous, we see
that the induced map (T (d, e))Π on W∗n is in fact a bijection.
Lastly notice that since for j ≤ l, im(qj) <lex im(ql), then each state of T (d, e) preserves
the lexicographic ordering and so induces a continuous injection of the interval. Thus, by
Corollary 4.6, we conclude that T (d, e) is an orientation preserving element of T On. Note,
moreover, that, as observed above, s(T (d, e)) = e.
We now prove the main result of this section.
Theorem 4.9. The group T Ln = T On ∩ Ln is precisely the subgroup
〈R, T (n/p, p) : p is a prime dividing n〉
generated by R and the elements T (n/p, p) for p a prime divisor of n. Furthermore, writing
n = pl11 p
l2
2 . . . p
lr
r , where the pi are the distinct prime divisors of n, and setting l = gcd(l1, . . . , lr),
we have:
T Ln ∼= C2 × Z
Ω(n)−1 × Cl.
Proof. First note that by Proposition 4.3 and Lemma 4.7, if n is not prime, then for a prime
divisor p of n, T (n/p, p) has infinite order; if n = pl for a prime number l, then T (n/p, p) has
order l.
Let T ∈ T Ln be arbitrary. If T is not orientation preserving, then RT is. Thus suppose
that T is orientation preserving. Let p1 . . . pr be prime numbers and l1, . . . , lr ∈ N1 be natural
numbers such that s(T )pl−11 . . . p
lr
r = n
m for some m ∈ N. Then, by Proposition 4.3,
U := TT (n/p1, p1)
l1 . . . T (n/pr, pr)
lr ,
satisfies s(U) = 1. Thus Lemma 4.7 implies that U = id.
Hence we conclude that
〈R, T (n/p, p) : p is a prime dividing n〉 = T Ln.
Note that for p a prime divisor of n, s(RT (n/p, p)R) = s(T (n/p, p)). This means, by the
above arguments, that, (RT (n/p, p)R)−1 = T (n/p, p)−1. Therefore RT (n/p, p)R = T (n/p, p) and
T (n/p, p)R = RT (n/p, p).
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If n = pl for p a prime, then it is clear, from above, that the orientation preserving subgroup
of T Ln is equal to 〈T (n/p, p)〉 ∼= Cl. Thus, we see that when n = p
l, T Ln ∼= C2 × Cl.
Now suppose that n = pl11 . . . p
lr
r for r > 1 and pi the distinct prime divisors of n. Let u, v
be distinct prime divisors of n. Then, as before, we note that s(T (n/u, u)T (n/v, v)T (n/u, u)−1) =
s(T (n/v, v)) since s(T (n/u, u))s(T (n/u, u)−1) is a power of n. In particular, we again conclude,
by Lemma 4.7, that (T (n/u, u)T (n/v, v)T (n/u, u)−1)−1 = T (n/v, v)−1 and so T (n/u, u)T (n/v, v) =
T (n/v, v)T (n/u, u). Thus the generators of T Ln commute.
We therefore see that the restriction of the map s : Ln → G(n) to the subgroup T Ln yields
an isomorphism.
We note that Example 4.8 means that the map sig : T On → Un is unto the subgroup Un−1,n
generated by the divisors of n. However, it remains open whether Un−1,n is precisely the image
of the map sig.
5 An embedding Thompson’s group F into O2
The article [9] shows that Thompson group F embeds in the group of outer automorphisms of
generalisations Fn of F , and the Tn,n−1, n > 2. The article [13] extends this result to show that
F embeds into the groups T On,r and On,r of outer automorphisms of Tn,r and Gn,r respectively
whenever n ≥ 3. It is impossible that F embeds into T O2,1 the outer automorphism group of
T since T O2,1 is finite. However, the group O2,1 is infinite and so might possibly contain an
isomorphic copy of F . In this section we show that this is in fact the case. The embedding we
give arises from the marker constructions which have been used to great effect in the literature
surrounding the automorphisms of the shift dynamical system ([11, 6, 7, 12, 15]). In particular
we show that for any n ≥ 3, O2 contains an isomorphic copy of a subgroup O
x
n ≤ On,1 which
contains a copy of F .
Throughout we fix n ≥ 3 and 1 ≤ x ≤ n − 1. We consider the subset Oxn of On consisting
of all elements T which satisfy the following conditions:
X.1 there is a (necessarily) unique state qx ∈ QT such that piT (x, q) = qx for all q ∈ QT ;
X.2 for any state q ∈ QT , λT (x, q) = wx where w ∈ X
∗
n does not contain x;
X.3 for any word u ∈ X∗n and any state q ∈ QT such that w = λT (u, q) contains x, then there
is a minimal prefix u1 of u such that u1 does not contain x, λT (u1, q) does not contain x
and x is maximal suffix of λT (u1x, q) in {x}
∗.
Lemma 5.1. The subset Oxn is a subgroup of On,1
Proof. First observe that for T ∈ Oxn, the state qx must satisfy, by conditions X.2 and X.3,
λT (x, qx) = x.
Checking that Oxn is closed under taking products follows from direct computation applying
conditions X.1 to X.3.
It now remains to check that Oxn is closed under taking inverses.
Let T ′ be the inverse of T as in construction 2.4. Note that there is a minimal i ∈ N1 such
that Uxi ⊆ im(qx). However, by condition X.3, we must have that Lqx(x
i) = xi. For suppose
there is a word u ∈ X∗n which does not begin with x, such that λT (u, qx) has a prefix x. Then,
condition X.3 implies that there is a prefix u1 of u such that λT (u1, qx) = ε, λT (u1x, qx) = x
and piT (u1x, qx) = qx. However, this now contradicts the injectivity of qx. Therefore, it must
that qx is a homeomorphism state.
Thus, every element of Oxn possesses a homeomorphism state and so O
x
n ⊆ On,1.
16
Note that for any word u ∈ X∗n and any state q ∈ QT such that Uu ⊆ im(q), if u contains
x, then as qx is a homeomorphism state Lq(u) cannot be empty as there must be a prefix w of
Lq(u) such that piT (w, q) = qx by condition X.3. It therefore follows that any pair (u, q) ∈ QT ′
is such that u does not contain x.
Let (u, q) be any state of T ′ and v ∈ X+n be such that w = Lq(uv) contains x. Let w1 be the
minimal prefix of w such that w1x is a prefix of w. Let v1 be minimal such that Lq(uv1) has
w1x as a prefix. Then we see that λT (w1x, q) = νx is a prefix of uv1. Moreover, minimality of
w1 and the fact that px is a homeomorphism state, implies that λT (w1, q) does not contain x.
Therefore, by condition X.2, ν does not contain x. However, we now have that Lq(νx) = w1x
and so v1 = w1x. Thus v = v1v2 where λT ′(v1, q), a prefix of w1 does not contain x, and x is
the maximal suffix of λT ′(v1x, q) in {x}
∗.
We note that since qx is a homeomorphism state, Lq(ux) cannot be empty. Moreover, setting
µ = Lq(ux), we must have piT (µ, q) = qx and λT (µ, q) = ux as qx is a homeomorphism state.
Condition X.3 now implies that µ = µ1x where µ1 does not contain x and λT (µ, q) does not
contain x. Therefore we see that λT ′(x, (u, q)) = µ1x and piT ′(x, (u, q)) = (ε, qx).
We show that for any m ≥ 2, Om,1 contains a subgroup isomorphic to O
x
n using the marker
construction.
We need some terminology.
Definition 5.2. Let w1, w2 ∈ X
+
n , then w1 and w2 are said to overlap non-trivially, if no proper
suffix of w1 coincides with a proper prefix of w2 and no proper suffix of w2 coincides with a
proper prefix of w1. A word w ∈ X
∗
n is said to overlap itself trivially if it does not overlap with
itself non-trivially. A subset w ⊂ X∗n is said to have only trivial overlaps if no two elements of
w overlap non-trivially.
The following lemma is essentially a result in combinatorics on words. A proof in a more
general context can be found in [7].
Lemma 5.3. Let n ∈ N2, then there is a collection B = ∪i∈N1Bi ⊆ X
∗
n such that Bi contains i
words of equal length and Bi has only trivial overlaps.
Let T ∈ Oxn we construct an element fT ∈ Om,1 as follows. We define fT as the core of a
strongly synchronizng rational self-homeomorphism of Xωm.
Let B = {b0, b1, . . . , bn−1} ⊂ X
∗
m consists of words of equal length such that B has only
trivial overlaps. Let ι : B → Xn be the map bi 7→ i. The map ι extends naturally to a monoid
isomorphism ι : B → X∗n with inverse denoted ι
−1.
We define a function fT : X
ω
m → X
ω
m by first defining it on a dense subset of X
ω
m and then
taking the unique continuous extension to all of Xωm.
Let x = x0x1 . . . ∈ X
ω
m be such that x does not have an infinite suffix in B
∗. Let
{(si, ti)} ⊂ N × N be defined as follows. Firstly, s1 is minimal and t1 maximal such that
xs1 . . . xt1 ∈ B
+, t1 < s2 is minimal and s2 ≤ t2 maximal such that xs2 . . . xt2 ∈ B
+; inductively,
let ti < si+1 be minimal and si+1 ≤ ti+1 maximal, if they exists, such that xsi+1 . . . xti+1 ∈ B
∗.
We note that the fact that B has only trivial overlaps is means that an element of B+ which
occurs as a subword of x can only occur as a subword of xsi . . . xti for some i ∈ N1.
Set w0 = x0 . . . xs1−1, if s1 = 0, then w0 = ε, and for j ∈ N1 set wj = xtj+1 . . . xsj+1−1. For
i ∈ N, let vi = (xsi . . . xti)ι.
Define ui as follows: if vi ends in x, then ui = (λT (vi, qx))ι
−1; if vi does not end in x, then
λT (vix, qx) = (ui)ι
−1x, where we note that bx is not a suffix of ui. Let y ∈ X
ω
m be defined as
follows y = w0u1w1u2w2u2 . . .. Then set (x)fT := y. We note that the the fact that B only has
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trivial overlaps means that if {(s′i, ti′)} are defined for y analogously as for x, then, s
′
1 = |w0|,
t′1 = |u1|, and, inductively, s
′
i+1 = t
′
i + |wi| and t
′
i+1 = s
′
i+1 + |ui+1| .
We note that fT is continuous on the dense subset of X
ω
m consisting of all elements which
do not contain a right infinite suffix in B∗. Thus fT can be extended uniquely to X
ω
m.
Let U be the inverse of T in Oxn. We show that fT fU = id. This follows from the following
key observations. First observe that the state px of U satisfying piU(x, px) = px is such that
UpxTqx = id. Let w ∈ X
+
n be a word that does not end in x and let u ∈ X
+
n be defined such
that λT (wx, qx) = ux. Notice that u must necessarily not end in x by Condition X.3. Now,
since qx and px are homeomorphism states, and UpxTqx = id, we have λU (ux, px) = wx. In the
case where w ∈ X+n is a word that ends in x, then, λU (λT (w, qx), px) = w. The last sentence of
the previous paragraph now implies that fT fU = id on a dense subset of X
ω
m. Continuity now
implies that fT fU = id. Notice also that since T is strongly synchronizing and minimal, Tqx is
the identity map if and only if T is the single-state identity transducer. Thus we see that fT is
the identity map if and only if T is.
To conclude that Oxn embers in Om,1, it suffices to prove two things:
• for U, T ∈ Oxn, fT fU = fTU ;
• fT is induced by a core and strongly synchronizing transducer.
The first follows straightforwardly since if (qp)x, qx and px are the unique states of TU , T
and U such that, for (D, d) ∈ {(TU, qp), (T, q), (U, p)}, piD(x, dx) = dx, then (TU)(qp)x = TqxUpx .
The result now follows since fD is uniquely determined by the action of the state Dx.
For the second point we begin with the following observations. Let L be the size of the
common length of elements of B. Let T ∈ Oxn and let k be the unique synchronizing level of T .
Let w be a word of length kL. Now one of the following alternatives holds:
(a) w is an element of Bk,
(b) w has a prefix of the form uv1w1v2u where u is a suffix of an element of B, v1v2 ∈ B
+
and w1 has no element of B as a prefix or suffix;
(c) w has a suffix of the form v1w1v2u where u is a prefix of an element of B, v1, v2 ∈ B
+ and
w1 has no element of B as a prefix or suffix.
We consider alternatives (b) and (c) first. Suppose that w has a prefix of the form uv1w1v2
as described in (b). Let l = uv1w1v2 and let x ∈ X
ω
m be any element. Let i ∈ N be arbitrary
such that xi . . . xi+l−1 = uv1w1v2. We note that since B has only trivial overlaps, the natural
numbers sj ≤ tj such that xsj . . . xtj ∈ B
∗ and {sj , sj + 1, . . . , tj}contains the index i + |u| − 1
must satisfy, tj = i + |uv1| − 1. Thus, the trivial overlap condition, forces that the numbers
sj+1 ≤ tj+1 must also satisfy sj+1 = i+ |uv1w1| − 1 and tj ≥ i+ l− 1. In particular the action
of fT on the suffix v2xi+lxi+l+1 . . . is uniquely determined, by definition, by qx. Thus we see
that the word uv1w1v2 forces a unique local action of fT . Thus the word w forces a unique local
action of fT .
A very similar arguments shows that if w has a suffix v1w1v2u as described in alternative
(c), then w again prescribes a unique local action of fT determined by the suffix v1w1v2u.
Now suppose that w is an element of Bk. Let v be the element of Xkn given by (w)ι and
let qv be the state of T forced by v. Let x ∈ X
ω
m be arbitrary. Let i ∈ N be arbitrary such
that xi . . . xi+kL−1 = w. Let sj < tj be the natural numbers, such that xsj . . . xtj ∈ B
+ and
{sj , sj + 1, . . . , tj} contains i. Then, by the trivial overlap condition for B, tj ≥ i+ kL− 1 and
i = sj + ak for some a ∈ N. In particular, the action of fT on the suffix xi+kLxi+kL+1 . . . is
uniquely determined qv. Thus we see that the word w determines a unique local action of fT .
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Thus we see that fT is strongly synchronizing at level at most kL. To see that fT is core,
we observe that the local action induced by the word bx is precisely the action of fT .
We have thus proved the following result.
Theorem 5.4. Let m,n ∈ N2 then the group Om,1 contains an isomorphic copy of the group
Oxn for any x ∈ Xn.
We note that if T ∈ Oxn\Ln, then it is not hard to verify that fT is an element of Om,1\Lm.
If however T ∈ Oxn ∩ Ln, then fT ∈ Lm.
We now prove the main result of this section. To do this it suffices to show that Oxn for some
n ∈ N2 and some x ∈ Xn contains an isomorphic copy of Thompson’s group F .
Let n ∈ N3 and let x represent an arbitrary element of Xn\{0, n − 1}. Consider the
transducers below:
p q
s
t
0|0
x|x
n− 1|n− 1
x|n− 1x
0|ε
n− 1|(n − 1)2
x|x
0|0 n− 1|n− 1
x|x
n− 1|n− 10 0|0
Figure 1: An element B ∈ T On,1.
19
p q
t
s
t1
0|0
x|x
n− 1|n− 1
x|x
0|0
n− 1|n− 1
x|n− 1x
0|ε
n− 1|(n − 1)2
x|x
0|0 n− 1|n− 1
x|x
n− 1|n− 10 0|0
Figure 2: An element C ∈ T On,1.
We note that both B and C are elements of T On,1 ∩ O
x
n as they satisfy conditions X.1 to
X.3. Moreover, the paper [13] shows that the restrictions b, c of the elements Bp, Cp respectively
to the subspace {0, n−1}ω of Xωn gives an isomorphism from the subgroup 〈B,C〉 of T On,1∩O
x
n
to the group of homeomorphisms of {0, 1}ω generated by b and c. It is not hard to verify, that
the group 〈b, c〉 is in fact isomorphic to the copy of Thompson’s group F acting on the interval
[0, 1/2].
The above fact, together with the containments On,1 ≤ On,r 1 ≤ r ≤ n − 1, yield the
following corollary:
Corollary 5.5. Let n ∈ N2, then On,r contains an isomorphic copy of Thompson’s group F .
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