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HOMOGENEOUS HERMITIAN HOLOMORPHIC VECTOR BUNDLES AND
OPERATORS IN THE COWEN-DOUGLAS CLASS OVER THE POLY-DISC
PRAHLLAD DEB AND SOMNATH HAZRA
Abstract. In this article, we obtain two sets of results. The first set of complete results are
exclusively for the case of the bi-disc while the second set of results describe in part, which of
these carry over to the general case of the poly-disc:
A classification of irreducible hermitian holomorphic vector bundles over D2, homogeneous
with respect to Mo¨b×Mo¨b, is obtained assuming that the associated representations are
multiplicity-free. Among these the ones that give rise to an operator in the Cowen-Douglas
class of D2 of rank 1, 2 or 3 is determined.
Any hermitian holomorphic vector bundle of rank 2 over Dn, homogeneous with respect
to the n-fold product of the group Mo¨b is shown to be a tensor product of n − 1 hermit-
ian holomorphic line bundles, each of which is homogeneous with respect to Mo¨b and a
hermitian holomorphic vector bundle of rank 2, homogeneous with respect to Mo¨b.
The classification of irreducible homogeneous hermitian holomorphic vector bundles over
D2 of rank 3 (as well as the corresponding Cowen-Douglas class of operators) is extended
to the case of Dn, n > 2.
It is shown that there is no irreducible n - tuple of operators in the Cowen-Douglas class
B2(D
n) that is homogeneous with respect to Aut(Dn), n > 1. Also, pairs of operators in
B3(D
2) homogeneous with respect to Aut(D2) are produced, while it is shown that no n -
tuple of operators in B3(D
n) is homogeneous with respect to Aut(Dn), n > 2.
1. Introduction
We let Mo¨b denote the bi-holomorphic automorphism group of the unit disc D := {z ∈ C :
|z| < 1}. A bounded linear operator on a complex separable Hilbert space H is said to be
homogeneous with respect to the group Mo¨b if the spectrum σ(T ) of T is contained in D and, for
every g ∈ Mo¨b, g(T ) is unitarily equivalent to T . Indeed, since g ∈ Mo¨b is a rational function
with pole outside the closed disc D, it follows that g(T ) is well defined whenever the spectrum
σ(T ) of T is contained in D.
The class of homogeneous operators has been studied in a number of articles [2, 1, 6, 7, 14,
10, 18]. It is known that an irreducible homogeneous operator T acting on a Hilbert space H
is a block shift, specifically, H is the orthogonal direct sum of subspaces Vn, n ∈ I, where I
is either the set of a) integers, b) non-negative integers, or c) non-positive integers, such that
T (Vn) ⊂ Vn+1 for each n ∈ I, see [2, Definition 2.2].
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All irreducible homogeneous operators, for which dimVn ≤ 1 as well as dimVn ≤ 2, have been
classified in [2] and [18], respectively. The classification, in general, of irreducible homogeneous
operators in the Cowen-Douglas class over D has been completed (cf. [7]) recently by first obtain-
ing an explicit description of all the homogeneous hermitian holomorphic vector bundles over
D and then deciding which ones of these give rise to bounded operators in the Cowen-Douglas
class. The notion of a homogeneous operator has a natural generalization to commuting tuples
of operators. A commuting n - tuple of operators (T1, T2, . . . , Tn) is said to be homogeneous
with respect to a subgroup G of the group of bi-holomorphic automorphisms Aut(Dn) of Dn, if
the joint spectrum of (T1, T2, . . . , Tn) lies in D
n
and g(T1, T2, . . . , Tn) is unitarily equivalent with
(T1, T2, . . . , Tn) for all g ∈ G. In this generality, the focus has been on the study of commuting
tuples of homogeneous operators in the Cowen-Douglas class. First, we recall the definition of
the Cowen-Douglas class. This important class consisting of bounded operators was introduced
in [3], then modified to include pairs of operators in [4] and finally in [5] a class of commuting n -
tuple of bounded operators with similar properties was introduced. We reproduce the definition
following [5].
Let Ω ⊂ Cn be a bounded domain and DT : H → H ⊕ · · · ⊕ H be the operator given by the
formula: DTh = (T1h, . . . , Tnh), h ∈ H. A commuting n - tuple of bounded linear operators
T = (T1, . . . , Tn) on H is said to be in Br(Ω) if
• dimkerDT−zI = r, z ∈ Ω;
• ranDT−zI is closed in H⊕ · · · ⊕ H;
• the linear span of the vectors in kerDT−zI , z ∈ Ω is dense in H.
Following the ideas of [4], it is easy to establish a one to one correspondence between the unitary
equivalence class of commuting n - tuples in Br(D
n) and equivalence class of the corresponding
hermitian holomorphic vector bundle E over Dn. The equivalence class of the hermitian holo-
morphic vector bundle is the local equivalence of the hermitian structure. These vector bundles
are distinguished, among others, by the property that the hermitian structure on the fibre over
z ∈ Dn is induced from the inner product of a fixed Hilbert space H. It has been proved in [5] that
the corresponding n - tuple of operator T is simultaneously unitarily equivalent to the adjoint of
the n - tuple of multiplication operators M = (Mz1 , . . . ,Mzn) by the coordinate functions on a
Hilbert space HK possessing a reproducing kernel K.
An automorphism of a vector bundle π : E → Ω is a diffeomorphism gˆ : E → E such that
π ◦ gˆ = g ◦ π for some automorphism g : Ω → Ω. The bundle map gˆ is a lift of g. We say that
a holomorphic hermitian vector bundle E is homogeneous with respect to a subgroup G of the
bi-holomorphic automorphism group of Ω if the action of G on Ω is transitive and the lift of this
action is isometric.
The correspondence between unitary equivalence class of operators T in Br(Ω) and the local
hermitian equivalence class of hermitian holomorphic vector bundles ET on Ω determined by T
extends to homogeneous operators and homogeneous vector bundles. In this paper, we exploit
this correspondence in the case of Ω = Dn using the explicit representation theory of the identity
component of the automorphism group of Dn.
Thus the classification of homogeneous n - tuples of operators in Br(D
n) is the same as that of
the classification of homogeneous hermitian holomorphic vector bundles over Dn such that the
hermitian structure is induced from a reproducing kernel.
Main Question: What are the irreducible n - tuples of operators in Br(D
n), r ≥ 1 and n > 1,
which are homogeneous with respect to either the full automorphism group Aut(Dn), or the
subgroup Mo¨bn of Aut(Dn)? There will be a slight advantage if we replace the groups by their
universal covering groups while noting that it makes no difference to the question of homogeneity.
Homogeneous operators in Br(Ω) with respect to the automorphism group of an irreducible
bounded symmetric domain Ω have been studied in [8, 11, 15].
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Following the general principles outlined in [7, 8], it is evident that the irreducible homogeneous
holomorphic vector bundles over Dn of rank r are in one to one correspondence with r dimensional
indecomposable linear representations of the n-fold direct sum bn of the solvable Lie subalgebra
b ⊆ sl(2,C) consisting of lower triangular matrices. Among these, we want only those which are
skew-hermitian on the sub-algebra k, the main good property of these being that ρ(h) for any h
in the sub-algebra k is diagonalizable. This gives the hermitian structure for the homogeneous
holomorphic vector bundle. Thus the indecomposable r dimensional linear representations of the
Lie algebra bn with this additional property is one of the main ingredients of our proof. These
representations have been described for n = 1 in [9, Section 2, Page 6]. Let 1 be the trivial
representation and ρ be an indecomposable representation of b. For vi ∈ b, 1 ≤ i ≤ n, define the
representation of bn by the rule
ρ(v1)⊗ I ⊗ · · · ⊗ I + I ⊗ 1(v2)⊗ I ⊗ · · · ⊗ I + · · ·+ I ⊗ · · · ⊗ I ⊗ 1(vn)
acting on the n-fold tensor product of the representation spaces. This defines a family of in-
decomposable representations of bn. It is natural to ask if these are all the indecomposable
representations of bn. We show that the answer is affirmative if r = 1 or 2, see Theorem 6.5.
Moreover, we describe all indecomposable multiplicity-free (Definition 5.1) representations of b2
explicitly in terms of representations of b, see Theorem 5.3.
In the following section, we obtain a transformation rule for the curvature tensors of hermitian
holomorphic vector bundles over Dn homogeneous with respect to the universal covering group
of Mo¨bn which will be used in subsequent sections. Note that this formula (Proposition 2.1),
however, holds for any bounded domain Ω ⊂ Cn.
All holomorphic line bundles over Dn, which are homogeneous with respect to either the sub-
group Mo¨bn or the full automorphism group, are described in Section 2. Combining the change
of variable formula with the transformation rule of the curvature forced by homogeneity, we write
down the curvature (1, 1) form explicitly for a homogeneous operator in Br(D
n). Since the cur-
vature is a complete unitary invariant for n - tuple of operators in the Cowen-Douglas class of
rank 1, we obtain a complete list of unitarily inequivalent homogeneous tuples from the curvature
in Section 3. When this rank is more than 1, determining the class of homogeneous tuples in
Br(D
n) is much more difficult. In this paper, a complete list of inequivalent homogeneous tuples
in Br(D
n) is given for r = 2 and r = 3 in Theorem 6.7 and Theorem 8.6, respectively.
In Section 5, all indecomposable multiplicity-free (Definition 5.1) representations of b ⊕ b are
described. Consequently, we obtain a complete characterization of all irreducible hermitian
holomorphic vector bundles over D2 which are homogeneous with respect to Mo¨b2 and whose
associated representations are multiplicity-free. This classification result is then used in Section
6 and 8 to determine all irreducible n - tuple of operators in B2(D
n) and B3(D
n), respectively,
which are homogeneous with respect to Mo¨bn. It turns out, in the case of B3(D
n), that there are
irreducible homogeneous hermitian holomorphic vector bundles over Dn of rank 3 which do not
correspond to any n - tuple of operators in B3(D
n). We note that while all such representations
of dimension 2 are obtained from tensoring (n − 1) one dimensional representations and a two
dimensional representation of b, this is no longer true when the dimension is three, see Corollary
8.3. Also, the existence of an irreducible holomorphic vector bundle of rank 3 which is not
equivalent to the tensor product of a homogeneous holomorphic hermitian line bundle on Dn−1
and a homogeneous holomorphic hermitian vector bundle of rank 3 on the disc D follows from
it. Thus, unlike the case of B1(D
n), or B2(D
n), there exist n - tuples of homogeneous operators
in B3(D
n) that can not be obtained from the known list of homogeneous operators in Br(D)
described in [7] by taking tensor product.
In Section 7, a family of homogeneous irreducible n - tuple of operators in B3(D
n) is con-
structed which may be seen as a multi-variable analogue of the construction presented in [6]. It
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is then shown in Section 8 that this list is complete modulo unitary equivalence. Moreover, the
homogeneity with respect to the full automorphism group of Dn is also discussed at the end of
Section 8.
2. Curvature formulae for Quasi-invariant Kernels
Let Aut(Dn) be the group of all bi-holomorphic automorphisms of Dn. For any subgroup G of
Aut(Dn), let G˜ denote the universal cover of G. A reproducing kernel K : Dn ×Dn → M(r,C) is
said to be quasi-invariant if there exists a family of holomorphic functions Jg˜ : D
n → GL(r,C),
g˜ ∈ G˜ such that K satisfies the transformation rule
K(z,w) = J(g˜,z)K(gz, gw)J(g˜,w), z,w ∈ Dn, g˜ ∈ G˜
where g = p(g˜) and p : G˜ → G is the universal covering map. In this section, we first describe
the curvature of a quasi-invariant kernel. We also show that these kernels are intimately related
to the study of homogeneous operators in the Cowen-Douglas class.
Let e1, . . . , er be the standard unit vectors in C
r. For 1 ≤ i ≤ r, define si : Dn → HK to
be the anti-holomorphic map: si(w) := K(·,w)ei, w ∈ Dn. Clearly, (s1, . . . , sr) defines a trivial
anti-holomorphic hermitian vector bundle E of rank r on Dn. The fiber of E at w is the r -
dimensional subspace
{
K(·,w)x : x ∈ Cr} and the hermitian structure at w is given by the
positive definite matrix K(w,w). Thus the curvature K of the vector bundle E is a (1, 1) form
given by the formula:
K(w) =
n∑
i,j=1
∂i
[
K(w,w)−1∂jK(w,w)
]
dwi ∧ dw¯j .
Although, not very common, we will let
K(w) = (Kij(w)) , w ∈ Dn,
where Kij(w) := ∂i
[
K(w,w)−1∂jK(w,w)
]
is the co-efficient of dwi ∧ dw¯j in K. We obtain a
transformation rule for the curvature whenever the kernel K is quasi-invariant.
Proposition 2.1. Let G be a subgroup of Aut(Dn). Suppose Jg˜ : D
n → GL(r,C), g˜ ∈ G˜, is
holomorphic and K : Dn × Dn → M(r,C) is a kernel. If K is quasi-invariant with respect to J,
then we have
K(z) = (Dg(z)t ⊗ (J(g˜,z)∗)−1)K(g(z))(Dg(z)⊗ J(g˜,z)∗)
for g˜ ∈ G˜ with g = p(g˜), p : G˜→ G is the universal covering map and z,w ∈ Dn.
Proof. Let g˜ ∈ G˜ with g = p(g˜) and consider the kernel Kg : Dn × Dn → M(r,C) defined by
Kg(z,w) = K(g(z), g(w)). Since K is quasi-invariant with respect to J , we have
K(z,w) = J(g˜,z)K(g(z), g(w))J(g˜,w)∗
from which it follows that
Kijg (z) = ∂i
[
Kg(z,z)
−1∂jKg(z,z)
]
= ∂i
[
J(g˜,z)∗K(z,z)−1J(g˜,z)
{
J(g˜,z)−1∂jK(z,z) (J(g˜,z)
∗)−1
+ J(g˜,z)−1K(z,z)∂j (J(g˜,z)
∗)−1
}]
= ∂i
[
J(g˜,z)∗K(z,z)−1∂jK(z,z) (J(g˜,z)
∗)−1 + J(g˜,z)∗∂j (J(g˜,z)
∗)−1
]
= J(g˜,z)∗∂i
[
K(z,z)−1∂jK(z,z)
]
(J(g˜,z)∗)−1
= J(g˜,z)∗Kij(z) (J(g˜,z)∗)−1 .
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This gives us
(2.1) Kg(z) = (I ⊗ J(g˜,z)∗)K(z)
(
I ⊗ (J(g˜,z)∗)−1) .
Also using the chain rule, we obtain
(2.2) Kg(z) =
(
Dg(z)t ⊗ I)K(g(z))(Dg(z)⊗ I) .
Combining ( 2.1 ) and ( 2.2 ), we have
K(z) = (Dg(z)t ⊗ (J(g˜,z)∗)−1)K(g(z))(Dg(z)⊗ J(g˜,z)∗) .
verifying the transformation rule for the curvature K. 
The authors have benefited from the discussions with Kui Ji, Dinesh Kumar Keshari and Surjit
Kumar in obtaining the curvature formula in Proposition 2.1.
Since G acts transitively on Dn, there is a gz in G with gz(z) = 0 for each z ∈ Dn. Substituting
gz in the transformation rule for the curvature obtained in Proposition 2.1, we see that the
curvature at any z ∈ Dn, is determined from its value at 0.
Corollary 2.2. With notations and assumptions as in Proposition 2.1, we have
K(z) = (Dgz(z)t ⊗ (J(g˜z ,z)∗)−1)K(0)(Dgz(z)⊗ J(g˜z ,z)∗) ,
where gz is in G with gz(z) = 0 and g˜z ∈ G˜ is such that p(g˜z) = gz for each z ∈ Dn.
Lemma 2.3. Let Jg˜ : D
n → GL(r,C), g˜ ∈ G˜ be holomorphic and K : Dn × Dn → M(r,C) be a
kernel. If K is quasi-invariant with respect to J and G = Mo¨bn, then Kij(0) is nilpotent whenever
i 6= j. Furthermore, suppose G is the group Aut(Dn). Then Kij(0) is nilpotent for 1 ≤ i, j ≤ n,
i 6= j, and all the Kii(0) are mutually similar for 1 ≤ i ≤ n.
Proof. Since K is quasi-invariant with respect to J , it follows from Lemma 2.1 that
K(z) = (Dg(z)t ⊗ (J(g˜,z)∗)−1)K(g(z))(Dg(z)⊗ J(g˜,z)∗)
for all g in Mo¨bn and z in Dn. Let k ∈ Mo¨bn be such that k(z1, z2, . . . , zn) = (k1z1, k2z2,. . . ,
knzn) for (z1, z2, . . . , zn) in D
n where modulus of each ki is 1. Then Dk(0) = diag(k1, k2, . . . , kn)
is the diagonal matrix with diagonal entries k1, . . . , kn. Now replacing g by k with k˜ ∈ G˜ such
that p(k˜) = k and z by 0 in the equation appearing above, we get
K(0) =
(
Dk(0)t ⊗ (J(k˜, 0)∗)−1
)
K(0)
(
Dk(0) ⊗ J(k˜, 0)∗
)
which is equivalent to the equation:(
Dk(0) ⊗ J(k˜, 0)∗
)
K(0) = K(0)
(
Dk(0)⊗ J(k˜, 0)∗
)
.
Now equating the (i, j)th block from both sides, we get
k¯iJ(k˜, 0)
∗Kij(0) = k¯jKij(0)J(k˜, 0)∗.
Thus if i 6= j, Kij(0) is similar to kik¯jKij(0) for all ki, kj in the unit circle. This means that 0 is
the only eigenvalue of Kij(0), i 6= j and therefore Kij(0), i 6= j, is nilpotent.
Now assume that G = Aut(Dn). Since K is quasi-invariant with respect to J , K is also quasi-
invariant with respect to J |
M˜o¨b
n
×Dn
. It then follows from the first part that Kij is nilpotent if
i 6= j.
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Let σk ∈ Aut(Dn) be the automorphism such that σk(z1, z2, . . . , zn) = (k2z2, k1z1, . . . , knzn)
for (z1, z2, . . . , zn) in D
n where each ki is in the unit circle. Then
Dσk(0) =

0 k2 0 . . . 0
k1 0 0 . . . 0
...
...
...
. . .
...
0 0 0 . . . kn
 .
Replacing g by σk and z by 0 in Lemma 2.1, we obtain
Dσk(0) ⊗ J(σ˜k, 0)∗K(0) = K(0)Dσk(0)⊗ J(σ˜k, 0)∗.
Equating the (1, 2) block from both sides of the equation, we get
J(σ˜k, 0)
∗K22(0) = K11(0)J(σ˜k, 0)∗.
Since J(σ˜k, 0)
∗ is invertible, it follows that K11(0) and K22(0) are similar. Similar reasoning shows
that Kii(0) and Ki+1 i+1(0) are similar for all i. 
3. Homogeneous tuples in B1(D
n)
In this section, we describe all homogeneous operators in B1(D
n) with respect to both the
group Mo¨bn and the full automorphism group Aut(Dn).
Theorem 3.1. Assume that the adjoint of the n-tuple of multiplication operators (Mz1 ,Mz2 , . . . ,
Mzn), defined on a reproducing kernel Hilbert space HK , is in B1(D
n). Then
(a) the n - tuple (Mz1 ,Mz2 , . . . ,Mzn) is homogeneous with respect to Mo¨b
n if and only if
K(z,w) = h(z)
( n∏
i=1
1
(1− ziwi)λi
)
h(w), z,w ∈ Dn, λi > 0,
for some non-vanishing holomorphic function h : Dn → C;
(b) the n - tuple (Mz1 ,Mz2 , . . . ,Mzn) is homogeneous with respect to Aut(D
n) if and only if
K(z,w) = h(z)
( n∏
i=1
1
(1− ziwi)λ
)
h(w), z,w ∈ Dn, λ > 0,
for some non-vanishing holomorphic function h : Dn → C.
Proof. (a) It is well-known that the n - tuple (M∗z1 , . . . ,M
∗
zn
) on the Hilbert space HK with
K(z,w) =
∏n
i=1(1 − ziwi)−λi is in B1(Dn). It is also easy to verify that this reproducing kernel
is quasi-invariant with respect to Jg˜(z) =
∏n
i=1(g
′
i(zi))
λi
2 , for z ∈ Dn and g = (g1, . . . , gn) with
gi(z) = e
iθi zi−ai
1−aizi
, implying that the n - tuple (M∗z1 , . . . ,M
∗
zn
) is homogeneous with respect to
Mo¨bn. This is the proof in one direction.
For the proof in the other direction, note that the existence of a holomorphic map Jg˜, g˜ ∈ M˜o¨b
n
,
with p(g˜) = g such that
K(z,w) = J(g˜,z)K(gz, gw)J(g˜,w), z,w ∈ Dn, g˜ ∈ M˜o¨bn
follows from [10, Theorem 3.1].
Let aij be the ij - th entry of K(0). From Lemma 2.3, it follows that aij = 0 if i 6= j. This
shows that K(0) = diag(a11, a22, . . . , ann). Now Corollary 2.2 gives
K(z) = Dgz(z)tK(0)Dgz(z) = diag
(
a11
(1− |z1|2)2 ,
a22
(1− |z2|2)2 , . . . ,
ann
(1− |zn|2)2
)
,
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where gz(w) = −( w1−z11−z¯1w1 , . . . , wn−zn1−z¯nwn ), z,w ∈ Dn. Let λi = aii, 1 ≤ i ≤ n. Recalling that
K1 = K2 if and only if K2 = hK1h¯ for some non-vanishing holomorphic function h, we conclude
that
K(z,w) = h(z)
(
n∏
i=1
1
(1− ziwi)λi
)
h(w),
h non-vanishing holomorphic on Dn. Since K is a positive definite kernel, it follows that λi > 0,
1 ≤ i ≤ n.
(b) The proof in the forward direction follows from the proof in the same direction of part (a).
For the other direction, note that K is quasi-invariant with respect to Aut(Dn). So Proposition
2.1 yields
(3.1) K(z) = Dg(z)tK(g(z))Dg(z), z ∈ Dn g ∈ Aut(Dn).
Since Mo¨bn is a subgroup of Aut(Dn), it follows that (Mz1 ,Mz2 , . . . ,Mzn) is homogeneous with
respect to the group Mo¨bn. Therefore, K(0) = diag(a11, a22, . . . , ann) where aii > 0, 1 ≤ i ≤ n.
Now applying Lemma 2.3, we obtain aii = a11 for all i. Putting λ = a11, we have K(0) =
diag(λ, λ, . . . , λ). Now Corollary 2.2 gives
K(z) = Dgz(z)tK(0)Dgz(z) = diag
(
λ
(1− |z1|2)2 ,
λ
(1− |z2|2)2 , . . . ,
λ
(1− |zn|2)2
)
, z ∈ Dn,
where gz(w) = −( w1−z11−z¯1w1 , . . . , wn−zn1−z¯nwn ), z,w ∈ Dn. This implies that
K(z,w) = h(z)
(
n∏
i=1
1
(1− ziwi)λ
)
h(w)
for some holomorphic function h on Dn. 
4. Homogeneous vector bundles
In this section, we study hermitian holomorphic vector bundles over Dn homogeneous with
respect to some closed subgroup of the group of bi-holomorphic automorphisms of Dn. We begin
with a commuting tuple which is homogeneous with respect to the group Mo¨bn .
Let T = (T1, . . . , Tn) ∈ Br(Dn). It follows that T is unitarily equivalent to g(T ) if and only if
g lifts to a bundle automorphism of the hermitian holomorphic vector bundle E associated to T
for g ∈ Mo¨bn. Further, we recall from [6, Theorem 6.1] that the universal covering group M˜o¨bn
of Mo¨b acts on E as described in the theorem below.
Theorem 4.1. Let T = (T1, . . . , Tn) be a tuple of commuting operators in Br(D
n) homogeneous
with respect to the group Mo¨bn. Then the universal covering group M˜o¨b
n
of Mo¨bn acts on the
hermitian holomorphic vector bundle E associated to T .
On the other hand, we point out from [10, Theorem 3.1] that T = (T1, . . . , Tn) ∈ Br(Dn) is
homogeneous with respect to Mo¨bn if and only if the tuple of multiplication operators M =
(Mz1 , . . . ,Mzn) on HK is homogeneous with respect to Mo¨bn which is again equivalent to the
fact that K satisfies the following equation
K(z,w) = J(g˜,z)K(g(z), g(w))J(g˜, w)∗, z,w ∈ Dn, g˜ ∈ M˜o¨bn,(4.1)
where g = p(g˜), p : M˜o¨b
n → Mo¨bn is the universal covering map and, for g˜ ∈ M˜o¨bn, J(g˜, ·) :
Dn → GL(r,C) is a holomorphic mapping. Moreover, it is observed from the discussion made
in [7, Section 1.4] that for a homogeneous n - tuple of operators T = (T1, . . . , Tn), the mapping
J(g˜, ·) is obtained as follows:
J(g˜,z) = φz ◦ g˜−1z ◦ φ−1g(z)(4.2)
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where φ is global trivialization of the bundle E → Dn, φz : Ez → Cr, φg(z) : Eg(z) → Cr and
g˜z : Ez → Eg(z) are all linear isomorphisms. We observe, for g˜, h˜ ∈ M˜o¨b
n
with g = p(g˜), h = p(h˜)
and z ∈ Dn, that
J(h˜g˜,z) = J(g˜,z)J(h˜, g(z))
which implies that J : M˜o¨b
n × Dn → GL(r,C) is a cocycle. Note that any other choice of
trivialization of E yields an equivalent cocycle.
Let gz be an element in Mo¨b
n which maps z to 0, that is, gz(z) = 0 and g˜z ∈ M˜o¨b
n
be such
that p(g˜z) = gz . For a quasi-invariant kernel K, we have that
K(z,z) = J(g˜z ,z)K(0, 0)J(g˜z ,z)
∗.(4.3)
Thus it shows that K(z,z) is uniquely determined byK(0, 0) provided J : M˜o¨b
n×Dn → GL(r,C)
is known. Let K be the subgroup of Mo¨bn consisting of elements which fix the origin and
K˜ ⊂ M˜o¨bn be the subgroup such that p(K˜) = K. Then, for any k˜ ∈ K˜, we have that
K(0, 0) = J(k˜, 0)K(0, 0)J(k˜, 0)∗.(4.4)
In other words, the inner product 〈K(0, 0)·, ·〉 is invariant under J(k˜, 0) for every k˜ ∈ K˜. Thus
any positive definite matrix K(0, 0) defines, via ( 4.3 ), a hermitian structure on the homoge-
neous vector bundle E → Dn determined by J(g˜,z), z ∈ Dn, g˜ ∈ M˜o¨bn. Therefore, finding all
homogeneous operators in Br(D
n) amounts to
(i) obtaining a classification of all homogeneous hermitian holomorphic vector bundles over
Dn by determining all the cocycles J : M˜o¨b
n × Dn → GL(r,C) holomorphic in z;
(ii) determining among these which homogeneous bundles “correspond” to a holomorphic
curve in the Grassmannian of rank r of some Hilbert space H possessing a reproducing
kernel K
(iii) and finally showing that the adjoint of the multiplication by the coordinate functions on
the Hilbert space is bounded and is in the class Br(D
n).
The bulk of the work in this paper goes into settling item (i) of the list we have just made up.
This involves understanding the representations of the group M˜o¨b
n
given the detailed knowledge
of M˜o¨b. To settle item (ii) of this list, we have to find all K(0, 0) satisfying ( 4.4 ) such that the
polarization of the equation ( 4.3 ) yields a positive definite kernel K. Starting from the positive
definite kernel K, there is a canonical construction producing a Hilbert space HK for which K
serves as the reproducing kernel, (see [13, Theorem 2.14]). To settle (iii), one has to determine if
the commuting n - tuple of multiplication by the coordinate functions on the Hilbert space HK
are bounded and when they are, if the adjoint of this d - tuple of operators belongs to Br(D
n).
Recall that SU(1, 1) is the 2 - fold covering group of Mo¨b and let M˜o¨b be the universal covering
group of SU(1, 1). The unit disc D admits an action of the group SU(1, 1) by the rule,
g(z) =
az + b
b¯z + a¯
, g =
(
a b
b¯ a¯
)
∈ SU(1, 1), z ∈ D.
Therefore, the group G := SU(1, 1)n acts on Dn. Let G˜ be the universal covering group of
G. Evidently, composing with the covering map, an action of G˜ on Dn is obtained. Thus,
Dn ∼= G˜/K˜ ∼= G/K. We now describe the construction of all cocycles giving rise to an irreducible
hermitian holomorphic vector bundle over Dn which is homogeneous with respect to the group
G˜.
Let E be an irreducible hermitian holomorphic vector bundle over Dn which is homogeneous
with respect to the group G˜. Since Dn ∼= G˜/K˜, the smooth vector bundle E → Dn possesses
both a complex and hermitian structure. We let E(G˜, ρ)→ Dn denote the smooth vector bundle
HOMOGENEOUS VECTOR BUNDLES AND OPERATORS 9
obtained from the principal K˜ - bundle G˜ → G˜/K˜ and the representation ρ : K˜ → GL(r,C) of
the closed subgroup K˜. Since the vector bundle E is homogeneous with respect to G˜, it can be
shown that there exists a r dimensional representation ρ of K˜ such that E is of the form E(G˜, ρ)
equipped with an isometric action of G˜. Moreover, since the hermitian structure on E → Dn is
G˜ - invariant, there is a ρ(K˜) - invariant inner product on the representation space Cr.
In the discussion below, we follow the notation of [7]. The Lie algebra su(1, 1) of SU(1, 1) is
spanned by
X1 =
1
2
(
0 1
1 0
)
, X0 =
1
2
(
i 0
0 −i
)
and Y =
1
2
(
0 i
−i 0
)
.
Then the subalgebra corresponding to the rotation subgroup of SU(1, 1) is spanned by X0.
Let su(1, 1)C be the complexification of su(1, 1). Then su(1, 1)C is the Lie algebra of the
complexification of the group SU(1, 1) which is SL(2,C). The Lie algebra su(1, 1)C is spanned by
h = −iX0 = 1
2
(
1 0
0 −1
)
, x = X1 + iY =
(
0 1
0 0
)
and y = X1 − iY =
(
0 0
1 0
)
.
Let KC =
{(
z 0
0 z−1
)
: z ∈ C \ {0}}, P+ = {( 1 z0 1 ) : z ∈ C} and P− = {( 1 0z 1 ) : z ∈ C} be the sub-
groups of SL(2,C). The Lie algebras of KC, P+ and P− are tC =
{(
c 0
0 −c
)
: c ∈ C}, p+ =
{( 0 c0 0 ) : c ∈ C} and p− = {( 0 0c 0 ) : c ∈ C}, respectively. Let b denote the Lie algebra spanned by
{h, y}. Then b is the Lie algebra for the group KCP− which is a closed subgroup of SL(2,C).
It follows that the Lie algebra g of G (which is also the Lie algebra of G˜) is the direct sum of
n copies of su(1, 1) and Lie algebra k of the subgroup K is the direct sum of n copies of the
sub-algebra spanned by X0. Let g
C and kC be the complexified Lie algebras. We also let GC
be complex Lie group corresponding to the Lie algebra gC and B be the complex Lie subgroup
(KCP−)n corresponding to the sub-algebra bn := b ⊕ · · · ⊕ b, n times. Note that GC is simply
connected. We observe that
Dn ∼= G˜/K˜ →֒ GC/B ∼= (S2)n(4.5)
as an open subset. Moreover, GC → GC/B is a holomorphic principal B - bundle over (S2)n.
Since the representation space Cr admits a ρ(K˜) - invariant inner product and since K˜ is an
abelian group, for all k˜ ∈ K˜, ρ(k˜) are simultaneously diagonalizable. This representation ρ induces
a representation of the Lie algebra k which can be extended to obtain a representation of kC. Let us
also denote this new representation by the same letter ρ. It follows that ρ(hi) is a diagonal matrix
with respect to some suitable basis of Cr where {hi = (0, . . . , h, . . . , 0), yi = (0, . . . , y, . . . , 0)} is
the basis of i-th subalgebra bi of b
n. Furthermore, since E → Dn is a holomorphic vector bundle
it follows from [17, Theorem 3.6] that ρ can be extended to obtain a representation of the Lie
subalgebra bn. By a slight abuse of notation, we denote this new representation by the same
letter ρ.
Since the hermitian holomorphic vector bundle E → Dn is irreducible by assumption, it
follows that the representation ρ is indecomposable. Consequently, the identities [ρ(hi), ρ(hj)] =
[ρ(hi), ρ(yj)] = [ρ(yi), ρ(yj)] = 0 for i 6= j, i, j = 1, . . . , n, force each ρ(hi) to have an uninterrupted
string of eigenvalues −αi, . . . ,−(αi+ki−1) with appropriate multiplicities where −αi and −(αi+
ki−1) are the largest and the smallest eigenvalues of ρ(hi), respectively, for some positive integers
ki and 1 ≤ i ≤ n. However, the case n = 2 which we specifically need, is recorded in Lemma
5.2 (ii). Note that ρ can be written as the tensor product of the one dimensional representation
σ given by σ(hi) = αi and σ(yi) = 0, and the representation ρ
0 given by ρ0(hi) = ρ(hi) + αiI,
ρ0(yi) = ρ(yi), 1 ≤ i ≤ n, where yi = (0, . . . , y, . . . , 0) with y in the i-th position of the tuple.
Note that ρ0 gives rise to a holomorphic representation, to be denoted by the same letter
ρ0, of B whose derivative at identity is the representation ρ0. Indeed, writing each element
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a 0
b a−1
) ∈ KCP− with a ∈ C \ {0} and b ∈ C as exp(ba−1y + 2(log a)h), the map
(4.6)
(
a 0
b a−1
)
7→ exp
(
b
a
ρ0(y)
)
exp(2(log a)ρ0(h))
defines a representation of KCP−. We then extend this representation component-wise to obtain
a representation of B. Thus ρ0 together with the holomorphic principal B - bundle GC → (S2)n
give rise to the holomorphic vector bundle E(GC, ρ0)→ (S2)n which is homogeneous with respect
to the group GC. On the other hand, the one dimensional representation σ also gives rise to a
holomorphic line bundle L(GC, σ) → (S2)n. Moreover, the holomorphic vector bundle E → Dn
is isomorphic to the holomorphic bundle E(GC, σ)|Dn ⊗ E(GC, ρ0)|Dn → Dn obtained by pulling
back the bundle E(GC, σ)⊗E(GC, ρ0)→ (S2)n via the inclusion Dn →֒ (S2)n mentioned in ( 4.5 ).
From the discussion in the preceding paragraphs, it is enough to compute the cocycle corre-
sponding to the holomorphic homogeneous vector bundle E(GC, ρ0)|Dn → Dn. For this, we take
a local holomorphic section s(z) of GC → (S2)n over the open set Dn →֒ (S2)n which induces
a trivialization of the vector bundle E(GC, ρ0)|Dn → Dn. Then applying ( 4.2 ) for this trivial-
ization we have that the cocycle corresponding to the holomorphic homogeneous vector bundle
E(GC, ρ0)|Dn → Dn is
J0(g˜,z) = ρ0(s(z)−1g−1s(g(z)))(4.7)
where g = p(g˜), p : G˜→ SU(1, 1)n is the universal covering map. On the other hand, the cocycle
corresponding to the line bundle E(GC, σ)|Dn → Dn is
∏n
i=1(g
′
i(zi))
αi . Therefore, the cocycle
corresponding to the homogeneous bundle E → Dn is
J(g˜,z) =
n∏
i=1
(g′i(zi))
αiJ0(g˜,z).(4.8)
Now let g =
((
ai bi
ci di
))n
i=1
∈ SU(1, 1)n and, as a convenient choice, we take the local holomorphic
section s(z) of GC → (S2)n over the open set Dn →֒ (S2)n defined by
(4.9) s(z) =
((
1 z1
0 1
)
,
(
1 z2
0 1
)
, . . . ,
(
1 zn
0 1
))
.
Applying ( 4.7 ) for the trivialization induced by the holomorphic section s(z), we have that the
cocycle corresponding to the holomorphic homogeneous vector bundle E(GC, ρ0)|Dn → Dn is
J0(g˜,z) = ρ0
(
exp
(( −c1
c1z1 + d1
)
y1
)
exp ((2 log(c1z1 + d1)) h1) exp
(( −c2
c2z2 + d2
)
y2
)
exp ((2 log(c2z2 + d2)) h2) · · · exp
(( −cn
cnzn + dn
)
yn
)
exp ((2 log(cnzn + dn)) hn)
)
= exp
(( −c1
c1z1 + d1
)
ρ0(y1)
)
exp
(
(2 log(c1z1 + d1)) ρ
0(h1)
)
exp
(( −c2
c2z2 + d2
)
ρ0(y2)
)
exp
(
(2 log(c2z2 + d2)) ρ
0(h2)
) · · · exp(( −cn
cnzn + dn
)
ρ0(yn)
)
exp
(
(2 log(cnzn + dn)) ρ
0(hn)
)
,
where the last equality holds due to the definition of ρ0 given by the equation ( 4.6 ). Therefore,
we have that
J(g˜,z) =
( n∏
i=1
(g′i(zi))
αi
)
exp
(( −c1
c1z1 + d1
)
ρ0(y1)
)
exp
(
(2 log(c1z1 + d1)) ρ
0(h1)
)× · · ·
× exp
(( −cn
cnzn + dn
)
ρ0(yn)
)
exp
(
(2 log(cnzn + dn)) ρ
0(hn)
)
.(4.10)
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Thus every r - cocyle on G˜×Dn is obtained from a r dimensional indecomposable representation
of bn such that ρ is diagonalizable on the subalgebra spanned by the set {h1, . . . , hn} with
hi = (0, . . . , 0, h, 0, . . . , 0), where h is in the i-th slot. So in order to characterize all r - cocyles
on G˜×Dn, it is enough to classify all indecomposable r dimensional representations ρ of bn such
that each ρ(hi), 1 ≤ i ≤ n, is diagonalizable.
Consequently, in what follows, we assume without loss of generality that each ρ(hi), 1 ≤ i ≤ n,
is diagonalizable in the representation ρ of bn.
The description of all such indecomposable representations of b2 occupies the following section.
5. Classification of irreducible homogeneous hermitian holomorphic vector
bundles over D2
We describe, in this section, all irreducible hermitian holomorphic vector bundles over D2 ho-
mogeneous with respect to Mo¨b2 whose associated representations are multiplicity-free. Note that
it is equivalent to classifying all indecomposable multiplicity-free representations of the solvable
Lie subalgebra b2 of sl(2,C) ⊕ sl(2,C) such that each ρ(hi) is diagonalizable as described in the
previous section. Recall from Section 4 in [9] that a representation ρ of b is called multiplicity-free
representation if each eigenspace of ρ(h) is one dimensional. Adapting from the one variable case,
we define the multiplicity-free representations as follows.
Definition 5.1. A representation ρ : bn → gl(r,C) is said to be multiplicity-free if the linear
map Dρ : C
r → Cr ⊕ · · · ⊕Cr, defined by v 7→ (ρ(h1)v, . . . , ρ(hn)v) has distinct joint eigenvalues,
where hi = (0, . . . , 0, h, 0, . . . , 0), h ∈ b is in the i-th slot, i = 1, 2, . . . , n. In other words, each
subspace which is simultaneously an eigenspace of each one of the ρ(hi) (this subspace is called
joint eigenspace of Dρ) is 1-dimensional.
Let Vθ denote the joint eigenspace of Dρ corresponding to the joint eigenvalue θ = (θ1, θ2). It
follows from the definition of the representation ρ along with the identities
[hi, hj ] = [hi, yj ] = [yi, yj] = 0, if i 6= j and [hi, yi] = −yi, i = 1, 2,
that ρ(yi) maps Vθ to either 0 or Vθ−ǫi , i = 1, 2. We now describe some elementary properties of
multiplicity-free representations of b2 in the following lemma.
Lemma 5.2. For a fixed but arbitrary multiplicity-free representation ρ : b2 → gl(r,C), the
following two statements hold.
(i) If (λ, µ), (λ−1, µ), (λ, µ−1) and (λ−1, µ−1) are all joint eigenvalues of Dρ, then one of
ρ(y1)(V(λ,µ)) or ρ(y2)(V(λ−1,µ)) is 0 if and only if ρ(y1)(V(λ,µ−1)) = 0 or ρ(y2)(V(λ,µ)) = 0.
(ii) For some i ∈ {1, 2}, suppose α, β are two eigenvalues of ρ(hi) with α < β and no x ∈ R
with α < x < β is an eigenvalue of ρ(hi). Then ρ is decomposable, provided β − α 6= 1.
Proof. (i) It directly follows from the property that ρ(y1) and ρ(y2) commute. In other words,
the following diagram commutes.
V(λ,µ)
ρ(y1)
1
//
4 ρ(y2)

V(λ−1,µ)
ρ(y2) 2

V(λ,µ−1)
3
ρ(y1)
// V(λ−1,µ−1)
So the statement can be rephrased as follows: absence of one of the arrows 1 and 2 forces at
least one of the arrows of 3 and 4 to be absent in the above picture and vice versa.
(ii) Without loss of generality, we assume that α and β are eigenvalues of ρ(h1). It then
follows from the identity [ρ(h1), ρ(y1)] = −ρ(y1) that ρ(y1)v = 0 for any eigenvector v of ρ(h1)
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corresponding to the eigenvalue α. So consider two subspaces W1 = ⊕t≤αWt and W2 = ⊕t≥βWt
where the sum is taken over all eigenspaces Wt of ρ(h1) associated to the eigenvalue t. We now
observe that both W1 and W2 are invariant under ρ and C
r =W1 ⊕W2. 
From part (ii) of Lemma 5.2, we conclude: If ρ : b2 → gl(r,C) is an indecomposable multiplicity-
free representation, then there exist λi > 0, i = 1, 2, and s, t ∈ N such that λ1, λ1 − 1, λ1 −
2, . . . , λ1−s and λ2, λ2−1, λ2−2, . . . , λ2− t are distinct eigenvalues (with appropriate multiplici-
ties) of ρ(h1) and ρ(h2), respectively. Therefore, we set Vθ, θ = (θ1, θ2), to be the joint eigenspace
associated to the joint eigenvalue (λ1 − θ1, λ2 − θ2) without causing any ambiguity. Take Vθ to
be {0} if λ− θ is not a joint eigenvalue of Dρ where λ = (λ1, λ2).
For a given multiplicity-free representation ρ of b2, we associate a planar graph to it and then
relate the indecomposability of ρ to the connectedness of this graph. More precisely, this graph
is obtained by taking θ = (θ1, θ2) ∈ N ∪ {0} × N ∪ {0} as it’s vertices whenever Vθ is a joint
eigenspace of Dρ and the edge between two consecutive vertices θ and θ+ εj, j = 1, 2 exists when
ρ(yj)|Vθ 6= 0. It turns out that the connectedness of this graph is a necessary condition for ρ to be
indecomposable. However, in general, ρ may be decomposable even if the graph associated to it
is connected. We list below some properties of such graphs corresponding to an indecomposable
representation ρ.
P1 : For every 1 ≤ i ≤ s, if for any two 1 ≤ j1 < j2 ≤ t, both (λ1−i, λ2−j1) and (λ1−i, λ2−j2)
are joint eigenvalues of Dρ, then for every j1 ≤ j ≤ j2, so is (λ1 − i, λ2 − j).
P2 : For every 1 ≤ j ≤ t, if for any two 1 ≤ i1 < i2 ≤ s, both (λ1−i1, λ2−j) and (λ1−i2, λ2−j)
are joint eigenvalues of Dρ, then so is (λ1 − i, λ2 − j) for every i1 ≤ i ≤ i2.
P3 : For any two consecutive eigenvalues λ and λ− 1 of ρ(h1), there exists an eigenvalue µ of
ρ(h2) such that (λ, µ) and (λ− 1, µ) both are joint eigenvalues of ρ.
P4 : If both λ − θ and λ − θ − εj are joint eigenvalues of Dρ then ρ(yj) takes Vθ onto Vθ+εj ,
j = 1, 2.
Note that the property P1 (resp. P2) indicates that if two elements of N ∪ {0} × N ∪ {0} in a
vertical (resp. horizontal) line are vertices then every elements of N ∪ {0} × N ∪ {0} in between
them are also vertices. Property P3 says that if we consider two horizontal strings of vertices,
then there exist vertices with common second coordinates in each string and property P4 says
that any two consecutive vertices must be joined by an edge. We now show that these properties
actually characterize such representations.
Theorem 5.3. Let ρ : b2 → gl(r,C) be a multiplicity-free representation. Then ρ is indecompos-
able if and only if ρ satisfies P1, P2, P3 and P4.
Proof. We first show that the representation ρ satisfies P1, P2, P3 and P4 with the help of
mathematical induction on the number of distinct eigenvalues of ρ(h1) assuming that it is inde-
composable.
We begin with the case when ρ(h1) has only one eigenvalue. It follows that ρ(y1) = 0 and
consequently, ρ is indecomposable if and only if so is ρ|{0}⊕b. It is then easy to verify that ρ
satisfies P1, P2, P3 and P4.
Assume that if ρ(h1) has k distinct eigenvalues then ρ satisfies P1, P2, P3 and P4. Let ρ(h1) have
k+1 distinct eigenvalues, say, λ1, λ1−1, . . . , λ1−k with eigenspaces E0, E1, . . . , Ek, respectively,
for some positive real number λ1. It can be seen from the properties P1, P2, P3 and P4 that
• Cr = E0 ⊕ E1 ⊕ · · · ⊕ Ek;
• ρ(y1) maps Ei into Ei+1 and ρ(y1)|Ek = 0;
• ρ(y2) keeps each Ei invariant.
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Consider the representation ρ˜ := ρ|E1⊕E2⊕...⊕Ek . Clearly, ρ˜ is multiplicity-free. We show that ρ˜
is an indecomposable representation.
On the contrary, assume that A and B are two subspaces of E1 ⊕ . . . ⊕ Ek such that both A
and B are invariant under ρ˜ and Cr = A ⊕ B. Since ρ is multiplicity-free both A and B are
spanned by joint eigenspaces of ρ.
Let Λ = {(0, j) : ρ(y2)
(
V(0,j−1)
)
= 0 or (λ1, λ2 − j + 1) is not a joint eigenvalue}. For each
(0, j) ∈ Λ, define Λj = {(0, j + p) : either p = 0 or if p ≥ 1, then ρ(y2)
(
V(0,j+p−1)
) 6= {0}}.
We claim that if there exists (0, j + k) in Λj such that ρ(y1)
(
V(0,j+k)
)
is a non-zero element of
A, then there does not exist any (0, j + k′) in Λj such that ρ(y1)
(
V(0,j+k′)
)
is a non-zero element
of B.
Assume that ρ(y1)
(
V(0,j+k)
)
and ρ(y1)
(
V(0,j+k′)
)
are non-zero elements of A and B, respec-
tively, for some (0, j + k), (0, j + k′) ∈ Λj .
If k′ < k then there exists s, k′ ≤ s ≤ k such that ρ(y2)
(
V(1,j+s)
)
= 0. Part (i) of Lemma
5.2 yields that ρ(y1)
(
V(0,j+t)
)
= 0 for every t ≥ s such that (0, j + t) ∈ Λj . But it contradicts
that ρ(y1)
(
V(0,j+k)
) 6= {0} in A. On the other hand, for k < k′, a similar argument implies that
ρ(y1)
(
V(0,j+k′)
)
= 0, contradicting that ρ(y1)
(
V(0,j+k′)
)
is a non-zero element of B. This verifies
the claim.
Let ΛA = ∪jΛj where the union is taken over all j such that (0, j) ∈ Λ with the property that
there exists (0, j + k) in Λj such that ρ(y1)
(
V(0,j+k)
) 6= {0} in A. Consequently, the subspaces
A1 = A⊕
(⊕(0,k)∈ΛAV(0,k)) and B1 = B ⊕ (⊕(0,l)∈Λ\ΛAV(0,l)) decompose ρ.
Thus it shows that ρ˜ is indecomposable. Moreover, since ρ˜ = ρ|E1⊕...⊕Ek and ρ is multiplicity-
free so is ρ˜. Consequently, it follows from the induction hypothesis that ρ˜ satisfies P1, P2, P3 and
P4.
We now prove that ρ satisfies P1, P2, P3 and P4 as follows.
Proof of P1: Suppose that there exists j with j0 ≤ j ≤ p0 such that (λ1, λ2 − j) is not a
joint eigenvalue of Dρ. Set l = min{j′ : j0 ≤ j′ ≤ p0, and ρ(y2)|V(0,j′) = 0}. Note that the set
{j′ : j0 ≤ j′ ≤ p0, and ρ(y2)|V(0,j′) = 0} is non-empty, otherwise, (λ1, λ2 − j) would be a joint
eigenvalue of Dρ. Now either ρ(y2)|V(1,l) = 0 or ρ(y2)|V(1,l) 6= 0.
If ρ(y2)|V(1,l) = 0, we have from the induction hypothesis that none of (λ1 − 1, λ2 − j′) for
j′ ≥ l + 1 is a joint eigenvalue of Dρ. Consequently, the subspaces A0 = ⊕j′≥lV(0,j′) and B0 =
(E1 ⊕ · · · ⊕ Ek)⊕
(⊕j′≤lV(0,j′)) become reducing subspaces for ρ.
On the other hand, if ρ(y2)|V(1,l) 6= 0 it follows from Lemma 5.2 that ρ(y1)|V(0,j′) = 0 for j′ ≤ l
implying that the subspaces A1 = ⊕j′≤lV(0,j′) and B1 = (E1⊕· · ·⊕Ek)⊕
(⊕j′≥lV(0,j′)) decompose
ρ.
Thus for all j0 ≤ j ≤ p0, (λ1, λ1 − j) is a joint eigenvalue for Dρ completing the proof of P1.
Proof of P2: Since ρ satisfies P1 the induction hypothesis together with Lemma 5.2 yield that
ρ satisfies P2.
Proof of P3: Suppose that there does not exist any µ such that (λ1, µ) and (λ1 − 1, µ) are
joint eigenvalues of Dρ. It clearly follows that both the subspaces E1⊕E2⊕ · · · ⊕Ek and E0 are
invariant under ρ contradicting that ρ is indecomposable.
Proof of P4: A similar reasoning as in the cases of P1 and P2 shows that ρ is decomposable
whenever both λ− θ and λ− θ− εi are joint eigenvalues of Dρ such that ρ(yi)|Vθ = 0 for i = 1, 2.
For the converse, let us assume that ρ is decomposable and ρ satisfies P1, P2, P3 and P4. Let
A and B be two complementary subspaces of Cr such that both A and B are invariant under ρ.
Since ρ is multiplicity-free both A and B are spanned by joint eigenspaces of ρ.
Let l = min {i : there exists k such that (λ1 − i, λ2 − k) is a joint eigenvalue of Dρ and the
corresponding eigenvector is in B}.
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Suppose l > 0. Since ρ satisfies P3 there exists p such that both (λ1 − l + 1, λ2 − p) and
(λ1 − l, λ2 − p) are joint eigenvalues of Dρ. Then the condition P4 together with the fact that
the joint eigenvector corresponding to the joint eigenvalue (λ1 − l + 1, λ2 − p) is in A implying
that the joint eigenvector corresponding to the joint eigenvalue (λ1 − l, λ2 − p) is also in A. If
p < k the conditions P1 and P4 together imply that the joint eigenvector corresponding to the
joint eigenvalue (λ1 − l, λ2 − k) is in A which is a contradiction. If p > k again the conditions P1
and P4 imply that the joint eigenvector corresponding to the joint eigenvalue (λ1− l, λ2− p) is in
B which is again a contradiction. A similar contradiction is obtained in the case of l = 0 as well.
Thus we have shown that ρ cannot satisfy the conditions P1, P2, P3 and P4 simultaneously
whenever ρ is decomposable. 
The following corollary describes a multiplicity-free indecomposable representation of b2. The
proof is an easy consequence of Lemma 5.2 and the property P4.
Corollary 5.4. Suppose ρ : b2 → gl(r,C) is a multiplicity-free indecomposable representation
such that λ, λ−1 are eigenvalues of ρ(h1) with multiplicities m1,m2, respectively. If (λ, µ−j1−l),
0 ≤ l ≤ m1 and (λ− 1, µ− j2− k), 0 ≤ k ≤ m2 are joint eigenvalues of Dρ, then we have j2 ≤ j1
and j2 +m2 ≤ j1 +m1.
The theorem below provides a characterization of all the irreducible hermitian holomorphic
vector bundles over D2 homogeneous with respect to Mo¨b2 such that the associated representa-
tions are multiplicity-free.
Theorem 5.5. Let J : M˜o¨b
2 → GL(r,C) be the cocycle corresponding to irreducible hermitian
holomorphic vector bundle over D2 which are homogeneous with respect to Mo¨b2. Assume that
the associated representation is multiplicity-free. Then J takes the form
J(g˜,z) = exp
(
2∑
i=1
g′′i (zi)
2g′i(zi)
ρ(yi)
)
exp
(
2∑
i=1
(− log(g′i(zi))ρ(hi))
)
where ρ : b2 → gl(r,C) is a multiplicity-free indecomposable representation such that Vθ is the
joint eigenspace of Dρ = (ρ(h1), ρ(h2)) associated to the joint eigenvalue (λ1 − θ1, λ2 − θ2) and
ρ(yi)Vθ = Vθ+εi, i = 1, 2 for θ ∈ {(i, ji), . . . , (i, ji + mi) : 0 ≤ i ≤ s, ji ≥ ji′ , ji + mi ≥ ji′ +
mi′ , for i ≤ i′}. Here λ2 is the largest eigenvalue of ρ(h2), and s and m′is are natural numbers such
that λ1, λ1−1, . . . , λ1−s are eigenvalues of ρ(h1) with multiplicities m0,m1, . . . ,ms, respectively.
Proof. For the proof, we merely combine
[ρ(y1), ρ(h2)] = [ρ(y1), ρ(y2)] = [ρ(h1), ρ(h2)] = 0,
with Equation ( 4.10 ) and Corollary 5.4. 
Remark 5.6. Clearly, any one dimensional representation of bn is obtained by taking tensor
product of the one dimensional representations of b. This provides an independent validation of
Theorem 3.1.
6. Irreducible Homogeneous tuples in B2(D
n)
In this section, we describe all irreducible homogeneous tuples in B2(D
n) with respect to the
group G, which is taken to be either Mo¨bn or Aut(Dn). All irreducible tuples in B2(D
n) which
are homogeneous with respect to Mo¨bn have been described. However, we show that there is no
irreducible Aut(Dn) - homogeneous tuple in B2(D
n).
Definition 6.1. If the operators T1, . . . , Tn have no common reducing subspace, that is, there is
no projection that commutes with all of them, then we say that the n - tuple (T1, T2, . . . , Tn) is
irreducible.
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Let λ > 0 and A(λ) denote the reproducing kernel Hilbert space consisting of holomorphic
functions on the open unit disc D determined by the kernel K(λ)(z, w) = (1 − zw¯)−λ defined on
D. Also, let M (λ) denote the operator of multiplication by the coordinate function z on A(λ).
Finally, let A(λ,µ) be the reproducing kernel Hilbert space determined by the kernel
K(λ,µ)(z, w) =
( 1
(1−zw¯)λ
z
(1−zw¯)λ+1
w¯
(1−zw¯)λ+1
1
λ
+µ+zw¯
(1−zw¯)λ+2
)
defined on D. The operator M (λ,µ) is the multiplication by the coordinate function z on A(λ,µ).
It is well known (cf. Proposition 4, [12]) that any homogeneous operators in B1(D) are unitarily
equivalent to M (λ)
∗
for some λ > 0, and every irreducible homogeneous operator in B2(D) must
be unitarily equivalent to M (λ,µ)
∗
for some λ, µ > 0 [16, Theorem 4.1], [9, Corollary 4.1].
We prove that the n - tuple (Mz1 ,Mz2 , . . . ,Mzn) of multiplication operators by the coordinate
functions acting on the Hilbert space A(λ1,µ)⊗A(λ2)⊗ · · ·⊗A(λn) ⊆ Hol(Dn,C2) is irreducible for
µ > 0 and any tuple of positive real numbers λ = (λ1, . . . , λn). First, we prove a useful lemma.
Lemma 6.2. Let H1 and H2 be two Hilbert spaces and Ti be an irreducible operator on Hi for
i = 1, 2. Suppose P is a projection defined on H1 ⊗H2.
(a) If P commutes with I⊗T2, then there exists a projection P1 defined on H1 such that P = P1⊗I.
(b) If P commutes with T1⊗I, then there exists a projection P2 defined on H2 such that P = I⊗P2.
Proof. (a) Assume that dimH1 = N , where N can be∞. Let {ei : 1 ≤ i ≤ N} be an orthonormal
basis of H1. Define U : H1⊗H2 →
⊕N
i=1H2 by U(e1 ⊗ y) = (0, 0, . . . , y, 0, . . . , 0), y ∈ H2, where
y is in the i - th position. Then U is a unitary operator and U(I ⊗ T2)U∗ =
⊕N
i=1 T2.
Let P˜ = UPU∗. Suppose ((P˜ij))
N
i,j is the matrix representation of P˜ in the Hilbert space
⊕Ni=1H2 where P˜ij is an operator on H2. Since P˜ is a projection, it is evident that P˜ ∗ij = P˜ji for
all i, j.
Since P and I ⊗ T2 commute, the operators P˜ and ⊕Ni=1T2 also commute. This implies that
P˜ij commutes with T2 for each i, j. Since T2 is irreducible and both P˜
∗
ij (= P˜ji) and P˜ij commute
with T2, it can be seen that P˜ij = αijI for some αij ∈ C.
Thus we have P˜ = ((αijI)). Let P1 be the operator on H1 whose matrix representation with
respect to the orthonormal basis {ei : 1 ≤ i ≤ N} is ((αij)). Since P˜ = ((αijI)) is a projection, it
follows that P1 is also a projection and P = P1 ⊗ I.
(b) Let V : H1⊗H2 → H2⊗H1 be the unitary operator defined by V (h1⊗h2) = h2⊗h1, h1 ∈
H1, h2 ∈ H2. Conjugating P and T1 ⊗ I by V and applying (a), the proof of (b) follows. 
Theorem 6.3. The n - tuple (Mz1 ,Mz2 , . . . ,Mzn) of multiplication operators by the coordinate
functions acting on the Hilbert space A(λ1,µ) ⊗ A(λ2) ⊗ · · · ⊗ A(λn) ⊆ Hol(Dn,C2) is irreducible.
Proof. Evidently, the n - tuple (Mz1 ,Mz2 , . . . ,Mzn) is simultaneously unitarily equivalent to the
tuple
(M (λ1,µ) ⊗ I ⊗ · · · ⊗ I ⊗ I, I ⊗M (λ2) ⊗ I ⊗ · · · ⊗ I, . . . , I ⊗ · · · ⊗ I ⊗M (λn))
acting on A(λ1,µ) ⊗ A(λ2) ⊗ · · · ⊗ A(λn).
Let P be a projection which commutes with I⊗· · ·⊗ I⊗M (λn). Then there exists a projection
P1 defined on A
(λ1,µ)⊗A(λ2)⊗· · ·⊗A(λn−1) such that P = P1⊗ I by virtue of Lemma 6.2. Now P
commutes with I ⊗ · · · ⊗ I ⊗M (λn−1)⊗ I implying that P1 commutes with I ⊗ · · · ⊗ I ⊗M (λn−1).
Again applying Lemma 6.2, we obtain a projection P2 such that P1 = P2 ⊗ I.
Continuing in this manner, we see that P = Pn−1 ⊗ I ⊗ · · · ⊗ I, where Pn−1 is a projection
defined on A(λ1,µ) and it commutes with M (λ1,µ). Since M (λ1,µ) is irreducible Pn−1 is either 0 or
I. This proves that the given tuple is irreducible. 
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Recall that D+α is the holomorphic Discrete series representation of Mo¨b on A
(α), α > 0, and
D+λ,µ is the multiplier representation of Mo¨b on A
(λ,µ) given by the cocyle
J(g˜, z) =
 (g′(z))λ2 0g′′(0)
2(g′(0))
3
2
(g′(z))
λ+1
2 (g′(z))
λ+2
2
 .
It is easy to see that the n - tuple of multiplication by the coordinate functions (Mz1 , . . . ,Mzn)
acting on the Hilbert space A(λ1,µ)⊗A(λ2)⊗· · ·⊗A(λn) is homogeneous under the action of Mo¨bn
with associated representation D+λ1,µ ⊗D+λ2 ⊗ · · · ⊗D+λn of Mo¨bn.
Theorem 6.4. Let λi, µ be positive real numbers where i = 1, 2, . . . , n. The n - tuple of mul-
tiplication by the coordinate functions (Mz1 ,Mz2 , . . . ,Mzn) acting on the Hilbert space A
(λ1,µ) ⊗
A(λ2) ⊗ · · · ⊗ A(λn) is not homogeneous under the action of Aut(Dn).
Proof. The reproducing kernel of the Hilbert space A(λ1,µ) ⊗ A(λ2) ⊗ · · · ⊗ A(λn) is
K(λ,µ)(z,w) =
 1(1−z1w¯1)λ1 z1(1−z1w¯1)λ1+1
w¯1
(1−z1w¯1)λ1+1
1
λ1
+µ+z1w¯1
(1−z1w¯1)λ1+2
 n∏
i=2
1
(1− ziw¯i)λi
where λ = (λ1, . . . , λn). Since the n - tuple of multiplication by coordinate functions is homoge-
neous, for each g˜ ∈ ˜Aut(Dn), there exists a holomorphic map Jg˜ : Dn → GL(2,C) such that K(λ,µ)
is quasi-invariant with respect to J . It follows from Lemma 2.3 that K(λ,µ)11 (0) and K(λ,µ)nn (0) are
similar. A straightforward computation shows that
K(λ,µ)11 (0) =
λ1 − ( 1λ1 − µ2)−1 0
0 λ1 + 2 +
(
1
λ1
− µ2
)−1
 and K(λ,µ)nn (0) = (λn 00 λn
)
.
This implies that K(λ,µ)11 (0) and K(λ,µ)nn (0) can not be similar. Consequently, the n - tuple
(Mz1 ,Mz2 , . . . ,Mzn) can not be homogeneous under the action of Aut(D
n). 
So far, we have obtained all irreducible homogeneous tuples in B2(D
n) under the action of
Mo¨bn. As a result, the hermitian holomorphic vector bundle associated to these n - tuples are
irreducible. Moreover, from Theorem 4.1 it is clear that this vector bundle admits an action of
the universal covering group G˜ of G where G is the group Mo¨bn.
Theorem 6.5. Suppose ρ : bn → gl(2,C) is a two dimensional indecomposable representation
such that ρ(hi) is diagonalizable for all i. Then ρ|b1 is indecomposable where b1 = b⊕{0}⊕ · · · ⊕
{0}. Furthermore, ρ(hj) = αjI2 and ρ(yj) = 0 for all j = 2, . . . , n where αj ∈ C.
Proof. We begin by pointing out that ρ(h1), ρ(h2), . . . , ρ(hn) are simultaneously diagonalizable
by means of the fact that hi and hj commute, for i 6= j, i, j = 1, . . . , n. Since ρ is indecomposable
there exists 1 ≤ i ≤ n such that ρ(yi) 6= 0. Without loss of generality, let us assume that
i = 1. It follows from the identity [ρ(h1), ρ(y1)] = −ρ(y1) that ρ(h1) has distinct eigenvalues.
Consequently, ρ(yj) = 0, j = 2, . . . , n since [ρ(h1), ρ(yj)] = 0 and [ρ(hj), ρ(yj)] = −ρ(yj), for
j = 2, . . . , n. Thus ρ|b1 is indecomposable. Furthermore, it follows from [ρ(hj), ρ(y1)] = 0 that
ρ(hj) = αjI2 for some αj ∈ C for all j = 2, . . . , n. 
The following theorem has the description of all the cocycles of the group ˜SU(1, 1)n, which
correspond to irreducible hermitian holomorphic vector bundle over Dn.
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Theorem 6.6. Let J : ˜SU(1, 1)n × Dn → GL(2,C) be a cocycle such that J(k˜, 0) is diagonal for
all k˜ ∈ K˜. Then there exists λi ≥ 0, i = 1, 2, . . . , n and λ1 6= 0 such that
J(g˜,z) =

(
g
′
1(z1)
)λ1
0
g
′′
1 (0)
2(g′1(0))
3
2
(
g
′
1(z1)
)λ1+ 12 (
g
′
1(z1)
)λ1+2
2
 n∏
i=2
g
′
i(zi)
λi
where g˜ ∈ ˜SU(1, 1)n with p(g˜) = g = (g1, g2, . . . , gn) ∈ SU(1, 1)n and z = (z1, z2, . . . , zn) ∈ Dn.
Proof. Suppose ρ is a two dimensional indecomposable representation of bn. Applying Theorem
6.5, we assume that there exists λi ≥ 0, i = 1, 2, . . . , n and λ1 6= 0 such that
ρ(h1) =
(−λ1 0
0 −λ1 − 1
)
, ρ(y1) =
(
0 0
1 0
)
, and ρ(hi) = λiI2, ρ(yi) = 0,
for i = 2, . . . , n. Let g =
((
ai bi
ci di
))n
i=1
∈ SU(1, 1)n. Now the proof follows by substituting the
values of ρ(hi) and ρ(yi) in ( 4.10 ). 
We denote the cocyle
J(g˜,z) =

(
g
′
1(z1)
)λ1
0
g
′′
1 (0)
2(g′1(0))
3
2
(
g
′
1(z1)
)λ1+ 12 (
g
′
1(z1)
)λ1+2
2
 n∏
i=2
g
′
i(zi)
λi
by Jλ where λ = (λ1, λ2, . . . , λn). We find possible values of λ for which there exists a diagonal
matrix K(0, 0) such that
(a) the polarization of K(z, z), defined by the equation ( 4.3 ) is a quasi-invariant kernel with
respect to Jλ and
(b) the n - tuple of multiplication operators is in B2(D
n).
Suppose that there exists a positive diagonal matrix K(0, 0) such that the polarization of K(z, z),
defined by the equation ( 4.3 ) is a quasi-invariant kernel with respect to Jλ under the action of
the group Mo¨bn. The function (1− ziw¯i)−λi then defines a positive definite kernel on D, for each
i = 2, . . . , n implying that λi must be positive for each i. Also, it can be seen that the polarization
of
Jλ((g˜z, e˜, . . . , e˜); (z, 0, . . . , 0))K(0, 0)Jλ ((g˜z , e˜, . . . , e˜); (z, 0, . . . , 0))
∗
is a positive definite kernel on D where e˜ is the identity element of M˜o¨b and g˜z ∈ M˜o¨b such that
p(g˜z) = gz maps z to 0. It has been shown in [9, Section 4] that the polarization of
Jλ((g˜z, e˜, . . . , e˜); (z, 0, . . . , 0))K(0, 0)Jλ ((g˜z , e˜, . . . , e˜); (z, 0, . . . , 0))
∗
is a positive definite kernel on D, only when λ1 is positive and K(0, 0) is of the form
K(0, 0) =
(
1 0
0 1
λ1
+ µ
)
for some positive real number µ. Thus we have that
K(λ,µ)(z,w) =
 1(1−z1w¯1)λ1 z1(1−z1w¯1)λ1+1
w¯1
(1−z1w¯1)λ1+1
1
λ1
+µ+z1w¯1
(1−z1w¯1)λ1+2
 n∏
i=2
1
(1− ziw¯i)λi(6.1)
is the only kernel on Dn such that the n - tuple of multiplication operators is in B2(D
n) and
homogeneous under the action of Mo¨bn where λ = (λ1, λ2, . . . , λn) is a tuple of positive real
number and µ > 0. Thus we have proved the following theorem.
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Theorem 6.7. Each Mo¨bn homogeneous tuple of operators in B2(D
n) is unitarily equivalent
with the adjoint of the tuple of multiplication operators on the reproducing kernel Hilbert space
A(λ1,µ)⊗A(λ2)⊗· · ·⊗A(λn) determined by the kernel K(λ,µ), where λ = (λ1, λ2, . . . , λn) is a tuple
of positive real numbers and µ > 0.
As a consequence of Theorem 6.4, it follows that there is no rank two quasi-invariant kernel
on Dn for the action of Aut(Dn).
7. Irreducible Homogeneous tuples in B3(D
n)
In this section, we study homogeneous operator tuples in B3(D
n). Note that a natural class
of homogeneous n - tuples of operators in B3(D
n) can be obtained by taking tensor product of
homogeneous operators in B3(D) with those in B1(D
n−1). Thus this class of irreducible homoge-
neous n - tuples of operators in B3(D
n) consists of the adjoint of the multiplication operators by
coordinate functions on the reproducing kernel Hilbert space H
Kˆ
with the reproducing kernel
Kˆ(z,w) := B(λ1,µ)(z1, w1) ·
n∏
i=2
(1− ziwi)−λi ,(7.1)
where B(λ1,µ)(z1, w1) is the reproducing kernel on D obtained in [6, Section 3], λ1 > 0 and
µ = (1, µ1, µ2) with µ1, µ2 > 0. These are demonstrably M˜o¨b
n - homogeneous. However, this
section is devoted to finding a large class of n - tuples of operators in B3(D
n), which are not of
this form.
7.1. Construction of Hilbert spaces. For λ > 0, let A(λ) be the Hilbert space of holomorphic
functions on the open unit disc D with the reproducing kernel (1 − zw)−λ. Let λ1, . . . , λn > 0,
i = 1, 2, 3 and λ = (λ1, . . . , λn). Consider the Hilbert spaces A
(λ)
i of holomorphic functions on D
n
which are, by definition,
A
(λ)
i := ⊗nj=1A(λj+2δi−1,j )
where δi−1,j is 1 if i− 1 = j and 0 otherwise. Let Γi, i = 1, 2, 3, be the linear map on the Hilbert
space A
(λ)
i taking values in Hol(D
n,C3) defined as follows:
Γ1(f1) =
 f1λ−11 ∂1f1
λ−12 ∂2f1
 , Γ2(f2) =
 0f2
0
 , and Γ3(f3) =
 00
f3

where f i ∈ A(λ)i . Note that each Γi, i = 1, 2, 3, is a one to one linear map and it induces an inner
product on Γi(A
(λ)
i ), namely,
〈Γi(f i),Γi(gi)〉 := 〈f i,gi〉A(λ)i , i = 1, 2, 3,
for all f i,gi ∈ A(λ)i . Then by definition, Γi, i = 1, 2, 3, is an isometry.
Thus it gives rise to the Hilbert spaces Γi(A
(λ)
i ) to be denoted by A
(λ)
i ⊂ Hol(Dn,C3). Fur-
thermore, the point evaluation, Γi(f i) 7→ Γi(f i)(z), for z ∈ Dn and i = 1, 2, 3, are continuous
which makes A
(λ)
i a reproducing kernel Hilbert space with the reproducing kernel, say K
(λ)
i .
Let us now consider the Hilbert space A(λ)(Dn) := ⊕3i=1A(λ)i and define the linear map Γ :
Aλ(Dn) −→ Hol(Dn,C3) as follows:
Γ(f1,f2,f3) :=
3∑
i=1
µiΓi(f i).
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We note that Γ is also an one to one linear map onto it’s image. So, for any µ1, µ2 > 0, as before,
we define an inner product on Γ(A(λ)(Dn)) making it a Hilbert space, A(λ,µ)(Dn), in the following
manner:
〈Γ(f1,f2,f3),Γ(g1,g2,g3)〉 := 〈Γ1(f1),Γ1(g1)〉+ µ21〈Γ2(f2),Γ2(g2)〉+ µ22〈Γ3(f3),Γ3(g3)〉.
Moreover, A(λ,µ)(Dn) is a reproducing kernel Hilbert space with the reproducing kernel
K(λ,µ)(z,w) = K
(λ)
1 (z,w) + µ
2
1K
(λ)
2 (z,w) + µ
2
2K
(λ)
3 (z,w), for z,w ∈ Dn.(7.2)
In the following proposition, we compute the reproducing kernel K(λ,µ).
Proposition 7.1. The reproducing kernel of the Hilbert space A(λ,µ)(Dn) is
K(λ,µ)(z,w) = D(z,w)
 1 z1 z2w1 1λ1 + µ21 + z1w1 w1z2
w2 z1w2
1
λ2
+ µ22 + z2w2

×D(z,w)
n∏
j=1
(1− zjwj)−λj−2δ1j−2δ2j
where D(z,w) is the 3× 3 diagonal matrix diag((1− z1w1)(1− z2w2), (1− z2w2), (1− z1w1)) and
δ is the Kronecker delta function.
Proof. Let K(λ)(z,w) =
∏n
j=1(1 − zjwj)−λj be the reproducing kernel for the Hilbert space
⊗nj=1A(λj). First, we compute the reproducing kernel K(λ)1 . We claim that
K
(λ)
1 (z,w) =
((
λ−1i λ
−1
j ∂i∂¯jK
(λ)(z,w)
))2
i,j=0
where λ0 = 1 and ∂0f = ∂¯0f = f for any function f .
Let f ∈ ⊗nj=1A(λj). Note, for j = 0, 1, 2 and w ∈ Dn, that
〈Γ1(f),K(λ)1 (·,w)ǫj〉 = 〈Γ1(f),Γ1(λ−1j ∂¯jK(λ)(·,w))〉 = 〈Γ1(f)(w), ǫj〉
implying that K
(λ)
1 satisfies the reproducing property.
We now observe from the definition of Γ2 and Γ3 that
K
(λ)
2 (z,w) =
(
0 0 0
0
∏n
j=1(1−zjwj)
−λj−2δ1j 0
0 0 0
)
and K
(λ)
3 (z,w) =
(
0 0 0
0 0 0
0 0
∏n
j=1(1−zjwj)
−λj−2δ2j
)
.
Then substituting K
(λ)
1 , K
(λ)
2 and K
(λ)
3 in the equation ( 7.2 ) the desired form of the reproducing
kernel K(λ,µ)(z,w), for z,w ∈ Dn, is obtained. 
We now prove the boundedness of the multiplication operators on A(λ,µ)(Dn) using the follow-
ing well-known lemma.
Lemma 7.2. For 1 ≤ j ≤ n, the multiplication operator Mzj is bounded if and only if there exists
a positive constant cj such that
(c2j − zjwj)K(z,w) ≥ 0.(7.3)
For any ǫ > 0, the multiplication operator M (ǫ) on A(ǫ), (M (ǫ)f)(z) = zf(z), is bounded.
Consequently, the reproducing kernel K(ǫ) of the Hilbert space A(ǫ) satisfies the inequality ( 7.3 )
in Lemma 7.2 for any ǫ > 0. We use this technique to show that the n - tuple of the multiplication
operators by coordinate functions on A(λ,µ)(Dn) are bounded.
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Theorem 7.3. The multiplication operators Mz1 , . . . ,Mzn on A
(λ,µ)(Dn) corresponding to the
coordinate functions are bounded.
Proof. We begin with the observation that the multiplication operators Mzj , 3 ≤ j ≤ n, are
bounded since the reproducing kernel K(λ,µ)(z,w) has the form (Proposition 7.1)
K(λ,µ)(z,w) = K((λ1,λ2),(µ1,µ2))((z1, z2), (w1, w2))
n∏
j=3
(1− zjwj)−λj
where K((λ1,λ2),(µ1,µ2))((z1, z2), (w1, w2)) is the reproducing kernel
D(z,w)
 1 z1 z2w1 1λ1 + µ21 + z1w1 w1z2
w2 z1w2
1
λ2
+ µ22 + z2w2
D(z,w)(1− z1w1)−λ1−2(1− z2w2)−λ2−2
where D(z,w) is the 3 × 3 diagonal matrix diag ((1 − z1w1)(1 − z2w2), (1 − z2w2), (1 − z1w1))
and Mzj is bounded on A
(λj), for 3 ≤ j ≤ n. Therefore, it is enough to show that Mz1 and Mz2
are bounded.
Let ǫ > 0 be such that ǫ <
µ21λ
2
1
1+λ1µ21
. Note that
µ˜21 := µ
2
1 +
1
λ1
− 1
λ1 − ǫ > 0.
Consequently, K((λ1−ǫ,λ2),(µ˜1,µ2))((z1, z2), (w1, w2)) is a positive definite kernel. Also, it is observed
that
K((λ1,λ2),(µ1,µ2))((z1, z2), (w1, w2)) = (1− z1w1)−ǫK((λ1−ǫ,λ2),(µ˜1,µ2))((z1, z2), (w1, w2)).
Since the multiplication operator on the Hilbert space whose reproducing kernel is (1− z1w1)−ǫ
is bounded, it follows that there exists c1 > 0 such that
(c1 − z1w1)(1− z1w1)−ǫ ≥ 0.
So multiplying (c1 − z1w1) with the both sides of the equation above we see that
(c1 − z1w1)K((λ1,λ2),(µ1,µ2))((z1, z2), (w1, w2)) ≥ 0.
It follows from Lemma 7.2 that Mz1 is bounded and a similar argument with 0 < ǫ <
µ22λ
2
2
1+λ2µ22
yields that Mz2 is also bounded. 
7.2. Homogeneity and irreducibility. In this subsection, we first show that the tuple of
multiplication operators (Mz1 , . . . ,Mzn) on A
(λ,µ)(Dn) are homogeneous under the action of the
group Mo¨bn. The tuple is then shown to be irreducible. The proof follows from establishing that
the only self-adjoint projections which commute with the normalized kernel are scalar times the
identity operator.
For g ∈ M˜o¨b, g′(z)α is a real analytic function on the simply connected set M˜o¨b × D, holo-
morphic in z. Since g is one to one and holomorphic, we also have that g′(z)α 6= 0. Now given
α ∈ R>0, taking the principal branch of power function when g is near the identity, we can
uniquely define g′(z)α as a real analytic function on M˜o¨b × D which is holomorphic on D for all
fixed g ∈ M˜o¨b. The multiplier jα(g, z) = g′(z)α defines on A(α)(D) the unitary representation
D+α as follows:
D+α (g
−1)(f) := (g′)
α
2 (f ◦ g), f ∈ A(α)(D), g ∈ M˜o¨b.
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As a consequence, for any α, β ∈ R>0, the multiplier j(α,β)((g1, g2), (z1, z2)) := g′1(z1)
α
2 g′2(z2)
β
2
defines on A(α) ⊗ A(β) the unitary representation D+α ⊗ D+β of the group M˜o¨b × M˜o¨b in the
following manner:
(D+α ⊗D+β )(g−11 , g−12 )(f1 ⊗ f2) = g′1(z1)
α
2 (f1 ◦ g1)g′2(z2)
β
2 (f2 ◦ g2),(7.4)
for f1⊗ f2 ∈ A(α)⊗A(β), (g1, g2) ∈ M˜o¨b× M˜o¨b and (z1, z2) ∈ D2. Thus for the group G˜ = M˜o¨b
n
,
we have the unitary representations ⊗nj=1D+λj+2δi−1,j on the Hilbert spaces A
(λ)
i , for i = 1, 2, 3,
respectively. Therefore, the direct sum of these representations can be transferred to A(λ,µ)(Dn)
by the map Γ. We show that this is a multiplier representation. In this regard, we introduce the
notaion
D+
λ
:=
3∑
i=1
(
⊗nj=1D+λj+2δi−1,j
)
.(7.5)
We need a relation between g′′(z) and g′(z), for g ∈ M˜o¨b, in the following calculations. The
elements of SU(1, 1) are the matrices
(
a b
b a
)
with |a|2 − |b|2 = 1, acting on D by the fractional
linear transformations. The inequalities
|a− 1| < 1
2
, |b| < 1
2
(7.6)
determine a simply connected neighbourhood U0 of the identiy e in SU(1, 1). Under the natural
projections, it is diffeomorphic to a neighbourhood U˜ of e in M˜o¨b. So we may use a, b satisfying
( 7.6 ) to parametrize U˜ . For g ∈ U˜ , z ∈ D, we have that g′(z) = (bz + a)−2 and g′′(z) =
−2b(bz + a)−3 which gives the relation
g′′(z) = −2cgg′(z)
3
2(7.7)
where cg depends on g real analytically and is independent of z and the meaning of g
′(z)
3
2 is
as defined above. Since both sides of the equation ( 7.7 ) are real analytic, the identity therein
remains true on all of M˜o¨b × D.
Proposition 7.4. The image of D+
λ
under the map Γ is a multiplier representation with the
multiplier given by
J(g,z) :=
 (g′1)
λ1
2 (g′2)
λ2
2 0 0
−cg1(g′1)
λ1+1
2 (g′2)
λ2
2 (g′1)
λ1+2
2 (g′2)
λ2
2 0
−cg2(g′1)
λ1
2 (g′2)
λ2+1
2 0 (g′1)
λ1
2 (g′2)
λ2+2
2
 n∏
j=3
(g′j)
λj
2 (z)
.
Proof. We begin by pointing out that it is enough to show that
Γi(D
+
λ
(g−1)f)(z) = J(g,z)Γi(f ◦ g)(z), f ∈ A(λ)i ,z ∈ Dn, g ∈ G˜.
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Let i = 1, f = f1 ⊗ · · · ⊗ fn ∈ A(λ)i and g = (g1, . . . , gn) ∈ G˜. Then
Γ1(D
+
λ
(g−1)f)(z) = Γ1
 n∏
j=1
D+λj (g
−1
j )fj
 (z)
= Γ1
 n∏
j=1
(g′j)
λj
2 (fj ◦ gj)
 (z)
=

∏n
j=1(g
′
j)
λj
2 (fj ◦ gj)
λ−11 ∂1
[
(g′1)
λ1
2 (f1 ◦ g1)
]∏n
j=2(g
′
j)
λj
2 (fj ◦ gj)
λ−12 ∂2
[
(g′2)
λ2
2 (f2 ◦ g2)
]∏
j 6=2(g
′
j)
λj
2 (fj ◦ gj)
 (z)
= J(g,z)Γ1
 n∏
j=1
fj ◦ gj
 (z)
= J(g,z)Γ1(f ◦ g)(z)
which shows the equality for i = 1. Similar calculation, for i = 2 and i = 3, leads to the following
identities
Γi(D
+
λ
(g−1)f)(z) = J(g,z)Γi(f ◦ g)(z), i = 2, 3.
Thus the proof is complete. 
The verification of the assertion in the theorem below follows from Theorem 7.3 and Proposition
7.4.
Theorem 7.5. The tuple of multiplication operators (Mz1 , . . . ,Mzn) on A
(λ,µ)(Dn) corresponding
to the coordinate functions are homogeneous under the action of the group Mo¨bn.
We conclude this subsection by proving that these n - tuples of multiplication operators are
irreducible. The lemma below, modelled after Lemma 5.1 in [6], can be proved exactly in the
same way as in the original proof, so it is omitted.
Lemma 7.6. Suppose that the tuple of multiplication operators M = (Mz1 , . . . ,Mzn) on a re-
producing kernel Hilbert space H with the reproducing kernel K is in Br(Dn). If there exists an
orthogonal projection X commuting with the operator tuple M then
ΦX(z)K(z,w) = K(z,w)ΦX(w)
tr
for some holomorphic function ΦX : D
n → Cr×r with Φ2X = ΦX .
Thus M on A(λ,µ)(Dn) is irreducible if and only if there is no non-trivial projection X0 on C
r
satisfying
X0K
(λ,µ)
0 (z, 0)
−1K
(λ,µ)
0 (z,w)K
(λ,µ)
0 (0,w)
−1 = K
(λ,µ)
0 (z, 0)
−1K
(λ,µ)
0 (z,w)K
(λ,µ)
0 (0,w)
−1X0.
where K
(λ,µ)
0 (z,w) = K
(λ,µ)(0, 0)−
1
2K(λ,µ)(z,w)K(λ,µ)(0, 0)−
1
2 . Let Kˆ
(λ,µ)
0 (z,w), called the nor-
malized kernel, denote the kernel K
(λ,µ)
0 (z, 0)
−1K
(λ,µ)
0 (z,w)K
(λ,µ)
0 (0,w)
−1.
Theorem 7.7. The tuple of multiplication operators M = (Mz1 , . . . ,Mzn) on A
(λ,µ)(Dn) corre-
sponding to the coordinate functions are irreducible.
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Proof. Since the normalized kernel Kˆ
(λ,µ)
0 (z,w) is equivalent to K
(λ,µ)(z,w), it is enough to show
that the tuple of multiplication operators (Mz1 , . . . ,Mzn) on the reproducing kernel Hilbert space
corresponding to Kˆ
(λ,µ)
0 (z,w) is irreducible. It amounts to show that if a self-adjoint projection
matrix, say A = ((aij))
3
i,j=1 commutes with Kˆ
(λ,µ)
0 (z,w) for all z,w ∈ Dn then A is ±I3 where I3
is the identity matrix of order 3.
For z = (z, 0, . . . , 0) and w = (0, z, 0, . . . , 0) with z ∈ D, we have that
Kˆ
(λ,µ)
0 (z,w) =

1 0 0
0 1 0
0
√
α1
α2
|z|2 1

where αj =
1
λj
+ µ2j , j = 1, 2. Assume that A commutes with Kˆ
(λ,µ)
0 (z,w). Then equating the
(1, 3), (1, 2), (2, 2) and (2, 3) entries of the commutator of A and Kˆ
(λ,µ)
0 (z,w) to 0 we have that
a12 = a13 = a23 = 0 and a22 = a33, respectively. Thus the matrix A becomes a diagonal matrix
with a22 = a33. Now we take z = (z, 0, . . . , 0) = w and compute the (1, 2) entry of Kˆ
(λ,µ)
0 (z,w)
which is
(1− |z|2)−λ1−2√α2
[
z
α1
(1− |z|2)− z
α21
(α1 + |z|2)
]
= −(1− |z|2)−λ1−2
√
α2
α1
z|z|2
(
1 +
1
α1
)
6= 0.
Now since A commutes with Kˆ
(λ,µ)
0 (z,w) we have that a11 = a22 implying that A = cI3×3 for
some constant c. But since A is a projection c = ±1. 
7.3. Inequivalence. We have pointed out in the beginning of this section, the adjoint of the
multiplication operators on the reproducing kernel Hilbert space H
Kˆ
are homogeneous. In this
subsection, we show that the multiplication operators by coordinate functions on the reproducing
kernel Hilbert space H
Kˆ
and those on the Hilbert space A(λ,µ)(Dn) are unitarily inequivalent.
Moreover, the multiplication operators by the coordinate functions on the two Hilbert spaces
A(λ,µ)(Dn) and A(λ
′,µ′)(Dn) are inequivalent whenever (λ,µ) 6= (λ′,µ′).
Theorem 7.8. The n - tuple of multiplication operators by coordinate functions on H
Kˆ
and those
on A(λ
′,µ′)(Dn) are unitarily inequivalent irrespective of the choice of λ,λ′,µ,µ′, where
Kˆ(z,w) := B(λ1,µ)(z1, w1) ·
n∏
i=2
(1− ziwi)−λi
as before.
Proof. Let M
Kˆ
and M (λ
′,µ′) denote the n - tuple of multiplication operators by the coordinate
functions on H
Kˆ
andA(λ
′,µ′)(Dn), respectively. Note that adjoint of bothM
Kˆ
andM (λ
′,µ′) are in
B3(D
n). Therefore, if M
Kˆ
and M (λ
′,µ′) are unitarily equivalent, then the hermitian holomorphic
vector bundles induced by M
Kˆ
and M (λ
′,µ′) are equivalent. This, in particular, implies from
Lemma 2.3 that, for all 1 ≤ i, j ≤ n and for all z ∈ Dn, Kij(z) = ∂i
(
Kˆ(z, z)−1∂¯jKˆ(z, z)
)
and
Kij(λ′,µ′)(z) = ∂i
(
K(λ
′,µ′)(z, z)−1∂¯jK
(λ′,µ′)(z, z)
)
are similar.
A routine computation shows that K22(0) = λ2I3 and K22(λ′,µ′)(0) is a diagonal matrix with
diagonal entries λ′2 − ((λ′2)−1 + µ′2)−1, λ′2, and λ′2 + ((λ′2)−1 + µ′2)−1 + 2. Since K22(λ′,µ′)(0) has
distinct eigenvalues, K22(0) and K22(λ′,µ′)(0) are not similar. Thus M Kˆ and M (λ
′,µ′) are not
unitarily equivalent. 
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Theorem 7.9. The n - tuple of multiplication operators M (λ,µ) and M (λ
′,µ′) are unitarily equiv-
alent if and only if λ = λ′ and µ = µ′.
Proof. Since the adjoint of both M (λ,µ) and M (λ
′,µ′) are in B3(D
n), it follows that the hermitian
holomorphic vector bundles induced by M (λ,µ) and M (λ
′,µ′) are equivalent whenever M (λ,µ) and
M (λ
′,µ′) are unitarily equivalent. Consequently, Kij(λ,µ)(z) = ∂i
(
K(λ,µ)(z, z)−1∂¯jK
(λ,µ)(z, z)
)
and
Kij(λ′,µ′)(z) = ∂i
(
K(λ
′,µ′)(z, z)−1∂¯jK
(λ′,µ′)(z, z)
)
are similar for all 1 ≤ i, j ≤ n and z ∈ D. It can
be seen that λ1− (λ−11 +µ1)−1, λ1 and λ1+ (λ−11 +µ1)−1+2 (respectively, λ′2− ((λ′2)−1+µ′2)−1,
λ′2, and λ
′
2 + ((λ
′
2)
−1 + µ′2)
−1 + 2) are eigenvalues of K11(λ,µ)(0) and K11(λ′,µ′)(0). Now equating
the trace and determinant of K11(λ,µ)(0) and K11(λ′,µ′)(0) it can be seen that λ1 = λ′1 and µ1 = µ′1,
respectively.
A similar computation shows that λ2 = λ
′
2 and µ2 = µ
′
2. Thus it follows that if M
(λ,µ) and
M (λ
′,µ′) are unitarily equivalent then λ = λ′ and µ = µ′. 
8. Classification of irreducible homogeneous tuples in B3(D
n)
In this section, we describe, up to unitary equivalence, all n - tuples of operators in B3(D
n)
homogeneous with respect to the group of bi-holomorphic automorphisms on Dn as well as the
identity component of the group Aut(Dn), namely, Mo¨bn. It is proved that these are the n -
tuples of multiplication by the coordinate functions on the reproducing kernel Hilbert space HK ,
where the reproducing kernel K is either the reproducing kernel Kˆ or the reproducing kernel
K(λ,µ) obtained in Proposition 7.1.
We also show that there are no Aut(Dn) - homogeneous n - tuple of operators in B3(D
n) when-
ever n ≥ 3. For n = 2, the pair of operators (M∗z1 ,M∗z2) on the Hilbert space A(λ,µ)(D2), λ1 =
λ2, µ1 = µ2, are the only pairs in B3(D
2) that are homogeneous with respect to the group
Aut(D2).
8.1. Homogeneity with respect to Mo¨bn. In this subsection, we study all n - tuples of
operators in B3(D
n) which are homogeneous under the action of Mo¨bn. We first describe all
possible 3 dimensional indecomposable representations of the Lie algebra bn which determine the
cocycles associated to an irreducible n - tuple of operators in B3(D
n) homogeneous with respect
to the group Mo¨bn.
Let k ≤ n be an arbitrary but fixed integer. We identify the Lie algebra bk with the subalgebra
bk ⊕ {0} ⊕ · · · ⊕ {0} of bn. Note that to verify the indecomposability of a representation ρ of bn,
it is enough to consider its restriction to bk for some k ≤ n, provided the representation obtained
by restricting ρ to bk is multiplicity-free, as explained in the following theorem.
Theorem 8.1. Suppose that ρ : bn → gl(r,C) is a representation such that the representation
ρ′ : bk → gl(r,C) defined by ρ′ := ρ|bk is multiplicity-free for some k ≤ n. Then ρ and ρ′ are
simultaneously indecomposable or decomposable.
Proof. We begin by pointing out that if ρ is decomposable, so is ρ′. Conversely, assume that ρ′ is
decomposable. Then there exist two non-trivial subspcaes V and W such that Cr = V ⊕W and
both V and W are invariant under ρ′. Since ρ′ is multiplicity-free there are scalars α1, . . . , αk
such that the operator T :=
∑k
i=1 αiρ(hi) has distinct eigenvalues. Also, the joint eigenvectors
of (ρ(h1), . . . , ρ(hk)) are eigenvectors of T and both V and W remain invariant under T .
Since T is diagonal and T has distinct eigenvalues, it follows that both V and W are spanned
by eigenvectors of T . The eigenvectors of T are exactly those of each ρ(hi), 1 ≤ i ≤ n since
ρ(h1), . . . , ρ(hn) are simultaneously diagonalizable. Consequently, both V and W are invariant
under each ρ(hi), i = 1, . . . , n.
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For k + 1 ≤ j ≤ n, ρ(yj) commutes with each ρ(hi), 1 ≤ i ≤ k implying that ρ(yj) commutes
with T . Furthermore, since T is a diagonal matrix with distinct diagonal entries, it follows that
ρ(yj) is diagonal for each k + 1 ≤ j ≤ n. Thus ρ(hj) and ρ(yj) commute for each k + 1 ≤ j ≤ n
which together with the relation [ρ(hj), ρ(yj)] = −ρ(yj) yield that ρ(yj) = 0 for each k+1 ≤ j ≤ n
verifying that both V and W remain invariant under ρ(yj), j = k+1, . . . , n. Thus it follows that
ρ is decomposable. 
It follows that the case where the indecomposable representation of bn is already multiplicity-
free on bk, k ≤ n, is the case where we have the tensor product of this with the one-dimensional
representations of the remaining factors in bn.
Theorem 8.2. Suppose that ρ : bn → gl(r,C) is an indecomposable representation and that ρ|b1
is decomposable. Then up to equivalence the following statements hold.
(i) ρ|b2 is multiplicity-free and consequently, indecomposable.
(ii) ρ(yi) = 0 for i ≥ 3.
(iii) ρ(hi) = λiI3 for i ≥ 3, λi are scalars.
Proof. We begin with the observation that indecomposability of ρ implies ρ(yi) 6= 0 for some
1 ≤ i ≤ n. Without loss of generality assume that ρ(y1) 6= 0. So ρ(h1) can not be scalar times
the identity matrix. We prove that there exists 1 ≤ i ≤ n such that (ρ(h1), ρ(hi)) has distinct
joint eigenvalues.
If possible suppose that for any 1 ≤ i ≤ n, (ρ(h1), ρ(hi)) does not have distinct joint eigenval-
ues. Let (α1, β1), (α2, β2) and (α3, β3) be joint eigenvalues of (ρ(h1), ρ(hi)) such that (α1, β1) =
(α2, β2).
Since ρ(y1) 6= 0 it follows that ρ(y1) maps a joint eigenvector corresponding to the joint
eigenvalue (α1, β1) to a joint eigenvector corresponding to the joint eigenvalue (α3, β3) or vice
verse. But the identities [ρ(h1), ρ(y1)] = −ρ(y1) and [ρ(hi), ρ(y1)] = 0 together imply that either
ρ(y1) maps a joint eigenvector corresponding to the joint eigenvalue (α1, β1) to a joint eigenvector
associated to the joint eigenvalue (α1 − 1, β1) or a joint eigenvector corresponding to the joint
eigenvalue (α3, β3) to a joint eigenvector associated to the joint eigenvalue (α3 − 1, β3). In either
of these two cases, we have that β1 = β2 = β3 verifying that ρ(hi) = β1I3. It turns out from
the identity [ρ(hi), ρ(yi)] = −ρ(yi) that ρ(yi) = 0. Thus for every 2 ≤ i ≤ n, ρ(hi) = λiI3 and
ρ(yi) = 0 for some scalars λ2, . . . , λn which contradicts the hypothesis that ρ is indecomposable
since ρ|b1 is already decomposable. Now, statements (ii) and (iii) follow from the proof of the
Theorem 8.1. 
An immediate corollary of this theorem is stated below. The proof follows by combining
Theorem 5.3 and Theorem 8.2.
Corollary 8.3. If ρ : bn → gl(3,C) is an idecomposable representation, then ρ is one of the
following:
(i) ρ|b1 is indecomposable and ρ(hi) = λiI3, ρ(yi) = 0, for i = 2, 3, . . . , n where λi are scalars.
(ii)
ρ(h1) =
λ1 0 00 λ1 − 1 0
0 0 λ1
 , ρ(y1) =
0 0 01 0 0
0 0 0
 ,
ρ(h2) =
λ2 0 00 λ2 0
0 0 λ2 − 1
 , ρ(y2) =
0 0 00 0 0
1 0 0

and ρ(hi) = λiI3, ρ(yi) = 0, for i = 3, . . . , n, where λi are all scalars.
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(iii)
ρ(h1) =
λ1 − 1 0 00 λ1 0
0 0 λ1 − 1
 , ρ(y1) =
0 0 00 0 0
0 1 0
 ,
ρ(h2) =
λ2 0 00 λ2 − 1 0
0 0 λ2 − 1
 , ρ(y2) =
0 0 00 0 0
1 0 0
 ,
and ρ(hi) = λiI3, ρ(yi) = 0, for i = 3, . . . , n, where λi are all scalars.
We are now in a position to describe all cocycles on ˜SU(1, 1)n × Dn. For this, we first recall
that any cocycle Jˆ on ˜SU(1, 1)×D taking values in GL(3,C) such that Jˆ(k˜, 0) is diagonal for all
k˜ in the stabilizer subgroup of the origin, is of the form
Jˆ(g˜, z) :=
 (g′)
λ
2 0 0
−2cg(g′)
λ+1
2 (g′)
λ+2
2 0
−3c2g(g′)
λ+2
2 −3cg(g′)
λ+3
2 (g′)
λ+4
2
 ,(8.1)
for some λ > 0 where g = p(g˜) and p : M˜o¨b→ Mo¨b is the universal covering map, see [7].
Theorem 8.4. Suppose J : ˜SU(1, 1)
n
×Dn → GL(3,C) is a cocycle such that J(k˜, 0) is diagonal
for all k˜ ∈ K˜. Then J(g˜,z) takes one of the following form.
(i) Jˆ(g˜1, z1)
∏n
j=2(g
′
j(zj))
λj where Jˆ is the cocycle as in ( 8.1 ).
(ii)
 (g′1)
λ1
2 (g′2)
λ2
2 0 0
−cg1 (g
′
1)
λ1+1
2 (g′2)
λ2
2 (g′1)
λ1+2
2 (g′2)
λ2
2 0
−cg2 (g
′
1)
λ1
2 (g′2)
λ2+1
2 0 (g′1)
λ1
2 (g′2)
λ2+2
2
∏nj=3(g′j)λj2 (z) where cgi is determined by
the equation ( 7.7 ).
(iii)
 (g′1)
λ1
2 (g′2)
λ2+2
2 0 0
0 (g′1)
λ1+2
2 (g′2)
λ2
2 0
−cg1 (g
′
1)
λ1+2
2 (g′2)
λ2+2
2 −cg2 (g
′
1)
λ1+2
2 (g′2)
λ2+2
2 (g′1)
λ1+2
2 (g′2)
λ2+2
2
∏nj=3(g′j)λj2 (z) where cgi is de-
termined by the equation ( 7.7 ).
Proof. We begin by pointing out that, for any cocycle J : ˜SU(1, 1)
n
×Dn → GL(3,C), there is an
indecomposable representation ρ : bn → gl(3,C) such that
J(g˜,z) = ρ(s(z)−1g˜−1s(g˜ · z))
where s : Dn → (S2)n is a holomorphic section. Since ρ(k, 0) is diagonal for every k ∈ K, it
follows that ρ is diagonalizable on the subalgebra spanned by {hj : 1 ≤ j ≤ n}. Thus, ρ is one of
the representations obtained in Theorem 7.9.
Let g˜ ∈ ˜SU(1, 1)n with p(g˜) = g =
((
ai bi
ci di
))n
i=1
∈ SU(1, 1)n. If ρ is of the form (i) (respectively,
(ii) or (iii)) in Corollary 8.3 substituting the values of ρ(hi) and ρ(yi) in ( 4.10 ) we obtain that
J takes the form (i) (respectively, (ii) or (iii)). 
Let J0 : ˜SU(1, 1)n × Dn → GL(3,C) be a cocyle of the form Theorem 8.4 (iii). The following
proposition shows that such a cocyle does not come from any reproducing kernel. More precisely,
the function K0 : D
n × Dn → M(3,C) defined by the equation
K0(z,z) = J0(g˜z ,z)K0(0, 0)J0(g˜z ,z)
∗(8.2)
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is not a reproducing kernel for any positive definite matrix K0(0, 0). Here, gz =
(
ζ1−z1
1−z1ζ1
, . . . ,
ζn−zn
1−znζn
)
is the element in G = Mo¨bn which maps z to 0 and g˜z ∈ G˜ is such that p(g˜z) = gz.
Proposition 8.5. For any positive definite matrix K0(0, 0), the function K0 : D
n×Dn → M(3,C),
defined by the equation ( 8.2 ), is not a non-negative definite kernel.
Proof. Since for each k ∈ K, J0(k˜, 0) is unitary, it follows from the equation ( 8.2 ) that J0(k˜, 0)
commutes withK0(0, 0). Consequently,K0(0, 0) is a diagonal matrix. LetK0(0, 0) = diag(d1, d2, d3).
Therefore, from the equation ( 8.2 ) we have that
K0(z,w) :=
 d1(1− z1w1)2 0 d1z1(1− z1w1)0 d2(1− z2w2)2 d2z2(1− z2w2)
d1w1(1− z1w1) d2w2(1− z2w2) d1z1w1 + d2z2w2 + d3

×
n∏
j=1
(1− zjwj)−λj−2δ1j−2δ2j
where δ is the Kronecker delta function. For z1 = (z1, 0, . . . , 0) and z2 = (0, z2, 0 . . . , 0), it can
be seen that the matrix ((K0(zi,zj)))
2
i,j=1 is not positive definite for 0 < |z2|2 < 2d−22 . Indeed,
the determinant of the submatrix obtained by taking the (2, 2), (2, 5), (5, 2) and (5, 5) entries of
((K0(zi,zj)))
2
i,j=1 turns out to be |z2|2(d22|z2|2 − 2). 
In the theorem below, we describe all Mo¨bn - homogeneous n - tuples of operators in B3(D
n)
with the help of the classification of all cocycles of ˜SU(1, 1)n × Dn obtained above.
Theorem 8.6. Let M∗ = (M∗z1 , . . . ,M
∗
zn
) ∈ B3(Dn) and suppose that M is irreducible and
homogeneous with respect to the group Mo¨bn. Then M is unitarily equivalent to either the n
- tuple of multiplication operators on the reproducing kernel Hilbert space H
Kˆ
or the n - tuple
M (λ,µ) acting on A(λ,µ)(Dn).
Proof. We recall from [10, Theorem 3.1] that since M ∗ is an irreducible homogeneous operator
in B3(D
n) there exists a cocycle J : ˜SU(1, 1)n × Dn → GL(3,C) satisfying
K(z,w) = J(g˜,z)K(g˜z, g˜w)J(g˜,w)∗,(8.3)
for g˜ ∈ ˜SU(1, 1)n with p(g˜) = g ∈ Mo¨bn and z,w ∈ Dn. In presence of Proposition 8.5, we
assume that J is one of form (i), (ii) of the Theorem 8.4. If J is of the form Theorem 8.4(i), then
K is equivalent to the kernel Kˆ where Kˆ is defined as in equation ( 7.1 ).
On the other hand, suppose that J takes the form described in Theorem 8.4(ii), that is,
J(g˜,z) :=
 (g′1)
λ1
2 (g′2)
λ2
2 0 0
−cg1(g′1)
λ1+1
2 (g′2)
λ2
2 (g′1)
λ1+2
2 (g′2)
λ2
2 0
−cg2(g′1)
λ1
2 (g′2)
λ2+1
2 0 (g′1)
λ1
2 (g′2)
λ2+2
2
× n∏
j=3
(g′j)
λj
2 (z).
For k˜ ∈ K˜, it follows from the equation ( 8.3 ) that J(k˜, 0) commutes with K(0, 0). Consequently,
K(0, 0) is a diagonal matrix. Let K(0, 0) = diag(d1, d2, d3). Now since K is a positive definite the
functions (zi, wi) 7→ (1 − ziwi)−λi , 3 ≤ i ≤ n, are positive definite. Thus we have, for 3 ≤ i ≤ n,
that λi > 0.
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Clearly, for two points z1 = (0, . . . , 0) and z2 = (z, 0 . . . , 0), z ∈ D, the matrix P (z) =
((K(z1,z2)))
2
i,j=1 is positive definite. So it follows that the submatrix Q(z) of P (z) defined as
Q(z) :=
 〈P (z)ε1, ε1〉 〈P (z)ε1, ε2〉 〈P (z)ε1, ε4〉〈P (z)ε2, ε1〉 〈P (z)ε2, ε2〉 〈P (z)ε2, ε4〉
〈P (z)ε4, ε1〉 〈P (z)ε4, ε2〉 〈P (z)ε4, ε4〉

is positive semidefinite where {εi : 1 ≤ i ≤ 6} is the standard ordered basis for C6. Consequently,
det(Q(z)) ≥ 0 for all z ∈ D. A simple calculation yields that
det(Q(z)) = d1(1− |z|2)−λ1 − |z|2 − d1.
Let us consider the smooth function f(r) = d1(1 − r)−λ1 − r − d1. Note that f(r) ≥ 0 for
r ∈ (0, 1) and f(0) = 0. This implies that f ′(0) ≥ 0 from which it follows that d1 ≥ 1λ1 . A similar
calculation yields that d2 ≥ 1λ2 .
Now it remains to show that di 6= 1λi for i = 1, 2. We prove that the multiplication operator
Mz1 can not be bounded whenever d1 =
1
λ1
. On the contrary, suppose that there is a positive
constant C such that
KC(z,w) = (C − z1w1)K(z,w), z,w ∈ Dn
is a non-negative definite kernel. As before let z1 = (0, . . . , 0) and z2 = (z, 0 . . . , 0) with z ∈ D be
two points in Dn. SinceKC is a non-negative definite kernel the matrix PC(z) = ((KC(zi,zj)))
2
i,j=1
is also a non-negative definite matrix. Therefore, the submatrix
QC(z) :=
 〈PC(z)ε1, ε1〉 〈PC(z)ε1, ε2〉 〈PC(z)ε1, ε4〉〈PC(z)ε2, ε1〉 〈PC(z)ε2, ε2〉 〈PC(z)ε2, ε4〉
〈PC(z)ε4, ε1〉 〈PC(z)ε4, ε2〉 〈PC(z)ε4, ε4〉

is non-negative. In particular, for z ∈ D,
det(QC(z)) =
C2
λ1
(C − |z|2)(1 − |z|2)−λ1 − C3|z|2 − C
3
λ1
≥ 0.
Thus substituting |z|2 = r we have that the function
fC(r) =
C2
λ1
(C − r)(1− r)−λ1 − C3r − C
3
λ1
≥ 0
for all r ∈ [0, 1). Also, observe that fC(0) = 0 and
lim
h→0+
=
fC(h)
h
= −C
2
λ1
< 0.
As a consequence, there is a r ∈ (0, 1) such that fC(r) < 0. This contradicts the fact that
fC(r) ≥ 0 on [0, 1). Therefore, KC cannot be positive definite kernel for any choice of positive C
which shows that Mz1 is not bounded. Thus we must have d1 >
1
λ1
. In a similar way, it can be
shown that d2 >
1
λ2
.
For i = 1, 2, we have shown that di >
1
λi
. In consequence, there exist real numbers µi > 0,
i = 1, 2, such that di = µi+
1
λi
. This proves that K = K(λ,µ) and therefore, HK = A(λ,µ)(Dn). 
8.2. Homogeneity with respect to Aut(Dn). We now consider homogeneity of n - tuples of
operators in B3(D
n) under the action of Aut(Dn). It is shown that for n = 2, there are irreducible
Aut(D2) - homogeneous operator tuples in B3(D
2) unlike the case of rank 2 where there is no
Aut(Dn) - homogeneous n - tuples of operators in B2(D
n) for any n ≥ 2. However, there are no
homogeneous operators in B3(D
n) with respect to the group Aut(Dn) if n ≥ 3.
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Theorem 8.7. The pair of multiplication operators (Mz1 ,Mz2) on the reproducing kernel Hilbert
space A(λ,µ)(D2) with the reproducing kernel K(λ,µ) on D2, λ = (λ1, λ2) and µ = (µ1, µ2), is
homogeneous under the action of the group Aut(D2) if and only if λ1 = λ2 and µ1 = µ2.
Proof. Let us begin by pointing out that (Mz1 ,Mz2) is homogeneous with respect to the group
Mo¨b2. We first consider the converse direction. So assume that λ1 = λ2 and µ1 = µ2. Since
Aut(D2) is the semi-direct product of Mo¨b2 and the permutation group S2 of two elements,
it is enough to show that σ(Mz1 ,Mz2) = (Mz2 ,Mz1) is unitarily equivalent to (Mz1 ,Mz2) where
σ ∈ S2 is the non-trivial element of S2. This is equivalent to the fact that the pair of multiplication
operators on the reproducing kernel Hilbert space Hσ with the reproducing kernel
Kσ((z1, z2), (w1, w2)) := K((z2, z1), (w2, w1)), zi, wi ∈ D, i = 1, 2,(8.4)
is unitarily equivalent to (Mz1 ,Mz2). Indeed, the matrix A of the linear operator Tσ ∈ GL(3,C)
defined by Tσ(ε1) = ε1 and Tσ(εj) = εσ(j), j = 2, 3, satisfies the following equation
Kσ(z,w) = AK(z,w)A
∗, z = (z1, z2),w = (w1, w2) ∈ D2.
For the forward direction, assume that (Mz1 ,Mz2) is homogeneous with respect to the group
Aut(D2). Since (Mz1 ,Mz2) ∈ B3(D2), there exists a cocycle J : Aut(D2) × D2 → GL(3,C)
such that K(λ,µ) is quasi-invariant with respect to J . It follows that from Lemma 2.3 that
tr K11(0) = tr K22(0) and det K11(0) = det K22(0). Consequently, we have that λ1 = λ2 and
µ1 = µ2 since λi,
λ2i µi
1+λiµi
and 2 + λi(2+λiµi)1+λiµi are eigenvalues of Kii, i = 1, 2. 
Finally, in the following theorem we show that the n - tuple of multiplication operators by
coordinate functions on the reproducing kernel Hilbert spaceA(λ,µ)(Dn) is no longer homogeneous
if n ≥ 3.
Theorem 8.8. For n ≥ 3, the n - tuple of multiplication operators M = (Mz1 , . . . ,Mzn) defined
on the reproducing kernel Hilbert space A(λ,µ)(Dn) is not homogeneous under the action of the
group Aut(Dn).
Proof. Since λ1,
λ21µ1
1+λ1µ1
and 2+ λ1(2+λ1µ1)1+λ1µ1 are eigenvalues of K11(0) and on the other hand, λi is
the only eigenvalue of Kii(0), for i ≥ 3, the proof follows from Lemma 2.3. 
The proof of the following theorem is similar to that of Theorem 8.8, therefore omitted.
Theorem 8.9. For n ≥ 2, the n - tuple of multiplication operators M = (Mz1 , . . . ,Mzn) defined
on the reproducing kernel Hilbert space H
Kˆ
is not homogeneous under the action of the group
Aut(Dn), where Kˆ is defined in Equation ( 7.1 ).
Remark 8.10. (i) If a commuting n - tuple of operators T = (T1, . . . , Tn) is homogeneous with
respect to Aut(Dn) then T must also be homogeneous under the action of the subgroup Mo¨bn.
Now combining Theorem 8.7, Theorem 8.8 and Theorem 8.9 we see, for n ≥ 3, that there are no
irreducible homogeneous n - tuple of operators in B3(D
n) with respect to the group Aut(Dn).
(ii) For n = 2, Theorem 8.7 and Theorem 8.9 together imply, up to unitary equivalence, that
the pair of multiplication operators by coordinate functions on the reproducing kernel Hilbert
space A(λ,µ)(D2) with λ = (λ, λ) and µ = (µ, µ) is the only irreducible homogeneous tuple of
operators in B3(D
n) under the action of Aut(Dn).
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