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Abstract
Let G be a graph and T a certain connected subgraph of G. The T -structure con-
nectivity κ(G;T ) (or resp., T -substructure connectivity κs(G;T )) of G is the minimum
number of a set of subgraphs F = {T1, T2, . . . , Tm} (or resp., F = {T ′1, T
′
2, . . . , T
′
m})
such that Ti is isomorphic to T (or resp., T
′
i is a connected subgraph of T ) for every
1 ≤ i ≤ m, and F ’s removal will disconnect G. The twisted hypercube Hn is a new
variant of hypercubes with asymptotically optimal diameter introduced by X.D. Zhu.
In this paper, we will determine both κ(Hn;T ) and κ
s(Hn;T ) for T ∈ {K1,r, Pk},
respectively, where 3 ≤ r ≤ 4 and 1 ≤ k ≤ n.
Keywords: Twisted hypercube; T -structure connectivity; T -substructure connec-
tivity
1 Introduction
Interconnection networks play an important role in parallel and distributed systems. An
interconnection network can be represented by an undirected graph G = (V,E), where each
vertex in V corresponds to a processor, and every edge in E corresponds to a communication
link. The neighborhood NG(v) of a vertex v in a graph G = (V,E) is the set of vertices
adjacent to v. For S ⊂ V (G), the neighborhood NG(S) of S in G is defined as NG(S) =
(∪v∈SNG(v))− S. We use Pk = 〈v1, v2, . . . , vk〉 and Ck = 〈v1, v2, . . . , vk, v1〉 to denote a path
and a cycle of order k, respectively. For S ⊂ V (G), we use G[S] to denote the subgraph of
G induced by S. For a subgraph H of a graph G, we use G−H to denote the subgraph of
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G induced by V (G) − V (H). For a set F = {T1, T2, . . . , Tm}, where each Ti is isomorphic
to a connected subgraph of G, we use G − F to denote the subgraph of G induced by
V (G)−V (T1)−V (T2)−· · ·−V (Tm). For graph definition and notation not mentioned here
we follow [1].
The connectivity κ(G) of a graph G is the minimum number of vertices whose removal
leaves the remaining graph disconnected or trivial. The connectivity is one of the most
important parameters to measure the reliability and fault tolerance of an interconnection
network [3], [4], [6], [7], [16]. The larger the connectivity is, more reliable the interconnection
network is. However, this parameter has a deficiency. That is, it tacitly assumes that
all vertices adjacent to the same vertex of G could fail at the same time, which is highly
unlikely for large-scale systems. To compensate for this shortcoming, Fa´brega [5] proposed
the concept of g-extra connectivity. The g-extra connectivity of a graph G, denoted by κg(G),
is the minimum number of vertices of G whose deletion disconnects G and every remaining
component has more than g vertices. Some recent results on the g-extra connectivity of
graphs see [2], [8], [17], [18].
Instead of considering the effect of vertices becoming faulty, Lin et al. [9] considered the
effect caused by some structures becoming faulty, and introduced the concept of structure
connectivity and substructure connectivity of graphs. Let T be a connected subgraph of a
graphG, and F a set of subgraphs ofG such that every element in F is isomorphic to T . Then
F is called a T -structure-cut if G−F is disconnected. The T -structure connectivity κ(G;T )
of G is defined as the cardinality of a minimum T -structure-cut of G. Similarly, let F be a
set of subgraphs of G such that every element in F is isomorphic to a connected subgraph
of T . Then F is called a T -substructure-cut if G − F is disconnected. The T -substructure
connectivity κs(G;T ) of G is defined as the cardinality of a minimum T -substructure-cut of G.
By definition, κs(G;T ) ≤ κ(G;T ). Note that K1-structure connectivity and K1-substructure
connectivity are exactly the classical vertex connectivity.
Lin et al. [9] determined κ(Qn;T ) and κ
s(Qn;T ) for the hypercubeQn and T ∈ {K1,1, K1,2,
K1,3, C4}, respectively. Sabir and Meng [14] generalized their results and established κ(Qn;T )
and κs(Qn;T ) for T ∈ {Pk, C2k, K1,4}, where 3 ≤ k ≤ n, they also determined κ(FQn;T )
and κs(FQn;T ) for the folded hypercube FQn and T ∈ {Pk, C2k, K1,3}, where n ≥ 7 and
2 ≤ k ≤ n. Moreover, Mane [12] determined κ(Qn;Qm) with m ≤ n− 2 and established the
upper bound of κ(Qn;C2k) with 2 ≤ k ≤ 2n−1. Recently, Lv et al. [11] explored κ(Qkn;T )
and κs(Qkn;T ) for the k-ary n-cube Q
k
n and T ∈ {K1, K1,1, K1,2, K1,3}.
The interconnection network considered in this study is the twisted hypercube Hn, which
is a hypercube-like network with asymptotically optimal diameter introduced by Zhu [19].
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Hn has many attractive properties, such as low vertex degree, strong connectivity and super
connectivity. Qi and Zhu [13] considered the fault-diameter and wide-diameter of the twisted
hypercubes. Liu et al. [10] determined the Rg-vertex-connectivity and established the g-good
neighbor conditional diagnosability of the twisted hypercubes under the PMC model and
MM∗ model, respectively.
In this paper, we establish both κ(Hn;T ) and κ
s(Hn;T ) for T ∈ {K1,r, Pk}, where 3 ≤
r ≤ 4 and 1 ≤ k ≤ n. The rest of the paper is organized as follows. In Section 2, we introduce
the definition of the n-dimensional twisted hypercube Hn and provide preliminaries for our
results. In Section 3, we determine κ(Hn;K1,r) and κ
s(Hn;K1,r) for 3 ≤ r ≤ 4. In Section 4,
we determine κ(Hn;Pk) and κ
s(Hn;Pk) for 1 ≤ k ≤ n. Our conclusions are given in Section
5.
2 Preliminaries
In this section, we first introduce the definition of the n-dimensional twisted hypercube Hn,
then present some properties of Hn.
Denote by Zn2 the set of binary strings of length n. For x, y ∈ Zn2 , x ⊕ y denotes the
sum of x and y in the group Zn2 , i.e., (x⊕ y)i = xi + yi(mod 2) (for x ∈ Zn2 , xi denotes the
ith bit of x).
If x is a binary string of length n1 and y is a binary string of length n2, then xy is the
concatenation of x and y, which is a binary string of length n1 + n2. If Z is a set of binary
strings, then let xZ = {xy : y ∈ Z}.
For x ∈ Zn2 , and for 1 ≤ i < j ≤ n, denote by x[i, j] the binary string xixi+1 . . . xj.
We first present an integer function κ(n).
Definition 2.1 Let κ be the integer function defined as the following:
κ(n) =
{
0, if n = 1,
max{1, dlog2 n− 2 log2 log2 ne}, otherwise.
Next, a permutation φ of binary strings is given as follows.
Definition 2.2 Assume x ∈ Zn2 . Then φ(x) ∈ Zn2 is the binary string such that
φ(x)[1, κ(n)] = x[1, κ(n)]⊕ x[n− κ(n) + 1, n],
φ(x)[κ(n) + 1, n] = x[κ(n) + 1, n].
Note that the restriction of φ to Zn2 is indeed a permutation of Z
n
2 , with φ
2(x) = x.
Now we give a recursive definition of the twisted hypercubes.
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Definition 2.3 Set H1 := K2, with vertices 0 and 1. For n ≥ 2, Hn is obtained from two
copies of Hn−1, 0Hn−1 and 1Hn−1, by adding edges connecting 0x and 1φ(x) for all x ∈ Hn−1.
The vertex set of Hn is Z
n
2 . It follows from the definition that H1 = K2, H2 = C4, H3
and H4 are depicted in Figure 1.
H
3
H
4
Figure 1. H
3
and H
4
By the definition of H
n
, the following lemma is straightforward.
Lemma 2.4 H
n
is triangle-free.
It is seen that H
n
is a kind of n-dimensional hypercube-like networks. Then H
n
is a
n-regular graph with connectivity n. Furthermore, H
n
has the following properties.
Lemma 2.5 [10] For any u, v ∈ V (H
n
), u and v have at most two common neighbors.
Lemma 2.6 [15] κ
1
(H
n
) = 2n− 2, where n ≥ 3.
Lemma 2.7 [2] κ
2
(H
n
) = 3n− 5, where n ≥ 5.
Let a ∈ {0, 1} be an integer and a the complement of a, i.e., a = 1− a.
Let u = u
1
u
2
· · ·u
n
∈ V (H
n
). By the definition of the twisted hypercubes, u has only
one neighbor u
1
φ(u
2
u
3
· · ·u
n
) in u
1
H
n−1
, and n−1 neighbors in u
1
H
n−1
. For every neighbor
w = w
1
w
2
· · ·w
n
of u in u
1
H
n−1
, there exists some q (1 ≤ q ≤ n − 1) such that w
i
= u
i
for
1 ≤ i ≤ q. We use u
i
to denote the neighbor of u with the same first i−1 bits as that of u, and
u
i
is called the (i)-neighbor of u , where 1 ≤ i ≤ n. That is, u
i
= u
1
· · ·u
i−1
u
i
φ(u
i+1
· · ·u
n
) =
u
1
· · ·u
i−1
u
i
(u
i+1
⊕ u
n−κ+1
)(u
i+2
⊕ u
n−κ+2
) · · · (u
i+κ
⊕ u
n
)u
i+κ+1
· · ·u
n
, where κ = κ(n− i).
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Note that there are n − i neighbors of ui in u1 · · ·ui−1uiHn−i, we use ui,j to denote the
neighbor of ui with the same first i+j−1 bits as that of ui, and ui,j is called the (i, j)-neighbor
of u, where 1 ≤ j ≤ n− i. Denote κi = κ(n− i). Then
ui,j =

ui[1, i](ui+1 ⊕ un−κi+1) · · · (ui+j−1 ⊕ un−κi+j−1)(ui+j ⊕ un−κi+j)φ(ui[i+ j + 1, n]),
if 1 ≤ j ≤ κi,
ui[1, i](ui+1 ⊕ un−κi+1) · · · (ui+κi ⊕ un)ui+κi+1 · · ·ui+j−1ui+jφ(ui+j+1 · · ·un),
if κi + 1 ≤ j ≤ n− i.
Specially,
ui,1 =

u1 · · ·ui−1ui(ui+1 ⊕ un)(ui+2 ⊕ un)ui+3 · · ·un, if κi = κi+1 = 1,
u1 · · ·ui−1ui(ui+1 ⊕ un−κ+1)(ui+2 ⊕ un−κ+2 ⊕ un−κ+1)
· · · (ui+κ ⊕ un ⊕ un−1)(ui+κ+1 ⊕ un)ui+κ+2 · · ·un, if κi = κi+1 = κ ≥ 2,
u1 · · ·ui−1ui(ui+1 ⊕ un−κ+1)ui+2 · · ·un, if κi = κi+1 + 1 = κ.
Similarly, there are n− i− j neighbors of ui,j in u1 · · ·ui−1ui(ui+1⊕un−κi+1) · · · (ui+j−1⊕
un−κi+j−1)(ui+j ⊕ un−κi+j)Hn−i−j if 1 ≤ j ≤ κi, in u1 · · ·ui−1ui(ui+1 ⊕ un−κi+1) · · · (ui+κi ⊕
un)ui+κi+1 · · ·ui+j−1ui+jHn−i−j if κi + 1 ≤ j ≤ n− i. We use ui,j,k to denote the neighbor of
ui,j with the same first i+j+k−1 bits as that of ui,j, and ui,j,k is called the (i, j, k)-neighbor
of u, where 1 ≤ k ≤ n− i− j. Specially,
ui,1,1 =

u1 · · ·ui−1ui(ui+1 ⊕ un)(ui+2 ⊕ un)φ(ui+3 · · ·un), if κi = κi+1 = 1,
u1 · · ·ui−1ui(ui+1 ⊕ un−1)(ui+2 ⊕ un ⊕ un−1)φ((ui+3 ⊕ un)ui+4 · · ·un),
if κi = κi+1 = 2,
u1 · · ·ui−1ui(ui+1 ⊕ un−κ+1)(ui+2 ⊕ un−κ+2 ⊕ un−κ+1)φ(ui,1[i+ 3, n]),
if κ = κi = κi+1 ≥ 3,
u1 · · ·ui−1ui(ui+1 ⊕ un−κ+1)ui+2φ(ui+3 · · ·un), if κi = κi+1 + 1 = κ.
At the same time,
ui,1,2 =

u1 · · ·ui−1ui(ui+1 ⊕ un)(ui+2 ⊕ un)ui+3φ(ui+4 · · ·un), if κi = κi+1 = 1,
u1 · · ·ui−1ui(ui+1 ⊕ un−1)(ui+2 ⊕ un ⊕ un−1)(ui+3 ⊕ un)φ(ui+4 · · ·un),
if κi = κi+1 = 2,
u1 · · ·ui−1ui(ui+1 ⊕ un−2)(ui+2 ⊕ un−1 ⊕ un−2)(ui+3 ⊕ un ⊕ un−1)φ(ui,1[i+ 4, n]),
if κi = κi+1 = 3,
u1 · · ·ui−1ui(ui+1 ⊕ un−κ+1)(ui+2 ⊕ un−κ+2 ⊕ un−κ+1)(ui+3 ⊕ un−κ+3 ⊕ un−κ+2)
φ((ui+4 ⊕ un−κ+4 ⊕ un−κ+3) · · · (ui+κ ⊕ un ⊕ un−1)(ui+κ+1 ⊕ un)ui+κ+2 · · ·un),
if κ = κi = κi+1 ≥ 4,
u1 · · ·ui−1ui(ui+1 ⊕ un−κ+1)ui+2ui+3φ(ui+4 · · ·un), if κi = κi+1 + 1 = κ.
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Let uh(·) be a vertex of Hn. If the first i bits of uh(·) is u1u2 · · ·ui, then uh(·) has exactly
one neighbor in u1u2 · · ·ui−1uiHn−i, and we denote this neighbor uh(·),i∗ . For example, let
u = 0010 ∈ H4, then u1 = 1010, u2 = 0110, u3 = 0000, u4 = 0011, u1,1 = u2,1∗ = 1110, u2,1 =
0100, u3,1 = 0001, u3,1
∗
= 1000, u4,1
∗
= 1111, u2,1,1
∗
= 1100, u3,1,1
∗
= 1101. Figure 2 illustrates
the neighbors of u.
Figure 2. Some neighbors related to a vertex u of Hn
Note that ui+1 = u1u2 · · ·uiui+1φ(ui+2ui+3 · · ·un). Then
ui+1,i
∗
=

u1 · · ·ui−1ui(ui+1 ⊕ un)(ui+2 ⊕ un)ui+3 · · ·un, if κi = κi+1 = 1,
u1 · · ·ui−1ui(ui+1 ⊕ un−κ+1)(ui+2 ⊕ un−κ+1 ⊕ un−κ+2)
· · · (ui+κ ⊕ un−1 ⊕ un)(ui+κ+1 ⊕ un)ui+κ+2 · · ·un, if κi = κi+1 = κ ≥ 2,
u1 · · ·ui−1ui(ui+1 ⊕ un−κ+1)ui+2 · · ·un, if κi = κi+1 + 1 = κ.
It is seen that ui+1,i
∗
= ui,1. Then ui,1 is a common neighbor of ui and ui+1. Note that
u is also a common neighbor of ui and ui+1. By Lemma 2.5, any two vertices have at most
two common neighbors. So we have the following proposition.
Proposition 2.8 Let u = u1u2 · · ·un be any vertex of Hn and NHn(u) = {u1, u2, . . . , un}.
Then NHn(u
i) ∩NHn(ui+1) = {u, ui,1}, where 1 ≤ i ≤ n− 1.
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Recall that for u = u1 · · ·un ∈ V (Hn), un = u1 · · ·un−1un, un−1 = u1 · · ·un−2un−1un and
un−1,1 = u1u2 · · ·un−2un−1 un, we have
un,i
∗
= u1 · · ·ui−1uiφ(ui+1 · · ·un−1un),
un−1,1,1
∗
= u1φ(u2 · · ·un−2un−1 un),
un−1,1,2
∗
= u1u2φ(u3 · · ·un−2un−1 un).
The following two propositions are straightforward.
Proposition 2.9 For any u = u1u2 . . . un ∈ V (Hn), NHn(u) = {u1, u2, . . . , un}, Then
(a) ui,1 6= uj,1 for 1 ≤ i 6= j ≤ n− 1.
(b) un−1,1,1
∗ 6= u1,1, un−1,1,1∗ 6= u1,1,1 and un−1,1,1∗ 6= u1,1,2.
(c) un−1,1,2
∗ 6= u2,1, un−1,1,2∗ 6= u2,1,1 and un−1,1,2∗ 6= u2,1,2.
(d) un,i
∗ 6= ui,1, un,i∗ 6= ui,1,1 and un,i∗ 6= ui,1,2, where 1 ≤ i ≤ n− 3.
Proposition 2.10 For any u = u1u2 . . . un ∈ V (Hn), NHn(u) = {u1, u2, . . . , un}, then
un,(n−2)
∗ 6= un−2,1,
un,(n−2)
∗,(n−3)∗ 6= un−3,1,
...
un,(n−2)
∗,(n−3)∗,...,2∗ 6= u2,1,
un,(n−2)
∗,(n−3)∗,...,2∗,1∗ 6= u1,1.
By Lemma 2.4 and Proposition 2.8, we have following proposition.
Proposition 2.11 For any u = u1u2 . . . un ∈ V (Hn), NHn(u) = {u1, u2, . . . , un}, we have
(a) Hn[{ui, ui,1, ui+1, ui,1,1}] is a K1,3 with center ui,1, where 1 ≤ i ≤ n− 2.
(b) Hn[{un, un−1,1, un,1∗ , un,2∗}] is a K1,3 with center un.
(c) Hn[{un−1, un−1,1, un, un−1,1,1∗}] is a K1,3 with center un−1,1.
(d) Hn[{ui, ui,1, ui+1, ui,1,1, ui,1,2}] is a K1,4 with center ui,1, where 1 ≤ i ≤ n− 3.
(e) Hn[{un, un−1,1, un,1∗ , un,2∗ , un,3∗}] is a K1,4 with center un.
(f) Hn[{un−1, un−1,1, un, un−1,1,1∗ , un−1,1,2∗}] is a K1,4 with center un−1,1.
(g) Hn[{un−2, un−2,1, un−1, un−2,1,1, un−2,1,1∗}] is a K1,4 with center un−2,1.
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3 κ(Hn;K1,r) and κ
s(Hn;K1,r) for r ∈ {3, 4}
In this section, we first show some properties of Hn related to stars, then explore the T -
structure connectivity and T -substructure connectivity of Hn for T = K1,3 and T = K1,4,
respectively.
Lemma 3.1 Let K1,r be a star in Hn. If u is a vertex of Hn−K1,r, then |NHn(u)∩V (K1,r)| ≤
2.
Proof. Let x be the center of the star K1,r. If (x, u) ∈ E(Hn), then NHn(u)∩V (K1,r) = {x}
by Lemma 2.4. That is, |NHn(u)∩V (K1,r)| = 1. If (x, u) /∈ E(Hn), then |NHn(u)∩V (K1,r)| ≤
2 as u and x have at most two common neighbors by Lemma 2.5.
Lemma 3.2 Let K1,3 be a star in Hn. If u and v are two adjacent vertices of Hn − K1,3,
then |NHn({u, v}) ∩ V (K1,3)| ≤ 3.
Proof. Let V (K1,3) = {x, x1, x2, x3} and E(K1,3) = {(x, x1), (x, x2), (x, x3)}. If (x, u) ∈
E(Hn), then NHn(u) ∩ V (K1,3) = {x} by Lemma 2.4. That is, |NHn(u) ∩ V (K1,3)| = 1.
By Lemma 3.1, |NHn(v) ∩ V (K1,3)| ≤ 2. Then |NHn({u, v}) ∩ V (K1,3)| ≤ 3. Therefore
(x, u) /∈ E(Hn). By the symmetry of u and v, (x, v) /∈ E(Hn). Then NHn({u, v})∩V (K1,3) ⊆
{x1, x2, x3} and thus |NHn({u, v}) ∩ V (K1,3)| ≤ 3.
Lemma 3.3 Let K1,r be a star in Hn with center x. If u and v are two adjacent vertices of
Hn−K1,r, then |NHn({u, v})∩V (K1,r)| ≤ 4. Moreover, if |NHn({u, v})∩V (K1,r)| = 4, then
(u, x), (v, x) /∈ E(Hn) and u, v, x ∈ V (aHn−1) for some a ∈ {0, 1}.
Proof. By Lemma 3.1, |NHn(u) ∩ V (K1,r)| ≤ 2 and |NHn(v) ∩ V (K1,r)| ≤ 2. Then
|NHn({u, v}) ∩ V (K1,r)| ≤ 4.
Suppose that |NHn({u, v}) ∩ V (K1,r)| = 4, in the following, we show that u, v, x ∈
V (aHn−1) for some a ∈ {0, 1}. Note that |NHn(u)∩V (K1,r)| = 2 and |NHn(v)∩V (K1,r)| = 2,
then (u, x), (v, x) /∈ E(Hn). If u ∈ V (0Hn−1) and v ∈ V (1Hn−1), then x and v have at most
one common neighbor if x ∈ V (0Hn−1), and x and u have at most one common neighbor
if x ∈ V (1Hn−1), a contradiction. Therefore u, v ∈ V (aHn−1) for some a ∈ {0, 1}. If
x ∈ V (aHn−1), then NHn({u, v})∩NHn(x) ⊆ {u1, v1, x1}, i.e, |NHn({u, v})∩ V (K1,r)| ≤ 3, a
contradiction. Therefore x ∈ V (aHn−1).
Lemma 3.4 Let F1, F2, . . . , Fdn/2e−1 be dn2 e − 1 stars in Hn. If u and v are two adjacent
vertices of Hn − ∪dn/2e−1i=1 V (Fi), then |NHn({u, v}) ∩ (∪dn/2e−1i=1 V (Fi))| ≤ 2n− 3.
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Proof. Note that |NHn({u, v})| = 2n − 2, suppose to the contrary that |NHn({u, v}) ∩
(∪dn/2e−1i=1 V (Fi))| = 2n − 2. By Lemma 3.3, |NHn({u, v}) ∩ V (K1,r)| ≤ 4, then 2n − 2 =
|NHn({u, v}) ∩ (∪dn/2e−1i=1 V (Fi))| ≤ 4(dn2 e − 1). Thus n is odd, |NHn({u, v}) ∩ V (Fi)| = 4 for
1 ≤ i ≤ dn/2e − 1 and NHn({u, v}) ∩ (∪dn/2ei=1 V (Fi)) = NHn({u, v}). Let xi be the center of
Fi, then (u, xi), (v, xi) /∈ E(Hn) and u, v, xi ∈ V (aHn−1) for some a ∈ {0, 1} by Lemma 3.3.
Assume, without loss of generality, that u1 ∈ F1. Then u1 6= x1 as (u, x1) /∈ E(Hn). On the
other hand, (u1, x1) ∈ E(Hn), which implies x1 ∈ V (aHn−1), a contradiction.
Lemma 3.5 κs(Hn;K1,r) ≥ dn2 e for 3 ≤ r ≤ 4 and n ≥ 4.
Proof. Let F = {P1, . . . , P1︸ ︷︷ ︸
x1
, P2, . . . , P2︸ ︷︷ ︸
x2
, P3, . . . , P3︸ ︷︷ ︸
x3
, K1,3, . . . , K1,3︸ ︷︷ ︸
x4
} if r = 3, and F =
{P1, . . . , P1︸ ︷︷ ︸
x1
, P2, . . . , P2︸ ︷︷ ︸
x2
, P3, . . . , P3︸ ︷︷ ︸
x3
, K1,3, . . . , K1,3︸ ︷︷ ︸
x4
, K1,4, . . . , K1,4︸ ︷︷ ︸
x5
} if r = 4, where xi ≥ 0 and
1 ≤ i ≤ r+ 1. Then |F| =∑r+1i=1 xi. Suppose to the contrary that |F| ≤ dn2 e− 1 and Hn−F
is disconnected, then Hn−F has at least two components. Let C be the smallest component
of Hn −F . We consider the following three cases.
Case 1. |V (C)| = 1.
In this case, C is an isolated vertex w. Note that |NHn(w)| = n. By Lemmas 2.4 and
3.1, every element in F contains at most two neighbors of w, then 2|F| ≥ |NHn(w)|. Thus,
2(dn
2
e − 1) ≥ n, a contradiction.
Case 2. |V (C)| = 2.
In this case, C is an edge (u, v). Note that NHn({u, v}) = 2n − 2. If r = 3, every
element in F contains at most three neighbors of {u, v} by Lemmas 2.4 and 3.2, then
3|F| ≥ |NHn({u, v})|. Thus 3(dn2 e − 1) ≥ 2n − 2, a contradiction. Therefore r = 4. By
Lemma 3.4, all elements in F contains at most 2n− 3 neighbors of {u, v}, a contradiction.
Case 3. |V (C)| ≥ 3.
Note that |F| ≤ dn
2
e − 1 and every element in F contains at most five vertices, then
|V (F)| ≤ 5(dn
2
e−1). If n = 4, then |V (F)| ≤ 5. By Lemma 2.6, κ1(Hn) = 2n−2 = 6, which
implies that we have to delete at least 6 vertices to separate C from H4, a contradiction.
Therefore n ≥ 5. By Lemma 2.7, κ2(Hn) = 3n− 5, which implies that we have to delete at
least 3n− 5 > 5(dn
2
e − 1) vertices to separate C from Hn, a contradiction.
Thus, κs(Hn;K1,3) ≥ dn2 e.
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3.1 κ(Hn;K1,3) and κ
s(Hn;K1,3)
Lemma 3.6 κ(Hn;K1,3) ≤ dn2 e for n ≥ 4.
Proof. For any u = u1 · · ·un ∈ V (Hn), NHn(u) = {u1, . . . , un}. Let Ti be the subgraph
induced by {ui, ui,1, ui+1, ui,1,1} for 1 ≤ i ≤ n − 2. If n is odd, we let Tn be the sub-
graph induced by {un, un−1,1, un,1∗ , un,2∗}; and if n is even, let Tn−1 the subgraph induced
by {un−1, un−1,1, un, un−1,1,1∗}. Then Ti is a K1,3 by Proposition 2.11(a-c) for 1 ≤ i ≤ n, and
V (Ti) ∩ V (Tj) = ∅ by Proposition 2.9 for 1 ≤ i 6= j ≤ n.
Set S = {T1, T3, . . . , Tn−2, Tn} if n is odd; and S = {T1, T3, . . . , Tn−3, Tn−1} if n is even.
Then, in either case, Hn − S is disconnected, one component is {u} and |S| = dn2 e. Thus,
κ(Hn;K1,3) ≤ dn2 e.
Note that κs(Hn;K1,3) ≤ κ(Hn;K1,3), and thus, by Lemmas 3.5 and 3.6, we have the
following result.
Theorem 3.7 κ(Hn;K1,3) = κ
s(Hn;K1,3) = dn2 e for n ≥ 4.
3.2 κ(Hn;K1,4) and κ
s(Hn;K1,4)
Lemma 3.8 κ(Hn;K1,4) ≤ dn2 efor n ≥ 4.
Proof. For any u ∈ V (Hn), NHn(u) = {u1, . . . , un}. Let Ti be the subgraph induced
by {ui, ui,1, ui+1, ui,1,1, ui,1,2} for 1 ≤ i ≤ n − 3. If n is odd, we let Tn−2 be the sub-
graph induced by {un−2, un−2,1, un−1, un−2,1,1, un−2,1,1∗} and Tn the subgraph induced by
{un, un−1,1, un,1∗ , un,2∗ , un,3∗}; and if n is even, let Tn−1 be the subgraph induced by {un−1,
un−1,1, un, un−1,1,1
∗
, un−1,1,2
∗}. Then Ti is a K1,4 by Proposition 2.11(d-g) for 1 ≤ i ≤ n, and
V (Ti) ∩ V (Tj) = ∅ by Proposition 2.9 for 1 ≤ i 6= j ≤ n.
Set S = {T1, T3, . . . , Tn−4, Tn−2, Tn} if n is odd; and S = {T1, T3, . . . , Tn−3, Tn−1} if n is
even. Then, in either case, Hn − S is disconnected, one component is {u} and |S| = dn2 e.
Thus, κ(Hn;K1,4) ≤ dn2 e and κs(Hn;K1,4) ≤ dn2 e.
Note that κs(Hn;K1,4) ≤ κ(Hn;K1,4), and hence, by Lemmas 3.5 and 3.8, we have the
following result.
Theorem 3.9 κ(Hn;K1,4) = κ
s(Hn;K1,4) = dn2 e for n ≥ 4.
4 κ(Hn;Pk) and κ
s(Hn;Pk)
Recall that κ(Hn;P1) = κ
s(Hn;P1) = κ(Hn) = n for n ≥ 3. So we assume k ≥ 2.
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4.1 κ(Hn;P2) and κ
s(Hn;P2)
Lemma 4.1 If κ(n − 1) ≥ 2, then Hn does not consists of n − 1 quadrilaterals sharing a
common edge.
Proof. For any u = u1u2 . . . un ∈ V (Hn), we show that for any 1 ≤ i ≤ n − 2, ui and
un have no other common neighbors other than u, and un−1 and u1 have no other common
neighbors other than u.
Recall that ui = u1 · · ·ui−1ui(ui+1 ⊕ un−κi+1) · · · (ui+κi ⊕ un)ui+κi+1 · · ·un−1un, where
κi = κ(n− i).
First we assume i ≤ n − 2. We only need to show that (ui)j 6= (un)k for 1 ≤ j 6= i ≤ n
and 1 ≤ k ≤ n − 1. If 1 ≤ j 6= i ≤ n − 1, then (ui)j[n] = un 6= un = (un)k[n], thus
(ui)j 6= (un)k. Therefore j = n. If i 6= k, then (ui)n[i] 6= (un)k[i]; and if i = k, then
(ui)n[i+ κi] = ui+κi ⊕ un 6= ui+κi ⊕ un = (un)i[i+ κi]. Thus (ui)n 6= (un)k.
Now we assume i = n− 1. We only need to show that (u1)p 6= (un−1)q for 2 ≤ p ≤ n and
1 ≤ q 6= n−1 ≤ n. If 2 ≤ p ≤ n−2, then (u1)p[n−1, n] = un−1un 6= un−1un = (un−1)q[n−1, n]
for 1 ≤ q ≤ n − 2 and (u1)p[n − 1, n] = un−1un 6= un−1 un = (un−1)n[n − 1, n], and thus
(u1)p 6= (un−1)q. If p = n, then (u1)n[n − 1, n] = un−1un 6= un−1un = (un−1)q[n − 1, n]
for 1 ≤ q ≤ n − 2 and (u1)n[n − 1, n] = un−1un 6= un−1 un = (un−1)n[n − 1, n], and thus
(u1)n 6= (un−1)q. Therefore p = n − 1. If q 6= 1, then (u1)n−1[1] 6= (un−1)q[1]; and if q = 1,
then (un−1)1 = u1(u2⊕un−κ1+1) · · · (uκ1−1⊕un−2)(uκ1⊕un−1)(uκ1+1⊕un)uκ1+2 · · ·un−2un−1un
as κ1 = κ(n − 1) ≥ 2 and thus (u1)n−1[κ1] = (uκ1 ⊕ un−1) 6= (uκ1 ⊕ un−1) = (un−1)1[κ1].
Hence (u1)n−1 6= (un−1)q.
Lemma 4.2 κ(Hn;P2) ≤ n− 1 if κ(n− 1) = 1 and κ(Hn;P2) ≤ n if κ(n− 1) ≥ 2.
Proof. we distinguish cases pertaining to the value of κ(n) in the following.
Case 1. κ(n− 1) = 1.
In this case, we set u = 00 · · · 0. Then ui = 0 · · · 0ui0 · · · 0, where ui = 1, 1 ≤ i ≤ n. Let
v = un−1 = 0 · · · 010, then vi = 0 · · · 0vi0 · · · 010, where vi = 1, 1 ≤ i ≤ n− 2; vn = 0 · · · 011.
Note that if κ(n− 1) = 1, then (ui, vi) ∈ E(Hn); and hence C4 = 〈u, ui, vi, v, u〉 is a cycle of
length 4.
Set S = {uivi : 1 ≤ i ≤ n and i 6= n− 1}. Then, Hn−S is disconnected, one component
is {u, v} and |S| = n− 1. Thus, κ(Hn;P2) ≤ n− 1.
Case 2. κ(n− 1) ≥ 2.
11
In this case, for any u = u1u2 . . . un ∈ V (Hn), NHn(u) = {u1, u2, . . . , un}. By Lemma 4.1,
Hn does not consists of n− 1 quadrilaterals sharing a common edge. So we can set that Ti
be the subgraph induced by {ui, ui,1} for 1 ≤ i ≤ n− 1, then Ti is isomorphic to P2.
Set S = {T1, T2, . . . , Tn−1, Tn}, where Tn is the subgraph induced by {un, un,1∗}. Then,
Hn − S is disconnected, one component is {u} and |S| = n. Thus, κ(Hn;P2) ≤ n.
Lemma 4.3 κs(Hn;P2) ≥ n− 1 if κ(n− 1) = 1 and κs(Hn;P2) ≥ n if κ(n− 1) ≥ 2.
Proof. we distinguish cases pertaining to the value of κ(n) in the following.
Case 1. κ(n− 1) = 1.
Let F = {P1, . . . , P1︸ ︷︷ ︸
x1
, P2, . . . , P2︸ ︷︷ ︸
x2
} and |F| = x1 + x2 ≤ n − 2 for x1, x2 ≥ 0. Suppose to
the contrary that Hn−F is disconnected, then Hn−F has at least two components. Let C
be the smallest component of Hn −F . We consider following two cases.
Subcase 1.1. |V (C)| = 1.
In this subcase, we set V (C) = {w}. Note that |NHn(w)| = n. By Lemma 2.4, every
element in F contains at most one neighbor of w. Thus, we have to delete at least n elements
of F to isolate C. But it is impossible since |F| ≤ n− 2 < n.
Subcase 1.2. |V (C)| ≥ 2.
In this subcase, by Lemma 2.6, κ1(Hn) = 2n− 2. This implies that we have to delete at
least 2n− 2 vertices to isolate C. Since |F| ≤ n− 2, we have |V (F)| ≤ 2(n− 2) = 2n− 4 <
2n− 2, a contradiction. Thus, κs(Hn;P2) ≥ n− 1 and κ(Hn;P2) ≥ n− 1.
Case 2. κ(n− 1) ≥ 2.
In this case, n > 5. Let F = {P1, . . . , P1︸ ︷︷ ︸
x1
, P2, . . . , P2︸ ︷︷ ︸
x2
} and |F| = x1 + x2 ≤ n − 1 for
x1, x2 ≥ 0. Suppose to the contrary that Hn −F is disconnected, then Hn −F has at least
two components. Let C be the smallest component of Hn −F . We consider following three
cases.
Subcase 2.1. |V (C)| = 1.
In this subcase, we set V (C) = {w}. Note that |NHn(w)| = n. By Lemma 2.4, every
element in F contains at most one neighbor of w. Thus, we have to delete at least n elements
of F to isolate C. But it is impossible since |F| ≤ n− 1 < n.
Subcase 2.2. |V (C)| = 2.
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In this subcase, C is an edge of Hn and |NHn(C)| = 2n−2. By Lemma 2.6 and Lemma 4.1,
we have to delete at least 2n−2
2
+1 = n elements of F to separate C. However, |F| ≤ n−1 < n,
a contradiction.
Subcase 2.3. |V (C)| ≥ 3.
In this subcase, by Lemma 2.7, κ2(Hn) = 3n− 5. This implies that we have to delete at
least 3n− 5 vertices to isolate C. Since |F| ≤ n− 1, we have |V (F)| ≤ 2(n− 1) = 2n− 2 <
3n− 5, a contradiction with n > 5. Thus, κs(Hn;P2) ≥ n and κ(Hn;P2) ≥ n.
Note that κs(Hn;P2) ≤ κ(Hn;P2), and hence, by Lemmas 4.2 and 4.3, we have the
following result.
Theorem 4.4 κ(Hn;P2) = κ
s(Hn;P2) = n− 1 if κ(n− 1) = 1; κ(Hn;P2) = κs(Hn;P2) = n
if κ(n− 1) ≥ 2.
4.2 κ(Hn;Pk) and κ
s(Hn;Pk) with k ≥ 3
Lemma 4.5 Let Pk be a path of order k in Hn with 1 ≤ k ≤ n. If v is a vertex of Hn−Pk,
then |NHn(v) ∩ V (Pk)| ≤ dk2e.
Proof. By Lemma 2.4, v can be adjacent to at most one vertex of any two consecutive
vertices on Pk. Thus, the lemma follows.
Lemma 4.6 Let Pk be a path of order k in Hn with 3 ≤ k ≤ n. If u and v are two
adjacent vertices of Hn − Pk, then |NHn({u, v}) ∩ V (Pk)| ≤ 2bk3c + (k(mod 3)). Moreover,
|NHn({u, v}) ∩ V (Pk)| ≤ k − 1.
Proof. Let Pk = 〈v1, v2, . . . , vk〉. We first show that
|NHn({u, v}) ∩ {vi−1, vi, vi+1}| ≤ 2 for 2 ≤ i ≤ k − 1. (∗)
Otherwise, we suppose that |NHn({u, v}) ∩ {vi−1, vi, vi+1}| ≥ 3 for some i (2 ≤ i ≤ k − 1).
Without loss of generality, we assume that |NHn(u)∩{vi−1, vi, vi+1}| ≥ 2. By Lemma 2.4, we
have uvi−1, uvi+1 ∈ E(Hn), and uvi /∈ E(Hn). Moreover, |NHn(u)∩{vi−1, vi, vi+1}| = 2. Then
|NHn(v)∩{vi−1, vi, vi+1}| ≥ 1 and vvi−1, vvi+1 /∈ E(Hn) by Lemma 2.4. So vvi ∈ E(Hn), and
thus {v, vi−1, vi+1} ⊆ N(u) ∩N(vi), a contradiction with Lemma 2.5.
Now we prove this lemma by induction on k. For k = 3, by the above proof, |NHn({u, v})∩
V (P3)| ≤ 2. In the induction step, assume that the lemma is true for 3 ≤ k ≤ l. When
k = l + 1, |NHn(vl+1) ∩ {u, v}| ≤ 1 by Lemma 2.4, and then |NHn({u, v}) ∩ V (Pl+1)| ≤
|NHn({u, v}) ∩ V (Pl)|+ 1 ≤ 2b l3c+ (l(mod 3)) + 1 by the inductive hypothesis.
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Note that if (l+1)(mod 3) = 1 or 2, then (l+1)(mod 3) = l(mod 3)+1 and b l
3
c = b l+1
3
c,
and hence 2b l
3
c+(l(mod 3))+1 = 2b l+1
3
c+((l+1)(mod 3)). So, in the following, we assume
that l ≥ 5 and (l+1)(mod 3) = 0. Then (l−2)(mod 3) = 0. By (∗), |NHn({u, v})∩V (Pl+1)| ≤
|NHn({u, v}) ∩ V (Pl−2)|+ 2 ≤ 2b l−23 c+ 2 = 2b l+13 c.
Therefore the proof of the lemma is complete.
Lemma 4.7 Let 3 ≤ k ≤ n. Then κ(Hn;Pk) ≤ d 2nk+1e if k is odd and κ(Hn;Pk) ≤ d2nk e if k
is even.
Proof. For any u = u1u2 . . . un ∈ V (Hn), NHn(u) = {u1, u2, . . . , un}, we distinguish cases
pertaining to the parity of k in the following.
Case 1. k is odd.
In this case, we denote t := k+1
2
. Let n = qt + r for some nonnegative integers q and r
with 0 ≤ r ≤ k−1
2
. Since n ≥ k, we have q ≥ 1.
Subcase 1.1. r = 0.
In this subcase, we set
P 1 = 〈u1, u1,1, u2, . . . , ut−1, ut−1,1, ut〉,
P 2 = 〈ut+1, ut+1,1, ut+2, . . . , uk, uk,1, uk+1〉,
...
P q = 〈un−t+1, un−t+1,1, un−t+2, . . . , un−1, un−1,1, un〉.
Then V (P i)∩V (P j) = ∅ by Proposition 2.10 for 1 ≤ i 6= j ≤ q, and then F = {P 1, P 2, . . . , P q}
forms a Pk-structure-cut of Hn, one component of Hn −F is {u} and |F| = 2nk+1 .
Subcase 1.2. 1 ≤ r ≤ k−1
2
.
In this subcase, we set
P 1 = 〈u1, u1,1, u2, . . . , ut−1, ut−1,1, ut〉,
P 2 = 〈ut+1, ut+1,1, ut+2, . . . , uk, uk,1, uk+1〉,
...
P q = 〈un−r−t+1, un−r−t+1,1, un−r−t+2, . . . , un−r−1, un−r−1,1, un−r〉,
P (q+1) = 〈un−r+1, un−r+1,1, un−r+2, . . . , un, un,(n−2)∗ , . . . , un,(n−2)∗,...,(n−k+2r−2)∗〉.
Then V (P i) ∩ V (P j) = ∅ by Proposition 2.10 for 1 ≤ i 6= j ≤ q + 1, and then F =
{P 1, P 2, . . . , P q, P (q+1)} forms a Pk-structure-cut of Hn, one component of Hn − F is {u}
and |F| = d 2n
k+1
e.
Thus, in either subcase, κ(Hn;Pk) ≤ d 2nk+1e.
Case 2. k is even.
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In this case, we denote a := k
2
. Let n = qa + r for some nonnegative integers q and r
with 0 ≤ r ≤ k−2
2
. Since n ≥ k, we have q ≥ 1.
Subcase 2.1. r = 0.
In this subcase, we set
P 1 = 〈u1, u1,1, u2, . . . , ua, ua,1〉,
P 2 = 〈ua+1, ua+1,1, ua+2, . . . , uk, uk,1〉,
...
P q = 〈un−a+1, un−a+1,1, un−a+2, . . . , un, un,1∗〉.
Then V (P i)∩V (P j) = ∅ by Proposition 2.10 for 1 ≤ i 6= j ≤ q, and then F = {P 1, P 2, . . . , P q}
forms a Pk-structure-cut of Hn, one component of Hn −F is {u} and |F| = 2nk .
Subcase 2.2. 1 ≤ r ≤ k−2
2
.
In this subcase, we set
P 1 = 〈u1, u1,1, u2, . . . , ua, ua,1〉,
P 2 = 〈ua+1, ua+1,1, ua+2, . . . , uk, uk,1〉,
...
P q = 〈un−r−a+1, un−r−a+1,1, un−r−a+2, . . . , un−r, un−r,1〉,
P (q+1) = 〈un−r+1, un−r+1,1, un−r+2, . . . , un, un,(n−2)∗ , . . . , un,(n−2)∗,...,(n−k+2r−2)∗〉.
Then V (P i) ∩ V (P j) = ∅ by Proposition 2.10 for 1 ≤ i 6= j ≤ q + 1, and then F =
{P 1, P 2, . . . , P q, P (q+1)} forms a Pk-structure-cut of Hn, one component of Hn − F is {u}
and |F| = d2n
k
e.
Thus, κ(Hn;Pk) ≤ d2nk e.
The proof of the lemma is now complete.
Lemma 4.8 Let 3 ≤ k ≤ n. Then κs(Hn;Pk) ≥ d 2nk+1eif k is odd and κs(Hn;Pk) ≥ d2nk eif k
is even.
Proof. If no confusion should arise, we use F = {P1, . . . , P1︸ ︷︷ ︸
x1
, P2, . . . , P2︸ ︷︷ ︸
x2
, . . . , Pk, . . . , Pk︸ ︷︷ ︸
xk
} to
denote a set of connected subgraphs of Pk with |F| =
∑k
i=1 xi for xi ≥ 0.
If 3 ≤ n ≤ 4, then k = 3 or k = 4 as 3 ≤ k ≤ n. So in either case, it suffices to show
that Hn − F is connected whenever |F| ≤ 1. If xk = 0, then Hn − Pi is connected for
1 ≤ i ≤ k − 1 since κ(Hn) = n ≥ k. Hence, we may assume that xk = 1, and consequently
x1 = · · · = xk−1 = 0. That is, F = {Pk}. Assume that Hn − Pk is disconnected, then each
component of Hn−Pk contains at least two vertices as Hn is n-regular and triangle-free. On
the other hand, by Lemma 2.6, κ1(Hn) = 2n− 2 > k = |V (Pk)|, a contradiction.
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So, in the following, we may assume that n ≥ 5. We proceed this by contradiction.
Case 1. k is odd.
Suppose to the contrary that |F| ≤ d 2n
k+1
e − 1 and Hn −F is disconnected, then Hn−F
has at least two components. Without loss of generality, let C be the smallest component of
Hn −F . We consider the following two cases.
Case 1.1. |V (C)| = 1.
In this subcase, C is an isolated vertex. Let V (C) = {w}, then |NHn(w)| = n. By
Lemma 4.5, every element in F contains at most k+1
2
neighbors of w. Thus, k+1
2
|F| ≥ n, i.e.
k+1
2
(d 2n
k+1
e − 1) ≥ n, a contradiction.
Case 1.2. |V (C)| ≥ 2.
In this subcase, C contains at least one edge. By Lemma 2.6, κ1(Hn) = 2n − 2. This
implies that we have to delete at least 2n−2 vertices to separate C from Hn. However, from
the assumption |F| ≤ d 2n
k+1
e − 1, we infer that |V (F)| ≤ k(d 2n
k+1
e − 1) ≤ k(2n+k−1
k+1
− 1) =
k
k+1
(2n− 2) < 2n− 2, a contradiction.
Case 2. k is even.
Suppose to the contrary that |F| ≤ d2n
k
e − 1 with Hn−F being disconnected, and let C
be the smallest component of Hn −F . Consider the following three cases.
Case 2.1. |V (C)| = 1.
In this subcase, C is an isolated vertex. Let V (C) = {w}, then |NHn(w)| = n. By
Lemma 4.5, every element in F contains at most k
2
neighbors of w. Thus, k
2
|F| ≥ n, i.e.
k
2
(d2n
k
e − 1) ≥ n, a contradiction.
Case 2.2. |V (C)| = 2.
In this subcase, C is an edge of Hn. Suppose that V (C) = {u, v}, then |NHn({u, v})| =
2n − 2. By Lemma 2.6, every element in F contains at most k − 1 neighbors of {u, v}.
It means that we have to delete at least d2n−2
k−1 e vertices of F to separate C. However,
|F| ≤ d2n
k
e − 1 ≤ 2n+k−2
k
− 1 = 2n−2
k
< d2n−2
k−1 e, a contradiction.
Case 2.3. |V (C)| ≥ 3.
In this subcase, |V (F)| ≤ k(d2n
k
e− 1) from the assumption |F| ≤ d2n
k
e− 1. On the other
hand, κ2(Hn) = 3n− 5 by Lemma 2.7, which implied that we have to delete at least 3n− 5
vertices to separate C from Hn. However, it is easily to check that |V (F)| ≤ k(d2nk e − 1) <
3n− 5 for n ≥ 5, a contradiction.
Therefore we complete the proof of Lemma 4.8.
Recall that κs(Hn;Pk) ≤ κ(Hn;Pk), and hence, by Lemmas 4.7 and 4.8, we have the
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following result.
Theorem 4.9 Let 3 ≤ k ≤ n. Then κ(Hn;Pk) = κs(Hn;Pk) = d 2nk+1e if k is odd; κ(Hn;Pk) =
κs(Hn;Pk) = d2nk e if k is even.
5 Conclusions
In this paper, we consider the T -structure connectivity and T -substructure connectivity of
the twisted hypercube Hn for T ∈ {K1,r, Pk} and show that
κ(Hn;K1,r) = κ
s(Hn;K1,r) = dn2 e for n ≥ 4 and 3 ≤ r ≤ 4;
κ(Hn;Pk) = κ
s(Hn;Pk) =

n, if k = 1,
n− 1, if k = 2 and κ(n− 1) = 1,
n, if k = 2 and κ(n− 1) ≥ 2,
d 2n
k+1
e, if 3 ≤ k ≤ n and k is odd,
d2n
k
e, if 4 ≤ k ≤ n and k is even.
However, determining the K1,r-structure connectivity and K1,r-substructure connectivity
of Hn with r ≥ 5 remain open. To explore κ(Hn;Ck) and κs(Hn;Ck), the approach used
in this paper is invalid as Hn is a nonbipartite graph. But one may explore the structure
connectivity and substructure connectivity of other interconnection networks by the approach
used in this paper.
Acknowledgments
Xiaolan Hu is partially supported by NNSFC under grant number 11601176 and NSF of
Hubei Province under grant number 2016CFB146. Huiqing Liu is partially supported by
NNSFC under grant numbers 11571096 and 61373019.
References
[1] J.A. Bondy, U.S.R. Murty, Graph Theory, Springer, 2008.
[2] N.W. Chang, S.Y. Hsieh, {2, 3}-extraconnectivities of hypercube-like networks, J. Com-
put. System Sci. 79(5)(2013) 669-688.
[3] Y.C. Chen, J.J.M. Tan, L.H. Hsu, Super connectivity and super-edge-connectivity for
some interconnection networks, Appl. Math. Comput. 140(2)(2003) 245-254.
17
[4] A.H. Esfahanian, Generalized measures of fault tolerance with application to n-cube
networks, IEEE Trans. Comput. 38(11)(1989) 1586-1591.
[5] J. Fa´brega, M.A. Fiol, On the extraconnectivity of graphs, Discrete Math. 155(1-
3)(1996) 49-57.
[6] J.X. Fan, L.Q. He, BC interconnection networks and their properties, Chinese J. Com-
put. 26(1)(2003) 1-7.
[7] F. Harary, J.P. Hayes, H.J. Wu, A survey of the theory of hypercube graphs, Comput.
Math. Appl. 15(4)(1988) 277-289.
[8] S.Y. Hsieh, Y.H. Chang, Extraconnectivity of k-ary n-cube networks, Theoret. Comput.
Sci. 443(20)(2012) 63-69.
[9] C.K. Lin, L.L. Zhang, J.X. Fan, D.J. Wang, Structure connectivity and substructure
connectivity of hypercubes, Theoret. Comput. Sci. 634(2016) 97-107.
[10] H.Q. Liu, X.L. Hu, S. Gao, The g-good neighbor conditional diagnosability of twisted
hypercubes under the PMC and MM∗ model, Appl. Math. Comp. to appear.
[11] Y.L. Lv, J.X. Fan, D.F. Hsu, C.K. Lin, Structure connectivity and substructure con-
nectivity of k-ary n-cube networks, Inform. Sci. 433-434(2018) 115-124.
[12] S.A. Mane, Structure connectivity of hypercubes, AKCE International Journal of
Graphs and Combinatorics, https://doi.org/10.1016/j.akcej.2018.01.009.
[13] H. Qi, X.D. Zhu, The fault-diameter and wide-diameter of twisted hypercubes, Discrete
Appl. Math. 235(2018) 154-160.
[14] E. Sabir, J. Meng, Structure fault tolerance of hypercubes and folded hypercubes, The-
oret. Comput. Sci. 711(2018) 44-55.
[15] J.M. Xu, J.W. Wang, W.W. Wang, On super and restricted connectivity of some inter-
connection networks, Ars Combin. 94(2010).
[16] J.M. Xu, Q. Zhu, M. Xu, Fault-tolerant analysis of a class of networks, Inform. Process.
Lett. 103(6)(2007) 222-226.
[17] W.H. Yang, J.X. Meng, Extraconnectivity of hypercubes, Appl. Math. Lett. 22(6)(2009)
887-891.
18
[18] Q. Zhu, J.M. Xu, X.M. Hou, M. Xu, On reliability of the folded hypercubes, Inform.
Sci. 177(8)(2007) 1782-1788.
[19] X. Zhu, A hypercube variant with small diameter, Journal of Graph Theory 85(3)(2017)
651-660.
19
