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Abstract-Consider the set K of all nonempty compact subsets of a compact metric space (M, d), 
endowed with the Hausdorff metric. In this paper, we prove that K is isometric to a subset of loo(R). 
An approximation result is also proved. @ 2002 Elsevier Science Ltd. All rights reserved. 
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Data storage and comparison often requires managing compact subsets with respect to the Haus- 
dorff distance. As an example, shape comparison for computer vision tasks takes advantage of 
this approach (cf., e.g., [l]). Therefore, the approximation of compact sets with respect to the 
Hausdorff distance is an interesting subject of research (see, e.g., [2,3]). The results of the rep 
resentation and approximation we are going to prove allow us to translate the comparison of 
compacts into a comparison between real-valued sequences. 
Let us consider a compact metric space (M, d) and the set K of all nonempty compact subsets 
of M. We shall take the Hausdorff distance dH on K: dH(C,C’) = max{max,e~~ d(z, C), 
ma+,ecd(y,C’)}. We shall denote by 1,&(W) the set of all bounded nonnegative real-valued 
sequences endowed with the distance d,((ai), (bi)) = supi ]ai - bi]. 
The following statement holds. 
THEOREM 1.1. K is isometric to a compact subset of l&(W). 
PROOF. Since M is a compact metric space, it must be separable. Choose a sequence (pi), such 
that the set P = (pi} is a countable dense subset of it4 (we do not require that pi # pj for i # j). 
Let us define the function f : K + 1,$,(W) by setting f(C) = (ri), where ri = d(pi,C) for each 
index i E N. We claim that f is an isometry. 
In fact, the following statement holds. 
(*) For every E > 0 and C,C’ E K, we have dH(C,C’) 2 E if and only if d,(f(C),f(C’)) > c. 
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Let us prove this statement by setting f(C) = (Q), f(C’) = (ri). 
Assume d&C,C’) 2 e. Then either a point a E C exists such that d(a, C’) 2 E or a point 
b E C’ exists such that d(b, C) 2 E. In the former case, because of the density of P in M, for 
every 6 > 0, a pj exists such that d(o,pj) 5 6, and hence, d(pj, C) 5 6 (cf., Figure 1). It follows 
that d(pj, C’) 2 d(a, C’) - d(a, pj) 1 e - 6 because of the triangle inequality, and therefore, 
r(i - rj 2 (c - S) - 6 = E - 26. Analogously, in the latter case, we find that rj - ri 2 c - 26. 
Therefore, in any case, for every 6 > 0, an index j exists such that the inequality Irj - $1 2 e - 26 
holds. Hence, d,(f(C),f(C’)) 2 E. 
Piorwm 1 Annrmimnt.inm n hv n: in the nmof of Thpormn 1 1 
Figure 2. Definition of the point q in the proof of Theorem 1.1. 
Now, let us assume d,(f(C),f(C’)) 2 E. Then, for every S > 0, an index j exists such that 
Irj-ril ze-6. Inthecsseri -rj>c-6,wecantakeapointqECwithd(pj,q)=rjand 
claim that d(q, C’) 2 d(pj, C’) - d(pj, q) = T$ - rj 2 e - 6 because of the triangle inequality (SW 
Figure 2). From dH(C, C’) 2 d(q, C’), it follows that dH(C, C’) 2 E - 6. We proceed analogously 
in the case rj - T$ > c - 6. Therefore, dH(C, C’) 2 e - 6 holds in any case. The arbitrariw of 6 
concludes the proof of (*). 
Statement (*) implies that f is an isometry. In particular, f is continuous, and hence, f(K) is 
compact, since K itself is compact (cf., e.g., [4]). So the thesis of Theorem 1.1 is proved. I 
REMARK 1.2. If M has cardinality n < 00, it is easy to prove that K (equal to P(M) - (81, in 
this case) is isometric to a finite subset of W” endowed with the distance 
dn,((zo,...,zn-l),(yo,...,y,-l)) = I!== O<r<n_-l Izi - Yil* -- 
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The proof is analogous to the previous one, assuming that (pi) and f(C) are n-tuples instead of 
sequences and {po,. . . ,p,,-r} = M. 
In this paper, the symbols P and f will always denote the subset {pi} of M and the isometry 
defined in the previous proof. It is important to observe that f is not surjective, and the set 
S = l&(W) - f(K) of the real sequences in 1&(W) which do not represent any compact set is 
infinite. In fact, as an example of the constraints that a sequence must verify in order to belong 
to f(K), the density of P in M implies that every sequence (ri) E f(K) must contain arbitrarily 
small terms. It follows that S is dense in 1&((w). 
In real applications, we cannot manage the whole sequences representing compact sets. We 
could think that the process of truncating f(C) at the nth term could dramatically change the 
information about C. In fact, two real sequences in 1&(R) can have a large distance, while the 
corresponding n-tuples obtained by truncation may be close to each other with respect to the 
distance d”,. The next result shows that this phenomenon, while possible for general bounded 
sequences, cannot happen for the sequences representing compact sets via f. Furthermore, it 
allows the practical application of Theorem 1.1. In the following, B(p,r) will denote the open 
ball of center p and radius T (B(p, 0) = 0). 
THEOREM 1.3. Let C, C’ E K. Set (for n 2 1) 
n-l 
r= (rO,-..,rn-d = (d(po,C),...,d(p,-l,C)), G =M- u Bh,d, 
i=o 
n-l 
r’= (rh,..., r;-1) =(d(Po,C’),...,d(P,-l,C’)), C:, = M - u B(pi,r:). 
i=o 
The folJowing statements hold: 
(a) &f(G,C) 5 26,; 
(b) &(Cn, CL) - 24, I &I(‘? (7’) I &(G, CA) + 243; 
(c) @&Jr, 7”) 5 d&(C), f(@>) = dIf(C, C’) I d”,(r, r’) + %a. 
PROOF OF (a). The definition of ri implies that C,, > C. If &(C&, C) > 26,,, then a point 
p E C, should exist with d(p, C) > 26,. Hence, the inequality d(p,pi) + d(p+, C) 1 d(p, C) > 26, 
would hold for every pi E P. By choosing pi such that d(p,pi) 5 S,,, it would follow that 
ri = d(pi, C) > S,, and hence, the open ball B(pi, ri) should contain p. This is impossible since 
p $ u&i B(pi, ri). Therefore, &(Cn, C) 5 26,. 
PROOF OF (b). Either a point p E C exists such that d,r(C, C’) = d(p, C’) or a point p’ E C’ 
exists such that d&C, C’) = d(p’, C). In the former case, the definition of Hausdorff distance 
and the inclusion C G C, imply that d(p,C’) 5 d~(&,c’). Since d~(&,c’) 5 ~H(C~, CA) + 
dH(Ck,C’), We get dH(C,C’) 5 dH(Cn,CL) + dH(CAr c’). Fk om Statement (a), the inequality 
~H(C, C’) 5 d,y(&, CA) + 26, follows. In the case &(C, C’) = d(p’, C) with p’ E C’, the same 
inequality can be proved quite similarly. 
Analogously, either a point q E C,, exists such that d~(c,,, Ck) = d(q, CA) or a point q’ E CA 
exists such that d~(&, CL) = d(q’, Cn). In the former case, the definition of Hausdorff distance 
and the inclusion C’ G Ck imply that d(q, CA) 5 d(q, C’) 5 d~(&, C’). From do (C,, C’) 5 
d~(&, C) + d~(c, C’) and Statement (a), the inequality ~H(C~, CA) 5 ~H(C, C’) + 26, follows. 
PROOF OF(C). We have already seen that d,&(C),f(C’)) = d~(C,c’) in the proof of The- 
orem 1.1, while the inequality d&(r,r’) 5 d,(f(C),f(C’)) is t rivial. Because of the defini- 
tion of S,, for every index j E W, an index i(j) exists with 0 5 i(j) 5 n - 1 such that 
4Pi(j,,Pj) I 6,. The triangle inequality implies that ri(j) - 6, 5 ‘i(j) - d(~~(~~,pj) 5 Tj 5 
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ri(j) + d(Pi(j),Pj) I ri(j) 
Irj - 7!jI 5 ITj - Ti(j)I + 
+ CL. Hence, jri(j) - rjJ I 6,. Analogously, Ir:tjI - r;l 2 6,. Therefore, 
]ri(j) - ritjj 1 + Ir$jj - ril I d&(r, r’) + 2&, for every index j E N. The 
inequality d,(f(C), f(e)) 5 dnW(r, ’) + 26, follows. I 
REMARK 1.4. The inequalities in Statements (a)-(c) are sharp. This can easily be seen by 
considering the following examples. Take 
M = [O, 21 c w, C = (01, C’ = {2}, 
and choose the sequence (pi) in such a way that ps = 1. The Euclidean distance is considered 
on M. Then 81 = 1 and Cl = Ci = {0,2}. In this case, by taking n = 1, we get d~(&, C) = 
2 = 26, (i.e., (a) is sharp), &(C, C’) = 2 = 26, = d~(&, CA) + 26, (i.e., the right inequality in 
(b) is sharp), d,(f(C), f(C’)) = d~(c, C’) = 2 = d&(r,r’) + 26, (i.e., the right inequality in (c) 
is sharp). 
On the other hand, if we take 
A4 = [-3,3] c w, c = {-l}, C’ = {l}, 
and choose the sequence (pi) in such a way that pc = -2, pi = -1, p2 = 1, and p3 = 2, then 
& = 1, C4 = (-3, -11, and CA = (113) ( we assume that the Euclidean distance is considered 
oni’M). Inthiscase, bytakingn =4, weget bothdH(C,,CA)-26, =4-2 = 2= d~(C,c’) (i.e., 
the left inequality in (b) is sharp) and.d”,(r,r’) = 2 = d,(f(C),f(C’)) (i.e., the left inequality 
in (c) is sharp). 
REMARK 1.5. The previous theorem shows that C, and the truncated sequence r approximate C 
and the sequence f(C), respectively, with an error bounded by the value 26,. This allows for 
numerical applications of our theoretical approach to the description of compact sets. 
The following result is a consequence of Theorem 1.3. 
PROPOSITION 1.6. If f(C) = (ri) then C = A4 - lJ~o B(pi, ri). 
PROOF. Statement (a) in Theorem 1.3 guarantees that d~(&, C) I 26,. Since lim,,, S, = 0 
and C, > M - Uz”=, B(pi, ri) > C, we get 0 = lim,,, d~(&, C) > dH(M - lJ:o B(pi, ri), c). 
Hence, dH(M - Uzo B(pi, ri), C) = 0 and the thesis is proved. I 
Proposition 1.6 gives a new way to look at the isometry f: it implicitly describes a procedure 
of constructing the set C by cutting off balls from the metric space M (cf., Figure 3). 
M 
Figure 3. The definition of f(C) and the approximate reconstruction (in grey and 
black) of the compact set C (in black). 
Compact Sets 935 
REFERENCES 
1. W. Rucklidge, Eficient Visual Recognition ffsing the Hausdorfl Distance, Lecture Notes in Computer 
Science, Volume If 73, Springer, Berlin, (1996). 
2. P.J. Davis, R.A. Vitale and E. Ben-Sabar, On the deterministic and stochastic approximation of regions, 
J. Approximation Theory 21, 60-88 (1977). 
3. Bl. Sendov, Hausdorff Appruximations, Mathematics and its Applications, Volume 50, Kluwer Academic, 
(1990). 
4. F. Hausdorff, Set Theory, Chelsea, New York, (1957). 
