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Tests of lepton flavour universality in charged-current B decays offer an excellent opportunity to
test the Standard Model, and show hints of new physics in analyses performed by the LHCb, Belle
and BaBar experiments. These proceedings present the results from the LHCb collaboration on
measurements of R(D∗) and R(J/ψ ). It also presents the latest semileptonic tag measurement of
R(D) and R(D∗) by the Belle collaboration. The latest HFLAV average shows a discrepancy of
3.1σ between the Standard Model predictions and combined measurements of R(D) and R(D∗).
I. INTRODUCTION
In the Standard Model of particle physics (SM)
it is assumed that there are three generations of
fermions which are nearly identical copies of one an-
other with the same gauge charge assignments, but
different masses. This implies that all leptons cou-
ple universally to the gauge bosons, and that the only
difference in their interactions is caused by the differ-
ence in mass. This is called lepton flavour universality
(LFU) and can be tested by measuring ratios of de-
cays, such that the Cabibbo-Kobayashi-Maskawa ma-
trix elements, and the majority of the form factors,
cancel in the ratio.
These proceedings focus on the measurements of
LFU in charged-current B decays, which are of the
form b → c`−ν`, commonly known as measurements
of R(Hc). The ratio R(Hc) is defined as
R(Hc) = B(Hb → Hcτ
−ντ )
B(Hb → Hc`−ν`) , (1)
where Hb and Hc are a b and c hadron, respectively,
and ` is either an electron or muon. The semitauonic
decay is called the signal channel, and the other de-
cay is the normalisation channel. These tree-level
processes are theoretically clean and are sensitive to
new physics, such as charged Higgs bosons or lepto-
quarks [1]. Up until the start of 2019, there was a
discrepancy of 4σ between the SM predictions and the
combined measurements of R(D) and R(D∗).
There are two types of experiments that have mea-
sured the ratios R(Hc). The first are the B facto-
ries BaBar and Belle, which were both located at
e+e− colliders running at the Υ (4S) resonance to pro-
duce B+B− or B0B0 pairs. They have the advantage
that B mesons are produced in a clean environment
with little background and that the well-constrained
kinematics are very beneficial for reconstructing final
states with neutrinos. The BaBar and Belle experi-
ments finished data taking in 2008 and 2010 and col-
lected 433 fb−1 and 711 fb−1 of data, respectively.
LFU in charged-current B decays can also be mea-
sured at the LHCb experiment, which records data
from pp collisions at the LHC. The b quarks are pro-
duced through gluon fusion and thus all b-hadron
species are created: B+, B0, B0s , B
+
c and Λ
0
b . The
b hadrons are strongly boosted, providing an excel-
lent separation between production and decay ver-
tices. However, the large amount of b quarks cre-
ated comes at the cost of large amounts of back-
ground. The LHCb experiment recorded 3 fb−1 of
data in 2011–2012 at
√
s =7–8 TeV (Run 1), and
6 fb−1 from 2015–2018 at
√
s =13 TeV (Run 2).
II. MEASUREMENTS FROM LHCB
This section presents LHCb’s three measurements
of LFU in charged-current B decays.
A. Muonic R(D∗)
The R(D∗) analysis [2] measure the ratio
R(D∗) = B(B
0 → D∗+τ−ντ )
B(B0 → D∗+µ−νµ)
. (2)
In this analysis, the τ− decay is reconstructed as τ−
→µ−νµντ , which means that the signal and normali-
sation channel both have the same visible final state.
This ensures the cancellation of many systematic un-
certainties in the ratio, but also makes it hard to dis-
tinguish between the two channels. The decay modes
are measured using a multidimensional template fit
based on the three kinematic variables that discrimi-
nate most between signal and normalisation channels.
These are the missing mass squared (m2miss), the muon
energy (E∗µ) and the squared four-momentum of the
lepton pair (q2), all computed in the B-meson rest
frame. An approximation of the boost of the B me-
son is made by assuming that the boost of the visible
decay products along the z-axis is equal to that of the
B meson: (γβz)B ≈ (γβz)D∗µ
The analysis is performed using the Run 1 data set
of LHCb. The results of the fit, in the highest q2 bin,
are shown in Fig 1. After correcting for the efficiencies
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FIG. 1: Distributions of m2miss (left) and E
∗
µ (right) in the highest q
2 bin of the signal data, overlaid with the projections
of the fit model from LHCb’s muonic R(D∗) measurement [2]. The signal distributions are red, and the normalisation
channel is blue.
of reconstructing the signal and normalisation mode,
they yield a value of
R(D∗) = 0.336± 0.027 (stat)± 0.030 (syst) .
The largest contribution to the systematic uncertainty
is due to the limited size of the simulation samples
used to create the template shapes. The obtained
value ofR(D∗) is compatible with the SM within 2.1σ.
B. Hadronic R(D∗)
In the hadronic measurement of R(D∗) [3, 4] the
τ− lepton is reconstructed with three charged pions in
the final state. Instead of the B0 → D∗+µ−νµ decay
mode, this analysis uses the decay B0 → D∗+pi−pi+pi−
as a normalisation channel. It then measures the ratio
K(D∗), which is defined as:
K(D∗) = B(B
0 → D∗+τ−ντ )
B(B0 → D∗+pi−pi+pi−) . (3)
To convert this value to R(D∗), K(D∗) is mul-
tiplied by the ratio of the branching ratios of the
B0 → D∗+pi−pi+pi− and B0 → D∗+µ−νµ decays,
which are taken as external inputs from HFLAV av-
erage:
R(D∗) = K(D∗)×
(B(B0 → D∗+pi−pi+pi−)
B(B0 → D∗+µ−νµ)
)
. (4)
This analysis benefits from the well-defined τ−
decay vertex which is downstream from the B de-
cay vertex, and suppresses backgrounds by exploit-
ing this topology. For the signal channel a tem-
plate fit is performed in three variable: the decay
time of the three pions (tτ ), q
2, and the output of
a boosted decision tree (BDT). This BDT is used to
suppress backgrounds coming from doubly-charmed
B0 → D∗−D+s X decays, where X = B+, B0, B0s . Pro-
jections of the fits for each of these variables are shown
in Fig. 2. The analysis yields a value of
K(D∗) = 1.93± 0.12 (stat)± 0.17 (syst) .
Recently HFLAV updated the external input of the
average of the measurements of B(B0 → D∗−`+ν`),
which changed from (4.88±0.01 (stat)±0.10 (syst))%
to (5.08 ± 0.02 (stat) ± 0.12 (syst))%. The change is
largely due to the decision to no longer average over
the D∗+ and D∗0 decays, resulting in the exclusion of
measurements combining these states. Moreover, the
new average includes the latest Belle measurement [5].
Using the updated HFLAV average, LHCb’s mea-
surement ofR(D∗) using the hadronic τ− decay yields
a value of:
R(D∗) = 0.280± 0.018 (stat)± 0.029 (syst) .
This is in agreement with the SM within 1σ.
C. Muonic R(J/ψ )
The latest measurement from LHCb presented
here [6] studies the ratio in a different decay mode,
namely
R(J/ψ ) = B
+
c → J/ψτ+ντ
B+c → J/ψµ+νµ
. (5)
The τ− lepton is reconstructed in the muonic de-
cay mode and also in this analysis the signal and
normalisation channel are distinguished in a three-
dimensional templated fit based on the τ− decay time,
m2miss, and the variable Z(q
2, E∗µ), which is a combi-
nation of the q2 and E∗µ variables. The same boost
approximation is used as in the muonic R(D∗) analy-
sis. Projections of the fit output are shown in Fig. 3.
WedB0945
Flavor Physics and CP Violation Conference, Victoria BC, 2019 3
 [ps]τt
0 0.5 1 1.5 2
Ca
nd
id
at
es
 / 
( 0
.25
 ps
 )
0
500
1000
1500
2000
2500
3000
3500 LHCb
Data
Total model
τν
+τ−*D → 0B
τν
+τ**D → B
(X)+sD−*D → B (X)+D−*D → B
Xpi3−*D → B
(X)0D−*D → B
Comb. bkg.
(a)
]4c/2 [GeV2q
0 5 10
 
)
4 c/2
Ca
nd
id
at
es
 / 
( 1
.37
5 G
eV
0
500
1000
1500
2000
2500
(b)
BDT
0 0.1 0.2 0.3
Ca
nd
id
at
es
 / 
0.
1 
0
1000
2000
3000
4000
5000
6000 (c)
FIG. 2: Fit projections of the three-dimensional fit of the 3pi decay time, q2, and BDT output distributions from LHCb’s
hadronic R(D∗) measurement [3].
The analysis yields a value of
R(J/ψ ) = 0.71± 0.17 (stat)± 0.18 (syst) ,
where one of the largest systematic uncertainties
comes from the limited knowledge on the form factors
of the B+c → J/ψ`+ν` decays. These are currently fit
from data but can be significantly improved with new
lattice calculations. R(J/ψ ) is compatible with the
SM within 2σ.
III. LATEST MEASUREMENT FROM BELLE
The latest measurement of LFU in charged-current
B decays of the Belle collaboration [7] simultaneously
measuresR(D) andR(D∗). It analyses the full Υ (4S)
sample recorded by the Belle detector, consisting of
772 × 106 BB events. It uses a semileptonic tag,
meaning that the other B meson in the event is re-
constructed in the semileptonic decay B → D(∗)`ν`,
where ` = e, µ. Since the previous R(D∗) analysis
with a semileptonic tag [8], the tagging algorithm has
been extended with more reconstruction channels and
now uses a BDT resulting in a sample with higher
signal purity.
In order to make sure the tag B meson does not
decay with a τ− lepton in the final state, a cut on
the variable cos θB,D(∗)` is applied, where cos θB,D(∗)`
is the cosine of the angle between the momentum of
the B meson and the D(∗)` combination in the Υ (4S)
rest frame. This variable is reconstructed assuming
that there is only one massless unreconstructed parti-
cle (neutrino) in the decay and it is defined as:
cos θB,D(∗)` ≡
2EbeamED(∗)` −m2B −m2D(∗)`
2|pB ||pD(∗)`|
, (6)
where Ebeam is the energy of the beam, and ED(∗)`,
mD(∗)`, and pD(∗)` are the energy, mass and momen-
tum of the D(∗)` system, respectively. The variable
mB is the nominal B meson mass, and pB the B me-
son momentum.
The B mesons are reconstructed in the D+`−,
D0`−, D∗+`− and D∗0`− decays, which increases the
signal yields compared to the previous semileptoni-
tag analysis by Belle [8] because now both B+ and
B0 decays are studied, rather than only B0 decays.
The D∗ mesons are reconstructed as D∗+ → D0pi+,
D∗+ → D+pi0, and D∗0 → D0pi0. The D0 and D+
mesons are reconstructed in various final states with
kaons and pions, adding up 30% and 22% of the to-
tal D0 and D+ branching fractions, respectively. To
reduce backgrounds, the D candidates are required to
be in a mass window within 15 MeV/c2 of their nomi-
nal mass, although this mass window is extended for
D mesons with a pi0 in the final state due to the worse
resolution for these events. In every event, the two B
mesons are required to have opposite flavour to reduce
combinatorial backgrounds.
For each of the four samples, a two-dimensional
template fit is performed to distinguish signal, nor-
malisation and background yields. The two parame-
ters used to fit in are EECL and class. The former is
the energy deposited in the calorimeter which is not
associated with reconstructed particles. This energy,
which is restricted to be less than 1.2 GeV, peaks at
zero for the signal and normalisation channels, while it
has a reasonably flat distribution for the background
components, as illustrated in Fig. 4. The class vari-
able is the output of a BDT based on the visible energy
Evis, m
2
miss, and cos θB,D(∗)`. No further selection is
applied to this variable.
The fits are performed simultaneously on the four
samples and consists of templates for the following
components:
• D(∗)τντ ,
• D(∗)`ν` ,
• D∗∗`ν`, where D∗∗ = D1, D∗2 , D
′
1, D
∗
0 ,
• feeddown from D∗`ν` to D`ν` decays ,
• fake D(∗), fixed in the fit
• other backgrounds, fixed in fit
The fit PDFs are based on simulation samples which
have a luminosity of ten times the total collected BB
luminosity for the signal and normalisation channels,
and five times for the D∗∗ states. To get an estimate
of the feed down, the result of the D∗` (D∗τ) fit is
used to constrain this component in the D` (Dτ) fit.
The number of fake D(∗) decays is determined from
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the ∆m = mD∗ − mD sidebands and the yields of
the other backgrounds are fixed to their simulation
expectation value.
Fit projections of the D+`− and D0`− samples are
shown in Fig. 6. The blue signal samples are hardly
visible in the plots on the left showing the full clas-
sifier region. To illustrate the region associated with
signal, also the fit results for the region with class
> 0.9 are shown in Fig. 6 (right). Here, the signal is
much more visible, and the contribution of the nor-
malisation channel is reduced. Fig. 7 shows similar
plots, but for the D∗+`− and D∗0`− samples.
Finally, R(D(∗)) can be calculated using the follow-
ing expression:
R(D(∗)) = 1
2B(τ− → `−ν`ντ ) ·
εnorm
εsig
· Nsig
Nnorm
, (7)
where εsig(norm) and Nsig(norm) are the detection effi-
ciency and fitted yields of the signal and normalisation
modes, respectively. B(τ− → `−ν`ντ ) is the world av-
erage for ` = e, µ. The efficiencies are taken from
simulation samples, which are corrected to resemble
the data more closely by applying correction factors.
One of the largest corrections is to the lepton iden-
tification efficiency, which is corrected separately for
electrons and muons. The efficiencies are corrected
based on their kinematical dependence using control
samples of e+e− → e+e−`+`− and J/ψ → `+`− de-
cays.
The analysis measures values of
R(D) = 0.307± 0.037 (stat)± 0.016 (syst) ,
R(D∗) = 0.283± 0.018 (stat)± 0.014 (syst) ,
where the correlation between the statistical uncer-
tainties and between the systematic uncertainties is
−0.53 and −0.52, respectively. These are the most
precise measurements ofR(D) andR(D∗) to date and
they are in agreement with the SM within 0.2σ and
1.1σ, respectively. The combined result agrees with
the SM prediction within 1.2σ. The largest contribu-
tions to the systematic uncertainties come from the
limited size of the simulation sample, and the knowl-
edge on the reconstruction efficiency.
IV. CONCLUSIONS
The HFLAV group produced new averages of all
measurements of R(D) and R(D∗), including the lat-
est result from Belle and the update of the external
input for LHCb’s hadronic R(D∗) measurement. The
current averages are:
R(D) = 0.349± 0.027 (stat)± 0.015 (syst) ,
R(D∗) = 0.298± 0.011 (stat)± 0.007 (syst) .
The combination of all measurements of R(D) and
R(D∗), which is shown in Fig. 5, yields a 3.1σ dis-
crepancy with the SM.
Many new measurements of LFU in charged-current
B decays in LHCb are on their way. Work is ongoing
on updates of the measurements presented in these
proceedings, including the extension of the muonic
R(D∗) measurement to the combination of R(D)-
R(D∗). Additionally, other decay channels are be-
ing studied, these measure the ratios R(D+), R(Λ+c ),
R(D+s ), R(pp). They are analysed both in muonic
WedB0945
Flavor Physics and CP Violation Conference, Victoria BC, 2019 5
0.2 0.3 0.4 0.5
R(D)
0.2
0.25
0.3
0.35
0.4R
(D
*)
HFLAV average
Average of SM predictions
 = 1.0 contours2χ∆
 0.003±R(D) = 0.299 
 0.005±R(D*) = 0.258 
HFLAV
Winter 2019
) = 27%2χP(
σ3
LHCb15
LHCb18
Belle17
Belle19 Belle15
BaBar12
HFLAV
Spring 2019
FIG. 5: HFLAV average of all measurements of R(D) and
R(D∗), updated with the results of the Belle collaboration
presented in these proceedings. The red ellipse shows the
combined average and the data point is the SM prediction,
showing a discrepancy of 3.1σ. This plot is retrieved from
the HFLAV website [9], using inputs from [2–4, 7, 10–14].
and hadronic decay mode of the τ− lepton, and, de-
pending on the measurement, use the Run 2 as well
as the Run 1 dataset. These measurements will shed
new light on the current discrepancy with the SM. Fi-
nally, the large datasets that will be collected by the
LHCb upgrade [15] and Belle II [16] experiments will
allow measurements of LFU in charged-current B de-
cays to be precise enough to confirm LFU breaking
if the central values remain the same as the current
best-fit values.
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FIG. 6: Fit projections of the D+`− (top) and D0`− (bottom) samples as a function of EECL [7]. The plots on the left
show the full classifier region, while the plots on the right are the signal region, defined by the selection class > 0.9.
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