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 This paper aims to demonstrate the benefits of adopting a nonparametric 
regression approach when the standard regression model is not appropriate; it also 
provides an overview of circumstances where a nonparametric approach might not only 
be beneficial, but necessary.  It begins with a historical background on regression, leading 
into a broad discussion of the standard linear regression model assumptions.  Following 
are particular methods to handle assumption violations which include nonlinear 
transformations, nonlinear parametric model fitting, and, finally, nonparametric methods.  
The software package, R, is used to illustrate examples of nonparametric regression 
techniques for continuous variables and a brief overview is given of procedures to handle 
nonparametric regression models that include categorical variables.  
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CHAPTER 1: WHAT IS REGRESSION? 
Introduction 
In any event, we must always be aware of the fact that statistical models, such as 
the regression model, never ‘emerge’ from data.  Instead, we simply ‘impose’ 
these models and all their attendant assumptions on our data.  As the term 
suggests, a model is only a representation designed to display the basic structure 
of a more complex set of phenomena.  In the end, we must be prepared to justify, 
on theoretical and empirical grounds, our choice of a particular model to represent 
our data. 
(Allen 1997, 5) 
Whereas once a tool used only by statisticians and experimenters, the technique of 
regression has since been adopted by numerous professions and is being implemented 
across varying disciplines.  The word “regression” is evolving into—if it is not already—
a term just as familiar as the word “statistics” itself.  From pre-nursing degree plans to 
MBA majors, statistics courses are increasingly becoming requirements for many 
undergraduate and graduate studies; just as every introductory statistic course student can 
count on encountering scatterplots and histograms, they too, are nearly guaranteed to 
become acquainted with the method of regression. 
Although widely used, the method of regression is not always completely understood, 
and as a result of fragmented comprehension, regression can be inappropriately 
implemented and interpreted.  In order to achieve a copious grasp on the regression 
technique and the foundation it lays for further statistical analysis, it is advantageous to 
start with a look into the history of regression beginning at its roots.  Once a robust 
appreciation for the standard method of regression is in place, its exploration will expand 
to a vast survey of nonparametric regression techniques—supplemented with some 
dataset applications—and lastly, a brief overview of past and current tactics for 
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incorporating categorical variables into a nonparametric regression model will be 
provided.  
1.1 History 
The origins of regression can be traced all the way back to 1632 when Galileo Galilei 
used a procedure which can be described as fitting a linear relationship to flawed 
observational data containing inherent randomness.  This technique of fitting a line 
through an envelope of points is the classical linear regression method (Györfi, Kohler, 
Krzyżak, and Walk 2002). Perhaps a better starting point for the history of regression 
occurs in late nineteenth-century England with the prolific pursuits of the scientist, 
Francis Galton (Allen 1997, 1).   
Born into a wealthy family of noteworthy geniuses (he and the famous biologist, Charles 
Darwin, were first cousins), Galton studied various scientific ideals and phenomena from 
fingerprint classification and differential hearing ability to meteorology.  He found the 
most fame, however, with his work on inheritance.  While studying one of the most 
apparent human characteristics, height, Galton came across an avant-garde insight (Allen 
1997,1).  
Galton was attempting to understand how the characteristic of height was passed through 
generations of people.  To accomplish this, he gathered data on the heights of individuals, 
as well as the height of their parents.  He then used this information to construct 
frequency tables classifying people by their height and the average height of their parents.  
What his frequency tables initially showed was somewhat unremarkable; Galton 
discovered that tall people typically had tall parents and short people typically had short 
parents.  More instrumentally, his finding meant that one could predict, with some 
accuracy, the height of an individual from the heights of his parents (Allen 1997,1).   
Upon greater examination of the height data, Galton came to a more astounding 
conclusion.  He noticed that, although people with tall parents were often taller than the 
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average person, they were not, however, usually as tall as their parents.  Likewise, people 
with short parents were typically shorter than the average person, but still not quite as 
short as their parents.  Galton referred to this intriguing pattern of inheritance as 
‘regression to the mean.’  This was appropriate terminology, as it described the process of 
individuals’ height regressing toward the average person’s height.  In turn, this made 
one’s height likely to fall somewhere between the height of their parents and the average 
height of the population.  Galton’s principle of regression to the mean was not only 
important to the study of genetics, but it also provided two concepts that would become 
essential to expanding the field of statistics (Allen 1997, 2). 
The first concept involved developing a method for predicting the value of one 
quantitative variable from the value of another quantitative variable.  With Galton’s 
research, this meant predicting one’s height using information on the height of his 
parents.  The second concept involved “developing a method for assessing the lawfulness 
of regularity of any such relationship (Allen 1997, 2).”  Galton realized that some 
relationships might be more predictable than others and referred to the degree of a 
relationships’ predictability as the ‘closeness of co-relation,’ now simply referred to as 
‘correlation’ (2).  
Though revolutionary in the ideas of regression and correlation, Galton was not able to 
provide mathematical definitions for these concepts that would later become two of the 
most instrumental components of statistics.  The torch was passed to three English 
statisticians, Francis Edgeworth, Karl Pearson, and George Yule, whom over the next few 
years would develop mathematical formulas for regression and correlation.  In addition to 
Galton’s contributions, they also heavily relied on the findings made almost a century 
earlier by Carl Friedrich Gauss, the father of the normal or “Gaussian” distribution (Allen 
1997, 2-3).  
Galton’s study of height is feasibly a fitting beginning to the discussion on regression and 
nonparametric regression because, although Galton was creating a blueprint for what 
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would later become the assumption based “linear regression,” he built his theories 
without assumptions and not depending on an underlying distribution.  In other words, 
the origin of regression was generated using nonparametric tools.  The latter half of this 
paper is devoted to investigating nonparametric regression methods through a survey on 
nonparametric techniques, as well as an implementation of certain methods using the 
software package, R. 
1.2 The Regression Model 
Regression analysis has come a long way since Galton’s simple—though profound at the 
time—application to height inheritance. Its application is now governed by several rules 
that must be followed in order to achieve valid interpretations of a regression’s results.  
The most basic form of regression is that of linear regression.  If deciding between two 
models to explain a relationship between variables, both of which offer an equal degree 
of explained variance, according to the principle of parsimony, it is a statistician’s duty to 
elect the simpler of the two models.  With this directive in mind, many analysts end up 
selecting a linear regression to model a phenomenon.  Not only easy to understand, linear 
regressions are also easy to conduct. 
Given pairs of data (Xi,Yi), i= 1, 2, …, n, where each i refers to a separate trial, a natural 
way to present a linear regression is by fitting a model of the form 
Yi = β0 + β1Xi + εi          (1.1) 
to the observed data.  In the previous section on the history of regression, the purposed of 
regression were hinted at.  Formally, there are two primary purposes of regression 
analysis.  First, regression should provide a way to summarize the observed data so that 
the relationship between the exogenous variable, X, and endogenous variable, Y, becomes 
transparent.  Second, regression should provide a method for predicting a value of Y for a 
certain value of X.   
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Building upon model (1.1), at any given point, Xi, an estimate of the expected value of a 
new observation,  ̂i, or a prediction of  ̂i at the point Xi, is given by  
 ̂i = b0 + b1Xi          (1.2) 
where b0 and b1 are estimates of the parameters β0 and β1. The estimated parameters are 
commonly found using methods such as ordinary least squares, or OLS method (Green 
and Silverman 1994).  The OLS method chooses parameters that minimize the sum of 
squared residuals; the residuals being the differences between observations and the 
proposed regression line. 
1.3 Regression Assumptions 
The standard regression model, such as model (1.1), should only be used and will only 
provide valid results if specific assumptions are met.  As with a linear regression model 
with one predictor variable, assumptions are necessary for multiple regression models.  A 
model of the form 
Yi = β0 + β1Xi1 + β2Xi2 + … + βp-1Xi,p-1 + εi          (1.3) 
contains p-1 predictor variables. 
The assumptions for a multiple regression model, such as model (1.3), are given below 
and a detailed description of each is provided in the following sections.  These are taken 
directly from William Dale Berry’s comprehensive and practical book, Understanding 
Regression Assumptions, and together as a set, A1 through A7 comprise what is referred 
to as the “Gauss-Markov assumptions (1993).” 
Standard regression model assumptions: 
A1. All independent variables, (X1, X2, …, Xp-1), are quantitative or dichotomous, 
and the dependent variable, Y, is quantitative, continuous, and unbounded.  
Moreover, all variables are measured without error. 
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A2. All independent variables have nonzero variance (i.e., each independent 
variable has some variation in value).  
A3. There is not perfect multicollinearity (i.e., there is no exact linear relationship 
between two or more of the independent variables). 
A4. At each set of values for the n independent variables, (Xi1, Xi2, …, Xi,p-1), E(εi| 
Xi1, Xi2, …, Xi,p-1) = 0 (i.e., the mean value of the error term is zero). 
A5. For each Xj, Cov(Xij, εi) = 0 (i.e., each independent variable is uncorrelated 
with the error term). 
A6. At each set of values for the p-1 independent variables, (Xi1, Xi2, …, Xi,p-1), 
Var(εi| Xi1, Xi2, …, Xi,p-1) = σ
2, where σ2 is a constant (i.e., the conditional variance 
of the error term is constant); this is known as the assumption of 
homoscedasticity. 
A7. For any two observations, (Xi1, Xi2, …, Xi,p-1) and (Xj1, Xj2, …, Xj,p-1), Cov(εi, 
εj) = 0 (i.e., error terms for different observations are uncorrelated); this 
assumption is known as a lack of autocorrelation. 
A8. At each set of values for the p-1 independent variables, εi is normally 
distributed.  
(Berry 1993, 12) 
If the Gauss-Markov assumptions given above are met (A1-A7), least squares estimators 
(e.g., β0, β1, …, βp-1), have several desirable properties, including unbiasedness and 
efficiency, which are described below.  Meeting these assumptions also allow the 
estimators to be used appropriately for statistical inference, such as testing for statistical 
significance or constructing confidence intervals (Berry 1993, 12). 
 
 7 
 
1.4 Unbiasedness and Efficiency 
If an estimator,  ̂, of the population parameter, θ, has a mean value equal to θ upon an 
infinite number of repeated random samples, then the estimator is “unbiased.”  In other 
words,  ̂ is unbiased if E( ̂) = θ.  An unbiased estimator,  ̂, of θ is “efficient” if it has the 
smallest variance among a specified set of unbiased estimators.  The assurance that OLS 
estimators will be unbiased if the Gauss-Markov assumptions hold implies that the 
estimators will, on average, provide effective estimates of θ.  However, by no means does 
this assurance come with certainty that every estimate will be “on target.” In fact, since 
the estimates for θ make up a sampling distribution for  ̂, what is certain is that some 
estimates will be smaller than the population parameter, θ, while others will be greater 
than θ.  Efficiency is important when stipulating how “far off” these estimates will be on 
average (Berry 1993, 18). 
1.5 Expanding the Standard Regression Model Assumptions  
With the many, often stringent, conditions that must be met in order to employ a linear 
regression model, there are numerous situations in which one or more of the assumptions 
are not realistically satisfied; this is especially frequent in business applications or any 
data manipulation outside a highly controlled lab environment.   
The amount of easily accessible data has exploded over the past few decades and is ever 
increasing.  As a response, the evolving uses and objectives of the available data is 
growing just as fast.  The more elaborate demands on data become, the more 
complications arise that push statistical analysis out of standard regression’s comfort 
zone and into unknown territories that appeal to more flexible methods.  
To shed light on the need for statistical modeling techniques outside the standard 
regression model—specifically the necessity for nonparametric procedures—a thorough 
exploration of each regression assumption listed previously is given below.  But before 
providing explicit detail on the Gauss-Markov and normality assumptions, it is useful to 
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briefly discuss the error term of model (1.3), considering it plays an integral role in many 
of the assumptions.   
The Error Term 
When constructing a regression model, an aim is to provide a systematic representation of 
an actual phenomenon.  Theoretically, there exists a “true model” that captures all the 
nuances of the phenomenon; this true model could, however, consist of an infinite 
number of explanatory variables.  Assuming it is impossible—and impractical—to 
include all the variables that would make up the true model, every regression model must 
include an error term that captures the effects of the excluded variables (Berry 1993, 10).  
In short, the error term represents the effect of every explanatory variable left out of the 
model plus all inherent randomness in the behavior of the response variable (11). 
A1 
Assumption one requires that for each regression model, the independent variable be 
quantitative or dichotomous, and the dependent variable be quantitative, continuous, and 
unbounded.  In the regression model, the dependent variable, Yi, is a function of each 
independent variable (Xi1, Xi2, …, Xi,p-1), the parameters (β0, β1, …, βp-1), and the value of 
the continuous error term.  For this reason, it is necessary that the dependent variable is 
free to be continuous and vary without bound (Berry 1993, 45-46). 
A2 
Assumption two requires that all independent variables have some variation in their 
value.  If this condition were not met, for, say, a regression model with a single 
independent variable like model (1.1), and Xi remained constant, all values of  ̂i would 
fall on a vertical line at b1Xi providing no information about the relationship between X 
and Y other than the varying error term.  Instead of a modeling the relationship between X 
and Y, the regression would be model the relationship between Y and the error term.  
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A3 
Assumption three requires there not be perfect multicolinearity among the observations 
for independent variables in a sample.  If this assumption is violated, an infinite number 
of regression surfaces exist that fit the observed data equally well. For instance, in the 
case of a two independent variable regression model 
 Yi = β0 + β1Xi1 + β2Xi2 + εi          (1.4) 
there would be an infinite number of regression planes that could be modeled to the data 
which yield identical degrees of explained variance. This results in OLS estimates 
inability to produce uniquely optimal coefficient estimators (Berry 1993, 24).  In 
introductory regression courses, it is learned that for a model such as (1.4), β1 is 
interpreted as the change in the expected value of Yi for one unit change in Xi1 holding Xi2 
constant.  However, with the existence of perfect multicolinearity, Xi1 and Xi2 could have 
a relationship such as 
Xi2 = c +dXi1          (1.5) 
making it impossible to increase Xi1 by one unit while holding Xi2 constant.  In this case, 
it is impossible to isolate the effect of the first independent variable, controlling for the 
other (Berry 1993, 24). 
There are three causes of violations of assumption 3:  
1. Two independent variables with a perfect linear relationship between each other 
are mistakenly included in a regression model, such as including a variable for 
meters and a variable for miles which both measure the same distance (Berry 
1993, 24).  
2. When using dummy coding to incorporating a discrete independent variable with 
r values, r dummy variables are included instead of r-1 dummy variables; for 
instance, if the discrete variable had 3 values and 3 dummies were included, each 
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dummy variable would be a linear combination of the other two resulting in 
perfect multicolinearity (Berry 1993, 25).  
3. The number of independent and dependent variables in the model exceed the 
number of observations (Berry 1993, 26).   
As apparent from the causes listed above, perfect multicolinearity is often an 
identification problem.  Semi-multicolinearity, on the other hand, is a statistical problem 
that results when regression variables are heavily correlated with one another making it 
difficult to parcel out the unique effect of each independent variable on the dependent 
variable.  Although partial multicolinearity does not violate any of the regression 
assumptions, high correlation among independent variables will cause large standard 
errors in the partial slope coefficient estimators.  In turn, the estimated effects of the 
independent variables will potentially vary a great deal from sample to sample (Berry 
1993, 27). 
A4 
Assumption four requires that the mean value of the error term be zero. If this condition 
is violated, then E(εi| Xi1, Xi2, …, Xi,p-1) = µi, where µi is nonzero and either remains 
constant across observations or, more problematically, varies. A consistent error in the 
measurement of the dependent variable could cause µi to be nonzero but constant (Berry 
1993, 41-42).  For instance, if a scale was used to measure a substance in containers but 
when recording the substance’s weight, the technician failed to subtract the container’s 
weight first; in this case, all measurements would be off by a consistent amount.   
A varying disturbance term not centered at zero, on the other hand, is typically the result 
of a specification error of exclusion.  More precisely, this occurs when one or more 
excluded independent variables are correlated with one or more included independent 
variables.  If all the excluded variables are uncorrelated with every included independent 
variable, µi will be constant and nonzero.  Another reason an error term will exhibit a 
varying mean is if the sample has been truncated; this occurs when a sample is restricted 
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to observations taking values either strictly above or below a certain score (Berry 1993, 
43). 
A5 
Assumption five requires that each independent variable be uncorrelated with the error 
term.  The least squares criterion ensures that regression residuals, regardless of the 
distribution of the disturbance term, will always be uncorrelated with each independent 
variable in the model.  For this reason, it is not appropriate to use empirical analysis of 
the relationship between the residuals as justification that independent variables are not 
correlated with the error term (Berry 1993, 28).   
It is possible for a linear combination of the excluded explanatory variables to be 
correlated with each independent variable even when the individual excluded variables 
are not.  However, the more confident one is that the excluded variables with the 
strongest effects on Y are at most weakly correlated with the included variables, the more 
confident one can be that assumption five has not been compromised.  One example of a 
situation where assumption five is guaranteed to be violated is when reciprocal causation 
is present, i.e., when the dependent variable has an effect on one or more of the 
independent variables.  Here, Cov(Xij, εi) is certain to be nonzero because the error term, 
εi, influences Yi, but if Yi in turn influences, say, Xi1, εi will inadvertently influence Xi1.  
This establishes a nonzero correlation between Xi1 and εi (Berry 1993, 29). 
A6 
Assumption six requires that the conditional variance of the error term be constant.  
Although stated as a condition of the error term, it can be helpful to restate this 
assumption as a condition of the variance of the dependent variable.  The error term of a 
regression model is termed homoscedastic if, for every set of values of the independent 
variables, Var(εi| Xi1, Xi2, …, Xi,p-1) = σ
2, where σ2 is constant.  However, for any single 
set of values for the Xs, b0 + b1Xi1 + b2Xi2 + … + bp-1Xi,p-1 + εi is a constant.  Meaning, 
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E(Yi| Xi1, Xi2, …, Xi,p-1) = qi. Therefore, for this fixed set of Xs, Yi = qi + εi.  Moreover, for 
any fixed set of independent variable values, Yi and εi differ by a constant and, due to this 
fact, the conditional variance of Yi and εi must be identical.  Hence, homoscedasticity can 
be viewed as the assumption that for each of the values of the independent variables, the 
conditional variance of Yi equals the constant, σ
2
 (Berry 1993, 72-73).   
While autocorrelation (discussed next) is often problematic in time-series models, 
homoscedasticity is mainly a concern in cross-sectional research.  Homoscedasticity can 
result from measurement error in the dependent variable, especially if the amount of 
measurement error varies systematically across observations in cross-sectional studies 
(Berry 1993, 73). 
A7 
Assumption seven, referred to as “lack of autocorrelation,” requires that error terms for 
different observations be uncorrelated with each other.  As mentioned in the discussion of 
the error term, the error term represents the effects of all excluded independent variables 
plus the random component of the dependent variable.  The assumption of lack of 
autocorrelation insists that, for each set of observations, the net effect of the excluded 
variables and random behavior of Y are uncorrelated. 
Autocorrelation is commonly encountered in situations where variables change in a 
structured way sequentially, such as with economic variables like GDP or political 
influence.  These variables gradually increase or decrease incrementally over time.  This 
type of autocorrelation typically occurs in time-series data but should also be suspected in 
cross-sectional models if the positions of observations are related to one another in some 
way.  When observations are gathered from subjects who are not connected in any formal 
way, such as with national survey data, autocorrelation is almost guaranteed not to be 
present (Berry 1993, 67). 
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A8 
Assumption eight requires that for each set of values of the p-1 independent variables, εi 
be normally distributed.  Although this assumption can often be recited by introductory 
statistic course students as a requirement for running standard regressions, it is not 
formally a part of the Gauss-Markov conditions.  The normality assumption is 
fundamentally important for testing statistical significance of coefficient estimators and 
for constructing confidence intervals; in the case of small sample sizes, this assumption is 
crucial when running statistical tests.  This is because with limited observations, 
normality of the error term is necessary to ensure normality of the coefficient estimators’ 
sampling distributions.  Conversely, with large sample sizes, statisticians have shown—
using the central limit theorem—that coefficient estimators are normally distributed 
regardless of if the error term is normally distributed or not.  Hence, as sample sizes 
increase, the concern for the disturbance term being normally distributed decreases 
(Berry 1993, 82). 
Linearity and Additivity 
A linear relationship is conventionally described as a constant expected change in the 
dependent variable for every equally spaced change in an independent variable, holding 
all other independent variable constant.  On the other hand, a nonlinear relationship is 
interpreted as an expected change in the dependent variable that varies for different 
changes in the independent variable, holding all other independent variable constant.   If 
theory predicts that changes in Y depend on the value of X, nonlinear specification is in 
order (Berry 1993, 123-124).  
If theory suggests expected changes in the value of Y for small changes in the value of X 
depends on one or more of the other independent variables, then a nonadditive 
specification is required.  Models that are intrinsically nonlinear and/or nonadditive 
cannot be estimated using ordinary least squares. Instead, procedures like maximum 
likelihood and nonlinear least squares should be implemented (Berry 1993, 60). 
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CHAPTER 2: WHEN REGRESSION ASSUMPTIONS ARE NOT 
MET  
If a model does not conform to all the Gauss-Markov assumptions (including A8, if the 
sample size is modest), remedial measure can be taken in attempt to restore deficiencies 
and/or linearity.  If successful, a standard linear regression can then be applied.  
However, if the assumption violations are too serious, it can become necessary to 
abandon parametric statistics altogether and adopt a nonparametric method.  
Under certain circumstances, a simple transformation can be done on one or more of the 
independent or dependent variables to restore the attributes necessary to utilize a standard 
regression technique.  In this way, nonlinear relationships can often be incorporated into 
the linear regression model after nonlinear transformations render the relationships more 
linear (Allen 1997, 124). 
Transformations fall into two categories: monotonic transformation and nonmonotonic 
transformations.  Monotonic transformations are applied to variables that, although do 
not increase or decrease linearly, do continuously increase or continuously decrease 
without changing direction, such as with exponential growth or decay. Naturally, 
nonmonotonic transformations are applied to variables whose direction changes.  
2.1 Monotonic Transformations 
One monotonic transformation is the square root transformation.  Sometimes the only 
step needed to establish linearity in an independent or dependent variable is to take the 
square root of its values. Although easy to use and understand, the square root function is 
not the most heavily used monotonic transformation.  Instead, the most common 
nonlinear transformation is that of the natural logarithmic function.  A logarithmic 
transformation may, for example, take the form 
Yi = β0 + β1 ̃i + εi          (2.1) 
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where  ̃i = log(Xi).  
Here the log transformation was performed on the independent variable but it can also be 
applied to the dependent variable or both.  A logarithmic transformation can be applied to 
all the variables in a multiplicative regression model in order to estimate its parameters. 
For instance, taking the log of 
Yi = β0Xi
β1εi          (2.2) 
yields  
log(Yi) = log(β0) +  β1log(Xi) + log(εi)          (2.3) 
where the effects of the parameters can more easily be isolated (Allen 1997, 125-126). 
2.2 Nonmonotonic Transformations 
Recall that nonmonotonic transformations are used on variables whose direction changes.  
These transformations are especially appropriate whenever there is a curve-linear 
relationship between two variables, such as presence of a local maxima or minima where 
the function goes from increasing to decreasing or vice versa. The quadratic function is 
the most common nonmonotonic transformation applied to  -shaped and  -shaped types 
of relationships. Here a dependent variable is regressed on two variables that represent a 
quadratic function.  For example, 
Yi = β0 + β1Xi + β2Vi + εi          (2.4) 
where Vi = Xi
2
.  Although there appears to be two independent variables in equation (2.4), 
the second independent variable is strictly a mathematical function of the first (Allen 
1997, 126-27). 
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2.3 Nonlinear Parametric Model Fitting 
When transformations are not sufficient in resolving problems with linearity, another 
potentially corrective option to undertake is nonlinear parametric model fitting. 
In parametric regression estimation, it is assumed that the structure of the regression 
model is known and that it only depends on a finite number of parameters.  The data is 
then used to estimate the value of each parameter.  Linear regression is one type of 
parametric regression but there are many others (Györfi et al. 2002).  Nonlinear 
regression models are of the same basic form as a linear model 
Yi = f(Xi, β) + εi (2.5) 
consisting of a dependent variable, Yi, that is determined by a function of independent 
variable(s) and parameter(s), plus an error term.  Some literature chooses to distinguish 
between parametric and nonparametric models by use of γ’s to represent parameters 
instead of β’s, as seen in model 
Yi = f(Xi, γ) + εi (2.6) 
Just as with the linear regression, the error terms are assumed to be centered at zero, have 
constant variance, and to be uncorrelated.  Additionally, each observation, Yi, is defined 
as the sum of a mean response of f(Xi, γ), based on the given nonlinear response function, 
and random error term, εi.  Two widely used nonlinear parametric regression models are 
the exponential and logistic regression models (Kutner, Nachtsheim, Neter, and Li 2005, 
511-13). 
Since parametric estimates typically only depend on a minimal number of parameters, as 
long as theory led to an appropriate model choice, parametric regressions can be applied 
to small sample sizes.  Frequently, when there is only one predictor variable, a plot of the 
data can be used to choose the parametric function to model the observations.  Another 
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benefit of parametric models is that the interpretations of the parameters are often 
straightforward (Györfi et al. 2002, 10).  
However, if the model becomes multivariate, some of the perks of parametric models are 
diminished as it becomes harder to visualize the data or interpret parameter estimates. 
Also, as the number of independent variables increase in a nonlinear regression model, 
choosing the functional form becomes increasingly difficult and a poor model choice will 
lead to bad estimates and model predictions (Györfi et al. 2002, 11-12).   
The inflexibility regarding the form of a parametric regression model is circumvented 
with the implementation of a nonparametric regression model.  As the term suggests, 
nonparametric models do not assume a model can be chosen that relies on a finite number 
of parameters (Györfi et al. 2002, 12).  Nonparametric regression is discussed later on. 
2.4 Estimation of Nonlinear Regression Parameters 
Just as with a linear regression, estimation of the parameters of a nonlinear regression 
model is usually carried out by the method of least squares or the method of maximum 
likelihood.  However, it is generally not possible to find analytical expressions for the 
least squares and maximum likelihood estimators for nonlinear regression models so 
estimators are often ascertained using iterative numerical search procedures implemented 
by software packages (Kutner et al. 2005, 514). 
To demonstrate such a process, a synthetic set of sinusoidal-shaped data was constructed 
by drawing random values from a cumulative normal distribution (µ≈5, σ ≈ 1.5), and 
adding random normal error to each point(µ=0, σ = 0.15).   
Next, an iterative least squares process was used to estimate parameters for a cumulative 
normal model to fit the data.  On the next page, the raw data is displayed in Figure 1 and 
in Figure 2, the fitted line is represented with a dashed line and the true function is 
represented with a solid line.  
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Figure 2 
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As evident in Figure 2, the fitter produced a line very close to the true line.  This, of 
course, was expected since the line was fit assuming knowledge of the parametric form 
that the data was derived from.  Since, in this instance, it is known that the sinusoidal data 
was produced using a cumulative normal distribution, a parametric method is obviously 
the best choice.  However, in order to display the abilities of some nonparametric 
techniques, this data will be subjected to various nonparametric methods later on. 
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CHAPTER 3: NONPARAMETRIC STATISTICS 
Defining Nonparametric Statistics 
There are numerous ways in which nonparametric statistical methods are defined and the 
existence of varying descriptions testifies to nonparametric statistical methods’ 
flexibility.  
Borrowing from Conover’s (1980) definition in Practical Nonparametric Statistics:  
A statistical method is nonparametric if it satisfies at least one of the following 
criteria: 
1. The method may be used on data with a nominal scale of measurement. 
2. The method may be used on data with an ordinal scale of measurement. 
3. The method may be used on data with an interval or ratio scale of 
measurement, where the distribution function of the random variable 
producing the date is either unspecified or specified except for an infinite of 
unknown parameters (92). 
According to the criteria above, nonparametric statistics can be used on any set of data, 
whether it is nominal, ordinal, interval, or ratio.  In a later section of this paper, it is 
shown that nonparametric statistics can also be expanded, in some instances, to data 
including categorical variables. 
3.1 Overview of Nonparametric Uses 
To get a better grasp on what preforming nonparametric regression entails, it is 
illustrative to go through some of its uses and purposes.  When attempting to estimate a 
relationship between variables without relying on a specific form, nonparametric 
techniques are being employed.  Nonparametric modeling of a regression relationship 
does not attempt to fit the observed data into a mold fortified from fixed 
 21 
 
parameterization.  It might be impossible to fit unexpected or obscure features using a 
preselected parametric model due to its restrictions or low-dimensionality, whereas a 
nonparametric regression approach offers a malleable tool in analyzing unidentified 
relationships.  In short, the term nonparametric refers to a flexible, more adaptive, form 
of the regression model (Härdle 1990, 4-5). 
According to Wolfgang Härdle (1990) in Applied Nonparametric Regression, there are 
four main purposes in picking a nonparametric regression approach when modeling data:  
First, it provides a versatile method of exploring a general relationship between 
two variables.  Second, it gives predictions of observations yet to be made without 
reference to a fixed parametric model.  Third, it provides a tool for finding 
spurious observations by studying the influence of isolated points.  Fourth, it 
constitutes a flexible method of substituting for missing values or interpolating 
between adjacent X-values (6-7). 
These purposes are in line with the purposes of a standard regression model, only with 
the nonparametric method, a great deal of flexibility has been added to curve fitting and 
the number of appropriate applications surpass simple linear regressions enormously. 
3.2 Benefits and Drawbacks of Nonparametric Regression 
Benefits 
1. Because nonparametric regression generates a function from an infinite family of 
smooth functions, the number of potential fits to the data far exceeds possible fits 
from parametric methods (Faraway 2006, 211). 
2. Although nonparametric functions require a few assumptions, such as having 
some degree of smoothness and continuity, the assumptions are far less restricting 
than those of a parametric approach (Faraway 2006, 211); nonparametric methods 
also rely much less on the form of the underlying population from which the data 
was gathered (Györfi et al. 2002, 1). 
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3. Nonparametric procedures allow for fitting the data without limiting options; this 
is beneficial when there is little prior knowledge of a suitable model form, 
minimal experience, or lack of research on the field from which the data 
originates (Faraway 2006, 212). 
4. Unlike in parametric approaches, there is reduced concern for choosing an 
inappropriate model that will lead to biased or bad predictions; the nonparametric 
model assumes less about the form of the data making it less liable to produce 
poor results (Faraway 2006, 212). 
5. With a nonparametric approach, one is protected against making model 
specification errors (Faraway 2006, 213). 
6. Being less restricted and relying on much milder assumptions, nonparametric 
procedures can, in some cases, be easier to implement than their parametric based 
counterparts (Györfi et al. 2002, 1).  
7. Applications of nonparametric methods are frequently easily understood (Györfi 
et al. 2002, 1). 
8. In some instances, nonparametric methods can be used when there are no 
practical parametric applications, such as when a variable is made up of the ranks 
of observations instead of their actual magnitudes (Györfi et al. 2002, 1). 
9. Nonparametric applications are only marginally less efficient than normal theory 
based methods when underlying populations are normal and are potentially much 
more efficient than the normality based methods when the underlying population 
is non-normal (Hollander and Wolfe 1973, 1). 
Drawbacks 
1. If there is reliable evidence that suggests the data follows a known parametric 
model family, then a parametric model is typically more effective (Faraway 2006, 
211). 
2. Often the parameter estimates of parametric models have intuitive interpretations, 
whereas nonparametric models do not have an immediate way of relating the 
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relationship between the independent and dependent variables.  These 
relationships typically need to be shown graphically (Faraway 2006, 211).  
3. Nonparametric models often lack compactness in their formulas making them less 
easily communicated on paper and more often necessitate graphical support in 
their interpretations (Faraway 2006, 211-212).   
4. It is more difficult to utilize past experience in nonparametric models than with a 
parametric approach (Faraway 2006, 212).   
3.3 Nonparametric Regression with Continuous Variables 
Rank Regression 
If a dataset is random and the relationship between Y and X is monotonic, but not 
believed to be linear, a very simple method can be utilized to predict a value of Y from X 
based on a regression technique done on the ranks of the variables.  This method is easily 
done and can be applied without elaborate software.  
Conover (1980) provides explicit instructions on how to run a rank regression.  His steps 
are summarized below. 
1. Construct ranks, R(X) and R(Y), of the Xs and Ys, using averages in the case of 
ties. 
2. Find the regression line on the ranks using least squares. The regression equation  
R(Y) = β0 + β1R(X)          (3.1) 
is found where 
   
∑  (  ) (  )   (   )
       
∑   (  )   
 
    (   )
   
 
and 
β0 = (1- β1)(n+1)/2 
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3. Find the rank of X0.  If X0 is equal to an observed X, then X0 is assigned the same 
rank.  If X0 is less than the smallest observed value or greater than the largest 
observed value, extrapolation cannot be done because information cannot be 
assumed outside of the observed data.  Otherwise, X must be between two 
adjacent observations, Xi < X0 < Xj, and its rank is found 
 (  )   (  )   
     
     
  (  )   (  )  
Note that the rank will not necessarily be an integer.  
4. To obtain the rank of Y0, substitute R(X0) into 
R(Y0) = β0 + β1R(X0) 
where β0 and β1 come from equation (3.1). 
5. Finally, convert R(Y0) into  ̂(      ) to get an estimate of Y0. If the rank of Y 
is equal to the rank of another observation, let Y0 equal the value of that 
observation.  If the rank of Y is either larger or smaller than the largest or smallest 
rank of X, then let the rank of Y be equal to the largest or smallest ranked 
observation, respectively.  If the rank of Y falls between two adjacent ranks, R(Yi) 
< R(Y0) < R(Yj), then interpolate to find the value of Y0 as follows: 
 ̂(      )     
 (  )   (  )
 (  )   (  )
(     ) 
A similar approach can be taken to find all possible points on the regression curve by 
obtaining estimated values for the observations (Conover 1980, 273-274). 
Next, a selected number of nonparametric regression techniques are introduced and 
implemented on the sinusoidal data previously presented, with their performance 
evaluated.  These methods attempt to uncover a “smooth” existing pattern in data—often 
when the pattern is not discernible to the human eye—and are, therefore, appropriately 
termed, smoothers. 
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Kernel smoothers 
The first smoother examined is the “kernel smoother.”  The kernel estimate of a 
regression function takes the form 
 ̂ ( )   
∑    (
    
 )
 
   
∑  (
    
 )
 
   
  
if the denominator is nonzero, and 0 otherwise.  Here the bandwidth,   > 0, depends only 
on the sample size n, and the function K (called a kernel) where ∫ = 1.  
This is a moving average estimator, known as the Nadaraya-Watson estimator, which 
uses weighted averages where the weights for each Yi sum to one. Smoothing is a 
variance reduction technique and the optimal choice of   gives:  
MSE(X) = E(f(X) -  ̂ ( ))
2
 = O(n
-4/5
) 
This can be interpreted that the mean squared error (MSE) decreases at a rate 
proportional to n
-4/5
 as the sample size increases.  A typical parametric estimator has the 
relationship: MSE(X) = O(n
-1
).  Although this means some efficiency is lost with the 
move to a nonparametric estimator, this is only the case if the parametric estimation was 
correct. If the parametric model was inappropriately chosen, then its MSE estimation will 
be unreliable (Faraway 2006, 213).   
There are many kernels to choose from and determining the best choice typically 
involves minimizing the MSE after an optimal λ has been chosen (Eubank 1988, 136). A 
popular kernel choice, especially in nonparametric regression, is the quadratic kernel: 
 ( )  {
 
 
(    )      
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Literature suggests that once λ has been optimized and after inspection and comparisons 
have been done across popular estimators, the choice of kernel is not extremely 
important.  What appears to be crucial is the choice of λ, instead of which kernel to adopt.  
However, this is only the case when picking from kernels of the same order and does not 
hold across orders (Eubank 1988, 138).  
Different choices of bandwidth, λ, can often be graphed and examined in order to choose 
the most “optimal” bandwidth.  However, if a less subjective procedure is desired—such 
as when the entire process needs to be automated—objective devises can be 
implemented, such as the popular general-purpose method, cross-validation criterion 
(CV): 
  ( )   
 
 
∑ (     ̂ ( )(  ))
 
 
   
 
where for each i, point i has been left out of the fit.  Then λ is picked that minimizes this 
criterion (Faraway 2006, 215). 
The kernel estimator above was used to fit a curve to the sinusoidal data previously 
introduced at bandwidths 0.5, 2, and 4 utilizing the “ksmooth” function in R.  The graphs 
of each are given on the next two pages.  The fitted function is indicated by a dashed line 
and the true function is indicated by a solid line.  
As can be seen by comparing the fitted functions, in this case the optimal bandwidth 
choice is λ = 2, shown in Figure 4.  It provides the best balance between curve fit and 
smoothness.  A bandwidth of λ = 0.5 is too narrow causing the fitted function to oscillate 
too much, pictured in Figure 3.  On the other end of the spectrum, a bandwidth choice of 
λ = 4 is too wide which produces a fit lacking enough curve to follow the sinusoidal data, 
shown in Figure 5. 
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Figure 3 
 
 
Figure 4 
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Figure 5 
Smoothing Splines 
Although kernel estimates are useful, when data has a lot of movement, they can often 
yield choppy estimates with too much “wiggle.”  Another type of smoother that generally 
gives a higher degree of smoothness, while balancing fit, is a smoothing spline. Given 
any function f(X), penalized sums of squares is given by 
 
 
∑ {    (  )}
 
 
   
    ∫{  ( )}
 
 
with positive smoothing parameter   (Green and Silverman 1994, 17).  If λ = q/(1-q), for 
some 0 < q < 1,  then λ controls the tradeoff between goodness-of-fit and degree of 
smoothness.  If a small value is chosen for λ (q near 0), then goodness-of-fit is given 
priority.  On the other hand, when λ is large (q near 1), smoothness is heavily desired and 
estimators with large degrees of derivatives are greatly penalized for roughness (Eubank 
1988, 190).  Due to these properties, λ is known as the smoothing parameter.  Here f is a 
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cubic spline, meaning, f is a piecewise cubic polynomial in each interval, (Xi, Xi+1), and 
has the property that f is continuous (Faraway 2006, 217-218).  
The cubic smoothing spline is now applied to the sinusoidal data.  Implementing the 
“sm” package in R, cross-validation is used to select the smoothing parameter by default.  
The smoothing function is presented in the Figure 6 below as a dashed line with the true 
line indicated as a solid line.  It appears the smoothing spline did a very decent job at 
fitting the data, with the exception of the top right corner of points.   
 
Figure 6 
Regression Splines 
Unlike in smoothing splines where each observation, Xi, segments the data, and then uses 
λ to govern the amount of smoothing, in a regression spline, the number of knots (or 
separations), is much smaller than the number of observations.  An argument has been 
made against regression splines being considered fully nonparametric because once the 
number of knots are chosen, a parametric family has been chosen with a finite number of 
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parameters to complete the estimation.  For example, the estimator may consist of a 
knotted piecewise linear spline (this type is demonstrated below).  However, because the 
analyst has the freedom to choose the number of knots, this method is still classified as 
nonparametric.  One advantage of this method is that it is likely consistent for smooth 
functions (Faraway 2006, 218-219).  
The sinusoidal data is subjected to piecewise linear splines and the resulting estimated 
functions are presented below. The number of knots is varied at 6, 11, and 21 to exhibit 
the flexibility of this method.  The fitted lines are denoted by dashed lines and the true 
line is denoted by a solid line. 
 
Figure 7 
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Figure 8 
 
Figure 9 
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Of the knot options explored above, it seems the best choice of knots might occur 
somewhere between 6 and 11 knots (looking at Figure 8 and Figure 9).   
To achieve a higher degree of smoothness, a spline with more orders can be used.  In R, 
this can be done using the “bs( )” function from the package “splines,” which will 
automatically pick a spline basis.  The results in Figure 10 below use the default cubic B-
splines setting with 12 evenly spaced knots. Although the left half of the data appears to 
be decently fit, the cubic B-spline seems to have incorporated too much movement in its 
fit of the upper right section of data. 
 
Figure 10 
Local Polynomials 
The kernel and spline estimates are both relatively susceptible to outliers, which can 
reduce smoothing.  Although there are ways to control for this, such as manual removal 
of outliers, there is often a need for a method that can adjust to data containing outliers 
automatically.  The local polynomial method combines the robust feature of a linear 
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regression with the local fitting attributes of the kernel and spline estimators.  It is able to 
discount large residuals that would otherwise highly influence the smoother’s fit.  The 
most well-known implementation of this type of smoothing is called the lowess or loess 
method (Faraway 2006, 221).   
As with every smoothing method examined thus far, there are choices that must be made.  
For local polynomials, the order of the polynomial must be determined, as well as the 
width of the window.  Quadratic polynomials are a popular choice because they are able 
to capture peaks and valleys of a functional form; however, the linear polynomial is also 
used often and is the default setting of the lowess method (Faraway 2006, 221).  To 
implement a local polynomial fit using the lowess method, the following steps are taken: 
1. A window is selected.   
2. A polynomial with a specified order is fit to the data within the window using 
robust methods.  That is, coefficients βj,…,βp-1, where j=0,1,…, p-1. are found 
that minimize 
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where    (X) denote the weights (Härdle 1990, 192). 
3. Using the estimated residuals,   ̂, and the scale estimate,  ̂ = median|  ̂ |, 
robustness weights are calculated:     (
 ̂ 
  ̂
), where K denotes the quadratic 
kernel (detail on the quadratic kernel is provided in the section on kernel 
smoothers) (Härdle 1990, 192). 
4. A polynomial is fit again but this time with weights      (X), using the 
robustness weights found in the previous step (192). The predicted response at the 
middle of the window is the fitted value (Faraway 2006, 221).   
5. The window is slid over the range of the data, repeating the fitting process as the 
window moves (Faraway 2006, 221). 
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6. The fitted values from each window are connected giving the fitted function 
(Faraway 2006, 221). 
The performance of the lowess method can be observed in Figures 11-13 below as it is 
applied to the sinusoidal data using the R function “loess.”  Different window spans of 
0.25, 0.75, and 1 are used which fit a window to the specified percentage of data.  Like 
usual, the fitted line appears as dashed and the true line as solid. 
It appears a span of 0.75 in Figure 12 produces the best fitting curve.  A span of 0.25 
provides too much movement while a span of 1 does not provide enough flexibility. 
 
Figure 11 
 35 
 
 
Figure 12 
 
Figure 13 
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Wavelets 
Often nonparametric regression approaches involve using a family of basis functions 
when fitting the data, such as with regression splines.  The properties of the basis 
functions determine the properties of the estimated curve.  If orthogonality is desired 
from the basis function, a method like cubic splines could not be used because they are 
not orthogonal.  Wavelets, however, are a popular method in achieving orthogonality of 
the basis functions (Faraway 2006, 222).   
Used in orthogonal series estimates, wavelets take the estimates of coefficients in a series 
expansion and reconstruct the regression function.  They have been applied most 
successfully when they are constructed to have an equidistant design (Györfi et al. 2002, 
353).  
The simplest type of wavelet is the Haar basis. Within the Haar family, the mother 
wavelet is defined on the interval [0,1) as follows: 
 ( )   {
    
       
      
      
 
After generating the first level of wavelets, the next two levels of wavelets are defined in 
this family on the intervals [0,1/2) and [1/2,1) by rescaling the mother wavelet to these 
two intervals.  Following the same pattern, the next four members are defined on the 
quarter intervals.  If the individual family levels are indexed by j, and within each level is 
indicated by k, each function can be defined on the interval [k/2
j
, (k+1)/2
j
)  in the form: 
hn(X) = 2
j/2
w(2
j
X-k) 
where n = 2
j
 + k and 0   k   2j (Faraway 2006, 223). 
Implementing the “wavethresh” package in R, the resulting fit is shown below.  As seen 
in Figure 14, the fit is not particularly good because it is piecewise constant.  Another 
option in R, filter 8, produces a continuous function estimate while retaining the 
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orthogonality and is pictured in Figure 15.  Although the function fits the data slightly 
better, there still exists a lot of roughness in its estimate.  The roughness might be 
tolerated if a high premium is placed on orthogonality. 
 
Figure 14 
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Figure 15 
3.4 Nonparametric Regression with Categorical Variables 
In business settings, especially when modeling economic phenomenon, categorical 
variables commonly contain crucial information needed when fitting a curve to a dataset. 
Prevalent examples include variables like political party, gender, sex, and ethnicity.  
Since categorical variables cross over lines of continuity, they demand special treatment 
when being utilized in a regression model.  In a typical linear regression, categorical 
variables can be incorporated into the model easily by use of dummy coding.  In the 
nonparametric regression regime, however, methods for integrating categorical variables 
are not quite as straightforward.  There are, nevertheless, many techniques that resolve, or 
at least overcome, the issue of including categorical variables into a nonparametric 
regression model. 
One method is using frequency estimation on data that is combined into frequency tables.  
Here, information is borrowed from neighborhood cells to establish probabilities that an 
observation will fall within a certain cell.  A comprehensive overview of such frequency 
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estimation methods, including maximum penalized likelihood, an approach operating in a 
Bayesian framework, and kernel probability estimators, is given by Jeffrey F. Simonoff 
(1995) in “Smoothing Categorical Data (48-51)” 
Another proposed method is to construct an additive model that includes a linear 
component where discrete variables can be incorporated.  Härdle suggests using a 
generalized additive model that combines parametric and nonparametric attributes when 
fitting a dataset (1990, 283).  Although the model will not be fully nonparametric, it is 
still applicable to many situations where fully parametric techniques would not be 
appropriate.   
A more recent approach—which is still being expanded—is an extension to the kernel 
method where a mixture of continuous and categorical regressors makes up the model. 
This method builds on a prior extension to the kernel method used on discrete variables 
proposed by Aitchison and Aitken's (1976) work.  The kernel is evolved so that 
categorical variables can be included by use of indicators in the kernel that adapt to 
varying levels of categorical variables. For a full explanation and instruction in this 
method, see Racine and Li’s “Nonparametric Estimation of Regression Functions with 
Both Categorical and Continuous Data.” 
 
The inclusion of categorical variables into nonparametric regression models is an area 
that is still being developed and improved.  In the future, there will certainly be vastly 
more systematic ways to handle categorical variables in a nonparametric regression 
setting.  
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Conclusion 
As evident in the last section on techniques for handling the incorporation of categorical 
variables in a nonparametric regression model, nonparametric methods are still being 
created, improved, and expanded.  It is an exciting field which is still growing but like all 
statistical procedures, comes with limitations and boundaries.   
Undoubtedly, circumstances arise in which parametric methods are the most appropriate 
choice; this usually occurs when a model follows a known parametric form and can, 
therefore, be estimated most efficiently within the parametric jurisdiction.  On the other 
hand, this paper has offered a mere a glimpse of the power and innovative possibilities 
that nonparametric techniques afford statisticians who are trained in their 
implementations.   
Nonparametric regression has come a long way since Galton’s usage in his study of 
human height and the applications and expansions of this valuable technique will 
continue to be pushed to new heights.  
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