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PREFACE 
This dissertation entitled "Study of Errors in Survey" is submitted to 
the AUgarh Muslim University, Aligarh in partial fulfillment of the 
requirements for the award of the degree of Master of Philosophy in 
Statistics. 
A survey (Census as well as sample) play a significemt role in the 
development and progress of a country. A good survey free from errors and 
biases, can render a very useful service in the solution of many socio-
economic problems of a country by accelerating the timely flow of adequate 
and reliable information. But any type of bias in the survey, whether 
deliberate or otherwise, or faulty survey frame work will distort the survey 
results. 
The presence of biases and errors in surveys is a serious problem 
being faced by survey practitioners. Studies of the history of survey note that 
this history is characterized by a growing awareness of the errors that can be 
present in survey results. 
This dissertation is intended to present a comprehensive survey of 
available literature on the subject in a precise form. The work has been 
divided into five chapters. 
The purpose of the statistical surveys is to obtain information about 
the whole population. In chapter one we have discussed about Statistical 
surveys, Survey error, Historical back ground. Principal steps in sample 
surveys. The nature of survey error, Total survey design & Quantification of 
survey error are also discussed in detail. 
Response errors have become extremely important in increasingly 
complex surveys. Chapter two is devoted to the study of response error in 
surveys. Response bias, source of response errors & some steps of control of 
response errors are discussed in detail in this chapter. 
Chapter three present an outline of non-response problem in surveys, 
Types of Non-response, solution of the problem of non-response (Hansen & 
Hurwitz Technique) & Adjustment of non-response bias by subgroup 
weighting are considered in detail in this chapter. Besides a number of other 
methods which aim at reduction of non response bias are also discussed. 
Stratification is one way of utilizing the auxiliary information to 
improve the precision on an estimate. In chapter four we have discussed 
about the Rao, Ige and Tripathi double sampling for stratification strategy in 
the presence of non-response and opthnum Allocation for stratified 
estimators in presence of non-response. 
The double sampling procedure is used when it is necessary to use the 
auxiliary variable to improve the precision of the estimate but the population 
mean of the auxiliary information is not known. The first phase sample is 
used to estimate the population mean of the auxiliary variable and the 
second phase sample is used to obtain the required information on the study 
variable. In Chapter 5 we have discussed double sampling ratio estimator for 
the population mean in presence of non-response. 

CHAPTER-1 
INTRODUCTION 
1.1 Stat ist ical Surveys: 
A survey is a scientific study of an existing 
population of un i t s . The consideration for a possible 
survey commences at a point when chances of solution of 
complicated problems are much lesser. A survey a t tempts 
to acquire knowledge by observing the population as it 
naturally exists and making quantitative s ta tements 
about aggregate population. In Its broad sense the 
purpose of the statistical surveys is to obtain information 
in order to satisfy a definite need. The required 
information miay be collected in two ways either every unit 
in the populat ion is enumerated for certain 
characterist ics (termed census survey) or enumerat ion is 
limited to only a par t or a sample collected from the 
population (termed sample survey). It is obvious tha t for 
any statistical investigation complete enumerat ion of the 
population is ra ther impracticable. For example, if we 
want to have an idea of the average per capita (monthly) 
meome. of t\Yt people m Indiia., v e^. ^^\\\ have to eri^ ciTTieTate 
all the earning Individuals in the country which is ra ther 
a very difficult task. 
If the population is infinite complete enumerat ion is 
not possible. Also if the un i t s are destroyed in the course 
of inspection (e.g. inspection of crackers , explosive 
materials, etc.) 100% inspection though possible, is not at 
all desirable. But even if the population is finite or the 
inspection is not destructive, 100% Inspection is not 
taken recourse to because of multiplicity of courses viz., 
administrative and financial implication, time factor, etc. 
and we take the help of sampling. 
1.2 Survey Error 
A survey consists of a number of survey operations 
and every operation is a potential error source, which 
affect the quality of the survey est imates . Each phase of 
survey operation gives rise to the survey error arising 
mainly due to faulty demarcation of survey uni t s , faulty 
planning, interviewer bias, response or non-response bias, 
bad compiling, wrong computing etc. These errors can 
occur at any stage of the survey and thereby distort the 
actual facts and relevance of the resul ts . 
1.3 Historical Background 
The history of surveys is characterized by the 
increasing use of surveys, the development of probability 
sampling methods and controlling of survey errors. 
Surveys were conducted during the ancient Roman and 
the Egyptian empires principally to obtain information for 
military conscription and other government mat ters . 
During the period 1700-1900, use of surveys increased 
vi^ ith a focus on studying social problems. Motivated by 
the economic deprivation tha t plagued much of society 
during those times, numerous s tudies of the poor, the 
imprisoned, and the outcast were conducted. Survey 
practit ioners also became aware of the need for improved 
survey techniques. Usefulness of sample est imates 
relative to complete enumerat ion was also recognized 
during this period. At the 1985 meeting of the 
international statistical inst i tute (ISl), Anders Kiaer 
advocated the use of representative sampling ra ther than 
complete censuses for social investigations. Later on he 
stressed his preference for "a small number of careful 
observations carried out with great care to a large number 
of superficial observations made superficially on a large 
time of the 
ations had 
scale". Today, this preference is still cited as the principal 
advantage of surveys relative to censuses . 
The idea of using samples instead o1| censuses 
generated considerat)le discussions and by the 
1925, ISI meeting, the idea of sample investig 
been accepted. 
Once the use of samples was accepted, rriethods for 
probability sampling and control of sampling error rapidly 
developed. A theory of sampling was developed in which 
size of the sampling error depends on the variability in 
the entire population, type of sample, design, sample size, 
and type of estimation procedure used . 
In addition to adopting sampling methods and 
theory, survey practi t ioners have been concerned with 
improving the quality of other aspects of survey research. 
In 1915, Bowley, who made very important contribution to 
the development of sampling methods, reported on a 
survey of employment and poverty tha t there were four 
possible sources of uncer ta inty or error in an 
investigation. They are: 
a) The information obtained may be incorrect 
b) The definitions and s tandards used may be loose 
unsui table or wrongly conceived 
c) The sample selected may not be a fair sample of 
whole population and 
d) The calculable possibilities of error arising from the 
process of estimating the whole by measur ing a part . 
At the 1926 ISI meeting, Bowley further stressed 
the need to control multiple sources of errors . He pointed 
out tha t it was necessary to define the population in 
question exactly, to have adequately defined a t t r ibutes 
and variables, and to make sure tha t every person or 
thing selected is observed. 
There was a continuing concern with survey errors, 
and in 1944 Deming at tempted a classification of "factors 
which effect the ult imate usefulness of a survey", which 
was much broader than those Bowley cited nearly 20 
years before. In addition to sampling errors and biases, 
Deming gave following causes for survey error: 
• Variability in response 
• Differences between different types and degrees of 
canvas 
• Bias and variation arising from interviewer 
• Bias of the auspices 
• Imperfection in the questionnaire design and tabulation 
plans 
• Changes that take place in the population before the 
tabulations are available 
• Bias arising from non-response 
• Bias arising from late reports 
• Bias arising from un-representative data for the survey 
or the period covered. 
• Bias arising from un-representative selection of the 
respondents 
• Errors in interpretation 
Doming's classification is neither complete nor are 
its categorical mutually exclusive. However, it illustrates 
well the range of factors that must be considered when 
attempting to assess and control the errors in surveys. 
Despite this long recognition of the need for the 
control of non sampling errors, progress in the 
development of theories and methods for controlling them 
has been much less satisfactory than progress in the 
understanding and control of sampling errors. This is 
because of the complexity of the problem. In some cases 
defining error is difficult. Also, most surveys involve a 
complex sequence of procedures carried out by many 
deferent people, so that it is difficult to control the 
process. For sampling we have a theory tha t allows us to 
calculate the error that resul ts from a conscious choice to 
use a certain sample design. We make many other choices 
of methods. However, we do not have a comiprehensive 
theory tha t allows u s to calculate the errors result ing 
from these choices. 
1.4 Principal s teps in a sample survey 
Sample survey techniques have now come to be used 
widely as an organized and established fact finding 
ins t rument and it is, therefore, essential to describe 
briefly the main steps which are Involved in a sample 
survey. Some of the main s teps to be included are given 
as follows: 
(i) Statement of objectives 
(ii) Definition of population to be s tudied 
(iii) Determination of sampling frame and sampling 
un i t s 
(iv) Selection of proper sampling design 
(v) Organization of field work 
(vi) Summary and analysis of da ta 
(i) Statement of objectives:-
In a Sample survey, the first s teps is to lay down a 
clear s ta tement of objectives of the survey. The user 
should ensure that these objectives are commensura te 
with available resources in terns of money, man-power 
and the time limit of the survey. 
(ii) Definition of population:-
The population from which the sample is to be 
drawn should be defined in clear and unambiguous 
terms. For example, to estimate the average yield per plot 
for a crop, it is necessary to define the size of the plot in 
clear terms. The sam.pled population (population to be 
sampled) should coincide with the target population 
(population about which information is required). The 
demographic, geographical, administrative and other 
boundaries of the population mus t be specified so that 
there remains no ambiguity regarding the coverage of the 
survey. 
(iii) Determination of sampling frame and sampling 
units 
The main requirement of the sample surveys is to fix 
up the sampling frame, i.e., the list of all sampling uni ts 
with reference to which relevant da ta are to be collected. 
It is the sampling frame which determines the sampling 
s t ructure of a survey. A sampling frame is the key note 
around which the selection and estimation procedures 
revolve. The population should be capable of division into 
uni ts which are distinct, unambiguous and non over 
lapping and cover the entire population. 
(iv) Select ion of proper sampling design:-
If an appropriate sampling design is selected, the 
final es t imates will be quite reliable. The size of the 
sample, procedure of selection and est imation of 
parameters along with the amount of risk involved are 
some of the important statistical aspects which should 
receive careful attention. If a number of sampling designs 
for taking a sample is available, then the total risk, i.e. 
the cost and precision, should be considered before 
making a final selection of the sampling design. 
(v) Organization of field work:-
The achievement of the aims of a sample survey 
depends to a large extent on reliable field work. If field 
work is done honestly, sincerely and according to the 
instruct ions laid down and if there is careful supervision 
of field staff, there remains no doubt about achieving the 
aims of the survey. It is, therefore, necessary to make 
provision for adequate supervisory staff for inspection of 
field work. 
(vi) Summary and Analysis of data: 
In a samples survey, the final step of the analysis 
and drawing inference from a sample to a population is 
very vital and fascinating issue. Since the resul t s of the 
survey are the basis for policy making, it is the most 
essential par t of the sample survey and should be handled 
carefully. 
The analysis data collected in a survey may be 
broadly classified as follows: 
• Scrutiny and editing of the data 
• Tabulation of data 
• Statistical Analysis 
• Reporting and conclusions 
1.5 The Nature of Survey Error 
The resul ts of a survey are used to make 
quantitative s ta tements about the populat ion studied. 
These may be descriptive s ta tements about the aggregate 
population, analytic s ta tements about the relationship 
10 
among subgroups of the population or interpretive 
s ta tements about the na ture of social or economic 
processes. A survey error occurs when there is a 
discrepancy between the s ta tements and reality. A 
typology of errors in surveys is presented in fig 1. 
The discrepancy or error in surveys h a s two 
components, sampling errors and non-sampling errors. 
Sampling Errors 
The error which arises due to only a sample being 
used to est imate the population parameters is termed 
sampling error or sampling fluctuation. Whatever may be 
the degree of caut iousness in selecting a sample , there 
will always be a difference between the population value 
(parameter) and its corresponding est imate. 
This error is Inherent and unavoidable in any and 
every sampling scheme. A sample with the smallest 
sampling error will always be considered a good 
representative of the population. This error can be 
reduced by increasing the size of the sample. Infact, the 
decrease in sampling error is inversely proportional to the 
square root of the sample size and the relat ionship can 
be examined graphically as shown in figure 2 when the 
11 
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sample survey becomes a census survey, the sampling 
error becomes zero. 
0) 
"a 
S 
t/5 
Sampling Error 
Fig. 2 
(Relationship of Sampling error with sample size) 
Non sampling error: 
Besides sampling error, the sample est imate may be 
subject to other errors which, grouped together, are 
termed non-sam.pling error. The main sources of non 
sampling errors are 
(i) Failure to measure some of the units in the selected 
sample, 
(ii) Observational errors due to defective measurements 
technique, 
(iii) Errors Introduced in editing, coding and tabulating the 
results. 
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In practice, the census survey results may suffer from 
non sampling errors although these may be free from sampling 
error. The non sampling error is likely to increase with 
increase in sample size, while sampling error decreases with 
increase in sample size. 
The sampling errors cannot be avoided but can be 
minimised. Their average magnitude naturally depends upon 
the population under study, the size of the sample, the 
manner in which the sample is drawn and the method of 
estimation. Generally the sam.pling error decreases with an 
increase in sample size. In many situations this decrease is 
proportional to the square-root of the sample size and after 
certain stage the reduction in error is marginal. 
1.6 Total Survey Design 
The attempt to control the total error of estimates 
considering all sources of error has come to be called total 
survey design. During the design phase of the survey, the 
practice of total survey design involves assessing the level of 
error associated with alternative procedures and choosing that 
combination of sampling design, measurement procedure and 
analysis method which will minimize the total error of the final 
estimates within the resources available for the survey. For 
14 
example, the sampling error in a survey estimate is reduced by 
increasing the sample size. The success of total survey design 
methods at the planning stages depends on obtaining good 
information on costs and errors of alternative procedures and 
on the availability of total error and total cost models that can 
be used for choosing an optimum design. 
1.7 Quantification of Survey Error 
The quantification of survey errors is one of the most 
challenging tasks before a statistician involved in the conduct 
of a survey. Since these errors can occur at any stage of the 
survey process, the task of quantification becomes more 
formidable. For a continuing survey, the error profile helps 
statistician to swystematically address the measurement 
problem. But without a measure of the magnitude of the 
errors and biases, data users are in precarious position. They 
must interpret magnitudes expressed in terms like smaller, 
minor, wider etc. and surely their interpretations differ. It is 
almost impossible to list all the potential survey errors and 
biases associated with a survey and even more difficult to 
quantify these errors and biases. Two proposed research areas 
that address these problems are (1) generalised models to 
measure survey errors and biases and (2) a process quality 
15 
control to measure survey performance. The data user should 
ideally receive, along with the survey performance measures, 
three additional values for each survey statistic, namely, a 
measure of: sampling error, non-sampling error and bias. One 
way to quantify survey errors and biases is by developing 
generalised error models and generalised bias models. These 
models help the data user to understand and interpret survey 
results. The other way of quantification of survey error is by 
process quality control. Almost all of the data necessary to 
start a process quality control system are already available in 
the survey data system. The process quality control system 
would use various "performance" variable to determine if the 
survey process is in control. More specifically, a process 
quality control system would single out specific performance 
variable to measure a source of error in a survey. The result of 
the process quality control system can complement the 
generalized error & bias models. The later provide measures of 
the survey error while process quality control system provide 
information about a source of survey error and bias. 
16 

CHAPTER-2 
RESPONSE ERRORS IN SURVEYS 
2.1 Introduction: 
Response error are mainly contributed by the 
respondents or enumerators or both. If field instructions 
to enumerators are not strictly followed, it may contribute 
substantially to these errors. Many times, the 
respondents may also contribute to these errors on 
account of several factors such as lack of understanding, 
ambiguous questionnaires, memory errors, untruthful 
reporting, deliberately incorrect and careless answers, etc. 
An eye estimate of crop is an excellent example of 
the source of response error by enumerators or 
respondent which will be generally influenced by his 
personal judgment. Response errors may be accidental or 
may be introduced purposely or they may arise from lack 
of Information. It is also observed that all these errors, 
whether due to enumerators or respondents may have a 
systematic character and can not be normally ignored. 
Since errors from different sources may not cancel each 
other their cumulative effect on the estimates will not be 
negligible several excellent analysis of sources and types 
17 
of response errors are available. Deming (1944), Marks 
and Mauldin (1950), Marks, et al. (1953), Mahalanobis 
(1946) Sukhatme and Seth (1952), and Hansen, et al. 
(1951, 1953, 1961, 1964) have developed several 
important techniques for measur ing and controlling 
response errors, particularly those arising from 
enumerators . 
In a survey, it is usually a s sumed that the 
measurement of the observations on different uni ts of 
population / sample is 100 percent correct. But this 
assumption may not be true, t hus giving arise to an error 
called response error. This discrepancy ar ises due to 
several other causes also. For examiple, a respondent miay 
misunders tand the question or deliberately give an 
Incorrect answer. Similarly when an interviewer 
approaches a uni t for collecting information on some 
items, we assume tha t the response obtained is a random 
variable with a certain distribution. Different interviewers 
will produce different distr ibutions depending upon their 
skill, the interaction between the interviewer and the 
respondent, and so on. When it comes to interviewing two 
different uni t s by the same person, the responses 
18 
obtained can not be assumed to be uncorrelated. The 
interviewer's personality affects the observation he 
produces. The fact tha t he has made a part icular 
observation on one unit affects his observation on the 
other unit . 
2.2 Response bias 
Usually large scale surveys are conducted with the 
help of enumerators , especially employed and trained for 
the job so as to get worthwhile resul ts . Many t imes, some 
changes are made into the da ta by these enumerators , 
called enumerator effect, which are in fact reflections to 
the enumerators personality, training, education, job 
efficiency, etc. or in other words, enumera tors introduce 
their personal equations. Definitely, the enumera tor effect 
will vary in magnitude from one item to another and from 
one enumerator to another. A general model to discuss it 
was developed by Hansen, et al. (1951, 1953, 1961, 
1964), and Sukhatme and Seth (1952). 
For simplicity, let u s assume tha t m enumerators 
selected randomly from a large pool of M enumera tors , are 
participating in the survey work and a random sample of 
n uni ts is selected from a large population of N uni t s . The 
19 
sample uni t s are assigned at random to the m 
enumerators . Let yij denote the reported value of the jth 
unit by the i^ h enumerator. A general model may be 
defined by 
yij = Xj + ai+ Gij (2.2.1) 
where i = 1, 2....m, j = 1, 2 / 
Xj is the t rue value of the jth unit , ai is the i^ h enumerator 
effect on the response, called as bias of response of 
systematic error, and eij is the random component in the 
jth uni t by the i^ h enum.erator. It can be seen tha t 
E (Gij I i, j) = 0, E (eij2 I i, j) = Se2 and Gov (eij, e'ij) = 0 
In addition, let nij denote the number of responses 
on the jth uni t by the i^ h enumerator and a s sume that 
nij = 1 if the uni t Uj is the sample and zero otherwise. 
Thus, We shall have 
n, = ^«y , the number of responses collected by the i^ h 
7 = 1 
enumerator . 
Ill 
rij = ^n,j , the number of responses on the jth unit ; 
; = 1 
m I 
n.. = 2]Z!"y ' ^^^ total number of responses . It will be 
/ = I 7=1 
assumed tha t each enumerator has collected an equal 
20 
number of responses , n, = — =«, and the number of 
m 
responses (repetitions) for each un i t is equal, i.e. 
n^ = - = p; Where / uni ts in the sample are allotted to 
different enumerators . Now we consider how the response 
error changes when one passes from one enumera tor to 
another, and or from one uni t to another . The reported 
response yij is a random variate and distr ibuted with the 
value Xj and a specified variance. The mean value of 
responses obtained by the i^ h enumerator on all the uni ts 
of the population will be E (yij \ i) = Y,. The expected value 
of all the M enumerators will be E {[Y,) = = Y' and let u s call 
it the expected survey value which may be different from 
the t rue mean va luef . The difference, F - 7 , between the 
expected survey value and the t rue mean value is called 
the response bias. Thus the total error in response may be 
splitted into components as 
y>>-y = {y.j-y,)+ fe -V)+(Y'-Y) (2.2.2) 
Where Yj is the expected value of the jth un i t reported 
by the enumerators of the survey. It can be seen from the 
above relation that the total error comprises measurement 
21 
error, response deviation and response bias. Here the 
response deviation and response bias will obviously 
depend upon the interview procedures, schedules and 
training of enumerators. Unless some procedures are 
deviced to control theme it will not be advisable to go 
ahead with the survey work. In the present discussion, we 
shall describe some of the methods to separate out and to 
control various components of response errors. 
Before any method of estimation is discussed, we 
consider the response bias, Y' - Y, which is introduced on 
account of the reason that the enumerators / respondents 
are brought into picture. The response bias may be an 
important component of the mean square error of the 
estimate if its value is large. Since it involves the true 
mean value of the population, F, it is not possible to 
measure as such from the survey. To make an estimate of 
response bias, one approach is to conduct a small scale 
study called post-enumeration survey, just after the 
census or sample survey for a comparative study of the 
data. The differences of the estimates based on the main 
survey and the post enumeration survey can be used to 
the estimate the responses bias. On this basis, if one 
22 
finds tha t the response bias is not significant, it will be a 
worth while a t tempt to reduce the other components . 
Let u s consider the model given by relation (2.2.2) in 
terms of its components . For the bias component ai, there 
may be a constant bias, say E (ai) = a, t ha t affect all the 
uni ts in the population, and the variable component of 
bias, (ai - a), which is distributed with the mean value 
zero and the variance Sa^. As mentioned already, the 
random component of the response follows a frequency 
distribution with the mean value zero and the variance 
Se^. Thus, the total error in a response may be splitted 
into different components as 
y,^-Y =(xj-Y')+{a,-a)+a+e,j (2.2.3) 
Average over the sample, we have 
y -Y=x -Y'+{a-a)+a + e (2.2.4) 
Where 
1 '" / \ 
1 1 1 m 1 m I 
= X + a + e (2.2.5) 
23 
It is remarkable to note that the sample mean y is 
not an unbiased estimator, i.e. the est imated mean is 
biased unless yi,s vary in such a way tha t the biases 
compensate each other and disappear . If the 
measurements on all uni ts are subject to constant bias, a, 
whose magni tude is unknown, then the simple random 
sample mean is subject to the bias, a, as 
E (y -¥)= a (2.2.6) 
2.3 Source of Response Errors: 
Response errors can occur at any stage of the 
planning or execution of census or sample survey. The 
preparation of an exhaustive list of all the source of 
response errors is very difficult task. However, a careful 
examination of the major phases of a survey Indicate that 
response error mainly originate from the following source; 
2.3.1 Hazy Picture of the Problem: 
Since problems for survey research originate from a 
variety of different disciplines, it is necessary to state 
each of them in an unambiguous manner . The statist ician 
is not always familiar with the substant ive field to which 
the problem may belong and the expert in t ha t field may 
not possess any knowledge of stat ist ics. Lack of clarity 
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about various aspects of the problem hinders the 
collection of data appertaining to the problem and the non 
correspondence between the data required and the data 
collected leads to errors. 
2.3.2 Prestige Bias 
An appeal to the pride or prestige of person 
interviewed may Introduce a kind of bias called prestige 
bias, by virtue of which he upgrades his educational 
qualification, intelligence quotient, occupation, income 
etc. or downgrade his age thus result ing to wrong 
answers. 
2.3.3 Interviewers Bias: 
Sometimes the interviewer is biased in his duty due 
to caste, sex education, or social s t a tus of a respondent , 
he does not give a respondent adequate chance and 
sufficient time to give suitable replies or record the 
answers wrongly. In Such cases the interviewer himself is 
responsible for the bias emerging from the fact tha t 
replies received from the respondent would have been 
different if the interviewer had acted in a more 
responsible manner . 
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2.3 .4 Defective se lect ion of Respondents: 
In certain category of surveys, preferences often 
given to friends, relatives and neighbours , or sometime 
interviewers those people who belong to more or less the 
same social group. This practice is of Interviewer 
selectivity. 
2.3.5 Untruthful Respondents: 
Quite often, in order to safeguard one's self interest , 
one may give an under estimate of his salary or 
production and an over s tatement of his expenses or 
requirements etc. These tendencies invariably vitiate the 
findings of a survey. 
2.3.6 Failure of Respondents Memory: 
One source of error which is common to most of the 
methods of collecting information is that of recall. Many of 
the quest ions in surveys refer to happening or conditions 
in the pas t and there is a problem both of remembering 
the events and associating it with the correct time period. 
2.3.7 Unsatisfactory field work: 
Imprecise definitions of various terms, imperfect 
theoretical and practical training and lack of supervision 
do not permit interviewers to do full jus t ice to the field 
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work. Whenever a difficulty arises, they make use of 
personal judgment and choice without carrying for the 
adverse impact on survey resul ts . 
2.3.8 Surrogate Information: 
Respondents are sometimes unwilling and 
sometimes unable to provide the information required by 
the investigator. Under these c i rcumstances there is no 
way out bu t to accept subst i tute information and, to the 
extent it is wide of the miark, the conclusion based on it 
will be subject to error. For example, if we want to find 
out how mtuch consum.ers of a part icular commodity will 
buy at a certain price, no definite replies will be forth 
coming, and replies regarding purchases made by them at 
certain prices in the past may have to be accepted as a 
tolerable subs t i tu te for the information. 
2.3.9 Faulty Questionnaire: 
This is one of the greatest sources of bias in survey 
research. Some questions are misunders tand by the 
respondent due to use of difficult, Vague and unwelcome 
words. If the respondents do not possess adequate 
knowledge of the problem under study, the replies would 
usually be biased. 
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2.3 .10 Faulty frame 
If a universe is not precisely defined, some of its 
par ts , otherwise eligible for inclusion in the survey list, 
may not be included in the sample and to the extent this 
happens the generalization made from the sample vi^ould 
not be valid for universe. Incomplete, inaccurate and out 
of date sampling frame is t hus a source of errors that 
emerge from non coverage. 
2.3 .11 Incorrect Analysis and Interpretation: 
These errors creep in either at different stages of 
processing of data, e.g. incorrect editing coding and 
analysis of da ta or at the stage of interpretat ion of data. 
Lack of common sense and experience, which is essential 
prerequisites for interpretat ion of data. Incorrect analysis 
and Interpretation are two more important factors 
contributing to these errors. 
2.4 Control of Response errors 
The total error of the survey may consist of sampling 
errors and response errors. Though we can reduce the 
sampling errors either by switching to more efficient 
sample design or by increasing the sample size. It will not 
be much worthwhile to do if response errors continue to 
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be large. Reduction of response errors is, therefore, 
desirable even at the cost of some increase in sampling 
error because the overall usefulness and reliability of a 
survey may actually be increased by cutt ing down on the 
size of sample and using the money saved to hire better 
interviewers; and to provide better training and 
supervision in the field, t hus tr imming the biases of 
interviewing. The complete elimination of response errors 
is impossible but in a survey interviewer mus t make all 
efforts by taking positive steps to minimize these errors as 
far as possible. It is better to have an approximate 
solution to the right problem than an exact solution of the 
wrong problem. The following suggestions are advances 
for the realization of these objections. 
2.4.1 Use of double sampling: 
In some cases, a double sampling design may prove 
more efficient. For example, we could Interview a 
relatively large number of cases (Possibly even the entire 
population) by one of the cheaper (and less accurate) 
methods and reinterview a subsample by one of the more 
expensive methods . Such a double sampling approach is 
likely to be useful in instances where methods with low 
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response bias cost many times as much as methods with 
higher response bias. 
2.4.2 Through Preparation: 
A survey mus t begin with a thorough discussion 
between the expert in the substant ive field and the 
statistician in order not only to t ransla te the problem into 
statistical te rms but also to see which new statistical 
information will be helpful in its solution. Precise 
definitions of the universe and of various concepts to be 
used, revision of sampling frame, thoroughly tested 
questionnaires, exhaustive Instruct ions and efficiently 
organized field and office procedures are other essential 
considerations for keeping response errors of a survey 
under control. 
2.4.3 Securing Public Co-operation: 
No survey can bring in useful Information, if there is 
opposition from any quarter . Public appeals from leaders 
of repute of the ruling as well as opposition part ies is, 
therefore, necessary to develop a favourable local interest 
in a survey. Care mus t also be taken to mainta in good 
public relations throughout the period of a survey to 
ensure that respondents are not giving prejudiced replies 
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which are invariably full of bias. If efforts to enlist public 
cooperation fail, it is better to wait for a more opportunate 
time. 
2.4 .4 Re-interviews: 
A sample may be taken from the respondents already 
interviewed by the investigator and fresh information 
collected by employing superior staff and us ing superior 
measurement techniques. A comiparison of the two sets of 
collected da ta will throw light on the response errors 
involved in the survey. 
2.4.5 Training investigators: 
Surveys are usually conducted trough investigators. 
They put the question to the respondent and record the 
answer. The answer depends on the manner he 
(investigator) asks the question, the mood of the 
respondent and so on. The answer recorded is the result 
of the interaction between the respondent and the 
interviewer. Thus the average response and individual 
response bias of a part icular uni t are contr ibuted by the 
respondent and the investigator. Sometimes the 
investigator asks no quest ions when he is sure about the 
type of answer expected and later on records the expected 
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answer in his schedule. Further the interviewer may not 
stick to the exact wordings of the question or may record 
the answer wrongly and may deliberately distort it. These 
points clearly show that investigator is a potential source 
of error in surveys. Therefore great care is needed in 
recruiting the right type of persons. These persons should 
not have strong opinion regarding the objective of the 
survey and should be prepared to follow instruct ions . 
After training, the should be trained about the purposes 
of the survey and the methods of measurements . The 
work of the investigator be supervised to make sure that 
the instruct ions are strictly adhered to. 
2.4.6 Stat ist ical Audit 
Even after careful preparat ion and precaut ions for a 
survey, some errors might creep in. A stat ist ical audit is, 
therefore, necessary for detecting such pitfalls as may 
relate to selection of respondents , interviewing, 
supervision, coverage etc. This audit ing consis ts of a very 
careful scrutiny of a sub sample, which should include 
sampling un i t s from the share of each investigator, in 
order to find out if all had gone well dur ing the various 
operations of the survey. In case such ser ious omissions 
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and blemishes are discovered, as may have imported 
serious biases into the survey, it is better to discard the 
original survey and plan a new one in the light of the 
experience gained form auditing. 
2.4.7 Adequate publicity: 
The adequate survey is more warmly useful for the 
data collection in favour of the people for their needs and 
their upliftments that ' s why adequate publicity having its 
more importance in the scientific manner or we can say 
that interviewer and respondents become free from all 
kinds of illusions in this adequate system of s tudy or 
publicity. 
2.4.8 Consistency and Record Check: 
Consistency check can be done by including certain 
redundant quest ions in the quest ionnaire e.g. the 
respondent may be asked how old he is and later on his 
date of birth may be asked. Similarly whenever records 
are available, checks may be made against the observed 
data. For example, a person's age may be compared with 
his birth record available with the school or at the 
municipal office and a person's income may be compared 
with the entry in the employee's payrole and so on. 
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2.4.9 Pilot Survey: 
The survey technique consisting of briefly speaking, 
the questionnaire, the methods of interviewing and the 
method of supervision should be thoroughly tested by 
conducting a pilot survey. The experience gained during 
survey should be incorporated in the original technique 
even if it delays the launching of a survey. Improvement 
in the survey technique will ensure collection of quality 
data. Which will obviously be free from many biases. 
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CHAPTERS 
NON RESPONSE ERRORS IN SAMPLE SURVEYS 
3.1 Introduction 
Non response is becoming a grooming concern in survey 
research. The phenomenon of non-response can appear in 
sample survey v^ h^en people are not able or willing to answer 
the questions asked by the interviewer. Non response can 
appear in the sample surveys as well as in censuses. One of 
the sources of error in censuses and surveys mentioned earlier 
is incomplete coverage in respect of units. This may occur due 
to refusal by respondents to give information or they are not at 
home so sample units are inaccessible. The error in this case 
would arise because the set of units getting excluded may 
have characteristics so different from the set of units actually 
surveyed as to make the results biased. This type of error is 
termed non-response error, since it arises from the exclusion 
of some of the anticipated units in the population or sample. 
Obviously, the non response error is not important if the 
characteristics of the non-responding units are similar to 
those of the responding units. But such similarly of 
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characteristics between the two types of units is not always 
obtained in practice. 
Non-response bias occurs if full information is not 
obtained on all the sampling units. In house-to-house survey, 
non-response usually result if the respondent is not found at 
home even after repeated calls, or if he is unable to furnish the 
information on all the questions or if the refuses to answer 
certain questions. Therefore, some bias is introduced as a 
consequence of the exclusion of a section of the population 
with certain peculiar characteristics, due to non-response. 
It is important that the extent of the non-response must 
be kept as small as possible. If in spite of these efforts, there 
still remains a considerable amount of non-response, 
measures have to be taken in order to prevent formulation of 
wrong statements about the population. Combination of 
adjustment procedures and usual estimation techniques is 
necessary to yield valid population estimates. 
3.2 Types of Non-response 
The objective of every survey is the determination of 
certain population characteristics. Due to various kinds of 
errors, the true value will generally never be obtained. Among 
many other causes, non-response is one of the important 
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factors responsible for wrong estimation of population 
characteristics. 
Non response refers to the failure to make 
measurements or obtain observation on some elements 
selected and designated for inclusion in a sample. A good 
classification of non-response errors depends on the survey 
situation. How^ever the following categories of non-response 
can be distinguished to throw some light on classification of 
non-response. 
3.2.1 Not at homes: 
This class consists of those respondents who may not be 
at home when enumerator calls on themi. This is particularly 
so with the surveys when respondents are not aware with 
enumeration of survey work and is temporarily away from the 
house. 
3.2.2 Refusal: 
The class consists of those respondents who refuse to 
deliver information for one reason or the other or do not 
respond to the enumerators / questionnaires. In many cases 
general obligations do not exist or due to lack of publicity 
respondents are unaware about the conduct of the survey and 
therefore, they feel it unnecessary to reply. Another reason 
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may be the nature and the sequence of question which affect 
motivation. 
3.2.3 Lost Schedules: 
This class includes respondents who are not identified or 
not followed because it would be too expensive, or schedules 
which were mailed but lost or destroyed in transit. There may 
be some respondents who are physically or mentally incapable 
to respond during the survey period. In some cases, a few 
schedules are also found, incomplete or unusable. All these 
will be termed as lost schedule. 
We shall be using the term non-response as a common 
name, sometimes it is also referred incomplete samples or 
missing data. 
3.2.4 Non coverage: 
Failure to locate or to visit some units in the sample. It 
arises also from the use of incomplete lists. Sometimes 
weather or poor transportation facilities make it impossible to 
reach certain units during the period of the survey. 
3.2.5 Unable to answer: 
The respondent may not have the information wanted in 
certain question or may be unwilling to give it. 
3.3 Statistical Model for Non-response 
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The first requirement in the development of theories for 
the treatment of non response is the formulation of a 
mathematical model, which describes the way in which non-
response is generated. Two models frequently used for the 
treatment of non-response are "random response model" and 
"fixed response model". 
According to the random response model every element 
in the population has a certain (unknown) probability of 
response. These response probabilities are not necessarily the 
same for every element. When the interviewer contacts the 
person to be questioned, the probability mechanism is 
activated and determines whether a person responds or not. 
The fixed response model assumes the existence of two 
strata in the population i.e. a stratum of potential respondents 
and a stratum of potential non-respondents. Size and content 
of each stratumi is not known beforehand. They are 
determined by the specification or the survey (aim, type of 
questions, interviewing techniques, interviewers, period of field 
work, etc.) Disregarding the two strata, a sample is selected 
from the population. Consequently the number of respondents 
is a random variable in both, the random response model and 
the fixed response model. 
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If instead of sampling, complete enumeration would take 
place then in the case of random response model the 
determination of respondents would still be a random process 
whereas in the case of fixed response model this would be 
fixed. There is, however, a certain resemblance between the 
two models. Assuming the existence of two stochastic 
mechanism, the sampling mechanism and the response 
mechanism, both models differ only in the order in which the 
mechanisms are applied. In the fixed response model first the 
response mechanism is activated for each element in the 
population. This determ.ines the two strata. Then the sample is 
selected. In the random response model, first the sample is 
selected then the response mechanism is activated for each 
selected element. 
The random response model offers the opportunity to 
estimate response probabilities. These estimated probabilities 
can be used in adjustment procedures, or they can be 
connected to personal characteristics. The fixed response 
model generally results in easier formulae. The theory, 
developed under this model, is conditional on the realized 
response and non-response strata. Consequently the accuracy 
of the estimates can be computed, but the accuracy of the 
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estimation method can not be determined. Due to this 
argument attention is mostly focused on the random response 
model. 
3.4 Solution of the Problem of Non-response (Hansen and 
Hurwitz Technique) 
Hansen and Hurwitz (1946) were the first to deal with 
the problem of non-response in sample surveys. In many of 
these surveys the response rate is very low and many doubts 
are normally associated with estimates resulting therefrom. In 
order to preserve the advantage of mail surveys, viz., their low 
cost, and secure at the same time unbiased estimates, the 
following technique was proposed: 
(i) Select random sample of respondents; 
(ii) Send a mail questionnaire to all of them; 
(iii) After the deadline of the reply is over, identify the non-
respondents and select a sub-sample of non-
respondents; 
(iv) Collect data from the selected non-respondents in the 
sub-sample by interview; and 
(v) Combine data from the two parts of the survey to obtain 
unbiased estimate of the population values concerned. 
The theory involved is as follows: 
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We shall suppose that the population can be divided into 
two classes, those who will respond at the first attempt and 
those who will not. For convenience we shall call the two 
classes as the response and non-response classes with sizes 
Ni and N2 respectively. If ni units in the sample respond and 
n2 units do not respond, with m + n2 = n, then we may regard 
ni as a random sample of the response class and n2 as a 
random sample of the non-response class. 
Let h2 denote the size of the sub-sample from n2 to be 
enumerated at the second attempt, such that n2 = f h2 
^ / = ^ (3.4.1) 
Clearly, Ni and N2 can not be known and can only be 
estimated from the sample. We have for unbiased estimates of 
Ni a n d N2, 
Est. A^, = ^N and Est. A^^ = ^N (3.4.2) 
n n 
Clearly an unbiased estimate of the population mean is 
given by 
Since 
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E{yJ = E y^iy.,, + ^iViu 
E(y„) 
(3.4.4) 
Where the expectation with braces is t aken over the set 
of values corresponding to the samples of sizes m and n2 
drawn from the response and non- response classes 
respectively, 
To obtain the variance of y^^, we have 
F(p,.,) = V{E (J^ ,.. \n,,n,)} + E{V (j7, | n„ n,)} 
= V(y„hE\^ 
2 ( 
2_ 
2 
V 
J___L (3.4.5) 
Where 53 is the m e a n square based on n2 un i t s . Putting 
n2 = h2 f , we have 
1 1_ 
1^ 2 ^2 
s' = E {^(/-I> 
C/-1) E\E '2 „2 
\n s^\n^_ 
_ ( / - ! ) /"^ \ SUE 
\n J 
(/-1)A^2 ,2 
n N 
(3.4.6) 
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and V{y„)=(^-^]s' (3.4.7) 
\n N) 
Where S] is the population mean square for the non-response 
class. On using (3.4.6) and (3.4.7) in (3.4.5) we have, 
yiy^^=[--^y^^^^^Sl (3.4.8) \n N) n N 
Where, 
s'- = / T Z C ^ . - y^) ^ d si = - i - t[y> -3 ,^)-
If f = 1 the second term of (3.4.8) will vanish and we shall 
be left with the variance of the mean of a simple random 
sample of 'n' as we a would expect. The second term 
represents the increase in the variance arising from sub-
sampling h.2 out of n2 units. 
The cost of the survey will be made up of three parts as 
follows: 
c=Con+c,n, M-c^ /zj (3.4.9) 
where, 
c^= The cost of locating a sample unit at the first 
attempt, 
C| = The cost of enumerating and processing information 
per unit in the response class, 
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and Cj = The cost of enumerating and processing 
information per unit in the non-response class, 
This cost will obviously vary from sample to sample. We 
shall therefore consider the average cost C of the survey. On 
substituting for m and n2 their expected values, we get 
C = E(c) =^INC^+N,C,+^A (3.4.10) 
To determine the optimum values of 'n' and ' f ' consider, 
" [A ; AT ^ 2 
= <NCn +N,C, +—^C YA^''*f„^-'^''-'] '^ •'•"' 
Where, Vo is the value of the variance with which it is desired 
to estimate the mean. 
Differentiating (3.4.11) w.r.t. 'n' and 'f and equating to zero we 
have, 
^ 1^\NC,+N,C,+^C\=M\S' +^{f-\)Sl^ (3.4.12) 
And 
d^ riNjC-^ 
df N 
HS] _nc^ 
[ - 1 [r] + ^ 2 ^ . 0 nN 
n r 
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1 
n' iiSlf (3.4.13) 
On subst i tu t ing for - ^ from (3.4.13) in (3.4.12) we have 
l ( i V C o + A^,c,) = 2C.2 1 ^ 2 
Hence, 
/ ^ = 
5^--
N 
2\ 
S^_ Co + 
/ = 
c, f S^  - ""^'^ 
N 
s; Co + N 
(3.4.14) 
To find 'n' we note that , 
N-n ^, , N, ( / - I ) 
nN S' + N n Si (3.4.15) 
or (^.4j-;^{^^^f^-4 
^ 
n' -
(^^4(/-l)^^f 
Vo + 
•^2\ 
N 
n 
[5^ + ^ ( 7 - 1 ) 5 
( c 2 ^ 
0^ + iV 
(3.4.16) 
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The optimum value of 'n' is obtained by substituting the 
value of T from (3.4.14) into (3.4.16). Equations (3.4.14) and 
(3.4.16) provide the values of 'n' and T required to estimate the 
population mean with desired standard error at minimum 
cost. 
Since T has to be greater than 1, it is obvious that for 
values of T less than or equal to 1, there will be no sub-
sampling at all the optimum procedure would be merely a new 
attempt to interview all the non-responding units. If S? =5" , ' / ' 
may assume a value less than 1 unless the cost of obtaining 
information at the second attempt is considerably more than 
that of obtaining it at the first attempt. When this is so the 
technique loses much of its importance, Durbin (1954). 
3.5 Reduction of non-response by subgroup weighting: 
When ever relationship is found or suspected between 
the variable under investigation (Y) and the response 
behaviour (R) measures have to be taken in order to reduce 
the non-response bias. If it would be possible to divide the 
population in a number of subgroups in each of which the 
Covariance is negligible, then nearly unbiased estimates of the 
subgroups means can be combined in a nearly unbiased 
estimate of the population mean. 
47 
Let the finite population consist of 'N' elements Ui, 
U2...UN with Y-values Yi, Y2...YN. From this population a 
simple random sample ui , U2...Un of size 'n' is selected without 
replacement. The corresponding y-values are yi, 3^2...yn and the 
response behaviour is indicated by ri, r2...rn (n = 1 indicating 
response and n = 0 non response). Infact yi can only be 
observed for those sample elements Ui for which n = 1. The 'm' 
responding elements are denoted by u,*, u,* u,/ 
(m = ri,r2 .rj, withy-value y,*, y^  *•••• y*„ 
Let "X' be an auxiliary variable inducing a division of the 
population in 'H' subgroups with sizes Ni, N2 NH. In 
subgroup weighting, first an estimator y for the subgroup 
mean in each subgroup 'h', is computed as 
y h = — 1 : y h i ( h = u H) (3.5.1) 
Wherey, ,y* y, are the value of the mh 
—n, —Hj " " E h 
responding elements in the subgroup 'h'. The group estimators 
yj, Y2^ ZH * ^^^ combined into a population estimator y'. 
y' = Z^hZ,,* (3-5.2) 
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The type of estimator is determined by the available 
amoun t of information about the weights, wi, W2 WH 
If the sizes Ni, N2....NH of the subgroups are known the 
situation is equivalent to post stratification. The weights are 
not r andom b u t fixed quantit ies. 
Wh = ^ ( h = U H) (3.5.3) 
If these sizes are not known they can be es t imated by 
Wh = ^ ( h = l, 2 H) (3.5.4) 
Where nh is the number of sample elements in subgroup 
Ti' and n = ni + n2 + + nn. 
All the above est imators have, when used in the same 
grouping situation, the same bias, b u t greater the amoun t of 
available information on the subgroup sizes the smaller the 
variance of est imate. 
3.6 Other Adjustment Method: 
Several other method for dealing with non- response have 
been developed. Some of them are briefly described in this 
section. 
3.6 .1 No Adjustment: 
In some si tuat ions no adjus tment is necessary. If it 
appears tha t no relationship exists between the variable unde r 
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investigation and the response behaviour, the response can be 
considered as a random sample from the population. Also if 
statements are restricted to the population of potential 
respondents, no correction is necessary. In all other situations 
"no adjustment" is only justified if the category 'non response' 
is included in all tables in publications. 
3.6.2 Imputation: 
Imputation procedures solve the problems of missing 
observations due to non-response by substitution of values 
in the records of the non-respondents. In "hot deck" 
imputation, data are taken from the respondents of the 
current survey, while in "coldeck" Imputation data are taken 
from a previous survey. If the response structure of previous 
and current survey resemble each other, the results of cold 
deck imputation and hot deck imputation will roughly be the 
same. Imputation can be carried out in several ways some of 
them are 
(i) Imputation of a random respondent 
(ii) Imputation of the mean respondent 
(iii) Imputation of a random respondent with the same 
subgroup. 
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(iv) Imputation of mean respondent with the same 
subgroup, 
(v) Imputation of a value obtained by fitting a model. 
Procedures (i) and (ii) do not reduce the bias. Procedures 
(iii) and (iv) resemble subgroup weighting. The effect of 
procedure (v) depends strongly on the fit of the model and 
reasonableness of the model assumptions. 
3.6.3Adjustinent for Not at Homes 
The well known method of politz and Simmons (1949) 
tries to adjust for not at home bias by estimating the 
probability to find a person at home. This is performed by 
asking respondents, for example, how often they were at home 
at the time of the interview during the previous days. The at 
home probability, constructed in this way, is used as a 
stratification variable. It is also worth trying to find a model 
which explain the relationship between the variable under 
investigation and the at home probability. Extrapolation of this 
model to the group of not-at- homes may provide more 
Information about this group. 
3.6.4Adjustment for Refusers: 
It is possible to measure the willingness of people to co-
operate in the survey. Using this information a procedure 
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analogus to adjustment for not at homes can be carried out. 
Furthermore the willingness to co-operate is a measure for the 
survey climate. The construction of a scale to obtain this 
information will probably be somewhat more difficult than in 
the case of not at home adjustment. 
3.6.5 Double sampling 
In order to get more information about non-respondents 
Hansen & Hurwitz (1946) proposed selecting a sample from 
the respondents. A subsample is taken by specially trained 
interviewers by making more Intensive and accurate 
measurements on selected units, for obtain the missing 
information. Time and money constraints often prevent 
application of double sampling. 
3.6.6 The Principal Question; 
If the method of the Hansen 85 Hurwitz (1946) is too 
expensive, the principle question procedure may offer a 
substitute. In many surveys there is often one important basic 
question around which the survey has been constructed. If 
during the field work problems are met with completing the 
whole questionnaire, the interviewer may try to get an answer 
on only the principal question. This may even be tried 
afterwards by letter or by telephone. 
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CHAPTER-4 
STRATIFIED SAMPLING IN PRESENCE OF 
NON-RESPONSE 
4.1 Introduction 
In case of stratified sampling the allocation problem in 
presence of non-response was considered by Khare (1987). 
Further improvement for the estimation of population in 
presence of non-response has been made using auxiliary 
information. 
Stratification is one way of utilizing the auxiliary 
information to improve the precision of an estimate. 
Sometimes the information needed for stratification of units, 
e.g. age, sex, household size, etc. is not available. In this 
situation we resort to double sampling or two phase sampling 
in which the information needed for stratification is collected 
at the first phase of sampling. In other words the first sample 
is used to distinguish the strata and obtain estimates of the 
stratum weights. While a smaller second phase sample is used 
to collect information on the main character of interest. This 
type of sampling is called double sampling for stratification 
(DSS). 
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Rao (1973) proposed a DSS strategy for the estimation of 
the population mean Y of the variate y, using the values of 
the auxiliary variate collected at the first phase for 
stratification only. Ige and Tripathi (1987) vi^ ent a step further 
and used the information collected at the first phase for 
stratification as well as in constructing ratio and difference 
estimators of the population meanY. Tripathi and Bahl (1991) 
extended this work using multi-variate auxiliary information. 
So far all the authors who have dealt on DSS have 
assumed that all the units selected, responded favourably to 
the enquiry. For example in household survey information on 
household size is readily available during the household 
listing; while during the actual survey some households may 
withhold information on their family expenditure, Hansen and 
Hurwitz (1946) discussed a method of tackling total non 
response in mail interview. This involves taking a simple 
random subsample of the non-respondents and interviewing 
them personally. It is assumed that at this second call all 
respond. The two estimates of the population mean obtained 
from the respondents at the first mail interview and the non-
respondents at the second personal interview are suitably 
combined to yield the desired estimate of the population 
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: ; « = 
J ^J hve. t*« ft 
%v. .J' 
mean. Rao (1986) applied this method b C s ^ ^ ^ ^ ^ p ^ g the 
non-respondents for the ratio estimation of the mean when the 
population mean of the auxiliary character is known. 
4.2 Stratified sampling with non-response 
4.2.1 Rao double sampling for stratification strategy in the 
presence of non-response 
An initial large sample of size n' is selected from 
population of N units by simple random sampling without 
replacement (SRSWOR). Information on the auxiliary variable 
X is collected with which an unbiased estimate Wh = nh' / n' of 
the true stratum weight Wh = Nh / N is calculated, nh' is the 
number of units in the intial sample that falls in stratum h (h 
= 1, 2, ..., L; X!nh'= " ') . In each stratum a subsample of size 
h=l 
nh = vhnh' (0 < Vh < 1), Vh is predetermined, is selected from nh' 
by SRSWOR. It is asummed that n' is large so that Pr (nh' - 0) 
= 0 for all strata. The main character, y is then observed on 
the nh units. The DSS estimator of the population mean is 
given as 
V - _ _ 1 " ' > 
yds= EwhYh, yh = — l Y h i (4.2.1.1) 
h=l ^h i=l 
The variance of y^ g is 
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v(yds)= fV^l^y 4 ^ 1^^  i f - T ' h (4-2-1-2) 
Vn' N ; nh=i l^ Vh J 
The resul t in (4.2.1.1) above a s s u m e s total response . Let 
nih un i t s respond at the first call from the nh un i t s selected in 
s t ra tum h and n2h not respond. Following Hansen and Hurwitz 
(1946), select a subsample of m2h = kh*n2h un i t s (0 < kh* < 1, a 
known constant) from the non- respondents . Interview these 
uni ts with improved method. The est imator for Y becomes 
y^s = 2^^v„y, ; y , = '- (4.2.1.3) 
Yih = Sample mean for the respondents based on nih 
un i t s 
y,„ = Sample mean for the non- responden t s based on 
m2h uni t s . 
Clearly y^ jg is an unb iased est imator of Y since 
Ed = expectation for DSS 
Er = expectation for subsampl ing the non-respondents . 
Its variance is 
v(yds*) = EdVr (yds|n'h,n2h)+VdEr (ydsI n'h , n2h, 
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Vd Er(y*dslnh,n2h)= V(yds) givenin (4.2.1.2) 
Ed Vr (yJs Inh, n2h)= -, Z W2h ^ - ^ s22yh (4.2.1.4) 
" h=l kh Vh 
Combining (4.2.1.2) and (4.2.1.4) 
vfo)=V(yds)+ -, I W2h ^ S 2 2 y h (4.2.1.5) " 
W2h = N2h /N, population proportion of the non-
respondents in s t r a tum h. 
S22yh, is the population variance of the non- respondent 
group in s t r a tum h. 
However, survey stat ist icians somet imes u s e the values 
obtained from the respondents alone to est imate the 
population mean , t h u s 
yids= ZWnyih (4.2.1.6) 
h=l 
This is of course biased for Y, and its variance is not 
easily derived. If we a s sume tha t 
Yhi ~ y'hi f^ ^^^ "^^ it is in respondent group 
= 0 otherwise 
Then 
1 " i ' 1 " i l l n i i - V i u 
y'ih = — I y ' h i = — S y ' h i = ^ ^ ^ ^ ^ ^ (4.2.1.7) 
"•h i = i " h i = i n ^ 
57 
And the variance of y'js = ZwhYih' is given by 
h = l 
1 n . . , 1 ^  „. r_i_ _ j ' 
' l y h (4.2.1.8) 
S'ly = 
N - 1 i3,j N h - 1 i=i 
_ , 1 N _ , 1 N„ 
Y -i- Iy i ' ;Yh=—Eyhi ' N : i = l N h i=l 
4.2.2 Ige and Tripathi double sampling for stratification 
(DDS) Strategies in the presence of non-response 
Ige and Tripathi (1987) gave the following ratio and 
difference estimators of the mean when there is total 
response as 
eoc = yds - ^ i^ds-xj 
h = l 
(4.2.2.1) 
(4.2.2.2) 
(4.2.2.3) 
with variance 
V(eRc> 
n' N 
^ 2 1 i^ ^ ' ^ S y + - S W h 
1 
1 
V h^ ) 
Syh + R Sxh-2RSxyh )(4.2.2.4) 
R = YIX; 5 , , = ^ | ; ( x „ - Z j U „ - r J 
h * ( = 1 
V(eDs)=V(eRc) w i t h R = :^  
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vn- Nj 
r 1 > y{^os)A-r\As]^-^Yj^,, \--\m^^,,si-2x,sj (4.2.2.5) 
h=\ V /^, J 
Again the above estimators assume total response. In 
the case of some refusals, the subsampling procedure used 
in section (4.2.1) will be used and the estimators become 
* 
SRC = 
* 
- ^^^ X 
Xds 
* 
= y ds --^(xds-x'j 
(4.2.2.6) 
(4.2.2.7) 
eos = i:Wh(y;-Xh(xh-x')) (4.2.2.8) 
h = l 
Their variances are given using the same procedure 
above as 
v(eRc)=V(eRc) + -\ E W2h y ^ i y h (4.2.2.9) 
Where k; = m,„ /n^^, v„ = n„ / n,,', (0 < v,, < 1) & (0 < k; < 1) 
v(eDc)= V(eDc) + -^ E W2h ^ S V (4.2.2.10) 
n h=l khVh 
The optimum value of A. used in (4.2.2.7) is given by 
Y.^,, 
K = A. =-
^xyli 
ly. 'xh 
Substituting A,o in (4.2.2.10) the optimum variance of 
CDC becomes 
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Vo (eDc) = 
Where 
In' Nj ^ n' l^Vh - 1 
1-k h o2 Syh+-; ZW2h —* S2yh 
n khVh 
. ( 4 .2 .2 .11 ) 
Pds^ 
f 1 ^ 
ZWh 
h l^h 
'xyh ZWh 
h 
/ 1 \ 
SxhxZWh 
^h 
Syh 
v n J 
-1/2 
While the variance of e DS is 
v(e*Ds)=V(eDs) + A z W 2 h ^ S : 
'^  h khVh 
2 
2yh (4.2.2.12) 
Optimum ?ihused in (4.2.2.8) is 
Hence, the optimum variance of e DS is 
"^ ^ {n' NJ ' n'^ " ;^-ll(l-A;fe+AZ«^2.^5L V /^- h "h 
. . . ( 4 .2 .2 .13 ) 
Remark 
In some strata all the uni ts may respond while in 
other some uni ts may fail to respond. 
In this case we set in (4.2.2.3), (4.2.2.6), (4.2.2.7) and 
(4.2.2.8) 
Yii = Yii if complete response occurs in s t ra tum h 
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= y^  if there is subsampling of non-respondents in 
s t ra tum h. 
For the variance set in (4.2.2.5), (4.2.2.9), (4.2.2.10) 
and (4.2.2.12) 
S2yh = 0 if complete response in s t ra tum h 
= S2yh If there is subsampling of non-respondents 
in s tratum h. 
4.3 Optimum Allocation for stratified estimator 
(Estimation and Allocation Procedure) 
Let Yii, Yi2...., YiN, be N units of the i-th s t ra tum (i = 1, 
2, 3. . , . , L) be independently identically distributed with 
mean Yj and the variance sf. The population of each 
stratum is divided into two classes, those who will response 
at the first at tempt and those who will not response, hence 
creates the problem of incomplete sample in the mail 
survey. Sometimes the response rate is very low and many 
doubts are normally associated with the est imates obtained. 
In order to preserve the advantage of mail survey, we 
propose the following rule: 
(i) Select a random sample from each s t ra tum. 
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(ii) Send a mail questionnaire to all of the selected uni ts in 
each s tratum, 
(iii) After the deadline is over, identify the non-respondents 
in each stratum, 
(iv) Collect data from the selected non respondents in the 
sub-sample by interview and combine data from the 
two part of the survey in each s t ra tum to provide the 
unbiased estimate of population mean. 
The theory involves the following steps: 
The whole population is divided into L s t ra ta which are 
to be treated as an independent population in their own 
right. The first step is to take a random sam.ple of size m 
using the ordinary field method from i-th s t ra tum 
(i = l ,2,3 L). Let nn be the number of uni t s in the sample 
that provide the data sought and ni2 be the number in the 
non-response group in the i-th s t ra tum. By extensive 
efforts, the data are later obtained from a random sample of 
n out of ni2 uni t such that 
ni2=Kin (Ki>l). 
Now we have 
E ^n„^ 
vNii; 
"12 
vNi2; 
=KiE 
vNi2; 
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It is assumed that information on all the uni ts of 
subsample selected from the non response group is 
available. The value of Ui and Ki are to be chosen so as to 
give maximum precision for fixed cost. The total cost of 
taking sample is given by cost function. 
C = ZCioni+ECiinii + lCi2ri (4.3.1) 
i=l i=l i=l 
Where Cio is the cost of making the first at tempt while 
Cii and Ci2 are the cost of getting, editing and processing 
information per unit in the response and non-response 
group respectively in t-th stratum. 
Since the values of niiand ni2 are not known until the 
first at tempt is made, the expected cost is used in planning 
the samiple. The expected value of na and n are Wii Ui and 
Wi2ni 
Ki 
Thus, the total expected cost 
C=ZCi,ni + EWiiCiini + Z ' V (4-3.2) 
i = l i= l i = l ^ i 
Where VJa and W12 are the proportion of respondent and 
non-respondent in the i-th stratum and are assumed to be 
known from the past data or experience. 
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Let y ,y be the sample m e a n s of the r e s p o n d e n t 
il ' ^ ri 
group in the i-th s t r a t u m . The subsc r ip t ri is i n t roduced as 
r eminder t h a t the sample in the second g roup is of size n in 
the i-th s t r a t u m . The es t imate of popu la t ion m e a n is hence 
given by 
yw=E — (niiyii+ni2yri) 
i= l ^^ i 
L 
=IPiywi 
i= l N-Where pi = — ,^ we see t h a t 
^ N 
E(yw)=YN (4.3.3) 
Here we a s s u m e t h a t in each s t r a t u m r e s p o n d e n t s a n d non-
r e s p o n d e n t s popu la t ion h a s popula t ion m e a n s q u a r e error 
equal to t h e s t r a t u m m e a n squa re [sf, for i-th s t r a t u m ) . 
The var iance of y^i is given by 
V(ywi)=V[E{ywi/nii,ni2}]+E[v{ywi/nii,ni2}] 
=V(yJ-ffciwi2S? 
^N.-n^ fK.-l^ 
V ^/«- y + V «- y 
^ , 2 ^ ' (4-3.4) 
Hence, we have 
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v(yw)=Z 
i=l NiHi 
' ^ K i - 1 ^ 
+ Wi i2 
V " 1 ; 
pfsf (4.3.5) 
To de te rmine op t imum value of m a n d Ki for the cost 
function given by (4.3.2), we consider the funct ion 
if=y{yj+x{c), (4.3.6) 
Where ?i is a Lagranges mult ipl ier . 
Now differentiating (j) w.r.t . Ki a n d equa t ing to zero, no t ing 
t h a t ^ > 0 , we have 
5Kf 
n; = 
KiPiSi 
' # C 
(4.3.7) 
i2 
Again differentiating (j) w.r.t . ni a n d equa t ing to zero, no t ing 
the ^ > o , we have 
dnf 
an; nf V Klj =0 (4.3.8) 
Now el iminat ing ?i from (4.3.8) by p u t t i n g i ts value 
from (4.3.7), we have 
Ki=, Ci2Wii (4.3.9) 
Which shows t h a t Ki inc reases with the inc rease in Ci2 a n d 
subsequen t ly t h e n u m b e r of u n i t s of be r epea t ed from the 
n o n - r e s p o n s e g roup of the i-th s t r a t u m dec reases . 
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Case 1: the total cost C = Co (fixed): So we have 
L ( Ci2 Wi2 "l 
Co = I Cio-fC„Wn+^|-^lni (4.3.10) 
Now putting the value of iii from (4.3.7) in (4.3.10) and 
using values of Ki from (4.3.9), we have 
1 C„ 
VI- f tiJ{c,o+c,Mw,+^c,,w,_)p,s, (4.3.11) 
Hence, the value of ni is given by 
^Kf(c,o+cM}p,s,c„ 
n,=-j—^ ^ (4.3.12) 
W{C„+C,W,)W,+^C„W„]p, S, 
1=] 
and the total sample size for estimating the population 
mean with m.aximum precision for a fixed cost Co is given 
by 
CoiV{Wii/(Cio+Ci,W„)}piSi 
i = l 
i{V(Cio+CnWii)Wii+VCi2Wi2}piSi 
n = '-^ (4.3.13) 
i = l 
Case 2: Speci^ed precision (i.e. V = Vo fixed): 
When population mean is to be estimated with a given 
variance (say Vo) at a minimum cost, we evaluate the 
constant of proportionality X by substi tuting the value of Ki 
from (4.3.9) in the expression for the variance (Vo, specified) 
is given by 
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V , . M i ± & z l f e b s ? 4 z P i S ? (4.3.14) 
Hence 
12 Wi2 jPi Sj ( 4 . 3 . 1 5 ) 
^ '=' Vo + l s p i S f 
and the value of ni is given by 
Uwii)/(Cio+Ci,w„)piSi)i:Ucio+Cii w;;)+Wi2 ^U^i 
n; = 
L 
I 
Vo + 4 ZPiSf 
N i = i 
(4.3.16) 
The total number of uni ts to be selected at the initial 
stage for the estimation of population mean with minimum 
cost for a specified variance Vo is given by 
Z(V(Wn)/(Cio+Ci,W„)piSi)2:{V(Cio+Ci, ^ + Wi2 Vci7}piSi 
i=l i=I 
n = 
Vo + ^- IPiS? 
N i = i 
....(4.3.17) 
It is important to note that Ki is only function of Qo, 
Cii, Ci2and the response rate Wn. It is totally independent of 
the total cost fixed in advance or the specified precision 
while the total sample size ni to be drawn initially at the 
first stage is a function of total fixed cost or specified 
precision needed inspite of Cio, Cn, Ci2 and Wn. 
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CHAPTER-5 
DOUBLE SAMPLING FOR RATIO ESTIMATION 
WITH NON-RESPONSE 
5.1 Introduction 
During survey, it is observed that information in most 
cases are not obtained at the firfet attempt even after some 
call-back. An estimate obtained from such incomplete data 
may be misleading because of the biased estimator. This is the 
case of non-response and the usual approach to face the non-
response is to recontact the non-respondents and obtained the 
information as much as possible. The work of Hansen and 
Hurwitz (1946) are pioneering the treatment of non-response; 
In this we assume that a sub-sample of initial non-
respondents is recontacted with a more expensive method, 
they suggested the first attempt by mail questionnaire and the 
second attempt by a personal interview. Survey based on 
Hansen-Hurwitz technique costs more because of extra work 
of personal interviews. Using Hansen and Hurwitz (1946) 
procedure, Cochran (1977) proposed the ratio and regression 
estimators of the population mean of the study variable in 
which information on the auxiliary variable is obtained from 
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all the sample units, and the population mean of the auxiliary 
variable is known, while some sample units failed to supply 
information on the study variable. Further improvement in the 
estimation procedure for population mean in presence of non-
response using auxiliary character was suggested by Rao 
(1986), (1987) and Khare and Srivastava (1993), (1997). 
We have considered ratio estimator for population mean 
under double sampling in presence of non-response where 
population mean of auxiliary variable is not known and 
obtained the optimum values of the first and second phase 
samples and sub-sampling fraction which minimize the survey 
cost for specified precision. 
5.2 Sampling Scheme 
For the estimate of population miean X of the auxiliary 
variable x, a large first phase sample of size n' is selected from 
a population of N units by simple random sampling without 
replacement (SRSWOR). A smaller second phase sub-sample of 
size n is selected from n' by simple random sampling without 
replacement (SRSWOR) and the variables x and y both are 
measured on it. The ratio estimator of the population mean Y 
of y is yr = (y/x)x where, x is the sample m.ean from n' units. 
y and x are obtained from the second phase sample when 
69 
there is no non-response in the second phase sample. If 
however, there is non-response in the second phase sample, 
take a sub-sample of the non-respondents and re-contract 
them. 
Let us assume that at the first phase, all the n' units 
supplied information on the auxiliary variable x. At the second 
phase from sample n, let ni units supply information on y and 
n2 refuse to respond. Using Hansen and Hurwitz (1946) 
approach to sub-sam.pling, from the n2 non-respondents a 
sub-sample, of size m units is selected at random and is 
enum.erated by direct interview, such that m = —, k>l. 
Here we assume that response is obtained for all the m 
units. This method of double sampling can be applied in a 
household survey where the household size is used as an 
auxiliary variable for the estimation of family expenditure. 
Information can be obtained completely on the family size, 
while there may be some non-response on the household 
expenditure. The whole population is divided into two classes, 
one consists of Ni units, which would respond on the first 
attempt at the second phase and the other consists of N2 
units, which would not respond on the first attempt at the 
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second phase of sampling but will respond on the second 
attempt. 
5.3 The Double Sampling Ratio Estimator for population 
mean 
If there is incomplete information on both the auxiliary 
variable x and the study variable y and population mean X of 
the auxiliary variable is known. Then the ratio estimator 
proposed by Rao (1986) is 
i = | ^ X = r ' X (5.3.1) 
X 
where, x* and y* are the Hansen-Hurwitz estimators for X 
and Y, respectively and are given by 
X* = wjXi + W2X2ni; y* = WiYi + W2y2m (5 .3 .2 ) 
n- N-
where, Wj = ^ - and Wj = — ;^ i = 1,2 
n N 
In the present context, when we have incomplete 
information on both the auxiliary variable x and study variable 
y and the population mean X of the auxiliary variable is 
unknown. We define double sampling ratio estimator as * 
YR =3rx'= r* x' (5.3.3) 
X 
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c'n 
,2 C2n^  
Sl - S? k^si 
c'n' C2 n 
ySy - S r 2 k S 2r 
K^  
5^ ra rin"-^ '=1 r<y 
4^ n ^ S^ -S? 
kS2r Vc* 
(5.4.14) 
Using fixed variance, 
Vn 1 1 g2 , W2(k - l ) s i 
Vn + 
5^^ 
N 
sp s?^ s?^W2(k-i)si 
n' n' n 
V o + ^ 
" N Sy - S? 
1 
+ — 
n 
S ? + W 2 ( k - l ) s | J (5.4.15) 
Putt ing the value of n' from equation (5.4.14) into 
equation (5.4.15) 
kS2, V^ ( s ^ - s ? ^ S?+W2(k-l)si 
Vo + - ^ 
" N A / C 2 
n = 
. 2 ^ 
Vn + 
N 
k S 2r 
r ^ ' +^?+W2(k-l)S2,-
VC2 
(5.4.16) 
1 " 
Where x' = — Y x, is the mean of aiixiliary variable for 
the first phase sample. The ratio es t imators are generally 
biased, bu t the bias is negligible if the sample size is large 
enough. And Bias is obtained as 
y* = Y (l + e) ; x* = X(l + e,) and 
X =X ( l+e j 
Where E(e) = E(e,) = E{e^) = 0 
y ; = Y[(l + e)(l + e J ( l - e , r ] 
= Y[(l + e+ ee2+e2)(l-e, +e,^ )J 
Retaining the terms u p to and including order two in e, 
ei, and e2 we have 
y^ = Y [l + (e-e, +63) + (-ee, + ee, - eCj + efjj 
yR - Y = Y [(e-e, +62) + (-ee, + ee^ - ee^ + efjj 
Taking expectation on both sides, we obtain the bias of 
as follows 
B ( y ; ) = E ( y ; - Y ) 
X H ) {-'-"'} (5.3.4) 
To find the sampling variance, we have to first order of 
approximation 
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v(y;)=E(y;-Yy 
= Y' E(e-e,+e2)' 
Expanding and taking expectation term by term we have, 
v ( f , K i - i > ^ f i - i l s ? . ^ ^ s i ,5.3.5) 
Vn' Ny \n n 
where 
Sp=Sy+R Sy — ZRSjjy 
j2 _ c 2 , r> 2 c 2 Si.=S|y+R^S^x-2RS2xy (5.3.6) 
'R' is the population ratio of Y to X. S2,Sy are the variance for 
the whole populat ion and S2x, S2y are the populat ion variance 
for the s t r a tum of non-respondents for the variable x and y 
respectively, S^ y and S2xy are the coveriances for the whole 
population and the population of non- respondents 
respectively. 
5.4 Optimum Allocation 
Let u s consider a cost function for y R a s 
C = c'n' + en + c im + C2m (5.4.1) 
Where c' = The uni t cost associated with first phase 
sample of size n' 
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c = The uni t cost of the first a t t empt on y with the 
second phase sample, n. 
ci = The un i t cost of processing the respondent 
da ta on y at the first a t t empt of size n i 
C2 = The uni t cost associated with the sub-sample , 
m. 
Since the value of m and m are not known unt i l the first 
a t tempt is made , so the expected cost will be used in planning 
the survey. The expected values of m and m are W, n and W,n 
Where W, = - ^ and W, = ^ 
' N ' N 
Thus the expected cost is given by 
E(C) = C*= c'n' + fc + ci Wi + - ^ ^ ^ l n (5.4.2) 
To determine the opt imum values of k, n and n' tha t 
minimize the cost of the survey for a fixed variance Vo, we 
consider the function 
(j) = c' n' + c + ci Wi + C2 W2 n 
+ X' 
n' N 
sj + 
\^n n'y S? + 
W2(k-l)' 
V n ; S2r-Vo (5.4.3) 
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where A, is Lagrange's multiplier. 
Using Lagrange's multiplier technique the opt imum 
values of k, n, and n' t h u s obtained by differentiating (j) with 
r.t. k, n, n' and equate it to zero i.e. 
5k 
dif __ c,W,n X%S^^ 
dk 
c, n ^S , / 
n 
(5.4.4) 
dn 
c + c, W, + c, —-
f r. 2 
+ X 
-^:- w , (k - i ) s , . i \ 
n n" 
= 0 
k n (5.4.5) 
5n' n'' i2 ^ 
^(s/-s/) 
n" 
(5.4.6) 
From equation n u m b e r (5.4.4, we have 
j^ 2 _ AS^,' (5.4.7) 
or n = c,k' (5.4.8) 
From equation number (5.4.5) 
75 
(5.4.9) 
0 + 0 ,^1+-
Or n=^\JlIMIEl} 
c + c, W, +-^—^ 
' i " I 
V J 
On substituting —- from (5.4.8) into (5.4.5), we have 
C + Cj Wj + C2 W2 
S^,k2 
S? + W2(k-l)s2 (5.4.10) 
2r" 
Which reduces to 
S2. (c + c ,W,) 
kn = \^2 ir W2Si 
sir (c+c, w,) (5.4.11) 
From (5.4.6), we have 
X = 
c'n'^  (5.4.12) 
and from (5.4.8), we have 
(5.4.13) 
Comparing (5.4.12) and (5.4.13), we have 
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From equation (5.4.10) 
k^  = 
S ,^ (c + c, W, + ^ ^ I 
^ k = C2 Vls?+W2(k-l)siJ 
S2r 1 ^ + Ci Wi + 
C2 W2 
(5.4.17) 
Substituting the value of k from (5.4.17) and putting it 
into equation (5.4,16), we get 
V^  Vs^^M)4' '-^j3^L42,^,i,.,y,i\ 
Sy ^ 
N 
S2r A C + Cl W, + 
C2 W2 
(5.4.18) 
Using the value of ko from equation no. (5.4.11), 
equation 5.4.18 becomes 
J s 2 - S 2 ^ / ^ ^ s 2 + W2(ko-I)s | + lc + C , W , + ^ ^ 2 ^ W 2 ( k o - l ) s | 
Ic+Ci Wj + C2W2 
nn == 
/ s ? + W 2 ( k o - l ) s i U S y - S ? ) : ' + Vs? + W 2 ( k o - l j s i lc + c , W , + ^ > 
" N 
Ic + ci Wi + C2W2 
and 
.(5.4.19) 
n„ = 
\M -S ; -> ' + VS? + W, (ko -l)S^, lc + c, W, + ^ | ^ / ^ 
'v„+lW 
V N 
(5.4.20) 
5.5 Hansen-Hurwitz Estimator 
* . The variance of the Hansen-Hurwitz estimator y is 
v ( , - ) = i _ l s ^ ^ ^ : i ^ l l ^ (5.5.1, 
Let us consider a cost function for y as 
Cj = en + cini + C2m (5.5.2) 
Where c = the cost of the first attempts on y with the second 
phase sample, n 
ci = The unit cost for processing the respondent data on y at 
the first attempt in m 
C2 = The unit cost associated with sub-sample, m of n2 since 
the value of ni and m is not known until the first attempt is 
made, so the expected cost will be used in planning the 
AX/ n 
survey. The expected values of m and m are Wi n and —-—. 
k 
Thus the expected cost is given by 
E(C,)= Ct = I c+ ci Wi + C2 ^]n (5.5.3) 
To determine the optimum values of k and n tha t 
minimize the cost for fixed variance Vo we consider the 
function as 
(t.' = C; + ^{v(y*)-Vo 
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(})' = Jc + C] W) +C2 —^[n4-?^ j 
vn Ny 
2 , W2(k-1) . 
s; + S^y-Vo (5.5.4) 
Using Lagrange multipliers techniques the optimum 
values of k and n t hus obtain by differentiating (j)' with 
respect to k and n, and equate it to zero, we have 
^ = 0 = - ^ ^ ^ ^ + ? i - ^ ^ 
dk n 
C2 n ^ S2y 
or n = xrs. 
C-, 
(5.5.5) 
5^ 
ail 
C2 W2] X L2 
a n d ^ = o = ^c + c , W , + ^ ^ V ^ ^ - - ^ ^ ^ + W 2 ( k - l ) s i y H 
+ c , W , + ^ = 4^5+W2(k-l)si,} (5.5.6) 
On subst i tu t ing -^ from (5.5.5) in (5.5.6), we obtained 
c+ ci Wj + C2W2 _ C2 L2 
k k^S^ 2y 
^2+W2(k-l)sly 
Which reduces to 
c+C] Wi =. C2 
k'sly -k-W9S 2'32y 
k2 = 
C2(s;-W2S^y) 
^OHH 
C2[s^-W2Slyj 
Siy (C + Ci Wi) 
From (5.5.6), we obtained 
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n^ = X 
^;+W2(k- l )s iy (5.5.7) 
Now to find A, we n o t e d t h a t 
Vn 
^n N 
2 , W2(k-1)^2 
s; + >2y 
Vn + 
. 2 ^ 
N 
= 4-te+W2(k-l)Siyf (5.5.8) 
On s u b s t i t u t i n g for n2 from (5.5.6) in (5.5.8), we 
therefore h a v e 
c+ C i W , . ^ ] ^ ^ W 2 ( k - l ) S ^ , 
X = 
" N 
(5.5.9) 
After s u b s t i t u t i n g A, from (5.5.9) in (5.5.7), we finally 
have 
n 
S; + W, (ko„H-l)S 
OHH ( 
" N 
n 
Where KQHH is given by ear l ier . 
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