The influence of spatial and temporal variations in wind forcing on the circulation in lakes is investigated using field data and the three-dimensional Estuary and Lake Computer Model (ELCOM) applied to Lake Kinneret. Lake Kinneret field data from six thermistor chains and eight wind anemometers deployed during July 2001 are presented. Internal wave motions are well reproduced by the numerical model when forced with a spatially uniform wind taken from a station near the lake center; however, simulated seiche amplitudes are too large (especially vertical mode 2) and lead observations by 3-10 h (for a 24-h period wave) at different locations around the lake. Consideration of the spatial variation of the wind field improves simulated wave amplitude, and phase error at all stations is reduced to less than 1.5 h. This improvement is attributable to a better representation of the horizontally averaged wind stress and can be reproduced with a spatially uniform wind that has the same horizontally averaged wind stress as the spatially varying wind field. However, a spatially varying wind field is essential for simulating mean surface circulation, which is shown to be predominantly directly forced by the surface-layer-averaged wind stress moment.
Wind blowing over a lake surface forms a highly turbulent surface mixing layer. Turbulence rapidly distributes momentum, transferred from wind to water, over the depth of this layer such that (initially) the surface water moves downwind as a slab (Spigel and Imberger 1980) . Basin-scale, windinduced motions depend on interactions of spatially and temporally varying wind forcing with bathymetry, density distribution, and the earth's rotation. These motions include basin-scale internal waves driven by temporal variations in 1 To whom correspondence should be addressed. Present address: Department of Civil Engineering, University of British Columbia, Vancouver, BC, V6T 1Z4, Canada (blaval@civil.ubc.ca).
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During summer months, Lake Kinneret in Israel is highly temperature stratified and strongly forced by a daily sea breeze. The resulting basin-scale internal seiches are dominated by a vertical mode 1, 24-h-period Kelvin wave, accompanied by 12-and 20-h Poincaré waves in both vertical modes 1 and 2 (Antenucci et al. 2000) . Using analytic and numerical methods, Ou and Bennett (1979) showed that the mean cyclonic surface-layer circulation could be explained using a spatially uniform wind and, hence, could be classified as residual circulation. More recently, Pan et al. (2002) used the surface wind field predicted by a three-dimensional (3D) atmospheric model to force a 3D hydrodynamic model of Lake Kinneret. They showed that the curl of the wind stress could account for the simulated depth-averaged vorticity and, hence, that the mean circulation in Lake Kinneret is direct. Numerical model results presented in this article confirm the interpretation of Pan et al. (2002) .
This work considers the effects of spatial and temporal variability in the wind field on basin-scale motions in lakes. We begin with a description of the numerical methods used to reproduce the internal wave field in Lake Kinneret. We then show that the next model skill level for representing evolution of the dynamic density field in a lake requires both spatial and temporal wind variability in the model boundary conditions. Finally, we describe the effects of a spatially varying wind field on the surface circulation by considering the surface-layer-averaged vorticity balance.
Numerical method
Estuary and Lake Computer Model-The Estuary and Lake Computer Model (ELCOM) solves the 3D, hydrostatic, Boussinesq, Reynolds-averaged Navier Stokes and scalar transport equations separating mixing of scalars and momentum from advection (Hodges 2000; Hodges et al. 2000) . Free-surface evolution is modeled using the semi-implicit method of Casulli and Cattani (1994) . Momentum advection uses an Euler-Lagrange scheme (Staniforth and Côté 1991; Casulli and Cheng 1992) , whereas scalar transport is by the conservative, flux-limiting, explicit differentiation scheme, ULTIMATE-QUICKEST (Leonard 1991) . Simulations were started from rest, with horizontal free surface and isopycnals. No-slip boundary conditions were used for bottom boundaries, and free-slip boundary conditions were used for side land-boundaries. Wind stress at the surface boundary is modeled as a momentum source distributed evenly over the surface wind-mixed layer (see ''mixing-layer model''). Wind stress is calculated from wind velocity using a bulk formulation:
where a is the density of air taken as 1.2 kg m
Ϫ3
, C D is a coefficient of drag, and u w is the wind velocity measured 10 m above the water surface.
The first-order effect of numerical diffusion in simulations dominated by large internal wave motions (i.e., large isopycnal displacements relative to a fixed numerical grid) is a spurious thickening of the metalimnion, quantified by change in background potential energy occurring during the advection of mass. The cumulative effects of numerical diffusion can be controlled by the filtering technique of Laval et al. (2003) , which was used in all present Kinneret simulations.
ELCOM uses an Arakawa C-grid (velocities defined on cell faces with free-surface height and scalar concentrations defined on cell centers). As scalars and momentum are mixed based on velocity shear and density gradients, the vertical mixing algorithm requires some form of interpolation to collocate density, velocity, and mixing. Hodges et al. (2000) linearly interpolated horizontal velocity components to cell centers to compute shear production and momentum mixing and then interpolated the resulting velocity field back to the cell faces. This approach is effectively a 2⌬x smoothing operation, which smoothed sharp horizontal gradients of velocity across the sloping metalimnion in simulations of Lake Kinneret. Smoothing of horizontal velocity gradients reduces the advective kinetic energy of the internal wave motions, resulting in the damping of internal waves. This damping was discussed in Hodges et al. (2000) , but the source was incorrectly hypothesized to be boundary condition effects. In the present work, we retain (1) collocation of velocity for purposes of computing the velocity shear turbulent kinetic energy source term and (2) mixing computation of scalars and momentum at the cell centers. However, instead of interpolating the mixed velocity field back to the cell faces, we linearly interpolate the velocity change caused by the mixing (see Dietrich 1997) . This approach reduced the observed damping of seiche motions in test simulations of Lake Kinneret (not shown).
Mixing-layer model-The mixing model developed here is based on the one-dimensional integral mixing model of Spigel et al. (1986) , adapted by way of Hodges et al. (2000) to 3D fixed-grid architecture. Mixing is computed separately in each water column, starting from the free surface and operating downward through grid layers. Homogenization of properties between two layers occurs wherever the calculated turbulent kinetic energy available for mixing (E A ) is larger than the potential energy required for mixing (E R ) and the dissipation encountered during mixing. Since the horizontal cross-sectional area of each water column does not vary with depth, all energies are computed on a per-unit area basis. E A is parameterized as the sum of energy available for mixing because of wind stirring and internal shear. The component of E A attributed to wind stirring is assumed to be proportional to u ⌬t (Kraus and Turner 1967) , where ⌬t is 3 * the computation time step and u ϭ ͦ w ͦ is the wind shear 2 Ϫ1
* o velocity, with o a reference density for water. E A attributable to internal shear of horizontal velocity is parameterized by considering the change in mean horizontal kinetic energy due to complete homogenization of two vertically adjacent layers. We assume that 20% of the change in mean kinetic energy due to the complete homogenization of two layers is available for mixing, whereas the rest is lost to dissipation (Spigel et al. 1986 ). E R is computed as the change in potential energy due to homogenization of two layers, which is positive for gravitationally stable density gradients and negative for unstable density gradients. Where mixing occurs (i.e., E A Ͼ E R ), E A is decremented by E R . Remaining mixing energy is reduced by dissipation, then transported as a scalar (Spigel et al. 1986 ).
Computational time-step independence is incorporated into the mixing model by comparing a mixing time-scale, T m , with the computational time step, ⌬t. T m can be scaled as the time required for Kelvin-Helmholtz billows to form and decay (Thorpe 1973) , shown) indicated that model results are not particularly sensitive to the chosen value of Ri c in Eq. 4 over the range 0.1-2. All numerical results presented in this article used ␣ ϭ 50 corresponding to Ri c , which best reproduced internal wave amplitude and mode, as described in simulations of Lake Kinneret (see ''Lake Kinneret'').
Where mixing occurs (i.e., E A Ͼ E R ) and ⌬t Ͻ T m , complete mixing (homogenization) of two layers should not occur within a single time step. Instead of a complete homogenization of grid cell properties between mixing layers, there is only sufficient time for a partial (or fractional) exchange. A conservative fractional exchange of properties between mixing layers is used to model this partial mixing within a time step. Moreover, the presence of density instabilities during the advection solution can lead to the development of unphysical grid-scale convective circulations, so unstable density gradients are completely mixed regardless of the local value of T m . Details of the algorithm employed are given in Laval (2002) .
In ELCOM, mixing and advection are calculated separately. Thus, within a computational time step, mixing will not limit the growth of shear until after the advection computation-as it should where E A Ͼ E R and the time step is longer than the mixing time scale (i.e., ⌬t Ͼ T m ). Therefore, there will be an excess of energy available for mixing in regions where E A Ͼ E R and ⌬t Ͼ T m . Scaling turbulent kinetic energy (TKE) per unit mass as 0.5U 2 and dissipation as U 3 L Ϫ1 , it can be shown that TKE will reduce to less than (1 + ␣) Ϫ2 of its original value within one time step (Tennekes and Lumley 1972) . Thus, it can be considered that TKE, in excess of that required to mix a region, will have also decayed within the time step. This can be thought of as the reduced mixing efficiency of highly energetic turbulence (Ivey and Imberger 1991) . To capture this in the model, we dissipate the available mixing energy remaining after complete mixing of two layers. Thus, in contrast to Hodges et al. (2000) available mixing energy is only carried over between time steps where no mixing or partial mixing occurs.
By assuming that Kelvin-Helmholtz billows are responsible for turbulent mixing and by using a Richardson number criterion to compute mixing, we are assuming that shear and mixing are collocated. Saggio and Imberger (2001) showed that this is true in Lake Kinneret for vertical scales of less than 10 cm, where Ri Ͻ 0.2. Typical grid scales used in lake modeling preclude direct simulation of high-frequency (wavelength 10-100 m) waves that can transfer energy to the boundary (Boegman et al. 2003) . This flux of energy generated by internal shear from the basin-scale to mixing at the lake boundary is not captured in the present model, nor in any other numerical closure scheme of which the authors are aware.
The effectiveness of the model described in this section will be demonstrated by its ability to reproduce internal wave and net circulation patterns in Lake Kinneret. These results show quantitative improvement over the previous version of ELCOM (Hodges et al. 2000) in the ability to model internal wave dynamics.
Lake Kinneret
Lake Kinneret experiences a strong, westerly, daily sea breeze (wind speed ϳ10 m s Ϫ1 ) during summer afternoons (Assouline and Mahrer 1996) . This intense forcing tilts the highly stratified metalimnion, resulting in basin-scale internal waves of various horizontal and vertical modes. The resulting basin-scale internal waves are modified by the earth's rotation and can be classified as Kelvin and Poincaré waves. In their analysis of thermistor chain data from 1997 and 1998, Antenucci et al. (2000) identified a 24-h period vertical-mode-1 Kelvin wave, a 12-h period vertical-mode-1 Poincaré wave, and 20-h period vertical-modes-2 and -3 Poincaré waves. Hodges et al. (2000) showed that the basic characteristics of the vertical-mode-1, basin-scale Kelvin and Poincaré waves could be simulated using a spatially uniform wind field developed from a single station measurement.
Using drifters, Stocker and Imberger (2003) demonstrated that surface layer vorticity is critical to overall dispersion and transport in Lake Kinneret. However, it is not clear whether surface-layer vorticity calculated from drifter paths is a direct result of wind stress curl or a residual of Kelvin wave circulation, as suggested by Ou and Bennett (1979) . Model results presented in this article support the model results of Pan et al. (2002) , which show the circulation in Lake Kinneret to be directly forced by surface-layer-averaged wind stress moment.
To demonstrate the mixing model described in the previous section, we compare ELCOM simulations with thermistor chain data for a 12-d period during the summer of 2001. Subsequently, to highlight the importance of wind forcing on simulated basin-scale internal waves and mean circulation, we compare simulations forced with different wind distributions.
Field data-Between 19 June 2001 and 1 July 2001 (days 170 and 183 from 1 January), there were six thermistor chain moorings ( Fig. 1 ): four were along the 20-m isobath (Tg, Tf, T9, and T7), one near the lake center (T4), and one southeast of Tf (Ty). Each chain comprised 27 thermistors vertically spaced 0.75 m apart-except in the case of T4, which had 18 thermistors spaced 2.0 m apart. All stations were equipped with wind speed and direction sensors mounted 2.5 m above the water. Station Ty was also equipped with air temperature, relative humidity, and solar radiation sensors. All data were recorded at 10-s intervals, low-pass filtered with a 450-s cut-off, and subsampled at 450 s (corresponding to the ELCOM time step used for all Lake Kinneret simulations). Wind data from shore-based stations were recorded at 600-and 750-s (Tabha and Ein Gev, respectively) intervals. For comparison with other data and for use as ELCOM input, wind data from the two shore-based stations were linearly interpolated to the times of the subsampling used for the wind data from the thermistor chain stations. The time-averaged wind field over Lake Kinneret has considerable spatial variation (Fig. 1) . The wind in the northwest portion of the lake (Tabha, Tf, Ty, Tg) blows strongest and most often from the western quadrant. The southeast stations (Ein Gev and T7) also have their strongest wind from the western quadrant; however, these sites are more likely to experience southerly winds. Wind speed also tends to weaken from west to east. A time series of horizontally averaged wind stress shows the daily occurrence of the afternoon sea breeze (Fig. 2a) . The magnitude of the sea breeze on days 171-174 and 180 is noticeably weaker than on the other days during this period, and there is a secondary peak in the early hours of days 171 and 172, which is associated with an average southerly wind (Fig. 2b) . The wind stress on days 171-174 generally has a positive curl (Fig. 2c) , with large positive peaks of wind stress curl during the southerly winds on days 171 and 172. During the remaining days, the sea breeze is associated with a strong negative wind stress curl. This description of the wind, calculated from the interpolated wind field, supports the work of Stocker and Imberger (2003) . They calculated wind stress curl using cluster analysis applied to the same wind measurements used in the present analysis and found a similar pattern of sea-breeze magnitude and wind curl for this period.
Using a two-layer approximation to calculate the internal long-wave speed leads to a Burger number of 0.7, which is similar to that computed by Antenucci et al. (2000) for the summer of 1998. At all stations except T4, vertical displacement of isotherms within the metalimnion (Fig. 3) have a pronounced 24-h periodicity associated with a verticalmode-1 internal Kelvin wave (Antenucci et al. 2000) . In the following discussion, only vertical-mode internal waves are considered, and thus, the designation ''vertical'' will be implied. Tf and T9 display a small peak followed by a large peak within each 24-h period. This is reflected in power spectra of the 23ЊC isotherm, which show a 24-h peak at all stations (Fig. 4) , with Tf and T9 also having pronounced 12-h peaks. Antenucci et al. (2000) observed similar features in a 1998 field experiment at a station near Tf (Sta. T3 in their experiment). They identified the larger peak as a 24-h period Kelvin wave superimposed with the peak of a 12-h Poincaré wave and the smaller peak as a 12-h Poincaré wave superimposed with the trough of the 24-h Kelvin wave. There is an opening of the metalimnion as the smaller peak passes Sta. Tf and T9. A similar feature was identified as mode 2 and 3 Poincaré waves-with a period of about 20 h-by Antenucci et al. (2000) . The amplitude of the 24-h periodicity associated with the mode-1 Kelvin wave decays toward the lake center. As a result, the 24-h peak at Sta. T4, near the lake center, is smaller than at the other stations (Fig.  3d) .
The 23ЊC isotherm is near the mid-depth of the metalimnion, and its vertical motion is a good representation of the mode-1 internal wave. The standard deviation of the height of the 23ЊC isotherm is largest at Tf and T7 and smallest at T4 (Table 1) . The 21 and 25ЊC isotherms are also within the metalimnion, and the standard deviation of their vertical separation is an indication of mode-2 internal wave motions. Note that vertical separation of isotherms will also be influenced by mode-1 waves; however, we will use it primarily as a diagnostic of simulation performance and not to identify high vertical wave modes per se. Vertical separation of 21 and 25ЊC isotherms at T7 and Tg is about 1 m and is largest at Tf and T9 (Table 2 ). The phase of the 24-h signal was estimated using Fourier transform (Bendat and Piersol 1986) . By comparing the phase of the 24-h signal at Sta. Tf with that of other stations (Table 3) , it is possible to follow the Kelvin wave's progression around the lake, starting at Tg, which is about 3 h ahead of Tf, followed by T9 (about 8 h after Tf), and finally at T7, which is almost 11 h out of phase with Tf.
Simulations-Simulations were conducted with a model bathymetry having a maximum water depth of 39.5 m, a 400-m horizontal grid size, and a 1-m vertical grid size. Based on atmospheric stability considerations (Rayner 1981) , the coefficient of drag for calculating wind stress (i.e., C D in Eq. 1) attains values of ϳ2.0 ϫ 10 Ϫ3 during sea-breeze events. Since the daily sea breeze is the dominant wind forcing, C D was fixed at 2.0 ϫ 10 Ϫ3 for all simulations of Lake Kinneret. The density field was initialized with horizontal isotherms taken from a 24-h average of isotherm heights at Sta. T4. This profile was found to lie in the middle of profiles similarly obtained from the other four thermistor chains.
Simulation spin-up time for the basin-scale internal waves is taken as 24 h (Hodges et al. 2000) , the period of the mode-1, internal Kelvin wave. To investigate the importance of wind forcing on simulated basin-scale internal waves and mean surface-layer circulation, we present simulations with three different wind forcings (Table 4) : (1) wind data measured at Ty applied over the entire free surface (Run2Ty); (2) a spatially varying wind field based on wind data measured at all thermistor chains, Tabha, and Ein Gev (Run2VW); and (3) a spatially uniform wind field that has same the horizontally averaged surface shear stress as the spatially varying wind field (Run2RMS). The motivation for Run2RMS was to compare two simulations with the same horizontally averaged wind stress, where the horizontal average is vectorial (i.e., averaging of components, retaining sign). This approach is similar to that of Findikakis and Law (1999) , who temporally averaged the cube of high-frequency wind speed data over the duration of their computational time step in order to calculate net energy input due to wind Table 5 . Temporal RMS wind, as well as W and L N for Lake Kinneret. ''Ty wind'' refers to wind measured at station Ty (i.e., Run2Ty) and ''Varying wind'' refers to the spatial RMS wind (i.e., Run2VW and Run2RMS). U and ⌰ are the wind speed and direction, respectively. Wind direction uses meteorological convention. The subscript SB signifies a temporal RMS of sea-breeze wind (defined as wind speed greater than the overall RMS wind speed). Both W and L N were calculated using U SB . W uses a surface layer thickness of 12.5 m, and L N uses a metalimnion height of 25.5 m.
Ty wind
Varying wind stirring. The components of wind stress are horizontally averaged, and the wind speed associated with that average wind stress is calculated by inverting Eq. 1 to give
Here, the overbar denotes an average of components. We define a spatial RMS when the average in Eq. 5 is applied to all estimates of w over the lake at a given time and a temporal RMS when that average is applied to estimates of w over a particular period of time.
Uniform wind forcing from Sta. Ty: Run2Ty-As is standard practice in numerical modeling of lakes (e.g., Ahsan and Blumberg 1999), we forced ELCOM with a spatially uniform wind field taken as the measurements at a single point near the lake center: here we use Sta. Ty. Arguably, T4 is closer to the center of the lake; however, we choose Ty in the present work because (1) it has been used in previous modeling studies (e.g., Laval et al. 2003) , and (2) it is the station at which the remainder of the meteorological variables used to force ELCOM were measured. The temporal RMS wind properties at this station for the period of interest are summarized in Table 5 and Fig. 1 . At this station, both the overall RMS wind and the RMS wind during the sea breeze (identified as the period during which wind speed exceeds the overall RMS) are from west-southwest. Figure 4 compares displacement spectra of the simulated 23ЊC isotherm with those attained from field measurements. At all stations but T9 the 12-and 24-h peaks are well reproduced, and the measured and simulated spectra are well matched up to about 2 ϫ 10 Ϫ4 Hz (1.4 h). The good representation of motions at frequencies higher than that associated with the basin-scale motions (1) shows that the power in the mid-spectrum can be captured even at the coarse gridscale applied, (2) can be attributed to reduced grid-scale dissipation due to the change in velocity interpolation in the mixing model (see ''Numerical method''), and (3) is a qualitative improvement over the simulations of Hodges et al. (2000) . Figure 5 shows the simulation results in the same framework as the field data in Fig. 3 . Consistent with field observations, isotherm displacements at Sta. T4 are small, whereas at Sta. Tg and T7, isotherm displacements are dominated by a 24-h periodicity. At Sta. Tf and T9 (Fig. 5) there is an interaction of a 24-h with a 12-h oscillation. The simulated wave amplitude is well reproduced, as reflected by the standard deviation of the 23ЊC isotherm, at all stations but T9, where the wave amplitude is too large (Table 1) . Again, consistent with observation, there is a periodic opening of the thermocline at all stations. On closer inspection, it is evident that this periodic opening of the simulated thermocline is exaggerated, especially at Sta. T7 and T9. This is reflected in large values of vertical separation of 21 and 25ЊC isotherms at all stations ( Table 2 ). The mismatch with observations at Sta. T9 is predominantly due to the large fluctuations in depth of the 21ЊC isotherm, which rises almost to the free surface during each sea-breeze event. The phase of the simulated 24-h signal is consistently earlier than field observation, ranging from 10 h lead at Sta. T9 to 3 h lead at Sta. Tf (Table 3) .
Nondimensional parameters can be used to provide insight into the internal response of a lake to wind forcing. The Wedderburn (W) and Lake (L N ) numbers (Stevens and Imberger 1996) compare the relative importance of wind stress and basin-scale tilting of isopycnals. W is defined as 
2 Lu* where h 1 is the thickness of the surface layer and L is the along-wind length of the lake at the depth of the base of the surface layer. Here we have used a two-layer approximation to the vertical-mode-1 long internal wave speed. L N is defined as
where M bc is the baroclinic moment about the lake center of volume if the metalimnion were at the point of upwelling, A is the lake surface area, and z v is the depth of the lake center of volume. Both W and L N are steady-state parameters, predicted upwelling of the metalimnion for a sufficiently strong wind event that has a duration of at least 0.25T i , where T i is the fundamental seiche period (Spigel and Imberger 1980) . W has been shown to be related to verticalmode-2 setup in a three-layer model, whereas L N is related to vertical-mode-1 setup (see Imberger and Patterson [1990] for a review). Vertical-mode-1 setup is an overall tilting of the metalimnion, and vertical-mode-2 setup is a downwind thinning and upwind thickening of the metalimnion. Low values of W and L N (i.e., Ͻ1) indicate significant upwelling of metalimnetic water at the free surface. Although the simulated overall metalimnion tilting (mode 1) is reasonable for the uniform wind case, changes in metalimnion thickness (mode 2) and Kelvin wave phase were not well predicted. Using the temporal RMS of the applied wind speed during sea-breeze events results in W ϭ 4.1 and L N ϭ 0.66. Both of these values can be considered small enough that significant mode 1 and 2 setup can be expected to occur. It is clear from the simulation results that mode 1 setup is adequate, but vertical-mode-2 setup is overestimated in the simulations (i.e., W is too small). Both W and L N are inversely dependent on the square of the wind speed; hence, overestimating wind forcing in a simulation will result in excessive mode 1 and 2 setup.
Spatially varying wind forcing: Run2VW-Field data ( Fig. 1 ; Assouline and Mahrer 1996) and numerical simulation data (Avissar and Pan 2000) indicate significant spatial variability in the Lake Kinneret wind field during both seabreeze and non-sea-breeze periods. A spatially varying field was applied to an ELCOM simulation of Lake Kinneret in Run2VW. The difference between this simulation and that forced with a uniform wind field (Run2Ty) can be used to infer the effects of spatially varying wind on the internal dynamics. The wind field was constructed from a bilinear interpolation of measured wind data from the eight wind stations to the surface of each numerical water column in ELCOM (i.e., 400-m grid). The spatial interpolation was applied to the wind data at each simulation time step. Snapshots of the interpolated wind field reveal confluence of weak westerlies over most of the lake at midnight (Fig. 6a) , with some easterly winds along the eastern shore. Similarly, there is convergence of winds at 0600 h (Fig. 6b) ; however, by this time there are southerly winds over the southern portion of the lake. At midday (Fig. 6c) there is divergence, with an easterly breeze over most of the lake and a very weak westerly along the eastern shore. By 1800 h (Fig. 6d ) the strong-westerly sea breeze dominates over the entire lake. These observations are in general agreement with the atmospheric modeling results of Avissar and Pan (2000) (compare Fig. 6 with their fig. 12 ), who associate the early morning divergence with a local lake breeze (lake surface warm relative to the surrounding land) combined with katabatic downslope winds from the surrounding topography. The midday divergence of the wind over the lake is attributable to a reversal of the local lake breeze as the surrounding hills heat up. There is an asymmetry to the afternoon lake breeze (preferentially easterly), as the western shore heats up faster than the eastern shore because of the morning sun angle.
Run2VW (Fig. 7) shows dramatic improvements over Run2Ty (Fig. 5) in the character of the simulated waves at Sta. T9 and T7, with commensurate improvement in wave phase at Tg and little change at Tf. Despite a reduced RMS sea-breeze wind amplitude (Table 5) , simulated wave amplitudes at Sta. Tg and Tf are larger than in simulation Run2Ty (Table 1) . There is considerable reduction in vertical separation of 21 and 25ЊC isotherms from Run2Ty at all stations except Tg. At Sta. T7, the reduction in vertical separation of 21 and 25ЊC isotherms is attributable to the reduced mode 2 signal, which results in a contiguous up and down motion of the entire thermocline, with a 24-h period (Fig. 7) . This is a closer representation of the observed motion at this station than that simulated in Run2Ty (Fig. 5) . However, the thermocline compression observed in the wave troughs is no longer well simulated. The simulated isotherm displacements show an improved representation of the phase of the 24-h wave at all stations. This is especially evident in the 21ЊC isotherm at Sta. Tf and T9, which clearly shows the observed small peak, large peak combination, with the trough separating the two occurring at 1200 h of each day (compare Figs. 3 and 7) . Also reproduced is the reduced amplitude of the large peak on day 180 (compare Figs. 3  and 7) . The phase of the simulated 24-h signal closely matches field observations, with the largest difference being 1.5 h at T9 (Table 3) .
These simulation results give insight into expected model performance when the wind measured at the center of Lake Kinneret (Ty) is used as a basis for a uniform driving wind. The direction of the spatiotemporal RMS of the varying wind field in Run2VW is more westerly than that of the temporal RMS of the wind measured at Ty (Table 5) . Thus, the metalimnion setup by the spatial RMS wind is along a shorter axis of the lake and is more oblique to the steep eastern side of the lake. Furthermore, the magnitude of the spatiotemporal RMS of the varying wind field in Run2VW is less than that of the temporal RMS of the wind measured at Ty (Table 5) . As a result, W and L N calculated using the spatially varying wind field are larger than they would be if they had been calculated using wind measured at Sta. Ty. This indicates that both mode 1 and 2 setup should be smaller, which is generally consistent with the simulation results.
Spatial RMS wind forcing: Run2RMS-To consider the 0th order effect of a spatially varying wind field, an ELCOM simulation of Lake Kinneret was forced with a uniform wind whose magnitude and direction are calculated from the spatial RMS of the interpolated wind field described in the pre- vious section. Two different wind fields, with the same spatial RMS of velocity and constant drag coefficient (when applied over the same area), will exert the same horizontally averaged shear stress and the same momentum input, resulting in identical W and L N . Thus, a comparison of Run2VW and Run2RMS shows the effect of spatial variation in wind direction without the distortion of momentum input that occurs when wind speed from a single station is used as a model boundary condition. The overall results are similar and in some instances better (Sta. Tg) than those of the simulation forced with a spatially varying wind (Tables  1-3 ; Fig. 8 ). The improvements in the simulated wave character at Sta. T9 and T7 due to applying a spatially varying wind field (see previous section) are retained in this simulation. As well, there is less deepening of the metalimnion at Sta. Tg, and the waves are now extremely well reproduced (Fig. 8) , and even small details, such as the thermocline expansions, occurring at 0000 h on days 179 and 180 are well simulated. Degradation of the wind field from spatially varying to uniform should have resulted in a commensurate degradation of results; however, we observe the converse. The improvement of internal wave representation at Sta. Tg (due to reduced metalimnetic deepening) indicates that the poor wind data coverage in the northeastern portion of the lake (Fig. 1) resulted in an error in the interpolated wind field that is locally significant and that the error associated with assuming a uniform wind field is smaller. Overall, the waves simulated using a spatial RMS wind best reproduce the field observations, indicating that, to first order, the most important characteristic of the wind field over Lake Kinneret for producing the observed internal waves is the horizontally averaged wind shear stress. However, as is described in the following section, the curl of the wind field is an essential component of the mean surface-layer vorticity balance in Lake Kinneret.
Mean surface-layer circulation-Mean surface-layer circulation is quantified as the horizontally averaged surfacelayer vorticity, where surface layer is taken to be water warmer than 21ЊC and where vorticity is the curl of the depth-averaged, surface-layer, horizontal velocity. During days 172-174, horizontally averaged surface-layer vorticity in Run2VW is positive, whereas it remains close to zero in Run2RMS (Fig. 9a) . After day 174, horizontally averaged surface-layer vorticity in Run2VW becomes negative, decreasing during each sea breeze and increasing as the sea breeze dies down (Fig. 9a) . This is contrary to Run2RMS, in which after day 174, horizontally averaged surface-layer vorticity begins fluctuating diurnally, increasing with each sea breeze and decreasing as the sea breeze dies down (Fig.  9a) . The following discussion uses a layer-averaged vorticity balance to explain the difference in vorticity between these two simulations.
Neglecting advection of vorticity, the shallow-water, layeraveraged vorticity equation may be written as Here, ϭ ١ ϫ u is the vorticity of the vertically layeraveraged, horizontal velocity u, w is defined in Eq. 1, b is bottom stress, and H is the layer thickness. The latitude at Lake Kinneret is 33.5ЊN, which results in f ϭ 8 ϫ 10 Ϫ5 s Ϫ1 . The first term on the right side of Eq. 8 represents a change in vorticity as a result of vortex stretching. Using the vertically layer-averaged continuity equation, it can be shown that
H ‫ץ‬t For the time scales considered here (i.e., ϳ10 d), the time rate of change of the horizontally averaged layer thickness is negligible (i.e., ‫ץ‬H/‫ץ‬t ϳ 0), and vortex stretching is predominantly due to advection along variations in layer thickness. The overall vorticity input by wind stress (combined wind stress moment) can be expanded using the following vector identity: 1 Equation 10 implies that wind stress applied over a layer of water of varying thickness can introduce vorticity through (1) wind stress curl and (2) a topological moment that is attributable to variations in layer thickness in a direction perpendicular to the wind stress. Thus, by the latter mechanism, surface-layer vorticity may be induced by a uniform wind stress. As a result of uncertainties in calculating bottom stress (discussed below), we will not consider an expansion of the bottom stress term in Eq. 8. Physically, the bottom stress term represents a flux of vorticity from the surface layer to the lake bottom in shallow water and to the underlying metalimnion in deeper water. The flux of vorticity to the lake bottom is poorly simulated in ELCOM because the lake bottom is discretized with a z-coordinate computational grid. Despite the use of free-slip bottom boundary conditions, the stair-step nature of the discretized bottom topography results in a loss of momentum, the rate of which is grid-size dependent (Adcroft and Marshall 1998) . For this reason, bottom stress is parameterized using a simple linear relation
with K a dimensional bottom-drag coefficient. Applying Eqs. 9 and 10 to Eq. 8 leads to Thus, the time rate of change of layer-averaged vorticity is due to the sum of vortex stretching, wind stress curl, topological moment, and bottom stress moment. Using K ϭ 2 ϫ 10 Ϫ4 m s Ϫ1 leads to a good comparison between the horizontally averaged time rate of change of surface-layer vorticity and the sum of the horizontal average of the four terms on the right side of Eq. 12 for both Run2VW (Fig. 9b) and Run2RMS (Fig. 9c) , when water shallower than 5 m is excluded from the horizontal average for Run2VW. Including water shallower than 5 m in the horizontal average for Run2VW results in a poor comparison, which is likely due to a breakdown of the linear bottom-drag formulation in shallow regions, where there are large accelerations due to large values of the wind momentum source term u H Ϫ1 .
2 * Such accelerations are especially large along the northern shore, where the highest sea-breeze velocities occur. In Run2RMS, however, regions shallower than 5 m must be included in the horizontal average. Otherwise, the sum of the terms on the right side of Eq. 12 is too small to balance the left side. This implies that in Run2RMS, vorticity is generated in the shallow regions and advected to the deeper regions of the lake, whereas in Run2VW, this mechanism is of secondary importance.
The main difference between Run2VW and Run2RMS is that wind stress curl is a significant source of vorticity in Run2VW (Fig. 10b) , whereas in Run2RMS, it is exactly zero (Fig. 11b) . Figure 10 compares the horizontal average of each of the terms in Eq. 12 for Run2VW. The wind stress curl ( Fig. 10b ) and topological moment (Fig. 10c) are of similar value and together contribute a large negative vorticity input from day 174 onward. Bottom stress moment (Fig. 10d) provides a small amount of vorticity counter to the mean circulation that develops after day 175, whereas vortex stretching (Fig. 10e) contributes little to the overall vorticity balance. Vorticity in Run2RMS is predominantly generated by the topological moment (Fig. 11c ) and dissipated by bottom friction (Fig. 11d) , with vortex stretching (Fig. 11e ) playing a relatively minor role. In Run2RMS, the net balance of the terms on the right side of Eq. 12 results in an increase in surface-layer vorticity during the sea breeze and a slow decrease between sea breezes. Although the topological moment in Run2VW is negative during the sea breeze (Fig. 10c) , the topological moment in Run2RMS is positive during the sea breeze (Fig. 11c) . The mean circulation in both simulations is attributable to a balance between wind forcing and bottom friction. In Run2VW, the vorticity contributed by wind forcing is predominantly negative during the sea breeze and only weakly positive between sea breezes, so vorticity oscillates diurnally about a negative mean value. In contrast, for Run2RMS, the wind forcing contributes positive vorticity during sea breezes and negative vorticity between sea breezes, resulting in vorticity that oscillates diurnally about a mean value close to zero. Thus, during the sea breeze, it is the difference in sign of the combined wind-forcing terms that results in mean surface-layer vorticity decreasing in Run2VW and increasing in Run2RMS.
These results extend the work of Pan et al. (2002) , who showed that the depth-averaged vorticity in Lake Kinneret during a sea-breeze event could be accounted for by equating the time rate of change of surface-layer vorticity with the sum of the wind stress curl and topological moment. They predicted circulation with a positive, horizontally averaged vorticity, corresponding to the horizontally averaged positive curl of the sea-breeze wind stress. This supports our result that the overall lake vorticity is determined by the horizontally averaged curl of wind stress.
Conclusions
Basin-scale internal wave motion during summer in Lake Kinneret is well simulated with a uniform wind field, provided that the horizontally averaged wind stress is well represented. Using a spatially uniform wind field acquired from measurements at a single station (Run2Ty) was found to well reproduce observed isotherm displacements. However, the simulated amplitude of vertical-mode-2 internal waves tended to be too large, and the phase error of the verticalmode-1, 24-h Kelvin ranged from 3 to 10 h. Applying a uniform wind field derived from the horizontally averaged wind stress (Run2RMS) improved the overall wave character. Thus, even though Lake Kinneret has a simple bathymetry, high topography to the east and west of the lake results in spatial variations in wind that are important in determining the amplitude and phase of the various modes and types of internal waves. Simulation results could be improved further by a more accurate representation of the wind spatial distribution, particularly along the eastern shore, where in this study there was little wind data coverage. Further improvements may be realized through the consideration of spatial variability of the coefficient of drag (C D ) used for calculating wind shear as well as spatial variability of surface heat fluxes.
In Lake Kinneret, mean surface-layer circulation is shown to be directly driven by wind stress curl and topological moment, and hence, the horizontal distribution of wind stress is important. For this case, the wind stress curl and topological moment are of similar magnitude and of the same sign. As well, the wind stress curl and wind direction with respect to the bottom topography for Lake Kinneret makes the sign of the wind stress curl and topological moment the same; however, for different lake bathymetries or wind fields, these two terms could be of opposite sign.
The overall picture that emerges from Lake Kinneret is a setup of the metalimnion by the daily sea breeze and subsequent internal-wave motions. These internal-wave motions can be well modeled using a uniform wind field, provided that this wind field represents the horizontally averaged wind stress (i.e., spatial RMS). In contrast, mean surface-layer circulation is predominantly directly forced by the combined wind stress moment, and hence, a spatially varying wind field is required to simulate the surface-layer circulation.
