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Abstract
Electrostatics plays a crucial role in the membrane biology. Negatively charged
lipids (such as PS, PA and PIP2) are subject to redistribution under the action
of electrostatic forces during various signalling events. Membrane recruitment
of multiple signalling proteins (such as MARCKS or Src kinase) is often main-
tained by positively charged polybasic domains (PD). Even though adsorption of
these proteins to the cellular membrane has been extensively investigated, very
little is known about how electrostatic interactions contribute to their membrane
lateral dynamics. This thesis presents an investigation of the contribution of
electrostatic interactions to the membrane lateral dynamics by means of novel
computational tools. First, I developed a dynamic Monte-Carlo automaton that
faithfully simulates lateral diffusion of the adsorbed positively charged PD of a
peripheral membrane protein, as well as the dynamics of mono- (PS, PA) and
polyvalent (PIP2) anionic lipids within the bilayer. This model allowed to in-
vestigate the major characteristics of protein-membrane diffusion on the uniform
membrane. In agreement with earlier results, the simulations revealed the fol-
lowing microscopic phenomena: 1) Electrostatic lipid demixing in the vicinity of
the PD; 2) PD interacts with PIP2 stronger than with monovalent lipids. On the
spatially heterogeneous membrane the automaton predicted a directional drift
of the PD, which was validated by a simple mean-field analytical model. The
predicted phenomenon could potentially play a major role in membrane domain
iv
formation. To test this hypothesis and to investigate the membrane dynamics on
larger scales I developed a continuous model, which was based on the results of
the automaton simulations. The results of the continuous model and the Monte-
Carlo simulations were shown to be in quantitative agreement. The continuous
model allows one to simulate the electrostatic membrane dynamics on micrometer
scales and can be used to describe various biologically important processes, such
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Cell membrane represents an interface between the cell and its external envi-
ronment. The first mention of the idea that cells are surrounded by a thin layer
called a plasma membrane goes back to the second half of the 19th century. Over
the years the structure and biophysical properties of the cell membrane have been
extensively investigated and nowadays they are well defined and described [1].
Together with its complicated structure (Fig. 1.1), the membrane has a wide
range of biological functions. As an interface the membrane contains receptors
which receive information from the extracellular environment. Various external
molecules can be engulfed by the cell through the membrane by means of various
processes, such as endocytosis, phagocytosis etc [3]. Cell growth and proliferation
lead to the increase of the membrane area. Many signaling pathways are initiated
on the membrane by activated membrane receptors and further propagate into the
cell. All of these processes require the recruitment of various protein molecules
to the cell membrane, as well as the alteration of the membrane composition.
On the molecular level these processes are governed by physical laws. The well
known example is the physical diffusion. The diffusion occurs everywhere in the
cell and is particularly significant for the membrane organization [4]. However,
an impact of other physical principles involved in the membrane functionality is
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Figure 1.1: Cell membrane structure (adapted from [2]). Top surface (the outer
leaflet of the membrane) and the bottom surface (the inner leaflet of the mem-
brane) constitute the membrane bilayer structure. The space between the top
and the bottom surfaces is the bilayer interior. White rectangle shows a slice of
the inner leaflet with the lipid head groups, which is considered further in the
thesis.
yet not well understood.
Electrostatics along with the diffusion is vital for the cell functions. The
reason is that, firstly, most of the intracellular proteins, as sequences of amino
acids, have parts with charged residues. Secondly, the cell cytoplasm consists of
positively and negatively charged ions, that constitute its electrolytic nature [5].
Finally, the cell membrane is also charged and interacts with cytoplasmic proteins
and ions by means of electrostatic forces [6].
This thesis represents an investigation of the role of electrostatic interactions
in the membrane lateral dynamics. Particularly, I concentrate on the lateral
dynamics of membrane lipids and peripheral cytoplasmic proteins recruited and
bound to the membrane.
I begin this introductory chapter with the description of the membrane com-
position and electrostatic properties. Next, I provide an overview of the electro-
static membrane adsorption of peripheral proteins and describe the structure of a
specific type of these proteins – proteins with polybasic domains. Then, I intro-
duce the experimental and the theoretical data available on the membrane lateral
dynamics. Finally, I define the goals of the thesis and provide its structure.
2
1.1 Membrane composition and properties
The major components of the cell membrane are various lipid species. Lipids
are small amphiphilic molecules consisting of hydrophobic (tails) and hydrophilic
(head groups) parts. The human body consists of several kg of membrane lipids
with a total surface of about 0.4 km2/kg and the plasma membrane of one eucar-
iotic cell contains about 1010 lipids, organized in a bilayer [7]. The bilayer of the
cell membrane is a stable structure, consisting of the bilayer interior, the inner
(intracellular, in contact with the cell cytoplasm) and the outer (extracellular,
in contact with the extracellular environment) leaflets (Fig. 1.1). The interior
of the bilayer is filled with the hydrophobic lipid tails, while the surfaces of the
leaflets are populated with the hydrophilic lipid head groups. The outer leaflet
of the membrane is generally neutral and does not significantly contribute to
the membrane electrostatic properties. In contrast, the inner cytoplasmic leaflet,
which consists of about 20–40% of negatively charged lipids [8], constitutes the
electrostatic nature of the membrane. The lipids, that create the charge of the
inner membrane leaflet, belong to the class of lipids called phosphoglycerides (or
phospholipids).
1.1.1 Phospholipid head group structure and charge
Phospholipids is the most abundant class of the membrane lipids. As all other
lipids, a phospholipid has a hydrophobic tail connected (through glycerol and a
phosphoric acid) to a head group (Fig. 1.2, A). While the tail usually consists of
two fatty acids, the head group has a more complicated structure (Fig. 1.2, B).
The main difference between phospholipids is the structure of the alcohol
attached to the phosphate. Here I consider four types of membrane phospholipids
with different structures of their alcohols: PC – phosphatidylcholine (choline
alcohol), PS – phosphatidylserine (serine alcohol), PA – phosphatidic acid (no
head group) and PIP2 – phosphatidylinositol 4,5-bisphosphate (with inositol ring)
(Fig. 1.2, B). Since glycerol is neutral and the phosphate is always negatively
charged (charge -1 in electron charge units), the net charge of the head group





























































































Figure 1.2: Phospholipid structures (adapted from [2]). A, Schematic structure
of a phospholipid; B, Structures of the head group alcohols of different phospho-
lipids.
example, the net head group charge of a PC lipid is 0, since the positive charge of
its alcohol neutralizes the negative charge of a phosphate group. In contrast, PS
lipid has an additional negative charge in its alcohol, thus the net charge of its
head group is -1. PA lipid, due to the absence of the alcohol, has only one negative
charge in a phosphate group, thus its net charge is -1. PIP2 has an unusual
structure, which makes it a part of the class of lipids called phosphoinositides.
The net head group charges of phosphoinositides are generally more negative than
charges of other phospholipids. PIP2 has 4 negative charges on the inositol ring,
thus the maximum PIP2 charge can be -5 (together with the phosphate charge).
However, in the relevant biological conditions due to binding of cytoplasmic ions,
such as K+ or H+, the charge of PIP2 can be -3, -4 or -5 [9].
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1.1.2 PIP2 and other phosphoinositides
Phosphoinositides constitute a small fraction (5-8%) of the cell membrane
lipids [10]. They have a specific inositol head group (the so-called inositol ring
– Fig. 1.2, B). The main distinctive feature of the inositol ring is that it has 6
nodes (positions) and can be phosphorylated at them, allowing different struc-
tures and consequently different net charges of the ring. Phosphoinositides play a
major role in the vital cell processes, such as signaling pathways, exo- and endo-
cytosyses and others. The predecessor of all phosphoinositides is phosphatidyli-
nositol (PI). PI undergoes changes of its structure through phosphorylation and





























Figure 1.3: Diagram of phoshoinositides regulation. Phosphoinositides are shown
in colored ovals. The enzymes involved in the phosphoinositides regulation are
shown with arrows of different colors and different directions. Unknown enzymes
are shown with “?”.
PIP2 phosphoinositide, which comprises only about 1% of the cytoplasmic
leaflet of the plasma membrane, has a large number of functions, such as a source
of three major second messengers (DAG, IP3 and PIP3), one of the main com-
ponents of both exo- and endocytosis, an anchor for the peripheral membrane
proteins and many others [11–14]. PIP2 biophysical properties distinguish it from
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all other non-inositial membrane components. In addition to its strongly negative
charge (-4), described in the previous chapter, PIP2 headgroup may also protrude
much further in the aqueous phase than a typical phospholipid [15]. Due to these
distinguishing characteristic PIP2 is able to interact with cytoplasmic proteins
with high affinity, especially with strongly positively charged parts of proteins.
1.2 Electrostatics of the membrane adsorption
Electrostatic properties of the membrane lipids described above play a crucial
role in the membrane binding of the peripheral proteins. Peripheral membrane
proteins are able to temporally attach to the membrane by insertion of a covalent
lipid modifications in it [16]. A covalent lipid modification is a covalent addi-
tion of a fatty acid to one of the protein ends. During the membrane binding
the lipid modification is hydophobically inserted to the lipid bilayer and due to
the hydrophobic effect the total structure stabilizes. However, in many cases
the hydrophobic insertion of a lipid modification is not sufficient to keep a pro-
tein attached [17]. In these cases electrostatic interactions of the proteins with
membrane negatively charged lipids can effectively facilitate the binding [18,19].
Remarkably, several highly important signaling proteins, such as Ras small GT-
Pases, phosphatase PTEN, and actin regulators WASP and MARCKS as well as
nonreceptor tyrosine kinase Src, along with other binding mechanisms, bind to
the membrane using a sequence of positively charged residues in their structure,
which is called a polybasic domain (PD) [16,17,20–23]. It has been shown exper-
imentally that the PD contributes approximately the same amount of energy to
the membrane binding (for 2:1 PC/PS membrane) as the hydophobic insertion
of the lipid modification [17]. These examples show that the PD is essential for
binding of various signaling proteins to the negatively charged inner leaflet of the
cell membrane.
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1.2.1 Protein polybasic domain
To provide an example of a PD, I concentrate here on the PD of MARCKS
protein (151-175), since it has a common structure and has been extensively stud-
ied and well described. The structure of the domain is presented in Fig. 1.4, taken
from [18]. The PD of MARCKS protein consists of 13 basic residues that interact
electrostatically with negatively charged membrane lipids. The main contribution
to the electrostatic PD binding is provided by the first 5 basic residues [24] (Fig.
1.4, shown as blue plus signs at the left side of the domain). Additionally, there
Figure 1.4: Schematic representation of MARCKS interacting with the membrane
(from [18]). The PD is a black line between the 151th and the 175th protein
residues. The lipid modification inserted in the membrane bilayer is shown in
orange. The positively charged residues of the PD are shown as blue plus signs.
Negatively charged membrane lipids (PS, PA, PIP2) are shown as red circles,
neutral lipids (PC) are shown as white circles. 5 aromatic residues are shown in
green.
are 5 aromatic residues that also contribute to the protein membrane binding
(Fig. 1.4, shown in green). These aromatic residues during binding penetrate the
polar head group region of the membrane [19]. However, the energy of their in-
teractions with the membrane is insignificant, compared to the contribution from
the PD and the lipid modification [17,22]. Electron paramagnetic resonance [25]
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and circular dichroism [18] studies indicated that MARCKS PD is unstructured
and elongated when bound to a membrane.
1.2.2 Membrane adsorption of PDs and lipid demixing
Electrostatic adsorption of proteins to the membrane has been a subject of
many scientific investigations. A lot of experimental work has been done to
measure membrane adsorption isotherms and binding constants of peripheral
membrane proteins with PDs, as well as small peptides with characteristic struc-
ture, corresponding to the structure of the PD [21, 24, 26, 27]. To describe the
mechanism of electrostatic adsorption of the PD to the membrane in detail a large
number of computational models have been developed. The structures of the PDs
considered in the models vary from simple charged objects (e.g. a sphere or a
cylinder) [26,28,29] to more detailed and biologically relevant molecular represen-
tations of the PDs [21,24,27,30]. As a result of these studies a new phenomenon
of lipid demixing (or sequestration) upon electrostatic protein adsorption has
been discovered experimentally and described theoretically [22, 26, 31–35]. Lipid
demixing represents a redistribution of lipids in the vicinity of the charged ad-
sorbed molecule (PD). Negatively charged lipids, such as PS, PA or PIP2 tend
to aggregate around the positively charged parts of the adsorbed PD. Thus, the
concentration of negatively charged lipids in the vicinity of the PD becomes higher
than in the rest of the membrane. Since the area of the membrane with higher
density of negatively charged lipids is more attractive for other proteins with
PDs, lipid demixing can potentially give rise [24, 29, 34] to formation of recently
characterized membrane microdomains [36, 37]. Interestingly, it has been shown
that, upon lipid demixing in ternary (PC/PS/PIP2) membranes, mainly PIP2
lipids, due to their strong negative charge -4, relocate to the area of adsorption,
displacing neutral PC and monovalent PS lipids [22,31–33,35].
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1.3 Protein and lipid membrane dynamics
Between adsorption to and desorption of any protein from the membrane
there is a finite time interval, during which the protein remains bound to the
membrane. The average time interval of the protein being bound to the membrane
is called the association time and is defined by various factors (e.g. the energy of
binding, etc.). The range of associations times varies from sub-seconds to several
hours [16]. During the association time the proteins are not static, but generally
undergo lateral diffusion on the membrane.
Lateral dynamics of proteins on the biological membranes has been exten-
sively studied in the last decades [38–40]. The development of several biophysical
methods, such as fluorescence recovery after photobleaching (FRAP) and fluores-
cence correlation spectroscopy (FCS) [41] allowed to visualize lipids and proteins
on the membrane and explore their diffusive properties. Introduction of artificial
membranes, such as supported phospholipid bilayers [42], enabled to perform ex-
periments in a well-controlled in vitro environment. The experiments showed that
peripheral membrane proteins, such as GPI-anchored proteins and lipid-specific
antibodies, are generally 2–8 times slower than lipids [43–45].
It also became clear that electrostatic interactions between proteins and mem-
brane lipids determine lipid lateral mobility. For example, it has been shown that
Annexin IV, adsorbed to the surface of a PG (charge -1)/PC bilayer, due to elec-
trostatic interactions, is an important determinant of lipid lateral mobility [46].
As described in section 1.2.2, PIP2 performs a rapid demixing upon protein mem-
brane adsorption and is strongly sequestered by positively charged residues of the
PD. This can be a reason of an experimentally measured slower (D = 0.8 ± 0.2
µm2/s) PIP2 diffusion on the inner leaflet of fibroblasts and epithelial cells com-
pared to its diffusion measured within cellular blebs and artificial phospholipid
membranes (D = 2.5− 3.3 µm2/s). This finding is also in agreement with other
results obtained for both PIP2 and PIP3 [47, 48].
The application of the fluorescent protein techniques enabled the in vivo anal-
ysis of the dynamics of proteins on the inner leaflet of the plasma membrane.
These analyses demonstrated that under physiological conditions (20–40% of
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monovalent lipids and <1% of PIP2) diffusion coefficients of proteins attached
by a lipid modification and a polybasic domain are similar to those of other pe-
ripheral membrane proteins [16]. For example, the inactive (tightly folded) con-
formation of Src with the PD was shown to diffuse with the mobility D = 0.57
µm2/s [49], however, other members of Src family, devoid of polybasic domain,
were found to have similar mobilities: D = 0.1−0.6 µm2/s [50–54]. Analogously,
small GTPase KRas with the pronounced PD (+7) was found to diffuse with
the mobility D = 0.2 − 0.35 µm2/s [50, 53, 55], which is close to that of HRas
(D = 0.35− 0.5 µm2/s) [55] that has no PD.
Considerably less, however, is known about the influence of different concen-
trations of negatively charged lipids on the lateral dynamics of proteins with the
PDs. Only a few in vitro studies revealed the significant changes of the PD diffu-
sion coefficients upon varying the concentrations of anionic lipids. For example,
Golebiewska et al. [31] demonstrated that Lys-13, a peptide mimicking the PD
of MARCKS protein, diffuses slower on GUVs containing 1% of PIP2 than on
vesicles consisting only of neutral PC and monovalent PS (-1) lipids.
1.4 Computational modeling of protein and lipid
membrane dynamics
Computational modeling has been playing a considerable role in characteri-
zation of various aspects of protein diffusion on biological membranes [56–59].
Electrostatic interactions between lipids and proteins have also received sig-
nificant theoretical attention. However, most of it has been focused on the
adsorption-desorption dynamics of proteins and the associated demixing of neg-
atively charged lipids (see chapter 1.2.2), while the contribution of electrostatic
interactions to the lateral dynamics of adsorbed proteins remained largely unex-
plored. Only a few studies took this phenomenon into account.
Hinderliter et al. [60] performed Monte-Carlo simulations of multiple proteins
on a lattice and, in addition to adsorption and desorption, introduced protein dif-
fusion. However, how electrostatic interaction of proteins with underlying lipids
10
contributed to the protein lateral dynamics was not considered in detail.
Recently, Khelashvili et al. [61] developed a hybrid (Monte-Carlo simulations
coupled to the mean-field approximation) approach in which lateral dynamics of a
single poly-lysine peptide and the surrounding lipid was simulated by alternation
of random peptide moves and lipid relaxation in accordance with Cahn-Hillard
equation. However, due to the absence of explicit thermal fluctuations in the
lipid subsystem, lipids did not possess lateral dynamics independent of that of
the peptide.
1.5 Thesis objectives and structure
As described above (sections 1.3 and 1.4), the electrostatic contribution to
the lateral dynamics of proteins and consequent dynamics of lipids in biological
membranes has not been sufficiently studied and the developed modeling tools
describe this phenomenon only partially. The goal of this thesis is to uncover new
insights into the membrane lateral dynamics by constructing new modeling tools
that will be able to describe the electrostatic impact on the membrane dynamics
in details. The main objective of the thesis is:
To extend the understanding of the electrostatic contribution to the
membrane lateral dynamics of proteins and lipids by means of novel
computational modeling tools.
To fulfill this objective, first, I develop a discrete computational model that
simulates the behavior of a protein bound to the negatively charged cell mem-
brane. This is a Monte-Carlo simulation model based on the Metropolis algo-
rithm. I describe the details of the model development and implementation in
the chapter 2. To test and validate the model I simulate the lipid and protein
dynamics on the membrane with the uniform composition. The results of the
discrete model obtained on the uniform membrane are provided at the end of
chapter 2.
Second, I use the Monte-Carlo model described in chapter 2 to better under-
stand the influence of the distribution of negatively charged lipids on protein lat-
eral dynamics. Particularly, I make the concentrations of lipids in the membrane
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non-uniform and run the simulations of the protein diffusion. These simulations
are described in the chapter 3.
Thirdly, in chapter 4, based on the results of the Monte-Carlo simulation
model and the thermodynamical approach, I construct a novel continuous model
of protein and lipid lateral membrane dynamics. I also discuss the limitations of
the continuous model and its advantages over the discrete Monte-Carlo simulation
model. One of the main advantages of the continuous model is that it allows one
to study electrostatic effects on the membrane at larger (several micrometers)
scales, as compared to the maximal size (the order of 100 nm) of the membrane
domain in the Monte-Carlo simulation model.
In chapter 5 I compare the results obtained in the continuous model with the
results of Monte-Carlo simulations for the non-uniform membrane compositions
(with lipid gradients).
Finally, I conclude the thesis by explaining how its main objective has been
fulfilled and what contributions to the science my work has made. I also provide
possible future directions of the research where the developed computational tools
can be particularly useful.
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CHAPTER 2
Discrete modeling of the dynamics on the spatially uniform
membrane
2.1 Monte-Carlo automaton description
The work presented in this chapter has been published in the paper of Kiselev
et al. [62] and has been done by me.
To begin a computational investigation of the lateral dynamics of lipids and
proteins on the cell membrane, I develop a kinetic Monte-Carlo simulation model
(or kinetic Monte-Carlo automaton, MCA hereafter) [63], which faithfully de-
scribes the diffusion of lipid species and proteins on the cellular membrane under
the action of random thermal noise (Brownian motion) and electrostatic forces.
Generally, any Monte-Carlo simulation procedure is based on a random sam-
pling, which is repeatedly used to decide whether to accept or reject any change
in the system configuration. In the MCA under consideration, in order to make
this decision, I use Metropolis-Hastings algorithm [64]. Metropolis-Hastings algo-
rithm requires calculation of an expected energy cost (∆E) caused by the change.
Depending on the energy cost the change can be either accepted or rejected. If
∆E < 0 the change brings the system to a state of lower energy, thus it is al-
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ways accepted (according to the second law of thermodynamics). If ∆E > 0 the
change is accepted with the probability P = exp(−∆E/kBT ), where kB is Botz-
mann constant and T is the temperature of the system. To accept the change with
the probability P , a random number R (R ∈ [0:1]) is generated and compared
with P . If P > R then the change is accepted, otherwise it is rejected.
Due to the membrane topology, the MCA is constructed in a two-dimensional
space (2D) and consists of two parallel hexagonal lattices, separated by a small
distance and embedded into the cytoplasmic solution. The first hexagonal lattice
represents the inner leaflet of the cell membrane, while the second one represents
the plane of the protein diffusion. In the simulations of the MCA I consider a
protein with a PD and a single lipid modification (section 1.2).
Every node of the lipid lattice is occupied by a lipid head group. Since the
membrane is not static and lipid head groups are able to move out of the main
leaflet plane, I assume that in the MCA the lipid head groups are always sur-
rounded by cytoplasmic ions (alternatively, the cytoplasmic ions can freely pen-
etrate the layer). In this case the lipid head groups in the MCA are always
equilibrated with the cytoplasmic ions, due to their high mobility.
To concentrate on electrostatic properties of the protein membrane dynamics
in the protein lattice, instead of a whole protein, I consider the diffusion of its PD.
Particularly, I simplify the PD by an oligopeptide consisting of only positively
charged residues. Similar to the approach described in [24] I choose pentalysine
Lys-5 with five basic residues and, consequently, with the charge +5, as such an
oligopeptide. In the MCA this peptide always diffuses in the lattice overlying the
lipid lattice.
The lipids and the peptide diffuse in their lattices under the action of random
thermal noise (Brownian motion) and electrostatic forces. The size of the mem-
brane lattice L is chosen to be less then 100 nm, which allows to simulate the
evolution of the membrane in a computationally efficient way. However, since the
numerical complexity of the simulations is proportional to L2, further increase
in the lattice dimension reduces the effectiveness of the algorithm. Thus, sim-
ulations of the system with larger L have to be performed in the context of a
different modeling framework (see chapter 4). The total observation time τ0 is
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chosen to be less than 0.01 s. Experimental data suggests that the characteristic
membrane association time of proteins with a PD and a single lipid modification
is on the order of seconds [16]. Therefore, since the evolution time in the MCA
τ0  1 s, I assume that the protein is always bound to the membrane and does
not dissociate from it during the simulations.
2.1.1 Lipid lattice structure
To define the unit size (d) of the lipid lattice I use an experimentally measured
(at 30◦ C) value of the average lipid head group area AL ∼ 0.6 nm2 [65]. Using






Figure 2.1: Schematic representation of the membrane lattice. Lipids are shown
as grey circles; a hexagon around any lipid has an area AL; d
′ is the size of the
hexagon side; d is the lattice unit size (the distance between two neighboring lipid
head groups); S is the area of the equilateral triangle with the side d′.

















For AL ∼ 0.6 nm2 the distance d ' 0.8 nm. This value of d is used everywhere
throughout the simulations. The lipid lattice nodes are populated with 3 types
of lipids described in the subsection 1.1.1: neutral PC lipids (with charge 0)
monovalent negatively charged PA or PS lipids (with charge -1, referred in the
text as PS), and multivalent negatively charged PIP2 lipids (with charge -4).
2.1.2 PD structure
Previously reported structure of Lys-5 peptide [27], which is chosen as a pro-
totype of a protein with the PD, suggests that the positively charged residues of
the peptide can be projected onto the membrane hexagonal lattice with minimal
deformations, so that the residues approximately match with some of the lipid
nodes (see Fig. 2.2). Utilizing this approximation I use a W-shaped ball-and-stick
Figure 2.2: Projection of Lys-5 peptide backbone (from [62]) on the lipid lattice
(open circles). α-Carbons are denoted by open squares, and positively charged
side chains are indicated by solid circles.
structure as a model structure of Lys-5 in the MCA. Due to the matching between
the two model lattices, the peptide lattice is chosen to be topologically identical
to the lipid one. Thus, during one simulation step, the distance, by which the
peptide can be displaced, equals the lipid lattice unit size d. I assume that the
peptide and lipid lattices are separated by DH2O = 0.28 nm (the diameter of one
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water molecule). This distance is chosen based on the previous studies [66, 67],
suggesting that it is optimal for a balance between the Coulombic attraction
and desolvation penalties. However, in vivo, due to the vertical mobility of the
lipid head groups in the membrane plane, this distance can presumably increase,
allowing the cytoplasmic mobile ions to freely penetrate and equilibrate in the
peptide-membrane space. I use this hypothesis in the MCA, assuming that the
peptide-membrane space is always occupied by cytoplasmic mobile ions.
2.1.3 Calculation of the interaction energies
I assume that all lipids and Lys-5 residues are point charges that interact only
electrostatically and can populate only lattice discrete nodes. The electrostatic
potential of the interaction is chosen to be the screened Coulomb potential (also







where q1 and q2 are the values of the interacting charges, r is the distance between
them, ε=80 is the dielectric constant of water, ε0 is the vacuum permittivity and
λ is the Debye length. The Debye length for an ionic solution is a function of the






where NA is Avogrado’s number.









Where ci is the molar concentration of ion i in the cytoplasm, zi is its charge. The
cytoplasmic liquid is usually considered as a 0.1 M 1:1 electrolyte [34,61]. Thus,
I use the value of the Debye length, calculated for this solution, in the majority
of the simulations: λ = 1 nm. Since mobile ions are equilibrated with both the
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lipids and the peptide the Debye length is assumed to be constant in every point
of the MCA system.
According to eq. (2.5) the strongest interactions in the membrane lattice
correspond to the minimal possible distance between any two lipids d = 0.8 nm.
Similarly, the strongest interaction between a peptide residue and a lipid occurs
when the lipid is located directly underneath the peptide residue, so that the
distance between them is minimal (DH2O = 0.28 nm, see subsection 2.1.2). The
values of the maximal interaction energies between any two particles of the MCA
can be calculated from the eq. (2.5): EPS-PS ' 0.4 kBT, EPS-PIP2 ' 1.6 kBT,
EPIP2-PIP2 ' 6.4 kBT, ELys-PS ' –1.9 kBT and ELys-PIP2 ' –7.6 kBT.
To illustrate how the interaction energy depends on the distance, I calculate

















Figure 2.3: Dependence of the interaction energy of lipids on distance. The
interaction potential, V (q1, q2, x) between any two lipids q1 and q2 at the distance
x lattice nodes, normalized by its maximal value V (q1, q2, 1) at the distance 1
lattice node is shown as a solid black line. Level of the energy corresponding to
the 5% of the maximal value is shown as a black dashed line.
2.1.4 Calculation of ∆E induced by a system change
Lipid movements are implemented by means of Kawasaki algorithm [68]. This
algorithm represents the diffusion of particles in a compact media, where the par-
ticles swap positions during their movements. Each lipid in the model during any
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movement swaps its position with a randomly chosen neighboring lipid. The
energy cost induced by this swap (∆E) is required to be computed by the MC
algorithm. Since, during the interchange of the two lipids, the rest of the system
remains static, the energy cost can be computed by taking into account only
interactions of the moving lipids with the rest of the membrane (instead of com-
puting the interactions of all charged particles in the system with each other).
Moreover, Fig. 2.3 shows that at the distance of >3 lattice nodes between any
two lipids, the energy of interaction of these lipids decreases to less than 5% of
the maximal energy. Thus, one can define a 3-node hexagonal neighborhood of
the moving lipids, where the energy cost induced by the movement is computed,
neglecting the contributions of the lipids lying outside the neighborhood. This is
equivalent to cutting off the potential in eq. (2.5) above ∼3 Debye length. The
lipid neighborhood is shown schematically in Fig. 2.4. I use this neighborhood
in calculations of ∆E induced by the lipid movements.
Figure 2.4: The neighborhood (from [62]) used to calculate ∆E of the lipid
movement is indicated by the solid line. Charged lipids are shown as solid circles.
In simulations the peptide as a complex rigid structure undergoes two types
of movements – translational and rotational. Translational movement is imple-
mented as a displacement of the whole peptide (all five residues) in one out of six
directions, chosen at random. Importantly, if the mobility of the peptide is lower
than that of the membrane lipids, the lipids will perform a fast demixing, result-
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ing in binding of a large number of the negatively charged lipids to the peptide
residues. Lys-5 at relevant biological conditions (25% PS, 75% PC) accumulates
at its residues about 4 negatively charged PS lipids (see section 2.2.1). If the
peptide moved independently from these lipids it would require an energy cost
∆E of about +7.6 kBT. The probability of such a movement to be accepted is
exp(−∆E/kBT ) ≈ 10−3, resulting in effective immobilization of the peptide. In
ternary membranes, containing multivalent PIP2 the energy cost would be even
higher and the peptide immobilization would be stronger. The resulting stale-
mate in the peptide diffusion was previously described in [61]. However, this
phenomenon is known and is called a kinetic trapping. It is usually caused by
strong short-range particle interactions. To overcome kinetic trapping, Whitelam
and Geissler [69] proposed to introduce collective moves to the system. Thus,
instead of the single peptide, the total complex, consisting of the peptide and
lipids bound to it, undergoes the lateral diffusion. In this case the energy cost
corresponding to the peptide movement does not include the energy of breaking
of the peptide-lipid binding. I use this approximation in the MCA. Thus, the
peptide movement in the model is always accompanied by a swapping of lipids
directly bound to peptide residues with neighboring lipids. The energy cost of the
resulting collective movement is then computed (in a similar way, described for
the lipids above) within an asymmetrical neighborhood extended in the direction
of the proposed movement (Fig. 2.5).
Since the peptide structure is projected onto the hexagonal lattice, I choose
a central peptide residue as the best approximation of the center of mass of
the peptide. At every simulation step the peptide undergoes rotation around
the central node by ±60◦, where the sign is chosen randomly. To avoid kinetic
trapping in the case of the peptide rotation, all lipids located in the peptide
hexagon envelope (Fig. 2.5) rotate together with the peptide. The energy cost
related to the rotation is calculated in the symmetric neighborhood area (Fig.
2.5). Interestingly, the necessity of the peptide rotation becomes clear already
at a small fraction of PIP2 in the membrane, as the peptide accumulates a large
negative charge and starts repelling membrane charged lipids. Due to the intrinsic
asymmetry of the peptide structure (3 residues on the one side against 2 residues
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Figure 2.5: The neighborhoods (from [62]) used to calculate ∆E of the peptide
translational and rotational movements are shown by dash-dotted and solid lines,
respectively. Lipids enclosed within the hexagon shown by the dashed line rotate
together with the peptide.
on the other side), its interaction with the membrane lipids is not symmetric.
This asymmetry produces an artificial net force acting on the peptide, making
its motion biased. Thus, although the rotation mechanism described above does
not faithfully represent the corresponding in vivo or in vitro rotation of a real
protein with a PD, it is required for the symmetry of the peptide diffusion.
Note that, since the rotation is discrete, during one rotational step all peptide
residues and some of the lipids in the peptide hexagon envelope are displaced
by 2 lattice nodes with respect to their initial positions, i.e. their movements
are non-local (the displacement is more than 1 node). However, this rotational
movement is only important for the interactions of all particles in the peptide
hexagon envelope with the lipids that are in the vicinity of the envelope (the
peptide nodes and lipids in the hexagon envelope do not change their positions
with respect to it). Since the concentration of lipids around the envelope is almost
undisturbed (see Fig. 2.10), the rotational move does not significantly change the
system configuration. Therefore, I neglect the possible non-Brownian effect that
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can be caused by the non-local moves during the discrete peptide rotation.
The energy cost of the rotational movement is computed (in a similar way,
described for the translational peptide movement above) within an symmetrical
hexagonal neighborhood represented in Fig. 2.5 by a solid line.
2.1.5 MCA implementation
Periodic boundary conditions are imposed on the dynamics of both the lipids
and the peptide. One complete time step of the simulations consists of the fol-
lowing:
1. All charged lipids attempt to move by one node in the membrane lattice,
including those directly underneath the peptide nodes. This mechanism
is implemented using the following procedure. Starting from a randomly
chosen corner of the membrane lattice and moving in a typewriter manner,
all charged lipids are picked and are forced to move;
2. The peptide tries to move by one node in the peptide lattice;
3. The peptide attempts to rotate around its central node;
All simulations are performed using custom written C code on a multiproces-
sor Dell Precision T7400 workstation.
2.1.6 Testing and calibration of the MCA
The MCA described above has been extensively tested and validated to ensure
that it adequately represents the dynamics of the system at hand. The results
are obtained from averaging over several thousand independent realizations. The
averaged values of horizontal and vertical displacements 〈x〉, 〈y〉 and the mean
squared displacement 〈r2〉 are computed for the lipid species. As expected 〈x〉
and 〈y〉 are close to and fluctuate around 0 and 〈r2〉 is directly proportional to
the time of the simulation (〈r2〉 ∼ t). Thus, lipids undergo Brownian diffusion
without drift. The rejection rate of lipid dynamics is also checked for the rele-
vant biological conditions (25% PS and 75% PC) and appeared to be negligible
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suggesting that lipid moves are mostly accepted. The peptide dynamics has been
checked in the same way and has been also proved to be Brownian.
The fact that lipids undergo Brownian diffusion allows one to naturally cal-
ibrate the model. Having a fixed value of lattice spatial resolution I computed
the diffusion coefficient of lipids in the uncharged membrane from the equation
of Brownian law:
〈r2〉 = 4Dt (2.8)
The obtained value is D = 0.3 d2/∆t, where d is the inter-lipid distance and ∆t
is the time of one iteration. Remembering that the distance between two neigh-
boring lipids d = 0.8 nm = 8· 10−4 µm, the diffusion coefficient can be rewritten
in different units: D = 3.2· 10−7 µm2/∆t. Assuming that the typical in vivo lipid
diffusion coefficient is DL = 1 µm
2/s, the “real” time of 1 iteration can be cal-
culated as: ∆t = 0.32 µs. Since the rejection rate of lipid dynamics for relevant
biological conditions is negligibly low no further rescaling of the automaton by
the acceptance rate is needed (as suggested in [70]).
As described in subsection 2.1.5 the frequencies of peptide and lipid transla-
tional moves are equal. This condition automatically defines the maximal achiev-
able diffusion coefficient of the peptide D0 (when all peptide moves are accepted,
i.e. when the system is neutral). As in the lipid case, a suitable experimental
value of D0 can be used to convert the obtained valued of the peptide diffusion co-
efficient into dimensional units. To make the peptide diffusion coefficient smaller
than D0, the frequency of the peptide moves can be manually reduced to the
necessary value, correspondingly slowing down the peptide diffusion.
2.1.7 Limitations of the MCA
It is important to discuss the limitations of the constructed MCA:
1. The model neglects possible hydrodynamic effects beyond the viscous drag.
The viscous drag is naturally determined by scaling the model using exper-
imentally measured lipid and protein diffusion coefficients.
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2. Although Yukawa potential (2.5) faithfully describes interaction of ions in
the electrolyte solution, the model could be improved by using a more
detailed Poisson-Boltzmann approach.
3. Ideally, multi-scale or all-atom simulations can be used to better describe
the membrane dynamics. However, all of these methods would greatly
increase the numerical complexity and, therefore, would require to reduce
the size of the system, making it impossible to obtain the effects described
in this thesis.
Although these limitations are important, I expect that the simulation results,
obtained in the MCA, faithfully describe the membrane dynamics of lipids and
proteins.
2.2 Results
This section summarizes the results obtained in the MCA for the case of
the uniform lipid distributions in the membrane. All membrane concentrations
mentioned in this chapter are fixed, constant and uniform.
2.2.1 Lipid sequestration and demixing
First, I qualitatively measure the electrostatic interactions between the protein
PD and the membrane anionic lipids. Since the PD in the MCA is represented
by Lys-5 peptide, which structure can be projected to the lipid lattice, there are
always 5 nodes in the membrane lattice that are the closest to the Lys-5 basic
residues. The interaction of these residues with underlying lipids is the strongest
compared to the interactions with other lipids. Thus, the underlying lipids locate
in the most preferable positions for interactions. Fig. 2.6, A shows the steady
state probability of these positions being occupied by PS in the case of a binary
PC/PS membrane. In the physiological range of PS concentrations (15-25%) the
peptide basic residues are never fully occupied by monovalent PS lipids. Even at
unrealistically high PS concentrations, the total charge of the peptide (the actual
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Number of PIP  bound to the peptide
Figure 2.6: Probability density functions of lipid association (from [62]) for PS
(A) and PIP2 (B). For all plots in B, the PS fraction is 25%.
charge of the peptide plus the sum of the charges of all lipids in the underlying
positions) remains positive (Fig. 2.8). The situation significantly changes in
the case of a ternary PC/PS/PIP2 membrane (Fig. 2.6, B). Even at a small
concentration (0.5%) about three multivalent PIP2 lipids are associated with the
peptide, making the total charge of the peptide strongly negative, -7 (Fig. 2.8).
I also computed the same occupation probabilities for Lys-6 and Lys-7. The
data (not presented here) shows that on binary PC/PS membrane the occupations
of all three peptides per one peptide residue are almost identical. This suggests
that the peptide residues in the constructed MCA interact with anionic membrane


































Figure 2.7: Average numbers of PS and PIP2 molecules (from [62]) associated































Figure 2.8: Total peptide charge (from [62]) – the charge of the peptide together
with associated lipids.
the results above can be also applicable to a peptide with a variable length.
Second, Fig. 2.7 shows that monovalent PS and multivalent PIP2 lipids effec-
tively compete with each other for the preferable underlying positions underneath
the peptide. At concentrations higher than 0.5% PIP2 lipids practically displace
all monovalent PS lipids from the peptide residues.
Next, I measure the average association times of PS an PIP2 lipids with the
peptide residue (Fig. 2.9). Under the assumption that DL = 1 µm
2/s, the
association time of PS is about 5-10 simulations steps (1-2 µs), which is about 30-
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Figure 2.9: Average peptide association times (from [62]) of PS (A) and PIP2
(B).
50 times shorter than the association time of PIP2. Therefore, one can conclude
that the peptide diffuses mainly together with PIP2 lipids, but not with PS. These
results are in agreement with the experimental data, showing that on the ternary
PS/PIP2/PC membrane, as opposed to the binary PS/PC membrane, the in vitro
diffusion coefficient of Lys-13 is comparable to the one of the PIP2 lipids [31].
Finally, I calculate average lipid probability distributions in the vicinity of the
peptide. I use a square neighborhood with the center located in the position of
the central peptide residue (Fig. 2.10). In the absence of PIP2, monovalent PS
lipids strongly accumulate in between and around peptide residues. However, due
to Debye screening, accumulation profiles do not extend further than 1 lipid node
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Figure 2.10: Lipid demixing caused by the peptide (from [62]). Pseudocolor
represents deviation of the local concentration of PS (A) and PIP2 (B) from the
expected average values indicated in the figure. (A) PIP2 concentration is 0%.
(B) PS concentration is 25%. To produce a smooth concentration field, the true
values were projected from the sparse hexagonal lipid lattice onto a fine square
grid and intermediate values were computed by spline interpolation. Large values
corresponding to the lipid positions located directly underneath the peptide nodes
(solid circles) have been removed to reveal subtle details.
away from the peptide. It is also shown in the figure that the sequestration of
PS lipids by the peptide saturates with the PS concentration. An increase of the
PS concentration higher than 25% does not significantly change its probability
distribution in the vicinity of the peptide. In contrast, PIP2 probability distribu-
tions in the ternary PC/PS/PIP2 membrane have reversed profiles. As expected,
PIP2 lipids quickly accumulate in the preferable positions underneath the peptide
residues. Since the repulsion between two PIP2 lipids by far overcompensate the
attraction to the peptide residues (see subsection 2.1.3), the rest of PIP2 lipids
cannot accumulate in the peptide vicinity. In fact, free PIP2 lipids are almost
never found between the peptide nodes. A similar depletion effect (to a lesser
extent) is also observed for the PS lipids in the ternary membrane.
The results shown in this chapter indicate that membrane lipids undergo
lateral demixing and are sequestered by the peptide basic residues. However,
I also measured the relative values of the lipid enrichment on the peptide, i.e.
the ratio between the number of lipids found in the membrane area perturbed
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by the peptide and the number of lipids that would be found in the same area
in the absence of the peptide. Using a symmetric hexagonal neighborhood (37
nodes) of the central peptide residue and the data presented in Fig. 2.10, I
obtain the following values of the relative enrichment: at the concentration of
1% in the ternary membrane, PIP2 are enriched by about ∼10-fold, whereas PS
lipids at 35% concentration in the binary membrane are enriched only by about
1.26. Thus, the peptide mainly sequesters PIP2 lipids, but not PS. These results
are in agreement with previously reported experimental data [22,31,32].
2.2.2 Peptide diffusion on the uniform membrane
Having described the lipid demixing effect and obtained an agreement with
experimental data, I then measured the peptide lateral diffusion coefficients on
different (uniform) membrane compositions. In the case of the binary PC/PS
membrane, Fig. 2.11, A shows that there is no systematic variation of the peptide
diffusion coefficient in a broad range of PS concentrations (10-30%). These results
are in agreement with earlier data [31] and are not surprising, since the peptide
only weakly interacts with monovalent PS lipids. However, a small reduction of
the peptide diffusion coefficient from its maximal value D0 to a reduced value
D′ ≈ 0.86D0 is seen between 0% and 10% of PS. A similar weak reduction was
also theoretically observed earlier [61]. This effect can be a consequence of the
formation of a lipid shell in the vicinity of the peptide due to the rapid lipid
demixing (Fig. 2.10, A). The effective friction associated with the lipid shell can
potentially reduce the peptide diffusion coefficient.
Fig. 2.11, B shows the dependence of the peptide diffusion coefficient on PIP2
concentration. Clearly, PIP2 lipids, even at a small membrane concentration,
significantly reduce the peptide lateral dynamics. This behavior can potentially
be explained by the following independent arguments.
First, upon the sequestration of PIP2 lipids the total charge of the peptide-
lipid complex becomes strongly negative (see Fig. 2.8). The diffusion of the com-
plex in the membrane can be compared with the diffusion of a strongly negatively























Figure 2.11: Dependence of the peptide diffusion coefficient on the concentration
of PS (A) and PIP2 (B) (from [62]). All simulations in B were performed with 25%
of PS; therefore, at 0% of PIP2, the peptide diffusion coefficient, D
′, is already
< D0.
particles (PIP2). Due to the Debye screening, Coulombic repulsion between the
particles becomes a finite-radius interaction, which can be approximated by the









where D∗ is the reduced diffusion coefficient, η is the viscosity of the solution,
and φ is the molar fraction of hard spheres. If one assumes that φ is directly
proportional to PIP2 membrane fraction, then it is possible to fit the simulation
data of the peptide diffusion coefficient by the analytical function obtained from
eq. (2.9) (see Fig. 2.11, B).
Second, Fig. 2.10, B shows that the size of the PIP2 lipid shell increases
together with PIP2 concentration. The increase of the effective friction associated
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Discrete modeling of the dynamics on the spatially
non-uniform membrane
The work presented in this chapter has been published in the paper of Kiselev
et al. [62] and has been done by me, except the sections where the work of other
authors is explicitly mentioned.
In the previous chapter the peptide lateral dynamics on the uniform membrane
was considered. However, the cell membrane is a medium with the ever chang-
ing composition. Recent experimental data indicate that various lipid-modifying
enzymes can be rapidly recruited and activated on the membrane [71, 72]. Lipid
kinases, phosphatases, and some phospholipases alter the lipid charge by adding
or removing phosphate groups or using other specific mechanisms. For instance,
the monovalent phosphatidic acid (PA) can be produced from the neutral PC lipid
by the action of the phospholipase D [73, 74]. PIP2 can be rapidly produced by
phosphatidylinositol 4-phosphate 5-kinase (PIP5K) by phosphorylation of PI(4)P
lipid in a large number of cell signaling events [75, 76]. Constant production of
the negatively charged lipids on the membrane can generate a gradient of these
lipids in the vicinity of the lipid producing enzyme. As a consequence, the as-
sociated gradients of the surface charge can generate a temporary electrostatic
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potential along the membrane. Since the PDs are located in the closest vicinity of
the membrane [27], presumably, they can perceive and respond to the changes in
the electrostatic potential. To test this hypothesis, I modified the original MCA
by introducing a gradient of the negatively charged monovalent lipids along the
membrane width. Particularly, to create a stable gradient, charged lipids are in-
serted periodically on the left boundary and removed from the lattice once they
approach the right boundary. After a large number of iterations (at least 20000)
when the gradient becomes stable, the peptide is inserted into the middle of the
lattice and its lateral displacement is monitored. Note, that the concentration
of the monovalent lipids in the middle of the membrane lattice depends on the
value of the lipid gradient, consequently changing the electrostatic properties of
the PD (the averaged occupation by monovalent lipids, the peptide total charge
etc.). To achieve the constant concentration of monovalent lipids at the lattice
center with varying values of the gradient, I introduced two lipid species with the
same charge (-1) but distinct boundary conditions. The gradient was generated in
the spatial distribution of one species, whereas the other exhibited homogeneous
distribution owing to the periodic boundary conditions.
At the time of the peptide insertion into the membrane lattice in the MCA the
lipid dynamics is already at the steady state, i.e. the sum of all lipid fluxes at any
point of the lattice on average equals 0. Thus, I neglect possible hydrodynamic
effects in the peptide diffusion, caused by the lipid fluxes on the membrane.
3.1 Analytical estimation of the PD drift
To analyze the hypothesis of the PD response to the gradient of the electro-
static potential I use a mean-field continuous estimation of the peptide velocity,
derived by Davide Marenduzzo. He considers a continuous distribution of lipids,
described by a density field ρ(~r), in the piece of the membrane with the character-
istic size Ld  lp (lp is the characteristic peptide size). The peptide is located at
~r∗ and interacts with negatively charged membrane lipids according to eq. (2.5).
The total interaction potential between the peptide and all membrane lipids can
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where the sum over all discrete lipid positions is approximated by the integral
over the surface, q is a charge of a single lipid, Z is the peptide charge. The
peptide will experience the force created by the gradient of the potential (3.1):




If ρ(~r) has a gradient on the membrane, substitution of eq. (3.1) to eq. (3.2)
yields:







If the gradient of the lipid density is constant, i.e. if ~∇ρ(~r∗ + ~r) ≡ ~∇ρ(~r∗),
then it can be taken out of the integral in eq. (3.3), providing the following:








Transforming to the polar coordinates, one can obtain:












Since the last integral in (3.5) equals to λ, the final equation for the force,
acting on the peptide, will have the following form:
~f(~r∗) = − Zq
2εε0
λ ~∇ρ(~r∗) (3.6)
Using Stokes-Einstein’s relation, one can express the velocity of the peptide









where Dp is the peptide diffusion coefficient and kB is the Boltzmann’s constant.
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which represents the distance at which two ions with elementary charges interact




Eq. (3.9) shows that in the mean-field approximation, when fluctuations of
lipid density can be neglected, the charged peptide experiences a directional drift
along the gradient of the lipid concentration with a constant velocity. The velocity
of the drift is directly proportional to the peptide charge Z, its diffusion coefficient
Dp, Debye length λ, the lipid charge q and the value of the lipid gradient ~∇ρ(~r∗)
at position ~r∗.
3.2 Influence of the membrane hydrophobic core
on the peptide drift
The calculations, shown in this section, are done by Davide Marenduzzo.
In section 3.1 the velocity of the peptide on the gradient of anionic lipids was
derived without considering of the membrane hydrophobic core. However, due to
hydrophobic properties of lipid tails the dielectric constant in the membrane core
can be negligible compared to the one in the cytoplasm. This discontinuity of
the dielectric constant at the membrane-water interface changes the nature of in-
teraction between charged particles located close to this interface. To investigate
how such a refinement impact on the results for the drift velocity of the peptide
in a lipid gradient (eq. (3.9)) one can follow the approach developed by Tzlil [30]
on the basis of the original work by Netz [77]. Within this framework the elec-
trostatic potential (2.5) is modified to account for the presence of the membrane
hydrophobic core (the potential is calculated for the metallic half-space with neg-
ligible dielectric constant under the assumption of a finite dielectric constant in
35











where q and q′ are the charges of the interacting particles, λ is the Debye length,
z and z′ are the distances of the two charges q and q′ from the membrane-water
interface.
To estimate the distances z and z′, one can use a recently calculated distances
between the membrane-water interface and the charged headgroups of phospho-
lipids [78]. In agreement with the previously published data, these distances are
shown to be approximately 1 nm. Given the geometry of the MCA, z and z′ are
approximately equal and are both on the order of one Debye length (λ ≈ 1 nm).





























Since the integration of the second term in the integral (3.12) can still be
analytically performed, the corrected expression of the peptide drift velocity (3.9)
will have the following form:
~v = −2πZq
e2
lBλDp~∇ρ(~r∗)(1 + e−2z/λ) (3.13)
Eq. (3.13) contains the additional term (1+ e−2z/λ), compared to the original
expression of the peptide velocity (3.9). The maximum value of this term is
2, corresponding to the situation when interacting charges are located directly
on the membrane-water interface. However, under the assumption z = z′ = 1
nm, described above, the correction (1 + e−2z/λ) is rather small (about 14%) and
therefore does not significantly change the results obtained by eq. (3.9).
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3.3 Peptide effective charge
Due to the lipid demixing effect (see subsection 2.2.1) the nature of the pep-
tide charge Z, introduced in the eq. (3.9) for the peptide drift velocity, can
be complicated. Indeed, the intrinsic charge of the peptide is always constant
and equals +5. However, upon lipid demixing and consequent sequestration the
introduced total peptide charge (see Fig. 2.8) can be significantly smaller and
even become strongly negative (in the presence of PIP2). Since in the MCA the
peptide diffuses together with negatively charged lipids that are located directly
underneath the peptide residues (according to the model assumption), the re-
duction of the total peptide charge should be reflected by Z. Moreover, due to
the specific mechanism of the lipid moves (Kawasaki step, see subsection 2.1.4),
the associated current of lipids, created by the peptide diffusion, in the direction
opposite to the peptide drift should also be taken into account.
To include all translocating charges in Z, one should consider one peptide
movement in details. I consider a binary PC/PS membrane and describe the
peptide movement with respect to one peptide residue with the intrinsic charge
+1. As the molar fraction of PS lipid, ρ, grows from 0% to 100%, the total charge
of the residue decreases from +1 to 0, as shown by the dashed line in Fig. 3.1, B.
If the probability of the peptide residue being associated with PS is p(ρ) then the
total residue charge is 1− p(ρ). I denote the initial position of the residue before
the movement as “old” and the final position of the residue after the movement
as “new”. Before the move the “new” position is occupied by PS lipid with the
probability ρ and the peptide residue in the “old” position is bound to a PS lipid
with the probability p(ρ). One can also assume that these two random events
are independent of each other and thus mutual probabilities can be calculated as
products of corresponding event probabilities. If the peptide residue is originally
bound to a PS lipid, the movement of the residue is associated with the dragging
of this lipid resulting in the Kawasaki “swap” with the lipid located in the “new”
position. There are four possible scenarios of moving from the “old” to the “new”
position (Fig. 3.1, A):
1. The peptide residue is bound to PS and the “new” position is also occupied
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Figure 3.1: Characteristic peptide charges (from [62]). The value of the effective
charge Z in eq. (3.9) that translocates during the drift of the peptide is a weak
function of the local PS concentration. (A) The four possible elementary trans-
lational moves of a peptide node (shown by thick line) projected onto the lipid
lattice. Solid circle within the lipid lattice node represents a PS lipid. (B) The
value predicted by eq. (3.14) (solid line) is compared to the simulation results
(open circles). The total charge of the peptide together with the associated lipids
is shown by the dashed line.
by a charged PS lipid. In this case, the effective translocating charge is
Z1 = +1 (the charge of the residue) and it occurs with the probability
P1 = p(ρ) · ρ;
2. The peptide residue is bound to PS and the “new” position is occupied by
a neutral PC lipid. In this case, the effective translocating charge is Z2 = 0
(the charge of the residue plus the charge of the PS lipid) and it occurs with
the probability P2 = p(ρ) · (1− ρ);
3. The peptide residue is free of a PS lipid and the “new” position is occupied
by a charged PS lipid. In this case, the effective translocating charge is
Z3 = +1 (the charge of the residue) and it occurs with the probability
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P3 = (1− p(ρ)) · ρ;
4. The peptide residue is free of a PS lipid and the “new” position is occupied
by a neutral PC lipid. In this case, the effective translocating charge is
Z4 = +1 (the charge of the residue) and it occurs with the probability
P4 = (1− p(ρ)) · (1− ρ);
Thus, the average value of the effective translocating charge per one peptide
residue is:
Z(ρ) = 〈Zi〉 =
4∑
i=1
ZiPi = 1− p(ρ) + p(ρ) · ρ (3.14)
Note that p(ρ) can be calculated from the steady state probability density
functions of PS lipids, shown in Fig. 2.6, A. The function (3.14) is represented
by the solid line in Fig. 3.1, B, in comparison with the simulation data (open
circles).
Interestingly, eq. (3.14) suggests that in the broad and physiologically rele-
vant range of the concentration of monovalent PS lipids (10–50%), the effective
translocating charge associated with the peptide diffusion does not change sig-
nificantly and equals to +0.5±0.05 (per peptide residue). Surprisingly, since the
effective charge Z does not depend on the concentration of the monovalent lipid,
the velocity of the peptide according to the eq. (3.9) remains approximately
constant, while the peptide drifts along the lipid gradient.
3.4 Results
Having derived the peptide drift velocity analytically using the mean-field
approximation (eq. (3.9)) I compared it with the results of the MCA (Fig. 3.2).
In a good agreement with eqs. (3.9) and (3.14), in the MCA the peptide drifts
in the direction opposite to the lipid gradient with the velocity approximately
proportional to Dp, λ and ~∇ρ(~r∗).
However, to achieve the best fit between the simulation data and eq. (3.9) an
empirical prefactor 0.353 (the velocity obtained in the simulations is smaller),
identified with the least mean-square method, is required. Presumably, this
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Figure 3.2: Peptide drift in the gradient of a monovalent lipid (from [62]). De-
pendence of the peptide velocity on the peptide diffusion coefficient (A), Debye
length (B) and the magnitude of the lipid gradient (C). Simulation results (solid
circles) are compared with the values predicted by eq. (3.9) (open circles). In
(A), D0 is as defined in subsection 2.1.6. When not otherwise shown in the figure,
the peptide diffusion coefficient is 0.2D0 and the lipid gradient is 0.6%/nm.
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velocity reduction is due to the effective friction associated with the lipid shell
(forming only in the MCA). The details of the effective friction effect are described
in the Appendix A.
To further validate the MCA, I also varied the charge of the peptide residues in
the non-physiological range between +0.5 and +2.5. The resulting structure does
not represent electrostatic properties of the Lys-5 peptide. However, as shown in
Fig. 3.3, the peptide velocities observed in the MCA are in agreement with the
prediction of eq. (3.9). In these simulations the effective charge Z is computed
for each value of the residue charge from the MCA and then substituted into eq.
(3.9).













Figure 3.3: Peptide drift in the gradient of a monovalent lipid (from [62]). Depen-
dence of the peptide velocity on the peptide residue charge. The peptide diffusion
coefficient and the lipid gradient are 0.2D0 and 0.6%/nm, respectively. Simula-
tion results (filled circles) are compared to the values predicted by eq. (3.9) (open
circles).
Together with the results presented in Fig. 3.2, this demonstrates that the
peptide drift observed in the MCA is fully consistent with the independently
derived analytical eqs. (3.9) and (3.14).
Moreover, an additional validation of the MCA by comparison with another
simulation technique has been performed (see Appendix B).
As mentioned above the MCA reproduces only about 30% of the velocity
predicted by eq. (3.9), however, at the relevant biological conditions the value of
the velocity obtained in the MCA is significant. For instance, at Dp = 0.17D0
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Figure 3.4: Peptide drift in the gradient of a monovalent lipid with a constant
PIP2 concentration (from [62]). Dependence of the peptide velocity on the PIP2
concentration. The peptide diffusion coefficient is 0.2D0 and the PS lipid gradient
is 0.6%/nm.
(if D0 = 1 µm
2/s), Debye length λ = 1 nm and the gradient value 0.3 %/nm the
expected velocity value is about 3 µm/s.
Addition of a small concentration of PIP2 lipids to the membrane with a gra-
dient of PS lipids has an interesting effect on the peptide dynamics. Fig. 3.4
shows that in the absence of PIP2, as expected, the peptide drifts preferably to
the area of a high PS density. However, upon addition of the negligible concentra-
tion of PIP2 (∼0.1%), the peptide becomes effectively electro-neutral and shows
no systematic drift in either direction. Upon further addition of PIP2 the peptide
starts drifting in the opposite direction. Thus, PIP2 lipids significantly change
the peptide response to the PS gradient. This effect can be explained by the
changes in the total peptide charge at different PIP2 concentrations. As shown
in Fig. 2.7 and Fig. 2.8, in the physiologically relevant PIP2 range (0–1%), the
number of molecules of PIP2 that are bound to the peptide and, consequently,
the total peptide charge change very steeply with the average PIP2 concentra-
tion. Therefore, even a small change in the total membrane PIP2 content, e.g.
due to signal-induced production or degradation, could drastically change the
microenvironment and the dynamics of proteins with polybasic domains.
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CHAPTER 4
Continuous modeling of the membrane dynamics
The stochastic approach to the biophysical systems described in the previous
chapters (Monte-Carlo simulations), due to a significant computational cost, can
only be used when the number of particles N , involved in the simulation, is low.
Moreover, to faithfully describe the system evolution it is necessary to take into
account the interactions of all particles with each other. This detailed description
does not allow to significantly increase the size of the system. As shown in the
previous chapters, it is only possible to simulate the system behavior at the nano-
scale. To simulate an evolution of the system at scales of several micrometers one
has to turn to another modeling approximation which is computationally suitable
for systems of this size. One particularly effective and commonly used approach
is the continuous deterministic framework, which has been extensively used in
earlier studies of membrane dynamics [34,61]. This framework is only applicable
to systems with a large number of particles N (comparable to NA = 6.02· 1023
1/mol). The concentration of particles in such a system can be approximated
by a continuous function. The behavior of this function is governed by initial
conditions, system parameters and by a differential equation. Since the solu-
tion of any differential equation with fixed parameters is always determined by
initial conditions, the framework is deterministic. The continuous deterministic
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approach is very fast and computationally efficient, allowing one to work at big
(micrometer) scales. The system of differential equations, which describes the
behavior of all system components, can be derived from a stochastic description
of the same system in the continuous (mean-field) limit, i.e. when N becomes






To extend the model of peptide-membrane dynamics to larger scales I will use
such a continuous deterministic approach. Below I describe how the continuous
model (CM abbreviation is used throughout the text) of the system is constructed
and implemented.
4.1 Membrane model
The peptide-membrane system is defined in the same way as in the MCA
(chapter 2), except three major modifications. First, I assume that the lipids
and the peptides diffuse in the same plane (membrane plane hereafter). This
simplification is sensible due to the fact that in the mean-field approximation the
particles can be infinitely close to each other. Second, instead of a single peptide,
there is a large number of peptides in the CM, diffusing in the membrane plane.
Finally, the membrane plane is not discretized as it was in the MCA, instead
the number of lipids and peptides at any point of the plane is defined by their
concentrations.
4.1.1 Membrane plane in the absence of peptides
First, I begin the construction of the CM with a description of the membrane
plane in the absence of peptides. In this case the membrane plane consists of
lipid head groups of 3 lipid species (PS, PIP2 and PC) with corresponding con-
centrations ci (i ∈ [1, 3]) and charges zi. The cytoplasmic solution is chosen to be
the same as was used in the MCA: 0.1 M of 1:1 electrolyte with concentrations
of positive and negative ions n+ and n−, correspondingly. The concentrations
of lipids and mobile ions are smooth functions of distance ~r in a 2D space and
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they are defined in every point of the membrane plane. The behavior of these
functions is described by a system of differential equations. The equations are
usually dictated by physical properties of the system. In order to derive them
I use a universal thermodynamical approach. In this approach a free energy
F of a closed system is introduced, which measures a “useful” work obtainable
from the system at constant temperature and volume. I assume that the system
has a constant volume and is in thermodynamic equilibrium with a heat bath
at absolute temperature T = 298 K. To obtain the mean-field approximation of
the system one has to minimize F [79]. Minimization of F provides important
thermodynamical characteristics of the system, such as electro-chemical poten-
tials and distributions of system components. Based on these characteristics one
can derive a system of differential equations, which describes the behavior of all
components.
4.1.2 Free energy
I start with the definition of a free energy. In thermodynamics a free energy
(or Helmholtz free energy) of a closed system at temperature T and volume V is
defined as follows:
F = U − TS (4.1)
where U is the internal energy of the system, T is the absolute temperature (in
Kelvin) and S is the entropy of the system. Alternatively, the free energy can be








where u and s are an internal energy density and an entropy density, correspond-
ingly. In contrast to the free energy F , the free energy density f is not an integral
characteristics of the whole system, but instead it is defined at every point ~r of
the membrane. I will use f for deriving an expression of the free energy F .
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4.1.3 Entropy density
I begin a detailed description of the free energy (4.2) with the definition of
the entropy (or entropy density). Entropy density is an essential property of any
system and it reflects the number of ways in which a system may be arranged.
Alternatively, it is a measure of disorder in the system. In order to find an
analytical expression of the entropy density I use a statistical mechanics approach.
Statistical mechanics describes properties of particle ensembles under different
conditions. To analyze the ensemble properties statistical mechanics provides
a powerful tool: a partition function. The partition function is introduced to
describe thermodynamic properties of a system in equilibrium. The key feature
of the partition function is that most of thermodynamic properties of the system,
such as the internal energy U , the free energy F or the entropy S can be expressed
in terms of the partition function or its derivatives. To derive an expression of the






where p and q are momenta and coordinates of particles in the ensemble, N is the
total number of particles in the ensemble, Ĥ is a Hamiltonian of the ensemble, h
is a constant of the dimension of momentum×distance (Planck’s constant) and
β = 1/(kBT ), kB is the Boltzmann’s constant.
The partition function shows the volume in (p, q) space, occupied by the en-
semble. The pre-exponent term in eq. (4.3) defines the total number of states in
(p, q) space, available for the ensemble to occupy. 1/N ! factor in this term is the
so-called “correct Boltzmann counting” factor. It was introduced by Gibb’s to
resolve Gibb’s paradox. The paradox refers to the fact that without this factor
in the partition function, the entropy of a closed system of two indistinguishable
ideal gases decreases, which is in disagreement with the second law of thermody-
namics.
The Hamiltonian Ĥ is, by definition, a total energy of the ensemble. It is
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To define the analytical expression of the entropy density s I use eq. (4.3)
and the definition of the entropy:
S = kB log(ZN) (4.5)
It is only possible to analytically compute S using eq. (4.5) if one neglects the
potential energy (in the membrane plane I consider only electrostatic interactions
between system particles) in the Hamiltonian Ĥ. In this case the computed en-
tropy is the translational entropy of an ideal gas of particles. This approximation
is necessary due to the complications appearing in the exact calculations of the
potential energy contributions to the partition function. This simplification in
computing the entropy of a charged solution has been used in many other works
and has been extensively validated [34, 35, 61]. Note that other approximations
can be used to account for this issue [81].






















































V N0 N !
(4.6)








, λr is the thermal de
Broglie wavelength and V is a physical volume occupied by the ensemble. Note
that the kinetic energy of particles in the Hamiltonian Ĥ contributes only as a
constant V0 and does not provide any concentration dependence to the entropy.
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Substituting eq. (4.6) in the entropy equation (4.5) one can obtain:
S = kB log
( V N
V N0 N !
)
(4.7)
After rearranging the expression under the logarithm in eq. (4.7), the entropy













Application of the Stirling’s approximation for large N (logN ! = N logN −


























So that (4.9) is equivalent to:
s = −kB(ρ log(ρV0)− ρ) (4.10)
where ρ is a concentration of particles of the ensemble (in 1/m3 units).
Eq. (4.10) provides an expression of the translational entropy density of the
ensemble, which can be used to define a translation entropy density of each species
in the membrane plane. Notice also that entropy is an extensive quantity [82],
which means that the total entropy of the system is the sum of the entropies of
all species. Thus, for the membrane plane under consideration, consisting of 3









4.1.4 Internal energy density
The second term in the right hand side of the free energy F (4.2) is the
internal energy density u. By definition, u is an average total energy density of
the ensemble, consisting of the average kinetic and the average potential energy
densities. Since for the membrane plane the kinetic energy density is already
included in the entropy density s (see subsection 4.1.3), in u I consider only
the contribution of the potential energy density. However, as described above
(subsection 4.1.3), an exact analytical expression of the potential energy density
cannot be obtained. To be able to calculate it, the mean-field approximation can
be used [80]. In the mean field approximation particles do not interact directly
with each other, instead each of them interacts with a mean potential field created
by others. The potential is always defined up to a constant, therefore I assume
that the value of the potential is 0 in the infinity.
By definition, in the mean field approximation the main part of the internal
energy density u of a static electrical system, consisting of identical ions with
charges q and the concentration ρ, is defined as a work, required to bring these
ions from the infinity to given points, and can be written as: u = qρφ, where φ
is a value of the electrostatic potential at the given point.





where e is the electron charge, then the work u can be rewritten as:
u = kBTzρψ (4.13)
where z is the valence of ions.
If one applies the mean field approximation to calculate the internal energy












The first term in eq. (4.14) is the work (4.13) required to bring charged
lipids and ions from the infinity to a given point of the membrane. The second
additional term is the self-energy of the electric field (interaction of an ion with
its own field [83]), ε is the dielectric constant of the solution. The last two terms
couple the system to the bulk reservoir and represent energy contributions from
chemical potentials (µ+ and µ−) of positive and negative ions [84].
After substituting the expression for the electrostatic potential φ (4.12) to the












Lipid species perform diffusion in the membrane plane. The total concentra-
tion of the membrane at any point equals the sum of concentrations of all lipid
species. Since lipids are tightly packed in the membrane, natural total membrane
concentrations is approximately constant at any membrane point:
3∑
i=1
ci = Cm (4.16)
where Cm is the total membrane concentration.
To include this constraint in the model I introduce a term with a Lagrange
multiplier to the free energy. It is a general approach for finding the maxima
and the minima of a function with a constraint. The Lagrange multiplier α is a
function of coordinates ~r. The term with α has the following form (similar to the









Thus, combining eqs. (4.2), (4.11), (4.15) and (4.17) one can explicitly define
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F can be then used to derive differential equations describing the dynamics
of system components in the mean-field approximation.
4.1.6 Minimization of the free energy
The membrane plane consists of five components: three lipid species and two
types of mobile ions. Any configuration of these molecules instantly creates the
electrostatic potential in the system. However, the responses of these components
to the changes in the electrostatic potential are not always instant. Lipid species
are generally slow (due to the membrane packing) and their response time to any
change in the electrostatic potential is much longer than the response time of mo-
bile ions (they freely diffuse in the cytoplasm). Thus, it is sensible to assume that
mobile ions are always equilibrated with the electrostatic potential. To require
the minimum of the free energy to be achieved at all times of the dynamics, the
free energy should be minimized with respect to the fastest variables – mobile ion
concentrations and the electrostatic potential. Such a minimization provides the
distributions of mobile ion concentrations and the equation for the electrostatic
potential.
Minimization of the free energy with respect to any variable is equivalent to
taking a functional derivative of F over this variable and making it equal to 0.


















Minimization of F (4.18) with respect to ψ thus leads to:
( 3∑
i=1





~∇2ψ = 0 (4.21)
This is equivalent to Poisson equation for the electrostatic potential:





zici + n+ − n−
)
(4.22)
Minimization of F (4.18) with respect to concentrations of mobile ions n+ and
n− provides:
log (n+V0) + ψ − µ+ = 0
log (n−V0)− ψ − µ− = 0 (4.23)






where n′± are constants.
I assume that concentrations of both types of mobile ions in the bulk cyto-
plasm are n0. If electrostatic potential ψ at the infinity is chosen to be 0, then at
the infinity constants n′± are equal to n0 (see eq. (4.24) with ψ = 0). Thus ion





The Poisson equation (4.22), which I derived by the minimization of the free
energy functional, can be also derived using Gauss’s law [86]. Gauss’s law relates
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the distribution of electric charge to the resulting electric field. In SI units Gauss’s




where ~∇.~E is the divergence of the electric field ~E, ρ is the charge density, ε is
the dielectric constant of the solution and ε0 is the vacuum permittivity. Taking
into account that by definition ~E = −~∇φ, where φ is the electrostatic potential,
recalling ρ = eNA(
∑3
i=1 zici + n+ − n−), where e is the electron charge, concen-
trations ci and n± are in M units and using eq. (4.12), eq. (4.26) will take the
form:





zici + n+ − n−
)
(4.27)
Notice that eq. (4.27) is equivalent to eq. (4.22) if one converts the latter
from CGSE to SI units and presents concentrations in M.
Concentrations n+ and n− are distributed according to Boltzmann distribu-

























is the Debye length of the cytoplasmic solution with ionic






i and in the membrane
model system I = n0+n0
2
). Since the cytoplasm is assumed to be a 0.1 M of 1:1
electrolyte solution its Debye length λ = 1 nm. Note that the same Debye length
is used in the MCA. Eq. (4.29) is known as the Poisson-Boltzmann equation.
4.1.8 Lipid dynamics equations
Having obtained the equations describing changes in n+, n− (4.25) and in ψ
(4.29), in this section I derive the equations for the membrane lipids ci. Since the
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membrane lipids are slower than equilibrated mobile ions, the equations describ-
ing changes in lipid concentrations should be dynamic, i.e. should contain a time
derivative. To find these equations I first derive the electrochemical potentials








where Ni is the number of lipid species of type i, and µ
0
i is the standard chemical
potential of the ith membrane lipid species. Substituting the free energy F (4.18)







+ log(ciV0) + ziψ − α (4.31)
Generally, the electrochemical potential (4.31) is derived for an equilibrium
state of the system. I assume that (4.31) is also valid at a transient system state
while the system evolves to the equilibrium steady state. The gradient of the






+ zi~∇ψ − ~∇α (4.32)
I also assume that the flux of any lipid species depends only on the gradient




= −Di(~∇ci + zici~∇ψ − ci~∇α) (4.33)
where Di is a diffusion coefficient of the i
th lipid species.
The Lagrange multiplier α should be computed by applying the same con-




+ ~∇.~Ji = 0 (4.34)
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one can find that the constraint (4.16) is equivalent to:
3∑
i=1
~Ji = const (4.35)
Since the sum of the fluxes at infinity should be equal to 0, I define the









Note that in some cases α cannot be explicitly found from (4.36), however,
only ~∇α is needed in the flux definition (4.33).
Combining eqs. (4.33), (4.36) for a flux and Lagrange multiplier and continu-
ity eq. (4.34) one can obtain an equation describing the dynamics of the ith lipid





































Note that any diffusion coefficient in eq. (4.38) can be a function of the
lipid concentration ci. The system of equations (4.38) completely describes the
dynamics of lipids within a cytoplasmic ionic solution. Electrostatic potential
can be calculated separately from eq. (4.29).
4.1.9 Comparison with Poisson-Botzmann-Nernst-Planck
model
At small concentrations (ci  Cm) negatively charged lipids in the membrane
do not influence each others dynamics. Similarly, in the case of a binary PC/PS
membrane, when only PS diffusion is considered explicitly (equivalent to the lipid
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diffusion in the MCA), the dynamics of PS is not constrained. In these two cases
it can be assumed that lipids diffuse freely without satisfying the condition of the
membrane incompressibility (4.16). Mathematically it means that the Lagrange
multiplier α equals 0. Thus, the general equation of lipid dynamics (4.38) (coupled
with Poisson-Boltzmann equation (4.29)) transforms to:
∂ci
∂t









The system of equations (4.39) has the form of the Poisson-Boltzmann-Nernst-
Planck (PBNP) system of equations [88]. It usually applies to the diffusion of
ions in the electrolyte solution and it does not contain any cross-diffusion terms,
i.e. the diffusion of a given lipid species in the system does not depend on the con-
centrations of others. In this sense the system of equations (4.38) is an extension
of PBNP to a multicomponent system with non-negligible “solute” concentra-
tions. Similar effects of the complication of PBNP due to system constraints are
described in [89] and in [90]. Simplicity of the system (4.39) makes it possible to
solve it numerically using known computational techniques (see section 5.3).
4.1.10 Lipid production and degradation
To create a heterogeneous distribution of negatively charged lipids (lipid gra-
dients), similar to the gradient system used in the MCA, I introduce a production
and a degradation of negatively charged lipids to the CM by means of chemical
reactions. These reactions are implemented as an interconversion of one lipid
species (charged/uncharged) to another (uncharged/charged), making the abso-





where “+” corresponds to the production, and “-” corresponds to the degradation.
Constant kl (lipid interconversion intensity, LII, hereafter) can be defined by
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comparison of the gradient value in the CM with the results obtained in the MCA.
The gradients in the CM are maintained by the presence of sources and sinks of
lipids on the membrane (see chapter 5.2).
4.2 Peptide species
After describing the membrane plane in the absence of the peptides, in this
chapter I introduce peptide species to the system, add their contributions to
the free energy and derive the differential equations of their dynamics on the
membrane.
To define the peptide species I use the results of the MCA. They show (Fig.
2.10) that the membrane lipids demix and accumulate in the vicinity of a peptide,
significantly changing its intrinsic (+5) charge. To introduce the mechanism of
lipid accumulation on the peptide in the continuous limit I use a concept of
peptide-lipid complexes (PLC hereafter). A PLC is a complex, consisting of a
peptide and several lipids bound to it. Since there are 2 types of negatively
charged lipids (PS and PIP2) in the membrane plane and the number of lipids
bound to the peptide is restricted to be less or equal 5, there can be 21 PLCs
in the system. I will use the following notation throughout the text: pi,j is a
concentration of an (i, j) complex, where i is the number of PIP2 lipids and j is
the number of PS lipids bound to the peptide (see Fig. 4.1). Similar to the MCA
the total charge of a PLC is defined as (see subsection 2.2.1): zi,j = z0,0 +
∑
k zk,
where z0,0 is the intrinsic (+5) peptide charge and
∑
k zk is the total charge of
lipids in the PLC.
It was hypothesized that any transition between PLCs in Fig. 4.1 can be de-
scribed by a kinetic equation (see (4.41)–(4.46)). This assumption can be tested
by constructing a system of kinetic equations between PLCs and validating its
results against the MCA simulation data. I will call a transition between two
complexes as a peptide transition reaction (equivalent to an ionic reaction in
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Figure 4.1: Transitions between the peptide complexes pi,j (black arrows) and
their total charge (in red), depending on the number of PS and PIP2 bound to
the peptide.
4.2.1 Peptide transition reactions on binary membranes
As a simple case let us consider peptide transition reactions on binary mem-
branes, consisting only of neutral PC and monovalent PS lipids (first row in Fig.
4.1). In this case the peptides can only sequester PS lipids and their charges
vary from +5 to 0. One can distinguish between 6 different PLCs: p0,0, p0,1,
p0,2, p0,3, p0,4, p0,5. Since I describe a transition between two complexes by a
kinetic equation, one can define kinetic constants that determine the rate of the
transition. Let ki,j be an association constant of PS with pi,j PLC and hi,j be a
dissociation constant of PS from pi,j PLC. Based on the diagram in Fig. 4.1 one
can write a system of equations that describes peptide transition reactions on a

























= k0,4 · p0,4 · c1 − h0,5 · p0,5 (4.46)
4.2.2 Limitations of the peptide transition model
If the concentration of PLCs is comparable with the concentration of lipids
(c1 ∼ p0,j) in the membrane then the following statements should be taken into
account:
1. Sequestration of lipids on PLCs changes the concentration of free membrane







h0,j · p0,j −
4∑
j=0
k0,j · p0,j · c1 (4.47)
Thus, Rl1 should be added to the lipid diffusion equation (4.38).
2. Since the PLCs consist of both peptide and lipids, their concentrations
should be explicitly added to the membrane incompressibility restriction
(4.16), to account for the lipids belonging to the PLCs.
However, if one assumes that the concentration of PLCs is much smaller than
the concentration of PS:
c1  p0,j (4.48)
then peptide transition reactions do not significantly change the PS concentration
and, therefore, the concentration of monovalent PS lipids is constant during the
time of equilibration of peptide transition reactions:
c1 = const (4.49)
59
In turn, if eq. (4.49) holds, then Rl1 equals 0 during the time of equilibration
and membrane incompressibility restriction (4.16) does not have to be changed.
Since at relevant biological conditions eq. (4.48) is typically satisfied (see
Appendix C), hereafter I solve the general system of equations (4.63) under the
condition (4.48)
4.2.3 Peptide transition reaction constants
Values of association and dissociation constants k0,j and h0,j (4.41)–(4.46) are
defined by obtaining the best fit between the probability density functions of the
PS-peptide association in the CM and in the MCA (Fig. 2.6). To obtain the
probability density functions in the CM one has to solve the system of ordinary
differential eqs. (4.41)–(4.46) numerically (this can also be done by using various
software packages, e.g. Matlab) or analytically (subsection 5.3.2) on a uniform
membrane.
To minimize the parameter space, available for defining k0,j and h0,j, a prelim-
inary estimation of how k0,j and h0,j depend on system variables can be done as
follows. Since it has been shown in the MCA that the peptide residues interact
with the membrane lipids independently (subsection 2.2.1), one can define the
elementary association and dissociation constants of a PS lipid, interacting with
the peptide residue – kPS and hPS, so that the total constants k0,j and h0,j are
proportional to the elementary ones:
k0,j ∼ kPS; h0,j ∼ hPS; (4.50)
Additionally, the probability of the PS-PLC association, according to the
combinatoric rules, is proportional to the number of vacant (not bound to a
PS lipids) PLC residues and equals 0, when the PLC is fully occupied by PS.
Analogously, the probability of the PS dissociation from the PLC is proportional
to the number of occupied (bound to a PS lipids) PLC residues and equals 0,
when the PLC is free of PS. Since the number of vacant positions is defined by












Finally, in the MCA the dissociation of PS from the peptide leads to a
Kawasaki swap between the negatively charged PS and neutral PC, so that the
PC occupies the position directly underneath the peptide residue, instead of the
PS. In the case of the membrane fully occupied by PS (without PC lipids) the
dissociation of the PS lipid from the peptide residues is impossible, since the
Kawasaki swap of the lipids does not change the system configuration, making
all peptide residues always occupied by PS lipids. To implement this phenomenon
in the CM I assume that the dissociation constant h0,j is proportional to the con-
centration of neutral PC lipids (c3) in the membrane plane. This assumption
automatically vanishes h0,j if the concentration of PC is 0. Thus, the final forms











The elementary constant hPS can be estimated from the averaged association
time τ of PS with the peptide (Fig. 2.9), obtained in the MCA. On the binary
membrane τ does not significantly change with the PC concentration and is about
10 iteration steps. Since the “real” time of one iteration step was defined as ∼0.1
µs (subsection 2.1.6) the “real” association time of PS with the peptide can be
chosen as τ = 1 µs. Assuming that the frequency of the dissociation events is
normally distributed (mathematical analogy with a radioactive decay) the average







I use this value of hPS in the solution of the CM with the following initial
conditions (estimated in the Appendix C): p00,0 = 100 µM and the membrane
concentration of PS varies from 0.015 M (5% of Cm) to 0.09 M (30% of Cm).
Solution of the system (4.41)–(4.46) provides values of PLCs concentrations, that
are then normalized by the total peptide concentration
∑5













































































































































Number of PS bound to peptide
Number of PS bound to peptide Number of PS bound to peptide
Number of PS bound to peptide Number of PS bound to peptide
0.5 0.5
Figure 4.2: Probability densities functions of PS association with the peptides at
various concentrations of PS on a homogeneous membrane. Red line - results of
the CM, green line - results of the MCA.
best fit (Fig. 4.2) between the peptide occupation probabilities in the CM and
in the MC simulations is achieved for kPS = 2.7·107 1/(M · s) (hPS is defined in
the eq. (4.53)), using the least mean-square method.
I use the values of k0,j and h0,j, defined by eq. (4.52) with estimated values
of kPS and hPS, everywhere throughout the calculations in the CM. Note that
these constants are derived for a binary membrane only, consisting of neutral PC
and monovalent PS lipids. Addition of PIP2 lipids to the membrane plane with
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the peptides requires recalculation of k0,j and h0,j.
4.2.4 PLCs contributions to free energy and fluxes
In the CM it is assumed that the PLCs are located in the same plane as mem-
brane lipids. As discussed above (see subchapter 4.2.2), under the assumption
(4.48), the membrane incompressibility restriction (4.16) is not imposed on the
PLC dynamics. Since PLCs diffuse in the membrane plane their entropic and
internal energy contributions to the free energy will have the same forms as for
lipids (eqs. (4.11) and (4.15)). Furthermore, the electrochemical potential of the






+ log p0,j + z0,jψ (4.54)
I assume that due to their low concentrations all PLCs diffuse freely and that
there are no cross diffusion effects in their dynamics. Then Fick’s first law is
applicable to the PLCs and the flux of the jth PLC is defined similar to (4.33):
~J0,j = −D0,j(~∇p0,j + z0,jp0,j ~∇ψ) (4.55)
4.2.5 Average total and effective charges of the peptides
If all PLCs have the same diffusion coefficients Dp, then eq. (4.55) allows
one to calculate the total average electro-flux (considering only the part with the










j=0 z0,jp0,j in the eq. (4.56), normalized by the total peptide
concentration Ptot =
∑5
j=0 p0,j, is equivalent to the total peptide charge obtained






Solution of the system (4.41)–(4.46) (see subsection (4.2.3)) on the membrane
63
with different PS compositions provides the dependence of Ztot (4.57) on the
membrane concentration of PS. Comparison of the total average charge of the
peptides in the CM and in the MCA (Fig. 4.3) shows that the peptide transition
reaction system (4.41)–(4.46) faithfully describes the reduction of the peptide
total charge with the lipid membrane concentration and is in agreement with the
































Figure 4.3: Average total and effective charges of the peptides in the CM (red)
and in the MCA (green). Solid lines correspond to the total charges, dashed lines
correspond to the effective charges.
However, as it was shown in the MCA, the velocity of the peptide on a gradient
of monovalent lipids is determined not by the total peptide charge, but by the
effective charge associated with the translocating peptide (chapter 3.3), which
has the following form (per one peptide residue, eq. (3.14)):
Zeff = 1− p(ρ) + p(ρ) · ρ (4.58)
where ρ is a molar fraction of PS and p(ρ) is the probability of the peptide residue
being associated with PS.
In a similar way, in the CM the effective charge can be defined for each PLC.
Since 1− p(ρ) is equivalent to the charge of the PLC (z0,j) and the probability of
association of the peptide residue with PS, p(ρ), is equivalent to the number of
the free residues in the PLC (5− z0,j), the effective PLC charge has the following
64
form:
zeff0,j = z0,j + (5− z0,j)ρ (4.59)
Thus, the effective average electro-flux of the peptides on the membrane (sim-










where c1 is the PS concentration and Cm is the total concentration of the mem-











Again, solution of the system (4.41)–(4.46) on the membrane with different
PS compositions provides the dependence of Zeff (4.61) on the membrane con-
centration of PS. Comparison of the two approaches (Fig. 4.3) shows that the
correction (4.59) of the PLC charge in the CM effectively accounts for the growth
of Zeff at high PS concentrations, obtained in MCA, and that both approaches
are in a good agreement.
I include the correction (4.59) in the CM calculations. Thus, adding this
correction in the equation of the PLC flux (4.55) and using the continuity equation

















4.2.6 General form of membrane dynamics equations
Combining together eq. (4.38) with interconversion terms Ki (eq. (4.40)) for
lipid dynamics, eq. (4.62) with peptide transition reactions Rp0,j (eqs. (4.41)–
(4.46)) and assumption (4.48) for small concentration of PLCs, and Poisson-
Boltzmann equation (4.29) with an additional term for PLCs (similar to the
term describing lipid contribution – see subsection 4.2.4), one can write a general
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form of diffusion equations describing the spatio-temporal dynamics of lipids and



















































Comparison of the CM with the MCA
To test and validate the system of differential equations (4.63) I compare its
solutions at different initial and boundary conditions with the results of MCA
simulations. In this chapter I first describe the implementations of the CM and
the MCA, that are used for the comparison. Second, I discuss the approximations,
where the system (4.63) can be solved numerically, and provide some efficient
numerical methods that can be used. Finally, I present the comparison of the
CM and the MCA approaches in a number of biophysical situations.
5.1 MCA description
To be able to compare the CM and the MCA models, I modified the MCA
by explicit consideration of the diffusion of all lipid species in the membrane (in
the CM all lipid species undergo lateral diffusion). However, otherwise the MCA
has the same characteristics, described in the chapter 2.
To compute the probability distribution of the peptide on the membrane,
the peptide is initially put in the middle of the lattice and then is allowed to
undergo 5 · 106 diffusion steps. The position of the peptide at every step is
collected. Using averaging over the lattice size and over the number of iterations
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the peptide probability distribution is calculated. Additional averaging of the
probability distribution over 10 peptide trajectories is also performed. To be
able to calculate an energy change corresponding to one peptide movement, the
peptide hexagon (dashed line in Fig. 2.5) is not allowed to approach the lattice
boundaries closer than 3 lipid distances.
5.2 General solution of the CM using FlexPDE
To solve the general system of membrane dynamics equations (4.63) I take
advantage of a commercial software FlexPDE, which is often used for obtaining
numerical solutions to partial differential equations. It is based on the Finite
Element Method [91].
In the general case the system (4.63) should be solved in a 2D membrane
domain. However, since the lipid and peptide distributions in the MCA can
be averaged along one dimension, the MCA can be considered as a 1D system.
Therefore, for simplicity, in the CM I solve the system (4.63) in 1D. However,
in the other situations (when the lipid and the peptide profiles in the MCA are
more complicated) solution of the system (4.63) has to be obtained in 2D.
To adjust an accuracy of the solution I define the following parameters re-
quired by FlexPDE:
1. Tolerance: ERRLIM = 0.001 (default value);
2. Number of mesh points: NGRID = 100 (initial value) – FlexPDE adjusts
it automatically during the calculation;
Boundary conditions are defined explicitly in FlexPDE. In the CM I use two
types of boundary conditions: zero flux boundary condition (corresponding to the
zero flux of a particular species through the boundary) or fixed value boundary
conditions (corresponding to a specific value of concentration at the boundary).
The CM equivalent of the lipid production rate in the MCA are the intercon-
version terms (LIIs) introduced in subsection 4.1.10. In FlexPDE the intercon-
version is created by means of a smooth step function (SWAGE) at one of the
membrane boundaries.
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5.3 Numerical solution of the simplified CM
In the case of small concentrations of negatively charged lipids (ci  Cm)
or in the case of binary membrane (with neutral and charged species) when the
diffusion of only charged lipids is explicitly considered, the general system of
membrane equations (4.63) can be reduced to the system of Poisson-Boltzmann-






































This system can be solved numerically using known computational techniques.
Below I describe some efficient methods that can be used to solve it. I will describe
numerical methods of solution of (5.1) in a more general 2D case, but if necessary
they can be easily simplified to a 1D case.
In the numerical solution of (4.63) assumptions (4.48) and (4.49) are also used
to exclude the impact of the PLCs to the PS membrane concentration.
5.3.1 Quasi steady state approximation
To choose a numerical method of solution of eqs. (5.1) it is necessary to
estimate characteristic diffusion and reaction times of the system. If characteristic
reaction times are much shorter than diffusion times, it is possible to separate the
solution of reaction terms Ki and R
p
0,j from the solution of diffusion terms and use
an explicit method of solution. Otherwise, an implicit method should be used.
As K1 and K2 are the constant LIIs, they do not depend on the concentration
of any component in the system and can be separated from the diffusion part of
the first equation in (5.1).






where L is the characteristic size of the membrane domain and D is the diffusion
coefficient of the membrane species. Using the following values: L ∼ 100 nm and
D=1 µm2/s, I estimate the characteristic diffusion time as
τD ≈ 10−3 s (5.3)
Characteristic times of peptide transition reactionsRp0,j can be estimated using






= 10−6 s (5.4)
Comparing two characteristic times one can conclude:
τD  τR (5.5)
Condition (5.5) means that the peptide diffusion and the peptide transition
reactions occur on different time scales. Based on this fact, one can assume that
the peptide transition reactions are always equilibrated (a quasi steady state
approximation), regardless of the state of the PLCs, and their solution can be
separated from the solution of the diffusion part of the peptide equation in (5.1).
Thus, an explicit numerical method can be used to obtain the solution.
5.3.2 Analytical solution of peptide transition reactions
In the quasi steady state approximation (with assumptions (4.48) and (4.49))
described above the system of peptide transition reactions (4.41)–(4.46) can be
solved (for its steady state) at every diffusion step. Mathematically, at the steady-
state time derivatives of all components become 0. The steady state solution of
the peptide transition equations (4.41)–(4.46) has the following form:
Rp0,j = 0, j ∈ [0; 5] (5.6)





















· p0,0 · c51 = A0,5 · p0,0 · c51 (5.11)
In the system (5.7)–(5.11) concentrations of all PLCs are defined by means
of the concentration of the free peptide, p0,0, and the concentration of PS lipids,
c1. Thus, one can avoid the solution of all peptide equations in the system (5.1),
except p0,0, and find concentrations of other PLCs using eqs. (5.7)–(5.11).
5.3.3 Discretization of Nernst-Planck equation
As described in subsection 5.3.1, diffusion and reaction terms in the first
two equation of the system (5.1) can be separately solved and explicit numerical
method can be used to find the solution of the diffusion part. In this section I
describe an efficient method of solution of the diffusion (Nernst-Planck) parts of
these equations. First, I rewrite them in the following general form:
∂c
∂t
= ~∇[D(~∇c+ zc~∇ψ)] (5.12)
where c, D and z are correspondingly the concentration, the diffusion coefficient
and the charge of any membrane species (lipids or peptides); ψ is the electrostatic
potential. This equation represents a class of advection-diffusion equations and




~v = −Dz~∇ψ (5.13)
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To solve these equations numerically I use a novel explicit, accurate and effi-
cient discretization scheme (“master equation discretization” or MED) proposed
by R. Grima and T.J. Newman [92]. They have shown that this scheme is more
accurate than commonly used simple Taylor expansion or the “upwind” schemes.
They derive a general discretized form of eq. (5.13) in 1D (it can be used for
solution of (5.1) in 1D). I use the same procedure to derive a discretized form of
equation (5.13) in 2D. To obtain a general form of the equation suitable for MED
one has to define two scalar functions f and g as follows:
D = fg
~v = g~∇f − f ~∇g (5.14)
If functions f and g are defined by (5.14), then, by direct differentiation, one
can show that eq. (5.13) can be rewritten as:
∂c
∂t
= f ~∇2(gc)− gc~∇2f (5.15)
To satisfy the eqs. (5.14), the functions f and g can be chosen as follows:







If the membrane is a square mesh with the size of N nodes and spatial resolu-
tion h, then all functions in equation (5.15) can be projected on it (on the mesh).
Using the five-point discretization scheme shown in Fig. 5.1, one can obtain the





































Figure 5.1: Numerical five-point scheme used in MED method. Five known points
on the level t are used to calculate a new point on level t+ τ .
Equation (5.18) can be simplified to:



























− ctm,ngtm,n(f tm−1,n + f tm+1,n + f tm,n−1 + f tm,n+1)
]
(5.19)
Substituting functions f and g into equation (5.19), one can obtain the final
form of the discretized equation:



































Using an iterative procedure this discretized equation can be used to find a
solution of the original eq. (5.13). I have tested this discretization scheme in 2D
and it was stable and accurate in the reasonable range of time steps and mesh
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units, allowing to efficiently compute the solution of eq. (5.13).
5.3.4 Discretization of Poisson-Boltzmann equation
The last equation in the system (5.1) is the Poisson-Boltzmann equation.
To solve this equation computationally I use Newton-Raphson iterative method
[93,94], which has been shown to be accurate and efficient in solutions of different
types of equations. This method works as follows. Assume that the following
equation, which is equivalent to Poisson-Boltzmann equation in (5.1) has to be
solved:
∆ψ = A sinhψ − f(c) (5.21)
where ψ is the electrostatic potential, A is a constant and f(c) is a function
of concentrations of system components. One can define an iterative process of
finding a solution of eq. (5.21) as:
ψl+1 = ψl + δψ (5.22)
where ψl+1 is an approximate solution of eq. (5.21) on (l+1) iteration and δψ is
an increment of the previous estimate of the solution ψl. Substitution of (5.22)
to (5.21) provides:
∆ψl +∆(δψ) = A sinh (ψl + δψ)− f(c) (5.23)
For a small δψ, sinh(ψl) can be linearized as follows:
sinh(ψl + δψ) = sinh(ψl) + sinh′(ψl)δψ (5.24)
Taking into account that sinh′(ψl) = cosh(ψl), one can derive:
∆ψl +∆(δψ) = A sinh(ψl) + A cosh(ψl)δψ − f(c) (5.25)
Rearranging of eq. (5.25) and utilizing eq. (5.22), one can obtain a gen-
eral form of Newton-Raphson iterations for solution of the Poisson-Boltzmann
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equation:
∆ψl+1 − Aψl+1 cosh(ψl) = A sinh(ψl)− Aψl cosh(ψl)− f(c) (5.26)
The original equation (5.21) is now reduced to a solution of a sequence of linear
elliptic equations (5.26). Considering the same lattice as used in the solution of
Nernst-Planck equation (see subsection 5.3.3) and the same discretization scheme







m,n−1 − (4 + h2A cosh(ψlm,n))ψl+1m,n =
= h2A sinh(ψlm,n)− h2Aψl cosh(ψlm,n)− h2f(c) (5.27)









m,n = em,n (5.28)
where
dm,n = −(4 + h2A cosh(ψlm,n))
em,n = h
2A sinh(ψlm,n)− h2Aψl cosh(ψlm,n)− h2f(c) (5.29)
Coefficients (5.29) are defined by means of known values of ψlm,n and f(c). In
order to solve eq. (5.28), one should rewrite it in an extended vector form:

b1 c1 0 0 · · · 0 0 a1
a2 b2 c2 0 · · · 0 0 0









0 0 0 0 · · · aN−1 bN−1 cN−1





















where ai, bi and ci are matrices of sizes N ×N ; ~ψi and ~gi are vectors of sizes N ;
N is a number of nodes in the discretized lattice. The forms of matrices ai, bi, ci
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and vectors ~ψi, ~gi depend on the boundary conditions imposed on the membrane
system. In the general case of periodic boundary conditions at every boundary
of the membrane, the matrices and vectors have the following structures:
ai = ci =

1 0 0 · · · 0 0
0 1 0 · · · 0 0







0 0 0 · · · 1 0





di,1 1 0 0 · · · 0 0 1
1 di,2 1 0 · · · 0 0 0









0 0 0 0 · · · 1 di,N−1 1






















If one defines a matrix on the left hand side of eq. (5.30) as M , then solution




















This means that, to find the electrostatic potential in every point of the mem-
brane at (l + 1) iteration, it is necessary to invert the matrix M and multiply
it with the vector ~g. Notice that both these values (on the right hand side of
eq. (5.34)) are known and explicitly defined through the values of dm,n and em,n
(5.29).
Before reaching a steady state regime lipid and PLCs concentration profiles
change with time. Consequently the electrostatic potential has to be constantly
updated (it is created by the charged lipids and PLCs), i.e. Poisson-Boltzmann
equation (or the inversion of the matrix M) has to be solved at every diffusion
step. Thus, the complexity of the matrix inversion algorithm, used in the solu-
tion of Poisson-Boltzmann equation, is an important parameter, which defines
the effectiveness of the total numerical method of solution of (5.1). Since the size
of M is N2 × N2, the numerical complexity of the general inversion procedure
varies from O(N4.5) to O(N6), depending on the algorithm. However, due to a
specific structure of M (periodic block-tridiagonal) it is possible to reduce the
complexity of the inversion to about O(N3.5)–O(N4), by applying algorithms de-
veloped for matrices with such structure [95, 96]. This complexity is minimal to
obtain an exact analytical solution of eq. (5.30), however it is still computation-
ally inefficient. To further reduce a complexity of matrix inversion the following
simplified method can be used. Namely, instead of the general matrix inversion
in 2D, the inversion in 1D (vertical columns or horizontal lines of the mesh) can
be performed N times. The reduction of the system from 2D to 1D can be done
by assuming that two values of the electrostatic potential in eq. (5.28) at (l+1)th
iteration are known and equal to the values of the potential at lth iteration (see









dm,n = −(4 + h2A cosh(ψlm,n))
e∗m,n = h














Figure 5.2: Dimension reduction in the general form of the discretized Poisson-
Boltzmann equation. Two values of potential ψm−1,n and ψm+1,n are assumed
to be known and equal the values of potential at the previous iteration. Three
unknown values ψm,n−1, ψm,n and ψm,n+1 then can be found at the next iteration
in the reduced 1D dimension.
The advantage of system (5.35)–(5.36) over system (5.28)–(5.29) is that it has
a reduced dimensional space – 1D. MatrixM ′ which has to be inverted in 1D case
has a similar structure as matrix M in 2D, except its size is N ×N and instead






i with the following values:
a∗i = c
∗
i = 1; b
∗
i = dm,i(or di,n, depending on the algorithm) (5.37)
In a general form (with periodic boundary conditions) the matrix M ′ is a
periodic tridiagonal matrix. Inversion of this matrix can be done using a very
efficient Thomas algorithm [97], the complexity of which is about O(N). However,
in this approximation Poisson-Boltzmann equation has to be solved N times in
every row or every column of the lattice (to cover the whole lattice). Thus,
the total complexity of this approximation method increases to about O(N2).
However, this is still by one order of magnitude more efficient than calculation of
an exact analytical solution in 2D space.
I’ve tested the stability and the accuracy of the simplified method and ob-
served that it was stable in a large range of spatial mesh resolutions and it con-
verged with accuracy of 10−8 in about 10 iterations. This method can be used
for a solution of Poisson-Boltzmann equation in the system (5.1).
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5.4 Importance of membrane incompressibility
To understand how important is the restriction of membrane incompressibil-
ity (4.16) in the description of the lipid dynamics I compared the steady state
solutions of the general system of equations (4.63) solved in FlexPDE with the
simplified PBNP system (5.1) (can be either solved in FlexPDE or using the
numerical methods described in the section 5.3 above).
Figure 5.3: Comparison of general (4.63) and PBNP (5.1) systems. Results of
the general system are shown in green, results of the PBNP are shown in red.
(A) Small gradients of PS and PIP2; (B) Large gradient of PS.
Fig. 5.3, A shows that as expected for the dilute concentrations of negatively
charged lipids (< 5%) discrepancy between two systems (4.63) and (5.1) is neg-
ligible and they provide identical results. At higher lipid densities (∼ 40%) the
two systems slightly diverge, however, the discrepancy between them is less than
5% (Fig. 5.3, B). Thus, potentially PBNP system can be used to describe the
dynamics of lipids in the membrane plane in a large range of concentrations and
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the membrane incompressibility restriction (4.16) can be neglected. However, in
the systems with densely packed protein-lipid lattices (or with the protein con-
centrations comparable to the ones of lipids) this restriction in the extended form
(including PLCs – see subsection 4.2.2) will become more pronounced and should
be explicitly taken into account. Therefore, the general system (4.63) is a more
powerful tool (compared to PBNP) which can be further extended to describe
systems with different packaging properties.
5.5 Results
Comparison of the peptide occupations and average total and effective charges
on the homogeneous membrane in the CM and in the MCA has already been
demonstrated in subsections 4.2.3 and 4.2.5. In this section I use the solutions
of the CM (obtained in FlexPDE) and the MCA to compare the two approaches
for the membrane system with a lipid gradient.
First, I calculate the diffusion coefficients of all membrane lipid species in the
MCA to utilized them in the CM. I also calibrate the LIIs of lipids, Ki (subsection
4.1.10), in the CM by comparing the two models in the neutral membrane system
(the membrane is binary, but both lipid species are neutral). Second, I compare
the two models using a single gradient system (the membrane is binary, one lipid
species is neutral, the second lipid species is negatively charged, PS or PIP2).
Finally, I introduce the peptide species to the system and compare the values of
the peptide probability distributions on the membrane.
5.5.1 Determination of parameters and calibration of CM
To determine lipid diffusion coefficients (Di) in the CM, I measure them in
the MCA for different membrane compositions. Figs. 5.4, 5.5 and 5.6 show the
values of Di, normalized by the maximal value of the lipid diffusion coefficient
DL in the uncharged membrane (subsection 2.1.6), for PC, PS and PIP2 lipids,
correspondingly. Note different vertical scales in the figures.
Since the obtained values of the lipid diffusion coefficients are discrete, in the
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Figure 5.4: Dependence of PC diffusion coefficient, computed in the MCA, on
the membrane composition.
Figure 5.5: Dependence of PS diffusion coefficient, computed in the MCA, on the
membrane composition.
CM I approximate them as best fits to the functions shown in Figs. 5.4, 5.5
and 5.6. To find the best fit I use polynomic and exponential functions, since
FlexPDE software allows one to define complex functions as input parameters.













(exp (−3c̃2) + 0.5c̃2) (5.39)
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1− 3.5c̃1c̃2 − 0.3c̃1 − 0.1c̃2
)
(5.40)
where c̃i, i = 1, 2, 3, are the concentrations of PS, PIP2 and PC, correspondingly,
normalized by the total membrane concentration Cm.
To calibrate the LIIs, Ki, in the CM I consider a system of a binary membrane
with two identical neutral (PC) lipid species. A gradient of one species is created
by the interconversion of lipids at one boundary. By obtaining the best fit of the
CM steady state lipid profiles to the MCA simulation results (Fig. 5.7, A), the
LII of neutral lipids, Kn, is defined. For the gradient of lipids with 5% peak value
the LII is Kn = 2.34 M/s (K
0
1 hereafter) and for the gradient of lipids with 50%
peak value the LII is Kn = 10K
0
1 = 23.4 M/s. The corresponding interconversion
rates in the MCA are 0.05 lip/iteration and 0.5 lip/iteration, correspondingly.
Thus, in both models, in the case of the neutral membrane system, the peak
value of the gradient is directly proportional to the LII. All the values of LIIs,
used in the following chapters, lie between K01 and 10K
0
1 .
5.5.2 Lipid gradients on binary membrane
In this section I describe a comparison of the two approaches on the membrane
with a single gradient of negatively charged lipids. Fig. 5.7, B, shows the com-
parison between the CM and the MCA for a system with a single PS gradient for
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different values of LIIs. For the small LIIs, K01 and 2.5 ·K01 , when the peak value
of the gradient is < 20%, the two models provide almost identical results (Fig.
5.7, B and C). However, when the peak value of the gradient is about or more
than 20% one can see an explicit deviation of the CM model from the MCA (Fig.
5.7, B). In the MCA automaton the peak value is always lower and the difference
between the models grows with the density of negatively charged lipids. Presum-
ably at high PS densities the mean-field approximations breaks down. The theory
that can account for this effect is the so-called strong coupling theory [98,99]. It
postulates that highly charged systems are not governed by Poisson-Boltzmann
theory (mean-field approximation). Instead, their behavior is better described by
the so-called strong coupling limit, where ion-ion correlations are significant. For
a system, consisting of a charged surface with a charge density σ and a bulk 1:1
electrolyte solution with ion charges ±q (similar to the membrane system), its
regime can be defined using the Netz-Moreira electrostatic coupling parameter,
Σ. This parameter represents a ratio between two characteristic length scales,
the Bjerrum length (a typical distance at which two ions q interact with energy





where e is the electron charge, ε is the dielectric constant of the medium and ε0
is the vacuum permittivity, and the Gouy-Chapman length (a typical distance at













Electrostatic coupling parameter Σ determines to what extent ion-ion inter-
actions are prevalent over ion-surface interactions. When Σ  1 the system is in












































































Figure 5.7: Comparison of MCA (green line) and CM (red line) for a single lipid
gradient. (A) Gradients of PC in binary PC/PC membrane for two LIIs: K01









1 ; (C) A gradient of PIP2 in binary PIP2/PC
membrane for the LII K01 .
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switches to the strong coupling. Although, in (5.43) Σ is derived for a different
system (a charged plane interacting with an ion), it can be used as a meaningful
dimensionless control parameter in the membrane system. I use it to qualitatively
analyze in which regime the membrane system performs.
The coupling parameter for the binary PC/PS membrane system can be es-
timated by taking q = −1 (PS head group charge), lB ∼ 0.7 nm (for two ions
with −1 charge) and σ/e = 0.34 1/nm2 (for 20%PS, assuming that an average
membrane area per lipid head group is 0.6 nm2, see subsection 2.1.1). Thus, for
the membrane system with 20% of PS the coupling parameter is Σ ∼ 1, meaning
that already at this modest density of charged monovalent lipids the system is out
of the weak coupling limit and the mean-field approximation may not correctly
describe lipid interactions.
Interestingly, in the case of binary membrane with one charged lipid species
(PS) the CM can be corrected to account for the strong coupling effect without
changing the form of equations (4.63). The following correction of PS charge
allows the CM to faithfully reproduce the results of the MCA:
































Figure 5.8: Comparison of the corrected CM (5.44), γ = 2 (red line) with the
MCA (green line) for a single lipid gradient. Gradients of monovalent PS lipids










Fig. 5.8 shows the lipid profiles represented in Fig. 5.7, B after the PS charge
correction (5.44) with γ = 2. For small gradients of PS (with less that 20% peak
value) the correction (5.44) does not significantly change the lipid profile. Note
that even though the charge correction (5.44) is purely hypothetical and does not
have any physical justification, it can efficiently resolve the strong coupling effect
in the CM in binary PS/PC membrane systems.
5.5.3 Lipid gradients on ternary membrane
In this section I compare the two approaches in the case when the membrane
system is ternary, i.e. consists of three types of lipids: PC, PS and PIP2. I extend
the CM to see how negatively charged lipids with different charges influence each
other in the membrane. In this system there is always a gradient of one charged
lipid species (PS or PIP2) and another charged species has zero flux boundary
conditions and responds to the gradient by changing its uniform profile.
I begin the comparison with low lipid concentrations and do not use the
correction (5.44) for the charge of negatively charged lipids. In Fig. 5.9, A, it
is shown how a small gradient of PS lipids (with the LII K01) change the profile
of an initially uniform PIP2. There is a small discrepancy in the PIP2 profiles
between the two models (Fig. 5.9, A). This effect presumably appears due to the
large negative charge of PIP2 lipids, so that the system quickly reaches the strong
coupling limit of electrostatic interactions (Σ ∼ q3).
Secondly, I compare the two models in the case of high PS gradient (with the
LII 10K01) (Fig. 5.9, B). Note that due to the high PS gradient, PIP2 lipids are
completely displaced from the left boundary of the lattice, so that the PS gradient
profiles on the left boundary are similar to the ones in the single PS gradient case
(see Fig. 5.7, B). At high PIP2 initial uniform concentration of 5% (see Fig. 5.9,
C) the discrepancy between the two models becomes larger, however, it is not
surprising, since the value of Σ in this case should be much higher than at the
low PIP2 concentration (Fig. 5.9, A).
Finally, I investigate a reversed situation when a gradient of PIP2 lipids influ-















































































Figure 5.9: Comparison of the CM (red line) with the MCA (green line) for a PS
gradient on a ternary membrane. A, LII of PS is K01 and initial uniform PIP2
concentration is 1%; B, LII of PS is 10K01 and initial uniform PIP2 concentration
is 1%; C, LII of PS is 10K01 and initial uniform PIP2 concentration is 5%.
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Figure 5.10: Comparison of the CM (red line) with the MCA (green line) for a
with PIP2 gradient on a ternary membrane. LII of PIP2 is K
0
1 and initial uniform
PS concentration is 5%;
concentrations do not exceed at most 10%, I use a small value of PIP2 LII (K
0
1 ).
Figs. 5.9 and 5.10 show that, presumably in the mean field approximation
used in the CM model, the contribution of multivalent PIP2 molecules to the
electrostatic potential is slightly underestimated. However, quantitatively (trends
and functional dependencies) the two models are in a very good agreement.
5.5.4 Distribution profiles of PLCs on binary membrane
Having compared the CM and the MCA approaches in membrane systems
with lipid gradients, it is also important to compare them in the presence of the
Lys-5 peptide species. For this configuration in the MCA the probability distri-
butions of the peptide on the membrane are calculated as described in section 5.1.
Concentrations of PLCs in the CM model are calculated for zero-flux boundary
conditions. Lipid boundary conditions are the same as in subsection 5.5.2. Dif-
fusion coefficients of PLCs are chosen to be identical and equal to D0p = 1 µm
2/s
(the maximal lipid diffusion coefficient DL, see subsection 2.1.6).
Fig. 5.11 shows the comparison between the PLCs profiles in the CM and in
the MCA for two lipid gradients (corresponding to K01 and 10K
0
1 LIIs). In the
MCA, in agreement with the hypothetical peptide drift mechanism, described







































Figure 5.11: Comparison of peptide probability distributions for the MC (green
line) and the CM (red line) for two LIIs of PS: K01 and 10K
0
1 .
cumulates on the left membrane boundary with the peak value corresponds to
∼1.7 times increase in the peptide concentration. For the small lipid gradient the
increase is about 1.3 times. The CM model is in a very good quantitative agree-
ment with the MCA results. The negligible discrepancy between the two models
can be corrected by varying of the PLCs diffusion coefficient. For example, if
one assumes that complexes with a small number of bound PS lipids are faster
than heavy complexes that are fully occupied by PS lipids, so that their diffusion
coefficients are corrected as follows:
D0,0 = 1.3 ·D0p
D0,1 = 1.2 ·D0p
D0,2 = 1.1 ·D0p (5.45)
the peptide probability distribution profiles in the CM become almost identical
to the ones in the MCA (Fig. 5.12).
Based on the comparison of the CM with the MCA, one can conclude that
the constructed CM faithfully describes the lateral dynamics of the lipids and the







































Figure 5.12: Comparison of peptide probability distributions for the MC (green





Conclusions and directions for future work
6.1 Conclusions
The main objective of this thesis was:
To extend the understanding of the electrostatic contribution to the
membrane lateral dynamics of proteins and lipids by means of novel
computational modeling tools.
This objective has been fulfilled by the work described in the previous chap-
ters. In particular:
1. The novel MCA for studying electrostatic effects in the membrane lateral
dynamics has been constructed, tested and validated. The results obtained
in the MCA on a uniform membrane composition are shown to be in agree-
ment with earlier experimental data. Furthermore, the new electrostatic
properties of the peptide, mimicking the PD of a peripheral membrane pro-
tein, have been revealed. These include the probability density functions
of lipid association with the peptide (Fig. 2.6), the peptide total charge
(Fig. 2.8) and the association times of lipids with the peptides (Fig. 2.9).
Finally, the reduction of the peptide diffusion coefficient upon the lipid se-
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questration has been explained by means of electrostatic properties of the
peptide-lipid complex.
2. Using the constructed MCA a novel hypothetical mechanism of the direc-
tional peptide drift on the heterogeneous membrane with the lipid gradient
has been predicted. Namely, the basic peptide tends to drift to the area of
the higher lipid density under the action of the force created by the gradient
of the electrostatic potential. This mechanism can have a lot of biological
implications (section 6.2 below). Additionally, the results show that the
PIP2 lipids are able to regulate the direction of the peptide drift.
3. The novel CM has been constructed, based on the results of the MCA. The
main advantage of the CM over the MCA is that it can be used to study
the membrane lateral dynamics on the large (micrometer) scales. The CM
has been tested and validated by comparison of its results with the results
of the MCA. As a consequence of the peptide directional drift described in
the MCA, the CM predicts a local accumulation of the peptide species due
to the gradient of the negatively charged membrane lipids (Fig. 5.11).
The constructed computational models significantly contribute to the subject
of the membrane modeling. A very small number of studies theoretically de-
scribe lateral dynamics of lipids and proteins on the cell membrane under the
action of electrostatic forces. Recently, Khelashvili et al. [61] simulated the dif-
fusion of a macroion on the membrane using Monte-Carlo simulation for protein
movements and Cahn-Hilliard theory for the lipid dynamics. They have shown
that electrostatic sequestration of negatively charged lipids in the vicinity of the
moving microion strongly reduces its lateral diffusion. In fact their model pre-
dicts that only extremely mobile microions (with the diffusion coefficient 10 times
larger than that of lipids) are able to perform lateral movements, whereas slow
macroions practically never escape from the lipid shell in the vicinity of the pep-
tide, formed due to electrostatic sequestration. However, as has been shown in
subsection 1.3, the measured protein diffusion coefficients are usually compara-
ble to the lipid ones, meaning that model presented by Khelashvili et al. is
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not applicable to the description of real biological processes. The second major
paper on protein membrane dynamics was presented by Hinderliter et al. [60].
In this study Monte-Carlo simulations of multiple proteins on a lattice are per-
formed and, in addition to adsorption and desorption, protein diffusion is also
introduced. Protein domain formation was obtained by varying the energy of in-
teraction between monovalent negatively charged PS lipids and positively charged
proteins. However, how the electrostatic interactions of proteins with underlying
lipids contribute to the protein lateral dynamics was not considered in detail.
The computational models presented in this thesis are deprived of all the lim-
itations related to the models mentioned above. For example, the MCA provides
the detailed description of the electrostatic nature of the membrane dynamics.
Moreover, the problem of the restricted diffusion of the protein due to the as-
sociated lipid shell is resolved in the MCA by the lipid dragging mechanism.
Additionaly, the MCA allows one to further develop it by introduction of other
interactions between lipids and proteins. Thus, the improved MCA can be then
used in various biological problems, for obtaining of the system detailed charac-
teristics. Since the CM has been shown to be in agreement with the MCA and
at the same time it is very computationaly efficient, one could further use it in
the description of essential membrane processes.
6.2 Directions for future work
The two constructed MCA and CM models can be further improved and
developed to study biologically important phenomena, that include electrostatic
interactions on the cell membrane. The possible directions for the future work
can be defined as follows:
1. The constructed MCA can be used to identify the role of dense protein
clusters in the spatial dynamics of lipids. Multiple proteins with extended
polybasic domains, such as MARKCS and GAP-43, or positively charged
cytoskeletal polymers like septins are thought to form membrane micro and
macro domains that sequester significant amounts of negatively charged
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lipids, in particular PIP2. However, simple reaction-diffusion models demon-
strate that within protein clusters, the concentration of free PIP2 should
be lower than in the surrounding protein-free membrane. The constructed
MCA can be utilized to thoroughly investigate the dynamics of PIP2 and
monovalent lipids within such clusters at various densities and configura-
tions of the positive charge distribution. The influence of such protein
clusters on the diffusion of lipids can be also evaluated.
2. The constructed CM model can be further extended to study various mem-
brane mechanisms. For example, the protein membrane-cytoplasmic shut-
tling can be included to the system to account for the protein adsorption
and desorption, allowing one to simulate the dynamics of the system at
large time scales. Relevant protein phosphorylation/dephosphorylation by
various enzymes can be also be included to simulate the changes of the in-
trinsic charge of the PDs. Additionally, the dynamics of the peptide-lipid
complexes consisting of both PS and PIP2 lipids (Fig. 4.1) can be described
in details.
3. The modified and extended CM model, which allows to simulate the mem-
brane diffusion at large lateral and temporal scales, can be used to analyze
membrane domain formation events, that are potentially governed by the
electrostatic interactions. For example, it is known that during clathrin-
mediated endocytosis a large number of charged molecules, such as PIP2
and PA, are produced and they regulate each other on the inner leaflet of
the membrane. Thus, electrostatics can play a crucial role in this process




Effective friction in the peptide drift
In this appendix I describe the discrepancy of the peptide drift velocity ob-
tained from the MCA and predicted by the eq. (3.9). This work is mainly done
by Davide Marenduzzo.
Results of the MCA obtained on the uniform membrane lattice show that
negatively charged lipids rapidly demix in the vicinity of the peptide, resulting
in their sequestration between and around the peptide residues (Fig. 2.10, A)
and in the formation of the lipid shell located underneath and associated with
the peptide. Since the profiles shown in Fig. 2.10, A, are steady-state, the shell
is permanently attached to the peptide and moves together with it. Thus the
drift of the peptide can be potentially hindered by the presence of the lipid shell.
I assume that this effect makes the peptide velocity observed in the MCA lower
than that predicted by eq. (3.9).
One of the potential explanations of the above hypothesis is that the lipids
that constitute the peptide-associated shell, due to their electrostatic potential,
form a self-organized potential well, which effectively stabilizes the position of the
peptide in its center. Thus, when the peptide attempts to move (to escape from
the potential well) it experiences the returning force that prevents its motion and
pulls the potential well behind it.
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To test the above hypothesis, a simplified one-dimensional model system has
been constructed. It consists of a particle (represents the peptide), defined by its
position x, diffusing under the action of an external force that simulates the effect
of the lipid gradient on the membrane. This particle with diffusion coefficient D1
is attached to another particle (represents the lipid shell), defined by its position y,
with which it interacts via an attractive potential V (e.g., the screened Coulomb
potential or a simple Hookean spring, see Fig. A.1, A, for a schematic diagram).



















where γ1 and γ2 are the friction coefficients of the first and the second particles
respectively, D1 and D2 are their diffusion coefficients, the interaction between
two particles, for simplicity, has been modeled as a Hookean spring with constant
K and η1,2 are two Gaussian (white) noise terms, with variance equal to 1. Two
new variables can be introduced as follows: ζ = x+ y (so that the center of mass
position is given by ζ/2) and ξ = x−y (the distance between two particles). The
characteristic correlation time of the noise terms η1,2 is of the same order as the
unit time step of the MCA (∼ 1 µs). However, the peptide drift in the MCA is
considered at time scales of about 1000 time steps (∼ 1 ms). Thus, at such large
time scales the contribution of the noise terms η1,2 in eqs. (A.1) can be neglected
and the steady state value of ξ can be calculated by the subtraction of the second
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Langevin prediction
Figure A.1: Drift of a particle together with the associated potential well (from
[62]). (A) A sketch of the hypothetical system that consists of a particle (the
peptide) that diffuses under the action of a force f while associated with a second
particle (lipid shell) via the interaction potential V , symbolically depicted as
a spring with constant K. (B) Results of 1D Monte-Carlo simulations for the
system shown in A where V is given by eq. (A.9). All quantities are in arbitrary
nondimensional units. Time has been rescaled by the Monte-Carlo acceptance
rate as suggested in [70].













Using eq. (A.3) and taking into account that ζ/2 represents the position of
















where v is the velocity of the center of mass of the two particles. After rearranging

















Therefore the velocity v does not depend on the spring constant K. Illustrat-
ing this fact, Fig. A.1, B, shows kinetic Monte-Carlo simulations of the system of
two particles interacting via the sum of a spring and a finite-radius electrostatic









, r > rC
0, r < rC
(A.9)
where rC = 3λ.
The most relevant prediction of this simplified model for the lateral dynamics
of the peptide on the membrane is that a particle interacting with a lipid shell
should move slower due to the combined drag term which is equal to kBT (D1 +
D2)/D1D2. Therefore, any finite diffusivity of the lipid shell associated with
the peptide will reduce the peptide effective mobility in the gradient of lipids.
I believe that this effect could qualitatively explain the effective coefficient that
was found in fitting the simulation results to the theory.
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APPENDIX B
Additional validation of the MCA
Additional validation of the MCA was done by Davide Marenduzzo as de-
scribed below. A coarse-grained 1D kinetic Monte-Carlo algorithm was con-
structed. It simulates the diffusion of anionic lipids and the peptide on a 1D
lattice. Lipids in the model interact with the peptide via the Debye-Hueckel po-
tential which is truncated at three Debye lengths, whereas the mutual interaction
of lipids is neglected. One lattice node can be occupied by multiple lipids. To
scale the results of the simulations, it is assumed that the number of 10 lipids
per node corresponds to the membrane density of 20%. Under this assumption,
the length unit corresponds to ∼6 nm. To achieve equivalence with the standard
Brownian dynamics method (without including hydrodynamics, see [70], and ref-
erences therein), only single particle moves are used. A steady state lipid gradient
is created in the same way as it is done in the MCA (chapter 3). Fig. B.1 shows
that the peptide drifts along the lipid gradient with the velocity that is quan-
titatively similar to that observed in the MCA. Thus, the effect of the peptide
drift is not an artifact of a particular configuration of the MCA in 2D, but it is
reproducible with and robust to different implementation details.
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Figure B.1: Peptide drift in the gradient of a monovalent lipid in the coarse-
grained 1D Monte-Carlo model (taken from [62]). Velocity of the peptide drift is
proportional to the lipid gradient.
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APPENDIX C
Concentrations of lipids and peptide complexes
Since the bulk concentration of mobile ions is usually given in M (mol/l), the
concentration of lipids is usually given in a percentage of the total membrane
concentration Cm and the concentration of peptides is given in molecules/nm
2, it
is important to choose one working unit of the concentration and rescale all other
units to the chosen one. I choose the working concentration units to be M. To
find the concentration of lipids and peptide complexes in M I use the Guggenheim
model of a surface [17]. According to this model a piece of the membrane S with
two equal vertical extensions h/2 should be considered, where h is the height of
the resulting parallelepiped. I choose S =1 µm2. Assume there are N particles
(lipids or peptide complexes) evenly distributed on S. Concentration of these





where V = Sh is the volume (a parallelepiped) of space where the concentration
is measured. The height h can be defined by extending S by 5 nm in the third
(vertical) dimension on both sides, so that the h = 10nm. The value of the
volume is then: V = 1 µm2 · 10 nm = 10−2 µm3. Substitution of this value and
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Equation (C.2) allows one to compute a concentration of N uniformly dis-
tributed particles on surface S =1 µm2 in M units. Taking into account that an
average area per lipid is about 0.6 nm2 [65], one can find that there are about
1.7·106 lipids in 1 µm2 piece of the membrane. Substituting this value to eq. (C.2)
one can obtain an average total membrane concentration Cm = 0.3 M. Based on
the experimental data [100, 101], I choose an average concentration of peptide
complexes to be about 100 µM.
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