A differentially recursive sequence over a differential field is a sequence of elements satisfying a homogeneous differential equation with non-constant coefficients (namely, Taylor expansions of elements of the field) in the differential algebra of Hurwitz series. The main aim of this paper is to explore the space of all differentially recursive sequences over a given field with a non-zero differential. We show that these sequences form a two-sided vector space that admits, in a canonical way, a structure of Hopf algebroid over the subfield of constant elements. We prove that it is the direct limit, as a left comodule, of all spaces of formal solutions of linear differential equations and that it satisfies, as Hopf algebroid, an additional universal property. When the differential on the base field is zero, we recover the Hopf algebra structure of linearly recursive sequences.
Introduction
This section represents a self-contained introduction to this note. After giving a little background on linear differential equations over a differential field and on the study of their solutions from the point of view of Hurwitz series, we clarify our motivations in reconsidering this subject. The main results of the paper are reported herein as well, in great detail. The last part is devoted to introduce the essential notions and notations that will be employed all over the text.
Assume that we are given a homogeneous linear scalar differential equation of order n, with not necessarily constant coefficients, of the form ∂ d (y) − c d−1 ∂ d−1 (y) + · · · + c 1 ∂ (y) + c 0 y = 0 (1) where c i ∈ K for i = 1, . . . , d. In some very particular circumstances, K already contains a full set of solutions (i.e. d linearly independent solutions) of (1), such as it happens for the equation ∂ (y) − y/z = 0 over C(z), but in general this is not the case (for instance the equation ∂ (y) − cy/z = 0 over C(z) admits solutions in C(z) if and only if c is an integer). One then looks for differential field (or even differential ring) extensions of K containing the missing solutions. This is, in fact, one of the objectives of what is known in the literature as differential Galois theory [vPS] .
In a series of papers [K2, KP, KS] , Keigher and collaborators studied Hurwitz series as a practical way of formally integrating homogeneous linear differential equations over fields (or, more generally, rings, possibly with zero differential). Namely, one introduces the differential algebra of Hurwitz series (H(K), N) over K as H(K) = K N with the Hurwitz product
and the differential map is the shift operator given by N : H(K) −→ H(K), (α 0 , α 1 , α 2 , . . .) −→ (α 1 , α 2 , α 3 , . . .) .
In this way, one may look at (1) as a differential equation over H(K) of the form:
where s : K → H(K), x → (x, 0, 0, . . .), is called the source map. Since N(α) = 0 if and only if α = s(c) for some c ∈ K, K can be identified with the subalgebra of constant elements of the differential k-algebra (H(K), N) via s. As a consequence, equation (4) is now a differential equation with constant coefficients and one can solve it to find the so called formal solutions of (1) in H(K), that is, sequences α ∈ K N such that α n+d = c 1 α n+d−1 + · · · + c d α n , for all n ≥ 0.
(5) It is noteworthy that α ∈ H(K) is a formal solution of (1) in this sense if and only if it is a linearly recursive sequence over K, that is, it satisfies a recurrence like (5) . For the sake of comparison with what follows, let us highlight that in order to write (5) at level n + d, one needs to place the coefficients (c 1 , · · · , c d ) along the vector (α n+d , · · · , α n+1 ) in a linear way, without deriving the c i 's.
Linearly recursive sequences arise widely in mathematics and have been studied extensively and from different points of view. See for example [FMT, PT, T] concerning their connections with Hopf algebras and the Sweedler dual K[X] • of the coordinate algebra of the affine additive group (K, +, 0) and [ES1] concerning their topological structure and properties. For a survey on the topic, we refer to [vdP] .
Despite the strong motivations supporting Keigher's approach, that is to say, the fact that the "universal" space of formal solutions admits the structure of a Hopf algebra, we believe that the argument reported above has a disadvantage: the inclusion s : K → H(K) does not make of H(K) a differential extension of K, as it does not commute with the differentials. Therefore, we could not see how to relate Keigher's formal solutions to solutions of the original equation (1) over K. In particular it is not clear, at least to us, how to relate the Hopf algebra of formal solutions with the affine algebraic k-group attached to the initial equation (1), neither how to construct the Picard-Vessiot extension of this equation out of this Hopf algebra.
In the present paper, our aim is to overcome the aforementioned obstacle and to offer to the reader a genuine differential extension of K containing all (formal) solutions to homogeneous linear differential equations over K. Namely, our approach in studying (1) by means of the differential algebra (H(K), N) will take into account the injective "Taylor map": t : K → H(K), x → x, ∂(x), ∂ 2 (x), . . . , referred to as the the target map. In this way, we are able to show that H(K) contains a distinguished two-sided vector space, the one of all differentially recursive sequences hereby introduced, that naturally carries a commutative Hopf algebroid structure (as linearly recursive sequences were carrying a Hopf algebra structure). We will show how it can be realized as the universal object satisfying two universal properties, and how, as left comodule, it turns out to be the direct limit of the spaces of formal solutions of linear differential equations (compare with [KS] ).
1.2. Description of the main results. We consider H(K) as a differential extension of K via the target map above t : K → H(K). By identifying K with its image via t, we may now look at (1) as an equation over H(K) of the form N d − t (c d−1 ) N d−1 + · · · + t (c 1 ) N + t (c 0 ) = 0.
A sequence α ∈ K N is a solution of (6) if and only if it satisfies a recursive relation of the form α n+d = n k=0 n k ∂ k (c d−1 )α n+d−k−1 + · · · + n k=0 n k ∂ k (c 1 )α n−k+1 + n k=0 n k ∂ k (c 0 )α n−k (7)
= c d−1 α n+d−1 + n∂(c d−1 )α n+d−2 + n 2 ∂ 2 (c d 1 )α n+d−3 + · · · + ∂ n (c d−1 )α d−1 + c d−2 α n+d−2 + · · · + ∂ n (c 0 )α 0 , for c i ∈ K. For instance, if d = 2 and equation (6) has the form N 2 − t (c 1 ) N − t (c 0 ) = 0, then the attached differential recursive relation can be written as follows:
A sequence satisfying a relation of the form (7) will be referred to as a differentially recursive sequence. We will prove that the collection Dlin K of all differentially recursive sequences over K is not only a differential extension of K providing all solutions to linear differential equations, but it also enjoys a structure of a commutative Hopf algebroid over k (i.e. that of an affine groupoid k-scheme) converting it into a universal construction (in the category theoretical sense) in two ways. On the one hand, it is the universal object K[∂] • provided by the Tannaka-Kreȋn reconstruction procedure applied to the forgetful functor from the category of all differential K-modules (i.e. modules over the ring of linear differential operators K
constructed as the Ore extension of K via the derivation ∂, with underlying finite-dimensional vector space structure) to the category of finite-dimensional right K-vector spaces, as in [EG] . On the other hand, it is the "biggest" K-coring K[∂] • inside the right K-linear dual K[∂] * = Hom K (K[∂], K) (see subsection 1.3 below for general notations) provided by the ring/coring duality via the Special Adjoint Functor Theorem, as in [AES1] . The following resumes our main achievements.
Theorem. The k-algebra Dlin K of differentially recursive sequences (i.e., satisfying (7)) enjoys a structure of commutative Hopf algebroid with base k-algebra K. The structure maps are explicitly given by the source s : K → Dlin K , x → (x, 0, . . .), the target t : K → Dlin K , x → (∂ n (x)) n≥0 , the counit ε :
is a suitable dual basis of the space of formal solutions of the differential equation satisfied by α and y n are the canonical images of the operators ∂ n therein and the antipode
It turns out that, with this structure, there is a chain of isomorphisms
of commutative Hopf algebroids (see [AES1] for the definitions of both (−) • , (−) • ). Furthermore, if by M * L we denote the (formal) solution space of the differential equation L(y) = 0, then the family M * L L forms a directed system of left Dlin K -comodules such that we have an isomorphism
The relation of differentially recursive sequences with linear recursive sequences, is given in form of the following commutative diagram of k-algebras, with injective arrows:
where Lin F denotes the F-vector space of linearly recursive sequences for a given field F (with or without differential). We provide concrete examples (see the ones reported in Example 2.30 below) to show that the images of Dlin K and Lin K inside H(K) do not coincide. We conclude the paper by giving a brief comment on the Picard-Vessiot ring extension of equation (1) and its relation with the Hopf algebroid Dlin K .
1.3. Notation and basic notions. For R, S , T three rings, N an (S , T )-bimodule, M an (R, S )-bimodule and P an (R, T )-bimodule, the hom-tensor adjunction states that we have bijective correspondences
. The (S , T )-bimodule structure on R Hom (M, P) (and, similarly, the (R, S )-bimodule one on Hom T (N, P)) is given as follows. For all s ∈ S , t ∈ T , f ∈ R Hom (M, P) and m ∈ M,
Since every s ∈ S (and, analogously, every t ∈ T ) induces an R-linear endomorphism ρ s :
Similarly, every r ∈ R (and every s ∈ S ) induces the T -linear morphism λ r : N → N, n → r · n, and hence
for all g ∈ Hom T (N, P). We will often omit the · symbol in what follows.
By a differential algebra over a commutative ring R we mean an R-algebra A together with an R-linear endomorphism ∂ A : A → A satisfying the Leibniz rule
for all a, b ∈ A. The following relation can be proven inductively
With (K, ∂) we always denote a differential field with subfield of constants k. The unadorned tensor product ⊗ is that over k. If another different field will be required, we denote it by F.
Differential operators and differentially recursive sequences over differential fields
This section is devoted to stating and proving the main result of the paper, concerning the Hopf algebroid structure on the space of differentially recursive sequences. Namely, after recalling explicitly the Hopf algebroid structure of the differential operator algebra of a given differential field, we introduce the space of differentially recursive sequences, we prove that it inherits a Hopf algebroid structure from that and, finally, we compare these sequences with the usual linearly recursive ones.
2.1. Differential operators over differential fields and Hopf algebroids. Given K, ∂ and k as before, we consider the skew polynomial algebra (also known as Ore extension) U K ≔ K[Y; ∂] associated with K. This is the free k-algebra generated by K and an element Y subject to the relations
for all x ∈ K. Over K, it coincides with the right K-vector space generated by the symbols {Y i | i ≥ 0}: i≥0 Y i K. Therefore, a generic element will be written as d i=0 Y i c i with c i ∈ K for i = 0, . . . , d. For the sake of simplicity, we will set U ≔ U K when the field K is clear from the context. Example 2.1. The field C of complex numbers (and, in general, any field) with the zero derivation ∂ ≡ 0 is a differential field with constant field C itself. It's associated skew polynomial algebra is the algebra of polynomials in one indeterminate C[Y].
Example 2.2. For a field F of characteristic 0, the field of rational functions F(X) = {p(X)/q(X) | q(X) 0} in one indeterminate, with derivation ∂ X uniquely extended from ∂ X : F[X] → F[X], is a differential field with constant field F itself. Notice that
, in light of the Leibniz rule. In this case, the associated skew polynomial algebra is the algebra of differential operators of F (X) (see [MR, Corollary 15.2.5 and Theorem 15.5.5] ).
In general, the skew polynomial algebra U can be considered as an algebra of differential operators of K (i.e. a subalgebra of the algebra of differential operators of K). It is well-known that for C a differential field as in Example 2.1, the skew polynomial algebra U = C[Y] is a Hopf algebra and its finite dual Hopf algebra U • coincides (up to isomorphism) with the algebra Lin C of linearly recursive sequences over C (see [Ab, §3.5] for the explicit definition of the finite dual Hopf algebra). This observation played a fundamental role in [ES1] and allowed us to reveal the rich topological structure of Lin C . The present section is devoted to show that a similar identification holds over more general differential fields.
Remark 2.3. For any differential field (K, ∂) with field of constants k, the associated Ore extension U = K[Y; ∂] is a (right) cocommutative Hopf algebroid over K. We refer to [AES1, §2.2] for the technical details of the definition of a cocommutative Hopf algebroid we will use in this paper. Here we just recall briefly the structure maps and their properties for the case we are interested in. In details, identify xY 0 with x for every x ∈ K, so that we may consider the assignment τ : K → U, x → x. This is a morphism of k-algebras which converts U into a K-ring (not a K-algebra, as τ does not land into the center of U). As a consequence, U is a two-sided K-vector space with actions
for all n ≥ 0, x ∈ K. The counit is provided by the assignment ε : U → K, Y n → δ 0,n , extended by right K-linearity. The unique right K-linear morphism ∆ :
for all n ≥ 0 (where the tensor product ⊗ K is taken by considering U as a symmetric K-bimodule with left action induced by the right one) is a well-defined coassociative and counital comultiplication that lands into the so-called Sweedler-Takeuchi ×-product ( [Sw, Tak] ) and such that ∆ : U → U × K U is a k-algebra map. The translation map is provided by
Therefore, the space U * ≔ Hom K (U, K) of right K-linear morphisms from U to K becomes a ring with the convolution product
for all f, g ∈ U * and u ∈ U and where ∆(u) = (u) u (1) ⊗ K u (2) by resorting to the so-called Sweedler Sigma Notation. The interested reader may check that, since the filtration F n (K[Y; ∂]) ≔ n k=0 Y k K is an admissible filtration on U (in the sense of [ES2, §3.4] ) and since the translation map is filtered with respect to this filtration, U * becomes in fact a complete commutative Hopf algebroid in the sense of [ES2] (see in particular [ES2, Proposition 3.16] ).
In what follows, we will denote by U • the finite dual Hopf algebroid of U as constructed in [EG] and not its Sweedler dual (see also [AES1] ).
Remark 2.4. The finite dual Hopf algebroid U • is not, in general, the same as the Sweedler dual of U. In fact, recall that the Sweedler dual of an algebra A is the space of linear functionals on A vanishing on a finite-codimensional two-sided ideal. If we consider the example K = C(X), then U = C(X)[Y; ∂] is a simple ring (in light of [MR, Theorem 1.8.4 ], for instance). Therefore, the Sweedler dual of U is zero, while the finite dual in the sense of [EG] is not.
Example 2.5. For K = C(X), U is the universal enveloping Hopf algebroid of the Lie-Rinehart algebra L ≔ Der k (K) = C(X)∂ X , the one-dimesional vector space generated by ∂ X .
Remark 2.6. Notice that K is a (right) U-module with action uniquely determined by x · Y = ∂(x) for all x ∈ K. By the hom-tensor adjunction, this induces a k-linear map µ : K → U * = Hom K (U, K) such that µ(x)(u) = x · u for all x ∈ K, u ∈ U. This µ turns out to be a k-algebra morphism, since for all n ≥ 0
As a consequence, U * is a (K ⊗ K)-algebra with η ′ :
It is also a right U-module with action induced by left multiplication on U:
for all f ∈ U * and u ∈ U and where λ u (v) = uv for all v ∈ U.
2.2. Differentially recursive sequences. The set K N of all denumerable sequences of elements in K admits a left (eventually, symmetric) K-vector space structure induced by the equivalent description
that is to say, given by the componentwise sum and action:
(α + β) (n) = α(n) + β(n) and (xα) (n) = xα(n) for all α, β ∈ K N , x ∈ K and n ∈ N. As a matter of notation, a sequence in K N will be denoted either as (α n ) n≥0 , or as (α(n)) n≥0 or simply as α, meaning by this the function α : N → K. On K N we can also consider a product, called the Hurwitz product,
for all α, β ∈ K N and n ∈ N, and the shift operator N : K N → K N , given by N(α)(n) = α(n + 1) for all α ∈ K N , n ∈ N. Denote by H(K) the ring K N with the Hurwitz product. With respect to this structure, H(K) becomes a commutative K-algebra with unit morphism s : K → K N , x → (x, 0, . . .), and N, which is already a K-linear endomorphism, becomes a derivation. Since this structure will be fixed throughout the paper, we will often omit the · symbol.
Remark 2.7. Observe that N(α) = 0 if and only if α(n) = xδ n,0 for some x ∈ K, whence H(K) is a differential algebra with subalgebra of constants K. In particular,
In addition, H(K) is a K-algebra with respect to t : K → H(K), x → (∂ n (x)) n≥0 . In the literature, the map t has been called the Hurwitz mapping of ∂ (see [K2] ) and the element t(x) has been called the Hurwitz expansion of x. In particular, H(K) becomes a commutative (K ⊗ K)-algebra with unit
As such, we will consider it as a two-sided K-vector space with left K-action induced by s and right Kaction induced by t. It is noteworthy that t : (K, ∂) → (H(K), N) is a morphism of differential k-algebras. It is also augmented over K via the algebra map ε : H(K) → K sending α → α 0 . Remark 2.8. Observe that End k (H(K)) is naturally endowed with a two-sided K-vector space structure given by
for all x, y ∈ K, F ∈ End k (H(K)) and α ∈ H(K). Thus, H(K) is naturally a right U-module, infinitedimensional over K, with action uniquely determined by
for all α ∈ H(K).
We are now ready to introduce differentially recursive sequences.
Definition 2.9. An operator L = d i=0 t(c i )N i ∈ End K (H(K)), with c i ∈ K and c d 0, is said to have order (or degree) d. We set
An element α of Dlin K is called a differentially recursive sequence over K. The minimum d such that α is annihilated by an operator of order d is said to be of order α.
Remark 2.10. Very informally speaking, the motivation for this terminology is twofold. On the one hand, a sequence as in Definition 2.9 satisfies a differential recursive relation with differential coefficients in the same way a linearly recursive one satisfies a linear relation with constant coefficients (with respect to the differential N). On the other hand, as we will see in Remarks 2.15 and 2.29, a sequence is differentially recursive if and only if it is killed by a differential polynomial while it is linearly recursive if and only if it killed by an ordinary one.
Example 2.11. If K = C with the zero derivation, then s = t and a differentially recursive sequence in the sense of Definition 2.9 is the same as a linearly recursive sequence in the classical sense, that is to say, a sequence of elements of C which satisfies a recurrence relation with constant coefficients. Indeed, α ∈ Dlin C if and only if there exists c 0 , . . . ,
Example 2.12. If K = C(z) with derivation ∂ = ∂/∂z, then t (p(z)/q(z)) = (∂ n (p(z)/q(z))) n≥0 . Consider the particular case of an operator L = d i=0 t(a i )N i in which a i ∈ C for all i = 0, . . . , d. Then the elements f ∈ C(z) for which L(t( f )) = 0 are exactly the solutions to the differential equation
2.3. The Hopf algebroid structure on differentially recursive sequences. Henceforth, for the sake of simplicity and clearness, a sequence α = (α(n)) n≥0 = (α n ) n≥0 will be denoted also by (α • ). Proposition 2.13. We have an isomorphism of (K ⊗ K)-algebras
with inverse sending the sequence α to the right K-linear morphism f α uniquely determined by the assignment Y n → α(n) for all n ∈ N. Moreover, Φ is also right U-linear with respect to the actions (11) and (13),
for every differential polynomial P(Y) ∈ U.
Proof. Let us check explicitly only the last claim. If
Corollary 2.14. The pair (K, H(K)) is a complete Hopf algebroid with respect to the structure maps and the linear topology coming from that of U * via Φ.
Proof. It follows from Proposition 2.13 together with the observation of Remark 2.3.
This in particular justifies the terminology used before: the degree of α. Furthermore, thanks to the division algorithm on K[Y; ∂] (see [O] ), for every α ∈ Dlin K we may assume that L such that L(α) = 0 is the operator associated with the monic generator P
However, being Φ invertible, this means that for every u ∈ U, f (P(Y)u) = 0 and hence ker (
Thus, L (Φ( f )) = 0 with operator L = d i=0 t(c i )N i . As a matter of notation, for every f ∈ U * as in Proposition 2.16 we will write P f (Y) for the polynomial
In particular, by an harmless abuse of notation, from time to time we will write L = P α (N). Observe that for every
Remark 2.17. Let us observe that the foregoing arguments and constructions can be realized over any differential algebra (A, ∂) instead of a differential field (K, ∂) with no additional effort. In this more general context one may also show that the assignment R → H(R) induces a functor H : Alg k → DiffAlg k which is right adjoint to the underlying functor U : DiffAlg k → Alg k forgetting the differential structure (see [K1] ). The unit of this adjunction is exactly t : (A, ∂) → (H(A), N), a → (∂ • (a)), and the counit is ǫ :
The distinctive feature of the field case is that we may always assume P α (Y) to be monic and hence the ideal P α (Y)U to be finite-codimensional, as we will need later on.
Our next objective is to show that Dlin K is isomorphic to U • as (K ⊗ K)-algebra. Recall from [EG] that U • is constructed out of the symmetric rigid monoidal k-linear abelian category of finite-dimensional differential K-vector spaces. That is to say, out of those finite-dimensional (right) K-vector spaces M endowed with a k-linear endomorphism
for all m ∈ M, x ∈ K. Notice that the following extension of (8) holds
Henceforth, we resort to the notation of [EG, §3.1] . For a given differential K-module M, we denote by T M = End((M, ∂)) its k-algebra of differential endomorphisms (e.g., T K = k), and for two given differential K-modules M, N, we denote by T MN the k-vector space of all differential morphisms from (M, ∂ M ) to (N, ∂ N ). The (K ⊗ K)-algebra U • is by definition the quotient two-sided K-vector space:
with multiplication (see [EG, Equation (20) 
where ψ ⋄ ϕ :
where the overlined notation stands for the equivalence class of a given element in the direct sum displayed in the numerator.
Remark 2.18. The (K ⊗ K)-algebra U • is, in fact, a commutative Hopf algebroid (see [EG, Theorem 4.2 .2]) with source and target
is the evaluation at m. In addition, it is a differential K-algebra with respect to the source s • and the derivation
and the target t • becomes a morphism of differential algebras with respect to this structure.
Furthermore, U • always comes with a canonical morphism of (K ⊗ K)-algebras ζ : U • → U * which, in this particular situation, turns out to be injective (see [EG, Corollary 3.3.6] ).
Our first step will be that of showing that, for a given differential vector space (M, ∂ M ) and a given element ϕ ⊗ T M m ∈ U • (i.e., the equivalence class of the homogeneous element ϕ
, which is still linearly dependent over K, and at the relation
for all n ≥ 0 and hence
as claimed.
Conversely, pick α ∈ H(K) and consider
Proposition 2.20. For α ∈ Dlin K , the right K-vector space M α ≔ U/P α (Y)U is finite-dimensional and a differential K-vector space with differential ∂ M α given by acting on the right via Y.
If α is of order d (i.e. it is annihilated by an operator L of order d), then dim K (M α ) = d. In particular, the elementf α ⊗ T Mα1 is a well-defined element in U • . Moreover, for all n ∈ N, it satisfies
and assume, by contradiction, that d−1 j=0 y j x j 0. Then there exists u ∈ U non-zero such that
Let Y s u s be the leading term of u (the summand with highest degree such that u s 0). Then
However, being s ≥ 0, Y s+d appears with 0 coefficient in d−1 j=0 Y j x j and hence we should have c d u s = 0, which is a contradiction. Summing up, d−1 j=0 y j x j = 0 and ψ is injective. To see that it is surjective, consider the following facts. First of all, since c d 0, we may assume that c d = 1 and hence that y d = d−1 h=0 y h c ′ h . On the one hand, for every 0
On the other hand, let us show by induction on r ≥ 0 that for every j = d + r we have that y j ∈ d−i i=0 y i K. For r = 0, we know that
Assume then that the property holds for all 0 ≤ l ≤ r − 1 and let us see that it holds for r. Compute
as claimed. By induction, we conclude that ψ is surjective and hence an isomorphism. This allows us to conclude that M is a differential K-vector space as claimed and the differential is exactly the linear endomorphism induced by right multiplication by Y.
Concerning the last claim, it should be clear now that, for every n ≥ 0, we have that
. As a consequence of Propositions 2.19 and 2.20 we can prove the main theorem of this section, that allows us to describe the finite dual of a skew polynomial algebra as the space of linear funcionals vanishing on a finite-codimensional ideal and to relate it with differentially recursive sequences.
Theorem 2.21. The isomorphism Φ of Proposition 2.13 induces an isomorphism of (K ⊗ K)-algebras φ :
It is also an isomorphism as differential K-algebras.
Proof. It follows from Proposition 2.19 that Φ • ζ lands into Dlin K , thus inducing the claimed morphism φ. Being ζ : U • → U * injective, φ has to be injective. From Proposition 2.20 it follows that the assignment φ −1 :
, whence φ is surjective as well and hence an isomorphism.
Corollary 2.22. Up to the canonical morphism ζ, U • can be identified with the (K ⊗ K)-subalgebra of U * of all those linear functionals vanishing on a finite-codimensional (principal) right ideal.
Remark 2.23. Something more general than (20) can be said, in light of Theorem 2.21. In fact, observe that U • is a right U-module with action given by
and, as such, it is an U-submodule of U * . Therefore, Dlin K inherits a structure of right U-module such that φ is U-linear and, in particular, it becomes a right U-submodule of H(K). Therefore, for every i ≥ 0 we have
As a consequence of Theorem 2.21 we can finally state the central result of the paper.
Theorem 2.24. The k-algebra Dlin K of differentially recursive sequences enjoys a structure of commutative Hopf algebroid over K. The structure maps are explicitly given by the source s, the target t, the counit ε :
is the dual basis of M α and d is the degree of α. Lastly, the antipode is given by
Proof. The structures come from those of U • via φ of Theorem 2.21.
Remark 2.25. We know, for abstract reasons, that if α, β ∈ Dlin K , then α · β ∈ Dlin K as well. However, before proceeding, the reader may be interested in knowing explicitly which differential operator the product of two differentially recursive sequences satisfies (1) . To this aim, assume that L α
(1) Apart from its own interest, this computation could perhaps have a certain interest form a combinatorial point of view.
By Proposition 2.19, α · β is annihilated by an operator L α·β of order d such that
(see Proposition 2.20 as well). Therefore, we may assume
in the d α d β + 1 unknowns x 0 , . . . , x d α d β . By Proposition A.2, this is equivalent to the homogeneous (linear) system
which necessarily admits a non-zero solution (recall that α · β ∈ Dlin K , whence L α·β exists and it satisfies (23)). Conversely, in light of Lemma A.1, any solution of (24) (and hence of (23)) gives rise to an operator L ′ which annihilates α · β. Therefore, in order to find an operator L α·β such that 0 = L α·β (α · β) it is enough to solve (24).
Let us show the procedure in detail on a concrete and easy handled example.
, α(0) 0 and β(0) 0. Then the recursions are
for all n ≥ 0. In particular, one may check directly that
by iterative substitution (we will come back on these computations with more detail in §3). Now For n = 1 it gives rise to
which, after substituting and cancelling α(0)β(0), becomes
Observe that, since b = −a (p + q), we get
that is to say, the second equation is identically satisfied and Ya + b is determined by any solution of
as we were expecting. The easiest one is, of course, a = 1 and b = −(p + q), i.e. P α·β (Y) = Y − (p + q).
Let us devote an additional bit of time to see a second, more meaningful, example with a bit less of details.
Example 2.27. Assume that 0 = α ⊳ (Y − p), 0 = β ⊳ (Y 2 − Yq 1 − q 0 ), α(0) = a 0 and (β(0), β(1)) = (b 0 , b 1 ) (0, 0). Assume also that a = 1. As in Example 2.26, this is not restrictive. Then the recursions are
by iterative substitution as before. Now, consider the relation (α · β) ⊳ Y 2 a + Yb + c = 0. For n = 0, this gives rise to the equation
For n = 1 it gives rise to
For the sake of brevity, we omit here the expression for n = 2. Now, a priori this situation gives rise to three different possibilities.
(1) b 0 = 0 and we may consequently assume b 1 = 1. In this case, (25) gives b = −(2p + q 1 )a. If we substitute it in (26) then we get c = (p 2 + pq 1 − q 0 − ∂(p))a. A straightforward but tedious computation confirms that the third equation is identically satisfied and hence
Having ruled out the case b 0 = 0, we may assume henceforth that b 0 = 1 and substitute b 1 with w := b 1 /b 0 . Under these hypothesis, (25) gives
(2) w satisfies the (generalized) Riccati equation ∂(w) = q 0 + wq 1 − w 2 (see [R, §I.1] ). In this case, (26) turns out to be automatically satisfied and hence P α·β is determined simply by (28). Therefore
This is a case in which the order of the product is strictly smaller than the product of the orders. (3) w does not satisfy the (generalized) Riccati equation, i.e. ∂(w) q 0 + wq 1 − w 2 . In this case, by substituting (28) into (26) we find out that b = −(2p + q 1 )a and that the third equation is identically satisfied (as expected). Therefore,
which coincides with (27).
Back to the main topic, Corollary 2.22 gives a description of U • that closely resembles the classical one: for an ordinary Hopf k-algebra H, H • is the subalgebra of H * of all those linear functionals that vanishes on a finite-codimensional (two-sided) ideal. As a consequence, a very natural question arises. Recall from [AES1, §4] that there exists a second finite dual construction for cocommutative Hopf algebroids, obtained via the Special Adjoint Functor Theorem. This alternative finite dual U • is, in a suitable sense, the biggest K-coring inside U * . Namely, it is uniquely determined by the following universal property: U • is a K-coring together with a k-linear map ξ : U • → U * which satisfies
for all z ∈ U • , u, v ∈ U and x, y ∈ K. It is universal with respect to this property, in the sense that if C is another K-coring with a k-linear morphism f : C → U * satisfying (29) then there exists a unique coring homomorphism f : C → U • such that ξ • f = f . In light of this, it is natural to ask how U • (and Dlin K ) are related with U • , which will give the second universal property mentioned in the Introduction.
Theorem 2.28. For a differential field (K, ∂), the two-sided K-vector space of differentially recursive sequences Dlin K with the inclusion ξ : Dlin K ⊆ U * , satisfies the universal property of the Hopf algebroid U • . In particular, for U = K[Y; ∂], we have a chain of isomorphisms U • Dlin K U • of Hopf algebroids.
Proof. Assume that C is a K-coring together with a k-linear morphism g : C → U * satisfying (29). For every c ∈ C, write explicitly ∆(c) = r j=1 c ′ j ⊗ K c ′′ j . All the morphisms g c ′′ j for j = 1, . . . , r admit a kernel ker g c ′′ j ⊆ U which is of codimension 1. In particular, since there is only a finite number of them and
In light of (29), for every n ≥ 0
and hence ker (g(c)) ⊇ P c (Y)U, which is a finite-codimensional (principal) right ideal. Summing up, g factors uniquely through g ′ :
for all c ∈ C and we have the following chain of equalities
. Let us check that with the structure introduced in Theorem 2.24 and with the canonical inclusion ξ : Dlin K → U * , α → f α , as Kcoring Dlin K satisfies relations (29). First of all, ξ is K-bilinear because Φ of Proposition 2.13 is. Secondly, in light of (19), ξ(α)(1 u ) = α (0) = ε(α). Thirdly, we have that
where in ( * ) we used the right K-linearity off α . Therefore, ξ satisfies the condition (29). We are left to check that the morphism g ′ : C → Dlin K , c → g ′ c , where g ′ c (n) = g(c)(Y n ) for all n ≥ 0, is a morphism of K-corings. Again, it is K-bilinear because g : C → U * was and Φ is. It is counital because
= ε C (c).
It is comultiplicative because
where d c is the degree of g ′ c . Therefore, it is a coring homomorphism and the proof is complete. 2.4. Comparing linearly and differentially recursive sequences. Let us conclude the section by showing how the notion of differentially recursive sequences is related to the classical notion of linearly recursive sequences over fields. Given any field F, recall that a sequence α ∈ F N is linearly recursive if there exist d ≥ 0 and coefficients b 0 , . . . , b d−1 ∈ F such that
for all n ≥ 0. The space of linearly recursive sequences over F will be denoted by Lin F . Notice that α is linearly recursive if and only if it satisfies L(α) = 0 where L = d i=0 s(c i )N i and c i ∈ F for all i = 0, . . . , d. If F is considered as differential field with the zero derivation, then the morphisms s, t : F → H(F) obviously coincide. Therefore, a linearly recursive sequence over F (in the classical sense) is the same as a differentially recursive sequence over (F, 0) (in the sense of the present paper). Thus, the notion of differentially recursive sequence does not add anything new to the picture when the base field is differential with zero derivation.
In general, for a differential field (K, ∂), the spaces Dlin K and Lin K are related by the following commutative diagram of k-algebras H(K) where, as usual, k is the field of constants of (K, ∂) and all the morphisms are injective. In the forthcoming Example 2.30 we show that, in general, Dlin K and Lin K have different images inside H(K). 
Example 2.30. In general, there is no evident relation between Dlin K and Lin K . Consider, for example, the case K = C(z) with the usual derivative ∂ z . If we pick 1/z ∈ C(z), then
and satisfies t(1/z) ⊳ ∂ z (1/z) − Y(1/z) = 0, whence it belongs to Dlin C(z) . However, let us show that it cannot belong to Lin C(z) by mimicking the proof of [AES2, Lemma B.6] . Observe that if we assume that
then, in particular, the set of elements c 0 z d , . . . , c d−1 z, c d ⊆ C(z) satisfy the (d + 1) × (d + 1) linear system:
The matrix of this system is T = (−1) i+ j (i + j)! i, j , for i, j that run from 0 to d and it satisfies
where q i j = i+ j i and Q d is the d-th Pascal matrix. In view of [BP, Discussion preceding Theorem 4], we know that det(Q d ) = 1, whence det(T ) 0 and hence T is invertible. As a consequence, the only solution turns out to be c i = 0 for all i = 0, . . . , d, and so there is no non-trivial relation of the form (32).
In the other way around, consider the sequence α = (z • ) = (1, z, z 2 , . . .) ∈ C(z) N . This is linearly recursive since it satisfies (z − Z) ⊲ α = 0, but it cannot be differentially recursive because of the following argument. Assume, by contradiction, that there exists P
By induction on m, one deduces from this that
In the same way,
so that d i=2 i(i − 1)∂ m z (c i ) z i−2 = 0 for every m ≥ 0. By proceeding inductively, after d steps one concludes that d!∂ m z (c d ) = 0 for every m ≥ 0. In particular, for m = 0 we find d!c d = 0, which contradicts the choice of c d . Thus, there does not exist P(Y) 0 such that α ⊳ P(Y) = 0.
Summing up, there exist linearly recursive sequences that are not differentially recursive and conversely. In addition, there exist sequences which are linearly and differentially recursive but that are not coming from Lin C . The easiest example is s(z) = (z, 0, . . .): it satisfies N (s(z)) = 0, which identifies it as a linearly and a differentially recursive sequence (Z ⊲ s(z) = 0 = s(z) ⊳ Y), but it is not an element of C N . In fact, any sequence with compact (finite) support would be linearly and differentially recursive without being in C N .
Connections with linear differential matrix equations
This section is devoted to explain how differential linear matrix equations can be approached by means of differentially recursive sequences. Firstly we show that the space of these sequences can be seen as a direct limit of all spaces of formal solutions of linear homogeneous differential equations (that is, it is a kind of "universal formal solution"). Secondly we comment on how Picard-Vessiot ring extensions can be constructed from the Hopf algebroid of all differentially recursive sequences by analysing, for the sake of simplicity, the case of two-dimensional differential vector spaces.
As before we fix a differential field (K, ∂) with (non-trivial) sub-field of constants k and we consider its differential algebra of Hurwitz series (H(K), N) and its algebra of differential operators U := K[Y, ∂].
3.1. Dlin K as the universal algebroid of solutions. Consider a differential operator L = d i=0 t(c i )N i and P L (Y) ≔ d i=0 Y i c i the associated element in U. For any α ∈ H(K) solution of L(α) = 0, we have that the map f α of equation (19) vanishes on the right ideal P L (Y)U and conversely. Therefore, the following correspondences are bijective
In light of this, we refer to M * L ≔ (U/P L (Y)U) * as the space of solutions of the differential equation L(α) = 0. It is a differential module itself with
and a left U • -comodule with (2) Consider the equation ∂ 2 (y) + ω 2 y = 0 with ω 0. The space of solutions of the associated operator
, which is 2-dimensional. Therefore, any solution is a linear combination of those corresponding to the morphisms y * 0 and y * 1 . Now, by pre-composition with the canonical projection, y * 0 corresponds to 1, 0, −ω 2 , 0, ω 4 , 0, −ω 6 , . . . while y * 1 corresponds to 0, 1, 0, −ω 2 , 0, ω 4 , 0, −ω 6 , . . . . One would easily recognize the power series expansions of cos(ωT ) and 1 ω sin(ωT ), as expected from the theory of ordinary differential equations. Analogously, one may consider a differential polynomial P(Y) ∈ U and set M P ≔ U/P(Y)U. If L P ≔ d i=0 t(c i )N i denotes the associated differential operator then M P * = Hom K (M P , K) ker (L P ) can be seen as a sub-space of Dlin K .
Remark 3.2. Let us introduce, for the sake of brevity, the component-wise derivation
and observe that the inverse of (33) is explicitly given by M * L → ker (L) , f → ( f (y n )) n≥0 . Thanks to this, one may endow ker (L) with a structure of differential K-module with
for every α ∈ ker (L).
The following proposition shows why U • , or Dlin K , can be referred to as the universal space of solutions.
Proposition 3.3. The family M P * = Hom K (M P , K)
, where M P ≔ U/P(Y)U, forms a directed system of left U • -comodules with morphisms π * P,Q : M * P → M * Q induced by the canonical right U-linear projections π P,Q : M Q → M P for Q(Y) ∈ P(Y)U. Moreover, we have the following directed limit
Proof. The morphisms π * P,Q : M * P → M * Q are colinear because of the following direct computation
where ( * ) follows from the fact that π P,Q is a morphism of differential modules and hence it belongs to T M Q ,M P and ( * * ) from the fact that the dual basis map
Let us show that U • satisfies the universal property of the stated colimit. First of all, for every P(Y) ∈ U consider the assignment ψ P :
For all x ∈ K and for all f ∈ M * P , we have that
Thus, the ψ P 's are compatible with the morphisms of the directed system, and by the isomorphism of Theorem 2.21 they are all injective.
Assume now that there exist a left U • -comodule V and U • -colinear morphisms σ P : Of course, β ψ P ( f ) = β f ⊗ T P1 = σ P ( f ) for all P(Y) ∈ U and all f ∈ M * P . In addition, β is the unique satisfying this property because we know that
We are then left to check that β is left U • -colinear. To this aim, for every ϕ ⊗ T M m ∈ U • pick a dual basis e i , e * i | i = 1, . . . , d of M and compute
The subsequent result provides a constructive method for finding these solutions, given d initial conditions a 0 , . . . , a d−1 ∈ K. It is noteworthy the role played in this by the universal coring structure on Dlin K . Proposition 3.4. A solution α ∈ H(K) of the equation L = d i=0 t(c i )N i = 0, subject to the initial conditions a 0 , . . . , a d−1 ∈ K, is explicitly given by α(i) = a i for i = 0, . . . , d − 1 and
for all n ≥ d, where y * i i=0, ..., d−1 is the basis of the space of solutions (U/P L (Y)U) * dual to the basis
Proof. In view of Theorem 2.28, we know that
By writing this relation with k = 0, h = n and by resorting to the explicit description of ∆(α) given in (22) we find out that
Remark 3.5. An useful consequence of Proposition 3.4 is the following iterative method to construct formal solutions to homogeneous linear differential equations. Consider an equation of the form 0 = L(y) = ∂ n (y) − (c n−1 ∂ n−1 (y) + · · · + c 1 ∂ (y) + c 0 y) over a differential field (K, ∂) as usual, and consider its extension 0 = L(y) = N n (y) − (t (c n−1 ) N n−1 (y) + · · · + t (c 1 ) N(y) + t (c 0 ) y)
to (H(K), N). Its space of solutions M * L is an n-dimensional vector space over K with basis y * 0 , . . . , y * n−1 and we know, from Proposition 3.4, that a full set of linearly independent formal solutions to L(y) = 0 in H(K) (in fact, in Dlin K ) is provided by the sequences o i ≔ y * i (y • ) for i = 0, . . . , n − 1 and where we recall that y k = Y k + P L (Y)U ∈ U/P L (Y)U, for all k ≥ 0. For every k ≥ 0 consider the column vector (o 0 (k) , o 1 (k) , . . . , o n−1 (k)) T ∈ K n and consider the matrix
Then the solutions o i satisfy the recursive formula
where I n is the identity n × n matrix.
Example 3.6. For a differential operator of degree two L = N 2 − t(c 1 )N − t(c 0 ), the basis of the K-vector space of solutions inside Dlin K is computed as follows. Consider the attached differential polynomial
(1) (the basis as in Proposition 2.20) and for higher degree y n ≔ Y n + P L (Y)U = ∂ n (1), n ≥ 2. Inside U • we have the following four elements y * 0 ⊗ T M y 0 , y * 0 ⊗ T M y 1 , y * 1 ⊗ T M y 0 and y * 1 ⊗ T M y 1 , which, respectively, correspond to the following four sequences: α 0 = (1, 0, c 0 , ∂ (c 0 ) + c 0 c 1 , · · · ), N(α 0 ) = (0, c 0 , ∂ (c 0 ) + c 0 c 1 , · · · ), α 1 = (0, 1, c 1 , c 2 1 + c 0 + ∂ (c 1 ) , · · · ), N(α 1 ) = (1, c 1 , c 2 1 + c 0 + ∂ (c 1 ) , · · · ). In matrix form, we have that
with the following matrix recursive relations:
We know from Proposition 3.4, that {α 0 , α 1 } leads to the full set of solutions of L(y) = 0. We also know that β 0 = N(α 0 ) and β 1 = N(α 1 ) generate the space of solution of a differential equation of the same degree that we want to determine now. For this reason, we will analyse the two cases: c 0 = 0 and c 0 0. For the case c 0 = 0, we have that α 0 = (1, 0, 0, · · · ) = s(1) and so N(α 0 ) = β 0 = 0, thus y * 0 ⊗ T M y 1 = 0 in U • . On the other hand, we know that ∂(y 1 ) − y 1 c 1 = 0 and hence β 1 satisfies N(β 1 ) − t(c 1 )β 1 = 0.
For the case c 0 0, we follow explicitly the argument of the proof of Proposition 2.19. Since y 0 = y 2 /c 0 − y 1 c 1 /c 0 , we have that
Therefore,
As a consequence, y * 0 ⊗ T M y 1 and y * 1 ⊗ T M y 1 (and so β 0 and β 1 as well) satisfy the equation
Observe that if c 0 , c 1 ∈ k (i.e., they are constant elements), then b 0 = c 0 and b 1 = c 1 , and so β 0 , β 1 satisfy the same recursive relation as α 0 , α 1 .
Example 3.7. Let (K, ∂) ≔ (C(z), ∂/∂z) be the field rational functions on C with the differential induced by the formal derivation with respect to z. On K, consider the general homogeneous linear differential equation of order one
Observe that the space of solutions of (38) in a differential extension of C(z) is one-dimensional, because (38) is of order one. In particular, if a non-zero solution belongs to some differential extension (R, ∂ R ) ⊇ (K, ∂), then R contains a full set of solutions of (38).
Being C algebraically closed, v(z) = N i=1 (z − r i ) n i and hence, by the division algorithm in C[z], we have that a can be rewritten as its partial fraction decomposition
It can be checked directly, by elementary arguments, that (38) admits a non-zero solution in C(z) if and only if c i,1 ∈ Z for all i = 1, . . . , N, c i, j = 0 for all i = 1, . . . , N and for all j ≥ 2 and p(z) = 0. It admits a non-zero solution which is algebraic over C(z) (i.e. it satisfies a polynomial equation with coefficients in C(z)) if and only if c i,1 ∈ Q for all i = 1, . . . , N, c i, j = 0 for all i = 1, . . . , N and for all j = 2, . . . , n i and p(z) = 0 (check [vPS, Exercise 1.14 (3)]). Now, extend (38) to (H (C(z)) , N) via the differential morphism t : C(z) → H (C(z)). It becomes L(y) = N(y) − t(a)y = 0.
Consider the associated polynomial P L (Y) = Y − a ∈ U = K[Y; ∂], the differential module
and the associated left K-vector space (U/P L (Y)U) * = Ky * 0 of dimension one. If we set y n ≔ Y n + P L (Y)U for all n ≥ 0, then there exists o n ∈ C(z) (in fact, o n = y * 0 (y n )) such that y n = o n + P L (Y)U and hence
By Proposition 3.4 we have that, for a given initial condition α(0) = p 0 ∈ C(z), the unique solution α of (39) is given by α(n) = p 0 o n for all n ≥ 0 where o n satisfies the recursion
that is to say, α = s(p 0 ) 1, a, a 2 + ∂ (a) , a 3 + 3a∂ (a) + ∂ 2 (a) , . . . .
Set o ≔ (o • ) ≔ y * 0 (y • ) = 1, a, a 2 + ∂ (a) , . . . , the solution corresponding to the initial condition p 0 = 1. In this more general framework, observe that (38) admits a solution f ∈ C(z) if and only if ∂ ( f ) = a f , which is equivalent to say that ∂ n ( f ) = o n f for all n ≥ 0 (one implication is trivial, for the other one From the definition of the differential K-vector space M L = U/P L (Y)U, we have the following recursive relation:
.
In matrix form, the fundamental solutions (i.e. those generating (U/P L (Y)U) * ) can be expressed by:
The general solution α ∈ H(K) is then
Remark 3.10. In Example 3.9 observe that, since
Therefore, any β such that N(β) − t(c)β = 0 satisfies L(β) = 0 as well. Thanks to Example 3.7, we know that β = s (b 0 ) 1, 1 z−1 , 0, . . . for some initial condition b 0 ∈ K. Now, by looking at (43) the reader may easily convince himself that
as expected.
3.2. Comments on the Picard-Vessiot ring extension. In this section, we discuss the relation between the Picard-Vessiot differential ring extension of a given differential module and the Hopf algebroid of differentially recursive sequences. For simplicity, we only treat the case of a differential module of rank two (that is, a differential K-vector space (M, ∂ M ) of dimension two). We will often implicitly refer to notations and constructions from [EG] . Consider, as before, (K, ∂) a differential field with k = K ∂ K its non-trivial sub-field of constant elements (assumed now to be algebraically closed of characteristic zero). Let us consider a linear homogeneous scalar differential equation
with c 0 , c 1 ∈ K. After extending the latter equation to (H(K), N) via the differential algebra homomorphism t, it corresponds to L(α) = 0 where the differential operator is given by L = N 2 − t(c 1 )N − t(c 0 ) and the associated differential polynomial by P(Y) = Y 2 − Yc 1 − c 0 . Set M ≔ U/P(Y)U. It is a differential module (M, ∂ M ) of dimension two over K with dual basis {y 0 , y 1 , y * 0 , y * 1 } and differential ∂ M (y n ) = y n+1 , where y n = Y n + P(Y)U for all n ≥ 0. Therefore, ∂ M (y 0 ) = y 1 and ∂ M (y 1 ) = c 0 y 0 + c 1 y 1 . By considering the column expression (with the usual minus), the matrix of the differential ∂ M computed as in [vPS, page 7] is then of the form 0 −c 0 −1 −c 1 . Recall from Remark 3.2 that ker (L) M * as differential K-modules. The matrix of the differential module (M * , ∂ M * ) is then the opposite of the transpose of the previous one. That is, we have ∂ M * (y * 0 ) = −c 0 y * 1 and ∂ M * (y * 1 ) = −y * 0 − c 1 y * 1 . By Remark 3.5, the dual basis for the solution space M * of L(α) = 0 over H(K) satisfies the recursive relation:
In what follows, we will implicitly identify M with (M * ) * in the rigid symmetric monoidal category of differential modules over K. Consider, as in Example 3.6, the following four elements
x 00 ≔ y 0 ⊗ T M * y * 0 , x 01 ≔ y 0 ⊗ T M * y * 1 , x 10 ≔ y 1 ⊗ T M * y * 0 and x 11 ≔ y 1 ⊗ T M * y * 1 in the Hopf K-algebroid U • , that is, the differentially recursive sequences α 0 = y * 0 (y n ) n ∈ N , α 1 = y * 1 (y n ) n ∈ N , N α 0 , and N α 1 .
δ f 00 f 01 f 10 f 11 = f 10 f 11 c 0 f 00 + c 1 f 10 c 0 f 01 + c 1 f 11 = 0 1 c 0 c 1 f 00 f 01 f 10 f 11 .
Therefore the matrix F ≔ ( f i j ) 0≤i, j≤1 is a fundamental matrix (in the sense of [vPS, Definition 1.9]) for the linear differential matrix equation attached to (M * , ∂ M * ), with entries in P. Furthermore, one can adapt the proof of [EG, Proposition 5.5 .2] to show that (P, δ) is in fact a Picard-Vessiot ring of the differential Kvector space (M * , ∂ M * ). Notice that, as a differential K-algebra, (P, δ) is not an extension of the differential K-algebra (U • (M * ) , ∂ • ), because the Hopf ideal s − t is not necessarily ∂ • -stable. Consider now the differential K-vector space P ⊗ K M * , ∂ P⊗ K M * with ∂ P⊗ K M * = δ ⊗ K M * + P ⊗ K ∂ M * (see [vPS, page 44] ). A direct check shows that the two elements p 0 ≔ f 00 ⊗ K y * 0 + f 10 ⊗ K y * 1 and p 1 ≔ f 01 ⊗ K y * 0 + f 11 ⊗ K y * 1 , in P ⊗ K M * are k-linearly independent. Notice that {p 0 , p 1 } generates the two dimensional k-vector space ker ∂ P⊗ K M * ⊆ P ⊗ K V, which is the solution space (in the sense of [vPS, page 13] ) of the linear differential matrix equation defined by (M * , ∂ M * ).
The assignment ker ∂ P⊗ K M * → M * , p i → y * i , clearly defines a monomorphism of k-vector spaces. Moreover, when c 0 0 one can show that the k-vector space ker ∂ P⊗ K M * is isomorphism to the following k-subspace of P: p ∈ P| δ 2 (p) = c 0 p + (c 1 + ∂ (c 0 ) c 0 )δ(p) .
Example 3.11. Assume that c 1 = 0 and that c 0 0 is a constant element of K. Take any non zero element p in the sub-space described by equation (46), that is, 0 p ∈ P such that δ 2 (p) = c 0 p. Then the element u = δ(p)p −1 in the field of fractions of P is a solution of the equation ∂ (u) + u 2 = c 0 . The converse is also true when K = C(z) with the differential ∂/∂z. In this case the equation ∂ (u) + u 2 = c 0 is the so called Riccati equation. Assume now that K = C(z) and c 1 0. Denote by δ the differential on the field of fractions of P as well. More generally, if p ∈ P is a non-zero element of the Picard-Vessiot ring P, then u = δ(p)/p satisfies Remark 3.12. Since (M * , ∂ M * ) is the dual of (M, ∂ M ) in the category of differential modules, we have the bijective correspondences Hom U ((M, ∂ M ) , (P, δ)) Hom U (K, ∂), P ⊗ K M * , ∂ P⊗ K M * ker ∂ P⊗ K M * (47) 0 = L ′ (α)(n) = α ⊳ P ′ (Y) (n) for all n = 0, . . . , d − 1.
Consider f α = Φ −1 (α) ∈ U * andf α ∈ (U/P α (Y)U) * . Equation (50), together with (14) and (19), entails that
= L ′ (α)(n) (50) = 0 (51) for all n = 0, . . . , d − 1. Let us prove by induction on k ≥ 0 that L ′ (α)(d + k) = 0 as well. For the sake of simplicity, write P α (Y) = Y d − Q α (Y), with deg(Q α (Y)) < d. For k = 0,
Now, assume that L ′ (α)(d + k) = 0 holds for all k = 0, . . . , h − 1. Then
and so, by induction, L ′ (α)(n) = 0 for every n ∈ N.
Proposition A.2. Let α ∈ H(K) be a sequence and d ≥ 1. The (non-linear) system of d equations
in the d + 1 unknowns x 0 , . . . , x d is equivalent to the homogeneous (linear) system
Proof. For every n ∈ N, denote by E n the expression x i (α(i + 1) − ∂ (α(i))) = F 1 .
Assume that the claim holds for k = 0, . . . , n − 1 and let us prove it for k = n. Since F s = 0 for s < n, ∂ n−s (F s ) = 0, that is to say, 0 = ∂ n−s (F s ) = 
Therefore, a very technical but otherwise straightforward computation shows that This implies the following. If {x i } is a solution of E n = 0 for n = 0, . . . , d − 1 then F 0 = E 0 = 0 and, by the inductive argument above, F n = E n = 0 for n = 0, . . . , d − 1. Conversely, If {x i } is a solution of F n = 0 for n = 0, . . . , d − 1 then, by the same argument, E n = F n = 0 for n = 0, . . . , d − 1.
