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ABSTRACT
EVALUATION AND FORECAST OF ENERGY CONSUMPTION IN DIFFERENT
SECTORS OF THE UNITED STATES USING ARTIFICIAL NEURAL NETWORKS
by
Arash Kialashaki

The University of Wisconsin-Milwaukee, 2014
Under the Supervision of Professor John R. Reisel

The United States is a country which consumes a vast amount of energy. In order to keep
the development of the United States sustainable (diverse and productive over the time)
energy planning should be carried out comprehensively and precisely. This dissertation
presents a specific mathematical modeling approach towards energy demand modeling of
the United States and forecast future energy demand. To generate more detailed and
accurate results, this dissertation investigates the energy demand of each sector separately
using the analysis of trend for unique set of independent parameters which affect the
energy demand in that sector.
In solving a forecast problem with artificial neural networks, the most important part is to
choose the independent variables that provide the most precise estimate of the dependent
variable. While including too many variables makes the model complicated and increases
the calculation time significantly, excluding important independent variables makes
integrity of the model questionable and reduces its predictive ability. In this study,
correlation coefficient analysis is applied to initially select the independent variables.
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In terms of forecasting the energy demand in the residential sector, the MLR and ANN
models show two different trends while their performances are at a similar level of
accuracy during the test period.
ANN model anticipates a small increase in the energy demand of the transportation
sector. Although a small increase has been estimated by the ANN, the United States
should keep trying to reduce energy consumption in order to reduce CO2 gas and meet its
national and international commitments.
ANN is also applied to forecast the industrial energy demand and perform future
projections for the period 2013-2030. Based on model trained with historical data of
period 1980-2012, the price of energy significantly affects the amount of energy used in
the industrial sector. Hence, ascending price scenario and descending price scenario will
result in 7% and 25% increase in the energy demand of this sector, respectively.
Based on model trained with historical data of period 1987-2012, the U.S. trade
significantly affects the amount of energy used in the commercial sector. Hence,
ascending trade scenario and descending trade scenario will result in 5% and 2% increase
in the energy demand of this sector, respectively.
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CHAPTER 1
INTRODUCTION
Mathematical modeling makes it possible to predict the behavior of a broad range
of energy systems in response to fluctuations in affecting parameters. In other words,
energy models which explain the properties of a system mathematically are powerful
tools for studying energy production and demand problems. As a practical matter, the
only means for constructing a comprehensive model is through careful integration of
separate mathematical descriptions of the systems’ components. Over the years, there
have been many attempts to develop accurate mathematical models of energy systems,
and these have achieved varying degrees of success. One of the modeling techniques that
have shown great promise employs the method of artificial neural networks. The efforts
described in this work involve developing and employing artificial neural network
modeling techniques for use in predicting energy consumptions in various sectors of the
United States economy.

1.1 Mathematical Modeling

Mathematical models integrate scientific and technical knowledge with the
purpose of predicting system behavior. Such knowledge is incorporated into the
computational codes that computers execute in model utilization. From this perspective,

2

the significance of mathematical and computational modeling of energy systems is clear;
it is the most efficient and effective method for predicting the behavior of systems [1].
A mathematical model is a description of the behavior of a system. It is made up
of three components [2]:
1. Input variables (statisticians call these regressor variables), which act on the
system.
2. The system structure and parameters/properties which is the necessary physical
description of the system
3. Output variables which describe the reaction of the system to the input variables.
Energy use is often a response variable.

In this study, mathematical models based on numerical simulation permit the
study of a complex energy system that otherwise would be too complicated, too costly, or
even impossible to thoroughly investigate. The artificial neural network (ANN) technique
is one that can overcome the limitations of traditional approaches by solving a complex
modeling problem which is difficult to analytically describe. There are some other
methods to mathematically describe a system such as Multiple Linear Regression (MLR).

1.2 Energy Modeling

Energy consumption modeling seeks to quantify energy requirements as a
function of input parameters. Because of the power of the mathematical models in the
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analysis of the past conditions and for forecasting the future, mathematical models are
widely used in energy demand modeling. Based on the ability of mathematical energy
models, and since the availability and use of energy is one of the most essential elements
of development in industrial countries, many studies have been performed to develop
mathematical energy models for use in evaluating the future availability of energy and to
help policy makers to plan accordingly.
Energy models may be used for various reasons. The most common goal of the
energy models is the determination of regional and national energy supply requirements
and the response of energy consumption in a particular sector to an upgrade or addition of
technology. Energy models are useful as they can guide policy decisions regarding
energy supply and transmission. By quantifying the consumption and predicting the
impact or savings due to retrofits, decisions are made to support energy supply, and
retrofit technology incentives.
Energy models rely on data to simulate energy consumption. Based on the level of
detail of the input data, different modeling techniques may be used. Different modeling
methods have various positive and negative points, capability and applications.
Energy models in existence are dominated by two different approaches. Topdown modeling is based on macroeconomic modeling principles and techniques and is
intended to include all important economic interactions of the society. Bottom-up
modeling is based on disaggregation and technical parameters. Each of these methods is
based on the different levels of input information, different calculation or simulation, and
provides results with different applications.
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1.2.1 Overview of the top-down models
The top-down method considers the energy sector as an energy sink and does not
distinguish energy consumption due to individual end-uses. Top-down models explain
the effects on the energy consumption due to long-term changes of the energy sector. The
primary purpose of top-down models is to determine the supply requirements. These
types of models mostly use macroeconomic indicators such as gross domestic product
(GDP) and energy prices, environmental conditions, and energy intensity of end-users.
As indicated in Figure 1-1, there are three groups of top-down models. Econometric
models are mainly based on price and income. Technological models mainly focus on
broad technological characteristics of entire system [3]. Statistical models, which are the
primary focus of this study, rely on historical data. Once the relationship between enduses and energy consumption has been established, the model can be used to estimate the
energy consumption of sector.
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Figure 1-1: Energy modeling approaches

The regression model building consists of selecting an appropriate set of
regressors from a set that quite likely includes all of the important variables; however,
one is not sure that all of these candidate regressors are necessary for adequate modeling
of the historical data of energy consumption. In such a situation, oone
ne is interested in
screening the candidate variables to obtain the regression model that contains the best
subset of regressor variables. A number of criteria may be used for evaluating and
comparing the different regression models obtained. A commonly us
used
ed criterion is based
on the coefficient of multiple determinations.
Artificial Neural Networks (ANNs) are composed of simple elements operating in
parallel. These elements are inspired by biological nervous systems. As in the nature, the
network function is determined largely by connection between elements. A network can
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be trained to perform a particular function by adjusting the values of the connections
(weights) between elements. This study discusses ANNs in more detail.
1.2.2 Overview of the bottom-up models
The bottom-up modeling approach encompasses all models which use input data
from a hierarchal level less than that of the sector as a whole. These models employ
energy consumption of individual end-uses and extrapolate to represent the nation based
on the representative weight of the modeled sample.
Bottom-up models are capable of determining the energy consumption of each
end-use and identify the areas of improvement. The strength of the bottom-up approach is
that it can determine the total energy consumption of the energy sector without relying on
historical data. However, the level of detail required by these models is greater than that
of top-down models and the calculation or simulation of the bottom-up models can be
complex [3].

1.3 Energy Consumption in the United States

1.3.1 Energy Production and Consumption
The United States is a country which consumes a vast amount of energy. In fact,
the United States is the largest consumer of primary energy among the OECD nations [4].
In 2009, it ranked 1st globally with respect to the consumption of primary energy sources
such as petroleum, natural gas, coal, hydroelectric, nuclear, geothermal, solar and wind,
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followed by China [4]. The United States relies on petroleum imports to meet its oil
demand, and therefore is the leader globally in terms of crude oil imports. Also, the
country is the largest consumer of natural gas in the world: about 11% of its natural gas in
2010 supplied by imports, primarily from its North American neighbors [5].
In 2007, the United States imported 707 Mtoe of energy and exported only 188
Mtoe. The country was self-sufficient in energy until the late 1950s when energy
consumption began to outpace domestic production. By 2007, net energy imports
accounted for 22.4% of all energy consumed. At the same time, most (84%) of the
imported energy was in the form of oil. The United States now imports more oil and
natural gas than any other country [5].
While the United States consumes vast quantities of energy as mentioned above,
it has also pledged to cut its greenhouse gas emissions by 2050. This was done through
passage of the American Clean Energy and Security Act in June 2009. This measure aims
to promote clean energy investments and to lower US greenhouse-gas emissions by more
than 80% by 2050 [6].
The production and distribution energy data for the United States are shown in
Figure 1-2. The left-hand side of the figure shows the distribution of energy sources in
the United States. This distribution is similar to that of worldwide energy sources: fossil
fuels account for 82% of energy use, nuclear energy produces 8.5%, and renewables
account for 9.3%.
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Figure 1-2: Share of energy sources and uses in the United States [7]

The right-hand side of Figure 1-2 presents the patterns of energy use in the United
States, where more than 40% of the energy is used to generate electricity. The remaining
nonelectrical uses are transportation, non-electricity generating industrial uses, and
residential and commercial energy use. Lines with percentages noted at both ends,
connect energy sources and energy uses in Figure 1-2. The percentages on the left-hand
side of the lines are percentages of the eventual use from that source. The percentages on
the right-hand side of the lines show the distribution of energy sources for each use. For
example, 36% of natural gas was used to produce electricity, and 24% of electricity was
produced from natural gas. The percentages make it clear that not all energy sources can
be used in all applications. For example, 100% of nuclear power and 91% of coal are
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used to generate electricity: these fuels are not widely used for other purposes. As can be
seen, the transportation sector relies almost exclusively (93%) on petroleum and
relatively little of other fuels are used in this sector.
1.3.2 Renewable energy
Renewable energy production in the United States has grown in recent years, with
an average annual growth rate of 4.6% over the last decade. Renewable energy
consumption of the United States is also increasing with an average annual growth rate of
4.5% over the past decade. Since the total energy consumption is also increasing, the
share of renewable energy remained approximately unchanged during last two decades
with an ascending trend through last five years [7].
In 2012, the United States ranked third in total renewable energy supply
following the People’s Republic of China and India [8]. The United States has some
renewable energy fostering policies which are in common with some other countries, but
also differs in its approach in various ways. Renewable electricity production in the
United States is discussed in Chapter 7 of this study in more details.

1.4 Energy Modeling and Forecast

1.4.1 The Importance of Energy Consumption Forecasts
Energy planning is impossible without a reasonable knowledge of past and
present energy consumption and likely future demands. These consumption patterns are
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significantly affected by energy prices. Any demand analysis and consumption forecast,
therefore most take explicit account of energy prices, because prices not only affect
choices among alternative energy sources, but also choices between use of energy versus
other alternative inputs such as capital and labor, or choices between energy and nonenergy consuming activities.
However, prices of specific energy resources are only one set of parameters that
affect use. Others, such as availability, reliability of supply, convenience in use, technical
and economic characteristics of energy-using equipment and appliances, population
growth, income, rate of urbanization, as well as social habits are as important as or even
more important than price in determining energy consumption. Hence any analysis of
past and current consumption patterns and forecast of future consumption have to take
these other factors explicitly into consideration.
Consumption forecasts could be made either on the basis of statistical evaluations
and projections of past consumption trends, or on the basis of specific micro-studies. The
former approach is appropriate in industrialized nations in which data coverage is
excellent.
There are three interrelated reasons for the importance of accurate energy
consumption forecasts. The first is that the timely and reasonably reliable availability of
energy supplies is vital for the functioning of a modern economy. The second is that the
expansion of energy supply systems usually requires many years. And the third is that
investments in such systems generally are high capital intensive. If supply shortage
develops as a consequence of forecasts that are too low, more expensive foreign energy
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supplies may have to be imported, emergency equipment may have to be installed, and
forced outages may occur. Overestimates of future demand may be equally costly, if
expansion plans are based upon them and would lead to unnecessary idle capacity that
means wasted financial resources.
The large time horizon for new energy supply installations increases the need for
accurate forecast of energy demand. Thermal power plants may need 4 to 6 years to
complete, although high-cost gas turbines or diesel power plants can usually be
commissioned on an emergency basis within 1 to 2 years. Nuclear power plants need 8 to
12 years to build and hydroelectric power plants require about 5 to 8 years. Therefore, it
would be better to model energy consumption with good accuracy in order to avoid costly
mistakes.

1.5 Current Study

Energy modeling and analysis is important because energy is at the core of
economic and industrial activity in industrialized countries. Energy cost can affect not
only industries with large consumption, but also industries as a whole and even the costof-living of citizens, notably because of the impact of energy prices on transport cost and
heating. While respecting the environmental requirements of sustainable development,
the energy policies based on energy models should be designed with the objective of
securing economic growth and safeguarding the wellbeing of the citizens; this requires
accurate models.
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Most of the previous studies in this area were not comprehensive and detailed.
While some of them mainly focused on one of the sectors, some others analyzed energy
consumption of a country as a whole and do not study the effective parameters of each
sector. Proven studies show that the accuracy and reliability of the ANNs models are
higher compared to other methods of numerical energy modeling [9-11].
Because of the scarcity of a comprehensive energy consumption study of the
United States in the open literature and the importance of the accuracy and reliability, this
study builds a solid, precise and reliable model about energy consumption in the United
States. This study focuses on each sector separately and takes effective parameters on
each sector into account. Moreover, as the prices of energy carriers increases, renewable
energy demand grows rapidly and renewable energy production technologies improve
significantly. Hence, in this study, a chapter pays attention to renewable energy
consumption and important factors and constraints in this sector. Finally, by
incorporating energy consumption in all of the possible sectors, this study generates a
broad outlook of future energy consumption of the United States in near future.

1.6 Dissertation Organization

There currently exists a need for reliable energy consumption analysis and
forecast in different sectors of the United States. Therefore, the objectives of this research
are to (1) identify the effective parameters on energy consumption in these different
sectors, (2) design and use artificial neural networks to analyze the energy consumption
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in the different sectors using the significant parameters, and (3) forecast the future energy
consumption in a specific time frame. To describe this work, the dissertation has been
divided into eight chapters, including this introductory chapter.
Chapter 2
Objective: To review past studies about energy modeling and forecast in the open
literature and to introduce the methodology and mathematical backgrounds of artificial
neural networks analysis and multiple linear regression analysis.
This chapter elaborates the methodology of this dissertation as well as
mathematical background of methods.
Chapter 3
Objective: To evaluate the energy consumption in the residential sector of the
United States using artificial neural networks
Hypothesis: It is expected that the energy consumption in the residential sector of
the United States is a function of household size, GDP, median household income, and
the cost of the energy sources.
Methods to test the Hypothesis: Collecting the data on the effective parameters,
building the ANNs, training the network and matching the test set with the generated
results of the network, evaluating the performance of the model by error analysis, using
the future trends of the effective parameters as feed of the network to forecast the energy
consumption of the residential sector in the United States.
Chapter 4
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Objective: To evaluate the energy consumption in the transportation sector of the
United States using artificial neural networks
Hypothesis: It is expected that the energy consumption in the transportation
sector of the United States is a function of population, number of vehicles, GDP,
passenger transport amount, and the gasoline price.
Methods to test the Hypothesis: collecting the data on the effective parameters,
building the ANNs, training the network and matching the test set with the generated
results of the network, evaluating the performance of the model by error analysis, using
the future trends of the effective parameters as feed of the network to forecast the energy
consumption of the transportation sector in the United States.
Chapter 5
Objective: To evaluate the energy consumption in the industrial sector of the
United States using artificial neural networks
Hypothesis: It is expected that the energy consumption in the industrial sector of
the United States is a function of population, import and export, employment, GDP, and
the prices of energy sources.
Methods to test the Hypothesis: collecting the data on the effective parameters,
building the ANNs, training the network and matching the test set with the generated
results of the network, evaluating the performance of the model by error analysis, using
the future trends of the effective parameters as feed of the network to forecast the energy
consumption of the industrial sector in the United States.
Chapter 6
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Objective: To evaluate the energy consumption in the commercial sector of the
United States using artificial neural networks
Hypothesis: It is expected that the energy consumption in the commercial sector
of the United States is a function of population, import and export, employment,
household income, GDP, and the prices of energy sources.
Methods to test the Hypothesis: collecting the data on the effective parameters,
building the ANNs, training the network and matching the test set with the generated
results of the network, evaluating the performance of the model by error analysis, using
the future trends of the effective parameters as feed of the network to forecast the energy
consumption of the commercial sector in the United States.
Chapter 7
Objective: To evaluate the renewable energy production and consumption of the
United States
Hypothesis: It is expected that the renewable energy consumption in the United
States is a function of geographical parameters, cost of traditional energy sources, federal
and state policies.
Methods to test the Hypothesis: quantifying the effective parameters, collecting
the data on the effective parameters, evaluation of effective parameters on renewable
energy development via comparison of states with common geographical conditions and
different renewable energy production status and via analysis of energy production
portfolio of leading states.
Chapter 8
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Objective: To summarize and generate a broad outlook of future energy
consumption of the United States in near future, and suggest areas for future work of the
interested researchers.
The period for which data is analyzed and used for the models is slightly different
for each chapter. In period of study for each chapter, all of the independent variables
which are subjects of this study are available. Data regarding more extended periods or
monthly or quarterly data are not available for all variables within the open literature. In
addition, smaller intervals of data are not necessarily helpful; for example, the effect of
energy price change in monthly periods does not usually affect the energy demand of the
industrial sector in the same period.
In summary, the main goal of these eight chapters is to provide a numerical
method to evaluate the important parameters which affect energy consumption of
different sectors in the United States and to propose a detailed image of the future of
energy consumption in the United States.
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CHAPTER 2
ARTIFICIAL NEURAL NETWORKS AND
MULTIPLE LINEAR REGRESSIONS

2.1 Introduction

Energy consumption is one of the hardest sectors of the economy to analyze,
model and forecast. The structure of energy demand for the entire sector is unclear. For
example, the energy demand in any economic sectors might not be strongly correlated
with common factors with the other sectors. While energy markets are complex, energy
models are simplified representations of energy production and consumption, regulations,
and producer and consumer behavior. Projections are highly dependent on the data,
methodologies, model structures, and assumptions used in their development.

2.2 Energy Demand Modeling

Energy demand modeling seeks to quantify the energy requirements as a function
of input parameters. Models may be used for various reasons. The most common goal of
the energy models are the determination of regional and national energy supply
requirements and the change in energy demand of a particular sector to an upgrade or
addition of technology.
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The reasons for modeling energy consumption are as varied as the ways in which
energy is used in processes [12]. Energy models are useful as they can guide decisions of
policy regarding energy supply and transmission. By quantifying the consumption and
predicting the impacts or savings due to retrofits, decisions are made to support energy
supply, retrofit, and technology incentives. Researchers and scientists tried to develop
integrated energy models for both traditional and renewable energy sources as well as
energy-demand side. Comprehensive overviews of the various types of energy modeling
are presented in several review papers [13-15].
The practice of modeling energy demand is necessarily a synthesis of data and
method [12]. Energy models rely on data to simulate energy consumption. Based on the
level of detail of the input data, different modeling techniques may be used. Different
modeling methods have various positive and negative points, capabilities, and
applications.

2.3 Previous studies

The relationship among energy consumption and economy has been studied and
reported in the literature such as Min et al. [16], Jin-Ming and Xin-Heng [17], Geem and
Roper [18], Cayla et al. [19], and Swan and Ugursal [3]. Total and sectoral energy
modeling and prediction studies have been carried out by many researchers. Geem [10]
developed ANN models for South Korea’s transport energy forecasting by considering
various independent variables such as GDP, population, oil price, number of vehicle
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registrations, and passenger transport amount. In Geem’s study, the ANN models
obtained robust results in terms of RMSE as well as R2, when compared with multiple
linear regression models. Also, Murat and Ceylan [20] described the logic of ANN and kfold cross-validation method. They proposed possible application of ANNs to forecast
energy demand for next 20 years of Turkey.
Many of previous works using ANNs in energy demand modeling have been done
for the electricity sector. For instance, Ekonomou investigated long-term electricity
demand in Greece using ANNs. Ekonomou used multilayer perceptron models to test
several possible architectures in order to choose one with the best generalizing ability to
be selected. After all simulations, the chosen MLP and ANN models had the following
characteristics: 2 hidden layers with 20 and 17 neurons in each of them, a LevenbergMarquardt back-propagation learning algorithm and a logarithmic sigmoid transfer
function. Performed predictions with ANN technique were found to be much more
accurate than those obtained by a linear regression model [21]. Ermis et al. used a feedforward back propagation ANN to be trained based on the data for 1965 to 2004 and then
forecast the world green energy consumption to the year 2050. They investigated energy
consumption equations and related environmental aspects in different sectors. In terms of
calculated errors for performance evaluation (absolute mean relative error, standard
deviations in the relative errors, and R2) ANN had lower errors and better performance
[22]. By using ANNs, Sӧzen proposed numerical equations to estimate Turkey’s energy
dependence based on basic energy indicators and sectoral energy consumption.
Moreover, different strategies to preserve the supply and demand balance of Turkey are
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evaluated in this paper. According to results of the developed models, this study could be
used to predict of energy dependency from the sectoral energy consumption per capita
with a high confidence (R2≈1, average deviations= 0.0073%) [23]. Another research work
on energy consumption in Turkey, Kankal et al. forecasted future projections based on
socio-economic variables like GDP, population and employment. Different scenarios
were analyzed and the results of the model based on those scenarios were compared with
the official forecast. The proposed ANN model predicted the energy consumption better
than the multiple linear and power regression models in terms of relative errors and
RMSE’s [24].
For Turkey as a country which had the highest average population growth rate
among the International Energy Agency (IEA) member countries, Hamzacebi [25]
explored net electricity energy consumption on a sectoral basis until 2020 and the results
are compared with official forecasts of the Turkey. In 2007, Akay and Atak used Grey
Prediction with Rolling Mechanism (GPRM) to forecast electricity demand of Turkey.
GPRM was chosen because of the high prediction accuracy and the little computational
effort required [26]. Duran used Ant Colony Optimization (ACO) to estimate energy
demand of Turkey. The presented model used population, gross domestic product,
imports, and exports to plan the energy demand of the Turkey until 2025 based on three
proposed scenarios [27]. Ünler proposed a model using particle swarm optimization
(PSO) method to forecast energy demand of Turkey. GDP, population, imports, and
exports are used as independent indicators to forecast energy demand and the results are
compared with the results of the ACO model developed for same problem [28]. As
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another approach for forecasting short-term gross annual electricity demand for Turkey,
Kucukali and Baris applied fuzzy logic. The proposed model used GDP as the sole
independent parameter and captured the system behavior of the period 1970-2014 [29]. In
2012, Bilgili et al. applied artificial neural network (ANN), linear regression (LR), and
nonlinear regression (NLR) to estimate the electricity consumption of the residential and
industrial sectors in Turkey. Installed capacity, gross electricity production, population
and total subscribership were selected as independent variables. Prediction of the
electricity consumption is based on two different scenarios and the results of the three
methods were compared [9]. The comparisons showed good agreement between the
actual data and forecasting results. Also, the performance values of the ANN method
were better than performance values of the LR and NLR models.
In 2008, Adams and Shachmurove built an econometric model of the Chinese
energy economy. This model is based on an energy balance and used to forecast Chinese
energy consumption and imports to 2020 [30]. For Iran as a case study, Azadeh et al.
presented an integrated algorithm for forecasting monthly electricity consumption based
on a supervised multi-level perceptron ANN, computer simulation and design of
experiments. Electricity consumption data for Iran from 131 months from 1994 to 2005
were analyzed and applied to the proposed algorithm to show the applicability of ANN
and its superiority to conventional time series and simulated-based ANN according to
statistical analysis of the results [31]. Regarding the industrial sector of Iran, Azadeh et
al. developed an ANN to forecast annual electricity consumption. In addition, the ANN
forecast is compared with actual data and conventional regression model to show the
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superiority of ANN models [32]. In 2010, Azadeh et al. applied a fuzzy regression
algorithm to estimate energy consumption of Iran. They showed that the proposed
algorithm is capable of managing imprecision, ambiguity, and lack of data due to fuzzy
regression mechanism [33].
Use of AI techniques to forecast energy demand modeling is not limited to
Turkey, Iran and China. For example, Geem and Roper, estimated energy demand of
South Korea with an ANN model. This model has four independent variables including
GDP, population, import, and export amounts [18]. In 2013, Kialashaki and Reisel
developed energy demand models which are able to forecast energy demand for the
residential sector of the United States. In this study multiple linear regression models and
ANN models are compared and one of the ANN models is chosen based on the model
evaluation parameter [34].

2.4 Linear regression

Multiple linear regression analysis is one of the oldest and most common
methodologies used to analyze the dependency of a quantity on a set of independent
variables [35]. A MLR model explicitly describes a relationship between independent and
dependent variables.
In this study, the method of least squares-fit is used to estimate the regression
coefficients in MLR model. Producing a fit using a linear model requires minimizing the
sum of the squares of the residuals. A plot of residuals visually gives a good insight about
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Goodness of Fit. The Goodness of Fit is also measured by Coefficient of Determination

(R2) and Adjusted Coefficient of Determination (  ) which indicates how closely
obtained values match the dependent variable of the model. The following equation
shows the regression equation for the proposed linear regression model:








 

 









 


      

  

(2.1)

where yi is the scalar response, β1 to βp are scalar regression coefficients, fi(x) is the
vector component showing each independent parameter, subscript p indicates the number
of independent variables, subscript n shows the number of historical observations, and ε1
to εp are the scalar noise terms (biases) of the model. This model is called linear because
it is linear in the coefficients βj. Regarding bias terms, it is assumed that they are
independent of each other, normally distributed with the mean equal to zero.
Multiple linear regression technique is applied to determine unknown coefficients
of β0 to βp. This process is done by minimizing the sum of the squares of the deviations of
simulated data from the historical data.

2.5 Artificial Neural Networks

2.5.1 Structure of the Network
An artificial network is an information-processing system that has certain
performance characteristics in common with biological neural networks. Artificial neural

24

networks have been developed as generalizations of mathematical model of human
cognition based on the assumptions that [36]:
• Information processing occurs at many simple units called neurons.
• Signals are passed between neurons over connection links.
• Each connection link has an associated weight which multiplies the signal
transmitted.
• Each neuron implies an activation function to its net input to determine its output.
The discovery and widespread dissemination of an effective general method of
training a multilayer neural network in 1980s played a major rule in the application of
neural networks as a tool for solving a wide variety of problems. There has been a
substantial increase in the interest in the artificial neural network methods in recent years.
Several successful applications of ANN can be found in various fields of mathematics,
engineering, medicine, economics, metrology, psychology, and neurology.
A multiple-input neuron is shown in Figure 2-1. As shown in Figure 2-1, the input
vector P is represented by a rectangle on left. It is indicated that P is a single vector of R
elements. These inputs go to the weight matrix W, which has R columns but only one row
in this single neuron case. A constant 1 enters the neuron as an input and is multiplied by
a scalar bias b. The net input to the transfer function f is n, which is the sum of the bias
and the product W×P. The neuron’s output a is a scalar in this case. If there is more than
one neuron, the network output is a vector.
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Figure 2-1: Neuron with R inputs

The layer includes the weight matrix, the summers, the bias vector b, the transfer
function boxes and the output vector. A layer whose output is the network output is called
an output layer. The other layers are called hidden layers. Single-layer networks suffer
from the disadvantage that they are only able to solve linearly-separable problems.
Multilayer networks are more powerful than single-layer networks. Moreover, the bias
gives the network an extra variable and networks with bias are more powerful than those
without.
2.5.2 Learning Process
Learning is defined in this context of neural networks as [37]:
The learning is a process by which the free parameters of a neural network are adapted
through a process of stimulation by the environment in which the network is embedded.
The procedure used to perform the learning process is called a “learning algorithm”, the
function of which is to modify the synaptic weights of the network in an orderly fashion
to attain a desired design objective [38].
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The very general nature of the backpropagation training method means that a
backpropagation net (a multilayer, feedforward net trained by backpropagation) can be
used to solve problems in many areas. It is simply a gradient descent method to minimize
the total squared error of the output computed by the net. The training of a network by
backpropagation involves three stages: the feedforward of the input training pattern, the
calculation and backpropagation of the associated error, and the adjustment of the
weights. After training, application of the net involves only the computations of the
feedforward phase. Even if the training is slow, a trained network can produce its output
very rapidly.
With processing steps on inputs and targets, neural network training becomes
more efficient. In this study, normalization is applied to both the input and the target
vectors. This normalization scales the inputs and the targets so that they fall in the range
[-1,1]. In this normalization, it is assumed that the input and target vectors have only
finite real values, and the elements of each vector are not all equal. Matrix x is
normalized into matrix y so that


        
 
   

(2.2)

where ymin and ymax are 1 and -1 respectively. The settings of normalization are saved in
structure parameters. After network has been trained, those structure parameters are used
to transform future inputs applied to the network.
In this study, data are randomly divided into 3 sets: 70% for training, 15% for
validation process, and 15% for test process. The training process is the optimization of
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the performance function by tuning the weights and biases. The mean square error
(MSE), which is the performance function of this study, is defined as
 !
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(2.3)

where N is the number of observations for training, and ti and ai are targets and outputs,
respectively. Levenberg-Marquardt (LM) optimization is used to optimize the
performance function of the network. This technique, which is a variation of Newton’s
method, was designed for minimizing functions that are sums of other non-linear
functions. This method is well-suited to the performance function of this study: the MSE.
In this method Hessian matrix is approximated as
H = JT J

(2.4)

and the gradient is computed as
g = JT v
where
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and v is the vector of network errors. By application of the following modification to
Hessian matrix, it becomes invertible and the approximated Hessian matrix has the same
eigenvalues as the original Hessian matrix.
G=H+µI

(2.7)

This leads to the Levenberg-Marquardt algorithm:
xk+1 = xk – [JT(xk) J(xk) + µk I] -1 JT(xk) v(xk)
where

(2.8)
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xT = [x1 x2 x3 … xn] = [w11,1 w11,2 … b11 … bs1 w21,1 … bMS ]

(2.9)

and
vT = [v1 v2 v3 … vN] = [e1,1 e2,1 … eS,1 e1,2 … eS,M]

(2.10)

The algorithm starts with µ set to a small value. If the step does not yield to a smaller
value for F(x) the step is repeated with a larger value of µ. Eventually, F(x) should
decrease since we would be taking a small step in the direction of steepest decent. LM
algorithm provides a good compromise between the speed of the Newton’s method and
the assured convergence of steepest descent [38]. Table 2-1 contains the important
parameters of LM algorithm to train the ANN in this study.
Table 2-1: Important parameters in LM training algorithm and their values
Parameter
Maximum number of epochs to train

Value
100

Performance goal

0

Maximum validation failures

10

Minimum performance gradient

1e-10

Initial µ

0.001

µ decrease factor

0.001

µ increase factor

10

Maximum µ

1e10

2.5.3 Training algorithm
The training of a network by backpropagation involves three stages: the
feedforward of the input training pattern, the calculation and backpropagation of the
associated error, and the adjustment of the weights. After training, application of the net
involves only the computations of the feedforward phase. Even if the training is slow, a
trained network can produce its output very rapidly.
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The nomenclature used in the training algorithm for the backpropagation net is
presented in Table 2-2.
Table 2-2: nomenclature used in the training algorithm

vij

Input training vector
x=(x1, …, xi, …, xn)
Output target vector
t=(t1, …, ti, …, tn)
Weight of the link between ith input unit to jth hidden unit

wjk

Weight of the link between jth hidden unit to kth output unit

δk

Portion of error correction weight adjustment for wjk that is due to an error at
output unit Yk; also the information about the error at unit Yk that is propagated
back to the hidden units that feed into unit Yk.
Portion of error correction weight adjustment for vij that is due to the
backpropagation of error information from the output layer to the hidden unit
Zj.
Learning rate
Input unit i:
For an input unit, the input signal and the output signal are the same
Bias on the hidden unit j.
Hidden unit j
The net input to Zj is denoted z_inj:
z_inj = voj + Σ xivij
The output signal (activation) of Zj is denoted zj
zj = f(z_inj)
Bias on output unit k.
Output unit k
The net input to Yk is denoted y_ink:
y_ink = wok + Σ zjwjk
The output signal (activation) of Yk is denoted yk
yk = f(y_ink)

x
t

δj

α
Xi
v0j
Zj

w0k
Yk

The algorithm used for training is as follows [36]:
Step 0. Initialize weights.
Step 1. While stopping condition is false do step 2-9
Step 2. For each training pair, do step 3-8.
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Feedforward:
Step 3. Each input unit (Xi) receives input signal xi and broadcasts this signal to all units
in the layer above (the hidden units).
Step 4. Each hidden unit (Zj) sums its weighted input signals,
z_inj = voj + Σ xivij
applies its activation function to compute its output signal,
zj = f(z_inj)
and sends this signal to all units in the layer above (output units)
Step 5. Each output unit (Yk) sums its weighted input signals
y_ink = wok + Σ zjwjk
and applies its activation function to compute its output signal
yk = f(y_ink)
Backpropagation of error:
Step 6. Each output unit (Yk) receives a target pattern corresponding to the input training
pattern, computes its error information term,
∆k = (tk – yk)f´(y_ink),
calculates its weight correction term to update wjk
∆wjk = αδkzj
calculates its bias correction term to update w0k
∆w0k = αδk
and sends δk to units in the layer below.
Step 7. Each hidden unit (Zj) sums its delta input
δ_inj = Σδkwjk
multiplies by the derivatives of its activation function to calculate its error information
term
δj = δ_inj f´ (z_inj),
calculates its weight correction term to update vij later
∆vij = αδjxi
and calculates its bias correction term to update v0,j later
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∆v0,j = α δj
Update weight and biases:
Step 8. Each output unit (Yk) updates its bias and weights
wjk(new)= wjk(old) + ∆wjk
Each hidden unit (Zj) updates its bias and weights
vij(new) = vij(old) + ∆vij
Step 9. Test stopping condition
2.5.4 Initialization
In the ANN models developed in this study, Nguyen-Widrow technique has been
used for initialization of the parameters. This technique is one of the most effective
neural network weight initialization methods available. This algorithm chooses values in
order to distribute the active region of each neuron in the layer approximately evenly
across the layer’s input space.
The initialization of the weights from the input units to the hidden units is
accomplished by distributing the initial weights and basis so that, for each input pattern, it
is likely that the net input to one of the hidden units will be in the range in which that
hidden neuron will learn most readily. The procedure consists of following steps [36]:
For each hidden unit (j=1,2,…,p):

*,5

•

Initialize the weight vector: νi,j(old) = random number between -0.5 and 0.5.

•

Compute ӧvj(old)ӧ which is the norm of the vector νj.

•

Reinitialize weights and bias:

*,5 678
9:5 old9

ν0,j = random number between –β and β

(2.11)
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where n is the number of input units, p is the number of hidden unites, β is the scale
factor:
β = 0.7 (p)1/n

(2.12)

Weights from the hidden units to the output units are initialized to random values
between -0.5 and 0.5.

2.6 Selection of the independent variables

In solving a forecast problem with artificial neural networks, the most important
part is to choose the independent variables that provide the most precise estimate of the
dependent variable. Moreover, since the future trends of dependent variables are
unknown, the probability percentage of occurrence of these variables is significantly
important. Hence, the process of choosing independent variables must be done with
special consideration.
While including too many variables makes the model complicated and increases
the calculation time significantly, excluding important independent variables makes
integrity of the model questionable and reduces its predictive ability. In this study,
correlation coefficient analysis is applied to initially select the independent variables.
The correlation coefficient (ρXY) between random variables X and Y is defined as
ρX,Y = cov(X,Y)/[(V(X)V(Y)]1/2

(2.13)

where, cov(X,Y) is the covariance between the random variables X and Y and V(X) and
V(Y) are variances of random variables X and Y, respectively. The correlation coefficient
is a dimensionless quantity that can be used to compare the linear relationships between
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pairs of variables in different units [39]. Calculating linear correlation before fitting a
model is a useful way to identify variables that have a simple relationship, provided it is
done along with the P-value calculation and confidence interval test for some chapters.

2.7 Overfitting

Overfitting is important in machine learning. It usually appears when the model is
highly complicated and has too many parameters compared to the number of
observations. Especially when the learning performed is too long or when the training set
is too short, the learner may adjust to very specific random features of the training data.
The performance of the model in terms of prediction will generally decline. In other
words, minor fluctuations of data will be exaggerated.
In the current study, however, the overfitting problem is very unlikely to happen
since the training examples are not rare compared to the number of effective parameters.
In addition, the model that is employed is not excessively complex.
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CHAPTER 3
ENERGY DEMAND IN THE RESIDENTIAL SECTOR OF
THE UNITED STATES

3.1 Introduction

The United States is a nation which consumes a vast amount of energy. In 2009 in
the United States, fossil fuels accounted for 83% of total energy consumption, renewable
energy supplied 8.0% and nuclear electric power provided 8.8%. The pattern of energy
use varies by sector as explained in CHAPTER 1. After the electric power sector
(40.3%), the transportation sector was the second largest consumer of primary energy
(28.5%), followed by industrial (20%), residential (7%), and commercial (4.3%), as
shown in Figure 3-1. The major primary energy source in the residential sector is natural
gas (43%) while electricity (42%) and petroleum (10 %) occupy small portions as shown
in Figure 3-2 [5].
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Figure 3--1: Energy consumption by sector in United States [5]
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Figure 3-2:: Major primary energy sources in residential sector [5]

Too assist in planning for future energy needs, the purpose of this chapter is to
develop a model for residential energy demand that incorporates past trends. Two sets of
models are developed. The primary model described in this chapter employs an Artificial
Neural Network
etwork (ANN) technique to predict United States residential energy demand.
Seven independent variables ((resident population,, gross domestic product, household
size, median household iincome, cost of residential electricity, cost of residential
esidential natural
gas, and cost of residential
esidential heating oil)) have been tested for the modeling. The results of
the ANN models are compared to those predicted by the more traditional Multiple Linear
Regression (MLR) modeling technique so that any advantages to the ANN modeling
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technique can be discerned. By studying the possible scenario for growth of parameters,
future residential energy demand in United States is then forecast based on the models.

3.2 Background

Modeling and predicting energy consumption play a vital role in developed and
developing countries for policy makers and related organizations. Underestimation of
consumption would lead to potential outages that are devastating to life and economy,
whereas overestimation would lead to unnecessary idle capacity that means wasted
financial resources. Therefore, it would be better to model energy consumption in order
to avoid costly mistakes. Also it is better to accurately use models that can handle
nonlinearities among variables as the expected nature of energy consumption data is
nonlinear.
Swan and Ugursal [3] provide a review of the various modeling techniques used
for modeling residential sector energy consumption. In their research, two distinct
approaches are identified: top-down and bottom-up. Each technique relies on different
levels of input information, different calculation or simulation techniques, and provides
results with different applicability. A critical review of each technique, focusing on the
strength, shortcomings and purposes, is provided along with a review of various models.
Both regression models and neural network models used in the current study are
categorized as statistical models which are a division of the top-down approach. Models,
using a bottom-up approach can account for energy consumption of individual end-uses,
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individual houses, or groups of houses and then extrapolate to represent the region or
nation based on the representative weight of the modeled sample. Researchers have
applied a variety of statistical techniques to utilize this and other information to regress
the energy consumption as a function of house characteristics.
It is well-known that Artificial Neural Networks (ANN) can model any nonlinear
relationship to an arbitrary degree of accuracy by adjusting the network parameters. In
addition to many different algorithms reported in the literature, the accuracy and
prediction performance of ANN models need to be studied for energy consumption
prediction problems in order to give decision makers an opportunity to make sound
decisions regarding their activities. Finally, as with any other modeling problem, inputs
to a model should cover all possible variables that influence the output variable of
interest.
Regarding the residential sector, Gilland [40] projected the world energy demand
for the period of 2000 to 2020 on the basis of plausible assumptions regarding population
growth, economic growth and a relation between elasticity of energy demand and growth
of gross domestic product per capita by world region. Min [16] presented a novel
approach to modeling residential energy by both end use and fuel type for the entire
United States at a high resolution. Their model provides an in-depth look at how energy
is used by residences in different parts of the country and the variances between home
energy use characteristics both within and across different regions.
Cayla et al. [19] characterize quantitatively the impact of income on household
energy consumption in the residential and transport sector of France. Their analysis show
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that the economically-poorest households are particularly constrained since the share of
their budget represented by these energy services is very large. As an alternate fuel used
in residential sector, wood energy consumption has been studied by Song et al. [41].
They found that the composite non-wood energy price positively associated with U.S.
residential wood energy consumption in the long-run with elasticity 1.82. Wage rate was
negatively associated with wood energy consumption in both long-run and short-run.
They also suggest that the estimated trend in residential wood energy consumption is
significantly negative, about -3% per year.

3.3 Energy Modeling

A neural network is a massively parallel distributed processor made up of simple
processing units which has a natural propensity for storing experiential knowledge and
making it available for use. It resembles the brain in two respects:
1. Knowledge is acquired by the network from its environment through a learning
process.
2. Interneuron connection strengths, known as synaptic weights, are used to store the
acquired knowledge.
The procedure used to perform the learning process is called a “learning
algorithm”, the function of which is to modify the synaptic weights of the network in an
orderly fashion to attain a desired design objective [38].
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Neural networks are composed of simple elements operating in parallel. These
elements are inspired by biological nervous systems. As in the nature, the network
function is determined largely by connection between elements. A network can be trained
to perform a particular function by adjusting the values of the connections (weights)
between elements.

Including connections
Input

(called weights) between

Compare
Output

neurons
Adjusted
weights

Figure 3-3: Training algorithm of neural networks

Commonly, neural networks are adjusted, or trained, so that a particular input
leads to a specific target output. Such a situation is shown in Figure 3-3. In Figure 3-3,
the network is adjusted, based on a compression of the output and the target, until the
network output matches the target. Typically many such input/target pairs are used in this
supervised learning, to train a network [38].

3.4 Effective Parameters on Energy Demand of the Residential Sector

This chapter considers various independent variables such as resident population,
gross domestic product, household size, median household income, cost of residential
electricity cost of residential natural gas, and cost of residential heating oil to build a
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residential energy model of the United States. Figure 3-4 and Table 3-1 show the detailed
trends of the parameters.
The data in this study come from different sources. The information for GDP,
population, median household income, and household size are from the U.S. Census
Bureau. The information related to energy consumption in residential sector is taken from
U.S. Energy Information Administration. Finally, the data for total energy consumption
in residential sector of the United States are from the Annual Energy Review 2011
published by DOE/EIA. [42] [7] [5]
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Figure 3-4.a: Residential Sector Energy Consumption Estimates [5]
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Figure 3.4.c: Cost of Residential Heating Oil (U.S. Energy Information Administration) [7]
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Figure 3.4.d: Household Size (U.S. Census Bureau) [42]
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Figure 3.4.e: Cost of Residential Natural Gas (U.S. Energy Information Administration) [7]
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Table 3-1: Trend of the independent variables and energy consumption estimates [5] [42] [7]
Year Resident

Gross

Population Domestic
(thousand)

Household
Size

Median

Cost of Residential

Household Electricity (Dollars

Product

Income

(Billion

(2010

dollars)

Dollars)

per Million Btu)

Cost of Residential
Natural Gas

Cost of Residential Residential Sector Energy
Heating Oil

(Dollars per Million (Dollars per Gallon)

Consumption Estimates
(Billion Btu)

Btu)

1984 235,825

3930.9

2.69

44802

20.169

5.719

7.571

15,959,563

1985 237,924

4217.5

2.67

45640

20.129

5.517

7.056

16,041,334

1986 240,133

4460.1

2.66

47256

19.842

5.169

5.5

15,975,109

1987 242,289

4736.4

2.64

47848

19.221

4.730

5.097

16,263,213

1988 244,499

5100.4

2.62

48216

18.531

4.494

4.955

17,132,613

1989 246,819

5482.1

2.63

49076

18.081

4.412

5.233

17,785,725

1990 249,623

5800.5

2.63

48423

17.558

4.308

5.864

16,945,297

1991 252,981

5992.1

2.62

47032

17.301

4.145

5.394

17,420,310

1992 256,514

6342.3

2.66

46646

17.15

4.072

4.8

17,355,685

1993 259,919

6667.4

2.67

46419

16.875

4.147

4.546

18,217,687

1994 263,126

7085.2

2.65

46937

16.572

4.203

4.301

18,112,431

1995 266,278

7414.7

2.65

48408

16.154

3.872

4.102

18,518,963

1996 269,394

7838.5

2.64

49112

15.616

3.937

4.545

19,504,218

1997 272,647

8332.4

2.62

50123

15.394

4.210

4.421

18,964,947

1998 275,854

8793.5

2.61

51944

14.852

4.050

3.769

18,954,918

1999 279,040

9353.5

2.6

53252

14.355

3.906

3.791

19,556,929

2000 282,172

9951.5

2.58

53164

14.024

4.392

5.489

20,424,794

2001 285,082

10286.2

2.58

52005

14.199

5.284

5.089

20,042,076

2002 287,804

10642.3

2.57

51398

13.75

4.279

4.525

20,810,265

2003 290,326

11142.1

2.57

51353

13.89

5.086

5.31

21,109,915

2004 293,046

11867.8

2.57

51174

13.886

5.547

5.909

21,092,623

2005 295,753

12638.4

2.57

51739

14.181

6.326

7.576

21,626,073

2006 298,593

13398.9

2.56

52124

15.119

6.625

8.459

20,698,278

2007 301,580

14061.8

2.56

52823

15.054

6.143

9.014

21,565,031

2008 304,375

14369.1

2.57

50939

15.328

6.282

10.78

21,596,245

2009 307,007

14119

2.59

50599

15.724

5.521

8.019

21,063,265

2010 3.09349

14660.4

2.58

49445

15.511

5.106

9.252

22,153,450

This study considers all the possible combination of variables for the model.
Each of these models is based on some of the listed indicators.
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The model building problem consists of selecting an appropriate set of regressors
from a set that quite likely includes all of the important variables; however, we are not
sure that all of these candidate regressors are necessary to adequately model the historical
data of energy demand. In such a situation, we are interested in screening the candidate
variables to obtain the regression model that contains the best subset of regressor
variables. In addition, to make the model easy to use, we would like the model to use as
few regressor variables as possible.
First, the models are built using the multiple linear regression method. This
approach requires the fitting of all the regression equations involving one candidate
variable, all regression equations involving two regression variables, and so on. Then
these equations are evaluated according to some suitable criteria to select the best
regression model. Since there are 7 candidate regressors, there are 27 total equations to be
examined.
A number of criteria may be used for evaluating and comparing the different
regression models obtained. A commonly used criterion is based on the Coefficient of
Multiple Determination shown with R2p:


1

>

?

@@

(3.1)

where SSE(p) and Syy denote the error sum of the squares and total sum of the squares,
respectively, for a p-variable model.
A second criterion is to consider the mean square error for a p-variable equation:
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Regressors are usually chosen so that MSE(p) is a minimum. A third criterion is
the Cp statistics, which is a measure of the total mean square error for the regression
model.
B

>

?

CD 
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(3.3)

We choose the ‘best’ regression equation either a model with minimum Cp or a
model with a slightly larger Cp that does not contain as much bias. More details can be
found in [20] and [21].
Another criterion is based on a modification of R2p that accounts for the number
of variables in the model. This statistics is called the adjusted R2p defined as



1

A1
1   
A?

(3.4)

 would usually be
The regression model that has the maximum value of 
selected. The results of the regression models are indicated in appendix A. Table 3-2
contains the summary of the best models among all possible models.

46

Table 3-2: Evaluating criteria of each number of independent variables

Number of
independent

1

2

3

4

5

6

7

R2p

0.95697

0.97068

0.97168

0.97255

0.97297

0.97349

0.9735

MSE

1.78E+11

1.27E+11

1.28E+11

1.29E+11

1.33E+11

1.37E+11

1.45E+11

Cp

7.8449

0.019459

1.3009

2.6789

4.374

6.001

8

parameters

The best regression models are based on two, three and four independent
variables. Adding more independent variables, such as models using 6 and 7 independent
variables, only increases the calculation time and increases the model complexity without
a correspondingly significant improvement in R2p. Table 3-3 shows the selected
independent parameters for the models.

Table 3-3: Selected independent parameters for the models

Resident
Population

GDP

Household
Size

Median
Household
Income

Cost of
Residential
Electricity

Model 1



Model 2







Model 3







Cost of
Residential
Natural
Gas

Cost of
Residential
Heating
Oil





Stepwise regression is probably the most widely used variable selection
technique. The procedure iteratively constructs a sequence of regression models by
adding variables at each step. Forward selection is a variation of stepwise regression and
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is based on the principle that regressors should be added to the model one at a time until
there are no remaining candidate regressors that produce a significant increase in the
regression sum of squares. Backward elimination starts with all candidate regressors (k)
in the model. Then, the regressor with the smallest partial F-statistic is deleted. Next, the
model with k-1 regressors is fit and the next regressor with potential elimination is found.
The algorithm terminates when no further regressor can be deleted.
Forward selection and backward elimination are simplifications of stepwise
regression that omit the partial F-test for deleting variables from the model that have been
added at previous steps. This is the potential weakness of forward selection and backward
elimination; that is, the procedure does not explore the effect that adding or deleting a
regressor at the current step has on regressor variables added or deleted at earlier steps
[39].
In this chapter, stepwise regression method has been used. In order to select the
appropriate independent variables for the any of the models, all the possible MLR models
have been tested. For instance, to select the best three parameters for the second model,
all possible MLR models with 3 of 7 independent variables have been tested and the
independent variables corresponding to the best model were selected for further analysis.
The following equations show the regression equations for the proposed MLR models 1,
2, and 3:

FJ

, G  , GH

(3.1)

,J G  ,J GI  J,J GH  I,J GK

(3.3)

F

F

, G  , GI  J, GH

(3.2)
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where Yi is ith model, βj,i is the ith regression coefficient of the ith model and Xis are
shown in the Table 3-3.
In the next step, based on the historical trend of the parameters, the future trends
of the independent variables are forecasted. The selected regression models take the
future trends of the independent variables as input to generate the estimated energy
demand in next 20 years. Figure 3-5 presents the estimated energy demand in the
residential sector of the United States based on the forecast of selected independent

Estimated energy demand in residential sector

variables using best regression models.
22,200,000
22,000,000
21,800,000
21,600,000
21,400,000
21,200,000
21,000,000
model 1
20,800,000
model 2
20,600,000
20,400,000
2010

model 3
2015

2020

2025

2030

2035

Year

Figure 3-5: Estimated energy demand of the residential sector 2010-2030 using MLR models
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3.5 Artificial Neural Network Modeling

For modeling the problem using ANN, a feed-forward multilayer perceptron
neural network has been used which is coupled with back-propagation technique. This
network is a generalization of single layer perceptron. The network consists of a set of
sensory units that constitute the input layer, one hidden layer of computation nodes, and
an output layer of computation nodes. The input signal propagates through the network in
the forward direction, on a layer-by-layer basis.
Essentially, error back-propagation learning consists of two passes through the
different layers of the network: a forward pass and a backward pass. In the forward pass,
an activity pattern (input vector) is applied to the sensory nodes of the network, and its
effects propagate through the network layer by layer. Finally, a set of outputs is produced
as the actual response of the network. Back-propagation allows quick convergence on a
satisfactory local minimum for error in the kind of networks to which it is well-suited. It
is simply a gradient descent method to minimize the total squared error of the output
computed by the network [36].
During the forward pass, the synaptic weights of the network are all fixed. During
the backward pass, on the other hand, the synaptic weights are all adjusted in accordance
with an error-correction rule. Specifically, the actual response of the network is
subtracted from a target response to produce an error signal. This error signal is then
propagated backward through the network, against the direction of synaptic connections.
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The synaptic weights are adjusted to make the actual response of the network move
closer to the desired response in a statistical sense.
The applied technique has four distinctive characteristics [37]:
•

The model of each neuron in the network includes a nonlinear activation function.
The nonlinearity is smooth and differentiable everywhere. The used form of
nonlinearity that satisfies this requirement is sigmoidal nonlinearity defined by the
logistic function
5

1

1  L?M*5 N

(3.4)

where *5 is the weighted sum of all synaptic inputs plus the bias of neuron j and yj is the
output of the neuron.
The presence of non-linearity is important because otherwise the input-output relation of
the network could be reduced to that of a single-layer perceptron.
•

The network contains one layer of hidden neurons. These neurons enable the
network to learn complex tasks by extracting progressively more meaningful
features from the input vector. The theoretical results show that one hidden layer
is sufficient for a back-propagation net to approximate any continuous mapping
from the input patterns to the output patterns. The hidden layer neurons influence
the network performance prediction.
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•

The network exhibits a high degree of connectivity as determined by the synapses
of the network. A change in the connectivity of the network requires a change in
population of synaptic connections or the weights.

•

In the forward pass, the function signal appearing at the output of neuron j is
computed as
5 A

O P*5 AQ

(3.5)

where *5 A is the induced local field of neuron j defined by
*5 A



% R5 A A

(3.6)

)S

In Equation (2.6), m is the total number of inputs excluding the bias applied to
neuron j and wij(n) is the synaptic weight connecting neuron i to neuron j and xi(n) is the
input signal of neuron j. The index i refers to the ith input terminal of the network. The
transfer function accepts inputs varying from 0 to 1 and produces outputs over a finite
range from 0 to 1. Figure 3-6 shows a signal-flow graph of output neuron.
S

 A

1
T5S
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U5 A
*5 A

85 A
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5 A

1

Figure 3-6: Signal-flow graph highlighting the details of output neuron j

L5 A
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The steps of the analysis are as follows:
1. Divide the available data into training, validation and predicting set;
2. Select the proper architecture and input parameters;
3. Train the model using the training set;
4. Evaluate the model using validation data;
5. For different architectures and input parameters, repeat steps 2 through 4;
6. Apply the test on the final network architecture.
In the estimation of energy demand of the residential sector, three models are built. Each
of these three contains a set of independent variables which are same independent
variables as ones used in MLR modeling. Figure 3-7 shows the output of the model for
the period of 1984-2010 compared with known energy demand in same period.

Energy demand of residential sector
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Figure 3-7: Energy demand of the U.S. residential sector, comparing ANN models to the actual data
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3.6 Forecasting Scenario

To forecast the energy demand in the residential sector, individual variables
(resident population, gross domestic product, household size, median household income,
cost of residential electricity cost of residential natural gas, and

cost

of

residential

heating oil) should be analyzed and their trends for the future should be forecasted first.
This forecast has been made based on the historical data from 1980 using a regression
method. The extrapolated trend is linear for GDP per capita, resident population, median
household income, and household size. However, the trends of the cost of residential
heating oil, cost of residential natural gas, and cost of residential electricity follow a
quadratic trend during the forecast period. The forecasted results based on historical data
are shown in Figure 3-8.
Using the forecast of individual variables, the energy demand has been forecasted
for the period of 2010 to 2030. The models, which have been developed and trained by
the historical data points and performances during the test period, are now used to
generate the future demand of energy. The forecasted values of the individual variables
are fed to the trained networks as input vectors. The models give the future energy
demand by applying the weights which are set up after the training process. The results
are presented in Figure 3-9 and also summarized in Table 3-5.
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Figure 3-8: Forecasted independent variables based on historical data
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Figure 3-9: Forecasted energy demand in the U.S. residential sector using ANN
Table 3-4: Forecasted energy demand in the U.S. residential sector using ANN
year

model 1

model 2

model 3

2011

21542000

22081000

21173000

2012

21246000

22731000

20581000

2013

21167000

23395000

20160000

2014

21485000

23748000

20181000

2015

22308000

23495000

20662000

2016

22282000

22442000

21313000

2017

20956000

20991000

21697000

2018

19808000

20014000

21610000

2019

19528000

19628000

21133000

2020

19460000

19521000

20453000

2021

19026000

19513000

19766000

2022

17817000

19550000

19158000

2023

17829000

19614000

18566000

2024

18174000

19653000

18006000

2025

18592000

19528000

17881000

2026

20105000

19104000

18490000

2027

21678000

18448000

19580000

2028

21822000

17715000

20624000

2029

21097000

16979000

21292000

2030

20158000

16314000

21620000
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As can be seen in Figure 3-8, noticeable decreases took place for the GDP per
capita and median household income during 2007 until 2010. This happened due to the
great variations in economic growth during the periods of the economic downturn, which
occurred in the United States beginning in 2007 and whose impacts are still experienced.
Therefore, because of the nature of the ANNs modeling approach, these fluctuations are
reflected by the model in its future predictions. In addition, the results of the ANN
models are in agreement with the predicted results for the growth of energy demand in
the residential sector published in International Energy Outlook, 2011. This
corresponding study shows a 0.1% annual growth which means the delivered energy
consumption in residential sector of the United State remains almost constant for next 20
years.

3.7 Discussion

As previously explained, Table 3-3 shows the independent variables selected for
MLR models. The same sets of variables are selected for ANN models. Although the
results of 6 different models (3 ANN models and 3MLR models) were presented above,
the evaluation of the models was not performed. This section targets the evaluation of the
models. Results presented in Table 3-5 indicate that the R2 of the models are not
significantly different and all of the models are generating the energy demand data
corresponding to the test period that are close to the real data. However, in terms of
prediction, the trends of the models are different.
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Table 3-5: Comparison of the performance of MLR models and ANN models
MLR Models
2

R

p

1
0.95697

2
0.97068

ANN Models
3
0.97168

1
0.98229

2
0.98489

3
0.98957

Although, the results from regression models show a decrease with different
slopes corresponding to different models for energy demand in the near future, the results
from ANN express no significant change in demand in same time frame (except model
2). Since the regression models only see the overall long-term trend, they are not
sensitive to the recent fluctuations. Being more sensitive to the outcomes of economic
crises, it seems that the approximately uniform results with slower growth predicted by
the artificial neural networks are likely more realistic.
Because the ANN is a black-box method and it contains hidden trends implicitly
in addition to explicit independent variables, it is difficult to explain the wavy forecasted
results which remain with no significant change in given time period. However, there are
some factors which may be being captured in the model that may help explain the results:
1) Home appliance makers may spend more money on research in order to progress to
more environmentally-friendly and fuel-efficient products.
2) Due to the growing cost of the energy, people modify their behavior and use energy
more efficiently.
3) Development of education and improvement of public awareness about restricted
energy sources decreases the energy demand nation-wide.
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3.8 Conclusion

Both multiple linear regression and artificial neural network models for the
residential sector of the United States have been developed applying various independent
variables. Models show robust outcomes when their R2 is considered.
In terms of forecasting, the models show two different trends while their
performances are at a similar level of accuracy during the test period. Sensitivity of the
ANN models to the recent fluctuations caused by the economic recession may be the
reason for the difference as regression models only forecast based on the total trend of the
individual parameters.
Although a small increase in the energy demand in residential sector of the United
States has been estimated by the ANN, the United States should keep trying to reduce
energy consumption in order to reduce CO2 emissions and meet its national and
international commitments. Furthermore, improved economic conditions in the near
future may cause ANN models to revise their forecasts upwards in terms of energy
consumption.
Due to the uncertainty in any extrapolation techniques, more research should be
done to closely observe the accuracy of the ANN and MLR models developed in this
study for predicting the energy demand.
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CHAPTER 4
ENERGY DEMAND IN THE TRANSPORTATION SECTOR
OF THE UNITED STATES

4.1 Introduction

While, as discussed previously, the United States consumes vast quantities of
energy, it has also pledged to cut its greenhouse gas emissions by 2050. This was done
through passage of the American Clean Energy and Security Act in June 2009. This
measure aims to promote clean energy investments and to lower US greenhouse-gas
emissions by more than 80% by 2050. Part of this reduction will need to be achieved in
the transportation sector. Moreover, a new efficiency standard for automobiles set joint
fuel economy and greenhouse-gas emission standards for 2011 model cars and trucks to
increase fuel economy to 6.7 liters per 100 kilometer (35 miles per gallon) by 2020 [6].
The major primary energy source in the transport sector of the United States is oil
(94.1%) while liquefied gas (2.4%) and biomass (3.5%) occupy small portions as shown
in Figure 2 [5].
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Figure 4-1: Major primary energy sources in transport sector

In order to assist in planning for future energy needs, the purpose of this chapter is
to develop a model for transport energy demand that incorporates past trends. Two
models are developed. The primary model described in this research employs an artificial
neural network (ANN) technique to predict United States transport energy demand. Five
independents variables (population, GDP, oil price, amount of passenger transportation,
and number of vehicles) have been tested for the modeling. The results of the ANN
models are compared to those predicted by the more traditional multiple linear regression
modeling technique so that any advantages to the ANN modeling technique can be
discerned. By studying the possible scenario for growth of parameters, future transport
energy demand in United States is then forecasted based on the models.

4.2 Background

As the energy demand in the transportation sector grows rapidly compared to the
other energy consuming sectors, modeling energy demand in this sector to estimate the
future demand is getting more popular among energy analysts. There have been some
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successful models which focus on the estimation of energy demand in transportation
sector. Geem, after modeling the energy demand in South Korea, developed an ANN
network to estimate the nationwide energy demand for transportation sector of South
Korea. He built different models by using different combination of independent variables.
Also ANNs are compared with the multiple linear regression models. The ANN models
obtained robust results in terms of RMSE as well as R2, when compared with MLR
models [10]. To project transport energy consumption in Thailand, Limanond et al.
generated log-linear model and feed-forward neural network models based on GDP,
population and number of registered vehicles as independent variables. Two log- linear
models were created. The first model explains transport energy usage in terms of gross
domestic product, while the second explains per-capita transport energy use based on percapita GDP. The models can account for up to 93–95% of the variability in transport
energy demand. The final ANN models include all five socio-economic variables as
inputs, and estimated transport energy demand as an output. The three ANN model
structures with the highest performance are used to arrive at the final energy demand
projection. The results are projected for 2010-2030 and also compared with their previous
study done by LEAP [44]. Murat and Ceylan investigated future energy demand in
transportation sector of Turkey using ANNs and socio-economic indicators. The structure
of their model consists of a feed-forward neural network trained by a back propagation
algorithm and the socio-economic indicators used are GNP, population and annual
average vehicle-km; the period of study is 1970 to 2001. The logic of the ANN and the
application of k-fold cross-validation method are described in detail. The data is
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partitioned into six groups and whichever provides the total minimum error is selected as
the best network architecture. The best of the network architectures is obtained as 3×14×1
and used for all the modeling process [20]. Jin-ming and Xin-heng compared the results
of their model for energy demand of China which is based on ANN with the results from
trend extrapolation. The ANN model showed higher precision [17].
Several studies were carried out on the United States’ energy consumption
forecast using different methods and approaches in the recent years. L. Parshall et al.
evaluated the ability of Vulcan to measure energy consumption in urban areas, a scale of
analysis required to support goals established as part of local energy, climate or
sustainability initiatives. The Vulcan Project is a NASA/DOE funded effort under the
North American Carbon Program to quantify North American fossil fuel carbon dioxide
(CO2) emissions at space and time scales. They also highlighted the methodological
challenges of this type of analytical exercise and review alternative approaches [45].

4.3 Description of the ANN Model

This portion of the study primarily focuses on the artificial neural networks and
multiple linear regression techniques for forecasting the transportation energy demand of
the United States based on several indicators. The study considers various independent
variables such as population, GDP per capita, oil price, number of registered vehicles and
amount of passenger transportation to build a transport energy model of the United
States. Figure 4-2 shows the detailed trends of the parameters.

Transport Energy Demand and related indicators
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Figure 4-2: Transport Energy Demand and related indicators

The data in this study come from different sources. While GDP is a common
factor of most studies, in this study the GDP per capita is tested. GDP per capita is a
measure that results from GDP divided by the size of the nation’s overall population. So,
in essence, it is theoretically the amount of money that each individual receives in that
particular country. The GDP per capita provides a much better determination of living
standards as compared to GDP alone. The information for GDP per capita comes from the
World Bank [46].
The data for the Number of U.S. aircraft, vehicles, vessels, and other conveyances
are from the Research and Innovative Technology Administration (RITA), U.S.
Department of Transportation, National Transportation Statistics [47]. Finally, the data
for total energy consumption in transportation sector of the United States are from the
Annual Energy Review 2011 published by DOE/EIA [5].

64

The population information is from U.S. Census Bureau [42] and oil price
information is from U.S. Energy Information Administration for unleaded regular
gasoline. The amount of Annual Vehicle - Miles of Travel is provided by United States
Department of Transportation - Federal Highway Administration [48].
Table 4-1: Variables applied in each model
GDP per

US

Nominal

Highway, total

Annual Vehicle

capita
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registered vehicles

Transport Amount
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This study considers six models. Each of these models is based on some of the
listed indicators. Table 4-1 lists the variables which are applied in each model. First, the
models are built using the multiple linear regression method. The model building
problem consists of selecting an appropriate set of regressors from a set that quite likely
includes all of the important variables; however we are not sure that all of these candidate
regressors are necessary to adequately model the historical data of energy demand. In
such a situation, we are interested in screening the candidate variables to obtain the
regression model that contains the best subset of regressor variables. In addition, to make
the model easy to use, we would like the model to use as few regressor variables as
possible. The equations used in this technique are
y1 = β 1 x1 + β 2 x 2 + β 5 x5 + β 0

(4.1)
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y2 = β1 x1 + β 4 x4 + β5 x5 + β 0

(4.2)

y3 = β3 x3 + β 4 x4 + β5 x5 + β0

(4.3)

y4 = β 2 x2 + β3 x3 + β5 x5 + β0

(4.4)

y5 = β1x1 + β3 x3 + β4 x4 + β5 x5 + β0

(4.5)

y6 = β1x1 + β 2 x2 + β3 x3 + β4 x4 + β5 x5 + β0

(4.6)

In Equations 4.1 - 4.6, the variables, y1 to y6 are energy consumed in the
transportation sector, x1 to x5 are the regresors which are indicators of energy
consumption, while β0 to β5 are the coefficients of regression.
For modeling the problem using ANN, a feed-forward multilayer perceptron
neural network has been used which is coupled with back-propagation technique. This
network is a generalization of single layer perceptron. The network consists of a set of
sensory units that constitute the input layer, one hidden layer of computation nodes, and
an output layer of computation nodes. The input signal propagates through the network in
the forward direction, on a layer-by-layer basis.
Overfitting is important in machine learning. It usually appears when the model is
highly complicated and has too many parameters compared to the number of
observations. Especially when the learning performed is too long or when the training set
is too short, the learner may adjust to very specific random features of the training data.
The performance of the model in terms of prediction will generally decline. In other
words, minor fluctuations of data will be exaggerated.
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In the current study, however, the overfitting problem is very unlikely to happen
since the training examples are not rare compared to the number of effective parameters.
In addition, the model that is employed is not excessively complex.

4.4 Results

The data are divided into three categories: 25 data points (1981-2005) are used for
training, 4 data points (2006-2009) are used for validation, and 21 data points are
subsequently predicted (2010-2030) to generate results for the future demand. The
MATLAB neural network toolbox was used to train the developed neural network
models. All models with 3 and 4 parameters show satisfactory results in terms of R2, Root
Mean Squared Error (RMSE):


n

(d k − yk ( x) )2
∑
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n
 n
( ∑ y k ( x )) 2

2
k =1
 ∑ ( yk ( x) ) −
n
 k =1
n

RMSE =

∑ (d

k

− yk ( x))2

k =1











(4.7)

(4.8)

n

where n is the number of data points (2006-2009) and x is the vector of independent
variables. Then, a new model which includes the effect of 5 most important parameters to
estimate the demand was developed. Since all of the R2 values are above 0.950, all of the
models are working satisfactorily.

The results presented in Table 4-2 show that

improvement is gained in estimating the values of energy demand using ANN in
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comparison to MLR modeling. Figure 4-3 shows the results of the ANN models and
MLR models for the test period (2006-2009).
Table 4-2 : Results of the models corresponding to the test period
Method

Error

ANN
MLR
Method
ANN
MLR

Model 1

Model 2

Model 3

R

2

0.9962

0.9840

0.9798

R

2

0.9930

0.9930

0.9890

RMSE

20.3059

145.8258

187.6521

Error

Model 4

Model 5

Model 6

R

2

0.9910

0.9955

0.9923

R

2

0.9858

0.9931

0.9935

24.3806

161.2944

42.0043

RMSE
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Figure 4-3: Performances of ANN and MLR models in validation period (MTOE)

Most of the ANN models have better performances in predicting the energy
demand during the test period when compared to the values forecasted by MLR models.
As discussed, similar results were seen by Ekonomou in his comparison between ANN
and MLR modeling [21].

While both models are providing acceptable levels of

predictions for most cases, the improvement seen in the ANN models suggests that the
modeling scheme employed in ANN techniques offers advantages which may become
more apparent as one tries to predict over longer time periods. A longer time period of
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historical data results in a better learning process and consequently higher performance of
model in the forecast period.
The regression coefficients of the MLR models are presented in Table 4-3.
Positive values of this coefficient show the positive correlation of the regressor with the
energy demand and negative values express a negative correlation between the regressor
and the energy demand. Although most of the regression coefficients have reasonable
sign, some of them have non-acceptable signs. For example, the coefficient of gas price
should be always negative since an increase in the gas price should result in a decrease in
demand. In addition, the coefficient of Annual Vehicle Transport amount should be
always positive because more transportation needs more fuel. These rules are not satisfied
in all of the models.
Table 4-3: Coefficient of regression in MLR models
GDP
US
Model

per
population

12.095
10.812

5

0.0385
0.0884

Vehicle

(registered

Transport

vehicles)

Amount

0.2418

0.4663
0.3303

1.6436

0.6478

-0.2875
0.0092

6

total

Price

3
4

Annual

Gas

capita

1
2

Highway,
Nominal

0.2258

-1.1224

1.9783

0.0358

0.4062

11.028

0.1063

0.8189

10.655

-0.9336
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4.5 Forecasting Scenario

To forecast the energy demand in the transportation sector, individual variables
(US population, GDP per capita, Nominal Gas Price, Highway total registered vehicles,
Annual Vehicle Transport Amount) should be analyzed and their trends for the future
should be forecasted first. This forecast has been made based on the historical data from
1980 using a regression method. The extrapolated trend is linear for GDP per capita, US
population, and total registered vehicles in highways. However, the trends of the annual
vehicle transport amount and nominal gas price follow a quadratic format during the
forecast period. The forecasted results based on historical data are shown in Figure 4-4.
Also, the quality of the regression for each of the individual variables is given by the
coefficient of determination (R2) on the extrapolated graph.
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Figure 4-4: Historical and future trend of independent variables

Using the forecast of individual variables, the energy demand has been forecasted
for period of 2010 to 2030. The models, which have been developed and trained by the
historical data points and performances of which have been evaluated during the test
period, are now used to generate the future demand of energy. The forecasted values of
the individual variables are fed to the trained networks as input vectors. The models give
the future energy demand by applying the weights which are set up after the training
process. The results are presented in Figure 4-5 and also summarized in Table 4-4.
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Figure 4-5: 20-years forecast of energy demand in transportation sector using ANN and MLR (MTOE)
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As can be seen in Figure 4-4, fluctuations take place for the GDP per capita,
Nominal Gas Price, Highway total registered vehicles, and the Annual Vehicle Transport
Amount during 2007 until 2010. This happened due to the great variations in GDP for the
periods of the economic downturn, which hit the United States beginning in 2007 and
whose impacts continue to the present. Therefore, because of the nature of the ANNs
modeling approach, the fluctuations are reflected by the model during the future
predictions.
Table 4-4: Results of the ANN and MLR compared with forecast by Annual Energy Outlook 2011

ANN2

ANN3

ANN4

ANN5

ANN6

MLR1

MLR2

MLR3

MLR4

MLR5

MLR6

747.7

685.9

694.8

686.7

678.3

730.7

734.0

739.5

742.1

729.0

720.5

2011

737.4

755.9

684.6

694.3

688.8

678.4

738.5

742.3

747.4

749.8

737.0

727.0

2012

740.0

763.0

680.1

693.6

691.0

678.4

746.2

750.5

755.0

757.4

744.9

733.3

2013

741.7

769.0

667.9

693.2

693.2

678.4

754.0

758.7

762.6

765.1

752.7

739.6

2014

742.9

774.0

653.1

693.0

695.5

678.3

761.6

766.9

770.2

772.8

760.5

745.8

2015

743.7

778.2

646.6

692.9

697.7

678.2

769.1

775.0

777.6

780.1

768.2

751.7

2016

744.2

781.7

645.1

692.8

700.0

678.1

776.5

783.0

784.8

787.5

775.8

757.6

2017

744.6

784.6

644.8

692.8

702.2

678.0

783.9

791.0

792.0

794.8

783.4

763.3

2018

744.8

787.0

644.8

692.8

704.5

677.8

791.1

798.9

799.2

801.9

790.9

768.8

2019

744.9

789.3

644.6

692.8

706.7

677.7

798.4

806.8

806.1

809.2

798.3

774.3

2020

745.0

791.3

644.3

692.8

708.9

677.5

805.5

814.6

813.0

816.2

805.7

779.6

2021

745.0

793.3

643.5

692.8

711.2

677.4

812.5

822.4

819.9

823.0

812.9

784.7

2022

745.1

795.6

641.6

692.8

713.3

677.2

819.5

830.0

826.5

829.7

820.1

789.7

2023

745.1

798.3

637.8

692.8

715.5

677.1

826.4

837.7

833.1

836.6

827.3

794.6

2024

745.1

801.7

631.2

692.8

717.6

676.9

833.2

845.2

839.5

843.2

834.3

799.3

2025

745.1

806.3

622.9

692.8

719.7

676.7

839.9

852.8

846.0

849.7

841.3

803.8

2026

745.1

812.3

617.0

692.8

721.8

676.5

846.6

860.3

852.3

856.2

848.3

808.3

2027

745.0

819.9

616.7

692.8

723.8

676.4

853.1

867.7

858.4

862.6

855.1

812.6

2028

744.9

828.4

622.4

692.8

725.7

676.2

859.6

875.0

864.6

869.0

861.9

816.8

2029

744.8

835.4

632.3

692.8

727.6

676.0

866.0

882.3

870.6

875.3

868.7

820.9

2030

744.4

836.9

644.8

692.8

729.3

675.8

872.3

889.5

876.4

881.2

875.3

824.7

Projection

ANN1

733.6

(EIA, 2011)

Year

2010

671.7

683.5

697.6

718.8
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In addition, the results of the ANN models are in agreement with the predicted
results for energy demand in transportation sector published in International Energy
Outlook, 2011. Those projections are shown in Table 4-4.

4.6 Discussion

Although the results of 10 different models were presented above, the evaluation
of the models was not performed. This section targets the evaluation of the models.
Results presented in Table 4-2 indicate that the R2 and the RMSE of the models are not
significantly different and all of the models are generating the energy demand data
corresponding to the test period close to the real data. However, in terms of prediction,
the trends of the models are different.
Although, the results from regression models show a uniform increase with
different slopes corresponding to different models for energy demand in the near future,
the results from ANN express no significant change in demand in same time frame.
Considering the trend of the demand in recent years, it can be seen that the rate of the
growth moved closer to zero and it was even negative during 2007 until 2010. Since the
regression models only see the overall long-term trend and they are not sensitive to the
recent fluctuations, such models estimate a growth trend similar to the demand growth in
the 25 years prior to 2007. Being more sensitive to the outcomes of economic crises, it
seems that the approximately uniform results with slower growth predicted by the
artificial neural networks are more realistic.
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Because the ANN is a black-box method and it contains hidden trends implicitly
in addition to explicit independent variables, it is difficult to explain the uniform
forecasted results. However, there are some factors which may be being captured in the
model that may help explain the results:
1) Automobile makers may spend more money on research in order to progress to more
environmentally-friendly and fuel-efficient products. The Energy Independence and
Security Act of 2007 further mandates an increase in light-duty vehicle fuel economy to
an average of 6.7 liters per 100 km (35 miles per gallon) by model year 2020. As a result
of the more stringent standards, the average fuel economy of new light-duty vehicles in
the United States (including credits for alternative-fuel vehicles and banked credits) rises
from 7.92 liters per 100 km (29.7 miles per gallon) in 2011 to 6.59 liters per 100 km
(35.7 miles per gallon) in 2020 and 6.25 liters per 100 km (37.6 miles per gallon) in
2035. For instance, Figure 4-6 shows the trend of fuel economy for new light duty
vehicles during last 30 years. The improvement trend of fuel economy has more rapid
growth since 1998 and this improvement will affect the fuel economy of the whole fleet
in future. This rapid growth trend has been captured by ANN and has been applied to the
forecast shown in the Figure 4-5. Hence, in future studies, researchers may consider fuel
economy as one of the parameters of MLR analysis.
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Figure 4-6: Fuel economy of new light duty vehicles [47]

2) Public transportation becomes more popular while people change their modes of
transportation. The average energy intensity per passenger-kilometer for light duty
vehicles is similar to that for airplanes, and much larger than that for buses and rail.
3) Development of data networks and remote working decreases the transportation
demand nation-wide.
4) Delivery of freight become more efficient using optimal logistic methods. For freight,
trucks are much more energy-intensive than rail. Although long-haul trucks are much
more efficient than other types of trucks, a shift even from long-haul trucks to rail would
achieve significant energy efficiencies.

4.7 Conclusions

Both multiple linear regression and artificial neural network models for the
transportation sector of the United States have been developed applying various
independent variables. Models show robust outcomes when their R2 and RMSE are
considered.
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In terms of forecasting, the models show two totally different trends while their
performances are at a similar level of accuracy during the test period. Sensitivity of the
ANN models to the recent fluctuations caused by economic recession may be the reason
for the difference while regression models only forecast based on the total trend of the
individual parameters.
Although a small increase in the energy demand in transportation sector of the
United States has been estimated by the ANN, the United States should keep trying to
reduce energy consumption in order to reduce CO2 gas and meet its national and
international commitments. Furthermore, improved economic conditions in the near
future may cause ANN models to revise their forecasts upwards in terms of energy
consumption. Keeping up with recent technology in hybrid and electric vehicles can be
effective methods.
Due to the uncertainty in any extrapolation techniques, more research should be
done to closely observe the accuracy of the ANN and MLR models developed in this
study predict the energy demand.
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CHAPTER 5
ENERGY DEMAND IN THE INDUSTRIAL SECTOR OF
THE UNITED STATES

5.1 Introduction

The availability and use of energy is one of the most essential elements of
development in industrialized countries. People's prosperity, industrial competitiveness
and the overall functioning of society are dependent on safe, secure, sustainable and
affordable energy. As the industrial activities expand throughout the years, the need for
development of energy production becomes more important.
Clarifying the relationship between energy demand and economic growth by
means of energy models has been a crucial issue for countries around the world during
last two decades ([49-52]). The ability to forecast energy demand due to economic
growth is helpful in estimating the potential required future energy production and supply
infrastructure. If we could detect conditions under which economic growth leads to an
increase in energy demand, we might be able to manage the high dependency of industry
on energy and increased energy burdens at lower cost. Climate change caused by
industrial activities is currently one of the most important environmental problems, and it
must be dealt with adequately [53]. Successful planning for future energy needs can
assist in this endeavor.
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Among energy demands of the various economic sectors of a country, industrial
energy consumption is one of the hardest end-uses to analyze, model and forecast. The
structure of the energy demand for an entire industrial sector is unclear. For example,
energy demand of the industrial sector might not be strongly correlated with population
size because industrial products may be sold in domestic markets or exported to global
markets. To describe how the dependent variable (energy demand in industrial sector) and
independent variables (such as prices of energy carriers) interact, the relationship
between the variables was determined using covariance and correlation methods.
Figure 5-1 shows the trend of the consumption of energy in industries of the
OECD and the United States during the period 1970-2011. As shown in Figure 5-1,
among the various countries in the OECD, the United States has a significant share of
energy consumption. Growing demand for energy made the development of conventional
energy resources as well as economic production of non-conventional energy resources
necessary.
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Figure 5-1: Consumption of different energy carriers in OECD and the United States [54]

5.2 Studies on energy demand modeling in the industrial sector

Planners, policy-makers, and the private sector rely on energy forecasts to help
make policy and investment decisions. Hence, there are many studies related to energy
demand forecasting in the literature for countries around the world. Recently, researchers
applied artificial intelligence (AI) techniques in their studies as a forecasting method.
This review of the past studies not only included some of the most recent and
accredited research of the energy modeling and forecast of countries around the world,
but also shows the trend of applying artificial intelligence (AI) techniques in this field.
In the United States, the Energy Information Administration (EIA) has published
energy forecasts since 1982. These energy forecasts which are presented in each year’s
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Annual Energy Outlook, are the main sources of policy decisions in the United States. To
make projections, EIA used the Intermediate Future Forecasting System (IFFS) between
1982 and 1993, and used National Energy Modeling Systems (NEMS) since 1994. IFFS
and NEMS apply balanced supply demand approach; however, NEMS uses this approach
in more detail [55]. Auffhammer evaluated the rationality of published forecasts of EIA
under symmetric and asymmetric loss and found evidence of asymmetric loss in areas
including oil, coal and electricity prices and natural gas consumption [56].
In the open literature, there is an insufficient number of studies regarding energy
demand forecasts for the United States to give a comprehensive and clear picture of the
future; however, some of the researchers have precisely evaluated energy demand for
different sectors and tried to describe the perspective of energy demand in the United
States. Wilkerson et al. analyzed how the National Energy Modeling system (NEMS)
projects energy demand in the residential and commercial sectors with special focus on
the role of consumers’ preferences and financial constraints. Their baseline models
forecasted energy demand in the year 2035 [57]. Dowlatabadi and Oravetz studied
historic aggregate energy intensity trends of the US for the period of 1954-1994. Their
price-induced energy efficiency formulation generated more price-sensitive energy use
trajectory [58]. Other important studies of different sources of energy demand in the
United States are also available [59-61].
In the published literature, various techniques have been applied to explore the
relation between energy demand of the United States and its economic development.
They concluded that to sustain long-term growth it is necessary to either increase energy
supplies or increase the efficiency of energy usage. These studies suggest that
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development of the industrial sector is closely correlated to increase in energy demand.
Stern analyzed the relation between energy and economic growth (expressed in terms of
GDP) in the United States by using a multivariate approach. In this study, the presence of
a causal relationship between energy use and economic growth was investigated using the
data related to the period of 1947-1990 and it was concluded that a causal relation
between final energy use and GDP existed [49]. Cleveland et al. discussed the role of
energy in the economy. They accounted for energy quality and examined the importance
of energy quality in evaluating the relation between energy use and GDP from 1947 to
1996 [62]. In 2007, Ewing et al. investigated the effect of energy consumption on
industrial output in the United States. Monthly data and a generalized variance
decomposition approach have been applied to assess the impact of energy on real output.
They suggested that unexpected shocks to fossil fuel energy sources have the highest
impact on the variation of output [63]. Focusing on renewable and non-renewable
sources, Bowden and Payne examined the causal relationship between energy
consumption and real GDP between 1949 and 2006. This study, which provides details of
various economic sectors, revealed that energy consumption in the industrial sector and
renewable energy consumption are not causally related; however, results indicate
unidirectional causality from industrial non-renewable energy consumption and real GDP
[64]. Warr and Ayres examined the energy-GDP relationship for the period 1946-2000 by
redefining energy in terms of exergy and the amount of useful work provided from
energy inputs. They concluded that to sustain long-term growth it is necessary to either
increase energy supplies or increase the efficiency of energy usage [65]. A summary of
these studies between 2000 and 2010 is given in Table 5-1.
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Table 5-1: A summary of studies on relation between energy demand of the United States and
economic development of the country
Year
Published

Data
Time
Period

[64]

2000

19471996

Aggregation energy flows

[54]

2007

19602004

Granger causality
relationship

[65]

2007

2001:12005:6

Generalized variance
decomposition method

[68]

2008

2001:12005:6

Autoregressive distributed
lag (ARDL)

[69]

2009

19492006

Toda-Yamamoto causality

2009

19802004

Reference

[70]

[71]

2009

-----

[67]

2010

19462000

[66]

2010

19492006

2014

19962012

[70]

Method

panel cointegration and error
correction model to infer
causal relationship
Granger Causality
Review of methods used to
assess the energy
consumption and economic
growth relationship and some
of the results obtained
through their use
Exergy analysis using vectorerror correction model to test
Granger causality
Toda-Yamamoto long-run
causality test to examine
Granger-causality
Artificial Neural Network,
multiple Pearson productmoment correlation
coefficients

Outcome
Relatively strong relationship
between energy use and economic
output
No causal relation between income
and carbon emissions Granger
causal relation between income and
energy use
The traditional energy sources
explain a greater amount of output
variance than does the renewables.
Real industrial output is long-run
forcing variable for nearly all
measures of disaggregate energy
consumption
No Granger-causality between
renewable
or non-renewable energy
consumption and real GDP
presence of both short-run and
long-run causality from energy
consumption to economic growth
Research papers using the same
methods with the same variables,
just by changing the time period
examined, have no more potential
to make a contribution to the
existing literature
No evidence of either short or longrun causality flowing from GDP to
exergy
Unidirectional causality from
industrial non-renewable energy
consumption and real GDP
Exploration of new sources of fossil
fuels, development of new
renewable sources, and the trends
of economic development in high
energy consuming countries as
effective parameters on energy
demand.
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5.3 Materials and Methods

5.3.1 Energy Demand Modeling
Projections in energy models of the industrial sector focus on the factors that
shape the U.S. energy system in the industrial sector over the long term. Under the
assumption that current laws and regulations remain unchanged, these models provide a
basis for examination and discussion of energy demand and the direction it may take in
the future. While energy markets are complex, energy models are simplified
representations of energy production and consumption, regulations, and producer and
consumer behavior.
Projections are highly dependent on the data, methodologies, model structures,
and assumptions used in their development. The practice of modeling energy demand is
necessarily a synthesis of data and method [12]. Energy models rely on data to simulate
energy consumption. Based on the level of detail of the input data, different modeling
techniques may be used. Different modeling methods have various positive and negative
points, capability and applications.
5.3.2 Selection of the independent variables
In solving a forecast problem with artificial neural networks, the most important
part is to choose the independent variables that provide the most precise estimation of
dependent variable. Moreover, since the future trends of dependent variables are
unknown, the probability percentage of occurrence of these variables is very important.
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Hence, the process of choosing independent variables must be done with special
consideration.
Calculating linear correlation before fitting a model is a useful way to identify
variables that have a simple relationship. The correlation coefficient, P-value, and the
lower and upper bounds for a 95% confidence interval between the energy consumption
in the industrial sector of the United States and various independent variables are given in
Table 5-2. Results presented in Table 5-2 which are corresponding to data in the period of
1996-2012 confirm a linear correlation of energy prices (electricity, natural gas, diesel
fuel and propane) and total energy consumption in the industrial sector. Since the Pvalues for price of electricity, diesel fuel, and propane are less than 0.01, there is a very
strong presumption against the null hypothesis; however, in case of price of natural gas,
presumption against null hypothesis is low. Result of the correlation coefficient analysis
between GDP and energy consumption in the industrial sector shows unreasonable
relationship between them; however, two variables that have a small or no linear
correlation might have a strong nonlinear relationship.

Table 5-2: Correlation coefficients, P-value and values of 95% confidence interval between the
energy consumption and independent variables (1996-2012)

-0.8967
1.0944 e-6

Natural Gas
Price,
Delivered to
Consumers,
Industrial
-0.3923
0.1194

Refiner
Price of No.
2 Diesel
Fuel to End
Users
-0.7401
6.8178 e-4

-0.9625

-0.7344

-0.9004

-0.8810

-0.7312

0.1089

-0.4027

-0.3210

Average Retail
Price of
Electricity,
Industrial
Correlation Coefficient
P-value
Lower
bound
Confidence
Interval
Upper
bound

Refiner
Price of
Propane to
End Users
-0.6945
1.9785 e-3
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Before development of the MLR models, the underlying assumption of
homoscedasticity of variances must be tested. This assumption simplifies mathematical
and computational treatment of the model. Violations in homoscedasticity may result in
overestimating the goodness of fit as measured by the Pearson coefficient. Based on
Bartlett’s Test for Equality of Variances, the probability associated with the Chi-squared
statistic is equal to 0.8870. Hence, the associated probability for the Chi-squared test is
larger than 0.05 and the assumption of homoscedasticity was met [71].

5.4 Results and discussion

5.4.1 Data analysis and future trend of independent variables
Data from the period of 1980-2007 are applied to train the network. Data for the
years of 2008-2012 are used exclusively in the test procedure to evaluate the performance
of the model. The data are from the following sources: the total energy consumed by
industrial sector is from the Energy Information Administration (EIA) office of
Department of Energy [72]; the prices of energy carriers (electricity, natural gas, diesel
fuel and propane) are taken from monthly reports of the EIA [73]; and GDP data are
obtained from the World Bank [74]. The trends of the independent parameters for the
period of 1980-2012 are shown in Figure 5-2.
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Figure 5-2:: Trend of change of independent parameters and total energy consumed in industrial
sector of the U.S., 1980-2012
2012

As can be observed in Figure 5-2, all independent parameters except GDP have
been fluctuating significantly, particularly since 2005; GDP has been growing smoothly
since 1980. In order to estimate the future trend of energy demand in the industrial sector
based on independent parameters, we need to anticipate the behavior of independent
parameters in the future. For the future trend of GDP, a second order polynomial equation
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is fitted to the GDP growth curve. The value of R2 shown in the GDP graph of Figure 5-2
confirms the accuracy of the fitted curve. For the other independent variables, we define
three scenarios for potential future changes:
• Constant Price Scenario (CPS): In this scenario price remains at the level of the
average price of last five years of data set.
• Ascending Price Scenario (APS): In this scenario, prices grow with annual rate of
4%.
• Descending Price Scenario (DPS): In this scenario, prices slake with annual rate
of 4%.
The value of ±4% in the APS and DPS was chosen to represent realistic bounds
for these prices. According to the defined scenarios, real data corresponding to 2008-
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2013 and the future trends of independent variables are shown in Figure 5-3.
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5.4.2 Results
Initially, the training process was applied and the ANN model was obtained to get
predictive equations based on data from 1980 to 2009. Next, the testing process is done to
examine the performance of the model over the period of 2010-2011. Comparison of the
industrial sector energy consumption between the actual data and generated results of the
model is shown in Figure 5-4.

Energy demand in the industrial sector (Trillion Btu)
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Figure 5-4: Energy demand in the industral sector of the US; actual and simulated data

Figure 5-4 shows good agreement between the actual data and the forecasted
results. The results of the tests which evaluate the performance of the model and accuracy
of its forecast are shown in a linear regression graph (Figure 5-5), and an error histogram
(Figure 5-6). The information contained in Figure 5-5 and Figure 5-6 confirm the
accuracy of the ANN model.
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Figure 5-6: Error histogram graph of ANN simulation

Following the network training process and the evaluation of the model
performance in the training period, the model is tested over a short period of actual data
which is not included in the training process. In this test process, the evaluation of the
method performance is measured by R2 parameter which is defined as
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where dk is the actual energy demand of kth year, and yk is the corresponding predicted
value. If value of R2 is less than 0.99, the training process is repeated with all weights and
biases initialized. Table 5-3 shows the performance of the model over the test period.
Table 5-3: Performance of the ANN model over the test period
Relative
Year

Actual

ANN
Error

2010

30,501.533

30434.85

-0.0022

2011

30,843.130

31004.98

0.0052

2012

30,696.042

30395.33

-0.0098

After the training process and examination of the trained network during the test
period, the model is used to forecast the industrial energy demand based on the three predefined scenarios. The predicted results of the best-fit model are shown in Figure 5-7.
Moreover, the predicted values of the model corresponding to the three described
scenarios are presented in Table 5-4.
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Figure 5-7: Forecasted Energy Demand in the U.S. Industrial Sector, 2013-2030

Table 5-4: Forecasted energy demand of industrial sector of the U.S. based on prescribed scenarios
Forecasted energy demand of industrial sector
(Trillion Btu)
Scenarios
Year

APS

CPS

DPS

2013

31115

31175

31175

2014

31247

31533

31935

2015

31345

31890

33072

2016

31367

32241

34022

2017

31129

32641

34644

2018

30767

32972

35140

2019

30113

33293

35600

2020

29406

33653

35988

2021

28673

33995

36271

2022

28065

34315

36555

2023

27675

34606

36940

2024

27507

34862

37419

2025

27513

35076

37853

2026

27640

35247

38129

2027

27827

35390

38290

2028

28075

35471

38309

2029

28315

35521

38316

2030

28542

35533

38302
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5.4.3 Discussion
To project the future trend of the industrial sector energy demand using an ANN
model, the independent parameters including GDP, and price of energy carriers such as
electricity, natural gas, diesel fuel, and propane were varied according to three scenarios.
The “business-as-usual” scenario which is defined as the CPS in this study is based on
the assumption of uniform price of energy careers, while GDP grows with its usual trend.
According to the ANN model prediction using CPS, the total consumption of the
industrial sector is expected to be around 35,500 Trillion Btu by 2030 which is around
16% higher than the corresponding value in 2012.
On the other hand, the effects of the ascending price scenario (APS) should not be
underestimated. APS can happen in cases of any disturbance in energy supply and
demand such as wars, rapid economic growth of developing countries, etc. In addition,
energy policy makers may keep the price of fuels and energy carriers high in order to
protect the environment and make renewable energy projects economically feasible. The
APS scenario considered results in a reduced energy demand in the industrial sector of
approximately 28,300 Trillion Btu per year by 2030 and will negatively impact the
performance of this sector. However, a higher price for fossil fuels may lead to more
investment in renewable energy sources and makes development of sustainable energy
sources economically beneficial.
If new sources of fossil fuels are introduced in the near future and if these sources
are even less expensive as current sources, or if renewable energy sources are produced
in more economical processes compared to current processes, the overall prices of energy
sources would likely decline. If fuel prices decline to the benefit of energy consumers,

92

then the industrial sector benefits and the industrial sector will respond to this
improvement by increasing production and resulting in more consumption of energy. In
this scenario (DPS), the energy demand of industrial sector may reach 38,300 Trillion
Btu per year in 2030.
Protection and augmentation of the industrial sector plays an important role in the
economic decision making process in the United States. Currently, the industrial sector
has the largest share of total energy consumption among all general sectors. As such,
others have produced predictions for the future energy needs of the industrial sector. For
comparison purposes, the results of the three scenarios are presented along with the
predictions from the EIA presented in the Annual Energy Outlook 2013 [75]. As
demonstrated in Figure 5-8, the results of ANN method based on DPS are consistent with
Annual Energy Outlook report. This consistency is good, and suggests that the EIA
expects some price drops in energy. Alternatively, the ANN method results considering
CPS and APS may be useful as scenarios for planners to consider if they have reasons to
be less optimistic on the possibility of declining energy prices. The ANN technique
presented here therefore provides a tool for use by planners and information on a wide
range of scenarios.
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Figure 5-8:: Industrial energy demand outlook, current study vs. Annual Energy Outlook 2013

5.5 Conclusions

In the United States, the industrial sector is the driving engine of economic
development, and the energy consumption in this sector may be considered as the fuel for
this engine. In order to keep this sector sustainable (diverse and productive over the time)
energy planning should be carried out comprehensively and precisely. The ANN method
is a promising tool for use in forecasting the industrial energy demand depending on the
selected applied independent variables.
In this chapter,, ANN was applied to forecast the industrial energy demand and
perform future projections
ections for the period 2013
2013-2030.
2030. Among all effective independent
parameters on energy demand in industrial sector, energy cost and GDP growth have
been considered in this study based on correlation coefficient analysis. Based on model
trained with historical
cal data of period 1980
1980-2012,
2012, the price of energy significantly affects
the amount of energy used in the industrial sector.
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In 2012, 30,696 Trillion Btu of energy were used in the industrial sector of the
United States. Based on the energy demand forecast with ANN model, if GDP increases
with its historical trend since 1980, and if the energy prices decrease with annual rate of
4%, the energy demand in industrial sector grows significantly. According to this
scenario, the energy demand increase will be 25% in 2030. This result, which is in close
accordance with published predictions of the Energy Information Administration of
Department of Energy, may be considered as an indication of the need for development
of new and low-cost energy sources. However, national and international commitments
of the United States should not become neglected with regards to making progress
towards sustainable development.
If a mitigation energy policy is applied by the government by increasing the
energy price by 4% annually, the ANN model predicts that energy demand may decreases
up to 7% by 2030. Funds provided from this policy may be spent in development of new
and clean energy sources which were not beneficial previously. Nevertheless, this
increase in energy price may negatively affect development of the industrial sector. To
ease the effect of inflation in the price of energy and to protect the industry and
consumers, some additional considerations such as energy efficiency improvement may
be applied.
As a result of the competitive advantage of low natural gas prices, a boost to the
industrial sector is expected, industrial production expands and natural gas use will
increase over the next 10 to 15 years. Low natural gas prices and increased availability of
natural gas and related resources such as hydrocarbon gas liquids (HGL) benefit the U.S.
industrial sector in multiple ways: Natural gas is used as a fuel to produce heat and to
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generate electricity and, is also used as a feedstock to produce chemicals. In addition,
with generally lower energy prices resulting in more rapid economic growth, demand for
industrial products increases.
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CHAPTER 6
ENERGY DEMAND IN THE COMMERCIAL SECTOR OF
THE UNITED STATES

6.1 Introduction

Development in the industrial, transportation, residential and commercial sector
caused a rapid growth in energy demand. Growth of GDP, population increase, and lifestyle improvement are other reasons for the energy demand increase. The increase in
GDP which is a result of high commercial activities of the society leads to an increase in
the energy demand in the commercial sector. Although the commercial sector has one of
the smallest energy demands among the different economic sectors, providing future
energy security, mitigation of greenhouse gases and movement towards sustainability
requires plans of action regarding energy demand in all sectors including the commercial
sector.
Energy demand in the commercial sector of the United States has been studied by
many researchers in a variety of methods. Some of these studies evaluated the energy
utilization of the commercial sectors using exergy analysis [76-78]. Since buildings play
an important role in energy consumption of the commercial sector, some researchers
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focused on building energy performance and studied the energy demand of the residential
and commercial sectors cumulatively [78] [79] [80] [81] [82] [83]. For instance, Utlu
and Hepbasli analyzed the energy utilization efficiency of the Turkish residentialcommercial sector in 2001 by means of energy and exergy analysis. The energy
efficiency value of the Turkish residential-commercial sector which found to be 55.75%,
which clearly emphasizes and clarifies the importance if the planned studies towards
increasing efficiencies [78]. Xing et al. developed two macro-model for commercial and
residential sectors. These models are simulation models that estimate changes in energy
consumption according to building type, and application over a 5-year period. In the
model corresponding to the commercial sector, total energy consumption was divided
into two parts: air conditioning and other electrical appliances. Compared to a businessas-usual scenario, implementation of commercial measures achieved a significant
reduction in energy consumption [82]. In 2010, Forouzanfar et al. used a logistic based
approach to forecast the natural gas consumption for residential and commercial sectors
of Iran. Nonlinear programming and genetic algorithms were applied to estimate the
logistic parameters. They studied gas consumption data of the 1995-2005 period and
generated promising results of yearly gas consumption for the period of 2006-2008 [83].
Regarding the commercial sector of the United States, Horowitz investigated the
effects of two types of publicly-funded energy efficiency programs on energy intensity in
42 states; electric utility demand side management (DSM), and market transformation
(MT) programs. This study showed that in 2001, DSM reduced electricity intensity of the
commercial sector by 1.9% relative to 1989, while the outcome of MT programs was
5.8% at the same time. Moreover, this study also suggest that in 2001the combined
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effects of these public programs led to 2.3% reduction in total retail electricity sale of the
United States [84]. In 2008, Mansur et al. investigates the national energy model of fuel
choice of the United States. This study which is the first study to explicitly consider how
climate change may impact fuel choice in the residential and commercial sectors,
suggests that the fuel choice component may be an important aspect of adjustment to
climate change. In their model, they estimated parameters using a cross section of the
residential and commercial sectors of the United States.
The approach used here differs from the existing literature in three aspects. First,
the commercial sector is considered as an independent sector and energy demand of this
sector is separately modeled in this study. In contrast with many studies which combine
residential and commercial sector, the historical data and the future of energy demand in
the commercial sector are studied autonomously because of the differences in the
functioning and the effective parameters of the residential and commercial sectors.
Second, since the energy demand analysis is conducted for the commercial sector based
on the effective parameters, the historical trend of the effective parameters is analyzed on
for last 30 years. Third, due to the importance and significant share of United States’
energy demand, this study concerns the United States as a case study. This chapter
evaluates the energy demand in the commercial of the United States using artificial
neural networks and regression analysis.
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6.2 Energy consumption in the commercial sector

Energy-use sectors in the United States are a group of major energy-consuming
components of the United States’ society developed to measure and analyze energy use.
These sectors are mostly referred to as: residential, commercial, industrial, transportation
and electric power. The commercial sector, which is the subject of this chapter, consists
of service-providing facilities and equipment of businesses; federal, state, and local
governments; and other private and public organizations. In this sector, which consumes
the least amount of energy of the sectors, energy is mostly used for space heating, water
heating air conditioning, lighting, refrigeration, and cooking. Energy consumption in this
sector also includes electricity produced by generators and thermal output to support the
activities mentioned in the commercial sector definition.
In 2013, carbon dioxide emissions from the energy consumption in the
commercial sector of the United States were more than 960 million tones. The
commercial sector has an important role to play, accounting for 18% of the United States’
CO2 emissions from the energy consumption. However, there are other gains to be had
from the commercial sector investing in energy planning and energy efficiency
improvements. Some of those gains are countering and reducing the effect of volatile
energy prices, improving business competitiveness, mitigating overall energy demand
and increasing the nation’s energy security.
Due to the type of energy-consuming activities in the commercial sector and the
difference between operating equipment in this sector and other sectors such as
transportation and industrial sectors, the energy portfolio of commercial sector is notably
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different. For instance, the types of the buildings that use most of the energy in this sector
are office and retail buildings, educational and health-care buildings and lodging. Hence,
heating and lighting processes consumes most of the energy in the commercial sector.
The activities of commercial sector in the United States are mostly dependent on
electricity and the consumption of electricity in this sector had been increasing between
1950 and 2006. This continuous growth was interrupted by the economic downturn. On
the other hand, demand for natural gas, which is the second source of energy in the
commercial sector, has experienced a lower growth rate during the same period. Share of
petroleum products in energy sources of the commercial sector has declined since 1970s
and the share of other sources, such as coal and renewable energy is too small to be
compared with the major sources. Figure 6-1 shows the trends of energy consumption by
sources during last three decades. Figure 6-2 shows the share of each source in providing
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Figure 6-1: Energy consumption from different sources in commercial sector of the United States,
1980-2012 [85]
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Figure 6-2:: Share of energy sources in energy consumption of the commercial sector, 2012 [85]

The U.S. Department of Energy ((DOE)
DOE) evaluates published model codes and
standards to help states and local jurisdictions better understand the impacts of updating
commercial building energy codes and standards. DOE has established a methodology for
evaluating the energy and economic per
performance
formance of model commercial energy codes and
standards, as well as proposed changes. Energy and economic calculations are performed
through a comparison of baseline and improved buildings for both energy savings and
cost effectiveness. Depending on the co
complexity
mplexity of the proposal being analyzed, analysis
or modeling of changes between representative building types is performed to find
savings. Incremental costs for the improvements is developed using engineering cost
estimates of a typical upgrade. National or climate zone energy savings are typically
reported. In considering cost
cost-effectiveness,
effectiveness, longer term energy savings are balanced
against incremental initial costs through a Life
Life-Cycle
Cycle Cost perspective. Savings By
Design (SBD) is an example of these progr
programs. SBD is Californiaӧss nonresidential new
construction energy efficiency program, administered statewide and funded by Utility
customers through the Public Purpose Programs surcharge applied to gas and electric
services.
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6.3 Artificial neural network model

There are multiple explanations about the ANN technique. While some
researchers define it as “a regression technique which presents higher nonlinearity
between independent and dependent variables” [18] , others explain it as “an informationprocessing system that has certain performance characteristics in common with biological
neural networks” [36] or “inspired by biological systems, an ANN is a large number of
neurons which collectively perform tasks that even the largest computers have not been
able to match” [24]. However, all of these different explanations agree on the most
important characteristics of ANNs: ANNs can be trained to overcome the limitations of
the conventional approaches to solve complex problems. This technique learns from
given examples by constructing input-output mapping [23] [38]. Empirically, various
successful applications of ANNs have established their role for pattern recognition and
forecasting in different areas [20].
In previous chapters, the structure of the ANN models is described in details. In
the field of energy modeling and forecast, many researchers have paid attention to this
approach to overcome the complexity and grasp the nonlinear relation of input and output
parameters of this field. In Table 6-1, some of the most important and recent studies of
this field with application of ANNs are summarized. Since most of them are focusing on
sectors other than the commercial sector, and few of them concern the United States
despite its importance and great share of energy consumption, this study seeks to analyze
and forecast the energy demand in the commercial sector of the United States.

103

Table 6-1: Summary of most recent and important applications of ANNs in the energy demand
modeling

Sector

Residential

Electrical
Industrial
Commercial
Transportation

Study
[86], [11]
[87]
[9]
[88-90]
[31]
[25], [9], [91]
[21]
[32]
[9]
[92]
[10]
[44]
[20]

Country
United States
Greece
Turkey
Canada
Iran
Turkey
Greece
Iran
Turkey
India
South Korea
Thailand
Turkey

6.4 Selection of Independent Parameters

To figure out how the effective parameters change the energy demand in the
commercial sector the following steps are taken. First, all potential effective parameters
are considered and the historical data about them is gathered from reliable sources
including but not limited to Monthly Energy Review of U.S. Energy Information
Administration, World Bank data, and Foreign Trade section of U.S. Census Bureau.
Table 6.2 presents the historical values of the considered parameters for the commercial
sector during 1987-2012.
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Table 6-2: Historical values of the considered parameters for the commercial sector

GDP (USD)

Abs. U.S.
trade with
World
(106 USD)

Population
Estimate
(million)

4.77

4.6989E+12

152119

242.3

Total Energy
Consumed
Commercial
Sector
(Trillion Btu)
11946.009

7.04

4.63

5.0619E+12

118526

244.5

12578.091

1989

7.2

4.74

5.4397E+12

109399

246.8

13193.433

1990

7.34

4.83

5.7508E+12

101718

249.6

13319.766

1991

7.53

4.81

5.9307E+12

66723

253.0

13499.773

1992

7.66

4.88

6.2618E+12

84497

256.5

13440.871

1993

7.74

5.22

6.5829E+12

115566

259.9

13819.679

1994

7.73

5.44

6.9933E+12

150626

263.1

14097.529

1995

7.69

5.05

7.3384E+12

158804

266.3

14690.053

1996

7.64

5.4

7.7511E+12

170213

269.4

15171.991

1997

7.59

5.8

8.2565E+12

180523

272.6

15681.225

1998

7.41

5.48

8.741E+12

229758

275.9

15967.551

1999

7.26

5.33

9.301E+12

328819

279.0

16376.26

2000

7.43

6.59

9.8988E+12

436105

282.2

17175.34

2001

7.92

8.43

1.02339E+13

411897

285.0

17136.642

2002

7.89

6.63

1.05902E+13

468265

287.6

17345.42

2003

8.03

8.4

1.10893E+13

532350

290.1

17345.779

2004

8.17

9.43

1.17978E+13

654830

292.8

17658.934

2005

8.67

11.34

1.25643E+13

772372

295.5

17856.745

2006

9.46

12

1.33145E+13

827970

298.4

17710.372

2007

9.65

11.34

1.39618E+13

808762

301.2

18256.135

2008

10.36

12.23

1.42193E+13

816198

304.1

18405.496

2009

10.17

10.06

1.38983E+13

503582

306.8

17889.797

2010

10.19

9.47

1.44194E+13

635362

309.3

18055.642

2011

10.23

8.91

1.49913E+13

772764

311.6

17968.978

2012

10.09

8.1

1.56848E+13

729611

313.9

17413.286

Year

Price of
Electricity,
Commercial
(C/kWh)

N. Gas
Price,
Commercial
($/1000ft3)

1987

7.08

1988

Energy consumption in each economic sector is dependent on a set of parameters
which is different from other sectors. Calculating the linear correlation before fitting a
model is a useful way to test the significance of the effects of various parameters on the
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energy demand, provided it is done along with the P-value calculation and confidence
interval test. The correlation coefficient, P-value, and the lower and upper bounds for a
95% confidence interval between the energy consumption in the commercial sector of the
United States and various independent parameters are given in Table 6.3. Results
presented in Table 6.3, which are corresponding to data in the period of 1987-2012, do
not confirm a linear correlation of energy prices (electricity, natural gas, diesel fuel and
propane) and total energy consumption in the industrial sector. In other words, historical
increases of energy prices in the commercial sector are followed by no reaction, or even a
reverse reaction of this sector and the energy consumption increased. This behavior
shows that the level of energy prices is so low that it may be neglected in the total
expenditure of commercial units. Result of the correlation coefficient analysis between
GDP, population and trade balance of the United States and energy consumption in the
commercial sector shows reasonable relationship between them. Since the P-values for
independent variables are less than 0.01, there is a very strong presumption against the
null hypothesis.
Table 6-3: Correlation coefficients, P-value and values of 95% confidence interval between the
energy consumption in the commercial sector and independent variables

Correlation Coefficient
P-value
Confidence
Interval

Lower
bound
Upper
bound

Average Retail
Price of
Electricity,
Commercial

Natural Gas
Price,
Delivered to
Consumers,
Commercial

0.74047
1.5247e-5

0.84689
4.9028e-8

0.93916
1.2405e-12

0.89551
6.4975e-10

0.96086
6.9774e-15

0.4951

0.6839

0.8673

0.7780

0.9135

0.8764

0.9294

0.9727

0.9525

0.9825

GDP

Absolute
value of U.S.
trade in
goods with
World

Population
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Based on the analysis of the independent parameter and their effect on the energy
demand in the commercial sector, for this study, “GDP”, “U.S. Trade with world”, and
“population” are chosen as parameters of the model.

6.5 Results and discussion

6.5.1 Data analysis and the future trend of independent variables
Data from the period of 1980-2007 are applied to train the network. Data for the
years of 2008-2012 are used exclusively in the test procedure to evaluate the performance
of the model. Data are gathered from reliable sources. The trends of the independent
parameters for the period of 1980-2012 are shown in the Figure 6-3.
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Figure 6-3: Historical trend of the considered parameters and energy demand for the commercial
sector

As can be observed in Figure 6-3, except for U.S. trade which has been
fluctuating since 2005 (when the initial signs of economic crises appeared), all
independent parameters have been growing smoothly. Because of possibility of nonlinear correlation between the independent parameters and the energy demand, the neural
network modeling has been chosen for this study. A non-linear transfer function is
embedded in this ANN to grasp this non-linear relation of the parameters. In order to
estimate the future trend of energy demand in the industrial sector based on independent
parameters, we need to anticipate the behavior of independent parameters in the future.
For the future trends of population and GDP, two linear functions are set, as
shown on the graphs. The accuracy of this modeling is tested and shown with R2. The
definition of R2 (goodness of fit) is fully described in previous chapters. The value of R2
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shown in the GDP graph of Figure 6-3 confirms the accuracy of the fitted curve.
Regarding the future trend of U.S. trade with world, three scenarios are defined as:
•

Constant Trade Scenario (CTS): In this scenario U.S. trade remains at the
level of the average of last five years of data set.

•

Ascending Trade Scenario (ATS): In this scenario, trade grows with annual
rate of 2%.

•

Descending Trade Scenario (DTS): In this scenario, trade slakes with annual
rate of 2%.

The value of ±2% in the ATS and DTS was chosen to represent realistic bounds
for these prices.
6.5.2 Results
Initially, the training process was applied and the ANN model was obtained to get
predictive equations based on data from 1987 to 2008. Next, the testing process is done to
examine the performance of the model over the period of 2009-2012. Comparison of the
industrial sector energy consumption between the actual data and generated results of the
model is shown in Figure 6-4.
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Figure 6-4: Demand in commercial sector of the US; actual and simulated data

Figure 6-4 shows good agreement between the actual data and the forecasted
results. The results of the tests which evaluate the performance of the model and accuracy
of its forecast are shown in a linear regression graph (Figure 6-5), and an error histogram
(Figure 6-6). The information contained in Figure 6-5 and Figure 6-6 confirm the
accuracy of the ANN model.
: R=0.99799
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Figure 6-5: Linear regression graph of the ANN results
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Figure 6-6: Error histogram graph of ANN simulation

Following the network training process and the evaluation of the model
performance in the training period, the model is tested over a short period of actual data
which is not included in the training process. Table 6-4 shows the performance of the
model over the test period.
Table 6-4: Performance of the ANN model over the test period.
Year

Actual

ANN

2009

17,889.797

17,778.602

2010

18,055.642

18,098.680

2011

17,968.978

17,835.239

2012

17,413.286

17,349.970

After the training process and examination of the trained network during the test
period, the model is used to forecast the industrial energy demand based on the three predefined scenarios. The predicted results of the best-fit model are shown in Figure 6-7.
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Moreover, the predicted values of the model corresponding to the three described
scenarios are presented in Table 6-5.
4
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Figure 6-7: Performance of the ANN model in the commercial sector of the U.S.
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Table 6-5: Forecasted energy demand of the commercial sector of the U.S. based on
prescribed scenarios.
Forecasted energy demand of industrial sector
(Trillion Btu)
Scenarios
Year

ATS

CTS

DTS

2013

16525
16338
16270
16311
16391
16513
16626
16753
16858
16971
17059
17160
17237
17328
17416
17485
17568
17634
17712
17773
17848
17905
17972
18024
18084
18129
18181
18227
18260
18297

16548
16475
16226
16194
16153
16143
16136
16173
16190
16223
16261
16337
16414
16530
16675
16830
17030
17236
17475
17697
17930
18123
18306
18440
18556
18626
18684
18719
18722
18724

16604
16492
16442
16433
16417
16427
16442
16506
16606
16782
17006
17296
17584
17868
18097
18249
18348
18387
18391
18363
18320
18261
18199
18131
18063
17996
17932
17871
17814
17762

2014
2015
2016
2017
2018
2019
2020
2021
2022
2023
2024
2025
2026
2027
2028
2029
2030
2031
2032
2033
2034
2035
2036
2037
2038
2039
2040
2041
2042
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6.6 Discussion

To forecast the future trend of the commercial sector energy demand using an
ANN model, the independent parameters including GDP, and population, and U.S. trade
were varied according to three pre-defined scenarios. The “business-as-usual” scenario
which is defined as the CTS in this study is based on the assumption of uniform U.S.
trade, while GDP grows with its usual trend. According to the ANN model prediction
using CTS, the total consumption of the industrial sector is expected to be around 18,724
Trillion Btu by 2042 which is around 7.5% higher than the corresponding value in 2012.
On the other hand, the effects of the ascending trade scenario (ATS) should not be
underestimated. ATS can happen in cases of significant growth in the economy. In this
case, since the demand for energy increases from all sectors, energy prices rise. The
consideration of ATS scenario results in growth energy demand in the commercial sector
of approximately 5.1% by 2042 and energy demand will climb to 18,297 Trillion Btu.
However, a higher level of U.S. trade may lead to improvement in the economy and
increase purchasing power.
If, for any reason, another economy downturn happens and the U.S. trade with
other countries decline with a moderate rate of 2%, rate of growth in energy demand will
be on its lowest value compared to the other scenarios. In this scenario (DTS), the energy
demand of industrial sector may reach 17,762 Trillion Btu per year in 2042, which is only
2.0% higher than 2012.
Growth in the commercial sector plays an important role in the economic decision
making process in the US. To evaluate the future energy demand of this sector, others
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have produced predictions for the future energy needs. For comparison purposes, the
results of the three scenarios are present
presented
ed along with the predictions from the EIA
presented in the Annual Energy Outlook 2013 [75].. As demonstrated in Figure 6-8, the
results of ANN method based on DPS are approximately consistent with Annual Energy
Outlook report, especially in near future; however, for the period of 2030-2040,
2030
annual
energy outlook forecasts more growth in the energy demand. Alternatively, the ANN
method results may be useful as scenarios for planners to consider different scenarios.
The ANN technique presented here therefore provides a tool for use by planners and
information on a wide range of scenarios.
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Figure 6-8: Commercial energy demand outlook, current study vs. Annual Energy Outlook 2013.

6.7 Conclusions

To assure the reliability and sustainability of energy for the country, the
commercial sector is one of the sectors for which energy planning should be carried out
comprehensively and precisely. Similar to other sectors, in the commercial sector, the
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ANN method is a promising tool for use in forecasting the energy demand depending on
the selected applied independent variables.
In this study, ANN was applied to forecast the commercial energy demand and
perform future projections for the period 2013-2042. Among all effective independent
parameters on energy demand in the commercial sector, U.S. energy trade, population,
and GDP growth have been considered in this study based on correlation coefficient
analysis. Based on model trained with historical data of period 1987-2012, the level of
U.S. international trade significantly affects the amount of energy used in the commercial
sector.
In 2012, 17,413 Trillion Btu of energy were used in the commercial sector of the
US. Based on the energy demand forecast with ANN model, if GDP increases with its
historical trend since 1987, and if the U.S. trade decreases with annual rate of 2%, the
energy demand in the commercial sector grows only 2% by 2042. According to ATS
scenario, the energy demand increase will be 5% by the end of 2042. Finally, CTS results
in 7% increase in energy demand by 2042, while this scenario assumes the U.S. trade will
remain in the level of average of 2008-2012. These results, which are in accordance with
published predictions of the Energy Information Administration of Department of Energy
especially for near future, may be considered as an indication of the need for
development of new and low-cost energy sources. However, all of these scenarios
suggest that energy demand in the commercial sector will not jump significantly and it
will slightly increase.
If a mitigation energy policy is applied by the government by increasing the
energy price annually, the ANN model predictions must be reviewed. Currently, based on
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correlation analysis, the level of energy prices are so low that the effect of these prices
may be neglected in commercial growth. However, to protect the environment and
guaranty the sustainable development of the country, regulation, incentives, and
punishments should be considered by energy policy makers. Funds provided from this
policy may be spent in development of new and clean energy sources which were not
beneficial previously.
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CHAPTER 7
ANALYSIS OF ELECTRICITY PRODUCTION FROM
RENEWABLE RESOURCES IN THE UNITED STATES;
LESSONS FROM LEADING STATES

7.1 Introduction

Renewable energy production in the United States has grown in recent years, with
an average annual growth rate of 4.6% over the last decade. By the end of 2012, total
production reached 2600 TW.h (see Figure 7-1) [93].

Total Renewable Energy Production(TW.h)
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Figure 7-1: Renewable energy production in the United States 2002-2012 [93]

Renewable energy consumption of the United States is also increasing with an
average annual growth rate of 4.5% over the past decade. Reflecting this increase, a
growing number of states are investing in renewable energy projects, especially wind
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power generation. Figure 7-2 shows the trend of the share of renewable energy in the
total energy consumption in the United States. [93]
10.0%
8.0%
6.0%
4.0%
2.0%
0.0%

Figure 7-2: Share of renewable energy in the total energy consumption of the United States [93]

In 2012, the United States ranked third in total renewable energy supply behind
the People’s Republic of China and India [8]. The only significant difference between the
U.S. pattern of renewable energy supply and the worldwide pattern is the source of
biomass-derived fuels. In the United States, ethanol derived from corn is the dominant
biomass-derived fuel, whereas worldwide, animal waste used as fuel and ethanol derived
from sugarcane are the dominant biomass-derived fuels. However, the United States has
some renewable energy fostering policies which are similar with those in some other
countries.
Figure 7-3 and Figure 7-4 compare the share of different energy sources in the net
electricity generation in the United States in the years 1997 and 2012. “Total Renewable
Sources” is the energy supplied from hydropower, biomass, geothermal, solar, and wind.
“Other gases” represents blast furnace gas, and other manufactured and waste gases
derived from fossil fuels. The data in 1997 also includes propane gas in the category of
“other gases”.
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Figure 7-3:: Share of energy sources in electricity net generation, 1997 [93]
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Figure 7-4:: Share of energy sources in electricity net generation, 2012 [93]

While the share of renewable energy sources remained constant during this period
of 15 years, the share coal decreased significantly. Primarily, natural gas displaced the
coal in the electricity generation processes; however, coal is still the largest single energy
source for electricity generation. It should also be noted that Figure 7-3
3 and Figure 7-4
are for the entire United States, and the source portfolio can differ significantly between
b
states. Also, the total capacity for generation increased during the 15 years, so growth
existed in individual sources even if the percentage of power from that source did not
change much.
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To gain a better understanding of the factors that have led to increased use of
renewable energy in the United States, this chapter investigates the policies and market
factors that have been promoting renewable energy development for electricity
generation in the United States. The focus of this chapter is on the states that have
experienced a significant amount of renewable energy investment during recent years.
Both federal and state level (local) policies are studied in this chapter. Below, first a brief
review of different forms of renewable energy is provided, and then an analysis of the
conditions that exist in several particular states is provided.

7.2 Different Forms of Renewable Energy

Humans have been using renewable energy for millennia. As recently as 150
years ago, renewable energy played a vital role in meeting the needs of humans, when
wood supplied up to 90% of human energy demand. However, the energy density and
easy transportability of fossil fuels transformed the world and the method used by
humans to meet their energy needs; this led to a dramatic decrease in the use of
renewable energy. But during the last 20 years, because of the research and development
investment by both industry and governments (primarily the U.S. Department of Energy
in the United States) significant improvements have appeared in the cost, performance
and reliability of renewable energy systems. Coupled with rising costs of fossil fuels and
concerns over the environmental impact and security of fossil fuels, these improvements
in renewable energy systems have led to increasing use of renewable energy systems.
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7.2.1 Hydroelectricity
Hydropower is considered a renewable energy resource because it uses the Earth's
water cycle to generate electricity. Water evaporates from the Earth's surface, forms
clouds, precipitates back to the ground, and flows toward the ocean. Hydropower is
mostly dependent upon precipitation and elevation changes; high precipitation levels and
large elevation changes are necessary to generate significant quantities of electricity.
Therefore, an area such as the mountainous Pacific Northwest has more productive
hydropower plants than an area such as the Gulf Coast, which might have large amounts
of precipitation but is comparatively flat.
Table 7-1: Hydroelectricity generation in top 10 states 2009-2010 [94]
2009

2010

(Thousand MW-h)

(Thousand MW-h)

State

Percent Change

1

Washington

66,112

72,933

-9.4

2

California

33,876

27,888

21.5

3

Oregon

30,288

33,034

-8.3

4

New York

25,201

27,615

-8.7

5

Montana

9,230

9,506

-2.9

6

Idaho

9,161

10,434

-12.2

7

Alabama

9,089

12,535

-27.5

8

Tennessee

8,306

10,212

-18.7

9

Arizona

6,626

6,427

3.1

10

South Dakota

5,765

4,432

30.1

By the end of 2009, hydroelectricity provided 10% of the total electricity
generation in the United States. However, hydropower production depends on water
availability and can vary significantly from year to year. Depending on water availability,
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between 6-9% of the U.S. electric generation was produced by hydropower between 1998
and 2009. Table 7-1 shows the hydroelectricity generation in top 10 states during 2009
and 2010 [94].
7.2.2 Wind Energy
Wind power systems convert the kinetic energy of the wind into other forms of
energy such as electricity. Although wind energy conversion is relatively simple in
concept, turbine design is the most challenging technical subject in this area. Modern
turbines typically begin generating power at wind speeds of 9 miles per hour and the
output increases up to 28 miles per hour. Utility scale wind farms typically require
average wind speeds of at least 14 miles per hour to economically convert wind energy
into electricity [95]. Wind power has been one of the largest new sources of energy
across the country in recent years, averaging 36.5% of all new energy capacity between
2008 and 2012 [96].
Cumulative installed wind power in the United States has increased with an
average annual growth rate of 30% between 2003 and 2012. By the end of 2012 total
installation reached 60,007 MW. The 13,131 MW of wind power capacity installed in the
U.S. in 2012 represented 29.4% of the total global market for new wind capacity, up from
a U.S. market share of 21% during 2011. The U.S. remained one of the largest single
markets in 2012, installing wind power capacity at a rate equivalent to China, which
installed approximately 13,000 MW for a total of 75,564 MW now deployed in that
country [96].
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Based on an 80-meter height, the potential of land-based wind power alone is
enough to power the United States 10 times over [96]. The state which leads the United
States for new wind capacity installations in 2012 was Texas with 1,826 MW followed
by California and Kansas. Considering wind power additions during 2012, 890 utilityscale wind projects have been installed in 39 states and Puerto Rico. However, in only
two states (South Dakota and Iowa) does the percentage of electricity generated by wind
energy exceed 20%. Table 7-2 shows wind energy share of electricity generation of the
top 10 states and their capacity installations for the year 2012. The importance of wind
energy generation becomes significant when one considers that the U.S. is home to a vast
wind energy resource and many excellent reviews of the two past decades of progress in
renewable energy technologies are available [97-103].
Table 7-2: Wind energy share of electricity generation of top 10 states and their capacity installations
[96]

Ranking

State

Wind energy
share of state’s
generation

1
2
3
4
5
6
7
8
9
10

Iowa
South Dakota
North Dakota
Minnesota
Kansas
Colorado
Idaho
Oklahoma
Oregon
Wyoming

24.5%
23.9%
14.7%
14.3%
11.4%
11.3%
11.3%
10.5%
10.0%
8.8%

Capacity installation
Total 2012
additions (MW)
814
235
267
1,441
496
355
1,127
640
-

Cumulative
through 2012
(MW)
5,133
783
1,680
2,987
2,713
2,301
973
3,134
3,153
1410

The Federal Production Tax Credit (initially of 15 USD per MWh generated) is a
strong driver of wind power development in the United States and paid for the first ten
years of a project’s lifetime. While utilities are increasing their ownership of wind
projects assets, Independent Power Producers (IPPs) are the number one project owner of
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the market. Five companies own 42% of the installed wind power capacity in the U.S.,
although this has decreased when compared to 2010 and 2011 as the market gets more
diversified [96].
7.2.3 Solar Energy
The conversion of solar energy into electricity is done in two ways: through direct
conversion using photovoltaic cells and indirect conversion using solar thermal power
plants. Photovoltaic cells are used across the U.S. in a wide range of applications ranging
from single cells to charge a battery to systems that power homes. The U.S. and
especially the southwest of the U.S., is endowed with vast solar resources. For instance,
there is at least 640,000 km2 of land suitable for constructing solar power plants in the
southwest of the U.S. alone [104]. The solar irradiation is crucial in selecting candidate
site for a concentrating solar power plant. For instance, the cost of electricity is 31%
lesser for a concentrating solar power plant operating in a site where daily direct normal
irradiance amounts to 7.9 kWh/m2 than that of a concentrating solar power plant
operating in a site of 5.5 kWh/m2 [105].
While not in widespread use, in 2011 solar thermal-power generating units were
the main source of electricity at 13 power plants in the U.S.: 11 in California, one in
Arizona and one in Nevada. In 2012, the total amount of solar energy converted to
electricity was 4,342 TW.h which represented an increase of more than 387% between
2010 and 2012 [93].
With solar energy use growing rapidly in recent years, a variety of studies have
paid exclusive attention to solar energy development policies and barriers, for example
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[106-109]. In addition, other studies consider solar energy application as a part of the
total renewable energy share in the Unites States including [110-113].
In 2008, just as the solar industry was beginning to significantly expand across
United States, the supply of capital available for renewable energy investments reduced
drastically because of the economic downturn. Application of supporting policies such as
1603 Treasury Program, Depreciation of Solar Energy Property, DOE Loan Guarantee
Program, Solar Investment Tax Credit, Solar Tax Exemptions and third-Party Financing
helped the economy to recover [114]. Since 2010, the economy has grown rapidly and
now the U.S. has over 7,700MW of installed solar electric capacity. This capacity is
enough to power more than 1.2 million American households. In 2011 alone, 10 states
installed more 30 MW in solar energy capacity. As shown in Table 7-3, California ranks
first among the states in cumulative solar electric capacity followed by Arizona and New
Jersey. However in terms of installed solar electric per capita, Arizona ranks first [115].
Table 7-3: Ranking of the states by cumulative solar electricity capacity and installed solar per capita
place [115]
Rank

State

Cumulative Solar

Rank

State

Installed Solar

Electric Capacity

Electric (Watts

(MW)

Per Capita)

1

California

2,902

1

Arizona

167

2

Arizona

1,097

2

Nevada

146

3

New Jersey

971

3

Hawaii

137

4

Nevada

403

4

New Jersey

110

5

Colorado

270

5

New Mexico

91

6

North Carolina

229

6

California

76

7

Massachusetts

198

7

Colorado

52

8

Pennsylvania

196

8

Delaware

48

9

Hawaii

191

9

Vermont

34

10

New Mexico

190

10

Massachusetts

30
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7.2.4 Biomass
Biomass resources range from agricultural and forest product residues to crops
grown specifically for energy production. Direct combustion systems, co-firing systems,
and gasification systems are methods used to harvest energy from biomass sources.
However, burning biomass is not the only way to release its energy. Biomass can be
converted to other useable forms of energy, such as methane gas or transportation fuels,
such as ethanol and biodiesel.
Investment in the development of biomass during the last decade has kept the
share of biomass energy in renewable energy consumption approximately constant. For
example, total biomass energy resources including wood, waste, and biofuels had a share
of 49% of the renewable energy consumption in 2011 and 2012 [93]. Table 7-4 shows
the trend of various types of biomass sources consumption in United States during last 15
years. In 2012, the 222 electricity-generating biomass plants in the United States have an
average capacity of 34 MW and a cumulative capacity of 7475 MW. About 70% of this is
in the forest products and sugarcane industries [116]. Research focuses on improving the
conversion efficiency of commercial plants, reducing costs further and resolving issues
related to biomass residual ash [117-119].
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Table 7-4: Biomass energy consumption of various types of biomass sources in the United States from
1998-2012 [70]
Biomass energy consumption (Trillion Btu)

Total renewable
energy

Year

consumption
Wood

Waste

Biofuels

Total

Share

(Trillion Btu)

1998

2,184

542

201

2,927

45%

6,493

1999

2,214

540

209

2,963

45%

6,516

2000

2,262

511

236

3,009

49%

6,106

2001

2,006

364

253

2,623

51%

5,163

2002

1995

402

303

2,700

47%

5,729

2003

2,002

401

404

2,807

47%

5,948

2004

2,121

389

499

3,009

49%

6,081

2005

2,137

403

577

3,117

50%

6,242

2006

2,099

397

771

3,267

49%

6,649

2007

2,070

413

991

3,474

53%

6,523

2008

2,040

436

1,372

3,848

54%

7,186

2009

1,891

453

1,568

3,912

51%

7,600

2010

1,988

469

1,837

4,294

53%

8,090

2011

2,014

469

1,948

4,431

49%

9,072

2012

1,985

471

1,909

4,365

49%

8,851

7.3 Federal Policies

The Energy Policy Act of 2005 (EPAct) mandates an increase in the renewable
energy share to 10% in total annual electricity generation by the year 2020 in the United
States, an increase compared to the 2005 share of 8.5%. In June 2007, a new energy bill
was proposed for cutting the projected use of gasoline by 20%. Hence, a new Alternative
Fuel Standard was announced to enable the United States to use 35 billion gallons of
alternative fuels by 2017 which reduces the forecasted gasoline consumption in 2017 by
15% [120].
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The U.S. Department of Energy Management Program (FEMP) works with key
individuals to accomplish energy change within organizations by bringing expertise from
all levels of project and policy implementation to enable federal agencies to meet energy
related goals and to provide energy leadership to the country. Federal agencies increase
national security by conserving natural resources by using renewable energy, which also
helps meet regulatory requirements and goals. For instance, in fiscal year 2013 and
thereafter, the Energy Policy Act of 2005 requires no less than 7.5% of the total
electricity consumed by the Federal Government to come from renewable energy [121].
Financial incentives and federal tax breaks are very important for encouraging
renewable energy development. Some of the main policies are categorized and described
below [122].
7.3.1 Predictable Tax Policies
a. Federal Renewable Energy Production Tax Credit (PTC): PTC is an inflationadjusted tax credit for electricity produced from qualifying renewable energy
sources or technologies. At various times, several forms of renewable energy have
become eligible for this credit. They include closed and open-loop biomass,
geothermal, landfill gas, irrigation-produced power, municipal solid waste, wind
energy facilities, and marine and hydrokinetic energy. Since Congressional
appropriations affect the funding for the PTC, annual availability of this incentive
has a high uncertainty and this has limited the effectiveness of PTC. There has
been a clear trend toward the use of the PTC compared to the use of the 1603
Treasury program [96].
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b. Federal Renewable Energy Investment Tax Credit (ITC): The
Energy Investment Tax Credit is the alternative to the production tax credit
discussed above. Investors can either take the ITC, which generally provides for a
30% tax credit, or the PTC described above.
7.3.2 National Renewable Electricity Standards
Renewable Portfolio Standards (RPS) and State Mandates or Goals: An RPS is typically
a requirement that a percentage of electric power sales come from renewable energy.
Some states have specific mandates for power generation from renewable energy while
others have voluntary goals. In 2011, 37 states, the District of Columbia, Guam, Puerto
Rico, and the U.S. Virgin Island and the Mariana Islands had an RPS, mandate, or goal.
Compliance with RPS policies can sometime require or allow for the trading of
renewable energy credits (RECs). Weiser et al. [123] provide an introduction to the
history, concept and design of the RPS and reviewed previous experience with the policy
as applied at the state level.

7.4 State Policies

The leading role of the individual states in establishing renewable energy policies
started in the late 1990s. This role includes establishing renewable energy portfolio
standards, extension of green products application, disclosure policies, and subsidies.
Study and evaluation of the state policies can be helpful in developing a better
understanding of the policies at the federal level. There have been a considerable number
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of studies of the renewable energy development policies at the state level such as [112]
[124-125], [100], [98].
Of course, investment in renewable energy projects is dependent upon the quality
of the renewable sources (wind sources, sun radiation, corn production, etc.) access to
transmission (for wind power), the cost of conventional generation, the need for new
energy supplies, and the willingness of power companies to integrate new sources in their
systems. Table 7-5 presents the renewable energy production in the ten highest producing
states in 2009 and shows the shares of these states in the total renewable energy
production in the U.S. Moreover, the share of renewable sources in total renewable
energy production of each State is shown [126].

Solar, as percent of
renewable energy
generated

Wind, as percent of
renewable energy
generated

Geothermal, as
percent of
renewable energy
generated

Biomass waste, as
percent of
renewable energy
generated

74.905

17.5%

0.0%

6.3%

91.2%

0.0%

2.5%

California

58.881

13.8%

1.3%

10.3%

56.8%

21.4%

10.2%

Oregon

35.299

8.3%

0.0%

11.1%

86.5%

0.0%

2.4%

New York

30.286

7.1%

0.0%

8.6%

84.1%

0.0%

7.3%

Texas

28.967

6.8%

0.0%

90.6%

4.4%

0.0%

5.0%

Alabama

11.081

2.6%

0.0%

0.0%

78.5%

0.0%

21.5%

Montana

10.442

2.4%

0.0%

8.9%

90.2%

0.0%

0.9%

Iowa

10.309

2.4%

0.0%

89.0%

9.2%

0.0%

1.8%

Idaho

10.168

2.4%

0.0%

4.3%

90.0%

0.7%

4.9%

Tennessee

9.125

2.1%

0.0%

0.4%

89.2%

0.0%

10.4%

Hydroelectric, as
percent of
renewable energy
generated

Share from total
renewable
Electricity
produced in U.S.

Washington

State

Electricity
produced from
renewable sources
(GWh)

Table 7-5: Renewable electricity production, by state, in 2009 [35]

Renewable energy production in the United States has historically been
concentrated in California and to the lesser extent, in a few other states. However, recent
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development has distributed renewable energy production among larger number states. In
2010, the 10 states listed in Table 7-5 collectively produced 66% of the total renewable
electricity of the country. A complete version of Table 7-5 including all of the states’
renewable electricity production is included in the Appendix 1. In addition to federal
incentives, improved economics and the broader market drivers, the main factors that
have been fostering development in these states consists of renewable portfolio standards
and other forms of renewable energy mandates, states tax and financial incentives, and
voluntary purchases of green power by consumers.
As of 2012, 30 states and the District of Columbia have an enforced renewable
portfolio standard or similar law. Under these standards, each state determines its own
level of renewable energy generation, eligible technologies and non-compliance
penalties. Most states have met or passed their required level of renewable generation.
The most important factors which have helped to create a favorable environment for RPS
compliance are (1) a surge of new RPS-qualified generation capacity timed to take
advantage of federal incentives that either have expired or were scheduled to expire and
(2) significant reductions in the cost of renewable energy technologies such as wind and
solar. The attractiveness of renewable projects to investors has been supported by
declining equipment costs for wind and solar systems and improvement in the
performance of renewable technologies [127].
In the following sections we examine the drivers of increased renewable energy
development in 5 states that at the end of 2009 hosted the vast majority of the U.S.
renewable energy production. In addition, New Mexico as a special case has been
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studied, and Iowa and Nebraska have been compared to investigate the role of state
regulations in renewable electricity development.
7.4.1 Washington
Washington has produced the most amount of renewable energy nationally during
2010. In 2010, 17.5% of the renewable energy of the United States was produced in
Washington. The primary renewable energy capacity source and generation source in
Washington is hydroelectricity. In renewable electricity profile of the Washington,
hydroelectric with 91.2% has the largest share, followed by wind (6.0%). Washington
biomass is already producing electricity, steam and fuels. The forest industry is
responsible for most of the bioenergy produced in the state, but opportunities exist to
expand this market to include other biomass resources [128].
In 2011, Washington was the leading producer of electricity from hydroelectric
sources and produced 29% of the Nation's net electricity generation. Moreover,
Washington ranked sixth in the nation in net generation of electricity from wind energy in
2011. Due to the large potential of electricity generation in this state, electricity prices for
industrial, residential and commercial sectors are lower than the U.S. average by 36%,
27%, and 22%, respectively [128].
The physical geography of Washington is primarily responsible for the large
amount of renewable energy being used for electricity production in the state. The
primary factor driving hydroelectric energy production investment in Washington has
been natural potential of renewable energy production. Large, fast-flowing rivers produce
the most hydroelectricity. The Columbia River, which forms part of the border between

133

the states of Washington and Oregon, is a large river that produces massive amounts of
hydroelectric energy. The Grand Coulee Dam on Washington's Columbia River is the
largest hydroelectric power producer in the United States, with a total generating capacity
of 6,809 MW.
According to the renewable portfolio standards, Washington has a target of
producing 15% of its needed energy from renewable sources. The Energy Independence
Act (referred to as I-937) calls for state electric utilities serving 25,000 or more costumers
to acquire 15% of their electricity from new renewable resources by 2020 and undertake
all cost-effective energy conservation. Solar, wind, hydro, biomass, geothermal, landfill
gas (LFG), and marine are eligible renewable sources. Seventeen out of the state’s 62
utilities are required to meet EIA targets. These seventeen qualifying utilities provide
81% of the electricity in Washington.
Having plenty of renewable energy potential and sufficient policies to support the
investment, Washington is the most successful state in the production of electricity from
renewable sources.
7.4.2 California
Although California plays an important role in the production of fossil fuels in the
United States, its role in renewable energy market is also significant. California has been
the historic leader in wind energy development. Initially, California’s wind energy
industry boomed as a result of state and federal tax incentives and the 1978 Public Utility
Regulatory Policies Act [129]. Since the early 1980’s, the wind energy industry grew
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substantially in California, resulting in a total installed capacity of more than 5.5 GW by
the end of 2012 [96].
California has the most diverse renewable energy resources among the states.
Producing 13.8% of the renewable electricity of the nation, California has used all
possible renewable sources to generate electricity. In 2011, California ranked third in the
Nation in conventional hydroelectric generation, first in net electricity generation from
other renewable energy resources, and first as a producer of electricity from geothermal
energy [128].
In terms of RPS, California has one of the highest expectations of renewable
energy development compared to other states. California mandates 33% of electricity
consumption of the state should be supplied from renewable sources by the end of 2020.
The allowable renewable sources include solar, wind, biomass, geothermal, LFG and
municipal solid waste, small hydro, biodiesel, and marine. This new RPS preempts the
California Air Resources Boards' 33% Renewable Electricity Standard and applies to all
electricity retailers in the state including publicly owned utilities (POUs), investor-owned
utilities, electricity service providers, and community choice aggregators. All of these
entities must adopt the new RPS goals of 20% of retail sales from renewables by the end
of 2013, 25% by the end of 2016, and the 33% requirement being met by the end of 2020
[130].
In California, RPS supports the diverse energy portfolio sufficiently. For example,
in September 2012, a law was signed which requires an incremental 250 MW of
renewable Feed-in Tariff (FIT) procurement from small-scale bioenergy projects that
commence operation on or after June 1, 2013.

135

As another example, California Energy Commission promotes development of
geothermal energy resources and technologies through research, development and
demonstration partnerships and consultant contracts, as well as through financial
assistance to eligible applicants via competitive project solicitations. Funding is provided
through the Energy Commission's Geothermal Grant and Loan Program [131]. The
effectiveness of this supporting law on bioenergy and geothermal production and the
diversification of energy portfolio become clearer when attention is paid to the fact that
supporting regulations of these sources have not been provided by many states.
Although the share of California in providing fossil fuels for the United States is
significant, energy policy makers of this state have promoted the diverse renewable
energy production in California by providing sufficient legislative supports and tax
incentives.
7.4.3 Oregon
By the end of 2010, Oregon produced 8.3% of the renewable electricity in the
United States. Oregon is one of the nation's leading generators of hydroelectric power,
ranking second. Hydroelectric has a share of 86.5% in Oregon’s renewable electricity
profile followed by wind and biomass 11.1% and 2.4% respectively. In 2010 and 2011,
Oregon’s abundant hydroelectric power contributed to below-average residential
electricity prices in the state. Major transmission lines connect Oregon’s electricity grid
to California and Washington State, allowing for large interstate electricity transfers
[128].
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The Oregon RPS requires Oregon utilities to deliver a percentage from renewable
sources, including biomass, geothermal, hydropower, ocean-thermal, solar, tidal, wave,
wind, and hydrogen, by 2025. The target of standards for three largest utilities of the state
(Portland General Electric, PacificCorp, and Eugene Water and Electric Board) is 25% in
2025. All other electric utilities depending on size have standards of 5% or 10% in 2025.
Also, the Oregon Department of Energy has incentives for the expansion of renewable
energy usage in transportation sector [132].
The main factor fostering renewable electricity production in Oregon is the
abundant amount of hydropower potential incorporated with the proper RPS.
7.4.4 New York
The state of New York was the 4th largest producer of renewable electricity in the
United States with production of 7.6% of total renewable electricity of the country.
Similar to other states ranked higher than New York in Table 7-5, hydroelectric has the
largest share in renewable energy profile of this state. The 2,353-MW Robert Moses
Niagara hydroelectric power plant was the fourth largest hydroelectric power plant in the
United States in 2010 and, in 2011, New York produced more hydroelectric power than
any other state east of the Rocky Mountains [128].
During 2010, New York had the second lowest energy consumption per capita
after Rhode Island which may be a result of maintaining fourth highest average electricity
prices in the Unites States and the extensive use of mass transportation system.
Future development will likely be driven by incentives available through system
benefit fund and an RPS that is being developed. According to Renewable Portfolio
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Standards, New York has the goal of 30% renewable electricity share in overall
electricity profile of the state by 2015. Production of 24% of electricity from renewable
source in 2011 shows that New York still, has to try hard to achieve its RPS goal by
2015. If RPS is, in fact, implemented, this could be an important driver for renewable
energy development including wind and biomass over the long term. Consumer interest
in green power may also continue to provide support for new development.
Although New York has a low amount of energy consumption per capita, energy
policy makers of this state have provided legislation to encourage the use of the extensive
hydropower potential in this state to promote sustainable development via renewable
electricity production.
7.4.5 Texas
Texas leads the Nation in non-hydroelectric renewable energy potential. This state
is rich in renewable energy potential, including wind, solar, and biomass resources. Wind
resource areas along the Gulf of Mexico coast south of Galveston, and in the mountain
passes and ridgetops of the Trans-Pecos offer Texas some of the greatest wind power
potential in the United States. Solar power potential is also among the highest in the
United States, with high levels of direct solar radiation suitable to support large-scale
solar power plants concentrated in West Texas. Due to its large agricultural and forestry
sectors, Texas has an abundance of biomass energy resources. Although Texas is not
known as a major hydroelectric power state, substantial untapped potential exists in
several river basins, including the Colorado River of Texas and the lower Red River
[128].
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The main difference between Texas, and the four states ranked higher in
renewable electricity production is that more than 90% of renewable electricity produced
in this state is from wind power. Texas had summer wind capacity of 10,388 MW by the
end of 2011. With 1,826 MW (about 14% of the 2012 installed capacity in the U.S.)
installed in 2012, Texas deployed the most new wind capacity for the year, propelling the
Texas past the 12,000 MW mark for total installed wind capacity. As recently as 2006,
the entire nation had only 10,000 MW installed [96].
The RPS mandates the providers of electricity in Texas generate 5,880 MW by
2015 and the target has increase to 10,000 MW in 2025. In addition, each provider is
supposed to supply new renewable energy capacity based on the market share of energy
sales multiplied the renewable capacity target. After RPS was implemented, Texas wind
corporations and utilities invested 1 billion USD in wind power. Wind power
development has accelerated by more than 4 times since RPS was implemented. In order
to diversify the Texas’ renewable generation profile, a target of 500 MW of non-wind
renewable capacity is required by Texas State Senate Bill 20. This goal indirectly fosters
the development of solar power and biomass in the state. In order to get clean energy
from remote areas to the cities, Senate Bill 20 also has a goal to increase transmission
capacity [133-134].
7.4.6 Special Case: New Mexico
New Mexico ranked 40th among the 50 states in generation of renewable
electricity in the United States in 2009. Having abundant amounts of fossil fuels made the
price of energy products very low, compared to other states. For instance, natural gas
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price for residential consumption is about 18% lower than the U.S. average in 2012.
Limited water resources in this state affected the hydroelectric potential significantly;
however solar energy potential is high. New Mexico ranked fourth in the United States in
installed solar photovoltaic capacity, which increased from 43 MW in 2010 to 116 MW
in 2011.

Figure 7-5: Installed power plants in New Mexico [44]

As shown in Figure 7-5, the energy production pattern in New Mexico is
obviously different from neighboring states. While Texas produced 26,251 thousand
MW-h of renewable electricity during 2010 and most of its wind farms are located close
to the border with New Mexico, New Mexico produced only 1,832 thousand MW-h wind
electricity last year.
In contrast with most states which implemented their RPS program as early as
1990s, 2006 was the first compliance year for New Mexico investor-owned utilities to
demonstrate they have met the RPS requirements in their Renewable Energy Portfolio
Reports to the Public Regulation Commission. In 2006, the RPS was 5% of retail sales in
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kWh’s, reaching 10% by the year 2011, but actually, in 2011, renewable energy supplied
6.5% of electricity generated in the New Mexico. The State’s Renewable Portfolio
Standard requires that 20% of all electricity sold by investor-owned electric utilities, and
10% sold by cooperatives, come from renewable energy resources by 2020. By not
requiring renewable energy generation until later than many states with larger renewable
energy production, and by having somewhat weaker requirements, it is likely that New
Mexico has positioned itself to be trailing many other states in terms of renewable energy
production for years – despite the comparable conditions that exist for some renewable
energy production with regards to more successful states such as Texas.
7.4.7 Special Case: Iowa vs. Nebraska
It is valuable to compare the renewable electricity production in two states which
are neighbors: Iowa and Nebraska. Table 7-6 presents the renewable electricity
production portfolio of these two states.
Table 7-6: Renewable electricity production in Iowa and Nebraska (thousand MW-h), 2010 [134]

Geothermal
Hydroelectricity
Solar
Wind
Biomass

Iowa
948
9170
190

Nebraska
1314
422
17

As clearly shown, the wind energy harvesting system is more developed in Iowa
compared to Nebraska. While most of the wind farms of the Iowa are located on the west
side of this state (close to the border with Nebraska) and the geographical condition is
similar on both sides of the border, wind power development in Nebraska is far behind.
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Geographical location of wind harvesting farms of the Iowa and Nebraska are shown in
Figure 7-6.

Figure 7-6: Geographical distribution of the wind harvesting facilities in Nebraska and Iowa, 2010
[136-137]

In terms of RPS, Iowa requires its two investor-owned utilities to own or to
contract for a combined total of 105 MW of renewable generating capacity and
associated energy production. Wind is one of the eligible sources in this requirement. In
2001, a voluntary goal of 1,000 MW of wind generating capacity by 2010 was
established [137]. Iowa was ranked first in wind generation, with 24.5% generation from
wind energy in 2012. Iowa also had the sixth wind power capacity addition in 2012. This
state surpassed the 5,000 MW total installed-capacity mark, adding 814 MW during
2012.
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The reason of the significant difference between renewable electricity production
in Iowa and Nebraska should be sought in applied energy policies of these two states.
While Iowa established its RPS in 1990, Nebraska has not established any RPS or state
mandates yet. Nebraska has the potential to meet a significant portion of its electricity
needs with renewable energy while generating substantial economic and environmental
benefits for the state. RPS, if established, would support the investment and development
of renewable electricity facilities in this state.

7.5 Lessons from the Leading States

The discussion of the conditions that exist with regards to renewable energy
production in the five most successful states, and the comparison with some less
successful states, leads to a number of lessons that can be drawn from these states. From
this, we propose the following 5 main points that can be learned and applied when
seeking to spur further renewable energy development in the United States.
1- Geographical parameters are key factor affecting renewable energy produced by a
state. As shown in Table 7-5, more than 67.5% of the renewable electricity generated
by 10 top-ranked states is from hydroelectric power. Simply said, there are some
regions of the United States in which hydroelectric power is the lowest-cost energy
resource, while this resource is not available for others. As such, care must be taken
when developing renewable energy standards for individual states. If a state does not
have access to plentiful hydroelectric power, it should not expect to produce as large a
percentage of its total power from hydroelectric power as a state with great
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hydroelectric potential. Similarly, a state in a less favorable location for wind energy
should not expect to produce as much energy from wind power and should instead
look towards other renewable sources for renewable energy.
2- State tax and financial incentives, as well as state RPS policies, have a crucial effect
on renewable energy production and development. This impact is can be clearly seen
in the comparison of Iowa and Nebraska. The effect of policies is more pronounced
when renewable energy is nearly competitive with more traditional generation
resources - for example in states with particularly strong wind sources.
3- There are only few states (e.g. California) that have a diverse renewable energy
portfolio. In terms of renewable energy sources, most of the states are dependent
exclusively on wind while among 10 top-ranked states only two of them have used all
renewable sources to generate electricity. More diverse energy profile is a result of
availability of diverse sources and proper and detailed supporting regulations and
infrastructures.
4- State drivers also function within the context of current federal policies and incentives,
which have played an important role in encouraging recent renewable energy
development. The most notable and effective of these of these are Federal Production
Tax Credit and Renewable energy production incentive.
5- The PTC should offer opportunities for wind power growth in almost every region of
the country, while various regions will get additional boosts from such drivers as RPS
(California and Pacific Northwest). Currently, state RPS policies such as those
developed by New York and California will play a distinguishable role in wind energy
progress and prosperity.
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6- Numerous affecting parameters are working as package and support one another’s
effectiveness. Just creating an RPS without regards to the geographical potential of a
state will not be effective. Moreover, relying on geography when fossil fuels are cheap
(such as in New Mexico) isn’t enough either. For the United States, as a country
seeking to encourage fostering renewable energy application while holding diverse
energy portfolio, we believe that a first step should be a general assessment of the
potential economic, employment and cost reduction benefits associated with different
forms of renewable energy technologies, as well as a detailed assessment of current
local capabilities. When local strategies and potentials become clear, a set of state and
federal policy tools to implement those strategies must be selected.

7.6 Summary

Although the share of renewable sources in electricity net generation remained
steady during 15 years (between 1997 and 2012), renewable energy production is
growing in the United States as a whole and more rapidly in some individual states based
on multiple factors which play a role in this growing process. It is impossible to consider
only one single parameter for renewable energy development in the United States. For
example, geographical parameters are key factor affecting renewable energy produced by
a state. In addition state and federal policies such as RPS have a significant effect on
renewable electricity development at the state level. As shown, a state can maximize its
attractiveness to renewable power companies by establishing a combination of direct and
indirect policies to support the development. Financial and tax incentives are among the
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most effective direct supports for utility companies. States without mandates and
incentives have much less renewable electricity facilities and production compared to
other states.
Some geographical factors that have allowed some states to be successful in
developing large amounts of renewable power may not be present in other states; this
limits the renewable energy potential of these other states. But proper application of
financial incentive packages and aggressive but reasonable renewable energy targets
should sufficiently spur renewable energy growth in the United States as it attempts to
reduce its reliance on limited and pollution-producing fossil fuels.
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CHAPTER 8
SUMMARY, CONTRIBUTIONS, AND FUTURE WORKS

8.1 Summary

Energy production and consumption cycles are complex. To assist in analyzing
and understanding the cycles, energy models are created. Energy models are simplified
representations of energy production and consumption, regulations, and producer and
consumer behavior. Energy demand modeling of the United States, which is the
quantification of energy requirements as a function of input parameters in different
sectors, is the focus of the present study. In this work, different approaches of the energy
demand modeling have been explained and their strength and weaknesses have been
discussed. Because of the multiplicity of the effective parameters and discrepancies on
their sphere of influence, the energy demand and the effective parameters were studied
separately for different sectors. Energy demands in these sectors (transportation,
residential, industrial, and commercial) form the total energy demand of the United
States. To choose an energy model with adequate-flexibility and high-accuracy, two
types of energy models (MLR models and ANN models) were developed for
transportation and residential sectors. Based on the proposed results, ANN modeling
approach is chosen for the rest of the sectors. The ANN was chosen because of its
abilities in capturing the non-linear relationship among the effective parameters, and its
ensuing high-level of accuracy.
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For each sector, the most effective parameters on energy demand were chosen
based on linear correlation test. Then, the ANN model was developed for each sector and
the performance of the model was proposed. Based on the past trends of the independent
parameters, the future trends of them were anticipated. Where possible, multiple
scenarios for the future trend of independent variables were developed and the response
of energy demand to these scenarios was demonstrated. Finally, the future energy
demand of the sectors was compared with the officially published energy demand
forecast from the United States Energy Information Agency.
Projections are highly dependent on the data, methodologies, model structures,
and the assumptions used in their development. For this study, the author tried to mainly
rely on the officially published data. When required data was not available or the
availability period was shorter than required, the analysis method was chosen so that the
results experienced the least amount of negative impact from this shortage.
In Chapter 7, the renewable energy electricity production in the United States was
investigated. This chapter also contained a review the federal and state policies
amplifying the renewable electricity production such as Energy Policy Act of 2005, tax
credits and Renewable Portfolio Standards. In addition, this chapter presented some
lessons from leading states in renewable electricity production and analyzed how
coordination of geography and regulations intensifies the development of renewable
electricity production.
Projections in the “Evaluation and Forecast of Energy Consumption in Different
Sectors of the United States Using Artificial Neural Networks” focused on the factors
that shape the U.S. energy system over the long term. Under the assumption that current
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laws and regulations remain unchanged, this work provides a basis for examination and
discussion of energy demand and the direction it may take in the future. In this work,
some chapters include alternative cases that explore important areas of uncertainty for
markets, technologies, and policies in the U.S. energy economy.

8.2 Contributions

Some of the important scientific contributions resulting from this PhD
dissertation, which were published in established technical journals and presented in
international conferences, are as follows:
First, there is serious study of the energy demand in the transportation sector of
the United States. This study also encompasses the comparison of performance of the
MLR models and the ANN models in the energy demand modeling. The results are
presented in ASME 2014 8th International Conference on Energy Sustainability [138].
Development of the ANN model for the residential sector of the United States and
forecast of future trends in this sector was performed. This study also encompasses the
comparison of performance of the MLR models and the ANN models in the energy
demand modeling [11].
Development of first ANN energy model for the industrial sector of the United
States was made. This study also analyzes and compares different possible scenarios of
the energy price in future. The response of energy demand to these scenarios is also
presented [34], [70].
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Development of first ANN energy model for the commercial sector of the United
States was made. This study also analyzes and compares different possible scenarios of
the economy development in future. The response of energy demand to these scenarios is
also presented.

8.3 Future Work

Energy demand modeling is a broad area that needs specific research for each
sector. In the current study, some mathematical energy models were developed and
appropriate theories behind them were considered. There are still some areas need more
research to complete this study. The following topics are suggested for future
exploration:
•

In this study, ANN and MLR models are considered and compared for energy the
demand modeling. However, as explained in Chapter 2, there are several
approaches for energy demand modeling. These approaches, such as top-down
energy models, are definitely worth exploring for all sectors.

•

In solving a forecasting problem with the artificial neural networks, the most
important part is to choose the independent variables that provide the most precise
estimate of the dependent variable. To reduce the calculation time and cost, this
research considers the most important effective parameters in each sector.
However, by means of more powerful computation facilities, researchers may
include more parameters and evaluate their effect on the energy demand.
Including more parameters may also need more detailed approach in analysis and
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comparison. The author suggests that future researchers be aware of the mutual
effect of effective parameters.
•

For further progress, future researchers, if they have access to National Energy
Modeling System (NEMS), may develop energy demand models using NEMS
while applying same data set for mathematical models. This approach provides
the opportunity of comparison between the mathematical models and the NEMS
models. Moreover, researchers can evaluate the performance of these models in
short and long-term periods.
Another part of future work should be devoted to the investigation of the effect of

geographical parameters, federal and state regulations and incentives on the renewable
energy development. In this study, the author tried to consider a large part of energy
production (electricity). However, to move towards sustainable development and meet
national and international commitments, regulations and incentives must embrace all
aspects of energy production and demand.
In addition, since the projections of this study are dependent on the historical data,
and because of the dynamic property and the learning propensity of neural networks, it is
recommended that researchers always train the network based on the most recent data
available and compare it to the past studies.
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Appendix 1

Biomass waste,
as percent of
renewable
energy

Geothermal, as
percent of
renewable
energy
generated

share from
total renewable
energy
produced in
U.S.
Solar, as
percent of
renewable
energy
generated
Wind, as
percent of
renewable
energy
generated
Hydroelectric,
as percent of
renewable
energy
generated

Electricity
produced
from
renewable
sources (GWh)

State

State renewable electricity production, by state [126]

Washington

74.905

17.5%

0.0%

6.3%

91.2%

0.0%

2.5%

California

58.881

13.8%

1.3%

10.3%

56.8%

21.4%

10.2%

Oregon

35.299

8.3%

0.0%

11.1%

86.5%

0.0%

2.4%

New York

30.286

7.1%

0.0%

8.6%

84.1%

0.0%

7.3%

Texas

28.967

6.8%

0.0%

90.6%

4.4%

0.0%

5.0%

Alabama

11.081

2.6%

0.0%

0.0%

78.5%

0.0%

21.5%

Montana

10.442

2.4%

0.0%

8.9%

90.2%

0.0%

0.9%

Iowa

10.309

2.4%

0.0%

89.0%

9.2%

0.0%

1.8%

Idaho

10.168

2.4%

0.0%

4.3%

90.0%

0.7%

4.9%

Tennessee

9.125

2.1%

0.0%

0.4%

89.2%

0.0%

10.4%

Maine

7.963

1.9%

0%

6.3%

47.8%

0.0%

45.9%

Minnesota

7.48

1.8%

0%

64.1%

11.2%

0.0%

24.7%

Oklahoma

6.969

1.6%

0%

54.6%

40.3%

0.0%

5.1%

Arizona

6.941

1.6%

0%

1.9%

95.4%

0.0%

2.4%

North
Carolina
South Dakota

6.84

1.6%

0%

0.0%

69.5%

0.0%

30.3%

6.611

1.5%

0%

20.8%

79.2%

0.0%

0.0%

Pennsylvania

6.577

1.5%

0%

28.2%

35.5%

0.0%

36.2%

Georgia

6.502

1.5%

0%

0.0%

51.1%

0.0%

48.9%

6.15

1.4%

0%

66.6%

33.2%

0.0%

0.2%

Arkansas

5.283

1.2%

0%

0.0%

69.3%

0.0%

30.7%

Illinois

5.257

1.2%

0%

84.7%

2.3%

0.0%

12.7%

North Dakota

Colorado

5.133

1.2%

1%

67.3%

30.7%

0.0%

1.2%

Florida

4.664

1.1%

2%

0.0%

3.8%

0.0%

94.5%

Wisconsin

4.586

1.1%

0%

23.7%

46.1%

0.0%

30.2%

Nevada

4.444

1.0%

5%

0.0%

48.5%

46.6%

0.0%

Wyoming

4.271

1.0%

0%

76.0%

24.0%

0.0%

0.0%

South
Carolina
Michigan

4.25

1.0%

0%

0.0%

55.9%

0.0%

44.1%

4.083

1.0%

0%

8.8%

30.6%

0.0%

60.6%

Virginia

3.72

0.9%

0%

0.0%

40.3%

0.0%

59.7%

Indiana

3.699

0.9%

0%

79.3%

12.3%

0.0%

8.4%

Louisiana

3.577

0.8%

0%

0.0%

31.0%

0.0%

69.0%

Kansas

3.473

0.8%

0%

98.0%

0.4%

0.0%

1.6%
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Kentucky

3.02

0.7%

0%

0.0%

85.4%

0.0%

14.6%

New
Hampshire
Missouri

2.71

0.6%

0%

2.8%

54.5%

0.0%

42.7%

2.527

0.6%

0%

36.6%

60.9%

0.0%

2.5%

West Virginia

2.307

0.5%

0%

40.7%

59.3%

0.0%

0.0%

Massachusetts

2.27

0.5%

0%

1.0%

43.9%

0.0%

55.1%

Maryland

2.241

0.5%

0%

0.0%

74.4%

0.0%

25.5%

New Mexico

2.072

0.5%

0%

88.4%

10.5%

0.0%

0.7%

Vermont

1.829

0.4%

0%

0.8%

73.6%

0.0%

25.6%

Nebraska

1.807

0.4%

0%

23.4%

72.7%

0.0%

3.9%

Mississippi

1.504

0.4%

0%

0.0%

0.0%

0.0%

100.0%

Utah

1.476

0.3%

0%

30.4%

47.2%

18.8%

3.8%

Alaska

1.452

0.3%

0%

0.9%

98.7%

0.0%

0.4%

1.13

0.3%

0%

0.0%

34.6%

0.0%

65.4%

Ohio

1.129

0.3%

1%

1.2%

38.0%

0.0%

59.8%

New Jersey

0.868

0.2%

2%

1.5%

2.1%

0.0%

94.0%

Hawaii

0.817

0.2%

0%

31.9%

8.6%

24.6%

34.6%

Rhode Island

0.144

0.0%

0%

2.1%

2.8%

0.0%

95.1%

Delaware

0.138

0.0%

0%

2.2%

0.0%

0.0%

98.6%

427.376

100.0%

0%

22.1%

60.9%

3.6%

13.1%

Connecticut

United States
Total
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