This paper presents a decentralized control policy for symmetric formations in multi-agent systems. It is shown that n agents, each one pursuing its leading neighbor along the line of sight rotated by a common offset angle α, eventually converge to a single point, a circle or a logarithmic spiral pattern, depending on the value of α. In the final part of the paper, we present a strategy to make the agents totally anonymous and we discuss a potential application to coverage path planning.
algorithm by Vicsek [4] causes all agents to eventually move in the same direction, despite the absence of centralized coordination and despite the fact that each agent's set of nearest neighbors change with time as the system evolves.
Jeanne et al. [5] and Paley et al. [6] studied the connections between phase models of coupled oscillators and kinematic models of groups of self-propelled particles and derived control laws for parallel motions and circular motions. Olfati-Saber and Murray [7] and Leonard et al. [8] used potential function theory to prescribe flocking behavior. Lin et al. [9] exploited cyclic pursuit to achieve alignment among agents, while Marshall et al. in [10] and in [11] extended the classic cyclic pursuit to a system of wheeled vehicles, each subject to a single non-holonomic constraint, and studied the possible equilibrium formations and their stability.
The contribution of this paper is three-fold. As a first contribution, we develop a distributed control policy that allows the robots to achieve different symmetric formations. The key features of the proposed approach are global stability and the possibility to achieve with the same simple control law different formations. Our approach is inspired by the cyclic pursuit strategy, where each agent i pursues the next i + 1 (modulo n, where n is the number of agents) along the line of sight. It is well known that, under cyclic pursuit, the agents eventually converge to a single point (see, e.g., [12] ). Cyclic pursuit is an attractive approach since it is decentralized and requires the minimum number of communication links (n links for n agents) to achieve a formation.
Our control policy generalizes the notion of classic cyclic pursuit by letting each of the n mobile agents pursue its leading neighbor along the line of sight rotated by a common offset angle α.
We first assume, in Section III, that each agent is a simple integrator, i.e., a dynamical system with no kinematic constraints on its motion. It is shown that our simple control policy can provide, depending on the value of α, rendez-vous to a point (thus generalizing the classic cyclic pursuit result that is obtained for α = 0), evenly spaced circle formation and evenly spaced logarithmic spirals. These results are also illustrative of the intrinsic symmetry that characterizes cyclic pursuit. The study of the proposed control policy relies on an original parametric spectral analysis of some special types of circulant matrices.
Then, in Section IV, we extend the above linear scenario to one in which each agent is a non-holonomic mobile robot. The fact that we now consider differentially driven mobile robots complicates the coordination problem, due to the non-holonomic constraints. We address this problem by input-output feedback linearizing the system and by adapting the aforementioned control policy to the linearized input-output dynamics, represented by a double integrator system. The control of non-holonomic wheeled mobile robots by state feedback linearization was introduced in [13] and has been often exploited in the context of formation control, for example in [14] . The closed-loop behaviors are, depending on the value of α, globally stable rendez-vous to a point, globally stable evenly spaced circle formation and globally stable evenly spaced logarithmic spirals. In [11] , a formation control law for non-holonomic wheeled robots in cyclic pursuit is introduced and elegantly studied. It is shown that, depending on the value of a gain, locally stable rendez-vous to a point, locally stable evenly spaced circle formation and locally stable evenly spaced logarithmic spirals are achieved. However, it turns out that these regular formations are not the only stable behaviors. Simulations, reported in [15] , indicate that when the vehicles do not converge to a generalized regular polygon formation, they instead fall into a different kind of order: the vehicles "weave" in and out, while the formation as a whole moves along a linear trajectory. Therefore, our globally stable control policy may represent a significant improvement as far as potential applications are concerned.
As a second contribution, we propose, in section V, a strategy based on the concept of convex hull to make our algorithm anonymous. To the best of our knowledge, it is the first time that the anonymity issue is discussed in the context of cyclic pursuit. The idea is quite simple: each agent checks if it is on the convex hull of the set of all agents; if an agent happens to be a vertex of the convex hull, it pursues the agent on the next vertex of the convex hull, otherwise it performs a convex hull reaching strategy. In this way, the agents are made totally anonymous.
Finally, in Section VI, we discuss a practical problem where our generalized version of cyclic pursuit may be a suitable and advantageous approach; in particular, we consider the path planning problem, where the objective is to ensure that at least one agent eventually moves to within a given distance from any point in the target environment (see [16] for a complete survey on the problem). This problem can be efficiently solved by means of symmetric Archimedes spiral formations (spirals with the property that successive windings have a constant separation distance).
We will show, without a detailed mathematical analysis, that it is possible to achieve an Archimedes spiral formation by making the offset angle α a function of locally available information. This case study also illustrates how in our framework it is possible to achieve more complicated symmetric formations.
II. MATHEMATICAL BACKGROUND
In this section, we provide some definitions and results concerning the theory of circulant matrices, which will be later applied to analyze the proposed control strategy.
A. Circulant Matrices
A circulant matrix of order n is a square matrix of the form:
The elements of each row of C are identical to those of the previous row, but are shifted one position to the right and wrapped around. The whole circular matrix is evidently determined by the first row and we can write:
A circulant matrix of order n is diagonalizable by the Fourier matrix (see [17] for details). Hence eigenvalues and eigenvectors of a circulant matrix C can be readily determined.
B. Block Circulant Matrices
Let A 1 , A 2 , . . . , A n be square matrices each of order m. A block circulant matrix of type (m, n) is a matrix of order mn of the form:
Note thatÂ is not necessarily circulant (only block circulant). The entire matrix is determined by the first block row and we can write:Â
The Fourier matrix provide a diagonalization formula in the special case where all submatrices A i are themselves circulant [17] . In the general case, a block circulant matrix can only be block diagonalized by means of the Fourier matrix (see [17] for details). Define ϕ i = e 2(i−1)πj/n where j = √ −1; each diagonal block has the following structure:
Since the eigenvalues of a block diagonal matrix are the collection of all the eigenvalues of each diagonal block, the block diagonalization formula greatly simplify the study of the eigenvalues of a block circulant matrix.
III. FORMATION CONTROL: HOLONOMIC ROBOTS
Consider in the plane n mobile agents (uniquely labelled by an integer i ∈ 1, 2, . . . , n), where agent i pursues
T ∈ R 2 be the position at time t ≥ 0 of the i th agent, where i ∈ 1, 2, . . . , n. The kinematics of each agent is described by a simple integrator:
In the classic cyclic pursuit strategy the control input is:
Thus, agent i pursues its leading neighbor, agent i + 1, along the line of sight, with a velocity proportional to the vector from agent i to agent i + 1. The overall system dynamics is in compact form:
where Suppose, now, we extend the aforementioned classic linear cyclic pursuit scenario to one in which each agent pursues the leading neighbor along the line of sight rotated by a common offset angle α ∈ [−π, π]. Thus, the control input for each agent i is given by:
where R(α) is the rotation matrix:
The overall dynamics of the n agents is:ξ
where
It is easy to see that the centroid of the agents is stationary. In the remainder of the paper, we will assume, without loss of generality, that k = 1.
In order to analyze the different geometric patterns achievable by system (6) for the various values of α, we start by studying the eigenvalues and eigenvectors ofÂ.
A. Eigenvalues ofÂ
Given the block diagonalization formula (1), the eigenvalues ofÂ can be readily determined.
Theorem 3.1: The eigenvalues ofÂ are the collection of:
for i = 1, 2, . . . , n Proof: As stated in the previous section,Â is block diagonalized by means of the Fourier matrix and each diagonal block has the structure (1) with A 1 = −R(α), A 2 = R(α) and A i = 0 2x2 for i = 3, 4, . . . , n:
The characteristic polynomial of D i is:
Therefore, we get:
Thus we obtain λ
Since the eigenvalues of a block diagonal matrix are the collection of all the eigenvalues of each diagonal block, we get the claim.
B. Analysis of the Eigenvalues ofÂ
The eigenvalues ofÂ show the following property.
Lemma 3.1:
Proof: The proof is straightforward:
Define the set:
Let us now be more explicit with the structure of the eigenvalues; define:
After some algebraic manipulations we can write the eigenvalues λ ± i as:
Lemma 3.2: The block circulant matrixÂ has a zero eigenvalue with algebraic multiplicity m λ=0 = 2; the two zero-eigenvalues in H are λ
= 0 since the functions sin(·) and cos(·) can not be zero at the same time.
Lemma 3.3:
The eigenvalues ofÂ can have algebraic multiplicity at most m λ = 2. In particular the non zeroeigenvalues that can separately collapse are (λ
Proof: The statement is true for the zero eigenvalue, obtained for i = 1. Consider therefore i > 1. As evident from equation (12), as α is varied, the eigenvalues move on circles with radius r i = 2 sin(π(i − 1)/n); clearly, only the eigenvalues that move on the same circles can collapse. Since:
for symmetry we deduce that the eigenvalues that move on the same circle are:
n . Therefore just 4 eigenvalues move on the same circle (2 in the case that n is even and i = n/2 + 1; in particular these eigenvalues move on the most external circle since the argument of sin(·) is π/2).
As it can be inferred from (12) , as α is increased, the eigenvalues λ In the classic cyclic pursuit we have α = 0; in this case it is straightforward to notice that the 2n − 2 non-zero eigenvalues in H lie in the open left half complex plane. Let us now consider the case α = 0. 
The following statements hold:
(i) among the 2n − 2 non-zero eigenvalues ∈ H, 2k eigenvalues lie in the open right half complex plane;
(ii) among the 2n − 2 non-zero eigenvalues ∈ H, two eigenvalues lies on the imaginary axis if
Proof: Consider the case α ∈]0, π]; the proof with α ∈ [−π, 0[ is analogous. Let us prove fact (i). From the previous considerations, the non-zero eigenvalues are obtained for i > 1. Let us firstly consider λ − i . Since i > 1 we have:
Therefore, we can just compare θ − i with zero to check for which indices i the condition sin(θ
For α chosen as in (13) , θ − i is negative for i = 2, 3, . . . , k + 1, while for i = k + 2, k + 3, . . . , n we have that θ − i ≥ 0. Therefore, we can conclude that exactly k eigenvalues among the λ 
C. Eigenvectors ofÂ
To study the possible polygons of pursuit, we have to study the eigenvectors ofÂ. Following [18] , consider a compound vector of the form:
where v is a non-null 2-vector and ϕ is any n th root of unity.
The vector w is an eigenvector ofÂ with eigenvalue λ if and only if:
The first few of the n compound rows of this equation are:
Each of the n compound rows in (17) reduces to the first compound row, and that can be rewritten as the eigenvector equation:
where the square matrix D of order 2 is:
The n eigenvector equations (18) , for the n values of ϕ, are equivalent to the single eigenvector equation (16) . In our case the i th eigenvector equation is:
where:
Note that the D i matrices are exactly the diagonal blocks (8) computed before. We already know that the eigenvalues of D i are λ
The i th eigenvector equation for λ ± i becomes:
Thus we get:
Theorem 3.3: The eigenvectors corresponding, respectively, to the eigenvalues λ 
Proof: Let us just make a direct verification. Consider firstly w + i and write shortly w + i = w and λ
Expanding (16) for each component w k we get:
Further expanding, we obtain the identity:
The proof for w − i is analogous. Remark 3.1: The eigenvectors ofÂ do not depend on the offset angle α.
D. Independency of the eigenvectors ofÂ
An important question to be addressed is ifÂ is defective for some α. 
E. Pattern formation
We are now ready to show the achievable geometric patterns. Since the block circulant matrixÂ is diagonalizable, the general solution has the form:
where q is the number of distinct eigenvalues, the α kj are constants and the w kj are the eigenvectors corresponding to the k th eigenvalue.
We can rewrite (24) by picking out the two eigenvectors corresponding to the zero eigenvalues λ 
where x G and y G are the coordinates of the center of mass. We are now ready to show how different geometric patterns can be achieved by modulating the angle α.
1) Rendez-vous to a point: Consider |α| < π/n; from Theorem 3.2, all the non-zero eigenvalues lie in the open left half complex plane. Therefore we have:
Therefore, for any initial condition, all agents exponentially converge to a single limit point: their initial center of mass. This result extends the classic cyclic pursuit result that is obtained when α = 0. 
where d 1 and d 2 are two constants. We replace the two complex eigenfunctions with two real independent eigenfunctions obtained as follows:
Thus we get, defining δ i = 2π(i−1) n i = 1, 2, . . . , n:
We have for t → +∞:
Therefore, after a transient, the trajectory of each agent is (assuming c 1 = 0 and c 2 = 0):
i.e. a circular motion with center (x G , y G ), radius r = c 2 1 + c 2 2 and period 2π/γ. The agents are evenly spaced since the angular distance between agent i and agent i + 1 is 2π/n.
If we take α = −π/n, we have again, asymptotically, a circular motion, but the direction of motion is reversed. Fig. 3 . Circle formation for n = 6 agents (α = π/6).
3) Evenly spaced logarithmic spiral formation: Let us consider α ∈]π/n, 2π/n[. From Theorem 3.2, besides the two zero eigenvalues, there are two complex positive eigenvalues: λ + n and λ − 2 equal, shortly, to β ∓jγ. Therefore, with similar arguments, we obtain that the trajectory of each agent is for t quite large (assuming c 1 = 0 and c 2 = 0):
i.e. a logarithmic spiral with growing rate β. The agents are evenly spaced since the angular distance between agent i and agent i + 1 is 2π/n.
If we take α ∈] − 2π/n, −π/n[, we have, asymptotically, the same pattern, except that the direction of motion is reversed. 
IV. FORMATION CONTROL: NON-HOLONOMIC ROBOTS
We now extend the previous formation control law to the non-holonomic case. Consider, for instance, that each agent is a Hilare-type mobile robot with nonlinear state model [14] :
where r i = (x i , y i ) T is the inertial position of the i th robot, θ i is the orientation, v i is the linear speed, ω i is the angular speed, m is the mass, J is the moment of inertia, F i is the force input and τ i is the torque input. Let
In the model it is evident the non-holonomic Pfaffian constraint:ẋ i sin θ i −ẏ i cos θ i = 0. Assume that we want to maintain in formation a point off the wheel axis of the agents. Specifically, let us define, as in [14] , the "hand" position of an agent to be the point h = (h x , h y ) that lies a distance L = 0 along the line that is normal to the wheel axis and intersects the wheel axis at the center point, as shown in Fig. 5 . It is possible to show [14] that a Hilare-type robot can be feedback linearized about the hand position, the diffeomorphism that transforms the system in normal form is globally invertible and the corresponding zero dynamics are stable. Since we can reasonably consider sensors located at the hand, this approach does not indeed represent a significant limitation. The hand position dynamics is given byḧ i = ν i and the output feedback linearizing control is given by:
Let us focus, therefore, on the control law for the hand position. To have stable circle and spiral formations, the hand position velocity should be as in Eq. (5). Thus, a possible approach is to consider a velocity tracking problem.
Let v i =ḣ i and v d i = R(α)(h i+1 −h i ) be the velocity and the desired velocity of the hand position, respectively. If we choose:
we get the first order system:v i + Kv i = r i .
Choose now:
we obtain the following homogeneous first order differential equation:
where (29) describes the dynamics of the velocity error. If K is positive definite, the error dynamics is asymptotically stable.
Thus, the following control law applied to the hand position:
where K is positive definite, asymptotically provides the desired hand velocity. This implies that control law (30), together with (28), guarantees, depending on the value of α, globally stable rendez-vous to a point, globally stable evenly spaced circle formation and globally stable evenly spaced logarithmic spirals. Remark 4.1: The proposed control policy requires that each robot knows its orientation θ i , its velocityḣ i , the relative position (h i+1 − h i ), the relative velocity (ḣ i+1 −ḣ i ) and the total number of agents n. Note that agents do not recall past actions and observations (i.e., they are oblivious). Oblivious algorithms are, by definition, selfstabilizing in the sense that they achieve their goal even in the presence of a finite number of sensor and control errors [1] . Moreover, no agent has to measure the absolute positions of other agents or its own. Communication among agents is needed only to exchange the identifier information. 
Let r i denote the distance between unicycles numbered i and i + 1, and let α i be the angle from the i th unicycle's heading to the heading that would take it directly towards unicycle i + 1. The control law they consider is to assign unicycle i's linear speed v i in proportion to r i , while assigning its angular speed ω i in proportion to α i , that is:
It is shown that, depending on the value of the ratio k r /k α and the total number of agents n, locally stable rendezvous to a point, locally stable evenly spaced circle formation and locally stable evenly spaced logarithmic spirals are achieved. However, it turns out that these regular formations are not the only stable behaviors. Simulations, reported in [15] , indicate that when the vehicles do not converge to a generalized regular polygon formation, they instead fall into a different kind of order: the vehicles "weave" in and out, while the formation as a whole moves along a linear trajectory [15] . Therefore, our globally stable control policy may represent a significant improvement, as far as applications are concerned. Moreover, since we consider a dynamic model, the physical implementation is simplified.
V. ANONYMOUS APPROACH
In [1] , an anonymous control policy for a team of agents is defined as follows:
1) all agents use the same algorithm for determining the next position;
2) agents cannot be distinguished by their appearances;
3) agents do not know their identifiers.
Clearly, the critical point in the classic cyclic pursuit approach is (3), since each robot does need to know its own identifier and the identifier of each other robot.
In order to overcome this problem, consider the following strategy, based on the concept of convex hulls (the convex hull of a set of points is the smallest convex set that contains the points). Each agent checks if it is on the convex hull of the set of all agents; if an agent happens to be a vertex of the convex hull, it pursues the agent on the next vertex (as determined by a common direction for the z axis, that we assume available to each agent) of the convex hull, otherwise it performs a convex hull reaching strategy. Uniqueness is the fundamental advantage of convex hull. We have considered a very simple convex hull reaching strategy: if an agent is not on the convex hull, it keeps moving along the current direction; at the beginning, a random direction is chosen.
A natural question that arises is: will an agent on the convex hull stay on the convex hull forever? To answer this question, consider, in the holonomic scenario, the change of coordinates:
The trajectories of these difference vectors evolve according to the equation:
Clearly, the centroid in the new coordinates is fixed as well. In polar coordinates we get, after some manipulations, the system of equations:ρ
A convex polygon of pursuit becomes concave when φ i+1 . = θ i+1 − θ i becomes negative; φ i+1 evolves according to the equation:
If φ i+1 = 0, its time derivative is:φ
It order to study the sign ofφ i+1 , note that:
would not be on the convex hull;
2) α ∈ [0 2π/n[ as discussed in Section III.
Therefore, it is obvious from Eq. (35) that, when φ i+1 = 0,φ i+1 can be negative (unless α = 0) and, thus, if α = 0, an agent on the convex hull can leave the convex hull (in details, if φ i+1 becomes negative the (i + 1) th agent leaves the convex hull). Intuitively, we can say that conditionφ i+1 < 0 is very seldom verified, since agents, under the control law (5), tend to equalize the inter-agent distance (ρ i ), while φ i+1 tends to 2π/n.
Even though we are still unable to prove if eventually all agents will stay permanently on the convex hull, simulation results appear to confirm such behavior. Fig. 7 shows a circle formation for n = 20 anonymous agents. Now we show a critical case whenφ i+1 < 0. Consider the formation of 8 agents in Fig. 8 . For agents 2 and 6
we have:
If α = 0 (rendez-vous formation), no agent leaves the convex hull; if, instead, α = π/8 (circle formation), φ 2 =φ 6 < 0 and thus agents 2 and 6 leave the convex hull (see Fig. 8 ). Remark 5.1: If α = 0, when φ i+1 = 0,φ i+1 can not be negative and, thus, an agent on the convex hull will stay permanently on the convex hull. In other words, we have proved, as a particular case, that, under the classic cyclic pursuit control law, a convex polygon of pursuit stays convex.
VI. APPLICATION TO COVERAGE PATH PLANNING
This section aims at illustrating how our generalized version of cyclic pursuit can be a suitable and advantageous approach for many problems currently of interest. We will show, without a detailed mathematical analysis, that it is possible to achieve more complicated geometric formations, by making the offset angle α a function of locally available information. In particular, we will study Archimedes spiral formations, since they are of interest in coverage path planning problems. Coverage path planning is critical in a variety of applications ranging from floor cleaning [19] to lawn mowing [20] , mine hunting [21] , harvesting [22] , painting, etc. We will refer to the holonomic scenario; the extension to the non-holonomic scenario follows the same steps as in Section IV.
The objective of coverage path planning is to ensure that at least one agent eventually moves to within a given distance from any point in the target environment. Usually, each agent is assumed to be equipped with a device with a circular footprint of radius d; such a device can be either a sensing device (as in a search problem), an actuator (as in a lawn mowing problem), or a combination of both (as in a mine sweeping problem).
The design of coverage path planning algorithms raises several challenging issues, as coverage completeness, robustness, and coverage redundancy. Most available coverage algorithms rely either implicitly or explicitly on a cellular decomposition of the free space to complete the task. A cellular decomposition breaks down the target region into cells such that coverage in each cell is simple. Provably complete coverage is attained by ensuring the robot visits each cell in the decomposition [16] . One popular exact cellular decomposition technique, which can yield a complete coverage path solution, is the trapezoidal decomposition [23] . Since each cell is a trapezoid, coverage in each cell can easily be achieved with simple back and forth motions. Coverage of the environment is achieved by visiting each cell in the adjacency graph. An enhancement of trapezoidal decomposition is represented by the boustrophedon cellular decomposition [24] , designed to minimize the number of excess lengthwise motions.
Unfortunately, grid-map based algorithms require considerable memory, centralized off-line computation, and costly localization sensors (e.g., GPS).
When considering a circular and obstacle-free environment, an alternative approach could be to consider n agents that move in an Archimedes spiral formation (an Archimedes spiral is a curve defined by a polar equation of the form: ρ(ϕ) = aϕ). In fact, if the position of the center of the i th agent's footprint follows the path defined by:
the agents' footprints will cover any compact subset of the plane in finite time (provided the speed of advancement along such paths is bounded away from zero).
We are now going to show that n agents in cyclic pursuit, with an offset angle function of locally available information, are able to perform an Archimedes spiral formation. The resulting control policy will be static (i.e., memoryless), decentralized, and will not rely on costly grid maps (unlike approaches based on cellular decomposition). Therefore, at least for a circular and obstacle-free environment, our version of cyclic pursuit provides an efficient way to solve the path planning problem. We mention that the rather strong assumption of a circular and obstacle-free environment nevertheless allows applicability to many practical problems like lawn mowing, automated farming, and mine sweeping of open areas.
A. Control policy for coverage path planning
Let us define a regular configuration as a configuration such that the centers of the agents' footprints ξ i , i ∈ {1, . . . , n}, are located on the vertices of a regular n-polygon. A system of n agents is in a regular configuration if and only if the following constraint is satisfied:
where θ n = 2π/n.
Let the policy π spiral be such that it assigns to the i-th agent the control input:
Note that the computation of the control input for the i th agent requires the knowledge of the relative position of the agent labelled by i + 1 with respect to agent i. Thus, this control policy is static and decentralized and does not rely on costly grid maps.
Theorem 6.1: For any collection of n ≥ 2 agents with dynamics described by (2) and control input (39)-(40), unconstrained workspace, and with initial conditions such that the agents are in a regular configuration and contained within a circle of radius d, the static feedback control policy π spiral solves the path coverage problem for any bounded target set Q.
Proof: First of all, we will show that the regular configuration constraint (38) is an invariant under the proposed policy. Assume that at time t 0 the agents are in a regular configuration. Let us write r i (t) = ξ i+1 (t) − ξ i (t). Then, r i (t 0 ) =r(t 0 ) and α i (t 0 ) =ᾱ(t 0 ), for all i ∈ {1, . . . , n}. The regular configuration constraint can be rewritten as
Computing time derivative along system trajectories and considering that rotations about the same axis commute we get:
Note that the above derivative is zero at all regular configurations; in other words, if the agents are in a regular configuration at a certain time instant, their differential evolution under the proposed policy is such that they remain in a regular configuration.
Furthermore, the centroid ξ G = 1/n n i=1 ξ i of agents in regular configuration remains fixed; differentiating the position of the centroid, we get:
In the remainder of this proof, we will assume that ξ G = 0, without loss of generality, and indicate with (ρ i (t), ϕ i (t)) the polar coordinates with respect to ξ G of the center of the i-th agent's footprint at time t.
In these coordinates we haveρ i (t) = 2ρ i (t) sin(ᾱ(t) − π/n) sin(π/n) andφ i (t) = 2 cos(ᾱ − π/n) sin(π/n).
Eliminating time, we can write
sin π/n π/n , integrating, and using the fact that in a regular configurationr(t) = 2ρ i (t) sin π/n, we get
where the constants c i depend on the initial conditions. Since at the initial time the agents were in a regular configuration contained in a circle of radius d, such constants can be found by setting dn π (ϕ 1 + θ n (i − 1)) + c i = ρ 0 ≤ d.
Concluding, we get that the centers of the agents' footprints move along paths defined by equations of the form (37), i.e., they move along Archimedes spirals, as desired.
Given any point in Q with polar coordinates (ρ q , ϕ q ), it will always be possible to find i ∈ {1, . . . , n} in such a way that |ρ q − ρ i (φ q )| ≤ d. In other words, since the agents move along their paths at non zero speed, such a point will be visited by one of the agents in finite time.
B. Discussion
Simulations suggest a very large region of attraction for agents starting off a regular configuration. Numerical simulation results about achieving Archimedes spiral trajectories with agents starting off a regular configuration are included in Fig. 9 . This approach is, intuitively, robust against agent losses, since when an agent disappears, say agent i, agent i − 1 tends to cover, due to the nature of the control law, the past trajectory of agent i. Therefore, the approach may be suitable in hazardous applications as humanitarian demining. Numerical simulation for n = 16 agents that undergo 6 losses is provided in Fig. 10 . Fig. 10 . Archimedes spiral trajectories for n = 16 agents that undergo 6 losses (agents with cross); the covered area is also shown.
VII. CONCLUSION
In this paper we have proposed a decentralized strategy aimed at achieving symmetric formations. It was shown that n agents, each one pursuing its leading neighbor along the line of sight rotated by a common offset angle, eventually converge to a single point, a circle or a logarithmic spiral pattern, depending on the value of the angle.
The equilibrium formations are globally stable also when non-holonomic robots are considered.
Moreover, it was discussed a convex hull approach to make the agents totally anonymous and a possible application to coverage path planning.
There are many possible directions for future research, including (1) stability in presence of actuator saturation, (2) stabilization to a circle of desired radius by making the α angle dynamic, (3) convergence analysis of the Archimedes spiral formation; moreover, it could be interesting to study, as far as the anonymous approach is concerned, if eventually all agents stay permanently on the convex hull.
