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ABSTRACT
CFD ANALYSIS METHODS FOR SYSTEMS DRIVEN BY NATURAL
CONVECTION
AARON PROPST
2017
Natural convection driven flows are present in many engineering applications such
as HVAC, electronics cooling, and cryogenic systems. Predicting the flow behavior of
such systems requires experimentation or numerical simulation through Computational
Fluid Dynamics due to the complex interactions of natural convection. Recent advances
in computing resources have made CFD increasingly popular for engineering analysis of
fluid dynamics and heat transfer. CFD simulation has several advantages over
experimentation including: 1) cost, 2) ease of changing design parameters, and 3) time
required to obtain results. These advantages lead to an increased likelihood of
discovering an optimal design. However, systems with complex geometry require large
computational mesh sizes requiring large amounts of computing power, which makes
model development difficult.
The goal of this research is to create a modeling framework for simulating natural
convection using CFD that maximizes computational efficiency without sacrificing the
quality of the solution. This framework includes the selection of buoyancy models,
turbulence models, mesh type, level of mesh refinement. This study specifically employs
CFD to predict the flow mechanics, thermal profiles, and impurity levels of liquid argon
within a large neutrino detector that is influenced greatly by natural convection. A
uniform distribution of impurities is desired to ensure accurate electron lifetime readings

xix
throughout the cryostat. The analysis will investigate the optimum location of filtration
inlets and outlets, as well as simulate various operating conditions the detector will
experience. This study is done in collaboration with Fermilab and the Deep Underground
Neutrino Experiment.
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1. INTRODUCTION
1.1 Convective Heat Transfer
Convection is a mode of heat transfer where thermal energy transfers to or from a
body by a moving fluid. This transport of thermal energy is the result of a combination of
two mechanisms: conduction of heat through the fluid, and the bulk motion of the fluid
itself. A common example of convection is found in the operation of a car radiator, where
thermal energy is conducted from the radiator fins to the air as the air moves through the
radiator. The warmed air exits the back of the radiator and exchanges with the cooler air
entering. Another common example of convection is found in the way heat is transferred
within a household oven, where an electrical heating element or a flame warms the air at
the bottom of the oven. The warmed air rises and circulates to the top of the oven,
carrying the heat along with it.
Though both of these examples involve convection, there is a difference between
the two. The air going through a car’s radiator is driven by a fan to create a larger mass
flow rate of air and thereby increase the heat transfer rate. The air within the oven is also
moving, but it has not been driven by a fan (unless this is a convection oven). The motion
of the air within the oven is created by differences in temperature within the oven. As air
is heated, its molecules become more energetic and spread apart, which decreases its
density to the point where the cooler, heavier air forces the hotter, lighter air to rise.
The example of the car radiator and the oven are examples of forced convection
and natural (or free) convection, respectively. Forced convection requires the air is
physically driven by an outside force through the system, while natural convection occurs
when the air motion is only due to temperature (and thereby density) differences.
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The condition for natural convection to occur requires that the buoyant force
created by the density difference in the hot and cold fluid must overcome the viscous
forces in the fluid. A special parameter called the Grashof number has been defined to
quantify the ratio of buoyant forces to viscous forces. Equation 1.1 states the manner in
which the Grashof number is calculated.
𝑮𝒓𝑳 =

𝒈𝜷(𝑻𝒔 −𝑻∞ )𝑳𝟑
𝝂𝟐

Eq. 1.1

In the example with the car radiation, it is apparent that forced convection is the
dominant type of convection since the fan is moving the air quickly, making natural
convection negligible. In the example of the oven, the air is totally still so that no forced
convection exists. However, there are occasional scenarios where natural convection can
occur in a very low velocity fluid, making the heat transferred a combination of both
forced and natural convection. To determine the relative importance of natural convection
and forced convection in a heat transfer scenario, the one can calculate and compare the
Grashof number and a second dimension-less parameter known as the Reynolds number.
The Reynolds number defines the ratio of inertial forces to viscous forces, and is given by
Equation 1.2 below.
𝑹𝒆𝑳 =

𝑽𝑳
𝝂

=

𝝆𝑽𝑳
𝝁

Eq. 1.2

When (𝐺𝑟𝐿 /𝑅𝑒𝐿2 ) ≈ 1, both natural and forced convection must be considered in
the analysis (Incropera & DeWitt, 2002). If (𝐺𝑟𝐿 /𝑅𝑒𝐿2 ) ≪ 1, natural convection can be
neglected, and conversely, if (𝐺𝑟𝐿 /𝑅𝑒𝐿2 ) ≫ 1, forced convection can be neglected.
Another important distinction in convection problems is whether the fluid is
bounded by a surface. A bounded fluid flow is designated internal flow, and an
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unbounded flow is external flow. For example, an airplane in flight is considered external
flow since there are no nearby surfaces to disturb its flight. Conversely, the air circulating
inside the oven is an internal flow because the boundaries of the oven confine the fluid.
A household oven is not a great example of a scenario that requires a large
amount of engineering analysis. Since an oven is relatively small and the amount of heat
being added to it is significant, the air should readily mix and create a relatively uniform
temperature. A similar, but more complicated example would be the heating system of a
building with electric baseboard heaters or steam radiators. Heat from the radiator
disperses throughout the building only by the motion created by the difference in
buoyancy of warmer and cooler air, causing the warm air to rise. Additionally, heat
escaping the building through its walls will cause air to cool and it will fall.

1.2 Predicting Convective Heat Transfer
Predicting how a system driven by natural convection should perform is rather
difficult for a variety of reasons. Experimental correlations for external natural
convection only exist for simple geometries, such as flat plates and cylindrical bodies.
Even the simple flat plate requires several empirically based correlations to describe its
natural convection behavior depending on whether it is in a horizontal, inclined, or
vertical orientation. Its behavior also depends on whether it is being heated (or cooled) on
the top or bottom surface.
Correlations for internal natural convection are also limited to simple geometries,
such as parallel plates, rectangular prism enclosures, and concentric cylinders. The
rectangular prism enclosure has two opposite sides held at a hot and cold temperature,
while the remaining sides are assumed to be perfectly insulated walls. Like the flat plate,
several correlations exist for this enclosure depending on the aspect ratio of its physical
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dimensions, its orientation relative to the direction of gravity, and the temperature
difference (Rayleigh number). With this many considerations for such a simple geometry,
it is clear that creating empirical correlations for more geometrically complex objects
would be nearly impossible.
Analyzing geometries that are more complicated than fundamental shapes
requires advanced methods of analysis. Two possible routes of analysis exist:
experiments or computer simulation through computational fluid dynamics. The cost
associated with running experiments is significant, and it can be difficult to create an
experiment that provides all the necessary data with an acceptable level of uncertainty.
Computational fluid dynamics modeling has become increasingly popular in recent years
due to its low cost compared to experiments, and it will be the main method of analysis
used in this study.
Computation fluid dynamics (CFD) uses numerical methods to approximate
solutions to the Navier-Stokes equations, which are the governing equations of fluid
motion. The Navier-Stokes equations are second-order, non-linear, partial differential
equations, which makes them nearly impossible to solve analytically. Only a few
analytical solutions for simple geometries exist, and apply only to a small subset of
typical engineering flows. The Clay Mathematics Institute is offering a $1 million prize
for anyone who can develop solutions to the Navier-Stokes equations. However, by using
numerical finite differencing CFD methods, researchers can obtain approximate solutions
to the Navier-Stokes equations for any geometry through iterative calculations.
CFD solvers can be written from scratch, but due to the difficulty and time
required to write CFD code, a far more viable option to the majority of researchers is to
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use a commercially available CFD solver software package. In either case, CFD
calculations require large amounts of computational resources, which have only become
readily available through computational speed advancements in recent decades. Even
with such advancements, computing speed is still a significant hindrance, if not the main
hindrance, to the feasibility of simulating a complex system.
Consequently, it is an absolute necessity to have a method of developing CFD
models to have maximum computational efficiency without significantly degrading the
quality of the solution data or ignoring important physical behavior present in the
problem. This thesis will elaborate on the development of CFD models involving natural
convection, which includes selecting an appropriate turbulence model, experimental
validation, geometry simplifications using porous media, and grid refinement analysis.

1.3 Case Study: Liquid Argon Filled Long Range Neutrino Detector
These methods are applied to a case study of natural convection in a large
neutrino detector filled with liquid argon (LAr), which will be used for the Deep
Underground Neutrino Experiment (DUNE). DUNE is an international particle physics
experiment with the goal of studying neutrinos as they travel long distances. Research
scientists hope this will lead to a better understanding of the nature of neutrinos and the
beginnings of the universe, as well as enable the detection of cosmic events such as
supernova core-collapse.
The first component of the DUNE is the Fermilab particle accelerator at Batavia,
IL, which will produce a beam of neutrinos. This neutrino beam will be directed at the
Sanford Underground Research Facility (SURF) in Lead, SD, which will be home to the
DUNE Long Baseline Neutrino Far (LBNF) detector. When a neutrino passes through the
LAr in the cryostat, it produces photons and electrons along its path of travel, which will
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be measured (Baller et al., 2014, p. 2). The electrons produced within the cryostat volume
are moved, or drifted, toward a mesh of detection wires called anode plane array (APA)
by a uniform electric field produced by a cathode plane array (CPA) and the field cage
(FC), illustrated in Figures 1.1, 1.2, 1.3, and 1.4. The data captured from the field cage
wires will allow for the reconstruction of the trajectory of the particle and other important
physical properties.

Figure 1.1: Isometric View of DUNE LBNF Cryostat External Geometry (Fermilab, 2016).
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Figure 1.2: Isometric View of DUNE LBNF Cryostat Geometry.

Figure 1.3: End View DUNE LBNF Cross-Section View Showing APA, CPA, and FC Plane
Locations.
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Figure 1.4: Front View of DUNE LBNF Cross-Section Side View Showing FC Plane Locations.

The major issue with this system is that the presence of electronegative
contaminants will reduce the drift lifetime of the electrons by absorbing some them
before they reach the field cage detection wires (Tope et al., 2014, p. 1). The
contaminants of concern are oxygen and water, which will reduce the drift lifetime when
even when present in miniscule concentrations. The required equivalent concentration of
oxygen must be less than 60 parts per trillion to drift electrons more than a meter (Tope et
al., 2014, p. 1). Impurities within the cryostat originate within the gaseous argon (GAr)
ullage region, where materials out-gas the impurity from within (Baller et al., 2014, p. 4).
The scientists and engineers at Fermilab are attempting to address the water
impurity issue through a filtration system, which contains molecular sieves to remove the
water from the LAr. The point of interest related to CFD and this particular thesis study is
that the flow within the cryostat is primarily driven by natural convection, which occurs
as the LAr near the walls is warmed by heat leaking through the wall insulation. Because
the velocity of the LAr at the filtration inlets and outlets is quite small, (less than 50
mm/s), it is not expected to significantly contribute to the fluid motion. The heat flux
through the walls, which is approximately 10 W/m^2, will cause the LAr near the walls
to rise to the surface of the LAr, where it will be cooled again due to the LAr evaporating
into the ullage, which is a volume of gaseous argon at the top of the cryostat.
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In order to have consistent, accurate readings within the cryostat, the distribution
of the impurities must be as uniform as possible and as stable as possible over time. This
study will explore the effect of location of the filtration inlets and outlets on the impurity
distribution within the cryostat. This study will also explore the effect of variations in the
operational parameters of the cryostat, such as filtration flow rate and return temperature
on the impurity distribution.
For the sake of simplicity, the cryostat designers may desire to have a single inlet
on one end of the cryostat and a single outlet on the other end. Any additional inlets will
require manifold, and possibly more rock to be excavated for the additional piping.
Obviously, this single inlet and outlet configuration will cause the end with the clean LAr
inlet to have a lower concentration of impurities, and the other end near the outlet will
have higher levels of impurities. However, the magnitude of the difference between the
areas of high and low concentration at the two ends of the cryostat is not obvious, and it
cannot be easily determined by analytical relationships. A design with multiple inlets and
outlets along the entire length of the cryostat would clearly reduce the variation in the
impurity levels, but the magnitude of the variations in the concentration is still unknown.
Does the increased uniformity of impurities created by multiple inlets justify
increasing the complexity of the cryostat system? Such a question requires quantifiable
comparisons in addition to the regular engineering intuition already mentioned.
Parameters such as standard deviation, as well as looking at contour plots of the impurity
levels to find areas of high and low concentration of impurities within the cryostat are
examples of useful information to be found in a CFD study of this system.

10

1.4 Important CFD Model Considerations
Conducting a CFD analysis of natural convection is significantly more difficult
than a standard forced flow. In addition to the momentum and continuity equations of the
Navier-Stokes equations, the energy equation must also be calculated. There must also be
a method of accounting for buoyancy changes with temperature. Finally, the selection of
an appropriate turbulence model is crucial to accurate results.
Typically, turbulence is associated with high Reynolds number flows, which are
not present in a natural convection case since natural convection has little to no
freestream velocity by definition. However, turbulence can arise from free convection.
The point where the transition to turbulence occurs in a natural convection flow
correlates with the Rayleigh number, which is given by Equation 1.3.
𝑹𝒂𝒙,𝒄 = 𝑮𝒓𝒙,𝒄 𝑷𝒓 =

𝒈𝜷(𝑻𝒔 −𝑻∞ )𝒙𝟑
𝝂𝜶

Eq. 1.3

Transition to turbulence occurs with Rayleigh numbers above 109 . The DUNE
detector has a Rayleigh number of 1.5 ∗ 1014 , which is well beyond the transition
threshold. Therefore, one expects turbulent flow to be present within the detector. This
will require special considerations in the development of the CFD model.
Turbulence modeling addresses the issue of the incredibly small computational
grid size required to resolve the turbulent eddies present in a turbulent flow. The type of
CFD that has a grid size small enough to resolve all eddies is referred to as direct
numerical simulation (DNS). Executing a DNS simulation of something as simple as a
golf ball requires the computational power of a large supercomputer, which would not be
practical for performing an engineering analysis where many geometry variations or
boundary conditions would all need to be simulated separately.

11
Turbulence modeling remedies this issue through use of a different formulation of
the Navier-Stokes equations: the Reynolds Averaged Navier-Stokes (RANS). This
formulation considers the fluid flow to be the sum of two parts: the average flow (which
remains constant), and the unsteady turbulent variation. Turbulence models are used to
simulate the effects of the unsteady portion of the flow based on conditions in the average
flow.
Additional difficulties in performing this analysis originate from the large and
relatively complex geometry of the detector. As previously illustrated, the detector is a
large rectangular prism, approximately 60 m by 15 m by 12 m that contains several wire
arrays (APA planes) of several thousand 150 μm diameter wires, illustrated in Figure 1.5.
Creating a computational grid with fully resolved wire arrays would require a number of
computational cells several orders of magnitude larger than what is possible to execute on
the available computers.
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Figure 1.5: DUNE LBNF APA Plane Geometry.

Instead of attempting to resolve each wire, the macro-scale effects of the wire
array is approximated with porous regions, which can be configured to reproduce the
same flow resistance as the real wire array for the expected fluid velocity range. This is
accomplished by first creating a separate simulation of a small unit section of the wire
array, and finding the pressure drop across the array for the expected range of velocities.
These results are used to create a correlation equation of the pressure and velocity, which
will produce inertial and viscous resistance coefficients for the porous region
representing the wire array geometry.
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1.5 CFD Model Validation
Before conducting the analysis of the full DUNE detector, several smaller scale
verification steps are taken to ensure that the method of analysis to be used is correct. The
initial step is to perform a simulation of a simple natural convection scenario with a wellknown solution. Since the DUNE detector is a large enclosure with heat flux on its walls,
a two-dimensional enclosure with constant temperatures on its walls will be simulated.
By comparing the solution and the known solution, one can be certain that the method of
simulation is correct.
To verify further the simulation method, a simulation to analyze a prototype
detector named the 35 Ton will be created. The 35 Ton has been built and tested so
experimental data of the impurity levels and electron lifetime within the cryostat is
available. This additional verification of the CFD results with the experimental data will
be extremely beneficial since the 35 Ton is more complex than the two-dimensional test
case, and the methods previously used may not necessarily work with geometry that is
more complex.
Once the two-dimensional case and the 35 Ton simulations are in agreeance with
the established experimental data, it will be possible to proceed to the full DUNE
simulation with confidence in the CFD method. Developing the two-dimensional and 35
Ton simulation models will also allow for development and experimentation with the
meshing and setup processes. Such experimentation would be difficult and timeconsuming on the full DUNE model due to it having more complexity, and being more
computationally expensive.
Several configurations and operating conditions of the full DUNE detector will be
simulated to determine the effect on the distribution of impurities within the field cage of
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the detector. The analysis will include testing several inlet and outlet locations. The effect
of flow rate and temperature of LAr entering through the inlets will be analyzed as well.
A grid study will also be conducted to determine the solution is mesh independent.
The main metric to compare the impurity distribution within the field cage is the
standard deviation of the impurity field. The minimum and maximum impurity level
within the field cage will also be monitored. Visual plots of the impurity level through
various cross sections of the field cage volume will provide insight into particular areas
which have higher or lower concentrations.
While studying water concentrations in LAr may seem like a very specific and
exotic topic, similar analyses could be found in problems of involving air pollution or
industrial processes involving mixing of fluids and natural convection. Therefore, the
methods established in this thesis are applicable to a variety of engineering applications.

1.6 Organization of Thesis
The organization of the thesis is as follows. Chapter 2 provides a brief literature
review of natural convection, CFD modeling theory, CFD modeling approaches, and
liquid argon purity. Chapter 3 describes the model development process including a
validation study, CAD geometry simplifications, computational mesh creation, and
geometry specifications and boundary conditions for the DUNE simulations. Chapter 4
gives results of the DUNE simulations in the form of temperature and impurity images,
as well as information on the impurity distribution. Different designs (described in
Chapter 3) will be displayed along with a grid study and various operating conditions of
the DUNE cryostat. Chapter 5 will summarize conclusions of the study.
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2. LITERATURE REVIEW
An important consideration in conducting an analysis of natural convection is to
have a measure of the strength of the flow to determine whether a laminar or turbulent
flow is produced. The first section will provide details into the important characteristics
of natural convection. Next, the governing equations of fluid motion will be discussed
along with background information on important aspects of solving these equations using
computational fluid dynamics methods. These aspects include using segregated or
coupled solution methods, selecting buoyancy and turbulence models, as well as a
method of representing concentration levels of impurities within the fluid. Finally, a
summary of natural convection simulation methods will be presented as further evidence
for selecting appropriate models for the DUNE simulations.

2.1 Natural Convection Heat Transfer
It is important to identify the types of natural convection that is present in a system
in order to analyze it correctly. Any volume of a fluid with near stagnant flow will
experience natural convection if a temperature differential is created between areas of the
volume. Natural convection can vary in strength dependent on the magnitude of the
temperature differential and the properties of the fluid. The following sections will
provide an introduction to the important considerations for natural convection flow.
2.1.1

Natural Convection Introduction
Before selecting a method of analysis for a situation, it is important to identify

whether natural convection is present in the system, and whether it is making a
significant contribution to the heat transfer. The analysis will be simpler if it is
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determined that natural convection can be neglected. This determination requires the
strength of buoyant flow and free-stream forced flow be compared quantitatively.
The relative strength or amount of natural convection for a particular situation is
associated with the magnitude of the buoyant force relative to the viscous forces of the
fluid (Incropera & DeWitt, 2002, p. 539). The Grashof number quantifies the relative
magnitude of buoyant forces compared to viscous forces, and is defined in Equation 2.1.
𝑮𝒓𝑳 =

𝒈𝜷(𝑻𝒔 −𝑻∞ )𝑳𝟑
𝝂𝟐

Eq. 2.1

The strength of the forced flow is associated with the magnitude of the intertial
force relative to viscous forces. This is defined by the Reynolds number, which is in
Equation 2.2.
𝑹𝒆𝑳 =

𝑽𝑳
𝝂

=

𝝆𝑽𝑳
𝝁

Eq. 2.2

Finally, since both the Reynolds number and Grashof number compare inertial
forces and buoyant forces, respectively, to the same viscous forces, dividing the Grashof
number by the Reynolds number will negate the viscous forces and allow the buoyant and
inertial forces to be compared. However, the Reynolds number is squared so that both
have the kinematic viscosity squared term in their denominator.
When (𝐺𝑟𝐿 /𝑅𝑒𝐿2 ) ≈ 1, both natural and forced convection must be considered in
the analysis (Incropera & DeWitt, 2002). If (𝐺𝑟𝐿 /𝑅𝑒𝐿2 ) ≪ 1, natural convection can be
neglected, and conversely, if (𝐺𝑟𝐿 /𝑅𝑒𝐿2 ) ≫ 1, forced convection can be neglected.
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2.1.2

Mixed Convection
In the case when (𝐺𝑟𝐿 /𝑅𝑒𝐿2 ) ≈ 1, the strength of natural convection and forced

convection effects are similar in magnitude, and both must be accounted for in the
calculations. This is accomplished by performing a geometric average of the natural
convection and forced convection Nusselt numbers, shown in Equation 2.3.
𝑵𝒖𝒏 = 𝑵𝒖𝒏𝑭 ± 𝑵𝒖𝒏𝑵

Eq. 2.3

Most commonly 𝑛 = 3 is used, but in situations with transverse flow or horizontal
7

plates and cylinders 2 or 4 can be more accurate (Incropera & DeWitt, 2002, p. 568). The
equation can use addition or subtraction depending on whether the two modes of heat
transfer are working in parallel or against each other.
2.1.3

Laminar and Turbulent
The Grashof number is used to define a second dimensionless parameter, which is

also a measure of the magnitude of bouyant foces to viscous forces, and is used as a
similarity parameter for natural convection correlations. The Rayleigh number, which is
the product of the Grashof number and the Prandtl number is defined in Equation 2.4.
𝑹𝒂𝒙,𝒄 = 𝑮𝒓𝒙,𝒄 𝑷𝒓 =

𝒈𝜷(𝑻𝒔 −𝑻∞ )𝒙𝟑
𝝂𝜶

Eq. 2.4

Transition from laminar to turbulent natural convection occurs at 𝑅𝑎 ≈ 109 . The
flow does not have to be moving quickly like forced convection for turbulence to occur.
The turbulence originates from small disturbances in the flow growing in intensity as it
moves.
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2.1.4

Internal and External
Natural convection can occur on the inside of objects, such as within a pipe or a

tank, or on the outside of an object, such as on the surface of a heated wall.

2.2 CFD Governing Equations
The governing equations of fluid motion have been known since the early 1800’s
when they were derived by G. G. Stokes and M. Navier. However due to the nature of the
equations, analytical solutions have been limited to simple flow and geometry cases such
as steady, incompressible, laminar flow between parallel plates and within pipes. The
difficulty in solving the Navier-Stokes equations arises due to the fact they are secondorder, non-linear, partial differential equations, which makes them nearly impossible to
solve analytically. In an effort to solve more complex geometries and flows, numerical
methods have been developed to approximate solutions to the Navier-Stokes equations.
This numerical process is termed Computational Fluid Dynamics. The following sections
will outline the Navier-Stokes equations as well as important CFD modeling
considerations relevant to natural convection simulation including solution method,
buoyancy generation, turbulence modeling.
2.2.1

Navier-Stokes
The Navier-Stokes equations describe the motion of fluid. They are second-order,

non-linear partial differential equations, which makes them exceedingly difficult, if not
impossible to solve analytically. The Navier-Stokes equations consist of momentum
equations, and are coupled with the continuity and energy equations to determine the
flow.
Equation 2.5 is the continuity equation for compressible flow.
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𝝏𝝆

+
𝝏𝒕

𝝏(𝝆𝒖𝒋)
𝝏𝒙𝒋

=𝟎

Eq. 2.5

The incompressible form of the Navier-Stokes equations for the x, y, and z
directions are given in Equation 2.6, Equation 2.7, and Equation 2.8, respectively.
𝝏𝒖

𝝏𝒖

𝝏𝒖

𝝏𝒖

𝝏𝒑

𝝏𝟐 𝒖

𝝏𝟐 𝒖

𝝏𝟐 𝒖

𝝏𝒑

𝝏𝟐 𝒗

𝝏𝟐 𝒗

𝝏𝟐 𝒗

𝝆 ( 𝝏𝒕 + 𝒖 𝝏𝒙 + 𝒗 𝝏𝒚 + 𝒘 𝝏𝒛 ) = − 𝝏𝒙 + 𝝆𝒈𝒙 + 𝝁 (𝝏𝒙𝟐 + 𝝏𝒚𝟐 + 𝝏𝒛𝟐 )
𝝏𝒗

𝝏𝒗

𝝏𝒗

𝝏𝒗

Eq. 2.6

𝝆 ( 𝝏𝒕 + 𝒖 𝝏𝒙 + 𝒗 𝝏𝒚 + 𝒘 𝝏𝒛 ) = − 𝝏𝒚 + 𝝆𝒈𝒚 + 𝝁 (𝝏𝒙𝟐 + 𝝏𝒚𝟐 + 𝝏𝒛𝟐 )
𝝆(

𝝏𝒘
𝝏𝒕

+𝒖

𝝏𝒘
𝝏𝒙

+𝒗

𝝏𝒘
𝝏𝒚

+𝒘

𝝏𝒘
𝝏𝒛

)=−

𝝏𝒑
𝝏𝒛

+ 𝝆𝒈𝒛 + 𝝁 (

𝝏𝟐 𝒘
𝝏𝒙𝟐

+

𝝏𝟐 𝒘
𝝏𝒚𝟐

+

𝝏𝟐 𝒘
𝝏𝒛𝟐

Eq. 2.7

)

Eq. 2.8

The differential form of the energy equation is given by Equation 2.9
𝝏

𝑽𝟐

𝑽𝟐

𝝏(𝒘𝒑)

𝟐
𝝏(𝒖𝝉𝒚𝒙 )

[𝝆 (𝒆 +
𝝏𝒕
𝝏(𝒖𝒑)

−

𝝏𝒙
𝝏(𝒖𝝉𝒚𝒛 )
𝝏𝒚

𝝏(𝒗𝒑)

+

−

𝝏𝒚
𝝏(𝒖𝝉𝒛𝒛 )
𝝏𝒛

)] + 𝛁 ∙ [𝝆 (𝒆 +
𝟐

𝝏𝒛

+

𝝏(𝒖𝝉𝒙𝒙 )
𝝏𝒙

+

𝝏𝒚

⃗𝑽)] = 𝝆𝒒̇ + 𝝏 (𝒌 𝝏𝑻) + 𝝏 (𝒌 𝝏𝑻) + 𝝏 (𝒌 𝝏𝑻) −
𝝏𝒙
𝝏𝒙
𝝏𝒚
𝝏𝒚
𝝏𝒛
𝝏𝒛
+

𝝏(𝒖𝝉𝒛𝒙 )
𝝏𝒛

+

𝝏(𝒖𝝉𝒙𝒚 )
𝝏𝒙

+

𝝏(𝒖𝝉𝒚𝒚 )
𝝏𝒚

+

𝝏(𝒖𝝉𝒛𝒚 )
𝝏𝒛

+

𝝏(𝒖𝝉𝒙𝒛 )
𝝏𝒙

⃗ ∙𝑽
⃗
+ 𝝆𝒇

+

Eq. 2.9

In order to make turbulence modeling possible in CFD calculations, the
continuity, Navier-Stokes, and energy equations can be formulated in the Reynolds
Averaged Navier-Stokes (RANS) form. This formulation separates each variable into two
quantities: a time-averaged quantity and fluctuating quantity (Pletcher, Tannehill, &
Anderson, 2013, p. 272). The time-averaged quantity is designated with an over-bar
accent, and the fluctuating quantity is designated with a prime superscript. The
fluctuating terms are defined such that their time average is equal to zero. Some examples
are shown in Equation 2.10.
𝑢 = 𝑢̅ + 𝑢′

𝑣 = 𝑣̅ + 𝑣 ′

𝑤=𝑤
̅ + 𝑤′

𝜌 = 𝜌̅ + 𝜌′

𝑝 = 𝑝̅ + 𝑝′

ℎ = ℎ̅ + ℎ′

𝑇 = 𝑇̅ + 𝑇 ′

̅ + 𝐻′
𝐻=𝐻

Eq. 2.10
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With these new terms defined, the continuity, Navier-Stokes, and energy
equations can be rewritten in the RANS form. The RANS form of the continuity equation
is shown in Equation 2.11.
̅
𝝏𝝆
𝝏𝒕

𝝏
̅𝒖
̅ 𝒋 + ̅̅̅̅̅̅
+ 𝝏𝒙 (𝝆
𝝆′ 𝒖′𝒋 ) = 𝟎

Eq. 2.11

𝒋

The RANS form of the momentum equation is given by Equation 2.12.
𝝏
𝝏𝒕

(𝝆𝒖
̅𝒊) +

𝝏
𝝏𝒙𝒋

̅
𝝏𝒑

̅
𝝏𝒖

𝝏

̅𝒋
𝝏𝒖

′ 𝒖′ )
̅̅̅̅̅̅
̅𝒊𝒖
̅ 𝒋 ) = − + (𝝁 ( 𝒊 + ) − 𝝆𝒖
(𝝆𝒖
𝒊 𝒋
𝝏𝒙
𝝏𝒙
𝝏𝒙
𝝏𝒙
𝒊

𝒋

𝒋

𝒊

Eq. 2.12

The RANS form of the energy equation is given by Equation 2.13 and Equation
2.14.
̅̅̅̅̅̅̅
̅
̅
𝝏𝒑
𝝏𝒑
𝝏𝒑
𝝏
𝝏𝑻
̅) + 𝝏 (𝝆𝒄𝒑 𝑻
̅𝒖
̅ Eq. 2.13
̅𝒋) = − + 𝒖
̅𝒋
(𝝆𝒄𝒑 𝑻
+ 𝒖′𝒋 𝝏𝒙 + 𝝏𝒙 (𝒌 𝝏𝒙 − 𝝆𝒄𝒑 ̅̅̅̅̅̅
𝑻′ 𝒖′𝒋 ) + 𝚽
𝝏𝒕
𝝏𝒙
𝝏𝒕
𝝏𝒙
𝒋

Where

2.2.2

̅

′

𝝏

𝒋

𝒋

𝝏𝒖
̅ = ̅̅̅̅̅̅̅
𝚽
𝝉𝒊𝒋 𝝏𝒙 𝒊
𝒋

𝒋

𝒋

Eq. 2.14

Segregated vs. Coupled Approach
The difference between the segregated and coupled solution approaches is the

methods in which the Navier-Stokes equations are solved. The segregated approach
handles the solution of each equation of the Navier-Stokes separately, while the coupled
solver solves all the equations simultaneously.
The advantage of using a segregated solution method is reduced computational
cost compared to coupled flow. Segregated flow is used for incompressible, or mildly
compressible flows at low Mach numbers. However, some flows involving shockwaves
and high compressibility require the coupled solution approach due to limitations of the
segregated method.
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The general method used by segregated solvers is to first solve the momentum
equations using a guess for the pressure field (Pletcher et al., 2013, p. 642). Then in order
to satisfy continuity, the pressure and velocity are corrected. This process repeats until
the solution converges. There are multiple methods of correcting the pressure and
velocity, but such a discussion is beyond the scope of this thesis. The selected CFD
solver for this analysis, STAR-CCM+, uses a semi-implicit method for pressure linked
equations (SIMPLE) algorithm (Siemens, 2017, p. 2454) based on methods described by
Rhie and Chow (Rhie & Chow, 1983).
2.2.3

Simulation of Buoyancy
A critical piece of a natural convection simulation is modeling the buoyancy force

present in the fluid. As with any other aspect of simulation, it is desirable to use as simple
models as possible. One might expect that a compressible flow simulation is required to
simulate buoyancy due to buoyancy originating from changes in density, but that is not
always the case. Often the density change associated with natural convection flows is
quite small, so incompressible simulations with a variable density present only in the
body force term is used. Several methods exist to model density variation, which will be
elaborated in this section.
2.2.3.1 Boussinesq Approximation of Buoyancy
The Boussinesq approximation is a simple method of accounting for buoyancy in
a fluid, when the buoyancy differences are only based on temperature changes. It is
applicable to both gases and liquids. The approximation is given by Equation 2.15.
𝐟𝒈 = 𝝆 𝐠 𝜷 (𝑻𝒓𝒆𝒇 − 𝑻)

Eq. 2.15
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The Boussinesq approximation is only 1% inaccurate when temperature
differences are below 2.0°C for water (Nikrityuk, 2011, p. 15). In later sections, a
compilation of past studies shows that nearly every study uses the Boussinesq
approximation.
2.2.3.2 Ideal Gas Law
Though it is obviously limited to use with gases and not liquids, the ideal gas law
provides accurate buoyancy modeling for larger changes in temperature than the
Boussinesq model. The density change is based on temperature and pressure changes, as
one would expect from the ideal gas law’s definition, given by Equation 2.16.
𝒑

𝝆 = 𝑹𝑻

Eq. 2.16

2.2.3.3 User-Defined Density Relationship
Other polynomial functions based on curve fits of tabular property data provide a
higher fidelity method of accounting for density variations. However, such detailed
information may not be available for a specific fluid.
2.2.4

Turbulence Modeling

2.2.4.1 Importance and Role in CFD
The need for turbulence modeling arises from the issue that the computational
requirements of a grid size small enough to resolve all turbulent eddies, known as Direct
Numeric Simulation (DNS), are well beyond the capabilities of the average computer. To
perform DNS on a channel flow, Wilcox estimated the number of required grid points
based on Reynolds number with Equation 2.17 (Wilcox, 1993).
𝟗

𝑵𝐃𝐍𝐒 = (𝟎. 𝟎𝟖𝟖 𝐑𝐞𝐡 )𝟒

Eq. 2.17
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Based on this equation, the number of grid points required for a turbulent flow
can climb into the millions or billions. As discussed in the Navier-Stokes section, the
RANS formulation of the N-S equations provides a workaround by separating flow
parameters into average and fluctuating quantities. This allows for the use of larger grid
points that only need to be small enough to resolve the average flow. The function of the
turbulence model is to estimate the value of the fluctuating quantities based on the
average flow quantities.
Unlike the N-S equations, which are derived from first principles, (𝐹 = 𝑚 𝑎),
turbulence models are empirically-based. This makes the usage of turbulence models
situation dependent, and it is extremely important to research the proper turbulence
model for a particular flow condition.
2.2.4.2 Terminology
′ 𝒖′ ): the term present in the N-S equations
̅̅̅̅̅̅
Reynolds Stress Tensor (𝝉′𝒊𝒋 ≡ 𝝆𝒖
𝒊 𝒋
which must be estimated by the turbulence model.
̅̅̅̅̅̅̅
′ )𝟐 + ̅̅̅̅̅̅̅
̅ = 𝟏 ((𝒖
(𝒗′ )𝟐 + ̅̅̅̅̅̅̅
(𝒘′ )𝟐 )): this is the
Kinetic Energy of Turbulence (𝒌
𝟐
kinetic energy associated with the fluctuating (turbulent) portion of the flow.
Turbulent Dissipation Rate (ε): the rate at which turbulence kinetic energy is
converted into thermal internal energy.
Mean Frequency of Turbulence (ω): the rotational frequency of the turbulent
eddies.
Wall 𝒚+ (𝒚+ = 𝒖∗ 𝒚/𝝂): non-dimensional wall distance used in turbulence
models.
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2.2.4.3 Boussinesq Assumption
Boussinesq created the concept of turbulent eddy viscosity, 𝜇 𝑇 , which is the
apparent viscosity of the fluid with turbulent eddies present within it. He then related the
turbulent eddy viscosity to the mean flow through Equation 2.18. The Reynolds Stress
tensor is estimated through the equation.
′ 𝒖′ = 𝟐𝛍 𝑺 − 𝟐 𝛅 (𝛍 𝛛𝒖𝒌 + 𝛒𝒌
̅)
̅̅̅̅̅̅̅̅
−𝛒𝒖
𝒊 𝒋
𝐓 𝒊𝒋
𝐓 𝝏𝒙
𝟑 𝒊𝒋
𝒌

Eq. 2.18

Where
μT is the turbulent viscosity
1 𝜕𝑢

𝜕𝑢

𝑆𝑖𝑗 is the mean strain tensor. 𝑆𝑖𝑗 = 2 (𝜕𝑥 𝑖 + 𝜕𝑥𝑗 )
𝑗

2.2.5

𝑖

Turbulence Model Selection
A number of papers were consulted to determine the appropriate turbulence

model for several convection scenarios. There are several factors which determine the
usefulness of a turbulence model for a particular application, which include accuracy of
the mean temperature, velocity, and turbulence as well as the amount of computing time
for the model. Table 2.1 compares several common turbulence models in several
convection scenarios.

25
Table 2.1. Summary of the Performance of the Turbulence Models (Zhang, Zhai, Zhang, & Chen,
2007).
Compared
RNG
SST
LRN- V2f- RSMCases
0-eq.
DES LES
Items
k-ε
k-ω
LS
dav
IP
Mean
B
A
A
C
A
A
C
A
Temperature
Natural
D
B
A
B
A
B
D
B
Convection Mean Velocity
Forced
Convection
Mixed
Convection

Strong
buoyancy
flow

Turbulence

N/A

C

C

C

A

C

C

A

Mean Velocity

C

A

C

A

A

B

C

A

Turbulence
Mean
Temperature
Mean Velocity

N/A

B

C

B

B

B

C

B

A

A

A

A

A

B

B

A

A

B

B

B

A

A

B

B

Turbulence
Mean
Temperature
Mean Velocity

N/A

A

D

B

A

A

B

B

A

A

A

A

A

N/C

N/A

B

B

A

A

A

A

N/C

N/A

A

Turbulence

N/A

C

A

B

B

N/C

N/A

B

Computing Time

2.2.6

1

2-4

4-8

10-20

102-103

Passive Scalar for Concentrations
A simple method of modeling concentration levels of a material within a fluid is

to use a passive scalar. A physical analogy to a passive scalar would be the addition of
dye to water. Passive scalars are simple because they are governed by a one-way
coupling. More specifically, the fluid flow will transport the passive scalar, but the
passive scalar does not affect the flow. This is appropriate when the concentration of the
second material is low enough that it will have no effect on the fluid properties. The
passive scalar is described by a transport equation, given by Equation 2.19 (Siemens,
2017, p. 2580).
𝝏
∫̃
𝝏𝒕 𝑽

̃ + ∮ 𝝆𝝓𝒋 (𝐯 − 𝐯𝒈 ) ∗ 𝒅𝒂
̃
̃ = ∮𝑨 𝐉𝒋 ∗ 𝒅𝒂
̃ + ∫𝑽̃ 𝑺𝝓𝒋 𝒅𝑽
𝝆𝝓𝒋 𝒅𝑽
𝑨

Eq. 2.19
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2.3 Liquid Argon Purity
In order to understand the importance of liquid argon impurity within the DUNE
neutrino detector, it is necessary to understand the operating concepts of the detector.
When a neutrino passes through the volume of liquid argon, 55,000 electrons and 80,000
photons are emitted for each centimeter traveled (Baller et al., 2014, p. 2). While photons
are easy to detect, electrons must be drifted to sensing wires by a high voltage electric
field of 500 V/cm (Curioni et al., 2009, p. 1). However, impurities within the cryostat,
which consist of oxygen and water, will attract electrons due to their electronegative
nature before they are detected by the sensing wires (Tope et al., 2014, p. 1). The lifetime
of an electron in liquid argon is inversely related to the impurity level and is described by
Equation 2.20 and Equation 2.21 for oxygen and water, respectively (Voirin, 2016, p.
13).
𝟑𝟎𝟎 [𝛍𝐬∗𝐩𝐩𝐛]

𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒏 𝒍𝒊𝒇𝒆𝒕𝒊𝒎𝒆 [𝛍𝐬] = 𝑽𝒐𝒍𝒖𝒎𝒆 𝑪𝒐𝒏𝒄𝒆𝒏𝒕𝒓𝒂𝒕𝒊𝒐𝒏 𝑶𝟐 [𝐩𝐩𝐛]
𝟑𝟎 [𝛍𝐬∗𝐩𝐩𝐛]

𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒏 𝒍𝒊𝒇𝒆𝒕𝒊𝒎𝒆 [𝛍𝐬] = 𝑽𝒐𝒍𝒖𝒎𝒆 𝑪𝒐𝒏𝒄𝒆𝒏𝒕𝒓𝒂𝒕𝒊𝒐𝒏 𝑶𝟐 [𝐩𝐩𝐛]

Eq. 2.20
Eq. 2.21

In the DUNE detector it will be necessary to drift electrons several meters to
reach the sensing wire arrays, which requires an oxygen equivalent concentration of less
than 60 ppt (Tope et al., 2014, p. 1). Maintaining the purity of the liquid argon in the
cryostat is crucial to enable measurements of neutrino interactions. Furthermore,
maintaining a stable and uniform distribution of purity throughout the cryostat is
necessary to ensure the accuracy of measurements taken from different locations within
the cryostat.
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2.4 Historical Perspective of CFD Modeling of Natural Convection
Flows
A number of studies were compiled to provide insight into preferred simulation
methods for various natural convection problems. Some parameters of interest included
the selected solution method (coupled or segregated), turbulence model, treatment of time
(transient or steady state), mesh type, buoyancy model, and whether the simulation was
compressible or incompressible flow. All these studies compared their results to known
experimental, analytical, or numerical (higher fidelity) results. A summary of these
methods are presented in Table 2.2 and Table 2.3.
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Table 2.2. Summary of Referenced Papers on Natural Convection, Part 1.

Title

Researchers

Year

Ra
#

Steady Transient

Segregated Coupled

Compressible Incompressible

Turbulence
Model

Buoyancy
Model

Mesh Type

Numerical Investigation Of
Turbulent Natural Convection
In An Inclined Square Cavity
With A Hot Wavy Wall

(Aounallah et
al.)

2007

e9e12

S

S

I

k-ω SST

Bous.

Non-Uniform
Rectangular

Turbulence Modeling Of
Natural Convection In
Enclosures: A Review

(S. K. Choi &
Kim)

2012

e9e10

T

S

I

EBM

Bous.

Non-Uniform
Rectangular

Computation Of Turbulent
Natural Convection In A
Rectangular Cavity With The
K–Ε–Ν^2–F Model

(S.-K. Choi,
Kim, & Kim)

2004

e11

T

S

I

k-ε-v2-f

Bous.

Unknown

Performance Of Various RANS
Eddy-Viscosity Models For
Turbulent Natural Convection
In Tall Vertical Cavities

(El
Moutaouakil,
Zrikem, &
Abdelbaki)

2014

e6

T

S

I

k-ε RNG,
k-ω SST,
ζ-f, k-εv2-f

Bous.

Non-Uniform
Rect.,
condensed near
walls

Numerical Modelling Of
Natural Convection Of Oil
Inside Distribution
Transformers

(Gastelurrutia
et al.)

2011

e9

S

S

I

k-ε RNG

Bous.

NonConformal,
Unstructred
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Table 2.3. Summary of Referenced Papers on Natural Convection, Part 2.

Researchers

Year

Ra
#

Steady Transient

Segregated Coupled

Compressible Incompressible

Turbulence
Model

Buoyancy
Model

Mesh Type

(Ghassemi,
Fathabadi, &
Shadaram)

2008

e9

S

S

I

k-ε

Bous.

Unknown

(Keshmiri,
Uribe, &
Shokri)

2015

e6

S

S

I

k-ω SST

Bous.

Structured

Numerical Analysis Of
Turbulent Buoyant Flows In
Enclosures: Influence Of Grid
And Boundary Conditions

(Omri &
Galanis)

2007

e9

S

C

I

k-ω SST

Bous.

Non-Uniform
Rect., refined
near walls

Computational Simulation Of
Turbulent Natural Convection
In A Volumetrically Heated
Square Cavity

(Vieira,
Niceno, & Su)

2013

e6e11

T

S

I

k-ω SST

Bous.

Uniform

Simulation Of Steady-State
Natural Convection Using CFD

(Zitzmann,
Cook,
Pfrommer,
Rees, &
Marjanovic)

Bous.

Unstructured
Tetrahedral
with Prism
Layers

Title

Numerical Analysis Of
Turbulent Natural Convection
Heat Transfer Inside A
Triangular-Shaped Enclosure
Utilizing CFD Code
Benchmarking Of Three
Different CFD Codes In
Simulating Natural, Forced,
And Mixed Convection Flows

2005

e5e9

S

C

I

k-ω SST
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From these studies, the most common method of solution is to use a steady state,
segregated, incompressible simulation, with the k-ω SST model for turbulence and the
Boussinesq model for buoyancy.

2.5 Summary of Accomplishments and Limitations
While many researchers have had success simulating natural convection using
CFD, it is important to remember that solutions can be highly grid dependent and highly
dependent on turbulence models. The proposed solution method is to use a steady state,
segregated, incompressible simulation, with the k-ω SST model for turbulence and the
Boussinesq model for buoyancy. It will also be necessary to conduct a grid study with
several levels of refinement and types of meshes to establish grid-independence of the
solution. The two types of meshes to be tested are a polyhedral unstructured mesh and a
hexahedral (cubes of varying sizes) structured mesh.
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3. METHODOLOGY
The development of the CFD model begins with a two dimensional natural
convection benchmark, which will allow the selected simulation methods to be evaluated
in a simple problem. Before moving to the 35 Ton prototype simulation, it will be
necessary to simulate flow across the APA and FC wire arrays to determine the inertial
and viscous flow resistance coefficients. These coefficients will determine settings for the
porous membranes which will represent the APA and FC arrays. The development of the
computational meshes will also be described, along with geometry and boundary
condition information for each cryostat.

3.1 Natural Convection in 2D Enclosure
As a first test of the simulation methods, a benchmark was selected to use as a
comparison. The selected benchmark was A New Benchmark Quality Solution for the
Buoyancy-Driven Cavity by Discrete Singular Convolution by D. C. Wan, B. S. V.
Patnaik, and G. W. Wei which contains results for a two dimensional enclosure with
heated and cooled walls held at constant temperatures to produce Rayleigh numbers
ranging from 103 ≤ 𝑅𝑎 ≤ 108 . The flow produced in the enclosure remains laminar
throughout since 𝑅𝑎 ≤ 109 . Figure 3.1 provides an illustration of the enclosure.
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Figure 3.1. Illustration of two dimensional enclosure geometry (Wan, Patnaik, & Wei, 2001, p. 203).

The study provides temperature distributions, streamlines, and velocity
distributions which will be compared to the results from the proposed method.
3.1.1

Boundary Conditions
The top and bottom walls are specified as adiabatic, while the temperatures of the

hot and cold walls are given in Table 3.1 for each Rayleigh number. For 103 ≤ 𝑅𝑎 ≤
106 , the side length was 0.01 m, while for 107 ≤ 𝑅𝑎 ≤ 108 the side length was changed
to 0.10 m so that the temperature difference between the two walls would not be too
great.
Table 3.1 Temperatures for Each Rayleigh Number in Two-Dimensional Enclosure.

Rayleigh
Num.
103
104
105
106
107
108

Length
[m]
0.01
0.01
0.01
0.01
0.10
0.10

Thot [K]
300.045
300.448
304.086
326.021
300.448
304.086

Tcold
[K]
300
300
300
300
300
300
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3.1.2

Physics Models
The selected physics models are outlined in Table 3.2.

Table 3.2: Two Dimensional Enclosure Simulation Physics Continua.

Physics Model Description
Segregated Flow Flow and energy equations are solved separately
Constant Density

Used to simplify calculation. Density change is simulated
with the Boussinesq Model

Steady State
Laminar
Boussinesq Model Method of simulating buoyancy force

The fluid was assumed to be water with constant properties.
3.1.3

Mesh Settings
The computational mesh consisted of polyhedral cells with a base size of 1e-4 m

for the 0.01 m enclosure and 1e-3 m for the 0.1 m enclosure. Two prism layers were used
to capture the boundary layer near the walls with a growth rate of 1.3. The total number
of cells was 10,000.
3.1.4

Residuals

Figure 3.2 Residuals for Ra = 103.

Figure 3.3 Residuals for Ra = 104.
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3.1.5

Figure 3.4 Residuals for Ra = 105.

Figure 3.5 Residuals for Ra = 106.

Figure 3.6 Residuals for Ra = 107.

Figure 3.7 Residuals for Ra = 108.

Results

Figure 3.8 Temperature distribution in x-direction at mid-height.
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Figure 3.9. U-Velocity in Y-Direction (Ra 3-6).

Figure 3.10. U-Velocity in Y-Direction (Ra 7-8).

Figure 3.11. V-Velocity in X-Direction (Ra 3-6).

36

Figure 3.12. V-Velocity in X-Direction (Ra 7-8).

3.2 Modeling APA and FC Wire Arrays as Porous Media
3.2.1

35 Ton Simulation Porous Media Methods
The grid size of the 35 Ton simulation is too large to accommodate the true

geometry of the field cage planes. The method Fermilab is using and that we have elected
to use is to represent the field cage planes as porous media in the model. The settings for
porous media in Star-CCM+ include an inertial and viscous resistance that determines the
pressure drop across the porous media depending on fluid properties and velocity.
It was recommended by Erik Voirin to neglect the viscous resistance and only use
an inertial resistance since it is much larger than the viscous resistance. Through a
simulation he had run (Figure 3.13), the pressure drop at 3 mm/s was known.
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Figure 3.13: Fermilab simulation of 12.5% open slot representative of field cage geometry.

Since viscous resistance was neglected, the inertial resistance was found using a
simulation with a porous region of the same thickness to be used in the full 35 Ton
cryostat simulation. The geometry of the simulation is shown in Figure 3.14. The inlet is
on the left and the outlet is on the right. The orange region is the porous region.

Figure 3.14: Simulation geometry used to find inertial resistance coefficient.
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This method was simple to implement and used information that was available
from Fermilab. A more complete method of finding the inertial and viscous resistances is
accomplished by making a simulation of a small section of the actual field cage plane
geometry and finding the pressure drop across it for several points in the expected
velocity range. The relationship of velocity and pressure drop can be fitted with a
quadratic trend line from which the coefficients can be used to determine resistance
values. This process of determining the resistance coefficients was used for all of the
LBNF simulations and is outlined in detail in the corresponding sections.
3.2.2

DUNE Simulation Porous Media Methods
The grid size of the simulated DUNE LBNF cryostat is too large to accommodate

the true geometry of the APA and field cage planes. Reducing the grid size around the
APA and field cage planes to resolve their true geometry would result in a number of
computational cells much greater than the available computational resources can handle.
The method Fermilab is using and that we have elected to use is to treat the APA and
field cage planes as porous media in the model. The settings for porous media in StarCCM+ include an inertial and viscous resistance that determines the pressure drop across
the porous media depending on fluid properties and velocity. Finding these resistances is
accomplished by making a separate simulation of the actual plane geometry and finding
the pressure drop across it for several points in the expected velocity range. The
relationship of velocity vs pressure drop can be fitted with a quadratic trend line from
which the coefficients can be used to determine resistance values.
3.2.2.1 APA Plane
The APA planes (Figure 3.15) consisted of 10 layers as follows:
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Plane 1: Vertical wires (150 micron diameter at a 5-mm pitch)



Plane 2: +60° wires



Plane 3: -60° wires



Plane 4: Vertical wires



Plane 5: Mesh (90° set of wires of 0.528-mm dia. and 5-mm pitch (80% open
area))



Planes 6-10: Symmetry of planes 1-5, with a 75 mm space between planes 5 and
6

Since the APA simulation used five layers instead of all ten layers, the pressure
drop was doubled when calculating the resistance coefficients.

5

4

3

2

1

Figure 3.15: APA plane layer geometry view used in pressure drop simulation.

Figure 3.16 shows a view of the full APA pressure drop simulation. The red
section is where the fluid enters and it travels to the green outlet at the opposite end. The
APA mesh geometry is in the middle and will cause a pressure drop as the fluid moves
past it. The blue walls are symmetry planes. The triangular cross section was chosen to
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decrease the number of computational cells. Additionally, only half the layers were
included in the geometry. The reason for the geometrical simplifications is the 150
micron wires require a very small cell base size, which resulted in a mesh that was still
around 1 million cells despite this being a very small section of the APA plane. This fact
highlights the extreme difficulty of modeling the actual APA geometry in the full
simulation since the computing power required would be vastly greater than what is
available.

Outlet
APA Mesh
Layers
Symmetry on 3
sides

Inlet

Figure 3.16: Full View of APA pressure drop simulation geometry.

The resulting plot of pressure drop and velocity is shown in Figure 3.17.
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1.2

Pressure Drop [Pa]

1
0.8
0.6
0.4

y = 563.21x2 + 5.9315x
R² = 0.9999

0.2
0
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

Velocity [m/s]
Fermilab Simulation

SDSU Simulation

Poly. (SDSU Simulation)

Figure 3.17: Plot of pressure drop vs. velocity, with coefficients used to determine resistance values.

The coefficients found from the trend line are 563 kg/m^3 and 5.9 kg/m^2-s for
the inertial and viscous coefficients, respectively. These values were divided by the
porous media thickness (0.05 m) that was used in the full simulation to get the final
coefficients of 11,300 kg/m^4 and 119 kg/m^3-s for the inertial and viscous resistances,
respectively.
To verify the coefficients, a test simulation with a porous region of the same
thickness as the porous APA planes in the full simulation (0.05 m) was tested at the same
velocities used to determine the coefficients. The shape of the simulated section will not
affect the pressure drop, only the thickness of the plane will, so a rectangular section was
simulated. The four sides of the length of the geometry are symmetry planes, as shown in
Figure 3.18.
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Outlet

Symmetry on 4 sides

50 mm Porous Plane

Inlet

Figure 3.18: Geometry view of APA resistance coefficients verification simulation.

The results of the verification simulation are shown in Figure 3.19, which matches

Pressure Drop [Pa]

the original APA simulation exactly.
1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0

y = 563.21x2 + 5.9315x
R² = 0.9999
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

Velocity [m/s]
SDSU Simulation
Poly. (SDSU Simulation)

SDSU Resistance Coefficients Test

Figure 3.19: Plot of pressure drop vs. velocity, with results of the coefficient verification simulation
(red).
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3.2.2.2 Field Cage Plane
The same method of finding resistance coefficients for the geometry of the APA
planes was also used for the field cage planes. The field cage planes are assumed to be
23% open and have a slot geometry that is 23 mm at a 100 mm pitch. Figure 3.20 shows
the geometry used to represent the field cage plane. The resistance values determined for
the field cage planes was 411,000 kg/m^4 and 247 kg/m^3-s for the inertial and viscous
coefficients, respectively.

Symmetry on all
four sides

Outlet

2.3 cm slot

Inlet
Figure 3.20: Field cage plane geometry for pressure drop simulation.

3.3 Physics Continua
The simulations used the physics model listed in Table 3.3.
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Table 3.3: 35 Ton, DUNE LBNF, and ProtoDUNE simulation physics continua.

Physics Model Description
Segregated Flow Flow and energy equations are solved separately
Constant Density

Used to simplify calculation. Density change is simulated
with the Boussinesq Model

Steady State
K-Omega SST This is the recommended turbulence model for buoyant
Turbulence convection flow
Creates the buoyant force to induce natural convection.
Boussinesq Model

𝐟g = 𝜌 𝐠 𝛽 (𝑇𝑟𝑒𝑓 − 𝑇), where 𝛽 = thermal expansion
coefficient, 𝑇𝑟𝑒𝑓 = average temperature

The simulations used the constant liquid argon properties listed in Table 3.4.
Table 3.4: LAr properties assumed in simulations.

Property
Density
Viscosity
Specific Heat
Thermal Conductivity
Thermal Expansion
Coefficient
Turbulent Prandtl Number

Value
1387 kg/m^3
2.498 Pa-s
1118.9 J/kg-K
0.1264 W/m-K
0.004508 1/K
0.9

The physics models used in the full LBNF simulation are the same as those used
for the 35 Ton cryostat simulation, with the addition of a second physics continua for the
solid CPA planes to simulate the transfer of thermal energy through the CPA planes. The
solid continua used the physics models listed in Table 3.5.
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Table 3.5: Physics models used in solid continua.

Physics Model Description
Steady State

Constant Density

The fluid physics continua is steady state, so this must match for
the solid continua
Density change of the solid with temperature is not important,
therefore constant density is used

Segregated Energy Thermal energy equation for the solid region

The CPA planes were assumed to be stainless steel 302 with properties shown in
Table 3.6.
Table 3.6: Stainless steel 302 properties used in solid continua.

Property
Density
Specific Heat
Thermal Conductivity

Value
8055.0 kg/m^3
480.0 J/kg-K
15.1 W/m-k

3.4 Convergence Criteria
The following is an outline of the convergence criteria defined for the 35 Ton,
LBNF, and ProtoDUNE simulations.


Residuals:
o Residuals of continuity, x momentum, y momentum, and z momentum should
be below 0.01.



Mass Balance:
o Less than 1% difference in the mass of argon entering and exiting the cryostat
over 1000 iterations. This is very rarely an issue since STAR-CCM+ always
exactly balances the mass flow when everything is set correctly.



Temperature:
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o Temperature change in average surface temperature of walls should be less
than 0.02 K over 1000 iterations.


Passive scalar concentration:
o The difference in the mass of impurities entering and exiting the cryostat
should be within 5%.
o The average impurity concentration should not change by more than 0.1%
over 1000 iterations.

3.5 Modeling Impurities as a Passive Scalar
3.5.1

Impurity Levels
The impurity concentration was simulated using a passive scalar. An analogy to

the behavior of the passive scalar would be that of adding dye to the fluid. The dye will
be transported by the fluid throughout the volume, but it is assumed to not affect the flow
of the fluid. A constant passive scalar flux was set on the top surface to simulate the
impurities entering the fluid, while the fluid coming from the cryostat inlet contained no
impurities.
3.5.2

Electron Lifetime
The electron lifetime was calculated from the passive scalar impurity

concentration. Equation 3.1 is the general equation for electron lifetime given by
Fermilab.
electon lifetime[𝜇𝑠]
𝜇𝑠

=

30
Volume Concentration H2 O
(
)
parts per billion

Eq. 3.1

47
In STAR-CCM+, the passive scalar concentration is a concentration representing
the mass of passive scalar per mass of argon. The first step is that the density must be
converted to a ratio of water molecules to argon molecules (Equation 3.2).
CH2O [𝑘𝑚𝑜𝑙𝐻2𝑂 ]
CLAr [𝑘𝑚𝑜𝑙𝐿𝐴𝑟 ]

𝑘𝑔𝐻2𝑂

= ImpDensity [ 𝑘𝑔

𝐿𝐴𝑟

]∗

𝑘𝑔𝐿𝐴𝑟
]
𝑘𝑚𝑜𝑙𝐿𝐴𝑟
𝑘𝑔𝐻2𝑂
MWH2O [
]
𝑘𝑚𝑜𝑙𝐻2𝑂

MWAr [

Eq. 3.2

The molar ratio can be converted to parts per billion by multiplying by one billion
(Equation 3.3).
PPB =

CH2O [𝑘𝑚𝑜𝑙𝐻2𝑂 ]
CLAr [𝑘𝑚𝑜𝑙𝐿𝐴𝑟 ]

∗ 109

Eq. 3.3

Finally, the electron lifetime is calculated by the final step (Equation 3.4).
30

τelectron [𝜇𝑠] = PPB

Eq. 3.4

A more convenient form of the equation has all three parts combined into a single
equation (Equation 3.5).
τelectron [𝜇𝑠] =

3.5.3

30∗MWH2O [
109 ∗MWLAr [

𝑘𝑔𝐻2𝑂
]
𝑘𝑚𝑜𝑙

𝑘𝑔
𝑘𝑔𝐿𝐴𝑟
]∗ImpDensity[ 𝐻2𝑂 ]
𝑘𝑚𝑜𝑙
𝑘𝑔𝐿𝐴𝑟

Eq. 3.5

Normalized Impurity Level
The normalized impurity is scaled such that the average impurity concentration

within the LAr enclosed by the field cage becomes equal to one. The impurity values are
divided by the average impurity within the field cage to create the normalized impurity.
By dividing by the average impurity, the new average is one.
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The standard deviation of the normalized impurities within the field cage was of
interest, along with the minimum and maximum normalized impurity within the field
cage. The minimum and maximum were expressed as a percent difference between the
average concentration (which is always one, as mentioned above) and the minimum or
maximum value (Equation 3.6).
percent difference =

minimum−average
average

Eq. 3.6

3.6 Creating the Computational Mesh
3.6.1

35 Ton Mesh Settings
The 35 Ton cryostat simulations used a polyhedral mesh with a base size of 5 cm

and wall surfaces refined to 2.5 cm (Figure 3.21). Seven prism layers were used to
capture the boundary layer near the wall. This resulted in a mesh with 2.9 million
computational cells. This mesh type differs from previous Fermilab simulations, which
have used structured hexahedral computational meshes. It is beneficial to analyze a
problem using multiple meshes so that the effect of the mesh on the solution can be
established. If the solution is the same or very similar between two different meshes, this
validates that the mesh is accurately representing the physics.
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Figure 3.21: 35 Ton mesh section view through pump suction (outlet).

The y+ value is a dimensionless wall distance parameter that is used in the
turbulence model. From the STAR-CCM+ User Guide (Siemens, 2017, p. 3022)
describing y+: “a scalar field that represents the non-dimensional wall distance. It is
defined as 𝑦 + = 𝑢∗ 𝑦/𝜈 where 𝑢∗ is the reference velocity, 𝑦 is the normal distance from
the centroid to the wall in wall-adjacent cells, and 𝜈 is the kinematic viscosity.”
According to the STAR-CCM+ user guide, the value of 𝑢∗ is 𝑢∗ = 𝜈̃/(𝜅𝑑̃ ) where 𝜈̃ is the
modified turbulent diffusivity, 𝜅 is the von Karman constant, and 𝑑̃ is the turbulent length
scale.
For accurate heat transfer results, the y+ value must be maintained at 1.0 or less.
Since the viscosity and the velocity of the fluid are fixed by the conditions of the
simulation, the cell centroid distance is the only adjustable parameter. By making the
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prism layers thinner, the y+ value will decrease since the centroid of the cell (y) will be
closer to the wall.
3.6.2

LBNF Settings
The original mesh for the full LBNF simulation contains 34 million cells. The

main fluid volume is comprised of polyhedral cells that have an average edge length or
base size of 10 cm. The mesh also contains 12 prism layers with an overall thickness of 1
cm to capture the boundary layers on the walls. Figure 3.22 shows a corner of the mesh
and the prism layers along the wall.

Figure 3.22: Mesh cross section of full LBNF simulation.
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The porous and solid planes used a thin polyhedral mesh with two layers. In the
field cage and APA planes, the total plane thickness is 5 cm, therefore the cell thickness
is 2.5 cm. The CPA planes are 10 cm thick, therefore the cell thickness is 5 cm. Figure
3.23 shows a cross section of the CPA and field cage planes.

Figure 3.23: Mesh cross section of CPA and field cage planes.

3.6.3

ProtoDUNE Mesh Settings
The ProtoDUNE mesh used settings similar to the LBNF simulation. A trimmed

cell mesh was used with 6 prism layers. The base size of the cells was set to a maximum
size of 7 cm.
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Figure 3.24: Mesh cross section of ProtoDUNE simulation.

The porous and solid planes used a thin polyhedral mesh with two layers. In the
field cage and APA planes, the total plane thickness is 5 cm, therefore the cell thickness
is 2.5 cm. The CPA planes are 10 cm thick, therefore the cell thickness is 5 cm. Figure
3.25 shows a cross section of the CPA and field cage planes.
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Figure 3.25: Mesh cross section of CPA and field cage planes.

3.7 35 Ton Cryostat
3.7.1

Geometry
Two inlet locations for the 35 Ton cryostat were simulated. The first location is

the original inlet location located near the bottom of the cryostat, as illustrated in Figure
3.26. The second location is along the same pipe but 0.25 m from the top surface of the
cryostat and pointed toward the wall at a 45 degree angle toward the center of the cryostat
(in the z direction). The outlet location is near the bottom of the cryostat, as illustrated in
Figure 3.27, which is the same for both geometry cases.
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New Top
Inlet Location

Original Inlet
(Pump Discharge)
Figure 3.26: 35 Ton geometry view showing inlet locations.
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Outlet
(Pump Suction)

Figure 3.27: 35 Ton geometry view showing outlet and field cage.

3.7.2

Boundary Conditions
The simulations used the boundary conditions listed in Table 3.7. The top surface

of the LAr used a no-slip boundary condition. It was initially thought that a slip boundary
condition would accurately represent the free surface of the liquid and gas interface, but it
was found to over predict the heat transfer through the surface. The no-slip condition
produced results closer to the experimental data, which was confirmed by our testing and
independently by Erik Voirin.
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Table 3.7: 35 Ton simulation boundary conditions.

Boundary Conditions
Constant Temperature: 87.704 K (LAr saturation
Liquid/Gas Interface (Top Wall)

temperature)
Impurity Flux: 0.201 ng/(m^2∗sec)
No-Slip - per Erik Voirin

Remaining Outer Walls

Constant Heat Flux: 15 W/m2
No-Slip

Pump Discharge (Inlet to Flow Rate: 9.5 GPM
cryostat) Temperature: 87.808 K
Porosity of 23%
Field Cage Porous Region with 9.93 kg/m4 Inertial Resistance
(no viscous resistance)

3.8 LBNF Cryostat
3.8.1

Geometry

3.8.1.1 Common Geometry Features
The origin of the cryostat is located on the bottom center surface in all
simulations. The geometry of the LBNF cryostat includes three APA planes (approx.
73% open), two CPA planes (solid, impenetrable), and four field cage planes (23% open)
as illustrated in Figures 3.28, 3.29 and 3.30. The CPA planes are located 3.45 m from the
origin in the x direction. The APA planes are located at the center of the cryostat and 7.55
m from the center in the x direction. The horizontal field cage planes are located at 0.7 m
and 12.57 m from the origin in the y direction.
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Figure 3.28. Geometry view of Latest Design.

APA

CPA

APA

CPA

APA
Field Cage

Field Cage

Figure 3.29: Cross section showing APA, CPA, and Field Cage planes.
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Figure 3.30 shows the location of the field cage planes from a cross section in the
y-z plane. The vertical field cage planes are located at 30 m and 28 m from the origin in
the z direction.

Field Cage
Field Cage

Field Cage

Field Cage

Figure 3.30: Cross Section showing Field Cage planes.

3.8.1.2 V1
The V1 configuration has one LAr inlet and four outlets. The inlet is at one end of
the cryostat near the floor, and the outlets are on the opposite end of the cryostat. Figure
3.31 shows a cross section looking down on the cryostat from the y direction. The inlet is
located on the left 30.5 m from the origin in the z direction. The four outlets are four
pipes spaced across the width of the cryostat in the x direction on the opposite end of the
cryostat. The pipes are located 0.7 m from the floor.
Top View

Removed in Symmetric
Model
Figure 3.31: Cross section showing inlet and outlet locations in V1 configuration.
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3.8.1.3 Latest Configuration
The latest configuration has the outlets distributed along the entire length of the
cryostat, with seven outlets (pictured in red) in the center and six inlets (pictured in
green) on each wall for twelve total inlets (Figure 3.32). The five outlets in the center
have an even flow split and the outlets on the two ends of the cryostat each have half the
flow rate of the others (Table 3.8).

Top View

Removed in Symmetric
Model
Figure 3.32: Cross section showing inlet (green) and outlet (red) locations in latest configuration.

A list of the inlet and outlet locations is given in Table 3.8. All inlets and outlets
are located 0.2 m above the floor. Only the inlets on the positive x side of the cryostat
were included in the simulation since it was symmetric across the y z plane at 0.0 m in
the x direction. The outlets are located at zero in the x direction so they are all included,
but are half the size. All inlets and outlets were assumed to be 5 cm cubes fixed at the
locations listed in Table 3.8.
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Not Present in
Present in
Symmetric Model Symmetric Model

Table 3.8: List of inlet and outlet locations of the latest configuration.

3.8.2

Inlet
1
2
3
4
5
6
7
8
9
10
11
12

x(m)
7.4
7.4
7.4
7.4
7.4
7.4
-7.4
-7.4
-7.4
-7.4
-7.4
-7.4

z(m) Flow %
-25.8
8.3%
-15.5
8.3%
-5.2
8.3%
5.2
8.3%
15.5
8.3%
25.8
8.3%
-25.8
8.3%
-15.5
8.3%
-5.2
8.3%
5.2
8.3%
15.5
8.3%
25.8
8.3%
Total: 100.0%

Outlet
1
2
3
4
5
6
7

x(m)
0.0
0.0
0.0
0.0
0.0
0.0
0.0

z(m) Flow %
-31.0
8.3%
-20.7
16.7%
-10.3
16.7%
0.0
16.7%
10.3
16.7%
20.7
16.7%
31.0
8.3%
Total: 100.0%

Boundary Conditions

3.8.2.1 Common Conditions
The boundary conditions assumed for the LBNF simulation are listed in Table
3.9.
Table 3.9: Description of LBNF boundary conditions.

Boundary Conditions
LAr Saturation Temperature: 88.348 K
Top Wall Passive Scalar Flux: 1 kg/m^2-s (actual value is
irrelevant as this will be scaled later)
Remaining Exterior Walls Heat Flux: 7.2 W/m^2
Electronics Surfaces (Figure 3.33) Total Heat Source: 23,700 W
Maintained at 0.4418 K above outlet temperature
Inlet Temperature to account for energy added through pump work
Flow rates listed in Table 3.10
Porosity: 73% open
APA planes Inertial Resistance: 11,264.2 kg/m^4
Viscous Resistance: 118.6 kg/m^3-s
Porosity: 23% open
Field Cage planes Inertial Resistance: 411,280 kg/m^4
Viscous Resistance: 247.4 kg/m^3-s
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Figure 3.33 shows the electronic surfaces which have a total heat input of 23,700
W.

Figure 3.33: Geometry view with electronic surfaces highlighted.

Table 3.10 lists the flow rates and number of inlets and outlets present in each simulation.
Table 3.10: Number of pumps running in each simulation.

V1 Full

V1 Symmetric

Latest Symmetric

Inlet Flow Rate

4 pumps

4 (2) pumps

1 (0.5) pump

Number of Inlets

1

1 (0.5, half size)

12 (6)

Number of Outlets

4

4 (2)

7 (7, half size)

3.8.2.2 V1
The only difference in boundary conditions between the V1 and the latest
configuration is the pump flow rates, which is in the table above. The flow rate of the V1
is four pumps running at 103 GPM each, or 412 GPM total. In the symmetric model the
flow rate is halved to 206 GPM since half the cryostat is removed.
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3.8.2.3 Latest Configuration
The only difference in boundary conditions between the latest configuration and
the V1 is the pump flow rates, which is in the table above. The flow rate of the latest
configuration is a single pump running at 103 GPM. Again, in the symmetric model the
flow rate is halved to 51.5 GPM since half the cryostat is removed.
3.8.3

Variations in Operating Conditions

3.8.3.1 Electronics Turned Off
The sole change to the boundary conditions in this simulation was that the heat
flux on the electronics rails (Figure 3.34) was eliminated.

Figure 3.34: Geometry view with electronics surfaces highlighted, symmetric about blue wall.
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3.8.3.2 50% LAr Flow Rate
The only change to the boundary conditions was the pump flow rate changed to
50% of its original value.
3.8.3.3 CPA Planes Removed
In this simulation, the CPA plane has been removed so that LAr can flow freely
through the volume within the field cage. In the simulation, this was accomplished by
changing the CPA plane from a solid region to a fluid region. While the mesh remained
the same within the CPA plane, the prism layers were removed from its surface in the
main LAr volume.

Figure 3.35. Top of cross section showing CPA plane (center, brown) with no prism layers.

There were no other changes in boundary conditions for this simulation.
3.8.4

Reduced Models with Slice Geometry
In an effort to reduce the calculation time of the simulation, two models of

different slices of the symmetric model were created. Both models are symmetrical along
the center APA plane like the standard symmetrical model. The first model consists of a
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slice extending in the z direction from the center of an inlet to the center of an outlet, with
symmetry planes on both ends.

Figure 3.36. Symmetry slice geometry.

The second slice model extends from one outlet to another in the z direction, with
an inlet in the center. Instead of using a symmetric boundary condition on the z ends, a
periodic boundary condition was specified.
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Figure 3.37. Periodic slice geometry.
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3.9 ProtoDUNE Cryostat
3.9.1

Geometry

Figure 3.38: Geometry view showing FC planes, inlets, and outlet locations.
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Figure 3.39: Geometry view showing FC planes, inlets, and outlet locations.
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Figure 3.40: Geometry view showing APA and CPA plane locations.
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3.9.2

Boundary Conditions
Table 3.11 outlines the boundary conditions of the ProtoDUNE simulation.

Table 3.11: Description of ProtoDUNE boundary conditions.

Boundary Conditions
Top Wall LAr Saturation Temperature: 87.93 K
Passive Scalar Flux: 1 kg/m^2-s (actual value is
irrelevant as this will be scaled later)
Remaining Exterior Walls Heat Flux: 5.76 W/m^2
Inlet 1.67 kg/sec or 19 GPM flow rate split across 4 inlets
Maintained at 0.4418 K above outlet temperature to
account for energy added through pump work
Outlet Single outlet
CPA planes Impermeable stainless steel
APA planes Porosity: 73% open
Inertial Resistance: 11,264.2 kg/m^4
Viscous Resistance: 118.6 kg/m^3-s
Field Cage planes Porosity: 23% open
Inertial Resistance: 411,280 kg/m^4
Viscous Resistance: 247.4 kg/m^3-s
Ground plane Porosity: 10% open
Inertial Resistance: 23,730,000 kg/m^4
Viscous Resistance: 4007 kg/m^3-s

APA and FC planes are the same as the previous LBNF simulation, so the same
inertial and viscous resistance values were used for the porous region settings. The
ground plane’s inertial and viscous resistances were provided by Erik Voirin and
converted to the correct format for use in STAR-CCM+.
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4. RESULTS AND DISCUSSION
Next the 35 Ton prototype cryostat will be simulated using similar methods to the
two dimensional benchmark study. The 35 Ton simulation results will be compared to
experimental data from Fermilab. Finally, once the simulation is confirmed to be in
agreement with experimental data, the full LBNF cryostat will be analyzed. The LBNF
analysis will include a full and symmetric simulation of the V1 configuration followed by
a grid study of the Latest Design. Next a comparison of full and symmetric models as
well as a comparison of various operating conditions is presented for the Latest Design.
The final section of the Latest Design includes results for slice models which represent a
small portion of the cryostat using symmetry and periodic boundary conditions. Finally,
the results of the ProtoDUNE simulation is presented.

4.1 35 Ton Cryostat
4.1.1

Bottom Discharge with Comparison to Experimental Data
Below is a comparison of the electron lifetime and velocity field results of

Fermilab’s simulation (Figure 4.1) and SDSU’s (Figure 4.2). These data show that the
impurity distribution and flow structures predicted for the original inlet location with
Fluent at Fermilab and with Star-CCM+ at SDSU are consistent.
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Figure 4.1. Fermilab simulation results for electron lifetime and velocity fields at the mid-plane of the
35 Ton prototype detector.

Figure 4.2: SDSU simulation results for electron lifetime and velocity fields at the mid-plane of the 35
Ton prototype detector.
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Another reason our initial simulations were performed on the 35 Ton reactor is
that there is some limited experimental data available for the impurity levels in the 35
Ton cryostat, enabling further validation of our results. The 35 Ton prototype contained 4
purity monitors in one corner of the cryostat whose locations are shown in Figure 4.3.

Figure 4.3: Locations of purity monitors in the 35 Ton cryostat.

The comparison of the electron lifetime predicted by the SDSU simulation and the
experimental results and Fermilab simulation predictions (Figure 4.4) shows that both the
Fermilab and SDSU simulations can accurately predict impurity distributions in the
cryostat.
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Figure 4.4: Comparison of experimental electron lifetime measurement at the purity monitor
locations.

Figure 4.5 shows streamlines from the 35 Ton simulation.

Figure 4.5: Streamline views from SDSU simulation.
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4.1.2

Top Discharge
A second inlet location was selected to create a more uniform distribution of the

impurities. The inlet was placed near the top of the inlet pipe with the flow pointing at a
45 degree angle toward the center of the wall. Below we compare the electron lifetime
results of Fermilab’s and SDSU’s simulations (Figure 4.6).

Figure 4.6: Fermilab and SDSU electron lifetime results for 35 Ton cryostat with top inlet location.

Figures 4.7 and 4.8 show streamlines from the Fermilab and SDSU simulations.

Figure 4.7: Streamline view from Fermilab and SDSU simulation of top inlet at an angle of 45
degrees.
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Figure 4.8: Additional streamline view from SDSU simulation of top inlet at an angle of 45 degrees.

The electron lifetime with the proposed new fluid outlet location is both longer
and more consistent over the height of the cryostat (Figure 4.9).
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Figure 4.9: Electron Lifetime vs Elevation with Top Inlet at 45 Degrees.

2.5
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4.2 LBNF V1 Cryostat: Validity of Symmetry Assumption
The following figures will compare the V1 full and symmetric results first for
normalized impurity, and then for temperature. The full model appears on the left and the
symmetric model on the right.
4.2.1

Normalized Impurity Comparison

Figure 4.10: Comparison of normalized impurity and velocity vectors at z = 30.5 m (pump discharge)
(full left, symmetric right).

Figure 4.11: Comparison of normalized impurity and velocity vectors at z = 20.0 m (full left,
symmetric right).
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Figure 4.12: Comparison of normalized impurity and velocity vectors at z = 0 m (center of cryostat)
(full left, symmetric right).

Figure 4.13: Comparison of normalized impurity and velocity vectors at z = -20 m (full left,
symmetric right).
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Figure 4.14: Comparison of normalized impurity and velocity vectors at x = 3.0 m (full left,
symmetric right).

Figure 4.15: Comparison of normalized impurity and velocity vectors at x = 5.0 m (full left,
symmetric right).

4.2.2

Temperature Comparison

Figure 4.16: Comparison of temperature and velocity vectors at z = 30.5 m (pump discharge) (full
left, symmetric right).

79

Figure 4.17: Comparison of temperature and velocity vectors at z = 20.0 m (full left, symmetric
right).

Figure 4.18: Comparison of temperature and velocity vectors at z = 0 m (center of cryostat) (full left,
symmetric right).
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Figure 4.19: Comparison of temperature and velocity vectors at z = -20 m (full left, symmetric right).

Figure 4.20: Comparison of temperature and velocity vectors at x = 3.0 m (full left, symmetric right).

Figure 4.21: Comparison of temperature and velocity vectors at x = 5.0 m (full left, symmetric right).
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4.2.3

Streamlines

Figure 4.22: Streamline view of V1 symmetric simulation.

4.2.4

Wall Y+ Values

Figure 4.23. Wall Y+ values on outer and inner walls of Symmetric V1 simulation, view 1.
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Table 4.1. Average and Standard Deviation of Wall Y+ Values for Symmetric V1 simulation.

V1 Symmetric
Average St. Dev.
0.26 1.25E-01
0.66 2.55E+00
216.18 8.93E+01

Outside Walls
Electronics
CPA

The high Wall Y+ on the CPA walls was fixed in later simulations.
4.2.5

Plots
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Figure 4.24: Temperature of the inlet and outlet throughout the simulation.
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Figure 4.25: Plot of the mass flow of impurity entering and leaving the cryostat.
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Figure 4.26: Residual plot for the V1 symmetric simulation.

4.2.6

Streamlines

Figure 4.27: Streamline view of V1 full simulation.

Y-momentum: Residual
Sdr: Residual
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4.2.7

Wall Y+ Values

Figure 4.28. Wall Y+ values on outer and inner walls of Full V1 simulation.
Table 4.2. Average and Standard Deviation of Wall Y+ Values for Full V1 simulation.

Outside Walls
Electronics
CPA

V1 Full
Average St. Dev.
0.26 1.22E-01
0.66 2.51E+00
219.84 9.18E+01

The high Wall Y+ on the CPA walls was fixed in later simulations.
4.2.8
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Figure 4.29: Temperature of the inlet and outlet throughout the simulation.
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Figure 4.30: Plot of the mass flow of impurity entering and leaving the cryostat.
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Figure 4.31: Residual plot for the V1 full simulation.

4.2.9

Energy Balance
To verify the simulation results, the heat transfer from the top surface is compared

to an estimate. The energy balance of the system is given by Equation 4.1.
𝑸̇𝒘𝒂𝒍𝒍𝒔 + 𝑸̇𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒏𝒊𝒄𝒔 + 𝒎̇𝑳𝑨𝒓 𝒄𝒑 𝑻𝒊𝒏 = 𝒎̇𝑳𝑨𝒓 𝒄𝒑 𝑻𝒐𝒖𝒕 + 𝑸̇𝒕𝒐𝒑 𝒔𝒖𝒓𝒇𝒂𝒄𝒆
𝑊
Where 𝑄̇𝑤𝑎𝑙𝑙𝑠 = 𝐴𝑤𝑎𝑙𝑙𝑠 [𝑚2 ] ∗ 7.2 [ 2 ]
𝑚

Eq. 4.1
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𝑄̇𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐𝑠 = 3,950[𝑊] ∗ 𝑛𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐 𝑟𝑎𝑖𝑙𝑠
4.2.9.1 Full Simulation
Table 4.3: Total Estimated Heat Addition from Walls of Full Simulation.

Heat Sources
X Walls
Y Walls
Z Walls

Number
of Items
2
1
2

𝟐𝟏, 𝟒𝟎𝟎. 𝟒[𝑾] + 𝟑, 𝟗𝟓𝟎 [

𝑾

𝒓𝒂𝒊𝒍

𝟏, 𝟏𝟏𝟖. 𝟗 [

𝑱
𝒌𝒈−𝑲

Item Area Total Area
Flux
2
2
[𝑚 ]
[𝑚 ]
[𝑊/𝑚2 ]
818.4
1,636.8
7.2
936.7
936.7
7.2
199.4
398.8
7.2
Total
𝒌𝒈

𝑱

𝒔

𝒌𝒈−𝑲

] ∗ 𝟔[𝒓𝒂𝒊𝒍𝒔] + 𝟑𝟔. 𝟏 [ ] ∗ 𝟏, 𝟏𝟏𝟖. 𝟗 [

Heat [W]
11,785.0
6,744.1
2,871.3
21,400.4
𝒌𝒈

] ∗ 𝟖𝟗. 𝟑[𝑲] = 𝟑𝟔. 𝟏 [ ] ∗
𝒔

] ∗ 𝟖𝟖. 𝟖[𝑲] + 𝑸̇𝒕𝒐𝒑 𝒔𝒖𝒓𝒇𝒂𝒄𝒆

Eq. 4.2

𝑸̇𝒕𝒐𝒑 𝒔𝒖𝒓𝒇𝒂𝒄𝒆 = 𝟔𝟐, 𝟗𝟒𝟎[𝑾]

Eq. 4.3

The simulation predicted a heat transfer of 61590 [W] from the top surface, which
is a difference of only 2.1%.
4.2.9.2 Symmetric Simulation
Table 4.4: Total Estimated Heat Addition from Walls of Symmetric Simulation.

Heat Sources
X Walls
Y Walls
Z Walls

Number
of Items
1.0
0.5
1.0

𝟏𝟎, 𝟕𝟎𝟎. 𝟐[𝑾] + 𝟑, 𝟗𝟓𝟎 [

𝑾

𝒓𝒂𝒊𝒍

𝟏, 𝟏𝟏𝟖. 𝟗 [

𝑱
𝒌𝒈−𝑲

Item Area Total Area
Flux
[𝑚2 ]
[𝑚2 ]
[𝑊/𝑚2 ]
818.4
818.4
7.2
468.3
936.7
7.2
199.4
199.4
7.2
Total
𝒌𝒈

𝑱

𝒔

𝒌𝒈−𝑲

] ∗ 𝟑[𝒓𝒂𝒊𝒍𝒔] + 𝟑𝟔. 𝟏 [ ] ∗ 𝟏, 𝟏𝟏𝟖. 𝟗 [

] ∗ 𝟖𝟖. 𝟖[𝑲] + 𝑸̇𝒕𝒐𝒑 𝒔𝒖𝒓𝒇𝒂𝒄𝒆
𝑸̇𝒕𝒐𝒑 𝒔𝒖𝒓𝒇𝒂𝒄𝒆 = 𝟑𝟏, 𝟒𝟑𝟕. 𝟎[𝑾]

Heat [W]
5,892.5
3,372.1
1,435.6
10,700.2
𝒌𝒈

] ∗ 𝟖𝟗. 𝟑[𝑲] = 𝟏𝟖. 𝟏 [ ] ∗
𝒔

Eq. 4.4
Eq. 4.5

The simulation predicted a heat transfer of 30,023.3 [W] from the top surface,
which is a difference of 4.5%.
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4.2.10 Impurity Level Statistics Comparison
Table 4.5: Normalized impurity level comparison within the field cage between the three simulations.

Min Value
Max Value
Standard Dev.

V1 Full
-11.8%
7.9%
1.63E-02

V1 Symmetric
-16.6%
8.7%
1.66E-02

Temperature [K]

4.2.11 Average Volume Temperature Statistics Comparison
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Figure 4.32. Plot of average volume temperature for each simulation.

Table 4.6. Temperature Statistics within the Field Cage for Different Operating Conditions

V1 Full
V1 Symmetric
Latest Design
Symmetric

Average Maximum
[K]
[K]
88.82
88.89
88.81
89.10
88.91

89.04

Minimum
[K]
88.77
88.77

Range
[K]
0.12
0.33

Standard
Deviation [K]
3.77E-03
3.95E-03

88.87

0.17

2.79E-03

Table 4.7. Final Inlet and Outlet Temperatures for Different Operating Conditions

V1 Full
V1 Symmetric
Latest Design Symmetric

Inlet
Temperature [K]
89.26
89.25
89.35

Outlet
Temperature [K]
88.82
88.81
88.91
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4.2.12 Symmetry Conclusion
While the full and symmetric models did not yield identical results, they are very
similar. The same flow patterns show in all the figures. Some of the major flow features
that can be seen in the cryostat are stratification of the normalized impurity and
temperature in the y and z directions. The temperature is higher on the end near the inlet
and the impurity is lower at this end as well. Another flow feature that can be seen in the
y-z plane section views for various locations in the x direction is the plume coming from
the pump discharge cools and enters the field cage from the top at approximately 15 m
from the center of the cryostat (in the positive z direction, toward the pump discharge).
The flow appears almost completely symmetric at the 30.5 m z location section,
but inside the field cage the flow coming up from the sides meets slightly to the –x side
of the center of the cryostat. Though the flow is not completely symmetric in the field
cage, the two sides are generally very similar in impurity and temperature patterns and
levels.
The same stratification of temperature and impurity seen in the full V1 model is
present in the symmetric model. A direct comparison of the symmetric and full
simulation of the V1 will be made in the section titled “Validity of Symmetry
Assumption”.
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4.3 LBNF Latest: Grid Study (Original Polyhedral, New Polyhedral,
and Trimmed Meshes)
4.3.1

Impurity Scaled with Velocity Vectors

Figure 4.33. Impurity and velocity vectors at x = 2 m for latest design with original poly, new poly,
and new trimmed meshes.

Figure 4.34. Impurity and velocity vectors at x = 5 m for latest design with original poly, new poly,
and new trimmed meshes.
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Figure 4.35. Impurity and velocity vectors at z = -20 m for latest design with original poly, new poly,
and new trimmed meshes.

Figure 4.36. Impurity and velocity vectors at z = 0.0 m for latest design with original poly, new poly,
and new trimmed meshes.

Figure 4.37. Impurity and velocity vectors at z = 20 m for latest design with original poly, new poly,
and new trimmed meshes.
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4.3.2

Temperature with Velocity Vectors

Figure 4.38. Temperature and velocity vectors at x = 2 m for latest design with original poly, new
poly, and new trimmed meshes.

Figure 4.39. Temperature and velocity vectors at x = 5 m for latest design with original poly, new
poly, and new trimmed meshes.
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Figure 4.40. Temperature and velocity vectors at z = -20 m for latest design with original poly, new
poly, and new trimmed meshes.

Figure 4.41. Temperature and velocity vectors at z = 0.0 m for latest design with original poly, new
poly, and new trimmed meshes.

Figure 4.42. Temperature and velocity vectors at z = 20 m for latest design with original poly, new
poly, and new trimmed meshes.
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4.3.3

Streamlines

Figure 4.43. Streamline view 1 for latest design with original polyhedral, new polyhedral, and new
trimmed meshes.

4.3.4

Plots
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Figure 4.44: Residual plot for the latest configuration simulation with original polyhedral mesh.
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Figure 4.45: Residual plot for the latest configuration simulation with new polyhedral mesh.
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Figure 4.46. Residual plot for latest design with trimmed cell mesh.
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4.3.5

Wall Y+ Values

Figure 4.47. Wall Y+ values on outer and inner walls of original polyhedral Latest Design simulation.

Figure 4.48. Wall Y+ values on outer and inner walls of new polyhedral Latest Design simulation.

Figure 4.49. Wall Y+ values on outer and inner walls of trimmed cell Latest Design simulation.
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Table 4.8. Average and Standard Deviation of Wall Y+ Values for Latest Design simulation meshes.

Latest Sym. New
Latest Sym. Trim.
Poly.
St. Dev. Average St. Dev. Average St. Dev.
1.05E-01
0.59 2.79E-01
0.60 2.70E-01
2.82E+00
1.06 9.43E-01
0.93 2.06E-01
9.38E+01
312.03 1.26E+02
145.48 1.75E+02

Latest Sym. Poly.
Average
Outside Walls
0.26
Electronics
0.69
CPA
229.11

The high Wall Y+ on the CPA walls was fixed in later simulations.
4.3.6

Comparison of Solution Time
Figure 126 shows a plot of the volume average impurity concentration for the

entire cryostat as the simulation progressed. These concentrations are scaled (only for this
plot) such that the final value is one. Note that this average includes the full cryostat
volume and not only the field cage volume.
The original polyhedral line does not level out completely because the simulation
was not run long enough to allow the concentration to reach a final, stable value. Based
on observations made while running the various simulations, the impurity levels at this
point should be similar to what they would be had the simulation ran to the point of
leveling-out. At the very least, the distribution of impurities will be qualitatively similar,
if not indistinguishable.

Normalized Concentration
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Figure 4.50. Normalized volume average concentration at current solution.

Table 4.9. Solution Time Comparison for Each Mesh.

Original
Polyhedral
New
Polyhedral
Trimmed

Seconds per
Iteration

Iterations to
Solve Impurity

Approx. Solution
Time [days]

8

300,000

27.78

5.6

350,000

22.69

8

200,000

18.52

The polyhedral mesh clearly takes more iterations to converge than the trimmed
cell mesh.
4.3.7

Impurity Level Statistics
The minimum, maximum, and standard deviation of the normalized impurity level

in the field cage for each simulation is included in the tables below. The levels are
expressed as a percent difference from the average.
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Table 4.10. Impurity ranges for each simulation.

Original
Polyhedral

New
Polyhedral

2.13%
-4.76%

1.27%
-4.30%

1.34%
-5.93%

1.41E-03

1.38E-03

1.72E-03

Max Value
Min Value
Standard
Dev.

4.3.8

Trimmed

Temperature Statistics

Table 4.11. Temperature Statistics Inside Field Cage for Different Meshes.

Average
[K]
Original
Polyhedral
New Polyhedral
Trimmed

Maximum Minimum Range
[K]
[K]
[K]

Standard
Deviation [K]

88.743

88.827

88.698

0.129

2.369E-03

88.983
88.909

89.096
88.971

88.904
88.884

0.192
0.087

2.697E-03
2.706E-03

Table 4.12. Final Inlet and Outlet Temperatures for Different Meshes.

Inlet
Outlet
Temperature [K] Temperature [K]
Original Polyhedral
89.188
88.745
New Polyhedral
89.425
88.984
Trimmed
89.354
88.913

4.4 LBNF Latest: Full vs. Symmetric Simulation
The full simulation contains the complete geometry of the cryostat, while the
symmetric simulation has been divided along the center APA plane so that only half is
included in the simulation.
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Figure 4.51. Cross section comparing full and symmetric model.

Below are the results for each simulation. The origin is located at the bottom
center of the cryostat with the y direction being up, z direction running the length of the
cryostat, and x being the width of the cryostat.
The previous meshes did not include prism layers on the CPA planes. The meshes
used for the symmetric and full simulations in this section included prism layers on the
CPA planes. Additionally, both use a trimmed cell mesh since this proved to be most
efficient in the comparison of the previous section.
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4.4.1

Impurity Scaled with Velocity Vectors
The color scale of the impurities is 99% to 101% for all figures.

Figure 4.52. Impurity with velocity vectors at x = 2 m for latest design for symmetric and full models
of latest design.

Figure 4.53. Impurity with velocity vectors at x = 5 m for latest design for symmetric and full models
of latest design.

Figure 4.54. Impurity with velocity vectors at z = 0.0 m (outlet) for symmetric and full models of
latest design.
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Figure 4.55. Impurity with velocity vectors at z = 2.6 m (between inlet and outlet) for symmetric and
full models of latest design.

Figure 4.56. Impurity with velocity vectors at z = 5.2 m (inlet) for symmetric and full models of latest
design.
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4.4.2

Temperature with Velocity Vectors
The average temperatures in the full and symmetric models were slightly

different, so the temperature scales in the figures are not the same. However, the range of
the scales is the same (0.07 K). Any value that falls outside the range of the color bar will
be red or blue depending on if it is higher or lower, respectively.

Figure 4.57. Temperature with velocity vectors at x = 2 m for latest design for symmetric and full
models of latest design.

Figure 4.58. Temperature with velocity vectors at x = 5 m for latest design for symmetric and full
models of latest design.

Figure 4.59. Temperature with velocity vectors at z = 0.0 m (outlet) for symmetric and full models of
latest design.
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Figure 4.60. Temperature with velocity vectors at z = 2.6 m (between inlet and outlet) for symmetric
and full models of latest design.

Figure 4.61. Temperature with velocity vectors at z = 5.2 m (inlet) for symmetric and full models of
latest design.
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4.4.3

Streamlines

Figure 4.62. Streamline view 2 for full model of latest design.
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Figure 4.63. Residual plot for full simulation of latest design.
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4.4.5

Wall Y+ Values

Figure 4.64. Wall Y+ values on outer and inner walls of Symmetric Fixed Latest Design simulation.

Figure 4.65. Wall Y+ values on outer and inner walls of Full Fixed Latest Design simulation.
Table 4.13. Average and Standard Deviation of Wall Y+ Values for Full and Symmetric Latest
Design simulations.

Outside Walls
Electronics
CPA

Latest Sym. Trim.
Fixed
Average St. Dev.
0.59
2.68E-01
0.93
2.07E-01
0.09
4.30E-02

Latest Full Trim.
Average
0.53
0.75
0.13

St. Dev.
2.75E-01
1.84E-01
7.64E-02

The high Wall Y+ on the CPA walls was fixed on these simulations.
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4.4.6

Impurity Level Statistics
The minimum, maximum, and standard deviation of the normalized impurity level

in the field cage for each simulation is included in the tables below. The levels are
expressed as a percent difference from the average.
Table 4.14. Impurity ranges for each simulation.

Max Value
Min Value
Standard
Dev.

Latest
Symmetric

Latest Full

1.32%
-6.31%

1.21%
-4.86%

1.73E-03

1.61E-03

The normalized minimum, maximum, and standard deviation were monitored as
the solution progressed, and it was observed that these values continue to fluctuate with
each iteration of the solution when the simulation had reached steady state. The
normalized values of minimum, maximum, and standard deviation of impurity in the field
cage were normalized using the average impurity level in the field cage at the point the
sample was taken. The average was updated before each sample was taken.
This monitor of the normalized impurity was only included on the two latest
simulations, which were the trimmed mesh simulation with standard operating conditions
and the half LAr flow rate simulation. Table 4.13 shows the ranges of the minimum,
maximum, and standard deviation of the impurity level in the field cage.

Table 4.15. Impurity minimum, maximum, and standard deviation variation for each simulations.

Variation of…
Scaled Maximum
Scaled Minimum
Scaled Standard
Deviation

Latest Design – Symmetric
Minimum
Maximum
1.13%
1.46%
-12.91%
-3.47%
1.62E-03

1.87E-03

Latest Design – Full
Minimum
Maximum
1.08%
1.33%
-7.24%
-3.76%
1.53E-03

1.74E-03
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The average impurity concentration in the volume of the cryostat was tracked to
determine convergence of the passive scalar solution. Figure 4.68 shows the volume
average of impurity concentration throughout each simulation. In order for these number
to be meaningful, they should be scaled so that the top wall flux is equal to the actual
value expected for the cryostat.

1.10

Normalized Concentration

1.00
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0.80
0.70
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Figure 4.66. Volume average concentration at current solution.
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4.4.7

Average Volume Temperature Comparison
Figure 4.69 shows the average temperature within the cryostat throughout the

simulation.

Temperature [K]
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Figure 4.67. Plot of average volume temperature for each mesh and scenario.

Table 4.16. Temperature Statistics within the Field Cage for Different Operating Conditions

Average Maximum Minimum Range
[K]
[K]
[K]
[K]
Symmetric
88.91
89.04
88.87
0.17
Full
88.99
89.05
88.96
0.09

Standard
Deviation [K]
2.79E-03
2.66E-03

Table 4.17. Final Inlet and Outlet Temperatures for Different Operating Conditions

Symmetric
Full

Inlet Temperature Outlet Temperature
[K]
[K]
89.35
88.91
89.43
88.99
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4.5 LBNF Latest: Analysis of Variations in Operating Conditions
(Sensitivity Study)
4.5.1

Electronics Turned Off

4.5.1.1 Effect on Average Temperature
The average temperature of the cryostat decreased by about 0.2 K when the
electronics were turned off (Figure 4.70). Considering how small the range of
temperatures in the cryostat is, this change is quite significant.
88.95

Temperature [K]

88.9
88.85
88.8
88.75
88.7
88.65
0

50000

100000

150000

200000

Iteration
Electronics Off
Figure 4.68. Plot of average temperature with the electronics shut off at 90,000 iterations.
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4.5.1.2 Impurity and Temperature with Velocity Vectors

Figure 4.69. Impurity and temperature with velocity vectors at x = 2 m for latest design with
electronics turned off (trimmed mesh).

Figure 4.70. Impurity and temperature with velocity vectors at x = 5 m for latest design with
electronics turned off (trimmed mesh).

Figure 4.71. Impurity and temperature with velocity vectors at z = 0.0 m (outlet) for latest design
with electronics turned off (trimmed mesh).
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Figure 4.72. Impurity and temperature with velocity vectors at z = 2.6 m (between inlet and outlet)
for latest design with electronics turned off (trimmed mesh).

Figure 4.73. Impurity and temperature with velocity vectors at z = 5.2 m (inlet) for latest design with
electronics turned off (trimmed mesh).

4.5.1.3 Wall Y+ Values
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Figure 4.74. Wall Y+ values on outer and inner walls of Latest Design with electronics turned off.
Table 4.18. Average and Standard Deviation of Wall Y+ Values for Latest Design simulation with
electronics turned off.

Latest No Elec.
Average St. Dev.
Outside Walls
0.58
2.93E-01
Electronics
0.26
1.85E-01
CPA
137.30 1.58E+02
The high Wall Y+ on the CPA walls was fixed in later simulations.

4.5.1.4 Streamlines

Figure 4.75. Streamline views for latest design with electronics turned off.
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4.5.1.5 Plots
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Figure 4.76. Residual plot of Latest Design with Electronics Turned Off.

4.5.2

50% LAr Flow Rate

4.5.2.1 Impurity and Temperature with Velocity Vectors

Figure 4.77. Impurity and temperature with velocity vectors at x = 2 m for latest design with 50%
LAr flow rate (trimmed mesh).

Figure 4.78. Impurity and temperature with velocity vectors at x = 5 m for latest design with 50%
LAr flow rate (trimmed mesh).
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Figure 4.79. Impurity and temperature with velocity vectors at z = 0.0 m (outlet) for latest design
with 50% LAr flow rate (trimmed mesh).

Figure 4.80. Impurity and temperature with velocity vectors at z = 2.6 m (between inlet and outlet)
for latest design with 50% LAr flow rate (trimmed mesh).
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Figure 4.81. Impurity and temperature with velocity vectors at z = 5.2 m (inlet) for latest design with
50% LAr flow rate (trimmed mesh).

4.5.2.2 Wall Y+ Values

Figure 4.82. Wall Y+ values on outer and inner walls of Latest Design with half LAr flow rate.
Table 4.19. Average and Standard Deviation of Wall Y+ Values for Latest Design with half LAr flow
rate.

Latest Half Flow
Average St. Dev.
Outside Walls
0.58
2.59E-01
Electronics
0.93
2.05E-01
CPA
150.32 1.61E+02

116

The high Wall Y+ on the CPA walls was fixed in later simulations.
4.5.2.3 Streamlines

Figure 4.83. Streamline views for latest design with half flow rate.
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Figure 4.84. Residual Plot of Latest Design with Half LAr Flow Rate.
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4.5.3

CPA Planes Removed

4.5.3.1 Impurity Scaled with Velocity Vectors
The color scale of the impurities is 99% to 101% for all figures. The impurity
values have been scaled such that the average within the field cage is one or 100%.

Figure 4.85. Impurity with velocity vectors at x = 2 m for latest design for standard and no CPA
models of latest design.

Figure 4.86. Impurity with velocity vectors at x = 5 m for latest design for standard and no CPA
models of latest design.

Figure 4.87. Impurity with velocity vectors at z = 0.0 m (outlet) for standard and no CPA models of
latest design.
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Figure 4.88. Impurity with velocity vectors at z = 2.6 m (between inlet and outlet) for standard and
no CPA models of latest design.

Figure 4.89. Impurity with velocity vectors at z = 5.2 m (inlet) for standard and no CPA models of
latest design.
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4.5.3.2 Temperature with Velocity Vectors
Range is smaller for the no CPA model because mixing is increased without the
solid CPA plane separating the field cage.

Figure 4.90. Temperature with velocity vectors at x = 2 m for latest design for standard and no CPA
models of latest design.

Figure 4.91. Temperature with velocity vectors at x = 5 m for latest design for standard and no CPA
models of latest design.

Figure 4.92. Temperature with velocity vectors at z = 0.0 m (outlet) for standard and no CPA models
of latest design.
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Figure 4.93. Temperature with velocity vectors at z = 2.6 m (between inlet and outlet) for standard
and no CPA models of latest design.

Figure 4.94. Temperature with velocity vectors at z = 5.2 m (inlet) for standard and no CPA models
of latest design.
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4.5.3.3 Wall Y+ Values

Figure 4.95. Wall Y+ values on outer walls of original polyhedral Latest Design simulation, view 1.

Since the CPA plane is no longer present, it does not have a Wall Y+ value.
Table 4.20. Average and Standard Deviation of Wall Y+ Values for Latest Design simulation with no
CPA plane.

Latest No CPA
Average St. Dev.
Outside Walls
0.48
2.49E-01
Electronics
0.76
1.77E-01
CPA
N/A
N/A
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4.5.3.4 Streamlines

Figure 4.96. Streamline view 1 for standard and no CPA models of latest design.

Figure 4.97. Streamline view 2 for standard and no CPA models of latest design.

4.5.3.5 Plots
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Figure 4.98. Residual Plot for Latest Design with No CPA Plane.
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4.5.4

No Inlet Temperature Rise

4.5.4.1 Impurity Scaled with Velocity Vectors
The color scale of the impurities is 99% to 101% for all figures. The impurity
values have been scaled such that the average within the field cage is one or 100%.

Figure 4.99. Impurity with velocity vectors at x = 2 m for latest design for standard and no pump
heat addition of latest design.

Figure 4.100. Impurity with velocity vectors at x = 5 m for latest design for standard and no pump
heat addition of latest design.

Figure 4.101. Impurity with velocity vectors at z = 0.0 m (outlet) for standard and no pump heat
addition of latest design.
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Figure 4.102. Impurity with velocity vectors at z = 2.6 m (between inlet and outlet) for standard and
no pump heat addition of latest design.

Figure 4.103. Impurity with velocity vectors at z = 5.2 m (inlet) for standard and no pump heat
addition of latest design.
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4.5.4.2 Temperature with Velocity Vectors

Figure 4.104. Temperature with velocity vectors at x = 2 m for latest design for standard and no
pump heat addition of latest design.

Figure 4.105. Temperature with velocity vectors at x = 5 m for latest design for standard and no
pump heat addition of latest design.

Figure 4.106. Temperature with velocity vectors at z = 0.0 m (outlet) for standard and no pump heat
addition of latest design.
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Figure 4.107. Temperature with velocity vectors at z = 2.6 m (between inlet and outlet) for standard
and no pump heat addition of latest design.

Figure 4.108. Temperature with velocity vectors at z = 5.2 m (inlet) for standard and no pump heat
addition of latest design.

127
4.5.4.3 Wall Y+ Values

Figure 4.109. Wall Y+ values on outer and inner walls of Latest Design with no inlet heat.

Figure 4.110. Wall Y+ values on inner walls of Latest Design with no inlet heat, view 1.
Table 4.21. Average and Standard Deviation of Wall Y+ Values for Latest Design with no inlet heat.

Latest Zero Heat
Average St. Dev.
Outside Walls
0.46
2.17E-01
Electronics
0.75
1.75E-01
CPA
0.10
5.63E-02

4.5.4.4 Streamlines

Figure 4.111. Streamline view 1 for standard and no inlet heat addition models of latest design.
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Figure 4.112. Streamline view 2 for standard and no inlet heat addition models of latest design.
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Figure 4.113. Residual Plot of Latest Design with No Inlet Temperature Rise.

4.5.5

Summary of Impurity Level Statistics
The minimum, maximum, and standard deviation of the normalized impurity level

in the field cage for each simulation is included in the tables below. The impurity level
has been scaled so that the average within the field cage is equal to 1.0. The levels are
expressed as a percent difference from the average.
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Table 4.22. Impurity ranges for each mesh and operating condition.

Latest
Latest
Symmetric
Full
Max Value
1.32%
1.21%
Min Value
-6.31%
-4.86%
Standard
1.73E-03 1.61E-03
Dev.

No Elec
1.51%
-4.24%

Half
Flow
0.71%
-3.20%

No CPA
1.30%
-5.39%

No Inlet
Heat
1.24%
-7.31%

1.70E-03

1.04E-03

1.45E-03

2.68E-03

The normalized minimum, maximum, and standard deviation were monitored as
the solution progressed, and it was observed that these values continue to fluctuate with
each iteration of the solution when the simulation had reached steady state. The
normalized values of minimum, maximum, and standard deviation of impurity in the field
cage were normalized using the average impurity level in the field cage at the point the
sample was taken. The average was updated before each sample was taken.
This monitor of the normalized impurity was only included on the two latest
simulations, which were the trimmed mesh simulation with standard operating conditions
and the half LAr flow rate simulation. Table 4.21 shows the ranges of the minimum,
maximum, and standard deviation of the impurity level in the field cage. It can be seen in
the table that by turning off the electronics, the minimum and standard deviation have
decreased compared to the standard operating conditions, thought the change is not
drastic for the minimum.
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Table 4.23. Variation in impurity minimum, maximum, and standard deviation for several
simulations.

Variation of…
Scaled Maximum
Scaled Minimum
Scaled Standard
Deviation
Variation of…
Scaled Maximum
Scaled Minimum
Scaled Standard
Deviation

Latest Design – Standard
Minimum
Maximum
1.13%
1.58%
-12.91%
-3.44%
1.59E-03

1.88E-03

Zero Inlet Heat Addition
Minimum
Minimum
1.08%
1.08%
-11.15%
-11.15%
2.45E-03

2.45E-03

Latest Design – Half Flow Rate
Minimum
Maximum
0.60%
0.87%
-9.65%
-1.68%
9.04E-04

1.21E-03

No CPA
Minimum
Maximum
1.18%
1.61%
-10.08%
-3.21%
1.29E-03

1.60E-03

The average impurity concentration in the volume of the cryostat was tracked to
determine convergence of the passive scalar solution. Figure 4.134 shows the volume
average of impurity concentration throughout each simulation. The values in the figure
were scaled so that the final average would be 1.0 because it is easier to make
comparisons with normalized values. In order for these numbers to be meaningful, they
should be scaled so that the top surface flux is equal to the actual value expected for the
cryostat.
It should also be noted that the sharp increase in concentration of the half flow
rate model is due to the passive scalar being initialized again at double the concentration
of the standard operation model. This was done to help the solution converge more
quickly.

Normalized Concentration
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Figure 4.114. Volume average concentration at current solution.
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Summary of Temperature Statistics
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Figure 4.115. Plot of average volume temperature for each mesh and scenario.
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Table 4.24. Temperature Statistics within the Field Cage for each mesh and scenario.

Symmetric
Full
Half Flow Rate
Electronics Off
No CPA
No Inlet Heat
Addition

Average Maximum
[K]
[K]
88.91
89.04
88.99
89.05
88.90
88.96
88.70
88.72
88.98
89.04
88.96

Minimum
[K]
88.87
88.96
88.88
88.68
88.95

Range
[K]
0.17
0.09
0.08
0.04
0.09

Standard
Deviation [K]
2.79E-03
2.66E-03
2.82E-03
2.18E-03
2.56E-03

88.93

0.09

2.61E-03

89.02

Table 4.25. Final Inlet and Outlet Temperatures for each mesh and scenario.

Symmetric
Full
Electronics Off
Half Flow Rate
No CPA
No Inlet Heat Addition

Inlet
Temperature [K]
89.35
89.43
89.14
89.35
89.42
88.96

Outlet
Temperature [K]
88.91
88.99
88.70
88.91
88.98
88.96

4.6 LBNF Latest: Reduced Models with Slice Geometry
Below are the results for each simulation. The origin is located at the bottom
center of the cryostat with the y direction being up, z direction running the length of the
cryostat, and x being the width of the cryostat.

133
4.6.1

Impurity Scaled with Velocity Vectors

Figure 4.116. Impurity with velocity vectors at z = 5.17 m (inlet) for symmetric, symmetric slice,
periodic slice, and transient symmetric slice models.
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Figure 4.117. Impurity with velocity vectors at z = 7.75 m (between inlet and outlet) for symmetric,
symmetric slice, periodic slice, and transient symmetric slice models.
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Figure 4.118. Impurity with velocity vectors at z = 10.33 m (outlet) for symmetric, symmetric slice,
periodic slice, and transient symmetric slice models.
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4.6.2

Temperature with Velocity Vectors

Figure 4.119. Impurity with velocity vectors at z = 5.17 m (inlet) for symmetric, symmetric slice,
periodic slice, and transient symmetric slice models.
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Figure 4.120. Impurity with velocity vectors at z = 7.75 m (between inlet and outlet) for symmetric,
symmetric slice, periodic slice, and transient symmetric slice models.
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Figure 4.121. Impurity with velocity vectors at z = 10.33 m (outlet) for symmetric, symmetric slice,
periodic slice, and transient symmetric slice models.
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4.6.3

Streamlines

Figure 4.122. Streamline view for Symmetric, Periodic, Transient Symmetric Slice Simulation.
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4.6.4

Wall Y+ Values

Figure 4.123. Symmetric, Periodic, Transient Symmetric slice Wall Y+ values.
Table 4.26. Average and Standard Deviation of Wall Y+ Values.

Outside Walls
Electronics
CPA

Latest Sym. Trim.
Fixed
Average St. Dev.
0.59 2.68E-01
0.93 2.07E-01
0.09 4.30E-02
Latest Periodic

Outside Walls
Electronics
CPA

Average St. Dev.
0.44 2.14E-01
0.75 1.92E-01
0.08 4.94E-02

Latest Slice
Average St. Dev.
0.43 1.99E-01
0.76 1.86E-01
0.10 5.48E-02
Latest Slice
Transient
Average St. Dev.
0.43 2.00E-01
0.75 1.66E-01
0.09 3.77E-02
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Residual

4.6.5

Residual Plots
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Figure 4.124. Residual Plot of Symmetric Slice Simulation.
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Figure 4.125. Residual Plot of Periodic Slice Simulation.
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Figure 4.126. Residual Plot of Transient Symmetric Slice Simulation.

4.6.6

Impurity Level Statistics
The minimum, maximum, and standard deviation of the normalized impurity level

in the field cage for each simulation is included in the tables below. The levels are
expressed as a percent difference from the average.

Table 4.27. Impurity ranges for each simulation.

1.32%
-6.31%

1.21%
-4.86%

1.04%
-9.39%

1.30%
-3.34%

Slice –
Symmetric
Transient
0.98%
-13.00%

1.73E-03

1.61E-03

1.72E-03

1.92E-03

1.51E-03

Symmetric
Max Value
Min Value
Standard
Dev.

Full

Slice Symmetric

Slice Periodic
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The normalized minimum, maximum, and standard deviation were monitored as
the solution progressed, and it was observed that these values continue to fluctuate with
each iteration of the solution when the simulation had reached steady state. The
normalized values of minimum, maximum, and standard deviation of impurity in the field
cage were normalized using the average impurity level in the field cage at the point the
sample was taken. The average was updated before each sample was taken.
This monitor of the normalized impurity was only included on the two latest
simulations, which were the trimmed mesh simulation with standard operating conditions
and the half LAr flow rate simulation. Table 4.26 shows the ranges of the minimum,
maximum, and standard deviation of the impurity level in the field cage.

Table 4.28. Impurity minimum, maximum, and standard deviation variation for each simulations.

Variation of…
Scaled Maximum
Scaled Minimum
Scaled Standard
Deviation

Variation of…
Scaled Maximum
Scaled Minimum
Scaled Standard
Deviation

Variation of…
Scaled
Maximum
Scaled Minimum
Scaled Standard
Deviation

Latest Design – Symmetric
Minimum
Maximum
1.13%
1.46%
-12.91%
-3.47%
1.62E-03

1.87E-03

Latest Design – Slice
Symmetric
Minimum
Maximum
0.87%
1.24%
-23.61%
-3.19%
1.39E-03

Latest Design – Full
Minimum
Maximum
1.08%
1.33%
-7.24%
-3.76%
1.53E-03

1.74E-03

Latest Design – Slice Periodic

2.02E-03

Latest Design – Slice Symmetric
Transient
Minimum
Maximum
0.85%

1.12%

-27.57%

-4.57%

1.25E-03

2.20E-03

Minimum
1.11%
-3.77%

Maximum
1.57%
-2.91%

1.25E-03

2.23E-03
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The average impurity concentration in the volume of the cryostat was tracked to
determine convergence of the passive scalar solution. Figure 4.147 shows the volume
average of impurity concentration throughout each simulation. In order for these number
to be meaningful, they should be scaled so that the flux is equal to the actual value
expected for the cryostat. The symmetric transient slice simulation was a copy of the
standard symmetric slice simulation. The physics model was changed from steady state to
transient at iteration 221,000.

Normalized Concentration

1.05
1

0.95
0.9
0.85

0.8
0.75
0.7
0.65
0.6
0

50000

100000

150000

200000

250000

Iteration
Symmetric
Slice - Symmetric
Slice - Symmetric Transient

Full
Slice - Periodic

Figure 4.127. Volume average concentration at current solution.

300000
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4.6.7

Average Volume Temperature Comparison

Temperature [K]
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Slice - Symmetric - Transient
Figure 4.128. Plot of average volume temperature for each mesh and scenario.

Table 4.29. Temperature Statistics within the Field Cage for Different Operating Conditions

Symmetric
Full
Slice - Symmetric
Slice - Periodic
Slice - Periodic Transient

Average Maximum
[K]
[K]
88.91
89.04
88.99
89.05
88.96
89.08
88.96
89.09
88.96

Minimum
[K]
88.87
88.96
88.94
88.94

Range
[K]
0.17
0.09
0.14
0.15

Standard
Deviation [K]
2.79E-03
2.66E-03
3.00E-03
2.55E-03

88.94

0.12

2.76E-03

89.06

Table 4.30. Final Inlet and Outlet Temperatures for Different Operating Conditions

Symmetric
Full
Slice - Symmetric
Slice - Periodic
Slice - Periodic - Transient

Inlet
Temperature [K]
89.35
89.43
89.40
89.41
89.40

Outlet
Temperature [K]
88.91
88.99
88.96
88.97
88.96
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4.7 ProtoDUNE Cryostat
Below are the results for each simulation. The origin is located at the bottom
center of the cryostat with the y direction being up, z direction running the length of the
cryostat, and x being the width of the cryostat.
4.7.1

Impurity Scaled with Velocity Vectors
The color scale of the impurities is 99% to 101% for all figures.

Figure 4.129. Impurity scaled with velocity
vectors at x = 4.1 m.

Figure 4.130. Impurity scaled with velocity
vectors at x = 2.0 m.
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Figure 4.131. Impurity scaled with velocity
vectors at x = 0.0 m.

Figure 4.132. Impurity scaled with velocity
vectors at x = -2.0 m.

Figure 4.133. Impurity scaled with velocity
vectors at x = -4.1 m.

Figure 4.134. Impurity scaled with velocity
vectors at z = 4.2 m.

Figure 4.135. Impurity scaled with velocity
vectors at z = 3.9 m.

Figure 4.136. Impurity scaled with velocity
vectors at z = 2.2 m.
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Figure 4.137. Impurity scaled with velocity
vectors at z = 0.4 m.

Figure 4.139. Impurity scaled with velocity
vectors at z = -3.9 m.

Figure 4.138. Impurity scaled with velocity
vectors at z = -2.2 m.

Figure 4.140. Impurity scaled with velocity
vectors at z = -4.2 m.
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4.7.2

Temperature with Velocity Vectors

Figure 4.141. Temperature with velocity vectors
at x = 4.1 m.

Figure 4.142. Temperature with velocity vectors
at x = 3.0 m.

Figure 4.143. Temperature with velocity vectors
at x = 2.0 m.

Figure 4.144. Temperature with velocity vectors
at x = 1.2 m.
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Figure 4.145. Temperature with velocity vectors
at x = 0.0 m.

Figure 4.146. Temperature with velocity vectors
at x = -1.2 m.

Figure 4.147. Temperature with velocity vectors
at x = -2.0 m.

Figure 4.148. Temperature with velocity vectors
at x = -3.0 m.
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Figure 4.149. Temperature with velocity vectors
at x = -4.1 m.

Figure 4.150. Temperature with velocity vectors
at z = 4.2 m.

Figure 4.151. Temperature with velocity vectors
at z = 3.9 m.

Figure 4.152. Temperature with velocity vectors
at z = 2.2 m.
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Figure 4.153. Temperature with velocity vectors
at z = 0.4 m.

Figure 4.154. Temperature with velocity vectors
at z = -2.2 m.

Figure 4.155. Temperature with velocity vectors
at z = -3.9 m.

Figure 4.156. Temperature with velocity vectors
at z = -4.2 m.
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4.7.3

Streamlines

Figure 4.157. Streamline view from +z and –z directions.

4.7.4

Wall Y+ Values

Table 4.31. ProtoDUNE Wall Y+ Values.

Outside Walls
CPA

ProtoDUNE
Average
St. Dev.
0.447
1.610E-01
0.143
8.517E-02

Figure 4.158. Wall Y+ Values of outside and inside walls.
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4.7.5

Plots
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Figure 4.159: Residual Plot of ProtoDUNE Simulation.

4.7.6

Impurity Level Statistics
The minimum, maximum, and standard deviation of the normalized impurity level

in the field cage for each simulation is included in the tables below. The levels are
expressed as a percent difference from the average.
Table 4.32. Impurity ranges for each simulation.

ProtoDUNE
Max Value
Min Value
Standard
Dev.

1.72%
-10.24%
4.07E-03

The normalized minimum, maximum, and standard deviation were monitored as
the solution progressed, and it was observed that these values continue to fluctuate with
each iteration of the solution when the simulation had reached steady state. The
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normalized values of minimum, maximum, and standard deviation of impurity in the field
cage were normalized using the average impurity level in the field cage at the point the
sample was taken. The average was updated before each sample was taken.
This monitor of the normalized impurity was only included on the two latest
simulations, which were the trimmed mesh simulation with standard operating conditions
and the half LAr flow rate simulation. Table 4.31 shows the ranges of the minimum,
maximum, and standard deviation of the impurity level in the field cage.

Table 4.33. Impurity minimum, maximum, and standard deviation variation for each simulations.

Variation of…
Scaled Maximum
Scaled Minimum
Scaled Standard
Deviation

ProtoDUNE
Minimum
Maximum
1.14%
2.15%
-14.61%
-7.55%
3.63E-03
4.83E-03

The average impurity concentration in the volume of the cryostat was tracked to
determine convergence of the passive scalar solution. Figure 4.182 shows the volume
average of impurity concentration throughout each simulation. In order for these number
to be meaningful, they should be scaled so that the top surface flux is equal to the actual
value expected for the cryostat.

Concentration [kg Water/kg
LAr]
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Figure 4.160. Volume average concentration at current solution.

The spike at about 90,000 iterations is due to an error being corrected while the
simulation was running. The top surface was inadvertently set as having a slip wall
condition, but it should have been no-slip. The no-slip condition was found to provide
more accurate heat transfer when analyzing the 35 Ton cryostat.
4.7.7

Temperature Statistics

Temperature [K]
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88.6
88.4
88.2
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Iteration
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Figure 4.161. Plot of average volume temperature for each mesh and scenario.
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The spike at about 90,000 iterations is due to an error being corrected while the
simulation was running. Initially, the top surface was set as having a slip wall condition,
but it should have been no-slip. The no-slip condition was found to provide more
accurate heat transfer when analyzing the 35 Ton cryostat.

Table 4.34. Temperature Statistics within the Field Cage for Different Operating Conditions

ProtoDUNE

Average Maximum
[K]
[K]
88.41
88.46

Minimum
[K]
88.40

Range
[K]
0.06

Table 4.35. Final Inlet and Outlet Temperatures for Different Operating Conditions

ProtoDUNE

Inlet
Temperature [K]
88.85

Outlet
Temperature [K]
88.41

Standard
Deviation [K]
2.17E-03
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5. CONCLUSIONS AND FUTURE WORK
5.1 Conclusions


The models created by SDSU agree with the available experimental data of the 35
Ton prototype and with the CFD simulations conducted by Erik Voirin at Fermilab.



The mesh types used for the CFD model (polyhedral vs the hexahedral trimmed cell
mesh) provide solutions that are in agreement with one another. However, the
polyhedral mesh requires more iterations and time (approximately 30% more) to
solve the passive scalar for impurity distribution. This indicates a preference of using
the trimmed cell mesh moving forward.



Simulating half the cryostat reduces the calculation time in half. The results of the
symmetric half model of V1 match closely with the full V1 model, and it is
appropriate to use for analysis when the configuration of the detector is symmetric.



The methods employed by SDSU for CFD models of the detector may be applied to
other detector designs and operating scenarios.



The addition of multiple LAr inlets and outlets for the latest designs provides a
significantly more uniform impurity distribution than the single inlet/single outlet of
the V1 design.



The CFD results with the electronics turned off, which reduces the heat being
generated within the field cage, has a minimal effect on the flow patterns and
impurity concentrations in the cryostat.



The absence of the CPA planes has an effect on the velocity and temperature
distribution nearest the LAr inlet, which causes the flow to dissipate more rapidly in
this region. However, the remainder of the cryostat is minimally affected.
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The CFD results for no inlet heat addition indicate the LAr does not rise as quickly
once it enters the cryostat since it is colder than previously modeled.



Simulations of the fluid flow, temperature, and impurity distributions were obtained
for the ProtoDUNE cryostat. Results from these simulations can be used with data
obtained from the operational cryostat to further validate the CFD methods.

5.2 Future Work


One possible operating condition of the LBNF cryostat that was not simulated in this
study is having incoming argon that is colder than the bulk argon. This would be a
similar situation to the 35 Ton cryostat, which creates a different distribution of
impurities due to the cold incoming argon remaining on the bottom of the cryostat.



In an attempt to obtain higher fidelity results, as large eddy simulation (LES) method
of turbulence modeling could be used. The LES method will require more solution
time and may require further refinement of the mesh, which will further increase the
solution time.



It would be highly beneficial to investigate methods of reducing the solution time of
the passive scalar. Previous attempts did not produce good results, but further
investigation could yield a better method.



Further grid reduction and refinement in key areas could reduce the number of
computational cells while keeping enough refinement in important areas. In the
ProtoDUNE mesh, some areas have cells that vary in size in a single direction to
provide more refinement in only one direction. These methods could be applied to the
LBNF simulations as well to reduce the mesh size.
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Additional CPA, APA, and FC plane locations are being considered by Fermilab for
the LBNF cryostat, which could be simulated and compared to existing simulations.
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