Abstract. Appropriate precautions in the case of flood occurrence often require long lead times (several days) in hydrological forecasting. This in turn implies large uncertainties that are mainly inherited from the meteorological precipitation forecast. Here we present a case study of the extreme flood event of August 2005 in the Swiss part of the Rhine catchment (total area 34 550 km 2 ). This event caused tremendous damage and was associated with precipitation amounts and flood peaks with return periods beyond 10 to 100 years. To deal with the underlying intrinsic predictability limitations, a probabilistic forecasting system is tested, which is based on a hydrological-meteorological ensemble prediction system. The meteorological component of the system is the operational limited-area COSMO-LEPS that downscales the ECMWF ensemble prediction system to a horizontal resolution of 10 km, while the hydrological component is based on the semi-distributed hydrological model PREVAH with a spatial resolution of 500 m. We document the setup of the coupled system and assess its performance for the flood event under consideration.
Abstract. Appropriate precautions in the case of flood occurrence often require long lead times (several days) in hydrological forecasting. This in turn implies large uncertainties that are mainly inherited from the meteorological precipitation forecast. Here we present a case study of the extreme flood event of August 2005 in the Swiss part of the Rhine catchment (total area 34 550 km 2 ). This event caused tremendous damage and was associated with precipitation amounts and flood peaks with return periods beyond 10 to 100 years. To deal with the underlying intrinsic predictability limitations, a probabilistic forecasting system is tested, which is based on a hydrological-meteorological ensemble prediction system. The meteorological component of the system is the operational limited-area COSMO-LEPS that downscales the ECMWF ensemble prediction system to a horizontal resolution of 10 km, while the hydrological component is based on the semi-distributed hydrological model PREVAH with a spatial resolution of 500 m. We document the setup of the coupled system and assess its performance for the flood event under consideration.
We show that the probabilistic meteorologicalhydrological ensemble prediction chain is quite effective and provides additional guidance for extreme event forecasting, in comparison to a purely deterministic forecasting system. For the case studied, it is also shown that most of the benefits of the probabilistic approach may be realized with a comparatively small ensemble size of 10 members.
Correspondence to: S. Jaun (simon.jaun@env.ethz.ch)
Introduction
During the period from 19 to 23 August 2005, Switzerland and neighbouring countries were hit by a heavy precipitation event. Because of a predisposed hydrological situation, the soils were already saturated and could not absorb the additional intense rainfall of up to 300 mm within 48 h (cf. Fig. 1 ). As a consequence, the water levels in rivers and lakes rose dramatically, causing flooding in many regions. In areas with steep terrain, landslides and mudflows occured and many people had to be evacuated. Several fatalities resulted and the total financial losses reached approximately 3 billion Swiss Francs (MeteoSchweiz, 2006; Bezzola and Hegg, 2007) .
In order to plan appropriate measures to mitigate the effects of such extreme precipitation events, hydrological forecasts with long lead times (>24 h) are needed. For the horizontal scales considered, such forecasts are only possible with the use of coupled hydrometeorological models, driven by quantitative precipitation forecasts (QPF). Long lead times are accompanied by larger uncertainties, especially for meteorological forecasts. As it would be imprudent to simply ignore these uncertainties (Pappenberger and Beven, 2006) , probabilistic forecasts can be applied. Probabilistic forecasts in terms of ensemble forecasts are established for operational meteorological forecasts and are now more frequently used for hydrological problems (e.g. Pappenberger et al., 2005; Roulin and Vannitsem, 2005; Siccardi et al., 2005; Rousset et al., 2007; Komma et al., 2007; Verbunt et al., 2007) .
In general, the output uncertainty of a hydrological model is affected by several components. The main sources of initial state of the model), the model uncertainty (uncertainty from parameters and the conceptualization) and the input uncertainty (uncertainty from the meteorological data used to drive the model) (Vrugt et al., 2005) . In this work, the main focus will be on the input uncertainty, as forecasted meteorological data is regarded as the most uncertain component (Todini, 2004) . Meteorological ensemble prediction systems (EPSs) are operationally available at the global scale from, e.g. the US National Center for Environmental Predictions (NCEP, Toth and Kalnay, 1997) , the European Centre for Medium Range Weather Forecasts (ECMWF, Molteni et al., 1996) and the Meteorological Center of Canada (MSC, Houtekamer et al., 1996) . The spread of the ensemble members represents mainly the initialization uncertainty of the meteorological model, which is considered as the main source of uncertainty for large scale atmospheric patterns in forecasts up to 3-5 days (Buizza, 2003) . As these large scale numerical mod- els are not accurate at modeling local weather, because local sub-grid scale features and dynamics are not resolved, dynamical downscaling methods are applied by use of a limited area model (e.g. COSMO-LEPS, nested into the ECMWF ensemble, described in the following section). In terms of computational time, a dynamical downscaling is expensive and thus it is not feasible to downscale the full global ensemble for everyday operational applications. Therefore the ensembles are normally reduced and only a subset of its members is used.
In an earlier study, the effect of this reduction of ensemble size on spread was investigated for a coupled meteorologicalhydrological ensemble system (Verbunt et al., 2007) . Here, we investigate the reprensentativeness of the reduced ensemble by means of quantitative statistics and discuss problems associated with its interpretation. This complementary approach was chosen in order to analyse all the information contained in the ensemble, as spread alone indicates only the expected uncertainty of the forecast, and not its actual skill. This is an important question with regard to the usability of a probability forecast during an extreme event.
This paper investigates the benefit of using a coupled meteorological-hydrological ensemble approach for extreme flood forecasting, using the August 2005 event as a case study. In addition to selected gauges, the full extent of the study area is considered, which consists of the upper Rhine basin down to the gauge Rheinfelden, encompassing an overall area of 34 550 km 2 . To account for inhomogeneities in topography, atmospheric processes and runoff regimes, the domain is further divided into 23 subcatchments (cf. Fig. 2) , based on the setup described in Verbunt et al. (2006) .
Methods

Deterministic forecasting system
The deterministic hydrological forecasts were driven by the operational weather forecast model aLMo (recently renamed to COSMO-7). This model is the MeteoSwiss implementation of the COSMO model (Consortium for Small-scale Modeling, Steppeler et al., 2003) , using a horizontal gridspacing of 0.0625 degrees (7 km) and 45 model levels. Six meteorological surface variables (temperature, precipitation, humidity, wind, sunshine duration derived from cloud cover, global radiation) are downscaled to 500 m grid-spacing (bilinear interpolation, temperature adjusted according to elevation by adopting a constant lapse rate of 0.65 • C/100 m), to meet the grid size requirements of the hydrological model.
The semi-distributed hydrological model PREVAH (Viviroli et al., 2007 ) is then applied with hourly time steps, resulting in a deterministic 72 h hydrological forecast (subsequently referred to as HALMO). PREVAH (Preciptation Runoff EVApotranspiration Hydrotope) uses hydrologic response units (HRUs, Flügel, 1997) and the runoff generation module is based on the conception of the HBV-model (Bergström and Forsman, 1973; Lindström et al., 1997) , adapted to a spatially distributed application. Further information on the model physics, structure, interpolation methods and parameterisations can be found in Gurtz et al. (1999) , Gurtz et al. (2003) and Zappa (2002) . The initial conditions of the hydrological model are obtained from a continuous reference simulation driven by meteorological observations (HREF).
Ensemble prediction system
The meteorological ensembles originate from the operational global atmospheric EPS of ECMWF with 51 members. The global atmospheric model is run with a horizontal resolution of T255 (equivalent to about 80×80 km 2 ) using 40 vertical model levels. The generation of the ensemble is based on singular vectors to create optimally perturbed initial states (Buizza and Palmer, 1995) . This information is downscaled by the limited-area EPS COSMO-LEPS (Marsigli et al., 2005; Montani et al., 2003) . Due to computational constraints, the operational COSMO-LEPS refines a subsample of 10 representative ensemble members, selected by a cluster analysis (Molteni et al., 2001 ). Prior to the clustering analysis, the preceding EPS simulation from the previous day is combined with the actual forecast. Hence the clustering is applied to a recombined ensemble consisting of 102 members. This procedure, using 'old' forecast information, generally results in a widening of spread of the reduced ensemble. The clustering identifies similar circulation patterns based on the analysis of wind, geopotential and humidity on three pressure levels (500 hPa, 700 hPa, 850 hPa) for two lead times (96 h, 120 h).
From the resulting 10 clusters, the respective representative cluster members (RM) are selected and dynamically downscaled over a domain covering central and southern Europe. These ensemble members are run on a rotated spherical grid with a horizontal grid-spacing of 0.09 • ×0.09 • , equivalent to about 10×10 km 2 , and 32 model levels (LEPS10). They are run up to 132 h with a three-hourly output interval.
The resulting high-resolution meteorological ensemble forces a hydrological ensemble prediction system (HEPS10). The treatment of the meteorological variables is analogous to the treatment of the aLMo variables. The cluster sizes can optionally be used to weight the RMs of HEPS10 (HEPS10w). No additional perturbations were realised at the level of the hydrological model, e.g. for consideration of initialization uncertainties.
For the period of the case study considered and in distinction to the operational COSMO-LEPS, the full 51-member EPS was downscaled by using the LEPS methodology, nesting the COSMO model on each EPS member. The resulting full ensemble (HEPS51) will be used to assess the potential loss in forecast skill associated with the reduction of the ensemble size through cluster techniques.
Set-up of simulations
For the quantitative analysis we focus upon a 60-h time window (cf. Fig. 3 ) covering the event period (21 August 2005, 12:00 UTC -23 August 2005, 24:00 UTC). Forecast performance will be assessed for three different overlapping forecast periods, with forecasts initialized at 00:00 UTC on 19, 20 and 21 August (corresponding to maximum lead times of 120 h, 96 h, 72 h, respectively). For each of these forecast periods consideration is given to the HALMO, HEPS10 and HEPS51 forecasts.
The meteorological EPS forecasts are initialized at 12:00 UTC and span 132 h. The first 12 h are not considered for the hydrological coupling, resulting in a forecast range of 120 h. This cutoff considers the temporal availability of the operational forecasts.
As the forecast of HALMO only spans 72 h, it was extended to the 120 h forecast range of HEPS10 and HEPS51 by using persistence for all meteorological variables, except precipitation, which was set to zero. This is justified for the HALMO simulation starting on 20 August, as the forecast range contains most of the precipitation leading to the event, but bears some simplification for the HALMO simulation starting on 19 August. 
Validation methodology
Event discharges were estimated for the defined event period of 60 h, in order to assess the representation of runoff volumes by the model chain. Exceedance probabilities were calculated for the aforementioned 60-h time window (cf. Fig. 3 ) for an event size corresponding to a 10 year recurrence period. For each of the 23 catchments considered, the corresponding discharge thresholds were taken from estimates of the Swiss Federal Office for the Environment (published on the internet, see http://www.bafu.admin.ch/hydrologie). This analysis targets the occurrence of flood peaks, but does not assess the timing of the forecast.
To perform a probabilistic verification of the time series within the time window considered, we use the Brier skill score (BSS) described in Wilks (2006) . This score is widely used for the evaluation of probabilistic forecasts in meteorological sciences (e.g. Nurmi, 2003) . In deterministic hydrological applications, the Nash-Sutcliffe coefficient (E, Nash and Sutcliffe, 1970 ) is widely used for evaluation purposes (Legates and McCabe, 1999; Ahrens, 2003) . By briefly introducing both scores (BSS and E), it will be demonstrated that the BSS can be regarded as a probabilistic analogue of E.
The usual formulation of E is given by
Here y t and o t denote the forecasted and observed time series, respectively, andō the mean of the observations over the forecast period. The right-hand side of Eq. (1) shows that E may be interpreted as the skill score associated with the mean squared error (MSE). As any skill score, it measures the improvement of a forecast relative to a reference forecast (here taken as a forecast of the correct mean dischargeō). This is consistent with the interpretation of E as the coefficient of determination (representing the fraction of variability in o t that is contained in y t ). The BSS is based on the Brier score (BS) where
It represents the mean squared error of the probability forecast, where py t denotes the forecasted probability for the occurrence of the event, and po t describes the observation at the corresponding time step t (with n denoting the number of time steps). If the event is observed (not observed) at time t, we have po t =1 (po t =0). The BS is bounded by zero and one. While a perfect forecast would result in BS=0, less accurate forecasts receive higher sores. A comparison of the BS against the mean squared error (MSE) shows the analogy between the two measures. The two scores only differ in that the squared differences are taken from the effective value of the forecasted variable in the case of the MSE, while for the BS they are taken from the forecast probabilities and the subsequent binary observations (Wilks, 2006) . The BSS is finally obtained by relating the BS of the forecast to the BS of a reference forecast according to
The BSS can take values in the range −∞≤BSS≤1. Whereas BSS>0 indicates an improvement over the reference forecast, a forecast with BSS≤0 lacks skill with respect to the reference forecast. In meteorological applications, the reference forecast is usually taken as the climatological event frequency. Here instead we use the observed event frequency as reference, i.e.
wherepo denotes the frequency of observed occurrence of the event in the n time steps considered. Comparing Eq. (3) and Eq. (4) with Eq. (1), an analogy between BSS and E (consistent with the above argumentation regarding BS and MSE) emerges and E can be interpreted in the same way as BSS for probabilistic forecasts. E can take values in the range −∞≤E≤1, with E>0 indicating an improvement over forecasting the observed event mean, while E≤0 shows no additional skill. As a consequence, BSS as defined above, can be regarded as the probabilistic representation of E. We use the observed event frequency during the respective forecast period for three main reasons: (a) to resolve the temporal evolution of the runoff peak also for catchments not reaching extreme runoff values (catchment and event specific thresholds), (b) to circumvent the sometimes uncertain statistics of recurrence period calculations for extreme events and (c) to gain the possibility to directly compare the validation of forecasted runoff to the validation of forecasted areal precipitation.
The same score as for runoff (BSS) is also calculated for observed spatially interpolated precipitation used to drive HREF and the respective quantitative precipitation forecasts (from aLMo, LEPS10 and LEPS51), aggregated over the catchment areas. The time window for precipitation analysis (60 h, cf. Fig. 3) was shifted backwards by 6 h, considering the retarding effect of the hydrological system, therefore slightly reducing the maximum forecast lead times.
In this paper we chose the median of HREF (for precipitation the median of the observation) during the event period as the threshold for event occurrence, and thus define the 'observed' event frequency as 0.5. We substitute the runoff observations with HREF to eliminate the additional uncertainties introduced by the hydrological model. This allows us to concentrate on the ensemble properties of the forecasts.
The worst possible forecast (in terms of BSS) would be one that misses all occurring events, while forecasting events at all time steps with no event occurrence in the reference run. With the given reference event occurrence probability of 0.5, this would result in a BSS=−3.
Results and discussion
Analysis in selected catchments
Figure 4 allows us to discuss important features of a probabilistic hydrologic forecast. Hydrological hindcasts forced by the presented meteorological systems are shown, starting on 20 August for selected gauges. The forecasts correspond to the 96 h maximum forecast lead time, as defined in Fig. 3 . The deterministic simulation HALMO shown in Fig. 4a  performs forecast systems cannot be evaluated a priori due to a lack of statistical data regarding similar situations. The need for this is evident, as shown in Fig. 4b , where HALMO strongly overpredicts the event, reaching values of the most extreme HEPS10w ensemble member. This demonstrates the ability of the ensemble to classify a corresponding deterministic forecast in terms of occurrence probability, i.e. whether the deterministic forecast is likely or not. Therefore the spread of the ensemble can be interpreted as the uncertainty of the deterministic simulation, given that the deterministic and probabilistic runs are based on the same model chain. In a strict probabilistic view, the deterministic simulation would actually be only an additional ensemble member, which could potentially be given more weight taking into account its higher resolution. In Fig. 4a the median of the full ensemble almost perfectly captures the observed runoff peak. The use of the ensemble median or mean is sometimes proposed in order to reduce the complexity of an ensemble interpretation, and thereby converting the ensemble into a deterministic simulation. This is discouraged however (Collier, 2007) , because such a reduction can compromise an evaluation as shown by Ahrens and Walser (2008) . Indeed, the median of HEPS10w completely misses the runoff peak, in contrast to that of the full ensemble (HEPS51). In contrast to the ensemble median, the interquartile range (IQR) from the HEPS10w differs only slightly from the HEPS51 IQR, indicating a proper representation of the full ensemble. The observed runoff is well captured by the IQR of both the full and the reduced ensembles.
In Fig. 4b , the HEPS51 IQR again captures the observed runoff. The HEPS10w IQR on the other hand, is lower and does not capture the observed runoff perfectly, and is therefore less representative of the full ensemble than in Fig. 4a .
The influence of a less than optimal representation of the full ensemble is discussed later. HREF (Fig. 4b) peaks too early and is too low, probably an effect of the simplified representation of lakes within the model (linear storages; Verbunt et al., 2006) , without consideration of lake regulations. In both Fig. 4a and 4b , the spread of each ensemble, which represent the uncertainty of the ensemble forecast, grows rapidly before narrowing again towards the end of the event. This behavior cannot be represented by the error statistics of a deterministic forecasting system, which would yield an uncertainty, that grows monotonically in time.
Assessment of exceedance probability of flood thresholds
In the previous subsection only two selected catchments were discussed. In order to evaluate the performance of the system over the full study area during the event period (cf. Fig. 3 ), exceedance probabilities for a 10 year recurring event (HQ10) were tested. The red framed boxes in Fig. 5 indicate catchments where observed runoff exceeded the HQ10. The sub-squares represent the different lead times for HEPS51, HEPS10w, HEPS10 and HALMO. The different grey tones show the fraction of the respective ensembles reaching the threshold. Thus, black indicates an exceedance of the HQ10 with a 100% probability and white indicates that this threshold was not reached by any of the ensemble members. For HALMO, the boxes are either black or white. In general, most catchments where observed runoff exceeded the HQ10 (i.e. red framed boxes), show darker sub-boxes, indicating that the models often also reached an HQ10 at least once within the time-window. One exception to this is catchment C6. Here, simulations were not able to capture the runoff peak during the event, although the general simulation performance during calibration/verification shows no noticeable problem (NashSutcliffe coefficient: 0.87/0.81). A closer look at an event occurring in 1999, reveals that runoff simulations for C6 also underestimated this event. A calibration giving more weight to correctly resolved extreme peaks might help in this case (although possibly at the expense of the overall performance).
The large-scale precipitation pattern (cf. Fig. 1 ) and the resulting pattern of peak runoffs (cf. Fig. 5 ) with peak intensity along the northern slope of the Alps is generally well captured by the meteorological-hydrological modeling system. Even the deterministic simulation HALMO (last row in Fig. 5 ) shows surprisingly good results (note that the 120 h lead time simulation is contaminated by the extension past its true forecast range, cf. Fig. 3 ). The positive results at 96 h and 72 h can be attributed to the generally high atmospheric predictability of the event (Hohenegger et al., 2008) .
It should be mentioned, that an evaluation based on one single threshold (i.e. exceedance of HQ10) does not penalise a forecast that overshoots this threshold. While the spatial distribution of the deterministic QPF was quite accurate, an overprediction certainly occurred in the case of the forecast with the shortest lead time (72 h) (MeteoSchweiz, 2006) , which artificially enhances the skill in those catchment where the observation exceeded the threshold. HEPS51 shows some advantage over the reduced ensembles, especially for the longest lead time (120 h), and only a marginal difference is visible between HEPS10 and HEPS10w. The ensembles show some clear advantages over the deterministic simulation when observed runoff values are either just below or above the threshold (e.g., C23 with an event peak reaching a recurrence period of 5 to 10 years). While the deterministic simulation can provide only "yes" or "no" information, around half of the members from the three ensembles reached the threshold, with the other half remaining below, actually providing reliable forecast information and demonstrating the advantage of a "smoothed" threshold. Tests using HQ50 instead of HQ10 (not shown) yield very similar results, although the fraction of catchments reaching the threshold is smaller, resulting in a slight increase of the overall false-alarm rate (especially occurring for the shortest lead time). It is important to keep in mind, that a possible forecast product based on a figure similar to that in Fig. 5 only provides a quick overview as to where the situation could become critical. In practical applications however, it should be used in combination with the related hydrograph plots (cf. Fig. 4 ). Figure 6 shows the event discharges for the two example catchments in Fig. 4 (C12, C21) and catchment C23, which captures the out-flow from all catchments and thus represents the entire study area. Results from hindcasts starting on 20 August, corresponding to 96 h lead time, are shown. The ensemble spreads for HEPS51 nicely capture both observed runoff and HREF in all three catchments. The weighted ensemble HEPS10w improves the results with respect to HEPS10 for catchment C12, while for C21 the effect of the weighting is less pronounced. In addition, HALMO shows remarkably good performance for C12 and C23 for the presented lead time (96 h), as noted in the previous section. For catchment C23, all simulations show a distinct reduction in ensemble spread and error. This indicates an overall decrease in uncertainty for forecasts over larger areas (i.e. differences in forecasts for small catchments even out over larger areas).
Evaluation of event discharge
The general performance of an ensemble is determined by the relation between the error of the median of the ensemble with respect to the reference, and the spread of the ensemble. Assuming a perfectly calibrated probabilistic forecast, the following relation between the two variables should be found: the median of the error distribution should exactly match half the ensemble IQR (Lalaurette et al., 2005) . Thus, a higher median error should be accompanied by a wider spread in order to account for the ensemble uncer- tainty. Considering this relationship for all catchments and lead times, HEPS10 tends to slightly underestimate spread, although the weighting improves this to some degree. Both the underestimation in spread (HEPS10) as well as the improvement through weighting (HEPS10w) can be seen for all catchments in Fig. 6 . While the median of HEPS10 and HEPS10w only slightly differ, the spread of HEPS10w is providing a better coverage of the measured runoff and HREF. Strong deviations from this generalization are found for the longest lead time, where high values occurred for median errors without the necessary compensation through a widened spread (reasons for this are discussed in greater detail in Sect. 3.5). HEPS51 does not show this behavior and generally provides the necessary spread to cover the uncertainty.
Probabilistic verification of time series
The evaluation of exceedance probabilities and event discharges alone do not address the temporal evolution of the hydrographs. As a result, it is not clear whether the simulations peak too early or too late. Although an evaluation based on hourly time steps is quite a challenge for a model system (especially in the case of an extreme event), the next logical step is an evaluation of the temporal evolution using the Brier Skill Score (BSS). In Table 2 we compare HEPS51, the weighted ensemble HEPS10w, the unweighted HEPS10 and HALMO against HREF, using the mean event runoff from HREF as a threshold. The use of HREF as the reference for the BSS calculation, in place of the observed hydrographs, allows hydrological uncertainties to be excluded. Using HREF in place of the runoff observations generally yields higher scores (e.g., +0.11 on the median score of HEPS51). The skill of the precipitation forecasts (time series of the catchment mean) was calculated analogously, using the hourly time series of the observed spatially interpolated precipitation on the respective catchment as reference, and its median as threshold.
In the case of the deterministic forecast (HALMO), the longest lead time is suppressed (na) in Table 2 . While showing good results for threshold exceedance, HALMO generally has lower skill scores than the ensembles. For the lead time of 96 h, HALMO median runoff skill scores almost reach the level of HEPS10, reflecting the correct distribution of precipitation with only a slight overestimation (MeteoSchweiz, 2006) . This is not visible in the median BSS for precipitation alone, as the precipitation forecast still needs to be elongated by 18 h. For the shortest lead time, the median performance of HALMO is compromised by the pronounced overestimation in precipitation and runoff.
Regarding the ensembles, an increase in skill with shorter lead times for all ensemble sizes is evident. Scores for precipitation alone suffer much more from the decrease in predictability with longer lead times and are generally lower than those for runoff. This is the case, since the scores for runoff profit from the information stored within the hydrological system (soil moisture, status of water storages) as well as from the filtering effect of the direct input (smoothing through the retarding effect of the hydrological system through the different water storages). This applies to most of the individual catchments as well as for the mean values of the ensemble simulations. ensemble size Fig. 7 . Median BSS for sampled ensembles from HEPS51 with gradually reduced ensemble sizes, shown for catchment C10 (blue, with 90% quantile). BSS for HEPS10w (red, marked at effective ensemble size), HEPS10 (green) and HALMO (black) are additionally marked.
Representativeness of the reduced ensemble
In Table 2 , a general loss of information due to the reduction of the ensemble size is found for runoff as well as for precipitation in almost all catchments (i.e. the score is worse for HEPS10 compared to HEPS51 for the corresponding initialization time). The weighting of the reduced ensemble compensates for this loss of information to some extent. This is not the case for precipitation alone, where weighting actually worsens BSS. Since the general performance of an ensemble is determined by the relation between the error of the median of the ensemble with respect to the reference and the spread of the ensemble, a higher median error should be accompanied by a wider spread to account for the uncertainty. Because the relation between the median error and the IQR changes through the application of the hydrological system (the median error experiences a stronger reduction than IQR), the weighting shows a different effect for precipitation. Relative shifts of the median error show a larger effect especially for low scores, without being able to compensate with a widened spread.
The observed loss of information by the reduction in ensemble size (from HEPS51 to HEPS10) shown in Table 2 , leads to the question of representativeness of the reduced ensemble. To test the representativeness of reduced ensembles and the influence of the weighting, a statistical analysis was carried out. For this purpose we decreased the member size of the full ensemble step-wise by one ensemble member from 51 to one, and sampled 1000 of the possible member combinations of the full ensemble for each step, with the exception of ensemble sizes 1, 50 and 51, where the maximum of possible member combinations was used. With a sample size of 1000, the possible member combinations are well represented, while the amount of data is still easily manageable.
Consideration of small ensembles leads to a negative bias of the BSS (Müller et al., 2005; Weigel et al., 2007a) . By comparing the skill scores at the respective ensemble sizes, we do not need to correct this bias. A reduced ensemble therefore represents the full ensemble if its skill is equal to the median skill of the sampled member combinations at the respective ensemble size. The analysis was performed for all of the catchments using the evaluation time window for the three different forecast lead times. Figure 7 shows the dependence of skill score on ensemble size for catchment C10 for the shortest lead time (72 h). The blue circles and the vertical bars mark the median BSS of the 1000 ensemble samples at each member size with 90% confidence interval. Some general ensemble properties are nicely reproduced: The reduction in median skill with smaller ensemble size is accompanied by an increase in spread (of the skill values). A saturation effect is also visible at member sizes of 5 to 15. For larger ensemble sizes, the median BSS no longer increases significantly, while the spread of the skill score decreases continuously. The risk of a forecast failure through an unfavorable selection of representative members is thus reduced. The choice of the ensemble size for the reduced ensemble (10 members) seems reasonable, as it lies within the region of saturation and has a noticeable reduction in skill score spread. The BSS of HEPS10 is slightly below the median sampled BSS. Weighting the reduced ensemble (HEPS10w) further improves the match. The weighted ensemble HEPS10w is marked at the position of its effective ensemble size
This reduction by a nonuniform weight (w) distribution is qualitatively understandable, when looking at the two extreme weighting possibilities. If all ensemble members are equally weighted (w=0.1), the unweighted case of HEPS10 is reproduced. At the other extreme, if all weight is assigned to a single ensemble member and the others receive zero weight, the effective ensemble collapses to a single member ensemble. For all other weight distributions the effective ensemble size lies somewhere in between these two extremes (Weigel et al., 2007b) . The skill score for HALMO in Fig. 7 is well below the ensemble scores, which is generally reflected in Table 2 . Compared to the ensemble sample at member size 1 (consisting of the 51 individual ensemble members), HALMO outperforms the ensemble median. HALMO probably profits from the smaller grid-spacing of 7 km instead of 10 km used for the ensembles. Fig. 7 for all catchments and lead times. In order for HEPS10 (or HEPS10w) to optimally represent HEPS51, the median and quantiles of the respective reduced ensemble BSS should match those of the sampled BSS at the respective ensemble size. The median BSS of HEPS10 is slightly lower than that of the median sampled BSS, and its lower quantiles show a further decrease. The weighting with the represented cluster sizes (HEPS10w) improves the match of the statistical properties, specifically for the quartiles and the median. This is an effect of the widened ensemble IQR which occurs through weighting (especially for the 96 h lead time as apparent from Table 2), resulting in a better representation of the ensemble uncertainty. The effect of the weighting on the ensemble median error is less important in comparison to spread. This is not true for low skill values, where a weighting actually worsens the BSS. The low skill values can be matched to the longest lead time of 120 h, as apparent in Table 2 , where the median skill does not benefit from weighting. Even though the weighting still increases the ensemble IQR (for 17 out of 23 forecasts), it actually decreases the spread of the 10-90% ensemble quantile (in 18 out of 23 forecasts). The high value of the ensemble median error averaged over all catchments for 120 h lead time (0.17 mm, compared to 0.07 mm and 0.06 mm for 96 h and 72 h) without the necessary increase in spread explains the reduction of the BSS at low skills by weighting. Figure 8 shows that not only HEPS10w, but also HEPS10 does not properly represent HEPS51 on low skills (matching the 120 h lead time). This can be traced back to the used clustering methodology with recombination (based on twice 51 EPS members, cf. Sect. 2.2). The recombination with old forecast information favors the selection of representative members with low runoff values and therefore underestimates the event.
Besides the recombination, the clustering methodology itself can affect the skill of the forecasts, as it is based on largescale weather patterns over the full COSMO-LEPS domain. This does not necessarily result in the ideal set of representative members for the considered, relatively small, subdomains (i.e. catchments), especially as the quantitative precipitation amounts, which are of major importance for the hydrological forecast, are not directly considered for the clustering (Molteni et al., 2001) . As the (median) loss in skill is not dramatic, it seems justified to use the reduced ensembles, although one is faced with potentially lower skill for specific catchments and lead times.
Conclusions
Using the extreme Alpine flood of August 2005 as a case study, we find a good hindcast performance of the applied coupled meteorological-hydrological ensemble forecast system. Statistical tests demonstrates that the use of the reduced ensembles with representative members seems justified, while weighting further improves the skill of the system (except on low scores). The median BSS of HEPS10w of 0.29 for all catchments and lead times shows that the forecast system has useful skill. While the deterministic hindcast shows good results for a lead time of 96 h, the forecast with a lead time of 72 h strongly overpredicts the event. This illustrates the effect of "badly" chosen (versus "well" chosen) initial conditions of the meteorological model, a difficulty which can be accounted for by the use of ensembles. The additional probabilistic information resulting from the ensemble therefore helps to classify the deterministic forecast, and provides useful information about its uncertainty.
An obvious practical application of the medium forecast ranges are "wake up calls". The significantly higher skill of the coupled meteorological-hydrological system in comparison to the meteorological precipitation forecast shows the importance of the filtering through the hydrological system and the overall added benefit of the coupled model system.
To assess the applicability of the proposed meteorologichydrologic forecast system for day-to-day application, a hindcast study providing two years of continuous probabilistic hindcasts is currently in progress. While the current study, using a unique extreme event, puts the emphasis on the impact of the ensemble size, the work on the longer time series will concentrate on the role of the lead time, the extension to several skill scores as proposed by Laio and Tamea (2007) and an evaluation for a wide range of weather situations.
