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1 Predgovor
Pri£ujo£i zapiski so nastali kot ²tudijski pripomo£ek ²tudentom pri predmetih Analiza
III in Analiza IV. V sklopu teh dveh predmetov je zajeta ²iroka paleta snovi, ki obsega
metri£ne prostore, funkije ve£ spremenljivk, mnogoterne integrale, Fourieorovo analizo,
krivulje, ploskve in polja s krivuljnimi ter ploskovnimi integrali.
Pri£ujo£a zbirka je posve£ena Fourierovi analizi. Kolikor mi je poznano se lahko ma-
tematike nau£i² le tako, da matematiko dela². Tak konept podajanja snovi je npr. v
u£beniku [10℄, kot tudi v [2℄. Tudi sam sem se odlo£il slediti tej usmeritvi, a v nekoliko
manj²i meri kot v zbirki o Ploskvah. V njej boste sier ²e vedno na²li dokazane izreke,
trditve in leme, ki pa jih spremlja tudi preej nalog teoreti£nega zna£aja, z namigi za
re²evanje. Vabim vas, da jih poskusite re²iti sami  s tem bo tudi zbirka dosegla svoj
namen.
Bojan Kuzma
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2 Fourierove vrste
2.1 Vektorski prostori s skalarnim produktom
Oglejmo si prostor R2. V njem najdemo bazo iz dveh vektorjev e1 := (1, 0), e2 := (0, 1),
ki sta pravokotna in dolºine 1. Vsak drug vektor x = (α1, α2) lahko napi²emo kot x =
α1e1 + α2e2.
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Slika 1: V R2 imamo bazo iz pravokotnih vektorjev ~e1, ~e2. Vsak drug vektor ~x ∈ R2 je
njuna linearna kombinaija.
e ve£, ²tevila αi lahko dobimo tudi s pomo£jo skalarnega produkta: α1 = 〈x, e1〉 in
α2 = 〈x, e2〉, torej
x = 〈x, e1〉 e1 + 〈x, e2〉 e2. (1)
Podobno lahko naredimo tudi v prostoru Rn. Nekaj podobnega pa bomo naredili tudi v
neskon£no-razseºnih prostorih!
Deniija 1. Naj boX realen vektorski prostor s skalarnim produktom 〈_,_〉 : X×X →
R. Vektorja x,y ∈ X sta pravokotna (ali ortogonalna), £e je 〈x,y〉 = 0. Mnoºia vektorjev
S ⊆ X je ortogonalen sistem, £e 〈x,y〉 = 0 za poljubna razli£na vektorja x,y ∈ S.
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Spomnimo, da je skalarni produkt na realnem vektorskem prostoru preslikava z la-
stnostmi
• 〈λx + µz,y〉 = λ 〈x,y〉+ µ 〈z,y〉.
• 〈x,y〉 = 〈y,x〉.
• 〈x,x〉 ≥ 0, in ena£aj velja natanko tedaj, ko je x ni£elni vektor.
Kot takoj²njo posledio prve to£ke vidimo, da je 〈0,x〉 = 0, torej je vektor 0 pravokoten
na poljuben drug vektor.
Za vsak vektor denirajmo ²e njegovo normo s predpisom ‖x‖ := √〈x,x〉. Pravimo,
da je vektor x normiran (ali tudi: enotski), £e je njegova norma enaka 1. Denimo sedaj,
da na² ortogonalen sistem S ⊂ X sestoji zgolj iz normiranih vektorjev. Tedaj mu re£emo
ortonormiran sistem.
Zgled 2. V R2 je npr Sˆ := {0, e1, e2} ortogonalen sistem, ni pa ortonormiran. e mu
odvzamemo ni£elni vektor pa postane elo ortonormiran.
Denimo sedaj, da imamo ortonormiran sistem S := {e1, . . . , en, . . . }, ki sestoji iz
kon£no ali ²tevno neskon£no vektorjev. Poljubnemu vektorju x ∈ X priredimo ²tevila
αk := 〈x, ek〉 ∈ R.
Kak²ne lastnosti imajo koeienti αk?
Zgled 3. V prostoru R2 je mnoºia S := {e1, e2} ortonormiran sistem. Iz (1) in Pitago-
rovega izreka vidimo, da
‖x‖2 = ‖α1e1‖2 + ‖α2e2‖2 = |α1|2 + |α2|2
= |〈x, e1〉|2 + |〈x, e2〉|2 =
∑
e∈S
|〈x, e〉|2
e pa bi vzeli druga£en ortonormiran sistem, npr Sˆ := {e1} pa ne be dobili ena£aja za
vsak vektor x. Kone konev npr. za x := e2 velja ‖x‖2 = 1, toda
∑
e∈S |〈x, e〉|2 =
|〈x, e1〉|2 = 0  ‖x‖2.
Seveda se je to primerilo zato, ker imamo v Sˆ premalo paroma ortogonalnih vektorjev
(ne sestavljajo bazo prostora R2). Male kasneje bomo ortonormiran sistem S, kjer vedno
velja ena£aj imenovali kompleten ortonormiran sistem.
Nekaj podobnega kot v zgornjem primeru velja v vsakem vektorskem prostoru. Da
bomo to lahko utemeljili, si pomagajmo z posplo²itvijo Pitagorovega izreka:
Lema 4 (Pitagorov izrek). e so vektorji v1, . . .vk paroma pravokotni, je
‖v1 + · · ·+ vk‖2 = ‖v1‖2 + · · ·+ ‖vk‖2.
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Dokaz. e je k = 2, imamo
‖v1 + v2‖2 = 〈v1 + v2,v1 + v2〉 =
2∑
i,j=1
〈vi,vj〉
= 〈v1,v1〉+ 0 + 0 + 〈v2,v2〉 = ‖v1‖2 + ‖v2‖2.
Za ve£ vektorjev napi²emo w1 := v1 in w2 := v2 + · · · + vk. Ta dva sta pravokotna, in
lahko nadaljujemo z indukijo na k.
Sedaj za vsako neni£elno naravno ²tevilo n denirajmo vektor
yn :=
n∑
k=1
αkek =
n∑
k=1
〈x, ek〉 ek.
Velja slede£e:
Lema 5. Vektorja yn in zn := x− yn sta pravokotna.
Dokaz.
〈zn,yn〉 = 〈x,yn〉 − 〈yn,yn〉
=
n∑
k=1
αk〈x, ek〉 − ‖yn‖2 =
n∑
k=1
|αk|2 −
n∑
k=1
‖αkek‖2 = 0,
kjer smo v zadnji vrstii uporabili Pitagorov izrek, saj je yn vsota paroma pravokotnih
vektorjev.
Posledia 6. e je S := {e1, . . . , en, . . . } ⊂ X ²tevno neskon£en ortonormiran sistem,
velja Besselova neenakost
∞∑
k=1
|αk|2 ≡
∞∑
k=1
|〈x, ek〉|2 ≤ ‖x‖2 (∀x ∈ X).
Dokaz. Izberimo poljubno naravno ²tevilo n. Ker sta vektorja yn in zn := x− yn pravo-
kotna, je
‖x‖2 = ‖yn‖2 + ‖zn‖2 ≥ ‖yn‖2 =
n∑
k=1
‖αken‖2 =
n∑
k=1
|αk|2
V limiti, n → ∞ je leva stran ²e vedno kve£jemu ve£ja od desne, tj. ‖x‖2 ≥∑∞k=1 |αk|2.
Posebno ugodno je, £e bi dobili ena£aj za vsak vektor x. Kot nam kaºe prej²nji zgled,
tedaj ortonormiranemu sistemu S ne manjka noben vektor, oz. ga ne moremo ve£ raz²iriti
do ²e ve£jega ortonormiranega sistema. Zato je smiselna tale deniija:
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Deniija 7. Mnoºia S = {e1, . . . , en, . . . } ⊂ X paroma pravokotnih, normiranih vek-
torjev je kompleten ortonormiran sistem (ali: K.O.N.S.), £e velja Parsevalova identiteta
‖x‖2 =
∞∑
k=1
|〈x, ek〉|2
za vsak vektor x ∈ X
Opomba 8. Kot vidimo iz dokaza prej²nje posledie tedaj ‖x − yn‖2 = ‖zn‖2 limitira
proti 0, ko n → ∞. Male druga£e povedano: limn→∞〈x, ek〉 ek = limn→∞ yn = x. e
kraj²e:
∞∑
k=1
〈x, ek〉 ek = x
Naloga 9. Kaj to£no pomeni, da zaporedje vektorjev yn limitira proti vektorju x?
Re²itev. Na kratko to pomeni, da za vsak ε > 0 lahko najdemo tako ²tevilo N , da za vsak
indeks n > N velja
‖yn − x‖ < ε
Oglejmo si dva male dalj²a, a toliko bolj pomembna zgleda.
Zgled 10. BodiX := OC[−pi, pi] mnoºia vseh odsekoma zveznih realnih funkij, denira-
nih na intervalu [−pi, pi]. Torej f ∈ X, £e (i) je denirana na [−pi, pi], in (ii) f : [−pi, pi] → R
zvezna povsod, z morebitno izjemo kon£no mnogo to£k, kjer pa naj ima levo in desno li-
mito.
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Slika 2: Leva funkija ni odsekoma zvezna, saj nima leve niti desne limite pri x = 0. Desna
pa je odsekoma zvezna.
Mnoºia X je vektorski prostor za obi£ajno se²tevanje in skalarno mnoºenje funkij
(torej, (f + g) : t 7→ f(t) + g(t) in (λf) : t 7→ λ · f(t)). Kako bi v X uvedli kak²en zanimiv
skalarni produkt? Poskusimo takole: Za odsekoma zvezni funkiji f, g ∈ X denirajmo
〈f, g〉 :=
ˆ pi
−pi
f(t)g(t) dt.
Naloga 11. Preveri, da ima tako deniran predpis vse lastnosti skalarnega produkta, z
izjemo zadnje: Lahko se zgodi, da je 〈f, f〉 = 0, a kljub temu f ni ni£elna funkija. Nasvet:
Poizkusi s funkijo f(t) := 1−| sign(t)|, ki je povsod enaka ni£, z edino izjemo f(0) = 1.
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Slika 3: graf problemati£ne funkije
Problemu, ki je nakazan v prej²nji nalogi se izognemo takole: Rekli bomo, da dve
odsekoma zvezni funkiji predstavljata isti vektor, £e se funkiji razlikujeta kve£jemu v
kon£no mnogo to£kah. Tako npr. f(t) := 1 − | sign(t)| in g(t) := 0 predstavljata isti, v
tem primeru ni£elni, vektor. Nekaj podobnega ºe dolgo po£nemo z ulomki: Dva ulomka
lahko predstavljata isto raionalno ²tevilo.
e torej ne lo£imo med funkijami, ki se razlikujejo le v kon£no mnogo to£kah, pa je
zgoraj denirana preslikava res skalarni produkt.
Naloga 12. Pokaºi, da za odsekoma zvezno funkijo f : [−pi, pi] → R velja: e je´ pi
−pi f(t)
2 dt = 0, predstavlja f(t) ni£elni vektor (tj. f(t) = 0, razen morebiti v kon£no
mnogo to£kah)!
Kako bi dobili kak²en ortonormiran sistem? Denirajmo funkije
e0(t) :=
1√
2pi
ek(t) :=
cos(kt)√
pi
∗
ek(t) :=
sin(kt)√
pi
(k = 1, 2, . . . )
(2)
Naloga 13. Pokaºi, da te funkije sestavljajo ortonormiran sistem v prostoru X.
Kot zgled pokaºimo zgolj pravokotnost en(t) in em(t), kjer n,m ≥ 1. Najprej naj bo
n 6= m.
〈en, em〉 =
ˆ pi
−pi
cos(nt)√
pi
cos(mt)√
pi
dt =
1
pi
ˆ pi
−pi
cos(nt) cos(mt)
=
1
pi
ˆ pi
−pi
cos(n−m)t + cos(n +m)t
2
dt
=
sin(n−m)t
2pi(n−m)
∣∣pi
t=−pi +
sin(n+m)t
2pi(n+m)
∣∣pi
t=−pi= 0 + 0 = 0,
kjer smo upo²tevali, da je sin 0 = 0 = sin(±pi) = sin(±2pi) = . . . .
Kolika pa je norma en(t)?
‖en(t)‖2 = 〈en(t), en(t)〉 =
ˆ pi
−pi
cos(nt)2
pi
dt =
ˆ pi
−pi
cos(2nt) + 1
2pi
dt = 1.
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Ortonormiranemu sistemu {e0(t), e1(t), ∗e1(t), e2(t), ∗e2(t), . . . } bomo posvetili eloten nasle-
dnji razdelek. Pokazali bomo, da je K.O.N.S. Ker ga sestavljajo trigonometrijske funkije,
mu v£asih re£emo tudi trigonometrijski kompleten ortonormiran sistem.
Zgled 14. Oglejmo si ²e en zgled ortonormiranega sistema. To pot za X vzemimo prostor
odsekoma zveznih funkij na intervalu [−1, 1]. Za odsekoma zvezni funkiji f, g : [−1, 1] →
R denirajmo
〈f, g〉 :=
ˆ 1
−1
f(t)g(t)
dt√
1− t2 . (3)
Kot prej je tudi tokrat to skalarni produkt, £e ne lo£imo med funkijami, ki se razlikujejo
kve£jemu v kon£no mnogo to£kah. Ker pa smo v integralu produkt funkij pomnoºili ²e
z w(t) := 1/
√
1− t2, v£asih to dodatno pojasnimo, in re£emo, da je (3) skalarni produkt
z uteºjo w(t).
Naloga 15. Pokaºi, da je skalarni produkt z uteºjo (3) dobro deniran, tj. pokaºi, da
izlimitirani integral konvergira.
Tukaj pa funkije en(t) := cos(n arc cos t); (n = 0, 1, . . . ) sestavljajo ortogonalen sis-
tem. Namre£, za n 6= m je
〈em, en〉 =
ˆ 1
−1
cos(m arc cos t) cos(n arc cos t)√
1− t2 dt = −
ˆ 0
pi
cosmx cosnx,
kjer smo uvedli substituijo arc cos t := x (ter s tem dt/
√
1− t2 = dx). Vrednost zadnjega
integrala je 0, kot se lahko hitro prepri£a vsak sam.
Opomba 16. Funkije em(t) se imenujejo tudi polinomi eby²eva. Dejansko so res poli-
nomi, saj ustrezajo tri£lenski rekurzivni ena£bi
e0(t) = 1
en+1(t) + en−1(t) = 2ten(t)
Imajo zanimivo lastnost, da se med vsemi polinomi stopnje n ravno Cn(t) := 2
1−nen(t) naj-
manj oddalji od absise na intervalu [−1, 1]. Male bolj preizno: Za vsak polinom pn(t)
stopnje n ²tevilo maxt∈[−1,1] |pn(t)| pove, koliko se je oddaljil od absise. In to ²tevilo je
najmanj²e ravno za modiirane eby²eve polinome 21−n cos(n arc cos t).
Zaradi te lastnosti se preej uporabljajo v aproksimaijah.
Naloga 17. Preveri tri£lensko rekurzijo. Nasvet: cos(n+1)x = cosx cos(nx)−sin x sin nx.
Naloga 18. Pokaºi, da so funkije e0(t) := 1/
√
2, ek(t) := cos(kpit) in
∗
ek(t) := sin(kpit)
ortonormiran sistem na intervalu [−1, 1] glede na skalarni produkt
〈f, g〉 :=
ˆ 1
−1
f(t)g(t) dt (4)
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Naloga 19. Legendrove polinome deniramo s predpisom
Pn(x) :=
1
2nn!
dn
dxn
(x2 − 1)n
Pokaºi, da so tudi Legendrovi polinomi paroma ortogonalni na [−1, 1] glede na skalarni
produkt (4).
Re²itev. Za m < n imamo
2n+mn!m!〈Pm(x), Pn(x)〉 =
ˆ 1
−1
(
(x2 − 1)m)(m)((x2 − 1)n)(n) dx
=
per partes
(
(x2 − 1)m)(m)((x2 − 1)n)(n−1) ∣∣∣1
x=−1
−
ˆ 1
−1
(
(x2 − 1)m)(m+1)((x2 − 1)n)(n−1) dx
Izintegrirani del je ni£. Namre£ funkija (x2 − 1)n ima ni£lo stopnje n pri x = ±1. e jo
n−1 odvajamo, ima ²e vedno ni£lo (stopnje ena) pri x = ±1. Torej ((x2−1)n)(n−1) ∣∣
x=±1=
0.
Ostane nam torej
2n+mn!m!〈Pm(x), Pn(x)〉 = −
ˆ 1
−1
(
(x2 − 1)m)(m+1)((x2 − 1)n)(n−1) dx.
Odvajajmo per partes ²e naprej, u = (x2 − 1)m)(m+1) in dv = ((x2 − 1)n)(n−1) dx. Izinte-
grirani del je ni£, zaradi istega razloga kot prej. Po m nadaljnih korakih nam ostane
2n+mn!m!〈Pm(x), Pn(x)〉 = −
ˆ 1
−1
(
(x2 − 1)m)(m+m+1)((x2 − 1)n)(n−(m+1)) dx.
Toda
(
(x2 − 1)m)(m+m+1) = 0, saj polinom (x2 − 1)m stopnje 2m odvajamo 2m+ 1-krat.
Kako je moºno, da smo dobili v istem skalarnem produktu dva popolnoma razli£na
ortogonalna sistema? To ni dejansko ni£ novega. Na primer v prostoru X = R2 imamo
nekaj podobnega: sistem vektorjev {e1 := (1, 0), e2 := (0, 1)} je ortogonalen. Ampak isto
velja tudi za sistem {x1 := (1, 1),x2 := (−1, 1)}.
2.2 Trigonometrijska Fourierova vrsta
V tem razdelku bomo pod drobnogled vzeli prostor iz Zgleda 10, torej prostor odsekoma
zveznih, realnih funkij na [−pi, pi]. Pokazali smo ºe, da je trigonometrijski sistem (2)
ortonormiran. Ob konu tega razdelka bomo pokazali, da je tudi poln; da torej velja
Parsevalova identiteta.
Izkazalo se bo za koristno, £e bomo poleg odsekoma zvezne funkije f : [−pi, pi] → R
opazovali tudi njeno periodi£no nadaljevanje f˜ : R → R; torej je f˜ |[−pi,pi)(t) := f(t) in
f˜(t+ 2pi) = f˜(t).
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Slika 4: Funkija f : [−π, π] → R; f(t) := t, in njeno periodi£no nadaljevanje f˜ : R → R.
Zaradi f(−π) 6= f(π) moramo najprej f v to£ki x = π redefinirati z f(π) := f(−π) (v
nasprotnem f nima periodi£nega nadaljevanja!). Redefinirana funkija ²e vedno
predstavlja isti vektor kot prvotna.
Naj bo f˜ : R → R; f˜(x + 2pi) ≡ f˜(x) odsekoma zvezna, periodi£na funkija (torej je
periodi£no nadaljevanje odsekoma zvezne funkije f : [−pi, pi] → R). Denirajmo ²tevila
a0 := 〈f˜, e0√2pi 〉 =
1
2pi
ˆ pi
−pi
f˜(t) dt
ak := 〈f˜, ek√pi 〉 =
1
pi
ˆ pi
−pi
f˜(t) cos(kt) dt (k ∈ N\{0})
bk := 〈f˜,
∗
ek√
pi
〉 = 1
pi
ˆ pi
−pi
f˜(t) sin(kt) dt (k ∈ N\{0}),
(5)
ki jih bomo imenovali Fourierovi koeienti funkije f . Iz teh ²tevil oblikujmo zaporedje
delnih vsot
sn(x) := a0 +
n∑
k=1
ak cos(kx) + bk sin(kx).
Kdaj zaporedje sn(x) konvergira proti f˜(x)? Pri katerih argumentih x?
Izrek 20. e je f˜ zvezna v to£ki x = x0, in ima v tej to£ki tudi levi ter desni odvod, je
f˜(x0) = lim
n→∞
sn(x0) = a0 +
∞∑
k=1
ak cos(kx0) + bk sin(kx0)
Opomba 21. e funkija f˜ ni zvezna v x = x0, ima pa levi in desni posplo²eni odvod, se
da pokazati, da
a0 +
∞∑
k=1
ak cos(kx) + bk sin(kx) =
f˜(x− 0) + f˜(x+ 0)
2
.
Opomba 22. Vsoto a0+
∑∞
k=1 ak cos(kx)+bk sin(kx) imenujemo Fourierova vrsta funkije f˜ .
Pred dokazom si oglejmo ²e kak²en zgled:
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Zgled 23. Razvijmo periodi£no nadaljevanje funkije f(t) := t v Fourierovo vrsto na
intervalu [−pi, pi].
Najprej je
ak =
1
pi
ˆ pi
−pi
t cos(kt) dt.
Toda integrand je liha funkija na simetri£nem intervalu, torej ak = 0. Iz istega razloga
dobimo tudi a0 = 0. Ra£unamo moramo le ²e bk:
bk =
1
pi
ˆ pi
−pi
t sin(kt) dt
=
per partes
1
pi
(sin(kt)
k2
− t cos(kt)
k
) ∣∣∣pi
t=−pi
=
2 sin(kpi)− 2kpi cos(kpi)
k2pi
Upo²tevajmo, da je sin pi = 0 = sin(2pi), . . . , oziroma
sin(kpi) = 0,
ter da je cos pi = (−1), cos(2pi) = 1, cos(3pi) = −1 . . . , oziroma:
cos(kpi) = (−1)k,
pa se ena£ba za bk polep²a v bk =
2(−1)k+1
k
. Fourierova vrsta za f(t) = t je torej
∞∑
k=1
2(−1)k+1
k
sin(kt) (6)
Kdaj konvergira proti f˜(t)? Izrek pravi da za tiste argumente t = t0, je funkija f˜(t)
zvezna, in ima levi in desni odvod. Toda f˜(t) je zvezna (elo odvedljiva!) povsod, z izjemo
to£k {±pi,±3pi,±5pi, . . . } kjer ima skoke (prim. sliko 2.2!) Torej vrsta (6) konvergira
proti f˜(t) za vsak t, razen za t = ±pi,±3pi,±5pi, . . . .
Kdaj pa (6) konvergira proti f(t) = t? Prav gotovo ne izven intervala [−pi, pi], kajti tam
kve£jemu konvergira proti periodi£nemu nadaljevanju f˜ funkije f . Na intervalu (−pi, pi)
pa se f˜ in f(t) = t ujemata. Torej
t =
∞∑
k=1
2(−1)k+1
k
sin(kt),
in ena£aj velja za vsak t ∈ (−pi, pi), ter nikjer drugje!
Naloga 24. Vstavi t := pi/4 in izpelji Leibnizevo vsoto
∞∑
k=1
(−1)k+1
2k − 1 =
1
1
− 1
3
+
1
5
∓ · · ·+ (−1)
k+1
2k − 1 + · · · =
pi
4
.
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Slika 5: Prvih deset delnih vsot Fourierove vrste za funkijo f(t) = t
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Pri dokazu tega izreka nam bo v pomo£ tale zanimiva lema:
Lema 25 (Riemann). e je f : [a, b] → R odsekoma zvezna, je
lim
p→∞
ˆ b
a
f(t) sin(pt) dt = 0 = lim
p→∞
ˆ b
a
f(t) cos(pt) dt.
Gra£ni "dokaz". Zelo preprosto je vsebino leme razumeti geometrijsko:
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Slika 6: Grafi£ni dokaz Riemannove leme. Integral funkije f(t) cos pt je predzna£ena
plo²£ina. Na vsaki od slik je z rde£o prikazana pozitivno predzna£ena plo²£ina, z modro
pa negativno predzna£ena. Obe plo²£ini se²tejemo, pa dobimo
´ b
a
f(t) cos(pt) dt. e se p
ve£a, se obe plo²£ini se²tejeta v 0, kot smo tudi trdili.
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Gra£ni dokaz seveda ²e ni pravi dokaz.
Naloga 26. Poskusi napisati korekten dokaz.
Re²itev. Dokazali bomo le prvo enakost, saj je druga zelo podobna.
Dokaz je preprost, £e je f(t) = c = const. Namre£, tedaj je
ˆ b
a
f(t) sin(pt) dt = c
ˆ b
a
sin(pt) dt = c
cos(ap)− cos(bp)
p
.
teve na desni strani je omejen: | cos(ap) − cos(bp)| ≤ 2, torej z p → ∞ ulomek res
limitira proti 0.
Dokaz je ²e vedno preprost, £e je f stopni£asta funkija. S tem mislimo, da interval
[a, b] razpade na kon£no mnogo podintervalov [a, b] = [x0, x1] ∪ [x1, x2] ∪ · · · ∪ [xn−1, xn],
in je na vsakem od teh podintervalov f |[xi−1,xi](t) = ci = const konstanta.
-3 -2 -1 1 2
-2
-1
1
2
c1
c2
c3
c4
Slika 7: Stopni£asta funkija na [−3, 2]
Namre£,
´ b
a
=
´ x1
a
+
´ x2
x1
+ · · ·+ ´ b
xn−1
, torej
ˆ b
a
f(t) sin(pt) dt = c1
ˆ x1
a
sin(pt) dt+ c2
ˆ x2
x1
sin(pt) dt+ · · ·+ cn
ˆ b
xn−1
sin(pt) dt.
Po zgornjem razmisleku vsak posamezni sumand konvergira proti 0 ko gre p→∞.
Denimo sedaj, da je f : [a, b] → R zvezna. Tedaj je na zaprtem, omejenem intervalu
[a, b] tudi enakomerno zvezna. e torej poljubno izberemo ε > 0, lahko najdemo tak δ > 0,
da je |f(x)− f(y)| < ε
b−a , £e je le |x− y| < δ, in x, y ∈ [a, b].
Sedaj pa interval [a, b] razdelimo na kon£no mnogo podintervalov,
[a, b] = [x0, x1] ∪ · · · ∪ [xn−1, xn];
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vsak naj ima ²irino najve£ δ. Bodi ²e Stε(t) stopni£asta funkija, tj. konstantna na vsakem
od teh podintervalov; denirajmo jo z zahtevo Stε(t) := f(xi) = const, £e t ∈ [xi−1, xi].
e tudi y leºi na tem podinterval£ku, je |xi − y| < δ, in torej tudi
|Stε(y)− f(y)| = |f(xi)− f(y)| < εb−a .
Toda to oeno lahko naredimo za vsak y ∈ [a, b]. Se pravi, da se na²a stopni£asta funkija
zelo malo razlikuje od f(t). Torej je
1.5 2 2.5 3
2
4
6
8
Slika 8: Aproksimaija zvezne funkije f s stopni£asto funkijo Stε
∣∣∣∣
ˆ b
a
f(t) sin(pt) dt
∣∣∣∣ ≤
ˆ b
a
|f(t)− Stε(t)| · | sin(pt)| dt+
∣∣∣∣
ˆ b
a
Stε(t) sin(pt) dt
∣∣∣∣
≤
ˆ b
a
ε
b−a dt +
∣∣∣∣
ˆ b
a
Stε(t) sin(pt) dt
∣∣∣∣ .
Prvi sumand je manj²i od ε ne glede na to kak²en je p. Za drugi sumand pa ºe vemo od
zgoraj, da gre proti ni£, ko p→∞.
Nazadnje, £e je f odsekoma zvezna, interval [a, b] razdelimo na podintervale kjer pa f
je zvezna, in na vsakem od njih ponovimo zgornje argumente.
Lema 27. Za vsako realno ²tevilo α, ki ni ve£kratnik 2pi, velja enakost:
1
2
+
n∑
k=1
cos(kα) =
sin
(
(n+ 1
2
)α
)
2 sin α
2
Dokaz. Najprej upo²tevajmo, da je sin y cosx = 1/2(sin(x+y)− sin(x−y)). Z zaporedno
uporabo dobimo
sin
α
2
(
cosα + cos 2α + · · ·+ cos(nα)) = 1
2
((
sin
3α
2
− sin α
2
)
+
(
sin
5α
2
− sin 3α
2
)
+ . . .
· · ·+ (sin((n + 1
2
)α)− sin((n− 1
2
)α)
))
=
1
2
(
sin((n+ 1
2
)α)− sin α
2
)
Delimo s sin α
2
na obeh straneh, pri²tejmo
1
2
, pa dobimo iskan rezultat.
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Lema 28. Za vsak ksen x = x0 velja
f˜(x0)
2
=
1
pi
ˆ 0
−pi
f˜(x0)
sin
(
(n+ 1
2
)s
)
2 sin s
2
ds =
1
pi
ˆ pi
0
f˜(x0)
sin
(
(n+ 1
2
)s
)
2 sin s
2
ds. (7)
e oba integrala se²tejemo, dobimo tudi
f˜(x0) =
f˜(x0)
2
+
f˜(x0)
2
=
1
pi
ˆ pi
−pi
f˜(x0)
sin
(
(n+ 1
2
)s
)
2 sin s
2
ds. (8)
Dokaz. tevilo f˜(x0) lahko izpostavimo (tj. nesemo ven) iz obeh integralov. Po prej²nji
lemi sta integranda enaka g(s) :=
sin((n+ 1
2
)s)
2 sin s
2
= 1/2 +
∑n
k=1 cos(ks). Pri integriranju
po s ∈ [−pi, 0] se vsi £leni izni£ijo, le prvi prinese 1
pi
´ 0
−pi
ds
2
= 1
2
:
1
pi
ˆ 0
−pi
(
1/2 +
n∑
k=1
cos(ks)
)
ds =
1
pi
ˆ 0
−pi
1/2 ds+
n∑
k=1
1
pi
ˆ 0
−pi
cos(ks) ds
= 1/2 +
n∑
k=1
1
pi
· sin(ks)
k
∣∣∣0
s=−pi
= 1/2 +
n∑
k=1
0 = 1/2,
(podobno velja za integraijo po s ∈ [0, π]). Sedaj ²e vse skupaj pomnoºimo s ²tevilom f˜(x0),
pa imamo lemo dokazano.
Lema 29. Denimo, da je F (t+2pi) = F (t) periodi£na, odsekoma zvezna funkija. Tedaj je
ˆ pi−x
−pi−x
F (t) dt =
ˆ pi
−pi
F (t) dt; (x ∈ R).
Dokaz. Odvajajmo funkijo
G(x) :=
ˆ pi−x
−pi−x
F (t) dt =
ˆ 0
−pi−x
F (t) dt+
ˆ pi−x
0
F (t) dt
= −
ˆ −pi−x
0
F (t) dt+
ˆ pi−x
0
F (t) dt;
pa dobimo G′(x) = −F (−pi − x) · d(−pi−x)
dx
+ F (pi − x) · d(pi−x)
dx
= F (−pi − x)− F (pi − x) =
F (−pi − x)− F (pi − x− 2pi) = 0. Torej je G(x) = const = G(0) = ´ pi−pi F (t) dt.
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Dokaz izreka. Funkijo sn(x0) zapi²imo na dolgo:
sn(x0) =
=a0︷ ︸︸ ︷
1
pi
ˆ pi
−pi
1
2
f˜(t) dt+
n∑
k=1
cos(kx0)
=ak︷ ︸︸ ︷
1
pi
ˆ pi
−pi
f˜(t) cos(kt) dt+ sin(kx0)
=bk︷ ︸︸ ︷
1
pi
ˆ pi
−pi
f˜(t) sin(kt) dt
=
1
pi
ˆ pi
−pi
1
2
f˜(t) dt+
1
pi
n∑
k=1
ˆ pi
−pi
f˜(t) cos(kx0) cos(kt) dt+
ˆ pi
−pi
f˜(t) sin(kx0) sin(kt) dt
=
1
pi
ˆ pi
−pi
(1
2
+
n∑
k=1
=cos(k(t−x0))︷ ︸︸ ︷
cos(kx0) cos(kt) + sin(kx0) sin(kt)
)
f˜(t) dt
=
1
pi
ˆ pi
−pi
(1
2
+
n∑
k=1
cos(k(t− x0))
)
f˜(t) dt =
1
pi
ˆ pi
−pi
sin
(
(n+ 1
2
)(t− x0)
)
2 sin t−x0
2
f˜(t) dt (9)
kjer smo v (9) upo²tevali lemo 27. Po substituiji t := s+ x0 nam integral preide v
sn(x0) =
1
pi
ˆ pi−x0
−pi−x0
sin
(
(n+ 1
2
)s
)
2 sin s
2
f˜(s+ x0) ds
Toda integrand je periodi£na funkija s periodo 2pi. Torej lahko zamenjamo interval
[−pi − x0, pi − x0] z intervalom [−pi, pi]. Dobimo:
sn(x0) =
1
pi
ˆ pi
−pi
sin
(
(n+ 1
2
)s
)
2 sin s
2
f˜(s+ x0) ds.
Pridenimo ²e ena£bo (8) iz leme 28, pa dobimo
sn(x0)− f˜(x0) = 1
pi
ˆ pi
−pi
sin
(
(n+ 1
2
)s
)
2 sin s
2
f˜(s+ x0) ds− 1
pi
ˆ pi
−pi
sin
(
(n + 1
2
)s
)
2 sin s
2
f˜(x0) ds (10)
=
1
pi
ˆ pi
−pi
sin
(
(n+ 1
2
)s
)
2 sin s
2
(
f˜(s+ x0)− f˜(x0)
)
ds
=
1
pi
ˆ pi
−pi
f˜(s+ x0)− f˜(x0)
s
· s
2 sin s
2︸ ︷︷ ︸
:=F (s)
· sin((n+ 1
2
)s
)
ds;
Funkija F (s) je na videz problemati£na pri s = 0. Vendar pa prvi faktor pri s ր 0
konvergira proti f˜ ′(x0 − 0) (levemu odvodu funkije f˜ v to£ki x0) in konvergira pri s ց
0 proti desnemu odvodu, f˜ ′(x0 + 0). Pri drugem faktorju sta ustrezni limiti enaki 1.
Torej je F (s) odsekoma zvezna funkija na [−pi, pi], in po Riemannovi lemi desna stran z
nara²£ajo£im n konvergira proti 0.
Naloga 30. Denimo, da funkija f˜ ni zvezna v x = x0, ima pa tu levi in desni posplo²eni
odvod. Pokaºi, da tedaj
a0 +
∞∑
k=1
ak cos(kx) + bk sin(kx) =
f˜(x− 0) + f˜(x+ 0)
2
.
Nasvet: v (10) integral razbij na
´
0
−pi
. . . ds+
´ pi
0
. . . ds, in nato namesto ena£be (8) uporabi raje (7).
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Gornji izrek pove, da za odvedljive funkije (za katere je ²e f˜(x+ 2pi) ≡ f˜(x)) ena£aj
velja pri vsakem argumentu. e posebej lepo bi bilo, ako bi vrsta na desni konvergirala npr.
enakomerno in absolutno. To velja vsaj v primeru, ko je f˜ odsekoma zvezno odvedljiva.
S tem imamo v mislih funkijo, ki je zvezna povsod, odvedljiva pa tudi povsod, razen v
kon£no mnogo to£kah osnovnega intervala [−pi, pi], kjer pa ima levi in desni odvod; poleg
tega pa zahtevamo tudi, da je f˜ ′(x) odsekoma zvezna.
Izrek 31. e je f˜ : R → R, f˜(x + 2pi) ≡ f˜(x) odsekoma zvezno odvedljiva funkija,
Fourierova vrsta a0 +
∑∞
k=1 ak cos(kx) + bk sin(kx) konvergira proti f˜(x) enakomerno in
absolutno.
Dokaz. Razvijmo f˜ ′(x) po ortogonalnem sistemu ek√
pi
:= cos(kt)
pi
,
∗
ek√
pi
:= sin(kt)
pi
. Dobimo
Ak := 〈f˜ ′, ek√pi 〉 =
1
pi
ˆ pi
−pi
f˜ ′(t) cos(kt) dt =per partes f˜(t)
cos(kt)
pi
∣∣∣pi
t=−pi
+
k
pi
ˆ pi
−pi
f˜(t)sin(kt) dt
Bk := 〈f˜ ′,
∗
ek√
pi
〉 = 1
pi
ˆ pi
−pi
f˜ ′(t)sin(kt) dt =per partes f˜(t)
− sin(kt)
pi
∣∣∣pi
t=−pi
−k
pi
ˆ pi
−pi
f˜(t)cos(kt) dt
Zaradi f˜(−pi) = f˜(pi) se prva sumanda izni£ita in ena£bi polep²ata v
Ak =
k
pi
ˆ pi
−pi
f˜(t)sin(kt) dt = kbk
Bk =
−k
pi
ˆ pi
−pi
f˜(t) cos(kt) dt = −kak .
Sklepamo, da je
∞∑
k=1
∣∣ak cos(kx) + bk sin(kx)∣∣ ≤ ∞∑
k=1
|ak|+ |bk| =
∞∑
k=1
∣∣∣−Bk
k
∣∣∣+ ∣∣∣Ak
k
∣∣∣≤
≤
∞∑
k=1
( |Bk|2
2
+
1
2k2
)
+
( |Ak|2
2
+
1
2k2
)
=
∞∑
k=1
1
k2
+
1
2
∞∑
k=1
|Ak|2 + |Bk|2; (11)
do (11) smo pri²li upo²tevajo£ neenakost 2αβ ≤ α2 +β2, pri β := 1
k
. Drugi sumand v (11)
lahko oenimo z Besselovo neena£bo:
∑∞
k=1 |Ak|2 + |Bk|2 =
∑∞
k=1
∣∣〈f˜ ′, ek√
pi
〉∣∣2+∣∣〈f˜ ′, ∗ek√
pi
〉∣∣2=
1
pi
∑∞
k=1
∣∣〈f˜ ′, ek〉∣∣2+∣∣〈f˜ ′, ∗ek〉∣∣2≤ 1pi‖f˜ ′‖2. Torej je
∞∑
k=1
∣∣ak cos(kx) + bk sin(kx)∣∣ ≤ ∞∑
k=1
1
k2
+
1
2
∞∑
k=1
|Ak|2 + |Bk|2 ≤
∞∑
k=1
1
k2
+
1
2pi
‖f˜ ′‖2 <∞.
Oena na desni je neodvisna od x. Torej vrsta konvergira absolutno; po Weirstraÿovem
kriteriju pa tudi enakomerno.
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Opomba 32. e je f˜ : R→ R, f˜(x + 2pi) ≡ f˜(x) dvakrat zvezno odvedljiva, lahko gornjo
proeduro uporabimo na f˜ ′. Torej Fourierova vrsta za f˜ ′ konvergira enakomerno. Todi
njene koeiente smo ºe izpeljali v dokazu prej²njega izreka:
f˜ ′(t) =
∞∑
k=1
Ak cos(kt) +Bk sin(kt),
kjer Ak = kbk, Bk = −kak, in so ak, bk Fourierovi koeienti funkije f˜(t), tj
f˜(t) = a0 +
∞∑
k=1
ak cos(kt) + bk sin(kt). (12)
Po drugi strani: e formalno odvajamo (12), pa dobimo ravno (enakomerno konvergentno)
vrsto za f˜ ′(t).
To pomembno ugotovitev zapi²imo kot posledio.
Posledia 33. e je f˜ dvakrat zvezno odvedljiva funkija, velja ena£aj f˜(x) = a0 +∑∞
k=1 ak cos(kx)+ bx sin(kx) povsod. Poleg tega lahko Fourierovo vrsto £lenoma odvajamo
in dobljena vrsta enakomerno konvergira proti f˜ ′(x).
Zgled 34. Fourierovo vrsto za f(t) := t smo ºe izpeljali:
t =
∞∑
k=1
2(−1)k+1
k
sin(kt).
Toda te vrste ne moremo £lenoma odvajati, saj dobljena vrsta
∞∑
k=1
d
dt
(
2(−1)k+1
k
sin(kt)
)
=
∞∑
k=1
2(−1)k+1 cos(kt)
sploh ne konvergira. Namre£, njeni £leni, uk(t) := 2(−1)k+1 cos(kt) ne limitirajo proti ni£.
Seveda se tukaj ne moremo skliati na gornjo opombo, kajti periodi£no nadaljevanje, f˜
ni zvezno (prim. sliko 2.2), kaj ²ele, da bi bilo dvakrat zvezno odvedljivo!
Posledia 35. Vektorji (tj. funkije) e0 : t 7→ 1√2pi , ek : t 7→
cos(kt)√
pi
ter
∗
ek : t 7→ sin(kt)√pi
so K.O.N.S. (=kompleten ortonormiran sistem) v prostoru odsekoma zveznih funkij na
intervalu [−pi, pi]. Velja naslednja Parsevalova identiteta
2|a0|2 +
∞∑
k=1
|ak|2 + |bk|2 = 1
pi
‖f˜‖2 := 1
pi
ˆ pi
−pi
|f˜(t)|2 dt;
kjer so ak, bk ²tevila iz (5).
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Delni dokaz. Naj bo f˜ : [−pi, pi] → R, f˜(−pi) = f˜(pi) odsekoma zvezno odvedljiva. Lahko
jo periodi£no nadaljujemo, da bo denirana na R, in bo veljalo f˜(x + 2pi) ≡ f˜(x). Po
prej²njem izreku vrsta
sn(x) := a0 +
n∑
k=1
ak cos(kx) + bk sin(kx)
=
√
2pia0 e0(t) +
√
pi
n∑
k=1
ak ek(t) + bk
∗
ek(t) (13)
konvergira enakomerno proti f˜(x). e torej predpi²emo ε > 0, je
|f˜(x)− sn(x)| < ε ∀x ∈ R in ∀n > Nε. (14)
Upo²tevaje neena£bo CauhyShwarzBunjakowskega, imamo
〈f˜, f˜〉 − 〈sn, sn〉 = 〈f˜ − sn, sn〉+ 〈f˜, f˜ − sn〉 ≤ ‖f˜ − sn‖ · ‖sn‖+ ‖f˜‖ · ‖f˜ − sn‖
≤ ‖f˜ − sn‖ ·
(‖sn − f˜‖+ ‖f˜‖)+ ‖f˜‖ · ‖f˜ − sn‖
Zaradi (14) je
‖f˜ − sn‖2 := 〈f˜ − sn, f˜ − sn〉 =
ˆ pi
−pi
|f˜(t)− sn(t)|2 dt ≤
ˆ pi
−pi
ε2 dt = 2piε2.
Torej velja ∣∣〈f˜, f˜〉 − 〈sn, sn〉∣∣ ≤ √2piε2(√2piε2 + 2‖f˜‖)
pri vsakem dovolj velikem n ∈ N. Ker pa je sn vsota ortonormiranih vektorjev e0, ek, ∗ek,
sledi iz (13) in po Pitagorovem izreku
〈sn, sn〉 = ‖sn‖2 = 2pi|a0|2 + pi
n∑
k=1
|ak|2 + |bk|2,
odkoder kon£no dobimo∣∣∣〈f˜, f˜〉 − 〈sn, sn〉∣∣∣ = ∣∣∣‖f˜‖2 − (2pi|a0|2 + pi n∑
k=1
|ak|2 + |bk|2
)∣∣∣ ≤ √2piε2(√2piε2 + 2‖f˜‖).
Neenakost velja tudi v limiti, n→∞; ker pa je lahko ε > 0 poljubno majhen, je dejansko
leva stran v limiti n→∞ enaka ni£. Po deljenju s pi res dobimo iskano:
2|a0|2 +
∞∑
k=1
|ak|2 + |bk|2 = 1
pi
‖f˜‖2 := 1
pi
ˆ pi
−pi
|f˜(t)|2 dt
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Zgled 36. e enkrat se spomnimo na Fourierovo vrsto za funkijo f(t) := t. Torej
f(t) =
∑∞
k=1
2(−1)k+1
k
sin(kt). Tukaj je ak = 0 in bk =
2(−1)k+1
k
. Po Parsevalovi identiteti
pa dobimo
1
pi
ˆ pi
−pi
t2 dt
∞∑
k=1
|bk|2 =
∞∑
k=1
4
k2
,
oziroma:
2pi3
3pi
=
∑∞
k=1
4
k2
. Delimo z 4 in smo ºe pri Eulerjevi vsoti:
∞∑
k=1
1
k2
=
pi2
6
2.3 Zaklju£ne pripombe
2.3.1 Kompleksen zapis
Posebno lepo te£e zgodba, £e v Fourierovi vrsti koeienta ak in bk zdruºimo v eno samo,
kompleksno ²tevilo zk := ak + ibk; kjer i =
√−1. Da ta ideja ni iz trte izvita nam
sugerira Eulerjeva formula cos(kt) + i sin(kt) = eikt. Po deniiji je kompleksno ²tevilo zk
za indekse k ≥ 1 enako
zk = ak + ibk =
1
pi
ˆ pi
−pi
f(t) cos(kt) dt+ i
1
pi
ˆ pi
−pi
f(t) sin(kt) dt
Nadaljnji korak bomo utemeljili v naslednjem poglavju, ko bomo denirali integral funkije
f : [a, b] → C z vrednostmi v kompleksnih ²tevilih. Namre£ iz deniije 47, ²e bolj pa iz
trditve 51, lahko kompleksno ²tevilo i =
√−1 nesemo znotraj integrala. Zaenkrat £isto
formalno, vendar z ustreznimi utemeljitvami v naslednjem poglavju je torej
zk = ak + ibk =
1
pi
ˆ pi
−pi
f(t) cos(kt) dt+
1
pi
ˆ pi
−pi
if(t) sin(kt) dt
=
1
pi
ˆ pi
−pi
f(t)
(
cos(kt) + i sin(kt)
)
dt
=
1
pi
ˆ pi
−pi
f(t)eikt dt
Formula nam omogo£a kompaktnej²i zapis koeientov.
Tudi Fourierovo vrsto lahko zapi²emo bolj pregledno:
f(x) = a0 +
∞∑
k=1
ak cos(kx) + bk sin(kx)
= a0 +
∞∑
k=1
(ak − ibk) (cos(kx) + i sin(kx)) + (ak + ibk) (cos(kx)− i sin(kx))
2
= a0 +
∞∑
k=1
z−k
2
eikx +
zk
2
e−ikx =
z0
2
+
−1∑
j=−∞
zj
2
e−ijx +
∞∑
k=1
zk
2
e−ikx =
=
∞∑
k=−∞
zk
2
e−ikx,
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kjer je z0 = 2a0 + i0 =
2
2pi
´ pi
pi
f(t) cos(0t) dt + i 1
pi
´ pi
pi
f(t) sin(0t) dt = 1
pi
´ pi
pi
f(t)ei·0t dt, in je
poleg tega z−k =
1
pi
´ pi
−pi f(t)e
−ikt dt = ak − ibk.
Ne pozabimo, da ena£aj ne velja nujno pri vsakem x! Vendar prav gotovo imamo
ena£aj vsaj tam, kjer je f zvezna in ima levi/desni odvod.
Naloga 37. S kompleksnim zapisom zapi²i Fourierovo vrsto za funkijo f(t) := t na
intervalu [−pi, pi].
Re²itev. To funkijo smo ºe razvijali, prim. Zgled 23. V kompleksnem postopamo takole:
zk =
1
pi
ˆ pi
−pi
f(t)eikt dt =
1
pi
ˆ pi
−pi
teikt dt
=
1
pi
t
eikt
ik
∣∣∣pi
t=−pi
− 1
pi
ˆ pi
−pi
eikt
ik
=
piekpii − (−pi)e−kpii
kpii
− e
ikt
pi(ik)2
∣∣∣pi
t=−pi
po pravilu per partes (u = t, dv = eikt dt). Ker je k ∈ Z je funkija ekt = cos(kt)+i sin(kt)
periodi£na s periodo 2pi. Torej je eikpi = e−ikpi, in stem je zadnji sumand ni£eln. Ostane le
²e zk =
ekpii+e−kpii
ik
= 2e
kpii
ik
= 2(−1)
k
ik
. Pri k = 0 moramo integrirati z0 =
´ pi
−pi t dt = 0. Torej
t =
∞∑
k=−∞
zk
2
e−ikt =
−1∑
k=−∞
(−1)ke−ikt
ik
+ 0 +
∞∑
k=1
(−1)ke−ikt
ik
.
Kot ºe vemo, ena£aj velja za t ∈ (−pi, pi).
2.3.2 Razvoj na drugih intervalih
V Fourierovo vrsto lahko razvijamo tudi funkije, katerih perioda je razli£na od 2pi.
Naloga 38. Denimo, da je f : [−d, d] → R. Uvedi novo funkijo fpi : [−pi, pi] → R,
denirano z fpi : t 7→ f(pidy) in jo razvij v Fourierovo vrsto. S ponovno substituijo
y 7→ pi
d
x dobi² formulo
f(x) = fpi(y) = a
′
0 +
∞∑
k=1
a′k cos
kpix
d
+ b′k sin
kpix
d
,
kjer
a′0 =
1
2d
ˆ d
−d
f(t) dt
a′k =
1
d
ˆ d
−d
f(t) cos kpit
d
dt; k ≥ 1
b′k =
1
d
ˆ d
−d
f(t) sin kpit
d
dt; k ≥ 1.
S to formula dobi² razvoj periodi£nih funkij s periodo 2d. Identi£na formula velja
tudi za funkije, denirane na [0, 2d].
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2.3.3 Razvoj sodih/lihih funkij
Funkija f je soda, £e f(−t) = f(t) za vsak t. Liha pa je, e f(−t) = −f(t) za vsak t.
Pri takih funkijah je potrebno v Fourierovi vrsti opraviti le polovio dela.
Naloga 39. Denimo, da je periodi£na funkija f soda. Pokaºi, da so bk = 0. Torej za
sode funkije na [−pi, pi] velja razvoj
f(t) = a0 +
∞∑
k=1
ak cos kt
Naloga 40. Denimo, da je periodi£na funkija f liha. Pokaºi, da so ak = 0. Torej za
lihe funkije na [−pi, pi] velja razvoj
f(t) =
∞∑
k=1
bk sin kt
2.3.4 Enoli£nost razvoja
Podobno kot Taylorjeva vrsta tudi pri Fourierovi velja, da so koeienti ak, bk enoli£ni.
Naloga 41. Denimo, da za vsak t velja
a0 +
∞∑
k=1
ak cos(kt) + bk sin(kt) = a˜0 +
∞∑
k=1
a˜k cos(kt) + b˜k sin(kt),
in da obe vrsti konvergirata enakomerno. Pokaºi, da je a˜k = ak in b˜k = bk.
Nasvet: od²tej ju, da dobi²
(a0 − a˜0) +
∞∑
k=1
(ak − a˜k) cos(kt) + (bk − b˜k) sin(kt) = 0.
Nato pomnoºi² z cos(it) Dobljena vrsta ²e vedno konvergira enakomerno, torej jo lahko £lenoma integrira²
na [−π, π]. Na desni dobi² 0. Na levi pa se integrali se izni£ijo z izjemo ´ pi
pi
(ai − a˜i) cos2(it) dt. Odkoder
ai − a˜i = 0.
S pomo£jo Lesbegueovega integrala in teorije Hilbertovih prostorov (Besselova neena-
kost) bi lahko pokazali, da isti sklep velja £etudi vrsti ne konvergirata enakomerno. Dovolj
je, da npr.
∑ |αi|2 + |βi|2 <∞.
2.3.5 e nekaj nalog
Naloga 42. Bodi α 6= 0,±1,±2, . . . realno ²tevilo, ki ni elo. Poi²£u Fourierovo vrsto za
funkijo f(x) := cos(αx) na intervalu [−pi, pi].
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Slika 9: Na levi je graf funkije cosαx. Na desni pa je njeno periodi£no nadaljevanje,
s periodo 2π ozna£eno z rde£o. Ker je f zvezna, in f(−π) = f(π), je tudi periodi£no
nadaljevanje zvezno.
Re²itev. Funkija je soda, torej bk = 0. Dalje, za k > 0,
ak =
1
pi
ˆ pi
−pi
f(x) cos(kx) dx =
1
pi
ˆ pi
−pi
cos(αx) cos(kx) dx
=
1
pi
ˆ pi
−pi
cos(α− k)x + cos(α + k)x
2
dx =
1
2pi
(sin(α− k)x
α− k +
sin(α + k)x
α+ k
)∣∣∣pi
x=−pi
=
2α sin(αpi) cos(kpi)
pi(α2 − k2) ,
a0 =
1
2pi
ˆ pi
−pi
f(x) dx =
1
2pi
ˆ pi
−pi
cos(αx) dx =
sin(αpi)
αpi
.
Torej je
f(x) = cos(αx) = a0 +
∞∑
k=1
αk cos(kx) =
sin(αpi)
αpi
+
2α sin(αpi)
pi
∞∑
k=1
cos(kpi)
α2 − k2 cos(kx)
=
sin(αpi)
αpi
( 1
α
− 2α cosx
α2 − 12 +
2α cos(2x)
α2 − 22 −
2α cos(3x)
α2 − 32 ± · · ·+
2α(−1)k cos(kx)
α2 − k2 ∓ . . .
)
(15)
Na intervalu [−pi, pi] je funkija f zvezna, f(−pi) = f(pi), in v vsaki to£ki ima levi oz.
desni odvod. Torej po izreku 20 ena£aj v gornji vrsti velja za vsak x ∈ [−pi, pi].
Naloga 43. V prej²njo nalogo vstavi x = pi in s pomo£jo dobljenega rezultata preveri
naslednji razep funkije otangens na parialne ulomke
pi ctg(αpi)− 1
α
=
2α
α2 − 12 +
2α
α2 − 22 + · · ·+
2α
α2 − k2 + . . .
Re²itev. V (15) ena£aj velja za vsak x ∈ [−pi, pi]. Torej tudi pri x = pi. Vstavimo, in
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dobimo, ob upo²tevanju, da je cos(kpi) = (−1)k
cos(αpi) =
sin(αpi)
αpi
( 1
α
− 2α(−1)
α2 − 12 +
2α(−1)2
α2 − 22 −
2α(−1)3
α2 − 32 ± · · ·+ (−1)
k 2α(−1)k
α2 − k2 ∓ . . .
)
=
sin(αpi)
αpi
( 1
α
− 2α
α2 − 12 +
2α
α2 − 22 +
2α
α2 − 32 + · · ·+
2α
α2 − k2 + . . .
)
Delimo z
sin(αpi)
αpi
in od²tejemo
1
α
, pa smo nalogo re²ili.
Naloga 44. Pokaºi Eulerjevo enakost
1
12
+
1
22
+ · · ·+ 1
k2
+ · · · = pi
2
6
Re²itev. V prej²ni nalogi na obeh straneh delimo z 2α. da pridemo do
pi ctg(αpi)− 1
2α
2α
=
1
α2 − 12 +
1
α2 − 22 + · · ·+
1
α2 − k2 + . . .
Po Weierÿovem M-testu vrsta na desni konvergira enakomerno za α ∈ [−1/2, 1/2], saj∑∞
k=N+1
∣∣ 1
α2−k2
∣∣ ≤∑∞k=N+1 ∣∣ 112−k2 ∣∣ <∞. Torej je zvezna funkija v to£ki α = 0. Se pravi,
da
lim
α→0
pi ctg(αpi)− 1
2α
2α
= lim
α→0
1
α2 − 12 +
1
α2 − 22 + · · ·+
1
α2 − k2 + . . .
=
1
0− 12 +
1
0− 22 + · · ·+
1
0− k2 + . . .
Limito na levi strani lahko izra£unamo s pomo£jo L'Hospitalovega pravila, £e funkijo
preoblikujemo v
pi ctg(αpi)− 1
2α
2α
= piα cos(αpi)−sin(αpi)
2α2·sin(αpi) . Pride pa ravno −pi
2
6
.
Naloga 45. Dokaºi, da
sin x = x
(
x− x
2
pi2
)(
x− x
2
(2pi)2
)
. . .
(
x− x
2
(kpi)2
)
· · · = x
∞∏
k=1
(
x− x
2
(kpi)2
)
Re²itev. Za£nemo z enakostjo
pi ctg(αpi)− 1
2α
2α
=
1
α2 − 12 +
1
α2 − 22 + · · ·+
1
α2 − k2 + . . . ,
ki smo jo pridelali v prej²nji nalogi. Vrsta na desni konvergira enakomerna za |α| < 1/2,
torej lahko £leno integriramo na intervalu α ∈ [0, t], £e je le |t| < 1/2. Dobimo
ˆ t
0
pi ctg(αpi)− 1
2α
2α
dα =
ˆ t
0
dα
α2 − 12 +
ˆ t
0
dα
α2 − 22 + · · ·+
ˆ t
0
dα
α2 − k2 + . . . ,
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oziroma
ln
(sin(αpi)
αpi
)∣∣∣t
α=0
= ln
(
1− t
2
12
)
+ ln
(
1− t
2
22
)
+ · · ·+ ln
(
1− t
2
k2
)
+ . . .
= lim
k→∞
ln
(
1− t
2
12
)
+ ln
(
1− t
2
22
)
+ · · ·+ ln
(
1− t
2
k2
)
= lim
k→∞
ln
((
1− t
2
12
)(
1− t
2
22
)
. . .
(
1− t
2
k2
))
= ln
(
lim
k→∞
(
1− t
2
12
)(
1− t
2
22
)
. . .
(
1− t
2
k2
))
= ln
∞∏
k=1
(
1− t
2
k2
)
,
odkoder je
sin(pit)
pit
=
∞∏
k=1
(
1− t
2
k2
)
.
To velja za vsak t ∈ [−1/2, 1/2], v posebnem tudi £e je oblike t = x/pi. Vstavimo,
pomnoºimo z x, pa smo pri
sin x = x
∞∏
k=1
(
1− x
2
k2
)
Ena£aj smo utemeljili le za |t| ≤ 1/2, oziroma za |x| ≤ pi/2. S sredstvi kompleksne
analize pa se da pokazati, da velja za vsako (elo kompleksno) ²tevilo x. Rezultat je
zanimiv, saj predstavlja fakorizaijo sin x .
Naloga 46. Izpelji Wallisov produkt
pi
2
=
2 · 2
1 · 3 ·
4 · 4
1 · 3 ·
6 · 6
3 · 5 · · ·
(2k)(2k)
(2k − 1)(2k + 1) · · ·
Nasvet: V prej²njo nalogo vstavi x = pi
2
.
3 Fourierova transformaija
3.1 Uvod
Denimo, da je a0+
∑∞
k=1 ak cos(kt)+bk sin(kt) Fourierova vrsta neke funkije f(t). Denimo
²e, da je f dovolj pohlevna, tako da je pri vsakem argumentu enaka svoji Fourierovi vrsti
(npr. £e je f odvedljiva povsod, bo to ºe veljalo). Taka funkija mora biti nujno periodi£na
s periodo 2pi.
e torej f ni periodi£na, je ne moremo razviti v Fourierovo vrsto. V tem primeru si
lahko pomagamo s Fourierovo transformaijo, ki je analog Fouriereve vrste za neperiodi£ne
funkije. Ideja, kako to storiti je naslednja:
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• Pri Fourierovi vrsti smo funkiji f(t) priredili koeiente ak := 1pi
´ pi
−pi f(t) cos(kt) dt
in bk :=
1
pi
´ pi
−pi f(t) sin(kt) dt (koeient a0 je malenkost druga£en, zaradi enostavni
pa denirajmo ²e b0 := 0).
• Na tak na£in dobimo zaporedje koeientov (ak)k∈N oz. (bk)k∈N. Ti dve zaporedji
lahko zdruºimo v zaporedje kompleksnih ²tevil zk := ak + ibk.
• Vsako zaporedje, torej tudi zaporedje (zk)k∈N je po deniiji funkija, ki naravna
²tevila slika v kompleksna. Torej zk lahko predstavimo kot vrednost kompleksne
funkije z : N→ C pri ²tevilu k: zk = z(k).
• Podobno naredimo pri Fourierovi transformaiji: Funkiji f : R→ R bomo priredili
neko kompleksno funkijo, F (x) = A(x) + iB(x), imenovano Fourierov integral
funkije f , kjer
A(t) :=
ˆ ∞
−∞
f(t) cos(xt) dt; B(t) :=
ˆ ∞
−∞
f(t) sin(xt) dt.
Fourierov integral of f lahko zapi²emo v bolj kompaktni obliki, £e se naslonimo na
Eulerjevo formulo:
eixt = cos(xt) + i sin(xt).
Potrebno se je le nau£iti integriranja funkij f : R → C z vrednostmi v kompleksnih
²tevilih.
Deniija 47. Funkiji f : R→ C re£emo odsekoma zvezna, £e sta Re f in Im f odsekoma
zvezni (tj. Re f in Im f sta zvezni v vsaki to£ki x ∈ R, z izjemo kve£jemu ²tevno mnogo to£k,
brez stekali²£, kjer pa obstaja leva in desna limita).
Integral odsekoma zvezne funkije f : R→ C deniramo kot
ˆ ∞
−∞
f(t) dt :=
ˆ ∞
−∞
(Re f)(t) dt+ i
ˆ ∞
−∞
(Im f)(t) dt.
Opomba 48. Na desni strani sta izlimitirana integrala, tj.
ˆ ∞
−∞
(Re f)(t) dt
def
:= lim
b→∞
a→−∞
ˆ b
a
(Re f)(t) dt;
podobno je potrebno razumeti tudi imaginarni del. e bodisi realna, bodisi imaginarna
komponenta (bodisi obe) nista integrabilni, potem funkija f(t) ni integrabilna.
Opomba 49. e nas zanima zgolj integral na intervalu [a, b], ga deniramo kot
ˆ b
a
f(t) dt :=
ˆ b
a
(Re f)(t) dt+ i
ˆ b
a
(Im f)(t) dt.
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Zgled 50. Integrirajmo funkijo eit = cos t+ i sin t na intervalu t ∈ [0, x0]:ˆ x0
0
eit dt =
ˆ x0
0
cos t + i
ˆ x0
0
sin t = sin t
∣∣x0
t=0
+i(− cos t) ∣∣x0
t=0
= sin x0 − i cosx0 + i = −i(cos x0 + i sin x0 − 1) = e
ix0 − 1
i
Rezultat je isti, kot £e bi bilo ²tevilo i realno! To ni naklju£je, vendar pa bi nas nadaljnja
obravnava te teme zanesla v odvod kompleksnih funkij.
Integral funkij z vrednostmi v kompleksnih ²tevilih ima zelo podobne lastnosti kot
smo jih ºe vajeni za integral realnih funkij:
Trditev 51. e sta f, g : [a, b] → C odsekoma zvezni, velja:
(i)
´ b
a
(f + g)(t) dt =
´ b
a
f(t) dt+
´ b
a
(g)(t) dt.
(ii) e je λ ∈ C poljubno kompleksno ²tevilo, ga lahko izpostavimo:
ˆ b
a
λf(t) dt = λ
ˆ b
a
f(t) dt.
(iii) Velja trikotni²ka neenakost: ∣∣∣∣
ˆ b
a
f(t) dt
∣∣∣∣ ≤
ˆ b
a
|f(t)| dt.
Naloga 52. Preveri lastnosti (i)(ii) neposredno iz deniije (zapi²i λ kot vsoto realnega
in imaginarnega dela: λ = λ1 + iλ2).
Naloga 53. S pomo£jo to£ke (ii) dokaºi lastnost (iii).
(Nasvet: Integral zapi²i v polarni obliki
´ b
a
f(t) dt = reiα. Torej je leva stran neena£be (iii) enaka∣∣´ b
a
f(t) dt
∣∣ = r = e−iα ´ b
a
f(t) dt =
´ b
a
e−iαf(t) dt.
Zakaj pa je tedaj
´ b
a
e−iαf(t) dt =
´ b
a
Re
(
e−iαf(t)
)
dt ≥ 0? In zakaj je kon£no to ²tevilo manj²e od´ b
a
|f(t)| dt?)
Za odsekoma zvezno funkijo f : R→ C pravimo, da je s kvadratom integrabilna, £e
ˆ ∞
−∞
|f(t)|2 dt =
ˆ ∞
−∞
(Re f)(t)2 + (Im f)(t)2 dt <∞,
in pravimo, da je absolutno integrabilna (tudi: sumabilna), £e
ˆ ∞
−∞
|f(t)| dt <∞.
Sedaj pa lahko napi²emo obljubljeno kompaktno obliko Fourierove transformaije.
Pravzaprav je ²e nismo niti denirali, kot se spodobi:
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Deniija 54. Bodi f : R→ C absolutno integrabilna. Funkijo
F (y) :=
ˆ ∞
−∞
f(t)eity dt
imenujemo Fourierov integral funkije f . Predpis, ki vsaki absolutno integrabilni funkiji
f : R→ C priredi njen Fourierov integral F (y) pa imenujemo Fourierova transformaija.
Oznaka: F = F (f), oziroma: F (y) = F (f)(y).
Torej je Fourierov integral, tj. funkija F , vrednost Fourierove transformaije,
izra£unane na funkiji f .
Opomba 55. e je f : R→ R realna funkija se njena Fourierova transformiranka ra£una
kot smo ºe napovedali v uvodu:
F (f)(y) =
ˆ ∞
−∞
f(t)eity dt =
ˆ ∞
−∞
f(t) cos(ty) dt+ i
ˆ ∞
−∞
f(t) sin(ty) dt.
To sledi iz Re
(
f(t)eity
)
= f(t) · Re(eity) = f(t) cos(ty), in podobno za imaginarni del.
Naloga 56. Denimo sedaj, da je f : R → C funkija, ki slika v kompleksna ²tevila.
Razepi f(t) = (Re f)(t) + i(Im f)(t) na realni in imaginarni del, in pokaºi, da je
F (f) = F (Re f) + iF (Im f)
Zgled 57. Funkija
f(t) :=
{
1; |t| ≤ 1
0; sicer
je odsekoma zvezna pa tudi absolutno integrabilna.
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Slika 10: Graf funkije f(t).
Poi²£imo njeno Fourierovo transformaijo:
F (f)(y) =
ˆ ∞
−∞
f(t)eity dt =
ˆ 1
−1
eity dt =
ˆ 1
−1
cos(ty) dt+ i
ˆ 1
−1
sin(ty dt) =
2 sin y
y
,
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Slika 11: Graf njene Fourierove transformiranke.
imaginarni del je ni£, saj je sin(ty) liha funkija, ki jo integriramo na simetri£nem intervalu.
V to£ki y = 0 moramo Fourierov integral izra£unati posebej:
F (f)(0) =
ˆ ∞
−∞
f(t)eit·0 dt =
ˆ ∞
−∞
f(t) dt =
ˆ 1
−1
1 dt = 2.
Zgornji graf preej dobro predo£i graf splo²nega Fourierov integral. Veljajo namre£
naslednje lastnosti:
Lema 58. Bodi f : R→ R absolutno integrabilna funkija in F := F (f) njen Fourierov
integral. Tedaj velja:
(i) F : R→ C je funkija z vrednostmi v kompleksnih ²tevilih. Denirana je za vsak y ∈
R.
(iii) F (y) je zvezna funkija, ki limitira proti 0, ko gre y → ±∞.
Naloga 59. Dokaºi Lemo!
Re²itev. Da je denirana za vsak realen y sledi iz dejstva, da je pri vsakem y Fourierov
integral
´∞
∞ f(t)e
ity dt absolutno integrabilen, in s tem tudi konvergenten.
Za dokaz zveznosti pa upo²tevjamo, da limh→0 |eith − 1| = 0, oziroma, £e je ε > 0 je
za vsak dovolj majhen |h| izpolnjeno |eith − 1| < ε. Za take h je tedaj
|F (y + h)− F (y)| ≤
ˆ ∞
−∞
|f(t)(eit(y+h) − eity)| dt =
ˆ ∞
−∞
|eity| · |f(t)| · |eith − 1| dt =
≤
ˆ ∞
−∞
|f(t)| · |eith − 1| dt ≤
ˆ ∞
−∞
|f(t)| · ε dt = Mε,
kjer M =
´∞
−∞ |f(t)| dt <∞.
Naloga 60. Pokaºi ²e eno zelo pomembno lastnost Fourierove transformiranke: F je
linearna preslikava, tj. F (f + g) = F (f) + F (g) in F (λf) = λF (f) za λ ∈ C.
Izrek 61. Denimo, da je absolutno integrabilna funkija f : R → R odvedljiva povsod.
e je tudi f ′(t) absolutno integrabilna, velja
F (f ′)(y) = −iyF (f)(y).
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Dokaz. Oglejmo si realni del Fourierove tranformiranke:
Re F (f ′)(y) = lim
a→∞
b→∞
ˆ b
a
f ′(t) cos(ty) dt =per partes
= lim
a→∞
b→∞
f(t) cos(ty)
∣∣b
t=a
+ lim
a→∞
b→∞
y
ˆ b
a
f(t) sin(ty) dt
Funkija cos(by) je omejena z 1, medtem ko je po Nalogi 62 f(±∞) = 0. Zato izlimitirani
del konvergira proti 0. Ostane nam zgolj
Re F (f ′)(y) = 0 + lim
a→∞
b→∞
y
ˆ b
a
f(t) sin(ty) dt = y
ˆ ∞
−∞
f(t) sin(ty) dt = y Im F (f)(y).
Podobno dobimo za imaginarni del (napisano male kraj²e):
Im F (f ′)(y) =
ˆ ∞
−∞
f ′(t) sin(ty) dt =per partes
= f(t) sin(ty)
∣∣∞
t=−∞ −y
ˆ ∞
−∞
f(t) cos(ty) dt = −yRe F (f)(y).
Zdruºimo oboje skupaj:
F (f ′)(y) = ReF (f ′)(y)+ i Im F (f ′)(y) = y
(
Im F (f)(y)− i Re F (f)(y)) = iyF (f)(y).
Naloga 62. Preveri manjkajo£ del v gornjem dokazu: limt→±∞ f(t) = 0.
(Nasvet: Ker je f ′ absolutno integrabilna, je tudi integrabilna. Torej obstaja integral
´
∞
0
f ′(x) dx =
limt→∞
´ t
0
f ′(x) dx = limt→∞ f(t)− f(0). Ker pa je tudi f(t) integrabilna, mora biti limt→∞ f(t) = 0.)
Zgled 63. Gornji izrek ne velja nujno, £e f ni odvedljiva v saki to£ki. Npr.
f(t) :=
{
1; |t| ≤ 1
0; sicer
je odvedljiva skoraj povsod, z izjemo dveh to£k t0 = ±1. Njen odvod povsod drugje pa
je f ′(t) = 0. Toda F (f ′) = 0, medtem ko F (f)(y) = 2 sin y/y.
Denimo, da poznamo Fourierov integral (npr. F (y) := sin y/y) od neke neznane funk-
ije f . Ali bi znali povedati katero funkijo smo imeli v mislih? Odgovor podaja naslednji
izrek.
Izrek 64 (Fourierova integralska formula). Bodi f : R → R absolutno integrabilna in
F (y) njena Fourierova transformiranka. e je f zvezna v to£ki x0 in ima v x0 levi in
desni odvod, lahko vrednost f(x0) dobimo iz Fourierove transformiranke po formuli:
f(x0) = lim
R→∞
1
2pi
ˆ R
−R
F (y)e−ix0y dy
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Opomba 65. e f ni zvezna v x, ima pa levi in desni posplo²eni odvod, se ustrezna formula
glasi
f(x− 0) + f(x+ 0)
2
= lim
R→∞
1
2pi
ˆ R
−R
F (y)e−ixy dy
Pred dokazom si oglejmo primer, ki razkrije kaj vse se skriva v tej formuli.
Zgled 66. Izra£unajmo
g(α) :=
ˆ ∞
−∞
sin y cos(αy)
y
dy. (16)
Zaman bi iskali nedolo£eni integral, saj ni elementarna funkija! Pomagamo si takole:
Integrand zapi²imo male druga£e:
g(α) = lim
R→∞
ˆ R
−R
sin y
y
cos(−αy) dy.
Dodajmo ²e 0 =
´ R
−R
sin y
y
sin(−αy) dy (integrand je liha funkija!), in dobimo:
g(α) = lim
R→∞
ˆ R
−R
sin y
y
cos(−αy) dy
= lim
R→∞
ˆ R
−R
sin y
y
cos(−αy) dy + i lim
R→∞
ˆ R
−R
sin y
y
sin(−αy) dy
= lim
R→∞
ˆ R
−R
sin y
y
e−iαy dy
Edino, kar se moramo spomniti je, da je sin y/y Fourierov integral od funkije
f(t) :=
1
2
{
1; |t| ≤ 1
0; sicer
.
Le-ta je zvezna in odvedljiva v vsaki to£ki z izjemo t0 = ±1, kjer ima skok. Torej izpolnjuje
pogoje iz gornjega izreka:
ˆ ∞
−∞
sin y cos(αy)
y
dy =
2pi
2


1; |α| < 1
1/2; α = ±1
0; sicer
Kot stranski produkt: Pri α := 0 dobimo
ˆ ∞
−∞
sin y
y
dy = pi oziroma
ˆ ∞
0
sin y
y
dy =
pi
2
(17)
Na² naslednji ilj je dokaz Fourierove integralske formule. Uporabili bomo naslednjo
lemo:
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Lema 67. Bodi f : R→ R absolutno integrabilna, odsekoma zvezna, in naj ima v to£ki x0
levi in desni posplo²eni odvod. Tedaj velja:
lim
R→∞
ˆ ∞
0
f(x0 + t)
sin(Rt)
t
dt =
pi
2
f(x0 + 0) (18)
lim
R→∞
ˆ 0
−∞
f(x0 + t)
sin(Rt)
t
dt =
pi
2
f(x0 − 0) (19)
Dokaz. Najprej se spomnimo na ºe izra£unani integral
pi
2
=
ˆ ∞
0
sin u
u
du,
ki nam po substituiji u := Rt; du = Rdt (tu je R poljubno, a ksno pozitivno ²tevilo)
preide v
pi
2
=
ˆ ∞
0
sinRt
t
dt.
Pomnoºimo obe strani s konstanto α := f(x0 + 0), in dobimo
pi
2
f(x0 + 0) = f(x0 + 0)
ˆ ∞
0
sinRt
t
dt =
ˆ ∞
0
f(x0 + 0)
sinRt
t
dt
=
ˆ M
0
f(x0 + 0)
sinRt
t
dt+
ˆ ∞
M
f(x0 + 0)
sinRt
t
dt
Podobno razepimo na dva dela tudi integral v (18):
ˆ ∞
0
f(x0 + t)
sin(Rt)
t
dt =
ˆ M
0
f(x0 + t)
sin(Rt)
t
dt+
ˆ ∞
M
f(x0 + t)
sin(Rt)
t
dt.
Od²tejmo, in dobimo
ˆ ∞
0
(
f(x0 + t)− f(x0 + 0)
)sin(Rt)
t
dt =
=
ˆ M
0
f(x0 + t)− f(x0 + 0)
t
sin(Rt) dt+
ˆ ∞
M
f(x0 + t)
sin(Rt)
t
dt−
−
ˆ ∞
M
f(x0 + 0)
sin(Rt)
t
dt
Levo stran smo torej razbili na tri integrale; na kratko: I = I1 + I2 − I3. Sedaj:
|I2| ≤
ˆ ∞
M
∣∣∣f(x0 + t)sin(Rt)
t
∣∣∣ dt ≤ 1
M
ˆ ∞
M
|f(x0 + t)| dt = 1
M
ˆ ∞
M+x0
|f(u)| du,
oziroma
|I3| = |f(x0 + 0)| ·
∣∣∣ˆ ∞
M
sin(Rt)
t
dt
∣∣∣.
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Ker sta oba integrala konvergentna, je torej |I2| ≤ ε3 in tudi |I3| ≤ ε3 , pri dovolj velikemM .
Pri prvem integralu pa upo²tevajmo, da je funkija t 7→ f(x0+t)−f(x0+0)
t
odsekoma
zvezna povsod na (0,M ]. e ve£, ko gre t → 0 po deniiji limitira proti desnemu
pospe²enemu odvodu, f ′D(x0). Torej jo lahko deniramo tudi pri t = 0, da bo odsekoma
zvezna povsod na [0,M ]. Tedaj pa je po RiemannLebesgueovi lemi limR→∞ I1 = 0,
oziroma: od nekega R naprej je tudi |I1| < ε3 .
Torej: im je R dovolj velik velja |I| ≤ |I1| + |I2| + |I3| ≤ ε3 + ε3 + ε3 . Z drugimi
besedami: limR→∞ I = 0.
Podobno preverimo tudi ena£bo (19).
Dokaz izreka. Integral
1
2pi
´ R
−R F (y)e
−ix0y dy zapi²imo male druga£e:
1
2pi
ˆ R
−R
F (y)e−ix0y dy =
1
2pi
ˆ R
y=−R
(ˆ ∞
t=−∞
f(t)eity dt
)
e−ix0y dy
=
1
2pi
ˆ R
−R
dy
ˆ ∞
−∞
f(t)ei(t−x0)y dt
=
1
2pi
ˆ R
−R
dy
ˆ ∞
−∞
f(t) cos((t− x0)y) dt+ i
2pi
ˆ R
−R
dy
ˆ ∞
−∞
f(t) sin((t− x0)y) dt
Funkija y 7→ ´∞−∞ f(t) sin((t − x0)y) dt je liha, integriramo pa jo na simetri£nem inter-
valu [−R,R]. Imaginarni del je torej ni£. Podobno lahko realni del zapi²imo kot:
1
2pi
ˆ R
−R
F (y)e−ix0y dy =
1
pi
ˆ R
0
dy
ˆ ∞
−∞
f(t) cos((t− x0)y) dt.
Integral na desni konvergira enakomerno in absolutno, saj
´∞
−∞ |f(t) cos((t − x0)y)| dt ≤´∞
−∞ |f(t)| dt <∞. Torej lahko zamenjamo vrstni red integraije:
1
2pi
ˆ R
−R
F (y)e−ix0y dy =
1
pi
ˆ ∞
t=−∞
f(t)dt
ˆ R
y=0
cos((t− x0)y) dy
=
1
pi
ˆ ∞
−∞
f(t)
sin((t− x0)R)
t− x0 dt
=
1
pi
ˆ ∞
−∞
f(x0 + u)
sin(Ru)
u
du
=
1
pi
ˆ 0
−∞
f(x0 + u)
sin(Ru)
u
du +
1
pi
ˆ ∞
0
f(x0 + u)
sin(Ru)
u
du
kjer je u := x0+t. PriR→∞ nam po prej²nji lemi prvi integral konvergira proti 12f(x0−0)
drugi pa proti
1
2
f(x0+0). e je f zvezna v x0, je seveda f(x0−0) = f(x0) = f(x0+0).
Za Fourierovo tranformaijo lahko pokaºemo tudi naslednje:
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Izrek 68. e sta f, g : R→ C s kvadratom integrabilni in absolutno integrabilni funkiji,
velja naslednja identiteta
ˆ ∞
−∞
f(t)g(t) dt =
1
2pi
ˆ ∞
−∞
F (y)G(y)dy.
Opomba 69. V primeru f = g dobimo Parsevalovo enakost:
ˆ ∞
−∞
|f(t)|2 dt = 1
2pi
ˆ ∞
−∞
|F (y)|2 dy
Zopet najprej ilustrirajmo z zgledom:
Zgled 70. Izra£unajmo ˆ ∞
−∞
(
sin y
y
)2
dy.
Tudi tukaj bi zaman iskali nedolo£eni integral, ki ni elementarna funkija. Pa£ pa je
F (y) := sin y/y Fourierov integral od funkije
f(t) :=
1
2
{
1; |t| ≤ 1
0; sicer
in po Parsevalovi enakosti:
ˆ ∞
−∞
(
sin y
y
)2
dy =
ˆ ∞
−∞
|F (y)|2 dy = 2pi
ˆ ∞
−∞
|f(t)|2 dt = 2pi
ˆ 1
−1
1
2
dt = pi.
Dokaz izreka. Le za odvedljive funkije, kjer so poleg tega f, g, f ′, g′, f ′′, g′′ absolutno in-
tegrabilne.
• V tem primeru sta F,G zvezni funkiji, in zaradi F (y) := F (f)(y) = 1
(−iy)2 F (f
′′)(y),
obstaja konstanta A, da je |y|2 ·|F (y)| ≤ A; po potrebi male pove£ajmo A, da bo isto£asno
tudi |y|2 · |G(y)| ≤ A. Tedaj pa npr.
ˆ ∞
−∞
|F (y)| dy =
ˆ −1
−∞
|F (y)| dy +
ˆ 1
−1
|F (y)| dy +
ˆ ∞
1
|F (y)| dy
≤
ˆ −1
−∞
Ady
y2
+
ˆ 1
−1
|F (y)| dy +
ˆ ∞
1
Ady
y2
dy <∞,
in podobno za funkijo G. Torej sta F,G absolutno integrabilni funkiji.
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Dalje, za 0 < R <∞ je
1
2pi
ˆ R
−R
F (y)G(y)dy =
1
2pi
ˆ R
−R
(
F (y)
ˆ ∞
−∞
g(t)eity dt
)
dy (20)
=
1
2pi
ˆ R
−R
(ˆ ∞
−∞
F (y)g(t)eity dt
)
dy
=
ˆ ∞
−∞
(
1
2pi
ˆ R
−R
F (y)g(t)e−ity dy
)
dt (21)
=
ˆ ∞
−∞
(
g(t) · 1
2pi
ˆ R
−R
F (y)e−ity dy
)
dt;
V ena£bi (20) smo upo²tevali, da je kompleksno ²tevilo F (y) konstanta pri integriranju
po t; v (21) pa smo zamenjali vrstni red integraije, saj prej²nji integral (tj. njegov realni
in njegov imaginarni del) konvergira enakomerno:
• Namre£, za vsak y je∣∣Re(F (y)g(t)eity)∣∣ ≤ ∣∣F (y)g(t)eity ∣∣ = ∣∣F (y)g(t)e−ity∣∣ ≤M |g(t)|,
kjer je M := max |F (y)|. Zaradi ´∞−∞ |g(t)| <∞, pa je po Weierstraÿovem Mtestu inte-
gral
´∞
−∞Re
(
F (y)g(t)eity
)
dt res enakomerno konvergenten. Podobno sklepamo za imagi-
narni del.
Ker je f odvedljiva v vsaki to£ki, je po Fourierovi integralski formuli
lim
R→∞
1
2pi
ˆ R
−R
F (y)e−ity dy = f(t);
in s tem:
1
2pi
ˆ R
−R
F (y)e−ity dy = f(t)− ostR(t).
Toda integral t 7→ ´∞−∞ F (y)e−ity dy (tj. njegov realni in imaginarni del) konvergira enako-
merno, saj npr.
∣∣Re(F (y)e−ity)∣∣ ≤ ∣∣F (y)∣∣, iz za£etka pa ºe vemo, da ´∞−∞ |F (y)| dy <∞.
e je torej R dovolj velik, je |ostR(t)| majhen kot ºelimo, neodvisno od vrednosti
argumenta t. Torej
1
2pi
ˆ R
−R
F (y)G(y)dy =
ˆ ∞
−∞
g(t) ·(f(t)−ostR(t)) dt = ˆ ∞
−∞
f(t)g(t) dt−
ˆ ∞
−∞
g(t)ostR(t) dt
in zadnji del lahko takole oenimo:∣∣∣ˆ ∞
−∞
g(t)ostR(t) dt
∣∣∣ ≤ ˆ ∞
−∞
|g(t)ostR(t)| dt ≤ εR
ˆ ∞
−∞
|g(t)| dt R→∞−−−→ 0.
V limiti, R→∞ torej ostane le:
1
2pi
ˆ ∞
−∞
F (y)G(y)dy =
ˆ ∞
−∞
f(t)g(t) dt
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3.2 Konvoluija in Fourierova transformaija
Vemo ºe, da je Fourierova transformaija linearna; da torej F (f + g) = F (f) + F (g).
Kaj pa multiplikativnost?
Naloga 71. Pokaºi, da ne velja vedno F (f · g) = F (f) ·F (g).
Nasvet: Pokaºi, da za funkiji f(t) := sign(2−t)+sign(t) in g(t) := sign(t+2)−sign(t) velja f(t)g(t) = 0
povsod, z edino izjemo t := 0, kjer f(0)g(0) = 1. Po drugi strani pa je
F (f) ·F (g) = −2i
(−1 + e2iy)
y
· 4e
−iy sin(y)
y
=
16 sin2(y)
y2
6= 0
Pa£ pa velja F (f) ·F (g) = F (f ∗ g) kjer je f ∗ g neka nova operaija med funkijami,
ki jo imenujemo konvoluija.
Konvoluijo dveh odsekoma zveznih, absolutno integrabilnih funkij f, g : R → R
deniramo s predpisom
(f ∗ g)(x) :=
ˆ ∞
−∞
f(x− t)g(t) dt
Zgled 72. Vzemimo na²o staro znanko
f(t) :=
{
1; |t| ≤ 1
0; sicer
.
Koliko je konvoluija f ∗ f?
(f ∗ f)(x) =
ˆ ∞
−∞
f(x− t) · f(t) dt =
ˆ 1
−1
f(x− t) · 1 dt = −
ˆ x−1
x+1
f(u) du,
po substituiji x−t := u (ter −dt = du). Predznak porabimo, da spremenimo integraijski
meji:
(f ∗ f)(x) =
ˆ x+1
x−1
f(u) du.
e je zgornja meja, x+ 1 < −1, je na elotnem obmo£ju integraije f(u) = 0. Sklepamo,
da je za (f ∗f)(x) = 0 za x < −2. Podobno, £e je spodnja meja prevelika, tj. £e x−1 > 1.
Z male dodatnega ra£una dobimo
(f ∗ f)(x) =


0; x < −2
x + 2; x ∈ [−2, 0]
2− x; x ∈ [0, 2]
0; x > 2
.
Naloga 73. Naredi ta dodatni ra£un.
(Nasvet: e x ∈ [−2, 0] je −1 ≤ x + 1 < 1. Spodnja meja, x − 1 leºi pod −1, kar pomeni, da tedaj je
f(u) neni£elna natanko na u ∈ [−1, x+ 1], in je tukaj konstantno enaka 1. e pa x ∈ [0, 2] pa je zgornja
meja prevelika, in f(u) je neni£elna natanko na u ∈ [x− 1, x+ 1].)
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Slika 12: Graf konvoluije f ∗ f .
Izrek 74. Velja F (f ∗ g) = F (f) · F (g), kjer je F (h) Fourierova transformiranka
funkije h.
Dokaz se naslanja na tole lemo o zamenjavi vrstnega reda integraije v posplo²enih
integralih:
Lema 75. e je
´∞
−∞
(´∞
−∞ |h(t, s)| dt
)
ds <∞, potem lahko zamenjamo vrstni red inte-
graije, tj. ˆ ∞
−∞
(ˆ ∞
−∞
h(t, s) dt
)
ds =
ˆ ∞
−∞
(ˆ ∞
−∞
h(t, s) ds
)
dt
Dokaz. Najdemo ga npr. v knjigi W. Rudin, Real and Complex analysis, 3rd eddition;
str. 164166; je pa preej zahteven. Ob dodatnih predpostavkah, npr. da nas zanima
zgolj enakost ˆ ∞
s=0
ds
ˆ ∞
t=0
h(t, s) dt =
ˆ ∞
t=0
dt
ˆ ∞
s=0
h(t, s) ds,
da je funkija h(t, s) zvezna, in da integrala F (s) :=
´∞
0
h(t, s) dt oziroma G(t) :=´∞
0
h(t, s) ds konvergirata enakomerno (²e vedno pa zahtevamo:
´∞
s=0 ds
´∞
t=0 |h(t, s)| dt <∞),
je dokaz razmeroma preprost:
Naredimo pomoºno funkijo
H(s, y) :=
ˆ y
0
h(t, s) dt.
Seveda je |H(s, y)| ≤ ´ y
0
|h(s, t)| dt ≤ ´∞
0
|h(t, s)| dt =: M(s). Toda po predpostavkah je´∞
0
M(s) ds =
´∞
s=0
ds
´∞
t=0
|h(t, s)| dt <∞. Po Weierstraÿovem Mtestu integral
y 7→
ˆ ∞
s=0
H(s, y) ds =
ˆ ∞
s=0
ds
ˆ y
0
h(t, s) dt
konvergira enakomerno. e torej predpi²emo natan£nost ε > 0, bo pri nekem M
ˆ ∞
s=M
ds
ˆ y
0
h(t, s) dt < ε (y ∈ [0,∞)). (22)
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Ker obstaja integral
´∞
s=0
ds
´∞
0
h(t, s) dt, lahko po potrebi ²tevilo M ²e pove£amo, da bo
isto£asno tudi ˆ ∞
s=M
ds
ˆ ∞
0
h(t, s) dt < ε.
Sedaj v (22) zamenjajmo vrstni red integraije. To lahko, saj smo privzeli enakomerno
konvergeno integrala G(t) :=
´∞
0
h(t, s) ds. Dobimo:
∣∣∣ ˆ ∞
s=0
ds
ˆ ∞
0
h(t, s) dt−
ˆ ∞
0
dt
ˆ ∞
s=0
h(t, s) ds
∣∣∣
≤
∣∣∣ (ˆ M
s=0
ds
ˆ ∞
0
h(t, s) dt+ o1
)
−
(ˆ ∞
0
dt
ˆ M
s=0
h(t, s) ds+ o2
) ∣∣∣
≤ |o1|+ |o2| ≤ 2ε.
Toda ε > 0 je bil poljuben: Razlika na levi mora biti ni£!
Dokaz izreka. Fiksirajmo y = y0 in si oglejmo ²tevilo
I :=
ˆ ∞
t=−∞
(ˆ ∞
s=−∞
f(t− s)g(s)eity0 ds
)
dt
=
ˆ ∞
−∞
(ˆ ∞
−∞
f(t− s)g(s) cos(ty0) ds
)
dt+ i
ˆ ∞
−∞
(ˆ ∞
−∞
f(t− s)g(s) sin(ty0) ds
)
dt.
(23)
Zaradi
ˆ ∞
−∞
(ˆ ∞
−∞
|f(t− s)g(s) cos(ty0)| dt
)
ds ≤
ˆ ∞
−∞
(ˆ ∞
−∞
|f(t− s)| · |g(s)| dt
)
ds
u:=t−s
dt=du
=
≤
ˆ ∞
−∞
|f(u)| du ·
ˆ ∞
−∞
|g(s)| ds <∞,
in podobno pri imaginarnem delu, lahko v (23) zamenjamo vrstni red integraije. Torej:
I =
ˆ ∞
−∞
(ˆ ∞
−∞
f(t− s)g(s)eity0 dt
)
ds =
ˆ ∞
−∞
(
g(s)
ˆ ∞
−∞
f(t− s)eity0 dt
)
ds
u:=t−s
dt=du
=
=
ˆ ∞
−∞
(
g(s)
ˆ ∞
−∞
f(u)ei(u+s)y0 du
)
ds =
ˆ ∞
−∞
(
g(s)
ˆ ∞
−∞
f(u)eiuy0eisy0 du
)
ds
=
ˆ ∞
−∞
(
g(s)eisy0
ˆ ∞
−∞
f(u)eiuy0 du︸ ︷︷ ︸
=F (f)(y0)
)
ds
=
ˆ R
−R
g(s)eisy0 ·F (f)(y0) ds = F (g)(y0) ·
ˆ ∞
−∞
g(s)eisy0 ds = F (f)(y0) ·F (g)(y0).
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