Optical mapping is a novel technique for generating the restriction map of a DNA molecule by observing many single, partially digested, copies of it, using uorescence microscopy. The real-life problem is complicated by numerous factors: false positive and false negative cut observations, inaccurate location measurements, unknown orientations and faulty molecules. We present an algorithm for solving the real-life problem. The algorithm combines continuous optimization and combinatorial algorithms, applied to a non-uniform discretization of the data. We present encouraging results on real experimental data.
Introduction
Even in the era of whole genome methods, the mapping of restriction sites still plays an important role in genomic analysis and motivates further development of mapping procedures 4] . Optical mapping is a novel technique for obtaining restriction maps 14, 3, 16, 10, 15, 7, 4] . In an optical mapping experiment, many copies of the target DNA molecule are elongated and attached to a glass surface. Restriction endonuclease enzymes are applied to the molecules, partially digesting them. At the cleaved cut sites the two cleaved ends of the molecule coil away from each other due to the elasticity of DNA. The molecules are stained and photographed. Molecules appear in the image as lines separated by gaps at cut locations. For each molecule the locations of these cuts along the DNA are recorded. The goal is to deduce from this data the correct locations of all restriction sites.
Optical mapping has several advantages over traditional mapping methods: It can provide high resolution maps which determine physical landmarks in the DNA; it is insensitive to repetitions in the sequence, and can be automated to a considerable extent (see also 17]). Moreover, since the data preserves the linear order of the sites, it is more informative than the data from traditional gel-based restriction mapping methods. Currently, BAC sized clones are routinely mapped, and it is possible to map molecules of up to several hundred Kb.
The deduction of the true restriction sites is not straightforward, due to the following factors:
An observed cut may not correspond to a restriction site. We call such a cut false.
No cut may be observed at a true restriction site, due to partial digestion.
The orientation of each molecule is unknown, i.e., observed cut locations are known only up to complete reversal.
There is a sizing error when measuring observed cut locations.
There are molecules on which the observed cuts do not correspond to real sites in any orientation, and instead produce \random" results. We call these molecules faulty, and the other molecules proper.
Optical mapping uses a number of copies of the target molecule ranging between several dozen and several hundred. The digestion rate, false cut rate, and the sizing error vary considerably, even when comparing restriction sites in the same experiment 3].
Various combinatorial formulations of the optical mapping problem have been proven NP-complete 2, 13, 11] and even hard to approximate 12]. Bayesian approaches using global optimization have been applied in 2] and 9]. A probabilistic model of the experiment is set up, and global optimization techniques are used to nd the most probable parameters of this model, which comprise the desired solution. The implementation reported in 2] is successfully used in practice for analysis of real laboratory data. Other studies 8, 6, 11] discretize the input, and devise combinatorial solution methods. The algorithm of 8] has a proven performance guarantee under a simple probabilistic model of the data.
In this paper we describe a new strategy combining the combinatorial approach with the global optimization approach. We rst determine the orientations of the molecules and then determine the restriction sites by applying continuous optimization in the space of certain model parameters, as done in 2] and 9]. In order to orient the molecules we adapt a combinatorial algorithm from 8]. However, instead of using a xed, uniform discretization of the data as in 8], we use a nonuniform discretization based on identifying certain informative intervals derived from the data itself. The chief innovation in this paper is the use of continuous and discrete algorithmic methods to enhance each other.
Our method was applied in a blind test to eight examples provided by David Schwartz's lab at New York University. The results show that we determine the orientation of the molecules correctly, enabling us to identify almost all the restriction sites.Occasional misestimation of the number of restriction sites can probably be alleviated by further tuning of the algorithm.
The paper is organized as follows: Section 2 outlines the general strategy of our algorithm. In section 3 we present our probabilistic model. Sections 4, 5, and 6 describe the three major stages in our algorithm. Section 7 gives experimental results.
General Strategy
We sketch the signature method that was suggested in 8] as a method of determining the locations of restriction sites in a discretized version of the problem. We assume that the data is scaled so that the target molecule and each of its copies extends over the interval 0; 1]. This interval is partitioned into n equal sections, each of which may contain a single restriction site (typically, n = 200). Sections k n 2 and n + 1 ? k are called conjugate. Thus each conjugate pair contains a section from the left half of the target molecule and a symmetrically placed section from the right half of the molecule. For each conjugate pair, the numbers of molecules with no observed cuts, one observed cut and two observed cuts are determined. On the basis of this information, the conjugate pairs are divided into three types: those likely to contain no restriction sites, those likely to contain two restriction sites, and those likely to contain one restriction site. The conjugate pairs of the rst two types are set aside, and the remaining conjugate pairs are then divided into two classes such that two pairs are in the same class if their restriction sites appear to lie in the same half of the target molecule, and in the opposite classes otherwise. The details will be omitted here, but the idea is that two conjugate pairs should be placed in the same class if, for those copies of the molecule in which each of the two conjugate pairs contains one observed cut, the observed cuts tend to occur in the same half of the molecule. We refer to this process as resolving the conjugate pairs. In 8] the signature method was used to actually determine the restriction sites. In this paper a re nement of the signature method is used to orient the molecules, in preparation for a later stage in which the restriction sites are determined. The signature method (and other algorithms of 8]) were applied to uniformly discretized real data and failed. The main reason is that the sizing errors (and hence the errors in cut observations) are too large to conform with the uniform discretization. Probabilistic analysis of the error under uniform discretization 1] illuminates the limitations of such discretization from a theoretic perspective, and motivates nding a better way to apply combinatorial methods. The fact that the algorithms in 8] disregard faulty molecules adds to the problem.
In the continuous approach, one formulates a probabilistic model with many parameters (e.g. molecule orientations, site locations, cut intensities, noise, etc.) and attempts to nd, by global optimization methods, the most likely parameter values given the data. This approach has been demonstrated to perform well on real data 2, 9]. However, there is room for improvement in some important respects: The score (likelihood) function takes into account both orientations of each molecule. This is done by averaging two probability functions, one for each orientation, so one of them just adds noise to the computation. Clearly a score based on correctly oriented data would give better optimization results. Moreover, the likelihood function for restriction site locations has many local optima, making it quite hard to determine a global optimum unless one starts the search with a solution that is close to the global optimum.
Our approach uses elements of both the continuous approach and the discrete approach, attempting to remedy the shortcomings of each: We reduce the main error source in the discrete procedure for orienting the molecules by a more subtle consideration of the continuous data. The results of the re ned orientation procedure eliminate the need for orientation parameters for individual molecules, and thus help the continuous global search heuristic avoid local optima.
We assume a continuous probabilistic model of the data, similar to 2] and 9]. To orient the molecules we use a variant of the signature algorithm that is less sensitive to sizing errors. This variant depends on the concept of an informative interval, which we now prepare to de ne. The folding operation maps each point 0 x 1 tox = minfx; 1 ? xg. Two intervals along the target molecule are called conjugate if their folded images coincide. This generalizes the de nition of conjugate pairs from 8, 11], since it does not specify the sizes of these intervals or restrict their possible end points to a prede ned discrete set. This generalization enhances the performance of the signature algorithm, allowing it to overcome the sizing error. Under this folding operation each conjugate pair of intervals maps to a single folded interval. A folded interval is called an informative interval if it has a substantial density of observed cuts and passes a statistical test indicating that all the restriction sites within it come from one half of the target molecule; i.e., from one member of the corresponding conjugate pair.
Using dynamic programming we identify a set S of disjoint informative intervals. Using the signature algorithm we can resolve S into two classes, such that two folded intervals in S are in the same class if their restriction sites appear to lie in the same half of the target molecule, and in opposite classes otherwise. We then choose a standard orientation of the target sequence in which the restriction sites occurring in intervals from the rst class are placed in the left half, and those occurring in intervals from the second class are placed in the right half. In this way the restriction sites from each folded interval I in S are assigned to one of the two conjugate intervals that map onto I. This process is called resolving the informative intervals. Finally, we orient each molecule so as to maximize the number of observed cuts in it that lie within folded intervals from S and occur in the \correct" members of the corresponding conjugate pairs.
Once the molecules have been oriented we apply maximum likelihood optimization to determine the restriction sites. To improve the search for restriction sites, we initialize it with a good approximation of the site locations, which is obtained by identi cation of good intervals. Informally, an interval is good if its density of observed cuts is high and most of the observed cuts within it can be attributed to restriction sites within the interval itself. The process of identifying good intervals makes use of the fact that the molecules have been oriented. We also screen out molecules suspected to be faulty, rst in a pre-processing step, and again after orienting the molecules. The general scheme of our algorithm is as follows:
1. Screen out faulty molecules from the unoriented data. 2. Identify informative intervals. 3. Apply the signature algorithm to resolve the informative intervals and orient the molecules. 4. Screen out more faulty molecules from the oriented data. 5. Identify good intervals. 6. Determine the restriction site locations.
Model and Terminology
We now de ne our probabilistic model of the problem. Similar models were used in 2, 9]. Each of the N mol molecules is faulty with (independent) probability p faulty . In each proper molecule false cuts are Poisson distributed with rate .
We assume there is some unknown number t of (true) restriction sites, with the i-th site R i located . In each proper molecule R i is actually observed (registers as a cut) with (independent) probability p i . Its actual observed position is normally (and independently) distributed around i with variance 2 i . Additionally, each molecule is independently oriented as straight or reverse with equal probability. Our problem is to determine the restriction sites i from the data D. In the course of doing this we will also determine the orientations of the molecules and the other parameters of the probabilistic model.
De ne N cuts to be P m N cut (m). For an interval I, de ne X I (D) to be the number of cuts observed in D, inside the interval I. Note, that since the data is a function of our probability space, X I (D) is a random variable.
Screening Out Faulty Molecules
We describe how to screen out faulty molecules from oriented data (step 4 in the algorithm). The procedure for unoriented data (step 1) is analogous, and is omitted due to lack of space.
Denote byD = fc m;j g the data after the molecules have been oriented. We de ne f, the probability density of observing a cut at x, to be the probability of observing a cut in a short interval centered at x, per molecule, per unit length of the interval. Formally, f(x) : 0; 1] 7 ! R is:
Prob(9m; j : jc m;j ? xj < 2 ) N mol (1) Cuts in proper molecules tend to be observed near restriction sites, while cuts in faulty molecules occur at random locations. Thus, the observed cuts in proper molecules should tend to occur at points of higher probability density than the observed cuts in faulty molecules. This is the basis for our screening procedure.
Let I(x; ) denote the interval of length centered at x. Then for a small , we may estimate f(x) by:
;D (x) = X I(x; ) (D) N mol We compute ;D (x) for every cut position x =c m;j . In practice, we choose = x so that X I(x; ) (D) will be some predetermined constant. This way we have a large enough sample size when ;D (x) is small, while concentrating on a small interval around x when ;D (x) is large.
For each molecule m, we compute m , the average of the estimated density in all the molecule's observed cut positions:
The molecules with the smallest m are the ones most likely to be faulty, and should therefore be discarded. We repeatedly nd the molecule m with minimal m (the molecule most likely to be faulty) designate it as faulty, lter it out of our data set and recompute the quantities m on the basis of the remaining molecules. We repeat this process N faulty times, where N faulty is an input number. We note that a more subtle analysis might be able to estimate N faulty from the observed distribution of m .
From this point on, we will assume there are no more faulty molecules, and N mol will denote the number of proper molecules.
Good Intervals and Informative Intervals

Good Intervals
We will eventually determine the restriction sites by an iterative maximum likelihood computation. Since the method we use (the E-M algorithm) is only guaranteed to converge to a local maximum, it is important to start the iteration with a good estimate of the restriction site locations. For this purpose we attempt to localize the restriction site positions to a set of disjoint good intervals. Informally, an interval is good if its density of observed cuts is high and most of the observed cuts within the interval can be attributed to restriction sites within the interval itself. In this subsection we describe the process of nding the good intervals.
We restrict attention to the O(N 2 cut ) intervals having observed cuts as their end points. For each such interval I, we estimate the average value of the density f(x) within I by X I (D) jIjN mol . We eliminate those intervals for which this value is smaller than a chosen threshold, as well as those intervals that are unreasonably long.
We consider the oriented data setD. For each interval I = (a; b) (0; 1), we examine the random variable X I (m), for a single moleculem 2D in our probability space. Assuming there are j true restriction sites in I, and that a negligible number of the observed cuts within I arise from restriction sites outside I, the distribution of X I (m) is a function of the following instance parameters:
1. The false cut rate 2. For each restriction site R i within I, the probability p 0 i of a true cut from R i to be observed in I. Using standard numerical maximization techniques, for each such j, we can get the most likely parameters, given the observed values of k (D). We optimize these parameters, and denote the log of this likelihood, by L j (I). Let L(I) = max j>0 L j (I)?L 0 (I) be the likelihood of the most likely such assumption, compared to the null hypothesis of no restriction sites at all. In practice, it is enough to consider only small values of j, i.e. j 2. The higher L(I) is, the more we consider I to be a good interval.
We extend this measure to any set S of non-overlapping intervals:
It is possible to nd the set S maximizing L(S) by dynamic programming: Let x 1 ; : : :; x Ncuts be the ordered set of observed cut locations, and let x 0 = 0. Let OPT(k) be an optimal set of non-overlapping good intervals in 0; x k ] and let F(k) be the corresponding optimal value. Then F(0) 0, and we compute for k = 1; 2; : : :; N cuts : F(k) = maxfF(k ? 1); max
and save OPT(k), a set of intervals attaining that optimum. OPT(N cuts ) is the desired solution.
Informative Intervals
We now discuss the original, unoriented data set D. . In order for a folded interval to be informative there must be strong evidence that, of the two conjugate intervals associated with the folded interval, one contains at least one restriction site and the other does not. We measure the informativeness of a folded interval by a likelihood calculation similar to the one given in section 5.1, with the added complication that we consider the original, unfolded, data set D, and examine the two dimensional random variable Y I (m) = (X I (m); X I (m)), with I = (1 ? b; 1 ? a) being being the conjugate interval of I = (a; b). The computation is an easy extension of the likelihood computation presented in section 5.1, and is omitted due to lack of space. Once this measure of informativeness has been calculated, an optimal disjoint set of informative intervals is easily found by dynamic programming.
Determining Restriction Site Locations
After stage 5 of the algorithm, we have a set of good intervals, I 1 ; : : :; I k in (0; 1). For each I i , and for each value of j, we know L(I i ; j), the likelihood of the data within I i (for the best values of and p 0 I ) assuming there are j restriction sites in I i and that all the observed cuts within I i arise from restriction sites within I i . In practice, j is no more than 2 (for larger values, this likelihood is practically 0). For any vector j = (j 1 ; : : :; j k ), we can estimate the likelihood of the event that, for each i, I i contains exactly j i restriction sites, by Q k i=1 L(I i ; j i ). This formula is a good approximation provided that, for each good interval I i , restriction sites outside I i do not give rise to a signi cant number of observed cuts within I i . For each vector j with signi cantly high likelihood we generate initial values for and the set of triplets (p r ; r ; r ), where r ranges from 1 to P k i=1 j i , as follows: For an interval I i containing j i restriction sites, a site is placed at the center of each sub-interval of size jI i j j i , and for each such site p r is set to p 0 I i . is xed to Ncuts N mol ? P p r . It turns out that there are not too many likely values for the vector j, and we perform a heuristic likelihood maximization from the starting solution associated with each such vector. Although our starting solutions have all their restriction sites within good intervals, this property is not required to hold at later iterations.
We use a variant of the EM (Expectation Maximization) heuristic for this optimization, as detailed below. We remark that 5], 2] and 9] use EM and other heuristics (gradient descent and Monte Carlo Markov Chain simulation) to optimize a related score. We have the advantage of working with oriented data using a good starting solution.
We now describe the iterative step of our algorithm. Let = ( ; f(p r ; r ; r )g J r=1 ) be a set of assumed parameters. We need to compute the likelihood score s( ), i.e., the probability of the data given :
For the molecule m with the observed cutsc m;1 ; : : :;c m;Ncut(m) , we do not know which of these observed cuts originated from which of the true restriction sites in , and which are due to background noise. A matching between the observed cutsc m;1 ; : : :;c m;Ncut(m) and the true restriction sites (or noise) is called an alignment between m and . We can therefore write:
Prob(D m j ; and the alignment a between m and ) Prob(a)
The inner summation is done over all possible alignments between the restriction sites assumed by , and the cuts observed inD m .
We call an alignment order preserving if for every two observed cuts c; c 0 , which are matched to restriction sites r; r 0 , respectively, c < c 0 i r < r 0 . Other alignments are highly unlikely. We therefore perform the summation in equation 3 only over the order preserving alignments. Since Prob(a) depends only on N cut (m) and J, it only multiplies the total score by a constant factor, and we omit it when assuming the same number J of sites: 
We calculate the logarithm of the required probability by dynamic programming. Typically, the score of the optimal alignment a is considerably higher than the score of any other alignment. Therefore calculating the probability of a is a reasonable approximation to the true likelihood score. We denote this score by s ( ). s ( ) is computable by a dynamic programming recurrence similar to the one used to compute s( ), but taking maximum instead of summation, replacing equation 4 with: 
We have found the di erence between these two scores to be small. Throughout the optimization procedure, we maintain, for each restriction site r =R i , the set L(r) of locations of observed cuts that were assigned to r by the optimal alignments between each of the molecules and . De ne N(r) = jL(r)j, N(noise) = jL(noise)j.
In order to nd the maximum of this score function, we iterate as follows: Note, however, that even if our probabilistic model is correct, and the locations of the observed cuts originating from the restriction site r have the distribution Normal( r ; 2 r ), the locations in L(r) do not have the same distribution. Rather, the distribution of these locations is a doubly truncated Gaussian. Luckily, it seems from our experiments with real data that the di erence between these distributions is negligible.
In practice, we have observed that the score s occasionally splits a site into two nearby sites with lower p i -s. In order to make sure this only happens when the evidence for such a pair is solid, we do the following: For each pair of nearby sites r; r + 1, we count the number of molecules m, for which both sites are matched by a (m). We multiply the score s by the probability of observing this number, given that there are two independent cuts r; r + 1. This modi cation seems to solve the splitting problem in practice, provided there are no chains of such nearby sites.
Results
The above algorithm was implemented in a blind test on real biological data provided by D. Schwartz's laboratory. We encountered at most a dozen restriction sites in each data set, with the digestion rate varying widely from 0:1 to 0:9 between data sets. We encountered di erences of up to 0:3 in the digestion rate between sites in the same data set. The false cut rate varied too, sometimes exceeding one false cut per molecule, on the average. The average sizing error was on the order of magnitude of 1 100 to 1 20 of the molecule length. Examples of the results are given in gures 1, 2 and 3. Figures 1 and 3 describe two experiments with disjoint data-sets for the same molecule, demonstrating application of our algorithm for di erent digestion rates. Bud Mishra and Thomas Anantharaman of N.Y.U. kindly examined our results and then provided us with the true restriction sites, as determined directly from sequence data or (in one example, ) indirectly by inference from pulsed eld gel electrophoresis data combined with the optical mapping data. In several cases where two restriction sites were separated by less than 1000 bases, our algorithm reported only one site. This di culty was also encountered in 2] and may be an inherent problem due to the inability of the imaging system to detect small restriction fragments. Apart from this, our results were correct on four of the eight examples; these include the examples shown here. On two further examples the results were correct except that one restriction fragment with a low digestion rate was missed. On two additional examples where the data was of low quality (as measured by the program reported in 2]) the results were less good. In one of these examples two restriction sites were missed, despite the fact that they were evident by inspection from the histogram of observed cut locations in the oriented molecules. In the other example our program failed, missing two restriction sites and introducing three false restriction sites. It appears that our program tends to determine the orientations of the molecules correctly, thereby substantially reducing the parameter space for any subsequent maximum likelihood method. The occasional misestimation of the number of restriction sites can be alleviated by further tuning of the algorithm for determining the restriction site data from the oriented molecules.
The results presented here are the rst blind test of a novel algorithm. Obviously, the performance of our algorithm does not match up, at this point, to that of 2], which has been employed for two years now with considerable success. The results illustrate that a re ned discretization procedure, combined with the signature method, greatly help the global optimization in cases where the likelihood landscape is unfavorable for optimizing over unoriented data. For example, we provide the correct solution for the data-set in gure 3, which was classi ed by 2] as the hardest global optimization challenge among the 8 data-sets we have considered. 
