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21. Introduction
Definition 1 Hypothesis test
• An hypothesis is a statement about a poplulation parameter
• (Most commonly) two competing hypotheses are called null (H0)
and alternative (H1, sometimes HA)
• An hypothesis test is a rule that specifies for which sample values
to prefer H0 and which sample values to reject H0.
1.1. Example
H0 : θ ∈ Θ0, versus H1 : θ ∈ ΘC0
This hypothesis states that either the population parameter lies within
a specified subset ΘC of the parameter space Θ, or it lies within the
complement of this subset.
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1.2. Example
A more specific and more common example: H0 : θ = 0, versus H1 : θ 6=
0
Consider a drugs trial, where X ∼ F (θ) denotes the change in some
illness measure, the null hypothesis says that on average the treatment
has no effect.
1.3. Caution
There is some heavy philosophy underneath the maths here. There are
also two separate developments of testing; Fisher and Neyman-Pearson.
We are following Neyman-Pearson.
1.4. Note
Hypothesis tests are often based on some statistic W (X)
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Methods for finding Hypothesis tests
Definition 2 Likelihood ratio tests: find a test of the form:
λ(x) =
supθ0L(θ|x)
supθL(θ|x)
What this says, is
1. find the maximum value of the likelihood for any value of θ proposed
by the null hypothesis
2. find the maximum value of the likelihood for any value of θ (i.e.,
find the value of the Likelihood at the m.l.e)
3. Divide 1 by 2, and use the result to make a decision.
One way of deciding whether this ratio is big enough to reject H0 is
to note that Wilk’s theorem says that asymptotically −2×λ(x)χ2d where
d denotes the difference in degrees of freedom between the numerator
and denominator. Another way is to use this approach to develop more
specific tests!
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1.5. Example: Normal
Assume Xi ∼ N(θ, 1); H0 : θ = θ0 versus H1 : θ 6= θ0.
λ(x) =
1√
2pi
exp
(−∑ni=1(xi − θ0)2/2)
1√
2pi
exp
(−∑ni=1(xi − x¯)2/2)
= exp
(1
2
(−
n∑
i=1
(xi − θ0)2 +
n∑
i=1
(x− x¯)2))
= exp
(− n(x¯− θ0)2/2)
because∑n
i=1(x− θ0)2 =
∑n
i=1(xi − x¯)2 −
∑n
i=1(x¯− θ0)2
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62. Size and power
Decision Truth
Fail to reject H0 Correct Wrong (II)
Reject H0 Wrong (I) Correct
• Wrong (I) is called a type I error. We choose tests to minimise the
type 1 error, and call the value chosen the size of the test. Typically
we use a size of α = 0.05
• Wrong (II) is called a type II error. Having chosen a size, we try
to find a test that minimises the size of this error. 1-P(Error II) is
called the Power of a test. We try to maximise the power, given a
pre-determined size.
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Illustration. Consider X ∼ Binom(5, θ); H0 : θ ≤ 0.5 versus HA :
θ > 0.5. The following plot of the power function is informative.
P (T (X) ∈ R) =
{
P (Type I) if θ ∈ Θ0
1− P (Type II) if θ /∈ Θ0
We examine three decision rules for R, x = 5, x = 4, 5 and x =
3, 4or5
JJ II J I Back
Section 2: Size and power 8
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
p
P(
x=
R)
P(Falsely reject H0) P(Correctly reject H0)
x=5
x=4,5
x=3,4,5
JJ II J I Back
93. The Normal distribution
β(θ) = P (
X¯ − θ0
σ/
√
n
> c)
= P (
X¯ − θ
σ/
√
n
> c+
θ0 − θ
σ/
√
n
)
= P (Z > c+
θ0 − θ
σ/
√
n
)
• This depends on n (or
√
n). You can control power by controlling
sample size as well as by choosing a test
• β(θ0) = α if P (Z > c) = α (for any value of θ0)
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4. P value
Definition 3 A p-value P (X) is a test statistic 0 ≤ P (X ≤ 1) for every
sample point in X. Small values of P (X) support H1
P (P (X) ≤ α) ≤ α
4.1. Example
Consider Xi ∼ N(µ, σ2), H0 : µ = µ0 and H1 : µ 6= µ0. The likelihood
ratio test gives us
W (X) =
|X − µ0|
s/
√
n
Regardless of σ, if µ = µ0, W (X) ∼ tn−1. Therefore, P (X) will the
same for all values of σ
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5. Most powerful tests
Definition 4 Let C be a class of tests for H0 : θ ∈ Θ0 versus H1 : θ /∈
Θ0. A test in C with power function β(θ) is said to be Uniformly Most
Powerful if β(θ ≥ β′(θ)) for every θ ∈ Θ0 and every β′(θ)
