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INTRODUCTION
The Portable Hyperspectral Imager for Low-Light Spectroscopy (PHILLS) is a hyperspectral imager specifically designed for imaging the coastal ocean. It was deployed on an Antonov AN-2 aircraft operated by Bosch Aerospace, Inc. (Huntsville, Alabama) at the Long-term Ecosystem Observatory (LEO-15) during July 22 through August 2, 2001 . The deployment was part of a multi-institution oceanographic study of the region sponsored by the U.S. Office of Naval Research (ONR) Hyperspectral Coupled Ocean Dynamics Experiments (HyCODE) program [1] . The goal of this program is to demonstrate the scientific and technical capability to characterize the littoral environment with remote sensors.
The LEO-15 site [2] is one of three regions studied by the HyCODE program. The study area is an approximate 25 km × 25 km area located in the Middle Atlantic Bight off the coast of New Jersey north of Atlantic City. Understanding how variability in the inherent optical properties of these waters is related to physical and biological processes is an important part of the HyCODE program. During the summer months, this area is the site of numerous in-water studies with instruments on fixed moorings, manned research vessels, and autonomous underwater vehicles. During the 2001 July deployment, this area was also observed with numerous aircraft and satellite multi-and hyperspectral visible/near-IR sensors, such as SeaWiFS, MODIS, AVIRIS, PHILLS-1, PHILLS-2, IKONOS, and PROBE.
The PHILLS sensors have been deployed during a number of field campaigns. In general, each deployment includes sensor improvements, although occasionally new sensors are constructed (e.g., the PHILLS-2 sensor also flew at LEO-15 [3] ). The sensor described here was flown the previous year at LEO-15 and at Lee Stocking Island [4] . Because of sensor modifications, the light-scattering problems noted in those deployments are not present in this data set.
This report describes the LEO-15 2001 PHILLS-1 data that were collected and how they were processed to obtain calibrated and atmospherically corrected remote sensing reflectance (R rs ) images. This includes descriptions of laboratory spectral and radiance calibration procedures, how laboratory calibrations are adjusted to match field-collected data, and how the data can then be atmospherically corrected and georectified.
LEO-15 PHILLS-1 2001 DATA SET
While the main focus of the 2001 July field campaign was the 625 km 2 area located off the coast, the inshore areas (Great Bay, Barnegat Bay, and associated marshes) are also of great interest for estuarine studies. Consequently, our observation plan was constructed to observe not only the offshore area, but also to cover as much of the marsh and estuarine environment as possible.
PHILLS-1 is a pushbroom sensor. It views the Earth from the aircraft nadir position, with the spectrometer slit aligned perpendicular to the aircraft direction of motion. The aircraft's forward motion is used to sequentially acquire new lines of ground pixels in the along-track direction. The light passing through the entrance slit is dispersed by the spectrograph onto a two-dimensional charge-coupled device (CCD) detector array to obtain a spectrum for each cross-track ground pixel. References 5 and 6 provide a detailed sensor description.
The PHILLS-1 sensor CCD has 1024 cross-track spatial pixels (or samples). The CCD spectral dimension is 512 pixels (or bands). The CCD is sensitive to light in the 400 to 1000 nm spectral range; consequently, at this maximum spectral resolution, each band has a width of ~1.17 nm. This maximal spectral resolution is used for laboratory sensor wavelength calibrations (see Section 3) . Because of signal-to-noise and data volume considerations, however, field data are usually spectrally summed (binned on the CCD chip) over 4 or 8 bands, producing 128 or 64 spectral bands per spatial pixel. A sensor frame is one line of data. In the laboratory, where the sensor is not moving, measurements taken over many frames represent a measurement over time, which is usually then averaged over time (frames) to produce a 1024 across-track pixel by 512, 128, or 64 spectral band data matrix, depending upon the spectral binning. When flown in an aircraft, each frame covers a different cross-track line on the ground, and the result is a 1024 sample × (128 or 64 band) × (# of lines) data cube in Band Interleaved by Line (BIL) format. Generally the data are stored in separate "sequences" containing 1024 lines, which, when strung together, form a data "run."
The LEO-15 data were collected using a 17 mm lens at f/4 and focused at infinity. The altitude of the plane/sensor was ~ 2700 m for those flights covering the offshore area. The camera frame rate was 25 frames/s in order to produce 1.8 m square pixels, and 128 bands of spectral data per spatial pixel (bin-by-4) were saved. For flights on July 27 and August 2, we surveyed the inland marsh area at higher (0.9 m) spatial resolution at a flight altitude of 1500 m. This required setting the sensor frame rate to 46 frames/s in order to maintain square spatial pixels. In this case, data were stored at 64 bands per spatial pixel (bin-by-8). Binnedby-4 PHILLS-1 data exhibit a small band-to-band sawtoothed pattern that is not removed by the radiometric calibration. It is believed that this pattern is at least partially due to an etalon effect within the CCD. Summing adjacent bands to produce 64 spectral bands per pixel can significantly reduce this effect, and as a consequence, all LEO-15 calibrated PHILLS-1 data are routinely binned to 64 wavelength bands. The original bin-by-4 spectral data are available for special studies if needed.
Remote sensing data were collected on 9 days at LEO-15 with PHILLS-1. Figure 1 shows a schematic of each flight line on a map of the region. Flight lines are aligned along the mean solar azimuthal angle. The approximate start/stop time, latitude, and longitude of each run is listed in Table 1 . Data are stored in sequences of 1024 lines (frames) of data. Each flight line is given a run number and each data sequence is named according to that run number and the sequence number within that run, i.e., RunXXSeqYY.bil. Calibrated data are normally identified with a date identifier and calibration ID (e.g., YYMMDD_RunXXSeqYY_calID.bil). Associated with each data file is an ASCII header file (*.hdr) in ENVI format [7] that contains information about the file. One can identify data of interest by downloading the appropriate "quick look" RGB image of the run from the NRL Code 7230 website [8] and identifying the lines of interest. The sequence number for those lines is the truncated integer of (line number)/1024. Each data run has an associated "dark file" of at least one sequence in length that was usually made at the end of the run by placing the sensor lens cap over the lens. This dark file must be subtracted from a data sequence before that sequence can be calibrated.
Of the nine flight days, the prime science days were July 23, 25, 27, 31 and August 1 and 2, 2001. The high 0.9 m spatial resolution marsh and estuary survey occurred on July 27 and August 2. The spatial resolution was 1.8 m for the other flights and the flight lines coincide with the PHILLS-2 sensor flight lines on those days. The data collection on August 1 is somewhat different in that a time series was run repeatedly on two lines. The July 31 observation is especially noteworthy because of the many near-simultaneous remote sensing plane and satellite systems that observed this region on that day. In addition to the aircraft data discussed in this report, our group also collected in-water ground-truth data for comparison and interpretation of remote sensing-derived reflectance spectra. Water samples were collected for filter pad absorption measurements, total suspended sediment, particle size and chemical composition (HPLC). An optical profiler containing two AC9s, a HiSTAR, and a Hydroscat-6 instrument were also used. An Analytical Spectral Devices (ASD) spectrometer was used for measuring R rs at the water surface. A complete description of the ground truth measurements, data processing, and data products can be found in Ref. 9 . The date, time, location, and data available are listed in Table 2 . Additional extensive ship and mooring data were collected by other HyCODE participants. The HyCODE website [1] provides information and links to other sites regarding these measurements. 
PREFLIGHT WAVELENGTH CALIBRATION
A laboratory wavelength calibration of the PHILLS-1 sensor was performed on July 11, 2001 by imaging oxygen, mercury, argon, and helium gas emission lamps. Each lamp produces emission lines at welldefined wavelengths, with the ensemble lines effectively covering the 400 to 1000 nm range. Data cubes were acquired at 512 spectral bands by observing each gas lamp for several seconds, and frame averaging the data to give sample-dependent spectra. Visual inspection of the line peak position for select lines as a function of sample number indicated that wavelength calibration was constant across the array within 1 to 2 nm. Consequently the data were summed over the central 800 samples or so of the array and the resultant spectral line profiles were fit (within ~25 spectral bands of the spectral line peak) with a Gaussian function and a quadratic background term. The exact in-air wavelengths of known emission lines were obtained using the atom.exe program from NIST. By pairing peak Gaussian band positions with known lines (see Table 3 ) a linear relation between 512-band number and wavelength was derived. This relationship is shown in Fig. 2(a) . The corresponding bin-by-4 (or 8) wavelength is obtained from this linear relationship. The FullWidth Half Maximum (FWHM) of the Gaussian line width is plotted as a function of band number (wavelength) in Fig. 2 (b). The detector FWHM decreases from ~ 2.7 nm at 400 nm to ~ 1.7 nm at 1000 nm wavelengths.
PREFLIGHT RADIOMETRIC CALIBRATION
A preflight radiometric calibration was performed on July 12, 2001. The basic process for performing a radiometric calibration is to have the sensor look at light sources spanning a range of known radiance and compare the observed signals in each spectral band of each cross-track spatial sample with the corresponding band radiance. The relationship should be linear, but small deviations are possible. Ideally, the radiance range of the sources should span what is observed in the field, but this is not possible at all wavelengths because of the variety of targets that are observed (e.g., very dark blue-rich water and very bright red-rich sand). The laboratory light sources have a spectrum similar to a black body with a peak at 950 nm, and it is impossible to get large signals in the blue spectral channels without saturating the CCD in the red channels. Due to blooming and possibly scattered light effects, saturation of any part of the CCD affects the linearity of the pixels over the entire CCD. In these cases, it is necessary to extrapolate the radiometric calibration to signal levels outside of the range of the light sources.
One source used to calibrate the sensor is an integrating sphere containing a set of 10 quartz halogen lamps. The radiance is varied by powering different numbers of lamps. This method has been used extensively in the past [4] , but the need to place a "blue-balancing" filter between the lamps and the sensor to prevent sensor saturation complicates the process.
For the LEO-15 2001 deployment, a different approach was used to calibrate the sensor. In this case, a range of radiance levels was obtained by varying the distance of a single light source from a diffuse plaque. The calibration setup is shown schematically in Fig. 3 , where various geometric variables are shown. A single NIST-calibrated FEL lamp (#fel399) was placed (a distance D) from 40 cm to 120 cm from a wellcharacterized, spatially uniform, 99% reflectance Spectralon plaque (LABSPHERE SRT-99-100 #2). The plaque surface was oriented normal to the FEL-Plaque optic axis. This plaque was observed by the PHILLS-1 sensor from a 17 cm distance d at a 45 deg angle from the FEL-Plaque optic axis. The FEL lamp and PHILLS-1 sensor were carefully positioned so that the plane defined by the FEL lamp -Plaque -PHILLS-1 sensor optic axis was parallel to the optical bench. The sensor slit was oriented normal to this plane. Each sensor pixel (sample) views the plaque at a different distance h above (or below) the optic axis. This distance h was determined by knowing the distance of the plaque from the sensor d and the view angle θ for each pixel. The view angle θ was determined for each pixel by imaging a carefully measured grid pattern from a known distance. The radiance at any angle θ is then given by
where
, r plaque is the reflectance of the plaque at 45 deg interpolated to PHILLS-1 wavelengths, the plaque is assumed to be Lambertian, and Irr50 is the NIST-measured irradiance of the FEL lamp at 50 cm. Both the lamp irradiance and plaque reflectance depend upon wavelength. Potential complications are that the reflectance plaque is not truly Lambertian and the FEL light source, while small, is not truly a point source. On the optic axis, the FEL acts as a point source, and for the 45 deg viewing geometry, the slight non-Lambertian property of the plaque is known. However, for off-axis points, variations from the on-axis values become progressively greater. Unfortunately, no complete set of measurements exists to determine both effects at all lamp distances. However, another set of laboratory measurements can be used to partially compensate for these effects.
A series of measurements [10] was collected with a custom-built SPX425 spectrometer (this instrument has a 400 to 900 nm bandpass with 500 0.1 nm bands) along the centerline of the Spectralon plaque with the FEL lamp positioned at 50 cm as used in the PHILLS-1 radiance calibration. The SPX425 was mounted at 45 deg to the plaque on an optical bench quality "scissor jack" in roughly the same configuration as PHILLS-1. The SPX425 has a small 2.5 deg FOV, and was positioned about 10 cm from the plaque, so that the spectrometer viewed a relatively small area of the plaque (~ 40 PHILLS-1 spatial pixels) at any single jack position. The spectrometer was visually aligned to the center of the target and roughly optimized to the maximum signal. Spectra were then collected at nine vertical jack positions. The sampling sequence was the center position (26.2 cm) +1.6, +3.1, +4.5, -3.5, -5.2, -7.3, -9.2, and -10.8 cm. The spectra were then normalized to the center measurement. It was found that this ratio for any given measurement was independent of wavelength at the 1% level. The observed ratio was then divided by the ratio expected purely on geometric grounds. The resultant correction factor as a function of angle off the optic axis is shown in Fig. 4 . These points were then fit to a quadratic function of angle. The radiance calculated using Eq. (1) was multiplied by this function. This measurement geometry does not exactly match the PHILLS-1 sensor calibration geometry, but it is important to note that the lamp-plaque-sensor angle (which defines the plaque BRDF angle) is always close to 45 deg and differs by less than 0.1 deg between the two measurements at the furthest point off the optic axis (and vanishes to zero on the optic axis). Thus, plaque BRDF changes are likely to be minimal and the variations that are measured are likely caused by the non-point nature of the light source. This correction, although applied to all calibration measurements, is likely to be less important at larger lamp distances (lower counts). This may explain the small negative radiance offsets discussed in the next paragraph. Calibration of field data validates this correction factor, as cross-track radiances at long wavelengths (where atmospheric contamination of the radiance signal is smallest) are flat over uniform water scenes. Radiance calibration measurements were made with the FEL lamp distance to the plaque ranging from 40 to 120 cm, at 10 cm increments. The 50 cm position is set using a standard 50.000 cm rod. The FEL lamp is mounted on a 1-m AEROTECH stage. The other positions are achieved by moving the stage, which has a claimed accuracy of 1 µm. Measurements were made with the camera lens, frame rates, and spectral binning as planned for the field experiment. The observed dark subtracted counts (corrected for frame transfer, see Section 5) for each spectral band of each spatial sample were then compared to the predicted radiances and a quadratic curve fitted to this data (see Fig. 5 ). The radiance fit was forced to go through zero at zero counts, although small offsets at the -0.05 to -1.5 W m -2 sr -1 µm -1 level are formally allowed. The best-fit coefficients were then stored in a 1024 sample × (128 or 64 line) × 3 band (one band for each quadratic coefficient) Band Sequential (BSQ) calibration file for each sensor setting. Two calibration coefficient files exist for the binby-4 (25 fps) data, one for the original 128 channel data, and one for the summed 64 band data. This latter calibration file was computed by first summing adjacent bands in the original 128-band count data to 64 bands before applying a quadratic fit to the predicted radiance.
CORRECTION OF SENSOR COUNTS FOR FRAME TRANSFER
The PHILLS-1 sensor counts have to be corrected for frame transfer before data can be calibrated or calibration coefficients determined. The reason is that the sensor never really stops collecting photons and continues collecting even while data are being transferred (read) out of the CCD array. Data are read out of the array sequentially in wavelength (or band) space. One can think of the CCD bands as "buckets" on a conveyor belt that are moved into the active CCD area, stay stationary for some time, and then are transferred out of the active CCD area. The time for this to occur is T = 1/f, where f is the camera frame rate. The effect of frame transfer is to distribute a small fraction of the true counts (TRUE) of each spectral band into all the other bands. Thus, in order to determine correct calibration coefficients that relate true counts in a band to radiance in that band, the true count must be determined for each band by "putting back" misplaced counts that were put into the wrong bands and removing counts that really belong in other bands. This correction can be precisely accomplished because even though counts are redistributed spectrally, the total spectral count (TOTAL) is conserved.
The effects of frame transfer are most clearly demonstrated if one does a "thought experiment" where the true spectrum is a delta function in wavelength space. If one frame of data is taken, and frame transfer did not occur, one would observe all the counts (TOTAL ≡ TRUE) in a single band and all the other bands would be identically zero. TRUE is collected in time T = 1/f. If, however, part of this time τ, where τ is the frame transfer time, is spent transferring the bands (N) into and then out of the active CCD detector area, then the count observed in each of the other bands would be C = (count rate) × (time spent in a wrong band) = (TRUE/T)*(τ/(N-1)) = (TRUE/(N-1))*f*τ. The probability that a count ends up in a single wrong band is PROB = C/TRUE = f*τ /(N-1).
For PHILLS-1, the frame transfer time is on the order of 1.5 ms. Therefore, the probability of misplacing a count in 64-band data with a camera frame rate of 25 fps is 0.0006, and is 0.0011 for a 46 fps camera rate. While these probabilities are small, they are not insignificant and can have a profound effect, especially in bands with few intrinsic counts. This type of analysis can be generalized to any spectrum. In this case the observed count (OBS) in any band is given by
where TRUE is the true count that belongs in the band, OUT is the count that is incorrectly placed into other bands, and IN is the count from other bands that is incorrectly placed into the band in question. Now OUT = TRUE*PROB*(N-1), where PROB is given by Eq. (2). Because total count (TOTAL) is conserved, IN = PROB*(TOTAL-TRUE). Substituting these into Eq. (3) and rearranging terms gives TRUE = (OBS -PROB*TOTAL)/(1 -PROB*N).
Thus, the true count can be precisely recovered for any band if one knows the value of PROB.
While one can obtain an estimate of PROB using general sensor characteristics (e.g., the estimates given earlier), it is more accurate to obtain this value directly from the sensor data itself. One way this has been done is to observe a laboratory calibration lamp with and without a red-filter placed over the sensor lens, and then dividing the red-filtered data by the unfiltered data. This ratio should replicate the red-filter transmission function. Frame transfer effects would cause deviations from that shape. Shown in Fig. 6 is such an observation where the camera frame rate is set at 46 fps. The black curve is the ratio of the original data before correcting for frame transfer. The red curve is the expected red-filter transmission function. The observed ratio clearly exhibits deviations from expected at both blue and red wavelengths. The blue curve shows the ratio of the same data set, but where the observed counts have first been corrected for frame transfer using a PROB value of 13.2 × 10 -4 . This value is in good agreement with the estimate made earlier. A PROB value of 7.7 × 10 -4 provides good agreement with 64 band 25 fps data.
All LEO-15 2001 laboratory and field data are corrected for frame transfer using these probability values. Examples of calibrated field data both as collected and corrected for frame transfer are shown in Fig. 7(a) , and the effect this has on atmospherically corrected derived R rs is shown in Fig. 7(b) . . The red curve is the expected red-filter transmission function. 
ADJUSTMENT OF LABORATORY CALIBRATIONS TO MATCH FIELD DATA
Data collected in the field are grouped into 1024 sample × 1024 line × (128 or 64) band BIL format files. The sensor has an intrinsic 12-bit dynamic range and data are bit-shifted and stored in the BIL file as a 16 bit (2 byte) scaled (by 4) integer. This data grouping is called a sequence, with a time contiguous group of sequences composing a data run. A dark file is taken at the end of each run.
The process of calibrating the field collected count data into physical unit radiance values begins with averaging the dark file for the run in the line (time) dimension to obtain an average dark current spectrum for each sensor sample. This time-averaged spectrum is then subtracted from each line in the data file. We have Fig. 7 -(a) The calibrated spectrum of a deep-water pixel observed off the coast of New Jersey at LEO-15. The red curve is the data without correcting for frame transfer and the black curve is the spectrum for the same pixel but correcting for frame transfer. Note the differences in radiance at both long and short wavelengths. (b) Atmospherically derived remote sensing reflectance (R rs ) for same pixel. The black/red curve has/has not been corrected for frame transfer. The uncorrected spectrum exhibits lower reflectance at short wavelengths and a rising reflectance at long wavelengths. found that for PHILLS-1 the sensor dark current typically changes less than 2 counts during the data run. This change typically corresponds to a radiance of 0.02 to 0.15 W m -2 sr -1 µm -1 , depending upon wavelength over much of the detector, and corresponds to about 5% of the radiance observed at wavelengths greater than 700 nm (and is much smaller at shorter wavelengths). Each frame transfer corrected dark subtracted spectrum (count) for each spatial pixel must then be multiplied by the applicable calibration coefficient BSQ file to be converted into radiance units. The radiance file is typically stored as a 16-bit (2 byte) 1000 sample × 1024 line × 64 band scaled (by 100) integer BIL file. One thousand samples, rather than the 1024 available, are typically calibrated because of dead-pixels and uncertain calibration at each end of the detector array.
Ideally, laboratory calibrations will match the field data identically, and the laboratory calibration coefficient files are directly used to calibrate the field data. Occasionally there are small spatial and spectral shifts between field-and laboratory-collected data and these differences must be accounted for in order to use laboratory calibrations to properly calibrate data collected in the field. The reason for these shifts is unknown, but they can be corrected by transforming laboratory wavelength and radiance calibration results to match field conditions.
A spatial shift of about 1 pixel (one sample) was required to match laboratory and LEO-15 2001 field conditions. This is shown in Fig. 8 , where the top plot is from the laboratory radiance calibration made on July 12, 2001 . The dark vertical lines result from imperfections in the spectrometer slit. The amount of light recorded is related to the width of the slit and more or less light is seen because of bumps and indentations in the slit width. The image below is taken from data collected in the field. The same vertical banding is evident in this image, but close inspection shows that the slit patterns are offset from each other. The top image (that is, the calibration coefficients) must be shifted 1 pixel to the right to match the in-field slit pattern. A spectral shift of about 2.6 nm is also required to match laboratory and field conditions. This is shown in Fig. 9 , where a spectrum of the sky taken with an Analytical Spectral Devices (ASD) spectrometer is compared with the radiance spectrum observed over land by PHILLS-1, where the laboratory wavelength calibration has been assigned to the PHILLS-1 data. Note that the position of the oxygen absorption line at 0.76 µm is different in the two spectra. There are other features in these spectra that can be compared, including the solar absorption feature at 0.43 µm and the atmospheric water vapor absorption feature at 0.82 µm. The ASD spectrum shows these features at their true wavelengths. The differences between observed and assigned band positions for these and other spectral features can be fit with a linear function to transform laboratory band wavelength assignments to in-the-field band positions.
Both spatial and wavelength transformations are applied to the radiometric calibration coefficient files. The spatial correction is a single sample offset adjustment. The wavelength calibration adjustment is a simple linear band transformation. The calibration coefficient files are first shifted spatially and then spectrally. This requires resampling the laboratory calibration coefficient matrix to the equivalent in-the-field position in both the sample and band dimensions. It is the resampled laboratory radiometric calibration coefficient file that is applied to the field count data to assign radiance units to each field-acquired spatial pixel spectrum.
SCATTERED LIGHT NEAR BRIGHT LAND FEATURES
There is one detector systematic effect we have not yet corrected for. This is scattered light, probably occurring within the sensor, which becomes apparent when a dark water pixel is located near bright land. This is shown in Fig. 10 , where we show a single band (0.99 µm) data sequence collected on July 31, 2001, as we passed over Seven Islands in Great Bay, New Jersey. An equalization stretch has been applied to the image in order to make apparent this effect. The bright land features are clearly delineated. Water pixels are dark in this image because there is little water leaving radiance at this wavelength. Note, however, that there is a brightening for those water pixels located close (~ 50 to 100 pixels) to land. While atmospheric scattering could cause such an effect [11] , the scattered light appears to be oriented parallel to the sensor slit, suggesting that light scattering is occurring within the sensor. The amount of scattered light is small (~ 10 -4 peak signal), but is great enough to effect the near-IR remote sensing reflectance for these pixels. This effect is small below 0.7 µm, but caution should be exercised when analyzing the near-land, near-IR wavelength spectra.
DATA GEOREFERENCING
The aircraft's Global Positioning System (GPS) latitude, longitude, altitude, pitch, roll, heading, and time were determined at a rate of 10 entries per second using the inertial navigation system in a C-Migits II GPS/INS device (BEI Technologies Systron Donner Inertial Division, Concord, California). Sensor soft- ware is responsible for writing sensor data to a mass storage device and time-tags each frame (line) of data with the GPS time at that instant. Twenty-five (or 46) frames of sensor data were written per second, depending on camera frame rate. By noting the time a frame was written, it is possible to interpolate C-Migits data information to depict the plane (that is, the C-Migits device) position, altitude, and orientation at that time.
If one also knows the angular offset of the sensor optic axis relative to the C-Migits device and the angular offset (view angle) of incoming light for each sensor pixel (sample) from the optic axis, it is then possible to calculate the longitude and latitude of each sensor pixel at the time the data were taken.
Once the sensor is placed (bolted) into the plane, the sensor orientation offset should be the same for each data run. Given the accuracy of input information and our interpolation procedure, it should be possible to determine the ground coordinates of each pixel in the PHILLS-1 image to an absolute accuracy of about 5 pixels.
A mapping of the angle of incoming light for each sample on the detector array, called a pointing or view geometry file, was determined as part of the laboratory calibration. Using a set of Ground Control Points (GCPs) at LEO-15, we determined the fixed roll, pitch, and yaw (heading) orientation offset of the sensor from the C-Migits device by comparing the known GCP positions with those observed. A nonlinear leastsquare algorithm was used to find the offsets that minimized the RMS positional error for these points. The ), but is great enough to effect the near-IR remote sensing reflectance over nearby water pixels, which should be extremely dark at these wavelengths.
GCPs were identified from a 1-m ground truth image of the area constructed from digital aircraft photographs provided by Richard Lathrop [12] and supplemented with digital images downloaded from the TERRASERVER [13] website.
The sensor physical orientation roll, pitch, and heading offsets for LEO-15 are listed in Table 4 . Because an error in pitch can manifest itself as an apparent error in time, we can improve the positional accuracy for each pixel location by determining a "time offset" for each data run. In determining the time offsets, the GCPs are derived from as large an area as possible. If the resultant RMS error between known and best-fit positions is less than 5 pixels, then a single time offset is adequate for that run. In some cases, however, the data could not be adequately fit over the length of a data run with a single time offset. In these cases, the data run was divided into smaller sequential pieces to compute time offsets for those sequences. It appears that this is necessary mainly for the high frame-rate (46 fps) data runs. A possible hint as to why different time offsets are necessary during a data run is shown in Fig. 11 , where discontinuities in the image are apparent. This type of discontinuity is possible if one or more data frames are not recorded (that is missing or dropped) for some reason. At present it is not clear how this occurs. Other data discontinuities have been noted, and it is possible that others may not be apparent (such as over water or some amorphous land area). Thus, the claim of 5-pixel accuracy over water-only regions should be treated with some caution. Table 5 lists the time offsets for various data runs.
The C-Migits data and the physical and time offsets are used to generate an Input Geometry (IGM) file that provides the latitude and longitude of each pixel in an image. An IGM file can be produced for each sequence in a data run for which C-Migits data are available. This information can then be used to georectify an image to remove distortion caused by aircraft motion. ENVI [7] uses the IGM file, for example, to produce a Graphics Lookup Table ( GLT) file that provides the information necessary to quickly warp the image (or any product derived from it) to a geographic coordinate system. An example of a georectified PHILLS-1 image is shown in Fig. 12 . The nonrectangular shape of the border of the georectified image shows the amount of warping that was applied to remove aircraft motion from the image. It is our experience that georectified images may need to be adjusted or warped yet again if better pixel accuracy is desired. For example, the area shown in Fig. 12 was observed on two separate flights. When georectified images of the central portion of this area were compared, they were found to differ by some 20 m in the longitude and latitude directions. An image-to-image transformation was used to warp the images to a common reference. Of course, such a transformation is possible only if there are well-defined positional points in the image. Images of uniform scenes, such as optically deep water, cannot be so corrected.
CALIBRATED PRODUCTS
Calibrated data are typically stored as 16-bit (2 byte) 1000 sample × 1024 line × 64 band integer BIL files. The units for each spectral band are W/m 2 /ster/µm multiplied by 100. Each BIL file has an associated ENVI-compatible ASCII header file that contains information regarding the BIL file format. The wave- length and FWHM for each spectral band are also included. Information regarding the observation date and approximate time, longitude, and latitude of the center of the image is also put into the header file. This information has nonstandard ENVI keywords associated with them and could be lost if an old version of ENVI is used to modify the header file. If C-Migits information is available for the data sequence, then an IGM file containing the same number of samples and lines as the calibrated file is also available.
Also available is a bad lines mask file. Occasionally data are found to be spectrally shifted one band to the blue or red wavelengths. This spectral shift is different than the general wavelength shift between laboratory and field data already discussed. When this occurs, it affects all samples within a single frame (line). The reason for this shift is unknown, but it is easily detected. Each data sequence is routinely processed to detect these bad lines (frames), and the output is a bad lines mask file. This file is a single-band BSQ file with the same number of samples and lines as the calibrated data file. The value for each pixel is zero (0), unless the frame (line) exhibits a spectral shift, in which case a value of 100 is assigned to each pixel in the line. There are typically only a few (< 10) bad lines per data sequence. Figure 13 is an example of a "Bad Lines" mask.
ATMOSPHERIC CORRECTION OF THE DATA
The standard product we produce is calibrated radiance; however, for many applications, the scientific analysis of the calibrated data requires atmospheric correction to give remote sensing reflectance. The atmosphere accounts for about 90% of the observed radiance for most aircraft and satellite optical remote sensing over water. Therefore, the accuracy of the result depends upon the accuracy of the model atmosphere used, the accuracy of the data calibration, and the identification and removal of sensor systematic errors. A discussion of atmospheric removal using an NRL-developed atmospheric algorithm, Tafkaa [14, 15] , is presented here. This discussion is given in order to give the reader an appreciation of the issues involved in producing 
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a remote sensing reflectance product, especially as they relate to PHILLS-1 data at LEO-15. Many issues, however, are applicable to all optical remote-sensing systems.
Unless all parameters of the atmosphere are known (and they rarely, if ever, are), atmospheric removal requires judgment on the part of the analyst. In Tafkaa, one must know the lighting geometry of the scene under consideration (that is, the solar orientation and the orientation of the sensor view direction relative to the Sun) to correctly account for the amount of sky light reflected directly off the water surface, and define the atmospheric parameters to be used including the aerosol optical properties of the scene.
Scene observation geometry is important because atmospheric absorption depends upon the path length the light must traverse first down to the surface and then back up to the sensor, and atmospheric scattering is a vector process dependent upon the scattering properties of the material and the direction of the incident light. The scene geometry can be accurately determined by knowing the location and time of the observation (which defines the solar zenith and azimuth angles), the altitude of the sensor, the direction (azimuth angle) the aircraft is traveling, and the view angle of the sensor relative to that of the aircraft. At LEO-15, the PHILLS-1 sensor points toward the Earth at nadir position. The field of view (FOV) of the sensor, however, is ± 20 deg and only the central pixel is pointed at nadir. Pixels at each end of the sensor array view ~ 6% greater path length than those located in the center, and this causes a brightening in the blue part of the spectrum for those samples at each end of the array (see Fig. 14) . Currently, Tafkaa assumes a constant geometry over the image, but a new version (still in testing) allows for changing view geometry. Flight lines are normally chosen to be flown into or out of the Sun to obtain uniform illumination across the scene. Misalignments in flight azimuth angle will sometimes occur and this can produce an asymmetric light variation across the scene. This is shown in Fig. 15(a) , which shows sky reflection from the surface varying from left to right across the image.
In Tafkaa, the amount of reflected sky light is a function of the wind speed. Tafkaa uses the Cox-Monk formulation for a wind roughened sea surface as implemented by Ahmad and Fraser [16] to derive the amount of surface reflected light. Currently, wind speeds of 2, 6, and 10 m/s are supported. Note that sky reflection from surface capillary waves is modeled, but not the larger amplitude surface waves. At the high spatial resolution of the PHILLS-1 sensor, this larger spatial amplitude wave pattern can cause different amounts of direct and diffuse skylight to be reflected into the sensor from different portions of the wave. This is shown in Fig. 15(a) , where the surface waves on the left side of the image are oriented at just the right angle to reflect more solar radiation into the PHILLS-1 sensor. Note also, that localized currents, bottom material, or local wind variations can disturb (or calm) the water surface and regions of localized enhanced (or depressed) surface reflectance are possible.
The 1976 U.S. Standard Model Atmospheres for tropical, sub-Arctic and high latitude summer and winter and the U.S. Standard 1962 atmosphere are currently supported in Tafkaa. Four basic types of aerosol model are also supported, consisting of varying proportions of large and small aerosol particles. An absorbing aerosol is also available [17] . The aerosol optical properties are defined by specifying the aerosol type, the relative humidity, and the aerosol optical depth (or visibility) at 550 nm. The choice of aerosol is especially important at short visible wavelengths, where aerosol scattering is especially dominant. If the aerosol properties of the scene are not known, then one must choose the aerosol model to use.
It is possible to use wavelengths greater than 700 nm to help determine the aerosol type by assuming that the water leaving radiance at these wavelengths is zero. Tafkaa can be run in such a mode, in which case one can choose a set of wavelengths where atmospheric absorption is known not to be important and Tafkaa then picks the aerosol model that best matches the observed signal. For PHILLS-1, which has an upper wavelength bound of 1000 nm, there are only two wavelength regions (0.750 and 0.865 µm) suitable for this approach. With AVIRIS data, there are an additional four bands at longer wavelengths that could potentially be used. When Tafkaa is used in this mode, the output reflectance image is accompanied by a product file that lists the best fit aerosol model, optical depth, and humidity for each pixel.
Of course, this approach assumes that any observed signal in the bands chosen is caused by atmospheric scattering. Surface reflection effects can however be incorrectly interpreted as aerosol emission. This is shown in Fig. 15(b) where we have plotted the best-fit aerosol type for each pixel assuming that emission at 0.750 and 0.865 µm is exclusively atmospheric. The best-fit aerosol model is clearly spatially correlated with the reflected surface light pattern. In images such as this, we have found that the wave troughs give the best estimate of aerosol parameters. An approach that we typically use is to first run Tafkaa on an image where it picks the best-fit aerosol values, and then rerun Tafkaa using an aerosol model defined by the mean or most likely aerosol model parameters for those pixels least corrupted by surface reflection effects. A deep-water scene is chosen to do this, because the assumption of zero water leaving radiance at long wave-lengths is more likely to be true in offshore than nearshore areas, where suspended sediments are likely to be present. Those aerosol parameters can then be applied to each inshore image. This approach assumes that the aerosol type and optical depth are the same for near-and offshore regions. Figure 16 shows an example of how the choice of an aerosol model affects the derived reflectance. This spectrum was taken from within Great Bay and is located in a channel just north of the Rutgers Marine Field Station. The black points are the PHILLS-1 R rs spectrum assuming a maritime aerosol with optical depth of 0.120 (a value measured from a nearby location with a SOLAR LIGHT Sun Photometer). The choice of maritime aerosol was used to produce a minimal signal at long near-IR wavelengths. This spectrum agrees well with a surface R rs measurement (the red solid curve) made with a shipboard ASD spectrometer taken at almost the same time and place. The ASD spectrum has had surface glint removed by forcing the reflectance to be zero at 900 nm wavelengths. However, if these atmospheric parameters are applied to a deep-water scene located at the end of the run, it overcorrects for atmospheric effects and negative reflectances are derived. If this same offshore scene is used to derive the best-fit aerosol parameters, then an urban aerosol is preferred with optical depth of 0.093. If these parameters are then used to atmospherically correct the inshore data, then the green data point spectrum is derived. This spectrum is larger than that obtained with the ASD, but is more in line with the original ASD measurement before correcting for surface reflected light (the blue curve in the figure). In the relatively swift turbid water of Great Bay, it is not a priori clear that forcing the reflectance to zero at long wavelengths is the correct thing to do.
It is interesting to note, however, that the PHILLS-1 derived R rs curves generally agree with each other if a constant offset is applied to one spectrum relative to the other in order to force agreement at long wavelengths. The spectra tend to track each other rather closely with differences being greatest at shorter wavelengths. We have found this to be true of other image spectra as well. This implies that errors in atmospheric and surface reflection correction tend to produce, to first order, systematic offsets. Relative changes in reflectance are probably not greatly affected, but parameters derived from them will mainly be changed in absolute scale. 
