Abstract. Schnorr famously proved that Martin-Löf-randomness of a sequence A can be characterised via the complexity of A's initial segments. Nies, Stephan and Terwijn as well as independently Miller showed that Kolmogorov randomness coincides with Martin-Löf randomness relative to the halting problem K; that is, a set A is Martin-Löf random relative to K iff there is no function f such that for all m and
Introduction
Kolmogorov complexity [9, 13] aims to describe when a set is random in an algorithmic way. Here randomness means that no type of patterns can be exploited by an algorithm in order to generate initial segments of the characteristic function from shorter programs. Randomness notions have been formalised by Martin-Löf [10] , Schnorr [18] and others. A special emphasis was put on describing randomness of a set A in terms of the complexity of the initial segments A(0)A (1) 
. . . A(n).
The first important result in that direction was that Schnorr [19] proved that a set A is Martin-Löf random if and only if for almost all n the prefix free Kolmogorov complexity H(A(0)A (1) . . . A(n)) of the (n + 1)-th initial segment is at least n. It is easy to see that the counterpart of this characterisation is that a set A is not Martin-Löf random iff there is an A-recursive function f such that H(A(0)A (1) . . . A(f (m))) ≤ f (m) − m for all m. In other words, one can find -relative to A -points to witness the non-randomness effectively. It should be noted that the function f has to be taken relative to A and not relative to some fixed oracle B independent of A as the sets 2-generic relative to B are not Martin-Löf random but would not admit a B-recursive function f witnessing the non-randomness in the way just mentioned.
The scope of the present paper is to study the notions of randomness beyond Martin-Löf randomness. These are the relativised versions "Kurtz random relative to K", "Schnorr random relative to K" and "Kolmogorov random" which coincides with "Martin-Löf random relative to K" where K is the halting problem or any other creative set. In addition, the two independently defined notions of "Demuth random" and "strongly random" are considered. Strong randomness is by some authors considered to be the next counterpart of Kurtz randomness, although it is not the relativised version; therefore they call Kurtz random also "weakly random" and strongly random also "weakly 2-random" [13] . Strong randomness [8, 17] has various nice characterisations, in particular the following: A is strongly random iff A is Martin-Löf random and forms a minimal pair with K with respect to Turing reducibility [4, Footnote 2] . For these notions, in order to quantify the degree of non-randomness of a sequence, one studies from which value f (m) onwards all initial segments can be compressed by m bits. That is, one looks at functions f such that C(A(0)A (1) . . . A(n)) ≤ n − m for all n > f(m); here f might also be an upper bound of the least possible point with this property as one might want to have that f is in a certain Turing degree. This idea is quite natural as Kolmogorov random is just the notion of randomness which is defined by the absence of any such f and which coincides with Martin-Löf random relative to K.
The main results of this article will be that other randomness notions can be characterised in similar ways. The characterisations of these notions will differ in how the function f can be computed (e.g., relative to which oracles) and whether the compressibility condition holds for infinitely many or for all m. Note that due to finite modifications of f it would be equivalent to postulate the condition for all m or for almost all m. Several proofs make use of this fact.
Although the unrelativised versions of Kurtz randomness and Schnorr randomness do not admit such a characterisation in terms of plain Kolmogorov complexity, Bienvenu and Merkle [1] gave one in terms of Kolmogorov complexity defined by computable machines. There is a close connection between the plain Kolmogorov complexity C and prefix-free Kolmogorov complexity H. This is formalised in the following remark and this connection helps to establish many bounds obtained for C also for H.
Remark 1.
If C(x) ≤ |x| − 1 − 3m with a minimal plain code x * for x, and if n * and m * are minimal prefix-free codes for n := |x| and m, respectively, then some prefix-free machine can use n * m * 0 k 1x * as a prefix-free code for x, where k is chosen such that |0 k 1x * | = n − 3m. It easily follows that there is a constant c such that whenever a set A and a function f satisfy that C(A(0)A (1) . . . A(n)) ≤ n−3m for all m and all n > f(m), then A and f also satisfy that for all m > c and all n > f(m) it holds that
We will also use the following theorem.
Theorem 2 (Chaitin's Counting Theorem [3]).
There is a constant c such that for all n and m it holds that
For the scientific background of this paper, the reader is referred to the usual textbooks on recursion theory [15, 16, 20] and algorithmic randomness [2, 9, 13] .
Characterising Strong Randomness
Nies [13, Problem 3.6 .23] asks whether one can characterise strong randomness via the growth of the initial segment complexity. In the present paper, an answer will be provided, but for that answer the growth-rate depends also on the Turing degree of the set A for which it is asked whether it is strongly random. After the characterisation in Theorem 5, it will be shown in two further results that there is no obvious way to simplify the characterisation. 
Now one defines a plain machine M such that, for all m, n with n ≥ 2m + 1 and
is the x-th string y of length n for which it is verified in time n that y · {0, 1}
∞ ⊆ V hn(m) ; for small n there might be too many of these strings y and then only the first 2 n−1−2m of them are in the range of M ; but for n ≥ f (g(m)) it holds that h n (m) = h(m) and that therefore by the choice of V h(m) there are at most 2 n−1−2m of these strings and each of them occurs in the range of M . One of these strings is the prefix of length n of A. Hence, there is a constant c such that for the function m → f (g(m + c)) and every n greater than the value of this function it holds that 
e be the functions from condition (c). Without loss of generality fix them such that g is recursively approximable from below by g 0 , g 1 , g 2 , . . . and that f is monotone. Now define V m,n,s as the class of all sets B satisfying one of the following conditions:
Note that the first condition ensures that all sets are enumerated into those classes V n,m,s where the parameters are not chosen adequately.
The set A is in every class V m,n,s as whenever the first condition and the second condition do not put A into V m,n,s then g s (m) = g(m) and H s (n) = H(n) and ϕ From this sequence of the V m,n,s , one can construct a new sequence of the form e → ∩ n≤e,m≤e,s≤e V m,n,s which satisfies that the measures of the members tend to 0 and that each member contains the set A as an element. Hence this sequence witnesses that A is not strongly random.
Note that in the above construction the machine M can be chosen such that its domain is recursive, that is, M can be chosen as a decidable machine.
The above conditions (b) and (c) contain a function which is a concatenation of an A-recursive and a K-recursive function. One might ask whether this condition could be simplified by taking only a K-recursive or only an (A ⊕ K)-recursive function. The answer is "no" as these two choices will give rise to other randomness notions as shown in the next two results.
Theorem 6. The following are equivalent for every set A: (a) A is not Martin-Löf random relative to
Proof. If A is Martin-Löf random relative to K then the two conditions (b) and (c) cannot be satisfied for any function f by known results [11, 12, 14] . So assume that (a) holds.
Let U K be a prefix-free universal machine relative to the oracle K and x, s → U s (x) be a recursive approximation to this machine such that every U s is prefixfree. Now there is an A ⊕ K-recursive function which produces for every m a number f (m) such that there exists z with |z|
. Now one can construct a plain machineŨ which sends every input of the form xy with x ∈ dom(U |xy| ) to U |xy| (x) · y and which is undefined on inputs which cannot be brought into this form; note that because of prefix-freeness for each input u the splitting into xy is unique or does not exist. Now for all m there is a z as above. If The next result characterises Kurtz randomness relative to K.
Definition 7.
A set A is called Kurtz-random iff it is contained in every r.e. class of Lebesgue measure 1. H(B(0)B(1) . . . B(f (m + c) 
)) ≤ f (m + c) + H(f (m + c)) − m is a Kurtz test relative to K.
Let A be given such that every A-recursive function is majorised by a K-recursive one. Then the above characterisations show that A is strongly random iff A is Kurtz random relative to K. But this coincidence does not hold in general as 2-generic sets are Kurtz random relative to K but not strongly random. It should also be noted that there is no oracle B such that every set A which is not strongly random satisfies that there is an B-recursive function f with
C(A(0)A(1) . . . A(n)) ≤ n − m for all m and all n > f(m).
Hence the condition in Theorem 5 cannot be replaced by a class of functions which is independent of the set A analyzed. It should be noted that the characterisation of "Schnorr random relative to K" is quite similar to that one of "Kurtz random relative to K". [5] showed that a set A is not Schnorr random iff there is a recursive sequence of strings σ 0 , σ 1 , σ 2 , . . . such that infinitely many of these strings are prefixes of A and j 2 −|σj | is a finite rational number; without loss of generality let the sum be 1. This characterisation can be relativised to K by taking the sequence to be K-recursive. Now one can choose a K-recursive sequence n 0 , n 1 , . , where t = |τ | + 3m and σ s n is the value of σ n after s steps in some recursive approximation of the sequence. When approximating n m , n m+1 and the strings σ nm , σ nm+1 , . . . , σ nm+1 , there is a K-recursive function f such that f (m) is an upper bound on the time which is necessary to converge to the correct values; furthermore, one can choose f (m) to be also an upper bound on |σ | + 3m for each of these strings. It follows that for each string η of length at least f (m) there is a string τ of length |η| − 3m such that M (1 m 0τ ) = η; hence the plain Kolmogorov complexity of all of these strings η is at most |η| + c − 2m for some constant c. As there are infinitely many m such that one of the σ with n m ≤ ≤ n m+1 is a prefix of A, it follows that there are infinitely many m such that for all n ≥ f (m) it holds that C (A(0)A(1) . . . A(n) ) ≤ n − m. 
Theorem 9. The following are equivalent for a set A: (a) A is not Schnorr random relative to K; (b) There is a K-recursive function f such that for infinitely many m and all n > f(m) it holds that C(A(0)A(1) . . . A(n)) ≤ n − m; (c) There is a K-recursive function f such that for infinitely many m and all n > f(m) it holds that H(A(0)A(1) . . . A(n)) ≤ n + H(n) − m.

Proof. (a) ⇒ (b): Downey and Griffiths
Characterising Demuth Randomness
Demuth has defined in the context of analysis a randomness notion which was formalised as follows in the framework of algorithmic randomness [13, Definition 3.6 .24]. 
and the function h defined by
Without loss of generality we may assume
It remains to show that g and h are ω-r.e. and that A ∈ V g(m) = V g(m),h(m) . As f and h are both ω-r.e. andh(e, m) makes at most 2 m mind changes, the functions g and h are also ω-r.e. functions. Now consider any i. Then there is j > i + 1 such that A ∈ V f (j) . It follows that there is an 
Otherwise one can without loss of generality modify g and h accordingly while preserving (b). Now let M (1 m 0x) be the x-th string found in {0, 1} s such that s = |x| + 3m and 
Characterising Turing-Incomplete Martin-Löf Random Sets
Recall that a set A is PA-complete iff there is an A-recursive consistent and complete extension of Peano Arithmetic. This condition is equivalent to saying that every partial-recursive {0, 1}-valued function has a total A-recursive extension. Stephan [21] showed that a Martin-Löf random set is Turing above K iff it is PA-complete. This showed that the Martin-Löf random sets fall into two classes: those above K which coincide with the PA-complete ones and those not above K which coincide with the PA-incomplete ones. The next result shows that the PA-incomplete Martin-Löf random sets have a natural characterisation in terms of initial segment complexity. Note that all Demuth random and all strongly random sets are PA-incomplete. On the other hand, there are MartinLöf random sets which are PA-complete like Chaitin's Ω. Gács [6] and Kučera [7] showed that every a ≥ T K contains a Martin-Löf random set and those are PA-complete.
Theorem 12.
The following statements are equivalent for a set A:
Proof. (a) ⇔ (b) is already known [21] and (c) ⇒ (d) follows from Remark 1.
If A is not Martin-Löf random, the construction of f is straightforward, using the fact that A has 2m-compressible prefixes for each m. 
By assumption, this function f is also A-recursive and satisfies the claim. 
since A ≥ T K and only oracles Turing above K can compute functions which majorise g. Hence there are infinitely many m where the largest value U (τ ) for τ ∈ dom(U ) ∩ {0, 1} m is beyond f (2m). By assumption on f and τ ,
This shows that A is not Martin-Löf random.
Stephan and Wu [22] 
Conclusion and Future Work
The overall idea of this article is to measure the degree of randomness of a set A by analyzing the function Note that this definition is invariant under recursive permutations g, so if B = {g(n) : n ∈ A} then A ≡ KK B. Also, it holds that all sets A, B satisfy A⊕B ≤ KK A. This meets the intuition that a sequence can become more random but not less random by omitting half of the bits.
Besides this, it can be seen that the following classes are closed upward under KK-reducibility (that is, whenever A is in the class and A ≤ KK B then also B is in the class): the class of all Kolmogorov random sets (as it consists of the greatest KK-degree); the class of all strongly Kurtz random sets (as it consists of all degrees except the least one); the class of all Demuth random sets; the class of all sets which are Kurtz random relative to K; the class of all sets which are Schnorr random relative to K.
The reason is that for all of these classes, the randomness notion is defined by comparing the growth rate of R A with that of a certain list of functions which do not depend on A.
Somehow, for the classes {A : A is strongly random} and {A : A is Martin-Löf random and A ≥ T K}, A becomes involved and the upward closure is no longer guaranteed. Indeed, it would be interesting to know whether the role of A could be replaced by something else, so that one or both of the mentioned classes would be closed upward with respect to KK-reducibility. Another topic for study could be the properties of KK-reducibility and its interactions with other reducibilities.
