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ABSTRAK
SIMULASI CONTROL SMART HOME BERBASIS MEL FREQUENCY




Sistem  control smart  home telah  banyak  diimplementasikan  dalam kehidupan.
Akan  tetapi  sistem  yang  ada  belum dapat  mengenali  biometrik  berupa  suara.
Untuk  mengenali  sebuah  suara  diperlukan  metode ekstraksi  dan  algoritma
klasifikasi.  Berbagai  penelitian  yang  mengkombinasikan  berbagai  metode
ekstraksi  ciri  suara dan algoritma klasifikasi  suara  dengan metode MFCC dan
SVM. Penelitian  ini  mengimplementasikan  sistem  control  smarthome  dengan
mengkombinasikan metode ekstraksi suara  Mel Frequency Cepstral  Coefficients
(MFCC) dan metode  Support Vector Machine  (SVM) untuk mengklasifikasikan
ucapan.  Simulasi  sistem yang dibuat  berupa prototype  smart  home.  Hasil  dari
implementasi  model  kedalam sistem  didapatkan  akurasi  sebesar  80%  dari
banyaknya  data  yang  diujicoba.  Kemudian  dari  hasil  implementasi  sistem
kedalam  prototype diperoleh waktu response time perangkat terhadap suara rata-
rata 443 ms dalam keadaan offline menggunakan jaringan lokal.
Kata  Kunci  : fast  fourier  transform,  machine  learning,  mfcc,  smart  home
system, support vector machine
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ABSTRACT
SIMULATION OF CONTROL SMART HOME BERBASIS MEL




The smart home control system has been widely implemented in life. However,
the  existing  system  has  not  been  able  to  recognize  biometrics  in  sound.  To
recognize a sound is required extraction methods and classification algorithms.
Various  studies  combine  various  sound  feature  extraction  methods  and  sound
classification  algorithms  with  MFCC  and  SVM  methods.  This  research
implements  the  control  smarthome system by combining  the  sound extraction
methods Mel Frequency Cepstral Coefficients (MFCC) and the Support Vector
Machine (SVM) method for classifying speech. Simulation of the system created
in the form of prototype smart home. The result of the model implementation into
the system obtained accuracy of 80% of the amount of data that was tested. Then
from  the  result  of  the  implementation  of  the  system  into  prototype  acquired
response time device to the sound averages 443 ms in an offline state using a local
network.
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Perkembangan  teknologi  dan  perubahan  yang  terjadi  pada  penduduk
Indonesia yang sangat tinggi, perangkat microcomputer banyak digunakan dalam
segala aspek kehidupan sehari-hari. Perangkat tersebut dapat berupa  smartphone
ataupun microcontroller. Penggunaan perangkat semakin meningkat dikarenakan
dengan mudahnya akses pertukaran data yang dapat diakses dimana saja. Halaman
web  menjadi  layanan  yang  mudah  diakses  dan  terbuka  untuk  menyediakan
layanan pertukaran data maupun pengendalian jarak jauh. 
Seperti yang diberitakan kompasiana.com pada 25 januari 2020, seseorang
akan tertarik dengan teknologi yang canggih dan menarik. Seseorang menyukai
hal yang bersifat praktis dan cepat untuk membantu melakukan tugas-tugas nya
terutama pekerjaan rumah.
 Dengan  hadirnya  sebuah  smart  home  system yang  nantinya  akan
memudahkan  manusia  yang  memiliki  mobilitas  tinggi  dan  juga  bagi  yang
memiliki  keterbatasan  fisik.  Smart  home  merupakan  salah  satu  riset  teknologi
yang  berfokus  untuk  home  automation   (Amrutha  S,  Aravind  S,  2015).
Menjadikan interaksi antara manusia dengan perangkat elektronik yang berada di
rumah  menjadi  lebih  mudah,  dan  cepat.  Salah  satu  media  teknologi  yang
digunakan adalah smartphone. Smartphone merupakan salah satu alat komunikasi
yang  memiliki  berbagai  kelebihan  untuk  membantu  tugas  manusia,  layaknya
sebuah komputer yang bersifat mobile (Fachri Rizal et al., 2018).
Untuk mengontrol perangkat elektronik di dalam rumah diperlukan sebuah
microcontroller yang  merupakan  alat  dengan  cara  kerja  seperti  komputer  dan
dapat  digunakan  untuk  mengendalikan  perangkat  elektronik.  Contoh  dari
microcontroller adalah  Raspberry  Pi,  Arduino,  NodeMCU dan  Wemos.  Pada
microcontroller perintah  yang  diberikan  diubah  ke  dalam  bentuk  sinyal  dan
dikirimkan ke modul-modul elektronika yang akan digunakan untuk 
mengendalikan peralatan elektronika (Fachri Rizal et al., 2018). 
Sehingga  dengan  adanya  microcontroller pengendalian  peralatan
elektronika  dapat  dilakukan  secara  real  time melalui  internet.  Salah  satu  cara
untuk mengendalikan  perangkat  tersebut  adalah  dengan melalui  perintah  suara
atau yang biasa disebut voice recognition. Voice recognition adalah metode untuk
mengendalikan  sesuatu  dengan suara  atau ucapan manusia  (Gozali  & Suharto,
2019). Metode ini biasanya digunakan untuk sistem automasi atau tujuan lain. 
Sistem  voice recognition menjadi  salah  satu  pilihan  yang  mudah  dan
efektif  terutama untuk para  pengguna yang memiliki  fisik  yang terbatas,  para
penyandang cacat fisik sulit untuk melakukan aktivitas tersebut. Oleh karenanya,
dengan adanya inovasi teknologi berbasis voice recognition  yang memungkinkan
para  penyandang  cacat  fisik  yang  berkebutuhan  khusus  ataupun  tidak  untuk
melakukan kegiatan tersebut. 
Penerapan  sistem  kendali  berbasis  suara  tidak  mudah  dilakukan  oleh
mesin.  Diperlukan  metode  pembelajaran  pada  mesin  agar  dapat  mengekstraksi
dan mengenali ciri atau pola pada suara dengan mempelajari ciri-ciri sebelumnya
(Wijanarko et al., 2007).
Untuk mengembangkan pengenalan bicara diperlukan suatu metode untuk
mengidentifikasi  sinyal  wicara,  yaitu  ekstraksi  fitur  dan  pembelajaran  mesin
(Mistry & Kulkarni,  2013).  Dengan mengadopsi  sistem yang berbasis  Feature
Extraction dan Pattern Recogniser (Sonawane et al., 2017).
Setiap manusia memiliki spectrum suara yang  variatif.  Perbedaan suara
yang  dihasilkan  oleh  manusia  menghasilkan  pola  ucapan  yang  berbeda-beda
(Khilari, 2015). Beberapa metode yang digunakan untuk ekstraksi ciri antara lain
yaitu  Linear  Predictive  Coding,  Perceptual  Linear  Prediction,  Mel-Frequency
Cepstrum Coefficient (MFCC) dan Wavelet  (Sonawane et al., 2017). Tujuan dari
ekstraksi ciri  adalah untuk mengubah vektor suara yang dihasilkan dari  proses
digitalisasi  yang  memiliki  vektor  yang  besar  menjadi  vektor  ciri,  tanpa
menghilangkan karakteristik suara tersebut. 
MFCC adalah metode ekstraksi ciri yang bekerja dengan cara menghitung
koefisien  cepstral dengan  mengadopsi  indra  pendengaran  manusia  (Mistry  &
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Kulkarni, 2013). Cara kerja MFCC yaitu dengan menghitung koefisien cepstrum
dengan  mengadopsi  persepsi  sistem  pendengaran  manusia  terhadap  frekuensi
suara untuk mendapatkan beberapa ciri  yang berasal dari  frekuensi,  amplitudo,
power spectrum,  intensitas.  MFCC dipilih  pada penelitian ini dikarenakan cara
kerja  MFCC  karena  mengadopsi  sistem  pendengaran  pada  manusia  dan  juga
efektif  dalam  ekstraksi  sinyal  suara  yang  memiliki  varian  yang  berbeda-beda
(Rahmat et al., 2018).
Berbagai  metode kecerdasan buatan yang digunakan untuk mempelajari
dan mengklasifikasikan percakapan, seperti Jaringan Syaraf Tiruan, Logika Fuzzy
,  Support  Vector  Machine  (SVM),  Adaptive  Neuro  Fuzzy  Inference  System
(ANFIS),  Artificial  Neural  Network  (ANN),Hidden  Markov,  Convolutional
Neural Network, dan komputasi lunak lainnya (Anggraeni et al., 2018). 
Support  Vector  Machine (SVM)  merupakan  algoritma  yang  bersifat
supervised learning secara multi class dengan menggunakan garis bidang pemisah
(hyperplane) sehingga sesuai untuk pengenalan lebih dari dua kelas, serta mampu
berinteraksi  dengan  data  non  linear  dengan  memanfaatkan  fungsi  kernel  trick
(Suyanto,  2018).  Dibanding  dengan  ANN  yang  sama-sama  memiliki  sebuah
hyperplane,  pada  ANN  tidak  menjamin  untuk  menghasilkan  hyperplane yang
optimum, sedangkan SVM berusaha untuk mencari hyperplane yang optimum.
Karena SVM bekerja dengan cara membentuk sebuah ruang vektor yang
berdimensi  tinggi  dan  dapat  bekerja  dengan  menggunakan  data  non  linear,
sehingga peneliti ingin menggunakan metode tersebut dalam penelitian ini karena
berkorelasi dengan sifat dari sebuah sinyal suara yang berbentuk non-linear dan
memiliki ruang dimensi (Ade Riyani et al., 2019).
Data yang didapat dari hasil rekaman suara dibagi antara data latih dan
data uji, kemudian dilakukan ekstraksi menggunakan MFCC. setelah itu data yang
telah diekstraksi kemudian dilakukan pelabelan, setelah dilakukan ekstraksi dan
pelabelan kemudian  masuk ke tahapan proses klasifikasi  menggunakan SVM.
Data akan dilatih menggunakan data latih, setelah    
Dari permasalahan diatas penggunaan metode MFCC dalam mendapatkan
ekstraksi ciri pada suatu biometrik digital yaitu dalam penelitian ini adalah suara
٣
manusia dan metode SVM dalam mengklasifikasi data hasil ekstraksi fitur dapat
digunakan sebagai solusi  teknologi  pattern recognizer  (pengenalan pola) untuk
diimplementasikan  kedalam  control  smart  home  system.  Berdasarkan  latar
belakang  diatas  maka  dilakukanlah  penelitian  dengan  judul  “SIMULASI
CONTROL  SMART  HOME BERBASIS MEL FREQUENCY  CEPSTRAL
COEFFICIENTS  MENGGUNAKAN  METODE  SUPPORT  VECTOR
MACHINE  (SVM)”,  hasilnya  dengan  penggabungan  metode  tersebut  dapat
menjadi inovasi teknologi dalam voice recognition system.
1.2. Perumusan Masalah
Berdasarkan latar belakang di atas dapat dirumuskan menjadi beberapa poin,
diantaranya :
1. Bagaimana membangun aplikasi berbasis ekstraksi ciri MFCC?
2. Bagaimana membuat  prototype smart home  dengan menggunakan metode
SVM?
3. Bagaimana menguji sistem control smart home ?
1.3. Batasan Masalah
guna menyelaraskan agar penelitian ini tepat sasaran dan tidak keluar dari
pembahasan untuk itu dibuatlah batasan masalah sebagai berikut.
1. Rekaman suara diambil menggunakan smartphone.
2. Data suara direkam sebanyak 10  kali setiap label kata.
3. Data training diambil dari hasil rekaman vokal manusia.
4. Bahasa yang digunakan adalah bahasa indonesia.
5. Prototype smarthome hanya untuk menyalakan lampu.
1.4. Tujuan Penelitian
Penelitian yang dilakukan memiliki tujuan sebagai berikut.
1. membangun aplikasi berbasis ekstraksi ciri MFCC.
2. membuat prototype smart home dengan menggunakan metode SVM.
3. menguji sistem control smart home.
٤
1.5. Manfaat Penelitian
Dalam  penelitian  ini  diharapkan  tidak  hanya  membawa  manfaat  secara
pribadi melainkan juga, bersifat aplikatif termasuk dalam bidang akademik.
1.5.1. Akademik
1. Membantu menyelesaikan permasalahan yang dihadapi masyarakat dengan
mengintegrasikan ilmu pengetahuan yang di dapat.
2. Berinovasi dalam integrasi aplikasi dari ilmu pengetahuan yang baru didapat
dalam mengembangkan metode.
3. Turut berkontribusi dalam ilmu pengetahuan sebagai referensi dalam ilmu
pengetahuan  mengenai  ekstraksi  suara  berbasis  MFCC  dengan  metode
SVM.
1.5.2. Aplikatif
1. Teknologi  ini  dapat  diterapkan  menjadi  alternatif  dalam  pengembangan
sistem kontrol smart home berbasis pengenalan suara.




2.1. Tinjauan Penelitian Terdahulu
Dalam  proses  penelitian  ini  untuk  memperdalam  pemahaman  maka
dilakukan  peninjauan  penelitian  yang  berguna  dalam  penelitian  ini.  Pada
penelitian  (Mahalakshmi et al., 2016) yang berjudul “voice recognition security
system using mel-frequency cepstrum coefficients” dengan metode mel-frequency
cepstrum coefficients   sistem mensimulasikan berhasil menunjukkan semua hasil
memberikan akurasi 85% karena sistem tidak merespons dengan baik ketika ada
banyak suara di lingkungan sekitarnya. 
Kemudian penelitian berikutnya (Anggraeni et al., 2018) yang berjudul “The
Implementation  of  Speech  Recognition  using  Mel-Frequency  Cepstrum
Coefficients  (MFCC)  and  Support  Vector  Machine  (SVM)  method  based  on
Python to Control Robot Arm” hasil yang diperoleh pengenalan suara memiliki
tingkat akurasi rata-rata yang tinggi dari pengenalan suara, yaitu 80% responden
yang dilatih datanya dan 70% responden yang tidak dilatih datanya.
Penelitian ketiga, dengan judul “Speech Recognition using Support Vector
Machines”  (Aida-zade  et  al.,  2016,  p.) dalam  penelitian  tersebut  dengan
menggunakan fitur  ekstraksi  MFCC dan pencocokan  pola  menggunakan SVM
dengan kernel Polynomial menghasilkan kinerja sebesar 96,23 %. Penelitian oleh
(Kanisha et al., 2018) dengan judul “Speech recognition with improved support
vector machine using dual classifiers and cross fitness validation” Fokus utama
dari penelitian ini adalah untuk mengeluarkan metode yang memanfaatkan semua
fitur utama dari sinyal tanpa kehilangan informasi, hasilnya menunjukkan tingkat
akurasi dan kinerja yang lebih tinggi.
Penelitian oleh (Osowska & Osowski, 2019) dengan judul “Voice Command
Recognition Using Statistical Signal Processing and SVM”  hasilnya keakuratan
klasifikasi rata-rata dalam pengenalan perintah berubah dari 93,09% (8 perintah)
menjadi 96,1% (4 perintah). Dalam hal identifikasi pembicara, akurasi rata-rata
adalah 98,15%. Selanjutnya pada penelitian yang dilakukan oleh (Ananthi &
 Dhanalakshmi, 2015) dengan judul “SVM and HMM Modeling Techniques
for Speech Recognition Using LPCC and MFCC Features” hasilnya fitur untuk
setiap kata yang diisolasi diekstraksi dan model-model itu dilatih dengan sukses.
SVM  dan  HMM  digunakan  untuk  memodelkan  setiap  ucapan  individu.  Dari
analisis mendalam, SVM menunjukkan akurasi 91,46% untuk MFCC dan HMM
menunjukkan akurasi 98,92% menggunakan MFCC.
Penelitian  berikutnya   yang  berjudul  “Developing  Speech  Recognition
System for Quranic Verse Recitation Learning Software” oleh  (B. Putra et al.,
2012) dalam pembelajaran Al-Quran dengan menggunakan metode MFCC dan
Gaussian Mixture Model hasilnya penelitian menunjukkan bahwa akurasi koreksi
dari perangkat lunak adalah 70% untuk pelafalan, 90% untuk hukum bacaan dan
60% untuk kombinasi pelafalan dan hukum pembacaan. Kinerja akurasi koreksi




Smart  Home adalah  istilah  yang biasa  digunakan  untuk mendefinisikan
tempat  tinggal  yang  menggunakan  home  controller untuk  mengintegrasikan
berbagai  sistem otomasi  rumah tinggal.  Home controllers yang paling  populer
adalah  komponen  yang  terhubung  ke  sebuah  microcontroller dan  kemudian
dibiarkan melakukan tugas-tugas kontrol rumah secara mandiri. Mengintegrasikan
sistem  rumah  memungkinkan  komponen  untuk  berkomunikasi  satu  sama  lain
melalui satu pusat pengontrol rumah, sehingga memungkinkan satu tombol dan
kontrol  suara  dari  berbagai  sistem  rumah  secara  bersamaan,  dalam  skenario
terprogram atau mode operasi (Robles & Kim, 2010).
2.2.2. Voice Recognition
Suara adalah bentuk dasar dari metode komunikasi yang efisien bagi orang
٧
untuk  berinteraksi  satu  sama  lain.  Saat  ini  teknologi  komunikasi  umumnya
tersedia  untuk  berbagai  tugas  yang  terbatas  namun  menarik.  Teknologi  ini
memungkinkan perangkat keras merespons suara manusia dengan benar dan andal
serta menyediakan layanan yang bermanfaat dan berharga. Karena berkomunikasi
dengan komputer lebih cepat menggunakan suara daripada keyboard. Komunikasi
di antara manusia didominasi oleh bahasa lisan, oleh karena itu wajar bagi orang
untuk mengharapkan antarmuka  suara dengan komputer.  Hal  ini  dapat  dicapai
dengan  mengembangkan  sistem  pengenalan  suara  (voice  recognition  system).
Sistem  pengenalan  suara   adalah  sebuah  sistem  yang  mengubah  suara  yang
ditangkap melalui  microphone ke  dalam sebuah kata  atau  kalimat  (Das  et  al.,
2015). 
2.2.3. Ekstraksi Fitur Dengan Mel Frequency Cepstral Coefficients (MFCC)
MFCC  adalah  salah  satu  teknik  ekstraksi  fitur  paling  populer  yang
digunakan  dalam  pengenalan  suara  berdasarkan  domain frekuensi  (D.  Putra,
2011).  MFCC  menggunakan  skala  Mel  yang  didasarkan  pada  skala  telinga
manusia. MFCC yang dianggap sebagai fitur domain frekuensi, jauh lebih akurat
daripada fitur domain waktu. Pada gambar 2.1 dapat dilihat perbedaan antara time
domain dengan frequency domain.  
Gambar 2.1: time domain and frequency domain (source:http://
play.fallows.ca/)
MFCC adalah satu-satunya pendekatan akustik yang mengambil persepsi
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manusia  (fisiologi  dan  aspek  perilaku  dari  organ  produksi  suara)  yang  berarti
pendekatan  ini  tidak  dapat  memproses  frekuensi  diatas  1  KHz  (Pradana  &
Wisesty, 2017). Pendekatan ini mempunyai dua tipe filter yang berjarak secara
linear  yang  memiliki  frekuensi  rendah  dibawah  1000  Hz  serta  jarak  secara
logarithmic  diatas  1000 Hz.  Hasil  dari  MFCC adalah  berupa vektor  ciri  yang
nantinya akan digunakan untuk menentukan klasifikasi data suara  (Harvianto et
al., 2016). untuk alur dari MFCC dapat dilihat pada Gambar 2.2. 
Gambar 2.2: Alur MFCC
1. Pre Emphasis
adalah proses filter dengan maksud untuk mengambil bentuk spektral yang
lebih  halus  dari  frekuensi  sinyal  ucapan  dan  mengurangi  kebisingan  selama
pengambilan  suara.  Filter  pre-emphasis  diperlukan  setelah  proses  pengambilan
sampel  dalam proses  sinyal  ucapan.  Penerapan  filter pre-emphasis  didasarkan
pada proses pada input atau output di dalam time-domain (Marlina et al., 2018),




 = sinyal output atau hasil pre-emphasis
 = sinyal input atau sebelum pre-emphasis
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       = nilai koefisien , dalam penelitian ini menggunakan 0.97
2. Framing
Frame Blocking adalah proses membagi sampel suara menjadi beberapa
frame atau slot (Gupta et  al.,  2013).  Setiap potongan dari  sinyal  suara disebut
dengan frame. Sinyal suara yang dipotong berdurasi pendek dan saling tumpang
tindih (overlapping) satu sama lain sebanyak  N yang kemudian disimpan dalam
matrix. Blok frame sebanyak N sampel dengan spasi M (M < N)
Gambar 2.3: Frame Blocking
Gambar 2.3 menunjukkan satu frame terdiri  dari  beberapa sampel  yang
tergantung pada setiap detik suara yang akan di sampel dan berapa besar frekuensi




 = jumlah frame 
I = Panjang Frame
N = Ukuran Frame
M = Jumlah Overlapping
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3. Windowing
Adalah proses untuk mengurangi kesenjangan (diskontinuitas) sinyal pada
awal  dan  akhir  bingkai  setelah  proses  frame  blocking.  Sampel  yang  sudah di
potong menjadi beberapa frame diperlukan konversi sinyal audio menjadi bersifat
periodik  dan  kontinu  ketika  dibungkus  kedalam  sebuah  window  seperti  pada
gambar  2.4.  hal  ini  dilakukan  dengan  membingkai  frame  signal.  Dengan
mengalikan setiap frame dengan hamming window, dengan begitu meningkatkan
kontinuitas pada titik awal dan akhir sinyal.
Gambar 2.4: contoh windowing
Berikut rumus yang digunakan menurut (Setiawan et al., 2011) :
.........................................................(3)
Dimana :
 = sinyal output atau nilai sample signal hasil windowing ke-n
 = fungsi window
 = sinyal input atau nilai sample signal ke-n hasil frame signal ke i
N   = jumlah sampel dalam frame
4. Fast Fourier Transform
Fast  Fourier  transformation (FFT)  adalah  algoritma  bekerja  untuk
menguraikan  sinyal  diskrit  menjadi  gelombang  sinusoidal.  Untuk menguraikan
sebuah sinyal  maka digunakanlah  FFT,  dengan begitu  untuk memproses  suara
menjadi  lebih  sederhana dikarenakan  menyesuaikan  dengan indra  pendengaran
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manusia.  FFT sebuah  teknik  transformasi  yang  mengimplementasikan  discrete
fourier  transform  (DFT).  DFT  mentransformasikan  sejumlah  frame  terhadap
sampel  N, Dari  time domain ke  frequency domain (Afrillia et al., 2017). berikut
persamaan dari FFT (Helmiyah et al., 2019) :
....................................................................................(4)
Dimana:
N   = jumlah dari frame segment 
X   = nilai data hingga k
N   = 0, 1, 2, 3,..., N-1 dan k=0, 1, 2, 3,..., N-1
 = deretan aperiodik dengan nilai N
5. Mel-Scale FIlter Bank
mel-filterbank bertujuan  untuk  menentukan  batas  atas  dan  bawah  dari
filter.  Lihat  pada  gambar  2.5,  range  frekuensi  linier  hasil  dari  fast  fourier
transform kemudian dikonversi ke dalam skala  mel frequency (Helmiyah et al.,
2019). Skala mel-frequency adalah frekuensi linier berada dibawah 1000 Hz dan
bentuk  logaritmik  berada  diatas  1000 Hz.  Tujuan  dari  filter  bank yaitu  untuk
menentukan  ukuran  energi  dari  suatu  frekuensi-frekuensi  tertentu,  tetapi  untuk
tujuan  MFCC,  penerapan  filter  bank harus  dilakukan  pada  frequency  domain.
upaya  filter  bank adalah  dengan  melakukan  konvolusi  representasi  dalam
melakukan  filter  terhadap  sinyal.  Konvolusi  dapat  terjadi  dengan  melakukan
perkalian antara spektrum sinyal dengan koefisien filter bank.
Gambar 2.5: mel-filterbank
Rumus mel-filterbank dapat dilihat pada persamaan 5 (Fernandes et al., 2018).
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.......................................................................(5)
6. Discrete Cosine Transform (DCT)
Langkah terakhir  yaitu  proses  merubah   konversi  frequency  domain  ke
time domain  dengan menggunakan DCT. Tujuannya adalah untuk mendapatkan
nilai koefisien dari hasil perkalian mel-filterbank yang sudah dikonversi ke dalam
time domain frequency. Hasil perkalian log dari  time domain menghasilkan  mel-
frequency cepstral coefficients (MFCC) dengan menggunakan persamaan berikut
(D. Putra, 2011).
.......................................................................(6)
Dimana j = 1 , 2, 3,... K adalah koefisien, dan M adalah jumlah filter
2.2.4. Machine Learning
 Machine  learning  atau  pembelajaran  mesin  merupakan  sebuah  bagian
dari artificial intelligence (kecerdasan buatan) yang merupakan sebuah algoritma
yang digunakan untuk membangun sebuah blok yang membuat komputer dapat
belajar dan memiliki kecerdasan sendiri. Dalam  machine learning terdapat ilmu
statistik dan komputer yang digunakan untuk proses pembelajaran (Muhammad et
al.,  2015).   terdapat  3 tipe metode pelatihan  dalam  machine learning menurut
(Suyanto, 2018) :
1. Supervised Learning
Merupakan sebuah metode pembelajaran yang menggunakan data training
yang telah diberi label. Dataset pelatihan ini adalah bagian yang lebih kecil dari
dataset yang lebih besar dan berfungsi untuk memberikan algoritma pengetahuan
dasar  tentang  masalah,  solusi,  dan  poin  data  yang  harus  ditangani.  Dataset
pelatihan  juga  sangat  mirip  dengan  dataset  final  dalam  karakteristiknya  dan
menyediakan algoritma dengan parameter berlabel yang diperlukan untuk masalah
tersebut.
2. Unsupervised Learning
Merupakan sebuah pembelajaran mesin yang dapat bekerja dengan data yang
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tidak berlabel. Homogenkan mesin dapat menggunakan dataset yang lebih besar.
Dalam unsupervised learning, label memungkinkan algoritma untuk menemukan
sifat  hubungan yang tepat  antara dua titik  data.  Namun,  unsupervised learning
tidak  memiliki  label  untuk  dikerjakan,  menciptakan  struktur  tersembunyi.
Hubungan  antara  titik  data  dipersepsikan  oleh  algoritma  secara  abstrak,  tanpa
input yang diperlukan dari manusia.
3. Reinforced Learning
metode  ini  secara  langsung  mengadopsi  dari  bagaimana  manusia  belajar
dalam  kehidupan  mereka.  algoritma  ini  memiliki  kemampuan  yang  dapat
meningkatkan dirinya sendiri dan belajar dari situasi baru menggunakan metode
trial-and-error.  Keluaran  yang  baik  akan  diperkuat,  dan  keluaran  yang  buruk
dihambat.
2.2.5. Librosa
Merupakan  sebuah   library  berbasis  pada  bahasa  pemrograman  python.
library ini digunakan dalam audio signal dan Music Information Retrieval (MIR)
(McFee et al., 2015). Dalam modul ini terdapat sebuah function yang digunakan
untuk mengkonversi  sinyal  analog ke dalam digital   Analog Digital  Converter
yang digunakan untuk membaca data dari file audio yang menghasilkan sebuah
data dalam format time series. Dalam modul ini dilengkapi dengan fitur formating
audio diantaranya yaitu  resampling sebuah audio dan juga mengkonversi stereo-
mono.
Dalam library ini terdapat modul yang digunakan dalam penelitian ini yaitu
Fast  Fourier  Transform,  MFCC,  Discrete  Cosine  Transform,  Framing,
Windowing.  Dalam  negeri  ini  terdapat  modul  yang  dapat  menampilkan




2.2.6. Support Vector Machine
SVM  merupakan  suatu  teknik  klasifikasi  data  dengan  proses  pelatihan
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yang bersifat supervised learning. Prinsip dasar dari SVM yaitu dengan klasifikasi
pada sebuah fungsi pemisah atau yang umum disebut hyperplane yang berbentuk
sebuah  model  linear  dan  akan  membentuk  decision  boundary  dengan  cara
memaksimalkan  margin.  Margin  merupakan  jarak  antara  hyperplane tersebut
dengan titik  data yang paling dekat  dari  setiap kelas.  Titik  yang paling dekat
dengan margin ini disebut dengan  support vector (Almanfaluthi, 2014). Ilustrasi
SVM untuk data yang dapat dipisahkan secara linear dilihat pada Gambar 2.8. 
Gambar 2.8: SVM dengan data
terpisah secara linear (Mak, 2000)
Metode SVM telah dikembangkan untuk memecahkan masalah data yang
bersifat  non-linear  dengan  memanfaatkan  fungsi  kernel  ke  dalam  ruang  kerja
(workspace) dengan dimensi  yang tinggi  (Anto Satriyo  Nugroho et  al.,  2003).
Perumpamaan terdapat N data training dengan setiap inputan 𝑥iberdimensi d yang
dinotasikan dengan   , untuk label pada setiap kelas dinotasikan dengan  
{-1,  +1}  untuk   =  1,  2,  …,  N  yang  mana  N  adalah  jumlah  data  input  yang
dipergunakan.  Apabila  diasumsikan  terdapat  dua  buah  kelas  -1  dan  +1  dapat
dipisahkan oleh hyperplane yang memiliki dimensi , dapat didefinisikan sebagai:
 ………………………………………………………………...…..(7)
yang mana   adalah bobot dari SVM berupa vektor kolom dan   adalah
bias  atau  suatu  skalar.  Untuk  data  input   merupakan  kelas  +1  yang  dapat
dirumuskan dengan memenuhi pertidaksamaan sebagai berikut:
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  untuk ..........................................................................(8)
Dan untuk data input , yang merupakan kelas -1 dapat digunakan rumus
yang memenuhi pertidaksamaan sebagai berikut:
 untuk ...........................................................................(9)
Jika digabungkan maka akan menjadi persamaan tersebut akan menjadi:
 ………………………………………….………….(10)
Misalkan H1 adalah sebuah hyperplane dengan persamaan 
dan H2 adalah sebuah hyperplane dengan sebuah persamaan  pada
hyperplane pemisah H1 dan H2 membentuk posisi sejajar dari hyperplane utama
maka, H1 dan H2 inilah yang disebut hyperplane support. 
Karena  SVM  berfokus  pada  mengoptimalkan  hyperplane  maka
selanjutnya  yaitu  mencari  nilai  margin  (m) yang  paling  besar  dengan
memaksimalkan jarak antara  hyperplane support H1 dan  H2  dengan persamaan
11
 …………………………………………………………………...…(11)
Dengan  menghitung  margin  m  dengan  menggunakan  vektor  w,  di  mana
margin  m berbanding terbalik dengan terhadap    dengan memaksimalkan  m
sama dengan minimasi  .  Artinya jika dapat menemukan  hyperplane dengan
 terkecil  di  antara  semua  hyperplane yang  memenuhi  batasan,  maka
hyperplane  dengan   terkecil  itulah  yang  disebut  hyperplane  optimum.  Hal
tersebut yang dilakukan SVM untuk menemukan hyperplane optimum. Pencarian
hyperplane optimum yang memaksimasi fungsi  margin dapat dipandang sebagai
sebuah masalah quadratic programming (QP) (Santosa & Widyarini, 2009) yang
berfungsi mencari  margin yang maksimal dengan mencari  titik minimal dari  w
dengan memperhatikan batasan dari persamaan 12.
 …………………………………………………………….(12)
dengan batasan  , untuk permasalahan minimisasi tersebut
maka diperlukan pengali  Lagrange.  Dikarenakan untuk menyelesaikan kendala
pada minimalisasi permasalahan di atas ada sejumlah cara salah satunya dengan
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Lagrange multiplier , yang mana . Sehingga masalah tersebut diubah
menjadi persamaan 13.
..................................................(13)
 Nilai  optimal dari persamaan tersebut dapat dihitung dengan meminimalkan  
terhadap  w  dan  b sekaligus  memaksimalkan   terhadap  .  Mengingat  titik
optimal dari gradien   = 0, maka persamaan tersebut dapat dimodifikasi dengan
memaksimalkan
.............................................................................(14)
dengan batasan . maksimasi ini menghasilkan
sejumlah   yang bernilai positif. Data-data yang berhubungan dengan  positif
inilah yang disebut support vector.
Setelah  mendapatkan  support  vector  dengan   positif,  maka  dapat
menghitung nilai w dengan rumus
..............................................................................................(15)
Selanjutnya dapat menghitung b dengan rumus
 
SVM  tidak  hanya  diperuntukkan  untuk  permasalahan  linear  tetapi  juga
permasalahan  non  linear.  Apabila  dua  buah  kelas  tidak  dapat  terpisah  secara
sempurna dan optimasi tidak terpenuhi.
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Gambar 2.9: non-linear  
Pada gambar 2.9 terdapat beberapa slack variabel   , dimana untuk
nilai   yang berarti data   berada pada kelas klasifikasi yang tepat, dan
apabila   menunjukkan bahwa data   tidak berada pada kelas klasifikasi
yang tepat, dan nilai   menunjukkan bahwa data   berada pada margin





Parameter  C  berfungsi  sebagai  pengontrol  optimasi  antara  margin  dan
kesalahan  klasifikasi  .  Semakin  besar  parameter,  maka  penalti  terhadap
kesalahan klasifikasi semakin besar. Artinya, jika menggunakan parameter C yang
besar maka data yang boleh melanggar hyperplane hanya sedikit.
 SVM mempunyai fungsi  kernel yang berfungsi untuk membantu permasalahan
data yang tidak memungkinkan untuk dipisahkan secara linear dengan mengubah
ruang data menjadi ruang baru yang memiliki dimensi yang lebih tinggi seperti
pada gambar 2.10.
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Gambar 2.10: ruang dimensi
Prinsip utama sebuah kernel yaitu terletak pada pemetaan data pada ruang
yang  mempunyai  dimensi  lebih  tinggi,  hal  tersebut  dengan  dilakukan  fungsi
pemetaan , dengan menggunakan perkalian fungsi pada berikut:
............................................................................(17)
Adapun fungsi kernel dimaksud  adalah sebagai berikut:
1. Linear Kernel : 
2. Polinomial Kernel : 
3. Radial Basis Function (RBF): 
dalam penelitian  ini  kernel  yang  dipergunakan  adalah  kernel  Gaussian
(radial  basis function,  RBF)  (Suyanto,  2018). Masalah data dengan multi-kelas
menggunakan pendekatan one-vs-all untuk mencapai klasifikasi.
2.2.7. Python
Bahasa  pemrograman  python merupakan  sebuah  bahasa  pemrograman
yang Memiliki fokus terhadap pembacaan kode. Bahasa python menggabungkan
kapabilitas,  kemampuan,  dengan  sintaksis  kode  yang  jelas,  dengan  dilengkapi
library standar  yang  besar  serta  ruang  lingkup  yang  luas  (Syahrudin  &
Kurniawan,  2018).Komunitas  yang  besar  merupakan  salah  satu  kelebihan  dari
bahasa pemrograman python.  Python merupakan multi paradigma pemrograman,
namun  bukan  hanya  dibatasi  pemrograman  berorientasi  objek  saja,  namun
pemrograman imperatif, dan pemrograman fungsional. Salah satu fitur yang ada
pada python adalah sebagai bahasa pemrograman dinamis yang dilengkapi dengan
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manajemen  memori  yang  otomatis.  Sama  seperti  pada  bahasa  pemrograman
dinamis  diluar  sana,  python umumnya  digunakan  sebagai  bahasa  script meski
pada  praktiknya  penggunaan  bahasa  ini  lebih  luas  dengan mencakup  berbagai
konteks dalam pemanfaatan yang dilakukan dengan menggunakan bahasa script.
Python dapat  dipergunakan  untuk  bermacam-macam  keperluan  pengembangan
perangkat lunak dan dapat berjalan diberbagai platform sistem operasi.
2.2.8. Scikit Learn
Scikit-learn  merupakan sebuah library pada bahasa pemrograman python
yang memaparkan  dengan luas  varietas  dari  algoritma  machine  learning,  baik
supervised atau  unsupervised (Pedregosa et al., 2011).  menggunakan antarmuka
yang  konsisten  dan  berorientasi  pada  tugas  yang  dijalankan,  sehingga
memungkinkan perbandingan metode yang mudah untuk aplikasi yang diberikan.
Karena  bergantung  pada  ekosistem  Python,  library  ini  dapat  dengan  mudah
diintegrasikan ke dalam aplikasi di luar data analisis yang tradisional.
2.2.9. Flask framework
Flask  Framework adalah  teknologi  yang  digunakan  untuk
mengembangkan sistem berbasis  Rest API (Chauhan et al., 2019).  Flask adalah
framework dengan menggunakan  bahasa  pemrograman  python.  Framework  ini
dapat digolongkan ke dalam  microframework karena tidak memerlukan  library
khusus.  Flask mendukung  beberapa  ekstensi  dalam  mengembangkan  sebuah
aplikasi.  Salah  satu  kelebihan  dari  Flask yaitu  ukuran  aplikasi  yang  ringan
sehingga tidak membebani server dengan kebutuhan hardware.
2.3. Integrasi Keilmuan
Voice recognition  dan  smart home merupakan bentuk sebuah kecerdasan
buatan manusia yang membantu manusia dalam melakukan aktivitas keseharian
baik  itu  di  rumah  maupun  pada  sebuah  perusahaan.  Manusia  memaksimalkan
memanfaatkan  kecerdasan  yang  dimiliki  untuk  membantu  pekerjaan  yang  di
implementasi ke dalam sebuah mesin.
Berdasarkan  wawancara  terhadap  seorang  pakar  yang  bernama  bapak
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Fejrian  Yazdajird  Iwanebel,  M.Hum,  mengatakan  firman  Allah  SWT  tentang
membantu mempermudah pekerjaan manusia. 
Dalam Hadits riwayat Muslim dijelaskan sebagai berikut:
ْنِم ًةَبْرُك ُهْنَع للها َس َّفَن اَيْن ُّدلا ِبَرُك ْنِم ًةَبْرُك ٍنِمْؤُْم ْنَع َس َّفَن ْنَم
اَيْن ُّدلا يِف ِهْيَلَع للها َر َّسَي ٍرِسْعُم ىَلَع َر َّسَي ْنَمَو ِة ,ِةَماَيِقْلا ِمْوَي ِبَرُك
ِةَرِخآْلاَو
Artinya :
“Barang siapa yang memudah kesulitan seorang mu’min dari berbagai kesulitan-
kesulitan  dunia,  Allah  akan  memudahkan  kesulitan-kesulitannya  pada  hari
kiamat. Dan siapa yang memudahkan orang yang sedang dalam kesulitan niscaya
akan Allah memudahkan baginya di dunia dan akhirat” (HR. Muslim).
Maksudnya  adalah  apabila  setiap  mukmin  memudahkan  sebuah  urusan
mukmin  lainnya  maka  Allah  akan  mempermudah  kesulitan  yang  menimpa
seorang mukmin itu. Hadits tersebut memiliki korelasi yang dapat diintegrasikan
pada  penelitian  ini  adalah  pentingnya  untuk  membantu  sesama  muslim dalam
melakukan  segala  pekerjaan  dan  juga  keutamaan  sebagai  penuntut  ilmu  yaitu
mengaplikasikan ilmu yang telah dipelajari baik dari segi akademik maupun non-
akademik.
Teknologi  speech recognition  telah banyak digunakan dalam dunia industri
teknologi  khususnya dalam teknologi  smart home.  Berbagai teknik pengolahan
ekstraksi suara telah banyak dikembangkan dalam dunia audio processing, begitu
juga   dengan algoritma klasifikasi yang bermacam sehingga berbagai kombinasi
teknik  ekstraksi  suara  dan  klasifikasi  menghasilkan  hasil  yang  berbeda.  Oleh
karena  itu  dibuatlah  penelitian  dengan  judul  “Simulasi  Control  Smart  Home






Jalanya  penelitian  diperlihatkan  dengan diagram alur.  Diagram tersebut
dibuat untuk memudahkan penggambaran alur informasi dari alur penelitian. Pada
penelitian  Simulasi  Control  Smart  Home berbasis  mel  frequency  cepstral
coefficients  menggunakan  metode  Support  Vector  Machine  (SVM)  dengan
metode  pengembangan  waterfall.  Metode  ini  dipilih  penulis  dikarenakan
perancangan  aplikasi  yang  dilakukan  secara  bertahap  dimulai  dari  analisis
kebutuhan, desain sistem, implementasi, pengujian dan perawatan. Metode yang
digunakan  dalam  proses  penelitian  telah  disesuaikan.  Berikut  skema  runtutan
metode penelitian pada gambar 3.1.
Gambar 3.11: Diagram Alir Penelitian
3.1.1. Perumusan Masalah
Pada langkah pada bab ini  yang diangkat  sebagai  latar  belakang dalam
membuat  penelitian  Simulasi  Control  Smart  Home  berbasis  mel  frequency
cepstral  coefficients  (MFCC)  menggunakan  metode  Support  Vector  Machine
(SVM),  sesuai  dengan  rumusan  latar  belakang  yang  terdapat  pada  bab  satu.
Masalah yang diangkat pada penelitian ini yaitu bagaimana membangun teknologi
pattern  recognizer  (pengenalan  pola)  menggunakan  MFCC  dan  SVM  untuk
diimplementasikan ke dalam control smart home system.
3.1.2. Studi Pustaka
Langkah penting pada poin ini  dengan melaksanakan studi pustaka dan
analisa  kebutuhan  sistem  untuk  voice  recognition. Didapatkan  hasil  untuk
pengembangan  voice  recognition  dengan menggunakan  metode  ekstraksi  suara
mel  frequency  cepstral  coefficients  (MFCC)  dan  untuk  pengenalan  pola  suara
menggunakan metode  support vector machine  (SVM) sehingga memaksimalkan
teknologi  voice recognition. Berdasarkan penelitian terdahulu yang telah peneliti
tinjai  metode ini  dipilih  dimana hasilnya dengan tingkat  keakuratan  klasifikasi
yang lebih baik.
3.1.3. Pengambilan data
Pada  tahap  ini  dilakukan  pengambilan  suara  dalam  bahasa  indonesia.
Untuk format  file  suara yaitu  menggunakan format  WAV dengan  sample rate
44100 Hz dan dengan channel mono. Pengambilan suara diambil dengan sebuah
aplikasi  perekam  suara  yang  diulang  sebanyak  10  kali  untuk  setiap  voice
command yang diucapkan. Adapun  voice command yang dimaksud yaitu  depan
menyala, depan mati, samping menyala, samping mati, tengah menyala, tengah
mati  dimana perintah tersebut bertujuan untuk memerintahkan menyalakan atau
mematikan lampu yang berada pada bagian depan,  samping dan belakang dari
prototype smart  home.  Data  hasil  rekaman  yang  diperoleh  kemudian
dikelompokkan berdasarkan label tersebut. 
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3.1.4. Ekstraksi Ciri
Pada  tahap  ini  proses  feature  extraction  menggunakan  MFCC  untuk
mendapatkan  ciri  dari  sebuah  suara.  Proses  ini  melalui  beberapa  tahapan
diantaranya  Pre-emphasis  untuk  memfilter  mengurangi  nilai  frekuensi  sinyal,
frame-blocking berfungsi memotong sinyal kedalam frame, windowing digunakan
agar memperoleh sinyal yang tepat dalam waktu singkat, Fast Fourier Transform
untuk mengkonversi sinyal suara menjadi sinyal frekuensi, dan Discrete Cosine
Transform. Pada proses ini menggunakan bantuan tools yaitu  librosa. Data yang
akan diekstraksi yaitu semua data  yang telah dikelompokkan berdasarkan label
yang telah ditentukan. Setelah didapatkan  hasil ekstraksi dari  keseluruhan data
maka selanjutnya dilakukan training data menggunakan algoritma SVM.
3.1.5. Pelatihan model SVM
Setelah dilakukan ekstraksi ciri suara dengan menggunakan data latih dari
hasil  ekstraksi  ciri  pada  tahap  sebelumnya  Maka  dilakukan  proses  training
menggunakan  dengan  menggunakan  library  scikit-learn untuk  menghasilkan
sebuah model SVM. Pada tahap ini data hasil ekstraksi  .Kernel yang digunakan
dalam penelitian  ini  yaitu  Radial  Basis  Function (RBF).  Dalam penelitian  ini
menggunakan  library  Scikit  Learn dan  PyAudioAnalysis  untuk  analisa  dan
training data suara, library Scikit Learn sudah dilengkapi dengan fitur multi class
SVM dengan metode one-against-rest.
3.1.6. Desain Sistem
Berisi  desain arsitektur  sistem pada tahap analisis  yang telah dilakukan
sebelumnya. Desain yang termasuk dalam pembuatan aplikasi adalah desain alur
aplikasi,  desain  arsitektur,  termasuk  circuit  dari  hardware  yang  digunakan
menggunakan software fritzing dan Edraw Max.
3.1.7. Desain Interface
Pada tahap ini dilakukan proses desain  interface.  Desain yang dilakukan
adalah  desain  menu  tatap  muka  dengan  interaksi  pengguna.  Struktur  tampilan
akan membantu navigasi pengguna terhadap apa yang hendak pengguna lakukan. 
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3.1.8. Desain Prototype
Dalam  desain  prototype ini  dilakukan  proses  perancangan  alat  yang
dibutuhkan  untuk  membuat  simulasi  dari  smart  home. Pada  penelitian  ini
prototype  membentuk  seperti  miniatur  sebuah  rumah  tanpa  atap  dengan  sekat
yang  mewakili  bagian  ruangan  dari  sebuah  rumah.  Sekat  yang  dibuat  akan
membentuk  bagian  ruangan  yaitu  depan,  tengah,  samping.  Nantinya  bagian
ruangan yang diberi sekat akan berisi perangkat elektronik yang nantinya akan
dikendalikan melalui aplikasi yang akan dibuat. 
3.1.9. Implementasi
Setelah menghasilkan sebuah model dari hasil  training  maka, dilakukan
pembuatan  program  berdasarkan  tahapan  sebelumnya  yaitu  tahapan  desain.
Aplikasi  yang  dibangun  berbasis  web. Adapun  prototype yang  dibuat  dengan








 software yang diperlukan:
1. Arduino IDE
2. library ESP32
3. Code Editor Visual Studio Code
Untuk  mengkomunikasikan  antar  voice  app dengan  framework  Flask
python di buatlah sebuah Application Programming Interface (API)
3.1.10. Pengujian
Pada tahap pengujian dilakukan beberapa tahapan pengujian diantaranya
pengujian model dari hasil training data dengan menggunakan  confusion matrix
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Terhadap  model  pembelajaran mesin yang telah dilatih menggunakan data latih
dengan menggunakan confusion matrix untuk perhitungan yang dapat dilihat pada
tabel  3.1, melakukan  tuning  hyper  parameter dengan  grid  search,  melakukan
pengujian  akurasi,  dan  respon  time  saat  sistem  diimplementasikan  ke  dalam
prototype.








TP (True Positif)   : jumlah data positif yang terklasifikasi benar
TN (True Negatif) : jumlah data negatif yang terklasifikasi benar
FP (False Positif)   : jumlah data positif yang terklasifikasi salah
FN (False Negatif) : jumlah data negatif yang terklasifikasi salah
Pengujian juga dilakukan setelah aplikasi di integrasikan dengan smart home
dengan cara melihat respon time (millisecond) pada aplikasi terhadap respon hasil
prediksi dan juga respon terhadap microcontroller.
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3.1.11. Hasil dan Kesimpulan 
Pada tahapan terakhir di paparkan hasil pengujian dan implementasi yang
telah dilakukan. Tahapan ini juga menyimpulkan hasil akhir dari apa yang telah
dilakukan serta memasukkan saran dari peneliti untuk penelitian kedepannya. 
3.2. Tempat dan Waktu Penelitian
Penelitian  dengan  judul  Simulasi  Control  Smart  Home berbasis  Mel
Frequency Cepstral Coefficients  menggunakan metode Support Vector Machine
(SVM), dilaksanakan mulai bulan Januari 2020 hingga akhir bulan April 2020.




4.1. Persiapan  Data
    Data suara hasil rekaman yang telah didapat kemudian diseleksi dengan
dan dikelompokkan ke dalam folder sesuai dengan label  yang telah ditentukan
seperti pada gambar 4.1.
Gambar 4.1: Folder Data Audio
4.2. Ekstraksi Ciri dengan MFCC
    Sebelum memasuki  tahapan ekstraksi ciri, file audio yang berformat *.wav
dilakukan proses pembacaan data menggunakan  tools  pada  librosa  dimana akan
menghasilkan 2 buah nilai yaitu data  sample  yang terdapat pada file audio  dan
sample  rate.  Dalam penelitian  ini  menggunakan  sebuah  library  librosa  untuk
mendapatkan  nilai  dari  parameter  tersebut  dengan  program berikut.  Dimana  y
adalah data sampel/audio time series dan sr merupakan sampling rate (Hz).
y,sr = librosa.load(file_audio,
dtype='float32',sr=44100)
Hasil dari sampel yang direpresentasikan menjadi seperti pada gambar 4.2.
Gambar 4.2: waveplot
Tabel 4.1: Nilai sinyal audio







Pada  tabel  4.1  diatas  merupakan  hasil  konversi  analog  ke  digital  yang
menghasilkan jumlah getaran 102074 frame dan juga nilai dari sinyal audio.
4.2.1. Pre-emphasis
 pada tahap ini dilakukan proses untuk memfilter sinyal suara sehingga hanya
sinyal yang memiliki  frekuensi tinggi yang masuk tahap filter  dan mengurangi
noise pada input suara. Sehingga hanya sinyal yang mengandung wicara saja yang
akan diproses ke dalam sistem.  Berdasarkan pada persamaan nomor 1 dimana
X[n] merupakan sinyal sebelum dilakukan proses  pre-emphasis  sedangkan y(n)
merupakan sinyal setelah dilakukan  pre-emphasis  kemudian dilakukan perkalian
dengan nilai koefisien dari alpha yaitu 0.97 sehingga hasil perbandingannya dapat
dilihat pada tabel 4.2.
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Pada tahap sebelumnya menunjukkan bahwa sebuah file audio terdiri atas
51037  data  Kemudian  pada  proses  selanjutnya  sinyal  audio  dibagi  ke  dalam
sebuah frame yang merujuk pada rumus nomor 2, I merupakan nilai sampling rate
yaitu 44100 Hz dengan panjang frame (N) 256 sample points dan dengan panjang
overlapping (M) 100 sample points.
Jumlah frame  = ((I-N)/M)+1
= ((44100-256)/100)+1
= 439 frames / detik
4.2.3. Windowing
Setelah  menjalani  proses  sebelumnya  yaitu  frame  blocking  kemudian
langkah  selanjutnya  adalah  windowing,   fungsi  dari  windowing adalah  untuk
menjaga harga agar meminimalkan diskontinuitas atau sesuatu yang menyebabkan
kehilangan informasi  pada tiap  frame.   Fungsi  window yang digunakan adalah
hamming  window w (n).  Pada  rumus  persamaan  3  maka  akan  dihasilkan  data
sampel windowing seperti pada tabel 4.3 di bawah ini. 
sehingga perhitungannya akan menjadi :
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4.2.4. Fast Fourier Transform 
Langkah selanjutnya adalah proses  fast fourier transform  yang bertujuan
untuk  mengubah  domain  waktu  ke  dalam  domain  frekuensi  Yang
mengimplementasikan  discrete  fourier  transform  dengan  menggunakan  rumus
pada persamaan 4. Dimana X(n) adalah frekuensi, k bernilai 0,1,2 sampai (N-1)
N adalah jumlah sampel  pada tiap-tiap frame j  merupakan bilangan imajiner  (
√1 ), n bernilai 1,2,3 … (N-1). Sehingga diperoleh hasil seperti tabel 4.4.
Tabel 4.4: Hasil fft
data ke n sinyal fft
0 -0.6363711150
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data yang dihasilkan dari 2 detik suara adalah 102074 data, jika di plot ke dalam
spektrum seperti pada gambar 4.3.
Gambar 4.3: Fast Fourier Transform
4.2.5. Mel-Scale Filter Bank
Langkah  selanjutnya  yaitu  Mel  scale  filter  bank   yang  berfungsi  untuk
menentukan batas atas dan bawah dari sebuah filter.  tujuan utama dari filter bank
yaitu untuk menentukan ukuran energi dari sebuah frekuensi, untuk menerapkan
pada  MFCC,  filter  bank harus  dilakukan  pada  domain  frekuensi.  Berdasarkan
persamaan nomor 5 hasilnya dapat dilihat dalam bentuk triangular seperti pada
gambar 4.4.
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Selanjutnya  menghitung nilai mel-frequency dengan menambah nilai delta sampai
batas akhir filter ditambah 2, sehingga diperoleh nilai seperti pada tabel 4.5.
Tabel 4.5: Nilai Mel-Frequency





Kemudian  bila  diubah  nilai  pada  tabel  4.5  dari  skala  mel ke  skala  frekuensi
menjadi seperti tabel 4.6







Gambar 4.4: Filter Bank
4.2.6. Discrete Cosine Transform
Pada  langkah  ini  dilakukan  proses  mengubah  log  mel  spectrum  menjadi
domain  waktu  dengan menggunakan  discrete  cosine  transform  (DCT).  Output
dari  perhitungan  proses  ini  merupakan  hasil  dari  MFCC  yang  membentuk
himpunan koefisien vektor. Sehingga hasilnya akan menjadi seperti pada tabel 4.7
Tabel 4.7: Hasil DCT
no x1 x2 ... x39 x40
1 -559.78106689 26.88666916 ... 2.17796731 0.64286578
2 -542.36364746 48.91199112 ... -1.77436817 -5.31347656
3 -540.16571045 51.82733917 ... -1.03588903 -6.06310987
... ... ... ... ... ...
197 -493.69470215 93.52974701 ... 0.95984769 2.21702313
198 -498.41186523 89.0124054 ... -0.45866418 -1.31653214
199 -501.79428101 86.09320831 ... -6.68366861 -6.45141506
200 -502.43301392 82.00715637 ... -7.80709934 -8.50580502
4.2.7. Fitur Seleksi
Hasil dari ekstraksi ciri dengan MFCC pada sebuah file suara menghasilkan
sekumpulan nilai koefisien fitur yang berjumlah 40. Kemudian dari data hasil dari
ekstraksi  sebuah  suara  tersebut  dilakukan  proses  perhitungan  rata-rata  dari
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frekuensi pada masing masing koefisien sehingga perhitungan nilai rata-rata akan
membentuk sebuah deretan koefisien sebanyak 40 kolom koefisien.
Proses ekstraksi suara dilakukan sebanyak jumlah file suara yang berjumlah
347 file  suara  kemudian  hasil  ekstraksi  suara  di  susun secara  vertikal  dengan
membentuk sebuah stack sebanyak jumlah file suara seperti pada tabel 4.8.
Tabel 4.8:  Hasil nilai MFCC
data
ke- x1 x2 x3 ... x39 x40
1 -441.27752686 107.36083984 5.37853384 ... 0.00290521 0.00786919
2 -442.82400513 108.70836639 4.99813938 ... -0.01622579 0.00926341
... ... ... ... ... ... ...
347 -414.7694397 118.11752319 2.96371889 ... -0.00830479 0.00315083
Data  pada  tabel  4.8 akan menjadi  sebuah data  inputan  pada  pembelajaran
mesin dengan menggunakan algoritma support vector machine (SVM).
4.3. Pelatihan model dengan SVM
Untuk melakukan klasifikasi dengan menggunakan metode Support Vector
Machine(SVM)   dari  data  hasil  dari  fitur  ekstraksi  dengan  MFCC  dilakukan
parsing terhadap setiap  file audio yang kemudian membentuk sebuah tabel yang
terdiri  dari  sejumlah  40  koefisien  hasil  dari  fitur  ekstraksi  (x)  dan  ditambah
dengan label kelas (y) kemudian dilakukan proses  training dan  testing.  Proses
training bertujuan  untuk  mendapatkan  sebuah  model  yang  kemudian  model
tersebut digunakan untuk uji menggunakan data testing. Hasil ekstraksi fitur yang
diperoleh   menjadi  beberapa  koefisien,  dalam penelitian  ini  berdasarkan  hasil
ekstraksi dengan MFCC diperoleh sejumlah 40 koefisien dari sebuah file suara.
Pada  tabel  4.9  terlihat  hasil  ekstraksi  suara  membentuk  deretan  baris
sebanyak  total  jumlah  file  audio  yang  digunakan  dalam  penelitian  ini.  Total
jumlah file audio yang digunakan adalah sebanyak 347 file suara. 
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Tabel 4.9: hasil parsing ekstraksi fitur
no x1 x2 x4 x5 ...x40
1 -441.27752686 107.36083984 5.37853384 11.94746113 ...
2 -442.82400513 108.70836639 4.99813938 14.42293835 ...
3 -448.6918335 103.48038483 4.62103748 13.18105507 ...
347 ... ... ... ... ...
Untuk  memulai  metode  svm  terlebih  dahulu  menyiapkan  variabel  yang
dibutuhkan  untuk  proses  selanjutnya  di  antaranya  yaitu  variabel  x, dimana  x
adalah nilai  dari  koefisien hasil  dari  MFCC, kemudian menentukan label kelas
yang dinotasikan dengan  y,   untuk label  ditentukan berdasarkan yang terdapat
pada batasan masalah yakni kalimat depan menyala, depan mati, tengah menyala,
tengah mati, samping menyala, samping mati, di mana total Terdapat 6 buah label
yang  mana  label  tersebut  dinotasikan  dalam  bentuk  angka  dan  kemudian  X
merupakan nilai dari koefisien dari hasil ekstraksi di mana terdapat 40 koefisien
seperti pada tabel 4.9. Untuk lebih jelasnya dalam menotasikan sebuah label dapat
dilihat  pada  tabel  4.10,  dari  tabel  tersebut  sehingga akan membentuk  susunan
seperti pada tabel 4.11.
















0 -441.27752686 107.36083984 0.00290521 0.00786919 0
1 -380.47125244 140.97012329 -0.01250988 0.00367901 1
2 -356.97006226 149.56323242 0.00263652 0.00411145 2
3 -339.86199951 135.30603027 0.00372842 -0.00797295 3
4 -421.15713501 121.3985672 -0.00807656 0.0019404 4
... ... ... ... ... ...
347 -427.93518066 102.05917358 -0.013272 -0.00736222 5
4.3.1. Inisiasi Parameter
Dalam penelitian  ini  ada  beberapa  variabel  atau  parameter  yang  harus
disiapkan terlebih dahulu yaitu:
x    = x1 , x2 , …,  xn = data input
y = y1 , y2  [0, 1, 2, 3, 4, 5] = label data ∈
kernel  = jenis kernel yang digunakan adalah RBF
 C = complexity (konstanta) = 21
γ = gamma = 0.00009
Sampel data yang digunakan untuk proses klasifikasi  berupa matriks hasil  dari
proses ekstraksi ciri ditambah dengan label kelas seperti pada tabel 4.10. Jenis
kernel yang digunakan pada penelitian ini yaitu Radial Basis Function (RBF), lalu
tahap selanjutnya adalah menghitung matriks kernel K pada tabel 4.12. dengan
persamaan:
K=(x, x ' )=exp(-γ|x-x'||2)
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Tabel 4.12: Contoh tabel matriks kernel K.
Data




[-441.2775269 107.3608398 5.37853384 11.94746113
5.41043758 9.0513649 -2.90945148 -7.26822424 7.0390234
-4.83616495 -7.05213976 2.44212127 -1.5351758 -
1.74683273 -2.73970437 -4.33191109 -2.03035259 1.21332574 -
1.05378449 -3.76433277 -1.12487888 -0.60508692 -0.97586751 -
0.05187449 -0.64289087 -0.54625791 -4.07610893 -1.70836759 -
1.28507841 -3.78432345 -2.09339738 -2.23292446 -0.38254586 -




[-442.8240051 108.7083664 4.99813938 14.42293835
5.30174589 10.89557362 2.15335298 -3.10812998
7.53358793 -1.65429235 -6.27800274 1.86776781 -
2.86889052 -2.62575483 -1.98735595 -5.90688801 -2.03745604
0.75736511 -2.85509872 -1.05296612 -1.25803959 -
2.99342895 0.59027487 -1.14129329 -3.91120958 -0.7602551 -
4.46302557 -2.37615299 -0.96666837 -2.19837308 -1.22600925 -
1.48950505 -0.24000853 -0.45404369 -1.61928129 0.8653211
0.2268391 -0.07933096 1.00992346 0.56066543]
0
3
[-380.4712524 140.9701233 -9.29432678 10.57845592
5.10553741 10.33987713 0.36269179 -8.27970123
9.77557659 -2.08843255 -8.83995914 7.93865919 -
1.00654304 -6.75555944 -0.16179509 -4.3320241 -3.50034904
2.56362796 -5.22271061 -3.9738009 0.90607762 -
3.65981507 -0.6129908 0.08298695 -4.14625692 1.08919752 -
4.21512461 -3.49702954 -0.78219587 -3.604846 -1.83652306 -
3.40448165 -3.68786931 -0.5035975 -2.42662358 -2.21546435 -
0.59822053 -0.66585231 -0.92662519 0.16515848]
1
4
[-430.0439453 112.058609 5.9814086 2.93631911
0.08503583 7.3138051 -0.48752096 -4.094625
1.54297638 -7.78618765 -4.93973112 3.25582218
0.14857653 -0.62265825 1.83103549 -1.46564674 -
0.33271441 1.27701902 -1.42628276 0.21763363 -0.55058843 -
2.05670142 -2.76891494 -3.20260715 -1.60666323 -2.23410678 -
3.3184762 -2.22495151 -0.67396069 -1.28429079 -2.17996645 -
1.6380136 -0.58120424 -0.68934101 -1.96219265 -0.66568327 -




kemudian  melakukan  proses  training  dan  testing  sebuah  script  program  dari
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library  scikit-learn.  nilai  gamma  sebesar  0.001  dengan  nilai  C  =  35  dengan
metode pembagian one versus rest.  Setelah memperoleh nilai parameter-tersebut,
sehingga mendapatkan model SVM untuk menguji data testing. Untuk kode alur
program dapat dilihat pada tabel 4.13.
Tabel 4.13: kode inisiasi library  & parameter




X_train, X_test, y_train, y_test = 
train_test_split(features,label,test_size=0.2)
classifier.fit(X_train,y_train)
Sebelum  masukkan  ke  dalam  proses  fitting model,  data  keseluruhan  tersebut
dilakukan  splitting  data dengan menggunakan sebuah  function train_test_split().
Kemudian melakukan set nilai awal test_size sebagai contoh dengan memasukkan
nilai 0.2 yang berarti data hasil ekstraksi fitur yang berjumlah 347 dibagi dengan
komposisi 80% untuk  training dan 20% untuk  testing  sehingga total data untuk
data  training yaitu  277,  sedangkan untuk data  testing totalnya  adalah 70 data.
Dengan begitu akan menghasilkan 4 variabel baru yaitu X_train, X_test, y_train,
y_test yang kemudian variabel  X_train dan  y_train berisikan data dari ekstraksi
ciri  beserta  label  kelas.  Variabel  tersebut  dimasukkan  ke  dalam  method  .fit()
untuk dimulai proses training, kernel yang digunakan yaitu RBF  dan kemudian
nilai  Gamma  sebesar  0.00009  dengan  menggunakan  pendekatan  klasifikasi
multiclass One Versus Rest (OVR). 
Setelah  dilakukan  proses  training  kemudian   dilakukan  proses  prediksi
dengan menggunakan data  testing  dengan method  .predict() seperti  kode pada
tabel 4.14. Sehingga akan menghasilkan prediksi label pada tabel 4.15.
Tabel 4.14: kode inisiasi library  & parameter
predicted = classifier.predict(X_test)
٤٠














4.3.2. Pengujian Confusion Matrix
Setelah dilakukan proses training kemudian dapat dilihat  hasil  skor dari
confusion matrix pada gambar 4.5. Dari confusion matrix sehingga masing-masing
kelas  yang  terklasifikasi  dengan  benar  dapat  diketahui  dari  jumlah  data  yang
dimasukkan  .  Setelah  ditemukan  skor  dari  jumlah  kelas  positif  dan  negatif,
setelahnya adalah dengan menghitung nilai akurasi, presisi, recall dan  f1 score.
Berikut contoh perhitungan dari akurasi, presisi, recall dan f1 score.
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Gambar 4.5: contoh nilai confusion-matrix
Sehingga perhitungannya akan menjadi seperti contoh berikut:
Total data yang terklasifikasi secara benar = 10+15+10+8+7+12 = 62




Presisi untuk masing-masing kelas:
kelas 0 = 10
10+1+1
=83%
kelas 1 = 15
15+2
=88%
kelas 2 = 10
10+1
=90%
kelas 3 = 8
8+1
=89%
kelas 4 = 7
7+1
=88% 
kelas 5 = 12
12+1
=92%
Untuk  menghitung  akurasi,  presisi,  recall  &   f1  score  berdasarkan  pada
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persamaan yang terdapat pada bab 3. Untuk contoh hasil confusion matrix dapat
dilihat  pada  gambar  4.5.  Kemudian  untuk  pengujian  selanjutnya  di  buatlah
beberapa  skenario  pengujian  pada  tabel  4.16.  Fokus  pengujian   ini  untuk
mengklasifikasikan  suara  baik  yang sudah dilakukan  training   maupun belum.
Hasil pengujian berdasarkan skenario pengujian dengan membagi komposisi data
training dan testing dapat dilihat pada tabel 4.16.
Tabel 4. 16: Hasil skor confusion matrix  skenario pengujian
Skenario
ke
Train Size Test Size Precision recall f1 score accuracy
1 50% 50% 66% 65% 65% 66%
2 60% 40% 75% 74% 73% 73%
3 70% 30% 76% 76% 75% 77%
4 80% 20% 89% 91% 89% 89%
Pada tabel 4.16 menggunakan data uji secara acak antara data yang sudah di latih
dan yang belum dilatih. Dari hasil skenario pembagian komposisi data train dan
testing  dapat  diambil  kesimpulan  bahwa  komposisi  train  dan  test  size
mempengaruhi hasil skor dari confusion matrix.
4.3.3. Tuning Hyper-parameter
Untuk  menemukan  parameter  yang  optimal  dalam  penelitian  ini
menggunakan sebuah function dari library scikit learn dengan menggunakan Grid
Search function.   dengan menggunakan   tools tersebut dapat membantu untuk
melakukan tuning hyperparameter diantara Parameter tersebut yaitu konstanta C
kemudian  nilai  gamma(γ).  Perbandingan  sebelum  menggunakan  grid  search
untuk tuning parameter dapat dilihat pada tabel 4.17. 
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Tabel 4.17: Tuning hyper-parameter
params_grid = {'C': [0.1, 
1,8,9,10,12,,21,20,3040,50,60,70,80,90,100,110,120,130,140
], 'gamma':[1, 0.1, 0.001, 0.001, 0.0001, 0.00001, 
0.00009], 'kernel': [ 'rbf']}




Dalam tabel 4.17 di mana terlebih dahulu  mendefinisikan konstanta C dengan
memberi sekumpulan nilai dari 1 hingga ke 140 kemudian set nilai gamma(γ) dari
0.1 hingga 0.00009 sehingga akan menghasilkan sebuah output parameter terbaik 
yaitu : {'C': 80, 'gamma': 0.0001, 'kernel': 'rbf'}
Sehingga apabila dilakukan training ulang dengan memperbarui parameter maka 
akan menghasilkan hasil yang berbeda dan lebih baik, termasuk akan merubah 
nilai skor dari confusion matriks pada gambar 4.6
Gambar 4.6: Precision-recall curve
Pada gambar 4.7 lihat  grafik antara presisi dan  recall terhadap masing-
masing kelas. Presisi adalah rasio jumlah true positive dibagi dengan total  true
positive dan false positive. Ini akan menggambarkan seberapa baik model dalam
memprediksi kelas positif.  Presisi disebut sebagai nilai prediksi positif di mana
hal ini menunjukkan korelasi antara presisi dan recall. Kurva tersebut merangkum
trade-off  antara  tingkat  True  Positive  dan  tingkat  False  Positive  untuk  model
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prediksi menggunakan threshold probabilitas yang berbeda.
4.4. Desain Sistem
Dalam desain sistem ini akan dipaparkan bagaimana desain sistem program
agar dapat diimplementasikan ke dalam sebuah prototype. Dalam desain sistem ini
menggunakan tools Edraw, fritzing.
4.4.1. Use Case Diagram
Gambar 4.7: Use Case Diagram
Pada  gambar  4.7  dapat  dilihat  pengguna  dapat  langsung  menggunakan
aplikasi  untuk mengontrol  prototype Smart  home menggunakan  perintah  suara
melalui smartphone yang dapat diakses lewat web browser.
4.4.2. Class Diagram
Untuk class diagram dapat dilihat pada gambar 4.8 berikut.
Gambar 4.8: Class Diagram
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pada gambar 4.8 terdapat tiga file yang digunakan untuk membuat aplikasi
ini yaitu untuk menerima perintah suara menggunakan sebuah file JavaScript yang
bertugas merekam dan menyimpan suara yang kemudian suara tersebut dikirim ke
dalam  aplikasi  python  program  menggunakan  framework  flask yang  nantinya
suara akan diklasifikasi  dan mendapatkan hasil  dari  klasifikasi  suara kemudian
parameter hasil klasifikasi dikirim ke mikrokontroler  untuk menghidupkan lampu
sesuai dengan hasil klasifikasi. 
4.4.3. Datasheet Diagram
Rangkaian hardware dan  pinout dapat dilihat pada gambar 4.9, 4.10 dan
datasheet  dapat  dilihat  pada  gambar  4.11  ilustrasi  tersebut  menggambarkan
rangkaian komponen hardware yang digunakan untuk menyalakan sebuah lampu
yang nantinya akan diberi perintah dari hasil klasifikasi sebelumnya.
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Gambar 4.9: Pin Out (source:https://forum.fritzing.org/)




Gambar 4.12: interface aplikasi
Pada gambar 4.12 merupakan bentuk interface pada aplikasi yang dapat diakses 
melalui smartphone maupun desktop.
4.6. Desain Prototype
Gambar 4.13: Prototype
Pada gambar 4.13 merupakan prototype rumah sederhana yang terdiri 3
buah lampu led yang masing masing diletakkan sesuai dengan label kelas yaitu
depan, tengah, dan samping. 
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4.7. Implementasi
Gambar 4.14: Arsitektur sistem
Pada gambar 4.14 dapat dilihat  melalui  program, user mengakses voice
app  menggunakan Browser  atau  desktop  browser  kemudian  dilakukan  proses
perekaman suara.  Selain itu suara hasil  rekaman  dikirimkan ke dalam  backend
machine  learning  program  untuk  dilakukan  ekstraksi  suara  dan  juga  prediksi
klasifikasi suara. Setelah itu respon hasil prediksi dikirim kembali kepada  voice
app  yang  kemudian  mengirim  sinyal  kepada  mikrokontroler   menggunakan
protokol http.
4.8. Pengujian
Pengujian dilakukan terhadap respon dari suara yang telah direkam yang
kemudian  suara  tersebut  dikirim  ke  backend program  dengan  berbasis  pada
bahasa pemrograman python yang kemudian hasil respon klasifikasi dari program
python tersebut akan dikirim kembali ke  client yang kemudian akan diteruskan
untuk  menyalakan  lampu  pada  prototype  dengan  menggunakan  protokol  http
GET. Untuk berkomunikasi dengan  microcontroller menggunakan  url end point
sebagai berikut yaitu /27/on (samping menyala),  /27/off (samping mati),  /25/on
(depan menyala), /25/off (depan mati), /26/on (tengah menyala), /26/off (tengah
mati).  Dimana url  http://127.0.0.1:5000/pred merupakan  end point dari  method
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prediksi dalam aplikasi.
Tabel 4.18: Respon time
precobaan
ke
url status type time
1 http://127.0.0.1:5000/pred 200 xhr 746 ms
2 http://192.168.3.2/25/on/ xhr 3.090 ms
3 http://127.0.0.1:5000/pred 200 xhr 3.770 ms
4 http://127.0.0.1:5000/pred 200 xhr 3.910 ms
5 http://192.168.3.2/25/on/ xhr 396 ms
6 http://127.0.0.1:5000/pred 200 xhr 736 ms
7 http://192.168.3.2/25/on/ xhr 3.070 ms
8 http://127.0.0.1:5000/pred 200 xhr 741 ms
9 http://127.0.0.1:5000/pred 200 xhr 1.610 ms
10 http://192.168.3.2/27/off/ xhr 3.060 ms
11 http://127.0.0.1:5000/pred 200 xhr 675 ms
12 http://127.0.0.1:5000/pred 200 xhr 2.120 ms
13 http://192.168.3.2/27/off/ xhr 3.060 ms
14 http://127.0.0.1:5000/pred 200 xhr 695 ms
15 http://127.0.0.1:5000/pred 200 xhr 3.940 ms
16 http://127.0.0.1:5000/pred 200 xhr 775 ms
17 http://192.168.3.2/26/off/ xhr 3.090 ms
18 http://127.0.0.1:5000/pred 200 xhr 688 ms
19 http://192.168.3.2/27/off/ xhr 3.090 ms
20 http://127.0.0.1:5000/pred 200 xhr 799 ms
21 http://192.168.3.2/27/off/ xhr 475 ms
22 http://127.0.0.1:5000/pred 200 xhr 568 ms
23 http://192.168.3.2/27/off xhr 347 ms
24 http://127.0.0.1:5000/pred 200 xhr 676 ms
25 http://192.168.3.2/26/off xhr 197 ms
26 http://127.0.0.1:5000/pred 200 xhr 703 ms
27 http://192.168.3.2/26/off xhr 209 ms
28 http://127.0.0.1:5000/pred 200 xhr 679 ms
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29 http://192.168.3.2/26/off xhr 242 ms
30 http://127.0.0.1:5000/pred 200 xhr 678 ms
31 http://192.168.3.2/26/off xhr 252 ms
32 http://127.0.0.1:5000/pred 200 xhr 728 ms
33 http://192.168.3.2/26/off xhr 196 ms
34 http://127.0.0.1:5000/pred 200 xhr 659 ms
35 http://192.168.3.2/26/off xhr 224 ms
36 http://127.0.0.1:5000/pred 200 xhr 696 ms
37 http://192.168.3.2/27/off xhr 244 ms
38 http://192.168.3.2/27/off 200 xhr 234 ms
39 http://192.168.3.2/27/off/ xhr 3.070 ms
40 http://192.168.3.2/27/off/ xhr 966 ms
41 http://192.168.3.2/26/off/ xhr 3.070 ms
42 http://192.168.3.2/27/off/ xhr 348 ms
43 http://192.168.3.2/27/off/ xhr 3.070 ms
44 http://192.168.3.2/27/off/ xhr 3.070 ms
45 http://192.168.3.2/27/off/ xhr 3.070 ms
46 http://192.168.3.2/26/off/ xhr 1.170 ms
47 http://192.168.3.2/26/off/ xhr 2.680 ms
48 http://192.168.3.2/27/off/ xhr 1.920 ms
49 http://127.0.0.1:5000/pred 200 xhr 649 ms
50 http://127.0.0.1:5000/pred 200 xhr 672 ms
51 http://127.0.0.1:5000/pred 200 xhr 683 ms
52 http://127.0.0.1:5000/pred 200 xhr 694 ms
53 http://127.0.0.1:5000/pred 200 xhr 699 ms
54 http://127.0.0.1:5000/pred 200 xhr 700 ms
55 http://127.0.0.1:5000/pred 200 xhr 701 ms
56 http://127.0.0.1:5000/pred 200 xhr 3.780 ms
57 http://127.0.0.1:5000/pred 200 xhr 1.280 ms
58 http://127.0.0.1:5000/pred 200 xhr 686 ms
59 http://192.168.3.2/26/off/ xhr 3.060 ms
60 http://127.0.0.1:5000/pred 200 xhr 735 ms
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61 http://192.168.3.2/26/off/ xhr 3.080 ms
62 http://127.0.0.1:5000/pred 200 xhr 3.800 ms
63 http://127.0.0.1:5000/pred 200 xhr 696 ms
64 http://192.168.3.2/26/off/ xhr 963 ms
65 http://127.0.0.1:5000/pred 200 xhr 3.850 ms
66 http://127.0.0.1:5000/pred 200 xhr 671 ms
67 http://192.168.3.2/25/on/ xhr 3.080 ms
68 http://127.0.0.1:5000/pred 200 xhr 642 ms
69 http://192.168.3.2/27/off/ xhr 2.460 ms
70 http://127.0.0.1:5000/pred 200 xhr 1.080 ms
71 http://192.168.3.2/25/off/ xhr 177 ms
72 http://127.0.0.1:5000/pred 200 xhr 912 ms
73 http://192.168.3.2/25/off/ xhr 137 ms
74 http://127.0.0.1:5000/pred 200 xhr 719 ms
75 http://192.168.3.2/25/on/ xhr 193 ms
76 http://127.0.0.1:5000/pred 200 xhr 942 ms
77 http://192.168.3.2/25/off/ xhr 174 ms
78 http://127.0.0.1:5000/pred 200 xhr 981 ms
79 http://192.168.3.2/25/off/ xhr 246 ms
80 http://127.0.0.1:5000/pred 200 xhr 875 ms
81 http://192.168.3.2/25/off/ xhr 160 ms
82 http://127.0.0.1:5000/pred 200 xhr 648 ms
83 http://192.168.3.2/26/off/ xhr 391 ms
84 http://127.0.0.1:5000/pred 200 xhr 716 ms
85 http://192.168.3.2/26/off/ xhr 157 ms
86 http://127.0.0.1:5000/pred 200 xhr 778 ms
87 http://192.168.3.2/26/off/ xhr 181 ms
88 http://127.0.0.1:5000/pred 200 xhr 690 ms
89 http://192.168.3.2/25/on/ xhr 439 ms
90 http://127.0.0.1:5000/pred 200 xhr 698 ms
91 http://192.168.3.2/25/on/ xhr 211 ms
92 http://127.0.0.1:5000/pred 200 xhr 836 ms
93 http://192.168.3.2/27/off/ xhr 816 ms
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93 http://192.168.3.2/27/off/ xhr 816 ms
94 http://127.0.0.1:5000/pred 200 xhr 703 ms
95 http://192.168.3.2/27/off/ xhr 207 ms
96 http://127.0.0.1:5000/pred 200 xhr 1.110 ms
97 http://192.168.3.2/25/off/ xhr 139 ms
98 http://127.0.0.1:5000/pred 200 xhr 696 ms
99 http://192.168.3.2/27/off/ xhr 182 ms
100 http://127.0.0.1:5000/pred 200 xhr 632 ms
Pada tabel 4.18 didapat rata-rata hasil respon time yaitu 443 ms. Kemudian
dari hasil proses perekaman suara dengan menggunakan sistem yang telah dibuat
maka didapat hasil pengujian pada tabel 4.19 dimana status yang bernilai 1 yang
berarti  true  sedangkan  0  bernilai  false  dimana  nilai  tersebut  mengindikasikan
bahwa hasil prediksi klasifikasi benar atau tidak. 
Tabel 4.19: Hasil pengujian setelah implementasi sistem
Percobaan
ke nama file kelas sebenarnya
kelas hasil
prediksi status
1 200619_172000-depan_mati.wav depan mati (0) 2 0
2 200619_172008-depan_mati.wav depan mati (0) 0 1
3 200619_172016-depan_mati.wav depan mati (0) 2 0
4 200207_082105.wav depan mati (0) 0 1
5 200207_082109.wav depan mati (0) 0 1
6 200207_082113.wav depan mati (0) 0 1
7 200207_082121.wav depan mati (0) 0 1
8 200207_082124.wav depan mati (0) 0 1
9 200207_082127.wav depan mati (0) 0 1
10 200207_082131.wav depan mati (0) 0 1
11 200207_082134.wav depan mati (0) 0 1
12 Depan Mati 2.wav depan mati (0) 0 1
13 Depan Mati 3.wav depan mati (0) 0 1
14 Depan Mati 4.wav depan mati (0) 0 1
15 Depan Mati 5.wav depan mati (0) 0 1
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16 200619_171801-depan_menyala.wav depan menyala (1) 5 0
17 200619_171811-depan_menyala.wav depan menyala (1) 1 1
18 200507_095546.wav depan menyala (1) 1 1
19 200507_095542.wav depan menyala (1) 1 1
20 200507_095531.wav depan menyala (1) 1 1
21 200620_110226.wav depan menyala (1) 1 1
22 200507_095526.wav depan menyala (1) 1 1
23 200507_095521.wav depan menyala (1) 1 1
24 200620_110237.wav depan menyala (1) 3 0
25 200620_110239.wav depan menyala (1) 1 1
26 Depan Menyala 1.wav depan menyala (1) 1 1
27 Depan Menyala 2.wav depan menyala (1) 0 0
28 Depan Menyala 3.wav depan menyala (1) 1 1
29 Depan Menyala 4.wav depan menyala (1) 1 1
30 Depan Menyala 5.wav depan menyala (1) 1 1
31 200620_110741.wav samping mati (2) 2 1
32 200620_110744.wav samping mati (2) 2 1
33 200620_110746.wav samping mati (2) 2 1
34 200620_110749.wav samping mati (2) 3 0
35 200620_110751.wav samping mati (2) 2 1
36 200620_202127-samping_mati.wav samping mati (2) 2 1
37 200620_202135-samping_mati.wav samping mati (2) 2 1
38 200620_202143-samping_mati.wav samping mati (2) 2 1
39 200620_202151-samping_mati.wav samping mati (2) 2 1
40 200620_202200-samping_mati.wav samping mati (2) 2 1
41 Samping Mati1.wav samping mati (2) 0 0
42 Samping Mati 2.wav samping mati (2) 2 1
43 Samping Mati 3.wav samping mati (2) 2 1
44 Samping Mati 4.wav samping mati (2) 2 1
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45 Samping Mati 5.wav samping mati (2) 0 0
46 200620_110708.wav samping menyala(3) 3 1
47 200620_110711.wav samping menyala(3) 3 1
48 200620_110714.wav samping menyala(3) 3 1
49 200620_110716.wav samping menyala(3) 3 1
















56 Samping Menyala 1.wav samping menyala(3) 0 0
57 Samping Menyala 2.wav samping menyala(3) 3 1
58 Samping Menyala 3.wav samping menyala(3) 3 1
59 Samping Menyala 4.wav samping menyala(3) 0 0
60 Samping Menyala 5.wav samping menyala(3) 3 1
61 200620_110600.wav tengah mati (4) 4 1
62 200620_110603.wav tengah mati (4) 5 0
63 200620_110606.wav tengah mati (4) 4 1
64 200620_110608.wav tengah mati (4) 4 1
65 200620_110654.wav tengah mati (4) 4 1
66 200620_201809-tengah_mati.wav tengah mati (4) 4 1
67 200620_201817-tengah_mati.wav tengah mati (4) 4 1
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68 200620_201824-tengah_mati.wav tengah mati (4) 5 0
69 200620_201831-tengah_mati.wav tengah mati (4) 4 1
70 200620_201839-tengah_mati.wav tengah mati (4) 4 1
71 Tengah Mati 1.wav tengah mati (4) 4 1
72 Tengah Mati 2.wav tengah mati (4) 0 0
73 Tengah Mati 3.wav tengah mati (4) 2 0
74 Tengah Mati 4.wav tengah mati (4) 4 1
75 Tengah Mati 5.wav tengah mati (4) 2 0
76 200620_110355.wav tengah menyala (5) 3 0
77 200620_110358.wav tengah menyala (5) 5 1
78 200620_110400.wav tengah menyala (5) 5 1
79 200620_110403.wav tengah menyala (5) 5 1
80 200620_110405.wav tengah menyala (5) 3 0
81 200620_201625-tengah_menyala.wav tengah menyala (5) 5 1
82 200620_201633-tengah_menyala.wav tengah menyala (5) 5 1
83 200620_201641-tengah_menyala.wav tengah menyala (5) 5 1
84 200620_201648-tengah_menyala.wav tengah menyala (5) 5 1
85 200620_201700-tengah_menyala.wav tengah menyala (5) 5 1
86 Tengah Menyala 1.wav tengah menyala (5) 5 1
87 Tengah Menyala 2.wav tengah menyala (5) 1 0
88 Tengah Menyala 3.wav tengah menyala (5) 5 1
89 Tengah Menyala 4.wav tengah menyala (5) 5 1
90 Tengah Menyala 5.wav tengah menyala (5) 5 1
91 200207_082051.wav depan mati (0) 0 1
92 200207_082102.wav depan mati (0) 0 1
93 2020-02-03T003151.812Z.wav depan menyala (1) 1 1
94 2020-02-03T003155.691Z.wav depan menyala (1) 1 1
95 2020-02-03T003159.407Z.wav depan menyala (1) 1 1
96 2020-02-03T003205.248Z.wav depan menyala (1) 1 1
97 2020-02-03T003213.816Z.wav depan menyala (1) 1 1
98 200507_095819.wav tengah mati (4) 4 1
99 200507_095823.wav tengah mati (4) 4 1
100 200507_095828.wav tengah mati (4) 5 1
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Dari tabel 4.19  dapat dilihat bahwa dari total 100 pengujian jumlah suara
yang  terklasifikasi   dengan  benar  di  mana  bernilai  benar/true Berjumlah  80,
kemudian jumlah suara yang bernilai salah/false berjumlah 20 sehingga apabila
dihitung  tingkat  akurasinya  yaitu  total  data  suara  yang  bernilai  benar  dibagi






Setelah  dilakukan  langkah-langkah  penelitian  didapatkan  hasil  untuk
mengimplementasikan  simulasi  control  smarthome berbasis  mel-frequency
cepstral  coefficients dengan  menggunakan  algoritma support  vector  machine
dapat diambil  beberapa kesimpulan sebagai berikut:
1. Penerapan  mel frequency cepstral coefficients  dapat  di  implementasikan
untuk feature extraction ciri sebuah suara.
2. Penggunaan  metode  support  vector  machine  sebagai  algoritma  untuk
klasifikasi dapat diterapkan hingga akhir proses implementasi sistem.
3. Pada penelitian terlihat hasil precision-recall dari model rata-rata sebesar
89,5% yang menunjukkan nilai dari sebuah model dapat memisahkan data.
4. Tuning  hyper  parameter mempengaruhi  kualitas  sebuah  model  dimana
pada penelitian dari hasil awal akurasi yang hanya 84% menjadi 89%.
5.  pada saat  setelah implementasi sistem dari Hasil pengujian didapat nilai
akurasi sebesar 80%. 
6. rata-rata  respon  time  dalam  mengklasifikasikan  suara  dengan
menghubungkan pada prototype smarthome adalah 443ms.
7. Dari  hasil  skenario  pengujian  dengan  membagi  data  latih  dan  data  uji
dapat  kesimpulan  bahwa  semakin  banyak  data  yang  digunakan  untuk
training hasilnya akan semakin baik. 
5.2. Saran
    Pada penelitian simulasi control smart home berbasis MFCC menggunakan
metode  SVM yang dilaksanakan terdapat  banyak kekurangan sehingga penulis
berharap  dalam  penelitian  kedepannya  ada  beberapa  rekomendasi  masukkan
diantaranya :
1. Untuk mendapatkan kualitas suara yang baik disarankan untuk melakukan
perekaman  suara  di  tempat  yang sangat  minim  noise  sehingga kualitas
suara dapat dijaga.
2. Disarankan semua inputan suara menggunakan  microphone  dengan fitur
noise concelation agar kualitas suara lebih baik.
3. menambah  metode  feature  extraction suara  seperti  zero  crossing  rate,
chroma, spectral analysis.
4. Melakukan  pengembangan  sistem  dengan  mengkombinasikan  teknik
ekstraksi fitur lainya seperti spectral feature atau rythem feature.
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