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Re´sume´. Cet article est un survol autour de deux pre´publications re´centes [1]
et [39], qui se posent la question de l’e´tude de certains invariants topologiques
et ge´ome´triques dans des suites d’espaces localement syme´triques dont le vo-
lume tend vers l’infini. On donne aussi quelques applications a` divers mode`les
de surfaces ale´atoires.
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1. Introduction
Dans cet article en grande partie expositoire on s’inte´ressera a` quelques aspects
de la question suivante : on prescrit des bornes ge´ome´triques locales (par exemples,
dans le cadre Riemannien, des bornes sur la courbure sectionnelle ou de Ricci, ou
plus drastiquement on prescrit la classe d’isome´trie locale), et on se demande si ces
conditions imposent des contraintes globales sur la ge´ome´trie, la topologie et leurs
relations. Un exemple classique et frappant de re´sultat allant dans cette direction est
le the´ore`me de Marcel Berger et Daniel Grove et Katsuhiro Shiohama selon lequel, si
une varie´te´ riemannienne compacte a toutes ses courbures sectionelles supe´rieures a`
1 et un diame`tre strictement plus grand que pi/2 alors elle est en fait diffe´omorphe a`
la sphe`re de meˆme dimension (cf. [36, Theorem 81]). Un autre exemple est le re´sultat
de Gromov qui donne des bornes absolues (ne de´pendant que de la dimension) sur
le rang du groupe fondamental et les nombres de Betti (a` coefficients arbitraires)
d’une varie´te´ a` courbure sectionelle positive (cf. [36, Theorem 86]).
Nous nous inte´resserons ici plutoˆt a` la classe des espaces a` courbure ne´gative,
pour lesquels la situation est tre`s diffe´rente. Par exemple, meˆme si on impose une
courbure sectionnelle constante il existe en toute dimension donne´e une infinite´ de
types topologiques, en fait les nombres de Betti peuvent eˆtre arbitrairement grands
(cf. [28]). En revanche, sous la meˆme condition de courbure ne´gative constante
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et sauf en dimension trois 1, pour un V > 0 donne´ il n’existe a` diffe´omorphisme
pre`s qu’un nombre fini varie´te´s M satisfaisant en plus a` une borne vol(M) ≤ V .
On s’inte´resse alors naturellement aux contraintes impose´es par le volume sur la
ge´ome´trie globale et la topologie. Par example un the´ore`me aussi duˆ a` Gromov
affirme que les nombres de Betti sont borne´s line´airement en le volume (pour une
varie´te´ ayant des courbures sectionnelles entre −1 et 0 et pas de facteur euclidien,
avec une constante de´pendant uniquement de la dimension—cf. [6, Theorem 2]).
Les re´sultats sur lesquels nous nous attarderons dans ce survol concerneront les
espaces localement syme´triques a` courbure ne´gative sans facteurs euclidiens, au-
trement dit les quotients Γ\X ou` X = G/K est l’espace syme´trique associe´ a` un
groupe de Lie semisimple G et un sous-groupe compact maximal K ⊂ G, et Γ
un re´seau de G, c’est-a`-dire un sous-groupe discret tel que G/Γ ait une mesure
bore´lienne finie et G-invariante. Dans ce cadre on s’inte´resse a` la ge´ome´trie glo-
bale principalement a` travers les invariants me´triques vol(M≤R)/ vol(M) ou` M≤R
de´signe la partie R-mince 2, autrement dit le sous-ensemble des points de M au-
tour desquels le rayon maximal d’une boule plonge´e est plus petit que R/2 (de
manie`re e´quivalente, il existe un lacet homotopiquement non-trivial sur M passant
par ce point et de longueur infe´rieure a` R). On s’inte´ressera a` l’e´tude de suites de
varie´te´s ou` cette quantite´ tend vers 0, a` la fois pour ses conse´quences topologiques
non-triviales (cf. 2.4, 3.3.2) et pour l’abondance de situations ou` cette condition est
re´alise´e (cf. 2.5, 3.2 et 3.3).
Cette condition peut eˆtre interpre´te´e comme la convergence vers le reveˆtement
universel X dans une certaine compactification de l’espace des re´seaux Γ de G. Pour
de´finir cette compactification il faut introduire la topologie de Benjamini–Schramm
sur les espaces me´triques ale´atoires pointe´s, qui est une version probabiliste de la
topologie bien connue de Gromov–Hausdorff pointe´e. Les objets que l’on doit alors
conside´rer ne sont alors plus des sous-groupes discrets de G, mais des mesures de
probabilite´s invariantes par conjugaison sur l’espace des sous-groupes ferme´s de ce
dernier. Ces sous-groupes ale´atoires invariants ont e´te´ introduits par Miklo´s Abe´rt,
Bal´ınt Vira´g et Yair Glasner dans [4], et ont re´cemment fait l’objet d’assez nombreux
travaux (cf. [18] pour un exemple et de nombreuses autres re´fe´rences re´centes). Dans
cet article on essaiera plutoˆt de de´gager les conse´quences ge´ome´triques de l’e´tude
des sous-groupes ale´atoires des groupes de Lie, qui constituent un puissant outil
pour l’e´tude des varie´te´s de grand volume, te´moins les the´ore`mes 2.11 et 3.7 ci-
dessous. Le pendant plus ge´ome´trique de ces derniers, qui sera tre`s peu explore´ ici,
est donne´ par les mesures de probabilite´ unimodulaires sur les espaces de varie´te´s
riemanniennes ; on refe`re a` [3] pour plus de de´tails. Citons aussi l’article [32], qui
e´tudie dans un langage plus ge´ome´trique la topologie des limites de certaines suites
de me´triques riemanniennes sur une varie´te´ donne´e.
On peut encore restreindre le cadre d’e´tude en s’inte´ressant aux varie´te´s arithme´tiques,
qui sont une famille particulie`re construites a` partir de re´seaux ge´ne´ralisant l’exemple
PSL2(Z) ⊂ PSL2(R). Une sous-famille distingue´e est donne´e par les re´seaux dits de
congruence 3 Ces derniers ont souvent des proprie´te´s ge´ome´triques particulie`rement
1. Le cas de la dimension trois est assez diffe´rent mais bien compris graˆce aux travaux de
Thurston sur la chirurgie de Dehn hyperbolique.
2. Certains utilisent plutoˆt “fin” pour traduire l’anglais thin, mais le terme de “partie fine” me
semble maladroit en franc¸ais.
3. Que l’on ne de´finira pas ici ; mais ils contiennent en particulier les re´seaux maximaux, et
voir aussi 2.5.2 pour plus d’exemples.
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re´gulie`res : par exemple leurs constantes de Cheeger sont uniforme´ment borne´es
infe´rieurement (un re´sultat remontant a` Atle Selberg pour les surfaces hyperbo-
liques, prouve´ dans la plus grande ge´ne´ralite´ par Laurent Clozel dans [15]). Leur
origine arithme´tique permet de plus d’attaquer les proble`me ge´ome´triques en uti-
lisant les outils de la the´orie des nombres : un exemple frappant est le proble`me
du volume minimal pour les varie´te´s hyperboliques, qui est encore comple`tement
ouvert en grandes dimensions mais qui dans le cadre des varie´te´s arithme´tiques est
sinon re´solu comple`tement, au moins plus pre`s d’une telle re´solution (on refe`re a` [7]
pour un survol re´cent du sujet). Pour ce qui est de la convergence de Benjamini–
Schramm vers le reveˆtement universel on peut l’e´tablir directement (sans utiliser les
sous-groupes ale´atoires) dans plusieurs cas : voir les the´ore`mes 2.13 et 3.7 ci-dessous.
Les re´sultats sur la topologie de Benjamini–Schramm e´voque´s ci-dessus ne sont
pas nouveaux, et proviennent pour la plupart des articles [1] et [39]. Nous apportons
aussi dans cet article quelques observations et re´sultats originaux :
– Le the´ore`me 3.3 donne une classification topologique des sous-groupes ale´atoires
invariants de PSL2(R) (de´montre´e dans l’appendice A e´crit avec I. Biringer).
– En 3.2 on donne une interpre´tation de re´sultats de Maryam Mirzakhani [31]
et de Robert Brooks et Eran Makover [13] comme re´sultats de convergence, et
leur conse´quences pour le spectre des surfaces ale´atoires.
Cet article est organise´ comme suit : en 2 on donne un re´sume´ de la plupart
des re´sultats et notions contenus dans [1] : on introduit en 2.1, dans un cadre
ge´ne´ral, la notion de convergence de Benjamini–Schramm, que l’on spe´cialise ensuite
au cadre des espaces localement syme´triques. On indique les liens pre´cis avec les
sous-groupes ale´atoires dans la section 2.2. La section suivante 2.3 donne quelques
proprie´te´s de ces derniers, puis en 2.4 on montre comment de´duire de la conver-
gence de Benjamini–Schramm des re´sultats de multiplicite´s limites pour les valeurs
propres des laplaciens. La dernie`re section 2.5 de cette partie pre´sente les deux
cas de convergence e´tudie´s dans [1]. La seconde partie est centre´e sur les varie´te´s
hyperboliques re´elles : on commence en 3.1 par un expose´ des re´sultats connus sur
les sous-groupes invariants des groupes SO(n, 1) (y compris le the´ore`me de´montre´
dans l’appendice A). Puis la section 3.2 interpre`te quelques re´sultats connus sur
certains mode`les ale´atoires de surfaces hyperboliques a` la lumie`re de la convergence
de Benjamini–Schramm. Enfin la section 3.3 essaie de de´gager quelques ide´es sur la
convergence des varie´te´s hyperboliques en plus grandes dimensions (on s’y permet
d’eˆtre plus spe´culatif que dans le reste de l’article).
1.1. Remerciements. Je suis redevable a` Bram Petri de nombreuses remarques
et corrections sur la section concernant les surfaces ale´atoires. Je voudrais aussi
remercier Ian Biringer pour m’avoir explique´ son travail avec Miklo´s Abe´rt.
2. Convergence de Benjamini–Schramm
2.1. Ge´ne´ralite´s. Soit X l’ensemble des espaces me´triques localement compacts
pointe´s (ou plutoˆt de leurs classes d’isome´trie) ; on va de´finir dans cette section des
topologies sur X et Prob (X ) respectivement. La topologie sur X est bien connue
et appele´e topologie de Gromov-Hausdorff ; des comptes-rendus de´taille´s en sont
donne´s par exemple dans [36, Chapter 10] ou [25, Chapter 3]. Sur le sous-ensemble
de X forme´ des espaces compacts pointe´s on de´finit une distance comme suit :
si A,B sont des sous-espaces compacts d’un espace me´trique Z leur distance de
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Hausdorff dH(A,B) est l’infimum des ε > 0 tels que A,B soient chacun contenu
dans le ε-voisinage (dans Z) de l’autre ; si (X,x), (Y, y) sont des espaces compacts
pointe´s on pose alors
d((X,x), (Y, y)) = inf
Z,φ
(dH(φ1(X), φ2(Y )) + dZ(φ1(x), φ2(y)))
ou` l’infimum est pris sur l’ensemble des espaces me´triques compacts Z et des paires
de plongements isome´triques φ1 : X → Z, φ2 : Y → Z ; on ve´rifie que cela de´finit
bien une distance. En particulier, pour tout R > 0 on obtient une topologie sur
l’espace XR des boules de rayon R pointe´es en leur centre (i.e. les espaces pointe´s
(X,x) tels que d(x, y) ≤ R pour tout y ∈ X). On a une application X → XR
de´finie par (X,x) 7→ BX(x,R), et on de´finit la topologie de Gromov–Hausdorff sur
X comme la plus faible qui rende continues toutes ces applications. Il n’est alors pas
dur de voir qu’une suite (Xn, xn) converge vers (X,x) si et seulement si pour touts
R, ε > 0, et pour n assez grand, la boule BXn(xn, R) est (1+ε, ε)-quasi-isome´trique
a` BX(x,R).
L’espace X muni de cette topologie n’est pas compact, cependant il contient de
nombreux sous-ensembles qui le sont : typiquement, si on precrit des bornes locales
sur la ge´ome´trie d’une suite d’espaces on obtient des parties relativement compactes
dans X . Pour des exemples riemanniens on refe`re par exemple a` [36, Chapitre 10,
3.4]. Un exemple plus simple est donne´ par l’ensemble des graphes dans lesquels la
valence de chaque sommet est uniforme´ment borne´e.
La topologie introduite ci-dessus a donc de bonnes proprie´te´s de compacite´, mais
en ge´ne´ral elle est comple`tement aveugle aux proprie´te´s globales des espaces e´tudie´s.
Pour reme´dier a` cela, tout en conservant ses proprie´te´s de´sirables, on va passer a`
l’e´tude de Prob (X ), l’espace des mesures de probabilite´s bore´liennes sur X que
l’on munit de la topologie de la convergence faible des mesures. Cette dernie`re a e´te´
nomme´e dans [1] topologie de Benjamini–Schramm, a` la suite du travail pionnier de
ces auteurs sur les graphes finis dans [8]. Dans le reste de cet article on s’inte´ressera
surtout a` l’e´tude de cette notion dans le cadre des espaces localement syme´triques.
Dans le cadre plus large des varie´te´s riemanniennes, il y a essentiellement deux
fac¸ons naturelles de construire des e´le´ments de Prob(X ) :
(i) Si M est une varie´te´ de volume fini, on peut conside´rer la mesure de proba-
bilite´ sur X obtenue en pointant M en un point choisi ale´atoirement pour la
mesure de probabilite´ induite par ν = d vol / vol(M) sur M (i.e. le pousse´ en
avant de ν par l’application M → X , x 7→ (M,x)).
(ii) Si X est un espace topologique munie d’un feuilletage F par varie´te´s rieman-
niennes et d’une mesure de probabilite´ ν (de pre´fe´rence invariante par rapport
au feuilletage), on a une application X → X donne´e par x 7→ (Fx, x) et on
peut conside´rer le pousse´ en avant de ν.
Evidemment, (i) est un cas particulier de (ii) (ou` le feuilletage est trivial). On
remarque que la construction (ii) est re´minescente des feuilletages apparaissant
comme limites de reveˆtements finis dans [9]. Des examples plus spe´cifiques de ces
deux constructions (dans le cadre localement syme´trique) seront donne´es plus bas.
Une e´tude plus syste´matique des varie´te´s riemanniennes pointe´es ale´atoires est en-
treprise dans [3].
2.2. Espaces localement syme´triques et sous-groupes ale´atoires invariants.
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2.2.1. Topologie de Chabauty. Soit G un groupe de Lie semisimple ; on note SubG
l’espace des sous-groupe ferme´s de G muni de la topologie de Chabauty 4. On a
alors les proprie´te´s e´le´mentaires suivantes :
(i) L’espace SubG est compact ;
(ii) Le point G est isole´ dans SubG ;
Soit K un sous-groupe compact maximal, X = G/K muni de la me´trique rie-
mannienne G-invariante qui en fasse un espace syme´trique ; on note x0 l’unique
point fixe de K dans x, et si x ∈ X et Γ est un sous-groupe discret de G on note x¯
l’image de x dans Γ\X. Le re´sultat suivant est bien connu (cf. [1, Proposition 3.3]).
Lemme 2.1. Soient Γn, n ≥ 1 et Λ des sous-groupes discrets de G. La suite
(Γn\X, x¯0) converge vers (Λ\X, x¯0) dans X si et seulement si Γn converge vers
Λ dans la topologie de Chabauty.
2.2.2. Sous-groupes ale´atoires invariants. Un sous-groupe ale´atoire de G est par
de´finition une mesure de probabilite´ bore´lienne sur SubG qui est invariante par
les applications H 7→ gHg−1 pour g ∈ G. Dans la suite on abre´viera souvent ce
nom en IRS, pour ne pas surcharger le texte. Un IRS µ de G est dit ergodique
si l’action de G sur (SubG, µ) l’est. De manie`re (non-trivialement) e´quivalente, un
IRS ergodique est le tire´ en arrie`re d’une mesure de probabilite´ invariante dans une
action ergodique de G (cf. [1, Theorem 2.4]). Les exemples fondamentaux d’IRS
ergodiques dans les groupes de Lie sont les suivants :
– Les masses de Dirac sur les sous-groupes normaux ; en particulier, on a toujours
au moins deux IRS ergodiques de G, note´s δG et δ{Id} et qui sont les masses de
Dirac supporte´es respectivement sur G lui-meˆme et sur le sous-groupe trivial.
– Si Γ est un re´seau (sous-groupe discret de covolume fini pour la mesure de
Haar), soit µ la mesure de probabilite´ G-invariante sur G/Γ, Φ l’application
G/Γ→ SubG, gΓ 7→ gΓg−1.
Alors le pousse´ en avant Φ∗µ est un IRS ergodique (supporte´ sur les conjuge´s
de Γ dans G ; dans la suite on le notera µΓ.
Une autre construction de sous-groupes ale´atoires invariants importante pour la
suite est l’induction depuis un re´seau Γ ≤ G : si ν est un IRS de Γ, on peut construire
un IRS µν de G supporte´ sur les conjugue´s par G des groupes dans le support de
ν. La construction est de´taille´e dans [1, 11.1], informellement elle revient a` choisir
d’abord un sous-groupe µΓ-ale´atoire de G puis un sous-groupe g∗ν-ale´atoire de ce
conjugue´ par g de Γ. En particulier, si Λ ≤ Γ est un sous-groupe distingue´ alors on
a une application G/Γ→ SubG, gΓ 7→ gΛg−1 et le pousse´ en avant de la mesure de
la mesure de probabilite´ invariante sur G/Γ est un IRS de G que l’on notera µΛ,
supporte´ sur les conjugue´s de Λ de G. On donnera des exemples d’IRS des groupes
SO(d, 1) utilisant les spe´cificite´s de la ge´ome´trie hyperbolique (en particulier en
dimensions d = 2, 3) dans la deuxie`me partie de cet article.
2.2.3. IRS et convergence de Benjamini–Schramm. Si ν est un IRS de G supporte´
sur des sous-groupes discrets, on obtient une mesure de probabilite´ m(ν) sur X en
poussant en avant ν par l’application SubG → X , Γ 7→ (Γ\X, x¯0) (l’application est
bien de´finie sur le support de ν). On a alors le re´sultat suivant, version probabiliste
du lemme 2.1 (cf. [1, Corollary 3.4]).
4. Restriction de la topologie de Hausdorff ; cette topologie a e´te´ initialement conside´re´e par
Claude Chabauty dans [14] ; une description des ouverts est donne´e dans [1, Section 2].
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Lemme 2.2. Si νn, n ≥ 1 et ν∞ sont des IRS de G, on a m(νn) → m(ν∞) dans
Prob(X ) si et seulement si νn → ν∞ dans l’espace des IRS de G.
Si M est une X-varie´te´ de volume riemannien fini alors l’IRS de G de´fini par
µΓ, ou` Γ est l’image de pi1(M) dans G par une application de monodromie, ne
de´pend pas du choix de point base ; on le notera µM . Par le lemme ci-dessus, on
peut caracte´riser la convergence vers X dans le sens introduit en 1 comme suit.
Lemme 2.3. Soient X = G/K un espace localement syme´trique (de type non-
compact, sans facteur euclidien) et Mn une suite de varie´te´s localement isome´triques
a` X, de volume fini. Alors on a
(1) ∀R > 0, vol (x ∈Mn : injx(Mn) ≤ R)
volMn
−−−−→
n→∞ 0
si et seulement si les IRS µMn convergent vers δ{Id} (au sens de la convergence
faible des mesures).
2.3. Proprie´te´s des sous-groupes ale´atoires invariants.
2.3.1. Zariski-densite´. La proprie´te´ des sous-groupes ale´atoires invariants d’un groupe
semisimple la plus importante pour nous est le the´ore`me suivant [1, Theorem 2.6],
une ge´ne´ralisation du classique the´ore`me de densite´ de Borel.
The´ore`me 2.4. Soit G un groupe de Lie simple ; alors les IRS non-atomiques de
G sont supporte´s sur les sous-groupes discrets et Zariski-denses de G.
En rang un on a une proprie´te´ plus forte (le re´sultat suivant est un cas particulier
de [1, Proposition 11.3]).
The´ore`me 2.5. Soit X un espace syme´trique irre´ductible de rang un, G = Isom(X)◦
et µ un IRS de G sans atomes. Alors µ-presque tout sous-groupe a un ensemble li-
mite e´gal a` ∂X.
Toujours en se restreingant au rang un, on peut de´duire de la Zariski-densite´ le
crite`re de BS-convergence suivant [39, Proposition 2.3].
Proposition 2.6. Soit X un espace localement syme´trique irre´ductible de rang un
et Mn une suite de varie´te´s de volume fini localement isome´tiques a` X. Alors Mn
est convergente au sens de Benjamini–Schramm vers X si et seulement si on a,
pour tout R > 0 :
|{ge´ode´siques de longueur ≤ R sur Mn}|
volMn
−−−−−→
n→+∞ 0.
2.3.2. The´ore`me de Nevo–Stu¨ck–Zimmer. Pour les groupes simples de rang supe´rieur
on a une description comple`te des IRS, duˆe a` Garrett Stu¨ck et Robert Zimmer [43]
(une erreur dans la preuve d’un re´sultat interme´diaire crucial a e´te´ corrige´e par
Amos Nevo et Zimmer [33]).
The´ore`me 2.7 (Nevo–Stu¨ck–Zimmer). Soit G un groupe de Lie semisimple, de
rang re´el supe´rieur a` 2, dont tous les facteurs ont la proprie´te´ (T) de Kazhdan.
Soit µ un sous-groupe ale´atoire invariant de G qui soit ergodique, sans atome et
irre´ductible. Alors il existe un re´seau Γ de G tel que µ = µΓ (de´fini plus haut).
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Si tous les facteurs sont de rang supe´rieur, les IRS (pas force´ment irre´ductibles)
sont les produits des IRS des facteurs simples (auxquels le the´ore`me ci-dessus s’ap-
plique). Le re´sultat de Stu¨ck et Zimmer traite aussi le cas du produit d’au moins
deux groupes de rang un qui posse`dent la proprie´te´ (T) de Kazhdan. Le cas ge´ne´ral
du produit de deux groupes de rang un fait l’objet de travaux en cours de Arie
Levit (qui a aussi de´montre´ une version nonarchime´dienne de Stu¨ck–Zimmer).
2.4. Convergence de Benjamini–Schramm et multiplicite´s limites.
2.4.1. Uniforme discre´tion. On dit qu’un sous-ensemble S ⊂ SubG est uniforme´ment
discret s’il existe un voisinage ouvert U de Id dans G tel que Λ∩U = {Id} pour tout
Λ ∈ S. Un ensemble M d’IRS de G est dit uniforme´ment discret si ⋃µ∈M supp(µ)
l’est ; en particulier, si Γn est une suite de re´seaux de G elle est uniforme´ment
discre`te si et seulement si les Γn sont cocompacts et leur systole est minore´e par
une constante positive.
2.4.2. Noyaux de la chaleur, valeurs propres du Laplacien et nombres de Betti. Si
M est une varie´te´ riemannienne compacte, les ope´rateurs de Hodge–Laplace ∆p[M ]
sont des ope´rateurs diffe´rentiels elliptiques de´finis sur les espaces Ωp(M) de formes
diffe´rentielles lisses sur M . Ils ne sont pas borne´s pour la structure pre´-hilbertienne
donne´e par le produit scalaire L2 des e´le´ments de Ωp(M), mais admettent une
unique extension maximale comme ope´rateurs syme´triques positifs essentiellement
autoadjoints sur l’espace de Hilbert L2Ωp(M) des formes de carre´ inte´grable. De
plus, leur spectre est discret a` multiplicie´s finies, i.e. on a des suites 0 = λ0 <
λ1 < . . . et m(λj ,M) > 0, j ≥ 1 et telles que l’espace propre ker(∆p[M ] − λj)
soit de dimension m(λj ,M) et l’espace L
2Ωp(M) soit la somme hilbertienne de ces
sous-espaces. On de´finit la mesure spectrale normalise´e νpM comme suit :
νpM (S) =
1
volM
∑
λ∈S
m(λ,M).
Le noyau de la chaleur de M est un tenseur e−t∆
p[M ] sur M ×M , tel que
e−t∆
p[M ](x, y) ∈ Hom (∧pTxM,∧pTyM) ,
qui peut eˆtre de´fini comme la solution fondamentale a` une e´quation de la chaleur ap-
proprie´e sur sur M (cf. par exemple [44, Chapter V]). La convolution avec e−t∆
p[M ]
de´finit un ope´rateur borne´ sur L2Ωp(M) (qui est aussi donne´ par le calcul spectral
applique´ a` ∆p[M ] et a` la fonction λ 7→ e−tλ, d’ou` la notation). C’est un ope´rateur
a` trace, et la formule des traces (qui est a` peu pre`s une conse´quence imme´diate des
de´finitions dans le cas d’une varie´te´ compacte) donne l’e´galite´
(2) Tr e−t∆
p[M ] :=
∑
j≥0
m(λj)e
−tλj =
∫
M
tr e−t∆
p[M ](x, x).
Le re´sultat suivant est prouve´ dans [17]
Lemme 2.8. Si les Mn, n ≥ 1 sont des varie´te´s riemanniennes, et s’il existe une
mesure bore´lienne ν sur [0,+∞[ telle que l’on ait la limite
Tr e−∆
p[Mn]
volMn
−−−−→
n→∞
∫ +∞
0
e−tλdν(λ)
pour tout t > 0, alors la suite des mesures spectrales νpMn converge faiblement vers
ν.
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Si X = G/K est un espace syme´trique, le spectre n’est plus discret mais on
peut quand meˆme de´finir des mesures spectrales νpX . Le terme de droite du lemme
ci-dessus est alors donne´ par la trace ponctuelle d’un noyau invariant sur X (aussi
obtenu comme une solution fondamentale a` une e´quation de la chaleur sur X), i.e.∫ +∞
0
e−tλdνpX(λ) = tr e
−t∆p[X](x, x) =: Tr(2) e−t∆
p[X]
pour n’importe quel x ∈ X. On a alors le re´sultat suivant, qui sous la condition
d’uniforme discre´tion suit facilement de la formule des traces (2), d’estime´es bien
connues sur la taille des orbites d’un re´seau et sur la de´croissance des noyaux de la
chaleur (cf. [1, Corollary 8.27]), et du lemme 2.8. La suppression de cette hypothe`se
pour le rang un ne´ce´ssite plus de travail (cf. [1, Section 9]).
Proposition 2.9. Si X est un espace syme´trique, Mn une suite de X-varie´te´s
compactes qui soit convergente au sens de Benjamini–Schramm vers X. Si les Mn
ont une systole uniforme´ment minore´e, ou si X est de rang un, alors on a
Tr e−t∆
p[Mn] −−−−→
n→∞ Tr
(2) e−t∆
p[X]
pour tout t > 0. En particulier, pour touts b > a ≥ 0 on a
1
volMn
∑
λj∈[a,b]
m(λj ,Mn) −−−−→
n→∞ ν
p
X([a, b]).
Un autre corollaire est le re´sultat suivant.
Corollaire. Soient X,Mn comme ci-dessus. Pour tout degre´ p 6= dimX/2 on a la
limite :
lim
n→∞
bp(Mn)
volMn
= 0.
Pour p = dimX/2 la limite est calcule´e par le the´ore`me de Chern–Gauss–
Bonnet : elle ne de´pend que de X, peut eˆtre exprime´e comme χ(M)/ vol(M) pour
n’importe quelle X-varie´te´ compacte M . Elle n’est non nulle que dans le cas ou` G
contient un sous-groupe de Cartan compact (i.e. G et K ont meˆme rang complexe),
par exemple dans le cas ou` X = H2m on a
lim
n→+∞
bm(Mn)
volMn
=
2
V2m
pour toute suite Mn qui soit BS-convergente vers H2m, ou` V2m est le volume de la
sphe`re unite´ dans R2m+1.
2.4.3. Valeurs propres exceptionnelles. Nous nous restreindrons dans cette section
aux varie´te´s hyperboliques re´elles (bien que les re´sultats soient valides pour des
espaces localement syme´triques plus ge´ne´raux). Les mesures νpX pour X = Hd sont
assez bien connues ; en particulier, pour p < d/2 elles sont supporte´es sur l’intervalle[(
p− d− 1
2
)2
,+∞
[
.
On note λ(d, p) = (p − (n − 1)/2)2 la borne infe´rieure de ce support, et si M est
une d-varie´te´ hyperbolique on dira qu’une valeur propre λ du laplacien ∆p[M ] est
exceptionnelle si λ < λ(d, p). Une telle valeur propre est ne´ce´ssairement isole´e. Le
re´sultat suivant est alors une conse´quence de [1, Theorem 1.9].
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The´ore`me 2.10. Pour touts d, p, p < (d − 1)/2 et touts ε, δ > 0 il existe une
fonction de´croissante α : [0, λ(d, p)] → [0, 1], telle que α(λ(d, p)) = 0, ayant la
proprie´te´ suivante. Si M est une d-varie´te´ hyperbolique compacte satisfaisant
vol(M≤ε log vol(M)) ≤ vol(M)1−δ, inj(M) ≥ δ
et λ une valeur propre exceptionnelle de degre´ p de M alors on a
m(λ,M) ≤ (volM)1−α(λ)
pour vol(M) assez grand (de´pendant de ε, δ, d).
2.5. Applications.
2.5.1. Rang supe´rieur. Soit G un groupe de Lie re´el simple, de rang supe´rieur et soit
X l’espace syme´trique associe´. Avec un peu de travail on peut de´duire du the´ore`me
de Nevo–Stu¨ck–Zimmer 2.7 le re´sultat suivant [1, Theorem 1.5].
The´ore`me 2.11. Soit Mn une suite de X-varie´te´s (deux a` deux non-isome´triques).
Alors on a
lim
n→+∞
vol(Mn)≤R
volMn
= 0.
On peut le reformuler de la manie`re suivante : il existe une fonction croissante
f sur [0,+∞[ (de´pendant de X) telle que f(v)/v tende vers 0 quand v → +∞,
et vol (M≤R) ≤ f(volM) pour toute X-varie´te´ M . On peut de plus appliquer les
re´sultats de multiplicite´s limites plus haut a` la suite Mn ou Γn.
2.5.2. Reveˆtements de congruence. Si Γ est un re´seau d’un groupe de Lie semi-
simple G et Γn une suite de sous-groupes d’indice fini sans torsion de Γ, alors la
convergence de Benjamini–Schramm des varie´te´s Mn = Γn\X est e´quivalente a` ce
que les Γn satisfassent un crite`re introduit par Michael Farber dans le cadre d’une
ge´ne´ralisation du the´ore`me d’approximation de Lu¨ck (cf. [19]).
Lemme 2.12. Soient Γ,Γn,Mn comme ci dessus, on suppose G simple. Alors la
suite Mn est convergente au sens de Benjamini–Schramm vers X si et seulement
si, pour tout g ∈ Γ semisimple la condition suivante est satisfaite :
(3)
|{γ ∈ Γ/Γn : γ−1gγ ∈ Γn}|
|Γ/Γn| −−−−−→n→+∞ 0.
C’est en fait un cas particulier de la proposition 2.6, vu que le coˆte´ droit de (3)
compte la proportion de la pre´image de la ge´ode´sique ferme´e associe´e a` γ qui soit
de meˆme longueur.
La principale application de ce lemme est aux sous-groupes de congruence. Com-
menc¸ons par rappeler ce que sont ces derniers : si Γ est un re´seau arithme´tique dans
G il existe un entier n et une repre´sentation fide`le ρ : G → GLn(R) telle que ρ(Γ)
soit contenu (force´ment avec indice fini) dans G∩GLn(Z). Si Γ′ est un sous-groupe
d’indice fini de Γ on dit alors qu’il est de congruence s’il existe un entier m ≥ 1 tel
que Γ′ contienne le noyau du morphisme Γ → GL(Z/m) (compose´e de ρ et de la
re´duction modulo m de GLn(Z)) 5.
Dans ce cadre on a le re´sultat suivant (cf. [1, Theorem 1.12]).
5. Cette notion de´pend a priori de la repre´sentation ρ, mais uniquement a` indice borne´ pre`s.
Pour une de´finition plus sophistique´e on refe`re a` [29, Chapter 6].
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The´ore`me 2.13. Si Γ est un re´seau arithme´tique cocompact de G et Γn est une
suite de sous-groupes de congruence de Γ (deux a` deux distincts) alors il existe des
constantes c, α > 0 telles que l’on ait pour touts R > 0 et n
vol ((Mn)≤R) ≤ ecR(volMn)1−α.
Dans le cas ou` Γ n’est que de covolume fini on n’obtient en ge´ne´ral que la
convergence de Benjamini–Schramm des Mn vers X ; cependant il est probable que
les meˆmes estime´es restent valides (cf. [38, Theorem B] pour le cas des varie´te´s
hyperboliques en dimension 3).
L’estime´e pre´cise sur le volume de la partie mince dans le the´ore`me 2.13 permet
aussi d’eˆtre plus pre´cis pour les estime´es de multiplicite´s de repre´sentations non-
tempe´re´ via le the´ore`me 2.10 . En particulier on a le re´sultat suivant (cf. aussi [1,
Corollary 1.10]).
The´ore`me 2.14. Soient d ≥ 2 et M varie´te´ arithme´tique hyperbolique de dimen-
sion d ; pour tout p 6= d/2 (si d est pair) ou p 6= (d± 1)/2 (si d est impair) il existe
un α > 0 tel que si Mn une suite de reveˆtements de congruence de M on ait
bp(Mn) (volMn)1−α.
3. Varie´te´s hyperboliques re´elles
3.1. Sous-groupes ale´atoires invariants de SO(n, 1).
3.1.1. Sous-groupes normaux. Les deux the´ore`mes 2.7 et 2.11 ci-dessus ne sont pas
vrais en rang un. Plus pre´cise´ment, on dispose de contre-exemples au the´ore`me
de Nevo–Stu¨ck–Zimmer pour tous les groupes de rang un, et au the´ore`me 2.11 au
moins pour G = SO(n, 1) ou SU(n, 1). Les premiers proviennent de la construction
d’IRS a` partir de sous-groupes normaux de re´seaux de G (cf. 2.2.2) et du re´sultat
suivant, duˆ a` Gromov et dont une preuve est donne´e par exemple dans [45, Theorem
14.9].
The´ore`me 3.1. Soit G un groupe de Lie semisimple de rang re´el 1 et Γ un re´seau
de G. Il existe un sous-groupe normal Λ ≤ Γ qui est infini et d’indice infini dans Γ.
En revanche la construction de Λ dans le the´ore`me ci-dessus (comme le sous-
groupe normalement engendre´ par une ge´ode´sique ferme´e bien choisie) ne donne
aucune indication sur la finitude re´siduelle du groupe quotient Γ/Λ : on ne peut
donc pas en de´duire un contre-exemple au second re´sultat.
Il est par contre connu que pour tout re´seau arithme´tique Γ de SO(n, 1), n 6= 7
(e´galement pour une grande partie des re´seaux arithme´tiques en dimension 7 et pour
tous les exemples non-arithme´tiques connus), il existe un sous-groupe Γ′ ≤ Γ tel
que Γ′ se surjecte sur Z (cf. [27] pour le cas arithme´tique en dimensions n 6= 3, 7, [5]
pour le cas ge´ne´ral en dimension 3 et [28] pour les varie´te´s hybrides). Le sous-groupe
ale´atoire invariant de SO(n, 1) induit a` partir du noyau de cette surjection donne
alors un contre-exemple au the´ore`me 2.11 pour G = SO(n, 1). Il existe aussi des
re´seaux dans SU(n, 1) ayant un morphisme non-trivial vers Z (cf. [26]), et ceux-ci
donnent donc aussi des contre-exemples pour G = SU(n, 1).
Noter que d’apre`s le the´ore`me 2.13, si un re´seau arithme´tique Γ posse`de un IRS
supporte´ sur des sous-groupes infinis, d’indice infini qui soit limite de sous-groupes
d’indice fini (en particulier s’il existe un sous-groupe normal non-trivial Λ ≤ Γ
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tel que Γ/Λ soit infini et re´siduellement fini) alors le noyau de congruence de Γ
est infini (en particulier, le the´ore`me 2.7 est compatible avec la proprie´te´ des sous-
groupes de congruence pour les re´seaux d’ordre supe´rieur). Dans le cas hyperbolique
complexe, il existe en toute dimension des varie´te´s arithme´tiques pour lesquelles on
ne connaˆıt pas l’existence d’un sous-groupe d’indice fini ayant une abe´lianisation
infinie (et dont on sait en fait, d’apre`s un the´ore`me de Jon Rogawski [42], que tous
leurs sous-groupes de congruence ont un premier nombre de Betti nul). Pour ces
derniers il serait donc particulie`rement inte´ressant d’exhiber un IRS approximable
(ou un sous-groupe Λ comme ci-dessus).
3.1.2. Classifications topologiques en petites dimensions. On peut obtenir une clas-
sifiction partielle des varie´te´s apparaissant dans les sous-groupes ale´atoires inva-
riants des isome´tries du plan ou de l’espace hyperbolique. Pour ce qui est des sur-
faces on a une classification topologique comple`te, pour les varie´te´s de dimension
trois on doit se limiter aux types topologiques finis. Le re´sultat pour ces dernie`res
est duˆ a` Miklo´s Abe´rt et Ian Biringer. Il est de´montre´ dans [3] et s’e´nonce comme
suit.
The´ore`me 3.2 (Abe´rt–Biringer). Soit µ un IRS ergodique de PSL2(C) tel que µ-
presque tout sous-groupe soit finiment engendre´. On suppose de plus que µ n’est pas
supporte´ sur le sous-groupe trivial ou sur des re´seaux. Alors µ est supporte´ sur des
sous-groupes de surfaces doublement de´ge´ne´re´s ; en particulier il existe une surface
hyperbolique S telle que pour µ-presque tout Γ la varie´te´ Γ\H3 soit diffe´omorphe a`
S × R.
Le moyen le plus simple de construire de tels IRS est de conside´rer une varie´te´
hyperbolique fibre´e M = S × [0, 1]/(x, 0) ∼ (φx, 1) (ou` φ est un diffe´omorphisme
pseudo-Anosov de la surface hyperbolique S) qui posse`de alors un reveˆtement
cyclique infini S × R dont la monodromie est un groupe de surface doublement
de´ge´ne´re´. Il existe aussi des exemples nettement plus complique´s donnant des
groupes qui ne sont pas contenus dans des re´seaux de PSL2(C) (qui apparaissent
d’ailleurs comme limites des exemples pre´ce´dents). Ces derniers sont construits dans
[1, Theorem 12.8].
Il existe, en toute dimension, des sous-groupes ale´atoires invariants supporte´s
sur des groupes de rang infini. Un exemple simple est donne´ par les reveˆtements
cycliques infinis de varie´te´s de volume fini. Des exemples plus complexes (contenant
en particulier une quantite´ non-de´nombrable de types topologiques) seront pre´sente´s
ci-dessous (cf. 3.1.3).
On peut comple`tement caracte´riser les types topologiques des surfaces apparais-
sant dans des IRS de PSL2(R) par le re´sultat suivant, dont une preuve est donne´e
dans l’appendice A (e´crit avec I. Biringer).
The´ore`me 3.3. Soit µ un IRS ergodique, sans atomes de PSL2(R). Alors il existe
une surface Sµ telle que pour µ-presque tout Λ la surface Λ\H2 soit home´omorphe
a` Sµ.
De plus si Sµ n’est pas de type topologique fini alors elle est home´omorphe a` l’une
des dix surfaces suivantes : le monstre du Loch Ness (plan auquel on a attache´ une
infinite´ d’anses), l’e´chelle de Jacob (double du pre´ce´dent moins un disque), l’arbre
de Cantor (sphe`re prive´e d’un sous-ensemble de Cantor) ou l’arbre de Cantor fleuri
(le dernier avec une infinite´ d’anses attache´es, chaque point du Cantor e´tant limite
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(a) Monstre du Loch Ness (b) Echelle de Jacob
(c) Arbre de Cantor (d) Arbre de Cantor fleuri
Figure 1
d’anses)—cf. la figure 1 pour les repre´sentations standard de ces dernie`res—ou l’une
de celles-ci, le cylindre ou le plan a` laquelle on a oˆte´ un sous-ensemble localement
fini de points qui intersecte tous les voisinages de bouts.
Il n’est pas dur de construire pour chacun de ces types un IRS de PSL2(R) qui
soit supporte´ sur des surfaces de ce type. On peut le faire par des reveˆtements de
surfaces de volume fini 6, ou par des de´compositions en pantalons (e´ventuellement
de´ge´ne´re´s) sur des graphes infinis (cf. [1, 12.1] pour cette dernie`re construction).
On remarque que la ge´ome´trie des reveˆtements infinis de surfaces a e´te´ e´tudie´ par
Rostislav Grigorchuk dans [23] (dans ce cas le the´ore`me 3.3 est une conse´quence
imme´diate de la classification des surfaces (rappele´e dans l’appendice A) et de
l’observation de Heinz Hopf que les groupes infinis ont un, deux ou un ensemble de
Cantor de bouts).
Enfin, notons qu’au vu des liens entre les sous-groupes ale´atoires invariants et
les mesures harmoniques des feuilletages (cf. [3]) ce re´sultat peut eˆtre vu comme
un analogue dans le premier cadre au the´ore`me d’Etienne Ghys sur les feuilles
ge´ne´riques [22].
3.1.3. Dimensions supe´rieures. Comme pour la construction de varie´te´s non-arithme´tiques,
en dimensions plus grandes on ne dispose d’aucune approche syste´matique. On peut
cependant construire des exemples d’IRS ergodiques ‘exotiques’ (qui ne sont pas
induits par un IRS d’un re´seau) en toute dimension comme suit ; les de´tails sont
donne´s dans [1, Section 13].
6. Par exemple le monstre du Loch Ness, l’e´chelle de Jacob et les arbres de Cantor corres-
pondent respectivement a` des reveˆtements abe´liens libres de rang 1, ≥ 2 et libres non-abe´liens
d’une surface compacte que l’on peut remplacer par une surface a` cusps pour obtenir les types
restants.
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Soit d ≥ 3 ; on choisit deux d-varie´te´s hyperboliques compactes N0, N1 ayant
chacune un bord totalement ge´ode´sique, compose´ de deux copies d’une varie´te´ hy-
perbolique Σ de dimension d− 1. Pour une suite α ∈ {0, 1}Z on note Nα la varie´te´
hyperbolique comple`te de volume infini obtenue en recollant des copies de N0, N1
de la manie`re indique´e par α. Plus pre´cise´ment, on suppose que l’on a choisi une
identification des bords de N0 et N1, et on note i
±
a les inclusions σ → Na ; on a
alors :
Nα =
(⊔
i∈Z
Nαi × {i}
)
/(i+αix, i) ∼ (i−αi+1x, i+ 1) (i ∈ Z, x ∈ Σ).
Si on prend maintenant n’importe quelle mesure de probabilite´ ν sur {0, 1}Z on
obtient un sous-groupe ale´atoire µν de SO(d, 1), obtenu en choisissant selon la
mesure G-invariante un repe`re ale´atoire dans Nα0 × {0} ⊂ Nα ou` α est choisie
ale´atoirement suivant la loi ν′ sur {0, 1}Z de´finie par :
ν′(A) =
∫
A
vol(Nα0)dν(α)∫
{0,1}Z vol(Nα0)dν(α)
.
Si la mesure originale ν est invariante par le de´calage alors µν est invariant par
conjugaison, et si de plus ν est ergodique alors µν l’est aussi. Dans le cas ou` ν est
la mesure invariante supporte´e sur l’orbite par de´calage d’une suite pe´riodique α
il est clair que µν est l’IRS induit correspondant au reveˆtement cyclique infini de
Nα sur la varie´te´ compacte obtenue en quotientant par la puissance du de´calage
correspondant a` la pe´riode. Dans les cas restants on obtient bien de nouveaux IRS,
comme montre´ par le re´sultat suivant.
The´ore`me 3.4. Soit n ≥ 3, il existe alors un choix de N0 et N1 telles que pour
une suite α ∈ {0, 1}Z non-pe´riodique la varie´te´ Nα ne soit un reveˆtement d’aucune
varie´te´ de volume fini. En particulier, si la mesure invariante ergodique ν n’est pas
supporte´e sur une orbite pe´riodique alors l’IRS ergodique µν ne peut pas eˆtre induit
depuis un re´seau de SO(d, 1).
Le choix de N0, N1 utilise´ dans la preuve de ce the´ore`me est inspire´ par la
construction de varie´te´s non-arithme´tiques par Gromov et Piatetski-Shapiro [24].
3.2. Surfaces ale´atoires.
3.2.1. Weil–Petersson. L’espace de modules Mg des structures hyperboliques a`
isome´trie pre`s sur une surface de genre g est muni d’une mesure Bore´lienne νwp,
dite de Weil–Petersson. La masse totale est finie, et on notera µwp la mesure de
probabilite´ associe´e. Le re´sultat suivant est de´montre´ par Maryam Mirzakhani dans
[31, 4.4].
The´ore`me 3.5 (Mirzakhani). Il existe une constante C > 1 telle que pour tout
g ≥ 2 on ait :
µwp
(
X ∈Mg : vol(X≤log(g)/6) ≤ C−1g11/12 log(g)
)
≥ 1− Cg−1/4.
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3.2.2. Surfaces de Be´lyi ale´atoires. Un autre exemple inte´ressant de mode`le ale´atoire
est de´fini et e´tudie´ par Robert Brooks et Eran Makover dans [13]. Une surface de
Be´lyi est la compactification conforme d’une surface arithme´tique non-compacte :
on part d’un reveˆtement S de la surface modulaire PSL2(Z)\H2, que l’on munit
de sa structure conforme. La surface non-compacte S est diffe´omorphe a` une sur-
face compacte SC a` laquelle on oˆte un nombre fini de points ; de plus la structure
conforme sur S induit une structure conforme sur SC , et cette dernie`re est alors
appele´e une surface de Be´lyi.
Il est facile de construire ale´atoirement des surfaces arithme´tiques non-compactes :
si G est un graphe trivalent on otient une telle surface en recollant des triangles
hyperboliques ide´aux selon le sche´ma prescrit par G, en identifiant les coˆte´s sans
parame`tre de cisaillement (i.e. les projections des centres de gravite´s de deux tri-
angles adjacents a` un coˆte´ sur ce dernier co¨ıncident) 7. N’importe quel mode`le de
graphe ale´atoire donne alors un mode`le ale´atoire pour les surfaces arithme´tiques,
et partant pour les surfaces de Be´lyi obtenues en compactifiant ces dernie`res.
Le mode`le que l’on retiendra est le meˆme que dans [13]. Une surface de Be´lyi
ale´atoire de complexite´ n est obtenue en tirant au hasard un graphe trivalent a` 2n
sommets comme suit : on choisit, selon la loi uniforme, une bijection {1, . . . , 6n} →
{1, . . . , 2n} × {1, 2, 3}, i 7→ (ai, bi) et on met une areˆte entre les sommets a2i−1, a2i
pour i = 1, . . . , 3n. Un the´ore`me de Be´la Bolloba´s (cf. [13, Theorem 5.3]) montre
que pour r,m donne´s, la nombre de circuits de longueur r dans G est infe´rieur a`
m avec probabilite´ tendant vers 1 quand m tend vers l’infini (inde´pendamment de
n assez grand). Par un re´sultat de comparaison duˆ a` Brooks on peut en de´duire le
re´sultat suivant (la preuve comple`te est donne´e dans l’annexe B).
The´ore`me 3.6. Pour touts R, ε > 0, la probabilite´ que pour une surface de Be´lyi
ale´atoire SC de complexite´ n le volume de la partie R-mince (SC)≤R soit supe´rieur
a` ε vol(S) tend vers ze´ro quand n tend vers l’infini.
Noter que l’espe´rance de la systole de SC est borne´e (cf. [37] qui calcule la limite
exacte) et que celle du rayon maximal est d’ordre log vol(SC) (cf. [13, Theorem
2.4]).
3.2.3. Application aux petites valeurs propres. Nous commenc¸ons par les surfaces
ale´atoires de´termine´es par la loi de Weil–Petresson. Le the´ore`me de Mirzakhani
3.5 conjointement aux re´sultats de [1] (rappele´s en 2.4 ci-dessus) montrent qu’une
surface ale´atoire de Weil–Petersson ge´ne´rique a peu de petites (i.e. infe´rieures a`
1/4) valeurs propres du Laplacien sur les fonctions. Rappelons que m(S, λ) de´signe
la multiplicite´ de λ ∈ [0,+∞[ comme valeur propre du Laplacien sur les fonctions
de carre´ inte´grable sur S. On a alors les deux re´sultats suivants.
(i) Il existe une fonction f telle que f(g)/g −−−−−→
g→+∞ 0 et pour une surface ale´atoire
de Weil–Petersson de genre g on ait avec probabilite´ tendant vers 1 quand
g → +∞ ∑
λ<1/4
m(λ, S) ≤ f(g).
(ii) Il existe un C > 0 et une fonction de´croissante α : [0, 1/4] → [0, 1[ (avec
α(1/4) = 0) tels que pour tout λ ∈ [0, 1/4[ et pour une surface ale´atoire
7. Pour lever certaines ambigu¨ıte´s il faut aussi munir G d’un ordre cyclique des areˆtes adjacentes
a` chacun de ses sommets, on refe`re a` [13] pour plus de de´tails.
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de Weil–Petersson de genre g on ait avec probabilite´ tendant vers 1 quand
g → +∞
m(λ, S) ≤ Cg1−α(λ).
Pour les surfaces de Be´lyi ale´atoires on obtient par le the´ore`me 3.6 l’analogue
de (i), en revanche l’e´tude des parties minces n’est pas assez fine pour obtenir un
re´sultat e´quivalent a` (ii).
Jean-Pierre Otal et Eulalio Rosas ont montre´ dans [35] que pour une surface
de genre g il y a au plus 2g − 1 petites valeurs propres, et que cette borne est
optimale si on conside`re toutes les surfaces de genre g. En revanche, le point (i)
ci-dessus montre que la probabilite´ (pour la mesure de Weil–Petersson normalise´e,
ou pour le mode`le de Brooks–Makover) qu’une surfaces de genre g ait autant de
valeurs propres tend vers 0 quand g augmente. Le point (ii) est optimal (a` l’e´chelle
logarithmique) pour l’ensemble de toutes les surfaces : Bruno Colbois et Yves Colin
de Verdie`re ont construit dans [16] des surfaces hyperboliques de genre g dont la
premie`re valeur propre est < 1/4 et de multiplicite´  √g.
3.3. Varie´te´s hyperboliques de grand volume en dimensions ≥ 3.
3.3.1. Varie´te´s arithme´tiques. Un re´seau arithme´tique dans SO(d, 1) est de´fini, a`
commensurabilite´ pre`s, par un corps de nombres totalement re´el F et un groupe
alge´brique G/F tel que pour tous les plongements σ : F → R sauf un on ait
Gσ(R) = SO(d+1), et pour le plongement σ0 restant Gσ0(R) = SO(d, 1). Le groupe
des points entiers G(OF ) (de´fini a` commensurabilite´ pre`s) est alors un re´seau de
SO(d, 1)×SO(d+1)r−1 (ou` r = [F : Q]) et sa projection Γ dans G = SO(d, 1) est un
re´seau dans ce dernier groupe. On dira que F est le corps de de´finition de Γ (ou de
n’importe quel sous-groupe de G qui lui est commensurable). La conjecture suivante
apparaˆıt dans [39], et il semble que Peter Sarnak en ait e´nonce´ une semblable.
Conjecture 1. Soit Γn une suite de re´seaux sans torsion maximaux (deux a` deux
non-conjugue´s) dans SO(d, 1). Alors la suite des orbifolds Γn\Hd est convergente
au sens de Benjamini–Schramm vers Hd.
Une justification possible pour cette conjecture est donne´e par un re´sultat de
M. Abe´rt et B. Vira´g (cf. [2]), qui de´duit la convergence de l’existence d’un trou
spectral optimal (i.e. de la conjecture de Ramanujan). En toute ge´ne´ralite´ cette
conjecture apparaˆıt comme difficile a` de´montrer (si seulement elle est vraie !), mais
pour les petites dimensions on peut l’attaquer directement. En effet, pour d = 2, 3
on a une description assez maniable des groupes G permettant la construction de
re´seaux arithme´tiques ; celle-ci provient en dimension 2 de l’isomorphisme excep-
tionnel SO(2, 1) ∼= PSL2(R) (resp. SO(3, 1) ∼= PSL2(C) en dimension 3). Un re´seau
arithme´tique Γ de PSL2(C) est de´crit a` commensurabilite´ pre`s par un corps de
nombres F ayant exactement une place complexe, et une alge`bre de quaternions A
sur F ramifie´e a` toutes les places re´elles de F . Le corps F est alors appele´ corps
des traces invariants de Γ (et peut effectivement eˆtre obtenu a` partir des traces
des carre´s des e´le´ments de Γ). Les longueurs des ge´ode´siques ferme´es du quotient
Γ\H3 sont alors de´crites par certaines extensions quadratiques de F . On refe`re
a` [30] et [39] pour une description plus pre´cise de cette construction de re´seaux
arithme´tiques.
Le re´sultat suivant est en grande partie issu de [39].
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The´ore`me 3.7. Soit p un nombre premier ; si Γn est une suite de re´seaux arithme´tiques
sans torsion maximaux de PSL2(C) dont les corps des traces invariants sont tous
de degre´ p alors la suite des varie´te´s Γn\H3 est convergente au sens de Benjamini–
Schramm vers H3.
Dans le cas ou` le corps des traces invariants est fixe´ ce re´sultat est une conse´quence
de la description des re´seaux maximaux et de la correspondance de Jacquet–Langlands
et on n’a en fait pas besoin de l’hypothe`se sur le degre´ du corps de traces (cf. la
preuve de la proposition 6.7 dans [39]). Dans le cas ou` les corps de traces sont deux
a` deux distincts on utilise le lemme suivant.
Lemme 3.8. Soient p un nombre premier et u une unite´ alge´brique qui ne soit ni
quadratique re´elle, ni une racine de l’unite´. Il n’existe qu’un nombre fini de corps
de nombres F de degre´ p, ayant une seule place complexe et tels que E = F (u) soit
une extension quadratique de F ve´rifiant |u|E/F = 1.
Via la correspondance entre ge´ode´siques et extensions quadratiques on en de´duit
que si p > 2 alors on obtient en fait par le lemme 3.8 que inj(Γn\H3) tend vers
l’infini quand le discriminant de F tend vers l’infini. Dans le cas restant ou` p = 2 on
utilise le fait que par le the´ore`me 2.4 un groupe dans le support d’un IRS limite est
soit trivial, soit Zariski dense ; comme dans le dernier cas il doit contenir un e´le´ment
dont les valeurs propres ne sont pas totalement re´elles, ce cas est impossible par le
lemme 3.8.
Une preuve diffe´rente, reposant sur une description plus pre´cise de la ge´ome´trie
des groupes SL2(OF ) (utilisant en particulier un re´sultat de Shin Ohno et Takao
Watanabe [34]) et la correspondance de Jacquet–Langlands est aussi donne´e dans
[39]. Elle ne fonctionne cependant que pour les degre´s 2 et 3.
3.3.2. Topologie de la dimension trois. Rappelons les de´finitions de quelques inva-
riants topologiques des varie´te´s de dimension trois :
– Si H est un corps a` anses de genre g (i.e. un voisinage re´gulier dans R3 d’un
bouquet de g cercles plonge´) et φ une classe d’home´omorphisme de ∂H alors
H ∪φ H (ou` l’on identifie x ∈ ∂H dans la premie`re copie de H avec φ(x)
dans la seconde) est une varie´te´ compacte sans bord de dimension 3 ; toute
telle varie´te´ M admet une telle de´composition (‘scindement de Heegard’) et
on de´finit le genre de Heegard de M comme le plus petit g telle que M ait un
scindement en deux corps a` anses de genre g.
– Si S est une surface et φ une classe d’home´omorphisme de S alors la suspension
S × [0, 1]/ ∼ (ou` l’on fait l’identification (x, 0) ∼ (φ(x), 1)) est une varie´te´
de dimension trois, que l’on appelle fibre´e de fibre S. Beaucoup de varie´te´s
hyperboliques ne sont pas ainsi fibre´es, mais c’est un the´ore`me re´cent de Ian
Agol [5] que tout varie´te´ hyperbolique compacte a un reveˆtement fini qui fibre.
Si S est une surface immerge´e dans M qui se rele`ve dans un reveˆtement M ′
en une fibre S′ d’une fibration de M ′, on l’appelle fibre virtuelle dans M .
Ces proprie´te´s ont des lien bien connus avec la ge´ome´trie, en particulier si une
varie´te´ hyperbolique M admet un scindement de Heegard de genre g alors son
rayon, d’injectivite´ global inj(M) est borne´ par une constante ne de´pendant que de
g ; de meˆme, si M est fibre´e avec une fibre de genre g on a une borne sur inj(M)
que ne de´pend que de g. On obtient ainsi le re´sultat suivant.
Proposition 3.9. Si Mn est une suite de varie´te´s hyperboliques compactes de di-
mension 3 qui soit convergente au sens de Benjamini–Schramm vers H3 alors le
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genre de Heegard de Mn et le genre minimal d’une fibre virtuelle dans Mn tendent
tous deux vers l’infini.
En particulier, avec la the´ore`me 3.7 on obtient le re´sultat suivant.
Corollaire. Si g est fixe´ p est un nombre premier alors il n’existe qu’un nombre fini
de re´seaux arithme´tiques maximaux (resp. de re´seaux de congruence, ou de classes
de commensurabilite´s de re´seaux arithme´tiques) Γ dont le corps de traces invariant
est de degre´ p et tels que le genre de Heegard de Γ\H3 (ou le genre minimal d’une
fibre virtuelle dans Γ\H3) soit e´gal a` g.
3.3.3. Varie´te´s non-arithme´tiques en dimensions supe´rieures. Soit d ≥ 4 ; c’est une
conse´quence bien connue de la rigidite´ locale des re´seaux de SO(d, 1) (originellement
observe´e par Hsien-Chung Wang) qu’e´tant donne´ un v > 0 il n’existe qu’un nombre
fini de varie´te´s hyperboliques de dimension n et de volume plus petit que v. On
peut noter Md(v) cet ensemble, on a alors
logm(v) := log |Md(v)|  v log(v).
Au vu des re´sultats en dimension 2 et en rang supe´rieur il est assez naturel de se
poser, a` la suite de Shmuel Weinberger (cf. [2]), la question suivante.
Question 2. Etant donne´s R, ε > 0, soit p(v) la proportion de M ∈ Md(v) telles
que vol(M≤R) ≤ ε volM . Est-ce que p(v)/m(v) tend vers ze´ro quand v grandit ?
La construction de varie´te´s non-arithme´tiques par Gromov et Piatetski-Shapiro
[24] a e´te´ reprise dans [40] puis par Tsachik Gelander et Arie Levit dans [21].
On obtient ainsi des suites de groupes maximaux sans torsion telles que les varie´te´s
associe´es aient un rayon maximal borne´, et donc ne soient pas BS-convergentes vers
le reveˆtement universel (leurs limites dans la topologie de Benjamini–Schramm sont
les IRS construits en 3.1.3). Le re´sultat principal dans ce dernier article montre
que pour R assez grand on a log p(v)  v log(v), ce qui inciterait a` penser que
la re´ponse a` la question 2 pourrait eˆtre ne´gative. Cependant notre me´connaissance
quasi-comple`te du paysage global de l’ensemble des varie´te´s hyperboliques en grande
dimension ne saurait permettre la moindre certitude quand a` ce sujet.
Annexe A. Topologie des surfaces ale´atoires unimodulaires
(par I. Biringer et J. Raimbault)
On donne ici la de´monstration du the´ore`me 3.3.
A.1. Classification topologique des surfaces. Commenc¸ons par rappeler la
classification topologique des surfaces de type infini. On rappelle que l’espace E(S)
des bouts de S est de´fini comme la limite inductive des comple´mentaires des sous-
surfaces compactes de S 8. C’est un espace compact totalement discontinu. Le genre
(possiblement infini) d’une surface S est le nombre maximum de courbes simples
non se´parantes, deux a` deux disjointes et non isotopes, sur S. Le genre d’un bout E
de S est le minimum des genres des sous-surfaces S′ de S contenant E ; il ne peut
eˆtre e´gal qu’a` ze´ro ou a` l’infini. Le the´ore`me suivant est duˆ a` Be´la Kere´kja´rto´, une
de´monstration comple`te en est donne´e par Ian Richards dans [41].
8. En termes plus intelligibles, e´tant donne´e une suite Kn de sous-surfaces compactes de S
avec Kn ⊂ Kn+1 et
⋃
nKn = S, un bout de S est de´termine´ par une suite En, ou` chaque En est
une composante connexe (force´ment non-borne´e) du comple´mentaire de Kn avec En+1 ⊂ En.
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The´ore`me A.1 (Kere´kja´rto´, Richards). Deux surfaces topologiques orientables S
et S′ sont home´omorphes si et seulement si elles ont meˆme genre, et s’il existe un
home´omorphisme E(S)→ E(S′) respectant les genres.
Un bout est dit cuspidal s’il est de genre 0 et isole´ dans E(S) ; vu que dans une
surface hyperbolique un tel bout est un cusp ou un entonnoir et que le second cas est
impossible par le the´ore`me 2.5 on a le lemme suivant, qui justifie cette appellation.
Lemme A.2. Si ν est un IRS sans atome de PSL2(R) alors tout bout isole´ de
genre 0 de S est un cusp.
On notera Enc(S) l’ensemble des bouts non-cuspidaux de S, qui est un sous-
espace ferme´ du compact E(S). Le re´sultat que nous de´montrerons plus loin est le
suivant.
The´ore`me A.3. Soit ν un sous-groupe ale´atoire invariant de PSL2(R). Alors pour
ν-presque tout Γ, si la surface S = Γ\H2 n’est pas de volume fini elle ve´rifie les
proprie´te´s suivantes :
(i) Si |Enc(S)| > 2 alors Enc(S) est un ensemble de Cantor ;
(ii) Si S a un bout de genre 0 alors S elle-meˆme est de genre 0 ;
(iii) Si S a un bout cuspidal alors les bouts cuspidaux sont denses dans E(S).
Montrons comment on en de´duit le the´ore`me 3.3 : soit ν un IRS ergodique de
PSL2(R). Les conditions (i), (ii) et (iii) ci-dessus de´terminent d’apre`s la classifica-
tion (theore`me A.1) exactement douze types topologiques ; en particulier (comme
il n’y a qu’une quantite´ de´nombrable de types topologiques finis) le type topolo-
gique de Γ\H2 appartient presque suˆrement a` un ensemble de´nombrable. Vu que
l’ensemble des Γ tels que Γ\H2 ait un type topologique donne´ est un bore´lien inva-
riant par PSL2(R) il suit alors de l’ergodicite´ de ν qu’une seule surface peut eˆtre
re´alise´e comme Γ\H2 avec une probabilite´ non nulle. Il reste a` voir que les types
infinis sont bien ceux indique´s dans l’e´nonce´ : deux des surfaces ve´rifiant (i), (ii)
et (iii) c-dessus sont le plan et le cylindre, qui n’apparaissent pas dans le support
d’IRS non-atomiques de PSL2(R). On laisse au lecteur le soin de ve´rifier que les
dix surfaces restantes sont bien celle apparaissant dans le the´ore`me 3.3.
A.2. Transport de masse. Le contenu de cette section vient de [10] (voir aussi
[3]). Si ν est un IRS de PSL2(R) sans atome, on note µν la mesure pousse´e en avant
sur l’espace S des surfaces hyperboliques pointe´es. On note S2 l’espace des surfaces
hyperboliques doublement pointe´es. Si f est une fonction bore´lienne sur S2 l’e´galite´
suivante est alors appele´e principe de transport de masse :
(4)
∫
S
∫
S
f(S, p, q)dqdµν(S, p) =
∫
S
∫
S
f(S, p, q)dpdµν(S, q).
A.3. De´monstration du the´ore`me A.3. On va de´montrer successivement les
points (i), (ii) et (iii) du the´ore`me A.3 : leurs preuves sont similaires mais inde´pendantes.
Pendant toute la de´monstration on notera µ une mesure unimodulaire sur S, c’est
a` dire le pousse´ en avant sur S d’un IRS via l’application naturelle SubG → S.
A.3.1. Bouts isole´s.
Lemme A.4. Pour µ-presque toute (S, p), si S a un bout non-cuspidal isole´ des
autres bouts non-cuspidaux alors elle a au plus deux bouts non-cuspidaux.
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De´monstration. Supposons que S ait un bout non-cuspidal isole´ des autres avec
une µ-probabilite´ > 0 ; il existe alors un r > 0 tel que, avec µ-probabilite´ a > 0,
S−BS(p,R) ait une composante connexe qui ait exactement un bout non-cuspidal :
on fixe pour la suite un tel r. Soit f la fonction caracte´ristique du sous-ensemble E
de S2 constitue´ des (S, p, q) telles que S−B−S(p, r) ait au moins trois composantes
connexes de volume infini, que q soit contenu dans l’une d’elles, et que cette dernie`re
n’ait de plus qu’un seul bout non-cuspidal. On prouvera plus bas que cet ensemble
est bore´lien, ce qui permet alors d’obtenir une contradiction via le principe de
transport de masse comme suit : si l’on fixe (S, p, q) ∈ E alors l’ensemble des
q′ ∈ S tels que f(S, p, q′) = 1 est de volume infini (puisqu’il contient au moins une
composante connexe de volume infini de S −BS(p, r), celle de q). On a donc∫
S
∫
S
f(S, p, q)dqdµ(S, p) ≥ a×∞ =∞.
Mais si l’on conside`ere l’ensemble des p′ ∈ S tels que f(S, p′, q) = 1 est de volume
infe´rieur a` celui d’une boule de rayon 2r dans H2 : en effet, si d(p, p′) > 2r alors soit
BS(p
′, r) est contenue dans la meˆme composante connexe de S − BS(p,R) que q,
auquel cas S−BS(p′, r) a au plus deux composantes connexes de volume infini, soit
il est contenus dans une autre, auquel cas q est relie´ dans S−BS(p′, R) a` l’une des
composantes de volume infini de S−BS(p, r), et sa composante dans S−BS(p′, r)
a donc au moins deux bouts non-cuspidaux. On a donc∫
S
∫
S
f(S, p, q)dpdµ(S, q) ≤ volBH2(2r) <∞,
ce qui avec l’e´galite´ obtenue pre´ce´demment nie (4).
Il reste a` prouver que l’ensemble E est bien un ensemble bore´lien. On a E =
E1 ∩E2 ou` E1 est l’ensemble des (S, p, q) telles que S −BS(p, r) ait au moins trois
composantes connexes de volume infini, et E2 l’ensemble des (S, p, q) telles que q
soit dans une composante connexe de S −BS(p, r) ayant exactement un bout non-
cuspidal. Montrons que E1 est un bore´lien : si on fixe un V > 0, l’ensemble UR des
(S, p) telles que S − BS(p, r) ait au moins trois composantes connexes de volume
> V est ouvert dans le ferme´ des (S, p) telles que S − BS(p, r) ait au moins trois
composantes connexes, et comme E1 =
⋂
V ∈N UR ce dernier est bien bore´lien. De
la meˆme manie`re, on a E2 =
⋂
R∈NWR ou` WR est l’ensemble ouvert des (S, p, q)
tels que q appartienne a` une composante C de S − BS(p, r) de volume infini telle
que C − BS(p,R) ait au plus une composante de volume infini, et il suit que E2
aussi est bore´lien. 
A.3.2. Genre.
Lemme A.5. Pour µ-presque toute (S, p), si S n’est pas de genre nul alors elle est
de genre infini : en fait tout bout non-cuspidal de S est de genre infini.
De´monstration. La preuve est similaire a` celle du lemme pre´ce´dent : supposons
qu’avec µ-probabilite´ > 0 la surface S soit de genre non nul, et ait un bout non-
cuspidal de genre nul alors il existe un r > 0 tel qu’avec une µ-probabilite´ > 0
la sous-surface BS(p, r) soit de genre non nul et l’une des composantes de volume
infini de S − BS(p, r) soit de genre nul. On de´finit l’ensemble E comme suit :
on a (S, p, q) ∈ E si et seulement si BS(p, r) ait genre > 0 et q appartienne a`
une composante de volume infini et de genre nul de S − BS(p, r). Si f de´signe la
fonction caracte´ristique de E, de la meˆme manie`re que ci-dessus si l’on prouve que
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f est bore´lienne il suit que le coˆte´ gauche de (4) applique´e a` f est infini tandis que
son coˆte´ droit est fini (en effet, si f(S, p, q) = 1 et d(p, p′) > 2r alors soit BS(p′, r)
est contenue dans la meˆme composante de S − BS(p, r) que q et est de genre nul,
ou est contenue dans une autre composante de S −BS(p, r) et alors la composante
de q dans S −BS(p′, r) contient BS(p, r) et est donc de genre > 0).
Il suffit donc de prouver que E est un ensemble bore´lien. La condition que
BS(p, r) contienne un lacet non-se´parant de´finit un ensemble ouvert U , de meˆme
pour un V > 0 celle que q soit dans une composante de volume > V de S−BS(p, r)
de´finit un ouvert WV . Enfin, pour R > r la condition que q appartienne a` une
composante de BS(p,R)−BS(p, r) de genre nul de´finit elle aussi un ouvert VR. On
a
E = U ∩
⋂
V ∈N
WV ∩
⋂
R∈N
VR
et E est donc bien un bore´lien. 
A.3.3. Bouts cuspidaux.
Lemme A.6. Pour µ-presque toute (S, p), si S a un bout cuspidal alors les bouts
cuspidaux de S sont denses dans E(S).
De´monstration. La preuve suit encore le meˆme principe que les deux pre´ce´dentes,
cette fois en utilisant un ensemble E de´fini comme suit : (S, p, q) ∈ E si et seulement
si :
(i) la boule ferme´e BS(p, r) intersecte la partie ε-mince d’un cusp de S (ou` ε est
plus petit que la constante de Margulis de H2) ;
(ii) S − BS(p, r) a une composante connexe C de volume infini n’ayant aucun
bout cuspidal et q ∈ C
(ici r est choisi de telle sorte que les deux premie`res conditions sur (S, p) aient une
µ-probabilite´ positive).
On ve´rifiera plus bas que E est un bore´lien, et le coˆte´ gauche de (4) applique´ a`
sa fonction caracte´ristique f est clairement infini. Il reste a` voir que le coˆte´ droit
est fini : pour cela on fixe (S, p, q) ∈ E, et on montre que le volume des p′ avec
(S, p′, q) ∈ E est fini, borne´ inde´pendamment de (S, p, q) : en effet, si d(p, p′) > 2r
on est dans l’un des trois cas suivants :
– p′ est dans le cusp de S −BS(p, r) ;
– BS(p
′, r) est contenue dans la meˆme composante C de S − BS(p, r) que q, et
comme celle-ci n’a pas de bout cuspidal, S − BS(p′, r) n’a pas de cusp parmi
ses composantes connexes ;
– le cusp isole´ par BS(p, r) est dans la meˆme composante connexe de S−BS(p′, r)
que q.
Le seul cas ou` l’on peut e´ventuellement avoir (S, p′, q) ∈ E est le premier, et il suit
que
vol(p′ : (S, p′, q) ∈ E) ≤ volBH2(2r) + V
ou` V est le volume de la partie ε-mince d’un cusp.
Montrons que E est un bore´lien : la condition (i) est ferme´e ; Pour un R > r
fixe´ la condition que BS(p,R)∩C n’intersecte pas la partie ε-mince d’un cusp de S
est ouverte (noter que la composante C de q dans S −BS(p, r) est localement bien
de´finie), et la condition (ii) est l’intersection de ces conditions pour R ∈ N, R >
r. 
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Annexe B. Convergence des surfaces de Be´lyi ale´atoires
D’apre`s le lemme 2.6 le the´ore`me 3.6 est une conse´quence imme´diate du re´sultat
suivant, ou` l’on notera :
NR(M) = |{ge´ode´siques de longueur ≤ R sur M}|
pour une varie´te´ riemannienne M .
Proposition B.1. Soit SC une surface de Be´lyi ale´atoire de complexite´ n et R >
0. Quand n → +∞ elle satisfait avec une probabilite´ tendant vers 1 la proprie´te´
suivante :
NR(SC)
volSC
−−−−−→
n→+∞ 0.
Il faut d’abord de´montrer quelques proprie´te´s ge´ome´triques des surfaces ale´atoires
a` cusps, que l’on de´duit des re´sultats de Bolloba´s sure les graphes de´crits dans [13].
On ignorera les proble`mes lie´s a` l’orientation cyclique autour des sommets (cf. [13,
Section 4]) qui ne jouent pas de roˆle dans les re´sultats que nous utilisons. Rappelons
(cf. [13, Section 3]) qu’on dit qu’une surface hyperbolique S = Γ\H2 a des cusps
plonge´s de largeur ` si on peut choisir un syste`me B d’horoboules disjointes autour
des points fixes paraboliques de Γ qui soit Γ-invariant et tel que tout parabolique
de Γ pre´servant une horoboule B ∈ B de´place d’au moins ` sur son bord.
Lemme B.2. Si G est un graphe ale´atoire suivant la loi de Bolloba´s (de´crite en
3.2.2 et dans [13, Section 5]) et S la surface ale´atoire modele´e sur G, alors avec
probabilite´ tendant vers 1 quand le nombre de sommets tend vers l’infini on a les
proprie´te´s suivantes :
(i) Pour un ` > 0 fixe´, S a des cusps plonge´s de largeur ` ;
(ii) Pour un R > 0 fixe´, le nombre de ge´ode´siques ferme´es de longueur ≤ R sur
S est borne´.
(iii) Le nombre de cusps de S est un o(n).
De´monstration. Le point (i) est un des re´sultats principaux de [13] (cf. leur the´ore`me
2.1 et la section 6 de leur article).
Le point (ii) suit imme´diatement des deux faits suivants :
(a) Pour un R ∈ N donne´ le nombre de chemins de longueur R dans G est borne´
avec probabilite´ tendant vers 1 quand n→ +∞ ;
(b) On a un isomorphisme φ : pi1(G) → pi1(S) ⊂ PSL2(R) tel que si φ(c) est
hyperbolique alors `(φ(c)) ≥ k log `(c) ou` k > 0 ne de´pend pas de S (tant que
cette dernie`re est un reveˆtement de la surface modulaire).
On rappelle que g ∈ PSL2(R) est dit hyperbolique si `(g) := infx∈H2 d(x, gx) > 0 ;
sur le coˆte´ droit `(c) de´signe le nombre minimal d’areˆtes de G emprunte´es par
un lacet repre´sentant c. Le point (a) va suivre du fait que les variables ale´atoires
donnant le nombre de circuits d’une longueur donne´e dans G sont asymptotiquement
des variables de Poisson inde´pendantes [11, 2.4] (voir aussi [13, The´ore`me 5.3]).
Pour en de´duire le re´sultat sur les chemins il suffit d’observer que si G est un
graphe trivalent quelconque, pour un R > 0 donne´ un circuit de longueur ≤ R
n’est contenu que dans un nombre fini de chemins de longueur ≤ R, et ce nombre
ne de´pend que de R. Le point (b) est une conse´quence de ce que le plongement
PSL2(Z) → H2 donne´ par une application orbitale γ 7→ γx0 ait une distortion
logarithmique (ceci suit facilement du fait que si l’on tronque les cusps on obtient
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une quasi-isome´trie de PSL2(Z) sur H2 prive´ d’une union d’horoboules disjointes,
et que la distortion de l’inclusion de cette dernie`re dans H2 est logarithmique).
Enfin, le point (iii) dans l’ e´nonce´ est une conse´quence du point (ii), du lemme 3
et du fait que dans toute suite de surfaces qui soit BS-convergente vers H2 le nombre
de cusps est ne´gligeable par rapport au volume (vu que la contribution de la partie
ε-mince d’un cusp (ε = constante de Margulis) au volume de la partie mince est
la meˆme pour tous). Notons que la distribution plus pre´cise du nombre de cusps a
fait l’objet de plusieurs travaux suivant [13] (citons par exemple [20]). 
Le re´sultat suivant est duˆ a` Brooks [12, Lemma 3.1].
Lemme B.3 (Brooks). Il existe un ` tel que si S est une surface hyperbolique ayant
des cusps plonge´s de largeur ` alors pour tout R > 0 on a
NR(SC) ≤ N2R(S).
Il ne reste plus qu’a` de´duire la proposition B.1 : tout d’abord on note que par
le point (iii) du lemme B.2 on a vol(SC) ∼ vol(S) avec une probabilite´ tendant
vers 1 : en effet, vu que S et SC ont (par de´finition de la dernie`re) le meˆme genre,
notant h le nombre de cusps de S on a vol(S) = vol(SC) + 2pih par le the´ore`me de
Gauss-Bonnet. Par le point (i) du meˆme lemme on peut appliquer le lemme B.3 a`
S avec probabilite´ tendant vers 1. On a donc (pour n assez grand) avec probabilite´
tendant vers 1 la majoration
NR(SC)
volSC
≤ 2N2R(S)
volS
pour une surface de Be´lyi de complexite´ n. La proposition B.1 suit alors du point
(ii) du lemme B.2.
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