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Abstract
We study properties of uniformly differentiable mappings between real Banach spaces. Among our main
results are generalizations of a number of classical results for linear operators on L∞-spaces into the setting
of uniformly differentiable mappings. Denote by BX the closed unit ball of a Banach space X . Let X be
a L∞,λ-space, λ ≥ 1, and let Y be a Banach space. Let T : BX → Y be a continuous mapping which
is uniformly differentiable in the open unit ball of X . Assuming that T is weakly compact, then T can be
extended, preserving its best smoothness properties, into the mapping from the 1λ -multiple of the unit ball
of any superspace of the domain space X into the same range space Y . We also show that T maps weakly
Cauchy sequences from λBX into norm convergent sequences in Y . This is a uniformly smooth version of
the Dunford–Pettis property for the L∞,λ-spaces. We also show that a uniformly differentiable mapping
T , which is not necessarily weakly compact, still maps weakly Cauchy sequences from λBX into norm
convergent sequences in Y , provided Y ∗∗ does not contain an isomorphic copy of c0.
We prove that for certain pairs of Banach spaces the completion of the space of polynomials equipped
with the topology of uniform convergence on the bounded sets (of the functions and their derivatives up to
order k) coincides with the space of uniformly differentiable (up to order k) mappings.
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Our work is based on a number of tools that are of independent interest. We prove, for every pair of
Banach spaces X, Y , that any continuous mapping T : BX → Y , which is uniformly differentiable of
order up to k in the interior of BX , can be extended, preserving its best smoothness, into a bidual mapping
T˜ : BX∗∗ → Y ∗∗. Another main tool is a result of Zippin’s type. We show that weakly Cauchy sequences
in X = C(K ) can be uniformly well approximated by weakly Cauchy sequences from a certain C[0, α], α
is a countable ordinal, subspace of X∗∗.
c⃝ 2012 Elsevier Inc. All rights reserved.
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1. Introduction
In the present note we study the properties of uniformly differentiable mappings between
Banach spaces. Of particular importance for us are their weak sequential continuity properties.
We give generalizations of a number of classical results for linear operators on L∞-spaces into
the setting of uniformly differentiable mappings. Let us give a few examples. Let X be a L∞,λ-
space, λ ≥ 1, and let Y be a Banach space. Let T : BX → Y be a weakly compact, uniformly
smooth (in the interior of BX ) operator. Then T can be extended, preserving its best smoothness
properties, into the mapping from the 1
λ
-multiple of the unit ball of any superspace. This is
a generalization of the work of Lindenstrauss in [53]. We show that T maps weakly Cauchy
sequences into norm convergent ones. This is a smooth version of the Dunford–Pettis property
for the L∞-spaces, generalizing the work of Dunford, Pettis, Grothendieck, Lindenstrauss and
Pełczyn´ski, and Ryan who proved the result for polynomials.
We also show that a uniformly differentiable mapping T , which is not necessarily weakly
compact, still maps weakly Cauchy sequences from λBX into norm convergent sequences in
Y , provided Y ∗∗ does not contain an isomorphic copy of c0. If we add the assumption that
X contains no copy of ℓ1 then T is always weakly compact provided Y ∗∗ does not contain
an isomorphic copy of c0, generalizing Pełczyn´ski’s results for polynomial mappings. Other
applications involve a generalization of the Stone–Weierstrass theorem. We prove that for certain
pairs of Banach spaces the completion of the space of polynomials equipped with the topology
of uniform convergence on the bounded sets (of the functions and their derivatives up to order
k) coincides with the space of uniformly differentiable (up to order k) mappings. This is a
generalization of the classical de la Valle´e Poussin theorem, and the work of Aron and Prolla.
Our work is based on a number of tools, which are of independent interest. We prove that any
uniformly differentiable mapping (of order up to k) T : BX → Y can be extended, preserving its
best smoothness, into a bidual mapping T˜ : BX∗∗ → Y ∗∗. This is a generalization of the classical
work of Arens [6], Aron and Berner [10] in the case of polynomials (or holomorphic functions).
We give a detailed proof of this extension, including one of its main ingredients—the Converse
Taylor theorem, which is again of independent interest (we thank M. Johanis for allowing us to
reproduce his proof of this result) and which has not appeared in the literature in this generality.
Another main tool is a result of Zippin’s type. We show that any weakly Cauchy sequence in
X = C(K ) can be uniformly well approximated (if X is considered as a canonical subspace
of X∗∗) by a weakly Cauchy sequence from a certain subspace of X∗∗, which is isometric to
C[0, α], α countable ordinal. Furthermore, we show that if a Banach space X does not contain
a copy of ℓ1 then the weak (resp. uniformly weak) continuity of T : BX → Y is a sequential
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property in a sense that it is equivalent to T sending weakly convergent (resp. weakly Cauchy)
sequences from BX into norm convergent ones. Apart from these new results, we also rely heavily
on the theory of weak continuity developed by Aron and his co-authors e.g. in [9,13,12,11,38]
as well as that of uniformly smooth mappings from c0, resp. C[0, α], developed previously by
Ha´jek (and Deville) in [44,45,26].
Let us now pass to a more detailed exposition of the results in this paper. Since the number
of auxiliary results used throughout this note is quite large, and they come from various
sources, we have decided, for the reader’s convenience, to collect many of them in a separate
section (Section 2). We start by giving definitions and basic properties of multilinear forms and
polynomials. We introduce higher derivatives and the Taylor formula. These facts are needed
in the proof of the Converse Taylor formula, in Section 4. We also mention many auxiliary
results of Aron and his coauthors, and give a long list of definitions of various weak continuity
properties that will be studied or utilized later. Proposition 2.12, which is an important tool for
the subsequent considerations, is new.
The main new result in Section 3 is Theorem 3.3, which allows us to work with weakly
Cauchy sequences in order to capture the weak uniformities. This section depends heavily on
the use of the fundamental Rosenthal ℓ1-theorem, as well as the Bourgain–Fremlin–Talagrand
angelicity results. This is in fact inevitable, as most of the results in this section are false without
the additional assumption that X does not contain a copy of ℓ1.
Section 4 is devoted to the proof of the Converse Taylor theorem. This theorem is covered,
in the finite dimensional case, in the monographs [1,14]. However, the proof in the infinite
dimensional case requires some new ingredients, so we decided to present a self-contained proof
(due to M. Johanis).
Section 5 is devoted to one of our main results (and tools as well). Extensions of multilinear
mappings and polynomials into biduals have appeared numerous times independently in the
literature. Probably the oldest results are due to Arens [5,6], where bilinear mappings are
extended. Theorem 5.4 generalizes the classical Aron–Berner extensions of polynomials (and
holomorphic functions) from the unit ball into polynomials from the unit ball of the bidual [10].
Namely, we construct the extensions into biduals, for all uniformly continuous mappings, which
preserve the highest uniform smoothness of the mappings. Most of the known extension results
rely on an inductive argument by the degree of polynomials, and the infinite Taylor series. In
our case, the proof (an ultrafilter construction based on the principle of local reflexivity, similar
to [58]) is based instead on an application of the converse Taylor theorem in tandem with the
assumptions of uniformity, and the classical Fre´chet characterization of polynomial mappings.
The proof works also in the classical case of polynomials.
In the central section (Section 6) we develop new results regarding the class W of Banach
spaces, and give some of the main applications of our theory. Class W was introduced in [45]
under the name C class. We decided to change the notation to W in order to avoid confusion
with the frequently used symbol C for continuous mappings. We begin the section by listing
some of the main results from [26] on smooth operators from C[0, α], α countable ordinal, in
particular a reduction principle Theorem 6.7. According to this principle if a mapping T from
the unit ball of C[0, α] into a Banach space Y fails to be wsC, then there is a suitable subspace
Z ↩→ C[0, α], Z isomorphic to c0, such that T restricted to BZ fails to be wsC. Theorem 6.14
is again a reduction principle, which resembles the classical result of Zippin [68], proved for
separable Asplund spaces. Let X = C(K ), K be a compact space, and ε > 0. We prove that for
any weakly Cauchy sequence {xk}∞k=1 in BX there exists Z ↩→ X∗∗, Z isometric to C[0, α], α
countable ordinal, and a weakly Cauchy sequence {zk}∞k=1 in BZ such that ∥zk−xk∥ < ε, k ∈ N.
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We note that our result does not follow from Zippin’s theorem as there are examples
(first constructed by Bourgain) of non-Schur Banach spaces, that are saturated by copies of
ℓ1 [19,15]. Theorem 6.14 reduces non-wsC uniformly smooth operators from L∞-spaces to
suitable subspaces of the bidual, which are isometric to some C[0, α], and where the bidual
extension T˜ is not wsC. The next main Theorem 6.18 is obtained by combining the Extension
Theorem 5.4 with Theorem 6.14 and the machinery from Theorem 6.9. It generalizes the classical
DPP properties of L∞-spaces for linear operators (established in several stages by Dunford,
Pettis, Grothendieck, Lindenstrauss and Pełczyn´ski) into the case of smooth operators with
uniformly continuous derivative.
Furthermore, in Proposition 6.19 we prove the permanence of class W with respect to taking
quotients, provided the kernel does not contain a copy of ℓ1. These results are analogous to the
result on preserving the DPP property for quotient spaces due to Diestel [27].
In Section 7 we prove that the symmetrized Tsirelson space S(T ∗) (see [22] for the definition
and relevant properties of this Banach space) does not belong to the class W , although all
scalar valued polynomials on S(T ∗) are weakly uniformly continuous. By contrast, the original
Tsirelson space T ∗ does belong to the class W .
The main results in Section 8 are Theorem 8.2 and its corollaries, where the complete
characterization of the τmb -completion of the space of polynomials is achieved for the class W .
This consists of relaxing the assumption of weakly uniformly smooth to uniformly smooth in
the classical theorem of Aron and Prolla [12]. Thus the result can be stated without an explicit
mention of the weak topology.
2. Definitions and preliminaries
In this section we collect some definitions and facts to be used later in our paper. We are going
to work in the setting of real scalars throughout our paper, although many statements and facts
remain valid also in the complex scalar field. Similarly, for simplicity we formulate all auxiliary
results in the case of real Banach spaces, although many of them apply to normed spaces, or even
vector spaces. For the facts on polynomials we refer the reader to Dineen’s monograph [31]. For
the facts on differentiability see e.g. [30] or [25].
The weakly continuous (in various senses) mappings have been systematically studied by
many authors, e.g. [11,37,12,9,38], as well as the monograph [31]. We refer the reader to
[33, Chapter 8] for details on uniformities in topology.
Let X, Y be Banach spaces. We denote by BX the closed unit ball of a Banach space X . Most
of the results concerning Banach space theory that are used in this note can be found in [34,56,
57,29], [28], or [47]. In particular, we are concerned with various properties around the Banach
space ℓ1. The Rosenthal ℓ1-theorem and the Bourgain, Fremlin and Talagrand circle of results
can be found also in [34]. We also point out the well-known fact that a C(K ) Banach space,
where K is a compact space, is an Asplund space if and only if K is a scattered compact space,
and if and only if C(K ) contains no subspace isomorphic to ℓ1 [34, p. 252]. Any Banach space
X containing a copy of ℓ1 has a linear quotient isomorphic to ℓ2 (follows from [34, p. 252]). All
topological spaces used in this note are without explicit mention assumed to be Hausdorff.
By
L(n X; Y ), ∥ · ∥, resp. Ls(n X; Y ), ∥ · ∥, we denote the Banach spaces of all n-linear
bounded mappings, resp. n-linear bounded symmetric mappings.
Note that LX;L(n−1 X; Y ) is canonically isometric to the space L(n X; Y ). Indeed, we
identify T ∈ LX;L(n−1 X; Y ) with S ∈ L(n X; Y ) if and only if T (x1)(x2, . . . , xn) =
S(x1, . . . , xn) for all x j ∈ X, j = 1, . . . , n. We denote by P(n X; Y ), n ∈ N0, the Banach
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space of all bounded n-homogeneous polynomials from X into Y , equipped with the norm
∥P∥ = supx∈BX ∥P(x)∥ < +∞. For every P ∈ P(n X; Y ) there exists a unique symmetric
n-linear mapping Pˇ ∈ Ls(n X; Y ) such that P(x) = Pˇ(x, . . . , x). It satisfies the so called
Polarization formula
Pˇ(x1, . . . , xn) = 12nn!

ε j=±1
ε1 · · · εn P

a +
n
j=1
ε j x j

, (1)
where a ∈ X can be chosen arbitrarily. Using the Polarization formula one gets easily the
following useful identities
P(x + y) =
n
j=0

n
j

Pˇ( j x, n− j y), (2)
P(x)− P(y) =
n−1
j=0

n
j

Pˇ
 j y, n− j (x − y). (3)
Moreover, if P ∈ P(n X; Y ), a ∈ X , and r > 0. Then
sup
x∈B(0,r)
∥P(x)∥ ≤ n
n
n! supx∈B(a,r) ∥P(x)∥. (4)
Indeed, by the Polarization formula for any x ∈ B(0, r) the following holds:
∥P(x)∥ = nn
P

x
n
 ≤ nn2nn! 
ε j=±1
P

a + x
n
n
j=1
ε j
 ≤ nnn! supx∈B(a,r) ∥P(x)∥.
A mapping P: X → Y is called a (nonhomogeneous) polynomial of degree at most n if there
are Pl ∈ P(l X; Y ), l = 0, . . . , n, such that P =nl=0 Pl .
The following result of elementary linear algebra is a consequence of the well-known fact that
the Vandermonde matrix, where t j ∈ R, j = 0, . . . , n are distinct scalars, is invertible.
Lemma 2.1. Let n ∈ N0 and t j ∈ R, j = 0, . . . , n, be distinct scalars. If Y is a vector
space and z0, . . . , zn ∈ Y , then there are uniquely determined y0, . . . , yn ∈ Y such that
z j = t0j y0 + · · · + tnj yn, j = 0, . . . , n. The vectors yk are given by the formula yk =
ak0z0+· · ·+aknzn, k = 0, . . . , n, where ak j are the elements of the inverse to the Vandermonde
matrix
1 t0 t20 · · · tn0
1 t1 t21 · · · tn1
...
1 tn t2n · · · tnn
 .
In particular, the coefficients ak j are independent of z j .
Corollary 2.2. Let n ∈ N0 and δ > 0. There are numbers ak j ∈ R, k, j = 0, . . . , n, such
that whenever X, Y are vector spaces over K and P ∈ Pn(X; Y ) is such that P = nk=0 Pk ,
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Pk ∈ P(k X; Y ), then
Pk(x) =
n
j=0
ak j P

1− j
n
δ

x

for every x ∈ X. (5)
Proof. It suffices to notice that P

(1− jn δ)x
 =nk=01− jn δk Pk(x) and use Lemma 2.1 with
t j = 1− jn δ. 
As an immediate corollary we obtain the following simple, but important fact.
Proposition 2.3. Let X, Y be Banach spaces, n ∈ N0, and P = nl=0 Pl ∈ Pn(X; Y ), Pl ∈
P(l X; Y ). Then the homogeneous summands Pl of P are uniquely determined. Moreover, the
mapping H j :Pn(X; Y ) → P( j X; Y ), H j (P) = Pj , where P = nl=0 Pl , Pl ∈ P(l X; Y ), is a
bounded linear projection.
If Pn ≠ 0, we say that P has degree n. We denote by Pn(X; Y ) the space of all polynomials
of degree at most n. We denote by P(X; Y ) = ∞n=0 Pn(X; Y ) the space of all continuous
polynomials. We set ∥P∥ = supx∈BX ∥P(x)∥ whenever P ∈ Pn(X; Y ).
By P f (n X; Y ) we denote the linear subspace of P(n X; Y ) consisting of all those polynomials
of finite type, that can be written in the form P(x) =kj=1( f j (x))n y j , where f j ∈ X∗, y j ∈ Y .
We set P f (X; Y ) = ∪∞n=0 P f (n X; Y ).
Let X, Y be Banach spaces, U ⊂ X be an open subset, f : U → Y , and x ∈ U . We say that f
is Fre´chet differentiable at x if and only if there exists T ∈ L(X; Y ) satisfying
lim∥h∥→0
∥ f (x + h)− f (x)− T (h)∥
∥h∥ = 0. (6)
Using the alternative notation, this is equivalent to the existence of a non-negative continuous
function ω : R→ R+0 , ω(0) = 0 such that
∥ f (x + h)− f (x)− T (h)∥ ≤ ω(∥h∥)∥h∥. (7)
In this case we denote the Fre´chet derivative of f at x by D f (x) = T and for the evaluation we
again use the notation D f (x)[h] = T (h). For convenience we also use the notation D1 f = D f
and D0 f = f . For k ∈ N, we say that f : U → Y is k-times Fre´chet differentiable at a ∈ U , if
Dk−1 f (x) exists for x in some neighbourhood of a and the mapping x → Dk−1 f (x) is Fre´chet
differentiable at a. We put Dk f (a) = D(Dk−1 f )(a). Using the above mentioned identification
we obtain Dk f (a) ∈ L(k X; Y ). We denote by Dk f (a)[x1, . . . , xk] ∈ Y the evaluation of
Dk f (a) at (x1, . . . , xk) ∈ X k .
We say that f is Ck-smooth if Dk f is continuous in the domain. We denote by Ck(U ; Y ) the
vector space of all Ck-smooth mappings from U into Y, k ∈ N ∪ {∞}. For convenience we put
C0(U ; Y ) = C(U ; Y ).
It is well-known that if Dk f (a) exists then Dk f (a) ∈ Ls(k X; Y ). We denote by dk f (a) =
Dk f (a) the homogeneous k-degree polynomial which corresponds to the kth derivative. In
particular, dk f (a)[h] = Dk f (a)[kh]. For convenience we denote d0 f = f . The following
result is the cornerstone of all properties of (higher) differentiable mappings.
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Theorem 2.4 (Taylor Formula). Let X, Y be Banach spaces, U ⊂ X be an open convex set,
k ∈ N, and f ∈ Ck(U ; Y ). Then for any a, x ∈ U we have
f (x) =
k−1
j=0
1
j !d
j f (a)[x − a] +
 1
0
(1− ξ)k−1
(k − 1)! d
k f

a + ξ(x − a)δξ [x − a].
Hence, for any a ∈ U, δ > 0 such that B(a, δ) ⊂ U , and x ∈ B(a, δ) we have f (x)− k
j=0
1
j !d
j f (a)[x − a]
 ≤ 1k!

sup
y∈B(a,δ)
∥dk f (y)− dk f (a)∥

· ∥x − a∥k . (8)
In particular, we have the following estimate f (x)− k
j=0
1
j !d
j f (a)[x − a]
 = o(∥ x − ak ∥), x → a.
We are going to describe the locally convex topology on the space of differentiable functions
defined on suitable subsets of a given Banach space. The notion is defined so that it can be applied
to both closed and open subsets. In the former case, it is a natural generalization of the uniform
convergence together with the derivatives.
Note the following simple fact. Let X be a Banach space, and U ⊂ X be a convex set with
non-empty interior, then U ⊂ int U .
Definition 2.5. Let X, Y be Banach spaces, and U ⊂ X be a convex set with nonempty interior.
Let m ∈ N ∪ {0,+∞}. By Cm(U ; Y ) we denote the locally convex space of Cm-smooth
functions f : int U → Y , (if m = 0 we consider just continuous functions) such that every
d j f, j ∈ N, j ≤ m, has a continuous extension to the whole U . We will use the expression
d j f (x), j ∈ N, j ≤ m, for all x ∈ U , in the sense of these extensions. Moreover, we require that
d j f, j ∈ N, j ≤ m, be bounded on closed convex and bounded (CCB) subsets of U . Cm(U ; Y )
is endowed with the locally convex topology τmb of uniform convergence of d
j f, j ∈ N, j ≤ m
on CCB subsets of U .
We use the short notation C(U ; Y ) = C0(U ; Y ), τb = τ 0b . It is easy to see that if U is an open
(resp. a closed and bounded) set then (Cm(U ; Y ), τmb ) is a Fre´chet locally convex space (resp. a
Banach space, provided m <∞).
We continue by collecting the various notions of weak continuity and smoothness. Some of
these classes have been introduced and studied by Aron and his co-authors e.g. in [11,12,8];
see also [31]. In [12] the authors developed a general theory of completions of spaces of finite
rank polynomials, in the topology of uniform convergence on bounded sets, of the functions and
their higher derivatives. The completions consist of smooth functions with weakly uniformly
continuous derivatives. One of the corollaries of our work removes the weak topology from the
formulations of these theorems.
Definition 2.6. Let X, Y be Banach spaces, and U ⊂ X be a convex subset with nonempty
interior. By Cw(U ; Y ) we denote the linear subspace of C(U ; Y ) consisting of all mappings that
are weakly-to-norm continuous on CCB subsets of U .
By Cwu(U ; Y ) we denote the linear subspace of C(U ; Y ) consisting of all mappings that are
weakly uniformly-to-norm continuous on CCB subsets of U . (In other words, f ∈ Cwu(U ; Y )
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if and only if for any ε > 0 and CCB set V there are δ ≥ 0 and φ1, . . . , φk ∈ BX∗ such thatφ j (x − y) ≤ δ, j = 1, . . . , k, x, y ∈ V implies ∥ f (x)− f (y)∥ < ε.)
By Cwsc(U ; Y ) we denote the linear subspace of C(U ; Y ) consisting of all mappings that are
weakly sequentially-to-norm continuous, i.e. that map weakly convergent sequences from CCB
subsets of U into convergent sequences in Y .
By CwsC(U ; Y ) we denote the linear subspace of C(U ; Y ) consisting of all mappings that are
weakly sequentially Cauchy-to-norm continuous, i.e. that map weakly Cauchy sequences from
CCB subsets of U into convergent sequences in Y .
By CK (U ; Y ) we denote the linear subspace of C(U ; Y ) consisting of all mappings that map
CCB subsets of U into relatively compact sets in Y .
By CwK (U ; Y ) we denote the linear subspace of C(U ; Y ) consisting of all mappings that map
CCB subsets of U into relatively weakly compact sets in Y .
By Cu(U ; Y ) (or C0u(U ; Y )) we denote the subspace of C(U ; Y ) consisting of functions that
are uniformly continuous on CCB sets of U .
By Cmu (U ; Y ),m ∈ N ∪ {∞}, we denote the subspace of Cm(U ; Y ) consisting of functions
such that d j f ∈ Cu(U ;P( j X; Y )), j ∈ N, j ≤ m. We say that f is UCm-smooth on U if
f ∈ Cmu (U ; Y ).
It is well-known that a mapping between topological spaces is continuous if and only if it
sends convergent nets into convergent nets. Similarly, a mapping between completely bounded
uniform topological spaces is uniformly continuous if and only if it maps Cauchy nets into
Cauchy nets [33].
Note that weakly sequentially continuous (wsc) linear operators are also known under
the name completely continuous operators. It is standard to check that Cφ(U ; Y ), φ ∈
{u, w,wcs, wu,wsC, K , wK }, are closed subspaces of (C(U ; Y ), τb). The following inclusions
among the defined classes hold [12].
Cwu(U ; Y ) ⊂ Cw(U ; Y ) ⊂ Cwsc(U ; Y ),
Cwu(U ; Y ) ⊂ CwsC(U ; Y ) ⊂ Cwsc(U ; Y ),
Cwu(U ; Y ) ⊂ CK (U ; Y ).
Moreover, [12], P f (X; Y )τb = Cwu(X; Y ). We introduce the linear spaces
Pφ(n X; Y ) = Cφ(X; Y ) ∩ P(n X; Y ), φ ∈ {w,wcs, wu,wsC, K , wK }. (9)
It is well-known that Pφ(n X; Y ), where φ ∈ {w,wcs, wu,wsC, K }, are closed subspaces of
P(n X; Y ). Moreover, by [11], Pwsc(n X; Y ) = PwsC(n X; Y ) and Pw(n X; Y ) = Pwu(n X; Y ), for
any Banach spaces X, Y . Pełczyn´ski showed [63] that if φ ∈ {w,wcs, wu,wsC, K , wK } and
P = nj=0 Pj , Pj ∈ P( j X; Y ) then P ∈ Cφ(X; Y ) if and only if Pj ∈ Pφ( j X; Y ), for every
j = 0, . . . , n.
Proposition 2.7. Let X, Y be Banach spaces, and f ∈ CK (BX ; Y ). Let Φ ∈ {w,wsc,wsC, wu}.
Then f ∈ CΦ(BX ; Y ) if and only if φ ◦ f ∈ CΦ(BX ) holds for every φ ∈ Y ∗.
Proof. We show the case Φ = wu, as the other cases are similar. Assuming the contrary, that
there is ϵ > 0 such that for each finite subset F = {φ1, . . . , φn} of BX∗ and for each δ > 0 there
exist x(F,δ), y(F,δ) in BX such that
max
1≤ j≤n
|φ j (x(F,δ) − y(F,δ))| < δ and ∥ f (x(F,δ))− f (y(F,δ))∥ ≥ ϵ.
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Because f (BX ) is relatively compact, there exist subnets (xγ ) and (yγ ) of (x(F,δ)) and (y(F,δ))
respectively such that f (xγ ) and f (yγ ) converges. Let y0 = limγ f (xγ ) and y1 = limγ f (yγ ).
Then ∥y0 − y1∥ ≥ ϵ > 0. Choosing φ ∈ BY ∗ such that φ(y0) ≠ φ(y1), we get a contradiction
with φ ◦ f ∈ Cwu(BX ; Y ). 
Definition 2.8 ([12]). Let X, Y be Banach spaces, U ⊂ X be a convex subset with nonempty
interior, and m ∈ N ∪ {+∞}. By Cmwu(U ; Y ) we denote the subspace of Cm(U ; Y ) satisfying the
following conditions.
1. d j f (x) ∈ Pw( j X; Y ), x ∈ U, j = 1, . . . ,m,
2. d j f ∈ Cwu(U ;Pw( j X; Y )), j = 0, . . . ,m.
A standard adjustment in the proof of Proposition 3.6 in [12] yields the following useful result.
Proposition 2.9 ([12, Proposition 3.6]). Let X, Y be Banach spaces, U ⊂ X be a convex subset
with nonempty interior, and m ≥ 1 be an integer. Let f ∈ Cm(U ; Y ) satisfy the following
conditions.
a. f ∈ Cm−1wu (U ; Y ).
b. f ∈ Cmu (U ; Y ).
c. dm f (x) ∈ Pw(m X; Y ), for every x ∈ U.
Then f ∈ Cmwu(U ; Y ).
Corollary 2.10 ([12, Corollary 3.8]). Let X, Y be Banach spaces, U ⊂ X be a convex subset
with nonempty interior, and m ≥ 1 be an integer. Then Cmwu(U ; Y ) is the set of functions
f ∈ Cm(U ; Y ) satisfying the following conditions.
a. f ∈ Cwu(U ; Y ).
b. f ∈ Cmu (U ; Y ).
c. d j f (x) ∈ Pw( j X; Y ), for every j ≤ m, x ∈ U.
The following is one of the main results of Aron and Prolla in [12]. It is a generalization of
results of de la Valle´e Poussin for functions in Ck(Rn).
Theorem 2.11 ([12]). Let X, Y be Banach spaces, and m ≥ 1 be an integer. Suppose that X∗
has the bounded approximation property. Then P f (X; Y )τ
m
b = Cmwu(X; Y ).
Our next result is a generalization of a lemma in [45], and Proposition 3.6 in [12].
Proposition 2.12. Let X, Y be Banach spaces, and U ⊂ X be a convex subset with nonempty
interior. Let f ∈ C1u(U ; Y ). The following conditions are equivalent.
1. f ∈ Cwu(U ; Y ).
2. d f ∈ Cwu(U ;L(X; Y )) and d f (x) ∈ LK (X; Y ), for every x ∈ U.
3. d f ∈ CK (U ;L(X; Y )) and d f (x) ∈ LK (X; Y ), for every x ∈ U.
Proof. 1 implies 2. First we prove that d f (x) ∈ LK (X; Y ), for every x ∈ U . Since the
space of compact linear operators is norm complete, it suffices to prove this statement for
every x ∈ intU . By [12, Proposition 2.5] we have LK (X; Y ) = Lwu(X; Y ), so assume by
contradiction that d f (x0) ∉ Lwu(X; Y ), for some x0 ∈ int U . Thus there exists ε > 0 such
that for every δ > 0 and φ1, . . . , φk ∈ BX∗ there are x, y ∈ BX , |φ j (x) − φ j (y)| < δ and
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∥d f (x0)[x− y]∥ > ε. By a standard argument, there exists λ > 0, x+λBX ⊂ U , such that for all
x ∈ λBX , ∥ f (x0+x)− f (x0)−d f (x0)[x]∥ < ε8∥x∥. Thus for every δ > 0 and φ1, . . . , φk ∈ BX∗
there are x, y ∈ λBX , |φ j (x) − φ j (y)| < δ and ∥ f (x0 + x) − f (x0 + y)∥ > ε4λ. This is a
contradiction. By Proposition 2.9 and Corollary 2.10, it is clear that d f ∈ Cwu(U ;L(X; Y )). By
Lemma 2.2 in [12], 2 implies 3.
3 implies 1. Let V ⊂ U be a CCB subset. First note that for every ε > 0 and x0 ∈ V there
exist δ > 0 and φ1, . . . , φk ∈ BX∗ such that |φ j (x) − φ j (y)| < δ, j = 1, . . . , k, implies
that ∥d f (x0)[x − y]∥ < ε. Indeed, LK (X; Y ) = Lwu(X; Y ). Since {d f (x) : x ∈ V } is a
norm relatively compact set, by using a standard argument based on uniform continuity of d f
we may conclude that for every ε > 0 there exist δ > 0 and φ1, . . . , φl ∈ BX∗ such that
|φ j (x)− φ j (y)| < δ, j = 1, . . . , l implies that ∥d f (x0)[x − y]∥ < ε, regardless of x0 ∈ V . By
the mean value theorem, we have that |φ j (x)− φ j (y)| < δ, j = 1, . . . , l, implies
∥ f (x)− f (y)∥ ≤

 1
0
d f (x + t (y − x))[y − x]dt
 ≤ ε, for all x, y ∈ V .  (10)
We recall that the Banach–Mazur distance between Banach spaces X, Y is defined as
d(X, Y ) = inf ∥T ∥ ∥T−1∥, where the infimum is taken over all invertible operators T ∈
L(X; Y ).
Definition 2.13 ([54]). A Banach space X is said to be an L∞,λ-space, λ ≥ 1, if for every finite
dimensional subspace E of X there is a finite dimensional subspace F of X, E ⊂ F , such that
d(F, ℓn∞) ≤ λ, n = dim F . We say that X is an L∞-space if X is an L∞,λ-space for some
λ ≥ 1.
L∞-spaces have been extensively studied in the literature. We recall some of the properties of
this class of spaces that will be used later.
Theorem 2.14 ([55,54,53]). Let K be a compact topological space. Then C(K ) is an L∞,λ-
space for every λ > 1. Every complemented subspace of C(K ) is an L∞-space. If X is an
L∞,λ-space then X∗∗ is a Pλ-space.
We recall that X is a Pλ-space if X is λ-complemented in every superspace. Alternatively,
X is a Pλ-space if and only if for every T ∈ L(Y ; X) and every Z , Y ↩→ Z there exists an
extension T˜ ∈ L(Z; X), with ∥T˜ ∥ ≤ λ∥T ∥.
Theorem 2.15 ([52]). Let X be a separable Banach space. Then X∗ is isomorphic to ℓ1 if and
only if X is an L∞-space and ℓ1 ↩̸→ X.
It turns out that L∞-spaces, and in particular isomorphic preduals of ℓ1, need not contain a
subspace isomorphic to c0 [20,18]. In fact, L∞-spaces may even be saturated with subspaces
isomorphic to ℓ2, [48].
Let us recall that a Banach space X is said to have the Dunford–Pettis property (DPP) if the
inclusion LwK (X; Y ) ⊂ LwsC(X; Y ) holds for every Banach space Y . The DPP property was
introduced and studied by Grothendieck [41], and Dunford and Pettis in [32]. Among these early
results were the proofs that L1 and C(K ) spaces have the DPP. The machinery of L∞-spaces
implies that these spaces have the DPP as well. The subject has grown immensely since then; see
e.g. [2,27]. Let us mention just one important result going in our direction, due to Ryan [66]. If
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X has the DPP then the inclusion PwK (n X; Y ) ⊂ PwsC(n X; Y ) holds for every Banach space Y .
In particular, P(n X) = Pwsc(n X) (this was observed earlier by Pełczyn´ski).
A Banach space is said to be a hereditarily DPP space if every subspace of X has the
Dunford–Pettis property. It is known [24] that X is hereditarily DPP if and only if every weakly
null and nonconvergent sequence in X contains a subsequence equivalent to the unit basis of c0.
We mention that all closed subspaces of c0, as well as the Hagler tree space JH [42] are among
the hereditarily DPP spaces.
Among the properties used in the present paper is also the property (u) of Pełczyn´ski. A
Banach space X is said to have the property (u) if whenever {xk}∞k=1 is a weakly Cauchy
sequence in X , there is a weakly unconditionally Cauchy (WUC) series
∞
j=1 u j in X so that
{xk −kj=1 u j }∞k=1 is weakly null. We point out that a subspace of a Banach space with an
unconditional basis, or a complemented subspace of a Banach lattice, has property (u) [2,56,57].
We recall that a Banach space X has the Point of Continuity Property (PCP) if every weakly
closed and bounded subset of X contains a point of weak to norm continuity for the identity
mapping. It is well-known that every RNP space (in particular every separable dual space) has
the PCP.
3. Weak continuity in Banach spaces not containing ℓ1
Fact 3.1. Let X be a Banach space, ℓ1 ↩→ X. Then
Pw(2 X) ≠ P(2 X). (11)
Proof. As observed in [11] there exists a linear quotient mapping T : X → ℓ2 such that for each
n ∈ N, there is xn ∈ BX with T (xn) = en , where {en}∞n=1 is the standard unit vector basis in
ℓ2. Using Rosenthal’s ℓ1 theorem, we may assume that the sequence {xk}∞k=1 is either equivalent
to the unit basis of ℓ1 or it is weakly Cauchy. Let P(x) = ∞k=1(−1)k⟨T (x), ek⟩2 ∈ P(2 X).
It suffices to show that P ∉ Pwu(2 X), by the results mentioned above that come from [11]. In
case the sequence {xk} is weakly Cauchy, it is clear. In case it is equivalent to the ℓ1-basis, it
requires an easy argument to see that every weakly open neighbourhood of 0 contains a point
x = 12 e2k − 12 e2l for some large enough k ≠ l. But P(x) = 12 , which is a contradiction. 
The following result was shown for polynomials in [11], by a similar argument.
Theorem 3.2. Let X, Y be Banach spaces, ℓ1 ↩̸→ X, and U ⊂ X be a convex subset with
nonempty interior. Then Cw(U ; Y ) = Cwsc(U ; Y ).
Proof. We only need to prove that Cwsc(U ; Y ) ⊂ Cw(U ; Y ). By contradiction, let f ∈
Cwsc(X; Y ), ε > 0, V ⊂ U be a CCB subset and A ⊂ V be such that x ∈ w − cl(A), and
dist( f (x), f (A)) > ε. By Kaplansky’s theorem [35, Theorem 4.49] (X, w) is countably tight,
i.e. there exists a countable set S ⊂ A, such that x ∈ w−cl(S). Denote by Z a separable subspace
of X containing S ∪ {x}. Clearly, ℓ1 ↩̸→ Z . By the Bourgain–Fremlin–Talagrand theorem on the
angelicity of the w∗-topology [21] (see also [34] for a detailed exposition), the set Sw
∗ ⊂ Z∗∗
is angelic. Hence there is a sequence {z j }∞j=1 ⊂ S such that x = w − lim z j . As f is weakly
sequentially continuous, we have that lim f (z j ) = f (x), a contradiction. 
The following is an important variant of the result.
Theorem 3.3. Let X, Y be Banach spaces, ℓ1 ↩̸→ X, and U ⊂ X be a convex subset with
nonempty interior. Then Cwu(U ; Y ) = CwsC(U ; Y ).
464 Y.S. Choi et al. / Advances in Mathematics 234 (2013) 453–487
Proof. We only need prove that CwsC(U ; Y ) ⊂ Cwu(U ; Y ). Assume, by contradiction, that
f ∈ CwsC(U ; Y ) \ Cwu(U ; Y ). Then there is B ⊂ U a CCB subset, and ε > 0 with the following
properties. For every tripleΦ = (P, A, δ) of sets P = {φ1, . . . , φn} ⊂ BX∗ , A = {a1, . . . , an} ⊂
R and δ > 0 we put
BΦ = {x : x ∈ B, |φ j (x)− a j | < δ, j = 1, . . . , n}. (12)
Then for every P = {φ1, . . . , φn} ⊂ BX∗ , and δ > 0, there exists an A = {a1, . . . , an} ⊂ R
such that diam f (BΦ) > ε, where Φ = (P, A, δ). The set of all triples Φ with this property will
serve as an index set Γ . For eachΦ ∈ Γ , we choose xΦ, yΦ ∈ BΦ such that ∥ f (xΦ)− f (yΦ)∥ >
ε. Put a partial ordering on Γ so that Φ1 = (P1, A1, δ1) ≺ Φ2 = (P2, A2, δ2) if and only if
P1 = {φ1, . . . , φn} ⊂ P2 = {φ1, . . . , φn, φn+1, . . . , φm}, (13)
A1 = {a1, . . . , an} ⊂ A2 = {α1, . . . , an, an+1, . . . , am}, δ1 ≥ δ2. (14)
Then w − limΓ (xΦ − yΦ) = 0. By Kaplansky’s theorem, there exists a countable set
S ⊂ {xΦ − yΦ : Φ ∈ Γ } such that 0 ∈ w − clS. By the Bourgain–Fremlin–Talagrand
Theorem [21] there is a sequence {Φn}∞n=1 ⊂ Γ such that {xΦn − yΦn }∞n=1 is weakly null.
By Rosenthal’s ℓ1 theorem, we may assume without loss of generality that {xΦk }∞k=1 and{yΦk }∞k=1 are also weakly Cauchy. Since ∥ f (xΦk ) − f (yΦk )∥ > ε, and the whole sequence
xΦ1 , yΦ1 , xΦ2 , yΦ2 , . . . is weakly Cauchy, we have reached a contradiction. 
Proposition 3.4. Let X, Y be Banach spaces, ℓ1 ↩̸→ X, and U ⊂ X be a convex subset with
nonempty interior. Let f ∈ C1u(U ; Y ). The following conditions are equivalent:
1. f ∈ CwsC(U ; Y )
2. f ∈ Cwu(U ; Y )
3. d f ∈ CK (U ;L(X; Y )) and d f (x) ∈ LK (X; Y ), for every x ∈ U.
Proof. Combine (the proof of) Theorem 3.3 and Proposition 2.12. 
In particular, if Y is a finite dimensional Banach space, then the second part in condition 3
above is always satisfied. Combining Proposition 2.7 and Theorem 3.3we obtain the next result.
Corollary 3.5. Let X, Y be Banach spaces, ℓ1 ↩̸→ X, and U ⊂ X be an open convex subset. Let
f ∈ CK (U ; Y ). Then f ∈ Cwu(U ; Y ) if and only if φ ◦ f ∈ CwsC(U ) holds for every φ ∈ Y ∗.
The next corollary, which improves results in [45], follows by an easy application of
Proposition 2.12.
Corollary 3.6. Let X be a Banach space, ℓ1 ↩̸→ X, and U ⊂ X be an open convex subset. Let
f ∈ C1u(U ;R). The following conditions are equivalent:
1. f ∈ CwsC(U ;R)
2. f ∈ Cwu(U ;R)
3. d f ∈ Cwu(U ; X∗)
4. d f ∈ CK (U ; X∗).
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4. Converse Taylor theorem
In this section we reproduce a proof (due to M. Johanis) of the Converse Taylor Theorem in
the infinite dimensional setting. The finite dimensional version can be found in [1,14, p. 43].
Definition 4.1. Let X, Y be Banach spaces, U ⊂ X be an open set, and f : U → Y be a function.
We say that f is T k-smooth at x ∈ U if there exists a continuous polynomial P xk ∈ Pk(X; Y )
such that
f (x + h)− P xk (h) = o(∥h∥k), x + h ∈ U. (15)
We say that f is T k-smooth in U if it is T k-smooth at every point x ∈ U .
It is rather easy to construct T 2-smooth functions on the real line that are not twice
differentiable. On the other hand, using additional assumptions regarding the error estimates
we are able to characterize the higher differentiability of the function.
Theorem 4.2 (Converse Taylor Theorem). Let X, Y be Banach spaces, U ⊂ X be an open set,
and f : U → Y . Then f ∈ Ck(U ; Y ) if and only if f is a locally uniformly continuous T k-
smooth mapping satisfying
lim
(y,h)→(x,0)ω(y, h) = 0, (16)
for every x ∈ U, where ∥ f (x + h) − P xk (h)∥ = ω(x, h)∥h∥k, P xk ∈ Pk(X; Y ). In this case
P xk =
k
j=0 1j !d
j f (x).
Proof. ⇒ If f ∈ Ck(U ; Y ), then f is T k-smooth and P xk =
k
j=0 1j !d
j f (x) by the uniqueness
of the Taylor polynomial. Further, f is locally Lipschitz by a standard argument. To show (16) fix
x ∈ U and choose any ε > 0. Let δ > 0 be such that B(x, 2δ) ⊂ U and ∥dk f (z)− dk f (x)∥ < ε
for z ∈ B(x, 2δ). By the standard remainder estimate (8) in the Taylor formula
ω(y, h)∥h∥k =
 f (y + h)− k
j=0
1
j !d
j f (y)[h]

≤ 1
k!

sup
z∈B(y,δ)
∥dk f (z)− dk f (y)∥

· ∥h∥k
≤ 2ε
k! ∥h∥
k
whenever y ∈ B(x, δ) and h ∈ B(0, δ), from which (16) follows.
⇐We denote by P xk, j = H j (P xk ) the j-homogeneous summands of P xk , j = 0, . . . , k. Recall
that by (5) there are constants Kn, j such that
∥H j (Q)(x)∥ ≤ Kn, j max
0≤l≤n
Q

l
n
x
 , (17)
whenever Q ∈ Pn(X; Y ), x ∈ X .
First we show that the mappings x → P xk, j (and thus also the mapping x → P xk ) are
continuous. So fix x ∈ U and choose ε > 0. By (16) there is 0 < η ≤ 1 such that ω(y, h) ≤ ε4
whenever ∥h∥ ≤ η and y ∈ U (x, η) ⊂ U , and such that f is uniformly continuous on U (x, 2η).
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Further, find 0 < δ < η such that ∥ f (y)− f (z)∥ ≤ ε2ηk whenever y, z ∈ U (x, 2η), ∥y− z∥ < δ.
Then for j ∈ {0, . . . , k}
∥(P yk, j − P xk, j )(h)∥ ≤ Kk, j max0≤l≤k
P yk

l
k
h

− P xk

l
k
h

≤ Kk, j max
0≤l≤k

ω

y,
l
k
h

∥h∥k + ω

x,
l
k
h

∥h∥k
+
 f

y + l
k
h

− f

x + l
k
h


≤ Kk, jεηk
whenever ∥h∥ ≤ η and y ∈ U (x, δ). It follows that ∥P yk, j − P xk, j∥ ≤ Kk, jεηk− j ≤ Kk, jε
whenever y ∈ U (x, δ). This shows that the mappings x → P xk, j are continuous. Since
d1 f (x) = P xk,1, this in particular means that f ∈ C1(U ; Y ).
We proceed by induction, assuming the theorem has been proved for k − 1. We denote
by Rk(x, h) = f (x + h) − P xk (h) the remainder of order k. By the uniqueness we have
P xk−1 = P xk − P xk,k and Rk−1(x, h) = Rk(x, h)+ P xk,k(h). Thus
∥Rk−1(y, h)∥
∥h∥k−1 ≤
∥Rk(y, h)∥ + ∥P yk,k(h)∥
∥h∥k−1 ≤

ω(y, h)+ ∥P yk,k∥

∥h∥.
The continuity of x → P xk,k implies lim(y,h)→(x,0) ∥Rk−1(y,h)∥∥h∥k−1 = 0 and so by the inductive
assumption f is Ck−1-smooth and P xk, j = 1j !d j f (x), j = 0, . . . , k − 1.
To show the Ck-smoothness fix x ∈ U . We have
f (x + h + y) = f (x)+
k
j=1
P xk, j (h + y)+ Rk(x, h + y),
f (x + h + y) = f (x + h)+
k
j=1
P x+hk, j (y)+ Rk(x + h, y).
We subtract the above equalities, use (2), (3), and put together the j-homogeneous terms in y
denoting them by g j (h) to obtain
k−1
j=0
g j (h)[y] +

P x+hk,k (y)− P xk,k(y)+ Rk(x + h, y)− Rk(x, h + y)
 = 0,
where for 1 ≤ j ≤ k − 1
g j (h)[y] = 1j !d
j f (x + h)[y] −

k−1
l= j
1
j !(l − j)!D
l f (x)[l− j h, j y]

−

k
j

ˇP xk,k(k− j h, j y),
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and
g0(h)(y) = f (x + h)− f (x)−
k−1
j=1
1
j !d
j f (x)(h)− P xk,k(h).
Note that g j (h) ∈ P( j X; Y ) for j = 0, . . . , k−1 and h from a suitable neighbourhood of the
origin. Set g(h) =k−1j=0 g j (h) ∈ Pk−1(X; Y ).
Assume that ∥y∥ ≤ ∥h∥. Then
∥g(h)[y]∥ = ∥P xk,k(y)− P x+hk,k (y)− Rk(x + h, y)+ Rk(x, h + y)∥
≤ ∥P x+hk,k − P xk,k∥ ∥y∥k + ω(x + h, y)∥y∥k + ω(x, h + y)∥h + y∥k
≤

∥P x+hk,k − P xk,k∥ + ω(x + h, y)+ 2kω(x, h + y)

∥h∥k .
Since the mapping z → P zk,k is continuous, we conclude that
∥g(h)[y]∥ = o(∥h∥k), (h, y)→ (0, 0), ∥y∥ ≤ ∥h∥.
Applying the estimate (17) we get ∥gk−1(h)[y]∥ ≤ Kk−1,k−1 max0≤l≤k−1 ∥g(h)[ lk−1 y]∥ and
consequently
∥gk−1(h)[y]∥ = o(∥h∥k), (h, y)→ (0, 0), ∥y∥ ≤ ∥h∥.
Finally, by taking supremum over y ∈ X, ∥y∥ ≤ ∥h∥, and using the (k − 1)-homogeneity of
gk−1(h) we obtain ∥gk−1(h)∥ = o(∥h∥), h → 0. Combining with
gk−1(h)[y] = 1
(k − 1)!

dk−1 f (x + h)[y] − dk−1 f (x)[y]− k ˇP xk,k(h, k−1 y)
we get
∥dk−1 f (x + h)− dk−1 f (x)− k! ˇP xk,k(h, ·, . . . , ·)∥ = o(∥h∥).
This means that dk f (x) = k!P xk,k , which finishes the proof. 
5. Extensions of mappings to the bidual
Extensions of polynomial mappings between Banach spaces to their biduals have been
considered by Pełczyn´ski in [63], in the special case of C(K ) spaces. The general Banach space
case was treated by Aron and Berner [10] in their seminal paper. The polynomial extension leads
naturally to extensions of holomorphic functions, via the Taylor formula. The topic received
considerable attention in the literature; we refer the reader to [31, p. 79] for the references
and applications to the holomorphic function theory in infinite dimension. The main result of
this section is a generalization of the extension theorem to the case of uniformly differentiable
mappings between Banach spaces, which appears to be the proper setting for the result. The proof
still relies on ultrapowers, but the properties of the extension are gleaned out using the Converse
Taylor theorem and the Fre´chet characterization of polynomial mappings. Let us mention that
the general problem of extensions of mappings from subspaces to their superspaces, preserving
various properties, is very difficult and has received considerable attention in the literature;
see [17] for more references. It was noted in [10] that one essentially cannot expect the existence
of polynomial extensions beyond the bidual.
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Let X be a Banach space, I be an index set and U be a non-principal ultrafilter on I . Let
ℓ∞(I ; X) = {{xα}α∈I : supα∈I ∥xα∥ < ∞} be a Banach space with the sup norm. Then
∥{x}α∥U = limU ∥xα∥ is a continuous seminorm on ℓ∞(I ; X).
Definition 5.1. The ultrapower (X)U of X is the Banach space ℓ∞(I, X)/ ker ∥ · ∥U with norm
∥(xα)U∥ = limU ∥xα∥.
Proposition 5.2 ([50,67]). (X)U is finitely representable in X, and j : x → (xα)U , where
xα = x, defines a canonical isometric embedding of X into (X)U .
Proposition 5.3 ([49]). For every Banach space X there exists an ultrafilter U and an isometric
embedding j : X∗∗ → (X)U such that there is a norm one projection P : (X)U → j (X∗∗)
whose restriction to X is the canonical embedding.
Proof. We let
I = {(M, N , ε) : M ↩→ X∗∗, N ↩→ X∗ are finite dimensional subspaces and ε > 0}. (18)
The partial order on I is defined so that (M1, N1, ε1) ≺ (M2, N2, ε2) if and only if M1 ⊂
M2, N1 ⊂ N2, ε1 ≥ ε2. Consider the filter F on I consisting of all sets of the form Sβ = {α :
α ≽ β}, β ∈ I , and extend it to an ultrafilter U on I . By the principle of local reflexivity,
[34, p. 292], for each α = (M, N , ε) there is Tα : M → X, ∥Tα∥ < (1+ ε), Tα X∩M = I dX∩M
and
⟨Tαu, f ⟩ = ⟨u, f ⟩, u ∈ M, f ∈ N . (19)
The embedding j is now defined as
j (u) = (xα)U , (20)
where for each α ∈ I ,
xα =
xα =
Tα(u)
1+ ϵ , if u ∈ M for some α = (M, N , ϵ) ∈ I
0, otherwise.
Next we define Q : (X)U → X∗∗ as Q(xα)U = w∗ − limU xα . These definitions imply that
⟨Q ◦ j (u), f ⟩ = lim
U
⟨xα, f ⟩ = ⟨u, f ⟩, u ∈ X∗∗, f ∈ X∗. (21)
This shows that Q ◦ j = I dX∗∗ , and setting P = j ◦ Q we get the desired projection. 
Theorem 5.4. Let X be a real or complex Banach space, and let U be an ultrafilter
from Proposition 5.3. Then for every Banach space Y , and every uniformly continuous mapping
T : BX → Y we let T˜ : BX∗∗ → Y ∗∗ to be defined by
T˜ (x∗∗) = w∗ − lim
U
T (xα), x
∗∗ = w∗ − lim
U
(xα). (22)
Then T˜ is well-defined and the following properties are satisfied.
0. Let u ∈ X, ∥u∥ < r, r ∈ (0, 1), and A : X → X be the affine mapping A(x) = x − u. If
T, S : BX → Y and f : BX → R are uniformly continuous, then
(T + S)(x∗∗) = T˜ (x∗∗)+ S˜(x∗∗), x∗∗ ∈ BX∗∗ ,
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f T (x∗∗) = f˜ (x∗∗)T˜ (x∗∗), x∗∗ ∈ BX∗∗ ,
T ◦ A(x∗∗) = T˜ ◦ A∗∗(x∗∗), x∗∗ ∈ (1− r)BX∗∗ .
In other words, the extensions preserve algebraic operations such as taking sums and
products of functions, as well as shifts of the domain by a vector from X.
1. If the modulus of continuity of T is ω(t), then T˜ has modulus of continuity ω(t).
2. If T ∈ Pn(X; Y ) then T˜ ∈ Pn(X∗∗; Y ∗∗). Moreover, if T ∈ P(n X; Y ) then T˜ ∈
P(n X∗∗; Y ∗∗).
3. If T is UCk smooth in the interior of BX then T˜ is also UCk smooth in the interior of BX∗∗ ,
and if the modulus of continuity of dk T is ω(t), then dk T˜ has modulus of continuity ω(t).
4. If Y = Z∗ then using Dixmier projection we can get an extension T˜ : BX∗∗ → Y .
5. If T (BX ) is relatively weakly compact (resp. rel. compact) then T˜ (BX∗∗) ⊂ T (BX ) ⊂ Y is
again relatively weakly compact (resp. rel. compact).
Proof. Proof of 0 is standard and we omit it.
Proof of 1. Suppose x∗∗ = w∗−limU (xα), y∗∗ = w∗−limU (yα) are elements of BX∗∗ , where
xα = Tα(x∗∗), yα = Tα(y∗∗), α ∈ I are the “coordinates” representing the respective elements
according to (20).
If ∥x∗∗ − y∗∗∥ < δ and x∗∗, y∗∗ ∈ M then for every α ≻ (M, {0}, ε) it holds ∥xα − yα∥ <
(1+ ε)δ. Thus limU ∥xα − yα∥ ≤ δ. The statement 1 follows.
Proof of 2. By the Fre´chet theorem [39,64], the continuous mapping T : X → Y is a
polynomial of degree at most n if and only if
n+1
k=0
(−1)n+1−k

n + 1
k

T (x + ky) = 0 for all x, y ∈ X. (23)
Suppose again that x∗∗ = w∗ − limU (xα), y∗∗ = w∗ − limU (yα) are elements of BX∗∗ . By
assumption,
n+1
k=0
(−1)n+1−k

n + 1
k

T (xα + kyα) = 0 for all α ∈ U . (24)
Consequently, by passing to a w∗-limit along the ultrafilter U ,
n+1
k=0
(−1)n+1−k

n + 1
k

T˜ (x∗∗ + ky∗∗) = 0 for all x∗∗, y∗∗ ∈ X∗∗. (25)
So T˜ is a polynomial of degree at most n, which proves the first part of 2. The fact that
extension preserves n-homogeneity is clear.
To prove 3, let
Pa =
k
j=0
1
j !d
j T (a) ∈ Pk(X; Y ), a ∈ BX (26)
be the Taylor polynomial of T at a, so that
∥T (x)− Pa(x − a)∥ =
T (x)− k
j=0
1
j !d
j T (a)[(x − a)]
 ≤ ω(∥x − a∥)∥x − a∥k, (27)
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where limt→0 ω(t) = 0 is the modulus of uniform continuity of the Taylor estimate of T , which
is independent of a ∈ BX . Suppose again that a∗∗ = w∗ − limU (aα) ∈ BX∗∗ , ∥a∗∗∥ < 1, (and
also {α : ∥aα∥ < 1+∥a∗∗∥2 } ∈ U), x∗∗ = w∗ − limU (xα) ∈ X∗∗. We define Pa
∗∗ : X∗∗ → Y ∗∗ by
the formula
Pa
∗∗
(x∗∗) = w∗ − lim
U
Paα (xα). (28)
It is easy to show that Pa
∗∗
(x∗∗) is well-defined and x∗∗ → Pa∗∗(x∗∗) is continuous on X∗∗. By
(23) it is also clear that for any x∗∗ = w∗ − limU (xα), h∗∗ = w∗ − limU (hα)
k+1
j=0
(−1)k+1− j

k + 1
j

Paα (xα + jhα) = 0 for all α ∈ U . (29)
Hence, by passing to a w∗-limit along the ultrafilter U we have
k+1
j=0
(−1)k+1− j

k + 1
j

Pa
∗∗
(x∗∗ + jh∗∗) = 0
for all a∗∗ ∈ BX∗∗ , x∗∗, h∗∗ ∈ X∗∗. (30)
Thus by using the Fre´chet theorem we may conclude that Pa
∗∗ ∈ Pk(X∗∗; Y ∗∗). Next we
use (27)
∥T (xα)− Paα (xα − aα)∥ ≤ ω(∥x − a∥)∥x − a∥k . (31)
By passing to a w∗-limit along the ultrafilter U again we conclude that
∥T˜ (x∗∗)− Pa∗∗(x∗∗ − a∗∗)∥ ≤ ω(∥x∗∗ − a∗∗∥)∥x∗∗ − a∗∗∥k . (32)
It is also easy to check that the map a∗∗ → Pa∗∗ is continuous on BX∗∗ and by the Converse
Taylor Theorem 4.2 we obtain that T˜ is UCn-smooth in the interior of BX∗∗ and Pa
∗∗
is its Taylor
polynomial at the point a∗∗. The last statements 4 and 5 are obvious. 
Another important aspect of bidual extensions is the commuting of the extension with
differentiation. It is well-known that the Aron–Berner extensions commute with differentiation,
when restricted to the original space X . The same holds in our case, by a simple argument.
However, we may consider a more general problem, whether the extension commutes with
differentiation on the whole domain in the bidual. We are able to establish it only under rather
strong assumptions. Nevertheless these assumptions are met by the W1-spaces not containing a
copy of ℓ1 spaces, according to the result later in this note.
Theorem 5.5. Suppose that f ∈ C1u(BX ; Y ) and d f ∈ CK (BX ;L(X; Y )). Thend f (x∗∗) = d f˜ (x∗∗) ∈ L(X∗∗, Y ∗∗)
and d f˜ (x∗∗) is w∗-to-w∗ continuous for all x∗∗ ∈ BX∗∗ .
Proof. Since d f ∈ CK (BX ;L(X; Y )), we have by a well-known result from general topology
that all Hausdorff topologies, that are not stronger than the norm topology, coincide on the set
d f (BX ) ⊂ L(X; Y ). Hence we have for each x∗∗ = (xα)U ∈ BX∗∗d f (x∗∗) = w∗ − lim
U
d f (xα) = ∥ · ∥ − limU d f (xα) in L(X; Y )
∗∗,
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so we obtain d f (x∗∗) ∈ L(X; Y ). Using the canonical mapping T → T ∗∗, we can consider
L(X; Y ) as a subspace of L(X∗∗; Y ∗∗). Each pair ϕ = (v∗∗, y∗) in X∗∗ × Y ∗ defines a bounded
linear functional on L(X∗∗; Y ∗∗) by ⟨ϕ, S⟩ = S(v∗∗)(y∗) for each S ∈ L(X∗∗; Y ∗∗). It is clear
that X∗∗ × Y ∗ is a separating set of functionals on L(X∗∗; Y ∗∗).
It follows from Theorem 5.4 and its proof that
d f˜ (x∗∗)(v∗∗) = w∗ − lim
U
d f (xα)(vα)
for each x∗∗ = (xα)U in BX∗∗ and v∗∗ = (vα)U ∈ X∗∗.
To show d f (x∗∗) = d f˜ (x∗∗) we need to check that ⟨d f (x∗∗), ϕ⟩ = ⟨d f˜ (x∗∗), ϕ⟩ for every
ϕ = (v∗∗, y∗) ∈ X∗∗ × Y ∗. We can see that
⟨d f (x∗∗), ϕ⟩ = lim
U
⟨d f (xα)∗(y∗), v∗∗⟩,
and
⟨d f˜ (x∗∗), ϕ⟩ = ⟨d f˜ (x∗∗)(v∗∗), y∗⟩
= lim
U
⟨d f (xα)(vα), y∗⟩
= lim
U
⟨vα, d f (xα)∗(y∗)⟩.
Since ∥·∥− limU d f (xα) exists in L(X; Y ) and v∗∗ = w∗− limU vα we getd f (x∗∗) = d f˜ (x∗∗).
The fact that d f˜ (x∗∗) ∈ L(X; Y ) implies that d f˜ (x∗∗) is w∗-to-w∗ continuous. 
Remark 5.6. The extensions defined above formally depend on the ultrafilter U which was
chosen at the beginning of the construction. However, if the operator T maps weakly Cauchy nets
into weakly Cauchy nets, then T˜ is independent of the choice of U . Suppose that T ∈ C1u(BX ; Y ).
Then T˜ will be independent of the ultrafilter U provided φ ◦ T ∈ Cwu(BX ), for every φ ∈ Y ∗. By
Theorem 3.3 this condition is indeed satisfied for every Banach space which belongs to classW1
(see Definition 6.1) and contains no copy of ℓ1. In fact, the uniqueness of the bidual extension
leads directly to the conditions set forth in the definition of class W1. By the results in [26]
every X = C[0, α], (or c0), α countable ordinal, satisfies these conditions. This is important
for the development of our paper for the following reason. In order to obtain more results on the
operators from X = C[0, α], we have constructed in [26] an extension for operators in C1u(BX ; Y )
into the bidual, using a limit process involving weakly Cauchy sequences in X . In view of the
uniqueness, we see that the extensions used in [26] coincide with the extensions to the bidual
constructed in the present note, so we are allowed to use the results from [26] without problems.
The next result generalizes the classical results from [53] concerning extensions of linear
operators, into the case of UCm-smooth operators.
Theorem 5.7. Let X be an L∞,λ space, λ ≥ 1. Suppose that i : X ↩→ Z is an isometric
embedding, m ∈ N ∪ {∞}. Then for every Banach space Y , and every mapping T ∈ Cmu (BX ; Y )
there exists an extension S ∈ Cmu ( 1λ BZ ; Y ∗∗) of T . If Y is complemented in its bidual then the
extension can be constructed with values in Y . If T (BX ) is relatively compact (resp. relatively
weakly compact) then the extension has values in Y and it is relatively compact (resp. relatively
weakly compact).
Proof. By Theorem 5.4 there exist an extension T˜ ∈ Cmu (BX∗∗; Y ∗∗). We have an isometry
i∗∗ : X∗∗ ↩→ Z∗∗. Since X∗∗ is a Pλ space, X1 = i∗∗(X∗∗) is a λ-complemented subspace of
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Z∗∗. Let P : Z∗∗ → X1 be the projection of norm bounded by λ, and P1 be restriction of P to
Z ↩→ Z∗∗. We let the extension be S = T˜ ◦ P1 ∈ Cmu ( 1λ BZ ; Y ∗∗). 
6. ClassW
Definition 6.1. We say that a Banach space X is a Wλ-space, λ ∈ (0, 1], if
C1u(BX ) ⊂ CwsC(λBX ). (33)
We say that a Banach space X is a W-space if it is a Wλ-space, for some λ ∈ (0, 1].
A standard argument using the uniform continuity shows that if X is a Wλ space for every
λ < ξ then X is also a Wξ space. We are going to use this simple observation often and without
mention. In particular in case when X = C(K ) space, which is a L∞,λ space for every λ > 1,
this implies that all C(K ) spaces are W1 spaces. By Theorem 3.3, using the results in [12], and
a standard compactness argument we see the following.
Fact 6.2. Let X be a Wλ space, ℓ1 ↩̸→ X, Y be a Banach space, T ∈ C1u(BX ; Y ). Then
T ∈ CwsC(λBX ; Y ) if and only if T ∈ CK (λBX ; Y ).
Fact 6.3. Every Schur space, in particular ℓ1, is trivially a W1 space.
Note that by Theorem 3.3 if ℓ1 ↩̸→ X then the condition (33) is equivalent to
C1u(BX ) ⊂ Cwu(λBX ). (34)
The next results have been proved in [44,45,26].
Theorem 6.4 ([45]). If X is a Banach space isometric to c0 or C[0, α], where α is a countable
ordinal, then X is a W1-space.
Theorem 6.5 ([45]). The original Tsirelson space T ∗ is a W 1
2
-space.
The following theorem summarizes several results in [26]. In particular, it shows that the weak
continuity properties of smooth operators on X = C[0, α] spaces are determined by the weak
continuity of their restrictions to c0 subspaces of X . This phenomenon was first observed by
Pełczyn´ski in the case of linear operators on these spaces.
Theorem 6.6 ([26]). Let X = C[0, α], α a countable ordinal, Y be a Banach space, and
T ∈ C1u(BX ; Y ) \ CK (BX ; Y ). Then X has a subspace Z isometric to c0 such that T Z ∉
CK (BZ ; Y ). In fact, there exists a sequence {un}∞n=0 ⊂ BX such that {un}∞n=1 is equivalent to the
canonical basis of c0, and {T (u0 + un)}∞n=1 is a non-relatively-compact set in Y . In particular,
T ∉ Cwsc(BX ; Y ).
Since CwsC(BX ; Y ) = CK (BX ; Y ), under the assumptions of the theorem, we get Cwsc
(BX ; Y ) = CwsC(BX ; Y ), a generalization of results in [11] for polynomials.
By Remark 5.6 we are allowed to formulate the results on nontrivial differentiability from [26]
in terms of the present bidual extension.
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Theorem 6.7 ([26]). Let X = C[0, α], α a countable ordinal, and Y be a Banach space. If
T ∈ C1u(BX ; Y ) \ CK (BX ; Y ) then there exists an x∗∗ ∈ BX∗∗ , and a linear subspace Z ↩→ X∗∗
isomorphic to c0, such that
dT˜ (x∗∗) Z ∉ LwK (Z; Y ∗∗). (35)
Observe that X∗∗ = ℓ∞([0, α]) is isometric to ℓ∞. By Proposition 2.f.4 in [56] we may
strengthen the conclusion of Theorem 6.7 into the following condition. There exist a linear
subspace Z˜ ↩→ X∗∗ isomorphic to ℓ∞, such that
dT˜ (x∗∗) Z˜ ∈ L(Z˜; Y ∗∗) is a linear isomorphism. (36)
In particular, ℓ∞ ↩→ Y ∗∗. Let us now summarize the previous properties, adding a few more
conditions. We remark that due to a classical result of Mazurkiewicz and Sierpinski [60] every
C(K ) space, where K is a countable scattered compact, is isometric to some C[0, α]. Therefore
every separable subspace of a C(K ) space, for K scattered compact, is contained in a further
subspace isometric to some C[0, α]. First we need a simple observation.
Fact 6.8. Let X, Y be Banach spaces, U ⊂ X open, f : U → Y , and a ∈ U. Suppose D f (a)
exists, and D f (a) ∉ LwK (X; Y ), (resp. D f (a) ∉ LK (X; Y )). Then f (U ) is not relatively
weakly compact (resp. rel. compact).
Proof. Suppose that T = D f (a) ∉ LwK (X; Y ), and assume for simplicity of notation that
a = 0, f (a) = 0, and ∥T ∥ ≤ 1. By the Eberlein–Smulyan theorem we know that there
exists {xk}∞k=1 ⊂ BX such that {T (xk)}∞k=1 contains no weakly convergent subsequence. Denote
yk = T (xk), and choose a y ∈ {yk}∞k=1
w∗ ⊂ Y ∗∗, with dist(y, Y ) = δ > 0. By (7) we see that
∥ f (λxk)− λyk∥ ≤ ω(λ)λ, k ∈ N, λ > 0. (37)
Choose λ > 0 such that ω(λ) < δ4 . By the linearity, λy ∈ {λyk}∞k=1
w∗
, and dist(λy, Y ) = δλ.
By (37) it is clear that there exists z ∈ { f (λxk)}∞k=1
w∗
, with ∥z − λy∥ ≤ δ4λ, so in particular
dist(z, Y ) > δ2λ > 0. This ends the proof in the weakly compact case. The norm compact case
is similar. 
Theorem 6.9. Let X = C(K ), K be a scattered compact space, and Y be a Banach space,
T ∈ C1u(BX ; Y ). The following conditions are equivalent.
1. T ∈ CK (BX ; Y ).
2. T ∈ Cwu(BX ; Y ).
3. T ∈ Cwsc(BX ; Y ).
4. T ∈ CwsC(BX ; Y ).
5. T ∈ Cw(BX ; Y ).
6. dT˜ (x∗∗) ∈ LK (X∗∗; Y ∗∗) for all x∗∗ ∈ BX∗∗ .
7. T ∈ CwK (BX ; Y ).
Proof. Conditions 3 and 5 are equivalent using Theorem 3.2. Conditions 2 and 4 are equivalent
by Theorem 3.3. Since X belongs to W1 class, and ℓ1 ↩̸→ X , conditions 1 and 4 are equivalent
by Fact 6.2. Conditions 3 and 4 are equivalent by Theorem 6.7. This completes the equivalence
of 1–5.
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If 1 fails then again by Theorem 6.7 condition 6 fails. Clearly, if 6 fails then by Fact 6.8 we
see that T˜ ∉ CK (BX∗∗; Y ∗∗), so again T ∉ CK (BX ; Y ). By Theorem 6.7 and Fact 6.8 we see that
T˜ ∉ CwK (BX∗∗; Y ∗∗), so 7 fails. If 7 fails then 1 fails trivially. This finishes the proof. 
We note that considering all points from BX∗∗ , rather than just BX , is necessary in condition
6. Indeed, choosing a surjective increasing real C∞-smooth function φ : R → R, φ(0) = 0,
dφ(0) = 0, one can show that the operator Φ : c0 → c0,Φ((xk)∞k=1) = (φ(xk))∞k=1 belongs to
C1u(c0; c0), it is surjective, but dΦ(x) ∈ LK (c0; c0) for every x ∈ c0.
Recall the classical Pełczyn´ski result for linear operators. Let X = C[0, α], α a countable
ordinal, and Y be a Banach space. Then L(X; Y ) = LK (X; Y ) if and only if Y contains no
subspace isomorphic to c0. In fact, Pełczyn´ski generalized his theorem also into the polynomial
setting. However, the UC1-smooth case is much harder. In order to simplify the formulations of
many results below we introduce the following property (∗).
Definition 6.10. We say that a Banach space X has property (∗) if
C1u(Bc0; X) ⊂ CwsC(Bc0; X).
We do not know if (∗) for X is equivalent to c0 ↩̸→ X . The results in [26] (combining
Proposition 1.3, Theorem 1.5, Corollary 2.6(i), and Theorem 2.7) claim the following
generalization of the classical Pełczyn´ski theorem mentioned above.
Theorem 6.11 ([26]). A Banach space X has (∗) whenever it belongs to any of the following
classes:
1. c0 ↩̸→ X∗∗,
2. X is a dual space and c0 ↩̸→ X,
3. X has the PCP (in particular RNP) property,
4. X has property (u) of Pełczyn´ski (in particular, X is a subspace of a space with an
unconditional Schauder basis, or a complemented subspace of a Banach lattice) and c0 ↩̸→ X.
An important special case of condition 1 is when X has nontrivial cotype. Indeed, nontrivial
cotype for X is equivalent to X not containing uniformly the copies of ℓn∞, [29, p. 283]. By
the principle of local reflexivity one can see easily that nontrivial cotype for X is equivalent to
nontrivial cotype for X∗∗. Combining Theorems 6.6 and 6.11 we obtain one of the main results
from [26].
Theorem 6.12 ([26]). Let X = C[0, α], α a countable ordinal (or X = c0), and Y be a Banach
space with property (∗). Then
C1u(BX ; Y ) ⊂ CwsC(BX ; Y ).
Again, by the standard separable reduction argument the above theorem holds for any
X = C(K ), where K is any infinite scattered compact set.
Theorem 6.13. Every hereditarily DPP Banach space X is a Wλ-space, for some λ > 0.
Moreover, for any Banach space Y with property (∗) we have
C1u(BX ; Y ) ⊂ CwsC(λBX ; Y ).
Y.S. Choi et al. / Advances in Mathematics 234 (2013) 453–487 475
Proof. Denote by {e j }∞j=1 the canonical unit basis of (c0, ∥ · ∥∞). By the results in [51,
Theorem 2.1 and Remark 2.2] if X is a hereditarily DPP space then X has a quantitative version
of property (u) of Pełczyn´ski. More precisely, there is a C > 1 such that if {y j }∞j=1 is a weakly
Cauchy, but not weakly convergent, sequence from BX then
y j =
j
i=1
ui + x j (38)
where the series
 j
i=1 u j is weakly unconditionally Cauchy (WUC) and {x j }∞j=1 is weakly null.
Moreover,
sup
φ∈BX∗
j
i=1
|φ(ui )| ≤ C. (39)
If, on the other hand, {y j }∞j=1 is a semi-normalized weakly null sequence then it has a
subsequence {x j }∞j=1 such that
1
C
inf{∥x j∥ : j ∈ N} ≤
 ∞
j=1
a j x j
 ≤ C4 sup{∥x j∥ : j ∈ N} for |a j | ≤ 1, j ∈ N. (40)
We claim that X is aW 1
2C2
space, i.e. λ = 1
2C2
is sufficient. To this end, let f ∈ C1u(BX ) and let
{y j }∞j=1 be a weakly Cauchy sequence from 12C2 BX . There is no loss of generality assuming that
∥y j∥ = 12C2 , j ∈ N. We need to show that { f (y j )}∞j=1 is a convergent sequence. If {y j }∞j=1 is
weakly convergent to some y ∈ 1
2C2
BX then it clearly suffices to show that for some subsequence
{x j }∞j=1 we have lim f (x j ) = f (y). Choose a subsequence such that {x j − y}∞j=1 satisfies
(40), and let L : c0 → X be a 1C -bounded linear operator determined by L(e j ) = x j . Then
L1(x) = L(x) + y is an affine operator, L1(Bc0) ⊂ BX . Clearly, f ◦ L1(e j ) = f (x j ) and the
values tend to f (y) = f ◦ L1(0) as c0 is a W1-space, and f ◦ L1 ∈ C1u(Bc0).
If {y j }∞j=1 is a weakly Cauchy, non-weakly convergent sequence then we assume, by
contradiction, that f (y2 j ) < α < β < f (y2 j+1). We conclude the existence of {u j }∞j=1 such
that (38) holds and supφ∈BX∗
 j
i=1 |φ(ui )| ≤ 12C . Moreover, by passing to a subsequence, we
can by [51] again also assume in addition that both {x2 j }∞j=1 and {x2 j+1}∞j=1 are 1C -bounded and
equivalent to the unit basis of c0 (we omit the easier case when some of them are norm null). By
Proposition 2.4.7 in [2] there is a 12C -bounded linear operator M : c10 → X with T (e1j ) = u j .
So let L : c20 → X be defined as L(e2j ) = x j . Then O : c10 ⊕ c20 → X defined as
O(x ⊕ y) = M(x)+ L(y) is bounded by 1, so O(Bc10 ⊕ Bc20 ) ⊂ BX . Clearly,
O

2 j
i=1
ei ⊕ e2 j

=
2 j
i=1
ui + x2 j = y2 j
and
O

2 j+1
i=1
ei ⊕ e2 j+1

=
2 j+1
i=1
ui + x2 j+1 = y2 j+1.
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Note that {2 j+1i=1 ei ⊕ e2 j+1}∞j=1 is a weakly Cauchy sequence in the unit ball of a W1-space
c10⊕c20. Also, f ◦O ∈ C1u(Bc0). Thus f (y j ) = f ◦O(
 j
i=1 ei ⊕e j ) form a convergent sequence,
a contradiction.
If Y has (∗) we only need prove, by Fact 6.2, that
T ∈ C1u(BX ; Y )⇒ T ∈ CK (λBX ; Y ).
By contradiction, applying the Rosenthal ℓ1-theorem to the space X which contains no copies of
ℓ1, suppose that {y j }∞j=1 is a weakly Cauchy sequence from λBX such that {T (y j )}∞j=1 forms a
δ-separated set for some δ > 0. The rest of the proof now follows along the same lines as the
argument above, using Theorem 6.12 along the way. 
The following is one of the main principles for dealing with C(K ) spaces, for non-scattered
compact spaces K (as well as the more general L∞-spaces). It is again a reduction principle,
inspired in fact by the classical results of Zippin [68]. However, our result does not follow
from [68] directly, as there are examples (first constructed by Bourgain) of non-Schur Banach
spaces, that are saturated by copies of ℓ1 [19,15]. In particular, it may happen that a Banach space
which is generated by a weakly null sequence may still contain a copy of ℓ1, and so its dual is
nonseparable.
Theorem 6.14. Let X = C(K ), K a compact space. Let {xk}∞k=1 be a weakly Cauchy sequence
in BX and ε > 0. Then there exists Z ↩→ X∗∗, Z isometric to C[0, α], α a countable ordinal,
and a weakly Cauchy sequence {zk}∞k=1 in BZ such that ∥zk − xk∥ < ε, k ∈ N.
Proof. Note that the Banach space (and algebra) of all bounded and Borel functions Y =
(B(K ), ∥ · ∥∞) is naturally a subspace of X∗∗.
Let {xk}∞k=1 be a weakly Cauchy sequence in BX , with the pointwise limit x ∈ Y on K
(by the Lebesgue dominated convergence theorem we have x = w∗ − lim xk). By passing to
a subalgebra of C(K ) generated by {1id} ∪ {xk}∞k=1 we may assume without loss of generality
that C(K ) is separable, so K is a metrizable compact. Pick an n ∈ N, n > 5
ε
, and denote
∆ = { jn : j = −n,−n + 1, . . . , n − 1, n}. We first construct a sequence {yk}∞k=1 of Borel
functions yk : K → ∆, ∥yk − xk∥ ≤ 1n , which converges pointwise to a Borel function y ∈ Y .
We let y(t) = jn if and only if j+1n > x(t) ≥ jn , and we let
yk(t) =
 j
n
if |xk(t)− y(t)| ≥ 1n and
j + 1
n
> xk(t) ≥ jn for some − n ≤ j ≤ n
y(t) otherwise.
(41)
Fix t ∈ K . Since |y(t) − x(t)| < 1n , and {xk(t)}∞k=1 converges to x(t), there exists an l ∈ N
such that |xk(t)− y(t)| < 1n holds for all k ≥ l, and so
yk(t) = y(t), for all k ≥ l. (42)
Let Φ : K → ∆N ⊂ Bℓ∞ be defined by Φ(t)k = yk(t). It follows from (42) that Φ(t)
is a sequence which is eventually constant. So Φ(K ) ⊂ ℓ∞ is a countable subset. Denote by
τp the pointwise topology on ℓ∞, so that (Bℓ∞ , τp) is a compact metrizable space. Denote
H = Φ(K )τp . It is clear that for every h ∈ H there exist a (non-unique) convergent sequence
{ti }∞i=1 in K , with the limit t ∈ K , such that h = τp − limi→∞ Φ(ti ). Two claims are required in
order to complete the proof of the theorem.
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Claim 6.15. Suppose that h = (hk)∞k=1 ∈ H, and {ti }∞i=1 is a convergent sequence in K , with
a limit t ∈ K , such that h = τp − limi→∞ Φ(ti ). Then there exists an m ∈ N such that
hk ∈ {y(t)− 1n , y(t), y(t)+ 1n } for all k ≥ m.
Proof of Claim 6.15. Let h ∈ H be given. There is no loss of generality assuming that yk(ti ) =
Φ(ti )k = hk , whenever k ≤ i . There exists an m ∈ N such that |xk(t)− y(t)| < 1n for all k ≥ m.
Fix some k ≥ m from now on. By the continuity of xk we have limi→∞ |xk(ti ) − xk(t)| = 0.
Hence for large enough i, |y(t) − xk(ti )| < 1n . Since ∥xk − yk∥ ≤ 1n , for i large enough we get
the estimate
|hk − y(t)| = |Φ(ti )k − y(t)| = |yk(ti )− y(t)|
≤ |yk(ti )− xk(ti )| + |xk(ti )− y(t)| < 2n .
We get that hk ∈ {y(t)− 1n , y(t), y(t)+ 1n } which ends the proof of claim. 
Let D = ∆N, and for a subset A ⊂ ∆ we use the notation OscA = max A −min A.
For every a = (a j )∞j=1 ∈ D there exists a uniquely determined, possibly finite, increasing
sequence of elements from N∪ {∞}, n(a, k), k = 1, 2, . . . , with n(a, 1) = 1, and the following
properties.
1. Osc{ai : i ∈ [n(a, k), n(a, k + 1))} ≤ 2n .
2. Osc{ai : i ∈ [n(a, k), n(a, k + 1)]} > 2n .
It is important to notice that the values of n(a, k) are determined purely by the values of
the sequence (a j ) up to that particular index. We define Q : D → D in the following way. If
i ∈ [n(a, k), n(a, k + 1)) then
Q(a)i =

min
j∈[n(a,k),i] a j , provided ai ≤ a j for some n(a, k) ≤ j < i,
ai otherwise.
(43)
The definition of Q is somewhat complicated in order to achieve that Q ◦ Q = Q holds
for all elements of D. Indeed, the oscillations of the sequence (ai ) ∈ D within the intervals
[n(a, k), j], for any k, j ≥ n(a, k) and its image Q(a) are identical, so in particular n(a, k) =
n(Q(a), k) holds. Moreover, it is clear that if τp − limk→∞ bk = b, where bk ∈ D, then
τp − limk→∞ Q(bk) = Q(b).
Using the mapping Q we now introduce functions zk(t) = Q(Φ(t))k . It is clear from the
definition that zk are Borel functions on K , because they are obtained pointwise by using the
usual algebraic and logical operations on the values of y1, . . . , yk . Also, ∥yk − zk∥ ≤ 2n , so∥zk − xk∥ < ε, k ∈ N.
Since Φ(t) is eventually constant for every t ∈ K , the same holds for the sequence {zk(t)}∞k=1,
which implies that the sequence of functions {zk}∞k=1 ⊂ Y is pointwise convergent to some z ∈ Y .
Let Ψ : K → D be defined by Ψ(t)k = zk(t). Denote G = Ψ(K )τp .
Claim 6.16. If g = (g j )∞j=1 ∈ G then there exist an l ∈ N such that g j is constant for all j ≥ l.
In particular, G is a countable compact set.
Proof of Claim 6.16. For every g ∈ G we have Q(g) = g. Indeed, Q(Ψ(t)) = Ψ(t)
for all t ∈ K , and there exists a sequence {ti }∞i=1 in K convergent to t ∈ K , such that
τp − limi→∞Ψ(ti ) = g. By passing to a subsequence of {ti }∞i=1, if necessary, we assume
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in addition that τp − limi→∞ Φ(ti ) = h, where h = (hk)∞k=1 ∈ H is the pointwise limit of{Φ(ti )}∞i=1.
By Claim 6.15 there exist an m ∈ N so that hk ∈ {y(t) − 1n , y(t), y(t) + 1n } whenever
k ≥ m. It is now obvious that Q(h) is a sequence which is eventually constant. Indeed,
since Osc{hl : l > m} ≤ 2n , there is at most one k ∈ N such that n(h, k) > m. Since
Q(Φ(ti )) = Q(Ψ(ti )) = Ψ(ti ) we may conclude that g = Q(h), which proves the claim. 
We proceed by finishing the proof of Theorem 6.14. Let Z be the subalgebra of Y generated
by {1id}∪{z j }∞j=1. Consider the coordinate functions φ j : Bℓ∞ → R, restricted to G. Then by the
Stone–Weierstrass theorem the algebra generated by the set {1id} ∪ {φ j }∞j=1 is the whole space
C(G). This space is isometric to some C[0, α], by the classical results in [65, p. 1560]. Consider
the mapping I : Z → C(G), I (z j ) = φ j , j ∈ N, determined by φ j (Ψ(t)) = Ψ(t) j = z j (t),
and extended by algebraic operations. It is standard to check that I is an isometry. Moreover,
Claim 6.16 implies that {φ j }∞j=1 is pointwise Cauchy on G. By the Grothendieck criterion, it is
a weakly Cauchy sequence, and consequently {z j }∞j=1 is also a weakly Cauchy sequence. This
finishes the proof of theorem. 
Theorem 6.17. Let X = C(K ), K be a compact Hausdorff space, and Y be a Banach space.
Suppose that T ∈ C1u(BX ; Y ) \ CwsC(BX ; Y ). Then there exists Z isometric to a subspace of
X∗∗, Z ∼= C[0, α], α a countable ordinal, such that T˜ BZ ∈ C1u(BZ ; Y ∗∗) \ CwsC(BZ ; Y ∗∗).
Proof. Let {xk}∞k=1 be a weakly Cauchy sequence in BX such that {T (xk)}∞k=1 is not convergent.
By passing to a subsequence we may assume without loss of generality that
dist({T (x2k)}∞k=1, {T (x2k+1)}∞k=1) > δ > 0. (44)
Fix ε > 0 and applying Theorem 6.14 find a weakly Cauchy sequence {zk}∞k=1 in BZ such that
∥zk − xk∥ < ε, k ∈ N. Since T˜ is uniformly continuous, if ε > 0 is small enough we will obtain
dist({T˜ (z2k)}∞k=1, {T˜ (z2k+1)}∞k=1) >
δ
2
. (45)
This proves the result. 
The next theorem generalizes the classical DPP property of L∞-spaces for linear operators
(established in several stages by Dunford, Pettis, Grothendieck, Lindenstrauss and Pełczyn´ski)
into the case of smooth operators with uniformly continuous derivative. We also mention that the
result was proved for homogeneous polynomials by Ryan [66].
Theorem 6.18. Let X be an L∞,λ-space, λ ≥ 1, and Y be a Banach space. Then
C1u(BX ; Y ) ∩ CwK (BX ; Y ) ⊂ CwsC

1
λ
BX ; Y

. (46)
Let Y be such that c0 ↩̸→ Y ∗∗. Then
C1u(BX ; Y ) ⊂ CwsC

1
λ
BX ; Y

. (47)
In particular, X is a W 1
λ
space.
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Proof. By contradiction. Fix T ∈ C1u(BX ; Y ) \ CwsC( 1λ BX ; Y ) and choose an isometric
embedding X ↩→ X0 = C(K ), for some compact space (e.g. K = (BX∗ , w∗)). Suppose that
{xk}∞k=1 is weakly Cauchy in X such that {T (xk)}∞k=1 is not convergent. Assume without loss of
generality that
dist({T (x2k)}∞k=1, {T (x2k+1)}∞k=1) > δ > 0. (48)
Fix ε > 0. By Theorem 6.14 there exists Z ↩→ X∗∗0 , Z isometric to C[0, α], α a countable
ordinal, and a weakly Cauchy sequence {zk}∞k=1 in BZ such that ∥zk − xk∥ < ε, k ∈ N. By
Theorem 2.14 X∗∗ is a Pλ-space. Hence there exists a linear extension operator (for the identity
mapping sending the copy of X ↩→ X∗∗0 onto a copy X ↩→ X∗∗) A : X∗∗0 → X∗∗, ∥A∥ ≤ λ.
Note that ∥A(zk)− xk∥ ≤ λε. Thus T˜ ◦ A ∈ C1u( 1λ BX∗∗0 ; Y ∗∗), and the restriction of T˜ ◦ A to 1λ BZ
is not wsC, provided ε is small enough. By Theorem 6.9, T˜ ◦ A( 1
λ
BZ ) is not relatively weakly
compact, so T˜ (BX∗∗) is not relatively compact, and neither is T (BX ) which proves (46). The
same argument proves also (47), using Theorem 6.12 and keeping in mind that by Theorem 6.11
condition 2, Y ∗∗ has the property (∗). 
If K is a non-scattered compact space then ℓ1 ↩→ C(K ), so there exists a linear quotient
T from C(K ) onto ℓ2. This quotient mapping is weakly compact and so it is wsC. Consider
a continuous 2-homogeneous polynomial P : ℓ2 → ℓ1, P((a j )∞j=1) = (a2j )∞j=1. Clearly,
P ◦ T ∈ PwsC(2C(K ); ℓ1) \ PwK (2C(K ); ℓ1). More generally, since Y = ℓ1 has cotype 2,
it fulfils the property (∗), and so C1u(BC(K ); ℓ1) ⊂ CwsC(BC(K ); ℓ1).
The class W behaves rather well with respect to taking quotients.
Proposition 6.19. Let X be a Banach space belonging to the classWλ, X0 ↩→ X be a separable
subspace, ℓ1 ↩̸→ X0, and Y = X/X0 be a quotient of X. Then Y ∈W λ
3
. More generally, if Z is
such that
C1u(BX ; Z) ⊂ CwsC(τ BX ; Z), τ > 0, (49)
then
C1u(BY ; Z) ⊂ CwsC
τ
3
BY ; Z

. (50)
Proof. Proving that condition (49) on a Banach space Z entails (50) gives in the special case
Z = R that Y ∈W λ
3
. We proceed with the proof by contradiction in the case of a general Banach
space Z . Let Q ∈ L(X; Y ) be a quotient mapping with kernel X0. Suppose, by contradiction, that
there exists a Banach space Z satisfying (49), T ∈ C1u(BY ; Z) and a weakly Cauchy sequence
{yk}∞k=1 ⊂ τ3 BY such that
dist({T (y2k)}∞k=1, {T (y2k+1)}∞k=1) > δ > 0. (51)
By Lohman’s lemma [59] (see also [27, Lemma 8]), which is based on Rosenthal’s ℓ1-
theorem, we may assume without loss of generality that there exist weakly Cauchy sequences
{x2k}∞k=1, {x2k+1}∞k=1 ⊂ τ3 BX such that Q(xk) = yk . Suppose that u = w∗ − limk→∞ x2k, v =
w∗ − limk→∞ x2k+1. By the standard argument, Q∗∗(u − v) = 0, and so (u − v) ∈
Ker(Q) ∩ 2τ3 BX
w∗
. By our assumptions, Ker(Q) = X0 is a separable Banach space not
containing a copy of ℓ1. It follows from the Odell–Rosenthal theorem [34, p. 263] that X∗∗0
consists of Baire-1 functions on the Polish space (BX0 , w
∗). By the Bourgain–Fremlin–Talagrand
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results in [21] (see also [34, p. 261]) the space of Baire-1 functions equipped with the topology of
pointwise convergence, on the Polish space (BX0 , w
∗), is angelic. Hence there exists a sequence
{zk}∞k=1 ∈ Ker(Q) ∩ 2τ3 BX such that (u − v) = w∗ − limk→∞ zk . Indeed, the w∗-topology on
X∗∗0 coincides with the pointwise topology of Baire-1 functions equipped with the topology of
pointwise convergence, on the Polish space (BX0 , w
∗). Note that {x2k+1}∞k=1 and {x2k − zk}∞k=1
are weakly Cauchy sequences in τ BX with the same w∗-limit value v ∈ τ BX∗∗ . Moreover,
Q(x2k − zk) = Q(x2k), k ∈ N. Hence T ◦ Q ∈ C1u(BX ) \ CwsC(τ BX ), a contradiction finishing
the proof. 
The above proposition is analogous to a result of Diestel on DPP Banach spaces
[27, Theorem 9], which claims that a quotient of a DPP space with a kernel not containing a
copy of ℓ1 is again a DPP space. Passing to nonlinear smooth images, we have the following
properties.
Fact 6.20. Let X ∈ Wλ be a Banach space, ℓ1 ↩̸→ X, and T ∈ C1u(BX ; Y ) be such that
Int T (λBX ) ≠ ∅. Then ℓ1 ↩̸→ Y .
Proof. We may assume without loss of generality that 0 ∈ Int T (BX ). By contradiction, if
ℓ1 ↩→ Y then ℓ2 is a linear quotient of Y , so we may assume without loss of generality that
Y = ℓ2 and there is a sequence {xk}∞k=1 in λBX such that {T (xk)}∞k=1 is the unit vector basis of
ℓ2. Thus by Rosenthal’s ℓ1-theorem, we may assume that {xk}∞k=1 is a weakly Cauchy sequence
and {T (xk)}∞k=1 is the unit vector basis of ℓ2, since every subspace in ℓ2 is complemented. Put
P(
∞
k=1 akek) =
∞
k=1(−1)ka2k . Clearly, P ◦ T ∈ C1u(BX ;R) but the sequence {P ◦ T (xk)}∞k=1
is not convergent, a contradiction. 
Proposition 6.21. Let X ∈Wλ be a reflexive space, T ∈ C1u(BX ; Y ) be such that Int T (λBX ) ≠
∅. Then Y is reflexive and Y ∈W .
Proof. Suppose that there is a ξ > 0 such that ξ BY ⊂ Int T (λBX ) and T (BX ) ⊂ BY . To show
that Y is reflexive, it suffices to show, by the Eberlein–Smulyan theorem, that any sequence
{yk}∞k=1 in ξ BY contains a weakly convergent subsequence. By Fact 6.20 ℓ1 ↩̸→ Y , so by
Rosenthal’s ℓ1-theorem we may assume that {yk}∞k=1 is weakly Cauchy. As X is assumed to
be reflexive, there exists a weakly convergent sequence {xk}∞k=1, with a weak limit x , in λBX
such that T (xk) = yk . By assumptions, {φ ◦ T (xk)}∞k=1 is convergent to φ ◦ T (x), for any
φ ∈ Y ∗, and thus Y is reflexive. We proceed by proving that Y ∈Wξ . Suppose, by contradiction,
that there exists an f ∈ C1u(BY ) and a weakly Cauchy (and so weakly convergent to some y,
by the reflexivity) sequence {yk}∞k=1 in ξ BY such that limk→∞ f (y2k) ≠ limk→∞ f (y2k+1).
Choose weakly convergent sequences {x2k}∞k=1 and {x2k+1}∞k=1 in λBX , with weak limits u, v,
such that T (xk) = yk . Clearly, T (u) = T (v) = y. Thus { f ◦ T (xk)}∞k=1 is convergent to f (y), a
contradiction. 
The Schreier space S ↩→ C[0, ωω] [22, p. 1] witnesses the fact that the class W is not closed
with respect to subspaces. Indeed, it is well-known that the formal identity mapping from S to
ℓ2 is bounded, so S admits a homogeneous scalar valued polynomial of degree 2 that is not wsc.
Belonging to the classW is not a three space property, as witnessed by the following example of
Ostrovskii. This example was originally constructed to show that the weak Banach–Saks property
is not a three space property. Later, it was observed in [23] that the construction witnesses the
failure of the three space property for the property P(k X) = Pwsc(k X), k ∈ N.
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Proposition 6.22 ([61,23]). There exists Banach spaces X, Y, Z such that X ↩→ Y, Y/X =
Z ∼= c0, X and Z belong to the class W , while Y ∼= S ⊕ ℓ1 does not belong to the class W .
Proof. The construction in [61,23] gives the spaces X, Y, Z satisfying the factorization property
such that Z ∼= c0 and Y ∼= S ⊕ ℓ1. So Z belongs to W while Y does not. It only remains to
check that the space X belongs to W . It is shown in [23, p. 119] that X has the so called weak
W1-property. This property is a reformulation of the hereditarily DPP property. By Theorem 6.13
the proof is finished. 
Theorem 6.23. Let X be a Banach space which belongs to Wλ, ℓ1 ↩̸→ X, and Y be a Banach
space such that Y ∗ has type p > 1. Then
C1u(BX ; Y ) ⊂ CwsC(λBX ; Y ) = Cwu(λBX ; Y ) = CK (λBX ; Y ). (52)
Proof. We show first that C1u(BX ; Y ) ⊂ CK (λBX ; Y ). Suppose there exists a weakly Cauchy
sequence {x j }∞j=1 in λBX , δ > 0, and f ∈ C1u(BX ; Y ) such that { f (x j )}∞j=1 forms a δ-separated
set in Y . Since Y ∗ is assumed to have nontrivial type, it follows that ℓ1 ↩̸→ Y (otherwise,
by Pełczyn´ski’s characterization we would have L1[0, 1] ↩→ Y ∗, which contradicts the type
condition). So using the Rosenthal’s ℓ1-theorem we may assume without loss of generality that
{ f (x j )}∞j=1 is weakly Cauchy in Y . So g j = f (x2 j ) − f (x2 j+1) forms a weakly null and
nonconvergent sequence in Y . By results of [36], by passing to a subsequence we may assume
without loss of generality that there exists a linear operator T : Y → ℓp, for some p ∈ (1,∞),
such that {T (g j )}∞j=1 is equivalent to the unit basis {e j }∞j=1 (with a dual basis {e∗j }∞j=1) of ℓp. Let
m ≥ p be an integer. Then F(y) =∞j=1(−1) j ⟨e∗j , T ◦ f (y)⟩m is easily checked to be a function
from C1u(BX ) which maps the weakly Cauchy sequence {x j }∞j=1 into a non-convergent sequence,
a contradiction. The remaining identities in (52) follow from [11] and Theorem 3.3. 
7. Weakly continuous polynomials
In this section we first investigate the weak continuity properties of polynomials, streamlining
and slightly generalizing some known results. The same proof as of Proposition 6.19 leads to the
following result.
Proposition 7.1. Let X be a Banach space, X0 ↩→ X be a separable subspace, ℓ1 ↩̸→ X0,
and Y = X/X0 be a quotient of X. Let Z be a Banach space and suppose that P(n X; Z) =
Pwsc(n X; Z) holds for some n ∈ N. Then P(nY ; Z) = Pwsc(nY ; Z).
We point out a special case of the above proposition, when X has the DPP. By a result
of Pełczyn´ski (sometimes credited to Ryan, who later proved a stronger result) in this case
P(n X) = Pwsc(n X), n ∈ N. Also, if X has the DPP then the condition ℓ1 ↩̸→ X is equivalent to
X∗ being a Schur space [27].
The next lemma is well-known for scalar valued polynomials. Recall that by [11] we already
know that PwsC(n X; Y ) = Pwsc(n X; Y ) for every Banach spaces X, Y and every n ∈ N.
Lemma 7.2. Let X, Y be Banach spaces, P(k X; Y ) = Pwsc(k X; Y ) for all k < n, and
P ∈ P(n X; Y ) \ Pwsc(n X; Y ). Then there is a weakly null sequence {yk}∞k=1 such that
lim infk→∞ ∥P(yk)∥ > 0.
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Proof. Suppose that {xk}∞k=1 is weakly convergent to x ∈ X such that ∥P(xk)− P(x)∥ > δ, k ∈
N. By (3),
∥P(xk)− P(x)∥ =
n−1
j=0

n
j

Pˇ( j x ,n− j (xk − x))
 > δ, k ∈ N. (53)
By the assumption, limk→∞ Pˇ( j x ,n− j (xk − x)) = 0, j = 1, . . . , n − 1. Thus we obtain
lim inf
k→∞ ∥P(xk − x)∥ = lim infk→∞ ∥Pˇ(
n(xk − x))∥ = lim inf
k→∞ ∥P(xk)− P(x)∥ ≥ δ. (54)
Letting yk = xk − x finishes the argument. 
The next result streamlines the known results in [3,4,40]. One of the many motivations
for studying when all polynomials are weakly continuous is that this property characterizes
reflexivity of the spaces of polynomials in question, as well as of the spaces of holomorphic
functions. We refer to [31] for a thorough description of this area.
Theorem 7.3. Let X be a Banach space, ℓ1 ↩̸→ X, and suppose that P(n X) = Pwsc(n X) for all
n ∈ N. If Y ∗ has type p > 1 then
P(n X; Y ) = Pwu(n X; Y ) = Pwsc(n X; Y ), for every n ∈ N. (55)
Proof. By results in [11] all weak continuity properties for polynomials coincide under the
assumption ℓ1 ↩̸→ X , so it suffices to treat the sequential case. We proceed by contradiction.
By Lemma 7.2 there exists a weakly null normalized sequence {x j }∞j=1 in X, δ > 0, and
P ∈ P(n X) such that ∥P(x j )∥ > δ, j ∈ N. For any φ ∈ Y ∗, φ ◦ P ∈ Pwsc(n X; Y ), so
we conclude that {P(x j )}∞j=1 is weakly null in Y . By results in [36] there exists a polynomial
Q ∈ P(dY ) such that Q(yk) = 1, k ∈ N, where {yk}∞k=1 is a subsequence of {P(x j )}∞j=1. Hence
Q ◦ P ∈ P(dn X) \ Pwsc(dn X), a contradiction. 
We point out that the result applies to every Banach space X whose dual X∗ is a Schur space,
as well as to the original Tsirelson space T ∗. In particular, in the case of linear operators, there
exist linear quotient mappings from L1[0, 1] or ℓ∞ onto ℓ2. According to the above theorem,
the restrictions of these linear quotient mappings to any reflexive subspaces, or more generally
subspaces without a copy of ℓ1, are compact operators. So the noncompactness of the range is
achieved by mappings of suitable ℓ1-basic sequences in X .
Theorem 6.23 has the following analogue in the polynomial case.
Theorem 7.4. Let X be a Banach space such that P(n X) = Pwsc(n X) for all n ∈ N. If Y ∗ has
type p > 1 then P Z ∈ PK (n Z; Y ) for every P ∈ P(n X; Y ) and every subspace Z ↩→ X, such
that ℓ1 ↩̸→ Z.
Let us now recall the following result (Theorem 3.1 in [26]) generalizing that of
Pełczyn´ski [62].
Theorem 7.5 ([26]). Let X = C(K ), where K is a scattered compact space, and Y be a Banach
space. Then P ∈ P(X; Y ) \ PK (X; Y ) if and only if there exists a sequence {x j }∞j=0 ⊂ BX such
that both sequences {x j − x0}∞j=1 and {P(x j )− P(x0)}∞j=1 are equivalent to the canonical basis
of c0.
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It was observed in [46] that if X contains a copy of ℓ1 then for every separable Banach space
Y there exists a P ∈ P(2 X; Y ) such that P(BX ) = BY . Hence no analogue of the previous
theorem holds for the general X = C(K ) spaces.
Moreover, by Theorem 4.2 in [26], there exists an operator T ∈ C1u(Bc0; Y )\CK (Bc0; Y ) such
that for no sequence {y j }∞j=0 ⊂ T (Bc0), {y j − y0}∞j=1 is equivalent to the canonical basis of c0.
Our next goal in this section is to find an example of a Banach space that does not belong to
the class W , but such that all of its scalar valued polynomials are weakly continuous.
The following property has been isolated by Bates in [16] in his work on C∞-smooth
surjective mappings between Banach spaces.
Definition 7.6. A Banach space X has B if and only if X∗ contains a normalized weakly null
Banach–Saks sequence.
The next result is in [16]. We give a short proof for the reader’s convenience.
Proposition 7.7. Let X be a Banach space with property B, ℓ1 ↩̸→ X. Then X fails to belong to
the class W .
Proof. By an argument due to Odell and Rosenthal, as presented by Bates in [16], X satisfies
property B if and only if X∗ contains a sequence { fk}∞k=1 such that for every ε > 0 there exists
k(ε) ∈ N such that
card{k : | fk(x)| > ε, x ∈ BX } ≤ k(ε). (56)
By passing to a subsequence of { fk}∞k=1 we may assume that there exists a biorthogonal
normalized weakly null sequence {xk}∞k=1. Let φ : R → R be a C∞-smooth function with
constant value 0 on [−1, 1] and constant value 1 outside the interval (−2, 2).
For each 0 < λ ≤ 1, let fλ : X → R be defined by the formula
fλ(x) =
∞
k=1
φ

3
λ
fk(x)

. (57)
It is clear that the restriction of fλ to any λBX , λ > 0 depends only on at most N = N (λ)
many evaluations fk(x), so it is a UC∞-smooth function. However, limk→∞ fλ(λxk) = 1 ≠
0 = fλ(0), so X ∉Wλ for any 0 < λ ≤ 1. 
Recall that the symmetrized Tsirelson space (S(T ∗), ∥ · ∥s) (see [22, p. 96]) is a reflexive
Banach space with a symmetric and 1-unconditional basis, whose norm is given by the formula ∞
k=1
akek

s
= sup
π∈Σ (N)
 ∞
k=1
aπ(k)ek

T ∗
. (58)
Theorem 7.8. The symmetrized Tsirelson space S(T ∗) has B (in particular, it is not aW-space),
although
P(n S(T ∗)) = Pwu(n S(T ∗)) (59)
for all n ∈ N.
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Proof. By [22] we know that T ∗ has an upper q-estimate, for every q > 1. By [22, p. 101]
every normalized sequence of disjoint vectors in S(T ∗) is dominated by the unit vector basis
{ek}∞k=1. This latter sequence is dominated by a “decreasing rearrangement” of the unit basis in
T ∗, according to the definition of the norm, so it also has an upper q-estimate, for every q > 1.
Recall the classical fact that every weakly null normalized sequence in a Banach space with a
Schauder basis contains a subsequence which is equivalent to a block sequence. By Lemma 7.2
this contradicts the existence of non-wsc polynomial in P(S(T ∗)). On the other hand, using the
dual basic sequence {e∗k }∞k=1 in (S(T ∗))∗, we see that (56) holds. Indeed, assume the contrary.
Then using the symmetry and the unconditionality of {ek}∞k=1 we obtain that the basis {ek}∞k=1 is
equivalent to the unit basis of c0, a contradiction. 
Note, in particular, the different behaviour of the original Tsirelson space T ∗ and its
symmetrization S(T ∗). The unit basis of T ∗ contains long stretches uniformly equivalent to
the basis of ℓm∞, which is not the case in S(T ∗). Note that by the Argyros–Farmaki [7] results,
(BS(T ∗), w) is a uniform Eberlein compact. Note also, that the identity operator on S(T ∗) does
not factorize through any superreflexive space. Otherwise S(T ∗) would admit a non-compact
operator into some ℓp, p ∈ (1,∞), and S(T ∗) would admit non-wsc polynomials.
8. Polynomial approximations
We begin this section by recalling the following classical theorem, which was established in
several steps by Weierstraß, Picard, and finally by de la Valle´e Poussin.
Theorem 8.1. Let Ω ⊂ Rn be an open subset, and Y be a real Banach space, and f ∈
Ck(Ω , Y ), k ∈ N∪{0}. For every compact subset K ⊂ Ω and every ε > 0 there is a polynomial
p ∈ P(Rn, Y ) such that ∥ f ( j) − p( j)∥K ≤ ε for 0 ≤ j ≤ k.
The main result of this section is a generalization of this theorem into the infinite dimensional
setting, for certain pairs of Banach spaces X, Y . This is the first such result in the literature.
In order to achieve this goal, we combine the theory of smooth approximations of Aron and
Prolla [12], which was formulated in the setting of weakly continuous mappings, with the theory
developed in the present note. By doing so the final results can be formulated as purely uniform-
metric statements, without an explicit reference to the weak topology, although the whole proof
essentially depends on it. Our theory puts a strong restriction on the domain Banach space X ,
namely it has to belong to the class W . In fact, one cannot avoid putting strong assumptions on
X , because analogous results fail for general Banach spaces X , including the Hilbert space. It
follows from the results in [43] that even the τb-completion of Pn(X), for any Banach space
X = ℓp, p even integer, does not contain all UC∞-smooth functions on X .
Theorem 8.2. Let X, Y be Banach spaces, and m ≥ 1 be an integer. Suppose that X belongs
to the class W, ℓ1 ↩̸→ X, and X∗ has the bounded approximation property. Suppose that
C1u(X; Y ) ⊂ CwsC(X; Y ). Then
P(X; Y )τmb = P f (X; Y )τ
m
b = Cmu (X; Y ). (60)
Proof. Since X belongs to the class W,P(n X) = Pwu(n X) (using that ℓ1 ↩̸→ X and
Proposition 3.4). Since X∗ has the AP, by a result in [12] we get, for every Banach space H ,
Pw(n X; H) = P f (n X; H)τ
0
b . (61)
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By Theorem 7.3, P(n X; Y ) = PK (n X; Y ) = Pw(n X; Y ). By Theorem 2.11, it suffices
to prove that Cmu (X; Y ) = Cmwu(X; Y ). By Proposition 2.9, it therefore suffices to prove that
C1u(X; Y ) ⊂ Cwu(X; Y ). By Proposition 3.4 it suffices to recall that by the assumption we have
C1u(X; Y ) ⊂ CwsC(X; Y ). 
Corollary 8.3. Let X, Y be Banach spaces, and m ≥ 1 be an integer. Suppose that X belongs to
the class W, ℓ1 ↩̸→ X, and X∗ has the bounded approximation property. Suppose that Y ∗ has
nontrivial type. Then
P(X; Y )τmb = P f (X; Y )τ
m
b = Cmu (X; Y ). (62)
Proof. By Theorem 8.2 it suffices to show that C1u(X; Y ) ⊂ CwsC(X; Y ). This follows from
Theorem 6.23. 
Corollary 8.4. Let X = C[0, α], α a countable ordinal (resp. X be a hereditarily DPP space
such that X∗ has the AP) and Y be a Banach space with property (∗). Then
P(X; Y )τmb = P f (X; Y )τ
m
b = Cmu (X; Y ), m ∈ N. (63)
Proof. We have X∗ ∼= ℓ1, so the dual X∗ has the AP. By Theorem 8.2 it suffices to show that
C1u(X; Y ) ⊂ CwsC(X; Y ). This follows from Theorem 6.12, resp. Theorem 6.13 in the case of
hereditarily DPP spaces. 
In fact, a standard argument of passing to a suitable subspace shows that the above corollary
holds for any C(K ) space where K is a scattered compact.
Corollary 8.5. Let X be a linear quotient of an isomorphic predual Z of ℓ1, and Y be a Banach
space such that c0 ↩̸→ Y ∗∗. Then
P(X; Y )τmb = P f (X; Y )τ
m
b = Cmu (X; Y ). (64)
Proof. By results in [52] Z is an L∞,λ-space, λ ≥ 1, and ℓ1 ↩̸→ Z . By the lifting property of ℓ1
it follows that ℓ1 ↩̸→ X .
By Theorem 8.2 it suffices to show that C1u(X; Y ) ⊂ CwsC(X; Y ). This follows from
Theorem 6.18 and Proposition 6.19. 
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