We experimentally demonstrate an IM-DD system relying on deep neural networks from transmitter to receiver delivering 42 Gb/s over 20 and 40 km at 1550 nm below 3.8×10 −3 . The ANN is trained to tolerate deviations in dispersion by as much as ±170ps/nm.
Introduction
The application of machine learning techniques in communication systems has attracted a lot of attention recently 1 . As an example, artificial neural networks (ANN) can be used to build probabilistic models of complex systems, serving in a variety of applications such as impairment characterization and monitoring as well as performance estimation and failure prediction 2, 3 . ANNs are also known to be universal function approximators 4 . Fiber optic communication exhibiting chromatic dispersion (CD) and relying on direct detection (DD) are non-linear systems that can benefit from the robustness and flexibility of ANNs and are currently broadly investigated. One approach is to use ANNs for pre-and/or post-waveform distortion. For instance, ANNs are employed as receiver equalizers for PAM4 and PAM8 intensity modulation (IM) with direct detection (DD) 5, 6 giving improvements in BER compared to using only a linear feed-forward equalizer. ANNs also allow to design communication systems by modelling the transmitter, receiver and channel as a whole and carrying out the optimization from end to end.
In this paper we build from our previous work 7 and present an experimental demonstration of an IM-DD transmission system solely relying on a multi-layered ANN from transmitter (Tx) waveform generation to receiver (Rx) symbol decision tolerating large variations in dispersion. We start by simulating a complete IM-DD transmission system delivering 42 Gb/s at 1550 nm targeting 20 or 40 km of SMF using the TensorFlow programming framework. The model includes all transceiver components. We train this end-to-end (E2E) ANN with varying link dispersions following a Gaussian distribution centered at the target distance, from which we obtain a set of Tx and Rx ANNs per target distance. We then use an optical transmission testbed with a fiber spool of 20 or 40 km to demonstrate the ANN-based IM-DD system. For each distance, the waveform generated at the Tx is the one obtained in simulation by the Tx ANN. By appropriately sweeping the dispersion with a tuneable dispersion module (TDM) and collecting real-time sampled photocurrents, we re-train the Rx ANN associated with this distance using experimental waveforms experiencing link dispersions following, once again, a Gaussian distribution. This contrasts with our previous work 7 where we re-trained the Rx ANN for every link dispersion, yielding a plethora of Tx-Rx ANN pairs that are each optimum for a very specific link condition but neither tolerant nor robust to any deviations from these conditions. We demonstrate BERs below 3.8×10 −3 for both distances over a broad range of deviating dispersions. For 20 km, all BERs are below the threshold and as low as 10 −5 , while results for 40 km are below threshold for large deviations spanning −150 to +90 ps/nm. Finally, we com-pare results against those from PAM2 (NRZ) and PAM4 giving the same bit rate and show that the ANN transceiver trained for 20 km outperforms NRZ and PAM4 after an equivalent distance of 16 and 27 km, respectively, while the ANN trained for 40 km outperforms both formats for any equivalent distance greater than 31 km. To the best of the authors' knowledge, this is the first experimental demonstration of a full end-to-end ANN-based IM-DD system delivering 42 Gb/s over 40 km at 1550 nm below 3.8×10 −3 and tolerating large deviations in link dispersion.
Principles of End-to-End ANN IM-DD
A fully-connected ANN of L layers maps an input vector x to an output vector y y through a series of L stages. The output of stage k−1 is the input to stage k, and the input-output relationship is The model of our ANN-based end-to-end IM-DD system is depicted in Fig. 1 . The system consists of a 3-layer ANN at the transmitter, a non-linear 'Plant', and a 3-layer ANN at the receiver. The 'Plant' is where we model all constituents of the IM-DD transmission system, namely, the digital to analogue converter (DAC), Mach-Zehnder Modulator (MZM), single mode fiber (SMF), photodetector (PIN), transimpedance amplifier (TIA), and analogue to digital converter (ADC). To limit the spectral extent of the signals generated by the DAC and digitized by the ADC, we add two brick-wall low-pass filters (LPF) of 32 GHz bandwidth at both ends of the Plant. We assume that the DAC and ADC have a finite ENOB of 6, that is mimicked by proper additive uniformly distributed noise. The PIN is simply modelled as square-law detector while the TIA is a source of additive white Gaussian noise (AWGN) representing thermal noise and setting the receiver noise floor.
Information encoding and decoding is done in the following way. f is a windowed ReLU such that inputs [3] z [3] z greater that π/4 are zeroed, and the last nonlinear function x are Graycoded with respect to the index. Note that this does not imply the entire transmission is Graycoded. From the corresponding 6-bit label of the chosen ( ) i x 's, we compute the system's BER.
Simulation and Experimental Results
In the following, we present BER results from both simulation and experiment, for target distances around 20 and 40 km. The experimental test-bed built to validate this system is depicted in Fig. 2 . A laser operating at 1550 nm is externally modulated by an MZM driven by Concat u that is brick-wall low-pass filtered to 32 GHz. In the experiment, we 4-fold downsample the filtered p
Concat u
, where each sample in the latter is now generated at a rate of 84 GSa/s rather than 336 GSa/s. There is no loss of information with downsampling thanks to the preceding LPF. The MZM is meticulously biased to match that of the simulation. The modulated optical signal first enters a TDM allowing to vary the dispersion from −170 to +170 ps/nm in steps in 10 ps/nm, before being launched at a power of +1 dBm in an SMF fiber spool of either 20 or 40 km. The optical link is unamplified. An AC-coupled PIN+TIA with a fixed input signal power of −7 dBm for both distances generates the photocurrent that is real-time sampled at 80 GSa/s by the ADC, itself of 32 GHz bandwidth. The digitized signal is upsampled back to 336 GSa/s. is then sliced into blocks of 48 samples, each of which are forward-propagated through [3] W [3] b b [3] NL f [4] W [4] b b [4] NL f [5] W [5] b b [5 [2] a a [6] W [6] NL f [6] b b + noise + noise [5] We retrain with experimental waveforms for which the deviating dispersion, set by the TDM, follows a Gaussian distribution of 67 ps/nm standard deviation and spanning up to ±170 ps/nm. Using these re-trained Rx W 's and b 's, we test the performance for deviating dispersion ranging ±170 ps/nm and compute the BER.
Results are presented in Figs. 3 and 4 for varying dispersion with a 20 and 40 km fiber spool, respectively. The curves with round markers are simulation results. The curves with up-pointing triangle markers present experimental results of our full E2E ANN-based IM-DD system after re-training the Rx ANN. It is important to mention that these results are obtained from waveforms that are not found in the retraining set. Serving for comparison, we tested the performance of NRZ and PAM4 delivering the same bit rate and launched at the same power. For these, a T/2-spaced FFE equalizer of 13 taps was used at the receiver to help improve the performance and cover a temporal window at least as large as that covered by one v . We observe from Fig. 3 that the ANN transceiver trained for 20 km outperforms NRZ and PAM4 after an equivalent distance of 16 and 27 km, respectively, assuming a dispersion coefficient of 16.8 ps/nm/km. In Fig. 4 , we show that the ANN trained for 40 km outperforms both formats for any equivalent distance greater than 31 km.
One can observe that the performance of NRZ oscillates greatly in both figures. This is caused by the substantial variations of the power-fading profile for a 42 GBaud signal experiencing different link dispersions covering an extensive range of 340 ps/nm. On the other hand, the two ANN-based systems trained to tolerate dispersion variations do not present such strong dependence on the latter. Their performance follows a bathtub-like curve, as predicted from the simulations, and successfully demonstrate their robustness to deviations.
Conclusions
We presented an experimental demonstration of a C-band IM-DD transmission system delivering 42 Gb/s solely relying on a multi-layered ANN from transmitter waveform generation to receiver symbol decision. We trained a Tx and Rx ANN to tolerate large deviations in the link's dispersion, following a Gaussian distribution centered for either 20 or 40 km of SMF at 1550 nm. We built an IM-DD testbed as modelled and re-trained the receiver ANN once again with varying link dispersion. We obtained BERs for 20 km as low as 10 −5 while those with a 40 km spool are below threshold for large deviations from −150 to +90 ps/nm. Both pairs of Tx-Rx ANNs give experimental BERs following the simulations and successfully demonstrate their robustness to variations in link dispersion. 
