We prove that for many nonamenable groups Γ, including all hyperbolic groups and all nontrivial free products, the left-right wreath product group
Introduction and statements of the main results
Over the last years, Popa's deformation/rigidity theory lead to a lot of progress in the classification of group measure space II 1 factors L ∞ (X) ⋊ G associated with free, ergodic, probability measure preserving actions of countable groups (cf. the surveys in [Po06a, Va10a, Io12a] ). In comparison, our understanding of group von Neumann algebras LG is much more limited. Connes' theorem of [Co76] implies that all II 1 factors LG coming from amenable groups G with infinite conjugacy classes (icc) are isomorphic. Although nonamenable groups with nonisomorphic group II 1 factors were already discovered in [MvN43, Sc63, McD69] , the general question on how LG depends on G remains largely unanswered, especially when G is a "classical group" like SL(n, Z) or a free group F n .
The first rigidity phenomena for group von Neumann algebras emerged in [Co80a] , and in [Co80b] , Connes asked whether icc property (T) groups G and Λ with isomorphic group von Neumann algebras, LG ∼ = LΛ, must necessarily be isomorphic groups. Although this rigidity conjecture remains wide open, deformation/rigidity theory has provided large classes C of icc groups such that two groups G and Λ in the class C must be isomorphic whenever they have isomorphic group II 1 factors, see e.g. [Po01, Po04, IPP05, PV06] . This is for instance the case for the class C of all wreath product groups Z/2Z ≀ Γ with Γ an icc property (T) group, see [Po04] . Note however that both G and Λ are assumed to belong to the class C, so that it is not excluded that LG ∼ = LH for a group H that is nonisomorphic with G and that lies outside the class C. Even more so, in the case where G = Z/2Z ≀ Γ and Γ is torsion-free, a nonisomorphic H ∼ = G with LH ∼ = LG always exists by [IPV10, Theorem 1.2].
Only in [IPV10] , the first W * -superrigidity theorem for group von Neumann algebras was established: for a large class of generalized wreath product groups G = (Z/2Z) (I) ⋊ Γ, it was shown that if LG ∼ = LΛ for an arbitrary group Λ, then Λ must be isomorphic with G. Such a group G is called W * -superrigid (see Definition A for the precise terminology). So G is W * -superrigid if the group von Neumann algebra LG "remembers" G.
The class of groups covered by [IPV10] contains all (Z/2Z) (I) ⋊ (Γ ≀ Z), where Γ is an arbitrary nonamenable group and I = (Γ ≀ Z)/Z. In this paper, we extend the results of [IPV10] and prove W * -superrigidity for the more natural left-right wreath products G = (Z/2Z) (Γ) ⋊ (Γ × Γ), 2. the kernel of the homomorphism H (Γ) ⋊ (Γ × Γ) → H : xg → k∈Γ x k , where H is an arbitrary nontrivial torsion-free abelian group.
Remark C. Let Γ be a group as in Theorem B. Assume moreover that Γ has no nontrivial characters. Let H be an an arbitrary nontrivial torsion-free abelian group and denote by G 0 the kernel of the homomorphism H (Γ) ⋊ (Γ × Γ) → H given in Theorem B. At the end of section 8, we prove that G 0 has no characters either. So the conclusion of Theorem B becomes stronger: whenever Λ is a countable group and π : LΛ → (LG 0 ) r is a * -isomorphism, we have r = 1 and there exist an isomorphism of groups δ : Λ → G 0 and a unitary w ∈ L(G 0 ) such that π(v s ) = w u δ(s) w * for all s ∈ Λ.
Preliminaries 2.1 Popa's intertwining-by-bimodules
We recall Popa's intertwining-by-bimodules theorem. In the formulation of the theorem, we also introduce the notations P ≺ Q and P ≺ f Q that are used throughout this article.
Theorem 2.1 ([Po03, Theorem 2.1 and Corollary 2.3]). Let (M, τ ) be a tracial von Neumann algebra. Assume that p, q ∈ M are projections and that P ⊂ pM p and Q ⊂ qM q are von Neumann subalgebras with P being generated by a group of unitaries G ⊂ U (P ). Then the following three statements are equivalent.
• There exist a nonzero partial isometry v ∈ M 1,n (C) ⊗ pM q, a projection q 0 ∈ M n (C) ⊗ Q and a normal * -homomorphism θ : P → q 0 (M n (C) ⊗ Q)q 0 such that xv = vθ(x) for all x ∈ P .
• There is no sequence of unitaries (w n ) in G satisfying E Q (x * w n y) 2 → 0 for all x, y ∈ pM q .
• There exists a nonzero P -Q-subbimodule of pL 2 (M )q that has finite right Q-dimension.
We write P ≺ Q if these equivalent conditions hold. We write P ≺ f Q if P p 0 ≺ Q for all nonzero projections p 0 ∈ P ′ ∩ pM p. Sometimes we write P ≺ M Q to stress the ambient von Neumann algebra M .
Note that when the von Neumann algebra M has a nonseparable predual, then sequences have to be replaced by nets in the formulation of Theorem 2.1.
Lemma 2.2 ([Va10b, Section 2])
. Let Γ be a countable group and Γ (B, τ ) a trace preserving action. Put M = B ⋊ Γ. Let p ∈ M be a projection and P ⊂ pM p a von Neumann subalgebra.
(a) Assume that Λ < Γ is a subgroup. The set of projections p 0 ∈ P ′ ∩ pM p satisfying P p 0 ≺ f B ⋊ Λ attains its maximum in a projection p 1 that belongs to the center of the normalizer of P inside pM p. Moreover P (p − p 1 ) ≺ B ⋊ Λ.
(b) Assume that Λ 1 , Λ 2 < Γ are subgroups with Λ 2 ⊳ Γ being normal. If P ≺ f B ⋊ Λ j for all j ∈ {1, 2}, then P ≺ f B ⋊ (Λ 1 ∩ Λ 2 ).
Relative amenability
A tracial von Neumann algebra (M, τ ) is called amenable if there exists an M -central state on B(L 2 (M )) whose restriction to M equals τ . Also M is amenable if and only if the trivial M -Mbimodule M L 2 (M ) M is weakly contained in the coarse
Definition 2.4 ([OP07, Section 2.2]). Let (M, τ ) be a tracial von Neumann algebra and let P ⊂ pM p and Q ⊂ M be von Neumann subalgebras. We say that P is amenable relative to Q, if there exists a P -central positive functional on the von Neumann algebra p M, e Q p whose restriction to pM p equals τ .
Similarly, if Γ is a countable group with subgroups Λ 1 , Λ 2 < Γ, we say that Λ 1 is amenable relative to Λ 2 if the action of Λ 1 on Γ/Λ 2 by left translations admits an invariant mean.
The following lemma is essentially contained in [MP03, Proposition 6] . For completeness, we provide a full proof.
Lemma 2.5. Let Γ be a countable group and Γ (B, τ ) a trace preserving action. Put M = B ⋊ Γ and let Λ 1 , Λ 2 < Γ be subgroups. Then the following statements are equivalent.
(a) B ⋊ Λ 1 is amenable relative to B ⋊ Λ 2 inside M .
(b) LΛ 1 is amenable relative to B ⋊ Λ 2 inside M .
(c) Λ 1 is amenable relative to Λ 2 inside Γ.
Proof. (a) ⇒ (b) is trivial.
(b) ⇒ (c). For every g ∈ Γ, we denote by δ gΛ 2 ∈ ℓ ∞ (Γ/Λ 2 ) the function that is equal to 1 in gΛ 2 and that is equal to 0 elsewhere. There is a unique unital normal * -homomorphism π : ℓ ∞ (Γ/Λ 2 ) → M, e B⋊Λ 2 satisfying π(δ gΛ 2 ) = u g e B⋊Λ 2 u * g for all g ∈ Γ . By construction, π conjugates the left translation action of Γ on ℓ ∞ (Γ/Λ 2 ) with the action (Ad u g ) g∈Γ . Since LΛ 1 is amenable relative to B ⋊ Λ 2 inside M , we can take an LΛ 1 -central state Ω on M, e B⋊Λ 2 . Then Ω • π is a Λ 1 -invariant state on ℓ ∞ (Γ/Λ 2 ). Hence (c) holds.
(c) ⇒ (a). We denote by η : Γ → U (ℓ 2 (Γ/Λ 2 )) the unitary representation of Γ given by left translation operators. We then turn the Hilbert space L 2 (M )⊗ℓ 2 (Γ/Λ 2 ) into an M -M -bimodule with the bimodule action given by (bu g ) · (x ⊗ ξ) · y := bu g xy ⊗ η g ξ for all b ∈ B, g ∈ Γ, x, y ∈ M, ξ ∈ ℓ 2 (Γ/Λ 2 ) .
Since (c) holds, take a sequence of unit vectors ξ n ∈ ℓ 2 (Γ/Λ 2 ) satisfying lim n η g ξ n − ξ n 2 = 0 for all g ∈ Λ 1 . Then the sequence of vectors 1 ⊗ ξ n ∈ L 2 (M ) ⊗ ℓ 2 (Γ/Λ 2 ) satisfies
x · (1 ⊗ ξ n ), 1 ⊗ ξ n = τ (x) for all x ∈ M and lim n bu g · (1 ⊗ ξ n ) − (1 ⊗ ξ n ) · bu g 2 = 0 for all b ∈ U (B), g ∈ Λ 1 .
Observe that there is a unique unitary operator θ : L 2 ( M, e B⋊Λ 2 ) → L 2 (M ) ⊗ ℓ 2 (Γ/Λ 2 ) satisfying θ(bu g e B⋊Λ 2 x) = bu g x ⊗ δ gΛ 2 for all b ∈ B, g ∈ Γ, x ∈ M . This unitary θ is M -M -bimodular. Define S n ∈ L 2 ( M, e B⋊Λ 2 ) given by S n := θ −1 (1 ⊗ ξ n ). Choose a state Ω on M, e B⋊Λ 2 as a weak * -limit point of the sequence of states T → T S n , S n . By construction, Ω(x) = τ (x) for all x ∈ M and Ω is Gcentral, where G = {bu g | b ∈ U (B), g ∈ Λ 1 }. Using the Cauchy-Schwarz inequality, it follows that Ω is (B ⋊ Λ 1 )-central. So (a) holds.
We need two elementary lemmas.
Lemma 2.6. Let (M, τ ) be a tracial von Neumann algebra and let P ⊂ pM p and Q ⊂ M be von Neumann subalgebras. The set of projections p 0 ∈ P ′ ∩ pM p with the property that P p 0 is amenable relative to Q, attains its maximum in a projection p 1 that belongs to the center of the normalizer of P inside pM p.
Proof. Denote by P the set of projections p 0 ∈ P ′ ∩pM p with the property that P p 0 is amenable relative to Q. If p 0 ∈ P and u ∈ N pM p (P ), it is easy to check that up 0 u * ∈ P. It therefore suffices to prove the following two statements.
1. If p 0 , p 1 ∈ P, then q := p 0 ∨ p 1 belongs to P. For all j ∈ {0, 1}, choose P p j -central positive functionals Ω j on p j M, e Q p j with the property that Ω j (x) = τ (x) for all x ∈ p j M p j . Define the positive functional Ω on q M, e Q q by the formula Ω(T ) :
It is easy to check that Ω is P q-central and that the restriction of Ω to qM q is normal and faithful. By [OP07, Theorem 2.1], we get that P q is amenable relative to Q.
2.
If p n is an increasing sequence in P that converges strongly to q, then also q ∈ P. Take P p n -central positive functionals Ω n on p n M, e Q p n with the property that Ω n (x) = τ (x) for all n ∈ N and all x ∈ p n M p n . Choose a positive functional Ω on q M, e Q q as a weak * limit point of the sequence of functionals T → Ω n (p n T p n ). By construction, Ω is P q-central and Ω(x) = τ (x) for all x ∈ qM q. So q ∈ P.
We also need the following special case of [PV11, Proposition 2.7].
Lemma 2.7 ([PV11, Proposition 2.7]). Let Γ be a countable group and Γ (B, τ ) a trace preserving action. Put M = B ⋊ Γ. Let p ∈ M be a projection and P ⊂ pM p a von Neumann subalgebra. Assume that Λ 1 , Λ 2 < Γ are subgroups with Λ 2 ⊳ Γ being normal. If P is amenable relative to B ⋊ Λ j for all j ∈ {1, 2}, then P is amenable relative to B ⋊ (Λ 1 ∩ Λ 2 ).
We finally need the concept of a left amenable bimodule, see [Si10, Theorem 2.2] and [PV11, Definition 2.3].
Definition 2.8. Let (M, τ ) and (N, τ ) be tracial von Neumann algebras. Let P ⊂ M be a von Neumann subalgebra. An M -N -bimodule M K N is said to be left P -amenable if B(K) ∩ (N op ) ′ admits a P -central state whose restriction to M equals τ .
If (M, τ ) is a tracial von Neumann algebra and if P ⊂ pM p, Q ⊂ M are von Neumann subalgebras, then by definition, P is amenable relative to Q if and only if the pM p-Q-bimodule pL 2 (M ) is left P -amenable.
The following easy lemmas are essentially contained in [OP07, Section 2.2]. For completeness, we provide full proofs.
Lemma 2.9. Let (M, τ ) and (N, τ ) be tracial von Neumann algebras. Let P ⊂ M be a von Neumann subalgebra and M K N an M -N -bimodule. The following two statements are equivalent.
(a) There exists a nonzero P -central positive functional on B(K) ∩ (N op ) ′ whose restriction to M is normal.
(b) There exists a nonzero projection p ∈ P ′ ∩ M such that the pM p-N -bimodule pM p (pK) N is left P p-amenable.
for all x ∈ M . Note that T = 0. Since ω is P -central, we have that T ∈ L 1 (P ′ ∩ M ). Take ε > 0 small enough such that the spectral projection p := χ (ε,+∞) (T ) is nonzero. Note that p ∈ P ′ ∩ M and that we can take S ∈ p(P ′ ∩ M ) + p such that T S = ST = p. The formula y → Ω(S 1/2 yS 1/2 ) defines P p-central positive functional on B(pK) ∩ (N op ) ′ whose restriction to pM p equals τ . So pM p (pK) N is left P p-amenable.
(b) ⇒ (a). Assume that p ∈ P ′ ∩ M is a nonzero projection and that Ω is a P p-central positive functional on B(pK) ∩ (N op ) ′ whose restriction to pM p equals τ . Then the formula y → Ω(pyp) defines a nonzero P -central positive functional on B(K) ∩ (N op ) ′ whose restriction to M is normal.
Lemma 2.10. Let (M, τ ) be a tracial von Neumann algebra with von Neumann subalgebra P ⊂ M . Let K be an M -M -bimodule. Assume that ξ n ∈ K is a sequence of vectors and ε > 0 such that
• xξ n ≤ x 2 for all x ∈ M and n ∈ N,
• for all x ∈ P , we have that lim n xξ n − ξ n x = 0.
Then there exists a nonzero projection p ∈ P ′ ∩ M such that the pM p-M -bimodule pK is left P p-amenable.
Proof. Choose a positive functional Ω on B(K)∩(M op ) ′ as a weak * limit point of the sequence of positive functionals y → yξ n , ξ n . The conditions on ξ n imply that Ω(x) ≤ τ (x) for all x ∈ M + , that Ω(1) ≥ ε 2 and that Ω is P -central. In particular, Ω is nonzero and the restriction of Ω to M is normal. The conclusion now follows from Lemma 2.9.
Lemma 2.11. Let (M, τ ) and (N, τ ) be tracial von Neumann algebras. Let P ⊂ M be a von Neumann subalgebra. Assume that for all j ∈ {1, . . . , ℓ}, we are given an M -N -bimodule K j . If ℓ j=1 K j is a left P -amenable M -N -bimodule, then there exists a j ∈ {1, . . . , ℓ} and a nonzero projection p ∈ P ′ ∩ M such that pK j is a left P p-amenable pM p-N -bimodule.
Proof. Put K := ℓ j=1 K j and denote by p j the orthogonal projection of K onto K j . Let Ω be a P -central state on B(K) ∩ (N op ) ′ whose restriction to M equals τ . Take j ∈ {1, . . . , ℓ} such that Ω(p j ) = 0. Then the formula y → Ω(p j yp j ) defines a nonzero P -central positive functional on B(K j ) ∩ (N op ) ′ whose restriction to M is smaller or equal than τ and hence normal. So the conclusion follows from Lemma 2.9.
Weak amenability and class S
We very briefly introduce weak amenability and bi-exactness (class S) for countable groups. We only use these concepts in the following way: the first two families of groups in Theorem B are weakly amenable and in class S, so that we can apply the results of [PV12] to them.
Recall from [CH88] that a countable group Γ is called weakly amenable if Γ admits a sequence of finitely supported functions f n : Γ → C tending to 1 pointwise and satisfying sup n f n cb < ∞. Here f cb is the Herz-Schur norm, i.e. the cb-norm of the linear map LΓ → LΓ :
Following [Oz03] (see also [BO08, Chapter 15] ), a group Γ is said to be in class S (or bi-exact) if Γ is an exact group and if there exists a map µ : Γ → Prob Γ from Γ to the probability measures on Γ satisfying
It immediately follows that if Γ belongs to class S and if Λ < Γ is an infinite subgroup, then the centralizer of Λ inside Γ is amenable. Ozawa's theorem in [Oz03] says that much more is true: if Q ⊂ LΓ is any diffuse von Neumann subalgebra, then the relative commutant Q ′ ∩ LΓ is amenable.
Property Gamma, inner amenability and McDuff II 1 factors
Recall that a II 1 factor M is said to have property Gamma, if M admits a sequence of unitaries u n ∈ M such that τ (u n ) = 0 for all n and lim n u n x − xu n 2 = 0 for all x ∈ M .
Let G be an icc group and denote M := LG. By [Ef73] , if M has property Gamma, then G must be inner amenable, meaning that the unitary representation (Ad g) g∈G on ℓ 2 (G − {e}) has almost invariant vectors: there exists a sequence of unit vectors ξ n ∈ ℓ 2 (G − {e}) such that lim n (Ad g)(ξ n ) − ξ n 2 = 0 for every g ∈ G. The converse can however fail, as was shown in [Va09] .
Denote by R the unique hyperfinite II 1 factor. A II 1 factor M is said to be McDuff if M is isomorphic with M ⊗ R. Every McDuff II 1 factor has property Gamma. By [McD69] , a II 1 factor M is McDuff if and only if M admits two central sequences of unitaries u n , v n ∈ M such that τ (u n ) = τ (v n ) = τ (u n v n u * n v * n ) = 0 for all n. For every II 1 factor M , we denote by Aut(M ) the group of automorphisms of M , which naturally is a Polish group. We denote by Inn(M ) := {Ad u | u ∈ U (M )} the normal subgroup of inner automorphisms and by Out(M ) := Aut(M )/ Inn(M ) the quotient group. Then M is non-Gamma if and only if Inn(M ) is closed in Aut(M ). In that case, Out(M ) naturally becomes a Polish group as well.
Weakly mixing actions and weakly mixing representations
Recall that a unitary representation π : Γ → U (H) is called weakly mixing if π has no nonzero finite-dimensional globally (π(g)) g∈Γ -invariant subspaces.
Similarly, a probability measure preserving (pmp) action Γ (X, µ) is called weakly mixing if the associated unitary representation Γ L 2 (X) ⊖ C1 is weakly mixing. If Γ (X, µ) is a pmp action, then the following conditions are equivalent:
• Γ (X, µ) is weakly mixing,
• whenever Γ (Y, η) is a pmp action and F : X × Y → C is a measurable function that is invariant under the diagonal action Γ X × Y : g · (x, y) = (g · x, g · y), we have that F is a.e. equal to a function that only depends on the Y -variable.
The following lemma is classical (see e.g. [PV06, Proposition 2.3 and Lemma 2.4] for a simple proof).
Lemma 2.12. Assume that the countable group Γ acts on the countable set I. Let (X 0 , µ 0 ) be an arbitrary nontrivial standard probability space. Then the following conditions are equivalent.
• For every i ∈ I, the orbit Γ · i is infinite.
• For every finite subset F ⊂ I, there exists a g ∈ Γ such that g · F ∩ F = ∅.
• The unitary representation Γ ℓ 2 (I) is weakly mixing.
• The generalized Bernoulli action Γ (X 0 , µ 0 ) I is weakly mixing.
Spectral gap rigidity for generalized Bernoulli actions
Let G be a countable discrete group acting on a countable set I. Assume that (A 0 , τ ) is an arbitrary tracial von Neumann algebra. We denote by A I 0 the tensor product, with respect to τ , of copies of A 0 indexed by I. We let G act on A I 0 by the generalized Bernoulli action: denoting by π i : A 0 → A I 0 the embedding of A 0 as the i-th tensor factor, this generalized Bernoulli action (σ g ) g∈G is given by σ g • π i = π g·i for all g ∈ G and i ∈ I. We consider the crossed product von Neumann algebra M := A I 0 ⋊G. Whenever F ⊂ I, we write Stab F := {g ∈ G | g·i = i, ∀i ∈ F}. In [Po03, Po04], Popa discovered his fundamental malleable deformation for Bernoulli crossed products M = A G 0 ⋊ G and used it to establish the first W * -rigidity theorems in the case where G has property (T). In [Po06b] , Popa introduced his spectral gap methods to prove W * -rigidity theorems for A G 0 ⋊ G in the case where G is a direct product of nonamenable groups. These methods and results have been generalized in many subsequent works (see e.g. [PV06, Va07, Io10, IPV10] ) and were in particular extended to cover certain generalized Bernoulli actions, associated with general group actions G I. So far, the spectral gap methods could only be employed under the assumption that Stab i is amenable for all i ∈ I (see e.g. [IPV10, Corollary 4.3]). In this section, we show that it is actually sufficient to have a constant κ > 0 such that Stab F is amenable for all subsets F ⊂ I with |F| ≥ κ.
We use the following variant, due to [Io06] , of Popa's malleable deformation for Bernoulli crossed products. Consider the free product A 0 * LZ with respect to the natural traces. Denote by M := (A 0 * LZ) I ⋊ G the corresponding generalized Bernoulli crossed product.
Define the self-adjoint h ∈ LZ with spectrum [−π, π] such that exp(ih) equals the canonical generating unitary u 1 ∈ LZ. Put u t := exp(ith) and note that u t is a one-parameter group of unitaries with |τ (u t )| < 1 for all t = 0. As above we denote by π i : A 0 * LZ → (A 0 * LZ) I the embedding as the i-th tensor factor. We can then define the malleable deformation (α t ) t∈R by automorphisms of M given by α t (u g ) = u g and α t (π i (x)) = π i (u t xu * t ) for all g ∈ G, t ∈ R, i ∈ I and x ∈ A 0 * LZ.
Denote ρ t := |τ (u t )| 2 and observe that 0 ≤ ρ t < 1 for all t = 0. For every finite subset F ⊂ I, we denote by π F : A F 0 → A I 0 the natural embedding. Define the unital completely positive maps ψ t : M → M given by ψ t (x) = E M (α t (x)) for all x ∈ M . Whenever a ∈ A F 0 is the elementary tensor given by a = ⊗ i∈F a i with a i ∈ A 0 ⊖ C1, we have
Therefore we consider the malleable deformation (α t ) t∈R , and the corresponding completely positive maps (ψ t ) t∈R , as the tensor length deformation of the generalized Bernoulli crossed product M = A I 0 ⋊ G.
Theorem 3.1. Let G I be an action of a countable group on a countable set. Assume that κ, ℓ > 0 are integers and that G 1 , . . . , G ℓ < G are subgroups with the following property: for every finite subset F ⊂ I with |F| ≥ κ, there exists an i ∈ {1, . . . , ℓ} such that Stab F is amenable relative to G i .
Assume that (A 0 , τ ) and (N, τ ) are arbitrary tracial von Neumann algebras. Consider as above the generalized Bernoulli crossed product M = A I 0 ⋊ G with its tensor length deformation α t ∈ Aut( M ).
Assume that p ∈ N ⊗ M is a nonzero projection and that P ⊂ p(N ⊗ M )p is a von Neumann subalgebra such that for all nonzero projections q ∈ P ′ ∩ p(N ⊗ M )p and all i = 1, . . . , ℓ, we have that P q is nonamenable relative to N ⊗ ( 
with a i ∈ A 0 * LZ for all i and with
Before proving Theorem 3.1, we need the following lemma.
Lemma 3.2. Under the assumptions of Theorem 3.1, put
, and for all j, n j ∈ Z − {0}, a j ∈ A} .
By construction, we have the following orthogonal decomposition of
Fix F ⊂ I finite, with |F| ≥ κ, and fix for all i ∈ F, c i ∈ B. Denote
The formula
and F ′ , c ′ are chosen as above, there are two possibilities: either there exists a g ∈ G such that F ′ = g · F and c ′ g·i = c i for all i ∈ F, or such a g ∈ G does not exist. In the first case, we have K c = K c ′ , while in the second case, we have K c ⊥ K c ′ .
Altogether we can choose a sequence of c's as above, denoted c n , such that K κ is the orthogonal direct sum of its subbimodules K cn . To each c n corresponds a finite subset F n ⊂ I satisfying |F n | ≥ κ, and a subgroup Λ n < G given by (3.2). Note that by (3.2), we get that Stab F n is a finite index subgroup of Λ n . Writing Q n = N ⊗ (A
By the assumptions of the lemma, for every n, there exists an i(n) ∈ {1, . . . , ℓ} such that Stab F n is amenable relative to G i(n) inside G. Since Stab F n < Λ n has finite index, also Λ n is amenable relative to G i(n) inside G. It then follows from Lemma 2.5 that
Proof of Theorem 3.1. Denote by P K κ the orthogonal projection of L 2 ( M) onto the closed subspace K κ that we defined in (3.1). Denote U := U (P ′ ∩ p(N ⊗ M )p). We start by proving the following claim that is a variant of Popa's fundamental transversality property in [Po06b, Lemma 2.1].
To prove the claim, we first determine a formula for P K κ (id ⊗ α t )(y) 2 when y ∈ M. For every n ≥ 0, define the closed subspace H n ⊂ L 2 (M) as
Observe that L 2 (M) is the orthogonal direct sum of the H n . Denote by P n the orthogonal projection of L 2 (M) onto H n .
Fix a finite subset F ⊂ I with |F| ≥ κ and fix, for all i ∈ F, elements a i ∈ A 0 ⊖ C1. Put a = ⊗ i∈F a i . For all x ∈ N and all g ∈ G, we have
In this last sum, the term corresponding to G ⊂ F belongs to K κ if |G| ≥ κ, and is orthogonal to K κ if |G| < κ. Therefore, we have for all x ∈ N and all g ∈ G that
we get that
with both sides being zero if F = F ′ . We conclude that for all y ∈ M, we have
where
Note that c κ (t, n) = 1 if n < κ. It follows that
To prove the claim, assume that
Since c κ (t, n) → 0 when n → ∞ and t is fixed, we can take n 0 such that c κ (t, n) < 1/2 for all n ≥ n 0 . It then follows from (3.3) that for all b ∈ U , we have
We finally take s 0 > 0 such that 1 − ρ n s < ε 2 for all |s| < s 0 and all 0 ≤ n < n 0 . Using (3.4), it follows that for all b ∈ U and all |s| < s 0 , we have
So, (id ⊗ α s )(b) − b 2 ≤ 3ε for all |s| < s 0 and all b ∈ U . This proves the claim.
To prove the theorem, assume that sup{ (id ⊗ α t )(b) − b 2 | b ∈ U } does not tend to 0 as t → 0. We will produce a nonzero projection q ∈ P ′ ∩ pMp and a j ∈ {1, . . . , ℓ} such that P q is amenable relative to M j . This will conclude the proof of the theorem.
By the claim above, we find an ε > 0, a t 0 > 0, and for every 0 < t < t 0 , a unitary
We have ξ t 2 ≥ ε for all 0 < t < t 0 . For every fixed x ∈ P , we have that xξ t − ξ t x 2 → 0 as t → 0. We finally have xξ t 2 ≤ x 2 for all x ∈ M. So Lemma 2.10 provides a nonzero projection q ∈ P ′ ∩ pMp such that the qMq-M-bimodule qK κ is left P q-amenable. Using [PV11, Corollary 2.5] and Lemma 3.2, we find M j -M-bimodules H j such that ℓ j=1 qL 2 (M)⊗ M j H j is left P q-amenable. Making q ∈ P ′ ∩ pMp smaller, Lemma 2.11 yields a j ∈ {1, . . . , ℓ} such that qL 2 (M) ⊗ M j H j is a left P q-amenable bimodule. By [PV11, Proposition 2.4.4], the qMq-M j -bimodule qL 2 (M) is left P q-amenable. This precisely means that P q is amenable relative to M j .
We also need the following variant of [Po03, Theorem 4.1] and its subsequent generalizations in [Io10, Theorem 2.1] and [IPV10, Theorem 4.2]. Since our proof is almost identical, we are rather brief.
Theorem 3.3. Let G I be an action of a countable group on a countable set. Assume that (A 0 , τ ) and (N, τ ) are arbitrary tracial von Neumann algebra. Consider as above the generalized Bernoulli crossed product M = A I 0 ⋊ G with its tensor length deformation α t ∈ Aut( M ). Assume that p ∈ N ⊗ M is a nonzero projection and that Q ⊂ p(N ⊗ M )p is a von Neumann subalgebra generated by a group of unitaries G ⊂ U (Q) with the property that
If G is icc, if N is a factor and if for all i ∈ I, we have that Q ≺ N ⊗ (A I 0 ⋊ Stab i), then there exists a partial isometry v ∈ N ⊗ M with vv * = p and v * Qv ⊂ N ⊗ LG.
Proof. As above, we put M = N ⊗M and M = N ⊗ M . We first prove the existence of a nonzero partial isometry v ∈ M with the properties that vv * ∈ Q ′ ∩ pMp and that v * Qv ⊂ N ⊗ LG. By the uniform convergence of id ⊗ α t on G, we find a t > 0 and a nonzero partial isometry w 0 ∈ p M(id ⊗ α t )(p) such that xw 0 = w 0 (id ⊗ α t )(x) for all x ∈ Q. We may assume that t is of the form t = 2 −n . Since for all i ∈ I, we have that Q ≺ N ⊗ (A I 0 ⋊ Stab i), it follows from [IPV10, Lemma 4.1.1] that w 0 w * 0 ∈ M and w * 0 w 0 ∈ (id ⊗ α t )(M). Define the period two automorphism β ∈ Aut( M ) given by β(x) = x for all x ∈ M and β(π i (u 1 )) = u * 1 for all i ∈ I.
We can now define
and check that w 1 is a nonzero partial isometry in
Literally repeating a part of the proof of [IPV10, Theorem 4.2], we find a finite, possibly empty, subset
.8], we may assume that for all i ∈ I, we have θ(Q) ≺ N ⊗ L(Stab i). By [IPV10, Lemma 4.1.1], we then get that
LG of trace at most 1. Since N ⊗ LG is a II 1 factor, we may then assume that n = 1. So, we have found a nonzero partial isometry v ∈ M with the properties that vv * ∈ Q ′ ∩ pMp and that v * Qv ⊂ N ⊗ LG.
Let v n be a maximal sequence of nonzero partial isometries v n ∈ M with the property that the v n v * n are orthogonal projections in Q ′ ∩pMp such that v * n Qv n ⊂ N ⊗LG. Put p 0 := p− n v n v * n . Since we can apply the previous paragraph to Qp 0 ⊂ p 0 Mp 0 , the maximality of the sequence (v n ) ensures us that p 0 = 0.
Since N ⊗ LG is a II 1 factor and since the v * n v n form a sequence of projections in N ⊗ LG with n v n v * n = p, we can take partial isometries w n ∈ N ⊗ LG such that w n w * n = v * n v n for all n and such that the projections w * n w n are orthogonal. Then v := n v n w n is a partial isometry in M with vv * = p and v * Qv ⊂ N ⊗ LG.
Properties of amplified comultiplications
Throughout this section, assume that M 0 is a II 1 factor and r > 0 such that M r 0 = LΛ for some countable group Λ. We denote by (v s ) s∈Λ the canonical generating unitaries of LΛ and define the comultiplication ∆ :
Up to unitary conjugacy, we have a uniquely defined amplified comultiplication ∆ :
At a certain point, we will need the explicit relation between the original comultiplication on LΛ and the amplified comultiplication on M 0 . This is spelt out in Remark 4.2.
Whenever (M, τ ) is a tracial von Neumann algebra and M 0 ⊂ M , we define as follows the
Apart from statement (b), the following result is essentially contained in [IPV10, Proposition 7.2]. For completeness, we nevertheless give a full proof. At a first reading of Proposition 4.1, one may very well assume that M 0 = M , which is sufficient to prove Theorem B.1. The most general setup is only needed to prove Theorem B.2.
Proposition 4.1. Let M 0 be a II 1 factor and r > 0 such that M r 0 = LΛ for some countable group Λ. As above, denote by ∆ :
(c) If P ⊂ M 0 is a von Neumann subalgebra that has no amenable direct summand, then for every nonzero projection q ∈ ∆(P ) ′ ∩ (M ⊗ M ) r , we have that ∆(P )q is nonamenable relative to M r ⊗ 1.
Proof. Throughout the proof, we fix a projection
By Theorem 2.1, we can take a sequence s n ∈ Λ such that
We claim that
Indeed, (4.1) is obvious when x = x 1 ⊗ x 2 and y = y 1 ⊗ y 2 are elementary tensors. Then (4.1) follows easily for general x, y as well. By (4.1) and Theorem 2.1, we have ∆(LΛ)
(b) We first state two preliminary observations.
( * ) Assume that Q and S are tracial von Neumann algebras and that
s∈Λ -central and whose restriction to M r equals the trace.
In combination with the Cauchy-Schwarz inequality, it follows that Ω 0 is actually LΛ-central. This concludes the proof of ( * ).
( * * ) Assume that S is a tracial von Neumann algebra and that M K S is a bimodule. We leave it to the reader to check that M K S is left M 0 -amenable if and only if the bimodule M r (p(C n ⊗ K)) S is left M r 0 -amenable. We are now ready to prove (b). By our assumptions, the bimodule
(c) Assume that LΛ K LΛ is an arbitrary bimodule. Denote by λ : L(Λ) → B(K) and ρ : (LΛ) op → B(K) the normal * -homomorphisms given by the left, resp. right bimodule action. It is easy to check that there is a unique normal * -homomorphism
It follows in particular that the LΛ-LΛ-bimodule K ⊗ K ⊗ K given by
is contained in a multiple of the coarse LΛ-LΛ-bimodule. Applying this statement to the
is contained in a multiple of the coarse ∆(LΛ)-∆(LΛ)-bimodule. Then also
is contained in a multiple of the coarse
Assume now that q ∈ ∆(P ) ′ ∩ (M ⊗ M ) r is a nonzero projection such that ∆(P )q is amenable relative to M r ⊗1. We must prove that P has an amenable direct summand. By our assumption
Viewing L 2 (∆(P )q) as a subspace of L 2 (M r ⊗ M )q, it follows that ∆(P )q L 2 (∆(P )q) ∆(P )q is weakly contained in the bimodule
Since the bimodule in (4.2) is contained in a multiple of the coarse ∆(M 0 )-∆(M 0 )-bimodule, we conclude that the trivial ∆(P )q-∆(P )q-bimodule is weakly contained in the coarse ∆(P )q-∆(P )q-bimodule. Hence ∆(P )q has an amenable direct summand. Then also P has an amenable direct summand.
Remark 4.2. Assume that M 0 is a II 1 factor and r > 0 such that M r 0 = LΛ for some countable group Λ. Consider the comultiplication
The relation between ∆ and the amplified comultiplication ∆ 0 : M 0 → M r 0 ⊗ M 0 can be concretized in the following slightly painful way.
Normalizers of relatively amenable subalgebras
Throughout this section, we work in the following setup and under the following assumptions. We refer to Sections 2.4 and 2.5 for the definitions of weak amenability, class S and property Gamma.
Setup. We are given a II 1 factor M 0 , a countable group Λ and a number r > 0 such that M r 0 = LΛ. We assume that M 0 ⊂ M , where M is of the form M = B ⋊ Γ for a given trace preserving action Γ (B, τ ) of a countable group Γ. We denote by ∆ : M 0 → M r 0 ⊗ M 0 the amplified comultiplication, as in Section 4.
Assumptions.
1. The group Γ satisfies one of the following conditions.
(a) Γ is nonamenable, weakly amenable and in class S.
4. We have that M 0 is nonamenable relative to B inside M .
At a first reading, one may very well assume that M 0 = M . In that case, assumption 2 follows because Λ is an icc group, while assumptions 3 and 4 are trivially satisfied. This will be enough to prove Theorem B.1. The general situation is only needed to prove Theorem B.2.
The following theorem is a direct consequence of the main results in [PV12] and [Io12b] .
Theorem 5.1. Assume that we are in the setup and under the assumptions described above.
Proof. Throughout the proof, we view M r ⊗ M as the crossed product (M r ⊗ B) ⋊ Γ. By assumption 2, we have that
First assume that Γ satisfies assumption 1.(a). By [PV12, Theorem 1.4], we have that either ∆(M 0 ) is amenable relative to M r ⊗ B, or that P ≺ M r ⊗ B. Using Proposition 4.1.(b) and assumption 4, we see that the first option is impossible. So we indeed get that P ≺ M r ⊗ B.
Next assume Γ satisfies assumption 1.(b). We apply the main results of [Io12b] and need to introduce some of the corresponding notations. We extend the action Γ B to an action Γ * F 2 B by letting F 2 act trivially. Denote M := B ⋊ (Γ * F 2 ). View F 2 as the free product of two copies of Z that we denote as (Z) j , j = 1, 2. Choose self-adjoint elements h j in L(Z) j with spectrum [−π, π] and with the property that exp(ih j ) is the canonical unitary that generates L(Z) j . Denote u j t := exp(ith j ) and define the one parameter group of automorphisms
Denote by L the kernel of the natural surjective homomorphism of Γ * F 2 onto F 2 and put N := B ⋊ L. Observe that we can view
Fix t ∈ (0, 1). Since P is amenable relative to M r ⊗ B inside M r ⊗ M , we have that (id ⊗ θ t )(P ) is amenable relative to M r ⊗ θ t (B) inside M r ⊗ M . Since θ t (B) = B ⊂ N , we get a fortiori that (id ⊗ θ t )(P ) is amenable relative to M r ⊗ N . By [PV11, Theorem 1.6], we get that either (id ⊗ θ t )(P ) ≺ M r ⊗ N , or that (id ⊗ θ t )∆(M 0 ) is amenable relative to M r ⊗ N . So we are in one of the following situations. Case 1. There exists a t ∈ (0, 1) such that (id ⊗ θ t )(P ) ≺ M r ⊗ N . Using Proposition 4.1.(a) and assumption 3, we know that for all j ∈ {1, 2}, we have
Case 2. For all t ∈ (0, 1), we have that
Viewing M as the amalgamated free product of B ⋊ Γ 1 and B ⋊ Γ 2 , amalgamated over B, it follows from [Io12b, Theorem 5.1] that either M 0 ≺ B ⋊ Γ j for some j ∈ {1, 2}, or that M 0 is amenable relative to B inside M . The first option contradicts assumption 3, while the second option contradicts assumption 4. Hence case 2 is ruled out.
Left-right wreath products and inner amenability
We need the following elementary results on left-right wreath products H (Γ) ⋊ (Γ × Γ), where the direct product group Γ × Γ acts on the set Γ by left-right multiplication: (g, h) · k = gkh −1 . We refer to Section 2.5 for the definition of inner amenability.
Proposition 6.1. Let H and Γ be arbitrary countable groups with H = {e}. Write H := H (Γ) and consider the left-right wreath product G := H ⋊ (Γ ×
(a) If Γ is not inner amenable, also G is not inner amenable. Even more so, the unitary representation (Ad g) g∈Γ×Γ on ℓ 2 (G − {e}) does not have almost invariant vectors. So any subgroup of G that contains Γ × Γ is not inner amenable.
(b) If Γ is nonamenable and finitely generated and if Γ has trivial center, then G is not inner amenable.
(c) If Γ is infinite and has trivial center, then G 0 and G are icc groups and
Statement (b) in the above proposition is not used in the paper. We added it in order to put it in contrast with Remark 6.2, where we show that there are nonamenable icc groups Γ such that LG is a McDuff II 1 factor, and in particular such that G is not W * -superrigid.
Proof. Throughout the proof, we write G := Γ × Γ. We denote by P G the orthogonal projection of ℓ 2 (G) onto ℓ 2 (G). The action (Ad g) g∈Γ×{e} on G − G has finite stabilizers. Therefore, the restriction of the representation (Ad g) g∈Γ×{e} to the invariant subspace ℓ 2 (G − G) is weakly contained in the regular representation of Γ.
(a) Assume that ξ n ∈ ℓ 2 (G − {e}) is a sequence of vectors that is almost invariant under (Ad g) g∈G . By the remark in the first paragraph and because Γ is nonamenable, it follows that
Since Γ is not inner amenable, also G is not inner amenable. Hence P G (ξ n ) 2 → 0. So also ξ n 2 → 0.
(b) Assume that ξ n ∈ ℓ 2 (G − {e}) is a sequence of vectors that is almost invariant under (Ad g) g∈G . By the remark in the first paragraph and because Γ is nonamenable, it follows that ξ n − P G (ξ n ) 2 → 0. Fix an element s ∈ H − {e}. For every k ∈ Γ, denote by s k ∈ H (Γ) the element s viewed in position k. It is easy to check that P G • (Ad s k ) • P G = P Stab k . Since ξ n −P G (ξ n ) → 0 and since the sequence (ξ n ) is almost invariant under (Ad g) g∈G , we conclude that ξ n − P Stab F (ξ n ) → 0 for every finite subset F ⊂ Γ. If {k 1 , . . . , k r } is a finite generating set for Γ, one checks that Stab{e, k 1 , . . . , k r } = {(g, g) | g ∈ Center Γ}. Since Γ has trivial center, we get that ξ n → 0.
(c) We start by proving the following claim: for every g ∈ G − {e}, there exist infinitely many k ∈ Γ such that g · k = k. To prove this claim, denote δ : Γ → G : δ(h) = (h, h). If g ∈ G is not conjugate with an element in δ(Γ), we have g · k = k for all k ∈ Γ and the claim is trivial. If g ∈ G − {e} is conjugate with the element δ(h) ∈ δ(Γ), we may actually assume that g = δ(h). Given k ∈ Γ, we have g · k = k if and only if h commutes with k. So if g · k = k for all but finitely many k ∈ Γ, it follows that the centralizer Γ 0 := Centr Γ (h) of h inside Γ has a finite complement. Since Γ 0 < Γ is a subgroup and Γ is infinite, this implies that Γ 0 = Γ. So h lies in the center of Γ. This is impossible, because we assumed that Γ has trivial center and that δ(h) = g = e.
Having proven the claim above, we show that for every x ∈ G−H, we have that {zxz −1 | z ∈ H 0 } is infinite. We write x = yg with y ∈ H and g ∈ G − {e}. Define
By the claim in the previous paragraph, we can inductively choose elements k n ∈ Γ such that g · k n = k n for all n and such that the sets
we get that all elements z n xz −1 n are distinct. So the set {zxz −1 | z ∈ H 0 } is infinite for every
It remains to prove that (LG 0 ) ′ ∩ LG = C1. Because of the previous paragraph, it suffices to observe that elements in H − {e} have an infinite conjugacy class under (Ad g) g∈Γ×{e} .
Remark 6.2. There are nonamenable icc groups Γ such that G := H (Γ) ⋊ (Γ × Γ) is inner amenable, and even such that LG is a McDuff II 1 factor (see Section 2.5 for terminology). Indeed, it suffices that Γ admits two sequences of elements (g n ), (h n ) with the property that g n and h n do not commute, but eventually commute with any fixed element of Γ. In that case, u (gn,gn) and u (hn,hn) form two noncommuting central sequences in LG, forcing LG to be McDuff. Such sequences can be easily found in the icc group S ∞ of finite permutations of N, and hence also in the nonamenable icc group F 2 × S ∞ .
Because of the previous paragraph, not all nonamenable left-right wreath product groups are W * -superrigid.
Comultiplications and relative commutants
Lemma 7.1. Let G and G be countable groups and γ i : G → G group homomorphisms, with i = 1, 2. Assume that for every h ∈ G − {e}, the set {γ 1 (g)hγ 1 (g) −1 | g ∈ G} is infinite. Then the following statements are equivalent.
(a) There exists an h ∈ G such that γ 1 (g) = hγ 2 (g)h −1 for all g ∈ G.
(b) There exists a finite subset F ⊂ G such that F ∩ γ 1 (g)Fγ 2 (g) −1 = ∅ for all g ∈ G.
(c) The unitary representation
is not weakly mixing.
Proof. The equivalence of (b) and (c) follows from Lemma 2.12. The implication (a) ⇒ (b) is trivial by taking F = {h}. Conversely assume that (b) holds. By Lemma 2.12, we can take an h ∈ G such that F 1 := {γ 1 (g)hγ 2 (g) −1 | g ∈ G} is a finite set. It follows that
Proof. We start by proving the following claim: if Λ admits a sequence of elements s n ∈ Λ such that lim
. Indeed, if (7.1) holds, we multiply left and right by elements of the form ∆(v a ), ∆(v b ) and conclude that
Using · 2 -approximations, it follows that the same holds when we replace v x ⊗ v y and v a ⊗ v b by arbitrary elements of LΛ ⊗ LΛ. This then means that (α ⊗ β)∆(LΛ) ≺ ∆(LΛ) and hence this proves the claim.
Our assumption is that (α ⊗ β)∆(LΛ) ≺ ∆(LΛ). So by the claim above, there is no sequence of elements s n ∈ Λ satisfying (7.1). This means that there are finitely many x i , y i ∈ Λ, with i = 1, . . . , k, and a δ > 0 such that
The left hand side can be computed and we conclude that
As in [IPV10, Formula (3.1)], we define the height of an element a ∈ LΛ as
Using (7.2), we find that for all s ∈ Λ, we have
So we get that h Λ (α(v s )) ≥ δ/k for all s ∈ Λ. It then follows from [IPV10, Theorem 3.1] that there exist a unitary V ∈ LΛ, a character ω : Λ → T and an automorphism δ 1 ∈ Aut(Λ) such that α(v s ) = ω(s) V v δ 1 (s) V * for all s ∈ Λ.
By symmetry, we find the same description of the automorphism β, yielding a unitary W ∈ LΛ, a character µ : Λ → T and an automorphism δ 2 ∈ Aut(Λ) such that β(v s ) = µ(s) W v δ 2 (s) W * for all s ∈ Λ. It remains to prove that up to an inner conjugacy, δ 1 = δ 2 . Replacing α by (Ad V * ) • α and replacing β by (Ad W * ) • β, we still have that (α ⊗ β)∆(LΛ) ≺ ∆(LΛ). So there exist finitely many x i , y i ∈ Λ, with i = 1, . . . , k, and a δ > 0 such that (7.2) holds. Since now α(v s ) = ω(s) v δ 1 (s) and β(v s ) = µ(s) v δ 2 (s) , the left hand side of (7.2) is zero, unless there exists an i ∈ {1, . . . , k} and a t ∈ Λ satisfying δ 1 (s) = x i t and δ 2 (s) = ty i . This means that for every s ∈ Λ, there exists an i ∈ {1, . . . , k} such that δ 1 (s)y i δ 2 (s) −1 = x i . Since Λ is icc, it then follows from Lemma 7.1 that δ 1 and δ 2 are equal up to inner conjugacy.
Let Λ be an icc group and assume that LΛ does not have property Gamma, so that Out(LΛ) is a Polish group (see Section 2.5 for notations and terminology). For every character ω ∈ Λ, we denote by α ω the automorphism of LΛ given by α ω (v s ) = ω(s) v s for all s ∈ Λ. Using the icc property, one checks that the map ω → α ω embeds Λ continuously into Out(LΛ). Since Λ is compact, we can thus view Λ as a compact subgroup of Out(LΛ).
A countable subgroup A of a Polish group B is said to be discrete if there exists a neighborhood U of the identity e in B such that U ∩ A = {e}. 
Assume that M is a tracial von Neumann algebra with
Finally assume that the image of L in Out(M 0 ) is a discrete torsion-free subgroup. Then the following holds.
and such that every β i generates a discrete infinite subgroup of Out(M 0 ).
Note that the setup of Lemma 7.3 would allow to write M as the cocycle crossed product of M 0 and an outer cocycle action of L/(L ∩ Inn M 0 ) on M 0 , but we do not need that formalism here.
Proof. First note that statement (b) is a consequence of statement (a). Take an element T in ∆(M 0 ) ′ ∩ (M ⊗ M ) r and write S := T − E ∆(M 0 ) (T ). Since M 0 is a factor, it suffices to prove that S = 0. So assume that S = 0. Denote by H the closure of
) that has finite left dimension. By construction H contains the nonzero vector S satisfying ∆(x)S = S∆(x) for all x ∈ M 0 . Write H as in (a). Since all automorphisms β i are outer, we have that ψ i (S) = 0 for all i ∈ {1, . . . , k}. So S = 0, contradicting our assumption.
We now start proving statement (a). Take a projection p ∈ M n (C) ⊗ M 0 with (Tr ⊗τ )(p) = r. 
Using the notation of Remark 4.2, we put
To conclude the proof of the lemma, we have to find automorphisms β 1 , . . . , β k ∈ Aut(M r 0 ) and a unitary ψ :
and such that every β i generates an infinite discrete subgroup of Out(M r 0 ).
By our assumptions on
and such that for every V ∈ L 1 , the automorphism Ad V of M r 0 generates a discrete infinite subgroup of Out(M r 0 ).
Also for every W ∈ L 2 , the automorphism Ad W of M r 0 ⊗ M r 0 is of the form α W ⊗ β W , where at least one of the α W , β W generates a discrete infinite subgroup of Out(M r 0 ). Denote by P 0 the orthogonal projection of L 2 (M r ⊗M r ) onto the closed subspace L 2 (M r 0 ⊗M r 0 ) and define H 0 as the closure of For every W ∈ L 2 , denote by
Since W normalizes M r 0 ⊗ M r 0 and since (7.3) is an orthogonal decomposition, we get that
for all x, y ∈ M r 0 and all ξ ∈ L 2 (M r ⊗ M r ). Denote by H W the closure of ϕ W (H ′ ). Below we prove the following statement: if H W = {0}, then there exists a unitary ψ W : H W → L 2 (M r 0 ) and an automorphism γ W ∈ Aut(M r 0 ) such that
for all x, y ∈ M r 0 and all ξ ∈ H W , and such that γ W generates a discrete infinite subgroup of Out(M r 0 ). For the moment, we assume that the statement is proven and deduce the lemma from it. Whenever H W = {0}, we denote by
a bimodular map with dense range. So, K W is isomorphic with a subbimodule of H ′ . Since H ′ has finite left dimension and since H 0 = {0}, it follows that H ′ is isomorphic with the direct sum of finitely many K W 's. This proves the lemma.
So it remains to prove the statement above. Assume that
. By Lemma 7.2, there exist characters ω, µ : Λ → T and an automorphism δ ∈ Aut(Λ) such that, after unitarily conjugating α W and β W , we have that
). Since M r 0 is a factor and H W = {0}, we get that H W = L 2 (∆(M r 0 )). We can thus define ψ : H W → L 2 (M r 0 ) as being ∆ −1 . By construction, (7.4) holds. It remains to prove that γ W generates an infinite discrete subgroup of Out(M r 0 ). We know that at least one of the α W , β W generates an infinite discrete subgroup of Out(M r 0 ). Assume that this is the case for α W . View α W as an element of Out(M r 0 ) and view Λ as a compact subgroup of Out(M r 0 ). Since α W (v s ) = ω(s) v δ(s) for all s ∈ Λ, we have that α W normalizes Λ. Since Λ is compact and since α W generates an infinite discrete subgroup, it follows that Λ and α W together generate a copy of Λ ⋊ Z as a closed subgroup of Out(M r 0 ). Since γ W ∈ α W Λ, it then follows that also γ W generates an infinite discrete subgroup of Out(M r 0 ).
For later use, we end this section with yet another elementary lemma. Proof. Since ∆(β(v s )) = α(v s ) ⊗ v s , we see that α(v s ) ⊗ v s ∈ ∆(LΛ). This implies that α(v s ) must be a multiple of v s , for all s ∈ Λ. So we find a character ω : Λ → T such that α = α ω . But then also β = α ω .
Proof of Theorem B
Theorem B will be a direct consequence of the following general result. Recall from Section 2.4 the notions of weak amenability and class S.
Theorem 8.1. Let Γ be a countable group satisfying one of the following conditions.
1. Γ is nonamenable, icc, weakly amenable, belongs to class S and admits a bound on the orders of its finite subgroups.
2. Γ = Γ 1 * Γ 2 with |Γ 1 | ≥ 2 and |Γ 2 | ≥ 3.
Let H be a nontrivial abelian group with subgroup H 0 < H. Assume that H/H 0 is either trivial or torsion-free. Define H := H (Γ) and consider the homomorphism
If Λ is any countable group and π : LΛ → (LG 0 ) r is a * -isomorphism for some r > 0, then r = 1 and Λ ∼ = p −1
0 and a.e. η ∈ H ′ , a character ω : G 0 → T and a unitary w ∈ LG 0 such that π = Ad w • α ω • π θ • π δ where
is the natural * -isomorphism associated with an infinite tensor product of copies of θ ;
• α ω is the automorphism of LG 0 given by α ω (u g ) = ω(g)u g for all g ∈ G 0 . This whole section is devoted to the proof of Theorem 8.1, following closely the strategy of [IPV10] and using many results of [IPV10] . At the end, we will deduce Theorem B, with case B.1 corresponding to the special case where H 0 = H, and case B.2 corresponding to H 0 = {e}.
Throughout this section, we fix a countable icc group Γ that satisfies either condition 1 or condition 2 in Theorem 8.1. We also fix a nontrivial abelian group H with subgroup H 0 < H such that H/H 0 is either trivial or torsion-free. We denote H := H (Γ) and H 0 := p We write A := LH so that M = A ⋊ G. We also write A 0 := LH 0 so that M 0 = A 0 ⋊ G.
Recall that a countable subgroup A of a Polish group B is said to be discrete if there exists a neighborhood U of the identity e in B such that U ∩ A = {e}.
We start by two general lemmas on the structure of M 0 and M . The first one is an immediate consequence of Popa's cocycle superrigidity theorem [Po06b, Theorem 1.1].
Lemma 8.2. Let β ∈ Aut(M 0 ) and assume that there exists a nonzero vector ξ ∈ L 2 (M 0 ) such that ξ 0 β(a) = aξ 0 for all a ∈ A 0 . Then there exists a character ω : G → T and a unitary v ∈ N M (M 0 ) such that β = (Ad v) • α ω , where the automorphism α ω is defined as α ω (au g ) = ω(g) au g for all a ∈ A 0 , g ∈ G.
If moreover β generates a discrete infinite subgroup of Out(M 0 ), we have that
Proof. Taking the polar decomposition of ξ 0 , we find a nonzero partial isometry v 0 ∈ M 0 such that v 0 β(a) = av 0 for all a ∈ A 0 . By Proposition 6.1.(c), we have that
Since β 1 (a) = a for all a ∈ A 0 , we have β 1 (u g ) = µ g u g for all g ∈ G, where µ g ∈ U (A 0 ) and (µ g ) g∈G defines a 1-cocycle for the action G A 0 .
By Popa's cocycle superrigidity theorem [Po06b, Theorem 1.1] for the action G σ A, we find a unitary v 2 ∈ U (A) and a character ω :
Finally, if β generates a discrete infinite subgroup of Out(M 0 ), we know that as an element of Out(M 0 ), β does not belong to the compact subgroup
Lemma 8.3. Denote by H e the copy of H inside H in position e ∈ Γ. Then M is generated by M 0 and the group of unitaries L :
Proof. By Proposition 6.1.(a), we know that M ′ 0 ∩ M ω = C1. So whenever (a n ) is a sequence of unitaries in U (M ) satisfying xa n − a n x 2 → 0 for all x ∈ M 0 , there exists a sequence λ n ∈ T such that a n − λ n 1 2 → 0. Assume that we have a sequence s n ∈ H e such that Ad(u sn ), viewed as a sequence in Out(M 0 ), converges to the identity. We must prove that s n belongs to (H 0 ) e eventually. Since Ad(u sn ) converges to the identity in Out(M 0 ), we find a sequence of unitaries w n ∈ U (M 0 ) such that Ad(w n u sn ) → id in Aut(M 0 ). This means that xw n u sn −w n u sn x 2 → 0 for all x ∈ M 0 . It follows that we can take a sequence λ n ∈ T such that w n u sn −λ n 1 2 → 0. So u sn −λ n w * n 2 → 0. In particular, we get that u sn −E M 0 (u sn ) 2 → 0. Since u sn − E M 0 (u sn ) 2 = 1 whenever s n ∈ (H 0 ) e , we conclude that s n ∈ (H 0 ) e eventually.
We now start a systematic study of the amplified comultiplication ∆ :
Proof. This is an immediate consequence of Lemma 8.3, the assumption that H/H 0 is torsionfree and part (b) of Lemma 7.3.
In what follows, we apply twice Theorem 5.1. So we need to check that the assumptions stated in the beginning of Section 5 are satisfied. 
So by Lemma 2.2.(b), we get that ∆(A 0 ) ≺ f M r ⊗ A. By symmetry, we also have that
Proof. By symmetry, it suffices to prove that ∆(LG) ≺ M r ⊗(A⋊G 1 ). Assume the contrary. A combination of Lemma 8.6 and Lemma 2.3 then gives that
We can view M as the generalized Bernoulli crossed product M = (LH) Γ ⋊ G. As in Section 3, we have the tensor length deformation by automorphisms α t of the tracial von Neumann algebra M := (LH * LZ) Γ ⋊ G.
Lemma 8.8. Let P ⊂ (M ⊗ M ) r be a von Neumann subalgebra such that for all nonzero projections p ∈ P ′ ∩ (M ⊗ M ) r , we have that P p is nonamenable relative to M r ⊗ 1.
Proof. We concretely realize the amplification (M ⊗ M ) r as M r ⊗ M . Since A is abelian and hence amenable, we have that P p is nonamenable relative to M r ⊗A, for all nonzero projections
Case 1: Γ is a nonamenable group in class S with the property that all finite subgroups of Γ have order at most κ − 1, for some fixed κ ∈ N. We consider the left-right action G Γ. We claim that Stab F is amenable whenever F ⊂ Γ satisfies |F| ≥ κ. Indeed, every Stab F is isomorphic with a subgroup of Γ defined as the centralizer of κ distinct elements. These κ distinct elements necessarily generate an infinite subgroup of Γ. Since Γ belongs to class S, the centralizer of an infinite subgroup is amenable (see Section 2.4). This proves the claim. So the conclusion of the lemma follows immediately from Theorem 3.1, even without using the assumption that ∆(LG) ⊂ N M r ⊗M (P ) ′′ .
Case 2: Γ = Γ 1 * Γ 2 with |Γ 1 | ≥ 2 and |Γ 2 | ≥ 3. Denote by δ : Γ → Γ × Γ : δ(h) = (h, h) the diagonal embedding and consider the left-right action G Γ. Whenever F ⊂ Γ and |F| ≥ 2, we have that Stab F is either cyclic, or conjugate to a subgroup of δ(Γ 1 ), or conjugate to a subgroup of δ(Γ 2 ). So the conclusion of the lemma follows from Theorem 3.1, once we have proven that P p is nonamenable relative to M r ⊗ (A ⋊ δ(Γ j )) for all j ∈ {1, 2} and all nonzero projections p ∈ P ′ ∩ M r ⊗ M .
By symmetry, it suffices to consider j = 1. Take a nonzero projection p ∈ P ′ ∩ M r ⊗ M and assume by contradiction that P p is amenable relative to M r ⊗ (A ⋊ δ(Γ 1 )). Denote by Q the normalizer of P inside M r ⊗ M . By assumption, we have that ∆(LG) ⊂ Q. Replacing p by the smallest projection in Z(Q) that dominates p and using Lemma 2.6, we still have that P p is amenable relative to M r ⊗ (A ⋊ δ(Γ 1 )).
We now prove that P p is amenable relative to B := M r ⊗ (A ⋊ (Γ × {e})). We denote M j := M r ⊗ (A ⋊ (Γ × Γ j )). We can then view M r ⊗ M as the amalgamated free product of M 1 and M 2 over B. Since we assumed that P p is amenable relative to M r ⊗ (A ⋊ δ(Γ 1 )), we have a fortiori that P p is amenable relative to M 1 . Since p ∈ Z(Q), the normalizer of P p inside M r ⊗ M contains Qp. Since ∆(LG) ⊂ Q and since Γ × Γ 1 has infinite index in G, it follows from Lemma 8.7 that Qp ≺ M 1 . Then [Io12b, Corollary 2.12] implies that P p is amenable relative to B.
By symmetry, we also get that P p is amenable relative to M r ⊗ (A ⋊ ({e} × Γ)). So Lemma 2.7 implies that P p is amenable relative to M r ⊗A, and hence also relative to M r ⊗1, contradicting our initial assumptions on P .
Lemma 8.9. There exists a unitary Ω ∈ (M ⊗ M ) r such that
Proof. Also M ⊗ M can be viewed as a generalized Bernoulli crossed product M ⊗ M = (LH) I ⋊ (G × G), associated with G × G acting on the disjoint union I := Γ ⊔ Γ of two copies of Γ. The corresponding tensor length deformation precisely is α t ⊗ α t ∈ Aut( M ⊗ M ).
Denote by δ : Γ → Γ × Γ : δ(h) = (h, h) the diagonal embedding. Observe that the stabilizer (in G × G) of an element i ∈ I is either of the form G × gδ(Γ)g −1 or gδ(Γ)g −1 × G, with g ∈ G.
Since G is an icc group, the lemma will follow by applying Theorem 3.3 to the generalized Bernoulli action G × G (LH) I , provided that we prove the following two statements.
Proof of 1. By symmetry, it suffices to prove that
Since every g ∈ G is the product of an element in Γ × {e} and an element in {e} × Γ, again by symmetry, it suffices to prove that
. By Proposition 4.1.(c), we have that P p is nonamenable relative to M r ⊗ 1 for all nonzero projections p ∈ P ′ ∩ (M ⊗ M ) r . The unitaries ∆(u g ), g ∈ {e} × Γ, all commute with P and the normalizer of P contains ∆(LG). So (8.1) follows from Lemma 8.8.
Proof of 2. Since δ(Γ) has infinite index in G, statement 2 follows immediately from Lemma 8.7.
Lemma 8.10.
Proof. We start by proving the existence of a nonzero projection p ∈ C ′ ∩ (M ⊗ M ) r such that Cp is amenable relative to M r ⊗ 1. Assume the contrary. Since the normalizer of C contains ∆(M 0 ) and since all unitaries in ∆(A 0 ) commute with C, it follows from Lemma 8.8 that
Lemma 8.9 implies in particular that
Note that W := {au g | a ∈ U (A 0 ), g ∈ G} is a group of unitaries generating M 0 . The two formulae above imply that
We now apply Theorem 3.3. Denote as above δ : Γ → Γ × Γ : δ(h) = (h, h). The stabilizer of an element g ∈ Γ under the left-right action G Γ can be conjugated into δ(Γ). From Proposition 4.1.(a), we know that ∆(M 0 ) ≺ M r ⊗ (A ⋊ δ(Γ)). So (8.2) and Theorem 3.3 imply that ∆(M 0 ) can be unitarily conjugated into M r ⊗ LG. This is in contradiction with Proposition 4.1.(a).
So we indeed find a nonzero projection p ∈ C ′ ∩ (M ⊗ M ) r such that Cp is amenable relative to M r ⊗ 1. The normalizer of C contains ∆(M 0 ) and by Lemma 8.4, we know that
So by Lemma 2.6, we conclude that C is amenable relative to M r ⊗ 1. Applying twice Theorem 5.1, which is possible thanks to Lemma 8.5, it follows that C ≺ f M r ⊗ (A ⋊ (Γ × {e})) and
By symmetry, we also have that C ≺ f A ⊗ M r . Again using Lemma 2.2.(b), we reach the desired conclusion that C ≺ f A ⊗ A.
The main part of the proof consists in showing that H ′ = {0}. Assume on the contrary that
) that has finite left dimension. By Lemma 8.3, the assumption that H/H 0 is torsion-free, and Lemma 7.3, there exist automorphisms β 1 , . . . , β k ∈ Aut(M 0 ) and a unitary ψ :
Fix an i ∈ {1, . . . , k} and note that ψ i (H ′ ) = {0}. Take a nonzero vector ξ 0 ∈ ψ i (H ′ ). Since the elements of H ′ commute with ∆(A 0 ), it follows that that ξ 0 β i (a) = aξ 0 for all a ∈ A 0 . By Lemma 8.2, we then find a unitary v ∈ N M (M 0 ) and a character ω : G → T such that
Put
that is globally invariant under the generalized Bernoulli action G A. By Lemma 2.12, the latter is weakly mixing. It follows that Lemma 8.12. We have that r = 1 and that there exist a unitary v ∈ M 0 , a character ω : G → T and an injective group homomorphism ρ : G → Λ such that
A is essentially free. By Lemma 8.9 and after a unitary conjugacy of ∆,
From Lemma 8.10, we know that C ≺ f A ⊗ A. By construction, the unitaries ∆(u g ), g ∈ G, normalize C. By Lemma 8.11, the action (Ad ∆(u g )) g∈G on the center Z(C) of C is weakly mixing. Actually, Lemma 8.11 says that even the action (Ad ∆(u g )) g∈G on C has no nontrivial finite-dimensional invariant subspaces. This means that all the assumptions of [IPV10, Theorem 6.1] are satisfied. Denote by N the von Neumann algebra generated by C and the unitaries (∆(u g )) g∈G . Then ∆(M 0 ) ⊂ N and it follows from Proposition 4.1.(a) that N ≺ M ⊗ (A ⋊ G 1 ) and N ≺ (A ⋊ G 1 ) ⊗ M whenever G 1 < G has infinite index. So also all the assumptions of [IPV10, Corollary 6.2] are satisfied. From [IPV10, Theorem 6.1 and Corollary 6.2], it then follows that r = 1 and that there exist a unitary Ω 1 ∈ M ⊗ M , a character ω : G → T and group homomorphisms γ 1 , γ 2 : G → G such that
Since r = 1, we may from now on assume that M 0 = LΛ and that ∆ :
By (8.3) and Lemma 8.7, the ranges of γ 1 and γ 2 are finite index subgroups of G. Denote by
Because G is icc and because the subgroups γ 1 (G) < G and γ 2 (G) < G have finite index, we get that {(γ 2 (g)xγ 2 (g) −1 , γ 1 (g)yγ 1 (g) −1 ) | g ∈ G} is an infinite set for all (x, y) ∈ (G × G) − {e}. By Lemma 7.1, we then find an h ∈ G such that γ 1 (g) = hγ 2 (g)h −1 for all g ∈ G. This means that after replacing Ω 1 by (1 ⊗ u h )Ω 1 , we may assume that γ 1 = γ 2 . We denote this homomorphism as γ. It then also follows that ζ(Ω 1 ) is a multiple of Ω 1 . Since ∆(u g ) and u γ(g) ⊗ u γ(g) are unitarily conjugate, the homomorphism γ is injective. Define K 0 := H/H 0 and identify K 0 with the group of characters on H that are equal to 1 on H 0 . Whenever η ∈ K 0 , the formula
defines a character on G and hence an automorphism α η ∈ Aut(M ) by the formula α η (u z ) = η(z)u z for all z ∈ G. Since η equals 1 on H 0 , we get that α η (a) = a for all a ∈ M 0 . More precisely, (α η ) η∈K 0 is a continuous action of K 0 on M and the fixed point algebra of this action equals M 0 .
Since G is icc and γ(G) < G has finite index, we have that {(γ(g)xγ(g) −1 , γ(g)yγ(g) −1 ) | g ∈ G} is an infinite set for all (x, y) ∈ (G × G) − {e}. Using Lemma 2.12, it follows that Ω * 1 (α η ⊗ α η ′ )(Ω 1 ) must be a multiple of 1 and we find Ψ(η,
It follows that Ψ is a continuous character on
For every g ∈ Γ, denote by π g : LH → (LH) Γ the embedding of LH as the g-th tensor factor. Write V x := π e (u x ) and put Ω 2 := (V * x ⊗ V * x )Ω 1 . From (8.4), it follows that Ω 2 ∈ M 0 ⊗ M 0 . Denote by x e ∈ H (Γ) the element x ∈ H viewed in position e. Define the injective group homomorphism γ ′ :
Since γ(G) has finite index in G and since G is icc, we have that {γ ′ (g)xγ ′ (g) −1 | g ∈ G} is an infinite set for all x ∈ G 0 − {e}. By Lemma 2.12, we get that the representation (Ad(u γ ′ (g) )) g∈G on L 2 (M 0 ) ⊖ C1 is weakly mixing. It then follows from (8.5) and [IPV10, Lemma 3.4 ] that there exist unitaries w, v ∈ M 0 , a character ω ′ : G → T and an injective group homomorphism ρ : G → Λ such that
In combination with (8.5), we get that
Lemma 7.1 then provides an element k ∈ G 0 such that γ ′ (g) = kgk −1 for all g ∈ G. It follows that u * k w * v ∈ C1 and that ω ′ = ω. So, w is a multiple of vu * k and
From (8.3), we know that
Since Ω 2 = (w * ⊗ w * )∆(v) and since w is a multiple of vu * k , we conclude that
Proof of Theorem 8.1. The proof consists of three different parts.
Writing Λ as a semidirect product Σ ⋊ G
We do not explicitly write the isomorphism π :
We denote by ∆ : LΛ → LΛ ⊗ LΛ the comultiplication given by ∆(v s ) = v s ⊗ v s for all s ∈ Λ. Recall from [IPV10, Lemma 7.1] that a von Neumann subalgebra P ⊂ LΛ satisfies ∆(P ) ⊂ P ⊗ P if and only if P = LS for a subgroup S < Λ.
As above, we denote H := H (Γ) and H 0 := p By Lemma 8.12, we get that r = 1 and that we can compose the identification LΛ = LG 0 with an inner automorphism of LG 0 and an automorphism of the form α ω for a character ω : G → T such that after these compositions, we have
where ρ : G → Λ is an injective group homomorphism. It follows that A 0 = LΣ for an abelian subgroup Σ < Λ and that we have written Λ as a semidirect product Λ = Σ ⋊ G, where G acts on Σ by group automorphisms. So from now on, we may assume that Λ = Σ ⋊ G in such a way that LΣ = A 0 and v g = u g for all g ∈ G (denoting as above by (v s ) s∈Λ the canonical unitaries for LΛ, and by (u a ) a∈G 0 the canonical unitaries for LG 0 ).
Proving that Σ is of the form p −1
Whenever we view Γ as the index set of the infinite tensor product A = (LH) Γ , we denote the elements of Γ by the letters i, j. We denote by g · i the left-right action of g ∈ G on i ∈ Γ. We denote by π i : LH → (LH) Γ the embedding of LH into (LH) Γ as the i-th tensor factor. We denote by (σ g ) g∈G the generalized Bernoulli action given by σ g • π i = π g·i . We finally denote by δ : Γ → G : δ(g) = (g, g) the diagonal embedding. Since Γ is icc, we have that δ(Γ) · i is infinite for all i ∈ Γ − {e}. By Lemma 2.12, the action (σ δ(g) ) g∈Γ on (LH) Γ−{e} is weakly mixing and we have that
For the rest of the proof, we only consider the comultiplication ∆ restricted to LΣ. Since
Using (8.7) and (8.8), it then follows that ∆(π e (LH 0 )) ⊂ π e (LH 0 ) ⊗ π e (LH 0 ). This means that we find an abelian group H ′ 1 with corresponding comultiplication ∆ 1 : LH ′ 1 → LH ′ 1 ⊗ LH ′ 1 , and an identification
So we can view π i as well as an injective group homomorphism of H ′ 1 into Σ. Since the von Neumann algebras π i (LH 0 ), i ∈ Γ, are in tensor product position inside LΣ, it follows that the subgroups π i (H ′ 1 ) < Σ, i ∈ Γ, are in direct sum position inside Σ.
By construction, Ω x (δ(g)) = 1 for all g ∈ Γ. From (8.9), it then follows that V x = (π e ⊗ π e )(U x ) for a unitary U x ∈ LH ⊗ LH. So we get that
Applying σ h ⊗ σ h for an arbitrary h ∈ G, and combining with the earlier definition of ∆ 1 , we find that
(8.10) Define H 2 := {(x, y) ∈ H × H | x + y ∈ H 0 }. Then H 2 is generated by the subgroups H 0 × H 0 and {(x, −x) | x ∈ H}. Since LH ′ 1 = LH 0 , the von Neumann algebra generated by the elements {(π i ⊗ π j )(u x ⊗ u * x ) | i, j ∈ Γ, x ∈ H}, together with the algebras π i (LH ′ 1 ), i ∈ Γ, equals the von Neumann algebra generated by all the (π i ⊗ π j )(LH 2 ), which is the whole of A 0 = LΣ.
So the formulae in (8.10) entirely determine ∆. Also note that for a given x ∈ H, the unitary U x is uniquely determined up to multiplication by a scalar in T. Finally observe that for x ∈ H 0 , we have U x = ∆ 1 (u x ), up to multiplication by a scalar in T. In particular, U x ∈ LH 0 ⊗ LH 0 whenever x ∈ H 0 .
For all distinct i, j ∈ Γ, denote by π ij : LH 2 → A 0 the embedding into the i'th and j'th coordinate. It follows from (8.10) that we can identify LH 2 = LH ′ 2 for some abelian group H ′ 2 with the corresponding comultiplication ∆ 2 : LH ′ 2 → LH ′ 2 ⊗ LH ′ 2 given by the following formulae that use the tensor leg numbering notation. 
We denote by K := H the group of characters on H and by K 0 < K the closed subgroup of characters that are identically 1 on H 0 . We identify K 0 = H/H 0 . Whenever ω ∈ K, we denote by α ω ∈ Aut(LH) the induced automorphism given α ω (u x ) = ω(x)u x for all x ∈ H. Applying α ω in the i-th coordinate yields the automorphism α i ω ∈ Aut((LH) Γ ), while applying α ω in all coordinates yields the automorphism α Γ ω ∈ Aut((LH) Γ ). By construction, we have that
Fix x ∈ H. Since ∆(A 0 ) ⊂ A 0 ⊗ A 0 , the left hand side of the formulae in (8.10) is invariant under α Γ ω ⊗ id for all ω ∈ K 0 . Since U x is uniquely determined up to a scalar, it follows that (α ω ⊗ id)(U x ) is a multiple of U x for every ω ∈ K 0 . So we find an element γ(x) ∈ H/H 0 such that
When x ∈ H 0 , we have that U x ∈ LH 0 ⊗ LH 0 and hence γ(x) = 0. It follows that γ is a well-defined group homomorphism from H/H 0 to H/H 0 .
The formulae in (8.10) entirely determine ∆ so that it follows that (α i ω ⊗id)•∆ = ∆•α i ω•γ for all i ∈ Γ and all ω ∈ K 0 . Using Lemma 7.4, we conclude that γ = id and that every automorphism α i ω is induced by a character of Σ. It follows that there are group homomorphisms
A similar reasoning, using (8.11) instead of (8.10), provides a homomorphism ψ :
We already observed above that the subgroups π i (H ′ 1 ) < Σ, i ∈ Γ, are in a direct sum position. Denote by Σ 1 < Σ the subgroup generated by the π i (H ′ 1 ), i ∈ Γ. Since LH ′ 1 = LH 0 , we have that LΣ 1 = (LH 0 ) Γ . It follows that
Every permutation β ∈ Perm Γ defines an automorphism γ β of (LH) Γ by permuting the tensor factors. It follows from (8.10) that (γ β ⊗ γ β ) • ∆ = ∆ • γ β , so that γ β induces a group automorphism of Σ. By construction, we have γ β • π i = π β(i) and γ β • π ij = π β(i),β(j) .
It is now easy to check that all assumptions of Lemma 8.13 are satisfied. We conclude from Lemma 8.13 that there exists an abelian group H ′ with subgroup H ′ 0 < H ′ and a G-equivariant
Proving that the isomorphism π is of the required form
We put H ′ := H ′ (Γ) and
. Precomposing the original identification of LΣ and LH 0 , with the above identification of LΣ and LH ′ 0 , we have brought us to the point where Λ = H ′ 0 ⋊ G and where the isomorphism
satisfies π(LH ′ 0 ) = LH 0 and π(u g ) = u g for all g ∈ G. Denote by ϕ : LH ′ 0 → LH 0 the restriction of π to LH ′ 0 . Note that ϕ is a G-equivariant * -isomorphism. To conclude the proof of Theorem 8.1, it remains to prove that ϕ must be of the following special form: there exist a group isomorphism γ :
Here the * -isomorphism ϕ Γ 0 : (LH ′ ) Γ → (LH) Γ is defined as the infinite tensor product of copies of ϕ 0 .
Consider the compact group K Γ and embed K 0 as a subgroup of K Γ diagonally. We similarly consider
We can then view ϕ = θ * where θ is a probability measure preserving (pmp), G-equivariant isomorphism 
Consider the natural actions
Fix x ∈ H and denote F x : K Γ → T : F x (ω) = ω e (x). As before, denote by δ : Γ → G : δ(g) = (g, g) the diagonal embedding. One checks that
Since Γ is icc, it follows from Lemma 2.12 that the action of δ(Γ) on (K ′ ) Γ−{e} is weakly mixing, so that the function ω → (F x • θ)(ω) only depends on the coordinate ω e . Since this holds for all x ∈ H, we find a pmp isomorphism θ 0 : K ′ → K such that ( θ(ω)) e = θ 0 (ω e ) for a.e. ω. By construction, we have θ 0 (k + ω) = γ(k) + θ 0 (ω) for all k ∈ K ′ 0 and a.e. ω ∈ K ′ . Writing ϕ 0 := (θ 0 ) * , we obtain the trace preserving * -isomorphism ϕ 0 :
Evaluating (8.12) in the coordinate e, we find that β δ(g) = 0 for all g ∈ Γ, so that β (g,h) = ρ g −ρ h for a group homomorphism ρ : Γ → K 0 : g → ρ g . We also find that θ(ω) g = θ 0 (ω g ) + ρ g for all g ∈ Γ and a.e.
e. a G-invariant character on H 0 . By construction, we have that ϕ = α µ • ϕ Γ 0 .
A combinatorial lemma
Whenever I is a countable set and H is a countable abelian group with subgroup H 0 < H, we consider the direct sum H (I) , the group homomorphism The following elementary lemma abstractly characterizes this whole setup. The lemma is actually much more awkward to state than to prove. Lemma 8.13. Let Σ be a countable abelian group and I a countably infinite set. Assume that we are given the following data:
• countable abelian groups H 1 and H 2 such that H 1 × H 1 < H 2 ,
• for all i ∈ I, an injective homomorphism π i : H 1 → Σ,
• for all distinct i, j ∈ I, an injective homomorphism π ij : H 2 → Σ,
• an abelian group L and, for all i ∈ I, a group homomorphism ψ i : Σ → L,
• a group homomorphism ψ : H 2 → L,
• an action of the group of all permutations β ∈ Perm I by group automorphisms γ β of Σ, such that the following conditions hold:
• the subgroups π ij (H 2 ) generate Σ,
• the subgroups π i (H 1 ) are in a direct sum position inside Σ and generate a subgroup of Σ denoted by Σ 1 ,
• we have π ij (a, b) = π i (a) + π j (b) for all (a, b) ∈ H 1 × H 1 ⊂ H 2 ,
• we have ψ i • π ij = ψ = −ψ j • π ij ,
• we have ψ k • π ij = 0 if k ∈ {i, j},
• we have Σ 1 = i∈I Ker ψ i ,
• for every β ∈ Perm I, we have γ β • π i = π β(i) and γ β • π ij = π β(i),β(j) .
Then there exist a countable abelian group H with subgroup H 0 < H and group isomorphisms δ 1 : H 0 → H 1 , δ 2 : (H × H) H 0 → H 2 and δ : p −1
such that, using the notations µ i and µ ij introduced before the lemma, we have • δ conjugates the actions of Perm I,
Proof. We may assume that I = N. Since the subgroups π i (H 1 ) < Σ are in a direct sum position, we can assemble the π i into an isomorphism π : H (N) 1 → Σ 1 . Note that π conjugates the natural actions of Perm N. Fix x ∈ H 2 . Observe that y := π 12 (x) + π 23 (x) + π 31 (x) belongs to the kernel of all ψ i , i ∈ N. Hence, y = π(z) for some element z ∈ H (N) 1 . It follows that z is invariant under cyclic permutations of (1, 2, 3) . It also follows that z is invariant under all permutations that fix 1, 2 and 3. Since there are only finitely many k ∈ N with z k = 0, we conclude that y must be of the form y = π 1 (ρ(x)) + π 2 (ρ(x)) + π 3 (ρ(x)), where ρ : H 2 → H 1 is a group homomorphism. Also note that ρ(a, b) = a + b for all (a, b) ∈ H 1 × H 1 ⊂ H 2 .
We define H := Ker ρ. We define the subgroup H 0 < H given by H 0 := {(a, −a) | a ∈ H 1 }. We denote δ 1 : H 0 → H 1 : δ 1 (a, −a) := a.
By construction, we have that π 12 (x) + π 23 (x) + π 31 (x) = 0 for all x ∈ H. Applying γ β for an arbitrary permutation β of N, it follows that π ij (x) + π jk (x) + π ki (x) = 0 (8.13)
for all x ∈ H and all distinct i, j, k ∈ N.
Fix x ∈ H 2 . Observe that y := π 12 (x) + π 21 (x) belongs to the kernel of all ψ i , i ∈ N. We also have that γ β (y) = y when β is the permutation of N that flips 1 and 2, as well as when β is a permutation that fixes 1 and 2. Reasoning as above, it follows that π 12 (x) + π 21 (x) = −π 1 (η(x)) − π 2 (η(x)), where η : H 2 → H 1 is a group homomorphism. We only introduced the minus sign to make the following computation easier. Applying γ β for an arbitrary permutation β of N, we get that π ji (x) = −π ij (x) + π i (η(x)) + π j (η(x)) for all x ∈ H 2 and all distinct i, j ∈ N.
We prove that η(x) = 0 for all x ∈ H. Fix x ∈ H and consider the element y := π 12 (x) + π 23 (x) + π 34 (x) + π 41 (x) .
A first computation, using (8.13), yields y = −π 31 (x) + π 34 (x) + π 41 (x) = π 1 (η(x)) + π 3 (η(x)) + π 13 (x) + π 34 (x) + π 41 (x) = π 1 (η(x)) + π 3 (η(x)) .
An analogous second computation gives y = π 12 (x) − π 42 (x) + π 41 (x) = π 2 (η(x)) + π 4 (η(x)) + π 12 (x) + π 24 (x) + π 41 (x) = π 2 (η(x)) + π 4 (η(x)) .
Since the groups π i (H 1 ) are in a direct sum position inside Σ, both computations together imply that η(x) = 0 for all x ∈ H. It follows that π ij (x) = −π ji (x) for all x ∈ H and all distinct i, j ∈ N. In combination with (8.13), we get that π ij (x) + π jk (x) = π ik (x) (8.14)
We claim that the homomorphism δ 2 : (H × H) H 0 → H 2 : δ 2 (x, y) = x + (0, δ 1 (x + y))
is an isomorphism of groups satisfying δ 2 (x, y) = (δ 1 (x), δ 1 (y)) for all (x, y) ∈ H 0 × H 0 . This last formula is immediate. It already implies that the image of δ 2 contains both H and H 1 ×H 1 . Since for every x ∈ H 2 , we have that x − (0, ρ(x)) ∈ H, the surjectivity of δ 2 follows. Since ρ(δ 2 (x, y)) = δ 1 (x + y), the injectivity of δ 2 follows as well.
Using (8.14), it follows that the formula
π i,n+1 (x i ) whenever x k = 0 for all k > n is independent of the choice of n and hence a well-defined homomorphism satisfying δ • µ ij = π ij • δ 2 and δ • µ i = π i • δ 1 . It immediately follows that δ conjugates the respective actions of Perm N and that δ is surjective.
To prove the injectivity of δ, we first claim that H 0 = H ∩ Ker ψ. The inclusion ⊂ is obvious. Conversely, assume that y ∈ H and ψ(y) = 0. Put z = π 12 (y). We get that z ∈ Ker ψ k for all k ∈ N. So z ∈ Σ 1 . Since γ β (z) = z for every permutation β that fixes 1 and 2, we find that y ∈ H 1 × H 1 . Since y ∈ H, we obtain the claim that y ∈ H 0 . If now δ(x) = 0, we get that ψ(x i ) = ψ i (δ(x)) = 0 for all i ∈ N. So x belongs to H 
Proofs of Theorem B and Remark C
Proof of Theorem B. A hyperbolic group Γ has only finitely many conjugacy classes of finite subgroups (see e.g. [Br99] ). By Selberg's lemma [Se60] , a finitely generated linear group Γ (over a field of characteristic zero) has a finite index subgroup that is torsion-free. In both cases, Γ admits a bound on the possible orders of its finite subgroups. By the work of [CH88, Sk88, Oz03, Oz07] (see [PV12, Lemma 2.4] for a more detailed explanation), we also have in both cases that Γ is weakly amenable and that Γ belongs to class S. So every group Γ that appears in Theorem B satisfies the conditions of Theorem 8.1.
We will apply Theorem 8.1. The conclusion of Theorem 8.1 describes the given * -isomorphism π : LΛ → (LG 0 ) r as a composition of an inner automorphism, "group like" isomorphisms implemented by group isomorphisms and characters, and the * -isomorphism π θ that need not be group like in general. We now prove that in the situation of Theorem B, also π θ is group like.
1. Assume that H = Z/nZ with n ∈ {2, 3} and put G = H (Γ) ⋊ (Γ × Γ). We apply Theorem 8.1 with H 0 = H. This provides an abelian group H ′ with |H ′ | = |H|. So, H ′ ∼ = H and we may assume that H ′ = H. It only remains to prove that the automorphism π θ : LG → LG is group like. But since LH has dimension 2 or 3, it is not hard to check that every automorphism θ : LH → LH is of the form θ = α ω • π δ for some character ω ∈ H and group automorphism δ : H → H. Then π θ is group like as well.
2. We apply Theorem 8.1 with H 0 = {0}. Since H ′ ∼ = H, we may assume that H ′ = H. Then θ : H → H is a pmp isomorphism satisfying θ(k + ω) = k + θ(ω) for a.e. k, ω ∈ H. So we find a fixed ω 0 ∈ H such that θ(ω) = ω + ω 0 for a.e. ω ∈ H. But then π θ is the identity map.
Proof of Remark C. Assume that Γ has no nontrivial characters. Put G = Γ × Γ, H 0 = p −1 H ({0}) and G 0 = H 0 ⋊ G. Put K = H. Since G has no nontrivial characters, we only need to prove that H 0 has no nontrivial G-invariant characters. This means that we have to prove that the action of G on the compact space K Γ /K only has 0 as a fixed point. One checks that the G-fixed points in K Γ /K are precisely the points (α g ) g∈Γ + K where α : Γ → K is a homomorphism. Since Γ has no nontrivial characters and K is abelian, such a homomorphism is constantly equal to 0.
