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1. Einfu¨hrung
Die dynamische Simulation ist ein aktueller Forschungsbereich in der Com-
putergraphik. Dieser Bereich umfasst u. a. die Simulation von Starrko¨rpern,
Textilien, Weichko¨rpern, Flu¨ssigkeiten und Gasen. Dynamiksimulation ist
heutzutage ein wichtiger Bestandteil im Entwicklungsprozess von komple-
xen Maschinen (wie z. B. in der Robotik), im Forschungsbereich der Medizin,
in der Computeranimation und in Anwendungen der virtuellen Realita¨t.
Der Schwerpunkt dieser Arbeit liegt in der Simulation von Starrko¨rpern,
Textilien und Weichko¨rpern sowie deren Interaktion miteinander.
Die Dynamiksimulation hat eine lange Geschichte, die bis zu Sir Isaac
Newton zuru¨ckreicht, der in seiner
”
Philosophiae Naturalis Principia Mathe-
matica“ von 1687 drei grundlegende Gesetze fu¨r die Simulation dynamischer
Ko¨rper beschreibt. Inzwischen existieren viele Arbeiten u¨ber die Simu-
lation von Starrko¨rpern und deformierbaren Ko¨rpern und daru¨ber, wie
man die Freiheitsgrade eines Ko¨rpers mit Hilfe von Zwangsbedingungen
beschra¨nken kann. Durch solche Bedingungen ko¨nnen Gelenke, Kollisionen
und bleibende Kontakte simuliert werden. Die Simulation deformierbarer
Ko¨rper ist dabei um einiges komplizierter als die Simulation von Starrko¨r-
pern, da viel mehr Freiheitsgrade beru¨cksichtigt werden mu¨ssen. In den
letzten Jahren wurde im Bereich der Textil- und Weichko¨rpersimulation
intensiv geforscht. Dabei ist besonders im Bereich der Computergraphik
die Geschwindigkeit der Simulation meistens wichtiger als die Genauigkeit,
da die Verfahren in interaktiven Anwendungen zum Einsatz kommen sollen.
Die Simulation muss deutlich schneller als Echtzeit laufen, wenn sie z. B. in
Anwendungen der virtuellen Realita¨t oder in Computerspielen eingesetzt
werden soll. Daher wird oft mit vereinfachten Modellen gearbeitet, um
die Geschwindigkeit zu erho¨hen. Allerdings geht dabei im Allgemeinen
Genauigkeit verloren.
Fu¨r jeden Bereich der dynamischen Simulation existieren bereits mehrere
spezielle Verfahren. Einige aktuelle Forschungsarbeiten bescha¨ftigen sich
auch damit, wie man die Ergebnisse der verschiedenen Verfahren in einer
Simulation kombinieren kann. Durch die Kombination verschiedener Ver-
fahren ko¨nnen z. B. Textilien mit Starr- bzw. Weichko¨rpern interagieren,
Objekte ko¨nnen in Flu¨ssigkeiten schwimmen oder saugen sich mit Wasser
voll und vera¨ndern dadurch ihre Eigenschaften.
2 Kapitel 1: Einfu¨hrung
1.1. Zielsetzung
Das Ziel dieser Arbeit ist es, ein einheitliches Verfahren fu¨r die dynamische
Simulation von Starrko¨rpern, Textilien und Weichko¨rpern zu entwickeln.
Dieses Verfahren muss zum einen die Simulation von Gelenken und die Be-
handlung von Kollisionen und Kontakten mit Reibung unterstu¨tzen. Zum
anderen mu¨ssen verschiedene Arten von Bedingungen bei deformierbaren
Ko¨rpern beru¨cksichtigt werden. Bei einem Weichko¨rper muss z. B. meistens
die Bedingung erfu¨llt werden, dass sein Volumen wa¨hrend der Simulati-
on erhalten bleibt. Dagegen muss bei Textilien eine maximal zula¨ssige
Dehnbarkeit des Materials eingehalten werden.
Eine einheitliche Vorgehensweise hat den Vorteil, dass verschiedene Teile
der Simulation ohne zusa¨tzlichen Aufwand kombiniert werden ko¨nnen. Das
bedeutet, die unterschiedlichen Arten von Ko¨rpern ko¨nnen durch Gelenke
miteinander verbunden werden und miteinander kollidieren. Dadurch ist
es z. B. mo¨glich, Starrko¨rper mit deformierbaren Ko¨rpern zu verbinden
oder die Kollisionen zwischen Weichko¨rpern und Textilien aufzulo¨sen.
Das neue Verfahren muss fu¨r Anwendungen der Computergraphik die
folgenden Anforderungen erfu¨llen:
∙ Geschwindigkeit: In der Computergraphik spielt die Geschwin-
digkeit der Simulation eine besondere Rolle. Bei Anwendungen der
virtuellen Realita¨t oder in Computerspielen muss die Simulation
schneller als Echtzeit ablaufen, da sie sich die Rechenzeit in einem
Zeitschritt mit anderen Prozessen, wie z. B. der Visualisierung, teilen
muss. Aber auch in der Computeranimation sind die Geschwindig-
keitsanforderungen hoch, da die Modellierung einer Animation mo¨g-
lichst interaktiv ablaufen soll. Aus diesem Grund soll in der Arbeit
ein besonderes Augenmerk auf die Geschwindigkeit der Algorithmen
gelegt werden. Dabei spielt auch die Parallelisierung eine große Rolle,
da aktuelle Rechner im Allgemeinen Multi-Kern-Systeme sind und
auch ihre Graphikkarten u¨ber Prozessoren mit mehreren parallelen
Einheiten verfu¨gen.
∙ Simulation in Echtzeit: Die Echtzeitanforderung besagt, dass
das Simulationsverfahren in jedem Schritt nur eine maximale Re-
chenzeit zur Verfu¨gung hat. Eine interaktive Anwendung darf nicht
ausgebremst werden, weil die Simulation fu¨r einen Zeitschritt la¨nger
braucht als erwartet. Bei solchen Anwendungen ist die Einhaltung ei-
ner bestimmten maximalen Rechenzeit wichtiger als die Genauigkeit
der Ergebnisse. Das Verfahren sollte daher jederzeit unterbrochen
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werden ko¨nnen und ein vorla¨ufiges Ergebnis liefern. Dadurch kann
die Echtzeitanforderung immer erfu¨llt werden, auch wenn bei einem
vorla¨ufigen Abbruch Genauigkeit verloren geht.
∙ Genauigkeit: In einer Simulation wird im Allgemeinen das Verhal-
ten eines realen Modells nachgebildet. Dafu¨r muss die Simulation alle
physikalischen Eigenschaften dieses Modells u¨bernehmen. Es wird
erwartet, dass sich das simulierte Modell genauso verha¨lt wie sein
reales Vorbild. Aus diesem Grund spielt die Genauigkeit eine wichtige
Rolle in der dynamischen Simulation. Genaue Simulationsergebnisse
lassen Ru¨ckschlu¨sse auf das Verhalten des realen Modells zu.
∙ Simulation von Gelenken: In der Simulation soll es mo¨glich sein,
verschiedene Ko¨rper miteinander zu verbinden. Dafu¨r werden Gelenke
beno¨tigt, die die Freiheitsgrade der verbundenen Ko¨rper einschra¨nken.
In der Simulation sollen alle Arten von mechanischen Gelenken, wie
z. B. Drehgelenke, Kardangelenke und Motoren, unterstu¨tzt werden.
Dadurch wird es mo¨glich, komplexe Modelle zu simulieren. Außerdem
werden Hilfsgelenke beno¨tigt, mit denen ein Benutzer die Bewegung
der Ko¨rper in der Simulation direkt beeinflussen kann.
∙ Kollisionen und bleibende Kontakte mit Reibung: Die dy-
namischen Ko¨rper du¨rfen sich in der Simulation nicht gegenseitig
durchdringen. Daher wird zuna¨chst ein Verfahren beno¨tigt, das Kon-
takte zwischen den Ko¨rpern erkennt. Anschließend muss zwischen
Kollisionen und bleibenden Kontakten unterschieden werden. Im Fall
einer Kollision soll nicht nur eine Durchdringung verhindert, sondern
auch ein Ru¨ckstoß der Ko¨rper simuliert werden. Bei der Behandlung
von Kollisionen und bleibenden Kontakten muss man außerdem die
Reibung zwischen den Ko¨rpern beru¨cksichtigen.
∙ Interaktivita¨t: Im Bereich der Computergraphik werden ha¨ufig
interaktive Anwendungen beno¨tigt. Daher darf die dynamische Simu-
lation in einer solchen Anwendung nicht nur ein geschlossenes System
sein, in dem ein Modell mit vorgegebenen Kra¨ften simuliert wird. Es
ist wichtig, dass der Benutzer auf die Simulation Einfluss nehmen
kann. Daher sollte es mo¨glich sein, die Bewegung von Ko¨rpern ohne
eine Unterbrechung der Simulation direkt mit einem Eingabegera¨t
vera¨ndern zu ko¨nnen. Bei der Bewegung eines Ko¨rpers durch den
Benutzer mu¨ssen die Gelenke des Ko¨rpers und auftretende Kollisio-
nen und Kontakte beru¨cksichtigt werden, damit das Modell nicht in
einen ungu¨ltigen Zustand u¨bergeht.
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∙ Stabilita¨t: In der Computergraphik spielt die Stabilita¨t der Simula-
tion besonders bei interaktiven Anwendungen, wie z. B. im Bereich
der virtuellen Realita¨t oder in Computerspielen, eine große Rolle.
Bei solchen Anwendungen werden die Ko¨rper nicht nur durch vor-
gegebene Kra¨fte beeinflusst, sondern auch durch unvorhersehbare
Benutzeraktionen. Dadurch ko¨nnen in bestimmten Situationen sehr
große Kra¨fte auftreten. Das Simulationsverfahren muss verhindern,
dass das Modell durch diese Kra¨fte zersto¨rt wird. In Echtzeitan-
wendungen kann es außerdem passieren, dass ein Simulationsschritt
vorzeitig abgebrochen werden muss, um die Echtzeitbedingung zu
erfu¨llen. Dadurch kann kein exaktes Ergebnis erzielt werden. Trotz
der resultierenden Ungenauigkeiten muss die Simulation stabil weiter-
laufen und die auftretenden Fehler im weiteren Verlauf korrigieren.
1.2. Aufbau der Arbeit
In Kapitel 2 werden zuna¨chst einige Grundlagen der dynamischen Simu-
lation vorgestellt. Außerdem wird das Grundprinzip des impulsbasierten
Ansatzes beschrieben, das die Grundlage fu¨r die Simulationsverfahren
bildet, die in dieser Arbeit pra¨sentiert werden.
Kapitel 3 behandelt die Simulation von Mehrko¨rpersystemen. In diesem
Kapitel wird gezeigt, wie Starrko¨rper, die durch Gelenke miteinander ver-
bunden sind, mit Hilfe von impulsbasierten Verfahren simuliert werden.
Fu¨r die Simulation von Gelenken werden zuna¨chst sechs Basisgelenke
vorgestellt. Anschließend wird gezeigt, dass alle mo¨glichen Gelenkarten
durch die Kombination dieser Basisgelenke modelliert werden ko¨nnen. In
einem Mehrko¨rpersystem gibt es im Allgemeinen Ko¨rper, die u¨ber mehrere
Gelenke mit anderen Ko¨rpern verbunden sind. Dadurch entstehen Ab-
ha¨ngigkeiten im System, die bei der Simulation aufgelo¨st werden mu¨ssen.
Fu¨r die Simulation solcher Systeme werden drei verschiedene Verfahren
vorgestellt. Das erste arbeitet rein iterativ, das zweite beschreibt die Ab-
ha¨ngigkeiten mit Hilfe eines linearen Gleichungssystems und mit dem
letzten Verfahren wird gezeigt, wie die impulsbasierte Simulation azykli-
scher Modelle mit dem optimalen Aufwand von 𝑂(𝑛) durchgefu¨hrt werden
kann. Anschließend wird ein Verfahren zur Simulation von Kollisionen
und bleibenden Kontakten mit Reibung beschrieben. Am Ende des Kapi-
tels werden die impulsbasierten Verfahren und Verfahren der klassischen
Mechanik anhand von Messergebnissen miteinander verglichen.
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Im na¨chsten Kapitel wird gezeigt, wie der impulsbasierte Ansatz fu¨r die
Simulation von deformierbaren Ko¨rpern erweitert werden kann. Dabei
werden zuna¨chst allgemeine Grundlagen vorgestellt. Anschließend werden
drei verschiedene Verfahren fu¨r die Simulation von Textilien pra¨sentiert.
Das letzte dieser drei Verfahren zeigt, wie die Simulation parallel durch-
gefu¨hrt werden kann. Schließlich werden Ergebnisse zu diesen Verfahren
miteinander verglichen. Der letzte Abschnitt beschreibt die impulsbasierte
Simulation von dreidimensionalen deformierbaren Ko¨rpern und stellt ein
alternatives Verfahren vor, das auf dem Shape-Matching-Ansatz basiert.
Eine der wichtigsten Eigenschaften der vorgestellten Verfahren ist, dass
die Volumenerhaltung der Ko¨rper gewa¨hrleistet wird. Zu beiden Verfahren
werden am Ende Ergebnisse pra¨sentiert.
Das Kapitel 5 stellt zwei verschiedene Verfahren fu¨r eine GPU1-basierte
Simulation vor. Beim ersten Verfahren wird eine Parallelisierung durch
die Unterteilung des Simulationsmodells in unabha¨ngige Komponenten
realisiert. Das zweite Verfahren zeigt, wie du¨nnbesetzte lineare Gleichungs-
systeme effizient auf dem Graphikprozessor gelo¨st werden. Die Lo¨sung
solcher Gleichungssysteme ist ein essentieller Teil der meisten Simulati-
onsverfahren. Bei beiden Verfahren werden Ergebnisse mit verschiedenen
Modellen gezeigt und diskutiert.
Das letzte Kapitel fasst die Ergebnisse der Arbeit zusammen und gibt
einen Ausblick auf zuku¨nftige Forschung.
1 Ein Graphikprozessor wird auch kurz als GPU bezeichnet. Die Abku¨rzung GPU
steht fu¨r Graphics Processing Unit.

2. Grundlagen
Die Ko¨rper in einem Mehrko¨rpersystem ko¨nnen statisch oder dynamisch
sein. Statische Ko¨rper haben im Gegensatz zu dynamischen keine Geschwin-
digkeit und eine feste Position. Der Bewegungszustand eines dynamischen
Ko¨rpers wird durch die Kra¨fte, die auf ihn wirken, vera¨ndert. In der Simu-
lation wird zwischen zwei Arten von Kra¨ften unterschieden. Kra¨fte, die
von außen auf das simulierte Mehrko¨rpersystem wirken, werden als externe
Kra¨fte bezeichnet. Zu diesen Kra¨ften geho¨rt z. B. die Gravitationskraft.
Interne Kra¨fte wirken dagegen nur innerhalb des Systems und werden u. a.
verwendet, um die Zwangsbedingungen von Gelenken zu erfu¨llen. Da die
Energie im Mehrko¨rpersystem konstant bleiben muss, muss die Summe
aller internen Kra¨fte Null sein. Bei der impulsbasierten Simulation wirken
nur externe Kra¨fte auf einen Ko¨rper, da Gelenke ausschließlich mit Hilfe
von Impulsen simuliert werden.
2.1. Partikel
Ein Partikel1 ist ein Ko¨rper mit einer Masse 𝑚, der keine Ausdehnung
hat. Ein solcher Ko¨rper hat drei translatorische, aber keine rotatorischen
Freiheitsgrade. In der Simulation ist ein Partikel bestimmt durch
∙ seine Masse 𝑚,
∙ seine Position s(𝑡) und
∙ seine Geschwindigkeit v(𝑡).
Die letzten beiden Eigenschaften definieren den Bewegungszustand des
Partikels, wa¨hrend die Masse ein konstanter Parameter ist. Der Bewe-
gungszustand vera¨ndert sich, wenn eine Kraft F auf das Partikel einwirkt.
Dies wird durch Newtons zweites Gesetz beschrieben:
F = 𝑚 v˙.
Ein Simulationsschritt fu¨r ein freies Partikel wird durchgefu¨hrt, indem
diese Gleichung nach der Zeit integriert wird. Dadurch ko¨nnen die neuen
1 In der Literatur wird fu¨r ein Partikel auch oft die Bezeichnung Massenpunkt verwen-
det.
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Werte fu¨r die dynamischen Eigenschaften des Partikels bestimmt werden.
Die A¨nderung der Geschwindigkeit ergibt sich durch die Integration der
Beschleunigung u¨ber die Zeit. Durch eine weitere Integration wird die
Position des Partikels nach dem Schritt berechnet. Dieser Simulations-
schritt kann mit Hilfe von numerischen Integrationsverfahren durchgefu¨hrt
werden [PFTV92]. Durch die Verwendung solcher Verfahren ergeben sich
numerische Fehler, die vom jeweiligen Integrationsverfahren abha¨ngen.
Es gilt allerdings fu¨r die meisten Simulationen, dass die Summe aller
externen Kra¨fte Fext, die auf einen Ko¨rper wirken, wa¨hrend eines Simula-
tionsschrittes konstant ist. In diesem Fall ko¨nnen die Gleichungen direkt
gelo¨st werden. Fu¨r die Geschwindigkeit nach einem Simulationsschritt mit
der Zeitschrittweite ℎ ergibt sich dann folgende Gleichung:
v(𝑡0 + ℎ) = v(𝑡0) +
∫︁ 𝑡0+ℎ
𝑡0
v˙ 𝑑𝑡 = v(𝑡0) +
1
𝑚
Fext ℎ, (2.1)
wobei 𝑡0 den Startzeitpunkt des Schrittes bezeichnet. Die neue Position
eines Partikels wird wie folgt berechnet:
s(𝑡0 + ℎ) = s(𝑡0) +
∫︁ 𝑡0+ℎ
𝑡0
v(𝑡0) +
1
𝑚
Fext 𝑡 𝑑𝑡
= s(𝑡0) + v(𝑡0)ℎ+
1
2𝑚 Fext ℎ
2. (2.2)
Wenn die Summe der externen Kra¨fte Fext konstant ist und Differenti-
algleichungen daher nicht numerisch gelo¨st werden mu¨ssen, ko¨nnen die
Geschwindigkeit und die Position des Partikels fu¨r den na¨chsten Zeitpunkt
exakt berechnet werden. Durch die Gleichungen 2.1 und 2.2 lassen sich
dann freie Partikel simulieren.
2.2. Starrko¨rper
Ein Starrko¨rper hat im Gegensatz zu einem Partikel eine Ausdehnung.
Dadurch hat er drei zusa¨tzliche Rotationsfreiheitsgrade. Die Translati-
onsbewegung eines Starrko¨rpers wird wie bei einem Partikel durch seine
Masse, seine Position und seine Geschwindigkeit bestimmt. Seine Rotati-
onsbewegung ist definiert durch:
∙ seinen Tra¨gheitstensor J,
∙ eine Einheitsquaternion q(𝑡), die seine Rotation bestimmt, und
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∙ seine Winkelgeschwindigkeit 𝜔(𝑡).
Der Tra¨gheitstensor eines Ko¨rpers beschreibt seine Tra¨gheit bezu¨glich
einer Rotationsbewegung. Fu¨r Ko¨rper mit einer kontinuierlichen Massen-
verteilung wird der Tra¨gheitstensor mit Hilfe von Integration bestimmt.
In der Simulation werden meistens Polyeder mit einer konstanten Dichte
verwendet. Brian Mirtich hat in [Mir96a] ein einfaches Verfahren zur Be-
stimmung des Tensors fu¨r solche Ko¨rper vorgestellt. Der Tra¨gheitstensor
eines Ko¨rpers ist reell, symmetrisch und positiv definit [Mir96b]. Daher
kann er durch eine Hauptachsentransformation in Diagonalform gebracht
werden [GPS06]. Das Koordinatensystem, in dem der Tra¨gheitstensor Dia-
gonalform hat und der Schwerpunkt des Ko¨rpers im Nullpunkt liegt, wird
als lokales Koordinatensystem des Ko¨rpers definiert. Einige der Berechnun-
gen in der Simulation lassen sich in diesem Koordinatensystem einfacher
durchfu¨hren, da der Tensor und seine Inverse in diesem System konstant
sind.
Die Rotation eines Ko¨rpers wird aus den folgenden Gru¨nden durch eine
Einheitsquaternion [Sho85] beschrieben. Quaternionen haben den Vorteil,
dass sie wesentlich besser zu handhaben sind als Eulerwinkel und gleich-
zeitig deutlich weniger Redundanz aufweisen als Rotationsmatrizen. Viele
der Berechnungen in der Simulation ko¨nnen mit Eulerwinkeln nicht direkt
oder nur schwer durchgefu¨hrt werden. Rotationsmatrizen beno¨tigen neun
Werte, um eine Rotation um drei Achsen zu beschreiben. Quaternionen
beno¨tigen dagegen nur vier Werte zur Beschreibung der drei Freiheitsgrade.
Die numerische Integration la¨sst sich daher fu¨r Quaternionen effizienter
durchfu¨hren. Außerdem ist der resultierende Fehler einer numerischen Inte-
gration bei Rotationsmatrizen gro¨ßer als bei Quaternionen, da er sich auf
mehr Werte auswirkt. Eine Rotationsmatrix muss stets orthonormal sein.
Diese Eigenschaft muss nach jedem Simulationsschritt wieder hergestellt
werden, da sie aufgrund von numerischen Ungenauigkeiten nicht erhal-
ten bleibt. Eine Einheitsquaternion muss dagegen immer die La¨nge Eins
haben. Durch eine einfache Normierung der Quaternion la¨sst sich diese
Eigenschaft wesentlich effizienter wieder herstellen als die Orthonormalita¨t
einer Rotationsmatrix.
Die Winkelgeschwindigkeit eines Ko¨rpers bestimmt die Geschwindigkeit
seiner Rotation. Dabei gibt der Vektor 𝜔(𝑡) ∈ R3 die Achse an, um die
der Ko¨rper rotiert. Die La¨nge des Vektors bestimmt die Geschwindigkeit
der Rotation und gibt damit die Winkela¨nderung pro Zeit an.
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Die Rotationsbewegung eines freien Starrko¨rpers wird bei der impuls-
basierten Simulation ausschließlich durch die Einwirkung von externen
Drehmomenten beeinflusst:
𝜏 ext = J ?˙?.
Dabei bezeichnet 𝜏 ext ∈ R3 die Summe aller externen Drehmomente, die
zu einem Zeitpunkt auf den Ko¨rper einwirken. Der Vektor 𝜏 ext ist fu¨r
die meisten Simulationen konstant wa¨hrend eines Simulationsschrittes, da
bei den impulsbasierten Verfahren keine kontinuierlichen Kra¨fte fu¨r die
Simulation mit Zwangsbedingungen beno¨tigt werden.
Im Gegensatz zu den Parametern fu¨r die translatorische Bewegung des
Ko¨rpers, mu¨ssen die Gleichungen fu¨r die Winkelgeschwindigkeit und die
Rotation auch bei einem konstanten externen Drehmoment mit numerischer
Integration bestimmt werden. Der Grund dafu¨r ist die Euler-Gleichung
[Wit77], die die A¨nderung der Winkelgeschwindigkeit beschreibt:
?˙?(𝑡) = J−1 (𝜏 ext − (𝜔(𝑡)× (J𝜔(𝑡)))). (2.3)
Diese Gleichung ist eine Differentialgleichung und kann durch die Ableitung
der Gleichung fu¨r die Relation zwischen einem Drehimpuls l und der
Winkelgeschwindigkeit
l = J𝜔
hergeleitet werden. Die Euler-Gleichung zeigt, dass sich die Winkelgeschwin-
digkeit vera¨ndern kann, selbst wenn die Summe der externen Drehmomente
Null ist. Diesen Effekt bezeichnet man als Nutation. Sie tritt auf, wenn
die Haupttra¨gheitsmomente des Ko¨rpers nicht gleich sind und der Ko¨rper
nicht um eine der Haupttra¨gheitsachsen rotiert. In diesem Fall a¨ndert sich
die Drehachse des Ko¨rpers wa¨hrend der Bewegung. Daher wird numerische
Integration verwendet, um die A¨nderung der Winkelgeschwindigkeit eines
Ko¨rpers wa¨hrend eines Simulationsschrittes zu bestimmen. Die Differenti-
algleichung wird im lokalen Koordinatensystem des Ko¨rpers gelo¨st, da in
diesem System der Tra¨gheitstensor konstant ist.
Die A¨nderung der Rotation wird durch die folgende Differentialgleichung
fu¨r die Einheitsquaternion des Ko¨rpers beschrieben:
q˙(𝑡) = 12 𝜔(𝑡) · q(𝑡). (2.4)
Die Multiplikation der Winkelgeschwindigkeit mit der Quaternion ist dabei
eine Kurzschreibweise fu¨r das Produkt (0, 𝜔𝑥(𝑡), 𝜔𝑦(𝑡), 𝜔𝑧(𝑡)) · q(𝑡). Diese
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Differentialgleichung muss im Allgemeinen numerisch gelo¨st werden, da sich
die Winkelgeschwindigkeit selbst dann a¨ndern kann, wenn keine externen
Drehmomente auf den Ko¨rper einwirken.
Ein Simulationsschritt fu¨r einen freien Starrko¨rper kann mit Hilfe der
Gleichungen 2.1 bis 2.4 durchgefu¨hrt werden.
2.3. Grundprinzip der impulsbasierten
Simulation
In der dynamischen Simulation ko¨nnen Zwangsbedingungen fu¨r Ko¨rper
definiert werden. Solche Bedingungen werden verwendet fu¨r:
∙ die Simulation mechanischer Gelenke,
∙ die Auflo¨sung von Kollisionen,
∙ die Behandlung von bleibenden Kontakten und
∙ die Manipulation von Ko¨rpern wa¨hrend der Simulation.
Auf diese Punkte wird in den folgenden Kapiteln na¨her eingegangen. In
diesem Abschnitt soll zuna¨chst die allgemeine Vorgehensweise der impulsba-
sierten Simulation fu¨r die Behandlung von Zwangsbedingungen vorgestellt
werden.
2.3.1. Zwangsbedingungen
Zwangsbedingungen lassen sich in verschiedene Kategorien unterteilen.
Zum einen gibt es die holonomen Bedingungen. Diese beschra¨nken die
Freiheitsgrade der Ko¨rper durch eine implizite Funktion
C(x, 𝑡) = 0,
die von der Lage der Ko¨rper x (Position und Rotation) und von der Zeit
abha¨ngen kann. Die explizite Abha¨ngigkeit der Funktion von der Zeit ist
optional. Rheonome Bedingungen ha¨ngen von der Zeit ab, wa¨hrend sklero-
nome Bedingungen dies nicht tun. Alle holonomen Zwangsbedingungen
haben die Eigenschaft, dass sie die Freiheitsgrade des simulierten Mo-
dells permanent reduzieren. Daher werden sie eingesetzt, um mechanische
Gelenke in der Simulation zu realisieren.
In der Klasse der nichtholonomen Bedingungen sind in der dynamischen
Simulation vor allem die folgenden beiden Arten wichtig. Eine Geschwin-
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digkeitsbedingung wird durch eine implizite Funktion definiert, die von den
Geschwindigkeiten der Ko¨rper und von der Zeit abha¨ngen kann:
C(v, 𝑡) = 0.
Sie wird z. B. zur Kontrolle eines Ko¨rpers in der Simulation eingesetzt.
Durch eine solche Bedingung kann festgelegt werden, dass ein Ko¨rper
einem anderen folgt, soweit dies seine holonomen Bedingungen zulassen. In
dem Simulationssystem, das im Rahmen dieser Forschungsarbeit entwickelt
wurde, wird auf diese Weise die Interaktion des Benutzers mit der Simula-
tion realisiert [Ben08]. Der Benutzer kann einen Ko¨rper auswa¨hlen und
durch eine Geschwindigkeitsbedingung wird dann dafu¨r gesorgt, dass der
Ko¨rper der Mausbewegung folgt, solange dies nicht durch andere Zwangs-
bedingungen verhindert wird. Eine solche Interaktion kann mit holonomen
Bedingungen nicht umgesetzt werden. Diese wu¨rden verlangen, dass der
Ko¨rper der Position des Mauszeigers exakt folgt, auch wenn dadurch eine
andere Bedingung nicht mehr erfu¨llt werden kann. Geschwindigkeitsbedin-
gungen werden außerdem fu¨r die Umsetzung von mechanischen Gelenken
beno¨tigt, wie im folgenden Kapitel gezeigt wird.
Sowohl fu¨r die Positionen der Ko¨rper als auch fu¨r ihre Geschwindigkeiten
ko¨nnen Zwangsbedingungen in Form einer Ungleichung definiert werden.
Diese Art von Bedingungen werden z. B. bei der Kollisionsauflo¨sung und bei
der Kontaktbehandlung eingesetzt. Mit ihnen kann verhindert werden, dass
sich zwei Ko¨rper gegenseitig durchdringen. Außerdem kann mit Hilfe einer
solchen Bedingung ein Gelenk mit Anschlag simuliert werden. Bei einem
solchen Gelenk werden die verbleibenden Freiheitsgrade der verbundenen
Ko¨rper durch den Anschlag beschra¨nkt.
2.3.2. Impulsbasierte Simulation einer
Zwangsbedingung
Die impulsbasierte Simulation unterscheidet zwischen Zwangsbedingungen,
die ausschließlich von der Position und Rotation der Ko¨rper und der Zeit
abha¨ngen und Bedingungen, die von der Geschwindigkeit der Ko¨rper und
der Zeit abha¨ngen. Bedingungen der ersten Art werden im Folgenden auch
als Positionsbedingungen bezeichnet. Bei der impulsbasierten Simulation
ko¨nnen die Positionsbedingungen und die Geschwindigkeitsbedingungen
sowohl als implizite Funktion gegeben sein als auch in Form einer Un-
gleichung vorliegen. Dadurch ergeben sich die folgenden vier Arten von
Bedingungen:
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Abbildung 2.1.: Ablauf eines Zeitschritts der impulsbasierten Simulation einer
holonomen Zwangsbedingung von 𝑡 nach 𝑡+ ℎ
∙ Positionsbedingungen: C(x, 𝑡) = 0 und C(x, 𝑡) ≥ 0,
∙ Geschwindigkeitsbedingungen: C(v, 𝑡) = 0 und C(v, 𝑡) ≥ 0.
Ein Simulationsschritt mit einer Positionsbedingung in Form einer Glei-
chung wird durchgefu¨hrt, indem zuna¨chst der Positionsfehler epos fu¨r den
Zeitpunkt 𝑡 + ℎ bestimmt wird (siehe Abbildung 2.1). Dabei ist ℎ die
verwendete Zeitschrittweite. Der Positionsfehler beschreibt, wie weit die
beiden Ko¨rper wa¨hrend des Simulationsschritts auseinander driften, wenn
die Positionsbedingung dabei nicht beru¨cksichtigt wird. Er wird bestimmt,
indem ein Simulationsschritt durchgefu¨hrt wird, bei dem die Ko¨rper wie
freie Starrko¨rper behandelt werden. Wenn die Funktion der Zwangsbedin-
gung fu¨r diese Vorschau ausgewertet wird, dann ergibt sich der Fehler:
C(x, 𝑡+ ℎ) = epos(𝑡+ ℎ).
Als na¨chstes wird u¨berpru¨ft, ob der Fehler innerhalb einer vorgegebenen
Toleranz 𝜀𝑑 liegt. Im Allgemeinen ist dies nicht der Fall, da die Ko¨r-
per unterschiedliche Geschwindigkeiten haben und damit wa¨hrend des
Simulationsschritts auseinander driften. Wenn die Toleranz u¨berschritten
wird, wird bestimmt, wie sich die relative Geschwindigkeit der Ko¨rper
am Anfang des Simulationsschritts a¨ndern muss, so dass zum Zeitpunkt
𝑡 + ℎ die Bedingung erfu¨llt ist. Geht man davon aus, dass die Summe
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der externen Kra¨fte Fext, die auf die Ko¨rper wirken, wa¨hrend des Simu-
lationsschritts konstant ist, dann kann diese Geschwindigkeitsa¨nderung
zumindest fu¨r Partikel immer exakt bestimmt werden. Starrko¨rper, die
auch eine Rotationsbewegung haben, bewegen sich in der Regel relativ
zueinander auf einer nichtlinearen Bahn. Die Bestimmung der genauen Ge-
schwindigkeitsa¨nderung ist in diesem Fall komplex und zeitaufwendig. Ein
Simulationsschritt wird im Allgemeinen mit einer sehr kleinen Zeitschritt-
weite durchgefu¨hrt2. In diesem kleinen Zeitraum ist die relative Bewegung
der Ko¨rper anna¨hernd linear3. Daher kann die Bewegung durch eine linea-
re Bahn angena¨hert und die beno¨tigte Geschwindigkeitsa¨nderung relativ
einfach approximiert werden. Fu¨r die bestimmte A¨nderung der relativen
Geschwindigkeit wird anschließend ein entsprechender Impuls berechnet.
Dieser wird im Folgenden auch als Korrekturimpuls bezeichnet. Der Impuls
kann sehr effizient durch eine lineare Gleichung berechnet werden, da die
gewu¨nschte Geschwindigkeitsa¨nderung bekannt ist. Anschließend muss er
in entgegengesetzte Richtungen auf die beiden Ko¨rper angewendet werden.
Durch die Anwendung der entgegengesetzten Impulse wird die Impulserhal-
tung des Systems gewa¨hrleistet. Der Impuls wird zum Zeitpunkt 𝑡 auf die
Ko¨rper angewendet, so dass die A¨nderung der relativen Geschwindigkeit
zu einer Korrektur des Positionsfehlers zum Zeitpunkt 𝑡+ ℎ fu¨hrt. Konnte
die Geschwindigkeitsa¨nderung nur approximiert werden, dann wird der
Fehler reduziert. Daher kann es sein, dass die Zwangsbedingung nach dem
Simulationsschritt nicht innerhalb der vorgegebenen Toleranz erfu¨llt ist. In
diesem Fall wird die Berechnung der Korrekturimpulse iterativ fortgesetzt,
bis die vorgegebene Genauigkeit erreicht wird. Diese Vorgehensweise kon-
vergiert zu der physikalisch korrekten Lo¨sung [SBP05b]. Versuche haben
gezeigt, dass selbst bei einer Zeitschrittweite von 0,04 s in der Regel nicht
mehr als zwei Iterationen beno¨tigt werden, um eine Bedingung innerhalb
einer Toleranz von 10−6 m zu erfu¨llen.
Bei der Simulation einer Geschwindigkeitsbedingung in Form einer Glei-
chung wird keine Vorschau beno¨tigt. Ein Geschwindigkeitsfehler C(v, 𝑡) =
evel(𝑡) kann durch einen Impuls direkt korrigiert werden, da ein Impuls
die Geschwindigkeiten der Ko¨rper sofort vera¨ndert. Aus diesem Grund
kann der gesuchte Korrekturimpuls fu¨r eine Geschwindigkeitsbedingung
2 In der Computergraphik wird pro Bild, das erzeugt wird, mindestens ein Simulati-
onsschritt durchgefu¨hrt. Daher darf die Zeitschrittweite fu¨r eine flu¨ssige Darstellung
mit 25 Bildern pro Sekunde ho¨chstens 0,04 s betragen.
3 Wenn die Ko¨rper sehr hohe Geschwindigkeiten haben, gilt dies nicht immer. Allerdings
muss in diesem Fall die Zeitschrittweite deutlich reduziert werden, da sonst die
Simulation instabil werden kann.
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exakt bestimmt und entsprechend auf die zugeho¨rigen Ko¨rper angewendet
werden.
Bisher wurde nur die Vorgehensweise bei einer einzelnen Positions- oder Ge-
schwindigkeitsbedingung diskutiert. In komplexen Modellen mit mehreren
Bedingungen ko¨nnen Abha¨ngigkeiten zwischen den zugeho¨rigen Korrektur-
impulsen entstehen. Verfahren fu¨r die Simulation solcher Modelle werden
im na¨chsten Kapitel vorgestellt. Die Positions- und Geschwindigkeitsbe-
dingungen in Form von Ungleichungen werden in Abschnitt 3.4 bei der
Behandlung von Kollisionen und bleibenden Kontakten vorgestellt und
ausfu¨hrlich behandelt.
2.4. Grundlagen der impulsbasierten
Dynamiksimulation
Die Geschwindigkeit u eines Punktes in einem Starrko¨rper kann mit Hilfe
der Geschwindigkeit und der Winkelgeschwindigkeit des Ko¨rpers bestimmt
werden:
u = v+ 𝜔 × r. (2.5)
Dabei ist r der Ortsvektor vom Schwerpunkt des Ko¨rpers zum Punkt. Fu¨r
Partikel gilt u = v, da diese keine Winkelgeschwindigkeit haben.
Bei der impulsbasierten Simulation ist es wichtig, wie sich die Geschwin-
digkeit eines Ko¨rpers bzw. eines Punktes a¨ndert, wenn ein Impuls p an-
gewendet wird. Die Geschwindigkeitsa¨nderung △v der Ko¨rper berechnet
sich wie folgt:
△v = 1
𝑚
p. (2.6)
Die A¨nderung der Winkelgeschwindigkeit bei Starrko¨rpern ha¨ngt davon
ab, wo der Impuls angewendet wird:
△𝜔 = J−1 (r× p). (2.7)
Dies geht durch den Ortsvektor r in die Gleichung mit ein. Durch den
Term r × p wird ein entsprechender Drehimpuls l, der auf den Ko¨rper
wirkt, berechnet. Wenn statt eines Impulses ein Drehimpuls auf den Ko¨rper
einwirkt, dann bestimmt sich die A¨nderung der Winkelgeschwindigkeit
dementsprechend wie folgt:
△𝜔 = J−1 l. (2.8)
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Die Geschwindigkeitsa¨nderung in einem Punkt a eines Starrko¨rpers, die
sich ergibt, wenn man in einem anderen Punkt b des gleichen Ko¨rpers
einen Impuls anwendet, berechnet sich, indem man die beiden Gleichungen
2.6 und 2.7 in die Gleichung 2.5 fu¨r die Punktgeschwindigkeit einsetzt:
△u𝑎 =
1
𝑚
p− r*𝑎 J−1 r*𝑏 p.
Dabei sind r*𝑎 und r*𝑏 die Kreuzproduktmatrizen der Ortsvektoren der
beiden Punkte. Die Kreuzproduktmatrix eines Vektors r ist wie folgt
definiert:
r* =
⎛⎜⎝ 0 −𝑟𝑧 𝑟𝑦𝑟𝑧 0 −𝑟𝑥
−𝑟𝑦 𝑟𝑥 0
⎞⎟⎠ .
Damit im Folgenden keine Fallunterscheidung zwischen statischen und
dynamischen Starrko¨rpern und Partikeln vorgenommen werden muss, wird
die folgende Matrix aufgestellt:
K𝑎,𝑏 :=
⎧⎪⎨⎪⎩
1
𝑚 E3 − r*𝑎 J−1 r*𝑏 fu¨r einen dynamischen Starrko¨rper
1
𝑚 E3 fu¨r ein dynamisches Partikel
0 sonst,
wobei E3 ∈ R3 die Einheitsmatrix ist. Die Berechnung der Geschwindig-
keitsa¨nderung hat dann die folgende Form:
△u𝑎 = K𝑎,𝑏 p.
Die A¨nderung der Winkelgeschwindigkeit eines Starrko¨rpers 𝑘, wenn in
einem Punkt a des Ko¨rpers ein Impuls einwirkt, wird mit der Matrix W𝑘,𝑎
berechnet:
W𝑘,𝑎 :=
{︃
J−1𝑘 r*𝑎 fu¨r einen dynamischen Starrko¨rper 𝑘
0 sonst,
△𝜔 =W𝑘,𝑎 p.
Da Partikel keine Rotationsfreiheitsgrade haben, muss fu¨r sie die Winkel-
geschwindigkeit Null sein.
Ebenso wie die Matrix W𝑘,𝑎 werden die folgenden beiden Matrizen nur bei
der Simulation von Starrko¨rpern beno¨tigt. Sie beschreiben die Geschwin-
digkeitsa¨nderungen, wenn ein Drehimpuls l auf den Ko¨rper wirkt. Mit der
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Matrix U𝑎,𝑘 wird die Geschwindigkeitsa¨nderung △u𝑎 eines Punktes a in
einem Starrko¨rper 𝑘 berechnet, wenn ein Drehimpuls l auf den Ko¨rper
angewendet wird:
U𝑎,𝑘 :=
{︃
−r*𝑎 J−1𝑘 fu¨r einen dynamischen Starrko¨rper 𝑘
0 sonst,
△u𝑎 = U𝑎,𝑘 l.
Die A¨nderung der Winkelgeschwindigkeit △𝜔 eines Ko¨rpers 𝑘, wenn ein
Drehimpuls l auf den Ko¨rper wirkt, wird mit Hilfe der Matrix L𝑘 bestimmt:
L𝑘 :=
{︃
J−1𝑘 fu¨r einen dynamischen Starrko¨rper 𝑘
0 sonst,
△𝜔 = L𝑘 l.
Die Matrizen K𝑎,𝑏 und L𝑘 haben die folgenden wichtigen Eigenschaften:
Sie sind konstant zu einem Zeitpunkt 𝑡, positiv definit, symmetrisch und
regula¨r (Beweis in [Mir96b]).

3. Simulation von
Mehrko¨rpersystemen
In diesem Kapitel werden impulsbasierte Verfahren fu¨r die dynamische
Simulation von Mehrko¨rpersystemen vorgestellt. Ein Mehrko¨rpersystem
besteht aus Ko¨rpern, die durch Gelenke miteinander verbunden sind. Jedes
Gelenk definiert Zwangsbedingungen fu¨r die verbundenen Ko¨rper. Wa¨hrend
der Simulation werden diese Bedingungen mit Hilfe von Impulsen erfu¨llt.
In den na¨chsten Abschnitten werden ausschließlich Starrko¨rper betrachtet.
Partikel haben weniger Freiheitsgrade als Starrko¨rper und sind daher ein-
facher zu handhaben. Zwangsbedingungen und spezielle Lo¨sungsverfahren
fu¨r Partikel werden im Kapitel u¨ber deformierbare Ko¨rper vorgestellt.
Im Folgenden werden zuna¨chst die wichtigsten verwandten Arbeiten vor-
gestellt. Anschließend werden Zwangsbedingungen fu¨r verschiedene Arten
von Gelenken definiert und gezeigt, wie man diese mit Hilfe von Impulsen
erfu¨llt. Fu¨r die Simulation von Mehrko¨rpersystemen werden drei impuls-
basierte Verfahren pra¨sentiert. Diese Verfahren werden dann anhand von
verschiedenen Messungen miteinander verglichen.
3.1. Verwandte Arbeiten
In dem Gebiet der dynamischen Simulation von Starrko¨rpern wird bereits
sehr lange geforscht. Die existierenden Verfahren werden in diesem Ab-
schnitt in zwei Kategorien unterteilt: Verfahren fu¨r die Simulation von
Gelenken und Verfahren zur Behandlung von Kollisionen und bleibenden
Kontakten. Die Verfahren der ersten Kategorie behandeln hauptsa¨chlich
holonome Zwangsbedingungen, wa¨hrend Kollisionen und Kontakte nichtho-
lonome Bedingungen definieren (siehe Abschnitt 2.3.1). Ein ausfu¨hrlicher
U¨berblick zum Thema Starrko¨rpersimulation mit Zwangsbedingungen wird
in [BET14] gegeben.
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3.1.1. Simulation von Gelenken
Die Simulation von Gelenken wird bereits seit vielen Jahren erforscht.
Daher existieren in diesem Bereich einige verschiedene Verfahren. Im
Folgenden werden zuna¨chst die wichtigsten drei Ansa¨tze der klassischen
Mechanik vorgestellt (siehe auch [Wag01,Ben07a,BET14]). Anschließend
werden weitere Verfahren behandelt, die nicht auf den klassischen Ansa¨tzen
basieren.
3.1.1.1. Penalty-Methode
Mit der Penalty-Methode ko¨nnen alle Arten von Zwangsbedingungen
simuliert werden. Wichtig ist dabei nur, dass man fu¨r eine Bedingung
zu jeder Zeit den aktuellen Fehler bestimmen kann. Bei einer Bedingung
in Form einer impliziten Funktion wird die Funktion ausgewertet und
die Abweichung von Null ergibt den Fehler. Fu¨r eine Zwangsbedingung
in Form einer Ungleichung wird der Abstand des Funktionswertes zum
gu¨ltigen Wertebereich als Fehler verwendet. Sobald der Fehler bekannt
ist, wird dem simulierten System eine Kraft hinzugefu¨gt, die dem Fehler
entgegenwirkt. Der Betrag dieser Kraft ha¨ngt dabei von der Gro¨ße des
Fehlers ab.
Die Kraft fu¨r eine holonome Zwangsbedingung wird in [dJB94] und [Wag01]
wie folgt berechnet:
FPenalty = −𝛼J𝑇 (Ω2C+ 2Ω𝜇 C˙+ C¨).
Die Matrix J bezeichnet dabei die Jacobi-Matrix der Bedingung C und
bestimmt die Richtung der Kraft. Bei einer Geschwindigkeitsbedingung
wirkt dagegen die Kraft
FPenalty = −𝛼
(︂
𝑑C
𝑑v
)︂𝑇
(𝜇C+ C˙)
auf die verbundenen Ko¨rper. Die Koeffizienten 𝛼, Ω und 𝜇 sind konstant.
Sie ko¨nnen bei der ersten Gleichung als die Sta¨rke, die Eigenfrequenz und
die Da¨mpfung einer Feder interpretiert werden. In beiden Gleichungen sind
die Kra¨fte genau dann Null, wenn die Bedingung erfu¨llt ist. Andernfalls
wirken sie dem Fehler entgegen. Dies kann auch ohne die Ableitungen der
Zwangsbedingung erreicht werden. Allerdings wird durch die Ableitungs-
terme die Stabilita¨t der Simulation erho¨ht, da durch sie eine Da¨mpfung
der Kra¨fte bewirkt wird.
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In jedem Simulationsschritt mit der Penalty-Methode werden zuna¨chst
alle Kra¨fte fu¨r die Zwangsbedingungen und alle externen Kra¨fte bestimmt.
Anschließend wird die Bewegungsgleichung mit Hilfe numerischer Inte-
gration fu¨r alle Ko¨rper gelo¨st. Dieses Verfahren hat daher einen geringen
Berechnungsaufwand und ist sehr schnell. Allerdings hat es auch einige
Nachteile. Die Qualita¨t der Simulation ha¨ngt stark von den verwendeten
Koeffizienten ab, fu¨r die nur schwer geeignete Werte gefunden werden
ko¨nnen. Die Zwangsbedingungen werden in jedem Schritt nur na¨herungs-
weise erfu¨llt und der maximale Fehler kann nicht beschra¨nkt werden. Der
Fehler kann nur durch eine Erho¨hung des Koeffizienten 𝛼 reduziert werden.
Dies hat zur Folge, dass auch die Kra¨fte gro¨ßer werden, was zu steifen
Differentialgleichungen fu¨hren kann. Steife Differentialgleichungen wirken
sich negativ auf die Stabilita¨t der Simulation aus [PFTV92,HES03]. Sie
ko¨nnen nur durch den Einsatz spezieller Integrationsverfahren oder durch
eine Reduzierung der Zeitschrittweite stabil gelo¨st werden. Dies verringert
die Geschwindigkeit der Simulation deutlich.
3.1.1.2. Simulation mit Lagrange-Multiplikatoren
Bei der Methode der Lagrange-Multiplikatoren werden wie bei der Penalty-
Methode Kra¨fte eingesetzt, um die gegebenen Zwangsbedingungen eines
Modells zu erfu¨llen. Im Gegensatz zur Penalty-Methode werden diese
inneren Kra¨fte allerdings nicht erst bestimmt nachdem ein Fehler auftritt,
sondern die Kra¨fte sollen einen Fehler verhindern. Ronen Barzel und
Alan H. Barr beschreiben in [BB88] die physikalisch basierte Modellierung
mit Zwangsbedingungen. Dies ist eine der ersten Arbeiten im Bereich
der Computergraphik, die Lagrange-Multiplikatoren zur Simulation von
Mehrko¨rpersystemen einsetzt. Spa¨ter haben viele weitere Arbeiten in
diesem Bereich ebenfalls Lagrange-Multiplikatoren verwendet (siehe z. B.
[Bar96,Wag01]).
Der aktuelle Bewegungszustand eines Ko¨rpers in der Simulation ist durch
seine Lage x und seine Geschwindigkeit v definiert. Die Lage eines Ko¨rpers
wird durch die Position seines Schwerpunktes und eine Quaternion fu¨r seine
Rotation beschrieben. Dadurch ergibt sich fu¨r x ein Vektor der Dimension
sieben. Der Vektor v besteht aus der Schwerpunktgeschwindigkeit und
der Winkelgeschwindigkeit des Ko¨rpers und hat damit die Dimension
sechs. Die unterschiedlichen Gro¨ßen der Vektoren stellen ein Problem
bei der Berechnung dar. Andrew Witkin et al. haben dieses Problem
in [WGW90] durch die Verwendung sogenannter Konnektoren gelo¨st. Statt
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Abbildung 3.1.: Ablauf eines Simulationsschrittes mit Lagrange-Multiplikatoren
mit der Lage und Geschwindigkeit des Ko¨rpers zu rechnen, werden in
jedem Ko¨rper Punkte definiert, in denen er mit anderen Ko¨rpern durch
Zwangsbedingungen verbunden ist. Fu¨r die Berechnung werden dann
nur noch die dreidimensionalen Positionen und Geschwindigkeiten dieser
Punkte beno¨tigt.
Im Folgenden soll der Ablauf eines Simulationsschrittes mit der Methode
der Lagrange-Multiplikatoren beschrieben werden. In Abbildung 3.1 ist
dieser Ablauf schematisch dargestellt. Die Masseneigenschaften eines Starr-
ko¨rpers werden zu einem Zeitpunkt 𝑡 durch folgende Matrix beschrieben:
M(𝑡) =
(︃
𝑚E3 0
0 J(𝑡)
)︃
∈ R6×6.
Dabei bezeichnet 𝑚 die Masse des Ko¨rpers, E3 die dreidimensionale Ein-
heitsmatrix und J(𝑡) den aktuellen Tra¨gheitstensor des Ko¨rpers in Welt-
koordinaten. Der Tra¨gheitstensor eines Ko¨rpers ist nur in seinem lokalen
Koordinatensystem konstant u¨ber die Zeit. Im Weltkoordinatensystem
ha¨ngt er von der aktuellen Rotation des Ko¨rpers ab. Die externen Kra¨fte
und Drehmomente, die auf den Ko¨rper wa¨hrend des Simulationsschrittes
wirken, gehen durch den Vektor F ∈ R6 in die Berechnung mit ein. Die
Methode der Lagrange-Multiplikatoren unterstu¨tzt im Standardverfahren
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holonome Zwangsbedingungen und Geschwindigkeitsbedingungen. Bei-
de Arten werden fu¨r die Simulation durch zweimaliges bzw. einmaliges
Ableiten in die folgende allgemeine Form gebracht:
J(x,v, 𝑡) v˙+ c(x,v, 𝑡) = 0,
wobei J(x,v, 𝑡) die Jacobi-Matrix der Bedingung ist und c(x,v, 𝑡) einen
Vektor bezeichnet, der nur von der Position des Ko¨rpers, seiner Geschwin-
digkeit und der Zeit abha¨ngt. Durch diese allgemeine Form werden die
Bedingungen fu¨r die Beschleunigungen der Ko¨rper formuliert und nicht
mehr fu¨r die Positionen oder Geschwindigkeiten.
In jedem Simulationsschritt wird zuna¨chst ein lineares Gleichungssystem
fu¨r die sogenannten Lagrange-Multiplikatoren 𝜆 aufgestellt:
JM−1 J𝑇⏟  ⏞  
A
𝜆 = −JM−1Fext − c⏟  ⏞  
b
.
In dieses Gleichungssystem gehen die Masseneigenschaften, die externen
Kra¨fte und die Zwangsbedingungen in allgemeiner Form mit ein. Das Glei-
chungssystem ergibt sich, wenn man die Newtonsche Bewegungsgleichung
mit den externen und internen Kra¨ften des Systems in die allgemeine
Bedingungsgleichung einsetzt und dabei das Prinzip von d’Alembert be-
ru¨cksichtigt [GPS06]. Die Lagrange-Multiplikatoren beschreiben, wie stark
die internen Kra¨fte sein mu¨ssen, um die Zwangsbedingungen zu erfu¨llen.
Die Richtung einer Kraft ist durch die Jacobi-Matrix gegeben.
Durch das Lo¨sen des Gleichungssystems werden alle internen Kra¨fte be-
rechnet. In einem Simulationsschritt werden die neuen Positionen und
Geschwindigkeiten der Ko¨rper durch numerische Integration bestimmt. Da-
bei gehen die externen und internen Kra¨fte mit ein. Da die internen Kra¨fte
kontinuierlich sind, mu¨ssen sie je nach Integrationsverfahren fu¨r mehrere
Zeitpunkte bestimmt werden. Die Lo¨sung des Systems beno¨tigt z. B. mit
einer LU-Faktorisierung einen Zeit- und Speicheraufwand von 𝑂(𝑛3) bei
einem Modell mit 𝑛 linearen Bedingungen. Fu¨r azyklische Modelle la¨sst
sich der Aufwand deutlich verbessern. David Baraff hat fu¨r solche Modelle
in [Bar96] gezeigt, dass die Multiplikatoren mit einem linearen Zeit- und
Speicheraufwand bestimmt werden ko¨nnen. Dafu¨r muss zuna¨chst das Glei-
chungssystem so umgeformt werden, dass es garantiert du¨nnbesetzt ist.
Das resultierende System ist gro¨ßer als das urspru¨ngliche. Anschließend
werden die Zeilen des Gleichungssystems durch eine Tiefensuche im Verbin-
dungsgraph so umsortiert, dass sie der Hierarchie im Modell entsprechen.
Eine LDL𝑇 -Faktorisierung kann dann unter Beru¨cksichtigung der neuen
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Matrixstruktur mit linearem Aufwand durchgefu¨hrt werden. Durch die
neue Sortierung hat die Matrix die Eigenschaft, dass ihre Faktorisierung
keine neuen von Null verschiedenen Elemente hinzufu¨gt. Daher ist die
Faktorisierung genauso du¨nnbesetzt wie die urspru¨ngliche Matrix. Damit
kann auch das Lo¨sen des Gleichungssystems mit linearem Aufwand durch-
gefu¨hrt werden. Alternativ kann ein effizientes Lo¨sungsverfahren auf der
GPU verwendet werden, wie es in Abschnitt 5.3 vorgestellt wird.
Durch das Gleichungssystem werden die Lagrange-Multiplikatoren und
damit auch die internen Kra¨fte bestimmt, die dafu¨r sorgen, dass die Zwangs-
bedingungen in allgemeiner Form eingehalten werden. Das Problem der
allgemeinen Form ist, dass die Bedingung in Abha¨ngigkeit der Beschleuni-
gung der Ko¨rper formuliert wird. Eine holonome Bedingung muss daher
zweimal abgeleitet werden, um sie in diese Form zu bringen. Terme der
Form 𝑘1 𝑡+ 𝑘2, wobei 𝑘1 und 𝑘2 zwei Konstanten sind, fallen bei diesen
Ableitungen weg. Positions- und Geschwindigkeitsfehler, die z. B. bei der
numerischen Integration entstehen, gehen daher nicht in die allgemeine
Form mit ein und ko¨nnen damit auch nicht korrigiert werden. Die Folge ist,
dass die Ko¨rper im Laufe der Simulation auseinander driften. Dies kann
nur durch ein zusa¨tzliches Stabilisierungsverfahren verhindert werden.
Die Methode von Joachim Baumgarte, die in [Bau72] beschrieben ist,
wird oft als Stabilisierungsverfahren eingesetzt. Anstatt fu¨r die holonomen
Bedingungen und die Geschwindigkeitsbedingungen die Gleichungen C¨ = 0
bzw. C˙ = 0 zu erfu¨llen, werden die folgenden Gleichungen verwendet:
C¨+ 2𝛼C˙+ 𝛽2C = 0
C˙+ 𝛾C = 0,
wobei 𝛼, 𝛽 und 𝛾 konstante Parameter sind. Durch die neuen Gleichungen
gehen die Positions- und Geschwindigkeitsfehler mit einer Gewichtung in
die Berechnung der Kra¨fte mit ein und ko¨nnen dadurch korrigiert wer-
den. Die neuen Terme zur Stabilisierung ko¨nnen einfach zur allgemeinen
Form addiert werden. Eine andere Methode wird von Andrew Witkin und
William Welch in [WW90] beschrieben. In dieser Arbeit werden durch
die Stabilisierungsterme zusa¨tzliche Kra¨fte berechnet und der Bewegungs-
gleichung hinzugefu¨gt. Die Umsetzung der Baumgarte-Stabilisierung ist
relativ einfach. Allerdings ist die Bestimmung geeigneter Parameter nicht
trivial. Uri M. Ascher et al. diskutieren in [ACPR95] die dabei entstehen-
den Probleme und stellen ein verbessertes Stabilisierungsverfahren vor.
Alfred Schmitt et al. zeigen in [SBP05a], dass die impulsbasierte Simula-
tionsmethode auch als Stabilisierungsverfahren bei der Verwendung von
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Lagrange-Multiplikatoren eingesetzt werden kann. Durch die Kombination
der beiden Simulationsverfahren wird im Vergleich zu der Stabilisierung
nach Baumgarte eine ho¨here Genauigkeit erreicht.
3.1.1.3. Reduzierte Koordinaten
Die Penalty-Methode und die Methode der Lagrange-Multiplikatoren be-
rechnen beide interne Kra¨fte, um dafu¨r zu sorgen, dass die Zwangsbedingun-
gen des Mehrko¨rpersystems erfu¨llt werden. Das Verfahren der reduzierten
Koordinaten hat einen anderen Ansatz. Es basiert auf der Eigenschaft,
dass holonome Zwangsbedingungen die Freiheitsgrade des simulierten Mo-
dells permanent reduzieren (siehe Abschnitt 2.3.1). Der Zustand eines
Mehrko¨rpersystems mit 𝑛 Freiheitsgraden und 𝑚 linearen Bedingungen
kann daher durch 𝑛−𝑚 unabha¨ngige Koordinaten 𝑞𝑖 beschrieben werden.
Man bezeichnet diese unabha¨ngigen Koordinaten als reduzierte oder gene-
ralisierte Koordinaten. Ein einfaches Anwendungsbeispiel fu¨r reduzierte
Koordinaten ist ein Pendel im zweidimensionalen Raum, das aus einem
statischen und einem dynamischen Ko¨rper besteht. Die aktuelle Lage des
dynamischen Ko¨rpers kann durch die Lage des statischen Ko¨rpers und den
Winkel des Pendels bestimmt werden. Dadurch hat das Modell genauso
viele unabha¨ngige Koordinaten wie Freiheitsgrade.
Abbildung 3.2 zeigt den Ablauf eines Simulationsschrittes mit reduzierten
Koordinaten. Im ersten Schritt wird fu¨r die holonomen Zwangsbedingungen
im Modell ein Satz von reduzierten Koordinaten q bestimmt. Mit diesen
Koordinaten muss der Bewegungszustand des Modells eindeutig definiert
sein. Anschließend werden die 𝑛 allgemeinen Koordinaten des Systems
jeweils als Funktion der 𝑛−𝑚 reduzierten Koordinaten beschrieben.
Durch den Lagrange-Formalismus [GPS06] ergeben sich 𝑛−𝑚 Bewegungs-
gleichungen fu¨r die reduzierten Koordinaten. Dafu¨r wird die Lagrange-
Funktion 𝐿 = 𝐸𝑘𝑖𝑛 − 𝐸𝑝𝑜𝑡 fu¨r die kinetische und potentielle Energie in
die Euler-Lagrange-Differentialgleichungen eingesetzt. Als Ergebnis erha¨lt
man die Lagrange-Gleichungen, die ein System von gewo¨hnlichen Dif-
ferentialgleichungen zweiter Ordnung darstellen. Dieses wird mit Hilfe
von numerischer Integration gelo¨st. Diese beschriebene Vorgehensweise
wird als Lagrangesche Methode zweiter Art bezeichnet. Sie hat einen
Berechnungsaufwand von 𝑂(𝑚4).
Eine weitere Methode fu¨r die Simulation mit reduzierten Koordinaten
ist das rekursive Newton-Euler-Verfahren [FO00]. Mit diesem Verfahren
ko¨nnen azyklische Modelle mit linearem Aufwand simuliert werden. Die
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Abbildung 3.2.: Ablauf eines Simulationsschrittes mit der Methode der reduzier-
ten Koordinaten
kinematischen Parameter der Ko¨rper im Modell werden zuna¨chst in Ab-
ha¨ngigkeit der a¨ußeren Kra¨fte bestimmt. Dabei muss die Baumstruktur des
Modells nur einmal durchlaufen werden. Anschließend wird der Baum von
unten nach oben durchlaufen, wobei alle inneren Kra¨fte fu¨r die holonomen
Bedingungen berechnet werden. Es existieren einige Verfahren, die auf dem
Prinzip des Newton-Euler-Verfahrens basieren. Das wohl bekannteste ist
das Verfahren von Roy Featherstone, das in [Fea87] beschrieben wird.
Das Verfahren der reduzierten Koordinaten hat verschiedene Vorteile. Zum
einen werden die Zwangsbedingungen durch die Bewegungsgleichungen fu¨r
die reduzierten Koordinaten implizit beschrieben. Durch die reduzierten
Koordinaten wird daher zu jedem Zeitpunkt ein gu¨ltiger Systemzustand
definiert. Zum anderen mu¨ssen nur 𝑛−𝑚 Differentialgleichungen gelo¨st
werden, wodurch die Geschwindigkeit der Simulation erho¨ht wird.
Das Verfahren hat allerdings auch Nachteile. Die Parametrisierung ist
fu¨r ein allgemeines System mit beliebigen Bedingungen schwer und es
wird ein Zeitaufwand von 𝑂(𝑚3) beno¨tigt, um die Beschleunigung der
reduzierten Koordinaten zu bestimmen [Bar96]. Speziell fu¨r azyklische
Modelle ist zwar die Parametrisierung einfach und die Beschleunigung der
Koordinaten kann in linearer Zeit mit der Methode von Roy Featherstone
[Fea87] bestimmt werden. Allerdings hat diese Methode den Nachteil,
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dass sie schwer zu implementieren ist [Mir96b]. Außerdem ko¨nnen nur
holonome Bedingungen direkt verarbeitet werden. Bei der Simulation von
geschlossenen kinematischen Ketten treten Probleme auf, die in [Wit77]
diskutiert werden. Daher werden fu¨r Modelle, die solche Ketten enthalten,
spezielle Verfahren beno¨tigt [FO00]. Ein weiterer Nachteil des Verfahrens
ist, dass die Parametrisierung neu bestimmt werden muss, wenn sich
die Anzahl der Zwangsbedingungen im System a¨ndert. Folglich ist die
Simulation von Systemen, die sich vera¨ndern, sehr zeitaufwendig.
3.1.1.4. Weitere Ansa¨tze
Ein neuerer Ansatz ist z. B. der von Matthias Mu¨ller [MHHR06,MHHR07],
bei dem direkt die Positionen der Ko¨rper vera¨ndert werden, um die Zwangs-
bedingungen im System zu erfu¨llen. Auf diese Weise kommt die Simulation
ohne die Einwirkung von Impulsen oder Kra¨ften zu einem gu¨ltigen Zustand.
In einem Simulationsschritt werden zuna¨chst die neuen Positionen der
Ko¨rper bestimmt. Dabei werden die Zwangsbedingungen nicht beru¨ck-
sichtigt. Anschließend werden die neuen Positionen vera¨ndert, so dass sie
die Bedingungen im Modell erfu¨llen. Mit den Bedingungen ko¨nnen Gelen-
ke, Kollisionen und bleibende Kontakte realisiert werden. Das Verfahren
hat allerdings den Nachteil, dass keine genauen Ergebnisse erzielt werden
ko¨nnen. Es liefert nur visuell plausible Ergebnisse.
Eine weitere neue Methode wird von Rachel Weinstein et al. in [WTF06]
vorgestellt. Dieses Verfahren basiert auf einem impulsbasierten Ansatz, wie
er auch in [BBS03] und [BFS05] beschrieben wird. Durch eine Vorschau
der Positionen der Ko¨rper wird zuna¨chst der auftretende Fehler fu¨r eine
Zwangsbedingung bestimmt. Anschließend wird eine nichtlineare Gleichung
in einem iterativen Prozess gelo¨st, um einen Impuls zu berechnen, der
diesen Fehler verhindert. Der impulsbasierte Ansatz in dieser Arbeit ver-
wendet dagegen eine Approximation, damit nur eine lineare Gleichung
gelo¨st werden muss. Wegen der Approximation muss auch hier iterativ
gearbeitet werden, um ein genaues Ergebnis zu erzielen. Der Vorteil liegt
allerdings darin, dass lineare Gleichungen in einem linearen Gleichungs-
system zusammengefasst werden ko¨nnen, wodurch sich die Berechnungen
deutlich optimieren lassen. Dies wird im Verlauf dieser Arbeit gezeigt.
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3.1.2. Behandlung von Kollisionen
Im Bereich der dynamischen Simulation wird oft zwischen Kollisionen
und permanenten Kontakten unterschieden. Eine Kollision beschreibt ein
Ereignis, bei dem zwei Ko¨rper fu¨r einen unendlich kleinen Zeitraum Kon-
takt haben und dann voneinander abgestoßen werden. Wenn sich die
beiden Ko¨rper dagegen u¨ber einen la¨ngeren Zeitraum beru¨hren, spricht
man von einem bleibenden Kontakt. In beiden Fa¨llen muss ein Verfahren
der Kollisionsauflo¨sung eine Durchdringung der Ko¨rper verhindern. Bei
der Behandlung von Kollisionen und bleibenden Kontakten mu¨ssen ver-
schiedene Materialeigenschaften der Ko¨rper beru¨cksichtigt werden. Zum
einen hat jeder Ko¨rper einen Koeffizienten, der seine Elastizita¨t beschreibt.
Mit Hilfe dieses Wertes wird die Sta¨rke des Ru¨ckstoßes im Falle einer
Kollision bestimmt. Zum anderen haben die Ko¨rper Koeffizienten, um ihre
Reibungseigenschaften zu beschreiben. Reibung wirkt der Tangentialbe-
wegung von Ko¨rpern, die sich beru¨hren, entgegen. David E. Stewart gibt
in [Ste00] einen ausfu¨hrlichen U¨berblick u¨ber verschiedene Verfahren fu¨r
die Behandlung von Kollisionen und bleibenden Kontakten mit Reibung.
Die Verfahren zur Kollisionsbehandlung werden im Folgenden in impuls-
basierte Verfahren und Verfahren mit Zwangsbedingungen unterteilt. Das
Hauptziel der impulsbasierten Verfahren ist eine schnelle Kollisionsauf-
lo¨sung. Der Ansatz dieser Verfahren vereinfacht das Kollisionsproblem,
um die Berechnung der Kollisionsbehandlung zu beschleunigen. Allerdings
geht dadurch Genauigkeit verloren. Die Verfahren, die auf der Verwendung
von Zwangsbedingungen basieren, erreichen eine hohe Genauigkeit, sind
aber deutlich langsamer als die impulsbasierten Verfahren.
3.1.2.1. Impulsbasierte Verfahren
Die impulsbasierten Verfahren zeichnen sich zum einen dadurch aus, dass
sie Kollisionen bzw. bleibende Kontakte durch die Einwirkung von Impul-
sen auflo¨sen. Zum anderen wird fu¨r zwei Ko¨rper, die Kontakt miteinander
haben, genau ein Impuls fu¨r die na¨chsten Kontaktpunkte bestimmt, der
eine Durchdringung der Ko¨rper verhindern soll. Wenn die beiden Ko¨rper
mehrere Kontaktpunkte haben, dann werden diese zeitlich nacheinander
betrachtet. Dadurch wird die Simulation deutlich einfacher und die Be-
rechnung der Impulse kann schneller durchgefu¨hrt werden. Allerdings geht
auf diese Weise Genauigkeit verloren. Bei bleibenden Kontakten muss ein
Impuls eine Durchdringung der Ko¨rper verhindern. Im Fall einer Kollision
muss außerdem, abha¨ngig von der Elastizita¨t der Ko¨rper, ein Ru¨ckstoß
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simuliert werden. Wie die beno¨tigten Impulse bestimmt werden, wird z. B.
von Anindya Chatterjee und Andy Ruina in [CR98] beschrieben.
Eines der ersten impulsbasierten Verfahren wurde von Matthew Moore
und Jane Wilhelms in [MW88b] vorgestellt. In dieser Arbeit werden Im-
pulse fu¨r die Auflo¨sung von Kollisionen mit einer analytischen Methode
bestimmt. Bleibende Kontakte werden mit einem Penalty-Verfahren (siehe
Abschnitt 3.1.2.2) behandelt. Bei einer Kollision zwischen zwei Ko¨rpern
geschieht die Auflo¨sung in nur einem einzigen Kontaktpunkt, auch wenn
die Kollisionserkennung mehrere festgestellt hat. Dadurch wird die Be-
rechnung der Impulse vereinfacht, wodurch die Simulation schneller wird.
Diese Vereinfachung kostet allerdings auch Genauigkeit.
James K. Hahn stellt in [Hah88] ein a¨hnliches Verfahren fu¨r die Behandlung
von Kollisionen vor. Bleibende Kontakte werden in dieser Arbeit durch
eine Serie von Kollisionen simuliert. Dadurch kann die exakte Lo¨sung
allerdings nur angena¨hert werden. Die Simulation von Reibung wird nach
dem Gesetz von Coulomb umgesetzt.
Einige Jahre spa¨ter haben Brian V. Mirtich und John F. Canny weitere
impulsbasierte Verfahren zur Kollisionsauflo¨sung entwickelt [MC94,MC95,
Mir96b]. Im Gegensatz zu den bisherigen Verfahren werden Kollisionen
und bleibende Kontakte auf unterschiedliche Weise mit Hilfe von Impulsen
aufgelo¨st. Wie bei den bisherigen Verfahren wird bei der Berechnung nur
ein Kontaktpunkt fu¨r jedes Paar kollidierender Ko¨rper beru¨cksichtigt. Bei
Mehrfachkontakten werden die einzelnen Kontaktpunkte zeitlich nachein-
ander behandelt. Die Simulation einer Kollision wird in eine Kompressions-
und eine Ru¨ckstoßphase unterteilt. Die Sta¨rke des Ru¨ckstoßes wird nach
Stronges Hypothese bestimmt. Dafu¨r werden die Tangentialgeschwindig-
keiten der kollidierenden Ko¨rper und die Arbeit in Normalenrichtung im
Kontaktpunkt integriert, bis die relative Geschwindigkeit der Ko¨rper in
Richtung der Kontaktnormale Null ist. An diesem Punkt der maximalen
Kompression beginnt die Ru¨ckstoßphase. Fu¨r die Ru¨ckstoßphase wird zu-
na¨chst nach Stronges Hypothese die Arbeit in Normalenrichtung berechnet.
Anschließend wird u¨ber die relative Punktgeschwindigkeit integriert, wobei
die Arbeit in Normalenrichtung als Integrationsparameter dient. Bei der
Auflo¨sung von Kollisionen wird Reibung nach dem Gesetz von Coulomb
simuliert. Ein bleibender Kontakt wird durch eine Reihe sogenannter Mi-
krokollisionen aufgelo¨st. Bei bleibenden Kontakten ko¨nnen unerwu¨nschte
Vibrationen zwischen den Ko¨rpern entstehen, da Mehrfachkontakte zeitlich
nacheinander behandelt werden. Dieses Problem soll durch die Mikrokolli-
sionen gelo¨st werden, indem versucht wird, die Wirkung der Gravitation im
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Kontaktpunkt aufzuheben. Die impulsbasierte Methode und die Kollisions-
behandlung mit Zwangsbedingungen werden in [Mir95] gegenu¨bergestellt.
Brian V. Mirtich stellt in [Mir96b] sogar eine Kombination beider Ansa¨tze
vor.
Eran Guendelman et al. stellen in [GBF03,Gue06] ein weiteres impulsba-
siertes Verfahren fu¨r die Kollisionsauflo¨sung vor. Bei diesem Verfahren wird
der Ablauf des Simulationsschrittes vera¨ndert, um Kollisionen und bleiben-
de Kontakte zu behandeln. Zuna¨chst liefert die Kollisionserkennung fu¨r
jedes Paar von kollidierenden Ko¨rpern genau einen Kontaktpunkt. Dann
werden die Kollisionen durch Impulse aufgelo¨st. Anschließend werden nur
die neuen Geschwindigkeiten der Ko¨rper durch Integration berechnet. Fu¨r
alle Ko¨rper, die sich beru¨hren wird der relative Geschwindigkeitsvektor
untersucht. Anhand dieses Vektors kann bestimmt werden, ob es sich um
einen bleibenden Kontakt handelt und eine Durchdringung der Ko¨rper
verhindert werden muss. Eine Durchdringung wird durch die Anpassung
des Geschwindigkeitsvektors vermieden. Zum Schluss werden die neuen
Positionen der Ko¨rper durch Integration mit den vera¨nderten Geschwin-
digkeiten bestimmt. Dieses Verfahren lo¨st das Problem der vibrierenden
Ko¨rper durch den vera¨nderten Ablauf. Dadurch wird keine Sonderbehand-
lung fu¨r bleibende Kontakte beno¨tigt. Allerdings werden durch den neuen
Ablauf nur plausible Ergebnisse erreicht. Das vorgestellte Verfahren lo¨st
Kollisionen und bleibende Kontakte iterativ auf. Bei gestapelten Ko¨r-
pern werden relativ viele Iterationsschritte beno¨tigt. Um die Simulation
in solchen Situationen zu beschleunigen, pra¨sentieren Eran Guendelman
et al. ein Verfahren der Schockfortpflanzung. Dabei wird ein Stapel von
kollidierenden Ko¨rpern nach einer vordefinierten Anzahl an Iterationen
schrittweise von unten her eingefroren, indem die Masse der Ko¨rper auf
unendlich gesetzt wird. Dafu¨r wird ein Kontaktgraph beno¨tigt, der die
Abha¨ngigkeiten der Kontakte beschreibt. Nachdem alle Kollisionen des
Stapels behandelt wurden, werden die urspru¨nglichen Massen der Ko¨rper
wieder hergestellt. Durch die Schockfortpflanzung geht Genauigkeit ver-
loren, aber die Geschwindigkeit der Simulation kann deutlich verbessert
werden.
3.1.2.2. Kollisionsbehandlung mit Zwangsbedingungen
Im Gegensatz zu den impulsbasierten Verfahren werden bei der Kolli-
sionsbehandlung mit Zwangsbedingungen alle Kontaktpunkte zwischen
zwei kollidierenden Ko¨rpern beru¨cksichtigt. Fu¨r jeden Kontakt wird eine
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Zwangsbedingung formuliert, die verhindert, dass sich die zugeho¨rigen
Ko¨rper durchdringen. Die Kollisionen und Kontakte werden aufgelo¨st,
indem entsprechende Kra¨fte bzw. Impulse fu¨r alle Zwangsbedingungen
bestimmt werden.
Penalty-Verfahren Die Penalty-Verfahren fu¨r die Kollisionsauflo¨sung
arbeiten analog zu den Verfahren fu¨r die Gelenksimulation. Fu¨r zwei
Ko¨rper, die sich gegenseitig durchdringen, wird auf die zugeho¨rigen Kon-
taktpunkte eine Federkraft angewendet. Diese Kraft ist abha¨ngig von
der Eindringtiefe und wirkt der Durchdringung entgegen bis die beiden
Ko¨rper wieder einen zula¨ssigen Zustand erreichen. Das Problem bei dieser
Vorgehensweise ist, dass ein Fehler erst auftreten muss bevor eine Kraft
entgegenwirkt.
Matthew Moore und Jane Wilhelms stellen in [MW88b] ein solches Ver-
fahren fu¨r die Behandlung von bleibenden Kontakten vor. Starke Durch-
dringungen der Ko¨rper ko¨nnen nur durch den Einsatz von sehr starken
Federn verhindert werden. Dies fu¨hrt allerdings zu steifen Differentialglei-
chungen. In diesem Fall muss fu¨r die numerische Integration eine sehr
kleine Zeitschrittweite verwendet werden, da das System sonst instabil
wird [PB88,MW88b].
Das Penalty-Verfahren ist sehr schnell und leicht zu implementieren, da
nur Federkra¨fte berechnet werden mu¨ssen. Allerdings ist es fu¨r eine genaue
Simulation nicht geeignet. Außerdem ko¨nnen tiefe Durchdringungen nur
sehr langsam korrigiert werden, da die Ko¨rper sonst stark beschleunigt
werden. Eine starke Beschleunigung bewirkt, dass die Ko¨rper auseinander
katapultiert werden, selbst wenn sie aufeinander liegen bleiben sollten.
Tang et al. [TMOT12] erweitern in ihrer Arbeit die Idee des Penalty-
Verfahrens und berechnen kontinuierliche Penalty-Kra¨fte. Diese Erweite-
rung erfordert einen geringfu¨gig ho¨heren Rechenaufwand, erho¨ht dafu¨r
aber die Stabilita¨t und Robustheit des Verfahrens deutlich.
Analytische Verfahren Bei den analytischen Verfahren wird zwischen
Kollisionen und bleibenden Kontakten unterschieden [Bar89]. Im Gegensatz
zu den bleibenden Kontakten besteht eine Kollision nur in einer unendlich
kleinen Zeitdauer. In beiden Fa¨llen du¨rfen die Kontaktkra¨fte die Ko¨rper
nur voneinander abstoßen. Wenn sich die Ko¨rper voneinander weg bewegen,
darf keine Kraft wirken. Die Berechnung der Kontaktkra¨fte wird daher oft
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als lineares Komplementarita¨tsproblem [CPS92] formuliert. Hauptsa¨chlich
geht dies auf die Arbeiten von Per Lo¨tstedt zuru¨ck [Lo¨t82,Lo¨t84].
David Baraff lo¨st das lineare Komplementarita¨tsproblem fu¨r die Kon-
taktkra¨fte in [Bar89] mit Hilfe von quadratischem Programmieren. Diese
Vorgehensweise ist im Allgemeinen NP-hart [GT00]. Das Verfahren von
David Baraff lo¨st das Problem daher mit einem heuristischen Ansatz.
In [Bar90] wird eine Erweiterung des Verfahrens fu¨r gekru¨mmte Fla¨chen
vorgestellt. Die Behandlung von bleibenden Kontakten mit Reibung nach
dem Gesetz von Coulomb wird von Baraff in [Bar91] beschrieben.
David Baraff beschreibt in [Bar94] ein weiteres Verfahren zur Bestim-
mung von Kontaktkra¨ften mit dynamischer und statischer Reibung. Dieses
Verfahren arbeitet im Gegensatz zu den vorherigen nicht mit Optimierungs-
methoden. Stattdessen wird ein Ansatz verwendet, der auf dem Verfahren
zur Lo¨sung eines linearen Komplementarita¨tsproblems von Richard W.
Cottle und George B. Dantzig [CD68] basiert. Dabei handelt es sich um
eine Pivot-Methode. Im Vergleich zu fru¨heren Verfahren ist das vorgestellte
schneller, robuster und einfacher.
Katsuaki Kawachi et al. stellen in [KSK97] eine Erweiterung der Formu-
lierung des Kollisionsproblems von David Baraff [Bar89, Bar94] fu¨r den
zweidimensionalen Fall vor. Damit lo¨sen sie Kollisionen mit Reibung nach
dem Gesetz von Coulomb durch Impulse auf. Im Gegensatz zu der impuls-
basierten Methode von Brian V. Mirtich werden dabei alle Kollisionen, die
gleichzeitig zwischen zwei Ko¨rpern auftreten, beru¨cksichtigt. In [KSK97]
wird das vorgestellte Verfahren anhand von Messungen mit der impuls-
basierten Methode von Brian V. Mirtich verglichen. Eine Erweiterung
der Kollisionsauflo¨sung fu¨r den dreidimensionalen Fall wird von Katsuaki
Kawachi et al. in [KSK98] beschrieben.
Zur Bestimmung der Kontaktkra¨fte wird in verschiedenen Arbeiten ein
lineares Komplementarita¨tsproblem formuliert. Beispiele dafu¨r sind die
Arbeiten von Per Lo¨tstedt [Lo¨t82] und von Friedrich Pfeiffer und Christoph
Glocker [PG96]. Durch die Kontaktkra¨fte wird eine Durchdringung der
Ko¨rper verhindert. Diese Vorgehensweise hat allerdings das Problem, dass
bei der Bestimmung der Kontaktkra¨fte mit Reibung unter Umsta¨nden gar
keine oder keine eindeutige Lo¨sung gefunden werden kann [MW88a,Bar93].
Dieses Problem ist seit 1895 bekannt und wurde von Painleve´ entdeckt.
Durch die Approximation des Reibungskegels mit Hilfe eines Polyeders
kann dieses Problem gelo¨st werden. Dies wird von David E. Stewart und
Jeff C. Trinkle in [ST96] und [ST97] gezeigt. Mihai Anitescu et al. stellen in
[APS98] ein Verfahren vor, dass sogar ohne diese Approximation auskommt.
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In diesem Verfahren wird ein nichtlineares Komplementarita¨tsproblem
fu¨r die gesuchten Impulse aufgestellt. Die Lo¨sung dieses Problems wird
ermittelt, indem eine Reihe von linearen Komplementarita¨tsproblemen
mit Lemkes Algorithmus gelo¨st wird. Auf diesem Ansatz basieren auch
die Arbeiten von Jo¨rg Sauer und Elmar Scho¨mer [SS98a,SS98b]. In den
Arbeiten wird eine Methode beschrieben, mit der Kra¨fte zur Behandlung
von bleibenden Kontakten mit Reibung berechnet werden. Kollisionen
werden von Jo¨rg Sauer und Elmar Scho¨mer mit Impulsen aufgelo¨st.
Paul G. Kry und Dinesh K. Pai zeigen in [KP03], wie die Kontaktkra¨fte fu¨r
einen einzelnen bleibenden Kontakt zwischen zwei glatten Oberfla¨chen mit
der Methode der reduzierten Koordinaten bestimmt werden. Die Simulation
von Reibung nach dem Gesetz von Coulomb ist mit diesem Ansatz ebenfalls
mo¨glich. Die Methode der reduzierten Koordinaten erlaubt eine gro¨ßere
Zeitschrittweite bei der Simulation. Allerdings ist die Formulierung der
Bewegungsgleichungen sehr schwierig.
Danny M. Kaufman et al. stellen in [KEP05] ein weiteres Verfahren vor.
Bei diesem werden die Geschwindigkeiten der simulierten Ko¨rper auf einen
zula¨ssigen Bereich beschra¨nkt und dadurch Durchdringungen verhindert.
Durch zwei konvexe, quadratische Programme je Ko¨rper werden die zula¨s-
sigen Geschwindigkeiten eingehalten und Reibung simuliert. Das Verfahren
von Danny M. Kaufman et al. liefert nur plausible Ergebnisse. Dafu¨r er-
mo¨glicht es komplexe Simulationen mit vielen nicht konvexen Ko¨rpern.
In [Mil96] wird von Victor J. Milenkovic ein Verfahren vorgestellt, das
mit Zwangsbedingungen fu¨r die Positionen der Ko¨rper arbeitet. Diese
Bedingungen werden mit Hilfe einer vereinfachten Form der physikalischen
Gleichungen gelo¨st. Daher sind mit diesem Verfahren nur plausible Ergeb-
nisse mo¨glich. Fu¨r die Lo¨sung wird der Wert einer Energiefunktion mit
Hilfe von linearer Programmierung minimiert. In einem spa¨teren Verfahren
arbeitet Milenkovic mit einer Vorschau der Ko¨rperpositionen [MS01]. Mit
Hilfe dieser Vorschau wird eine auftretende Durchdringung erkannt. An-
schließend wird der Ko¨rper durch ein Optimierungsverfahren in Richtung
der berechneten Zielposition bewegt, wobei eine Durchdringung verhindert
und Reibung beru¨cksichtigt wird. Dieses Verfahren liefert ebenfalls nur
plausible Ergebnisse. Diese sind allerdings realistischer als beim ersten
Verfahren.
Ein weiteres Verfahren, das mit Optimierungsmethoden arbeitet, wird
von Harald Schmidl and Victor J. Milenkovic in [SM04] beschrieben. Bei
diesem Verfahren werden Impulse fu¨r die Behandlung von Kollisionen
und bleibenden Kontakten unter der Beru¨cksichtigung von Reibung mit
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Hilfe von quadratischen Programmen bestimmt. Außerdem werden Ko¨rper,
die sich nur geringfu¨gig bewegen, so lange bei der Kollisionsauflo¨sung
ausgelassen, bis sie erneut angestoßen werden. Durch diese Vorgehensweise
geht Genauigkeit verloren, aber die Geschwindigkeit der Simulation kann
deutlich verbessert werden.
In interaktiven Simulationen wird fu¨r die Lo¨sung des linearen Komple-
mentarita¨tsproblems oft ein projiziertes Gauss-Seidel-Verfahren eingesetzt,
z.B. in [Cou12]. Dieses iterative Verfahren wird oft vorzeitig abgebrochen,
um eine interaktive Simulation zu gewa¨hrleisten. Dies kann dem System
allerdings Energie hinzufu¨gen, was bei fast ruhenden Ko¨rpern zu einem Zit-
tern fu¨hrt. Tonge et al. [TBV12] pra¨sentieren eine parallele Jacobi-basierte
Methode, die ebenfalls mit einer Projektion arbeitet. Diese Methode hat
die gleiche Konvergenz wie das projizierte Gauss-Seidel-Verfahren, aber
lo¨st das Problem des Zitterns.
3.2. Gelenke
Dieser Abschnitt stellt zuna¨chst mechanische Gelenke vor. Anschließend
werden Verbindungen betrachtet, die ausschließlich eine Geschwindigkeits-
bedingung fu¨r die Ko¨rper definieren. Ein mechanisches Gelenk definiert
eine holonome Zwangsbedingung und reduziert damit die Freiheitsgrade
im Mehrko¨rpersystem dauerhaft. Eine Verbindung, die dagegen nur eine
Geschwindigkeitsbedingung definiert, hat diese Eigenschaft nicht. Mit Hilfe
einer solchen Verbindung kann man z. B. erreichen, dass ein Ko¨rper einem
anderen mit gleicher Geschwindigkeit folgt.
3.2.1. Basisgelenke
Ein Starrko¨rper hat sechs Freiheitsgrade: drei translatorische und drei
rotatorische. Ein Gelenk verbindet zwei Ko¨rper, in dem es eine holonome
Zwangsbedingung fu¨r diese beiden Ko¨rper definiert. Dadurch werden die
Freiheitsgrade dieser Ko¨rper wa¨hrend der gesamten Simulation reduziert.
Jedes mechanische Gelenk entfernt dabei eine andere Kombination aus
translatorischen und rotatorischen Freiheitsgraden. Um in der impulsba-
sierten Simulation alle Arten von mechanischen Gelenken zu unterstu¨tzen,
werden im Folgenden zuna¨chst sogenannte Basisgelenke eingefu¨hrt. Fu¨r
jeden Freiheitsgrad eines Ko¨rpers wird ein Basisgelenk beno¨tigt, also insge-
samt sechs. Drei der Basisgelenke entfernen ausschließlich translatorische
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Freiheitsgrade und drei nur rotatorische. Durch die Kombination solcher
Basisgelenke ko¨nnen dann alle denkbaren mechanischen Gelenke in der
dynamischen Simulation realisiert werden.
Um ein Basisgelenk zu simulieren, ko¨nnen in jedem Ko¨rper Gelenkpunkte
und Gelenkvektoren definiert werden. Die Gelenkpunkte und -vektoren
sind fest mit einem Ko¨rper verbunden und bewegen sich mit diesem. Aus
diesem Grund werden diese Punkte und Vektoren in dem lokalen Koordina-
tensystem des jeweiligen Ko¨rpers gespeichert. Fu¨r die Simulation mu¨ssen
sie in jedem Simulationsschritt einmal in das globale Koordinatensystem
transformiert werden. Die Verwendung von lokalen Koordinaten hat den
Vorteil, dass ein Gelenkpunkt nicht aufgrund von numerischen Ungenauig-
keiten von seinem Ko¨rper weg driftet bzw. ein Gelenkvektor seine Richtung
relativ zum Ko¨rper a¨ndert.
3.2.1.1. Basisgelenke mit einer Translationsbedingung
Die Basisgelenke mit einer Translationsbedingung entfernen entweder ein,
zwei oder alle drei translatorischen Freiheitsgrade zwischen zwei Ko¨rpern.
Das erste Basisgelenk entfernt alle translatorischen Freiheitsgrade in einem
gemeinsamen Punkt. Fu¨r jeden der beiden Ko¨rper wird in diesem gemeinsa-
men Punkt ein Gelenkpunkt definiert. Diese Gelenkpunkte bestimmen die
Positionen, an denen der erste Ko¨rper mit dem zweiten durch das Gelenk
verbunden ist. An diesen Positionen wirken die Kra¨fte bzw. Impulse, die
das Gelenk zusammenhalten, auf die Ko¨rper. Daher verliert das System
der beiden Ko¨rper in dem gemeinsamen Punkt alle drei translatorischen
Freiheitsgrade.
Die Gelenkpunkte du¨rfen sich wa¨hrend der Simulation nicht auseinander
bewegen. Dadurch wird die folgende Positionsbedingung definiert:
C(a,b) = b− a = 0,
wobei a und b die Gelenkpunkte der beiden Ko¨rper sind. Wenn diese
Bedingung zu einem Zeitpunkt 𝑡 der Simulation nicht mehr erfu¨llt ist,
kann der Positionsfehler durch die Funktion C der Bedingung bestimmt
werden:
epos(𝑡) = b(𝑡)− a(𝑡).
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Die beiden Gelenkpunkte mu¨ssen die gleiche Geschwindigkeit haben, da sie
fest miteinander verbunden sind. Daher muss das Basisgelenk außerdem
die folgende Geschwindigkeitsbedingung erfu¨llen:
C(u𝑎,u𝑏) = u𝑏 − u𝑎 = 0.
Analog zum Positionsfehler ergibt sich der Geschwindigkeitsfehler zu einem
Zeitpunkt 𝑡 folgendermaßen:
ev(𝑡) = u𝑏(𝑡)− u𝑎(𝑡).
Durch das zweite Basisgelenk werden zwei translatorische Freiheitsgrade
der verbundenen Ko¨rper entfernt. Dies bedeutet, dass sich die Punkte,
an denen die Ko¨rper miteinander verbunden sind, relativ zueinander auf
einer Geraden bewegen du¨rfen. Diese Gerade ist am Anfang der Simulation
durch einen Aufpunkt a und einen Richtungsvektor w definiert: a+𝜆w. Es
werden zwei Vektoren y und z bestimmt, die eine Ebene senkrecht zu dieser
Geraden aufspannen. Der Aufpunkt und die Vektoren der Ebene werden
als Gelenkpunkt bzw. als Gelenkvektoren in einem der beiden Ko¨rper
des Gelenks gespeichert. Im anderen Ko¨rper wird nur der Aufpunkt als
Gelenkpunkt b gespeichert.
Das Basisgelenk verhindert, dass sich die beiden Punkte, die sich ergeben,
wenn man die Gelenkpunkte auf die Ebene projiziert, voneinander entfer-
nen. Dies ist gleichbedeutend damit, dass sich die beiden Gelenkpunkte
auf einer Geraden senkrecht zu dieser Ebene befinden. Die beno¨tigte Pro-
jektionsmatrix wird durch die beiden Vektoren definiert, die die Ebene
aufspannen:
P =
(︃
x𝑇
y𝑇
)︃
∈ R2×3.
Damit ergibt sich die folgende Positionsbedingung fu¨r die Gelenkpunkte:
C(a,b) = P(b− a) = 0. (3.1)
Die Geschwindigkeitsbedingung der Punkte wird ebenfalls mit Hilfe der
Projektionsmatrix definiert:
C(u𝑎,u𝑏) = P(u𝑏 − u𝑎) = 0. (3.2)
Das bedeutet, dass die Punkte in der Ebene die gleiche Geschwindig-
keit haben mu¨ssen. Auf der Geraden senkrecht zur Ebene ko¨nnen die
Geschwindigkeiten dagegen unterschiedlich sein.
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Das letzte Basisgelenk mit einer Translationsbedingung entfernt einen
Freiheitsgrad des Mehrko¨rpersystems. Die beiden verbundenen Ko¨rper
haben jeweils einen Gelenkpunkt. Diese Punkte a und b du¨rfen sich relativ
zueinander auf einer Ebene frei bewegen. Am Anfang der Simulation
wird diese Ebene im ersten Ko¨rper definiert, so dass sie sich mit diesem
Ko¨rper bewegt. Der Gelenkpunkt a des Ko¨rpers dient als Aufpunkt der
Ebene. Außerdem wird die Normale n der Ebene dem gleichen Ko¨rper als
Gelenkvektor hinzugefu¨gt.
Die Gelenkpunkte der beiden Ko¨rper mu¨ssen sich in der Ebene befin-
den, um die Zwangsbedingung des Gelenks zu erfu¨llen. Dies ist genau
dann der Fall, wenn die auf die Normale projizierten Gelenkpunkte den
Abstand Null haben. Analog zum vorherigen Basisgelenk kann daher ei-
ne Projektionsmatrix mit Hilfe des Normalenvektors der Ebene definiert
werden:
P =
(︀
n𝑇
)︀ ∈ R1×3.
Die Positions- und die Geschwindigkeitsbedingung dieses Basisgelenks
sind durch die Gleichungen 3.1 und 3.2 definiert. Das bedeutet, dass
sich lediglich die Projektionsmatrix der Bedingungen a¨ndert. Um alle
drei translatorischen Basisgelenke in eine einheitliche Form zu bringen,
muss das erste Basisgelenk ebenfalls durch die Zwangsbedingungen 3.1
und 3.2 beschrieben werden. Dies wird erreicht, indem die Einheitsmatrix
E3 ∈ R3×3 als Projektionsmatrix fu¨r das Gelenk verwendet wird.
Um die Positionsbedingung eines Basisgelenks wa¨hrend eines Simulations-
schrittes von 𝑡 nach 𝑡+ℎ zu erfu¨llen, muss zuna¨chst der Positionsfehler fu¨r
den Zeitpunkt 𝑡+ℎ bestimmt werden (vgl. Abschnitt 2.3.2). Die Bewegung
eines Gelenkpunktes wa¨hrend des Schritts kann mit Hilfe der folgenden
Differentialgleichung bestimmt werden:
r˙(𝑡) = 𝜔(𝑡)× r(𝑡). (3.3)
Diese beschreibt die Richtungsa¨nderung des Ortsvektors r in einem Ko¨rper
mit der Winkelgeschwindigkeit 𝜔(𝑡). Wird die Gleichung 3.3 fu¨r den Vektor
r𝑎 = a − s u¨ber die Zeitschrittweite ℎ integriert, dann erha¨lt man den
Ortsvektor des Gelenkpunktes a nach dem Simulationsschritt. Die Position
des Ko¨rperschwerpunktes zum Zeitpunkt 𝑡+ ℎ wird mit der Gleichung 2.2
bestimmt. Fu¨r die Position des Gelenkpunktes ergibt sich dann a(𝑡+ ℎ) =
r𝑎(𝑡+ ℎ) + s(𝑡+ ℎ). Der gesuchte Positionsfehler kann damit durch
epos(𝑡+ ℎ) = P(𝑡+ ℎ) (b(𝑡+ ℎ)− a(𝑡+ ℎ))
berechnet werden.
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Die Positionsbedingung soll mit Hilfe eines Korrekturimpulses erfu¨llt wer-
den. Der Impuls wird am Anfang des Simulationsschrittes angewendet
und muss die Geschwindigkeiten der Ko¨rper so a¨ndern, dass der Positions-
fehler epos am Ende des Schrittes Null wird. Da sich die Gelenkpunkte
im Allgemeinen auf einer nichtlinearen Bahn bewegen, ist der Impuls
ebenfalls durch eine nichtlineare Gleichung bestimmt. In [WTF06] wird
diese Gleichung mit Hilfe von Newton-Iterationen gelo¨st. Allerdings be-
wegen sich die Gelenkpunkte innerhalb des kurzen Zeitschrittes auf einer
anna¨hernd linearen Bahn (vgl. Abschnitt 2.3.2). Daher wird in dieser
Arbeit der gesuchte Impuls mit einer linearen Gleichung approximiert. Der
resultierende Impuls reduziert den Positionsfehler (Beweis in [Ben07a]).
Diese Korrekturimpulse werden in einer iterativen Schleife berechnet bis
die Positionsbedingung innerhalb einer vorgegebenen Toleranz erfu¨llt ist.
Die iterative Berechnung konvergiert gegen die physikalisch korrekte Lo¨-
sung, wenn die Zeitschrittweite gegen Null geht (Beweis in [SBP05b]). Die
Anna¨herung durch eine lineare Gleichung hat verschiedene Vorteile. Diese
Gleichung kann sehr effizient und stabil gelo¨st werden. Außerdem ko¨nnen
die Korrekturimpulse fu¨r Positions- und Geschwindigkeitsbedingungen in
einer einheitlichen Form bestimmt werden, was im Folgenden gezeigt wird.
Bei der Simulation von Mehrko¨rpersystemen ko¨nnen die Gleichungen fu¨r
alle Gelenke in einem linearen Gleichungssystem zusammengefasst werden.
Dadurch lassen sich die Korrekturimpulse fu¨r das ganze System sehr schnell
bestimmen (siehe Abschnitt 3.3.2).
Wenn sich zwei Gelenkpunkte relativ zueinander auf einer linearen Bahn
bewegen, muss ein Korrekturimpuls die folgende Geschwindigkeitsa¨nderung
zum Zeitpunkt 𝑡 bewirken, damit die Punkte zum Zeitpunkt 𝑡 + ℎ den
Abstand Null haben:
△v = 1
ℎ
epos(𝑡+ ℎ). (3.4)
Fu¨r den allgemeinen Fall, bei dem die relative Bewegung der Punkte eine
nichtlineare Bahn beschreibt, ist dies bei einer in der Regel kleinen Zeit-
schrittweite eine gute Approximation. Mit Hilfe der Matrix K𝑎,𝑏 (siehe
Abschnitt 2.4) kann fu¨r diese Geschwindigkeitsa¨nderung ein entsprechender
Impuls fu¨r die durch das Gelenk verbundenen Ko¨rper berechnet werden.
Der Impuls wird auf beide Ko¨rper in ihrem jeweiligen Gelenkpunkt in ent-
gegengesetzte Richtungen angewendet. Dadurch ist die Summe der beiden
Impulse Null und die Impulserhaltung des Systems ist gewa¨hrleistet.
Fu¨r die Berechnung des Impulses wird ein 𝑛-dimensionales lineares Glei-
chungssystem aufgestellt, wobei 𝑛 die Anzahl der Freiheitsgrade ist, die
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das Gelenk aus dem Mehrko¨rpersystem entfernt. Der Impuls p ∈ R𝑛, der
die approximierte Geschwindigkeitsa¨nderung bewirkt, muss die folgende
Gleichung erfu¨llen:
PK𝑎,𝑎P𝑇p−PK𝑏,𝑏P𝑇 (−p) = △v.
Mit Hilfe der folgenden Matrix
K = K𝑎,𝑎 +K𝑏,𝑏
kann diese Gleichung weiter zusammengefasst werden:
PKP𝑇 p = △v. (3.5)
Die Matrix K ist konstant fu¨r einen Zeitpunkt 𝑡, symmetrisch, positiv
definit und damit auch regula¨r (Beweis in [Mir96b]). Die gleichen Eigen-
schaften hat auch die Matrix PKP𝑇 (Beweis in [Ben07a]). Daraus folgt,
dass die Gleichung 3.5 durch Invertierung der Matrix PKP𝑇 fu¨r den
Korrekturimpuls p aufgelo¨st werden kann. Der resultierende Impuls muss
positiv im Gelenkpunkt a des ersten Ko¨rpers und negativ im Gelenkpunkt
b des zweiten Ko¨rpers angewendet werden. Dafu¨r muss er zuna¨chst in den
dreidimensionalen Raum zuru¨ck transformiert werden:
p′ = P𝑇 p.
Mit Hilfe der Gleichungen 2.6 und 2.7 werden die neuen Geschwindigkeiten
der Ko¨rper berechnet. Anschließend werden weitere Korrekturimpulse
iterativ bestimmt bis die Positionsbedingung des Gelenks innerhalb einer
vorgegebenen Toleranz erfu¨llt ist.
Nach jedem Simulationsschritt mit Korrektur der Positionsbedingungen
werden die Geschwindigkeitsbedingungen der Gelenke u¨berpru¨ft. Die all-
gemeine Geschwindigkeitsbedingung 3.2 der Basisgelenke mit Translati-
onsbedingung muss erfu¨llt sein. Aus dieser Bedingung ergibt sich der
Fehler und damit auch die beno¨tigte Geschwindigkeitsa¨nderung, um die
Geschwindigkeitsbedingung zu erfu¨llen:
△v = ev(𝑡) = P(𝑡) (u𝑏(𝑡)− u𝑎(𝑡)). (3.6)
Der entsprechende Impuls, der diese Geschwindigkeitsa¨nderung bewirkt,
wird mit Gleichung 3.5 berechnet. Er muss, wie bei der Positionsbedingung,
positiv auf den Gelenkpunkt a und negativ auf den Punkt b angewendet
werden. Im Gegensatz zur Positionsbedingung wird die Geschwindigkeits-
bedingung mit dem Korrekturimpuls exakt erfu¨llt, da der Impuls die
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Geschwindigkeiten der Ko¨rper sofort a¨ndert und bei der Berechnung keine
Approximation no¨tig war. Dies bedeutet, dass kein iterativer Prozess zur
Lo¨sung notwendig ist.
Es ist zu beachten, dass die hier vorgestellten Basisgelenke dazu dienen,
komplexere mechanische Gelenke zu konstruieren. Die letzten beiden Ge-
lenke ko¨nnen fu¨r eine physikalisch korrekte Simulation in der vorgestellten
Form nicht direkt eingesetzt werden. Sie mu¨ssen mit anderen Gelenken
kombiniert werden oder der Impuls im ersten Ko¨rper muss im Lotpunkt
des zweiten Gelenkpunktes angewendet werden (siehe Abschnitt 3.2.2).
3.2.1.2. Basisgelenke mit einer Rotationsbedingung
Fu¨r die rotatorischen Freiheitsgrade existieren ebenfalls drei Basisgelenke.
Das erste Gelenk entfernt alle drei rotatorischen Freiheitsgrade zwischen
zwei Ko¨rpern. Das bedeutet, dass sich die Ko¨rper relativ zueinander
nicht drehen du¨rfen. Am Anfang der Simulation werden die inversen
Quaternionen q−11 (0) und q−12 (0) der beiden Ko¨rper gespeichert. Zu einem
Zeitpunkt 𝑡 in der Simulation wird die A¨nderung der relativen Rotation
der Ko¨rper durch
△q(𝑡) = (︀q−12 (0)q2(𝑡))︀−1 (︀q−11 (0)q1(𝑡))︀
beschrieben. Allerdings kann die Positionsbedingung des Basisgelenks nicht
direkt mit Hilfe von Quaternionen beschrieben werden, da das Gelenk drei
Freiheitsgrade entfernt und eine Darstellung der Bedingung mit Quaternio-
nen zu einer vierdimensionalen Gleichung fu¨hrt. Aus diesem Grund wird
die Quaternion △q(𝑡), die die A¨nderung der relativen Rotation beschreibt,
zuna¨chst in eine geeignete Darstellung konvertiert. Die Rotationsa¨nderung
kann durch eine Rotationsachse x(𝑡) und einen Winkel 𝛼(𝑡) beschrieben
werden. Um eine Einheitsquaternion in diese Darstellung zu u¨berfu¨hren,
wird Algorithmus 3.1 verwendet.
Mit dieser Umwandlung kann die Positionsbedingung fu¨r das erste Basis-
gelenk definiert werden:
C(q1,q2) = quaternionToAngleAxis(△q) = 𝛼 · x = 0.
Wenn diese Bedingung zu einem Zeitpunkt 𝑡 nicht erfu¨llt ist, kann der
Positionsfehler fu¨r diesen Zeitpunkt mit Hilfe der Bedingungsfunktion
bestimmt werden:
epos(𝑡) = quaternionToAngleAxis(△q(𝑡)) = 𝛼(𝑡) · x(𝑡).
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quaternionToAngleAxis()
Eingabe: Einheitsquaternion q = (𝑤, 𝑥, 𝑦, 𝑧)
Ausgabe: Produkt aus Drehwinkel 𝛼 und normierter Drehachse x
1: 𝑙 := 𝑥2 + 𝑦2 + 𝑧2
2: if 𝑙 > 0
3: 𝛼 := 2 arccos(𝑤)
4: x := 1/
√
𝑙 · (𝑥, 𝑦, 𝑧)𝑇
5: else
6: 𝛼 := 0
7: x := (1, 0, 0)𝑇
8: end if
9: return 𝛼 · x
Algorithmus 3.1: Konvertierung einer Einheitsquaternion in eine normierte Dreh-
achse mit zugeho¨rigem Drehwinkel
Wa¨hrend der Simulation mu¨ssen die beiden Ko¨rper des Gelenks die glei-
che Winkelgeschwindigkeit haben. Aus diesem Grund muss die folgende
Geschwindigkeitsbedingung fu¨r das Basisgelenk erfu¨llt sein:
C(𝜔1,𝜔2) = 𝜔2 − 𝜔1 = 0.
Der Geschwindigkeitsfehler zu einem Zeitpunkt 𝑡 ergibt sich durch die
Auswertung der Bedingungsfunktion:
ev(𝑡) = 𝜔2(𝑡)− 𝜔1(𝑡).
Das zweite Basisgelenk mit einer Rotationsbedingung entfernt zwei rota-
torische Freiheitsgrade zwischen den beiden verbundenen Ko¨rpern. Die
Ko¨rper sind frei in ihrer translatorischen Bewegung, du¨rfen aber nur um
eine gemeinsame Achse rotieren. Das Gelenk wird durch diese gemeinsame
Achse definiert, die den verbleibenden Freiheitsgrad festlegt. Die Achse
wird daher am Anfang der Simulation als normierte Gelenkvektoren in
den beiden Ko¨rpern gespeichert. Im Folgenden bezeichnen x1 und x2 diese
Gelenkvektoren der beiden Ko¨rper. Die Positionsbedingung des Gelenks
fordert, dass die beiden Vektoren in die gleiche Richtung zeigen. Dies ist
genau dann der Fall, wenn das Kreuzprodukt der beiden Vektoren die
La¨nge Null hat und ihr Skalarprodukt gro¨ßer als Null ist. Allerdings kann
die Positionsbedingung nicht direkt durch das Kreuzprodukt definiert wer-
den, da dieses dreidimensional ist. Das Gelenk entfernt zwei Freiheitsgrade,
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daher wird eine zweidimensionale Bedingung beno¨tigt. Dafu¨r wird am
Anfang der Simulation eine Ebene senkrecht zu den Richtungsvektoren
x1(0) = x2(0) bestimmt. Die beiden linear unabha¨ngigen Vektoren y und z,
die diese Ebene aufspannen, werden im ersten Ko¨rper als Gelenkvektoren
gespeichert. Diese Vektoren definieren die Projektionsmatrix:
P =
(︃
y𝑇
z𝑇
)︃
∈ R2×3.
Mit Hilfe dieser Projektionsmatrix kann die zweidimensionale Positionsbe-
dingung des Gelenks definiert werden:
C(x1,x2) = P (x1 × x2) = 0.
Der Positionsfehler des Gelenks zu einem Zeitpunkt 𝑡 wird fu¨r dieses Gelenk
folgendermaßen bestimmt:
epos(𝑡) = P(𝑡) (arccos (x1(𝑡) · x2(𝑡)) (x1(𝑡)× x2(𝑡))) .
Um die Gro¨ße des Fehlers zu bestimmen, wird der Winkel der beiden
Gelenkvektoren um die zu x1(𝑡) und x2(𝑡) senkrechte Achse verwendet.
Dieser Winkel wird anschließend mit seiner normierten Drehachse multi-
pliziert und auf die durch y und z definierte Ebene projiziert. Wenn die
beiden Gelenkvektoren x1(𝑡) und x2(𝑡) einen Winkel von 180 Grad haben,
wird das Kreuzprodukt und damit die Drehachse Null. In diesem Fall
wird ein beliebiger normierter Richtungsvektor in der Projektionsebene
als Drehachse verwendet, um den Positionsfehler zu bestimmen.
Damit die beiden Ko¨rper im zweidimensionalen Raum des Basisgelenks
die gleiche Winkelgeschwindigkeit haben, wird die Differenz der Geschwin-
digkeiten auf die definierte Ebene projiziert. Dadurch ergibt sich die
Geschwindigkeitsbedingung dieses Gelenks:
C(𝜔1,𝜔2) = P (𝜔2 − 𝜔1) = 0 (3.7)
und der zugeho¨rige Geschwindigkeitsfehler zu einem Zeitpunkt 𝑡:
ev(𝑡) = P(𝑡) (𝜔2(𝑡)− 𝜔1(𝑡)) . (3.8)
Das letzte Basisgelenk mit einer Rotationsbedingung blockiert einen rota-
torischen Freiheitsgrad der verbundenen Ko¨rper. Dies bedeutet, dass sich
die Ko¨rper relativ zueinander frei bewegen du¨rfen, die relative Rotation
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allerdings auf zwei Achsen beschra¨nkt ist. Fu¨r die Simulation wird das
Basisgelenk durch zwei linear unabha¨ngige, normierte Vektoren definiert.
Diese bestimmen die beiden Rotationsachsen des Gelenks. Einer der Vek-
toren wird dem ersten Ko¨rper als normierter Gelenkvektor hinzugefu¨gt,
der andere Vektor dem zweiten Ko¨rper. Sei x der erste Gelenkvektor und
y der zweite. Der Winkel 𝛼 zwischen den beiden Vektoren wird wie folgt
berechnet:
𝛼 = arccos(x · y).
Dieser Winkel gibt die Rotation um die verbleibende Achse des Systems
an. Dies ist genau die Achse, fu¨r die das Gelenk den Freiheitsgrad entfernt.
Das bedeutet, dass die Rotation um diese Achse wa¨hrend der gesamten
Simulation konstant bleiben muss. Eine entsprechende Zwangsbedingung
kann mit Hilfe der folgenden Funktion formuliert werden:
C(x,y) = 𝛼− 𝛼0 = 0,
wobei 𝛼0 der Rotationswinkel zu Anfang der Simulation ist. Der Positions-
fehler fu¨r das dritte Basisgelenk mit einer Rotationsbedingung wird mit
Hilfe dieser Bedingung bestimmt:
epos(𝑡) = 𝛼(𝑡)− 𝛼0.
Die Geschwindigkeitsbedingung dieses Basisgelenks ist durch die Glei-
chung 3.7 gegeben, wobei eine andere Projektionsmatrix beno¨tigt wird.
Diese Projektionsmatrix muss die Bedingung auf den eindimensionalen
Raum des Gelenks projizieren. Das Basisgelenk entfernt einen Rotations-
freiheitsgrad aus dem Mehrko¨rpersystem. Die zugeho¨rige Drehachse ist
bestimmt durch:
z = x× y.
Mit dieser Achse kann analog zu den anderen Basisgelenken die Projekti-
onsmatrix definiert werden:
P =
(︁
z𝑇
)︁
∈ R1×3.
Durch diese Projektionsmatrix wird die Bedingungsgleichung eindimensio-
nal. Außerdem kann durch Einsetzen der Matrix in die Gleichung 3.8 der
Geschwindigkeitsfehler bestimmt werden.
Die Positionsbedingung der Basisgelenke mit einer Rotationsbedingung
wird analog zu den Gelenken mit Translationsbedingung simuliert. Zu-
na¨chst muss der Positionsfehler nach dem Simulationsschritt fu¨r den Zeit-
punkt 𝑡 + ℎ berechnet werden. Beim ersten Gelenk mu¨ssen dafu¨r die
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Einheitsquaternionen der beiden Ko¨rper fu¨r diesen Zeitpunkt durch Inte-
gration der Differentialgleichung 2.4 bestimmt werden. Fu¨r die anderen
zwei Gelenke werden die Richtungen der jeweiligen Gelenkvektoren zum
Zeitpunkt 𝑡+ ℎ beno¨tigt. Durch numerische Integration der Gleichung 3.3
ko¨nnen diese Richtungen bestimmt werden.
Die Geschwindigkeitsa¨nderung, die no¨tig ist, um den Positionsfehler in-
nerhalb eines Zeitschrittes der La¨nge ℎ zu korrigieren, wird mit der Glei-
chung 3.4 berechnet. Dadurch ergibt sich fu¨r die Geschwindigkeitsa¨nderung
bei den Positionsbedingungen aller Basisgelenke eine einheitliche Form.
Bei den Gelenken mit einer Rotationsbedingung muss ein Drehimpuls
l ∈ R𝑛 berechnet werden, der diese Geschwindigkeitsa¨nderung bewirkt.
Dabei ist 𝑛 die Anzahl der Freiheitsgrade, die durch das jeweilige Gelenk
entfernt wird. Dieser Drehimpuls muss außerdem auf beide Ko¨rper in
entgegengesetzte Richtungen angewendet werden, um die Impulserhaltung
des Systems zu gewa¨hrleisten. Das Gleichungssystem fu¨r den gesuchten
Drehimpuls kann mit Hilfe der Matrix L𝑘 (siehe Abschnitt 2.4) des ersten
und des zweiten Ko¨rpers aufgestellt werden:
PL1P𝑇 l−PL2P𝑇 (−l) = △v.
Durch die Definition der Matrix L = L1 + L2 wird das Gleichungssystem
zusammengefasst zu:
PLP𝑇 l = △v. (3.9)
Die Matrix L hat die gleichen guten Eigenschaften, wie die Matrix K.
Sie ist konstant fu¨r einen Zeitpunkt 𝑡, symmetrisch, positiv definit und
regula¨r. Damit hat auch die Matrix PLP𝑇 diese Eigenschaften (Beweis
in [Ben07a]). Daraus folgt, dass die Gleichung 3.9 fu¨r den Drehimpuls l
durch die Inversion dieser Matrix gelo¨st werden kann. Der Drehimpuls muss
zum Zeitpunkt 𝑡 auf die beiden Ko¨rper in entgegengesetzte Richtungen
angewendet werden, um die Zwangsbedingung des Gelenks zu erfu¨llen.
Da der resultierende Drehimpuls die Dimension 𝑛 hat, muss er zuna¨chst
in den dreidimensionalen Raum transformiert werden. Dafu¨r wird die
Projektionsmatrix des jeweiligen Basisgelenks beno¨tigt:
l′ = P𝑇 l.
Anschließend wird mit Gleichung 2.8 bestimmt, wie sich die Winkelge-
schwindigkeiten der beiden verbundenen Ko¨rper a¨ndern, wenn der be-
rechnete Drehimpuls auf sie einwirkt. Diese Geschwindigkeitsa¨nderung
fu¨hrt dazu, dass der Fehler epos reduziert wird (Beweis in [Ben07a]). In
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einem iterativen Prozess werden weitere Korrekturimpulse berechnet, bis
der Fehler kleiner als ein vorgegebener Toleranzwert ist. Dieser Prozess
konvergiert zu der physikalisch korrekten Lo¨sung, wenn die Zeitschrittweite
gegen Null geht.
Nachdem ein Simulationsschritt unter Beru¨cksichtigung der Positionsbe-
dingungen durchgefu¨hrt wurde, sind im Allgemeinen die Geschwindig-
keitsbedingungen der Gelenke nicht mehr erfu¨llt. Da alle Geschwindig-
keitsbedingungen der Basisgelenke mit einer Rotationsbedingung durch
die Gleichung 3.7 beschrieben werden ko¨nnen, ergibt sich auch fu¨r die
beno¨tigte A¨nderung der Winkelgeschwindigkeiten eine einheitliche Form:
△v = ev(𝑡) = P(𝑡) (𝜔2(𝑡)− 𝜔1(𝑡)). (3.10)
Mit dieser Geschwindigkeitsa¨nderung kann fu¨r jedes Basisgelenk mit Rota-
tionsbedingung durch die Gleichung 3.9 ein Drehimpuls berechnet werden,
der dazu fu¨hrt, dass die Geschwindigkeitsbedingung zwischen den ver-
bundenen Ko¨rpern erfu¨llt wird. Dieser Impuls wird in entgegengesetzte
Richtungen auf die Ko¨rper angewendet, so dass die Impulserhaltung des
Systems gewa¨hrleistet ist. Die resultierende Geschwindigkeitsa¨nderung
fu¨hrt dazu, dass die Bedingung exakt erfu¨llt wird. Bei den Geschwindig-
keitsbedingungen wird im Gegensatz zu den Positionsbedingungen keine
Approximation von △v beno¨tigt, da der Wert genau bestimmt werden
kann. Aus diesem Grund ist bei dieser Art von Bedingungen kein iterativer
Prozess zur Bestimmung der exakten Lo¨sung notwendig.
3.2.2. Mechanische Gelenke
Im letzten Abschnitt wurden sechs verschiedene Basisgelenke vorgestellt,
die unterschiedliche Freiheitsgrade zwischen zwei Ko¨rpern entfernen. Die
meisten dieser Basisgelenke ko¨nnen nicht direkt fu¨r die Simulation eines
realen, mechanischen Gelenks eingesetzt werden. Sie dienen in dieser Arbeit
vielmehr als einfache Ausgangsbasis fu¨r die Konstruktion komplexerer,
mechanischer Gelenke. In diesem Abschnitt soll gezeigt werden, dass durch
eine einfache Erweiterung oder die Kombination mehrerer Basisgelenke
jedes denkbare mechanische Gelenk in der Simulation realisiert werden
kann. Dadurch reicht es fu¨r die dynamische Simulation vollkommen aus,
wenn sie die vorgestellten Basisgelenke beherrscht.
Im Folgenden werden die wichtigsten mechanischen Gelenke vorgestellt und
beschrieben, wie sie mit Hilfe der Basisgelenke simuliert werden ko¨nnen.
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Abbildung 3.3.: Ein Kugelgelenk beschra¨nkt die relative Verschiebung der ver-
bundenen Ko¨rper, aber nicht deren Rotationsbewegung.
Abbildung 3.4.: Durch ein Kugelschienengelenk wird die relative Translations-
bewegung der beiden verbundenen Ko¨rper auf eine Gerade bzw. eine Kurve
beschra¨nkt.
∙ Kugelgelenk: Ein Kugelgelenk (siehe Abbildung 3.3) verbindet
zwei Ko¨rper in einem Punkt, um den sie frei rotieren ko¨nnen. Das
erste Basisgelenk mit einer Translationsbedingung entfernt alle drei
translatorischen Freiheitsgrade in einem Gelenkpunkt. Dieses Gelenk
kann daher direkt als Kugelgelenk in der Simulation verwendet
werden.
∙ Kugelschienengelenk: Ein Kugelschienengelenk (siehe Abbil-
dung 3.4) ist ein Kugelgelenk, das sich zusa¨tzlich frei auf einer
Schiene bewegen kann. Dadurch werden im Gegensatz zum Kugelge-
lenk nur zwei translatorische Freiheitsgrade entfernt. Dies kann mit
dem zweiten Basisgelenk mit Translationsbedingung realisiert werden.
Allerdings kann das Basisgelenk in der Form, in der es vorgestellt
wurde, nicht direkt verwendet werden. Fu¨r eine genaue Simulation
mu¨ssen die beiden Punkte, auf die die Korrekturimpulse wirken,
in der festgelegten Projektionsebene des Gelenkfehlers liegen. Der
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Abbildung 3.5.: Ein Kugelebenengelenk beschra¨nkt die relative Translationsbe-
wegung der verbundenen Ko¨rper auf eine Ebene bzw. eine gekru¨mmte Fla¨che.
Gelenkpunkt b des zweiten Ko¨rpers liegt bereits in dieser Ebene,
wa¨hrend der Gelenkpunkt a des ersten Ko¨rpers nur dazu dient, die
Gerade der Schiene zu definieren. Der gesuchte Punkt ergibt sich
durch den Schnitt der Schienengerade mit der Projektionsebene. Dies
ist genau der Lotpunkt von b auf der Geraden im ersten Ko¨rper.
Wenn in jedem Simulationsschritt der Punkt a in diesen Lotpunkt
verschoben wird, kann das Kugelschienengelenk durch das zweite
Basisgelenk mit Translationsbedingung simuliert werden.
Die Schiene des Gelenks kann auch durch eine Kurve definiert sein,
solange in jedem Punkt die Tangente bestimmt werden kann. In
jedem Simulationsschritt wird dann senkrecht zu dieser Tangente die
Projektionsmatrix fu¨r das Basisgelenk mit Translationsbedingung
bestimmt. Mit dieser Erweiterung des Basisgelenks ko¨nnen sich die
verbundenen Ko¨rper auf einer Kurve frei bewegen.
∙ Kugelebenengelenk: Das Kugelebenengelenk (siehe Abbildung 3.5)
ist ein Kugelgelenk, das sich in einer Ebene frei bewegen darf. Dieses
Gelenk entfernt einen translatorischen Freiheitsgrad zwischen den
verbundenen Ko¨rpern. Es kann mit Hilfe des dritten Basisgelenks mit
Translationsbedingung simuliert werden, wobei (analog zum Kugel-
schienengelenk) der erste Gelenkpunkt, der den Aufpunkt der Ebene
definiert, auf die Projektionsgerade durch den zweiten Gelenkpunkt
verschoben werden muss. Dafu¨r wird der Lotpunkt des zweiten Ge-
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Abbildung 3.6.: Ein Drehgelenk erlaubt den verbundenen Ko¨rpern eine Rotati-
onsbewegung um eine Achse.
lenkpunktes auf der Ebene bestimmt. Wenn der erste Gelenkpunkt
auf diesen Lotpunkt verschoben wird, liegen beide Gelenkpunkte im
eindimensionalen Raum, in dem der Positions- bzw. Geschwindig-
keitsfehler korrigiert werden soll. Da die Punkte in diesem Raum
liegen, ko¨nnen die Korrekturimpulse angewendet werden, ohne die
restlichen Freiheitsgrade zu beeinflussen.
Die Bewegung des Gelenkpunktes kann nicht nur auf eine Ebene,
sondern auch auf jede gekru¨mmte Fla¨che beschra¨nkt werden. Es muss
nur die Voraussetzung erfu¨llt sein, dass in jedem Punkt der Fla¨che
die zugeho¨rige Normale bestimmt werden kann. Diese Normale wird
dann fu¨r die Projektion des Gelenkfehlers eingesetzt.
∙ Drehgelenk: Ein Drehgelenk (siehe Abbildung 3.6) erlaubt den
beiden verbundenen Ko¨rpern eine relative Rotation um eine Achse.
Damit bleibt zwischen den beiden Ko¨rpern nur ein rotatorischer
Freiheitsgrad erhalten. Alle anderen Freiheitsgrade mu¨ssen durch
das Gelenk entfernt werden. Dies wird durch die Kombination von
zwei Basisgelenken simuliert. Um die drei translatorischen Freiheits-
grade aus dem System zu entfernen, wird das erste Basisgelenk mit
Translationsbedingung eingesetzt. Die beiden rotatorischen Freiheits-
grade ko¨nnen durch das zweite Basisgelenk mit Rotationsbedingung
entfernt werden. Durch dieses Gelenk wird auch die Drehachse des
Drehgelenks definiert. Insgesamt werden durch die Kombination die
gewu¨nschten fu¨nf Freiheitsgrade aus dem System entfernt.
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Diese Kombination von Basisgelenken ist allerdings nicht die einzige
Mo¨glichkeit, ein Drehgelenk zu simulieren. Eine weitere Mo¨glich-
keit ergibt sich, indem man das erste und das zweite Basisgelenk
mit Translationsbedingung kombiniert. Dabei muss der gemeinsa-
me Punkt des ersten Gelenks auf der Geraden des zweiten Gelenks
liegen. Die Gerade definiert dann die Drehachse des Gelenks. Da
die beiden Gelenke wa¨hrend der Simulation einen festen Abstand
zueinander haben, bleibt zwischen den verbundenen Ko¨rpern nur ein
Rotationsfreiheitsgrad u¨brig.
Dieses Beispiel soll zeigen, dass es bei komplexen Gelenken unter
Umsta¨nden auch mehrere Mo¨glichkeiten fu¨r ihre Umsetzung in der
Simulation gibt. In diesem Fall wa¨re die zweite Mo¨glichkeit zu be-
vorzugen, da fu¨r das zweite Basisgelenk mit Rotationsbedingung ein
ho¨herer Rechenaufwand beno¨tigt wird als fu¨r das zweite Basisgelenk
mit Translationsbedingung.
∙ Drehmotor: Motoren werden in der Simulation ha¨ufig verwendet,
um die Ko¨rper in der Simulation zu bewegen oder um ihre Bewegung
zu kontrollieren. Ein Drehmotor stellt fu¨r die Simulation eine Erwei-
terung des Drehgelenks dar. Die beiden verbundenen Ko¨rper du¨rfen
sich wie beim Drehgelenk genau um eine gemeinsame Achse drehen.
Zusa¨tzlich wirken externe Drehmomente auf die verbundenen Ko¨rper,
um deren Rotationsbewegung um die Drehachse zu beschleunigen
bzw. abzubremsen. Die beiden Drehmomente, die auf die Ko¨rper
wirken, mu¨ssen gleich groß sein und in entgegengesetzte Richtungen
zeigen, damit die Energieerhaltung des Systems gewa¨hrleistet werden
kann.
Solange die Gro¨ße der Drehmomente konstant bleibt, kann die Dreh-
bewegung nur beschleunigt oder verlangsamt werden. Um einen be-
stimmten Winkel oder eine Geschwindigkeit beizubehalten, wird ein
Regler beno¨tigt. Dafu¨r kann z. B. ein PID-Regler [A˚H95] eingesetzt
werden. Durch einen Regelkreis wird sta¨ndig ein neues Drehmoment
berechnet, dessen Gro¨ße abha¨ngig vom aktuellen Zustand und vom
Sollzustand des Gelenks ist. Dabei muss beachtet werden, dass jeder
Drehmotor nur ein beschra¨nktes Drehmoment pro Simulationsschritt
zur Verfu¨gung hat.
∙ Schienengelenk: Bei einem Schienengelenk bewegen sich die beiden
verbundenen Ko¨rper entlang einer Schiene. Die verbundenen Ko¨r-
per du¨rfen sich relativ zueinander nicht drehen. Ein Schienengelenk
entfernt daher fu¨nf Freiheitsgrade aus dem System: drei rotatorische
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und zwei translatorische. Durch eine Kombination des Kugelschie-
nengelenks und des ersten Basisgelenks mit Rotationsbedingung
kann dieser Gelenktyp in der Simulation realisiert werden. Da das
Kugelschienengelenk die Erweiterung eines Basisgelenks ist, kann
auch das Schienengelenk auf eine Kombination von Basisgelenken
zuru¨ckgefu¨hrt werden.
Das Schienengelenk kann wie das Kugelschienengelenk auch durch
eine Kurve definiert werden. Die beiden verbundenen Ko¨rper ko¨nnen
sich dann frei auf dieser Kurve bewegen. Die Kurve muss in jedem
Punkt differenzierbar sein, damit die entsprechende Projektionsma-
trix fu¨r die Berechnung der Impulse bestimmt werden kann.
∙ Linearmotor: Ein Linearmotor bewegt zwei Ko¨rper mit Hilfe von
externen Kra¨ften auf einer Schiene. Die beiden verbundenen Ko¨rper
du¨rfen sich relativ zueinander nicht drehen. Daher wird ein solcher
Motor in der Simulation durch eine Erweiterung des Schienengelenks
realisiert. Zum Beschleunigen bzw. Abbremsen der Ko¨rper entlang
der Schiene wirken gleich große externe Kra¨fte in entgegengesetzte
Richtungen auf die beiden Ko¨rper. Da die Summe der Kra¨fte Null
ergibt, bleibt die Energie des Systems erhalten.
Um eine bestimmte Position oder Geschwindigkeit zu erreichen, wird
wie beim Drehmotor ein Regler beno¨tigt. Durch den Regelkreis wird
in regelma¨ßigen Absta¨nden eine neue externe Kraft berechnet, um
in einen gewu¨nschten Sollzustand zu kommen. Diese Kraft darf die
maximale Kraft des Motors nicht u¨bersteigen.
∙ Kardangelenk: Durch ein Kardangelenk (es wird oft auch als Kreuz-
gelenk bezeichnet) kann ein Drehmoment auf eine Achse mit einer
anderen Richtung u¨bertragen werden. Dieses Gelenk entfernt alle
drei translatorischen Freiheitsgrade und einen rotatorischen Freiheits-
grad zwischen den verbundenen Ko¨rpern. Das bedeutet, dass sich
die beiden Ko¨rper relativ zueinander um zwei unabha¨ngige Achsen
drehen ko¨nnen, wa¨hrend ihre relative Translation konstant bleibt.
Fu¨r die Simulation dieses Gelenktyps wird das erste Basisgelenk
mit Translationsbedingung mit dem dritten Basisgelenk mit Ro-
tationsbedingung kombiniert. Das erste Gelenk definiert dabei die
Position des Kardangelenks, wa¨hrend das zweite Gelenk die beiden
Rotationsachsen festlegt.
∙ Fixierung: Eine Fixierung befestigt einen Ko¨rper an einem anderen
und entfernt dabei alle Freiheitsgrade zwischen den Ko¨rpern. Ein
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solches Gelenk wird eingesetzt, um tempora¨r einen Ko¨rper an einen
anderen zu binden. Fu¨r eine dauerhafte Verbindung sollten beide
Ko¨rper zu einem einzigen Ko¨rper zusammengefasst werden, da dies
in der Simulation weniger Rechenzeit in Anspruch nimmt. Die Fi-
xierung kann auf verschiedene Arten realisiert werden. Durch die
Kombination des jeweils ersten Basisgelenks mit Translations- bzw.
Rotationsbedingung werden alle Freiheitsgrade zwischen den Ko¨r-
pern entfernt. Eine andere Mo¨glichkeit der Umsetzung besteht darin,
die Ko¨rper mit den drei Basisgelenken mit Translationsbedingung
an drei linear unabha¨ngigen Punkten zu verbinden.
Die hier vorgestellten Gelenke sollen demonstrieren, dass sich jedes denkba-
re Gelenk mit Hilfe der Basisgelenke realisieren la¨sst. Mit diesem Konzept
ko¨nnen durchaus noch weitere Gelenktypen simuliert werden, die in diesem
Abschnitt nicht vorgestellt wurden.
3.2.3. Hilfsgelenke
Die vorgestellten mechanischen Gelenke und die Basisgelenke definieren
jeweils eine Zwangsbedingung fu¨r die Positionen der verbundenen Ko¨rper
und eine fu¨r ihre Geschwindigkeiten. Diese Art von Gelenken entfernt
permanent Freiheitsgrade aus dem simulierten Mehrko¨rpersystem. Der
Begriff Hilfsgelenk wird in dieser Arbeit fu¨r Verbindungen verwendet, mit
denen die Bewegung der Ko¨rper in der Simulation kontrolliert werden
kann, die aber in der Realita¨t nicht existieren.
3.2.3.1. Hilfsgelenke mit Geschwindigkeitsbedingung
In diesem Abschnitt werden Verbindungen vorgestellt, die keine Positions-
bedingung haben, sondern nur eine Geschwindigkeitsbedingung in Form
einer impliziten Gleichung:
C(v,𝜔, 𝑡) = 0.
Durch eine Geschwindigkeitsbedingung la¨sst sich kein reales Gelenk simulie-
ren. Allerdings wird durch die Geschwindigkeitsbedingung eine Verbindung
zwischen zwei Ko¨rpern definiert. Durch diese Verbindung kann die Ge-
schwindigkeit eines Ko¨rpers durch einen anderen kontrolliert werden. Mit
der folgenden Bedingung kann z. B. ein Ko¨rper dazu gebracht werden,
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dass er die gleiche translatorische Geschwindigkeit hat, wie ein zweiter
Ko¨rper:
C(v, 𝑡) = v1 − v2 = 0.
Dadurch kann ein dynamischer Ko¨rper in der Simulation mit einem Hilfs-
ko¨rper verbunden werden, dessen Position mit Hilfe der Maus manipuliert
wird. Die Geschwindigkeit des Hilfsko¨rpers wird dabei anhand der Mausbe-
wegung berechnet. Bei der Berechnung der Korrekturimpulse werden auf-
tretende Konflikte mit konkurrierenden Zwangsbedingungen automatisch
aufgelo¨st. Dies bedeutet, dass ein Ko¨rper in der Simulation manipuliert
werden kann und dabei auch alle Gelenke des Modells sowie Kollisionen
und Kontakte beru¨cksichtigt werden. Stellt man eine analoge Zwangsbe-
dingung fu¨r die Winkelgeschwindigkeiten der Ko¨rper auf, dann kann auch
deren Rotationsbewegung manipuliert werden. Diese Verbindungen ko¨nnen
somit zur Interaktion des Benutzers mit den Ko¨rpern in der Simulation
verwendet werden.
3.2.3.2. Hilfsgelenke mit Positionsbedingung
Ein Hilfsgelenk mit Positionsbedingung ermo¨glicht die Kontrolle u¨ber die
Position und Rotation eines Ko¨rpers mit Hilfe einer impliziten Bedingungs-
gleichung der Form:
C(a,b) = 0,
wobei a und b die Gelenkpunkte in den verbundenen Ko¨rpern sind. Aller-
dings ko¨nnen Konflikte bei konkurrierenden Positionsbedingungen nicht
direkt aufgelo¨st werden. Ein solcher Konflikt entsteht zum Beispiel, wenn
ein Ko¨rper durch eine Positionsbedingung dem Mauszeiger (bzw. einem
Hilfsko¨rper) folgen soll, dies aber durch eine Kollision verhindert wird. Der
Konflikt kann aufgelo¨st werden, wenn der Korrekturimpuls des Hilfsgelenks
fu¨r einen Simulationsschritt beschra¨nkt wird. U¨berschreitet der berechnete
Korrekturimpuls des Hilfsgelenks eine maximale La¨nge 𝑝max, dann wird er
entsprechend verkleinert:
p˜ :=
{︃
𝑝max · p|p| falls |p| > 𝑝max
p sonst.
Diese Beschra¨nkung des Korrekturimpulses fu¨hrt dazu, dass die Positions-
bedingung u. U. nicht in einem Simulationsschritt erfu¨llt wird. Allerdings
wird in jedem weiteren Simulationsschritt ein neuer Impuls berechnet
und angewendet, der den Fehler verkleinert. Damit folgt der Ko¨rper dem
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Mauszeiger bis die Bedingung exakt erfu¨llt ist, soweit dies nicht durch eine
konkurrierende Zwangsbedingung verhindert wird.
3.3. Mehrko¨rpersysteme
Im letzten Abschnitt wurde beschrieben, wie mit Hilfe von Zwangsbedingun-
gen verschiedene Basisgelenke simuliert werden. Komplexere mechanische
Gelenke ko¨nnen durch Kombination bzw. Erweiterung dieser Basisgelenke
realisiert werden. Dabei wurde bisher nur ein System mit zwei Ko¨rpern
und einer Verbindung betrachtet. Die Verbindung in diesem einfachen
Mehrko¨rpersystem kann wie beschrieben direkt mit Hilfe von Impulsen
simuliert werden. Bei einem komplexeren Mehrko¨rpersystem mit vielen
Gelenken kann es Abha¨ngigkeiten zwischen den Gelenken geben. Diese
mu¨ssen bei der Simulation beru¨cksichtigt werden. Eine Abha¨ngigkeit tritt
genau dann auf, wenn ein Ko¨rper mit mehr als einem anderen Ko¨rper
verbunden ist. Die Korrekturimpulse, die fu¨r die zugeho¨rigen Gelenke
berechnet werden, beeinflussen sich in diesem Fall gegenseitig, da die
Gelenke einen gemeinsamen Ko¨rper haben. Im Folgenden werden verschie-
dene Verfahren vorgestellt, um die Impulse in Mehrko¨rpersystemen mit
Abha¨ngigkeiten zu bestimmen. Zuna¨chst wird ein einfaches iteratives Ver-
fahren pra¨sentiert [BFS05]. Danach wird gezeigt, wie die Abha¨ngigkeiten
im System durch ein lineares Gleichungssystem beschrieben werden ko¨n-
nen [BS06b]. Dies ist vor allem fu¨r sehr komplexe Modelle von Interesse. Bei
Modellen ohne Zyklen in der Gelenkstruktur kann dieses Gleichungssystem
sogar mit dem optimalen Zeit- und Speicheraufwand von 𝑂(𝑛) gelo¨st wer-
den [Ben07b]. Dafu¨r wird eine Umformung des Gleichungssystems in eine
du¨nn besetzte Formulierung beno¨tigt. Alle Verfahren, die hier vorgestellt
werden, werden im Abschnitt 3.6 miteinander verglichen.
3.3.1. Iteratives Verfahren
3.3.1.1. Beschreibung des Verfahrens
Beim iterativen Verfahren werden die Abha¨ngigkeiten der verschiedenen
Zwangsbedingungen im Mehrko¨rpersystem durch einen iterativen Prozess
aufgelo¨st. Die genaue Vorgehensweise des iterativen Verfahrens wird durch
Algorithmus 3.2 beschrieben.
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simulationStep(𝑡0)
Eingabe: Positionsbedingungen 𝐶pos = {Cpos0 , ...,Cpos𝑙 }
Geschwindigkeitsbedingungen 𝐶vel = {Cvel0 , ...,Cvel𝑚 }
Ko¨rper 𝐾 = {𝑘0, ..., 𝑘𝑛}
1: // Korrektur der Positionsbedingungen
2: repeat
3: AlleBedingungenErfu¨llt := true
4: for 𝑖 = 0 to 𝑙
5: Bestimme Cpos𝑖 (𝑡0 + ℎ) durch Integration (Vorschau)
6: if Cpos𝑖 (𝑡0 + ℎ) ist nicht erfu¨llt
7: Bestimmung eines Korrekturimpulses bzw. -drehimpulses
8: Berechnung der neuen Geschwindigkeiten zum Zeitpunkt 𝑡0
9: AlleBedingungenErfu¨llt := false
10: end if
11: end for
12: until AlleBedingungenErfu¨llt = true
13:
14: // Zeitschritt von 𝑡0 nach 𝑡0 + ℎ
15: for 𝑖 = 0 to 𝑛
16: Integration des Ko¨rperzustandes von Ko¨rper 𝑘𝑖
17: end for
18:
19: // Korrektur der Geschwindigkeitsbedingungen
20: repeat
21: AlleBedingungenErfu¨llt := true
22: for 𝑖 = 0 to 𝑚
23: if Cvel𝑖 (𝑡0 + ℎ) ist nicht erfu¨llt
24: Bestimmung eines Korrekturimpulses bzw. -drehimpulses
25: Berechnung der neuen Geschwindigkeiten zum Zeitpunkt 𝑡0 + ℎ
26: AlleBedingungenErfu¨llt := false
27: end if
28: end for
29: until AlleBedingungenErfu¨llt = true
Algorithmus 3.2: Der Algorithmus beschreibt einen Simulationsschritt mit dem
iterativen Verfahren unter Beru¨cksichtigung der Positions- und Geschwindig-
keitsbedingungen
Bevor ein Zeitschritt durchgefu¨hrt werden kann, muss sichergestellt sein,
dass nach dem Schritt die Positionsbedingungen erfu¨llt werden. Um dies
zu gewa¨hrleisten, wird fu¨r jede Bedingung zuna¨chst eine Vorschau berech-
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net. Dabei wird die Bedingungsfunktion fu¨r das Ende des Zeitschrittes
zum Zeitpunkt 𝑡0 + ℎ ausgewertet. Dafu¨r mu¨ssen die Gelenkpunkte und
-vektoren des zugeho¨rigen Gelenks u¨ber die Zeit integriert werden. Die neue
Richtung eines Gelenkvektors wird durch Integration der Differentialglei-
chung 3.3 bestimmt. Auf die gleiche Weise kann auch die neue Richtung des
Vektors vom Schwerpunkt eines Ko¨rpers zu seinem Gelenkpunkt berechnet
werden. Die neue Position des Schwerpunktes wird mit Gleichung 2.2 be-
stimmt. Addiert man die neue Position des Schwerpunkts und den neuen
Richtungsvektor, dann bekommt man die neue Position des zugeho¨rigen
Gelenkpunktes. Auf diese Weise kann der Gelenkzustand zum Zeitpunkt
𝑡0 + ℎ bestimmt werden.
Bei der Vorschau des Gelenkzustands wird keine der Zwangsbedingungen
im Modell beru¨cksichtigt. Daher fu¨hrt die Vorschau im Allgemeinen zu
einem ungu¨ltigen Zustand. Allerdings kann auf diese Weise der Positionsfeh-
ler, der wa¨hrend des Zeitschritts entsteht, mit Hilfe der Bedingungsfunktion
bestimmt werden. Mit diesem Positionsfehler wird anschließend ein Korrek-
turimpuls bzw. -drehimpuls fu¨r das zugeho¨rige Basisgelenk berechnet. Die
genaue Berechnung des Impulses wird in Abschnitt 3.2 beschrieben. Der
berechnete Impuls wird am Anfang des Simulationsschritts zum Zeitpunkt
𝑡0 auf die beiden verbundenen Ko¨rper angewendet. Dadurch a¨ndern sich die
Geschwindigkeiten der Ko¨rper. Durch die vera¨nderten Geschwindigkeiten
wird der Positionsfehler nach dem Schritt reduziert.
Beim iterativen Verfahren wird bei jeder Iteration fu¨r jedes Basisgelenk
maximal ein Impuls bestimmt und angewendet. Die vollsta¨ndige Korrektur
eines Gelenks in einem Iterationsschritt ist aufgrund der Abha¨ngigkeiten im
Mehrko¨rpersystem nicht sinnvoll. Da die Abha¨ngigkeiten beim iterativen
Verfahren nicht explizit beru¨cksichtigt werden, kann es passieren, dass ein
bereits korrigiertes Gelenk wieder aufgerissen wird. Der iterative Prozess
endet, wenn alle Zwangsbedingungen des Mehrko¨rpersystems innerhalb
einer vorgegebenen Toleranz erfu¨llt sind.
Nachdem der Prozess beendet wurde, sind alle Positionsbedingungen in der
Vorschau erfu¨llt. Dies bedeutet, dass jetzt ein Zeitschritt von 𝑡0 nach 𝑡0+ℎ
fu¨r die Ko¨rper durchgefu¨hrt werden kann und die Zwangsbedingungen am
Ende des Schrittes erfu¨llt werden. Bei diesem Zeitschritt werden die neuen
Positionen und Geschwindigkeiten aller Ko¨rper mit Hilfe der Gleichungen
2.1 bis 2.4 bestimmt. Nach dem Schritt sind alle Positionsbedingungen des
Systems aufgrund der berechneten Korrekturimpulse erfu¨llt.
Die Geschwindigkeitsbedingungen des Mehrko¨rpersystems sind im Allge-
meinen nach dem Schritt nicht erfu¨llt. Dies wird mit Hilfe von Impulsen
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korrigiert, um einen gu¨ltigen Zustand des Systems herzustellen. Bei der
Korrektur der Geschwindigkeitsbedingungen wird keine Vorschau beno¨-
tigt, da ein Impuls die Geschwindigkeit eines Ko¨rpers vera¨ndert, ohne
dass Zeit vergeht. Die Korrekturimpulse werden in einem iterativen Pro-
zess bestimmt. In jedem Iterationsschritt wird fu¨r jedes Gelenk, dessen
Geschwindigkeitsbedingung nicht erfu¨llt ist, ein Impuls berechnet und
angewendet. Die Berechnung dieses Impulses wird in Abschnitt 3.2 genau
beschrieben. Die bewirkte Geschwindigkeitsa¨nderung der verbundenen
Ko¨rper fu¨hrt dazu, dass die Bedingung sofort exakt erfu¨llt wird. Trotz-
dem wird ein iterativer Prozess zur Berechnung der Impulse beno¨tigt, da
die Abha¨ngigkeiten zwischen den verschiedenen Bedingungen aufgelo¨st
werden mu¨ssen. Nachdem alle Abha¨ngigkeiten aufgelo¨st sind, befindet
sich das Mehrko¨rpersystem in einem neuen gu¨ltigen Zustand, in dem alle
vorgegebenen Zwangsbedingungen erfu¨llt sind.
Das iterative Verfahren, das in diesem Abschnitt beschrieben wurde, kon-
vergiert gegen die physikalisch korrekte Lo¨sung, wenn die Zeitschrittweite
gegen Null geht. Die Konvergenz dieses Verfahrens wurde in [SBP05b]
bewiesen.
3.3.1.2. Eigenschaften des Verfahrens
Genauigkeit Die Genauigkeit des iterativen Verfahrens ha¨ngt zum einen
von den verwendeten Toleranzwerten bei der Berechnung der Korrektur-
impulse ab, zum anderen ist auch der numerische Fehler des verwendeten
Integrationsverfahrens von Bedeutung. Durch die vorgegebenen Toleranz-
werte kann direkt der maximale Fehler, der bei einer Zwangsbedingung
auftritt, bestimmt werden. Je kleiner die Toleranzwerte sind, umso genauer
wird die Simulation und umso mehr Iterationsschritte werden beno¨tigt. Die
Toleranzwerte haben daher bei diesem Verfahren einen sehr großen Einfluss
auf die Geschwindigkeit der Simulation. In [SBP05a,SB05] wurde gezeigt,
dass das urspru¨ngliche iterative Verfahren einen numerischen Fehler von
𝑂(ℎ3) hat. Weiterhin wird gezeigt, dass es mo¨glich ist, mit dem iterativen
Verfahren eine ho¨here Genauigkeitsordnung zu erreichen, wenn man die
Impulse mit einem Mehrschritt-Verfahren bestimmt.
Geschwindigkeit Das iterative Verfahren berechnet die Korrekturim-
pulse fu¨r einen Simulationsschritt in zwei unabha¨ngigen Schleifen. Der
Iterationsprozess endet in beiden Fa¨llen, wenn alle betroffenen Bedingungen
innerhalb einer vorgegebenen Toleranz erfu¨llt sind. Die Rechenzeit, die fu¨r
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einen Simulationsschritt beno¨tigt wird, ha¨ngt damit direkt von den beiden
Toleranzwerten fu¨r die Positions- und die Geschwindigkeitsbedingungen ab.
Insgesamt arbeitet das Verfahren sehr schnell, da jeder Korrekturimpuls
durch die Lo¨sung einer einfachen, maximal dreidimensionalen Gleichung
berechnet werden kann. Diese Gleichung wird durch die Invertierung einer
regula¨ren Matrix gelo¨st, wobei die Inverse u¨ber den gesamten Iterationspro-
zess konstant bleibt. Außerdem wird fu¨r die Geschwindigkeitsbedingungen
im aktuellen Simulationsschritt und die Positionsbedingungen im na¨chsten
Schritt die gleiche Inverse beno¨tigt. Daher muss sie fu¨r ein Gelenk in jedem
Simulationsschritt nur einmal bestimmt werden. Genaue Geschwindig-
keitsmessungen mit dem vorgestellten Verfahren werden in Abschnitt 3.6
pra¨sentiert.
Stabilita¨t Der impulsbasierte Ansatz ermo¨glicht eine sehr stabile Si-
mulation von Mehrko¨rpersystemen. Der Grund dafu¨r ist, dass fu¨r jede
Positions- und Geschwindigkeitsbedingung ein gu¨ltiger Zustand direkt
angesteuert wird. Bei der Simulation mit Lagrange-Multiplikatoren ist dies
zum Vergleich nicht der Fall, da jede Bedingung im Mehrko¨rpersystem
zuna¨chst in eine Bedingung fu¨r die Beschleunigungen der verbundenen
Ko¨rper transformiert wird. Erst mit den transformierten Bedingungen
ko¨nnen die Lagrange-Multiplikatoren und damit auch die internen Kra¨fte
der Gelenke bestimmt werden. Allerdings ko¨nnen auf diese Weise numeri-
sche Ungenauigkeiten bei der Integration nicht korrigiert werden. Daher
kann eine Simulation mit Lagrange-Multiplikatoren nicht ohne zusa¨tzliches
Stabilisierungsverfahren durchgefu¨hrt werden. Beim impulsbasierten Ver-
fahren werden dagegen Geschwindigkeitsbedingungen durch Impulse exakt
aufgelo¨st. Positionsbedingungen ko¨nnen durch die verwendete Vorschau
innerhalb einer vorgegebenen Toleranz erfu¨llt werden. Dadurch werden
die Ungenauigkeiten der numerischen Integration ausgeglichen. In [SB05]
wurde gezeigt, dass das impulsbasierte Verfahren sogar als Stabilisierungs-
verfahren fu¨r die Methode der Lagrange-Multiplikatoren verwendet werden
kann.
Das impulsbasierte Verfahren kann sogar vo¨llig zersto¨rte Modelle wieder
zusammensetzen. Dafu¨r muss der Gesamtimpuls, der in einem Iterations-
schritt auf ein Gelenk einwirkt, begrenzt werden. Andernfalls versucht das
Verfahren, alle Fehler innerhalb eines Zeitschrittes zu korrigieren. Bei sehr
großen Fehlern wu¨rde dies zu sehr großen Impulsen fu¨hren, welche wieder-
um numerische Probleme verursachen ko¨nnen. Durch eine Begrenzung des
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Gesamtimpulses wird dieses Problem vermieden und ein zersto¨rtes Modell
setzt sich u¨ber mehrere Zeitschritte wieder zusammen.
Simulation in Echtzeitanwendungen Wenn die dynamische Simula-
tion in einer Echtzeitanwendung zum Einsatz kommen soll, kann man sich
zu Nutze machen, dass der iterative Prozess jederzeit abgebrochen werden
kann. In einer solchen Anwendung ist eine maximale Zeitspanne vorgege-
ben, in der ein Simulationsschritt durchgefu¨hrt sein muss. Konvergiert die
Iterationsschleife bis zum Ende dieser Zeitspanne nicht, wird der Prozess
vorzeitig abgebrochen. Das Resultat erfu¨llt in diesem Fall zwar nicht die vor-
gegebenen Toleranzwerte, kann dafu¨r aber in der vorgegebenen Zeit erzielt
werden. Besonders bei Anwendungen wie Computerspielen ist dies eine sehr
wichtige Eigenschaft. Da die Berechnung der Korrekturimpulse vorzeitig
abgebrochen wird, entsteht ein Fehler, der gro¨ßer ist als die vorgegebene
Toleranz. Allerdings beeintra¨chtigt dies die Stabilita¨t der Simulation nicht,
da der Fehler im na¨chsten Simulationsschritt wieder ausgeglichen wird.
Durch den vorzeitigen Abbruch ko¨nnen Situationen, in denen große Kra¨fte
auf die Ko¨rper wirken und dadurch viele Iterationsschritte beno¨tigen, ohne
Verzo¨gerung simuliert werden. Ein vorzeitiger Abbruch der Iterationsschlei-
fe sollte nur in Ausnahmesituationen durchgefu¨hrt werden. Wenn bei der
Simulation eines Modells in jedem Schritt vorzeitig abgebrochen werden
muss, ist entweder das Modell zu komplex fu¨r eine Echtzeitsimulation oder
die Toleranzwerte wurden zu klein gewa¨hlt.
Implementierung Das iterative Verfahren ist sehr einfach zu implemen-
tieren. Der Algorithmus 3.2 zeigt bereits grob, wie eine Implementierung
auszusehen hat. Fu¨r die Umsetzung wird zusa¨tzlich noch ein numerisches
Integrationsverfahren beno¨tigt, wie z. B. das Runge-Kutta-Verfahren vier-
ter Ordnung [PFTV92]. Außerdem muss fu¨r jedes Gelenk die Inverse einer
maximal dreidimensionalen regula¨ren, symmetrischen Matrix berechnet
werden. Sowohl das Integrationsverfahren als auch die Bestimmung der
Inversen ko¨nnen mit wenig Implementierungsaufwand umgesetzt werden.
3.3.2. LGS-Verfahren
Das iterative Verfahren beru¨cksichtigt die Abha¨ngigkeiten zwischen den
Bedingungen im Mehrko¨rpersystem nicht direkt, sondern lo¨st sie durch
einen iterativen Prozess auf. Bei der Simulation von Modellen mit einer
komplexen Gelenkstruktur treten viele dieser Abha¨ngigkeiten auf. Ein
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solches Modell kann weit u¨ber hundert verschiedene Zwangsbedingungen
haben. Wenn Mehrko¨rpersysteme mit einer hohen Genauigkeit simuliert
werden sollen, mu¨ssen sehr kleine Toleranzwerte fu¨r die Positions- und
Geschwindigkeitsbedingungen verwendet werden. Dies fu¨hrt dazu, dass
der iterative Prozess bei komplexen Modellen unter Umsta¨nden sehr viele
Schritte beno¨tigt bis er konvergiert. Dadurch verlangsamt sich die Si-
mulation. Aus diesem Grund wurde fu¨r die Simulation von komplexen
Mehrko¨rpersystemen ein weiteres Verfahren entwickelt, welches die Ab-
ha¨ngigkeiten im System beru¨cksichtigt. Bei diesem Verfahren werden alle
Abha¨ngigkeiten zwischen den Gelenken mit Hilfe eines linearen Gleichungs-
systems beschrieben.
3.3.2.1. Beschreibung des Verfahrens
Es wurde gezeigt, dass alle mechanischen Gelenke durch eine Erweite-
rung oder Kombination der vorgestellten Basisgelenke simuliert werden
ko¨nnen. Daher mu¨ssen bei diesem Verfahren nur die Basisgelenke direkt
unterstu¨tzt werden. Die Basisgelenke sind unterteilt in zwei verschiedene
Arten. Zum einen gibt es die Gelenke mit einer Translationsbedingung
und zum anderen die mit einer Rotationsbedingung. Bei der Simulation
eines Mehrko¨rpersystems mit 𝑚 = 𝑚𝑡 +𝑚𝑟 Basisgelenken bezeichnet 𝑚𝑡
die Anzahl der Gelenke der ersten Art und 𝑚𝑟 die Anzahl der zweiten
Art. Im Folgenden sei 𝑇 = {𝑔1, . . . , 𝑔𝑚𝑡} die Menge aller Basisgelenke mit
Translationsbedingung und 𝑅 = {𝑔𝑚𝑡+1, . . . , 𝑔𝑚} die Menge aller Basisge-
lenke mit Rotationsbedingung. Die Menge aller 𝑙 Ko¨rper im System sei
gegeben durch 𝐾 = {𝑘1, . . . , 𝑘𝑙}. Ohne Beschra¨nkung der Allgemeinheit
wird davon ausgegangen, dass fu¨r die beiden Ko¨rper 𝑘𝑖 und 𝑘𝑗 , die ein
Gelenk im System verbindet, 𝑖 < 𝑗 gilt. Diese Voraussetzung fu¨hrt im
Folgenden zu einer Vereinfachung der beno¨tigten Gleichungen.
Fu¨r ein Mehrko¨rpersystem, das nur Basisgelenke entha¨lt, soll ein linea-
res Gleichungssystem fu¨r die Berechnung der Korrekturimpulse fu¨r alle
Zwangsbedingungen aufgestellt werden. Dieses Gleichungssystem hat die
folgende Form:
Ax = △v,
wobei der Vektor △v die Geschwindigkeitsdifferenzen aller Gelenke entha¨lt,
die durch die Impulse x bewirkt werden sollen. Die Matrix A beschreibt,
wie die Impulse die Geschwindigkeiten der Ko¨rper vera¨ndern.
Um einen ersten Ansatz fu¨r das Gleichungssystem zu bekommen, wird fu¨r
jede Zwangsbedingung die Gleichung 3.5 bzw. 3.9 aufgestellt, mit der ein
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Korrekturimpuls berechnet wird. Die resultierenden Gleichungen werden
dann als Gleichungssystem formuliert:⎛⎜⎜⎜⎜⎜⎝
P1D1P𝑇1 0 . . . 0
0 P2D2P𝑇2
. . .
...
...
. . .
. . . 0
0 . . . 0 P𝑚D𝑚P𝑇𝑚
⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
x1
x2
...
x𝑚
⎞⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎝
△v1
△v2
...
△v𝑚
⎞⎟⎟⎟⎟⎠ .
Mit Hilfe der Matrix D𝑖, die wie folgt definiert ist:
D𝑖 =
{︃
K𝑎,𝑏 falls 𝑔𝑖 ∈ 𝑇
L𝑘 falls 𝑔𝑖 ∈ 𝑅,
wird zwischen Gelenken mit Translations- und Rotationsbedingung unter-
schieden. Die Matrix P𝑖 bezeichnet die Projektionsmatrix des Gelenks 𝑔𝑖.
Bei den Korrekturimpulsen ist ebenfalls eine Fallunterscheidung notwendig,
um zwischen Impulsen und Drehimpulsen zu differenzieren:
x𝑖 =
{︃
p𝑖 falls 𝑔𝑖 ∈ 𝑇
l𝑖 falls 𝑔𝑖 ∈ 𝑅.
Durch Lo¨sen dieses Systems ko¨nnen alle Korrekturimpulse gleichzeitig
bestimmt werden. Allerdings werden dabei noch nicht die Abha¨ngigkeiten
zwischen den Gelenken beru¨cksichtigt.
Die Matrix A des Gleichungssystems ist eine Blockmatrix. Fu¨r jedes Ba-
sisgelenk hat sie genauso viele Zeilen und Spalten, wie Freiheitsgrade
durch das Gelenk aus dem System entfernt werden. Im Folgenden be-
zeichnet dim(𝑔𝑖) die Dimension des 𝑖-ten Gelenks. Daraus folgt, dass das
Gleichungssystem die Dimension 𝑛 =
∑︀𝑚
𝑖=1 dim(𝑔𝑖) hat.
Im ersten Ansatz sind von der Matrix A nur die Blo¨cke auf der Diagonalen
mit Werten gefu¨llt. Ein Diagonalblock bestimmt, wie der Impuls eines
Gelenks die relative Geschwindigkeit seiner Ko¨rper vera¨ndert. Um die
Abha¨ngigkeiten im Mehrko¨rpersystem zu beru¨cksichtigen, mu¨ssen weitere
Blo¨cke abseits der Diagonalen eingefu¨gt werden. Allgemein muss ein Block
A𝑖,𝑗 beschreiben, wie sich die relative Geschwindigkeit der Ko¨rper des
𝑖-ten Gelenks vera¨ndert, wenn im 𝑗-ten Gelenk ein Korrekturimpuls wirkt.
Die Geschwindigkeitsa¨nderung wird dabei im lokalen Koordinatensystem
des Gelenks 𝑔𝑖 berechnet, das die Dimension dim(𝑔𝑖) hat.
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Im Folgenden wird gezeigt, wie die fehlenden Blo¨cke abseits der Diagona-
len definiert werden mu¨ssen. Aus den Eigenschaften eines Blocks in der
Matrix des Gleichungssystems ergibt sich, dass ein Block A𝑖,𝑗 genau dann
eine Nullmatrix entha¨lt, wenn die Gelenke 𝑔𝑖 und 𝑔𝑗 keinen gemeinsamen
Ko¨rper haben. Daher ist das Gleichungssystem fu¨r die meisten Mehrko¨rper-
systeme du¨nnbesetzt. Dies hat den Vorteil, dass spezielle Lo¨sungsverfahren
fu¨r du¨nnbesetzte Gleichungssysteme verwendet werden ko¨nnen, um die
Geschwindigkeit der Berechnung zu erho¨hen. Ein solches Lo¨sungsverfahren
wird z. B. in Abschnitt 5.3 beschrieben. Haben zwei Gelenke mindestens
einen gemeinsamen Ko¨rper, dann besteht eine Abha¨ngigkeit zwischen den
Gelenken. Der Block A𝑖,𝑗 soll in diesem Fall die Auswirkung des Impulses
von Gelenk 𝑔𝑗 auf das Gelenk 𝑔𝑖 beschreiben. Die Geschwindigkeitsa¨n-
derung eines Ko¨rpers bei Einwirkung eines Impulses bzw. Drehimpulses
kann mit Hilfe der Matrizen aus Abschnitt 2.4 bestimmt werden. Bei den
Basisgelenken mit einer Translationsbedingung muss die Geschwindigkeits-
a¨nderung der Gelenkpunkte berechnet werden, wa¨hrend bei den Gelenken
mit einer Rotationsbedingung die A¨nderung der relativen Winkelgeschwin-
digkeit der verbundenen Ko¨rper von Interesse ist. Diese Fallunterscheidung
wird durch die folgende Matrix beschrieben:
B𝑖,𝑗,𝑘 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
K𝑎,𝑏 falls 𝑔𝑖, 𝑔𝑗 ∈ 𝑇
L𝑘 falls 𝑔𝑖, 𝑔𝑗 ∈ 𝑅
W𝑘,𝑏 falls 𝑔𝑖 ∈ 𝑅 ∧ 𝑔𝑗 ∈ 𝑇
U𝑎,𝑘 falls 𝑔𝑖 ∈ 𝑇 ∧ 𝑔𝑗 ∈ 𝑅.
Dabei bezeichnet 𝑘 den gemeinsamen Ko¨rper der beiden Gelenke 𝑔𝑖 und 𝑔𝑗 ,
wa¨hrend a und b die Gelenkpunkte von 𝑔𝑖 bzw. 𝑔𝑗 am Ko¨rper 𝑘 sind. Diese
Gelenkpunkte existieren nur fu¨r Basisgelenke mit Translationsbedingung.
Das Vorzeichen des Blocks B𝑖,𝑗,𝑘 ha¨ngt von den gemeinsamen Ko¨rpern
der Gelenke ab. Fu¨r diese Fallunterscheidung wird die Funktion 𝛿 wie folgt
definiert:
𝛿(𝑖, 𝑗) =
{︃
1 falls 𝑘𝑖1 = 𝑘𝑗1 ∨ 𝑘𝑖2 = 𝑘𝑗2
−1 sonst.
Dabei bezeichnen 𝑘𝑖1 und 𝑘𝑖2 den ersten bzw. den zweiten Ko¨rper des 𝑖-ten
Basisgelenks. Wenn die Gelenke 𝑔𝑖 und 𝑔𝑗 den jeweils ersten oder zweiten
Ko¨rper gemeinsam haben, dann ist das Vorzeichen positiv, ansonsten nega-
tiv. Die zwei Gelenke, fu¨r die ein Matrixblock definiert werden soll, ko¨nnen
einen, zwei oder gar keinen Ko¨rper gemeinsam haben. Dies muss bei der
Berechnung des Korrekturimpulses beru¨cksichtigt werden. Wenn die Ge-
lenke keinen gemeinsamen Ko¨rper haben, besteht auch keine Abha¨ngigkeit
62 Kapitel 3: Simulation von Mehrko¨rpersystemen
zwischen den Gelenken. Haben sie einen gemeinsamen Ko¨rper, dann wird
die Matrix B𝑖,𝑗,𝑘 mit dem entsprechenden Vorzeichen verwendet, um die
Geschwindigkeitsa¨nderung des 𝑖-ten Gelenks zu berechnen, wenn im Gelenk
𝑔𝑗 ein Impuls angewendet wird. Bei zwei gemeinsamen Ko¨rpern verbinden
die beiden Gelenke die gleichen Ko¨rper. Daher mu¨ssen beide Impulse des
Gelenks 𝑔𝑗 bei der Bestimmung der Geschwindigkeitsa¨nderung der Ko¨rper
des Gelenks 𝑔𝑖 beru¨cksichtigt werden. Die beschriebene Fallunterscheidung
kann durch die folgende Matrix ausgedru¨ckt werden:
A˜𝑖,𝑗 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝛿(𝑖, 𝑗) (B𝑖,𝑗,𝑘1 +B𝑖,𝑗,𝑘2) 𝑔𝑖, 𝑔𝑗 haben gemeinsame Ko¨rper
𝑘1 und 𝑘2
𝛿(𝑖, 𝑗) ·B𝑖,𝑗,𝑘 𝑔𝑖, 𝑔𝑗 haben gemeinsamen Ko¨rper 𝑘
0 sonst.
Die Matrix A˜𝑖,𝑗 beschreibt die Abha¨ngigkeit zwischen den Impulsen des
Gelenks 𝑔𝑗 und der relativen Geschwindigkeit der Ko¨rper von 𝑔𝑖 vollsta¨n-
dig. Allerdings wird bisher die Abha¨ngigkeit im Weltkoordinatensystem
beschrieben und es gilt A˜𝑖,𝑗 ∈ R3×3. Im Allgemeinen muss ein Block
A𝑖,𝑗 des Gleichungssystems dim(𝑔𝑖) Zeilen und dim(𝑔𝑗) Spalten haben.
Daher mu¨ssen die Blo¨cke A˜𝑖,𝑗 in die entsprechende Dimension projiziert
werden, um ein u¨berbestimmtes Gleichungssystem zu vermeiden. Fu¨r die
Projektion eines Blocks werden die Projektionsmatrizen der zugeho¨rigen
Basisgelenke verwendet:
A𝑖,𝑗 = P𝑖 A˜𝑖,𝑗 P𝑇𝑗 .
Das lineare Gleichungssystem zur Bestimmung der Korrekturimpulse unter
Beru¨cksichtigung der Abha¨ngigkeiten zwischen den Gelenken hat daher
die folgende Form:⎛⎜⎜⎝
P1A˜1,1P𝑇1 . . . P1A˜1,𝑚P𝑇𝑚
...
. . .
...
P𝑚A˜𝑚,1P𝑇1 . . . P𝑚A˜𝑚,𝑚P𝑇𝑚
⎞⎟⎟⎠
⎛⎜⎜⎝
x1
...
x𝑚
⎞⎟⎟⎠ =
⎛⎜⎜⎝
△v1
...
△v𝑚
⎞⎟⎟⎠ .
Durch das Lo¨sen dieses Gleichungssystems werden die Korrekturimpulse
aller Gelenke des Mehrko¨rpersystems gleichzeitig bestimmt. Dabei gilt fu¨r
jeden resultierenden Impuls x𝑖 ∈ Rdim(𝑔𝑖). Dies bedeutet, dass der Impuls
zuna¨chst durch eine Ru¨ckprojektion in Weltkoordinaten gebracht werden
muss, bevor er auf die beiden Ko¨rper des Gelenks 𝑔𝑖 in entgegengesetzte
Richtungen angewendet werden kann:
x′𝑖 = P𝑇 x𝑖.
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Im Gegensatz zum iterativen Verfahren werden beim LGS-Verfahren alle
Abha¨ngigkeiten der Zwangsbedingungen beru¨cksichtigt. Die Korrekturim-
pulse fu¨r die Geschwindigkeitsbedingungen ko¨nnen daher durch das Lo¨sen
des Gleichungssystems exakt bestimmt werden. Bei den Positionsbedin-
gungen ist allerdings immer noch ein iterativer Prozess zum Berechnen der
Impulse notwendig, da der Vektor mit den Geschwindigkeitsa¨nderungen
△v im Allgemeinen nur eine Approximation ist. In der Regel werden
dabei aber nur ein oder zwei Iterationsschritte beno¨tigt, um ein genaues
Ergebnis zu erhalten.
3.3.2.2. Eigenschaften des Verfahrens
Genauigkeit Die Impulse ko¨nnen mit dem LGS-Verfahren viel genauer
berechnet werden als mit dem iterativen Verfahren, da alle Abha¨ngigkeiten
im simulierten Modell beru¨cksichtigt werden. Fu¨r die Geschwindigkeitsbe-
dingungen ko¨nnen sie sogar exakt bestimmt werden, da die Geschwindig-
keitsa¨nderungen hier bekannt sind und keine Approximationen beno¨tigt
werden wie bei den Positionsbedingungen. Dadurch wird der Toleranzwert
fu¨r die Geschwindigkeitsbedingungen bei diesem Verfahren u¨berflu¨ssig.
Geschwindigkeit Die Korrekturimpulse fu¨r die Positionsbedingungen
der Gelenke mu¨ssen beim LGS-Verfahren durch iteratives Lo¨sen des li-
nearen Gleichungssystems berechnet werden. Der Grund dafu¨r ist, dass
die beno¨tigten Geschwindigkeitsa¨nderungen im Allgemeinen nur appro-
ximiert sind. Die Impulse fu¨r die Geschwindigkeitsbedingungen ko¨nnen
dagegen durch einmaliges Lo¨sen des Gleichungssystems exakt bestimmt
werden. Zum Lo¨sen des Gleichungssystems wird die Matrix zuna¨chst fak-
torisiert und dann wird das System mit Hilfe der Faktorisierung gelo¨st.
Die Faktorisierung nimmt bei einem Simulationsschritt die meiste Zeit in
Anspruch. Fu¨r ein Baummodell mit einem Gleichungssystem der Dimen-
sion 381 wurde fu¨r das Faktorisieren der Matrix u¨ber 15 mal soviel Zeit
beno¨tigt wie fu¨r die anschließende Lo¨sung des Systems. Da alle Blo¨cke der
Matrix A fu¨r einen Zeitpunkt 𝑡 konstant sind, ist auch die Matrix A und
ihre Faktorisierung fu¨r diesen Zeitpunkt konstant. Die Berechnung der
Korrekturimpulse fu¨r die Geschwindigkeitsbedingungen und die Korrektur
der Positionsbedingungen im na¨chsten Simulationsschritt finden zum glei-
chen Zeitpunkt statt. Das bedeutet, dass die zeitaufwendige Faktorisierung
der Matrix fu¨r jeden Simulationsschritt nur einmal durchgefu¨hrt werden
muss. Im Allgemeinen ist das lineare Gleichungssystem fu¨r die Berechnung
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der Impulse eines Mehrko¨rpersystems du¨nnbesetzt. Daher ko¨nnen speziell
optimierte Lo¨sungsverfahren eingesetzt werden, die diese Eigenschaft aus-
nutzen. Die Bibliothek PARDISO1 [SGFS01,SG02,SG04a,SG04b], die von
Olaf Schenk und Klaus Ga¨rtner entwickelt wurde, entha¨lt z. B. ein speziel-
les Lo¨sungsverfahren fu¨r du¨nnbesetzte Gleichungssysteme und ermo¨glicht
außerdem die parallele Faktorisierung und Lo¨sung auf mehreren Prozes-
soren. Durch den Einsatz von PARDISO kann die Geschwindigkeit der
Simulation gegenu¨ber einer einfachen LU-Faktorisierung erheblich gestei-
gert werden. Alternativ ko¨nnen GPU-basierte Lo¨sungsverfahren verwendet
werden (siehe Abschnitt 5.3). Da bei dem LGS-Verfahren im Gegensatz
zum iterativen Verfahren alle Abha¨ngigkeiten zwischen den Bedingungen
beru¨cksichtigt werden, ko¨nnen auch Mehrko¨rpersysteme mit einer sehr
komplexen Gelenkstruktur noch in Echtzeit simuliert werden, selbst wenn
eine sehr hohe Genauigkeit gefordert wird. Fu¨r komplexe Modelle werden
beim iterativen Verfahren sehr viele Iterationsschritte beno¨tigt, so dass
eine Echtzeitsimulation mit hoher Genauigkeit nicht mo¨glich ist. Ein ge-
nauer Vergleich der Geschwindigkeiten der Verfahren wird in Abschnitt 3.6
vorgestellt.
Stabilita¨t Das LGS-Verfahren hat die gleichen Stabilita¨tseigenschaften
wie das iterative Verfahren. Die gu¨ltigen Gelenkzusta¨nde werden ebenfalls
direkt angesteuert. Außerdem kann auch beim LGS-Verfahren der Korrek-
turimpuls fu¨r eine Bedingung begrenzt werden. Dadurch erho¨ht sich die
Stabilita¨t der Simulation in Situationen, in denen große Kra¨fte wirken, und
zersto¨rte Mehrko¨rpersysteme ko¨nnen wieder zusammengesetzt werden.
Simulation in Echtzeitanwendungen Beim iterativen Verfahren wur-
de gezeigt, dass man den Iterationsprozess zum Berechnen der Impulse
vorzeitig abbrechen kann, um eine bestimmte Zeitbegrenzung fu¨r den
Simulationsschritt einzuhalten. Die Korrekturimpulse fu¨r die Positionsbe-
dingungen werden beim LGS-Verfahren ebenfalls iterativ berechnet. Daher
kann auch hier der iterative Prozess vorzeitig abgebrochen werden. Da
aber die Faktorisierung der Matrix die meiste Zeit in Anspruch nimmt
und fu¨r die Positionsbedingungen nur sehr wenige Iterationen beno¨tigt
werden, kann bei diesem Verfahren mit dem vorzeitigen Abbruch der
Iterationsschleife nicht viel Zeit eingespart werden. Der Vorteil des LGS-
Verfahrens in Bezug auf Echtzeitanwendungen liegt vielmehr darin, dass
jeder Simulationsschritt anna¨hernd die gleiche Rechenzeit beno¨tigt. Beim
1Die Abku¨rzung PARDISO steht fu¨r Parallel Direct Sparse Solver.
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iterativen Verfahren ist dagegen die Rechenzeit fu¨r einen Schritt stark
abha¨ngig von den externen Kra¨ften, die auf das Mehrko¨rpersystem wirken.
Bei Echtzeitanwendungen muss fu¨r das LGS-Verfahren daher nur sicher-
gestellt werden, dass ein Simulationsschritt innerhalb einer vorgegebenen
Zeit durchgefu¨hrt werden kann. Ein weiterer Vorteil ist, dass mit diesem
Verfahren sehr komplexe Modelle auch mit hoher Genauigkeit in Echtzeit
simuliert werden ko¨nnen.
Implementierung Die Implementierung des LGS-Verfahrens ist schwie-
riger als die des iterativen Verfahrens, da hier ein Lo¨sungsverfahren fu¨r
ein lineares Gleichungssystem beno¨tigt wird. Außerdem sollte das Lo¨-
sungsverfahren fu¨r du¨nnbesetzte Systeme optimiert sein. Daher bietet
es sich an, bereits existierende und optimierte Bibliotheken, wie z. B.
LAPACK [ABD+90] oder PARDISO [SGFS01], fu¨r die Lo¨sung des Glei-
chungssystems zu verwenden. Bei Verwendung einer solchen Bibliothek ist
die Implementierung des LGS-Verfahrens relativ einfach, da nur das Glei-
chungssystem aufgestellt werden muss und der Rest genauso funktioniert
wie beim iterativen Verfahren.
3.3.3. Verfahren mit linearer Laufzeit
Das letzte Verfahren, das in diesem Kapitel fu¨r die Simulation von Mehrko¨r-
persystemen vorgestellt werden soll, ist ein Verfahren mit linearer Laufzeit
und linearem Speicheraufwand [Ben07b]. Dieses Verfahren ist eine Optimie-
rung des LGS-Verfahrens fu¨r Mehrko¨rpersysteme, die keine Zyklen in ihrer
Gelenkstruktur aufweisen. Fu¨r solche Systeme kann durch eine geeignete
Umformung des Gleichungssystems der optimale Zeit- und Speicherauf-
wand von 𝑂(𝑚) erreicht werden, wobei 𝑚 die Anzahl der Basisgelenke im
Modell ist. Diese Umformung des Gleichungssystems wird im Folgenden
beschrieben.
3.3.3.1. Beschreibung des Verfahrens
Das lineare Gleichungssystem zur Berechnung der Korrekturimpulse ist
fu¨r die meisten Modelle du¨nnbesetzt. Fu¨r diese Modelle ko¨nnen optimierte
Lo¨ser verwendet werden, um die Simulation zu beschleunigen. Allerdings
haben nicht alle Modelle diese Eigenschaft. Daher soll das Gleichungs-
system zuna¨chst in ein neues System transformiert werden, das fu¨r alle
Modelle du¨nnbesetzt ist. David Baraff hat in [Bar96] gezeigt, wie durch
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eine solche Transformation das Gleichungssystem fu¨r die Berechnung der
Lagrange-Multiplikatoren eines azyklischen Modells mit linearem Zeit-
und Speicheraufwand gelo¨st werden kann. Im Folgenden wird die Struktur
des Systems fu¨r die Korrekturimpulse so vera¨ndert, dass eine a¨quivalente
Transformation durchgefu¨hrt werden kann. Dadurch ko¨nnen anschließend
die Korrekturimpulse ebenfalls mit dem optimalen Aufwand berechnet
werden.
Damit das Gleichungssystem des impulsbasierten Verfahrens eine a¨qui-
valente Struktur wie das zur Berechnung der Lagrange-Multiplikatoren
aufweist, muss es in die folgende Form gebracht werden:
CM−1C𝑇 x = △v. (3.11)
Dabei ist M die Massenmatrix fu¨r alle Ko¨rper des simulierten Mehr-
ko¨rpersystems und C ist eine Matrix, die die Zwangsbedingungen im
System beschreibt. Das Gleichungssystem wird fu¨r ein zusammenha¨n-
gendes Mehrko¨rpersystem aufgestellt. Besteht das Modell aus mehreren
zusammenha¨ngenden Teilen, die untereinander keine Verbindung haben,
dann werden mehrere Gleichungssysteme beno¨tigt. Freie Ko¨rper mu¨ssen
bei der Berechnung der Korrekturimpulse nicht beachtet werden, da sie
keinen Einfluss auf die Gelenke haben. Daher werden sie auch bei den
Gleichungen fu¨r die Impulse nicht beru¨cksichtigt. Die Massenmatrix ist
eine Blockmatrix, die fu¨r jeden Ko¨rper einen Block auf der Diagonalen
hat:
M =
⎛⎜⎜⎜⎜⎜⎝
M1 0 . . . 0
0 M2
. . .
...
...
. . .
. . . 0
0 . . . 0 M𝑙
⎞⎟⎟⎟⎟⎟⎠ ,
wobei 𝑙 die Anzahl der Ko¨rper im Mehrko¨rpersystem ist, fu¨r das die Impulse
berechnet werden sollen. Die Matrix M hat fu¨r Starrko¨rper die Dimension
6 𝑙 × 6 𝑙. Fu¨r den 𝑖-ten Ko¨rper hat der Block in der Massenmatrix das
folgende Aussehen:
M𝑖 =
(︃
𝑚𝑖E3 0
0 J𝑖
)︃
.
Dabei sind 𝑚𝑖 und J𝑖 die Masse bzw. der Tra¨gheitstensor des 𝑖-ten Ko¨rpers
und E3 ∈ R3×3 bezeichnet die dreidimensionale Einheitsmatrix. Da der
Tra¨gheitstensor symmetrisch und positiv definit ist [Mir96b], gilt dies auch
fu¨r den Block M𝑖 und damit fu¨r die gesamte Massenmatrix. Daher ist
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die Matrix M invertierbar. Die inverse Matrix M−1 ist wiederum eine
Blockmatrix mit den Blo¨cken
M−1𝑖 =
(︃
1
𝑚𝑖
E3 0
0 J−1𝑖
)︃
auf der Diagonalen.
Damit das Gleichungssystem fu¨r die Berechnung der Impulse in Form
von Gleichung 3.11 gebracht werden kann, muss die Bedingungsmatrix
C ebenfalls eine Blockmatrix sein und fu¨r die Blo¨cke der Matrix muss
Folgendes gelten:
A𝑖,𝑗 = C𝑖,𝑘M−1𝑘 C
𝑇
𝑗,𝑘.
Der Block A𝑖,𝑗 beschreibt die Abha¨ngigkeit zwischen den Bedingungen der
beiden Gelenke 𝑔𝑖 und 𝑔𝑗 . Dieser Block ist genau dann eine Nullmatrix,
wenn die beiden Gelenke keinen gemeinsamen Ko¨rper haben. In diesem Fall
besteht keine direkte Abha¨ngigkeit zwischen den Bedingungen. Wenn die
beiden Gelenke einen gemeinsamen Ko¨rper 𝑘 haben, beschreibt der Block
A𝑖,𝑗 , wie die Impulse des Gelenks 𝑔𝑗 u¨ber den gemeinsamen Ko¨rper das
Gelenk 𝑔𝑖 beeinflussen. Analog dazu soll ein Block C𝑖,𝑘 in der Bedingungs-
matrix genau dann keine Nullmatrix sein, wenn das Gelenk 𝑔𝑖 mit dem
Ko¨rper 𝑘 verbunden ist. In diesem Fall soll der Matrixblock beschreiben,
wie sich die Geschwindigkeit des Ko¨rpers 𝑘 a¨ndert, wenn im Gelenk 𝑔𝑖
ein Impuls bzw. Drehimpuls wirkt. Im Folgenden wird zuna¨chst die Zerle-
gung fu¨r ein einzelnes Basisgelenk mit einer Translationsbedingung bzw.
einer Rotationsbedingung gezeigt. Anschließend wird die Zerlegung fu¨r
allgemeine Mehrko¨rpersysteme mit Abha¨ngigkeiten in der Gelenkstruktur
erweitert.
Zerlegung fu¨r eine Translationsbedingung Bei der Simulation eines
Modells mit zwei dynamischen Starrko¨rpern und einem einzigen Basisgelenk
mit einer Translationsbedingung gilt fu¨r die Matrix A des Gleichungssys-
tems zur Bestimmung der Korrekturimpulse:
A = P(K𝑎,𝑎 +K𝑏,𝑏)P𝑇 ,
wobei a und b die Gelenkpunkte im Ko¨rper 𝑘1 bzw. 𝑘2 des Modells sind.
Die Projektionsmatrix P einer Zwangsbedingung, die alle drei Transla-
tionsfreiheitsgrade entfernt, ist die Einheitsmatrix. In diesem speziellen
Fall muss die zugeho¨rige Bedingungsmatrix C˜ die folgende Gleichung
erfu¨llen:
K𝑎,𝑎 +K𝑏,𝑏 = C˜M−1 C˜
𝑇
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mit
K𝑎,𝑎 +K𝑏,𝑏 =
(︂
1
𝑚1
+ 1
𝑚2
)︂
E3 − r*𝑎 J−11 r*𝑎 − r*𝑏 J−12 r*𝑏 ,
C˜M−1 C˜𝑇 =
(︁
C˜1,1 C˜1,2
)︁⎛⎜⎜⎜⎝
1
𝑚1
E3 0 0 0
0 J−11 0 0
0 0 1𝑚2 E3 0
0 0 0 J−12
⎞⎟⎟⎟⎠
(︃
C˜𝑇1,1
C˜𝑇1,2
)︃
.
Diese Gleichung ist erfu¨llt, wenn die folgenden Matrixblo¨cke fu¨r das Gelenk
𝑔1 und den Ko¨rper 𝑘1 bzw. 𝑘2 in die Bedingungsmatrix C˜ eingesetzt
werden:
C˜1,1 =
(︁
E3 r*𝑎
)︁
C˜1,2 =
(︁
E3 r*𝑏
)︁
.
Damit ist die gesuchte Zerlegung fu¨r dieses spezielle Basisgelenk vollsta¨n-
dig.
Im Allgemeinen muss allerdings bei einem Basisgelenk mit Translationsbe-
dingung die Projektionsmatrix des Gelenks beru¨cksichtigt werden. Dadurch
ergibt sich dann die folgende Zerlegung:
A = P
(︁
C˜M−1C˜𝑇
)︁
P𝑇 = (PC˜)M−1 (PC˜)𝑇 = CM−1C𝑇 .
Anhand dieser Zerlegung sieht man, dass fu¨r die Bedingungsmatrix bei
Translationsbedingungen
C = PC˜ (3.12)
gelten muss.
Zerlegung fu¨r eine Rotationsbedingung Analog zu der Zerlegung
fu¨r eine Translationsbedingung wird die Zerlegung fu¨r ein einzelnes Ba-
sisgelenk mit einer Rotationsbedingung durchgefu¨hrt. Wenn ein einfaches
Mehrko¨rpersystem mit zwei dynamischen Starrko¨rpern simuliert wird, die
durch ein Gelenk mit einer Rotationsbedingung verbunden sind, ist die
Matrix A des linearen Gleichungssystems wie folgt definiert:
A = P(L1 + L2)P𝑇 .
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Die Projektionsmatrix eines Basisgelenks, das alle drei Rotationsfreiheits-
grade entfernt, ist die Einheitsmatrix. In diesem Fall muss fu¨r die Bedin-
gungsmatrix C˜ die folgende Gleichung erfu¨llt sein:
L1 + L2 = C˜M−1 C˜
𝑇
,
J−11 + J−12 =
(︁
C˜1,1 C˜1,2
)︁⎛⎜⎜⎜⎝
1
𝑚1
E3 0 0 0
0 J−11 0 0
0 0 1𝑚2 E3 0
0 0 0 J−12
⎞⎟⎟⎟⎠
(︃
C˜𝑇1,1
C˜𝑇1,2
)︃
.
Die Matrixblo¨cke der Bedingungsmatrix fu¨r das Gelenk 𝑔1 und die beiden
Ko¨rper 𝑘1 und 𝑘2 sind daher wie folgt bestimmt:
C˜1,1 =
(︁
0 E3
)︁
C˜1,2 =
(︁
0 E3
)︁
.
Fu¨r den allgemeinen Fall einer Rotationsbedingung mit einer Projektions-
matrix wird die Bedingungsmatrix C analog zu einer Translationsbedin-
gung mit Gleichung 3.12 bestimmt.
Mehrko¨rpersysteme Bisher wurde gezeigt, wie die Zerlegung des Glei-
chungssystems fu¨r einzelne Basisgelenke funktioniert. Diese Zerlegung
soll nun fu¨r beliebige zusammenha¨ngende Mehrko¨rpersysteme erweitert
werden. In einem zusammenha¨ngenden Mehrko¨rpersystem mit 𝑚 Basis-
gelenken seien 𝑇 = {𝑔1, . . . , 𝑔𝑚𝑡} und 𝑅 = {𝑔𝑚𝑡+1, . . . , 𝑔𝑚} die beiden
Mengen der Gelenke mit einer Translationsbedingung bzw. einer Rotati-
onsbedingung. Fu¨r die Anzahl der einzelnen Bedingungsgleichungen gilt
𝑛 =
∑︀𝑚
𝑖=1 dim(𝑔𝑖). Außerdem sei 𝐾 = {𝑘1, . . . , 𝑘𝑙} die Menge aller Starr-
ko¨rper in diesem System. Die gesuchte Bedingungsmatrix C des Systems
muss die Dimension 𝑛 × 6 𝑙 haben. Jeder Block C𝑖,𝑘 in der Matrix hat
dann die Dimension dim(𝑔𝑖)× 6. Ein solcher Matrixblock ist genau dann
ungleich der Nullmatrix, wenn der Ko¨rper 𝑘 durch das Gelenk 𝑔𝑖 mit einem
anderen Ko¨rper verbunden ist.
Der Block fu¨r ein Basisgelenk mit einer Translationsbedingung C𝑡𝑖,𝑘 be-
schreibt die A¨nderung der Geschwindigkeit des Ko¨rpers 𝑘, wenn im Ge-
lenkpunkt des Gelenks 𝑔𝑖 ein Impuls wirkt. Analog zu Gleichung 3.12 ist
ein solcher Block wie folgt definiert:
C𝑡𝑖,𝑘 =
(︁
P𝑖 P𝑖 r*𝑎
)︁
, (3.13)
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wobei a der Gelenkpunkt von 𝑔𝑖 im Ko¨rper 𝑘 und P𝑖 die Projektionsmatrix
von 𝑔𝑖 ist.
Fu¨r ein Basisgelenk mit einer Rotationsbedingung beschreibt der Block
C𝑟𝑖,𝑘, wie sich die Winkelgeschwindigkeit des Ko¨rpers 𝑘 a¨ndert, wenn ein
Drehimpuls zur Korrektur der Zwangsbedingung des Gelenks 𝑔𝑖 wirkt.
Dieser Block ist analog zu der oben beschriebenen Zerlegung fu¨r eine
Rotationsbedingung definiert durch die folgende Matrix:
C𝑟𝑖,𝑘 =
(︁
0 P𝑖
)︁
. (3.14)
Wenn in einem Mehrko¨rpersystem mehrere Basisgelenke einen gemeinsa-
men Ko¨rper haben, dann beeinflussen sich die zugeho¨rigen Korrekturim-
pulse gegenseitig. Diese Abha¨ngigkeiten zwischen den Gelenken werden
beim LGS-Verfahren in der Matrix A durch die Matrixblo¨cke abseits der
Diagonalen beschrieben. Bei der Definition der Bedingungsmatrix C wur-
den die Abha¨ngigkeiten bisher nicht beru¨cksichtigt. Wird diese Matrix mit
Hilfe der Blo¨cke fu¨r die Translations- bzw. Rotationsbedingungen definiert,
die durch die Gleichungen 3.13 und 3.14 bestimmt sind, dann sind die
Matrixblo¨cke von CM−1C𝑇 und A auf der Diagonalen gleich. Die Blo¨cke
abseits der Diagonalen sind bis auf die Vorzeichen ebenfalls gleich. Um die
Vorzeichen dieser Matrixblo¨cke entsprechend anzupassen, wird die folgende
Funktion 𝛿(𝑖, 𝑘) definiert:
𝛿(𝑖, 𝑘) =
⎧⎪⎨⎪⎩
1 falls 𝑘 = 𝑘𝑖1
−1 falls 𝑘 = 𝑘𝑖2
0 sonst.
Diese Funktion bestimmt fu¨r ein Gelenk 𝑔𝑖 und einen Ko¨rper 𝑘 das Vor-
zeichen von C𝑖,𝑘. Wenn der Ko¨rper 𝑘 der erste Ko¨rper des Gelenks ist,
wird das Vorzeichen positiv. Handelt es sich um den zweiten Ko¨rper, dann
wird es negativ. Im letzten Fall gibt die Funktion 𝛿 Null zuru¨ck und zwar
genau dann, wenn der Ko¨rper 𝑘 nicht mit dem Gelenk 𝑔𝑖 verbunden ist.
Mit Hilfe dieser Vorzeichenfunktion ko¨nnen die Blo¨cke fu¨r eine korrekte
Zerlegung der Matrix A durch die folgende Fallunterscheidung bestimmt
werden:
C𝑖,𝑘 =
{︃
𝛿(𝑖, 𝑘)C𝑡𝑖,𝑘 falls 𝑔𝑖 ∈ 𝑇
−𝛿(𝑖, 𝑘)C𝑟𝑖,𝑘 falls 𝑔𝑖 ∈ 𝑅.
Damit ist die Zerlegung der Matrix A in die Bedingungsmatrix C und die
inverse Massenmatrix M−1 vollsta¨ndig bestimmt.
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Simulation mit linearem Zeit- und Speicheraufwand Mit Hilfe
der Zerlegung, die in den letzten Abschnitten bestimmt wurde, kann das
lineare Gleichungssystem zur Bestimmung der Korrekturimpulse in eine
neue Form gebracht werden. Dafu¨r wird das System CM−1C𝑇 x = △v
zuna¨chst mit Hilfe eines Vektors y in zwei Teile zerlegt:
Cy = △v
y =M−1C𝑇 x.
Der zweite Teil wird anschließend umgeformt zu:
My−C𝑇 x = 0.
Damit kann das folgende Gleichungssystem fu¨r die Berechnung der Impulse
aufgestellt werden: (︃
M −C𝑇
−C 0
)︃
⏟  ⏞  
H
(︃
y
x
)︃
=
(︃
0
−△v
)︃
⏟  ⏞  
b
. (3.15)
Dieses neue System ist gro¨ßer als das urspru¨ngliche, hat aber die gleiche
Lo¨sung fu¨r den Vektor x. Die Matrix H hat die Dimension (6 𝑙 + 𝑛) ×
(6 𝑙 + 𝑛) und ist im Gegensatz zur Matrix A nicht positiv definit. Das
neue Gleichungssystem hat allerdings einen entscheidenden Vorteil: Es ist
immer du¨nnbesetzt.
Fu¨r die Bestimmung der Lagrange-Multiplikatoren eines azyklischen Mo-
dells kann ebenfalls ein Gleichungssystem in Form von Gleichung 3.15
aufgestellt werden. David Baraff hat in [Bar96] gezeigt, dass dieses System
mit Hilfe einer speziellen Zerlegung der Matrix H in linearer Zeit und mit
linearem Speicheraufwand lo¨sbar ist. Im Folgenden wird gezeigt, dass mit
einer a¨quivalenten Vorgehensweise auch das lineare Gleichungssystem zur
Bestimmung der Korrekturimpulse mit diesem optimalen Aufwand gelo¨st
werden kann.
Die MatrixH ist eine quadratische Blockmatrix mit (𝑙+𝑚)×(𝑙+𝑚) Blo¨cken.
Die Struktur dieser Matrix wird durch einen ungerichteten Graphen mit
𝑙 + 𝑚 Knoten beschrieben. In diesem Graph existiert genau dann eine
Kante zwischen den zwei Knoten 𝑖 und 𝑗, wenn der zugeho¨rige Matrixblock
H𝑖,𝑗 ungleich Null ist und 𝑖 ̸= 𝑗 gilt. Blo¨cke auf der Diagonalen der
Matrix fu¨gen dem Graphen keine Kante hinzu. Dieser Graph spiegelt die
Verbindungen der Gelenke mit den Ko¨rpern im Modell wider. Da das
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(a) Azyklisches Modell (b) Graph der Matrix H
Abbildung 3.7.: Der Graph der Matrix H fu¨r ein zusammenha¨ngendes, azykli-
sches Mehrko¨rpersystem mit fu¨nf Ko¨rpern, die durch vier Gelenke miteinander
verbunden sind.
Abbildung 3.8.: Die neue Sortierung der Matrix H ergibt sich durch eine Tiefen-
suche im zugeho¨rigen Baum. Die neue Reihenfolge der Zeilen bzw. Spalten ist
durch die Zahlen unter den Knoten gegeben.
Modell keine Zyklen entha¨lt, gilt dies auch fu¨r den Graphen. Fu¨r ein
zusammenha¨ngendes Mehrko¨rpersystem ist der Graph daher ein Baum.
Abbildung 3.7 zeigt ein Beispiel fu¨r ein solches Mehrko¨rpersystem und den
dazugeho¨rigen Graphen.
Eine Matrix, deren zugeho¨riger Graph ein Baum ist, kann so umsortiert
werden, dass bei einer Faktorisierung die untere Dreiecksmatrix L genauso
du¨nnbesetzt ist, wie die urspru¨ngliche Matrix. Fu¨r eine sortierte Matrix H
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bedeutet das, dass nach der Faktorisierung die Matrix L an den gleichen
Stellen von Null verschiedene Eintra¨ge hat wie H.
Das Gleichungssystem fu¨r die Impulse wird mit Hilfe einer LDL𝑇 -
Faktorisierung gelo¨st. Bei dieser Faktorisierung wird die Matrix H in
die zwei Blockmatrizen L und D zerlegt. Alle Diagonalblo¨cke der resul-
tierenden unteren Dreiecksmatrix L sind Einheitsmatrizen. Die Matrix D
bezeichnet eine Blockmatrix, die ausschließlich auf der Diagonalen Blo¨cke
hat, die von Null verschieden sind. Daher kann die Faktorisierung auch
in einer einzigen Matrix gespeichert werden. Wenn man einen Knoten im
Baum der Matrix H als Wurzel definiert, dann ergibt sich fu¨r zwei Knoten
mit einer Kante eine Eltern-Kind-Beziehung ausgehend von der Wurzel.
Damit die Faktorisierung genauso du¨nnbesetzt ist wie die Matrix H, muss
der Index von jedem Elternknoten gro¨ßer sein als die Indizes seiner Kinder.
Diese Sortierung kann durch eine Tiefensuche gefunden werden. Fu¨r das
Beispiel aus Abbildung 3.7 ist die Sortierung in Abbildung 3.8 gegeben.
Die Umsortierung der Matrix H fu¨hrt dazu, dass die erste und letzte
Spalte bzw. Zeile zu einem Ko¨rper geho¨rt. Dazwischen wechseln sich die
Spalten bzw. Zeilen der Ko¨rper und Gelenke ab. Nach der Umsortierung
der Matrix hat sie fu¨r das obige Beispiel die folgende Form:
H 𝑘3 𝑔2 𝑘5 𝑔3 𝑘2 𝑔4 𝑘1 𝑔1 𝑘4
𝑘3 M3 C𝑇3,2 0 0 0 0 0 0 0
𝑔2 C3,2 0 0 0 C2,3 0 0 0 0
𝑘5 0 0 M5 C𝑇5,2 0 0 0 0 0
𝑔3 0 0 C5,2 0 C2,5 0 0 0 0
𝑘2 0 C𝑇2,3 0 C𝑇2,5 M2 C𝑇2,4 0 0 0
𝑔4 0 0 0 0 C2,4 0 0 0 C4,2
𝑘1 0 0 0 0 0 0 M1 C𝑇1,4 0
𝑔1 0 0 0 0 0 0 C1,4 0 C4,1
𝑘4 0 0 0 0 0 C𝑇4,2 0 C𝑇4,1 M4
Die Tiefensuche zum Sortieren der Matrix kann mit linearem Zeit- und
Speicheraufwand durchgefu¨hrt werden. Fu¨r die Speicherung der sortierten
Matrix H genu¨gt es, die Elemente ihrer unteren oder ihrer oberen Drei-
ecksmatrix zu speichern. Die untere Dreiecksmatrix hat fu¨r jede Spalte
maximal einen Block auf der Diagonalen und einen Block unterhalb der
Diagonalen, der ungleich der Nullmatrix ist. Aus diesem Grund beno¨tigt
die Matrix nur linearen Speicheraufwand.
Sobald die Matrix H ihre neue Form hat, wird die LDL𝑇 -Faktorisierung
durchgefu¨hrt. Wenn dabei die Eltern-Kind-Beziehung zwischen den Kno-
ten beru¨cksichtigt wird, dann kann die Matrix mit dem optimalen Zeit-
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factor()
Eingabe: Matrix H des Gleichungssystems
Ausgabe: Faktorisierung in H
1: for 𝑖 = 1 to 𝑛
2: for all 𝑗 ∈ children(𝑖)
3: H𝑖,𝑖 = H𝑖,𝑖 −H𝑇𝑗,𝑖H𝑗,𝑗H𝑗,𝑖
4: end for
5: if 𝑖 ̸= 𝑛
6: H𝑖,parent(𝑖) = H−1𝑖,𝑖 H𝑖,parent(𝑖)
7: end if
8: end for
Algorithmus 3.3: Durch diesen Algorithmus wird die du¨nnbesetzte Matrix H
mit linearem Zeit- und Speicheraufwand faktorisiert.
und Speicheraufwand faktorisiert werden. Algorithmus 3.3 zeigt, wie die
optimierte Faktorisierung der Matrix H fu¨r ein azyklisches Modell mit
einem sortierten Graphen funktioniert.
Dieser Algorithmus kann in linearer Zeit durchgefu¨hrt werden, da der
Graph der Matrix ein Baum ist. Bei der Faktorisierung wird die untere
Dreiecksmatrix L und die diagonale Blockmatrix D in H gespeichert.
Da die Matrix L genauso du¨nnbesetzt ist wie H selbst, wird dadurch
kein zusa¨tzlicher Speicherplatz fu¨r das Ergebnis beno¨tigt. Damit ist die
Faktorisierung mit linearem Zeit- und Speicheraufwand mo¨glich.
Nach der Faktorisierung des Gleichungssystems muss es fu¨r einen be-
stimmten Vektor von Geschwindigkeitsdifferenzen △v gelo¨st werden. Dies
geschieht mit Algorithmus 3.4 ebenfalls mit dem optimalen Aufwand. Die
Lo¨sung des Systems beno¨tigt lineare Zeit, da es sich bei dem Graphen der
Matrix um einen Baum handelt. Neuer Speicher wird nur fu¨r den Lo¨sungs-
vektor x verwendet. Daher ist auch der Speicheraufwand des Algorithmus
linear. Der Lo¨sungsvektor entha¨lt fu¨r jedes Gelenk einen entsprechenden
Korrekturimpuls im Koordinatensystem des Gelenks. Bevor dieser Impuls
in entgegengesetzte Richtungen auf die beiden zugeho¨rigen Ko¨rper angewen-
det werden kann, muss er daher mit der Projektionsmatrix des Basisgelenks
in Weltkoordinaten transformiert werden (vgl. Abschnitt 3.3.2).
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solve()
Eingabe: Faktorisierung der Matrix H
Vektor b mit den Geschwindigkeitsdifferenzen
Ausgabe: Vektor x mit den Korrekturimpulsen fu¨r alle Gelenke
1: for 𝑖 = 1 to 𝑛
2: x𝑖 = b𝑖
3: for all 𝑗 ∈ children(𝑖)
4: x𝑖 = x𝑖 −H𝑇𝑖,𝑗 x𝑗
5: end for
6: end for
7: for 𝑖 = 𝑛 to 1
8: x𝑖 = H−1𝑖,𝑖 x𝑖
9: if 𝑖 ̸= 𝑛
10: x𝑖 = x𝑖 −H𝑖,parent(𝑖) xparent(𝑖)
11: end if
12: end for
Algorithmus 3.4: Der Algorithmus lo¨st ein lineares Gleichungssystem, dessen
LDL𝑇 -Faktorisierung in der Matrix H gegeben ist, in linearer Zeit und mit
linearem Speicheraufwand.
3.3.3.2. Eigenschaften des Verfahrens
Das Verfahren mit linearer Laufzeit ist eine Optimierung des LGS-
Verfahrens fu¨r Mehrko¨rpersysteme mit einer azyklischen Gelenkstruktur.
Aus diesem Grund hat das Verfahren, abgesehen von der Geschwindig-
keit und der Implementierung, die gleichen Eigenschaften wie das LGS-
Verfahren. Im Folgenden wird daher nur auf diese Punkte eingegangen.
Geschwindigkeit Das Verfahren hat den optimalen Zeitaufwand zur Be-
rechnung der Korrekturimpulse. Daher ist es bei komplexeren Modellen das
schnellste der hier vorgestellten Verfahren. Durch die einfache Berechnung
der Matrix und die einfache Integration der Zusta¨nde ist das Verfahren
sogar deutlich schneller als das Verfahren mit Lagrange-Multiplikatoren
von David Baraff [Bar96], das ebenfalls linearen Zeitaufwand hat. In Ab-
schnitt 3.6 werden Messwerte vorgestellt, die dies belegen.
Wie beim LGS-Verfahren mu¨ssen die Korrekturimpulse fu¨r die Positions-
bedingungen iterativ berechnet werden, wa¨hrend sie fu¨r die Geschwindig-
keitsbedingungen durch einmaliges Lo¨sen des Gleichungssystems exakt
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bestimmt sind. Allerdings muss auch hier die Faktorisierung der Matrix
in jedem Simulationsschritt nur einmal berechnet werden, da die Matrix
fu¨r einen Zeitpunkt 𝑡 konstant ist. Anschließend kann diese Faktorisierung
sowohl in allen Iterationsschritten fu¨r die Positionsbedingungen als auch
fu¨r die Korrektur der Geschwindigkeitsbedingungen verwendet werden.
Trotz der iterativen Berechnung ist das Verfahren sehr schnell. Da alle
Abha¨ngigkeiten bei der Berechnung beru¨cksichtigt werden und eine relativ
kleine Zeitschrittweite ℎ bei der Simulation verwendet wird, beno¨tigt man
im Allgemeinen nur ein bis zwei Iterationsschritte, um ein Ergebnis mit
hoher Genauigkeit zu erzielen. Eine Ausnahme sind Simulationsschritte,
in denen sehr große Kra¨fte auf die Ko¨rper wirken. In einem solchen Fall
werden mehr Iterationsschritte zur Berechnung der Impulse beno¨tigt. Dafu¨r
muss das Gleichungssystem mehrmals mit Hilfe von Algorithmus 3.4 gelo¨st
werden. Da die Faktorisierung allerdings nicht neu berechnet werden muss,
ha¨lt sich der Zeitverlust in Grenzen. Außerdem handelt es sich bei solchen
Simulationsschritten um Ausnahmen.
Implementierung Fu¨r die Implementierung des Verfahrens muss zu-
na¨chst der Graph, der die Gelenkstruktur des Mehrko¨rpersystems repra¨sen-
tiert, erzeugt werden. Anhand des vollsta¨ndigen Graphen ko¨nnen die nicht
zusammenha¨ngenden Teilgraphen gefunden werden. Fu¨r jeden zusammen-
ha¨ngenden Teilgraphen wird anschließend die zugeho¨rige Matrix mit einer
einfachen Tiefensuche sortiert. Damit sind alle Voraussetzungen erfu¨llt,
um mit den Algorithmen 3.3 und 3.4 die gesuchten Korrekturimpulse
in linearer Zeit und mit linearem Speicheraufwand zu bestimmen. Diese
beiden Algorithmen ko¨nnen relativ einfach implementiert werden. Ebenso
ist die Erzeugung eines Graphen fu¨r die Gelenkstruktur nicht schwierig.
Daher ist das Verfahren leicht implementierbar.
3.3.4. Mehrko¨rpersysteme mit Zyklen
Mehrko¨rpersysteme mit Zyklen in ihrer Gelenkstruktur stellen eine beson-
dere Herausforderung fu¨r die Dynamiksimulation dar. Ein Zyklus kann
zu redundanten Zwangsbedingungen fu¨hren und ist dadurch fu¨r Verfah-
ren, die mit linearen Gleichungssystemen arbeiten, problematisch. Diese
Bedingungen haben ein u¨berbestimmtes Gleichungssystem zur Folge, was
die Stabilita¨t der Simulation beeintra¨chtigen kann. Ein nicht redundantes
Mehrko¨rpersystem mit 𝑙 Starrko¨rpern und 𝑚 Basisgelenken hat exakt
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Abbildung 3.9.: Ein Modell mit einem Zyklus in der Gelenkstruktur wird in zwei
azyklische Teile zerlegt.
6 𝑙−∑︀𝑚𝑖=1 dim(𝑔𝑖) Freiheitsgrade. Systeme, die mehr Freiheitsgrade haben,
enthalten redundante Bedingungen.
Das iterative Verfahren kann Mehrko¨rpersysteme mit Zyklen und Red-
undanz ohne zusa¨tzlichen Implementierungsaufwand simulieren. Dieses
Verfahren ist fu¨r solche Systeme sehr stabil. Allerdings wirkt sich hier
eine Redundanz auf die Anzahl der beno¨tigten Iterationsschritte aus. Aus
diesem Grund sollten redundante Zwangsbedingungen vor der Simulation
aus dem Modell entfernt werden.
Zyklen im Mehrko¨rpersystem ko¨nnen auch mit dem LGS-Verfahren stabil
simuliert werden. Dagegen ko¨nnen redundante Bedingungen die Stabilita¨t
der Simulation reduzieren. Daher ko¨nnen mit diesem Verfahren nur dann
Systeme mit Zyklen stabil simuliert werden, wenn diese keine Redundanz
zur Folge haben. Das bedeutet, dass redundante Bedingungen vor der
Simulation entfernt werden mu¨ssen. Allerdings ist dies nicht immer trivial
(vgl. [Ben07a]). Alternativ dazu kann auch das Mehrko¨rpersystem in azykli-
sche Teile zerlegt werden. Dafu¨r muss zuna¨chst ein Graph erzeugt werden,
der die Gelenkstruktur des Modells widerspiegelt. In diesem Graphen
ko¨nnen alle Zyklen des Systems gefunden werden. Anschließend wird jede
Schleife in zwei azyklische Teile zerlegt. Die Starrko¨rper an den Verbin-
dungsstellen mu¨ssen fu¨r eine korrekte Simulation zu beiden entstehenden
Teilsystemen geho¨ren (siehe Abbildung 3.9). Auf diese Weise ko¨nnen die
Impulse, die vom ersten System auf diese Ko¨rper wirken, auf das zweite
System u¨bertragen werden. Durch die beschriebene Zerlegung entstehen
zwei neue Mehrko¨rpersysteme, die ohne Probleme mit dem LGS-Verfahren
simuliert werden ko¨nnen. Diese beiden Systeme sind allerdings durch die
gemeinsamen Ko¨rper abha¨ngig voneinander. Um diese Abha¨ngigkeit bei
der Simulation zu beru¨cksichtigen, werden die Impulse fu¨r beide Teile ab-
wechselnd in einem iterativen Prozess bestimmt. Die Impulse werden dabei
jeweils mit Hilfe eines linearen Gleichungssystems berechnet. Durch diese
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Kombination des LGS-Verfahrens mit dem iterativen Verfahren ko¨nnen
Mehrko¨rpersysteme mit Zyklen und Redundanz simuliert werden.
Das Verfahren mit linearer Laufzeit kann als einziges nicht direkt mit Zyklen
in der Gelenkstruktur umgehen, da es fu¨r azyklische Modelle optimiert
ist. Modelle mit Schleifen mu¨ssen daher, wie beim LGS-Verfahren bereits
beschrieben, in azyklische Teile zerlegt werden. Durch die Kombination
des Verfahrens mit linearer Laufzeit mit dem iterativen Verfahren ko¨nnen
dann solche Modelle simuliert werden. Die Impulse fu¨r jedes azyklische
Teilsystem ko¨nnen mit dem optimalen Aufwand bestimmt werden. Dies
gilt allerdings nicht fu¨r das Gesamtsystem, da der lineare Zeitaufwand bei
der Kombination mit einem iterativen Verfahren nicht garantiert werden
kann.
3.4. Kollisionen und Kontakte
Bisher wurden Verfahren fu¨r die Simulation von Mehrko¨rpersystemen
mit Gelenken vorgestellt. Ein weiterer wichtiger Bestandteil einer realis-
tischen Simulation ist die Behandlung von Situationen, in denen zwei
Ko¨rper zusammenstoßen. Dabei muss zwischen Kollisionen und bleibenden
Kontakten unterschieden werden. In dieser Arbeit wird eine Kollision als
ein Ereignis definiert, bei dem zwei Ko¨rper zusammentreffen und durch
den Ru¨ckstoß sofort wieder auseinander gerissen werden. Das bedeutet,
dass eine Kollision in einem unendlich kleinen Zeitraum stattfindet. Ein
bleibender Kontakt definiert dagegen eine Situation, in der zwei Ko¨rper
sich gegenseitig u¨ber einen la¨ngeren Zeitraum beru¨hren. Die Simulation
von Kollisionen und bleibenden Kontakten muss statische und dynamische
Reibung beru¨cksichtigen. Statische und dynamische Reibung werden im
Allgemeinen auch als Haft- bzw. Gleitreibung bezeichnet.
3.4.1. Kollisionserkennung
Fu¨r eine genaue dynamische Simulation mu¨ssen alle Kontaktpunkte zwi-
schen den Ko¨rpern der Simulation zu einem Zeitpunkt 𝑡 bekannt sein. Zur
Bestimmung der Kontaktpunkte existieren bereits viele umfangreiche Ar-
beiten. Ming C. Lin und Stefan Gottschalk geben in [LG98] eine U¨bersicht
u¨ber bestehende Verfahren fu¨r verschiedene geometrische Modelle. Diese
Verfahren werden oft durch den Einsatz von Hu¨llko¨rpern oder Zellras-
terverfahren beschleunigt [Hub95,CLMP95,Got00,HKM96]. Da in dieser
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Arbeit auf bereits existierenden Verfahren aufgebaut wurde, wird hier auf
eine ausfu¨hrliche Diskussion von Kollisionserkennungsverfahren verzichtet
und nur eine kurze Beschreibung der verwendeten Verfahren gegeben.
Das Verfahren von Ming C. Lin und John F. Canny [LC91,Lin93] und der
GJK-Algorithmus von Elmer G. Gilbert, Daniel W. Johnson und Sathiya
S. Keerth [GJK88,vdB04] sind zwei der wichtigsten und schnellsten Me-
thoden zur Bestimmung von Kontaktpunkten in der Dynamiksimulation.
Das erste Verfahren basiert auf der Verwendung von Voronoi-Regionen
und kann daher in der urspru¨nglichen Version keine Durchdringungen
zwischen zwei Ko¨rpern handhaben. Durch Ausnutzen der zeitlichen und
geometrischen Koha¨renz ergibt sich ein Erwartungswert fu¨r den beno¨tigten
Rechenaufwand von 𝑂(1). Bei der dynamischen Simulation kann dieser
Wert auch in der Praxis erreicht werden, da die Zeitschrittweite im All-
gemeinen relativ klein ist und sich dadurch die zeitliche Koha¨renz ergibt.
Brian V. Mirtich hat dieses Verfahren weiterentwickelt und sogenannte
Pseudo-Voronoi-Regionen fu¨r das Innere eines Ko¨rpers eingefu¨hrt, um
Durchdringungen zu erkennen und zu behandeln [Mir98]. Die daraus ent-
standene Bibliothek V-Clip ist frei fu¨r den nicht kommerziellen Gebrauch.
Daher wird sie fu¨r die Kollisionserkennung in dieser Arbeit eingesetzt.
Die Bibliothek verwendet keine Hu¨llko¨rper oder Zellrasterverfahren zur
Beschleunigung der Berechnung. Außerdem liefert sie bei einer Kollision
zweier Ko¨rper nur einen Kontaktpunkt, auch wenn mehrere existieren.
Aus diesem Grund wurde fu¨r diese Arbeit eine Erweiterung von V-Clip
implementiert. Diese beschleunigt die Kollisionserkennung durch die Ver-
wendung von achsenorientierten Quadern fu¨r jeden Ko¨rper. Mit Hilfe des
Sweep-And-Prune-Algorithmus [Bar92] ko¨nnen dann sehr schnell Kolli-
sionen zwischen Ko¨rpern ausgeschlossen werden. Dieser Algorithmus hat
einen erwarteten Rechenaufwand von 𝑂(𝑛), wenn die zeitliche Koha¨renz
ausgenutzt wird. Die Erweiterung bestimmt außerdem die vollsta¨ndige Kon-
taktregion zwischen zwei Ko¨rpern. Die Kollisionsgeometrie der Ko¨rper ist
durch konvexe Polyeder gegeben. Im Fall eines Kontakts werden zuna¨chst
die Fla¨chen der beiden beteiligten Ko¨rper bestimmt, die den Kontaktpunkt
enthalten und die mo¨glichst parallel zueinander sind. Anschließend wird
die erste Fla¨che auf die zweite projiziert. Im zweidimensionalen Raum
der zweiten Fla¨che wird dann der Schnitt der beiden konvexen Polygone
berechnet. Alle Eckpunkte der Schnittfla¨che sind weitere Kandidaten fu¨r
Kontaktpunkte. Die Schnittfla¨che muss zuru¨ck auf den ersten Ko¨rper trans-
formiert werden, um fu¨r jeden mo¨glichen Kontakt einen entsprechenden
Punkt im ersten und zweiten Ko¨rper zu bekommen. Ob es sich bei einem
der resultierenden Kontaktpunktpaare um einen echten Kontakt handelt,
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muss zum Schluss anhand des Toleranzabstands der Kollisionserkennung
und anhand der Voronoi-Regionen u¨berpru¨ft werden [Ben07a].
Der Abstand zwischen zwei Ko¨rpern kann mit Hilfe der sogenannten
Minkowski-Differenz bestimmt werden. Die Minkowski-Differenz ist die
Menge von Punkten, die entsteht, wenn fu¨r jeden Punkt einer Menge 𝐴 die
Differenzen mit den Punkten einer zweiten Menge 𝐵 berechnet werden:
𝐴−𝐵 := {a − b : a ∈ 𝐴,b ∈ 𝐵}.
Wenn man zwei Ko¨rper als eine Menge von Punkten ansieht, dann haben
sie genau dann Kontakt, wenn ihre Minkowski-Differenz den Nullpunkt
entha¨lt. Ist der Nullpunkt nicht in der Menge enthalten, repra¨sentiert
der Abstand der Menge zum Nullpunkt den Abstand der beiden Ko¨rper.
Dies wird vom GJK-Algorithmus ausgenutzt, um Kollisionen zu erkennen
bzw. den Abstand zwischen zwei Ko¨rpern zu berechnen. Dabei wird die
Minkowski-Differenz zweier Ko¨rper allerdings nicht explizit bestimmt.
Die konvexe Hu¨lle einer affin unabha¨ngigen Punktmenge bezeichnet man
auch als Simplex . Mit Hilfe von solchen Simplexen wird der Abstand der
Minkowski-Differenz zum Nullpunkt angena¨hert. Gino van den Bergen
stellt in [vdB01] eine Erweiterung des GJK-Algorithmus vor, mit der die
genaue Eindringtiefe zweier sich durchdringender Ko¨rper bestimmt wird.
Außerdem hat seine erweiterte Variante des Algorithmus einen erwarteten
Aufwand von 𝑂(1), da die zeitliche Koha¨renz ausgenutzt wird [vdB99].
Gino van den Bergen hat diese erweiterte Variante implementiert und
in der Bibliothek SOLID [vdB97] unter der GPL-Lizenz vero¨ffentlicht.
Eine weitere freie Implementierung des erweiterten GJK-Algorithmus
stellt Erwin J. Coumans in seiner Physik-Bibliothek Bullet [Cou12] zur
Verfu¨gung. Beide Bibliotheken verwenden Hu¨llko¨rper, um die Bestimmung
der Kollisionserkennung zu beschleunigen. SOLID und Bullet wurden
ebenfalls im Simulator, der fu¨r diese Arbeit geschrieben wurde, fu¨r die
Kollisionserkennung integriert. Allerdings liefern beide Verfahren bei einer
Kollision zweier Ko¨rper nur einen Kontaktpunkt, auch wenn die Ko¨rper sich
in einer Fla¨che beru¨hren. Zur Bestimmung der vollsta¨ndigen Kontaktregion
zwischen zwei Ko¨rpern wurde daher das oben beschriebene Verfahren
angewendet. Damit stehen dem Simulator verschiedene schnelle Verfahren
zur Bestimmung der Kontaktpunkte zur Verfu¨gung.
Jeder Ko¨rper in der Simulation hat eine Kollisionsgeometrie, die bei der
Kollisionserkennung verwendet wird. Die Verfahren zur Kollisionserken-
nung berechnen alle Punkte, in denen sich diese Geometrien beru¨hren. Da
die Simulation in diskreten Zeitschritten abla¨uft, werden die Kontakte
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innerhalb eines vorgegebenen Toleranzabstands 𝜀𝑐 bestimmt. Fu¨r zwei
Geometrien 𝐺1 und 𝐺2 wird genau dann ein Kontakt gemeldet, wenn
zwei Punkte a ∈ 𝐺1 und b ∈ 𝐺2 existieren, fu¨r die |a − b| < 𝜀𝑐 gilt. In
diesem Fall liefert die Kollisionserkennung die beiden Kontaktpunkte a
und b sowie eine Kontaktnormale n zuru¨ck. Die Normale n steht senkrecht
auf der Kollisionsebene und gibt die Richtung an, in der die Kollision
aufgelo¨st werden muss. Handelt es sich bei den Kollisionsgeometrien um
konvexe Polyeder, dann wird die Kontaktnormale wie folgt bestimmt.
Zuna¨chst muss zwischen verschiedenen Fa¨llen unterschieden werden. Die
Normale ist abha¨ngig davon, ob die Kontaktpunkte in einer Fla¨che, auf
einer Kante oder in einem Eckpunkt des jeweiligen Polyeders liegen. Wenn
einer der Punkte innerhalb einer Fla¨che liegt, dann wird die zugeho¨rige
Fla¨chennormale als Kontaktnormale verwendet. Handelt es sich um einen
Kontakt zweier Kanten, wird das Kreuzprodukt ihrer Richtungsvektoren
als Normale zuru¨ckgegeben. Bei Kontakt einer Kante mit einem Eckpunkt
wird der Lotpunkt auf der Geraden berechnet. Der Vektor vom Lotpunkt
zum Eckpunkt ist dann die gesuchte Kontaktnormale. Der Kontakt zweier
Eckpunkte ist der letzte Fall, bei dem die Richtung der Verbindungsge-
raden zwischen den Punkten als Normale verwendet wird. Im Folgenden
wird angenommen, dass die Normale n immer vom Kontaktpunkt b der
zweiten Geometrie in Richtung des Schwerpunkts der ersten zeigt.
3.4.2. Kollisionen und Kontakte mit Reibung
In diesem Abschnitt wird die Behandlung von Kollisionen und bleiben-
den Kontakten mit Reibung beschrieben. Das Verfahren zur Auflo¨sung
der Kollisionen und Kontakte basiert auf der Verwendung von Zwangsbe-
dingungen [BS06a]. Fu¨r jeden Kontakt, der von der Kollisionserkennung
gefunden wird, wird eine Zwangsbedingung definiert. Diese Zwangsbedin-
gung muss eine Durchdringung der Ko¨rper im Kontaktpunkt verhindern.
Die resultierenden Bedingungen werden in der Simulation durch Impulse
erfu¨llt.
Brian V. Mirtich hat bereits vor einigen Jahren verschiedene Arbeiten
u¨ber impulsbasierte Kollisionsauflo¨sung vorgestellt (siehe Abschnitt 3.1.2).
Bei seinem Verfahren werden nicht alle Kontaktpunkte zwischen zwei
Ko¨rpern gleichzeitig beru¨cksichtigt. Kollisionen und permanente Kontakte
werden pro Simulationsschritt in genau einem Kontaktpunkt aufgelo¨st.
Wenn mehrere Kontaktpunkte zwischen zwei Ko¨rpern existieren, dann
werden sie zeitlich nacheinander behandelt. Durch diese Vereinfachung
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Korper 1
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Abbildung 3.10.: Die relative Geschwindigkeit der Kontaktpunkte entscheidet,
ob die Ko¨rper kollidieren, einen bleibenden Kontakt haben oder sich voneinander
weg bewegen.
kann die Kollisionsauflo¨sung sehr schnell durchgefu¨hrt werden. Allerdings
fu¨hrt diese Vorgehensweise zu unerwu¨nschten Vibrationen bei Ko¨rpern,
die aufeinander liegen und dadurch mehrere Kontaktpunkte haben.
Das Verfahren in dieser Arbeit verwendet ebenfalls Impulse fu¨r die Behand-
lung von Kollisionen und bleibenden Kontakten. Daher ist es in Situationen,
in denen zwei Ko¨rper nur einen Kontaktpunkt haben, genauso schnell wie
die Methode von Mirtich. Existieren mehrere Kontaktpunkte, wird ein
ho¨herer Aufwand beno¨tigt, da Impulse fu¨r alle Punkte berechnet werden.
Allerdings fu¨hrt dieser zusa¨tzliche Aufwand zu einer wesentlich genaueren
Kollisionsauflo¨sung, bei der keine unerwu¨nschten Vibrationen auftreten
und auch gestapelte Ko¨rper stabil simuliert werden.
Abbildung 3.10 zeigt zwei Ko¨rper, die Kontakt miteinander haben. Bei
einem Kontakt muss zuna¨chst eine Fallunterscheidung anhand der Ge-
schwindigkeiten der Ko¨rper in den Kontaktpunkten vorgenommen werden.
Dadurch wird entschieden, ob die Ko¨rper kollidieren, einen bleibenden
Kontakt haben oder sich voneinander weg bewegen. Zuna¨chst wird dafu¨r
die relative Geschwindigkeit der Kontaktpunkte bestimmt:
u𝑟𝑒𝑙 = u𝑎 − u𝑏.
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Fu¨r die Fallunterscheidung ist allerdings nur der Anteil in Richtung der
Kontaktnormalen von Interesse:
𝑢𝑟𝑒𝑙,𝑛 = u𝑟𝑒𝑙 · n.
Der restliche Anteil wird spa¨ter bei der Berechnung der Reibung beno¨tigt.
Wenn der Wert 𝑢𝑟𝑒𝑙,𝑛 positiv ist, bewegen sich die Ko¨rper auseinander.
Gilt 𝑢𝑟𝑒𝑙,𝑛 = 0, dann haben die Ko¨rper einen bleibenden Kontakt. Bei
einem negativen Wert handelt es sich um eine Kollision. In einer Simulation
mit numerischen Ungenauigkeiten und diskreten Zeitschritten muss fu¨r
sinnvolle Ergebnisse ein Toleranzwert bei der Fallunterscheidung verwendet
werden. Brian V. Mirtich verwendet dafu¨r in [Mir96b] den folgenden
Wert:
𝜀𝑟𝑐 =
√︀
2 |g| 𝜀𝑐,
wobei 𝜀𝑐 der Toleranzwert der Kollisionserkennung ist und g der Be-
schleunigungsvektor der Gravitation. Der Wert 𝜀𝑟𝑐 gibt dabei genau die
Geschwindigkeit an, die ein Ko¨rper hat, wenn er aus dem Ruhezustand
die Distanz 𝜀𝑐 zuru¨cklegt. Ein bleibender Kontakt ergibt sich damit, wenn
−𝜀𝑟𝑐 < 𝑢𝑟𝑒𝑙,𝑛 < 𝜀𝑟𝑐 gilt. Bei 𝑢𝑟𝑒𝑙,𝑛 < −𝜀𝑟𝑐 handelt es sich um eine Kollision
und ansonsten bewegen sich die Ko¨rper voneinander weg.
Abbildung 3.11 zeigt, wie ein Simulationsschritt mit Kollisionen und blei-
benden Kontakten durchgefu¨hrt wird. Die Kollisionserkennung liefert alle
Kontaktpunkte und -normalen der Ko¨rper fu¨r den aktuellen Zeitpunkt.
Zuna¨chst wird fu¨r jeden Kontakt mit Hilfe der beschriebenen Fallunter-
scheidung u¨berpru¨ft, ob es sich um eine Kollision handelt. Jede Kollision
definiert eine Geschwindigkeitsbedingung fu¨r die zugeho¨rigen Kontakt-
punkte. Diese kann durch die Berechnung von Impulsen aufgelo¨st werden.
Wenn ein Impuls auf den Kontaktpunkt eines Ko¨rpers einwirkt, vera¨ndert
sich die Geschwindigkeit des Ko¨rpers und damit auch die Geschwindigkeit
von allen anderen Kontaktpunkten des Ko¨rpers. Dadurch kann es passie-
ren, dass ein Kontakt, der vor der Impulseinwirkung nicht als Kollision
eingestuft wurde, plo¨tzlich die Bedingung fu¨r eine Kollision erfu¨llt. Aus
diesem Grund wird die Kollisionsauflo¨sung in einer Schleife ausgefu¨hrt.
Nachdem jede Kollision mit Hilfe von Impulsen aufgelo¨st wurde, wird die
Fallunterscheidung fu¨r alle Kontaktpunkte erneut durchgefu¨hrt. Dadurch
werden die Kollisionen bestimmt, die im na¨chsten Schleifendurchlauf be-
handelt werden mu¨ssen. Auf diese Weise ko¨nnen Sto¨ße durch mehrere
Ko¨rper weitergeleitet werden. Newtons Wiege (siehe Abbildung 3.12) ist
z. B. ein sehr bekanntes Modell, das ohne diese Vorgehensweise nicht kor-
rekt simuliert werden ko¨nnte. Wenn alle Kollisionen aufgelo¨st sind, werden
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Abbildung 3.11.: Simulationsschritt mit Behandlung von Kollisionen und blei-
benden Kontakten
die Kontakte bestimmt, fu¨r die die Bedingung eines bleibenden Kontakts
erfu¨llt ist. Ein bleibender Kontakt definiert eine Positionsbedingung fu¨r
die zugeho¨rigen Kontaktpunkte. Diese Zwangsbedingungen mu¨ssen wie
die Positionsbedingungen der Gelenke wa¨hrend des gesamten Simulations-
schritts erfu¨llt sein. Analog zu den Gelenken werden daher die Impulse fu¨r
die Kontaktbehandlung mit Hilfe einer Vorschau fu¨r die Positionen der
Kontaktpunkte berechnet.
3.4.2.1. Behandlung von Kollisionen
Eine Kollision zwischen zwei Ko¨rpern findet in einem unendlich kleinen
Zeitraum statt. Der Ru¨ckprall bei der Kollision verursacht eine sofortige
Geschwindigkeitsa¨nderung, die die Ko¨rper in entgegengesetzte Richtungen
beschleunigt. Die neue Geschwindigkeit der Ko¨rper ist dabei abha¨ngig von
der Geschwindigkeit, mit der die Ko¨rper aufeinander treffen, und ihrer
Elastizita¨t. Diesen Zusammenhang beschreibt Newtons Stoßgesetz:
u𝑐𝑟𝑒𝑙,𝑛 = −𝑒 · u𝑟𝑒𝑙,𝑛.
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Abbildung 3.12.: Newtons Wiege
Dabei ist 𝑒 der Elastizita¨tskoeffizient und u𝑐𝑟𝑒𝑙,𝑛 die relative Geschwindig-
keit der Ko¨rper in Normalenrichtung nach der Kollision. In der Simulation
hat jeder Ko¨rper einen Parameter, der seine Elastizita¨t beschreibt. Der
Elastizita¨tskoeffizient 𝑒 bei einer Kollision berechnet sich durch die Multi-
plikation der Elastizita¨tswerte der beiden Ko¨rper.
Bei einer Kollision muss sich nach Newtons Stoßgesetz die relative Ge-
schwindigkeit der Kontaktpunkte in Normalenrichtung um
△u𝑟𝑒𝑙,𝑛 = u𝑐𝑟𝑒𝑙,𝑛 − u𝑟𝑒𝑙,𝑛
vera¨ndern. Dadurch wird fu¨r jede Kollision eine Geschwindigkeitsbedin-
gung definiert. Die Geschwindigkeitsa¨nderung soll mit Hilfe eines Impulses
bewirkt werden. Damit die Impulserhaltung des Systems gewa¨hrleistet
ist, muss der gleiche Impuls auf die beiden Kontaktpunkte a und b in
entgegengesetzte Richtungen wirken. Der Impuls p𝑛 in Normalenrichtung,
der diese Eigenschaften hat, muss die folgende Gleichung erfu¨llen:
n𝑇 Knp𝑛 = △u𝑟𝑒𝑙,𝑛. (3.16)
Da die Matrix K = K𝑎,𝑎+K𝑏,𝑏 positiv definit ist (siehe Abschnitt 2.4) und
fu¨r den Normalenvektor n ̸= 0 gilt, kann die Gleichung fu¨r p𝑛 immer gelo¨st
werden. Nach der Einwirkung des Impulses p𝑛 auf die Kontaktpunkte
haben diese die relative Geschwindigkeit u𝑐𝑟𝑒𝑙,𝑛 in Normalenrichtung. Damit
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kann in jeder Situation ein Impuls fu¨r die Kollisionsauflo¨sung durch die
Lo¨sung einer einfachen linearen Gleichung bestimmt werden.
In Situationen, in denen ein Ko¨rper in mehreren Punkten mit anderen
Ko¨rpern kollidiert, reicht die Berechnung eines Impulses fu¨r jedes Kontakt-
punktpaar nicht aus, um die Kollisionen korrekt aufzulo¨sen. Die Impulse,
die fu¨r die verschiedenen Kollisionen berechnet werden, beeinflussen sich ge-
genseitig. Wenn die Ko¨rper zusa¨tzlich durch Gelenke mit anderen Ko¨rpern
verbunden sind, dann haben auch die Impulse der Gelenke Einfluss auf
die Geschwindigkeiten der Ko¨rper. Aus diesem Grund werden die Impulse
fu¨r die Kollisionsauflo¨sung in einem iterativen Prozess zusammen mit den
Impulsen fu¨r die Geschwindigkeitsbedingungen der Gelenke bestimmt. Auf
diese Weise werden die Abha¨ngigkeiten zwischen den einzelnen Kollisionen
und den Gelenken beru¨cksichtigt. Im 𝑖-ten Iterationsschritt wird fu¨r ein
Kontaktpunktpaar zuna¨chst u¨berpru¨ft, ob es die gewu¨nschte relative Ge-
schwindigkeit von u𝑐𝑟𝑒𝑙,𝑛 bereits erreicht hat. Ist dies nicht der Fall, wird
durch das Lo¨sen der Gleichung 3.16 ein Impuls p𝑛 berechnet. Wenn fu¨r
die Summe aller Impulse, die wa¨hrend des iterativen Prozesses fu¨r das
zugeho¨rige Kontaktpunktpaar angewendet wurden, die Bedingung
n ·
𝑖−1∑︁
𝑗=1
p𝑛,𝑗 ≥ −n · p𝑛 (3.17)
erfu¨llt ist, dann wird der berechnete Impuls p𝑛 in entgegengesetzte Rich-
tungen auf die beiden Punkte angewendet. Durch diese Bedingung wird
sichergestellt, dass der Gesamtimpuls fu¨r ein Kontaktpunktpaar die Punkte
voneinander absto¨ßt. Falls die Bedingung fu¨r ein Paar nicht erfu¨llt ist,
dann bewegen sich die Punkte auch ohne die Einwirkung eines Impul-
ses voneinander weg und der Gesamtimpuls muss Null sein. Der Impuls
der 𝑖-ten Iteration wird daher mit Hilfe der folgenden Fallunterscheidung
bestimmt:
p𝑛,𝑖 =
{︃
p𝑛 falls n
∑︀𝑖−1
𝑗=1 p𝑛,𝑗 ≥ −np𝑛
−∑︀𝑖−1𝑗=1 p𝑛,𝑗 sonst. (3.18)
Der iterative Prozess endet, wenn fu¨r alle Kontaktpunktpaare der Kollisio-
nen eine der beiden folgenden Bedingungen erfu¨llt ist:
∙ Die beiden Kontaktpunkte erreichen die entsprechende relative Ge-
schwindigkeit von u𝑐𝑟𝑒𝑙,𝑛 innerhalb einer vorgegebenen Toleranz 𝜀𝑐𝑣.
∙ Der zugeho¨rige Gesamtimpuls ist Null und gleichzeitig ist die Be-
dingung nu𝑟𝑒𝑙,𝑛 > nu𝑐𝑟𝑒𝑙,𝑛 fu¨r die relative Geschwindigkeit der
Kontaktpunkte erfu¨llt.
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Nachdem alle Kollisionen aufgelo¨st sind, wird fu¨r alle Kontakte, die die
Kollisionserkennung geliefert hat und die bei der Auflo¨sung nicht beru¨ck-
sichtigt wurden, erneut u¨berpru¨ft, ob die Bedingung fu¨r eine Kollision
erfu¨llt wird. Werden weitere Kollisionen festgestellt, mu¨ssen diese ebenfalls
mit der beschriebenen Methode aufgelo¨st werden.
3.4.2.2. Behandlung von bleibenden Kontakten
Nach der Auflo¨sung aller Kollisionen wird fu¨r jeden Kontakt u¨berpru¨ft, ob
er die Bedingung fu¨r einen bleibenden Kontakt erfu¨llt. Ein permanenter
Kontakt zwischen zwei Ko¨rpern bleibt im Gegensatz zu einer Kollision fu¨r
einen la¨ngeren Zeitraum bestehen. In der Simulation wird durch einen sol-
chen Kontakt eine Positionsbedingung fu¨r die zugeho¨rigen Ko¨rper definiert,
die verhindert, dass die Ko¨rper sich in dem Kontaktpunkt durchdringen.
Diese Positionsbedingung muss unter Beru¨cksichtigung aller internen und
externen Kra¨fte, die wa¨hrend des Kontaktzeitraums auf die Ko¨rper ein-
wirken, eingehalten werden. Aus diesem Grund werden die Impulse fu¨r
die Behandlung von bleibenden Kontakten in einem iterativen Prozess
zusammen mit den Impulsen fu¨r die Positionsbedingungen der Gelenke
berechnet.
Angenommen zwei Ko¨rper haben einen bleibenden Kontakt mit den Kon-
taktpunkten a und b sowie der Kontaktnormalen n. Dann ist der Distanz-
vektor zwischen den Punkten wie folgt definiert:
d(𝑡) = a(𝑡)− b(𝑡).
Wenn sich die Ko¨rper nicht gegenseitig durchdringen, muss dieser Vektor
in die gleiche Richtung zeigen wie die Kontaktnormale. Dadurch ergibt
sich fu¨r die Positionsbedingung des bleibenden Kontakts die folgende
Ungleichung:
d(𝑡) · n(𝑡) ≥ 0.
Diese Positionsbedingung wird wie die Positionsbedingung eines Gelenks
behandelt. Zuna¨chst wird eine Vorschau fu¨r den Abstand der Kontaktpunk-
te in Normalenrichtung bestimmt. Dafu¨r wird die Normalenrichtung n fu¨r
den Zeitpunkt 𝑡0+ℎ durch Integration der Gleichung 3.3 berechnet. Außer-
dem werden die neuen Positionen der Kontaktpunkte fu¨r diesen Zeitpunkt
beno¨tigt. Diese werden durch die Integration der Gleichung 3.3 fu¨r die Orts-
vektoren r𝑎 = a−s1 und r𝑏 = b−s2 und die anschließende Integration der
beiden Schwerpunkte bestimmt. Die neuen Positionen ergeben sich dann
durch a(𝑡0+ℎ) = r𝑎(𝑡0+ℎ)+s1(𝑡0+ℎ) und b(𝑡0+ℎ) = r𝑏(𝑡0+ℎ)+s2(𝑡0+ℎ).
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Wenn der Abstand d ·n der Kontaktpunkte negativ ist, dann durchdringen
sich die beiden zugeho¨rigen Ko¨rper und der negative Abstand gibt die Ein-
dringtiefe an. Um eine Durchdringung zum Zeitpunkt 𝑡0+ℎ zu korrigieren,
wird fu¨r den Zeitpunkt 𝑡0 ein Impuls in Richtung der Kontaktnormalen
berechnet. Dieser Impuls muss die Geschwindigkeiten der beiden Punkte so
vera¨ndern, dass sie zum Zeitpunkt 𝑡0+ ℎ den Abstand Null haben. Analog
zur Simulation der Basisgelenke wird fu¨r die Berechnung des Impulses
zuna¨chst die no¨tige Geschwindigkeitsa¨nderung durch die Vorschau der
Eindringtiefe approximiert:
△u𝑟𝑒𝑙,𝑛 = −
1
ℎ
(d(𝑡0 + ℎ)n(𝑡0 + ℎ)) · n(𝑡0).
Fu¨r den Fall, dass sich die beiden Kontaktpunkte relativ zueinander auf
einer linearen Bahn bewegen, handelt es sich sogar um die exakte Ge-
schwindigkeitsa¨nderung, die bei der Behandlung des Kontakts beno¨tigt
wird. Der Impuls, der diese Geschwindigkeitsa¨nderung in Richtung der
Kontaktnormalen bewirkt, wird mit Hilfe von Gleichung 3.16 bestimmt.
Da die Geschwindigkeitsa¨nderung △u𝑟𝑒𝑙,𝑛 bei einem bleibenden Kontakt
im Allgemeinen nur eine Approximation ist, muss der gesuchte Impuls
iterativ berechnet werden. Der Iterationsprozess endet, wenn
|d(𝑡0 + ℎ)n(𝑡0 + ℎ)| ≤ 𝜀𝑑 (3.19)
fu¨r den Toleranzwert 𝜀𝑑 der Kontaktbehandlung gilt. Bei mehreren per-
manenten Kontakten zu einem Zeitpunkt wird der Iterationsprozess auf
alle Kontakte ausgeweitet. Das bedeutet, dass in einem Iterationsschritt
fu¨r jeden Kontakt, fu¨r den die Bedingung 3.19 nicht erfu¨llt ist, genau ein
Impuls mit Gleichung 3.16 berechnet und angewendet wird. Die Iterati-
onsschleife endet, wenn alle Kontakte die Abbruchbedingung 3.19 erfu¨llen.
Dadurch werden auch die Abha¨ngigkeiten zwischen den verschiedenen
Kontakten aufgelo¨st. Wenn Ko¨rper mit einem bleibenden Kontakt durch
Gelenke mit anderen Ko¨rpern verbunden sind, mu¨ssen die Impulse der
Kontaktbehandlung bei der Bestimmung der Gelenkimpulse beru¨cksichtigt
werden und umgekehrt. Diese Abha¨ngigkeit wird aufgelo¨st, indem die
Positionsbedingungen der Gelenke parallel zu den bleibenden Kontakten
im gleichen iterativen Prozess berechnet werden.
Fu¨r einen bleibenden Kontakt muss, wie auch bei einer Kollision, die
Bedingung gelten, dass der Gesamtimpuls in Richtung der Kontaktnor-
malen die Ko¨rper voneinander absto¨ßt. Daher muss fu¨r einen Impuls p𝑛,
der wa¨hrend der iterativen Kontaktbehandlung fu¨r einen permanenten
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Kontakt bestimmt wird, die Bedingung 3.17 erfu¨llt sein. Wenn dies nicht
der Fall ist, dann wird mit Hilfe von Gleichung 3.18 ein neuer Impuls
berechnet, so dass die Bedingung erfu¨llt ist. Durch diese Vorgehensweise
wird verhindert, dass zwei Ko¨rper aufeinander kleben bleiben und sich
nicht mehr lo¨sen ko¨nnen. Dies muss auch bei der Abbruchbedingung des
iterativen Prozesses beru¨cksichtigt werden. Daher endet der Prozess genau
dann, wenn fu¨r jeden Kontakt entweder die Bedingung 3.19 erfu¨llt ist oder
der Gesamtimpuls Null wird und die zugeho¨rigen Kontaktpunkte einen
positiven Abstand in Normalenrichtung haben.
3.4.2.3. Reibung
Bei der Auflo¨sung einer Kollision oder der Behandlung eines bleibenden
Kontakts muss die Reibung, die zwischen den Ko¨rpern auftritt, ebenfalls
simuliert werden. Die Simulation von Reibung basiert in dieser Arbeit
auf dem Reibungsgesetz von Coulomb. Das Gesetz beschreibt den Zu-
sammenhang zwischen den Kra¨ften in Normalenrichtung F𝑛 und den
Reibungskra¨ften in Tangentialrichtung F𝑡, die bei einer Kollision oder
einem permanenten Kontakt wirken:
|u𝑟𝑒𝑙,𝑡| ̸= 0 ⇒ F𝑡 = −𝜇𝑑 · |F𝑛| · u𝑟𝑒𝑙,𝑡|u𝑟𝑒𝑙,𝑡|
|u𝑟𝑒𝑙,𝑡| = 0 ⇒ |F𝑡| ≤ 𝜇𝑠 · |F𝑛|.
Dabei bezeichnet u𝑟𝑒𝑙,𝑡 die relative Geschwindigkeit der beiden Kontakt-
punkte in der Tangentialebene, die senkrecht zur Kontaktnormale steht.
Diese Geschwindigkeit berechnet sich wie folgt:
u𝑟𝑒𝑙,𝑡 = u𝑟𝑒𝑙 − u𝑟𝑒𝑙,𝑛.
Die Werte 𝜇𝑑 und 𝜇𝑠 geben die Reibungskoeffizienten fu¨r dynamische und
statische Reibung an. Durch diese Koeffizienten werden die Eigenschaf-
ten der Oberfla¨che eines Ko¨rpers beschrieben. Das Reibungsgesetz von
Coulomb sagt folgendes aus. Wenn zwei Ko¨rper Kontakt haben und sich
die zugeho¨rigen Kontaktpunkte in der Tangentialebene relativ zueinander
bewegen, dann tritt dynamische Reibung auf. Dynamische Reibung wirkt
entgegen der Bewegungsrichtung der Kontaktpunkte. Ihre Sta¨rke ha¨ngt
von dem Reibungskoeffizienten 𝜇𝑑 ab und von der Kraft in Normalenrich-
tung, die beno¨tigt wird, um eine Durchdringung der Ko¨rper zu verhindern.
Wenn die Bedingung |u𝑟𝑒𝑙,𝑡| = 0 erfu¨llt ist, muss u¨berpru¨ft werden, ob die
Tangentialkraft im Reibungskegel fu¨r statische Reibung liegt. Dafu¨r muss
90 Kapitel 3: Simulation von Mehrko¨rpersystemen
die Bedingung |F𝑡| ≤ 𝜇𝑠 · |F𝑛| erfu¨llt sein. Solange diese Bedingung erfu¨llt
ist, tritt statische Reibung auf und die relative Tangentialgeschwindigkeit
der beiden Kontaktpunkte muss Null bleiben. Ist die Bedingung nicht
mehr erfu¨llt, dann ist die statische Reibung nicht mehr stark genug, um
eine Tangentialbewegung der Punkte zu verhindern. In diesem Fall fangen
die Ko¨rper an zu rutschen und die dynamische Reibung lo¨st die statische
ab.
Bei der impulsbasierten Simulation wird die Reibung mit Hilfe von Im-
pulsen simuliert. Im Allgemeinen beeinflussen diese Reibungsimpulse die
Impulse in Richtung der Kontaktnormalen, die fu¨r die Behandlung von
Kollisionen und bleibenden Kontakten bestimmt werden. Daher werden
die Reibungsimpulse und die Impulse in Normalenrichtung im gleichen
iterativen Prozess berechnet. Dadurch werden die Abha¨ngigkeiten zwischen
den Impulsen beru¨cksichtigt.
Damit im Folgenden nicht mehr zwischen Kollisionen und bleibenden
Kontakten unterschieden werden muss, wird folgendes festgelegt. Wenn
zwei Ko¨rper einen bleibenden Kontakt mit den Kontaktpunkten a und b
haben, wird die relative Tangentialgeschwindigkeit der Punkte, die fu¨r die
Berechnung der Reibung beno¨tigt wird, wie folgt bestimmt:
u𝑟𝑒𝑙,𝑡 =
1
ℎ
d𝑡(𝑡0 + ℎ).
Analog zu den Positionsbedingungen der Gelenke beschreibt dabei der
Vektor d𝑡(𝑡0 + ℎ) die Vorschau der Distanz der beiden Kontaktpunkte in
Tangentialrichtung. Dieser Distanzvektor berechnet sich wie folgt:
d𝑡(𝑡0 + ℎ) = d(𝑡0 + ℎ)− d(𝑡0 + ℎ)n(𝑡0 + ℎ).
Durch die Vorschau wird garantiert, dass die beiden Kontaktpunkte bei
statischer Reibung nur innerhalb des vorgegebenen Toleranzwertes vonein-
ander abweichen ko¨nnen.
Im 𝑖-ten Iterationsschritt wird zuna¨chst u¨berpru¨ft, ob statische Reibung
auftritt. Analog zum Reibungsgesetz von Coulomb muss dafu¨r |u𝑟𝑒𝑙,𝑡| = 0
gelten und die folgende Bedingung erfu¨llt sein:
|p𝑡| ≤ 𝜇𝑠|p𝑛|. (3.20)
Dabei ist p𝑡 =
∑︀𝑖
𝑗=1 p𝑡,𝑖 die Summe aller bisher berechneten Impulse
in Tangentialrichtung und p𝑛 =
∑︀𝑖
𝑗=1 p𝑛,𝑖 die Summe aller Impulse in
Richtung der Kontaktnormalen. Wenn die Bedingung fu¨r statische Reibung
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nicht erfu¨llt ist, tritt dynamische Reibung auf. In diesem Fall wird analog
zum Reibungsgesetz von Coulomb ein Impuls mit der folgenden Gleichung
bestimmt:
p′𝑡,𝑖 = −𝜇𝑑 (p𝑛,𝑖 · n) t,
wobei t = u𝑟𝑒𝑙,𝑡/|u𝑟𝑒𝑙,𝑡| die Tangentialrichtung ist. Der Impuls p′𝑡,𝑖 be-
schreibt die dynamische Reibung, die durch den Impuls p𝑛,𝑖 der 𝑖-ten
Iteration verursacht wird. Im Gegensatz zum Reibungsgesetz von Coulomb
wird hier nicht der Betrag des Normalenimpulses verwendet, sondern das
Produkt des Impulses mit der Kontaktnormalen. Dadurch geht das Vor-
zeichen des Normalenimpulses mit in die Berechnung ein. Aufgrund der
iterativen Vorgehensweise kann ein Impuls p𝑛,𝑖 in die Gegenrichtung der
Kontaktnormalen wirken. Daher muss der Gesamtimpuls fu¨r die Reibung
p𝑡 entsprechend kleiner werden. Dies wird durch die Beru¨cksichtigung des
Vorzeichens realisiert.
Der Reibungsimpuls p𝑡 darf die relative Tangentialgeschwindigkeit der
Kontaktpunkte auf Null reduzieren, aber diese nicht in entgegengesetzte
Richtungen beschleunigen. Der maximal zula¨ssige Impuls, der fu¨r die
aktuelle Tangentialgeschwindigkeit u𝑟𝑒𝑙,𝑡 in einem Iterationsschritt wirken
kann, wird daher wie folgt berechnet:
p𝑡,𝑚𝑎𝑥 = −
1
t𝑇Kt
u𝑟𝑒𝑙,𝑡. (3.21)
Wenn man den maximal zula¨ssigen Impuls bei der Berechnung der dyna-
mischen Reibung beru¨cksichtigt, wird der Reibungsimpuls p𝑡,𝑖 der 𝑖-ten
Iteration durch die folgende Fallunterscheidung bestimmt:
p𝑡,𝑖 =
{︃
p′𝑡,𝑖 falls t · p𝑡,𝑚𝑎𝑥 < t · p′𝑡,𝑖
p𝑡,𝑚𝑎𝑥 sonst.
Wird p𝑡,𝑚𝑎𝑥 auf die Kontaktpunkte angewendet, dann wird ihre relative
Geschwindigkeit in Tangentialrichtung Null. Im na¨chsten Iterationsschritt
muss daher u¨berpru¨ft werden, ob die Bedingung 3.20 fu¨r statische Rei-
bung erfu¨llt ist. Ist dies der Fall, tritt statische Reibung auf. Solange die
Bedingung 3.20 erfu¨llt bleibt, mu¨ssen die Reibungsimpulse dafu¨r sorgen,
dass |u𝑟𝑒𝑙,𝑡| = 0 gilt. Daher wird in jedem der folgenden Iterationsschritte
ein Reibungsimpuls mit Gleichung 3.21 bestimmt. Dieser Impuls eliminiert
die relative Tangentialgeschwindigkeit der Kontaktpunkte. Wenn die Be-
dingung fu¨r statische Reibung nicht mehr erfu¨llt ist, fangen die Ko¨rper an
zu rutschen und es mu¨ssen wieder Impulse fu¨r die dynamische Reibung
berechnet werden.
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Fu¨r alle Kollisionen und bleibende Kontakte, bei denen statische Reibung
auftritt, muss garantiert werden, dass sich die Kontaktpunkte am Ende des
iterativen Prozesses nicht relativ zueinander in Tangentialrichtung bewegen.
Daher muss dies in der Abbruchbedingung fu¨r die Iterationsschleife mit
beru¨cksichtigt werden. Der Prozess kann nur dann enden, wenn fu¨r alle
Kontakte mit statischer Reibung die Bedingung |u𝑟𝑒𝑙,𝑡| = 0 innerhalb einer
vorgegebenen Toleranz erfu¨llt ist.
3.5. Optimierung
In diesem Abschnitt sollen zwei Mo¨glichkeiten zur Optimierung der vor-
gestellten Verfahren pra¨sentiert werden. Zuna¨chst wird gezeigt, wie die
Stabilita¨t der impulsbasierten Methode erho¨ht werden kann. Dadurch
ko¨nnen auch Situationen stabil simuliert werden, in denen extreme Kra¨fte
wirken. Außerdem ko¨nnen die iterativen Prozesse in der Simulation durch
das Ausnutzen der zeitlichen Koha¨renz beschleunigt werden.
3.5.1. Erho¨hung der Stabilita¨t
Die Simulation eines Modells kann schneller durchgefu¨hrt werden, wenn
eine gro¨ßere Zeitschrittweite verwendet wird. Allerdings bedeutet dies, dass
die beno¨tigten internen Kra¨fte bzw. Impulse fu¨r die Gelenke auch gro¨ßer
werden. Dies wirkt sich wiederum direkt auf die Stabilita¨t des Verfahrens
aus. Simuliert man zum Beispiel eine Kette und zieht an beiden Enden,
dann treten in dem Moment, wo die Kette vollsta¨ndig ausgestreckt ist,
sehr große Kra¨fte auf.
Eine solche Situation kann zu Stabilita¨tsproblemen fu¨hren, wenn eine
zu große Zeitschrittweite verwendet wird. Durch die Verwendung einer
adaptiven Zeitschrittweite kann dieses Problem gelo¨st werden. Dabei wird
die Schrittweite automatisch reduziert, wenn die beno¨tigten Impulse zu
groß werden.
Eine weitere Mo¨glichkeit, die Stabilita¨t der Simulation zu erho¨hen, ist eine
Begrenzung des Korrekturimpulses fu¨r jedes Gelenk. Die Impulse bzw.
Drehimpulse, die fu¨r die Auflo¨sung der Zwangsbedingungen berechnet wer-
den, werden fu¨r einen Simulationsschritt aufsummiert. U¨berschreitet der
Betrag des resultierenden Gesamtimpulses einen vorgegebenen Grenzwert
fu¨r dessen Sta¨rke, dann wird der Impuls des aktuellen Iterationsschrittes
verkleinert, so dass der Gesamtimpuls die maximale Sta¨rke hat. Diese Be-
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grenzung verhindert, dass die Simulation in Ausnahmesituationen, in denen
extrem große Kra¨fte wirken, instabil wird. Da in einer solchen Situation
nicht der gesamte Korrekturimpuls fu¨r eine Zwangsbedingung angewendet
wird, kann sie im Allgemeinen in diesem Simulationsschritt nicht innerhalb
der vorgegebenen Toleranz erfu¨llt werden. Im na¨chsten Schritt, wenn die
kritische Situation vorbei ist, wird die Zwangsbedingung dann wieder wie
vorgegeben erfu¨llt. Dadurch ergibt sich zwar eine tempora¨re Ungenauigkeit
in der Simulation, diese tritt aber nur in den beschriebenen Ausnahmesi-
tuationen auf und ermo¨glicht eine stabile Simulation ohne eine Reduktion
der Zeitschrittweite. Das bedeutet, dass die Simulation auch in diesen
Situationen mit der gleichen Geschwindigkeit fortgefu¨hrt werden kann.
Diese Eigenschaft ist besonders fu¨r Anwendungen der virtuellen Realita¨t
und in Computerspielen von großem Interesse. In diesen Anwendungen
kann eine Benutzerinteraktion zu den beschriebenen Ausnahmesituationen
fu¨hren. Allerdings darf sich dabei die Geschwindigkeit der Simulation nicht
reduzieren, da es sich um Echtzeitanwendungen handelt.
Die Begrenzung des Gesamtimpulses erho¨ht die Stabilita¨t so sehr, dass
sogar vo¨llig zersto¨rte Mehrko¨rpersysteme wieder zusammengesetzt werden
ko¨nnen. Dies kann z. B. beim Modellieren ausgenutzt werden. Man muss an
zwei Ko¨rpern nur jeweils einen Gelenkpunkt definieren und die Simulation
sorgt dafu¨r, dass die Ko¨rper an den gewu¨nschten Punkten zusammengesetzt
werden.
3.5.2. Ausnutzen der zeitlichen Koha¨renz
Das iterative Verfahren la¨sst sich beschleunigen, indem man die zeitliche
Koha¨renz des Systems ausnutzt. Die Zeitschrittweite eines Simulations-
schrittes ist im Allgemeinen ein sehr kurzer Zeitraum. In dieser kurzen Zeit
vera¨ndert sich das simulierte Mehrko¨rpersystem nur geringfu¨gig. Daher
unterscheiden sich auch die Korrekturimpulse des na¨chsten Simulations-
schrittes nur wenig von den aktuellen. Diese Koha¨renz kann wie folgt
ausgenutzt werden. Alle Korrekturimpulse, die in einem Simulationsschritt
wa¨hrend des Iterationsprozesses fu¨r eine Bedingung berechnet werden,
werden aufsummiert und das Resultat wird fu¨r die Bedingung gespeichert.
Anstatt im na¨chsten Simulationsschritt alle Impulse komplett neu zu be-
stimmen, wird im ersten Iterationsschritt fu¨r jedes Gelenk der gespeicherte
Korrekturimpuls angewendet. Aufgrund der zeitlichen Koha¨renz handelt
es sich dabei um eine gute Approximation des gesuchten Impulses. Die
folgenden Iterationsschritte werden wie gehabt durchgefu¨hrt. Durch die
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Abbildung 3.13.: Baum-Modell mit 127 Kugelgelenken, die 128 Ko¨rper mitein-
ander verbinden
Approximation werden jedoch im Allgemeinen deutlich weniger Schritte
beno¨tigt, um eine Lo¨sung zu finden. Dadurch kann die Simulation schneller
durchgefu¨hrt werden.
3.6. Ergebnisse
In diesem Abschnitt werden die drei vorgestellten Verfahren fu¨r die Simula-
tion von Gelenken miteinander verglichen. Außerdem werden Ergebnisse fu¨r
das Verfahren zur Behandlung von Kollisionen und bleibenden Kontakten
mit Reibung diskutiert. Im Folgenden werden zuna¨chst Messwerte fu¨r die
verschiedenen Verfahren pra¨sentiert. Anschließend folgt ein ausfu¨hrlicher
Vergleich der Eigenschaften dieser Verfahren.
3.6.1. Messungen
Baummodell Die ersten Messungen werden mit einem Baummodell
(siehe Abbildung 3.13) durchgefu¨hrt. Ein a¨hnliches Modell wurde von
David Baraff in seiner Vero¨ffentlichung u¨ber das 𝑂(𝑛)-Verfahren mit
Lagrange-Multiplikatoren verwendet. Anhand dieses Modells sollen die im-
pulsbasierten Verfahren und die Verfahren mit Lagrange-Multiplikatoren
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miteinander verglichen werden. Dafu¨r wurde die Standardmethode fu¨r
Lagrange-Multiplikatoren implementiert. Das lineare Gleichungssystem
fu¨r die Multiplikatoren wird dabei mit Hilfe einer LU-Zerlegung gelo¨st.
Außerdem wurde das optimierte Verfahren von David Baraff mit linearem
Zeit- und Speicheraufwand fu¨r den Vergleich implementiert.
Das Baummodell fu¨r die Messungen ist wie folgt aufgebaut. Die Ko¨rper
im Modell sind mit Hilfe von Kugelgelenken miteinander verbunden. Diese
definieren jeweils eine dreidimensionale Positions- und Geschwindigkeitsbe-
dingung. Die La¨nge der Ko¨rper variiert mit der Tiefe im Baum und wird
nach der folgenden Formel berechnet:
𝑙 = 1,5(Maximale Tiefe−Aktuelle Tiefe) · 0,1m.
Die Ko¨rper im Baum mit 127 Gelenken haben damit eine La¨nge zwi-
schen 10 cm und 1,14 m. Die Ho¨he und Breite der Ko¨rper betra¨gt jeweils
4 cm. Außerdem wird davon ausgegangen, dass die Ko¨rper eine konstante
Dichte von 𝜌 = 600 kgm3 haben. Dadurch haben die Massen der Ko¨rper im
Baummodell der Abbildung Werte zwischen 9,6 g und 1094,4 g.
Alle Messungen werden auf einem PC mit 3.4 GHz Intel Pentium 4 Prozes-
sor und 2 GB Hauptspeicher durchgefu¨hrt. Fu¨r die numerische Integration
wa¨hrend der Simulation wird ein Runge-Kutta-Verfahren vierter Ordnung
eingesetzt. Dieses ermo¨glicht eine Integration mit einem maximalen Fehler
der Ordnung 𝑂(ℎ5), wobei ℎ die Zeitschrittweite der Simulation ist. Die
Zeitschrittweite wird auf ℎ = 130 s gesetzt, um eine Bildwiederholrate von
30 Bildern pro Sekunde zu erhalten. Mit dieser Bildwiederholrate nimmt
das menschliche Auge eine flu¨ssige Bewegung wahr. Fu¨r eine repra¨senta-
tive Messung muss das Baummodell in Bewegung gesetzt werden. Dafu¨r
wirkt im ersten Simulationsschritt ein Drehmoment von 𝜏 ext = 10Nm auf
den obersten Ko¨rper. Die Rotation u¨bertra¨gt sich anschließend auf seine
Kinder, bis der gesamte Baum rotiert.
Abbildung 3.14 zeigt die durchschnittliche Rechenzeit je Simulationsschritt,
die fu¨r die verschiedenen Verfahren gemessen wurde. Fu¨r die Messungen
wurden Baummodelle mit verschiedenen Gro¨ßen verwendet. Das kleinste
Modell hatte 32 Ko¨rper und 31 Kugelgelenke und das gro¨ßte 256 Ko¨rper
und 255 Kugelgelenke.
Die Standardmethode fu¨r Lagrange-Multiplikatoren (in der Abbildung mit
LM bezeichnet) war bei den Messungen das langsamste Verfahren. Dies
liegt daran, dass die LU-Zerlegung fu¨r die Bestimmung der Multiplikatoren
den hohen Aufwand von 𝑂(𝑛3) hat. Beim kleinsten Baummodell wurde
mit diesem Verfahren eine durchschnittliche Rechenzeit von 212,12 ms fu¨r
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Abbildung 3.14.: Durchschnittliche Rechenzeit fu¨r einen Simulationsschritt. Es
wurden Baum-Modelle unterschiedlicher Gro¨ßen mit verschiedenen Verfahren
simuliert.
jeden Simulationsschritt beno¨tigt. Das ist mehr als sechsmal langsamer
als Echtzeit. Die Methode von David Baraff (in der Abbildung mit Bar-
aff bezeichnet) schneidet deutlich besser ab, da hier die Multiplikatoren
mit einem linearem Zeitaufwand berechnet werden. Das Modell mit 63
Kugelgelenken konnte mit dieser Methode schneller als Echtzeit simuliert
werden und das na¨chstgro¨ßere Modell mit 127 Gelenken war mit einer
durchschnittlichen Rechenzeit von 35,29 ms nur sehr wenig langsamer als
Echtzeit.
Bei den impulsbasierten Verfahren wurde zuna¨chst die iterative Methode
(in der Abbildung mit iter. bezeichnet) simuliert. Da hier die Laufzeit stark
von den verwendeten Toleranzwerten abha¨ngt, wurde die Simulation mit
verschiedenen Werten durchgefu¨hrt. Die verwendeten Toleranzwerte sind
in der Abbildung in Klammern angegeben. Die angegebenen Werte wurden
dabei jeweils als maximal zula¨ssiger Abstand 𝜀𝑑 in Metern fu¨r die Positi-
onsbedingungen verwendet und fu¨r die Geschwindigkeitsbedingungen als
maximal zula¨ssige Differenzgeschwindigkeit 𝜀𝑣 in Metern pro Sekunde. Das
iterative Verfahren konvergiert bei komplexen Modellen fu¨r die sehr kleinen
Toleranzwerte von 𝜀𝑑 = 10−6 m und 𝜀𝑣 = 10−6 ms sehr langsam. Daher
ist dieses Verfahren fu¨r eine genaue Simulation von Modellen mit vielen
Zwangsbedingungen nicht geeignet. Fu¨r das Modell mit 63 Gelenken wurde
schon eine Rechenzeit von 54,25 ms beno¨tigt. Werden die gro¨ßeren Toleran-
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zwerte von 10−4 oder 10−3 verwendet, dann wird das Verfahren deutlich
schneller. Mit dem gro¨ßten Toleranzwert ist das Verfahren fu¨r alle Modelle
schneller als das optimierte Verfahren mit Lagrange-Multiplikatoren von
David Baraff. In diesem Fall kann sogar das Modell mit 127 Gelenken mit
einer durchschnittlichen Rechenzeit von 20,35 ms simuliert werden und ist
damit schneller als Echtzeit.
Die Simulation mit dem LGS-Verfahren (in der Abbildung mit LGS be-
zeichnet) wurde ebenfalls mit verschiedenen Toleranzwerten durchgefu¨hrt.
An den Ergebnissen la¨sst sich erkennen, dass sich bei diesem Verfahren die
Toleranzen fast gar nicht auf die Geschwindigkeit der Simulation auswirken.
Dies hat verschiedene Gru¨nde. Zum einen werden die Impulse fu¨r die Ge-
schwindigkeitsbedingungen bei diesem Verfahren nicht iterativ bestimmt,
sondern ko¨nnen exakt berechnet werden. Daher wird hier keine Toleranz
verwendet. Zum anderen sind auch fu¨r die Positionsbedingungen nur noch
sehr wenige Iterationsschritte notwendig, da alle Abha¨ngigkeiten in der
Gelenkstruktur im linearen Gleichungssystem beru¨cksichtigt werden und
dadurch schon in der ersten Iteration eine hohe Genauigkeit erreicht wird.
Außerdem ist der Zeitaufwand fu¨r die Faktorisierung der Matrix deutlich
ho¨her als fu¨r die anschließende Lo¨sung des Gleichungssystems. Bei einer
Messung mit dem Baummodell mit 127 Gelenken wurde festgestellt, dass
u¨ber 90 Prozent der Rechenzeit fu¨r die Faktorisierung beno¨tigt wurde. Die
Faktorisierung der Matrix muss allerdings nur einmal je Simulationsschritt
durchgefu¨hrt werden. Dagegen wird das System in jedem Iterationsschritt
einmal mit Hilfe der Faktorisierung gelo¨st. Dies wirkt sich nur geringfu¨gig
auf die Rechenzeit aus, da nur wenige Iterationsschritte no¨tig sind. Mit
dem LGS-Verfahren ko¨nnen auch komplexe Modelle mit hoher Genauigkeit
in Echtzeit simuliert werden. Bei den Messungen konnte das Verfahren
bei einem sehr kleinen Toleranzwert von 𝜀𝑑 = 10−6 m das Baummodell
mit 127 Gelenken deutlich schneller als Echtzeit simulieren. Fu¨r einen
Simulationsschritt wurden durchschnittlich 19,66 ms gerechnet. Das gro¨ßte
Modell beno¨tigte eine Rechenzeit von 59,48 ms. Bei dem gro¨ßeren Toleranz-
wert von 𝜀𝑑 = 10−3 m war die Rechenzeit fu¨r das gleiche Modell 57,72 ms.
Anhand dieses Messwertes kann man erkennen, dass die A¨nderung des
Toleranzwertes bei diesem Verfahren kaum Auswirkungen auf die Rechen-
zeit hat. Insgesamt war das LGS-Verfahren im Versuch schneller als die
schnellste Methode mit Lagrange-Multiplikatoren.
Das 𝑂(𝑛)-Verfahren (in der Abbildung mit 𝑂(𝑛) bezeichnet) ist das
schnellste impulsbasierte Verfahren und auch das schnellste Verfahren
im Vergleich. Da dieses Verfahren eine Optimierung des LGS-Verfahrens
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Abbildung 3.15.: Das Modell einer Kette mit 25 Kugelgelenken
darstellt, hat es die gleichen Eigenschaften bezu¨glich der Toleranzwerte. Da-
her wurde hier nur eine Messung mit sehr hoher Genauigkeit durchgefu¨hrt.
Dafu¨r wurde der Toleranzwert 𝜀𝑑 = 10−6 m verwendet. Das 𝑂(𝑛)-Verfahren
beno¨tigte bei den Messungen fu¨r das gro¨ßte Baummodell mit 255 Kugelge-
lenken eine durchschnittliche Rechenzeit von 13,7ms pro Simulationsschritt.
Damit war das Verfahren fast dreimal schneller als Echtzeit und ungefa¨hr
sechsmal schneller als die Lagrange-Multiplikatoren Methode von David
Baraff mit dem optimalen Aufwand.
Kette Fu¨r weitere Messungen mit den impulsbasierten Verfahren wird
das Modell einer Kette verwendet (siehe Abbildung 3.15). Die Messungen
mit diesem Modell werden auf einem PC mit 2.4 GHz Intel Core 2 Quad
Prozessor und 2 GB Hauptspeicher durchgefu¨hrt. Die simulierte Kette
besteht aus Starrko¨rpern, die an ihren Enden durch Kugelgelenke miteinan-
der verbunden sind. Die Starrko¨rper haben jeweils eine Masse von 1 kg und
sind 1 m lang, 0,1 m breit und 0,1 m tief. Die Kette ist am ersten Ko¨rper
fest aufgeha¨ngt. Fu¨r jedes Verfahren werden 60 Simulationen durchgefu¨hrt,
wobei mit jeder Simulation die La¨nge der Kette um ein Glied wa¨chst. Das
erste Modell beinhaltet ein Kugelgelenk und das letzte 60 Gelenke. Die
Zeitschrittweite der Simulation wird auf 0,01 s gesetzt. Außerdem werden
die Toleranzwerte 𝜀𝑑 = 10−6 m und 𝜀𝑣 = 10−3 m fu¨r die Positions- bzw.
die Geschwindigkeitsbedingungen verwendet.
Am Anfang jeder Simulation befindet sich die Kette parallel zum Boden.
Dann schwingt sie nach unten. Außerdem werden die Anfangsgeschwindig-
keiten der Ko¨rper auf unterschiedliche Werte gesetzt, um eine gleichma¨ßige
Bewegung der Kette zu verhindern. Dadurch ko¨nnen die Messungen unter
realistischen Bedingungen durchgefu¨hrt werden. Jede Simulation la¨uft fu¨nf
Sekunden lang. Anschließend wird die durchschnittliche Rechenzeit fu¨r
einen Simulationsschritt bestimmt.
Die Messungen werden zuna¨chst mit dem iterativen Verfahren durchgefu¨hrt.
Abbildung 3.16 zeigt die beno¨tigten Zeiten fu¨r die simulierten Modelle.
Die Werte des iterativen Verfahrens zeigen, dass die durchschnittliche
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Abbildung 3.16.: Durchschnittliche Rechenzeiten pro Simulationsschritt mit
dem iterativen Verfahren. Es wurden Ketten mit bis zu 60 Gelenken simuliert.
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Abbildung 3.17.: Durchschnittliche Rechenzeiten pro Simulationsschritt mit
dem LGS-Verfahren. Es wurden Ketten mit bis zu 60 Gelenken simuliert.
Rechenzeit sehr schnell ansteigt, wenn das Modell komplexer wird. Das
Modell mit 25 Kugelgelenken ist das letzte, das noch in Echtzeit simuliert
werden kann. Fu¨r Modelle mit mehr Zwangsbedingungen mu¨ssen gro¨ßere
Toleranzwerte verwendet werden, um eine echtzeitfa¨hige Simulation zu
ermo¨glichen.
Das LGS-Verfahren ist deutlich schneller als die iterative Methode. Dies
zeigen die Messwerte in Abbildung 3.17. Fu¨r die Faktorisierung und Lo¨sung
des Gleichungssystems wurde die Bibliothek LAPACK [ABD+90] verwen-
det. Der Toleranzwert 𝜀𝑣 wird bei dem LGS-Verfahren nicht beno¨tigt, da
dieses Verfahren immer eine exakte Lo¨sung fu¨r die Geschwindigkeitsbe-
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Abbildung 3.18.: Durchschnittliche Rechenzeiten pro Simulationsschritt mit
dem 𝑂(𝑛)-Verfahren. Es wurden Ketten mit bis zu 60 Gelenken simuliert.
dingungen liefert. Die zeitaufwendige Faktorisierung der Matrix muss nur
einmal pro Simulationsschritt durchgefu¨hrt werden, da die Matrix fu¨r einen
Zeitpunkt 𝑡 konstant ist. Da das Verfahren außerdem alle Abha¨ngigkei-
ten zwischen den Gelenken im Modell beru¨cksichtigt, kann eine genaue
Simulation komplexer Modelle sehr schnell durchgefu¨hrt werden. Anhand
der Kurve kann man erkennen, dass auch die durchschnittliche Rechenzeit
nicht so schnell ansteigt, wie beim iterativen Verfahren. Das gro¨ßte Modell
mit 60 Gelenken kann ungefa¨hr viermal schneller als Echtzeit simuliert
werden.
Abbildung 3.18 zeigt die Messwerte des impulsbasierten Verfahrens mit
linearem Zeit- und Speicheraufwand. In der Abbildung kann man deutlich
den linearen Anstieg der durchschnittlichen Rechenzeiten erkennen. Bei den
einfachen Ketten mit wenigen Gelenken sind die anderen beiden Verfahren
schneller als das 𝑂(𝑛)-Verfahren. Allerdings steigt die Rechenzeit bei
diesem Verfahren nur linear an und daher ist es am besten geeignet fu¨r
die Simulation komplexer Modelle. Die Kette mit 60 Gelenken kann mit
dem 𝑂(𝑛)-Verfahren ca. fu¨nfmal schneller als Echtzeit simuliert werden.
Kollisionen und bleibende Kontakte Mit den letzten Messungen in
diesem Abschnitt soll das vorgestellte Verfahren zur Behandlung von Kol-
lisionen und bleibenden Kontakten mit Reibung mit bekannten Ansa¨tzen
verglichen werden. Dafu¨r werden zwei verschiedene Modelle auf einem
PC mit 2.4 GHz Intel Core 2 Quad Prozessor und 2 GB Hauptspeicher
simuliert.
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Abbildung 3.19.: 1000 Wu¨rfel fallen durch einen Trichter in einen Beha¨lter
In der ersten Simulation fallen 1000 Wu¨rfel durch einen Trichter in einen
Beha¨lter (siehe Abbildung 3.19). Ein a¨quivalentes Modell wurde 2004 von
Harald Schmidl und Victor J. Milenkovic in [SM04] vorgestellt. Diese Arbeit
beschreibt ein analytisches Verfahren fu¨r die Behandlung von Kollisionen
und Kontakten mit Reibung. Bei dem Verfahren werden Optimierungsme-
thoden eingesetzt, um Impulse fu¨r die Auflo¨sung von Kontaktsituationen
zu berechnen. Die Ergebnisse in [SM04] zeigen, dass die Simulation des
Trichter-Modells mit diesem Verfahren ca. 10 Tage auf einem Pentium III
PC mit 450 MHz beno¨tigen wu¨rde. Durch einen Trick konnte die Laufzeit
deutlich verbessert werden. Ko¨rper, die sich gar nicht oder nur wenig
bewegen, werden so lange
”
eingefroren“, bis sie von einem anderen Ko¨rper
wieder angestoßen werden. In dem eingefrorenen Zustand werden sie bei
der Kollisionsbehandlung nicht mehr beru¨cksichtigt, wodurch Rechenzeit
eingespart wird. Das Einfrieren von Ko¨rpern beschleunigt die Simulation
deutlich, allerdings geht dabei Genauigkeit verloren. Durch das Einfrieren
konnte die Simulation des Modells in 9,5 Stunden durchgefu¨hrt werden.
Die Wu¨rfel im Modell aus Abbildung 3.19 haben eine Kantenla¨nge von
10 cm. Dieses Modell wurde mit dem vorgestellten Verfahren aus Ab-
schnitt 3.4 simuliert. Um genaue Ergebnisse zu erzielen, wurden die folgen-
den Parameter verwendet. Die Zeitschrittweite wurde auf einen Wert von
ℎ = 5ms gesetzt, der maximale Toleranzabstand der bleibenden Kontakte
war 𝜀𝑑 = 0,0001m und die maximale Geschwindigkeitsdifferenz der Kol-
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lisionen 𝜀𝑣 = 0,001 𝑚𝑠 . Mit diesen Parametern dauerte die Simulation ca.
220 Sekunden bis sich kein Wu¨rfel mehr bewegte. Durch das Verfahren der
Schockfortpflanzung [Gue06,Ben07a] kann die Simulation auf Kosten der
Genauigkeit deutlich beschleunigt werden. Mit diesem Verfahren wird die
Anzahl der Iterationen reduziert, die beno¨tigt wird, um die Kollisionen und
bleibenden Kontakte in einem Stapel von Ko¨rpern aufzulo¨sen. Nach einer
festgelegten Anzahl von Iterationsschritten wird ein Stapel von unten nach
oben eingefroren, um zu verhindern, dass die oberen Ko¨rper die unteren
in den Boden dru¨cken (siehe auch Abschnitt 3.1.2.1). Das vorgestellte
Modell wurde noch einmal mit Schockfortpflanzung simuliert. Nach jeweils
zehn Iterationsschritten wurde dabei mit dem Einfrieren der Stapel begon-
nen. Durch diese Vorgehensweise wurde die Simulation beschleunigt und
beno¨tigte nur noch ca. 40 Sekunden.
Die Messungen von Schmidl und Milenkovic ko¨nnen nicht direkt mit denen
in dieser Arbeit verglichen werden. Zum einen konnte das Modell aufgrund
fehlender Informationen nicht exakt nachgebaut werden und zum anderen
wurden die Simulationen auf verschiedenen Rechnern und mit unterschied-
lichen Implementierungen durchgefu¨hrt. Allerdings war die Anzahl der
Kollisionen und bleibenden Kontakte im Verlauf der beiden Simulationen
ungefa¨hr gleich groß. Daher kann man den extrem hohen Geschwindig-
keitsgewinn des neuen Verfahrens nicht allein auf die kleinen Unterschiede
im Modell und die unterschiedlichen Rechner und Implementierungen
zuru¨ckfu¨hren.
Mit dem zweiten Modell wird ein Fahrzeug simuliert, das eine Mauer
von Steinen durchbricht (siehe Abbildung 3.20). Das Fahrzeug besteht
aus Starrko¨rpern, die durch verschiedene Gelenke zusammen gehalten
werden. An jedem Rad wurden ein Stoßda¨mpfer, der aus einem Schie-
begelenk und einer geda¨mpften Feder besteht, und ein Motor eingebaut.
Außerdem wurde ein Servomotor fu¨r die Lenkung verwendet. Die Mauer
im Modell besteht aus 252 Steinen. Fu¨r die Kollisionsauflo¨sung ist dies
ein sehr komplexes Modell, da jeder Stein in der Mauer mit allen seinen
benachbarten Steinen mehrere Kontaktpunkte hat. Wenn alle Steine in der
Mauer exakt ausgerichtet sind, hat jeder Stein mit jedem benachbarten vier
Kontaktpunkte. In der Praxis treten allerdings leichte Ungenauigkeiten
auf, wodurch die Steine im Allgemeinen leicht verdreht aufeinander liegen.
In diesem Fall haben zwei benachbarte Steine bis zu acht Kontaktpunkte.
In einer Simulation wurden bis zu dem Zeitpunkt, an dem das Fahrzeug
die Mauer durchbrochen hat, deutlich mehr als 2000 Kontaktpunkte pro
Zeitschritt gemessen.
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Abbildung 3.20.: Fahrzeug, das durch eine Mauer fa¨hrt
Die stabile Simulation von gestapelten Ko¨rpern mit vielen Kontaktpunk-
ten ist eine große Herausforderung fu¨r die Kollisionsauflo¨sung. Bei dem
urspru¨nglichen impulsbasierten Ansatz zur Kollisionsbehandlung (siehe
Abschnitt 3.1.2.1) wird eine Kollision zwischen zwei Ko¨rpern in maximal
einem Kontaktpunkt aufgelo¨st. Wenn mehrere Kontakte gleichzeitig exis-
tieren, dann werden diese nacheinander behandelt. Diese Vorgehensweise
fu¨hrt zu unerwu¨nschten Vibrationen zwischen den Ko¨rpern. Bei einer
Simulation mit diesem Ansatz bringen die Vibrationen die Mauer des
Modells zum Einsturz bevor das Fahrzeug die Mauer erreicht.
Das Verfahren, das in dieser Arbeit vorgestellt wird, verwendet Zwangsbe-
dingungen fu¨r die Behandlung von Kollisionen und bleibenden Kontakten.
Solche Bedingungen werden fu¨r alle Kontaktpunkte zwischen zwei Ko¨rpern
definiert. Das bedeutet, dass alle Kollisionen bzw. bleibenden Kontakte
zwischen zwei Ko¨rpern gleichzeitig aufgelo¨st werden. Dadurch gibt es bei
diesem Verfahren keine Probleme mit Vibrationen. In der Simulation des
oben beschriebenen Modells blieb die Mauer bis zur Kollision mit dem
Fahrzeug stabil stehen. Außerdem zeigt diese Simulation, dass das Ver-
fahren die Behandlung von Kollisionen und bleibenden Kontakten bei
komplexen Modellen mit Gelenken beherrscht.
Zusammenfassend la¨sst sich sagen, dass die in dieser Arbeit vorgestellte
Behandlung von Kollisionen und bleibenden Kontakten auch bei einer
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genauen Simulation sehr schnell ist. Wenn die Genauigkeit der Ergebnisse
nicht so wichtig ist, kann das Verfahren mit Hilfe von Schockfortpflanzung
sogar noch weiter beschleunigt werden. Mit diesem Verfahren ko¨nnen kom-
plexe Mehrko¨rpersysteme mit vielen Kollisionen und bleibenden Kontakten
stabil simuliert werden.
3.6.2. Vergleich
Nachdem die Geschwindigkeiten der verschiedenen Verfahren anhand von
Messungen verglichen wurden, sollen hier auch die anderen Eigenschaften
gegenu¨bergestellt werden.
Mit der impulsbasierten Methode ko¨nnen die holonomen Positionsbedingun-
gen der Gelenke, Geschwindigkeitsbedingungen und Zwangsbedingungen in
Form einer Ungleichung simuliert werden. Die letzte Art von Bedingungen
wird fu¨r die Behandlung von Kollisionen und bleibenden Kontakten einge-
setzt. Alle Arten von Bedingungen werden auf die gleiche Weise simuliert.
Dadurch ergibt sich eine einheitliche Vorgehensweise fu¨r alle Bedingungen,
was viele Vorteile hat. Dies ermo¨glicht z. B. eine einfache Simulation der
Wechselwirkungen zwischen Gelenken und Kollisionen bzw. permanenten
Kontakten. Außerdem vereinfacht es die Implementierung deutlich. Im
Gegensatz zur impulsbasierten Methode unterstu¨tzen die vorgestellten Ver-
fahren mit Lagrange-Multiplikatoren keine Zwangsbedingungen in Form
einer Ungleichung, da die zugeho¨rigen Multiplikatoren nicht mit einem
linearen Gleichungssystem bestimmt werden ko¨nnen. Die Methode der
reduzierten Koordinaten basiert auf der Ausnutzung der Eigenschaften von
holonomen Bedingungen. Daher werden von diesem Verfahren weder Ge-
schwindigkeitsbedingungen noch Bedingungen in Form einer Ungleichung
direkt unterstu¨tzt.
Einer der gro¨ßten Vorteile der impulsbasierten Verfahren ist deren Stabili-
ta¨t. Da die Impulse fu¨r die Positionsbedingungen mit Hilfe einer Vorschau
bestimmt werden, wird ein zula¨ssiger Zustand aus jeder Situation direkt
angesteuert. Daher ko¨nnen auch Modelle, die sich in einem unzula¨ssigen
Zustand befinden, wieder korrigiert werden. Dies ist eine sehr wichtige
Eigenschaft der impulsbasierten Methode, denn sie ermo¨glicht die Verwen-
dung von gro¨ßeren Zeitschrittweiten, ohne dass die Simulation dabei instabil
wird. Die Methode der Lagrange-Multiplikatoren hat dagegen ein Stabili-
ta¨tsproblem, das nur durch ein zusa¨tzliches Stabilisierungsverfahren gelo¨st
werden kann (siehe Abschnitt 3.1.1.2). In [SBP05a, SB05] wird gezeigt,
dass die impulsbasierte Methode ein geeignetes Stabilisierungsverfahren fu¨r
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die Lagrange-Multiplikatoren-Methode ist und bessere Ergebnisse liefert
als das oft verwendete Verfahren von Joachim Baumgarte [Bau72]. Wenn
die Summe der Impulse, die wa¨hrend eines Simulationsschrittes auf die
Ko¨rper eines Gelenks einwirken, beschra¨nkt ist, kann mit dem impulsbasier-
ten Verfahren sogar ein vo¨llig zersto¨rtes Modell wieder zusammengesetzt
werden. Dies funktioniert, da jeder Impuls den Abstand zwischen den
Gelenkpunkten verkleinert (Beweis in [Ben07a]). Die Beschra¨nkung der
Impulse wird beno¨tigt, da das Verfahren ansonsten versucht, das Modell in
einem einzigen Zeitschritt zusammenzusetzen. Dies wu¨rde zu numerischen
Problemen fu¨hren, wenn zwei zusammengeho¨rige Gelenkpunkte sehr weit
auseinander liegen, da in diesem Fall der resultierende Korrekturimpuls
sehr groß wird.
In Echtzeitanwendungen muss die Simulation eines Zeitschrittes nach einer
vorgegebenen Zeit abgeschlossen sein. Die beno¨tigte Dauer der Berech-
nungen kann beim iterativen Verfahren allerdings nicht garantiert werden.
Wenn z. B. in einem Zeitschritt sehr große Kra¨fte auftreten, dann kann die
Berechnung der Impulse la¨nger beno¨tigen als die vorgegebene Maximaldau-
er. Durch die Stabilita¨tseigenschaften der impulsbasierten Methode kann
die Berechnung der Impulse jedoch in einem Zeitschritt jederzeit abge-
brochen werden. Bei einem vorzeitigen Abbruch werden die vorgegebenen
Toleranzwerte zwar nicht erreicht, aber dieser Fehler wird im folgenden
Simulationsschritt wieder korrigiert. Dadurch kann die Echtzeitbedingung
erfu¨llt werden, auch wenn tempora¨r große Kra¨fte auf die Ko¨rper einwirken.
In Versuchen konnte gezeigt werden, dass die Simulation selbst dann stabil
bleibt, wenn fu¨r jeden Zeitschritt nur eine einzige Iteration durchgefu¨hrt
wird.
Eine weitere Mo¨glichkeit zur Steigerung der Geschwindigkeit der impuls-
basierten Verfahren besteht in der Vernachla¨ssigung der Geschwindig-
keitsbedingungen der Gelenke. Diese sind fu¨r eine stabile Simulation nicht
essentiell. Allerdings wird durch sie eine ho¨here Genauigkeit erreicht. Wenn
man diese Bedingungen bei der Simulation nicht beru¨cksichtigt, wird die
Simulation auf Kosten der Genauigkeit schneller.
Die Methode mit reduzierten Koordinaten ermo¨glicht sehr genaue Simu-
lationen. Die Genauigkeit ha¨ngt hier direkt vom numerischen Fehler des
verwendeten Integrationsverfahrens ab. Fu¨r das Verfahren mit Lagrange-
Multiplikatoren wird ein zusa¨tzliches Stabilisierungsverfahren beno¨tigt,
um zu vermeiden, dass die beiden Ko¨rper eines Gelenks in Folge nume-
rischer Fehler auseinander driften. Daher ha¨ngt die Genauigkeit dieses
Verfahrens nicht nur vom numerischen Integrationsverfahren, sondern auch
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von der Genauigkeit des verwendeten Stabilisierungsverfahrens ab. Bei
den impulsbasierten Verfahren werden die Zwangsbedingungen durch die
Bestimmung von Korrekturimpulsen aufgelo¨st. Fu¨r die Positionsbedingun-
gen wird dabei ein Toleranzwert verwendet, der definiert, wie groß der
Abstand der Gelenkpunkte maximal sein darf. Durch diesen Toleranzwert
wird der maximal zula¨ssige Fehler der Bedingungen festgelegt. Die neuen
Positionen und Geschwindigkeiten der Ko¨rper werden durch Integration
bestimmt. Dabei werden nur externe Kra¨fte beru¨cksichtigt, da die internen
Kra¨fte durch die Impulse simuliert werden. Wenn die externen Kra¨fte
u¨ber die La¨nge eines Zeitschrittes konstant sind, dann ko¨nnen die Glei-
chungen fu¨r die translatorischen Bewegungsparameter sogar exakt gelo¨st
werden. Bei der Bestimmung der neuen Werte der rotatorischen Parameter
muss im Allgemeinen ein numerisches Integrationsverfahren eingesetzt
werden. Daher ha¨ngt die Genauigkeit der impulsbasierten Verfahren von
den Toleranzwerten fu¨r die Zwangsbedingungen und von dem numerischen
Integrationsverfahren ab.
4. Simulation deformierbarer
Ko¨rper
Dieses Kapitel beschreibt, wie die impulsbasierten Verfahren fu¨r die Simula-
tion deformierbarer Ko¨rper erweitert werden. Deformierbare Ko¨rper haben
die Eigenschaft, dass sie wa¨hrend der Simulation ihre Form vera¨ndern
ko¨nnen. Dadurch haben diese Ko¨rper gegenu¨ber Starrko¨rpern zusa¨tzliche
Freiheitsgrade.
Es wird zwischen verschiedenen Arten von deformierbaren Ko¨rpern un-
terschieden. Mit eindimensionalen verformbaren Ko¨rpern lassen sich Seile
und Haare simulieren. Die zweidimensionalen Ko¨rper werden z. B. fu¨r die
Simulation von Textilien verwendet. Schließlich gibt es noch die dreidimen-
sionalen deformierbaren Ko¨rper, die von der Simulation von Gummi bis hin
zur Simulation von Organen in medizinischen Anwendungen zum Einsatz
kommen. Diese Arbeit konzentriert sich auf die letzten beiden Arten von
deformierbaren Ko¨rpern. Die Simulation eindimensionaler deformierbarer
Ko¨rper wird ebenfalls in den folgenden Abschnitten gezeigt. Allerdings ist
die Simulation von Haaren inzwischen ein eigenes Forschungsgebiet, bei
dem nicht die Simulation deformierbarer Ko¨rper im Vordergrund steht.
Die physikalische Genauigkeit ist hier nur nebensa¨chlich, solange ein visuell
plausibles Ergebnis erzielt wird. Viel wichtiger ist die Geschwindigkeit der
Haarsimulation, weshalb oft nur einige Referenzhaare simuliert werden,
an denen sich dann ganze Haarstra¨hnen orientieren (siehe z. B. [SLF08]).
Solche Simulationen kommen inzwischen oft in Computeranimationen und
Spielen zum Einsatz. Die Simulation von Seilen ist zwar kein großes An-
wendungsgebiet fu¨r die physikalische Simulation, trotzdem existieren auch
hier bereits Forschungsarbeiten, die sich aber hauptsa¨chlich auf spezielle
Probleme konzentrieren. Die Arbeit von Jonas Spillmann beschreibt z. B.
ein adaptives Kontaktmodell fu¨r die Simulation von Knoten [ST08].
Fu¨r die Simulation werden verformbare Ko¨rper durch ein vereinfachtes
Modell angena¨hert. Dieses Modell besteht aus Partikeln, die durch ein Netz
von Zwangsbedingungen verbunden sind. Die Bedingungen mu¨ssen dabei
so gewa¨hlt werden, dass die gewu¨nschten Verformungen nicht eingeschra¨nkt
werden. Zusa¨tzliche Zwangsbedingungen ergeben sich, wenn deformierbare
Ko¨rper durch Gelenke miteinander verbunden werden sollen. Insgesamt
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entsteht ein Mehrko¨rpersystem, das mit Hilfe von Impulsen simuliert
werden kann.
In diesem Kapitel steht die Simulation mit Partikeln im Vordergrund,
da die Modelle der deformierbaren Ko¨rper aus Partikeln bestehen. Wenn
ein deformierbarer Ko¨rper sehr gut durch ein Partikelmodell angena¨hert
werden soll, entsteht ein sehr komplexes Mehrko¨rpersystem mit sehr vielen
Partikeln und Zwangsbedingungen. Allerdings ko¨nnen solche Mehrko¨rper-
systeme schneller simuliert werden als die bereits vorgestellten Systeme
mit Starrko¨rpern, da Partikel wesentlich einfacher zu handhaben sind.
Im Folgenden wird gezeigt, dass deformierbare Ko¨rper mit der gleichen
Vorgehensweise simuliert werden ko¨nnen wie Starrko¨rpersysteme. Diese
einheitliche Vorgehensweise hat verschiedene Vorteile. Die bereits vor-
gestellten Verfahren fu¨r Mehrko¨rpersysteme ko¨nnen fu¨r die Simulation
von verformbaren Ko¨rpern erweitert werden. Die Verbindung zwischen
deformierbaren Ko¨rpern und Starrko¨rpern durch Zwangsbedingungen la¨sst
sich daher sehr einfach umsetzen. Dadurch ko¨nnen die verschiedenen Ko¨r-
perarten durch Gelenke miteinander verbunden werden oder miteinander
kollidieren.
Im na¨chsten Abschnitt werden die wichtigsten verwandten Arbeiten pra¨-
sentiert. Der darauf folgende Abschnitt stellt einige Grundlagen vor, die
fu¨r die Simulation von deformierbaren Ko¨rpern beno¨tigt werden. Anschlie-
ßend wird gezeigt, wie das impulsbasierte Verfahren fu¨r die Simulation
von Textilien erweitert wird. Fu¨r die Textilsimulation werden verschiede-
ne Methoden zur Berechnung der beno¨tigten Impulse vorgestellt. Diese
Methoden werden am Ende des Abschnitts anhand von Messwerten mit-
einander verglichen. Im Anschluss wird die Simulation von Weichko¨rpern
mit impulsbasierten Verfahren beschrieben. Durch Zwangsbedingungen
wird dabei das Volumen der Weichko¨rper erhalten. Die Volumenerhaltung
ist eine Eigenschaft, die von vielen bereits bekannten Verfahren fu¨r die
Simulation von Weichko¨rpern nicht garantiert werden kann.
4.1. Verwandte Arbeiten
4.1.1. Simulation deformierbarer Ko¨rper
Ein Masse-Feder-System ist ein sehr einfaches Modell fu¨r die Simulation
deformierbarer Ko¨rper [Mil88,CHP89]. Bei diesem Modell werden Partikel
mit Hilfe von Federn bzw. geda¨mpften Federn verbunden. Dadurch entsteht
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ein Netz von Partikeln, das den deformierbaren Ko¨rper in der Simulation
repra¨sentiert. Zwei verbundene Partikel ko¨nnen dabei frei umeinander ro-
tieren, wa¨hrend die Feder dazu dient, den Abstand der Partikel mo¨glichst
beizubehalten. Die La¨nge der Feder gibt den Abstand vor, der erhalten
werden soll. Wenn sich der Abstand zweier verbundener Partikel a¨ndert
und dadurch die vorgegebene Distanz nicht erreicht wird, dann wirkt eine
Federkraft auf die Partikel, die proportional zum entstandenen Fehler ist.
Durch die Federn werden die simulierten Modelle elastisch. Die Simulation
mit Masse-Feder-Systemen ist sehr einfach zu implementieren und kann
auch parallel durchgefu¨hrt werden. Joachim Georgii und Ru¨diger Wes-
termann haben dies z. B. auf einem Graphikprozessor umgesetzt [GW05].
Der Nachteil von Masse-Feder-Systemen liegt darin, dass eine maximale
Ausdehnung des simulierten Materials nicht garantiert werden kann. Au-
ßerdem ko¨nnen Eigenschaften, wie die Volumenerhaltung, nicht realisiert
werden.
Das Ziel bei der Simulation eines deformierbaren Ko¨rpers ist eine rea-
listische Nachahmung seiner Eigenschaften. Terzopoulos et al. haben
in [TPBF87] das erste allgemeine Modell fu¨r die physikalische Simulation
von zwei- und dreidimensionalen deformierbaren Ko¨rpern in der Compu-
tergraphik vorgestellt. Seitdem hat sich die Forschung auf dem Gebiet der
verformbaren Ko¨rper stark weiterentwickelt. In ihrer Arbeit verwenden
Terzopoulos et al. Energiefunktionen, um den natu¨rlichen Zustand eines
Ko¨rpers wiederherzustellen. Die Energie ist nur dann ungleich Null, wenn
sich der simulierte Ko¨rper verformt hat. Außerdem werden externe Kra¨fte,
die z. B. durch Gravitation oder Kollisionen entstehen, beru¨cksichtigt. Mit
Hilfe einer Diskretisierung wird die Bewegung durch ein System von Diffe-
rentialgleichungen beschrieben. Terzopoulos et al. haben in ihrer Arbeit
sowohl direkte Lo¨sungsverfahren als auch Relaxationsverfahren eingesetzt,
um die anschließende semi-implizite Integration u¨ber die Zeit durchzu-
fu¨hren. Diese Technik ist allerdings nicht fu¨r die Simulation komplexer
Modelle geeignet.
4.1.2. Simulation von Textilien
Einen U¨berblick u¨ber die Forschung im Bereich der Textilsimulation findet
man in den Arbeiten von Donald H. House et al. [HB00], von Robert
E. Bridson [Bri03] sowie von Nadia Magnenat-Thalmann und Pascal
Volino [MTV05]. Aktuelle Probleme in diesem Forschungsgebiet werden
in [CK05] diskutiert. Fu¨r die Simulation von Textilien wird meistens
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ein Netz von Partikeln als Modell verwendet. Durch ein solches Netz
wird die kontinuierliche Verformung des simulierten Materials diskretisiert.
Ein ho¨her aufgelo¨stes Netz fu¨hrt daher zu einer natu¨rlicheren Bewegung.
Allerdings kostet dies mehr Rechenzeit.
Die Simulation von Textilien wird bereits seit u¨ber 20 Jahren erforscht.
1986 stellte Jerry Weil in [Wei86] Techniken vor, um realistische Bilder
von ha¨ngenden Textilien zu erzeugen, die an festen Punkten aufgeha¨ngt
sind. Die ersten Arbeiten in der Computergraphik fu¨r eine Simulation
von Textilien wurden von Terzopoulos et al. pra¨sentiert [TPBF87,TF88].
Spa¨ter wurde die Genauigkeit der Textilsimulation verbessert, indem Kol-
lisionen mit einem Ko¨rpermodell und mit dem Textilmodell selbst bei der
Simulation beru¨cksichtigt wurden [LMTT91,YMT93]. Terzopoulos et al.
verwenden in ihrer Arbeit ein semi-implizites Integrationsverfahren. In
den folgenden Jahren wurden dagegen meistens explizite Integrationsver-
fahren verwendet, wie das Euler- oder das Runge-Kutta-Verfahren (siehe
z. B. [BHW94,CYTT92]), da diese deutlich schneller sind. Diese Verfahren
haben allerdings den Nachteil, dass große Federkonstanten im Modell zu
steifen Differentialgleichungen fu¨hren ko¨nnen [HES03]. Solche Federkon-
stanten werden in Masse-Feder-Modellen beno¨tigt, wenn die Eigenschaften
von relativ unelastischen Materialien in der Simulation mo¨glichst exakt
abgebildet werden sollen. Absolut unelastische verformbare Materialien
ko¨nnen mit diesen Modellen nicht simuliert werden, da bei solchen Mate-
rialien unendlich große Federkonstanten beno¨tigt wu¨rden.
Xavier Provot verwendet in [Pro95] einen iterativen Nachbearbeitungs-
schritt, um die maximale Ausdehnung eines Masse-Feder-Modells zu be-
schra¨nken. In diesem Schritt wird die aktuelle Distanz der verbundenen
Partikel im Modell betrachtet. Wenn die Distanz zweier Partikel mit einer
Verbindung die La¨nge der urspru¨nglichen Verbindung um eine vorgegebe-
ne Toleranz u¨berschreitet, werden die Positionen der Partikel vera¨ndert,
bis die Distanz den maximalen Toleranzwert erreicht. Es wurde gezeigt,
dass diese Vorgehensweise deutlich effizienter ist, als eine Erho¨hung der
Federkonstanten, wenn die Toleranz u¨berschritten wird. Allerdings hat die
Verschiebung der Partikel den Nachteil, dass dadurch Selbstdurchdringun-
gen des Textilmodells entstehen ko¨nnen. Robert E. Bridson et al. lo¨sen
dieses Problem in [BFA02] durch die folgende Vorgehensweise. Zuna¨chst
wird ein Simulationsschritt fu¨r das Textilmodell ohne Kollisionen durchge-
fu¨hrt. Dann werden mit Hilfe der durchschnittlichen Geschwindigkeiten
der Partikel die Kollisionen mit Reibung aufgelo¨st. Dabei werden die Ge-
schwindigkeiten durch Impulse vera¨ndert. Durch eine lineare Bewegung der
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urspru¨nglichen Partikelpositionen mit den berechneten Geschwindigkeiten
ergeben sich die endgu¨ltigen Positionen, wenn keine weiteren Kollisionen
auftreten. Die Kollisionen werden in einer Schleife aufgelo¨st, die endet,
wenn das Modell durchdringungsfrei ist. Um den Rechenaufwand dieser
Schleife zu reduzieren, schlagen Bridson et al. vor, die Schleife nach weni-
gen Iterationen abzubrechen und eine Sonderbehandlung durchzufu¨hren.
Bei dieser Sonderbehandlung werden Partikel, die zu einer Durchdringung
fu¨hren wu¨rden, zu einem Starrko¨rper zusammengefasst und gemeinsam
bewegt, so dass sich die Partikel relativ zueinander nicht bewegen ko¨nnen
und damit auch keine Durchdringung mo¨glich ist.
Besonders bei sehr unelastischen Modellen treten mit den expliziten Inte-
grationsverfahren Probleme auf. Aus diesem Grund wurden von einigen
Forschungsgruppen die impliziten Verfahren wiederentdeckt. David Baraff
und Andrew Witkin vero¨ffentlichten in [BW98] ein Verfahren, das auf im-
pliziter Integration basiert. Es konnte gezeigt werden, dass die Verwendung
einer impliziten Methode die Stabilita¨t der Simulation verbessert. Dadurch
ko¨nnen gro¨ßere Zeitschritte durchgefu¨hrt werden, was die Geschwindigkeit
der Simulation deutlich erho¨ht. Allerdings muss bei dieser Methode in
jedem Simulationsschritt ein System von im Allgemeinen nichtlinearen
gewo¨hnlichen Differentialgleichungen gelo¨st werden. Die Arbeit von David
Baraff und Andrew Witkin gab den Ausschlag dafu¨r, dass weitere Gruppen
den Einsatz von impliziten Verfahren erforschten [HE01,VT00,VMT01].
In den folgenden Jahren gab es dann einige Arbeiten, die durch eine
Mischung von impliziten und expliziten Verfahren die Geschwindigkeit
der Simulation erho¨hten [EEH00, BMF03]. Diese gemischten Verfahren
werden auch als IMEX-Methoden bezeichnet. Explizite Verfahren sind bei
der Simulation von unelastischen Modellen ungeeignet, wa¨hrend implizite
Verfahren den Nachteil haben, dass ein System von nichtlinearen Diffe-
rentialgleichungen gelo¨st werden muss. Die grundsa¨tzliche Idee bei den
gemischten Verfahren ist die Aufspaltung der Differentialgleichungssyste-
me bei Modellen, die teilweise unelastisch sind. Die unelastischen Teile
werden dann mit Hilfe eines impliziten Verfahrens gelo¨st und die elasti-
schen Teile durch ein explizites Verfahren. Durch diese Vorgehensweise
mu¨ssen elastische Teile nicht mit der zeitaufwendigen impliziten Methode
behandelt werden, sondern ein schnelles explizites Verfahren kommt zum
Einsatz. Insgesamt wird die Simulation durch diese Aufteilung erheblich
beschleunigt.
Min Hong et al. verwenden in [HCJ+05] ein Partikelmodell, wobei die
Partikel mit Hilfe von Federkra¨ften zusammengehalten werden. Wenn die
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Ausdehnung des Modells 10% u¨berschreitet, werden Zwangsbedingungen
fu¨r den Abstand der Partikel definiert, um eine weitere Ausdehnung zu
verhindern. Diese Zwangsbedingungen werden mit Hilfe der Berechnung
von Lagrange-Multiplikatoren behandelt. Da nur die u¨berdehnten Federn
im linearen Gleichungssystem der Multiplikatoren beru¨cksichtigt werden,
ist das System relativ klein und kann daher schnell gelo¨st werden.
In [GHF+07] stellen Rony Goldenthal et al. eine schnelle Projektionsmetho-
de vor, mit der die Ausdehnung des Textilmodells verhindert wird. Dabei
werden die Lagrange-Multiplikatoren fu¨r die Zwangsbedingungen im Modell
bestimmt. Um die Methode einfach in ein bestehendes Simulationsver-
fahren einzubinden, wird eine Implementierung als Geschwindigkeitsfilter
vorgeschlagen. Dadurch ist eine Zusammenarbeit mit anderen Teilen der
Simulation, die die Geschwindigkeiten der Ko¨rper vera¨ndern (wie z. B. die
Kollisionsauflo¨sung), einfach mo¨glich.
Bei der Verwendung mehrerer Geschwindigkeitsfilter oder mehrerer Vor-
bzw. Nachbearbeitungsschritte ergibt sich das folgende Problem. Wenn die
einzelnen Schritte unabha¨ngig voneinander arbeiten, kann eine Bedingung,
die bereits erfu¨llt wurde, von einem spa¨teren Schritt wieder verletzt werden.
Eine genaue Simulation mit Zwangsbedingungen kann daher nur dann
durchgefu¨hrt werden, wenn die Abha¨ngigkeiten zwischen den einzelnen
Schritten beru¨cksichtigt werden.
Matthias Mu¨ller et al. pra¨sentieren in [MHHR07] einen Ansatz, der mit geo-
metrischen Zwangsbedingungen arbeitet. Die meisten Simulationsmethoden
definieren Bedingungen fu¨r die Beschleunigungen oder die Geschwindigkei-
ten der Ko¨rper bzw. Partikel. Anschließend werden die Beschleunigungen
oder Geschwindigkeiten so vera¨ndert, dass die Bedingungen erfu¨llt werden.
Die neuen Positionen werden dann mit Hilfe numerischer Integration be-
stimmt. Das Verfahren von Matthias Mu¨ller et al. arbeitet dagegen direkt
mit den Positionen. In jedem Simulationsschritt wird zuna¨chst mit Hilfe
einer expliziten Euler-Integration eine Vorschau der Positionen bestimmt.
Anschließend werden die Zwangsbedingungen in einem iterativen Prozess
erfu¨llt. Die Geschwindigkeit eines Ko¨rpers wird am Ende des Simulati-
onsschritts durch die Vera¨nderung seiner Position approximiert. Durch
die direkte Manipulation der Positionen ist die Simulation besser steuer-
bar. Allerdings ko¨nnen mit dem Verfahren keine physikalisch korrekten
Ergebnisse erzielt werden.
Viele Arbeiten haben das Ziel, visuell plausible Ergebnisse mo¨glichst schnell
zu erreichen. Die Genauigkeit der Simulation ist dabei nebensa¨chlich.
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Mit diesem Ziel ko¨nnen verschiedene Vereinfachungen bei der Simulation
vorgenommen werden, die den Berechnungsaufwand verringern.
Mark Meyer et al. verwenden einen Filter fu¨r die auftretenden Kra¨fte,
um die Stabilita¨t der Simulation zu erho¨hen [MDDB01]. Außerdem wird
die implizite Integration durch eine explizite Methode angena¨hert. Da-
durch wird eine ho¨here Geschwindigkeit bei der Berechnung erreicht. Die
auftretenden Fehler werden nach der Integration korrigiert, um plausible
Ergebnisse zu erzielen.
Young-Min Kang et al. pra¨sentieren in [KCC+00] eine Methode, um die
implizite Integration eines Masse-Feder-Modells zu approximieren. Durch
diese Approximation kann die Integration wesentlich schneller durchgefu¨hrt
werden und bleibt trotzdem stabil. In [KC02] wird dieser Ansatz erweitert.
Fu¨r eine schnellere Simulation wird das Textilmodell in zwei Schichten
unterteilt. Eine Schicht beinhaltet das hoch aufgelo¨ste Netz, das simuliert
werden soll, und eine weitere eine gering aufgelo¨ste Version des Modells.
Das grobe Netz wird fu¨r die Simulation der globalen Bewegung verwendet,
wa¨hrend das feine Netz dazu dient, realistische Falten und Details des
Textilmodells abzubilden.
Um die Simulation zu beschleunigen, verwenden einige Arbeiten adaptive
Methoden, wie z. B. in [ST08]. Dabei wird eine hohe Auflo¨sung des Modells
nur dann verwendet, wenn dies auch notwendig ist. An Stellen, an denen
das Modell wenig verformt wird, wird nur eine grobe Auflo¨sung beno¨tigt.
Dadurch wird das Gesamtmodell vereinfacht und die Simulation beschleu-
nigt. Eitan Grinspun et al. stellen in [GKS02] sogar ein Framework fu¨r die
Simulation mit adaptiven Algorithmen vor.
Bei der Simulation nicht dehnbarer Textilien kann es zu einer Verklemmung
des Modells kommen [LTJ07]. In Abschnitt 4.3.5 wird gezeigt, wie dieses
Problem fu¨r die Kleidungssimulation mit der impulsbasierten Simulati-
onsmethode gelo¨st wird. Verklemmungen ko¨nnen auch bei der Simulation
dreidimensionaler elastischer Ko¨rper auftreten. Zum Beispiel bei der Simu-
lation mit einer linearen Finite-Elemente-Methode kann eine sehr große
Poissonzahl zu diesem Problem fu¨hren. Eine große Poissonzahl wird be-
no¨tigt, wenn das Volumen des Modells erhalten werden soll. Irving et
al. [ISF07] zeigen in ihrer Arbeit, dass eine Volumenerhaltung ohne Ver-
klemmung mo¨glich ist, wenn das Volumen nicht fu¨r jedes Tetraederelement
einzeln, sondern fu¨r alle direkt benachbarten Elemente gleichzeitig korri-
giert wird. Im Gegensatz dazu verwenden Kaufmann et al. [KMBG09] eine
Galerkin Finite-Elemente-Methode, die auf nicht-konformen oder diskonti-
nuierlichen Ansatzfunktionen basiert, um das Problem zu lo¨sen. English
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und Bridson [EB08] lo¨sen das Verklemmungsproblem fu¨r nicht dehnbare
Textilien durch die Verwendung eines nicht-konformen Simulationsmo-
dells.
4.1.3. Simulation von deformierbaren
Volumenko¨rpern
In den letzten Jahren gab es im Bereich der Computergraphik viele Ar-
beiten, die sich mit der dynamischen Simulation deformierbarer Ko¨rper
bescha¨ftigen. Allerdings produzieren die meisten dieser Arbeiten nur visuell
plausible Ergebnisse. Die Genauigkeit wird oft zugunsten der Geschwin-
digkeit vernachla¨ssigt. Fu¨r eine genaue Simulation eines deformierbaren
Volumenko¨rpers, der nicht komprimierbar ist, muss das Volumen des Ko¨r-
pers in jedem Simulationsschritt erhalten bleiben. Die Umsetzung dieser
Eigenschaft der Ko¨rper ist allerdings schwer und kostet einen hohen Re-
chenaufwand. Da das Ziel vieler Arbeiten eine interaktive Simulation ist,
wird die Volumenerhaltung dabei meistens nicht gewa¨hrleistet.
In einer der ersten Arbeiten u¨ber deformierbare Objekte in der Computer-
graphik [TPBF87] wurde die Finite-Differenzen-Methode fu¨r die Simulation
verwendet. Spa¨ter wurden weitere Verfahren untersucht, wie die Finite-
Elemente-Methode [OH99], die Finite-Volumen-Methode [TBHF03], die
Randelementmethode [JP99] und Masse-Feder-Systeme [DSB99]. Einen
U¨berblick u¨ber die physikalisch basierte Simulation deformierbarer Ko¨r-
per in der Computergraphik geben die Arbeiten von Gibson und Mir-
tich [GM97] und Nealen et al. [NMK+05].
Matthias Teschner et al. stellen in [THMG04] eine Methode fu¨r die dyna-
mische Simulation von deformierbaren Ko¨rpern vor. Ein deformierbarer
Ko¨rper wird in der Simulation durch ein Netz von Partikeln repra¨sentiert,
die durch Kra¨fte zusammengehalten werden. Diese Kra¨fte werden aus einer
Energiefunktion abgeleitet, die die Energie der Deformation beschreibt.
Mit dieser Methode ist die interaktive Simulation von Tetraeder- und Drei-
ecksnetzen mit mehreren Tausend Primitiven mo¨glich. Außerdem ko¨nnen
plastische und elastische Verformungen simuliert werden. Allerdings wird
dabei die Volumenerhaltung der Ko¨rper nicht garantiert.
Matthias Mu¨ller et al. pra¨sentieren in [MHTG05] das geometrisch motivier-
te Shape-Matching-Verfahren fu¨r deformierbare Ko¨rper. Ein deformierbarer
Ko¨rper ist dabei durch eine Menge von Partikeln gegeben. Fu¨r die Simu-
lation werden keine Informationen u¨ber die Verbindungen zwischen den
Partikeln beno¨tigt. Die urspru¨ngliche Form des Ko¨rpers wird zu Beginn
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der Simulation gespeichert. In jedem Simulationsschritt wird diese Form
dann mo¨glichst passend u¨ber die aktuellen Positionen der Partikel gelegt.
Dadurch werden die Zielpositionen der Partikel bestimmt. Mit Hilfe dieser
Zielpositionen werden die Geschwindigkeiten der Partikel vera¨ndert. Die
endgu¨ltigen Positionen werden dann mit Hilfe eines expliziten Integrations-
verfahrens berechnet. Die Volumenerhaltung des simulierten Ko¨rpers kann
mit diesem Verfahren nicht gewa¨hrleistet werden. Große Deformationen
ko¨nnen mit dem Shape-Matching-Verfahren mit Hilfe von u¨berlappenden
Regionen simuliert werden, fu¨r die jeweils eigene Zielpositionen berechnet
werden. Rivers und James [RJ07] stellen eine schnelle Summationstech-
nik fu¨r regula¨re Gitter vor, mit der die Zielpositionen der u¨berlappenden
Regionen in linearer Zeit bestimmt werden ko¨nnen. Fierz et al. [FSAH12]
verwenden das Shape-Matching-Verfahren zur Stabilisierung von Finite-
Elemente-Simulationen mit einem expliziten Integrationsverfahren und
ko¨nnen dadurch gro¨ßere Zeitschrittweiten verwenden.
Im Bereich der Simulation mit der Finite-Elemente-Methode wird von
Geoffrey Irving et al. in [ISF07] ein Ansatz fu¨r die Simulation von defor-
mierbaren Modellen vorgestellt. Dieser Ansatz wird von einem Verfahren
fu¨r die Simulation von Flu¨ssigkeiten abgeleitet. Das simulierte Modell wird
mit dem Verfahren von Joseph Teran et al. [TMFB05] in Tetraeder zerlegt.
Fu¨r das resultierende Tetraedermodell soll das Volumen erhalten werden.
Allerdings wird nicht das Volumen von jedem einzelnen Tetraeder erhalten,
da es im Allgemeinen mehr Tetraeder als Freiheitsgrade im Modell gibt
und es daher zu einer Blockierung des Modells kommen wu¨rde. Stattdessen
werden die Tetraeder, die sich in einer direkten Nachbarschaft zu einem
Partikel befinden, zusammen betrachtet.
Das Thema einiger Arbeiten ist die Beschleunigung existierender Simulati-
onsverfahren. Wu et al. [WDGT01] stellen beispielsweise einen adaptiven
Ansatz fu¨r nichtlineare finite Elemente vor, der auf der Verwendung von
progressiven Netzen basiert [Hop96]. Debunne et al. [DDCB01] zeigen eine
Technik fu¨r kontinuierliche Modelle mit einer automatischen Anpassung
des Detailgrads von Raum und Zeit. Diese Technik verwendet eine adaptive
Zeitschrittweite und eine Hierarchie von Tetraedernetzen fu¨r die Simula-
tion. In der Arbeit von Capell et al. [CGC+02] wird eine hierarchische
Basis auf dem Kontrollgitter definiert, um eine adaptive Anpassung des
Detailgrads und damit eine interaktive Simulation zu ermo¨glichen. Grin-
spun et al. [GKS02] a¨ndern nicht den Detailgrad der Elemente, sondern
den der Basisfunktionen, um auf diese Weise den Rechenaufwand zu redu-
zieren. Eine adaptive Variante des Shape-Matching-Verfahrens wird von
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Steinemann et al. [SOG08] vorgestellt, die das Verfahren von Rivers und
James [RJ07] um eine Octree-Repra¨sentation des Modells erweitern. Adap-
tive Verfahren verbessern die Geschwindigkeit der Simulation, allerdings
auf Kosten der Genauigkeit. Eine Alternative zu adaptiven Methoden sind
Modellreduktionstechniken. Barbicˇ und James [BJ05] verwenden eine Inte-
grationsmethode fu¨r einen vorberechneten Unterraum, um die Simulation
von deformierbaren Ko¨rpern zu beschleunigen. Wenn der Unterraum nicht
optimal gewa¨hlt ist, kann dies jedoch zu einer deutlichen Einschra¨nkung
der Deformationen fu¨hren.
Ein weiteres interessantes Thema, das von vielen Autoren aufgegriffen
wurde, ist die numerische Stabilita¨t. Das Verfahren von Terzopoulos et
al. [TPBF87] ist fu¨r Modelle mit einer hohen Steifigkeit numerisch schlecht
konditioniert. Dieses Problem wurde in [TW88] mit Hilfe eines hybriden
Modells gelo¨st, das aus einer starren und einer deformierbaren Komponen-
te besteht. Baraff und Witkin [BW98] erreichen eine stabile Simulation
steifer Modelle mit großen Zeitschrittweiten durch die Verwendung ei-
nes bedingungslos stabilen, impliziten Integrationsverfahrens. Mu¨ller et
al. [MDM+02] lo¨sen numerische Probleme und reduzieren gleichzeitig den
Rechenaufwand beim Einsatz eines nichtlinearen Verzerrungstensors durch
eine vorberechnete Steifigkeitsmatrix in Kombination mit einem Tensor-
feld fu¨r lokale Rotationen. Numerische Probleme bei Finite-Elemente-
Simulationen werden von Irving et al. [ITF04] durch die Einfu¨hrung von
invertierbaren Elementen gelo¨st. Dadurch werden robuste Simulationen
mit großen Zeitschritten mo¨glich.
Ein Volumenverlust bei großen Deformationen kann sehr unrealistisch
wirken. Daher wurden bereits verschiedene Ansa¨tze zur Erhaltung des
Volumens bei deformierbaren Ko¨rpern untersucht. Mu¨ller et al. [MKN+04]
stellen ein netzfreies Simulationsmodell vor, das sich aus der Kontinu-
umsmechanik ableitet. Dadurch ko¨nnen Materialeigenschaften, wie das
Elastizita¨tsmodul oder die Poissonzahl, spezifiziert werden. Allerdings
kann die Moving-Least-Squares-Methode, die bei diesem Modell verwendet
wird, keine genaue Volumenerhaltung garantieren. Um realistische plas-
tische Deformationen zu simulieren, zeigen Bargteil et al. [BWHT07] ein
Plastizita¨tsmodell, das die Konservierung des Volumens beru¨cksichtigt.
Dieses Modell ist allerdings aufgrund des hohen Rechenaufwands nicht
fu¨r interaktive Simulationen geeignet. Nedel und Thalmann [NT98] er-
weitern Masse-Feder-Systeme um spezielle Federn, mit denen bestimmte
Winkel eingehalten werden sollen. Dadurch wird einer Verformung eines
Muskels entgegen gewirkt. Allerdings kann das Volumen des Muskels nicht
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genau eingehalten werden. Eine approximative Volumenerhaltung wird
von Teschner et al. [THMG04] vorgestellt. Durch die Definition einer Ener-
giefunktion fu¨r Tetraederelemente werden Kra¨fte berechnet, die einem
Volumenverlust entgegenwirken. Eine rein lokale Volumenerhaltung wird
in [ISF07] pra¨sentiert. In dieser Arbeit wird das Problem gelo¨st, dass es bei
einer linearen Finite-Elemente-Simulation mit einer großen Poissonzahl zu
einer Blockierung des Modells kommen kann. Dieser Ansatz ist allerdings
nicht fu¨r eine interaktive Simulation mit komplexen Ko¨rpern geeignet.
Globale Volumenerhaltung wird nicht nur in der Simulation, sondern auch
bei sogenannten Skinning-Techniken [vFTS08] verwendet.
4.2. Grundlagen
Die Simulation deformierbarer Ko¨rper wird mit Hilfe von Partikelmodel-
len durchgefu¨hrt. Partikel sind Ko¨rper, die eine Masse haben, aber keine
Ausdehnung (siehe Abschnitt 2.1). Aus diesem Grund haben sie nur drei
translatorische Freiheitsgrade und sind wesentlich einfacher zu simulie-
ren als Starrko¨rper. Ein Partikelmodell besteht aus Partikeln, die durch
Zwangsbedingungen miteinander verbunden sind. Dadurch entsteht ein
Netz, dessen Knoten Partikel und dessen Kanten Bedingungen sind. Ein
solches Netz beschreibt einen deformierbaren Ko¨rper in der Simulation.
Das einfachste Modell fu¨r die Simulation deformierbarer Ko¨rper ist ein
Masse-Feder-System (siehe Abschnitt 4.1.1). Die resultierenden Ko¨rper
sind aufgrund der Verbindungen mit Federn sehr elastisch. Diese Elastizita¨t
ist aber nicht immer gewu¨nscht. Ein Seil ist z. B. biegsam aber nicht sehr
elastisch. Wenn ein Seil mit Hilfe eines Masse-Feder-Systems simuliert
werden soll, dann wird eine Reihe von Partikeln mit Hilfe von Federn zu
einer Kette verbunden. Ein unelastisches Seil la¨sst sich mit diesem Modell
allerdings nur sehr schlecht simulieren. Um die Elastizita¨t des Modells sehr
klein zu halten, mu¨ssen sehr große Federkonstanten verwendet werden. Dies
fu¨hrt zu steifen Differentialgleichungen, welche die Stabilita¨t der Simulati-
on negativ beeinflussen [HES03]. Steife Differentialgleichungen ko¨nnen nur
mit Hilfe von speziellen Integrationsmethoden oder durch das Reduzieren
der Zeitschrittweite stabil gelo¨st werden. In beiden Fa¨llen verringert sich
die Geschwindigkeit der Simulation erheblich. Allerdings kann selbst durch
eine Erho¨hung der Federkonstanten ein vollsta¨ndig unelastisches Material-
verhalten nicht garantiert werden. Masse-Feder-Systeme sind daher nicht
fu¨r die Simulation von unelastischen Modellen geeignet. Aus diesem Grund
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werden fu¨r solche Modelle andere Verbindungen zwischen den Partikeln
beno¨tigt.
4.2.1. Distanzbedingung
Eine nicht elastische Verbindung zwischen zwei Partikeln 𝑎 und 𝑏 kann
durch eine Distanzbedingung realisiert werden. Diese Zwangsbedingung
sorgt dafu¨r, dass der Abstand zwischen zwei Partikeln im Modell wa¨hrend
der Simulation konstant bleibt. Im Folgenden wird beschrieben, wie eine
Distanzbedingung mit Hilfe von Impulsen exakt erfu¨llt werden kann.
Die Distanzbedingung definiert eine Zwangsbedingung fu¨r die Positionen
der verbundenen Partikel s𝑎 und s𝑏 und fu¨r ihre Geschwindigkeiten. Der
Abstand der Partikel zu einem Zeitpunkt 𝑡 wird bestimmt durch:
𝑑(𝑡) = |s𝑎(𝑡)− s𝑏(𝑡)|.
Wa¨hrend der Simulation muss dieser Abstand konstant bleiben. Dadurch
wird die folgende Positionsbedingung fu¨r die Partikel definiert:
𝑑(𝑡)− 𝑑0 = 0,
wobei 𝑑0 die Distanz der Partikel am Anfang der Simulation ist. Die
Richtung des Distanzvektors wird im Folgenden bei der Berechnung eines
Korrekturimpulses beno¨tigt und wie folgt berechnet:
d^(𝑡) = s𝑎(𝑡)− s𝑏(𝑡)
𝑑(𝑡) .
In der Simulation wird durch die Einwirkung von Impulsen dafu¨r gesorgt,
dass die Distanzbedingung erfu¨llt wird. Die Impulse werden, wie bei den
Positionsbedingungen der Gelenke, mit Hilfe einer Vorschau bestimmt. Die
Distanz 𝑑(𝑡+ℎ) nach einem Simulationsschritt der La¨nge ℎ muss durch Inte-
gration berechnet werden. Dafu¨r werden die Positionen der entsprechenden
Partikel mit Hilfe der Gleichung 2.2 integriert. Die Differenz der Absta¨nde
𝑒pos = 𝑑(𝑡+ ℎ)− 𝑑0 beschreibt genau den Fehler, der auftritt, wenn der
Simulationsschritt ohne Beru¨cksichtigung der Distanzbedingung durch-
gefu¨hrt wird (siehe Abbildung 4.1(a)). Um diesen Fehler zu verhindern,
mu¨ssen sich die Geschwindigkeiten der verbundenen Partikel vera¨ndern.
Fu¨r diese Geschwindigkeitsa¨nderung wird ein Impuls p berechnet. Der glei-
che Impuls muss am Anfang des Simulationsschrittes in entgegengesetzte
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(a) Vorschau (b) Korrekturimpulse
Abbildung 4.1.: Korrektur einer Distanzbedingung mit Hilfe von Impulsen
Richtungen auf die beiden Partikel einwirken (siehe Abbildung 4.1(b)).
Dadurch wird die Impulserhaltung des Systems gewa¨hrleistet.
Die relative Bewegung von zwei Partikeln ist linear, solange keine konti-
nuierlichen Kra¨fte auf die Partikel einwirken. Da die Zwangsbedingungen
im System mit Hilfe von Impulsen aufgelo¨st werden, treten dabei keine
kontinuierlichen Kra¨fte auf. Wenn die externen Kra¨fte, die auf die ver-
bundenen Partikel wirken, wa¨hrend eines Simulationsschrittes konstant
sind, ist die Bedingung fu¨r eine lineare Bewegung erfu¨llt. Dies ist z. B.
bei Simulationen gegeben, in denen Gravitation die einzige externe Kraft
ist. Die relative Bewegung der Partikel auf einer linearen Bahn ist keine
zwingende Voraussetzung fu¨r die Simulation der Distanzbedingung mit
Impulsen, aber sie hat den Vorteil, dass die Bedingung in einem Schritt
exakt aufgelo¨st werden kann. Dies wird im Folgenden gezeigt.
Wenn die relative Bewegung der verbundenen Partikel linear ist, beschreibt
𝑒pos/ℎ exakt die Geschwindigkeitsa¨nderung, die no¨tig ist, um den Positi-
onsfehler 𝑒pos innerhalb eines Zeitschrittes der La¨nge ℎ zu korrigieren. Fu¨r
den Fall, dass eine lineare Bewegung nicht gegeben ist, kann die notwendige
Geschwindigkeitsa¨nderung durch 𝑒pos/ℎ approximiert werden. Dies ist eine
sehr gute Approximation, da ein Zeitschritt sehr kurz und die Bewegung
in diesem Zeitraum im Allgemeinen anna¨hernd linear ist. Der gesuchte
Impuls, der die beno¨tigte Geschwindigkeitsa¨nderung bewirkt, wird durch
die folgende Gleichung bestimmt:
△v𝑎(p)−△v𝑏(−p) = d^(𝑡)
𝑒pos
ℎ
.
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Dabei ist △v𝑎(p) die Geschwindigkeitsa¨nderung des Partikels 𝑎, die durch
die Einwirkung des Impulses p auf das Partikel verursacht wird. Die
Geschwindigkeitsa¨nderung wird mit Hilfe der Gleichung
△v𝑎(p) = 𝑘𝑎 p
berechnet, wobei 𝑘𝑎 wie folgt definiert ist:
𝑘𝑎 =
{︃
1
𝑚𝑎
wenn das Partikel 𝑎 dynamisch ist
0 sonst.
(4.1)
Durch diese Fallunterscheidung muss im Folgenden nicht mehr zwischen sta-
tischen und dynamischen Partikeln unterschieden werden. Die resultierende
Gleichung fu¨r die Berechnung des gesuchten Impulses ist
(𝑘𝑎 + 𝑘𝑏)p = d^(𝑡)
𝑒pos
ℎ
. (4.2)
Diese Gleichung hat genau dann eine eindeutige Lo¨sung, wenn mindestens
eines der Partikel dynamisch ist. Da eine Zwangsbedingung zwischen zwei
statischen Partikeln keinen Einfluss auf die Simulation hat, ist sie u¨berflu¨s-
sig und kann entfernt werden. Daher kann die Gleichung fu¨r den Impuls der
Distanzbedingung immer gelo¨st werden. Allerdings ist der Impuls immer
Null, wenn die Partikel zum Zeitpunkt 𝑡 die gleiche Position haben. Dieser
Fall kann jedoch vernachla¨ssigt werden, da davon ausgegangen wird, dass
alle Positionsbedingungen am Anfang des Simulationsschrittes erfu¨llt sind
und eine Distanzbedingung fu¨r den Abstand Null in der Simulation keinen
Sinn macht.
Der Impuls, der durch Lo¨sen der Gleichung 4.2 bestimmt wird, muss am
Anfang des Simulationsschrittes positiv auf das Partikel 𝑎 und negativ auf
das Partikel 𝑏 einwirken. Wenn die relative Bewegung der Partikel linear
ist, wird die Positionsbedingung zum Zeitpunkt 𝑡+ ℎ durch den berech-
neten Impuls exakt erfu¨llt. Andernfalls mu¨ssen weitere Impulse in einem
iterativen Prozess bestimmt werden, bis die Bedingung innerhalb einer
vorgegebenen Toleranz 𝜀𝑑 erfu¨llt wird. Diese Vorgehensweise entspricht
der bei der Simulation eines Gelenks zwischen zwei Starrko¨rpern (siehe
Abschnitt 3.2).
Durch eine Distanzbedingung wird außer der beschriebenen Zwangsbedin-
gung fu¨r die Positionen der Partikel eine Bedingung fu¨r ihre Geschwindig-
keiten definiert. Diese hat die folgende Form:
(v𝑏(𝑡)− v𝑎(𝑡)) d^(𝑡) = 0.
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Diese Bedingung sorgt dafu¨r, dass die relative Geschwindigkeit der Partikel
in Richtung des Distanzvektors (s𝑏 − s𝑎) konstant bleibt. Im Allgemeinen
ist die Geschwindigkeitsbedingung nach einem Simulationsschritt nicht
erfu¨llt. Die Impulse, die zur Erfu¨llung der Positionsbedingung auf die
Partikel einwirken, haben zur Folge, dass sich die relative Geschwindigkeit
der Partikel vera¨ndert. Daher muss ein weiterer Impuls berechnet werden,
um die Geschwindigkeitsbedingung aufzulo¨sen. Bei der Berechnung dieses
Impulses wird keine Vorschau beno¨tigt, da sich die Geschwindigkeit eines
Ko¨rpers sofort vera¨ndert, wenn ein Impuls auf den Ko¨rper einwirkt.
Der Fehler, der durch den Impuls korrigiert werden muss, wird durch die
Geschwindigkeitsbedingung bestimmt:
𝑒vel = (v𝑏(𝑡)− v𝑎(𝑡)) d^(𝑡).
Dadurch ist die Geschwindigkeitsa¨nderung, die der gesuchte Impuls be-
wirken muss, bekannt. Der Impuls fu¨r die Geschwindigkeitsbedingung
kann analog zum Impuls der Positionsbedingung bestimmt werden. Die
Gleichung, die der Impuls erfu¨llen muss, ist gegeben durch:
(𝑘𝑎 + 𝑘𝑏)p = d^(𝑡) 𝑒vel. (4.3)
Da die Positionsbedingung zu diesem Zeitpunkt bereits erfu¨llt ist, muss der
Abstand der Partikel gro¨ßer als Null sein. Außerdem wird bei der Simulation
eine Distanzbedingung nur dann beru¨cksichtigt, wenn mindestens eines
ihrer Partikel dynamisch ist. Daher kann die Gleichung fu¨r den Impuls
immer eindeutig gelo¨st werden und der Impuls wird nur dann Null, wenn
auch der Fehler 𝑒vel Null ist. Wenn der berechnete Impuls positiv auf
das erste Partikel und negativ auf das zweite Partikel einwirkt, wird die
Geschwindigkeitsbedingung sofort exakt erfu¨llt.
Eine Distanzbedingung entfernt einen translatorischen Freiheitsgrad zwi-
schen den verbundenen Partikeln. Dadurch entsteht eine starre Verbindung.
Starre Verbindungen ko¨nnen verwendet werden, um einen Starrko¨rper in
ein Partikelmodell zu zerlegen. Dies soll am Beispiel eines Tetraeders ver-
anschaulicht werden. Wenn man in jedem Eckpunkt eines Tetraeders ein
Partikel positioniert und fu¨r jede Kante eine Distanzbedingung definiert,
dann bekommt man einen starren Ko¨rper. Die vier Partikel haben zusam-
men zwo¨lf Freiheitsgrade. Durch die sechs Distanzbedingungen werden
sechs Freiheitsgrade aus dem entstandenen Modell entfernt. Der resul-
tierende Ko¨rper hat sechs Freiheitsgrade: drei translatorische und drei
rotatorische. Dies entspricht genau einem Starrko¨rper. Fu¨r jeden Starr-
ko¨rper existiert ein a¨quivalentes Partikelmodell. Dies wurde in [SBP05b]
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gezeigt. Werden aus dem Partikelmodell eines starren Ko¨rpers Distanzbe-
dingungen entfernt oder durch Federn ersetzt, dann bekommt der Ko¨rper
zusa¨tzliche Freiheitsgrade und wird dadurch deformierbar.
4.3. Simulation von Textilien
Die dynamische Simulation von Textilien ist ein wichtiges Forschungsthema
im Bereich der Computergraphik. Solche Simulationen werden z. B. in
Computerspielen und -animationen eingesetzt, um diese realistischer zu
gestalten. Ein anderes Anwendungsgebiet ist der virtuelle Entwurf von
Prototypen in der Bekleidungsindustrie [VMT05].
Die meisten Simulationsverfahren gehen von der Annahme aus, dass Texti-
lien elastisch sind. Durch diese Annahme kann eine Simulation sehr effizient
mit einem Partikelmodell durchgefu¨hrt werden. Die Partikel werden durch
Kra¨fte (wie z. B. beim Masse-Feder-Modell) zusammengehalten. Aller-
dings wird kein fester oder maximaler Abstand zwischen zwei verbundenen
Partikeln durch eine Bedingung erzwungen.
Die meisten Textilien verformen sich nicht unter ihrem eigenen Gewicht.
Diese Eigenschaft kann mit dem beschriebenen Modell nicht umgesetzt
werden. Außerdem ist es ungeeignet fu¨r die Simulation von Materialien,
die vollsta¨ndig unelastisch sind. Aus diesem Grund wurden in den letzten
Jahren neue Verfahren fu¨r die Simulation von nicht dehnbaren Textili-
en entwickelt [BB08a, BB08b, GHF+07]. In diesem Abschnitt wird eine
impulsbasierte Methode fu¨r eine solche Simulation vorgestellt.
Im Folgenden wird zuna¨chst das Modell vorgestellt, das fu¨r die impulsba-
sierte Simulation von Textilien verwendet wird. Fu¨r die Simulation nicht
dehnbarer Materialien werden im Modell Zwangsbedingungen definiert.
Die Behandlung dieser Bedingungen geschieht mit Hilfe von Impulsen.
Fu¨r die Berechnung dieser Impulse werden drei verschiedene Verfahren
vorgestellt. Das erste Verfahren arbeitet iterativ. Die zweite Methode be-
schreibt die Abha¨ngigkeiten der Zwangsbedingungen im Modell mit Hilfe
eines linearen Gleichungssystems. Durch Lo¨sen dieses Systems ko¨nnen
alle Impulse gleichzeitig bestimmt werden. Das letzte Verfahren nutzt die
Tatsache aus, dass die Impulse fu¨r Modelle mit einer azyklischen Struktur
mit linearem Zeit- und Speicheraufwand berechnet werden ko¨nnen. Da
das Modell fu¨r die Simulation von Textilien nicht zyklenfrei ist, muss es
zuna¨chst in azyklische Teile zerlegt werden. Die Impulse fu¨r die einzelnen
Teile ko¨nnen dann mit linearem Aufwand bestimmt werden.
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Abbildung 4.2.: Partikelmodell mit Distanzbedingungen fu¨r die Simulation eines
quadratischen Tuchs
4.3.1. Modell
Fu¨r die impulsbasierte Simulation von nicht elastischen Textilien wird ein
Partikelmodell verwendet. Die Partikel werden durch Distanzbedingungen
(siehe Abschnitt 4.2.1) zu einem Netz verbunden. Dieses Netz repra¨sentiert
den Stoff in der Simulation.
Die Struktur des Netzes fu¨r die Simulation von Textilien kann nicht belie-
big gewa¨hlt werden, da man beru¨cksichtigen muss, welche Freiheitsgrade
des resultierenden Modells beschra¨nkt werden. Ein Dreiecksnetz, bei dem
auf allen Kanten Distanzbedingungen definiert werden, ist z. B. kein ge-
eignetes Modell fu¨r die Simulation von nicht elastischen Textilien. Durch
die Distanzbedingungen werden zu viele Freiheitsgrade entfernt, so dass
sich das zweidimensionale Modell nicht frei verformen kann. In dieser
Arbeit wird daher zuna¨chst ein Partikelmodell verwendet, bei dem die
Partikel mit Distanzbedingungen zu Quadraten verbunden werden. Abbil-
dung 4.2 zeigt ein Beispiel fu¨r ein solches Modell. Dieses Modell hat den
Vorteil, dass die entfernten Freiheitsgrade die Verformung des simulierten
Tuchs nicht einschra¨nken. Außerdem kann die maximale Ausdehnung des
Textilmodells exakt beschra¨nkt werden, indem ein maximal zula¨ssiger Tole-
ranzwert fu¨r die Einhaltung der Positionsbedingungen definiert wird (siehe
auch Abschnitt 4.3.2). In Abschnitt 4.3.5 wird gezeigt, wie die Simulati-
onsmethoden, die im Folgenden fu¨r Kleidungsmodelle vorgestellt werden,
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durch die Verwendung eines nicht-konformen Netzes auch fu¨r Modelle mit
Dreiecksnetzen angewendet werden ko¨nnen.
Die Verformung des Modells soll allerdings nicht ganz frei geschehen. Die
einzelnen Quadrate des Modells ko¨nnen als Maschen angesehen werden.
Mit Hilfe von Kra¨ften soll einer Scherung der Maschen entgegengewirkt
werden. Dadurch soll zum einen verhindert werden, dass eine Masche zu
einer Linie degeneriert und zum anderen soll das Modell mit einer gewissen
Kraft versuchen, seine urspru¨ngliche Form wieder herzustellen. Fu¨r die
Herstellung der urspru¨nglichen Form des Modells mu¨ssen außerdem Kra¨fte
einer Kru¨mmung entgegenwirken.
Diese Kra¨fte werden durch geda¨mpfte Federn realisiert. Die Kraft einer
Feder wird durch die folgende Gleichung beschrieben:
FFeder = 𝐷 (|d| − 𝑙) d^.
Dabei bezeichnet 𝐷 die Federkonstante, d ist der Distanzvektor zwischen
den beiden verbundenen Partikeln, d^ ist der zugeho¨rige Einheitsvektor,
der die Richtung der Feder angibt, und 𝑙 ist die urspru¨ngliche La¨nge der
Feder. Die Reibungskraft der Feder wird wie folgt berechnet:
FReibung = −𝜇𝐹 (u𝑏 − u𝑎),
wobei 𝜇𝐹 der Reibungskoeffizient der Feder ist und u𝑎 sowie u𝑏 die Punkt-
geschwindigkeiten der beiden Partikel. Insgesamt ergibt sich dadurch eine
Kraft von FGesamt = FFeder + FReibung fu¨r eine geda¨mpfte Feder.
Abbildung 4.3 zeigt die Federn fu¨r ein Partikel im Modell, die die oben
beschriebenen Kra¨fte bewirken. Das Partikel in der Mitte der Abbildung ist
mit seinen diagonalen Nachbarn durch die roten Federn verbunden. Diese
wirken einer Scherung entgegen. Die Sta¨rke dieser Federn ist abha¨ngig vom
Material. Daher werden die Federkonstanten und die Reibungskoeffizienten
durch das jeweilige Modell bestimmt. Das Partikel wird außerdem auf der
Horizontalen und Vertikalen mit seinen jeweils u¨berna¨chsten Nachbarn
durch die gelben Federn verbunden. Die Kra¨fte dieser Verbindungen wirken
einer Kru¨mmung der simulierten Textilie entgegen. Die Eigenschaften der
gelben Federn werden ebenfalls vom Modell festgelegt.
In Abschnitt 4.2.1 wird beschrieben, dass die Positionsbedingung einer
Distanzbedingung in einem Schritt exakt gelo¨st werden kann, wenn die
externen Kra¨fte, die auf die verbundenen Partikel wirken, wa¨hrend des
Simulationsschrittes konstant sind. Wenn die Federn des Modells als exter-
ne Kra¨fte in die Berechnung mit eingehen, dann ist diese Voraussetzung
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Abbildung 4.3.: Federkra¨fte, die auf ein Partikel im Textilmodell wirken. Die
diagonalen Federn sollen einer Scherung der Maschen entgegenwirken, wa¨hrend
die horizontalen und vertikalen Federkra¨fte versuchen, die Verbiegung des Modells
ru¨ckga¨ngig zu machen.
nicht mehr erfu¨llt. In diesem Fall muss, wie bei den Positionsbedingungen
der Starrko¨rper, iteriert werden. Dadurch verlangsamt sich die Simulati-
on abha¨ngig von der Zeitschrittweite. Alternativ ko¨nnen die Federkra¨fte
am Anfang des Simulationsschrittes durch ein explizites Euler-Verfahren
integriert werden. Dadurch erha¨lt man fu¨r jede Feder einen Impuls. Die
Einwirkung dieses Impulses auf die beiden zugeho¨rigen Partikel vera¨ndert
deren Geschwindigkeiten sofort. Anschließend kann ein Simulationsschritt
mit konstanten externen Kra¨ften durchgefu¨hrt werden. Die Simulation
kann auf diese Weise schneller durchgefu¨hrt werden, allerdings ergibt sich
ein Fehler von 𝑂(ℎ2). Da das Ziel der Textilsimulation im Allgemeinen
visuell plausible Ergebnisse sind, stellt dies kein Problem dar.
4.3.2. Iteratives Verfahren
4.3.2.1. Beschreibung des Verfahrens
Das iterative Verfahren bestimmt die Impulse fu¨r die Distanzbedingungen
in zwei iterativen Prozessen [BB08a]. Zuna¨chst werden die Impulse fu¨r die
Positionsbedingungen berechnet. Diese Impulse mu¨ssen sicherstellen, dass
die Positionsbedingungen nach einem Simulationsschritt der La¨nge ℎ erfu¨llt
werden. In jedem Iterationsschritt wird dabei fu¨r jede Bedingung zuna¨chst
eine Vorschau der Positionen der verbundenen Partikel bestimmt. Die
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Vorschau zeigt, wo sich ein Partikel nach dem Simulationsschritt befinden
wu¨rde, wenn seine Bewegung durch keine Bedingung eingeschra¨nkt wa¨re.
Anschließend kann durch das Lo¨sen von Gleichung 4.2 ein Impuls berechnet
werden, der dafu¨r sorgt, dass die Positionsbedingung zum Zeitpunkt 𝑡+ ℎ
erfu¨llt wird. Dieser Impuls muss zum Zeitpunkt 𝑡 auf die beiden Partikel
in entgegengesetzte Richtungen einwirken. Auf diese Weise wird in einem
Iterationsschritt fu¨r jede Bedingung, die in der Vorschau nicht erfu¨llt ist,
ein Impuls bestimmt.
Wenn ein Partikel durch mehrere Positionsbedingungen mit anderen Parti-
keln verbunden ist, beeinflussen sich die Impulse, die fu¨r die verschiedenen
Bedingungen berechnet werden, gegenseitig. Diese Abha¨ngigkeiten zwi-
schen den Bedingungen werden durch den iterativen Prozess aufgelo¨st. Der
Prozess endet, wenn alle Positionsbedingungen innerhalb einer vorgegebe-
nen Toleranz erfu¨llt werden. Diese iterative Vorgehensweise konvergiert zu
der physikalisch korrekten Lo¨sung (Beweis in [SBP05b]).
Nachdem im iterativen Prozess alle Impulse fu¨r die Positionsbedingungen
bestimmt wurden, kann fu¨r alle Partikel ein Zeitschritt von 𝑡 nach 𝑡+ ℎ
durchgefu¨hrt werden. Die neuen Geschwindigkeiten und Positionen der
Partikel werden dabei mit Hilfe der Gleichungen 2.1 und 2.2 bestimmt.
Durch die berechneten Impulse werden alle Positionsbedingungen nach
diesem Zeitschritt erfu¨llt.
Nach dem Zeitschritt der Partikel werden die Geschwindigkeitsbedingun-
gen im Allgemeinen nicht erfu¨llt. Dies wird durch den zweiten iterativen
Prozess korrigiert. Dabei wird in einem Iterationsschritt fu¨r jede Geschwin-
digkeitsbedingung, die nicht erfu¨llt ist, durch Lo¨sen von Gleichung 4.3
ein Impuls bestimmt. Nachdem der berechnete Impuls auf die beiden ver-
bundenen Partikel in entgegengesetzte Richtungen gewirkt hat, wird die
zugeho¨rige Bedingung erfu¨llt. Wie bei den Positionsbedingungen kommt
es zu Abha¨ngigkeiten zwischen den einzelnen Bedingungen, wenn ein Par-
tikel durch mehrere Geschwindigkeitsbedingungen mit anderen Partikeln
verbunden ist. In dem iterativen Prozess werden diese Abha¨ngigkeiten
aufgelo¨st. Wenn alle Geschwindigkeitsbedingungen des Modells innerhalb
einer vorgegebenen Toleranz erfu¨llt sind, endet die Iterationsschleife.
Die Korrektur einer Geschwindigkeitsbedingung wird fu¨r eine stabile Simu-
lation der zugeho¨rigen Distanzbedingung nicht zwingend beno¨tigt, da allein
durch die Positionsbedingung der Abstand der Partikel beibehalten wird.
Daher ko¨nnen die Geschwindigkeitsbedingungen vernachla¨ssigt werden,
um die Simulation zu beschleunigen. Allerdings wird durch die Beru¨ck-
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sichtigung dieser Bedingungen eine ho¨here Genauigkeit bei der Simulation
erreicht.
4.3.2.2. Eigenschaften des Verfahrens
Das vorgestellte Verfahren unterscheidet sich nur geringfu¨gig vom ite-
rativen Verfahren fu¨r Mehrko¨rpersysteme aus Abschnitt 3.3.1. Fu¨r die
Genauigkeit, die Stabilita¨t und die Simulation in Echtzeitanwendungen
haben die Verfahren die gleichen Eigenschaften. Unterschiede gibt es bei
der Geschwindigkeit und der Implementierung.
Bei den Modellen mit Starrko¨rpern konnte durch einen Impuls, der fu¨r
eine Positionsbedingung berechnet wurde, der Positionsfehler nur reduziert
werden. Da im verwendeten Partikelmodell fu¨r die Simulation von Textilien
keine kontinuierlichen Kra¨fte auftreten, wird hier die Positionsbedingung
durch einen Impuls exakt erfu¨llt. Dadurch konvergiert das iterative Ver-
fahren fu¨r das Textilmodell schneller. Außerdem ist die Berechnung der
Impulse fu¨r eine Distanzbedingung einfacher, da nicht die Inverse einer
Matrix bestimmt werden muss, sondern eine einfache Division ausreicht.
Aus dem gleichen Grund ist dieses Verfahren auch einfacher zu implemen-
tieren.
Mit den Toleranzwerten, die fu¨r die Abbruchbedingungen des iterativen
Verfahrens verwendet werden, kann die Elastizita¨t des simulierten Materials
gesteuert werden. Je gro¨ßer der Toleranzwert, um so mehr Dehnung wird
zugelassen, wenn große Kra¨fte auf das Modell einwirken. Im Gegensatz zum
Masse-Feder-Modell wird allerdings die maximale Ausdehnung durch die
Zwangsbedingungen beschra¨nkt. Dadurch kann die maximale Dehnbarkeit
des simulierten Materials exakt festgelegt werden.
Das iterative Verfahren kann Zyklen im Modell ohne zusa¨tzlichen Auf-
wand simulieren. Da das Modell fu¨r die Simulation von Textilien sehr viele
Zyklen entha¨lt, ist dies ein wichtiger Vorteil des Verfahrens. Allerdings
konvergiert das Verfahren nur langsam, wenn ein komplexes Modell mit
sehr kleinen Toleranzwerten simuliert wird. Bei Textilmodellen handelt es
sich im Allgemeinen um komplexe Modelle mit mehreren hundert Distanz-
bedingungen. Eine schnelle Simulation mit diesem Verfahren ist daher nur
mo¨glich, wenn die Toleranzwerte entsprechend groß sind. Das bedeutet,
dass das Verfahren fu¨r Textilien geeignet ist, die nicht extrem unelas-
tisch sind. Geschwindigkeitsmessungen mit verschiedenen Toleranzwerten
werden in Abschnitt 4.3.6 vorgestellt.
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Abbildung 4.4.: Freiheitsgrade der Partikel in einem Textilmodell
4.3.3. LGS-Verfahren
Die Abha¨ngigkeiten zwischen den Distanzbedingungen im Modell ko¨nnen
mit Hilfe eines linearen Gleichungssystems beschrieben werden [BBD09b].
Dies funktioniert analog zu dem LGS-Verfahren, das fu¨r Mehrko¨rpersyste-
me mit Starrko¨rpern vorgestellt wurde (siehe Abschnitt 3.3.2). Durch die
Lo¨sung des Gleichungssystems ko¨nnen alle Impulse fu¨r die Positions- bzw.
die Geschwindigkeitsbedingungen auf einmal bestimmt werden. Im Gegen-
satz zum Verfahren fu¨r Starrko¨rper ist hier bei den Positionsbedingungen
kein iterativer Prozess notwendig, da im gewa¨hlten Modell keine kontinu-
ierlichen Kra¨fte auftreten. Dadurch ist die relative Bewegung der Partikel
einer Distanzbedingung linear und die beno¨tigte Geschwindigkeitsa¨nderung
kann exakt bestimmt werden. Fu¨r Starrko¨rper konnte im Allgemeinen fu¨r
eine Bedingung nur eine Approximation der Geschwindigkeitsa¨nderung
verwendet werden.
Da das lineare Gleichungssystem die Struktur des Modells widerspiegelt,
du¨rfen die Bedingungen keine Redundanz aufweisen. Andernfalls ist das
zugeho¨rige Gleichungssystem u¨berbestimmt, was zu einer instabilen Simu-
lation fu¨hren kann. Abbildung 4.4 zeigt die Freiheitsgrade der Partikel in
einem kleinen Ausschnitt eines Textilmodells. Dabei werden die Partikel
von links oben nach rechts unten betrachtet. Das erste Partikel kann seine
Position frei wa¨hlen und hat daher drei Freiheitsgrade. Die direkten Nach-
barn nach rechts und nach unten bewegen sich um das erste Partikel auf
einer Kugeloberfla¨che. Damit haben sie zwei Freiheitsgrade. Das gleiche gilt
auch fu¨r alle weiteren Partikel auf dem linken und dem oberen Rand des
Modells. Die restlichen Partikel ko¨nnen sich nur noch auf einer Kreisbahn
bewegen, da sie nach links und oben jeweils mit einer Distanzbedingung
verbunden sind. Wenn man alle Freiheitsgrade zusammenza¨hlt, bekommt
man die Freiheitsgrade des Modells. Im Beispiel der Abbildung sind das 15
Freiheitsgrade. Betrachtet man die Partikel als freie Ko¨rper, dann haben sie
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27 Freiheitsgrade. Das bedeutet, dass die Bedingungen zwo¨lf Freiheitsgrade
entfernen. Ein nicht u¨berbestimmtes Gleichungssystem muss demnach die
Dimension zwo¨lf haben. Da es im Modell genau zwo¨lf eindimensionale
Zwangsbedingungen gibt, ist diese Bedingung erfu¨llt. Allerdings ist dies
nicht immer der Fall. Wenn vier Partikel, die mit Distanzbedingungen
zu einem Viereck verbunden sind, wa¨hrend der Simulation alle auf einer
Geraden liegen, verliert das Modell einen weiteren Freiheitsgrad. In einer
solchen Situation ist das lineare Gleichungssystem u¨berbestimmt. Dieses
Problem ist in der Praxis aufgrund der Federkra¨fte im Modell bisher noch
nie aufgetreten. Allerdings kann man ohne zusa¨tzlichen Aufwand eine
U¨berbestimmtheit des Gleichungssystems nicht absolut ausschließen. Es
existieren verschiedene Lo¨sungsmo¨glichkeiten fu¨r dieses Problem. Die erste
Mo¨glichkeit besteht darin, dass in jedem Simulationsschritt u¨berpru¨ft wird,
ob die Partikel eines Vierecks auf einer Geraden liegen. Wenn dies der Fall
ist, kann eine der redundanten Gleichungen aus dem Gleichungssystem
entfernt werden. Eine weitere Mo¨glichkeit ist, durch Impulse zu verhindern,
dass die Vierecke zusammenfallen. Um dies zu erreichen, wird fu¨r eine Dia-
gonale von jedem Viereck ein Impuls bestimmt, wenn sich die zugeho¨rigen
Partikel zu nahe kommen. Dieser Impuls muss nur dafu¨r sorgen, dass sich
die Partikel aus dem kritischen Bereich bewegen.
4.3.3.1. Beschreibung des Verfahrens
Alle Bedingungen im Modell zur Simulation von Textilien sind Distanzbe-
dingungen. Im Folgenden wird gezeigt, wie die Abha¨ngigkeiten zwischen
den einzelnen Zwangsbedingungen in einem linearen Gleichungssystem der
Form
Ap = △v
beschrieben werden. Fu¨r ein Modell mit 𝑛 Distanzbedingungen ergibt sich
ein 𝑛-dimensionales Gleichungssystem. Der Vektor △v ∈ R𝑛 entha¨lt die
no¨tigen Geschwindigkeitsa¨nderungen, die durch die Impulse im Vektor
p ∈ R𝑛 bewirkt werden sollen. Die Geschwindigkeitsa¨nderungen und die
Impulse in den Vektoren sind eindimensional. Das bedeutet, dass der
jeweilige Vektor nur einen Eintrag fu¨r ihren Betrag entha¨lt. Die Richtung
ist durch die Position der Partikel der zugeho¨rigen Distanzbedingung
gegeben. Die Matrix A ∈ R𝑛×𝑛 des Systems definiert, wie die Impulse auf
die verbundenen Partikel des Modells einwirken.
Fu¨r die Korrektur der Positionsbedingungen und der Geschwindigkeits-
bedingungen soll das gleiche lineare Gleichungssystem verwendet werden.
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Daher wird das 𝑖-te Element des Vektors fu¨r die Geschwindigkeitsa¨nderun-
gen △v wie folgt definiert:
△𝑣𝑖 =
{︃
𝑒pos,𝑖
ℎ im Fall einer Positionsbedingung
𝑒vel,𝑖 im Fall einer Geschwindigkeitsbedingung.
Die Werte 𝑒pos,𝑖 und 𝑒vel,𝑖 bezeichnen dabei den Positions- bzw. Geschwin-
digkeitsfehler der 𝑖-ten Distanzbedingung.
Jede Zeile und Spalte in der Matrix A geho¨rt zu einer bestimmten Distanz-
bedingung. Ein Wert 𝐴𝑖,𝑗 der Matrix beschreibt, wie die 𝑖-te Bedingung von
der 𝑗-ten Bedingung abha¨ngt. Dieser Wert ist genau dann ungleich Null,
wenn die beiden Bedingungen ein gemeinsames Partikel haben. Andernfalls
besteht zwischen ihnen keine direkte Abha¨ngigkeit. Bei der Berechnung der
Matrixelemente muss beru¨cksichtigt werden, ob das gemeinsame Partikel
das erste oder das zweite Partikel der jeweiligen Bedingung ist. Dies wirkt
sich auf das Vorzeichen der Elemente aus. Die folgende Fallunterscheidung
beschreibt diesen Zusammenhang:
𝐵𝑖,𝑗 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑘𝑖1 wenn 𝑖1 = 𝑗1 ∧ 𝑖2 ̸= 𝑗2
𝑘𝑖2 wenn 𝑖2 = 𝑗2 ∧ 𝑖1 ̸= 𝑗1
−𝑘𝑖1 wenn 𝑖1 = 𝑗2 ∧ 𝑖2 ̸= 𝑗1
−𝑘𝑖2 wenn 𝑖2 = 𝑗1 ∧ 𝑖1 ̸= 𝑗2
𝑘𝑖1 + 𝑘𝑖2 wenn 𝑖 = 𝑗
0 sonst.
(4.4)
Dabei sind 𝑖1 und 𝑖2 Bezeichner fu¨r das erste bzw. zweite Partikel der
𝑖-ten Distanzbedingung und die Werte 𝑘𝑖 werden mit der Gleichung 4.1
bestimmt. Bei den Elementen auf der Diagonalen gibt es zwei gemeinsame
Partikel, da es sich bei 𝑖 und 𝑗 um dieselbe Bedingung handelt. Daher
mu¨ssen die Werte 𝑘𝑖1 und 𝑘𝑖2 addiert werden.
Wenn zwischen zwei Zwangsbedingungen eine Abha¨ngigkeit existiert, dann
beeinflussen die Korrekturimpulse beider Bedingungen ihren gemeinsamen
Ko¨rper. Aus diesem Grund werden bei der Berechnung eines Korrektu-
rimpulses die Auswirkungen aller Impulse der abha¨ngigen Bedingungen
beru¨cksichtigt. Dafu¨r mu¨ssen die Impulse der abha¨ngigen Distanzbedingun-
gen in den Raum der Bedingung projiziert werden, deren Impuls aktuell
berechnet wird. Die Projektionsmatrix der 𝑖-ten Zwangsbedingung ist
dabei wie folgt definiert:
P𝑖 =
(︂
s𝑖2(𝑡)− s𝑖1(𝑡)
|s𝑖2(𝑡)− s𝑖1(𝑡)|
)︂𝑇
∈ R1×3. (4.5)
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Die Matrix A des linearen Gleichungssystems wird durch die Projektion
der Matrizen 𝐵𝑖,𝑗 mit den Projektionsmatrizen der Distanzbedingungen
bestimmt: ⎛⎜⎜⎝
𝐵𝑃1,1 . . . 𝐵
𝑃
1,𝑛
...
. . .
...
𝐵𝑃𝑛,1 . . . 𝐵
𝑃
𝑛,𝑛
⎞⎟⎟⎠
⎛⎜⎜⎝
𝑝1
...
𝑝𝑛
⎞⎟⎟⎠ =
⎛⎜⎜⎝
△𝑣1
...
△𝑣𝑛
⎞⎟⎟⎠ .
Dabei ist 𝐵𝑃𝑖,𝑗 = P𝑖𝐵𝑖,𝑗P𝑇𝑗 und 𝑝𝑖 bezeichnet den Betrag des 𝑖-ten Korrek-
turimpulses. Damit dieser Impuls auf die beiden zugeho¨rigen Partikel in
entgegengesetzte Richtungen einwirken kann, muss er in den dreidimensio-
nalen Raum transformiert werden. Dies geschieht mit der Projektionsmatrix
der entsprechenden Distanzbedingung:
p𝑖 = 𝑝𝑖P𝑇𝑖 .
Bei den Diagonalelementen der Matrix A kann auf die Projektionsmatrizen
verzichtet werden. Bei einem solchen Element sind die beiden Projektions-
matrizen gleich und ihre Multiplikation ergibt genau Eins.
Das vorgestellte lineare Gleichungssystem beru¨cksichtigt alle Abha¨ngig-
keiten im Textilmodell. Daher ko¨nnen die Korrekturimpulse fu¨r alle
Distanzbedingungen in einem einzigen Schritt exakt bestimmt werden.
Dafu¨r muss das Gleichungssystem zuna¨chst faktorisiert und dann ge-
lo¨st werden. Die Faktorisierung kann z. B. mit Hilfe der Bibliothek LA-
PACK [ABD+90,ABB+99] durchgefu¨hrt werden. Diese Bibliothek entha¨lt
eine stabile Implementierung einer LU-Faktorisierung. Allerdings hat die
LU-Faktorisierung einen Zeitaufwand von 𝑂(𝑛3). Jede Distanzbedingung
verbindet zwei Partikel. Im Inneren des Textilnetzes sind beide Partikel
mit jeweils drei weiteren Bedingungen verbunden. Daher ist jede Zwangs-
bedingung im Netz von maximal sechs anderen Bedingungen abha¨ngig.
Im Allgemeinen ergibt sich daraus ein du¨nnbesetztes Gleichungssystem
fu¨r die Berechnung der Korrekturimpulse. Aus diesem Grund wird fu¨r
die Lo¨sung des Gleichungssystems die Bibliothek PARDISO eingesetzt,
die optimierte Methoden fu¨r du¨nnbesetzte Systeme entha¨lt. Außerdem
ermo¨glicht diese Bibliothek die parallele Faktorisierung und Lo¨sung eines
Gleichungssystems auf mehreren Prozessoren. Dadurch erho¨ht sich die
Geschwindigkeit der Simulation deutlich. Alternativ kann eine effizien-
te GPU-basierte Methode zum Lo¨sen des Gleichungssystems verwendet
werden (siehe Abschnitt 5.3).
Die Faktorisierung der Matrix des Gleichungssystems nimmt in jedem
Simulationsschritt mit Abstand die meiste Zeit in Anspruch. Allerdings
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muss diese Faktorisierung fu¨r jeden Simulationsschritt nur einmal be-
stimmt werden. Da die Korrektur der Geschwindigkeitsbedingungen und
die Korrektur der Positionsbedingungen im na¨chsten Simulationsschritt
zum gleichen Zeitpunkt stattfindet, sind die beiden Matrizen der zugeho¨ri-
gen Gleichungssysteme identisch. Daher kann die Faktorisierung der ersten
Matrix wiederverwendet werden.
4.3.3.2. Eigenschaften des Verfahrens
Geschwindigkeit Die Korrekturimpulse fu¨r die Positions- und Ge-
schwindigkeitsbedingungen ko¨nnen jeweils durch das Lo¨sen des Gleichungs-
systems exakt bestimmt werden. Im Gegensatz zum LGS-Verfahren fu¨r
Starrko¨rper wird fu¨r die Positionsbedingungen kein iterativer Prozess be-
no¨tigt. Die zeitaufwendige Faktorisierung der Matrix muss nur einmal pro
Simulationsschritt durchgefu¨hrt werden und kann anschließend sowohl fu¨r
die Geschwindigkeitsbedingungen als auch fu¨r die Positionsbedingungen
des darauffolgenden Zeitschritts verwendet werden. In jedem Simulations-
schritt wird die Matrix einmal faktorisiert, das Gleichungssystem zweimal
gelo¨st und die Geschwindigkeiten und Positionen der Partikel integriert.
Da der letzte Teil nicht viel Rechenzeit beansprucht, ha¨ngt die Geschwin-
digkeit der Simulation maßgeblich von dem verwendeten Verfahren zur
Lo¨sung des Gleichungssystems ab. Es ist sinnvoll, spezielle Lo¨sungsverfah-
ren fu¨r du¨nnbesetzte Systeme einzusetzen, da diese die Simulation deutlich
beschleunigen. Durch solche Verfahren ko¨nnen auch sehr komplexe Mo-
delle noch in Echtzeit simuliert werden. Genaue Messwerte werden in
Abschnitt 4.3.6 vorgestellt.
Im Gegensatz zum iterativen Verfahren wird fu¨r jeden Simulationsschritt
die gleiche Rechenzeit beno¨tigt. Beim iterativen Verfahren schwankt die
Rechenzeit abha¨ngig von den Kra¨ften, die auf das simulierte Netz einwir-
ken. Dies ist hier nicht der Fall, da alle Abha¨ngigkeiten im Modell beim
Berechnen der Impulse beru¨cksichtigt werden.
Genauigkeit Da die Korrekturimpulse bei dem LGS-Verfahren exakt
bestimmt werden und keine Toleranzen no¨tig sind, wird jede Distanzbe-
dingung genau erfu¨llt. Dadurch la¨sst das simulierte Material absolut keine
Dehnung zu. Trotzdem ist das Modell frei verformbar. Aus diesem Grund
kann das LGS-Verfahren eingesetzt werden, wenn das Textilmodell keine
Elastizita¨t aufweisen soll. Fu¨r unelastische Modelle ist das Verfahren sehr
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gut geeignet, da sehr genaue Ergebnisse in einer vorhersehbaren Rechenzeit
erzielt werden.
Stabilita¨t Die Stabilita¨t des LGS-Verfahrens ist, wie bei allen bisher
vorgestellten impulsbasierten Verfahren, sehr hoch. Das liegt daran, dass
fu¨r jede Zwangsbedingung ein gu¨ltiger Zustand direkt angesteuert wird.
Aus diesem Grund ko¨nnen auch zersto¨rte Modelle wieder zusammengesetzt
werden. Dies sollte allerdings nicht in einem einzigen Simulationsschritt
geschehen, sondern auf mehrere Schritte verteilt werden. Wenn ein Modell
in einem Schritt zusammengesetzt wird, werden die Korrekturimpulse im
Allgemeinen sehr groß, da große Distanzen in einem sehr kurzen Zeitraum
zuru¨ckgelegt werden mu¨ssen. Dies fu¨hrt zu sehr hohen Geschwindigkei-
ten im Modell, wodurch numerische Probleme auftreten, durch die die
Simulation unter Umsta¨nden instabil wird. Daher ist es sinnvoll, die Kor-
rekturimpulse fu¨r jeden Simulationsschritt zu beschra¨nken. Ein zersto¨rtes
Modell wird dann u¨ber mehrere Schritte wieder zusammengesetzt. Dadurch
vergro¨ßert sich der Zeitraum, in dem das Modell repariert wird und die
Distanzen ko¨nnen mit geringeren Geschwindigkeiten u¨berwunden werden.
Dies fu¨hrt zu einer stabilen Simulation.
Simulation in Echtzeitanwendungen Beim LGS-Verfahren ist der
Rechenaufwand in jedem Simulationsschritt gleich. Daher wird im Ge-
gensatz zum iterativen Verfahren fu¨r die exakte Berechnung der Kor-
rekturimpulse immer die gleiche Zeit beno¨tigt. Allerdings besteht beim
LGS-Verfahren keine Mo¨glichkeit, die Berechnung vorzeitig abzubrechen
und trotzdem ein Ergebnis zu bekommen. Fu¨r Echtzeitanwendungen ist
dieses Verfahren genau dann geeignet, wenn die beno¨tigte Rechenzeit fu¨r
einen Simulationsschritt kleiner gleich der Zeitschrittweite ist. Ist diese
Bedingung erfu¨llt, ko¨nnen alle Schritte schnell genug durchgefu¨hrt wer-
den. Da das LGS-Verfahren insgesamt sehr schnell ist, ko¨nnen damit
auch sehr komplexe Modelle in Echtzeit simuliert werden (siehe auch
Abschnitt 5.3).
Implementierung Die Implementierung der LGS-Methode ist kompli-
zierter als die des iterativen Verfahrens, da ein Lo¨sungsverfahren fu¨r ein
lineares Gleichungssystem beno¨tigt wird. Allerdings existieren fu¨r solche
Lo¨sungsverfahren bereits verschiedene Bibliotheken. Darunter sind auch
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frei verfu¨gbare Bibliotheken, wie z. B. ATLAS1 [WD99], eine hochoptimier-
te Variante von LAPACK. Durch den Einsatz solcher Bibliotheken ist der
Implementierungsaufwand des Verfahrens relativ gering.
4.3.4. Parallele Simulation nicht dehnbarer Textilien
In diesem Abschnitt soll ein Verfahren vorgestellt werden, das die parallele
Simulation von Textilien erlaubt [BB08b]. Dafu¨r wird das Textilmodell
zuna¨chst in azyklische Teile zerlegt. Anschließend wird ein Verfahren
vorgestellt, mit dem die Korrekturimpulse fu¨r ein azyklisches Modell
mit linearem Zeit- und Speicheraufwand bestimmt werden ko¨nnen. Die
Korrekturimpulse der einzelnen Teile ko¨nnen mit Hilfe dieses Verfahrens
sehr schnell berechnet werden. Außerdem ko¨nnen die Impulse fu¨r alle
azyklischen Teile, zwischen denen keine direkte Abha¨ngigkeit besteht,
parallel berechnet werden. Die direkten Abha¨ngigkeiten werden mit Hilfe
eines iterativen Verfahrens aufgelo¨st. Am Ende des Abschnittes werden
die Eigenschaften dieses Verfahrens diskutiert.
4.3.4.1. Simulation azyklischer Modelle mit linearem Aufwand
Ein Modell, dessen Bedingungen keine zyklischen Strukturen aufweisen,
kann mit einem Zeit- und Speicheraufwand von 𝑂(𝑛) simuliert werden. Es
wurde bereits fu¨r Starrko¨rpermodelle gezeigt, wie dieser optimale Aufwand
erreicht wird (siehe Abschnitt 3.3.3). Die Berechnung der Korrekturimpulse
fu¨r ein Partikelmodell funktioniert sehr a¨hnlich. Das Verfahren mit linearem
Aufwand basiert auf dem LGS-Verfahren. Durch eine geeignete Umformung
des linearen Gleichungssystems kann es mit dem optimalen Aufwand gelo¨st
werden. Dafu¨r muss die Matrix des Systems zuna¨chst folgendermaßen
zerlegt werden:
CM−1C𝑇 p = △v. (4.6)
Dabei ist C eine Blockmatrix, die die Distanzbedingungen im Modell
repra¨sentiert. Die Matrix M beschreibt die Masseneigenschaften aller
Partikel im System, die Teil einer Distanzbedingung sind. Diese Matrix ist
ebenfalls eine Blockmatrix, die auf der Diagonalen eine Massenmatrix fu¨r
1Die Abku¨rzung ATLAS steht fu¨r Automatically Tuned Linear Algebra Software.
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jedes Partikel entha¨lt. Die Massenmatrix M𝑖 des 𝑖-ten Partikels ist wie
folgt definiert:
M𝑖 =
⎛⎜⎝𝑚𝑖 0 00 𝑚𝑖 0
0 0 𝑚𝑖
⎞⎟⎠ . (4.7)
Jede Zeile in der Bedingungsmatrix C repra¨sentiert eine Distanzbedingung
des Modells und jeder dreidimensionale Spaltenblock ein Partikel. Daher
hat die Matrix C fu¨r ein Modell mit 𝑛𝐷 Distanzbedingungen und 𝑛𝑃
Partikeln die Dimension 𝑛𝐷 × 3𝑛𝑃 . Ein einzelner Block C𝑖,𝑗 der Matrix
hat die Dimension 1× 3 und ist genau dann ungleich Null, wenn das 𝑗-te
Partikel dynamisch und Teil der Distanzbedingung mit dem Index 𝑖 ist.
Wenn das lineare Gleichungssystem fu¨r die Korrekturimpulse in die Form
von Gleichung 4.6 gebracht werden kann, dann hat das folgende System
exakt die gleiche Lo¨sung:(︃
M −C𝑇
−C 0
)︃
⏟  ⏞  
H
(︃
y
p
)︃
=
(︃
0
−△v
)︃
⏟  ⏞  
b
.
Ein System dieser Form wurde bereits in Abschnitt 3.3.3 vorgestellt. Es ist
zwar gro¨ßer als das urspru¨ngliche Gleichungssystem, hat aber den Vorteil,
dass die MatrixH immer du¨nnbesetzt ist. Um dieses neue Gleichungssystem
mit linearem Aufwand zu lo¨sen, mu¨ssen zuna¨chst die Zeilen neu sortiert
werden. Dafu¨r wird ein Graph aufgestellt, der die Verbindungen zwischen
den Partikeln im Modell widerspiegelt. Alle Partikel und Bedingungen
werden im Graph als Knoten repra¨sentiert. Wenn ein Partikel Teil einer
Distanzbedingung ist, existiert eine Kante zwischen dem Partikel und der
Bedingung (siehe auch Abbildung 3.7). Durch eine Tiefensuche in diesem
Graphen werden die Knoten so indiziert, dass der Index jedes Elternknotens
gro¨ßer ist als die Indizes seiner Kinder. Anhand dieser Indizes werden
die Zeilen des Gleichungssystems neu sortiert. Dabei gibt der Index eines
Knotens die Position der zugeho¨rigen Zeile im System an. Das resultierende
System hat bei einer LDL𝑇 -Faktorisierung die Eigenschaft, dass die untere
Dreiecksmatrix L genauso du¨nnbesetzt ist, wie die urspru¨ngliche Matrix
H. Das bedeutet, dass in der Matrix L genau die gleichen Elemente
von Null verschieden sind, wie bei H. In Abschnitt 3.3.3 wurden die
zwei Algorithmen 3.3 und 3.4 vorgestellt, die unter Beru¨cksichtigung
dieser Eigenschaft das Gleichungssystem fu¨r Starrko¨rper mit linearem
Aufwand faktorisieren und lo¨sen. Mit diesen Algorithmen kann auch das
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hier vorgestellte Gleichungssystem fu¨r ein Textilmodell mit dem optimalen
Aufwand von 𝑂(𝑛) gelo¨st werden.
Nachdem das Gleichungssystem gelo¨st wurde, entha¨lt der Vektor p den
Betrag von jedem Korrekturimpuls. Ein Wert 𝑝𝑖 des Lo¨sungsvektors muss
mit der Richtung der zugeho¨rigen Distanzbedingung multipliziert werden,
um einen dreidimensionalen Impuls zu bekommen:
p𝑖 = 𝑝𝑖P𝑇𝑖 .
Durch die resultierenden Impulse werden alle Zwangsbedingungen des
Systems sofort erfu¨llt.
Die Korrekturimpulse ko¨nnen nur dann in linearer Zeit bestimmt werden,
wenn eine Zerlegung A = CM−1C𝑇 fu¨r die Matrix des Gleichungssystems
existiert. Die Massenmatrix M in dieser Zerlegung ist bereits bekannt.
Da es sich dabei um eine Diagonalmatrix handelt, ist auch ihre Inverse
M−1 eine Diagonalmatrix. Außerdem ist die Matrix M eine Blockmatrix,
die fu¨r jedes dynamische Partikel einen Block M𝑖 (siehe Gleichung 4.7)
auf der Diagonalen entha¨lt. Daher ist die inverse Matrix ebenfalls eine
Blockmatrix und ihre Blo¨cke sind wie folgt bestimmt:
M−1𝑖 =
⎛⎜⎝
1
𝑚𝑖
0 0
0 1𝑚𝑖 0
0 0 1𝑚𝑖
⎞⎟⎠ =
⎛⎜⎝𝑘𝑖 0 00 𝑘𝑖 0
0 0 𝑘𝑖
⎞⎟⎠ .
Damit ist die Matrix M−1 bekannt und es muss nur noch die Blockmatrix
C fu¨r die Bedingungen bestimmt werden.
Ein Element der Matrix A fu¨r zwei Zwangsbedingungen mit einem ge-
meinsamen Partikel wird durch die folgende Gleichung bestimmt:
𝐴𝑖,𝑗 = P𝑖𝐵𝑖,𝑗 P𝑇𝑗 .
Dabei ist 𝐵𝑖,𝑗 durch die Gleichung 4.4 bestimmt und P𝑖 ist die Projekti-
onsmatrix der 𝑖-ten Distanzbedingung (siehe Gleichung 4.5). Das Element
𝐴𝑖,𝑗 beschreibt die Geschwindigkeitsa¨nderung in der Bedingung 𝑖, wenn ein
Korrekturimpuls fu¨r die Bedingung 𝑗 auf das gemeinsame Partikel einwirkt.
Der Index des gemeinsamen Partikels der beiden Bedingungen wird im
Folgenden mit 𝑙 bezeichnet. Fu¨r die gesuchte Zerlegung der Matrix A muss
die folgende Gleichung fu¨r das Element 𝐴𝑖,𝑗 , die Bedingungsmatrizen C𝑖,𝑙
und C𝑗,𝑙 und die inverse Massenmatrix des Partikels 𝑙 gelten:
P𝑖𝐵𝑖,𝑗 P𝑇𝑗 = C𝑖,𝑙M−1𝑙 C
𝑇
𝑗,𝑙. (4.8)
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Beide Seiten der Gleichung sehen sich bereits ziemlich a¨hnlich. Der Wert
𝐵𝑖,𝑗 beschreibt die inverse Masse des gemeinsamen Partikels der beiden
Bedingungen, genauso wie die Matrix M−1𝑙 . Allerdings wird bei der Be-
rechnung von 𝐵𝑖,𝑗 eine Fallunterscheidung fu¨r das Vorzeichen gemacht
(siehe Gleichung 4.4). Da die Matrix M−1𝑙 fest definiert ist, kann ein Vor-
zeichenwechsel hier nicht umgesetzt werden. Aus diesem Grund muss die
Fallunterscheidung fu¨r die Bedingungsmatrizen durchgefu¨hrt werden:
C𝑖,𝑙 =
⎧⎪⎨⎪⎩
C˜𝑖,𝑙 wenn 𝑙 = 𝑖1
−C˜𝑖,𝑙 wenn 𝑙 = 𝑖2
0 sonst.
Dabei sind 𝑖1 und 𝑖2 die Indizes des ersten bzw. zweiten Partikels der 𝑖-ten
Distanzbedingung. Der Block C˜𝑖,𝑙 muss gleich der Projektionsmatrix P𝑖
sein, damit die Gleichung 4.8 erfu¨llt ist:
C˜𝑖,𝑙 = P𝑖 =
s𝑖2(𝑡)− s𝑖1(𝑡)
|s𝑖2(𝑡)− s𝑖1(𝑡)|
.
Damit ist die Zerlegung der Matrix A vollsta¨ndig bestimmt und das
lineare Gleichungssystem fu¨r die Korrekturimpulse kann in die Form von
Gleichung 4.6 gebracht werden. Da diese Voraussetzung erfu¨llt ist, kann
das Gleichungssystem mit linearem Zeit- und Speicheraufwand faktorisiert
und gelo¨st werden.
4.3.4.2. Beschreibung des Verfahrens
Bisher wurde ein Verfahren mit optimalem Aufwand fu¨r die Simulation von
azyklische Modellen vorgestellt. Das vorgestellte Textilmodell beinhaltet
allerdings sehr viele Zyklen. In diesem Abschnitt wird gezeigt, wie das
vorgestellte Verfahren bei der parallelen Simulation des Textilmodells zum
Einsatz kommt. Dafu¨r muss das Textilmodell zuna¨chst in azyklische Teile
zerlegt werden. Diese Zerlegung kann auf verschiedene Weisen geschehen.
In dieser Arbeit wurde das Modell in horizontale und vertikale Streifen
zerlegt (siehe Abbildung 4.5). Diese Art der Zerlegung hat mehrere Vorteile.
Alle resultierenden azyklischen Teile haben dabei die gleiche Anzahl an
Distanzbedingungen. Dies ist wichtig, da die Korrekturimpulse fu¨r die-
se Teile im weiteren Verlauf parallel berechnet werden sollen. Außerdem
entsteht durch die Zerlegung keine Redundanz im Modell. Es sind aller-
dings durchaus Zerlegungen denkbar, bei denen eine Distanzbedingung in
mehreren Teilen verwendet wird.
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Abbildung 4.5.: Beispiel eines einfachen Textilmodells, das in acht azyklische
Teile zerlegt wird
Durch die Zerlegung des Modells entstehen azyklische Teilmodelle, fu¨r die
die Korrekturimpulse mit dem im letzten Abschnitt vorgestellten Verfahren
mit linearem Aufwand berechnet werden ko¨nnen. Bei der Simulation muss
allerdings beru¨cksichtigt werden, dass zwischen zwei Teilmodellen, die ein
gemeinsames Partikel haben, eine Abha¨ngigkeit besteht. Die Abha¨ngigkeit
ergibt sich, da durch beide Teile Impulse auf das gleiche Partikel einwirken
und dadurch die Berechnung des jeweils anderen Impulses beeinflusst
wird. Diese Abha¨ngigkeiten im Modell ko¨nnen eine zyklische Struktur
aufweisen, was bei der Auflo¨sung beru¨cksichtigt werden muss. Teilmodelle,
die kein gemeinsames Partikel haben, sind unabha¨ngig voneinander. Daher
beeinflussen sie sich nicht gegenseitig und ihre Korrekturimpulse ko¨nnen
parallel berechnet werden.
In Abschnitt 4.3.2 wurde ein iteratives Verfahren fu¨r die Berechnung der
Korrekturimpulse bei einem Textilmodell vorgestellt. Dieses Verfahren hat
den Vorteil, dass es zyklische Abha¨ngigkeiten ohne zusa¨tzlichen Aufwand
auflo¨sen kann. Allerdings konvergiert es bei sehr komplexen Modellen nur
langsam, besonders wenn das Textilmodell sehr unelastisch ist. Durch die
Kombination der optimierten Methode fu¨r azyklische Modelle mit dem
iterativen Verfahren ko¨nnen die zyklischen Abha¨ngigkeiten im Modell
aufgelo¨st werden. In einem Iterationsschritt werden die Korrekturimpulse
fu¨r jedes azyklische Teilmodell mit Hilfe des Verfahrens mit linearem
Aufwand berechnet. Die Faktorisierung eines Teilmodells muss dabei nur
einmal pro Simulationsschritt bestimmt werden, da sie fu¨r einen Zeitpunkt
konstant bleibt. Der iterative Prozess endet, wenn alle Distanzbedingungen
innerhalb einer vorgegebenen Toleranz erfu¨llt sind. Mit diesem Toleranzwert
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wird die Elastizita¨t des Modells beschra¨nkt. Im Gegensatz zum iterativen
Verfahren aus Abschnitt 4.3.2 wird hier nicht u¨ber alle Bedingungen,
sondern nur u¨ber alle Teilmodelle iteriert. Dadurch konvergiert der Prozess
wesentlich schneller zu einer Lo¨sung.
Die horizontalen und vertikalen Streifen bilden zwei Gruppen von unab-
ha¨ngigen azyklischen Teilmodellen. Das bedeutet, dass kein Streifen einer
Gruppe eine Abha¨ngigkeit mit einem anderen Streifen der gleichen Gruppe
hat. Daher ko¨nnen die Impulse aller Teile einer Gruppe parallel berechnet
werden. Dabei kommt das Verfahren mit linearem Aufwand zum Einsatz,
um eine hohe Geschwindigkeit zu erreichen. Die Abha¨ngigkeiten zwischen
den Gruppen werden durch den iterativen Prozess aufgelo¨st, der die Be-
rechnungen fu¨r die beiden Gruppen immer abwechselnd durchfu¨hrt.
4.3.4.3. Eigenschaften des Verfahrens
Geschwindigkeit Die Impulse fu¨r ein azyklisches Teilmodell ko¨nnen
mit dem optimalen Aufwand von 𝑂(𝑛) exakt bestimmt werden. Ein solches
Teilmodell ist nicht sehr komplex, da seine Struktur linear ist und es nur
einen Bruchteil der Bedingungen des Gesamtmodells beinhaltet. Dadurch
ist die Berechnung der Impulse fu¨r ein Teilmodell sehr schnell.
Die horizontalen und vertikalen Streifen bilden jeweils eine Gruppe von
Teilen, die unabha¨ngig voneinander sind, wa¨hrend zwischen den Gruppen
sehr viele Abha¨ngigkeiten existieren. Diese Abha¨ngigkeiten werden durch
einen iterativen Prozess aufgelo¨st, bei dem in jedem Schritt erst alle Impul-
se der ersten Gruppe und dann alle Impulse der zweiten Gruppe bestimmt
werden. Da hier u¨ber die Teilmodelle iteriert wird und nicht u¨ber alle
Distanzbedingungen, konvergiert der Prozess wesentlich schneller als das
iterative Verfahren (siehe Abschnitt 4.3.2). Durch den iterativen Prozess
muss das lineare Gleichungssystem fu¨r die Impulse eines Teilmodells mehr-
mals gelo¨st werden. Allerdings a¨ndert sich wa¨hrend dem gesamten Prozess
die Faktorisierung nicht. Da außerdem die Gleichungssysteme fu¨r die Ge-
schwindigkeitsbedingungen und fu¨r die Positionsbedingungen des na¨chsten
Simulationsschritts die gleiche Matrix haben, muss die Faktorisierung nur
einmal pro Simulationsschritt bestimmt werden. Die Gleichungssysteme
innerhalb einer Gruppe ko¨nnen parallel gelo¨st werden, da sie unabha¨ngig
voneinander sind. Dadurch kann die Simulation auf Rechnern mit mehreren
Prozessoren deutlich beschleunigt werden.
Mit dem vorgestellten Verfahren ko¨nnen sehr komplexe Modelle in Echtzeit
simuliert werden. Die Geschwindigkeit der Simulation ha¨ngt zum einen vom
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Toleranzwert ab, der bei der Abbruchbedingung des iterativen Prozesses
verwendet wird, und zum anderen von der Anzahl der Prozessoren, die
zur Verfu¨gung stehen. Genaue Messergebnisse werden in Abschnitt 4.3.6
vorgestellt.
Genauigkeit Die Genauigkeit, mit der die Distanzbedingungen erfu¨llt
werden, ha¨ngt direkt von dem Toleranzwert ab, der beim iterativen Prozess
verwendet wird. Je kleiner der Wert ist, um so la¨nger beno¨tigt der Prozess
bis er konvergiert. Mit dem Toleranzwert wird direkt die maximal zula¨ssige
Ausdehnung des Textilmodells beschra¨nkt. Damit kann die Elastizita¨t des
Modells sehr genau kontrolliert werden. Eine solche Beschra¨nkung ist mit
einem Masse-Feder-Modell nicht mo¨glich.
Stabilita¨t Die Stabilita¨t des Verfahrens ist sehr hoch, da sowohl das
Verfahren fu¨r azyklische Modelle als auch das iterative Verfahren sehr stabil
sind. Die Kombination der beiden Verfahren a¨ndert an dieser Eigenschaft
nichts. Das vorgestellte Verfahren kann, wie die anderen impulsbasier-
ten Verfahren, zersto¨rte Modelle wieder zusammensetzen. Dafu¨r muss
der Impuls fu¨r jede Distanzbedingung jedes Simulationsschrittes auf ein
Maximum beschra¨nkt werden. Andernfalls werden die Impulse bei stark
zersto¨rten Modellen sehr groß und die Simulation instabil.
Simulation in Echtzeitanwendungen Die Rechenzeit, die fu¨r einen
Simulationsschritt beno¨tigt wird, ha¨ngt stark vom verwendeten Toleranz-
wert beim iterativen Prozess ab. Wenn in einer Echtzeitanwendung die
maximale Rechenzeit fu¨r einen Simulationsschritt verbraucht ist, bevor die
Abbruchbedingung des iterativen Prozesses erfu¨llt wird, kann der Prozess
vorzeitig abgebrochen werden. Dadurch erha¨lt man nur ein vorla¨ufiges
Ergebnis, das den vorgegebenen Toleranzwert nicht erreicht. Dafu¨r wird
die Echtzeitbedingung der Anwendung eingehalten. Der Toleranzwert kann
im na¨chsten Simulationsschritt wieder erreicht werden.
In Echtzeitanwendungen sollte genug Rechenzeit eingeplant werden, um das
gewu¨nschte Modell ohne Probleme simulieren zu ko¨nnen. Ein vorzeitiger
Abbruch des iterativen Prozesses ist dann nur in Ausnahmesituationen
no¨tig, in denen sehr große Kra¨fte auf das Modell einwirken.
Implementierung Fu¨r die Simulation der azyklischen Teilmodelle mu¨s-
sen nur die Algorithmen 3.3 und 3.4 implementiert werden. Im Gegensatz
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zum 𝑂(𝑛)-Verfahren fu¨r Starrko¨rpersysteme wird hier kein Graph fu¨r die
Gelenkstruktur beno¨tigt, da die Teilmodelle alle eine vorgegebene lineare
Struktur haben. Die Umsetzung der beiden Algorithmen ist relativ einfach.
Die Implementierung des iterativen Prozesses ist ebenfalls unkompliziert.
Fu¨r die parallele Berechnung der Impulse aller Teilmodelle in einer Gruppe
wurde OpenMP [CJP07] verwendet. Die Abku¨rzung OpenMP steht fu¨r
Open Multi-Processing. OpenMP erlaubt die Parallelisierung des Verfah-
rens mit Hilfe von einfachen Compiler-Direktiven. Der Compiler erzeugt
daraus dann ein paralleles Programm. Insgesamt ergibt sich daraus, dass
das Verfahren einfach zu implementieren ist.
4.3.5. Erweiterung fu¨r Dreiecksnetze
In den vorherigen Abschnitten wurde die Simulation nicht dehnbarer
Textilien mit der impulsbasierten Methode beschrieben. Dabei wurde
ausschließlich ein Partikelmodell verwendet, bei dem die Partikel durch
ein regelma¨ßiges Gitter von Distanzbedingungen verbunden werden. Die
Modellierung von Kleidungsstu¨cken mit solchen regelma¨ßigen Gittern ist
allerdings schwer. Daher wurde eine Erweiterung des Simulationsverfahrens
entwickelt, mit der beliebige Dreiecksnetze unterstu¨tzt werden [BDB11].
Dabei wurde das Verklemmungsproblem, das bei solchen Modellen auftritt,
gelo¨st. Diese Erweiterung wird im Folgenden vorgestellt.
4.3.5.1. Simulationsmodell
Die Distanzbedingungen, die in den vorherigen Abschnitten beschrieben
wurden, werden mit Hilfe der impulsbasierten Methode anna¨hernd exakt
eingehalten. Verwendet man als Simulationsmodell ein Dreiecksnetz, bei
dem sich in jedem Eckpunkt ein Partikel befindet und auf jeder Kante
eine Distanzbedingung definiert ist, kommt es in der Simulation zu einer
Verklemmung. Der Grund dafu¨r ist, dass durch die Bedingungen zu viele
Freiheitsgrade entfernt werden und damit keine vollsta¨ndige Deformation
mehr mo¨glich ist. Im Folgenden wird eine Lo¨sung fu¨r dieses Problem
pra¨sentiert, die auf einer Idee von English und Bridson [EB08] basiert.
Anstatt die Partikel auf den Eckpunkten eines Dreiecksnetzes zu definieren,
werden die Partikel auf den Mittelpunkten der Kanten positioniert (siehe
Abbildung 4.6). Auf diese Weise wird die Anzahl der Freiheitsgrade im
Modell erho¨ht, da zwei benachbarte Dreiecke nur noch einen anstatt zwei
gemeinsame Partikel haben. Die Partikel werden dann, wie in Abbildung 4.6
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Abbildung 4.6.: Die Partikel des nicht-konformen Simulationsnetzes (rot) befin-
den sich auf den Mittelpunkten der Kanten des urspru¨nglichen Dreiecksnetzes
(schwarz). Distanzbedingungen werden zwischen diesen Partikeln definiert.
gezeigt, mit Distanzbedingungen miteinander verbunden. Das resultierende
Netz ist mit dem urspru¨nglichen Dreiecksnetz nicht-konform. Allerdings
hat das resultierende Simulationsmodell mehr Freiheitsgrade und das
Verklemmungsproblem wird dadurch gelo¨st.
Bei einem Simulationsmodell, bei dem die Partikel nicht in einem regula¨ren
Gitter angeordnet sind, mu¨ssen die Massen der Partikel so angepasst
werden, dass sich eine gleichma¨ßige Massenverteilung ergibt. Wenn man
von einer konstanten Dichte 𝜌 u¨ber die Fla¨che ausgeht, kann die Masse
eines Partikels durch
𝑚 = 𝜌 ·𝐴 (4.9)
bestimmt werden, wobei 𝐴 die Fla¨che ist, die ein Partikel repra¨sentiert.
Diese Fla¨che wird durch die anliegenden Dreiecke im urspru¨nglichen Drei-
ecksnetz des Modells bestimmt. Jeder Partikel liegt auf dem Mittelpunkt
einer Kante im urspru¨nglichen Netz (siehe Abbildung 4.6). Im Inneren
des Netzes hat jede dieser Kanten zwei und auf dem Rand ein anliegendes
Dreieck. Die Fla¨che, die ein Partikel repra¨sentiert, wird in dieser Arbeit
durch ein Drittel der Summe der anliegenden Dreiecksfla¨chen berechnet.
Mit Gleichung 4.9 kann dann die Masse jedes Partikels bestimmt werden.
Das Simulationsmodell, das bis jetzt beschrieben wurde, hat zu viele
Freiheitsgrade auf dem Rand. Die Randdreiecke des nicht-konformen Netzes
haben nur ein oder zwei gemeinsame Partikel mit inneren Dreiecken. Daher
ko¨nnen Dreiecke am Rand frei um die gemeinsamen Partikel rotieren ohne
von den benachbarten Dreiecken abha¨ngig zu sein. Dieses Problem kann
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(a) Partikel auf dem
Rand mit anliegendem
Dreieck
(b) Das na¨chste be-
nachbarte Dreieck
(c) Mo¨gliche Partikel
fu¨r eine zusa¨tzliche Be-
dingung
(d) Zusa¨tzliche Bedin-
gung fu¨r den Rand
Abbildung 4.7.: Definition einer zusa¨tzlichen Distanzbedingung fu¨r ein Partikel
auf dem Rand
gelo¨st werden, indem am Rand zusa¨tzliche Distanzbedingungen definiert
werden.
Um zusa¨tzliche Bedingungen auf dem Rand zu definieren, mu¨ssen zuna¨chst
alle Kanten auf dem Rand des urspru¨nglichen Dreiecksnetzes bestimmt
werden. Diese Kanten haben nur ein anliegendes Dreieck (siehe Abbil-
dung 4.7(a)). Solche Randdreiecke haben maximal zwei benachbarte Drei-
ecke, die im na¨chsten Schritt bestimmt werden (siehe Abbildung 4.7(b)).
Jedes der Nachbardreiecke hat wiederum zwei nicht gemeinsame Kanten
mit dem Randdreieck. Die Partikel auf den Mittelpunkten dieser Kanten
sind mo¨gliche Kandidaten fu¨r die Definition einer zusa¨tzlichen Distanz-
bedingung (siehe Abbildung 4.7(c)). Fu¨r die endgu¨ltige Bedingung wird
von den beiden Kandidaten der Partikel ausgewa¨hlt, der am na¨chsten
zu dem Partikel auf der Randkante liegt (siehe Abbildung 4.7(d)). Alle
zusa¨tzlichen Distanzbedingungen, die auf diese Weise fu¨r das Beispiel aus
Abbildung 4.6 erzeugt werden, werden in Abbildung 4.8 gezeigt.
Das Problem bei einer Simulation mit dem nicht-konformen Netz ist, dass
abseits der Partikel auf den Mittelpunkten diskontinuierliche U¨berga¨nge
im Simulationsmodell auftreten (siehe Abbildung 4.9). Aus diesem Grund
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Abbildung 4.8.: Zusa¨tzliche Distanzbedingungen fu¨r ein nicht-konformes Drei-
ecksnetz
Abbildung 4.9.: Benachbarte Dreiecke im nicht-konformen Netz haben nur einen
gemeinsamen Punkt. Wenn man das urspru¨ngliche Dreiecksnetz direkt mit dem
nicht-konformen Netz verbindet, entstehen daher Lo¨cher.
kann die Kollisionserkennung und die Visualisierung nicht direkt mit dem
Modell durchgefu¨hrt werden. Um ein kontinuierliches Netz zu erhalten, wird
das urspru¨ngliche Dreiecksnetz mit dem nicht-konformen Netz gekoppelt.
Dieses wird im Folgenden auch als das konforme Netz bezeichnet.
Zuna¨chst mu¨ssen fu¨r das urspru¨ngliche Netz die Positionen der Punkte
bestimmt werden. Betrachtet man nur ein Dreieck des nicht-konformen
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Modells, dann ko¨nnen die zugeho¨rigen Positionen xc des urspru¨nglichen
Dreiecks durch
xc1 = xnc2 + xnc3 − xnc1
xc2 = xnc3 + xnc1 − xnc2
xc3 = xnc1 + xnc2 − xnc3
berechnet werden. Dabei bezeichnet xnc𝑖 den Mittelpunkt der Kante, die
dem Punkt 𝑖 im urspru¨nglichen Netz gegenu¨ber liegt. Die Positionen xc𝑗
ko¨nnen allerdings nicht direkt fu¨r das konforme Dreiecksnetz verwendet
werden (siehe Abbildung 4.9). Im Allgemeinen wird fu¨r einen Punkt im
konformen Netz fu¨r jedes zugeho¨rige nicht-konforme Dreieck eine andere
Position xc bestimmt. Fu¨r die Bestimmung der endgu¨ltigen Position xc
des Punktes werden daher alle zugeho¨rigen Positionen xc gemittelt. Die
Umrechnung der Positionen und der Geschwindigkeiten zwischen dem
nicht-konformen und dem konformen Dreiecksnetz kann auch mit einer
Matrix B durchgefu¨hrt werden:
xc = Bxnc
vc = Bvnc.
Die Positionen der Punkte im konformen Netz mu¨ssen nach jedem Si-
mulationsschritt neu bestimmt werden. Dann kann dieses Dreiecksnetz
fu¨r die Kollisionserkennung und auch fu¨r die Visualisierung verwendet
werden. Die Kollisionsbehandlung kann mit jedem Verfahren durchgefu¨hrt
werden, das fu¨r Dreiecksnetze geeignet ist. Fu¨r die Experimente in dieser
Arbeit wurde das Verfahren von David Baraff [BWK03] eingesetzt, um
einen durchdringungsfreien Zustand fu¨r das konforme Netz herzustellen.
Nachdem alle Durchdringungen aufgelo¨st sind, kann das resultierende Netz
fu¨r die Visualisierung verwendet werden. Da die Kollisionsbehandlung nur
auf dem konformen Dreiecksnetz durchgefu¨hrt wird, mu¨ssen die daraus
resultierenden Positionsa¨nderungen△xc der Punkte auf das nicht-konforme
Netz u¨bertragen werden. Die endgu¨ltigen Positionen xnc𝑓 der Partikel im
nicht-konformen Modell ko¨nnen mit Hilfe von Lagrange-Multiplikatoren
bestimmt werden [EB08]:
xnc𝑓 = xnc +B𝑇 𝜆.
Der Vektor der Lagrange-Multiplikatoren 𝜆 wird durch das Lo¨sen eines
symmetrischen, positiv definiten linearen Gleichungssystems berechnet:
BB𝑇 𝜆 = △xc.
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Dieses Gleichungssystem garantiert, dass die Interpolation der endgu¨ltigen
Positionen xnc𝑓 durch die Matrix B genau die gewu¨nschten Positionsa¨nde-
rungen △xc im konformen Netz bewirkt:
Bxnc𝑓 = xc +△xc.
Da die Matrix BB𝑇 des Gleichungssystems wa¨hrend der Simulation kon-
stant ist, kann eine Faktorisierung vorberechnet werden. Dadurch kann die
Berechnung der Lagrange-Multiplikatoren 𝜆 wa¨hrend der Simulation sehr
effizient durchgefu¨hrt werden.
Zum Schluss mu¨ssen auch die Geschwindigkeiten des nicht-konformen
Simulationsmodells aktualisiert werden. Diese werden durch die Positions-
a¨nderungen wie folgt angena¨hert:
vnc𝑓 = vnc +
xnc𝑓 − xnc
ℎ
.
Dabei ist zu beachten, dass sowohl die Positionen als auch die Geschwin-
digkeiten nur dann aktualisiert werden mu¨ssen, wenn durch die Kollisions-
behandlung die Positionen des konformen Netzes vera¨ndert werden.
Fu¨r eine realistische Simulation von Textilien werden Kra¨fte beno¨tigt, die
einer Kru¨mmung des Modells entgegenwirken. Diese Kra¨fte mu¨ssen fu¨r
das nicht-konforme Simulationsmodell bestimmt werden. Dafu¨r kann das
Modell fu¨r Kru¨mmungen von unelastische Textilien von Wardetzky et
al. [WBH+07] angepasst werden.
4.3.6. Ergebnisse
In diesem Abschnitt werden verschiedene Ergebnisse mit den vorgestellten
Verfahren pra¨sentiert. Alle Geschwindigkeitsmessungen wurden auf einem
PC mit einem 2,4 GHz Intel Core 2 Quad Prozessor durchgefu¨hrt.
Die maximale Ausdehnung des simulierten Textilmodells kann mit Hilfe des
verwendeten Toleranzwertes kontrolliert werden. Abbildung 4.10 zeigt ein
solches Modell, das aus einem regula¨ren Netz von 41×41 Partikeln besteht.
Diese sind durch 3280 Distanzbedingungen miteinander verbunden. Die
Partikel im Modell haben einen Abstand von 10 cm. Dadurch ergibt sich
eine Gesamtgro¨ße von 4m×4m fu¨r das Modell. An zwei Ecken des Modells
wurden statische Partikel verwendet, um das Modell aufzuha¨ngen. Dadurch
kann beobachtet werden, wie stark sich das Modell unter der Einwirkung
von Gravitation verformt. Fu¨r die Positionsbedingungen wurden Toleranz-
werte zwischen 0,01 m und 0,00001 m verwendet. Dadurch lag die maximal
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(a) 10% (b) 1%
(c) 0.1% (d) 0.01%
Abbildung 4.10.: Simulation eines Tuchs mit unterschiedlichen Toleranzwerten.
Die Toleranzwerte wurden so gewa¨hlt, dass die maximal zula¨ssige Dehnung
zwischen 10% und 0.01% lag.
erlaubte Ausdehnung zwischen 10% und 0,01%. Das vorgestellte Verfahren
erlaubt sogar kleinere Toleranzwerte. Allerdings ist der Unterschied visuell
kaum noch wahrnehmbar.
Fu¨r die Geschwindigkeitsmessungen werden ebenfalls quadratische Textil-
modelle (siehe Abbildung 4.10) verwendet. Es werden Modelle verschiedener
Gro¨ßen simuliert, um das Laufzeitverhalten der Verfahren zu untersuchen.
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Abbildung 4.11.: Durchschnittliche Rechenzeit fu¨r einen Simulationsschritt mit
dem iterativen Verfahren. Es wurden Modelle unterschiedlicher Gro¨ße mit einer
maximal zula¨ssigen Dehnung zwischen 1% und 0,01% simuliert.
Die simulierten Modelle haben zwischen 10 × 10 und 50 × 50 Partikel.
Das kleinste Modell hat 180 und das gro¨ßte Modell 4900 Distanzbedin-
gungen. Durch die vielen Abha¨ngigkeiten und Zyklen in den Modellen
entstehen sehr komplexe Systeme, fu¨r die die Impulse berechnet werden
mu¨ssen. Die Geschwindigkeit der Simulation ha¨ngt allerdings nicht nur
von der Komplexita¨t der Netze ab, sondern auch von der maximal zula¨ssi-
gen Elastizita¨t bzw. den verwendeten Toleranzwerten. Daher werden die
Geschwindigkeitsmessungen mit verschiedenen Toleranzen durchgefu¨hrt.
Es wird eine Zeitschrittweite von ℎ = 130 s verwendet, um 30 Bilder pro
Sekunde zu erzeugen. Dadurch ergibt sich eine fu¨r das menschliche Auge
flu¨ssige Animation. Am Anfang der Simulation befindet sich das Textilm-
odell parallel zum Boden und zwei benachbarte Ecken des Modells sind
statisch. Durch die Gravitation schwingt das Tuch wa¨hrend der Simulation
nach unten. Außerdem wirken am Anfang verschiedene Impulse auf zufa¨llig
ausgewa¨hlte Partikel. Dadurch ergeben sich realistische Bedingungen fu¨r
die Messungen, da sich das Modell gleichzeitig in verschiedene Richtungen
verformt. Nach jeweils 500 Simulationsschritten wird die durchschnittliche
Rechenzeit pro Schritt bestimmt.
Abbildung 4.11 zeigt die Messergebnisse fu¨r das iterative Verfahren. Die
horizontale Linie markiert den Wert von 130 s. Alle Messwerte unterhalb
dieser Linie geho¨ren daher zu Simulationen, die schneller als Echtzeit
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durchgefu¨hrt werden konnten. Fu¨r alle Modelle wurden Messungen mit
drei verschiedenen Toleranzwerten durchgefu¨hrt. Durch den ersten Wert
wurde die maximal zula¨ssige Ausdehnung des Modells auf 1% seiner ur-
spru¨nglichen Gro¨ße beschra¨nkt. Die beiden anderen Werte beschra¨nkten
die Ausdehnung auf 0,1% bzw. auf 0,01%.
Das Modell mit 30 × 30 Partikeln konnte sogar mit einer maximalen
Ausdehnung von 0,01% schneller als Echtzeit simuliert werden. Mit dem
gleichen Toleranzwert war das kleinste Modell ungefa¨hr dreimal schneller
als Echtzeit. Das gro¨ßte Modell mit 4900 Distanzbedingungen konnte bei
einer Ausdehnung von 1% fast in Echtzeit simuliert werden. Mit dem
kleinsten Toleranzwert war die Simulation ungefa¨hr sechsmal langsamer.
Die Geschwindigkeit der Simulation kann verbessert werden, wenn der
iterative Prozess nach einer maximalen Anzahl an Iterationsschritten vor-
zeitig beendet wird. Dies hat den Vorteil, dass die maximale Rechenzeit
fu¨r einen Simulationsschritt kontrolliert werden kann. Allerdings kann
durch diese Vorgehensweise der vorgegebene Toleranzwert nicht immer
eingehalten werden. Trotzdem bleibt die Simulation stabil und die Er-
gebnisse sind zumindest visuell plausibel. Durch eine Reduzierung der
Iterationsschritte auf maximal fu¨nf kann das Modell mit 50× 50 Partikeln
ca. 2,3 mal schneller als Echtzeit simuliert werden.
Die gleichen Modelle wurden auch mit dem LGS-Verfahren simuliert. Ab-
bildung 4.12 zeigt die dabei beno¨tigten durchschnittlichen Rechenzeiten
fu¨r einen Simulationsschritt. Die Simulation komplexer Modelle mit dem
LGS-Verfahren ist langsam. Der Grund dafu¨r ist, dass sehr große Glei-
chungssysteme in jedem Schritt faktorisiert und gelo¨st werden mu¨ssen.
Beim gro¨ßten Modell hatte das lineare Gleichungssystem fu¨r die Korrek-
turimpulse eine Dimension von 4900. Die Systeme fu¨r die Impulse sind
du¨nnbesetzt, da jede Distanzbedingung im Modell nur maximal sechs
direkte Abha¨ngigkeiten hat: drei an jedem der beiden verbundenen Parti-
kel. Aus diesem Grund wurde fu¨r die Lo¨sung des Systems die Bibliothek
PARDISO eingesetzt, die fu¨r du¨nnbesetzte Gleichungssysteme optimiert
ist. Das kleinste Modell mit 10 × 10 Partikeln konnte ungefa¨hr viermal
schneller als Echtzeit simuliert werden. Allerdings ist bereits die Simulation
des 20× 20 Modells viermal langsamer als Echtzeit. Das LGS-Verfahren
beno¨tigt sehr viel Rechenzeit. Dafu¨r kann man mit diesem Verfahren ab-
solut undehnbare Textilien simulieren. Die Distanzbedingungen werden
dabei exakt gelo¨st und nicht nur innerhalb einer vorgegebenen Toleranz.
Der hohe Rechenaufwand des LGS-Verfahrens kann reduziert werden, in-
dem das Modell in kleinere Teile zerlegt wird. Fu¨r jeden Teil wird ein
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Abbildung 4.12.: Durchschnittliche Rechenzeit fu¨r einen Simulationsschritt mit
dem LGS-Verfahren. Die Messungen wurden fu¨r Modelle mit unterschiedlichen
Gro¨ßen durchgefu¨hrt.
eigenes lineares Gleichungssystem aufgestellt und gelo¨st. Die Abha¨ngig-
keiten zwischen den Teilen ko¨nnen mit Hilfe eines iterativen Prozesses
aufgelo¨st werden. Auf dieser Grundlage wurde das letzte Verfahren fu¨r
die Simulation von Textilien entwickelt, das in dieser Arbeit vorgestellt
wird (siehe Abschnitt 4.3.4). Da die Zerlegung des Gesamtmodells frei
wa¨hlbar ist, wird das Modell in azyklische Teile zerlegt. Dadurch ko¨nnen
die Impulse fu¨r die Teilmodelle mit jeweils linearem Aufwand bestimmt
werden, wodurch die Simulation zusa¨tzlich beschleunigt wird. Außerdem
ko¨nnen Teile, die keine direkte Abha¨ngigkeit haben, parallel behandelt
werden.
Die Messungen fu¨r das parallele Verfahren wurden mit den gleichen Mo-
dellen wie bei den anderen beiden Verfahren durchgefu¨hrt. Da hier die
direkten Abha¨ngigkeiten zwischen den einzelnen Teilmodellen mit Hil-
fe eines iterativen Prozesses aufgelo¨st werden, ist die Laufzeit von dem
dabei verwendeten Toleranzwert abha¨ngig. Deswegen wurden fu¨r die Mes-
sungen drei verschiedene Toleranzwerte verwendet. Diese beschra¨nken
die maximale Ausdehnung des Textilmodells auf 1%, 0,1% bzw. 0,01%.
Die Simulationen wurden parallel auf allen vier Kernen des verwendeten
Prozessors durchgefu¨hrt. Abbildung 4.13 zeigt fu¨r jede Simulation die
durchschnittliche Rechenzeit eines Simulationsschrittes. Alle Simulationen
konnten schneller als Echtzeit durchgefu¨hrt werden. Durch die parallele
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Abbildung 4.13.: Durchschnittliche Rechenzeit fu¨r einen Simulationsschritt. Es
wurden Modelle mit unterschiedlichen Gro¨ßen mit einer maximal zula¨ssigen
Dehnung zwischen 1% und 0,01% simuliert.
Berechnung auf vier Kernen konnte die Simulation gegenu¨ber einer seriel-
len Behandlung um den Faktor 3,4 beschleunigt werden. Damit ist dieses
Verfahren die schnellste impulsbasierte Methode fu¨r die Simulation von
Textilien, die in dieser Arbeit vorgestellt wurde. Dies gilt sogar dann, wenn
die Simulation auf nur einem Kern bzw. Prozessor durchgefu¨hrt wird. Das
gro¨ßte Modell mit 50×50 Partikeln beno¨tigte durchschnittlich 31,75ms fu¨r
einen Simulationsschritt, bei dem eine maximale Ausdehnung von 0,01%
zula¨ssig war. Mit dem gleichen Toleranzwert konnte ein Simulationsschritt
fu¨r das kleinste Modell in durchschnittlich 4,33ms berechnet werden. Die
Simulation war damit fast achtmal schneller als Echtzeit. Fu¨r den gro¨ßten
Toleranzwert lagen die durchschnittlichen Rechenzeiten zwischen 0,92ms
und 22,87ms. Das kleinste Modell kann damit mehr als 36 mal schneller
als Echtzeit simuliert werden.
Die Behandlung von Kollisionen und Kontakten mit Reibung aus Ab-
schnitt 3.4 wurde in die Simulation von Textilien integriert. Dafu¨r musste
das Verfahren angepasst werden, da die einzigen Ko¨rper im Textilmodell
Partikel sind. Wenn eine Kollision auf einer Fla¨che zwischen den Partikeln
im Modell auftritt, wird der Kollisionsimpuls auf die umliegenden Partikel
verteilt. Diese Verteilung ist abha¨ngig von der Distanz der Partikel zum
Kollisionspunkt. Die Gewichtungen, die dabei fu¨r die benachbarten Partikel
berechnet werden, mu¨ssen aufsummiert Eins ergeben. Abha¨ngigkeiten, die
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Abbildung 4.14.: Ein Tuch, das u¨ber eine Kugel fa¨llt und mit dieser Kollisionen
und bleibende Kontakte hat
zwischen den Distanzbedingungen und den Bedingungen der Kollisionen
bzw. Kontakte auftreten, werden durch einen iterativen Prozess aufgelo¨st.
Die Simulation mit Kollisionen und Kontakten wird in den Abbildun-
gen 4.14 und 4.15 gezeigt. Durch die zusa¨tzlichen Zwangsbedingungen
im System wird die Simulation langsamer. Man kann den zusa¨tzlichen
zeitlichen Aufwand jedoch mit Hilfe der Methode der Schockfortpflan-
zung [Gue06,Ben07a] begrenzen.
Im Folgenden werden Ergebnisse fu¨r die in Abschnitt 4.3.5 beschriebene
Erweiterung fu¨r Dreiecksnetze vorgestellt. Die Simulationen wurden auf
einem PC mit zwei Intel X5650 Prozessoren mit 2.66 GHz durchgefu¨hrt.
Die dafu¨r beno¨tigten Gleichungssysteme wurden mit der Bibliothek PAR-
DISO [SGFS01] gelo¨st. Die Distanzbedingungen im Modell wurden mit der
impulsbasierten Methode simuliert. Dabei wurde eine maximale Toleranz
von 10−6 m verwendet.
Abbildung 4.16 zeigt die Simulation eines Tischtuchs. Das urspru¨ngliche
Netz dieses Modells besteht aus 4722 Dreiecken und 7143 Kanten. Daraus
ergibt sich ein nicht-konformes Simulationsmodell mit 7143 Partikeln und
14406 Distanzbedingungen. Davon werden 240 Bedingungen zusa¨tzlich fu¨r
die Randdreiecke beno¨tigt.
In einem zweiten Experiment wurde ein Tuch, das aus einem regula¨ren
Dreiecksnetz mit 100 × 100 Punkten besteht, u¨ber einer Kugel fallen
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Abbildung 4.15.: Verschiedene Starrko¨rper, die in ein Tuch fallen
Abbildung 4.16.: Simulation eines Tischtuchs mit einem nicht-konformen Simu-
lationsmodell
gelassen (siehe Abbildung 4.17). Das Simulationsmodell besteht aus 29601
Partikeln und 59396 Distanzbedingungen. In der Arbeit von English und
Bridson [EB08] wurde eine a¨hnliche Simulation mit 9.52 Sekunde pro
Simulationsschritt auf einem Athlon 64 3500+ durchgefu¨hrt.
Die durchschnittlichen Rechenzeiten bei einer Simulation mit einer Schritt-
weite von 1 ms sind in Tabelle 4.1 zusammengefasst. Die Berechnung der
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Abbildung 4.17.: Ein Tuchmodell mit 100× 100 Partikeln kollidiert mit einer
Kugel
Faktorisierung der Matrix kostet am meisten Zeit. Fu¨r die Behandlung
der Positionsbedingungen wird geringfu¨gig mehr Zeit beno¨tigt als fu¨r die
Geschwindigkeitsbedingungen. Der Grund dafu¨r ist, dass wegen der Kra¨f-
te, die einer Kru¨mmung entgegen wirken, das Gleichungssystem fu¨r die
Positionsbedingungen in einer Schleife mehrmals gelo¨st werden muss, um
ein genaues Ergebnis zu erhalten. Im Schnitt wurden bei den Simulationen
ein bis zwei Iterationen beno¨tigt, um die maximale Toleranz von 10−6 m
zu erreichen. Die Impulse fu¨r die Geschwindigkeitsbedingungen ko¨nnen da-
gegen exakt durch das einmalige Lo¨sen eines Gleichungssystems bestimmt
werden.
4.4 Volumenerhaltende Simulation von Weichko¨rpern 155
Modell
Anzahl der
Faktorisierung
Pos.- Geschw.-
Gesamt
Bedingungen bed. bed.
Tischtuch 14406 73.6 ms 7.2 ms 6.6 ms 109.5 ms
Kugel 59396 335.6 ms 31.1 ms 26.1 ms 572.4 ms
Tabelle 4.1.: Durchschnittliche Rechenzeiten pro Simulationsschritt fu¨r die
Simulation des Tischtuchs und die Kollision mit der Kugel. Die Tabelle zeigt
die Zeiten fu¨r die Erzeugung und Faktorisierung des Gleichungssystems, die
Behandlung aller Positions- und Geschwindigkeitsbedingungen sowie die gesamte
Rechenzeit, die auch die Kollisionsbehandlung beinhaltet.
4.4. Volumenerhaltende Simulation von
Weichko¨rpern
Ein deformierbarer Ko¨rper mit einer Ausdehnung wird als Weichko¨rper
bezeichnet. Im Gegensatz zu den Textilien sind Weichko¨rper dreidimensio-
nal, wodurch die Simulation komplexer wird. Eine wichtige Eigenschaft
von vielen Weichko¨rpern ist, dass ihr Volumen konstant bleibt. Dies spielt
nicht nur bei der Simulation von biologischen Gewebe eine wichtige Rol-
le [HJCW06], sondern fu¨hrt auch zu realistischeren Deformationen und wird
daher bei der Modellierung beru¨cksichtigt [vFTS06]. Volumenerhaltung
wird in der Simulation oft vernachla¨ssigt, da sie schwierig zu realisieren ist
(siehe Abschnitt 4.1). Außerdem kann eine Simulation wesentlich effizienter
durchgefu¨hrt werden, wenn die Volumenerhaltung nicht garantiert wird.
4.4.1. Impulsbasierte Methode
In diesem Abschnitt wird ein impulsbasierter Ansatz fu¨r die Simulation von
Weichko¨rpern vorgestellt, bei dem das Volumen des simulierten Ko¨rpers
erhalten bleibt [DBB09b]. Fu¨r die Simulation eines Weichko¨rpers wird
ein Partikelmodell mit Zwangsbedingungen verwendet. Um ein solches
Modell aus einem vorgegebenen Ko¨rper zu erzeugen, wird eine Zerlegung
des Ko¨rpers in ein Netz aus Tetraedern durchgefu¨hrt. Fu¨r jeden Tetraeder
wird anschließend eine Zwangsbedingung definiert, die dafu¨r sorgt, dass
das Volumen des Tetraeders konstant bleibt. Die Bedingungen werden
mit Hilfe der impulsbasierten Methode in einem iterativen Prozess erfu¨llt.
Diese Methode hat den Vorteil, dass die zyklischen Abha¨ngigkeiten im
Modell ohne zusa¨tzlichen Aufwand aufgelo¨st werden. Außerdem ist eine
Interaktion mit den bisher vorgestellten Starrko¨rpermodellen und Textilien
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mo¨glich, da die gleiche Methode fu¨r alle Arten von Zwangsbedingungen
verwendet wird.
Bei der Zerlegung in ein Tetraedernetz wird das urspru¨ngliche Dreiecksnetz
des simulierten Weichko¨rpers angena¨hert. Die Abweichung ha¨ngt von der
Auflo¨sung des Tetraedernetzes und von den verwendeten Parametern ab.
Durch die Zwangsbedingungen, die dieses Netz definiert, wird das Volumen
des Ko¨rpers erhalten, wa¨hrend das urspru¨ngliche Dreiecksnetz fu¨r die
Kollisionserkennung und die Visualisierung des Ko¨rpers verwendet wird.
Das Tetraedernetz ist daher nur ein Hilfsmittel fu¨r die Simulation.
4.4.1.1. Modell
Ein Weichko¨rper muss fu¨r die Simulation durch ein Modell beschrieben
werden, mit dem sein Volumen sowohl global als auch lokal erhalten werden
kann. Zu diesem Zweck wird fu¨r den Ko¨rper ein Netz aus Tetraedern
generiert. Jonas Spillmann et al. pra¨sentieren in [SWT06] ein Verfahren,
mit dem ein Tetraedernetz aus einer beliebigen Suppe von Dreiecken
generiert werden kann. Diese Methode verarbeitet sogar Dreiecksnetze, die
nicht geschlossen sind. Das Ziel der Methode ist, ein Pseudovolumen fu¨r
ein Dreiecksnetz zu bestimmen. Das Volumen des Ko¨rpers kann bei offenen
Netzen nicht bestimmt werden. Daher wird der Raum, den das Objekt
einnimmt, durch ein Pseudovolumen approximiert. Fu¨r die impulsbasierte
Simulation von Weichko¨rpern wurde das Verfahren von Jonas Spillmann
erweitert [DBB09b]. Diese Erweiterung wird im Folgenden vorgestellt.
Um ein Tetraedernetz fu¨r einen Weichko¨rper zu generieren, wird zuna¨chst
ein Distanzfeld mit Vorzeichen fu¨r den Ko¨rper berechnet. Bei einem Di-
stanzfeld wird das Volumen eines Ko¨rpers mit Hilfe von Voxeln beschrieben.
Zusa¨tzlich wird fu¨r jeden Voxel die ku¨rzeste Distanz von seinem Zentrum
zur Oberfla¨che des Ko¨rpers gespeichert. Die Distanz wird mit einem nega-
tiven Vorzeichen angegeben, wenn sich der Voxel innerhalb des Ko¨rpers
befindet, und ist positiv, wenn er außerhalb liegt. Da die Berechnung des
Distanzfeldes sehr rechenintensiv ist, sind verschiedene Arbeiten entstan-
den, die sich mit der Optimierung der Berechnung bescha¨ftigen. Christian
Sigg et al. setzen z. B. zur schnellen Berechnung die Graphik-Hardware
ein [SPG03].
In dieser Arbeit wird zur Bestimmung des Distanzfeldes ein Standard-
Ansatz verwendet, wie ihn Andreas Bærentzen in [Bær05] beschreibt.
Zuna¨chst wird ein achsenorientierter Quader als Hu¨llko¨rper fu¨r den Weich-
ko¨rper bestimmt. Dieser Quader wird anschließend in Voxel unterteilt, fu¨r
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die die Absta¨nde zur Oberfla¨che des Weichko¨rpers berechnet werden. Um
das Vorzeichen fu¨r eine Distanz festzulegen, muss bestimmt werden, ob
der Voxel innerhalb oder außerhalb des Volumens liegt. Dafu¨r wird eine
Methode verwendet, die Fakir S. Nooruddin und Greg Turk in [NT03] vor-
stellen. Bei dieser Methode wird ein Strahl in einer bestimmten Richtung
vom Mittelpunkt des Voxels aus durch die Oberfla¨che geschossen und die
Schnitte mit der Oberfla¨che geza¨hlt [NT03]. Der Voxel liegt außerhalb
des Volumens, wenn die Anzahl der Schnitte gerade ist, und innerhalb bei
einer ungeraden Anzahl. Wenn die Oberfla¨che Lo¨cher aufweist, kann diese
Klassifikation fehlerhaft sein. Existieren nur wenige Lo¨cher, dann kann die-
ses Problem gelo¨st werden, indem fu¨r jeden Voxel mehrere Strahlanfragen
durchgefu¨hrt werden. Das Vorzeichen wird dann durch eine Mehrheitsent-
scheidung gesetzt. Bei vielen Lo¨chern in der Oberfla¨che ist diese Lo¨sung
allerdings nicht zuverla¨ssig.
Im Folgenden wird beschrieben, wie die Bestimmung des Vorzeichens fu¨r
nicht zusammenha¨ngende Modelle und Oberfla¨chen mit vielen Lo¨chern
verbessert wird. Nachdem das Distanzfeld fu¨r den Weichko¨rper bestimmt
ist, wird fu¨r jeden Voxel die folgende Wahrscheinlichkeit berechnet:
𝑃 (x) = 1− 𝛼|𝑑min(x)|,
wobei x den Mittelpunkt des Voxels und 𝑑min(x) den Abstand von x zum
na¨chsten Punkt auf der Oberfla¨che des Volumens beschreibt. Der Parameter
𝛼 dient zur Normalisierung, so dass fu¨r die Wahrscheinlichkeiten aller Voxel
0 ≤ 𝑃 (x) ≤ 1 gilt. Der Wert 𝑃 (x) beschreibt die Wahrscheinlichkeit, dass
ein U¨bergang vom Inneren ins A¨ußere des Pseudovolumens geschieht. Diese
U¨berga¨nge werden zur Bestimmung des Vorzeichens geza¨hlt.
Wenn ein Strahl mit der Richtung v durch das Distanzfeld geht, werden
die Wahrscheinlichkeiten aller Voxel, die er schneidet, ausgewertet. Ein
U¨bergang des Strahls ins Innere bzw. A¨ußere des Pseudovolumens wird
festgestellt, wenn fu¨r die Wahrscheinlichkeit 𝑃 (x) > 𝑘1 und 𝜕𝑃𝜕v (x) > 0 gilt.
Nach einem solchen U¨bergang wird ein weiterer nur dann festgestellt, wenn
die beiden Bedingungen 𝑃 (x) < 𝑘2 und 𝜕𝑃𝜕v (x) < 0 erfu¨llt sind. Dabei
sind die Werte 𝑘1 und 𝑘2 zwei Konstanten, die vom Benutzer definiert
werden. Durch diese beiden Werte kann der Benutzer die Erzeugung des
Pseudovolumens kontrollieren. Dies ist besonders bei sehr du¨nnen Objekten
wichtig (siehe Abbildung 4.18).
Da es bei der Verwendung von Wahrscheinlichkeiten auch zu Fehlentschei-
dungen kommen kann, werden fu¨r jeden Voxel mehrere Strahlen durch das
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Abbildung 4.18.: Das Pseudovolumen eines Baummodells ha¨ngt von den verwen-
deten Toleranzwerten ab. Der obere Teil der Abbildung zeigt das urspru¨ngliche
Baummodell und die Punkte, die im Inneren des Pseudovolumens liegen. Der
untere Teil zeigt das resultierende Tetraedernetz.
Distanzfeld geschossen. Das Vorzeichen der Distanz wird dann aufgrund
einer Mehrheitsentscheidung gesetzt.
Nachdem das Vorzeichen fu¨r jeden Voxel bestimmt wurde, muss ein Tetra-
edernetz aus dem Distanzfeld erzeugt werden. Dafu¨r wird ein einheitliches
Gitter von Zellen durch das Distanzfeld gelegt. Jede Zelle, die im Pseudo-
volumen liegt, wird in fu¨nf Tetraeder zerlegt. Eine Zelle mit dem Volumen
𝑉 liegt genau dann im Pseudovolumen, wenn die Pseudodichte
𝜌(𝑉 ) = 𝑚(𝑉 )
𝑀(𝑉 )
gro¨ßer als ein Toleranzwert ist, der vom Benutzer festgelegt wird. Dabei
bezeichnet 𝑀(𝑉 ) die Anzahl an Voxeln innerhalb des Volumens 𝑉 und
𝑚(𝑉 ) ist die Anzahl von Voxeln in 𝑉 , die auch gleichzeitig ein Teil des
Pseudovolumens ist. Damit die Tetraeder in benachbarten Zellen aneinan-
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Abbildung 4.19.: Die Bilder zeigen ein Tetraedernetz nach zwei Gla¨ttungsschrit-
ten. Beim rechten Objekt wurden nur die Eckpunkte im Umbrella-Operator
beru¨cksichtigt, die u¨ber achsenorientierte Kanten verbunden sind. Das resul-
tierende Netz ist deutlich symmetrischer als das linke Netz, bei dem auch die
Eckpunkte u¨ber diagonalen Kanten verwendet wurden.
der anschließen, muss sich die Ausrichtung der Tetraeder abwechseln, wie
es in [CDM+02] beschrieben wird.
Durch die beschriebene Vorgehensweise ko¨nnen Lo¨cher auf der Oberfla¨che
des Tetraedernetzes entstehen. Um dies zu vermeiden, werden in einem ite-
rativen Prozess weitere Tetraeder erzeugt. Dabei wird jede Zelle dem Netz
hinzugefu¨gt, die noch kein Teil des Tetraedernetzes ist und die mehr als
drei benachbarte Zellen innerhalb des Netzes hat. Nachdem alle Tetraeder
erzeugt wurden, muss das Netz gegla¨ttet werden. Dadurch werden scharfe
Ecken, die in der Simulation unerwu¨nscht sind, eliminiert. Fu¨r die Gla¨ttung
wird ein Laplace-Filter zweiter Ordnung [DMSB99] mit Volumenerhaltung
auf die Oberfla¨che des Tetraedernetzes angewendet. Ein Ergebnis, das
glatter ist und mehr Symmetrie aufweist, kann erreicht werden, wenn im
Umbrella-Operator nur die Eckpunkte des urspru¨nglichen Tetraedernetzes
beru¨cksichtigt werden, die u¨ber die achsenorientierten Kanten verbunden
sind. Wenn die Eckpunkte, die u¨ber die diagonalen Kanten verbunden
sind, in den Operator mit eingehen, dann ist die Gla¨ttung scharfer Ecken
abha¨ngig von der Triangulation der Oberfla¨che. Eine symmetrische Gla¨t-
tung ist in der Simulation sehr wichtig. Andernfalls wird ein symmetrischer
Weichko¨rper unsymmetrisch deformiert. Abbildung 4.19 zeigt die Unter-
schiede zwischen der hier vorgestellten Gla¨ttung des Modells und dem
Standard-Ansatz.
Die Generierung eines Tetraedernetzes ha¨ngt von verschiedenen Parametern
ab, auf die der Benutzer Einfluss nehmen kann. Durch das Festlegen der
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beiden Toleranzwerte 𝑘1 und 𝑘2 kann er die Form des Pseudovolumens
beeinflussen. Sobald das Distanzfeld berechnet ist, kann er die Auflo¨sung
des Gitters bestimmen, mit dem die Tetraeder erzeugt werden. Je ho¨her die
Auflo¨sung, umso besser wird der Weichko¨rper durch das Netz approximiert.
Allerdings werden durch eine ho¨here Auflo¨sung auch mehr Tetraeder
erzeugt, was zu einem ho¨heren Berechnungsaufwand in der Simulation fu¨hrt.
Zum Schluss kann der Benutzer noch die Gla¨ttung durch die entsprechenden
Parameter beeinflussen. Das resultierende Netz bestimmt die Genauigkeit
und Geschwindigkeit der Simulation.
Fu¨r eine realistische Simulation muss das generierte Tetraedernetz nur
anna¨hernd mit dem urspru¨nglichen Weichko¨rper u¨bereinstimmen. Dieses
Netz wird ausschließlich fu¨r die Simulation der Deformation des Ko¨rpers
eingesetzt. Fu¨r die Kollisionserkennung und die Visualisierung kann wei-
terhin die Originalgeometrie des Weichko¨rpers verwendet werden. Diese
muss dann durch eine Freiform-Deformation, wie sie z. B. von Tim Milli-
ron et al. in [MJBF02] beschrieben wird, dem simulierten Tetraedernetz
entsprechend verformt werden.
4.4.1.2. Volumenbedingung
Fu¨r die Simulation der Deformation eines Weichko¨rpers wird ein dyna-
misches Modell beno¨tigt. Dafu¨r wird in jedem Eckpunkt des zugeho¨rigen
Tetraedernetzes ein Partikel eingefu¨gt. Fu¨r die Tetraeder werden Zwangs-
bedingungen definiert, die dafu¨r sorgen, dass das Volumen erhalten bleibt.
Außerdem soll der Weichko¨rper nach einer Deformation versuchen, seine
urspru¨ngliche Form wieder herzustellen.
Abbildung 4.20 zeigt einen ersten Ansatz fu¨r das beschriebene Modell. Die
Partikel in den Eckpunkten des Tetraeders werden u¨ber seine Kanten mit
geda¨mpften Federn verbunden. Dadurch wirken Kra¨fte auf den Ko¨rper,
durch die er seine urspru¨ngliche Form wieder herstellen kann. Das Volumen
des Tetraeders mit den Partikeln 𝑎, 𝑏, 𝑐 und 𝑑 in den Eckpunkten wird
wie folgt berechnet:
r𝑎 = s𝑎 − s𝑑
r𝑏 = s𝑏 − s𝑑
r𝑐 = s𝑐 − s𝑑
𝑉 = 16 |r𝑎 · (r𝑏 × r𝑐)| . (4.10)
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Abbildung 4.20.: Fu¨r das dynamische Modell eines Weichko¨rpers werden fu¨r
jeden Tetraeder im Netz Partikel in den Eckpunkten, geda¨mpfte Federn auf den
Kanten und eine Volumenbedingung definiert. Auf die Partikel in den Eckpunkten
wirken Impulse, um die Volumenbedingung zu erfu¨llen.
Damit das Volumen des Tetraeders erhalten bleibt wird die folgende
Zwangsbedingung definiert:
𝐶(𝑉 ) = 𝑉 (𝑡)− 𝑉0 = 0.
Dabei ist 𝑉 (𝑡) das Volumen des Tetraeders zum Zeitpunkt 𝑡 und 𝑉0 ist
sein urspru¨ngliches Volumen, das erhalten werden soll.
Die Zwangsbedingung fu¨r das Volumen des Tetraeders wird mit Hilfe
des impulsbasierten Ansatzes erfu¨llt. Dafu¨r muss zuna¨chst eine Vorschau
fu¨r das Volumen zum Zeitpunkt 𝑡 + ℎ bestimmt werden, wobei ℎ die
Zeitschrittweite der Simulation ist. Die Vorschau kann berechnet werden,
indem die Positionen der Partikel in allen vier Eckpunkten u¨ber die Zeit
integriert werden. Die neuen Positionen der Partikel ergeben sich durch
Gleichung 2.2. Das neue Volumen zum Zeitpunkt 𝑡+ ℎ wird anschließend
durch das Einsetzen der neuen Positionen in Gleichung 4.10 bestimmt. Der
Wert
𝑒V = 𝑉 (𝑡+ ℎ)− 𝑉0
beschreibt den Fehler, der bei einem Simulationsschritt ohne Beru¨cksichti-
gung der Volumenbedingung auftreten wu¨rde. Dieser Fehler muss durch
eine Geschwindigkeitsa¨nderung der Partikel verhindert werden. Dazu sollen
im Folgenden entsprechende Impulse fu¨r die Partikel in den Eckpunkten
berechnet werden.
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Bevor Impulse berechnet werden ko¨nnen, muss zuna¨chst bekannt sein,
welche Geschwindigkeitsa¨nderung diese Impulse bewirken sollen. Dafu¨r
muss fu¨r den Fehler 𝑒V eine entsprechende A¨nderung bestimmt werden.
Außerdem muss gewa¨hrleistet sein, dass die Summe der vier Impulse fu¨r
einen Tetraeder Null ergibt. Ansonsten kann die Impulserhaltung des
Systems nicht garantiert werden.
Fu¨r die Impulserhaltung des Systems wird zuna¨chst der Schwerpunkt des
Tetraeders bestimmt. Die Summe der vier Vektoren vom Schwerpunkt
durch die Eckpunkte des Tetraeders ist immer Null. Diese Eigenschaft kann
man sich bei der Berechnung der vier gesuchten Impulse zunutze machen.
Fu¨r jedes der vier Partikel des Tetraeders wird der Vektor vom Schwerpunkt
zu der Position des Partikels mit einem Faktor 𝑤 ∈ R multipliziert, um
den zugeho¨rigen Impuls zu bekommen. Dadurch ist die Summe der vier
Impulse immer Null und die Impulserhaltung wird gewa¨hrleistet. Fu¨r die
Volumenerhaltung des Tetraeders muss der Faktor 𝑤 so gewa¨hlt werden,
dass der Fehler 𝑒V ausgeglichen wird. Daher muss zuna¨chst untersucht
werden, wie der Faktor 𝑤 das Volumen des Tetraeders beeinflusst.
Durch den Faktor 𝑤 wird ein Punkt a des Tetraeders wie folgt verschoben:
a′ = a + 𝑤 (a − s𝑇 ), (4.11)
wobei s𝑇 der Schwerpunkt des Tetraeders ist. Wenn die Positionen von
allen vier Punkten des Tetraeders auf diese Weise vera¨ndert werden, dann
ergibt sich das vera¨nderte Volumen:
𝑉 ′ = 16 |r
′
𝑎 · (r′𝑏 × r′𝑐)|
= 16 |(s
′
𝑎 − s′𝑑) · ((s′𝑏 − s′𝑑)× (s′𝑐 − s′𝑑))|
= 16 |(r𝑎 + 𝑤 r𝑎)((r𝑏 + 𝑤 r𝑏)× (r𝑐 + 𝑤 r𝑐))|
= 16
⃒⃒
(1 + 𝑤)3 r𝑎 (r𝑏 × r𝑐)
⃒⃒
.
Jedes beliebige Zielvolumen kann erreicht werden, wenn 𝑤 auf den Bereich
𝑤 ≥ −1 beschra¨nkt wird. Mit dieser Beschra¨nkung kann der Term mit
𝑤 aus dem Betrag herausgezogen werden und man erha¨lt die Beziehung
zwischen dem urspru¨nglichen und dem vera¨nderten Volumen:
𝑉 ′ = (1 + 𝑤)3 16 |r𝑎 (r𝑏 × r𝑐)| = (1 + 𝑤)
3 𝑉.
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Sobald bekannt ist, wie sich der Faktor 𝑤 auf die Vera¨nderung des Volumens
auswirkt, muss ein Wert fu¨r diesen Faktor bestimmt werden, so dass der
Fehler 𝑒V eliminiert wird. Dafu¨r muss das Volumen nach dem Zeitschritt
𝑉 (𝑡+ℎ) so vera¨ndert werden, dass es dem Volumen 𝑉0 entspricht. Dadurch
ergibt sich die folgende Gleichung fu¨r den Faktor 𝑤:
𝑉0 = (1 + 𝑤)3 𝑉 (𝑡+ ℎ).
Diese wird anschließend nach 𝑤 aufgelo¨st:
𝑤 = 3
√︃
𝑉0
𝑉 (𝑡+ ℎ) − 1.
Wenn der Faktor 𝑤 berechnet ist, kann mit der Gleichung 4.11 die entspre-
chende Positionsa¨nderung der Partikel bestimmt werden, die den Fehler
𝑒V ausgleicht. Dadurch ist bekannt, wie sich die Positionen der Partikel
nach dem Zeitschritt a¨ndern mu¨ssen, so dass die Volumenbedingung erfu¨llt
wird. Fu¨r die Berechnung von Impulsen, die die entsprechende Positionsa¨n-
derung bewirken, muss zuna¨chst die zugeho¨rige Geschwindigkeitsa¨nderung
der Partikel bestimmt werden. Diese kann aus Gleichung 4.11 abgeleitet
werden:
△v = 𝑤
ℎ
(a(𝑡+ ℎ)− s𝑇 (𝑡+ ℎ)) .
Mit dieser Geschwindigkeitsa¨nderung wird die Gleichung fu¨r die gesuchten
vier Impulse eines Tetraeders wie folgt aufgestellt:
𝑘 p = △v.
Dabei muss der Wert von 𝑘 fu¨r das jeweilige Partikel mit der Gleichung 4.1
berechnet werden. Durch die Verwendung des Faktors 𝑤 ist sichergestellt,
dass die Summe der vier Impulse Null ergibt und damit die Impulserhaltung
des Systems gewa¨hrleistet ist. Wenn die vier berechneten Impulse am
Anfang des Simulationsschrittes auf die Partikel des Tetraeders einwirken,
vera¨ndern sich die Positionen der Partikel wa¨hrend des Schrittes so, dass
nach dem Schritt das Volumen 𝑉0 erreicht wird.
Falls ein Partikel Eckpunkt von mehreren Tetraedern im Modell ist, dann
besteht zwischen den zugeho¨rigen Volumenbedingungen eine direkte Ab-
ha¨ngigkeit. Diese Abha¨ngigkeiten ko¨nnen durch einen iterativen Prozess
aufgelo¨st werden. Dabei ist es von Vorteil, wenn die Volumenbedingung
nicht fu¨r jeden Tetraeder einzeln erfu¨llt wird, sondern wenn man einen
Block von fu¨nf Tetraedern gleichzeitig betrachtet [DBB09b]. Dadurch kann
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verhindert werden, dass sich die Tetraeder gegenseitig blockieren [ISF07].
Im gleichen iterativen Prozess wird auch die Behandlung von Kollisionen
und bleibenden Kontakten durchgefu¨hrt. Fu¨r die Kollisionsauflo¨sung wird
das Verfahren aus Abschnitt 3.4 verwendet. Dieses muss allerdings bei
Weichko¨rpern angepasst werden, da die einzigen Ko¨rper im simulierten
Modell die Partikel in den Eckpunkten der Tetraeder sind. Bei einer Kolli-
sion auf der Seitenfla¨che eines Tetraeders muss der Kollisionsimpuls auf
diese Partikel verteilt werden. Dafu¨r werden zuna¨chst die physikalischen Ei-
genschaften des Tetraeders, wie Masse, Tra¨gheitstensor und Schwerpunkt,
bestimmt. Anschließend kann die Kollisionsauflo¨sung mit dem bereits vor-
gestellten Verfahren durchgefu¨hrt werden. Zum Schluss werden dann die
Geschwindigkeitsa¨nderungen in den Partikeln bestimmt und entsprechende
Impulse berechnet. Durch diese Vorgehensweise ko¨nnen Kollisionen auch
fu¨r Weichko¨rper behandelt werden.
4.4.1.3. Ergebnisse
Abbildung 4.21 zeigt zwei Simulationen mit dem vorgestellten Verfahren fu¨r
Weichko¨rper. Fu¨r diese Simulationen wurde ein Quader in 1500 Tetraeder
zerlegt, um das Modell eines Weichko¨rpers zu generieren. Das Modell fa¨llt
zuna¨chst auf den Boden und kollidiert anschließend mit einem Starrko¨rper
in Form einer Kugel. Fu¨r die beiden Simulationen wurden verschiedene
Federn verwendet. Die Federn in der linken Simulation sind deutlich sta¨rker
als die in der rechten. Daher wird der Weichko¨rper rechts sta¨rker deformiert.
Da der Volumenfehler mo¨glichst gering bleiben sollte, wurden relativ viele
Iterationsschritte beno¨tigt, um die 1500 Volumenbedingungen aufzulo¨sen.
Die Anzahl der Iterationen lag dabei teilweise u¨ber 600. Der vorgestellte
Ansatz ist in dieser einfachen Form fu¨r solche Modelle nicht echtzeitfa¨hig.
Er kann allerdings durch die Techniken, die in Kapitel 5 vorgestellt werden,
deutlich beschleunigt werden. Eine weitere Mo¨glichkeit zur Beschleunigung
des Verfahrens ist der Einsatz einer adaptiven Multi-Grid-Methode, wie
sie z. B. von Matthias Mu¨ller in [Mu¨l08] verwendet wird.
Eine Erweiterung des vorgestellten impulsbasierten Ansatzes wird
in [DBB09a] pra¨sentiert. Das Volumen geht bei diesem Verfahren mit
Vorzeichen in die Berechnung ein, um zu verhindern, dass sich ein Tetra-
eder umstu¨lpt. Fu¨r das Volumen wird eine Energiefunktion aufgestellt,
mit der die Korrekturimpulse bestimmt werden. Da im Allgemeinen
im Modell mehr Tetraeder als Freiheitsgrade existieren, werden die
Bedingungen nicht fu¨r jeden Tetraeder einzeln, sondern gemeinsam fu¨r
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Abbildung 4.21.: Kollision eines deformierbaren Quaders mit einer starren Kugel.
In der Simulation rechts wurden schwa¨chere Federn verwendet als links, wodurch
eine sta¨rkere Verformung des Quaders entsteht.
alle Tetraeder in einer direkten Nachbarschaft zu einem Partikel gelo¨st.
Mit dieser Vorgehensweise kann eine Blockierung des Modells verhindert
werden [ISF07]. Bei dem Verfahren in [DBB09a] wird kein iterativer
Prozess verwendet. Dadurch ko¨nnen auch komplexe Modelle mit u¨ber
1000 Tetraedern noch in Echtzeit simuliert werden. Allerdings kann ein
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maximaler Fehler nicht garantiert werden. Der Volumenfehler lag jedoch
in verschiedenen komplexen Simulationen stets unter einem Prozent.
4.4.2. Shape Matching
Im Folgenden wird ein weiteres schnelles Verfahren fu¨r die Simulation
deformierbarer Ko¨rper mit Volumenerhaltung vorgestellt [DBB11]. Im
Gegensatz zu den meisten bekannten Verfahren wird dabei kein Volu-
menmodell, sondern ein geschlossenes Dreiecksnetz als Simulationsmodell
verwendet. Ein Oberfla¨chenmodell erfordert keine Vorverarbeitung, wie
z.B. die Generierung eines Tetraedernetzes. Außerdem werden bei einem
solchen Modell keine Elemente im Inneren des Ko¨rpers fu¨r die Simulation
beno¨tigt, wodurch sowohl der Speicherbedarf als auch der Rechenaufwand
reduziert werden.
Das Verfahren zur Simulation der Deformationen basiert auf dem bedin-
gungslos stabilen Shape-Matching-Ansatz von Mu¨ller et al. [MHTG05].
Dabei handelt es sich um ein geometrisch motiviertes Verfahren, mit dem vi-
suell plausible elastische und plastische Deformationen effizient und robust
simuliert werden ko¨nnen. Ein ausfu¨hrlicher U¨berblick u¨ber geometrisch
motivierte Verfahren wird in [BMOT13] gegeben. Fu¨r große Deformationen
wird Shape-Matching auf u¨berlappenden Regionen ausgefu¨hrt. Je gro¨ßer
diese Regionen sind, um so steifer wird das Modell. Bei großen Regionen
mu¨ssen aber auch große Summen berechnet werden, die zum Flaschen-
hals der Simulation werden. Rivers und James [RJ07] haben eine schnelle
Summationsmethode entwickelt, um dieses Problem zu lo¨sen. Allerdings
unterstu¨tzt diese Methode nur regula¨re Gitter und kann nicht fu¨r irregu-
la¨re Modelle eingesetzt werden. Außerdem ist die Methode nicht fu¨r eine
effiziente Parallelisierung auf der GPU geeignet. Daher wurde ein neues
schnelles Summationsverfahren fu¨r irregula¨re Dreiecksnetze entwickelt, das
sich sehr gut auf der GPU implementieren la¨sst. Dieses Verfahren wird in
den folgenden Abschnitten vorgestellt.
Weiterhin wird gezeigt, wie die Volumenerhaltung eines Oberfla¨chenmo-
dells mit Hilfe eines positionsbasierten Ansatzes realisiert werden kann.
Dabei werden Kollisionen beru¨cksichtigt, um Durchdringungen aufgrund
einer Volumenkorrektur zu vermeiden. Außerdem werden sto¨rende Schwin-
gungen durch eine Bedingung fu¨r die Geschwindigkeiten verhindert. Das
vorgestellte Verfahren unterstu¨tzt sowohl globale als auch lokale Volume-
nerhaltung und kann mit jedem bekannten Verfahren zur Simulation von
Deformationen kombiniert werden.
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Insgesamt ergibt sich dadurch ein positionsbasiertes Simulationssystem fu¨r
deformierbare Ko¨rper mit Volumenerhaltung, das bedingungslos stabil ist.
Durch eine schnelle Summationstechnik auf der GPU und die Verwendung
von Oberfla¨chennetzen ohne innere Punkte ko¨nnen sehr detaillierte Modelle
in Echtzeit simuliert werden.
4.4.2.1. Zeitintegration
Bei der Zeitintegration fu¨r einen Simulationsschritt muss die Elastizita¨t der
deformierbaren Ko¨rper beru¨cksichtigt werden sowie Bedingungen fu¨r Kol-
lisionen und Volumenerhaltung. Das Volumen eines Ko¨rpers kann erhalten
werden, indem direkt die Positionen der Partikel verschoben oder indirekt
die Geschwindigkeiten manipuliert werden. Werden nur die Positionen ver-
a¨ndert, kann dies zu unerwu¨nschten Schwingungen fu¨hren. Dieses Problem
kann gelo¨st werden, indem Positions- und Geschwindigkeitsfehler getrennt
behandelt werden, wie von Irving et al. [ISF07] gezeigt wurde.
Bei dem vorgestellten Shape-Matching-Verfahren wird ein geschlossenes
Dreiecksnetz als Simulationsmodell verwendet. In jedem Punkt des Netzes
befindet sich ein Partikel, welcher eine Position x, eine Geschwindigkeit v
und eine Masse 𝑚 hat. Ein Simulationsschritt mit der Zeitschrittweite ℎ
und externen Beschleunigungen a wird mit dem folgenden Zeitintegrati-
onsverfahren durchgefu¨hrt:
1. Explizite Integration der Positionen und Geschwindigkeiten:
v(𝑡+ ℎ) = v(𝑡) + ℎa (4.12)
x(𝑡+ ℎ) = x(𝑡) + ℎv(𝑡+ ℎ) (4.13)
2. Anpassen von x(𝑡 + ℎ) und v(𝑡 + ℎ), um das elastische Verhalten
des Ko¨rpers zu simulieren.
3. Kollisionserkennung und -auflo¨sung unter Beru¨cksichtigung von Rei-
bung.
4. Volumenerhaltung durch Anpassen der Positionen x(𝑡+ℎ), wobei die
aktuelle Kontaktsituation beru¨cksichtigt wird, um Durchdringungen
zu vermeiden.
5. Korrektur der Geschwindigkeiten v(𝑡+ℎ), um unerwu¨nschte Schwin-
gungen zu vermeiden.
Die Schritte 1 und 2 ko¨nnen durch jedes beliebige Verfahren fu¨r die Simula-
tion deformierbarer Ko¨rper ersetzt werden (z.B. durch die Finite-Elemente-
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Methode). Hier wird fu¨r diese Schritte ein geometrisch motiviertes, bedin-
gungslos stabiles Verfahren vorgestellt (siehe Abschnitt 4.4.2.2), welches
die robuste Simulation von komplexen Ko¨rpern in Echtzeit ermo¨glicht. In
Schritt 3 wird ein durchdringungsfreier Zustand der Ko¨rper hergestellt. Bei
der Vera¨nderung der Positionen fu¨r die Volumenerhaltung in Schritt 4 muss
daher die Kontaktsituation beru¨cksichtigt werden, um das Erzeugen neuer
Durchdringungen zu vermeiden. Im letzten Schritt wird fu¨r ein divergenz-
freies Geschwindigkeitsfeld gesorgt, um eine Volumena¨nderung im na¨chsten
Zeitschritt und damit auch unerwu¨nschte Schwingungen zu verhindern.
Die letzten beiden Schritte werden in Abschnitt 4.4.2.3 beschrieben.
4.4.2.2. Elastizita¨t
Fu¨r die Simulation des elastischen Verhaltens von deformierbaren Ko¨rpern
gibt es verschiedene Ansa¨tze. Meistens werden die Simulationen mit Masse-
Feder-Systemen [THMG04] oder der Finite-Elemente-Methode [OH99]
durchgefu¨hrt. Beide Verfahren haben jedoch den Nachteil, dass sie nicht
bedingungslos stabil sind, wenn ein schnelles explizites Integrationsver-
fahren verwendet wird. Stabile implizite Integrationsmethoden [BW98]
beno¨tigen dagegen deutlich mehr Rechenzeit. Fu¨r Simulationen mit Masse-
Feder-Systemen oder der Finite-Elemente-Methode werden meistens Vo-
lumenmodelle wie Tetraedernetze eingesetzt. Diese haben allerdings den
Nachteil, dass viele Partikel im Inneren der Ko¨rper mit simuliert werden
mu¨ssen.
Im Folgenden wird ein Verfahren zur Simulation des elastischen Verhal-
tens vorgestellt, das auf dem schnellen und bedingungslos stabilen Shape-
Matching-Ansatz von Mu¨ller et al. [MHTG05] basiert. Dieser Ansatz
ist geometrisch motiviert und fu¨hrt daher nicht zu exakten Ergebnissen,
sondern nur zu visuell plausiblen. Allerdings reicht dies in den meisten
Anwendungen der Computergraphik aus. Dagegen ist die Geschwindigkeit
und Stabilita¨t des Verfahrens in solchen Anwendungen von viel gro¨ße-
rer Bedeutung. Um die Geschwindigkeit weiter zu steigern, werden in
dieser Arbeit keine Volumenmodelle mit inneren Punkten verwendet, son-
dern ausschließlich Oberfla¨chenmodelle. Fu¨r die Oberfla¨chenmodelle wird
außerdem eine neue Summationstechnik [DBB11] vorgestellt, die eine Simu-
lation deformierbarer Ko¨rper mit mehreren Tausend Partikeln in Echtzeit
ermo¨glicht (siehe Abbildung 4.22).
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Abbildung 4.22.: Echtzeitsimulationen deformierbarer Ko¨rper: Robuste Simu-
lationen von sechs Armadillos (32442 Partikel), 20 Enten und 20 Tori (21280
Partikel) sowie 20 Ba¨lle (7640 Partikel) konnten mit 4,69 ms, 3,54 ms bzw. 2,34 ms
pro Simulationsschritt durchgefu¨hrt werden. Dabei wurde ein maximaler Volu-
menverlust von 0,1%, 0,5% bzw. 0,2% gemessen.
Das Shape-Matching-Verfahren: Beim Shape-Matching-Ansatz wer-
den die Partikelpositionen und -geschwindigkeiten zuna¨chst mit einem
expliziten Zeitintegrationsverfahren aktualisiert (siehe Gleichungen 4.12
und 4.13). Anschließend wird die Initialkonfiguration der Partikelpositionen
x0𝑖 so verschoben und rotiert, dass der Abstand zum aktuellen deformier-
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Abbildung 4.23.: Shape Matching: Die Punkte x0𝑖 im undeformierten Zustand
werden durch eine Verschiebung und eine Rotation transformiert, so dass der
Abstand zu den deformierten Punkten x𝑖 minimal wird. Dadurch werden Zielpo-
sitionen g𝑖 definiert, zu denen die x𝑖 gezogen werden.
ten Zustand x𝑖 = x𝑖(𝑡 + ℎ) minimal ist (siehe Abbildung 4.23). Durch
die transformierte Initialkonfiguration werden Zielpositionen g𝑖 fu¨r alle
Partikel definiert. Anschließend werden die aktuellen Positionen in Rich-
tung der Zielpositionen gezogen, um auf diese Weise die Elastizita¨t eines
Ko¨rpers zu simulieren. Die Simulation von Partikelmodellen mit Kra¨ften,
z.B. bei Masse-Feder-Systemen, kann zu U¨berschwingen und Instabilita¨t
fu¨hren. Dieses Problem wird durch die Verwendung der Zielpositionen
vermieden.
Zielpositionen werden bestimmt, indem eine Rotationsmatrix R und zwei
Verschiebungsvektoren t0 und t so bestimmt werden, dass der quadratische
Fehler ∑︁
𝑖
𝑚𝑖
(︀
R
(︀
x0𝑖 − t0
)︀
+ t− x𝑖
)︀2
minimiert wird. Dabei werden die Abstandsfehler zwischen dem defor-
mierten Zustand und dem transformierten Initialzustand mit den Parti-
kelmassen 𝑚𝑖 gewichtet. Mu¨ller et al. [MHTG05] haben gezeigt, dass die
optimalen Verschiebungsvektoren durch die Schwerpunkte der initialen
und der deformierten Konfiguration bestimmt sind:
t0 =
∑︀
𝑖𝑚𝑖x0𝑖∑︀
𝑖𝑚𝑖
, t =
∑︀
𝑖𝑚𝑖x𝑖∑︀
𝑖𝑚𝑖
. (4.14)
Die gesuchte Rotationsmatrix R ist der Rotationsanteil der affinen Trans-
formation
A =
∑︁
𝑖
𝑚𝑖 (x𝑖 − t)
(︀
x0𝑖 − t0
)︀𝑇
. (4.15)
Diese Rotation kann durch eine Polarzerlegung bestimmt werden.
In dieser Arbeit werden zyklische Jacobi-Iterationen mit einem Warm-
start [GVL96] verwendet, um die Matrix U mit A𝑇A = U2 zu bestimmen.
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Die gesuchte Rotationsmatrix ergibt sich dann durch R = AU−1. Wenn
durch die Verschiebungen und die Rotationsmatrix die optimale Transfor-
mation bestimmt ist, ko¨nnen die Zielpositionen durch
g𝑖 = T
[︃
x0𝑖
1
]︃
berechnet werden, wobei T = [R (t−Rt0)]. Mit den berechneten Ziel-
positionen werden die Geschwindigkeiten und Positionen der Partikel wie
folgt angepasst:
v𝑖(𝑡+ ℎ) := v𝑖(𝑡+ ℎ) + 𝑠
g𝑖 − x𝑖
△𝑡 (4.16)
x𝑖(𝑡+ ℎ) = x𝑖(𝑡) +△𝑡v𝑖(𝑡+ ℎ).
Dabei ist 𝑠 ∈ [0, 1] ein vom Benutzer gewa¨hlter Parameter, der die Stei-
figkeit des simulierten Ko¨rpers kontrolliert. Fu¨r einen Wert von 1 werden
die Partikel vollsta¨ndig auf die Zielpositionen gezogen, wodurch der Ko¨r-
per starr wird. Fu¨r kleinere Werte wird der Ko¨rper deformierbar. Da die
Geschwindigkeiten v𝑖(𝑡 + ℎ) manipuliert werden, indem die Positionen
direkt zu den Zielpositionen gezogen werden, werden die allgemein u¨blichen
Stabilita¨tsprobleme bei der Simulation deformierbarer Ko¨rper gelo¨st.
Bei einer realistischen Simulation von deformierbaren Ko¨rpern wird eine
Da¨mpfung der Geschwindigkeiten der Partikel beno¨tigt. Diese kann nach
der Anpassung der Geschwindigkeiten (siehe Gleichung 4.16) und vor der
Aktualisierung der Positionen integriert werden.
Das Simulationsmodell: Die meisten Simulationsverfahren verwenden
fu¨r die Simulation deformierbarer Objekte volumetrische Modelle, wie
Tetraedernetze. Im Gegensatz dazu werden in dieser Arbeit geschlossene
Dreiecksnetze eingesetzt. Dadurch kann auf viele Partikel im Inneren der
Ko¨rper verzichtet werden, wodurch sich die Geschwindigkeit der Simulati-
on deutlich erho¨ht. Da bei einem geschlossenen Dreiecksnetz das Innere
des Ko¨rpers hohl ist, muss ein unrealistischer Volumenverlust mit einem
speziellen Verfahren verhindert werden (siehe Abschnitt 4.4.2.3).
Wenn beim Shape-Matching-Verfahren alle Zielpositionen mit nur einer
Transformation bestimmt werden, sind keine großen Deformationen des
Modells mo¨glich. Aus diesem Grund wird das Modell zuna¨chst in mehrere
u¨berlappende Regionen unterteilt. Dann kann Shape-Matching fu¨r die
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einzelnen Regionen separat ausgefu¨hrt und die resultierenden Zielpositio-
nen ko¨nnen gemittelt werden. Durch diese Vorgehensweise werden große
Deformationen mo¨glich.
Fu¨r jedes Partikel 𝑖 des Modells wird eine Region R𝑖 definiert, die das
Partikel selbst und alle Partikel in einer 𝜔-Nachbarschaft entha¨lt. Die Gro¨ße
𝜔 der Nachbarschaft beeinflusst die Steifigkeit des Modells und wird durch
den Benutzer festgelegt. Fu¨r gro¨ßere Werte von 𝜔 wird Shape-Matching
globaler ausgefu¨hrt, was wiederum zu steiferen Modellen fu¨hrt.
Beim Shape-Matching mit u¨berlappenden Regionen werden zuna¨chst die
optimalen Transformationen und die Zielpositionen fu¨r alle Regionen
bestimmt. Anschließend werden fu¨r jedes Partikel die Zielpositionen von
allen Regionen, die das Partikel beinhalten, gemittelt:
g𝑖 =
1
|R𝑖|
∑︁
𝑗∈R𝑖
T𝑗
[︃
x0𝑖
1
]︃
. (4.17)
Ein Problem beim Shape-Matching-Verfahren ist, dass die Polarzerlegung
keine gu¨ltige Rotation bestimmen kann, wenn detA = 0 gilt. Dieser
Fall tritt auf, wenn alle Partikel einer Region in einer Ebene oder auf
einem Punkt liegen. Bei der Simulation mit einem Modell, das nur die
Oberfla¨che des Ko¨rpers beru¨cksichtigt, kommt dieser Fall ha¨ufiger vor.
Um das Problem zu lo¨sen, wird ein zusa¨tzlicher Punkt zu jeder Region
hinzugefu¨gt. Dieser Punkt wird in Normalenrichtung von der Oberfla¨che
wegbewegt, so dass er unter keinen Umsta¨nden in einer Ebene mit den
Partikeln des Modells liegen kann. Fu¨r die Region des 𝑖-ten Partikels wird
der Punkt
p = x𝑖 + 𝑙n𝑖
hinzugefu¨gt. Dabei ist n𝑖 die gemittelte Normale von allen Dreiecken,
die das Partikel 𝑖 enthalten. Der Wert 𝑙 = 1|R𝑖|
∑︀
𝑗∈R𝑖 𝑚𝑗‖x0𝑗 − t0‖ ist
der gewichtete, mittlere Abstand von allen Partikeln der Region 𝑖 zum
Schwerpunkt der Region. Die Verwendung des Abstands 𝑙 fu¨hrt dazu,
dass der zusa¨tzliche Punkt genau so viel Einfluss auf die Transformation
hat, wie die eigentlichen Punkte der Region. Daher wird die resultierende
Rotationsmatrix nur unmerklich durch den zusa¨tzlichen Punkt vera¨ndert,
wenn detA > 0 gilt. Der zusa¨tzliche Punkt kann nicht verhindern, dass in
manchen Situationen detA < 0 gilt. Dies fu¨hrt zu einer unerwu¨nschten
Spiegelung in der Transformation. Das Problem kann behoben werden,
indem die letzte Spalte der Matrix negiert wird [AHB87]. Mit dieser Vor-
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Abbildung 4.24.: Stabilita¨tstest: Wenn die Elastizita¨t des Armadillo-Modells
nicht simuliert wird, degeneriert es (mittleres Bild in der oberen Reihe). Durch
das Shape-Matching-Verfahren mit zusa¨tzlichen Punkten kann das Modell in
wenigen Simulationsschritten wiederhergestellt werden.
gehensweise ko¨nnen selbst vollsta¨ndig invertierte oder vo¨llig degenerierte
Ko¨rper stabil simuliert werden (siehe Abbildung 4.24).
Eine Alternative fu¨r die Verwendung eines zusa¨tzlichen Punktes ist die
Durchfu¨hrung einer Singula¨rwertzerlegung A = USV𝑇 durch beidseitige
Jacobi-Rotationen [TKA10] anstatt der Polarzerlegung. Dieser Ansatz
ist allerdings langsamer als der oben beschriebene und beno¨tigt mehr
Speicher, da eine zusa¨tzliche Matrix fu¨r den Warmstart gespeichert werden
muss. Die Verwendung von einseitigen Jacobi-Rotationen [GVL96] fu¨r die
Berechnung der Singula¨rwertzerlegung ist zwar schneller, dabei kann es
allerdings zu numerischen Problemen kommen [DBB11].
Schnelle Summation: Die Gro¨ße der u¨berlappenden Regionen wird
durch den Parameter 𝜔 bestimmt. Vergro¨ßert man diesen Wert, wird die
Berechnung der Summe in den Gleichungen 4.14 und 4.15 zum Flaschen-
hals der Simulation. Bei einem Modell mit 𝑛 Regionen werden 𝑂(𝜔𝑑𝑛)
Operationen beno¨tigt, um die Summen zu bestimmen, wobei 𝑑 die Dimen-
sion des Simulationsnetzes angibt. Rivers und James [RJ07] haben fu¨r
regula¨re Netze (𝑑 = 3) gezeigt, wie die Summen in linearer Zeit bestimmt
werden, indem bereits berechnete Teilsummen von benachbarten Regionen
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wiederverwendet werden. Dieser Ansatz kann jedoch nicht fu¨r irregula¨re
Strukturen verwendet werden und damit auch nicht fu¨r beliebige Drei-
ecksnetze. Außerdem ist der Ansatz von Rivers und James aufgrund der
Abha¨ngigkeiten zwischen benachbarten Regionen schlecht geeignet fu¨r eine
effiziente, parallele Berechnung. Daher wird hier ein neuer Ansatz fu¨r be-
liebige Dreiecksnetze (𝑑 = 2) vorgestellt. Dieser Ansatz hat einen Aufwand
von 𝑂(𝜔𝑛) und ist gut geeignet fu¨r eine parallele Implementierung.
Wa¨hrend eines Simulationsschrittes mu¨ssen fu¨r jede Region die folgenden
Terme berechnet werden:
t𝑖 =
1
𝑀𝑖
∑︁
𝑗∈R𝑖
𝑚𝑗x𝑗
A𝑖 =
∑︁
𝑗∈R𝑖
𝑚𝑗 (x𝑗 − t𝑖)
(︀
x0𝑗 − t0𝑖
)︀𝑇
=
∑︁
𝑗∈R𝑖
𝑚𝑗x𝑗x0𝑗
𝑇 −𝑀𝑖t𝑖t0𝑖 𝑇 , (4.18)
wobei 𝑀𝑖 die vorberechnete Gesamtmasse aller Partikel in der Region 𝑖 ist.
Um die Berechnung der Summen zu beschleunigen, werden zuna¨chst dis-
junkte Pfade durch die Kanten des Dreiecksnetzes bestimmt (siehe unten).
Ein Pfad ist dabei als eine Menge von Partikeln x𝑗1 , . . . ,x𝑗𝑛 definiert, die
in der vorgegebenen Reihenfolge u¨ber Kanten des Oberfla¨chennetzes ver-
bunden sind. Jedes Partikel des Netzes wird genau einem Pfad zugeordnet
(siehe Abbildung 4.26). Mit Hilfe dieser Pfade wird die Berechnung der
Summen in zwei Phasen unterteilt (siehe Abbildung 4.25).
In der ersten Phase wird die Pra¨fixsumme [SHZO07] fu¨r jeden Pfad P𝑗
mit den Elementen x𝑗𝑘 , 𝑘 ∈ [1, 𝑛𝑗 ] bestimmt:
t𝑗𝑘 =
𝑘∑︁
𝑙=1
𝑚𝑗𝑙x𝑗𝑙 , A𝑗𝑘 =
𝑘∑︁
𝑙=1
𝑚𝑗𝑙x𝑗𝑙x0𝑗𝑙
𝑇
.
Die Berechnung der Pra¨fixsummen kann mit 𝑂(𝑛) Operationen durchge-
fu¨hrt werden und ist einfach zu parallelisieren, da alle Pfade unabha¨ngig
voneinander sind.
Mit Hilfe der Pra¨fixsummen werden in der zweiten Phase die Summen
aus Gleichung 4.18 bestimmt. Fu¨r alle Regionen wird in einem Vorver-
arbeitungsschritt bestimmt, welche Pfade durch die Region gehen und
in welchem Indexbereich eine U¨berlappung existiert. In einem Shape-
Matching Schritt werden zuna¨chst der Verschiebungsvektor t𝑖 und die
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Abbildung 4.25.: Schnelle Summation fu¨r die u¨berlappenden Regionen von
zwei Partikeln (rot und gelb) mit einer Gro¨ße von 𝜔 = 2. Zuna¨chst werden die
Pra¨fixsummen aller Pfade P𝑗 (blau) durch die Regionen berechnet. Dann werden
fu¨r jeden Pfad die Differenzen der Werte an den Start- und Endpunkten der
U¨berlappung zu der Summe hinzugefu¨gt. Dies wird am Beispiel von Pfad P0
gezeigt.
Transformationsmatrix A𝑖 der Region 𝑖 auf Null gesetzt. In einer Schlei-
fe u¨ber alle Pfade 𝑗 einer Region 𝑖 werden dann die Summen wie folgt
aktualisiert:
t𝑖 := t𝑖 + t𝑗𝑙 − t𝑗𝑘−1 , A𝑖 := A𝑖 +A𝑗𝑙 −A𝑗𝑘−1 ,
wenn die Partikel des 𝑗-ten Pfades mit den Indizes [𝑗𝑘, . . . , 𝑗𝑙] in der Region
enthalten sind. Nachdem die Summen berechnet sind, muss die Matrix noch
um den regionsabha¨ngigen Teil (siehe Gleichung 4.18) erweitert werden:
A𝑖 := A𝑖 −𝑀𝑖t𝑖t0𝑖 𝑇 .
Die Berechnung der Summen beno¨tigt 𝑂(𝜔𝑛) Rechenoperationen, da jede
Region bei einer optimalen Wahl der Pfade von ungefa¨hr 2𝜔 + 1 Pfaden
durchlaufen wird. Die schnelle Summation wird in Abbildung 4.25 fu¨r
ein Beispiel mit zwei Regionen dargestellt. Sowohl die Pra¨fixsummen als
auch die Summen fu¨r die Vektoren t𝑖 und die Matrizen A𝑖 ko¨nnen parallel
berechnet werden. Die gemittelten Transformationsmatrizen fu¨r die Zielpo-
sitionen (siehe Gleichung 4.17) ko¨nnen analog zu der oben beschriebenen
Vorgehensweise in zwei parallelen Phasen mit Pra¨fixsummen bestimmt
werden.
Konstruktion der Pfade: Die Anordnung der Pfade zur Berechnung
der Pra¨fixsumme hat einen großen Einfluss auf die Laufzeit des Verfahrens.
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Abbildung 4.26.: Ergebnisse der Pfadkonstruktion fu¨r das Armadillo- und das
Entenmodell. Die verschiedenen Pfade, die in unterschiedlichen Farben dargestellt
sind, werden relativ parallel zueinander und ohne Lo¨cher zwischen den Pfaden
erzeugt.
Im optimalen Fall wird jede Region von nur einem Pfad durchlaufen, so
dass die Summe einer Region durch eine einzige Differenz bestimmt werden
kann. Da dies nicht mo¨glich ist, ist das Ziel bei der Konstruktion, so wenig
wie mo¨glich Pfade zu erzeugen, damit jede Region nur von wenigen Pfaden
durchlaufen wird. Die Bestimmung einer optimalen Pfadanordnung ist
schwierig. Daher wird ein Greedy-Algorithmus verwendet, um eine gute
Anordnung der Pfade mit Hilfe einer Heuristik zu erzeugen.
Der Algorithmus beginnt bei einem Eckpunkt des Dreiecksnetzes und fu¨gt
dem Pfad u¨ber Kanten benachbarte Punkte hinzu, bis der Pfad nicht mehr
erweitert werden kann oder eine vorgegebene La¨nge u¨berschreitet. Die
Wahl der benachbarten Punkte wird mit Hilfe einer Heuristik durchgefu¨hrt.
Dabei werden Nachbarn gewa¨hlt, die zu einem bereits existierenden Pfad
benachbart sind. Dadurch werden Lo¨cher zwischen zwei Pfaden verhindert
und die Pfade werden relativ parallel zueinander angelegt. Existieren meh-
rere Nachbarpunkte, die in Frage kommen, dann wird der Punkt gewa¨hlt,
der den ku¨rzesten Abstand zu der 𝑥𝑦-Ebene durch den Anfangspunkt des
aktuellen Pfades hat. Ergebnisse der beschriebenen Pfadkonstruktion sind
in Abbildung 4.26 fu¨r das Armadillo- und das Entenmodell dargestellt.
Da¨mpfung: Fu¨r das Shape-Matching-Verfahren wird zur Da¨mpfung der
Geschwindigkeiten in Gleichung 4.16 das stabile Da¨mpfungsverfahren von
Mu¨ller et al. [MHHR07] verwendet. Die Da¨mpfung der Geschwindigkeiten
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wird, wie in [RJ07] vorgeschlagen, pro Region durchgefu¨hrt. Die schnelle
Summation, die oben vorgestellt wurde, kann verwendet werden, um den
Tra¨gheitstensor, die Winkelgeschwindigkeit und die Schwerpunktgeschwin-
digkeit jeder Region parallel zu berechnen. Diese Gro¨ßen werden bei dem
Da¨mpfungsverfahren von Mu¨ller et al. beno¨tigt. Eine Da¨mpfung der Ge-
schwindigkeiten wird hier im Gegensatz zu anderen Simulationsverfahren
nicht beno¨tigt, um die Stabilita¨t der Simulation zu verbessern, sondern
nur fu¨r eine Verbesserung der visuellen Ergebnisse.
4.4.2.3. Volumenerhaltung
Die Simulation deformierbarer Ko¨rper ohne Volumenerhaltung kann zu
erheblichen Volumenverlusten und damit zu unrealistischen Ergebnissen
fu¨hren (siehe Abbildung 4.27). Im Folgenden wird ein Verfahren fu¨r die
Volumenerhaltung vorgestellt, das auf der Formulierung von Hong et
al. [HJCW06] basiert. Dabei wird das Integral eines Vektorfelds f(x) ∈
R
3,x ∈ R3 u¨ber das Volumen 𝑉 mit Hilfe des Gaußschen Integralsatzes
in ein Oberfla¨chenintegral transformiert:∫︁∫︁∫︁
𝑉
∇ · f(x) 𝑑x =
∫︁∫︁
𝜕𝑉
f(x)𝑇n(x) 𝑑x.
Dabei bezeichnet 𝜕𝑉 die Oberfla¨che des Volumens und n ist ein Norma-
lenvektor, der vom Volumen weg zeigt. Das Volumen eines Ko¨rpers kann
berechnet werden, wenn fu¨r die Funktion f(x) = x eingesetzt wird:∫︁∫︁∫︁
𝑉
∇ · x 𝑑x =
∫︁∫︁
𝜕𝑉
x𝑇n 𝑑x = 3𝑉. (4.19)
Damit kann eine Zwangsbedingung 𝐶 :=
∫︀∫︀
𝜕𝑉
x𝑇n 𝑑x− 3𝑉0 = 0 fu¨r das
Volumen eines Ko¨rpers definiert werden, wobei 𝑉0 das urspru¨ngliche Volu-
men des Ko¨rpers ist. Diese Bedingung wird in Schritt 4 der Zeitintegration
(siehe Abschnitt 4.4.2.1) beno¨tigt.
Das Oberfla¨chenintegral aus Gleichung 4.19 kann in eine Summe u¨ber alle
Dreiecke 𝑇𝑖, 𝑖 = 1, . . . ,𝑚 mit den Eckpunkten a𝑖, b𝑖, und c𝑖 umgewandelt
werden: ∫︁∫︁
𝜕𝑉
x𝑇n 𝑑x = 13
𝑚∑︁
𝑖=1
𝐴𝑖(a𝑖 + b𝑖 + c𝑖)𝑇n𝑖. (4.20)
Dabei ist 𝐴𝑖 der Fla¨cheninhalt des 𝑖-ten Dreiecks.
178 Kapitel 4: Simulation deformierbarer Ko¨rper
Abbildung 4.27.: Simulation eines verdrehten Balkens mit und ohne Volumener-
haltung. Die Simulation des linken Balkens fu¨hrt aufgrund der Volumenerhaltung
zu realistischen Ergebnissen, wa¨hrend in der rechten Simulation ohne Volume-
nerhaltung unrealistische Deformationen auftreten (letztes Bild).
Die Zwangsbedingung fu¨r die Volumenerhaltung wird mit Hilfe des posi-
tionsbasierten Ansatzes von Mu¨ller et al. [MHHR07] erfu¨llt. Bei diesem
Ansatz wird fu¨r die Positionen der Partikel des Modells X = [x𝑇1 , . . . ,x𝑇𝑛 ]𝑇
eine Verschiebung△X gesucht, so dass 𝐶(X+△X) = 0 gilt. Die A¨nderung
der Position fu¨r ein Partikel 𝑖 wird wie folgt berechnet:
△x𝑖 = − 𝑤𝑖𝐶(X)∑︀
𝑗 𝑤𝑗‖∇x𝑗𝐶(X)‖2
∇x𝑖𝐶(X), ∇x𝑖𝐶(X) =
𝜕𝐶(X)
𝜕x𝑖
. (4.21)
Die Werte 𝑤𝑖 sind Gewichte, die eine lokale Volumenerhaltung ermo¨glichen
(siehe unten). Im Gegensatz zu der Methode von Hong et al. [HJCW06]
wird in dieser Arbeit eine Heuristik fu¨r die Bestimmung der Gewichte
verwendet. Dadurch ist eine lokale Volumenkorrektur, abha¨ngig von der
aktuellen Verformung des Ko¨rpers, mo¨glich.
Um den Gradienten von 𝐶(X) zu berechnen, wird zuna¨chst das diskrete
Oberfla¨chenintegral aus Gleichung 4.20 in eine Summe u¨ber alle Partikel-
positionen transformiert:
1
3
𝑚∑︁
𝑖=1
𝐴𝑖(a𝑖 + b𝑖 + c𝑖)𝑇n𝑖 =
1
3
𝑛∑︁
𝑖=1
x𝑇𝑖 n𝑖. (4.22)
Die gemittelte Normale n𝑖 =
∑︀
𝐴𝑗n𝑗 des Partikels 𝑖 wird bestimmt, in-
dem die Normalen n𝑗 aller Dreiecke, die das Partikel 𝑖 enthalten, mit den
Fla¨cheninhalten 𝐴𝑗 der Dreiecke gewichtet und aufsummiert werden. Um
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eine spa¨tere Berechnung auf der GPU zu vereinfachen, wird hier angenom-
men, dass die Normalen wa¨hrend der Korrektur konstant sind. Mit dieser
Annahme ergibt sich fu¨r den Gradienten die folgende Approximation:
∇x𝐶(X) ≈ 13 [n
𝑇
1 , . . . ,n𝑇𝑛 ]𝑇 ,
bei der die Terme x𝑖𝜕n𝑖/𝜕x𝑗 vernachla¨ssigt werden. Diese Vereinfachung
hat in verschiedenen Experimenten die Ergebnisse nur geringfu¨gig beein-
flusst.
Im Gegensatz zu der Arbeit von Hong et al. [HJCW06] werden hier
außer den Positionen auch die Geschwindigkeiten der Partikel korrigiert.
Dadurch wird ein U¨berschwingen, welches zu unerwu¨nschten Vibrationen
fu¨hrt, verhindert. Um eine Zwangsbedingung fu¨r die Geschwindigkeiten zu
formulieren, muss Gleichung 4.19 nach der Zeit abgeleitet werden. Mit der
Annahme, dass das Volumen 𝑉 konstant ist, fu¨hrt dies zu der folgenden
Gleichung: ∫︁∫︁∫︁
𝑉
∇ · v 𝑑x =
∫︁∫︁
𝜕𝑉
v𝑇n 𝑑x = 0. (4.23)
Dabei handelt es sich um die Bedingung fu¨r ein divergenzfreies Geschwin-
digkeitsfeld eines inkompressiblen Ko¨rpers. Die Behandlung der Zwangsbe-
dingung fu¨r die Geschwindigkeiten 𝐶 :=
∫︀∫︀
𝜕𝑉
v𝑇n 𝑑x = 0 in Schritt 5 der
Zeitintegration (siehe Abschnitt 4.4.2.1) erfolgt analog zu den Positions-
korrekturen in Schritt 4.
Lokale Volumenerhaltung: Werden alle Gewichte 𝑤𝑖 bei der Volume-
nerhaltung (siehe Gleichung 4.21) gleich gewa¨hlt, dann bekommt man
eine globale Volumenerhaltung. Das bedeutet, dass ein Volumenfehler
korrigiert wird, indem alle Partikelpositionen angepasst werden. Fu¨r viele
Modelle fu¨hrt eine lokale Volumenerhaltung allerdings zu realistischeren
Ergebnissen. Eine Vera¨nderung des Volumens wird durch das Anpassen
der Partikel in einer lokalen Umgebung der Volumena¨nderung ausgeglichen.
Dafu¨r werden die Gewichte 𝑤𝑖 mit Hilfe einer Heuristik gewa¨hlt.
Eine Volumena¨nderung tritt bei Partikeln auf, die durch externe oder
interne Kra¨fte deformiert werden. Daher werden die Gewichte 𝑤𝑖 in Ab-
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ha¨ngigkeit der Positionsa¨nderungen c𝑖 der Partikel beim Shape-Matching-
Verfahren gewa¨hlt:
𝑤𝑖 = (1− 𝛼)
(︃
‖c𝑖‖∑︀
𝑗 ‖c𝑗‖
)︃
⏟  ⏞  
= 𝑔𝑖
+𝛼 1
𝑛
. (4.24)
Der Parameter 𝛼 ∈ [0, 1] erlaubt es dem Benutzer, den Anteil an lokaler
und globaler Volumenerhaltung zu wa¨hlen. Bei der Verwendung der lokalen
Gewichte 𝑔𝑖 werden Partikel mit großen Positionsa¨nderungen sta¨rker bei
der Volumenerhaltung korrigiert als andere. Um einen glatten U¨bergang
zwischen globaler und lokaler Volumenerhaltung zu gewa¨hrleisten, mu¨ssen
die lokalen Gewichte normiert werden, so dass
∑︀
𝑔𝑖 = 1 gilt.
Innere Strukturen: Im Folgenden wird gezeigt, wie die Volumenbe-
dingung verbessert werden kann, um realistischere Ergebnisse zu erzielen.
Dafu¨r wird die Volumena¨nderung durch das Innere eines deformierba-
ren Ko¨rpers propagiert. Dies wird erreicht, indem die A¨nderungen der
Absta¨nde innerhalb des Ko¨rpers beru¨cksichtigt werden.
In einem Vorverarbeitungsschritt wird fu¨r jedes Partikel x0𝑖 entgegen der
gemittelten Oberfla¨chennormalen ein Strahl x0𝑖 − 𝜆n0𝑖 , 𝜆 > 0 durch das
Dreiecksnetz des Ko¨rpers geschossen. Dann wird das na¨chste Partikel x0𝑘
im ersten Dreieck bestimmt, das von dem Strahl getroffen wird. Dadurch
ergibt sich ein Paar von Partikeln, deren Abstandsa¨nderung wa¨hrend der
Simulation durch
𝑑𝑖,𝑘 =
⃒⃒(︀‖x𝑖 − x𝑘‖ − ‖x0𝑖 − x0𝑘‖)︀⃒⃒
bestimmt ist. Mit Hilfe von 𝑑𝑖,𝑘 werden die Gewichte 𝑔𝑖 aus Gleichung 4.24
wie folgt angepasst:
𝑔𝑖 =
𝛽𝑠𝑖𝑑𝑖,𝑘𝑖 + (1− 𝛽)‖c𝑖‖∑︀
𝑗
(︀
𝛽𝑠𝑗𝑑𝑗,𝑘𝑗 + (1− 𝛽)‖c𝑗‖
)︀ ,
Der Parameter 𝛽 ∈ [0, 1] ermo¨glicht es dem Benutzer festzulegen, wie stark
die Distanza¨nderungen im Inneren des Ko¨rpers bei der Volumenerhaltung
beru¨cksichtigt werden. Bei dem Parameter 𝑠𝑖 handelt es sich um eine
benutzerdefinierte Steifigkeit des Modells. Damit kann das Verhalten von
Materialien mit unterschiedlichen Dicken besser abgebildet werden. Du¨nne
Ko¨rper sollten im Gegensatz zu dicken weniger stark zusammengedru¨ckt
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werden ko¨nnen. Dieses Verhalten wird simuliert, indem fu¨r die ku¨rzeste
Verbindung der Wert 𝑠max ∈ [0, 1] und fu¨r die la¨ngste Verbindung der
Wert 𝑠min ∈ [0, 1] definiert wird. Fu¨r alle weiteren Verbindungen wird der
Wert 𝑠𝑖 mit einer linearen Interpolation in Abha¨ngigkeit der Distanz der
Partikel in Ruhelage bestimmt.
Beru¨cksichtigung von Kollisionen: Wenn ein Partikel Teil einer Kon-
taktsituation ist, muss diese Situation bei der Volumenkorrektur beru¨ck-
sichtigt werden, damit durch die Korrektur keine Durchdringung entsteht.
Dies wird realisiert, indem die Gewichte fu¨r solche Partikel bei der Po-
sitionskorrektur auf Null gesetzt werden. Dadurch wird die Position des
Partikels nicht vera¨ndert und eine Durchdringung verhindert. Bei der
Geschwindigkeitskorrektur werden die Gewichte nicht vera¨ndert. Die Vo-
lumena¨nderung hat damit u¨ber die Geschwindigkeiten einen Einfluss auf
Objekte, die in Kontakt mit dem deformierbaren Ko¨rper sind. Um einen
glatten U¨bergang zu kollidierenden Partikeln zu gewa¨hrleisten, werden die
Gewichte vor der Berechnung der Volumenerhaltung mit einem Laplace-
Filter [DMSB99] gegla¨ttet. Die Gla¨ttung kann mit Hilfe der vorgestellten
schnellen Summationstechnik sehr effizient auf einer GPU ausgefu¨hrt wer-
den.
4.4.2.4. Implementierung auf einer GPU
In diesem Abschnitt wird beschrieben, wie die vorgestellten Verfahren auf
einer GPU mit Hilfe von CUDA [NVI12a] implementiert werden. Mit CUDA
ko¨nnen spezielle Programme, sogenannte Kernel, auf dem Graphikprozessor
ausgefu¨hrt werden. Jeder Start eines Kernels beno¨tigt eine gewisse Zeit.
Daher sollten Kernel-Aufrufe auf ein Minimum beschra¨nkt werden.
Um nicht fu¨r jeden Ko¨rper in der Simulation einen eigenen Kernel zu
starten, werden die Partikel aller Objekte in ein einziges Array zusammen-
gefasst. Die Reihenfolge der Partikel im Array wird dabei durch die Pfade
(siehe Abschnitt 4.4.2.2) bestimmt. Die Pfade werden nacheinander im
Speicher abgelegt, so dass die Pra¨fixsummen der Pfade mit Hilfe nur einer
segmentierten Pra¨fixsumme [SHZO07] berechnet werden ko¨nnen. Fu¨r die
GPU-Implementierung wird die La¨nge der Pfade aus numerischen Gru¨nden
(siehe unten) auf 512 beschra¨nkt. Außerdem wird eine feste Segmentie-
rung verwendet. Dadurch werden nur zwei Kernel fu¨r die Berechnung
der segmentierten Pra¨fixsumme beno¨tigt und die Geschwindigkeit der
Berechnung gleicht anna¨hernd der einer normalen Pra¨fixsumme. Aktuelle
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Graphik-Hardware kann 64 bis 128 Bytes gleichzeitig lesen bzw. schreiben.
Durch die Anordnung der Pfade im Speicher wird dies bei der Berechnung
der segmentierten Pra¨fixsumme ausgenutzt, wodurch sich die Laufzeit
verbessert. Das Ergebnis der Berechnung wird in eine Textur gespeichert,
um spa¨ter, bei der schnellen Summation, vom Cache des Texturspeichers
zu profitieren.
Die Volumenkorrektur soll ebenfalls parallel auf der GPU ausgefu¨hrt wer-
den. Dafu¨r mu¨ssen die Volumenintegrale aus den Gleichungen 4.19 und 4.23
sowie die Gewichte fu¨r eine lokale Volumenerhaltung auf dem Graphik-
prozessor bestimmt werden. Das diskrete Integral u¨ber die Positionen
der Partikel aus Gleichung 4.22 und die gesuchten Gewichte werden mit
Hilfe einer parallelen Reduktion der Summen mit Segmentierung berech-
net. Der Laplace-Filter zum Gla¨tten der Gewichte wird mit der schnellen
Summationstechnik auf der GPU implementiert.
Numerische Stabilita¨t: Alle Berechnungen werden auf einer GPU mit
einer Gleitpunktgenauigkeit von 32 Bit durchgefu¨hrt. Aus diesem Grund
kann die Berechnung der segmentierten Pra¨fixsumme bei langen Pfaden
numerische Probleme verursachen. Insbesondere der quadratische Term
x𝑖x0𝑖
𝑇
der affinen Transformation A fu¨hrt zu Problemen. Daher werden
die Pfade auf eine maximale La¨nge von 512 beschra¨nkt.
Die Berechnung der Rotationsmatrix R mit Hilfe einer Polarzerlegung ist
unabha¨ngig von der Verschiebung und Skalierung der Matrix A. Daher
kann die Stabilita¨t weiter verbessert werden, indem alle Partikel vor der
Berechnung in ein lokales Koordinatensystem im Einheitswu¨rfel [−1, 1]3
transformiert werden.
Durch die Beschra¨nkung der Pfadla¨ngen und der Partikelpositionen auf
ein lokales Koordinatensystem kann das vorgestellte Shape-Matching-
Verfahren ohne numerische Probleme auf einer GPU ausgefu¨hrt werden.
Visualisierung: Das vorgestellte Verfahren ermo¨glicht die Simulation
von Modellen mit hochaufgelo¨sten Dreiecksnetzen in Echtzeit. Oft wer-
den in der Simulation aber nur Modelle mit einer niedrigeren Auflo¨sung
verwendet. In Computerspielen steht beispielsweise nur ein Bruchteil der
Rechenleistung fu¨r die Simulation zur Verfu¨gung, weshalb der Detailgrad
der Modelle gesenkt werden muss. Damit der visuelle Eindruck darunter
nicht leidet, ko¨nnen feine Details auch nach der Simulation bei der Vi-
sualisierung hinzugefu¨gt werden. Diese Details mu¨ssen einem gro¨beren
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Simulationsnetz folgen, das die Deformation vorgibt. Die Verknu¨pfung
des Dreiecksnetzes fu¨r die Visualisierung mit dem Simulationsmodell ba-
siert auf dem Ansatz von Kobbelt et al. [KVS99]. Dabei wird in einem
Vorverarbeitungsschritt jedem Punkt des feinen Netzes ein Dreieck des
groben Simulationsmodells zugewiesen, mit dem die Position des Punktes
wa¨hrend der Simulation neu bestimmt werden kann.
Die u¨ber ein Dreieck bilinear interpolierten Normalen definieren ein konti-
nuierliches Normalenfeld. Mit diesem Normalenfeld kann fu¨r einen Punkt
p durch Lo¨sen der Funktion
f(𝛼, 𝛽) := (p− q(𝛼, 𝛽))× nq(𝛼, 𝛽) = 0
ein Punkt q = 𝛼a + 𝛽b+ 𝛾c auf dem Dreieck mit den Punkten a, b und
c bestimmt werden. Dieser Punkt q hat die baryzentrischen Koordinaten
𝛼, 𝛽, und 𝛾 = 1 − 𝛼 − 𝛽 sowie die bilinear interpolierte Normale nq =
𝛼na + 𝛽nb + 𝛾nc. Durch das Lo¨sen der bivariaten Funktion f(𝛼, 𝛽) =
0 in der Vorverarbeitung ko¨nnen die baryzentrischen Koordinaten zu
jedem Punkt des feinen Netzes fu¨r das na¨chste Dreieck im Simulationsnetz
berechnet werden. Außerdem wird die vorzeichenbehaftete Distanz 𝑑 =
sign
(︀
(p− q)𝑇nq
)︀ ‖p− q‖ der Punkte p und q bestimmt. Die Positionen
der Punkte des feinen Netzes ko¨nnen damit nach jedem Simulationsschritt
durch
p(𝑡+ ℎ) = q(𝑡+ ℎ) + 𝑑 · nq(𝑡+ ℎ)
berechnet werden. Auf diese Weise wird das Dreiecksnetz fu¨r die Visuali-
sierung mit dem Simulationsmodell deformiert.
4.4.2.5. Ergebnisse
Die Simulationen in diesem Abschnitt wurden auf einem PC mit einem
Intel Core i7 950 Prozessor mit 3 GHz und einer NVIDIA GeForce GTX
470 Graphikkarte durchgefu¨hrt. Die Zeitschrittweite betrug in allen Simu-
lationen 5 ms und die Parameter fu¨r die inneren Strukturen wurden auf
𝑠min = 0.01 und 𝑠max = 0.1 gesetzt. Fu¨r die Kollisionserkennung wurde
ein diskretes Verfahren verwendet. Außerdem wurde die oben beschriebene
Technik fu¨r die Visualisierung mit einem hochaufgelo¨sten Dreiecksnetz
eingesetzt.
Zuna¨chst wurde ein Belastungstest durchgefu¨hrt, bei dem vier deformier-
bare Kugeln mit und ohne Volumenerhaltung von einer Platte zusammen-
gedru¨ckt wurden. Jede Kugel bestand aus 1562 Partikeln. Die Ergebnisse
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Abbildung 4.28.: Vergleich von vier Kugeln, die durch eine Platte zusammenge-
dru¨ckt werden, mit unterschiedlichen Arten der Volumenerhaltung. Von links
nach rechts: globale Volumenerhaltung, lokale Volumenerhaltung mit inneren
Strukturen (𝛽 = 0.1), lokale Volumenerhaltung ohne innere Strukturen (𝛽 = 0)
und ohne Volumenerhaltung. Der maximale Volumenverlust der Kugeln betrug
0,6 %, 0,7 %, 0,7 % bzw. 40 %.
dieses Tests sind in Abbildung 4.28 zu sehen. In der zweiten Zeile kann man
erkennen, dass die Kugel bei der Verwendung von inneren Strukturen unter
ihrem Eigengewicht nicht so sehr zusammengedru¨ckt wird, wie ohne diese
Strukturen. Die Simulation zeigt außerdem, dass die Kugel mit globaler
Volumenerhaltung ihre Form beim Auftreffen auf den Boden kaum a¨ndert,
wa¨hrend eine Simulation mit lokaler Volumenerhaltung eine deutlich gro¨-
ßere Deformation zula¨sst. Obwohl bei dem vorgestellten Verfahren nur
Oberfla¨chennetze als Simulationsmodell verwendet werden, ko¨nnen auch
fu¨r große Deformationen durch die Volumenerhaltung sehr realistische
Ergebnisse erzeugt werden (siehe Abbildung 4.27). Weiterhin ist das Ver-
fahren bedingungslos stabil und kann sogar Modelle in degenerierten oder
invertierten Zusta¨nden wiederherstellen (siehe Abbildung 4.24).
Tabelle 4.2 zeigt die Konfiguration und den Volumenverlust der komplexen
Modelle aus Abbildung 4.22. Die mittleren Rechenzeiten pro Simulations-
schritt dieser Modelle sind in Tabelle 4.3 zusammengefasst. Diese Zeiten
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Modell # Partikel 𝜔 𝛼 / 𝛽 / 𝑠 Max. Volumenverlust
Armadillos 32442 3 0.1 / 0.1 / 0.9 0.1%
Enten & Tori 21280 2 0.2 / 0.1 / 1 0.5%
Ba¨lle im Glas 7640 2 0.5 / 0.1 / 1 0.2%
Tabelle 4.2.: Konfiguration und maximaler Volumenverlust der Modelle aus
Abbildung 4.22. In der Tabelle wird fu¨r jedes Modell die Anzahl der Partikel,
der Parameter 𝜔 fu¨r die Gro¨ße der Regionen und die Simulationsparameter 𝛼, 𝛽
und 𝑠 gegeben.
Modell
CPU GPU
naiv
schnelle Shape Volumen-
Gesamt
Summation Matching korrektur
Armadillos 114.75 69.92 2.89 1.80 4.69
Enten & Tori 44.88 30.2 2.03 1.51 3.54
Ba¨lle im Glas 15.86 10.58 1.20 1.14 2.34
Tabelle 4.3.: Durchschnittliche Rechenzeit pro Simulationsschritt mit dem
Shape-Matching-Verfahren. Die Zeiten (in ms) wurden gemessen fu¨r eine naive
CPU-Implementierung sowie fu¨r die schnelle Summation auf der CPU und auf der
GPU. Bei den Zeiten mit der GPU-Implementierung wurden das Shape-Matching-
Verfahren mit Da¨mpfung und die Volumenkorrektur getrennt gemessen. Die
GPU-Werte enthalten auch die Zeiten, die fu¨r das Kopieren von Daten zwischen
CPU und GPU beno¨tigt wurden.
beziehen sich ausschließlich auf die Simulation der Deformationen mit
Volumenerhaltung. Die Kollisionserkennung wurde dabei nicht gemessen.
Diese wurde parallel auf der CPU ausgefu¨hrt und beno¨tigte bis zu 9 ms
Rechenzeit fu¨r die Modelle aus Abbildung 4.22. Da die Kollisionserkennung
auf der CPU ausgefu¨hrt wird, mu¨ssen in jedem Simulationsschritt Daten
zwischen der CPU und der GPU ausgetauscht werden. Die Messwerte in
Tabelle 4.3 fu¨r die GPU-Implementierung beinhalten die Zeiten, die dafu¨r
beno¨tigt wurden. Jeder Aufruf eines CUDA Kernels sowie die Speicher-
zugriffe haben einen gewissen Overhead. Daher wurde auch bei Modellen
mit nur sehr wenigen Partikeln eine Zeit von 1,5 ms pro Simulationsschritt
gemessen.
Im Folgenden wird das vorgestellte Verfahren mit dem Shape-Matching-
Verfahren von Rivers und James [RJ07] verglichen. Beide Verfahren liefern
visuell plausible Ergebnisse, aber im Gegensatz zu dem Ansatz von Rivers
und James erha¨lt die vorgestellte Methode das Volumen der deformierbaren
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Ko¨rper. Dadurch sind realistischere Ergebnisse mo¨glich. Da es bei diesen
Verfahren fu¨r die Laufzeit keinen Unterschied macht, ob man ein Objekt
mit vielen Partikeln oder viele Objekte mit wenigen Partikeln simuliert,
wird fu¨r den Geschwindigkeitsvergleich das Modell eines einfachen Wu¨rfels
verwendet. Fu¨r den vorgestellten Ansatz besteht der Wu¨rfel aus 30𝑘
Partikeln auf der Oberfla¨che, wa¨hrend fu¨r das Verfahren von Rivers und
James ein regelma¨ßiges Gitter aus 313 ≈ 30𝑘 Partikeln verwendet wird.
Das zweite Modell hat nur 5402 Partikel auf der Oberfla¨che und kann daher
feine Details auf der Oberfla¨che nicht so gut abbilden. In Tabelle 4.4 werden
die Laufzeiten von folgenden Verfahren fu¨r unterschiedliche Regionsgro¨ßen
miteinander verglichen: das gitterbasierte Shape-Matching-Verfahren ohne
Optimierung (LSM), das gitterbasierte Verfahren von Rivers und James
mit schneller Summation (FastLSM), das naive Shape-Matching Verfahren
fu¨r Oberfla¨chen auf der CPU, das vorgestellte Verfahren fu¨r Oberfla¨chen
mit schneller Summation auf der CPU und auf der GPU. Die Rechenzeiten
fu¨r die letzten drei Verfahren, die auf einem Oberfla¨chennetz arbeiten,
enthalten auch die Zeiten, die fu¨r die Volumenkorrektur beno¨tigt werden.
Obwohl der FastLSM-Ansatz in der Theorie schneller ist als der vorgestellte,
zeigt sich in der Praxis, dass beide Ansa¨tze auf der CPU ungefa¨hr gleich
schnell arbeiten. Ein Grund dafu¨r ist, dass bei dem neuen Ansatz der
Cache besser ausgenutzt werden kann. Die schnelle Summation von Rivers
und James hatte bei verschiedenen Regionsgro¨ßen keine konstante Laufzeit.
Dies liegt an der Spezialbehandlung, die auf dem Rand beno¨tigt wird. Die
GPU-Implementierung ist je nach Regionsgro¨ße zwischen 11 und 40 Mal
schneller als der naive Ansatz und ungefa¨hr 15 Mal schneller als die beiden
schnellen Summationstechniken auf der CPU. Wenn man beru¨cksichtigt,
dass bei einem Oberfla¨chenmodell viel weniger Partikel simuliert werden
mu¨ssen als bei einem Volumenmodell, dann ist der Geschwindigkeitsvorteil
gegenu¨ber dem FastLSM-Ansatz noch deutlich ho¨her.
Allerdings muss auch erwa¨hnt werden, dass der vorgestellte Ansatz fu¨r
Oberfla¨chennetze verschiedene Einschra¨nkungen hat. Dieser Ansatz er-
fordert geringfu¨gig gro¨ßere Regionen, um die gleiche Steifigkeit wie mit
einem Volumenmodell zu erreichen. Dies liegt an den fehlenden Partikeln
im Inneren des Modells. Außerdem kann die vorgestellte Volumenkorrektur
die Impulserhaltung des Systems nicht garantieren. In unterschiedlichen
Experimenten konnten jedoch keine daraus resultierenden Geisterkra¨fte
festgestellt werden. Dies liegt unter anderem daran, dass die Geschwin-
digkeitskorrektur bei der Volumenerhaltung hilft, solche unerwu¨nschten
Effekte zu vermeiden.
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Methode 𝜔 = 1 𝜔 = 2 𝜔 = 3 𝜔 = 4 𝜔 = 5
LSM 65,1 240,3 617,9 1436,2 2615,8
FastLSM 46,7 47,9 51,6 57,2 65,2
Naiver Ansatz fu¨r Oberfla¨chen 37,3 53,8 82,9 121,5 169,8
Schnelle Summation (CPU) 42,5 46,7 51,6 56,2 62,1
Schnelle Summation (GPU) 3,2 3,6 3,9 4,1 4,2
Tabelle 4.4.: Vergleich der durchschnittlichen Rechenzeiten (in ms) pro Simula-
tionsschritt fu¨r verschiedene Shape-Matching Verfahren mit unterschiedlichen
Regionsgro¨ßen bei einem Wu¨rfelmodell mit ungefa¨hr 30𝑘 Partikeln. Wa¨hrend der
schnelle Summationsansatz von Rivers und James und der in dieser Arbeit vor-
gestellte auf der CPU a¨hnliche Laufzeiten haben, ist die GPU-Implementierung
ungefa¨hr 15 Mal schneller.
4.4.2.6. Zusammenfassung
In diesem Abschnitt wurde ein robuster Ansatz fu¨r die Deformation in-
kompressibler Ko¨rper vorgestellt. Durch die vorgestellte Volumenerhaltung
ko¨nnen deformierbare Ko¨rper mit einem einfachen Oberfla¨chenmodell rea-
listisch simuliert werden. Bei der Volumenerhaltung werden unrealistische
Schwingungen durch eine Geschwindigkeitskorrektur vermieden. Außerdem
werden Kollisionen beru¨cksichtigt, so dass die Volumenkorrektur keine
Durchdringungen verursacht. Die Verwendung eines Oberfla¨chennetzes
anstatt eines Volumenmodells hat verschiedene Vorteile. Bei Volumen-
modellen ist die Invertierung eines Elements ein typisches Problem, das
oft eine Sonderbehandlung erfordert. Solche Probleme treten bei Oberfla¨-
chennetzen nicht auf, weshalb sich das vorgestellte Modell aus vollsta¨ndig
invertierten oder degenerierten Zusta¨nden ohne zusa¨tzlichen Aufwand
wiederherstellen kann. Außerdem ko¨nnen Modelle mit viel detaillierteren
Oberfla¨chen in Echtzeit simuliert werden, da keine Rechenzeit fu¨r Partikel
im Inneren des Modells beno¨tigt wird.
Die neue schnelle Summationstechnik wurde fu¨r eine effiziente parallele
Berechnung auf der GPU entwickelt. Diese Technik ermo¨glicht realistische
Deformationen von hochaufgelo¨sten Oberfla¨chenmodellen mit vielen Tau-
send Partikeln in Echtzeit. Der Vergleich der vorgestellten Methode zu
bekannten geometrisch motivierten Verfahren zeigt eine Beschleunigung
um den Faktor 15 bei einer gleichen Anzahl an Partikeln. Allerdings wer-
den bei anderen Verfahren Volumenmodelle verwendet und Partikel im
Inneren der Ko¨rper beno¨tigt. Wenn man daher Modelle mit der gleichen
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Oberfla¨chenauflo¨sung vergleicht, ist die Beschleunigung sogar noch deutlich
ho¨her.
5. Parallele Simulation auf der
GPU
Die meisten aktuellen Rechner verfu¨gen u¨ber Prozessoren mit mehreren
Kernen und Graphikkarten, deren Graphikprozessoren sogenannte Shader-
Programme parallel ausfu¨hren ko¨nnen. Die Parallelisierung eines Verfahrens
ist daher ein wichtiger Optimierungsschritt, der die Geschwindigkeit deut-
lich erho¨ht.
In Abschnitt 3.3.2 wurde bereits gezeigt, dass ein lineares Gleichungssys-
tem zur Berechnung der Korrekturimpulse durch den Einsatz spezieller
Verfahren parallel auf mehreren Prozessoren bzw. Kernen gelo¨st werden
kann. Fu¨r Textilien wurde in Abschnitt 4.3.4.1 ein Verfahren vorgestellt,
dass die Berechnung der Impulse durch die Aufteilung in unabha¨ngige
Gruppen parallelisiert. In diesem Abschnitt soll zuna¨chst eine allgemeine
Vorgehensweise beschrieben werden, mit der alle impulsbasierten Verfahren
parallel ausgefu¨hrt werden ko¨nnen [BBD09a]. Diese Vorgehensweise basiert
auf der Aufteilung aller Zwangsbedingungen eines Modells in unabha¨ngige
Gruppen. Anschließend wird demonstriert, wie mit Hilfe dieser Gruppen
eine parallele Simulation auf einem Graphikprozessor durchgefu¨hrt werden
kann. Außerdem wird eine weitere Mo¨glichkeit zur Parallelisierung auf der
GPU vorgestellt. Das Lo¨sen von linearen Gleichungssystemen nimmt einen
großen Teil der Rechenzeit in einer dynamischen Simulation in Anspruch.
Die Gleichungssysteme in diesem Bereich sind im Allgemeinen du¨nnbesetzt.
In Abschnitt 5.3 werden Datenstrukturen und Algorithmen vorgestellt, um
solche Systeme effizient auf einer GPU zu lo¨sen.
5.1. Verwandte Arbeiten
Im Forschungsbereich der dynamischen Simulation ist die Parallelisierung
inzwischen ein wichtiges Thema. Viele Arbeiten bescha¨ftigen sich haupt-
sa¨chlich mit der parallelen Simulation auf einem Graphikprozessor. Die
Durchfu¨hrung von Berechnungen auf einer GPU, die nichts mit der gra-
phischen Ausgabe zu tun haben, bezeichnet man als General Purpose
Computation on Graphics Processing Unit oder kurz GPGPU. John D.
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Owens et al. geben in [OLG+07] eine Motivation fu¨r den Einsatz von
GPGPU und eine U¨bersicht u¨ber die aktuellen Anwendungsgebiete. Die
dynamische Simulation ist ebenfalls ein Anwendungsgebiet von GPGPU.
Besonders gut lassen sich Kollisionserkennungsverfahren auf der GPU
parallelisieren. Dies zeigen z. B. Bruno Heidelberger et al. in [HTG04] oder
Alexander Greß et al. in [GGK06].
GPGPU-Verfahren kommen inzwischen in vielen Bereichen der dyna-
mischen Simulation zum Einsatz. Harris et al. simulieren zum Beispiel
dynamische Pha¨nomene auf der GPU [HCSL02]. Dabei verwenden sie eine
Erweiterung der zellularen Automaten. Viele Arbeiten, die den Graphikpro-
zessor ausnutzen, befassen sich mit der Simulation von Partikelsystemen.
Kolb et al. stellen in [KLRS04] ein Verfahren vor, bei dem die dynamische
Simulation, die Kollisionserkennung und die Visualisierung auf der GPU
durchgefu¨hrt wird. Der Zustand des Partikelsystems wird in Texturen
gespeichert, mit denen die Shader-Programme arbeiten ko¨nnen. Zwischen
den einzelnen Schritten muss die GPU nicht verlassen werden, wodurch der
zeitaufwendige Datentransfer zwischen CPU und GPU wegfa¨llt. Dadurch
ko¨nnen sehr große Partikelsysteme in Echtzeit simuliert werden. Joachim
Georgii et al. simulieren in [GEW05] deformierbare Ko¨rper mit Hilfe von
Masse-Feder-Systemen auf der GPU. Die Simulation eines Masse-Feder-
Systems ist relativ einfach. Allerdings ko¨nnen die Zwangsbedingungen
im System nur na¨herungsweise erfu¨llt werden. Der Fehler, der dabei auf-
tritt, kann nicht direkt kontrolliert werden. Er ha¨ngt von der Sta¨rke der
verwendeten Federn ab. Zu starke Federn fu¨hren allerdings zu steifen
Differentialgleichungen, die sich negativ auf die Stabilita¨t der Simulation
auswirken. Die Darstellung der Simulationsdaten wird direkt mit den Da-
ten im Graphikspeicher durchgefu¨hrt. Mit einem Vertex-Shader ko¨nnen
die Positionen der Partikel fu¨r die Visualisierung vera¨ndert werden. Daher
mu¨ssen fu¨r die Darstellung keine Daten an die CPU zuru¨ck gegeben werden,
wodurch Zeit eingespart wird. Als Alternative zu Masse-Feder-Systemen
stellen Javier Rodriguez-Navarro und Antonio Susin in [RNS06] ein Ver-
fahren zur dynamischen Simulation von Textilien auf der GPU mit Hilfe
der Finite-Elemente-Methode vor.
Eine GPU-basierte Simulation von elastischen Ko¨rpern wird von Dick
et al. [DGW11] vorgestellt. Dabei wird das simulierte Modell mit einem
Gitter diskretisiert. Ein solches Gitter eignet sich gut fu¨r das Multigrid-
Verfahren, das in dieser Arbeit zum Einsatz kommt. Allard et al. [ACF11]
pra¨sentieren einen GPU-basierten Ansatz fu¨r die Simulation deformierbarer
Modelle mit Tetraedernetzen. Fu¨r die Parallelisierung werden die Beitra¨ge
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jedes einzelnen Elements getrennt betrachtet. In [CA09] wird ein paral-
leles Gauss-Seidel-Verfahren fu¨r die Lo¨sung von dichtbesetzten linearen
Komplementarita¨tsproblemen auf Mehrkern-CPUs und GPUs vorgestellt.
Dieses Verfahren wird verwendet, um eine effiziente Kontaktbehandlung
zwischen deformierbaren Ko¨rpern durchzufu¨hren.
Auch im Bereich der dynamischen Simulation von Starrko¨rpern kom-
men GPGPU-Methoden zum Einsatz. Takahiro Harada hat in diesem
Zusammenhang verschiedene Arbeiten vorgestellt, wie z. B. [Har07] und
[HTKK07].
Andere Arbeiten bescha¨ftigen sich nicht direkt mit der dynamischen Simu-
lation, sondern mit dem parallelen Lo¨sen von linearen Gleichungssystemen.
Da das Lo¨sen solcher Systeme einen großen Anteil der Rechenzeit in einem
Simulationsschritt ausmacht, sind diese Verfahren auch im Simulations-
bereich von großem Interesse. Fru¨he GPU-basierte Gleichungssystemlo¨ser
wurden von Bolz et al. [BFGS03] sowie Kru¨ger und Westermann [KW03]
vorgestellt. In beiden Arbeiten werden Shader-Programme fu¨r die Pipe-
line der Graphikkarte implementiert, um die hohe Parallelita¨t der GPU
auszunutzen. Die Daten fu¨r die Berechnungen werden als Texturen im
Graphikspeicher abgelegt. Die Einfu¨hrung der Compute Unified Device
Architecture (CUDA) [NVI12a] von NVIDIA hat das Interesse an GPGPU-
Verfahren deutlich erho¨ht. CUDA ermo¨glicht eine abstrakte Programmie-
rung der Graphikhardware in einer zu C a¨hnlichen Programmiersprache.
Es wurden bereits viele Arbeiten fu¨r Berechnungen mit dichtbesetzten
Matrizen vero¨ffentlicht, aber auch einige wenige, deren Ziel die Entwicklung
von effizienten Operationen mit du¨nnbesetzten Matrizen ist.
Die speziell fu¨r die GPU optimierte Bibliothek CUSparse [NVI12b] bie-
tet BLAS1 Operationen an sowie die Berechnung von Matrix-Vektor-
Produkten mit du¨nnbesetzten Matrizen. Matrix-Vektor-Produkte ma-
chen einen großen Teil des Rechenaufwands beim Lo¨sen eines linearen
Gleichungssystems mit der konjugierten Gradientenmethode aus. Bell et
al. [BG08,BG09] pra¨sentieren in ihren Arbeiten verschiedene optimierte
Datenstrukturen fu¨r du¨nnbesetzte Matrizen auf der GPU. Außerdem wird
von Bell et al. die Effizienz von bekannten Strukturen wie dem Diagonal-
format (DIA), dem ELLPACK (ELL) Format, dem compressed sparse row
storage (CSR) Format und dem Koordinatenformat (COO) auf der Gra-
phikhardware analysiert. Die Autoren stellen das hybride Format (HYB)
vor, das die COO und die ELL Datenstruktur kombiniert, um du¨nnbesetzte
Matrizen mit einer variierenden Anzahl von Matrixeintra¨gen, die nicht
1Die Abku¨rzung BLAS steht fu¨r Basic Linear Algebra Subprograms.
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Null sind, besser abzubilden. Die freie Bibliothek CUSP [BG12] basiert auf
der Arbeit von Bell et al. Dabei ist die Geschwindigkeit der Operationen
fu¨r du¨nnbesetzte Matrizen mit stark variierenden Zeilenla¨ngen deutlich
ho¨her als bei der Bibliothek CUSparse.
Buatois et al. [BCL09] pra¨sentieren einen weiteren Ansatz fu¨r du¨nnbe-
setzte Matrizen. Matrixeintra¨ge, die nicht Null sind, werden in dieser
Arbeit gruppiert, um die Speicherzugriffe zu optimieren. In der Arbeit
von Baskaran et al. [BB09] stehen vereinigte Speicherzugriffe und die
Wiederverwendung von Daten im Vordergrund. Dadurch konnten Matrix-
Vektor-Multiplikationen mit Matrizen im CSR Format beschleunigt werden.
Vazquez et al. [VOFG10] optimieren das ELL Format fu¨r die Benutzung auf
einer GPU. Die Autoren stellen als Ergebnis die Datenstruktur ELLPACK-
R vor, die zusa¨tzlich die Zeilenla¨ngen der Matrix speichert. Eine allgemei-
nere Variante dieser Datenstruktur ist SlidedELLPACK, die von Monakov
et al. [MLA10] vorgestellt wird. Bei dieser Struktur werden mehrere Zeilen
gruppiert. Allerdings werden bei beiden Datenstrukturen zusa¨tzliche Re-
duktionsschritte fu¨r Matrix-Vektor-Multiplikationen beno¨tigt, wodurch die
Anzahl an Kernel-Aufrufen steigt. Oberhuber et al. [OSV11] pra¨sentieren
ein CSR Format, das die Zeilen der Matrix gruppiert. Diese Struktur a¨h-
nelt der Datenstruktur, die in Abschnitt 5.3.1 vorgestellt wird. Allerdings
werden in dieser Arbeit, im Gegensatz zu dem Format von Oberhuber et
al., die von Null verschiedenen Matrixeintra¨ge gebu¨ndelt, wodurch bes-
sere Ergebnisse erzielt werden. Mellor-Crummey und Garvin [MCG04]
haben das L-CSR Format fu¨r eine schnelle Matrix-Vektor-Multiplikation
entwickelt. Durch einen sogenannten Unroll-and-Jam Ansatz wird diese
Operation fu¨r Matrizen mit kurzen Zeilenla¨ngen optimiert.
5.2. Aufteilung in unabha¨ngige Gruppen
Fu¨r eine parallele Simulation eines Modells mit der impulsbasierten Me-
thode muss die Berechnung der Korrekturimpulse parallel durchgefu¨hrt
werden. Dies ist allerdings nur dann mo¨glich, wenn keine direkten Abha¨n-
gigkeiten zwischen den entsprechenden Zwangsbedingungen bestehen. Eine
direkte Abha¨ngigkeit ergibt sich, wenn zwei Bedingungen ein gemeinsames
Partikel bzw. einen gemeinsamen Ko¨rper haben. Dadurch beeinflussen
ihre Korrekturimpulse die Geschwindigkeit des gleichen Ko¨rpers. Zwei
Zwangsbedingungen haben eine indirekte Abha¨ngigkeit, wenn sich der
Impuls der ersten Bedingung u¨ber eine Kette von mehreren Bedingungen
und Ko¨rpern auf die zweite Bedingung auswirkt und umgekehrt. Besonders
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viele Abha¨ngigkeiten treten z. B. beim Textilmodell aus Abschnitt 4.3.1 auf,
da in diesem Modell jedes Partikel mit allen seinen Nachbarn verbunden
ist. Der Korrekturimpuls einer Bedingung beeinflusst damit das gesamte
Modell.
Die iterative Methode ist das einfachste der vorgestellten impulsbasier-
ten Verfahren. Die Abha¨ngigkeiten werden dabei durch den iterativen
Prozess aufgelo¨st. Dieser konvergiert zu der physikalisch korrekten Lo¨-
sung [SBP05b], wobei die Konvergenz unabha¨ngig von der Reihenfolge
ist, in der die Impulse bestimmt werden. Fu¨r die Parallelisierung des
Verfahrens kann diese Eigenschaft ausgenutzt werden.
Um in einem Iterationsschritt die Impulse fu¨r mehrere Zwangsbedingungen
parallel zu berechnen, du¨rfen die Bedingungen keine direkte Abha¨ngigkeit
haben. Deswegen werden vor der Simulation alle Zwangsbedingungen mit
Hilfe von Algorithmus 5.1 in Gruppen eingeteilt, in denen alle Bedingungen
unabha¨ngig voneinander sind.
Der Algorithmus geht wie folgt vor. Fu¨r jede Bedingung im Modell wird
u¨berpru¨ft, ob eine Gruppe existiert, in die man sie einfu¨gen kann, ohne
dass eine direkte Abha¨ngigkeit in der Gruppe entsteht. Dafu¨r darf sie
mit keiner Bedingung in der Gruppe einen gemeinsamen Ko¨rper haben.
Wenn keine solche Gruppe gefunden wird, muss eine neue erzeugt werden.
Dadurch gilt fu¨r jeden Ko¨rper in einer Gruppe, dass er durch maximal eine
Zwangsbedingung mit einem anderen Ko¨rper verbunden ist. Die maximale
Anzahl an Verbindungen, die ein Ko¨rper im Modell hat, ist die Anzahl der
Gruppen, die beno¨tigt wird.
Nach der Aufteilung ko¨nnen die unabha¨ngigen Gruppen parallel auf der
CPU, z. B. mit Hilfe von OpenMP [CJP07], oder auf der GPU mit Hilfe
von Shader-Programmen (siehe Abschnitt 5.2.1) simuliert werden. Die
Berechnung der Korrekturimpulse erfolgt in einem iterativen Prozess u¨ber
die Gruppen. In jedem Iterationsschritt werden die einzelnen Gruppen
nacheinander behandelt. Fu¨r jede Gruppe werden alle Impulse parallel be-
stimmt. Der Prozess endet, wenn fu¨r alle Gruppen die Zwangsbedingungen
innerhalb einer vorgegebenen Toleranz erfu¨llt sind.
Die vorgestellte Aufteilung der Bedingungen ist nur eine Mo¨glichkeit
der Unterteilung. Diese liefert beim iterativen Verfahren gute Ergebnisse.
Fu¨r die Parallelisierung des LGS-Verfahrens oder des Verfahrens mit
linearem Aufwand ist sie ungeeignet, da jede Zwangsbedingung nur fu¨r
sich betrachtet wird. Wenn diese Verfahren zum Einsatz kommen, dann
bietet sich eine Aufteilung in Gruppen von unabha¨ngige Ketten an, wie sie
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buildIndependentGroups()
Eingabe: Menge aller Zwangsbedingungen 𝐶
Ausgabe: Menge aller unabha¨ngigen Gruppen von Bedingungen 𝐺
1: 𝐺 = []
2: for all 𝑐1 ∈ 𝐶
3: addToNewGroup = true
4: for all 𝑔 ∈ 𝐺
5: addToThisGroup = true
6: for all 𝑐2 ∈ 𝑔
7: if haveCommonBody(𝑐1, 𝑐2)
8: addToThisGroup = false
9: break
10: end if
11: end for
12: if addToThisGroup
13: addConstraintToGroup(𝑐1, 𝑔)
14: addToNewGroup = false
15: break
16: end if
17: end for
18: if addToNewGroup
19: 𝑔 = [𝑐1]
20: addNewGroup(g)
21: end if
22: end for
23: return G
Algorithmus 5.1: Aufteilung der Zwangsbedingungen in unabha¨ngige Gruppen
z. B. in Abschnitt 4.3.4.1 fu¨r die Simulation von Textilien vorgestellt wurde.
Die Impulse der unabha¨ngigen Ketten werden dann parallel zueinander
mit dem jeweiligen Verfahren bestimmt. Die Abha¨ngigkeiten zwischen den
Gruppen ko¨nnen durch einen iterativen Prozess aufgelo¨st werden.
5.2.1. Simulation auf der GPU
In diesem Abschnitt wird gezeigt, wie das iterative Verfahren auf einem
Graphikprozessor umgesetzt werden kann [BBD09a]. Dafu¨r wird die oben
beschriebene Aufteilung in unabha¨ngige Gruppen verwendet, um die par-
allele Architektur der GPU auszunutzen.
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Eine Graphikkarte verwendet eine Pipeline zur Verarbeitung von Geome-
triedaten. Dazu geho¨rt u. a. die Transformation, Projektion und Textu-
rierung. Am Ende dieser Pipeline steht die Ausgabe in einen Pixelpuffer.
Dieser wird im Allgemeinen zur Ausgabe auf den Bildschirm verwendet.
Fru¨her war die Pipeline der Graphikkarten fest, aber seit einigen Jahren
gibt es die Mo¨glichkeit, zwei Stufen in der Pipeline durch eigene Pro-
gramme zu ersetzen. Dabei handelt es sich um Vertex- und Pixel-Shader.
Ein Vertex-Shader wird fu¨r jeden Eckpunkt der Geometrie aufgerufen,
wa¨hrend ein Pixel-Shader fu¨r jedes Pixel auf der Oberfla¨che eines Objektes
aufgerufen wird.
Fu¨r die Berechnungen auf der Graphikkarte ko¨nnen mehrere Durchla¨ufe
ausgefu¨hrt werden. Dadurch werden verschiedene Pixel- bzw. Vertex-Shader
hintereinander gestartet. Um die Berechnungen anzustoßen, muss ein
Objekt gezeichnet werden. Dafu¨r wird ein Quadrat verwendet, das ohne
Transformation und Projektion in den Pixelpuffer gezeichnet wird. Fu¨r
jedes Pixel des Quadrats wird der aktuelle Pixel-Shader einmal aufgerufen.
Daher muss das Quadrat so gewa¨hlt werden, dass die Anzahl seiner Pixel
der Anzahl der beno¨tigten Berechnungen entspricht.
Um Berechnungen auf der GPU durchzufu¨hren, mu¨ssen die Shader-
Programme auf den aktuellen Zustand des simulierten Modells zugreifen
ko¨nnen. Der ha¨ufige Austausch von Daten zwischen dem Systemspeicher
und dem Graphikspeicher wirkt sich negativ auf die Geschwindigkeit der
Simulation aus. Besonders der Datentransfer vom Graphikspeicher in den
Systemspeicher ist meistens sehr langsam. Das liegt daran, dass die gra-
phische Ausgabe die Hauptaufgabe einer Graphikkarte ist und dabei diese
Richtung des Datentransfers nicht beno¨tigt wird. Aus diesem Grund muss
der vollsta¨ndige physikalische Zustand des simulierten Systems im Graphik-
speicher verwaltet werden. Dafu¨r werden die Zusta¨nde aller Ko¨rper, aller
Zwangsbedingungen und die externen Kra¨fte, die auf die Ko¨rper wirken,
in Texturen kodiert.
In einer Textur ko¨nnen pro Pixel vier Gleitpunktzahlen gespeichert werden.
Die einzelnen Vektoren und Parameter des Systemzustands werden fu¨r die
Simulation hintereinander in verschiedene Texturen gespeichert und auf die
Graphikkarte transferiert. Die Daten, die die Shader-Programme wa¨hrend
der Simulation berechnen, werden ebenfalls in Texturen gespeichert. Da
die GPU eine Textur nicht gleichzeitig lesen und schreiben kann, werden
fu¨r alle variablen Daten Paare von Texturen angelegt. Die erste Textur
dient als Eingabe fu¨r die Berechnung mit einem Shader-Programm und die
zweite Textur wird fu¨r die Ausgabe der Ergebnisse verwendet. Nachdem
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Abbildung 5.1.: Ablauf eines Simulationsschrittes auf dem Graphikprozessor
das Shader-Programm fertig ist, werden die beiden Texturen vertauscht,
so dass die Ergebnisse als Eingabe fu¨r das na¨chste Shader-Programm
verwendet werden.
Abbildung 5.1 zeigt den Ablauf eines Simulationsschrittes, bei dem die
Berechnung der Impulse mit Hilfe von Shader-Programmen auf der GPU
ausgefu¨hrt wird. Die gelben Boxen auf der linken Seite beschreiben die
Aktionen auf dem Hauptprozessor des Rechners, wa¨hrend die blauen
Boxen auf der rechten Seite die Shader-Programme darstellen, die auf dem
Graphikprozessor ausgefu¨hrt werden. Alle Ein- und Ausgabedaten eines
Shader-Programms sind in Texturen abgelegt.
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In einem Simulationsschritt werden zuna¨chst die externen Kra¨fte mit Hilfe
des ersten Shader-Programms berechnet. Dafu¨r werden als Eingabe die
Texturen 𝑥1 und 𝑣1 mit den aktuellen Positionen und Geschwindigkeiten
der Ko¨rper verwendet. Das Ergebnis dieses Programms ist eine Textur 𝐹 ,
die alle externen Kra¨fte entha¨lt. Anschließend mu¨ssen die Korrekturimpul-
se bestimmt werden. Dies erfolgt in einer Schleife u¨ber alle unabha¨ngigen
Gruppen 𝑔 ∈ 𝐺. Fu¨r jede Gruppe wird der zweite Pixel-Shader aufgerufen.
Dieser berechnet die gesuchten Korrekturimpulse und die daraus resultie-
renden Geschwindigkeitsa¨nderungen. Die vera¨nderten Geschwindigkeiten
der Ko¨rper werden in der Textur 𝑣2 gespeichert. Außerdem werden die ak-
tuellen Positionsfehler der Zwangsbedingungen in der Textur 𝑒 gespeichert.
Diese Positionsfehler werden dann aus der Graphikkarte ausgelesen, um
zu bestimmen, ob alle Zwangsbedingungen des Modells innerhalb der vor-
gegebenen Toleranz 𝜀 erfu¨llt sind. Wenn diese Bedingung nicht erfu¨llt ist,
werden die Texturen 𝑣1 und 𝑣2 vertauscht, da 𝑣2 inzwischen die aktuellen
Geschwindigkeiten entha¨lt. Anschließend wird mit der na¨chsten Gruppe in
𝐺 fortgefahren. Sobald die Zwangsbedingungen fu¨r alle Gruppen erfu¨llt
sind, kann der Pixel-Shader 3 ausgefu¨hrt werden. Dieser integriert die
Geschwindigkeiten und Positionen der Ko¨rper. Die neuen Werte werden in
den Texturen 𝑥2 und 𝑣1 abgelegt. Bevor der Simulationsschritt endet, wer-
den die Texturen 𝑥1 und 𝑥2 vertauscht, so dass sich der aktuelle Zustand
aller Ko¨rper wieder in den Texturen 𝑥1 und 𝑣1 befindet.
Nach dem Simulationsschritt kann ein Vertex-Shader fu¨r die Visualisie-
rung der Ergebnisse verwendet werden. Dies hat den Vorteil, dass die
Positionsdaten der Ko¨rper nicht aus der Graphikkarte gelesen werden
mu¨ssen. Die Geometrie der Ko¨rper wird am Anfang der Simulation in die
Graphikkarte u¨bertragen. Nach jedem Simulationsschritt vera¨ndert der
Vertex-Shader die Positionen der Eckpunkte, so dass sie den Transforma-
tionen in Textur 𝑥1 entsprechen. Dafu¨r muss die Graphikkarte mindestens
das Shader-Modell 3.0 unterstu¨tzen. Erst ab dieser Version ist es mo¨glich,
in einem Vertex-Shader eine Textur zu lesen.
5.2.2. Ergebnisse
Alle Simulationen in diesem Abschnitt wurden auf einem PC mit einem
Intel Core 2 Quad Prozessor mit 2,66 GHz und 8 GB Hauptspeicher durch-
gefu¨hrt. Fu¨r die GPU-Simulation wurde eine NVIDIA GeForce 9800 GTX
Graphikkarte mit 675 MHz und 512 MB Graphikspeicher verwendet.
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Die parallele Simulation auf der GPU wurde mit Hilfe von Shader-
Programmen in der Sprache HLSL2 durchgefu¨hrt. Fu¨r die Umsetzung
wurde ein eigener Simulator in C++ geschrieben. Dieser unterstu¨tzt sowohl
die Simulation auf der GPU als auch auf der CPU. Dadurch ist ein direkter
Vergleich mo¨glich. Der Simulator verwendet DirectX fu¨r die Aufrufe der
Shader-Programme und den Datenaustausch mit der Graphikkarte.
Abbildung 5.2 zeigt einen direkten Vergleich der CPU- und der GPU-
Simulation. Das Modell, das fu¨r den Vergleich verwendet wurde, besteht
aus 1024 Partikeln. Diese sind durch 1984 Distanzbedingungen miteinander
verbunden. Außerdem entha¨lt das Modell Federn, um der Scherung und
Verformung des Modells entgegenzuwirken. Fu¨r die Simulation wurde die
maximale Anzahl der Iterationsschritte auf 100 begrenzt. Dabei lag die
maximale Ausdehnung des Modells stets unter einem Prozent.
Es wurden Modelle mit verschiedenen Gro¨ßen verwendet, um die Geschwin-
digkeit der Simulation zu messen. Diese Modelle hatten zwischen 64 und
16384 Partikel und damit bis zu 32512 Distanzbedingungen. Auch hierbei
wurde die maximale Anzahl der Iterationsschritte auf 100 beschra¨nkt. Die
Simulation wurde zuna¨chst auf der CPU und anschließend auf der GPU
mit und ohne Shader-Modell 3.0 durchgefu¨hrt. Abbildung 5.3 zeigt die
Messergebnisse.
Das Modell mit 1024 Partikeln beno¨tigte weniger als 100 Iterationen und
seine maximale Ausdehnung wa¨hrend der Simulation lag unter einem
Prozent. Beim gro¨ßten Modell mit 16384 Partikeln wurde die Iteration
nach 100 Schritten abgebrochen. Dabei war seine Ausdehnung maximal
acht Prozent. Durch die parallele Berechnung der Impulse ist die Simulation
auf der GPU fu¨r große Modelle deutlich schneller als auf der CPU. Sogar
das gro¨ßte Modell kann auf der GPU noch in Echtzeit simuliert werden. Bei
kleinen Modellen (bis ungefa¨hr 500 Partikel) ist allerdings die Berechnung
auf der CPU schneller.
Bei den Messungen wurde nur die Zeit fu¨r die Simulation beru¨cksichtigt.
Der Zeitaufwand, der fu¨r die Darstellung des Modells beno¨tigt wurde, ging
nicht in die Ergebnisse mit ein. Daher wurde mit dem Einsatz von Shader-
Modell 3.0 nur ein geringfu¨giger Geschwindigkeitsvorteil gemessen. Der
gro¨ßte Vorteil von Shader-Modell 3.0 ist, dass die Simulationsergebnisse
direkt mit Hilfe des Vertex-Shaders gezeichnet werden ko¨nnen, ohne dabei
die GPU zu verlassen. Dadurch kann der gesamte Schritt mit Darstellung
deutlich beschleunigt werden.
2 Die Abku¨rzung HLSL steht fu¨r High Level Shading Language.
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Abbildung 5.2.: Vergleich der Simulation auf der GPU und der CPU. Das
simulierte Tuch besteht aus 1024 Partikeln, die durch Distanzbedingungen
miteinander verbunden sind.
Bisher wurden die Rechenzeiten bei Modellen unterschiedlicher Komple-
xita¨t miteinander verglichen. In einer weiteren Messung soll untersucht
werden, wie sich das GPU-Verfahren bei der parallelen Simulation von
mehreren unabha¨ngigen Modellen gleicher Gro¨ße verha¨lt. Fu¨r die Mes-
sungen wurden Textilmodelle mit 64, 128, 256, 512 und 1024 Partikeln
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Abbildung 5.3.: Durchschnittliche Rechenzeit eines Simulationsschrittes auf der
CPU und GPU mit und ohne Shader-Modell 3.0
auf der GPU simuliert. Die Ergebnisse sind in Abbildung 5.4 dargestellt.
Bis zu 16 der gro¨ßten Modelle mit 1024 Partikeln konnten schneller als
Echtzeit simuliert werden. Auf der CPU war schon die Simulation von
einem dieser Modelle nicht mehr in Echtzeit mo¨glich. Wenn man immer
eine feste Anzahl an Iterationen verwendet, muss der Fehler der Zwangsbe-
dingungen nicht u¨berpru¨ft werden. Daher muss auch die Textur mit den
Fehlern nicht auf die CPU geladen werden. Dadurch kann Zeit eingespart
werden und die Simulation von sehr komplexen Modellen ist in Echtzeit
mo¨glich. Abbildung 5.5 zeigt ein solches Modell mit 65536 Partikeln und
130560 Distanzbedingungen. Dieses Modell konnte mit einer festen Anzahl
an Iterationen in Echtzeit simuliert werden. Der Nachteil dieser Vorgehens-
weise ist, dass eine maximale Ausdehnung nicht garantiert werden kann.
Wenn allerdings die Anzahl der Iterationsschritte hoch genug gewa¨hlt wird,
dann ha¨lt sich der entstehende Fehler in Grenzen.
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Abbildung 5.4.: Parallele Simulation von mehreren Modellen gleicher Gro¨ße auf
der GPU. Das Diagramm zeigt die durchschnittliche Rechenzeit eines Simulati-
onsschrittes in Abha¨ngigkeit von der Anzahl der Modelle
Abbildung 5.5.: Echtzeitsimulation eines Modells mit 65536 Partikeln, 130560
Distanzbedingungen und ein paar tausend Kontaktbedingungen auf der GPU
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5.3. Effizientes Lo¨sen du¨nnbesetzter
Gleichungssysteme
Realistische deformierbare Ko¨rper enthalten oft relativ steife Komponen-
ten. Diese fu¨hren in der Simulation zu steifen Differentialgleichungen.
Zum Beispiel erfordern schon relativ kleine Elastizita¨tskoeffizienten in
einer Finite-Elemente-Simulation eine Beschra¨nkung der Zeitschrittweite
bei der Verwendung von expliziten Integrationsverfahren. Daher verwen-
den viele Ansa¨tze eine implizite Zeitintegration, die bedingungslos stabil
ist, um auf diese Weise die Stabilita¨tsprobleme mit expliziten Verfahren
zu lo¨sen. Bei impliziten Verfahren mu¨ssen allerdings, im Gegensatz zu
expliziten, Gleichungssysteme gelo¨st werden. Auch die Simulation von
Mehrko¨rpersystemen erfordert die Lo¨sung linearer Gleichungssysteme (sie-
he Abschnitte 3.1.1.2 und 3.3.2). Die meisten Simulationsverfahren fu¨r
Mehrko¨rpersysteme und deformierbare Ko¨rper mu¨ssen also ein großes
lineares Gleichungssystem lo¨sen, bei dem sich die Matrix in jedem Zeit-
schritt a¨ndert. Die Matrizen dieser Gleichungssysteme sind u¨blicherweise
du¨nnbesetzt und symmetrisch, da sie die Verbindungsstruktur der Modelle
widerspiegeln. Außerdem sind sie positiv definit. Daher ko¨nnen die Systeme
mit einem konjugierten Gradientenverfahren [She94] gelo¨st werden. Das
Lo¨sen von Gleichungssystemen kostet einen großen Teil der Rechenzeit in
einem Simulationsschritt. Aus diesem Grund ist ein schnelles Lo¨sungsver-
fahren eine essentielle Komponente in interaktiven Simulationssystemen.
In den letzten Jahren wurden bereits verschiedene Ansa¨tze vorgestellt, die
durch das Ausnutzen der massiven Parallelita¨t von Graphikprozessoren das
Lo¨sen linearer Gleichungssysteme beschleunigen. Zum Beispiel ko¨nnen Flu¨s-
sigkeitssimulationen durch solche Ansa¨tze deutlich beschleunigt werden, da
hier die Matrix wa¨hrend der Simulation konstant ist. Dagegen a¨ndert sich
die Matrix bei der Simulation von Mehrko¨rpersystemen und deformierba-
ren Ko¨rpern in jedem Schritt. Daher muss fu¨r eine effiziente Simulation
auch der Aufbau der Matrix parallelisiert werden. Außerdem ist es wu¨n-
schenswert, beim Lo¨sen des Gleichungssystems die resultierenden Positions-
und Geschwindigkeitsa¨nderungen von bestimmten Elementen kontrollieren
zu ko¨nnen. Dies ermo¨glicht eine einfache Kollisionsbehandlung oder eine
benutzerdefinierte Animation von Elementen. Bereits existierende Verfah-
ren bieten weder eine effiziente Aktualisierung des Gleichungssystems noch
eine Positions- und Geschwindigkeitskontrolle.
Im Folgenden wird ein neues GPU-basiertes Lo¨sungsverfahren vorge-
stellt [WBS+13], das eine parallele Aktualisierung einer du¨nnbesetzten
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Matrix erlaubt und eine Positions- und Geschwindigkeitskontrolle bietet.
Außerdem wird eine neue Datenstruktur fu¨r du¨nnbesetzte Matrizen pra¨-
sentiert, mit der ein Matrix-Vektor-Produkt deutlich schneller berechnet
werden kann. Dadurch wird auch die Lo¨sung linearer Gleichungssysteme
erheblich beschleunigt. Im Gegensatz zu existierenden Methoden wird
bei dem neuen Verfahren die Anzahl der Kernel-Aufrufe minimiert, da
der Overhead eines Kernel-Starts die Geschwindigkeit deutlich beeinflusst.
Dank eines optimierten konjugierten Gradientenverfahrens mit Vorkondi-
tionierung, ist der vorgestellte Gleichungssystemlo¨ser deutlich schneller als
bisher bekannte Verfahren. Dadurch ko¨nnen sehr komplexe Mehrko¨rper-
systeme und deformierbare Modelle in Echtzeit simuliert werden.
Um den Geschwindigkeitsvorteil der vorgestellten Methode zu demonstrie-
ren, wurden Experimente mit verschiedenen Simulationsverfahren durch-
gefu¨hrt. Außer der in dieser Arbeit beschriebenen impulsbasierten Simula-
tionsmethode wurden außerdem noch die Finite-Elemente-Methode mit
linearen und quadratischen Elementen [WKS+11] implementiert sowie
ein Verfahren fu¨r die Kleidungssimulation, das mit Masse-Feder-Systemen
arbeitet [CK02]. Ein Vergleich mit aktuellen Gleichungssystemlo¨sern er-
gab einen maximalen Geschwindigkeitsgewinn von Faktor 13 (siehe Ab-
schnitt 5.3.2.1).
5.3.1. Die BIN-CSR Datenstruktur
Im Folgenden wird eine neue Datenstruktur vorgestellt, mit der die Be-
rechnung eines Matrix-Vektor-Produkts
y← Ax
fu¨r du¨nnbesetzte Matrizen auf einem Graphikprozessor optimiert wird. Ei-
ne du¨nnbesetzte Matrix A hat nur wenige von Null verschiedene Eintra¨ge.
Die Anzahl dieser Eintra¨ge kann in jeder Zeile unterschiedlich sein. Die effi-
ziente Berechnung eines Matrix-Vektor-Produkts wird in der dynamischen
Simulation z.B. beim Lo¨sen eines linearen Gleichungssystems beno¨tigt.
Dabei ha¨ngt die Dimension der Matrix A und der Vektoren x und y
von der Anzahl der Freiheitsgrade ab. Bei der impulsbasierten Simulation
von Mehrko¨rpersystemen (vgl. Abschnitt 3.3.2) werden von holonomen
Zwangsbedingungen Freiheitsgrade aus dem simulierten System entfernt.
Die Dimension des Gleichungssystems zur Berechnung der zugeho¨rigen Im-
pulse ist gleich der Anzahl der entfernten Freiheitsgrade. In Simulationen
mit Masse-Feder-Systemen oder finiten Elementen werden oft implizite
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Abbildung 5.6.: Interaktive Simulationen mit dem GPU-basierten Gleichungs-
systemlo¨ser: Simulation eines komplexen Mehrko¨rpersystems (links oben); vo-
lumetrische Deformation mit 10K quadratischen finiten Elementen und 47K
Freiheitsgraden (rechts oben); volumetrische Deformation mit 65K linearen
finiten Elementen und 38K Freiheitsgraden (links unten); Simulation eines Klei-
dungsmodells mit hohen Detailgrad (rechts unten).
Integrationsverfahren verwendet, um eine stabile Simulation zu gewa¨hrleis-
ten. Bei diesen Verfahren muss ein lineares Gleichungssystem gelo¨st werden,
dessen Dimension gleich der Anzahl der Freiheitsgrade im System ist. Die
Simulation komplexer Mehrko¨rpersysteme und deformierbarer Modelle
erfordert daher die schnelle Berechnung von Matrix-Vektor-Produkten.
Die neue BIN-CSR Datenstruktur, die in diesem Abschnitt vorgestellt wird,
ist optimiert fu¨r die effiziente Berechnung von Matrix-Vektor-Produkten
auf der GPU. Diese Struktur verwendet eine Erweiterung des bekannten
CSR Formats, bei der die Matrixeintra¨ge in sogenannte BINs (Beha¨lter)
eingeteilt werden. Die Umsetzung der Datenstruktur sowie des Matrix-
Vektor-Produkts auf der GPU wurde mit Hilfe von CUDA [NVI12a]
realisiert.
5.3 Effizientes Lo¨sen du¨nnbesetzter Gleichungssysteme 205
A 0 4 8
B 1 5
2 C 6 10
3 D 7
12 16 E
13 17 F 21 25
14 G
15 19 23 H
A
B
C
D
E
F
G
H
0 4 8
1 5
2 6 10
3 7
12 16
13 17 21 25
14
15 19 23
9
11
20 24
18 22 26
27
b
in
w
id
th
b
in
w
id
th
(bin length)0
(bin length)1
Abbildung 5.7.: (Links) Beispiel einer du¨nnbesetzten Matrix. Die farbigen
Eintra¨ge markieren die von Null verschiedenen Eintra¨ge der Matrix. Die Diago-
naleintra¨ge sind mit Buchstaben gekennzeichnet, wa¨hrend die Eintra¨ge abseits
der Diagonalen durch eine Zahl gekennzeichnet sind, die gleichzeitig die Spei-
cherstelle in der BIN-CSR Struktur angibt. (Rechts) Die neue Datenstruktur
speichert die Diagonaleintra¨ge und die Eintra¨ge abseits der Diagonalen separat.
Die weißen Eintra¨ge mit Zahlen werden beno¨tigt, um die Datenstruktur ku¨nstlich
aufzufu¨llen. Die gestrichelten Linien markieren die Grenzen eines BINs.
Im Allgemeinen ist die Berechnung eines Matrix-Vektor-Produkts auf einer
GPU durch die Speicherbandbreite beschra¨nkt [BG09]. Fu¨r einen optimalen
Durchsatz und eine hohe Geschwindigkeit, muss der Speicherzugriff bei der
Berechnung speziell fu¨r Graphikprozessoren ausgelegt sein. In dieser Arbeit
wird jedem Thread genau eine Zeile bei der Berechnung zugewiesen. Das
bedeutet, dass jeder Thread einen Wert im Ergebnisvektor y berechnet.
Speicherzugriffe auf den globalen Speicher der Graphikkarte ko¨nnen relativ
lange (mehr als 100 Taktzyklen) dauern [NFHS07]. Um die Geschwindigkeit
der Speicherzugriffe zu verbessern, kann ausgenutzt werden, dass aktuelle
Hardware 64 bis 128 Bytes gleichzeitig lesen bzw. schreiben kann. Dies wird
auch als vereinigter Speicherzugriff (coalesced memory access) bezeichnet.
Vereinigte Speicherzugriffe sind mo¨glich, wenn die parallel ausgefu¨hrten
Threads auf Speicheradressen zugreifen, die im Speicher nebeneinander
liegen. Durch diese Zugriffe werden weniger Speichertransaktionen beno¨tigt,
was die Laufzeit erheblich verbessert.
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Um einen vereinigten Speicherzugriff zu ermo¨glichen, werden die Daten
in einer speziellen Reihenfolge in der Struktur angeordnet. Eine a¨hnliche
Vorgehensweise wurde von Oberhuber et al. [OSV11] vorgeschlagen. In
dieser Arbeit werden die Matrixeintra¨ge in verschiedene BINs abgelegt.
Dabei speichert jeder dieser Beha¨lter die Menge an Daten, die eine Grup-
pe von Threads gleichzeitig abrufen (siehe Abbildung 5.7). Die optimale
Geschwindigkeit wird erreicht, wenn die Breite eines Beha¨lters genau der
Anzahl der Threads entspricht, die gleichzeitig auf der GPU ausgefu¨hrt
werden. Auf einer aktuellen Fermi Architektur (compute capability 2.0)
entspricht dies genau der Gro¨ße eines Warps3. Bei a¨lterer Hardware (com-
pute capability 1.X) wird dagegen nur die Gro¨ße eines halben Warps (16)
verwendet. Fu¨r die Beispiele in den Abbildungen wurde der Einfachheit
halber eine Beha¨lterbreite von Vier verwendet. Im Gegensatz zu der Ar-
beit von Oberhuber et al. [OSV11] wird die Breite eines Beha¨lters nicht
explizit gespeichert. Dadurch wird Speicher gespart und der Durchsatz
verbessert.
Der rechte Teil der Abbildung 5.7 zeigt das Konzept der neuen BIN-CSR
Datenstruktur. Die Datenstruktur soll im Folgenden auch dazu verwendet
werden, ein lineares Gleichungssystem effizient auf der GPU zu lo¨sen. Dafu¨r
wird ein konjugiertes Gradientenverfahren mit Vorkonditionierung (siehe
Abschnitt 5.3.1.2) eingesetzt. Es wird eine Jacobi-Vorkonditionierung ver-
wendet, die ausschließlich die Diagonalelemente der Matrix beru¨cksichtigt.
Um diese Vorkonditionierung zu optimieren, werden in der Datenstruktur
die Diagonalelemente der Matrix separat abgespeichert.
Die Matrix wird in einem komprimierten Format gespeichert. Dabei werden
in der Struktur nur die Eintra¨ge der Matrix abgelegt, die nicht Null sind.
Außerdem werden zwei separate Listen beno¨tigt, die dazu dienen die
Spalten- und Zeilenindizes der Eintra¨ge zu bestimmen. Die erste Liste
entha¨lt direkt die Spaltenindizes der Eintra¨ge, wa¨hrend die zweite Liste
die Indizes der jeweils ersten Elemente der Zeilen speichert. Insgesamt
besteht die Datenstruktur aus vier Listen: eine fu¨r die Diagonalelemente,
eine fu¨r die Eintra¨ge, die nicht Null sind, und zwei fu¨r die Bestimmung
der Spalten- und Zeilenindizes.
Im Gegensatz zu bereits existierenden CSR-Formaten werden bei der
Struktur in dieser Arbeit die Werte der Matrix, die ungleich Null sind, so
abgelegt, dass die Eintra¨ge einer Spalte nebeneinander im Speicher liegen.
Die Matrixeintra¨ge ko¨nnen dann sehr effizient von einem Kernel geladen
werden, da alle Threads in einem Warp ihren Speicherzugriff auf die Daten
3Ein Warp ist eine Gruppe von 32 Threads.
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Abbildung 5.8.: Die Eintra¨ge abseits der Diagonalen der Matrix aus Abbil-
dung 5.7 ko¨nnen mit vereinigten Speicherzugriffen geladen werden. Die gestri-
chelten Linien markieren einen Speicherzugriff fu¨r die Threads 𝑡𝑗𝑖 (𝑖 = 1, . . . , 4)
in einem Warp 𝑗.
einer Spalte vereinigen ko¨nnen (siehe Abbildung 5.8). Fu¨r eine solche
Anordnung der Daten im Speicher mu¨ssen alle Zeilen in einem Beha¨lter
die gleiche La¨nge haben. Daher wird zuna¨chst die maximale Zeilenla¨nge
fu¨r jeden Beha¨lter ermittelt:
(bin length)𝑖 = max
𝑗∈bin𝑖
(length(row𝑗)).
Dann werden fu¨r jeden Beha¨lter 𝑖 genau (bin length)𝑖 ·(bin width) Speiche-
relemente fu¨r die Matrixeintra¨ge sowie die Spaltenindizes allokiert. Damit
die Matrixeintra¨ge im Speicher korrekt angeordnet werden, mu¨ssen Zeilen,
deren Zeilenla¨nge kleiner ist als die maximale, mit Platzhaltern aufgefu¨llt
werden. Dies wird in den Abbildungen 5.7 und 5.8 durch die nummerierten
Eintra¨ge mit weißem Hintergrund angedeutet.
Um den Zugriff auf die von Null verschiedenen Matrixeintra¨ge jeder Zeile
zu ermo¨glichen, werden die Offsets der Indizes fu¨r jeden Beha¨lter und jede
Zeile bestimmt. Damit kann fu¨r jede Zeile der Index des ersten Elements
ermittelt werden. Auf die Daten der folgenden Spalten wird zugegriffen, in
dem der Index um (bin width) erho¨ht wird.
Die bisher vorgestellte Datenstruktur kann fu¨r viele Anwendungen der
dynamischen Simulation noch weiter optimiert werden. In linearen Glei-
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chungssystemen, die bei einer Simulation mit Masse-Feder-Systemen oder
bei Finite-Elemente-Methoden gelo¨st werden mu¨ssen, ist die Matrix A
eine Blockmatrix mit 3 × 3 Blo¨cken. Dies gilt auch fu¨r Mehrko¨rpersys-
teme mit Gelenken, die drei Freiheitsgrade entfernen. Diese Eigenschaft
kann ausgenutzt werden, um die Anzahl der Speicherzugriffe auf die Lis-
te der Spaltenindizes zu verringern. Dadurch wird die Berechnung des
Matrix-Vektor-Produkts beschleunigt.
Die optimierte Datenstruktur fu¨r Blockmatrizen wird im Folgenden mit
BIN-BCSR (BIN - block compressed sparse row) Format bezeichnet. Diese
Struktur ist a¨hnlich zu der von Buatois et al. [BCL09], die in ihrer Arbeit
Matrixeintra¨ge in Blo¨cke gruppieren. Buatois et al. bestimmen Gruppen
von 2×2 oder 4×4 Blo¨cken in einem Vorverarbeitungsschritt, um damit die
Speicherzugriffe zu beschleunigen. Bei der Berechnung des Matrix-Vektor-
Produkts muss dann die Verarbeitung von zwei bzw. vier Zeilen in einem
Thread zusammengefasst werden. Dies hat allerdings den Nachteil, dass
dadurch die Gesamtzahl der Threads reduziert und damit die GPU weniger
ausgelastet wird. Im Gegensatz zu der Arbeit von Buatois et al. werden in
dieser Arbeit 3× 3 Blo¨cke fu¨r die Matrixeintra¨ge verwendet, die nicht Null
sind. Außerdem wird fu¨r jede Zeile ein eigener Thread gestartet. Dadurch
kann die GPU besser ausgelastet werden, was zu einer ho¨heren Geschwin-
digkeit bei der Berechnung fu¨hrt. Weiterhin kann durch das Ausnutzen
der speziellen Blockstruktur der Matrizen bei der dynamischen Simulation
die Anzahl der Spaltenindizes reduziert werden, da zwei von drei Indizes
implizit bestimmt werden ko¨nnen. Dies reduziert den Speicherbedarf und
die Anzahl an beno¨tigten Speicherzugriffen.
5.3.1.1. Du¨nnbesetzte Matrix-Vektor-Multiplikation
Mit der Datenstruktur, die im letzten Abschnitt vorgestellt wurde, kann fu¨r
eine du¨nnbesetzte Matrix eine sehr schnelle Matrix-Vektor-Multiplikation
y← Ax durchgefu¨hrt werden. Die hohe Geschwindigkeit wird erreicht, da
die Eintra¨ge der Matrix sehr effizient aus dem Speicher gelesen werden ko¨n-
nen. Alle Threads eines Warps ko¨nnen auf die beno¨tigten Matrixeintra¨ge
und Spaltenindizes mit vereinigten Speicherzugriffen parallel zugreifen. Im
Gegensatz zu anderen Ansa¨tzen, wie z.B. [BCL09,BB09,VOFG10,MLA10],
wird dieser parallele Zugriff auf die Daten erreicht, ohne auf einen an-
schließenden Reduktionsschritt angewiesen zu sein. Der Grund hierfu¨r
ist, dass in dieser Arbeit fu¨r jede Zeile genau ein Thread gestartet wird.
Da außerdem die Gro¨ße jedes Beha¨lters ein Vielfaches eines Warps bzw.
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sparseMatrixVectorProduct(𝑖)
Eingabe: BIN-CSR Struktur der Matrix A
Ausgabe: 𝑖-te Zeile des Matrix-Vektor Produkts: y𝑖
1: 𝑦[𝑖]← diagonal[𝑖] * 𝑥[𝑖]
2: index ← rowIndices[𝑖]
3: endIndex ← rowIndices[𝑖+ binWidth]
4: while index < endIndex
5: 𝑦[𝑖]← 𝑦[𝑖] + offDiagonal[index] * 𝑥[colIndices[index]]
6: index ← index + binWidth
7: end while
Algorithmus 5.2: Berechnung der 𝑖-ten Zeile eines du¨nnbesetzten Matrix-Vektor-
Produkts
eines halben Warps ist (siehe Abschnitt 5.3.1), sind die Offsets der Zeilen
und der Beha¨lter automatisch fu¨r einen schnellen Zugriff ausgerichtet.
Die Struktur der von Null verschiedenen Eintra¨ge der du¨nnbesetzten Ma-
trix A ist im Allgemeinen stark irregula¨r. Daher wird der Texturspeicher
verwendet, um den Vektor x fu¨r die Multiplikation zu cachen. Eine a¨hn-
liche Vorgehensweise wird auch von Bell et al. [BG09] und Baskaran et
al. [BB09] vorgeschlagen. Das Schreiben des Ergebnisses in den Vektor y
kann ebenfalls mit vereinigten Speicherzugriffen durchgefu¨hrt werden, da
jeder Thread genau eine Zeile bearbeitet.
Die Berechnung der 𝑖-ten Zeile eines Matrix-Vektor-Produkts mit der BIN-
CSR Struktur wird in Algorithmus 5.2 gezeigt. Die Hauptunterschiede
im Vergleich zu einer Multiplikation mit einer Matrix im CSR Format
zeigen sich in den Zeilen 1, 5 und 6. Zum einen wird die Multiplikation
mit dem Diagonalelement der Matrix aus der Schleife herausgezogen und
zum anderen wird der Index immer um die Breite des Beha¨lters erho¨ht.
Diese Vorgehensweise fu¨hrt zu einer hohen Geschwindigkeit, da die Anzahl
der Speicherzugriffe minimiert wird. Allerdings kann die Datenstruktur
zur Optimierung der Speicherzugriffe auch zu einem erho¨hten Speicher-
aufwand und zu leerlaufenden Threads fu¨hren, wenn die Zeilenla¨ngen in
den Beha¨ltern stark variieren. In diesem Fall kann eine Umsortierung der
Zeilen in der Matrix helfen.
Wenn das BIN-BCSR Format fu¨r die Matrix verwendet wird, muss der
Algorithmus 5.2 wie folgt angepasst werden. Die Multiplikation in der
Schleife (Zeile 5) muss dreimal durchgefu¨hrt werden, einmal fu¨r jede Spalte
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eines Matrixblocks. Dabei wird der Spaltenindex nur einmal gelesen und
dann fu¨r die weiteren beiden Multiplikationen jeweils um Eins erho¨ht.
Das vorgestellte Format fu¨r du¨nnbesetzte Matrizen kann interpretiert
werden als Kombination zwischen dem CSR und dem ELLPACK (ELL)
Format [BG08,BG09]. Beim ELL Format werden die Daten jeder Zeile bis
zur maximalen Zeilenla¨nge der Matrix aufgefu¨llt. Dieses Format ist daher
gut geeignet fu¨r Matrizen mit einer anna¨hernd konstanten Zeilenla¨nge.
Da die Effizienz des ELL Formats schnell verloren geht, wenn die Anzahl
der Matrixeintra¨ge pro Zeile stark variiert, haben Bell et al. [BG09] die
Verwendung eines hybriden (HYB) Formats vorgeschlagen, das das ELL
und das COO (coordinate data structure) Format kombiniert. Die Mehrheit
der Matrixeintra¨ge wird dabei in der ELL Struktur gespeichert, wa¨hrend
fu¨r sehr lange Zeilen die COO Struktur verwendet wird. Allerdings ist es bei
diesem hybriden Format schwierig, ein gutes Kriterium fu¨r die Entscheidung
zwischen dem ELL und dem COO Format zu finden. Außerdem hat
das COO Format den Nachteil, das die Matrix-Vektor-Multiplikation auf
einem rechenintensiven segmentierten Reduktionsschema basiert. Dabei
werden mehrere Kernel fu¨r die Berechnung einer Zeile eines Matrix-Vektor-
Produkts beno¨tigt.
Vazquez et al. [VOFG10] stellen in ihrer Arbeit eine verbesserte Variante
des ELL Formats vor: das ELLPACK-R Format. Diese Struktur verwendet
eine zusa¨tzliche Liste, um die La¨ngen der Zeilen zu speichern. Dadurch kann
die Matrix-Vektor-Multiplikation schneller durchgefu¨hrt werden. Allerdings
gilt fu¨r ELL-basierte Formate, dass sehr viel zusa¨tzlicher Speicher beno¨tigt
wird, wenn eine Matrix nur wenige Zeilen hat, die sehr viele von Null
verschiedene Elemente beinhalten. Solche Matrizen kommen z.B. bei der
Simulation mit quadratischen finiten Elementen vor (siehe Tabelle 5.2).
Daher sind diese Formate fu¨r solche Simulationen ungeeignet.
Eine andere Variante der ELL Struktur wird von Monakov et al. [MLA10]
vorgeschlagen: das Sliced ELLPACK Format. Bei diesem Format werden
jeweils 𝑆 benachbarte Zeilen zu Gruppen zusammengefasst. Die Zeilen-
la¨ngen werden dann fu¨r jede Gruppe gespeichert, was den Speicherbedarf
erheblich reduziert.
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5.3.1.2. Konjugiertes Gradientenverfahren mit
Vorkonditionierung
Das konjugierte Gradientenverfahren ist eines der wichtigsten Verfahren
zum Lo¨sen von linearen Gleichungssystemen
Ax = b,
bei denen die Matrix A ∈ R𝑛×𝑛 quadratisch, symmetrisch und positiv
definit ist. Das Verfahren liefert in 𝑛 Schritten eine exakte Lo¨sung x und
ist damit eigentlich ein direktes Lo¨sungsverfahren. Da es allerdings die
Eigenschaft hat, dass in jedem Schritt der Fehler monoton fa¨llt, wird
es meistens als iteratives Verfahren eingesetzt. Dabei wird der iterative
Prozess abgebrochen, sobald eine gewu¨nschte Genauigkeit erreicht wird. Die
Konvergenz des Verfahrens kann durch eine Vorkonditionierung verbessert
werden. Jonathan Shewchuk gibt in [She94] eine ausfu¨hrliche Einfu¨hrung
in die Methode der konjugierten Gradienten und zeigt, wie sie um eine
Vorkonditionierung erweitert wird.
Fu¨r die Implementierung einer vorkonditionierten konjugierten Gradienten-
methode werden die folgenden Operationen beno¨tigt: das Matrix-Vektor-
Produkt, das Skalarprodukt zweier Vektoren und die Operation y← 𝛼x+y,
die im Folgenden mit AXPY bezeichnet wird. Fu¨r das konjugierte Gradi-
entenverfahren werden drei AXPY Operationen, zwei Skalarprodukte und
eine Matrix-Vektor-Multiplikation in der inneren Schleife beno¨tigt [She94].
Die Verwendung einer Vorkonditionierung erfordert ein zusa¨tzliches Matrix-
Vektor-Produkt fu¨r die Vorkonditionierungsmatrix. In dieser Arbeit wird
eine Jacobi-Vorkonditionierung eingesetzt. Die zugeho¨rige Vorkonditio-
nierungsmatrix besteht aus der invertierten Diagonale der Matrix A des
Gleichungssystems. Diese Matrix kann auch als Vektor gespeichert werden,
weshalb das Matrix-Vektor-Produkt der Vorkonditionierung auch durch
eine AXPY Operation ersetzt werden kann.
Speziell fu¨r den Einsatz in Anwendungen der dynamischen Simulation
werden in dieser Arbeit beim Lo¨sen des Gleichungssystems zwei Filter
eingesetzt. Diese ko¨nnen verwendet werden, um spezielle Positions- oder
Geschwindigkeitsbedingungen beim Lo¨sen zu beru¨cksichtigen [BW98]. Da-
durch kann eine Kollisionsauflo¨sung oder auch eine Bewegungskontrolle
auf einfache Weise realisiert werden.
Eine Standardimplementierung des konjugierten Gradientenverfahrens mit
Vorkonditionierung erfordert bis zu neun Kernel-Aufrufe in der inneren
Schleife. Jeder dieser Aufrufe kostet Zeit, daher soll die Anzahl der Aufrufe
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solvePCG()
Eingabe: Matrix A und rechte Seite b des Gleichungssystems
Vorkonditionierungsmatrix M
Ausgabe: Lo¨sungsvektor x
1: 𝑖← 0
2: r← b−Ax
3: filter(r)
4: d←M−1r
5: 𝛿 ← r𝑇d
6: 𝛿0 ← 𝛿
7: while 𝑖 ≤ 𝑖max ∧ 𝛿 > 𝜖2𝛿0
8: // Kernel 1
9: 𝛿old ← 𝛿
10: q← Ad
11: filter(q)
12: 𝛼← 𝛿d𝑇q
13: // Kernel 2
14: x← x+ 𝛼d
15: r← r− 𝛼q
16: s←M−1r
17: 𝛿 ← r𝑇 s
18: // Kernel 3
19: 𝛽 ← 𝛿
𝛿old
20: d← r+ 𝛽d
21: 𝑖← 𝑖+ 1
22: end while
Algorithmus 5.3: Konjugiertes Gradientenverfahren mit Vorkonditionierung
minimiert werden. Außerdem sind Operationen wie AXPY stark durch die
Speicherbandbreite beschra¨nkt. Deswegen ist es sinnvoll, die beno¨tigten
Operationen in wenige Kernel zusammenzufassen, da dadurch die Anzahl
der arithmetischen Operationen pro Speicherzugriff erho¨ht wird. Ebenso ist
es wichtig, Speichertransfers zwischen der GPU und der CPU zu vermeiden,
da diese sehr kostspielig sind.
Algorithmus 5.3 zeigt das konjugierte Gradientenverfahren mit Vorkondi-
tionierung (vgl. [She94,BCL09]). Die Abbruchbedingung fu¨r den iterativen
Prozess wird zum einen durch die gewu¨nschte Genauigkeit 𝜖 und zum
anderen durch die maximale Anzahl an Iterationen 𝑖𝑚𝑎𝑥 definiert. Der
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Algorithmus beno¨tigt nur wenige Iterationen, um die gewu¨nschte Genauig-
keit zu erreichen, wenn der Abstand des Vektors x zur gesuchten Lo¨sung
sehr klein ist. Daher ist es sinnvoll, die Lo¨sung des Gleichungssystems mit
einer guten Scha¨tzung fu¨r x zu starten. Dies wird auch als Warmstart
bezeichnet. Da sich die Modelle in der dynamischen Simulation wa¨hrend
eines Zeitschritts nur wenig vera¨ndern, wird in solchen Anwendungen als
Scha¨tzung fu¨r x das Ergebnis des letzten Zeitschritts verwendet. Die Opera-
tion filter ermo¨glicht es, Bedingungen fu¨r die Werte im Lo¨sungsvektor x zu
definieren. Dadurch ko¨nnen z.B. bestimmte Geschwindigkeiten vorgegeben
werden (mehr Details dazu gibt es in [BW98]).
Die Initialisierung des konjugierten Gradientenverfahrens in den Zeilen 1-6
kann in einem Kernel zusammengefasst werden. Fu¨r die Schleife werden
insgesamt drei Kernel beno¨tigt. Die Zeilen 9-12, 14-17 und 19-21 werden
jeweils in einem Kernel verbunden. Das Zusammenfassen von AXPY-
Operationen und Matrix-Vektor-Produkten ist einfach, da die vorgestellte
Matrix-Vektor-Multiplikation pro Zeile ausgefu¨hrt wird. Allerdings ist eine
spezielle Synchronisationsmethode erforderlich, um auch das Skalarprodukt
mit einzubinden, da die Ergebnisse (z.B. fu¨r 𝛼, 𝛽 und 𝛿) global in allen
Threads beno¨tigt werden.
In dieser Arbeit wird daher das Skalarprodukt durch eine Reduktion in zwei
Phasen bestimmt (siehe Abbildung 5.9). In der ersten Phase wird durch
einen Kernel ein Zwischenergebnis erzeugt, in dem die Daten teilweise
reduziert werden. In der zweiten Phase la¨dt ein weiterer Kernel dieses
Zwischenergebnis fu¨r jeden Block und fu¨hrt erneut eine Reduktion durch.
Die zweite Reduktion berechnet fu¨r jeden Block das gleiche Endergebnis.
Diese Berechnung ist zwar redundant, aber dadurch ist das Ergebnis am
Ende in allen Blo¨cken verfu¨gbar.
Um die Anzahl an Kernel-Aufrufen zu minimieren, wird die Reduktion
beim Skalarprodukt mit anderen Operationen (z.B. AXPY) kombiniert.
In der inneren Schleife des Algorithmus befinden sich zwei Skalarprodukte
und eine Matrix-Vektor-Multiplikation, die synchronisiert werden mu¨ssen.
Aus diesem Grund kann die Anzahl der Kernel-Aufrufe auf drei reduziert
werden.
5.3.1.3. Matrixkonstruktion und -aktualisierung auf der GPU
Ein effizienter Aufbau der Matrix des linearen Gleichungssystems ist essen-
tiell in Anwendungen, bei denen sich die Matrix in jedem Schritt a¨ndert.
In Gleichungssystemen, die bei der dynamischen Simulation gelo¨st wer-
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Abbildung 5.9.: Oben: Vereinfachtes Beispiel fu¨r die Reduktion eines Vektors
der Dimension 16. Unten: Hier wird die Reduktion in vier unterschiedlichen
Blo¨cken durchgefu¨hrt. Der erste Kernel (u¨ber der gestrichelten Linie) reduziert
die Daten teilweise und speichert das Ergebnis in den globalen Speicher (gru¨n).
Da das Endergebnis in allen Blo¨cken beno¨tigt wird, wird es redundant fu¨r jeden
Block von einem zweiten Kernel erzeugt (unter der gestrichelten Linie).
den mu¨ssen, werden typischerweise die Eintra¨ge der Matrix abseits der
Diagonalen durch eine Summe bestimmt:
A𝑖𝑗 =
∑︁
𝑘∈Γ𝑖𝑗
A𝑒𝑘. (5.1)
Dabei werden alle lokalen Beitra¨ge A𝑒𝑘 zum Matrixelement an der Stelle
(𝑖, 𝑗) zusammengefasst. Bei einem Masse-Feder-System liefert z.B. jede
Bedingung, die die Partikel 𝑖 und 𝑗 verbindet, einen solchen Beitrag.
Das Matrixelement auf der Diagonalen A𝑒𝑖𝑖 kann in Anwendungen der
dynamischen Simulation im Allgemeinen direkt bestimmt werden. Die
lokalen Werte A𝑒𝑘 werden linear im Speicher abgelegt. Die Indizes 𝑘 aller
lokalen Werte, die zu einem Matrixeintrag A𝑖𝑗 zusammengefasst werden
mu¨ssen, werden in einem Vorverarbeitungsschritt bestimmt und in einer
Index-Liste Γ𝑖𝑗 gespeichert.
A¨hnlich wie bei der CSR Struktur werden alle Index-Werte in einer linearen
Liste eIndices gespeichert. Außerdem wird ein Array eOffset angelegt, in
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matrixAssembly(𝑖)
Eingabe: BIN-CSR Struktur der Matrix A
lokale Matrixbeitra¨ge A𝑒 sowie deren Indexlisten eOffset, eIndices
Ausgabe: 𝑖-te Matrixzeile in BIN-CSR Struktur
1: diagonal[𝑖] = A𝑒𝑖𝑖
2: index ← rowIndices[𝑖]
3: endIndex ← rowIndices[𝑖+ binWidth]
4: while index < endIndex
5: offDiagonal[index] = 0
6: eStart ← eOffset[index]
7: eEnd ← eOffset[index + 1]
8: for l = eStart → eEnd− 1
9: k = eIndices[l]
10: offDiagonal[index]← offDiagonal[index] +A𝑒𝑘
11: end for
12: index ← index + binWidth
13: end while
Algorithmus 5.4: Aufbau der 𝑖-ten Matrixzeile mit dem Thread 𝑖
dem fu¨r jeden Matrixeintrag A𝑖𝑗 der Beginn der zugeho¨rigen Indizes in
eIndices festgelegt ist. In Algorithmus 5.4 wird der Aufbau der 𝑖-ten Zeile
der Matrix A durch den Thread 𝑖 implementiert. Das Schreiben der Matrix
geschieht auf die gleiche Weise wie beim Matrix-Vektor-Produkt und wird
daher mit vereinigten Speicherzugriffen durchgefu¨hrt. Der Zugriff auf die
lokalen Matrixbeitra¨ge A𝑒𝑘 ist im Allgemeinen irregula¨r. Aus diesem Grund
wird zur Beschleunigung der Texturcache eingesetzt.
Insgesamt ergibt sich der folgende Ablauf in einer Anwendung, in der
sich die Matrix des Gleichungssystems in jedem Schritt a¨ndert. Zuna¨chst
werden alle lokalen Matrixbeitra¨ge A𝑒 auf der GPU bestimmt. Da diese
unabha¨ngig voneinander sind, ist die Aktualisierung der Beitra¨ge einfach
zu parallelisieren. Dabei wird ein Thread pro Element A𝑒𝑘 verwendet, um
die no¨tigen Berechnungen durchzufu¨hren. Nachdem die Beitra¨ge bekannt
sind, wird mit Algorithmus 5.4 die globale Matrix A des Gleichungssystems
aufgebaut, wobei jede Zeile von einem Thread bearbeitet wird. Im letzten
Schritt wird mit Algorithmus 5.3 das lineare Gleichungssystem auf der
GPU gelo¨st.
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Matrix Herkunft Dimension Matrixeintra¨ge
Schiff CUSP 140.874 7.813.404
Bru¨cke Impulsbasierte Simulation 41.550 448.668
Stanford Armadillo Quadratische FE 46.812 3.620.142
Stanford Bunny Quadratische FE 226.284 18.109.026
Pensatore Lineare FE 38.379 1.590.165
Tuch Kleidungssimulation 76.800 3.865.140
Tabelle 5.1.: Matrizen, die in den Geschwindigkeitstests verwendet wurden.
Alle Matrizen sind quadratisch, symmetrisch und positiv definit. Die Anzahl der
Matrixeintra¨ge, die von Null verschieden sind, ist in der letzten Spalte angeben.
5.3.2. Ergebnisse
In diesem Abschnitt wird die Geschwindigkeit der vorgestellten Daten-
struktur analysiert und mit anderen bekannten Arbeiten verglichen. Die
Experimente dazu wurden auf einem Intel Core 2 Quad Q6600 Prozessor
mit 2.4 GHz und einer NVIDIA GeForce GTX 470 durchgefu¨hrt (soweit
nicht anders deklariert). Bei den Berechnungen mit Gleitkommazahlen
wurde eine einfache Genauigkeit verwendet. Die vorgestellten Algorithmen
wurden mit dem CUDA SDK 4.0 [NVI12a] implementiert. Fu¨r die Experi-
mente und Vergleiche wurden verschiedene Matrizen (siehe Tabelle 5.1)
aus eigenen Simulationen und aus der Arbeit von Bell et al. [BG09] be-
nutzt. Die erste Matrix aus Tabelle 5.1 stammt aus der Arbeit von Bell
et al. Alle weiteren Matrizen wurden in eigenen Simulationen erzeugt.
Vier der dabei verwendeten Modelle sind in Abbildung 5.6 zu sehen. Das
Bru¨ckenmodell besteht aus ca. 14.000 Starrko¨rpern, bei denen durch Ge-
lenke 41.550 Freiheitsgrade entfernt werden. Die Simulation dieses Modells
wurde mit dem impulsbasierten LGS-Verfahren (siehe Abschnitt 3.3.2)
durchgefu¨hrt. Fu¨r die Simulation des Pensatore-Modells und der beiden
Stanford-Modelle wurde eine Finite-Elemente-Methode mit einer linearen
bzw. quadratischen Basisfunktion [WKS+11] eingesetzt. Die Integration
wurde mit einem impliziten Euler-Verfahren [BW98] durchgefu¨hrt, bei
dem ein lineares Gleichungssystem gelo¨st werden muss. Das Tuchmodell
besteht aus 160× 160 Partikeln und wurde mit dem Verfahren von Choi et
al. [CK02] simuliert. Dabei wird ein implizites BDF-2 Integrationsverfah-
ren eingesetzt, das ebenfalls die Lo¨sung eines linearen Gleichungssystems
erfordert.
Mit diesen unterschiedlichen Matrizen wird im Folgenden gezeigt, welchen
großen Vorteil die hier vorgestellten Datenstrukturen und Methoden fu¨r
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Matrix Max. Min. ∅ Overhead
Schiff 99 21 52.5 2.4%
Bru¨cke 42 6 7.8 3.6%
Stanford Armadillo 312 27 75.3 13.2%
Stanford Bunny 552 27 77.0 12.8%
Pensatore 69 15 38.4 10.8%
Tuch 48 18 47.3 0.4%
Tabelle 5.2.: Maximale, minimale und durchschnittliche Zeilenla¨ngen der Test-
matrizen. Die letzte Spalte gibt den resultierenden Overhead im Speicher an.
verschiedene Simulationsverfahren haben. Außerdem werden die Eigen-
schaften dieser Methoden ausfu¨hrlich diskutiert.
5.3.2.1. Geschwindigkeitsanalyse
Die Matrix-Vektor-Multiplikation ist der rechenintensivste Teil des konju-
gierten Gradientenverfahrens. Daher werden zuna¨chst Messungen fu¨r diese
Operation pra¨sentiert. Die Geschwindigkeitsmessungen wurden a¨hnlich zu
denen in der Arbeit von Bell et al. [BG09] durchgefu¨hrt. Die Bibliothek
CUSP, die von den gleichen Autoren in [BG12] vorgestellt wird, wurde
zum Vergleich verwendet. Bei allen Messungen wurde dabei der Cache im
Texturspeicher zur Beschleunigung benutzt. In CUSP sind verschiedene
Matrixformate implementiert, mit denen die vorgestellten Datenstrukturen
verglichen werden: das hybride (HYB), das Koordinaten- (COO), das
ELLPACK (ELL) und das CSR Format. Das CSR Format wurde mit dem
Vektor-Kernel, der in [BG09] beschrieben ist, verwendet.
Die Geschwindigkeit wird in GFlop/s gemessen, welche die Anzahl der
Gleitpunktoperationen (mit einfacher Genauigkeit) angibt, die pro Sekunde
ausgefu¨hrt werden. Bei einer Matrix-Vektor-Multiplikation werden doppelt
so viele Operationen beno¨tigt wie von Null verschiedene Eintra¨ge in der
Matrix sind, denn fu¨r jeden Eintrag muss eine Multiplikation mit dem
entsprechenden Wert in x durchgefu¨hrt und das Ergebnis dann zu y addiert
werden. Die Messungen wurden mit den Matrizen in Tabelle 5.1 durchge-
fu¨hrt. Diese Matrizen haben variierende Zeilenla¨ngen (siehe Tabelle 5.2),
die typisch sind fu¨r Modelle mit einer irregula¨ren Diskretisierung.
Das Diagramm in Abbildung 5.10 zeigt die Geschwindigkeiten der vor-
gestellten Formate BIN-CSR und BIN-BCSR sowie der Datenstrukturen
in der Bibliothek CUSP. Die Messungen zeigen, dass die Matrix-Vektor-
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Abbildung 5.10.: Geschwindigkeitsvergleich auf einer NVIDIA GeForce GTX
470 zwischen den vorgestellten Datenstrukturen BIN-CSR sowie BIN-BCSR
und den Datenstrukturen in der Bibliothek CUSP. Die Implementierung des
ELL Formats in CUSP konnte das Bru¨cken- und das Armadillo-Modell nicht
verarbeiten.
Multiplikationen mit den neuen Datenstrukturen dieser Arbeit wesentlich
schneller sind als mit allen Formaten in CUSP.
Es wurden verschiedene Simulationen mit einer linearen Finite-Elemente-
Methode durchgefu¨hrt, um die Auswirkungen der neuen Datenstruktur
und der Minimierung der Kernel-Aufrufe auf die Geschwindigkeit zu un-
tersuchen. Fu¨r einen Vergleich wurden bei jedem Aufruf des konjugierten
Gradientenverfahrens konstant 1000 Iterationen durchgefu¨hrt und das Kon-
vergenzkriterium vernachla¨ssigt. Abbildung 5.11 zeigt die Beschleunigung
in Abha¨ngigkeit der von Null verschiedenen Matrixeintra¨ge gegenu¨ber
der Implementierung in CUSP. Die Verwendung der BIN-BCSR Struk-
tur in Kombination mit der Standardimplementierung der konjugierten
Gradientenmethode (mit neun Kernel-Aufrufen) ergibt eine fast konstante
Beschleunigung (schwarze Kurve). Durch die vorgestellte Minimierung
der Kernel-Aufrufe konnte die Geschwindigkeit deutlich gesteigert werden
(blaue Kurve). Diese Geschwindigkeitssteigerung ist unabha¨ngig von der
Netzauflo¨sung und der Matrixgro¨ße, da die eingesparte Zeit fu¨r die Kernel-
Aufrufe konstant ist. Daher verliert diese Optimierung mit wachsender
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Abbildung 5.11.: Vergleich der vorgestellten Implementierung des konjugierten
Gradientenverfahrens mit der BIN-BCSR Datenstruktur und der Variante in der
Bibliothek CUSP. Im Diagramm wird die Beschleunigung des Standardverfahrens
(CG) und des vorgestellten Verfahrens mit einer minimalen Anzahl an Kerneln
(MCG) gegenu¨ber der CUSP-Variante gezeigt.
Matrixgro¨ße an Einfluss. Allerdings ist die Einsparung von Kernel-Aufrufen
bei den in interaktiven Simulationen vorkommenden Matrixgro¨ßen von
großem Vorteil.
Als na¨chstes wird das Konvergenzverhalten der vorgestellten GPU-Variante
des konjugierten Gradientenverfahrens untersucht. Dabei werden die Re-
siduen auf der GPU mit einer CPU-Implementierung mit einfacher und
doppelter Gleitpunktgenauigkeit verglichen. Fu¨r den Vergleich wird ein
lineares Gleichungssystem des Armadillo-Modells (siehe Tabelle 5.1) gelo¨st.
Abbildung 5.12 zeigt oben die Entwicklung der Residuen in Abha¨ngigkeit
der Iterationsschritte. In der Abbildung wird deutlich, dass das Konver-
genzverhalten auf der GPU und auf der CPU mit einfacher und doppelter
Genauigkeit fast identisch ist. Der untere Teil der Abbildung zeigt die
Residuen in Abha¨ngigkeit der beno¨tigten Rechenzeit auf der GPU, auf
mehreren Kernen und auf einem Kern. Hier wurde in allen drei Messungen
eine einfache Gleitpunktgenauigkeit verwendet. Fu¨r den letzten Test kam
eine NVIDIA GeForce GTX 580 und ein Intel Core i7-2600 Prozessor
mit 3.4 GHz zum Einsatz. Das untere Diagramm zeigt den deutlichen
Geschwindigkeitsgewinn des hier vorgestellten GPU-Verfahrens.
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Abbildung 5.12.: Konvergenzverhalten der konjugierten Gradientenmethode
beim Lo¨sen eines linearen Gleichungssystems aus einer quadratischen Finite-
Elemente-Simulation. Oben: Vergleich der Konvergenz bzgl. der Anzahl der
Iterationen auf der GPU und der CPU mit einfacher und doppelter Gleitpunkt-
genauigkeit. Unten: Vergleich der Konvergenz bzgl. der beno¨tigten Rechenzeit
auf der GPU, auf mehreren Kernen einer CPU und auf einem einzelnen Kern.
5.3.2.2. Beispiele
In diesem Abschnitt wird der Einsatz der vorgestellten Algorithmen in ver-
schiedenen Simulationen untersucht. Bei den durchgefu¨hrten Simulationen
wurden konstant 30 Iterationsschritte beim Lo¨sen der Gleichungssysteme
verwendet. Abbildung 5.6 zeigt die verwendeten Beispiele. Die Bru¨cke
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Abbildung 5.13.: Simulation einer Bru¨cke aus Starrko¨rpern
(siehe Abbildung 5.13) ist ein komplexes Mehrko¨rpersystem, das aus 14K
Starrko¨rpern besteht. Dieses Modell wurde mit dem impulsbasierten LGS-
Verfahren in Echtzeit simuliert. Das Gleichungssystem hatte dabei die Di-
mension 41K. Weiterhin werden zwei interaktive Simulationen mit linearen
bzw. quadratischen finiten Elementen gezeigt sowie eine Kleidungssimula-
tion. Die Kleidungssimulation wurde mit einem Masse-Feder-System mit
mehr als 26K Partikeln in Echtzeit durchgefu¨hrt. Tabelle 5.3 zeigt die
Zeiten, die fu¨r die ersten drei Simulationen beno¨tigt wurden. Die CPU-
Messungen wurden dabei auf einem einzigen Kern durchgefu¨hrt. Gemessen
wurden die Aktualisierung der Matrixelemente, der Aufbau der System-
matrix, die Kra¨fteberechnung, das Aufstellen und das Lo¨sen des linearen
Gleichungssystems.
Mit der parallelen CPU-Implementierung wurden die Simulationen auf
vier Kernen ungefa¨hr dreimal schneller. Die Beispielsimulationen konnten
damit auf der CPU nicht interaktiv durchgefu¨hrt werden. Der vorgestellte
GPU-basierte Gleichungssystemlo¨ser konnte dagegen interaktive Bildwie-
derholraten erreichen und war bei den Beispielen bis zu 22-mal schneller
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Modell Simulation CPU GPU
Beschleunigungs-
faktor
Bru¨cke Impulsbasierte Simulation 298 21 14.19
Armadillo Quadratische FE 1009 75 13.45
Pensatore Lineare FE 713 33 21.61
Tabelle 5.3.: Durchschnittliche Rechenzeiten fu¨r einen Simulationsschritt (in
ms) mit der CPU- bzw. der GPU-Implementierung. Die Simulation auf der CPU
lief auf einem Kern.
als die CPU-Variante. Durch die hohe Geschwindigkeit des Verfahrens
ko¨nnen mehr Freiheitsgrade simuliert werden, wodurch sich z.B. bei der
Finite-Elemente-Methode die Genauigkeit der Ergebnisse verbessert.
Die vorgestellte Methode ermo¨glicht die interaktive Simulation von bis
zu 100K Tetraederelementen mit 30K Freiheitsgraden mit der linearen
Finite-Elemente-Methode. Quadratische finite Elemente haben 10 Knoten
pro Tetraeder. Mit diesen Elementen ko¨nnen bis zu 13K Tetraeder mit 28K
Freiheitsgraden interaktiv simuliert werden. In beiden Fa¨llen beno¨tigt der
Aufbau der Matrix nur einen kleinen Bruchteil der gesamten Rechenzeit.
5.3.2.3. Diskussion
Die in dieser Arbeit vorgestellten Datenstrukturen sind fu¨r schnelle Matrix-
Vektor-Produkte ausgelegt. Die hohe Geschwindigkeit wird dabei durch den
optimalen Einsatz von vereinigten Speicherzugriffen erreicht und dadurch,
dass fu¨r kein Zwischenergebnis ein zusa¨tzlicher Reduktionsschritt no¨tig ist.
Das Datenformat ist gut geeignet fu¨r große du¨nnbesetzte Matrizen mit
variierenden Zeilenla¨ngen. Solche Matrizen kommen z.B. in der dynami-
schen Simulation vor. Tabelle 5.2 zeigt, dass die Zeilenla¨ngen in solchen
Simulationen stark variieren ko¨nnen. Die Anpassung der Zeilenla¨ngen pro
Beha¨lter hat sich als guter Kompromiss zwischen Speicher-Overhead und
Geschwindigkeitsgewinn erwiesen. Die Datenstruktur ist allerdings nicht
fu¨r dichtbesetzte Matrizen geeignet, da der Overhead durch die zusa¨tzlich
beno¨tigten Zeilen- und Spaltenindizes zu hoch ist.
Fu¨r die Messungen wurden die Verfahren mit einfacher Gleitpunktgenauig-
keit implementiert. Die Konvergenz und die Genauigkeit der Anwendungen
wurde dadurch aber nicht signifikant beeinflusst. Eine Erweiterung auf
doppelte Genauigkeit wu¨rde eine A¨nderung der Datenstruktur erfordern,
um eine optimale Anzahl an vereinigten Speicherzugriffen zu erreichen.
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Der zusa¨tzliche Speicherbedarf durch das Auffu¨llen der Zeilen ist relativ
gering, da er nur lokal von den Zeilenla¨ngen innerhalb eines Beha¨lters
abha¨ngt (siehe Tabelle 5.2). Dagegen werden bei Formaten wie ELLPACK-
R [VOFG10] die Zeilen abha¨ngig von der la¨ngsten Zeile in der ganzen
Matrix aufgefu¨llt. Ein solches Format ist daher besser geeignet fu¨r Matrizen,
bei denen die Zeilenla¨ngen anna¨hernd gleich sind.
Es existieren bereits andere GPU-basierte Ansa¨tze, die das Lesen und
Schreiben der Daten mit vereinigten Speicherzugriffen optimieren. Das
hybride Format [BG09], die Optimierungen von Baskaran et al. [BB09]
und das ELLPACK-R Format [VOFG10] verwenden jeweils einen Thread
pro Matrixeintrag. Allerdings wird fu¨r die Berechnung des Ergebnisses
ein zusa¨tzlicher Reduktionsschritt beno¨tigt. Dafu¨r muss entweder ein
zusa¨tzlicher Kernel aufgerufen werden oder die zula¨ssigen Zeilenla¨ngen der
Matrizen sind beschra¨nkt (ELLPACK-R Format).
Buatois et al. [BCL09] haben eine Methode vorgestellt, bei der alle von
Null verschiedenen Matrixeintra¨ge in 2× 2 und 4× 4 Blo¨cke zusammen-
gefasst werden. Dieses Vorgehen ermo¨glicht die Wiederverwendung von
Werten im y-Vektor, was aber auch mit Hilfe des Texturcaches erreicht
werden kann. Außerdem verwenden die Autoren ein CSR Format, das nicht
die Anordnung der Elemente im Speicher beru¨cksichtigt. Daher werden
vereinigte Speicherzugriffe nicht genutzt, was sich sehr negativ auf die
Geschwindigkeit auswirkt.
Allard et al. [ACF11] zeigen in ihrer Arbeit eine lineare Finite-Elemente-
Simulation, die vollsta¨ndig auf der GPU ausgefu¨hrt wird. Einer der Haupt-
unterschiede zu der hier vorgestellten Methode ist die Matrix-Vektor-
Multiplikation, die jeden Beitrag zu einem Matrixelement getrennt berech-
net. Diese Vorgehensweise ist der hier vorgestellten Matrixkonstruktion
sehr a¨hnlich, die aufgrund des irregula¨ren Speicherzugriffs nur schwierig
zu optimieren ist. Da die Matrixkonstruktion nur einmal pro Simulati-
onsschritt ausgefu¨hrt wird, hat sie wesentlich weniger Einfluss auf die
Gesamtlaufzeit als das Matrix-Vektor-Produkt von Allard et al. Dies wird
besonders bei einer hohen Anzahl von Iterationsschritten deutlich, wo die
schnellere Matrix-Vektor-Multiplikation dieser Arbeit zu einer wesentlich
ho¨heren Gesamtgeschwindigkeit fu¨hrt.
Fu¨r die beschriebene Aktualisierung der Matrix werden die Abha¨ngigkeiten
zwischen den lokalen und den globalen Matrixeintra¨gen in einem Vorverar-
beitungsschritt bestimmt. In Simulationen, in denen sich die Topologie des
simulierten Modells a¨ndert, mu¨ssen diese Abha¨ngigkeiten neu bestimmt
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werden. Die vorgestellte Aktualisierungsmethode sollte daher fu¨r solche
Simulationen entsprechend angepasst werden.
6. Zusammenfassung und
Ausblick
6.1. Zusammenfassung
In dieser Arbeit wurden verschiedene Verfahren fu¨r die dynamische Si-
mulation von Mehrko¨rpersystemen und deformierbaren Ko¨rpern mit dem
impulsbasierten Ansatz pra¨sentiert. Die Grundidee dieses Ansatzes ist, fu¨r
jede Zwangsbedingung zuna¨chst den Fehler zu bestimmen, der auftreten
wu¨rde, wenn man die Bedingung vernachla¨ssigen wu¨rde. Dies geschieht
mit Hilfe einer Vorschau durch Integration. Anschließend wird ein Impuls
bestimmt, der den Fehler eliminiert bevor er auftritt.
Durch diese Vorgehensweise wird ein gu¨ltiger Zustand immer direkt an-
gesteuert. Daher ist die Stabilita¨t der impulsbasierten Verfahren sehr
hoch und es ist sogar mo¨glich, vo¨llig zersto¨rte Modelle wieder zusammen-
zusetzen. Ein weiterer Vorteil dieser Verfahren ist, dass alle Arten von
holonomen und nicht-holonomen Zwangsbedingungen unterstu¨tzt werden.
Dadurch ist die Simulation von Gelenken, Geschwindigkeitsbedingungen,
Kollisionen und bleibenden Kontakten mit Reibung direkt mo¨glich. Da
alle Arten von Bedingungen auf die gleiche Weise behandelt werden, wird
die Wechselwirkung zwischen verschiedenen Zwangsbedingungen automa-
tisch beru¨cksichtigt, indem alle zugeho¨rigen Impulse gleichzeitig bestimmt
werden. Daher ist z. B. die Simulation von Kollisionen und Kontakten bei
Modellen mit Gelenken ohne zusa¨tzlichen Aufwand mo¨glich.
Es existieren viele verschiedene Gelenkarten, die unterschiedliche Frei-
heitsgrade der verbundenen Ko¨rper entfernen. Um alle Gelenkarten in der
Simulation zu unterstu¨tzen, wurden zuna¨chst sechs sogenannte Basisgelen-
ke eingefu¨hrt. Diese entfernen jeweils ein, zwei oder drei translatorische
bzw. rotatorische Freiheitsgrade der Ko¨rper. Da jeder Starrko¨rper genau
drei translatorische und drei rotatorische Freiheitsgrade hat, kann man
mit diesen Basisgelenken jede beliebige Kombination an Freiheitsgraden
eines Ko¨rpers entfernen. Aus diesem Grund ist es mo¨glich, jedes beliebige
Gelenk durch eine Kombination der Basisgelenke zu modellieren.
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Ein Mehrko¨rpersystem besteht aus Starrko¨rpern, die durch Gelenke mit-
einander verbunden sind. Fu¨r die Simulation solcher Systeme wurden drei
Verfahren zur Berechnung der beno¨tigten Korrekturimpulse vorgestellt.
Das erste Verfahren bestimmt die Impulse iterativ. Daher ist das Verfahren
sehr leicht zu implementieren, die Berechnung kann fu¨r ein vorla¨ufiges
Ergebnis vorzeitig abgebrochen werden und es ist sehr schnell, wenn kei-
ne hohen Genauigkeitsanforderungen bestehen. Da dieses Verfahren fu¨r
komplexe Modelle sehr viele Iterationsschritte beno¨tigt, wenn eine hohe
Genauigkeit gefordert wird, wurde ein weiteres Verfahren entwickelt, das
die gesuchten Impulse mit einem linearen Gleichungssystem bestimmt. Alle
Abha¨ngigkeiten im Modell werden in diesem Gleichungssystem beschrieben.
Dadurch wird eine schnelle Simulation von komplexen Modellen mit einer
hohen Genauigkeit mo¨glich. Das dritte Verfahren stellt eine Optimierung
des LGS-Verfahrens fu¨r azyklische Modelle dar. Das lineare Gleichungssys-
tem kann fu¨r azyklische Modelle so umgeformt werden, dass es mit linearem
Zeit- und Speicheraufwand lo¨sbar ist. Dies ist der optimale Aufwand fu¨r
dieses Problem. Mit dem letzten Verfahren ko¨nnen sehr komplexe Modelle
mit hoher Genauigkeit in Echtzeit simuliert werden. Außerdem ist das
Verfahren deutlich schneller als eine vergleichbare Simulationsmethode mit
Lagrange-Multiplikatoren.
Kollisionen und bleibende Kontakte definieren Zwangsbedingungen in
Form von Ungleichungen fu¨r das simulierte Modell. Wenn die Kollisions-
erkennung eine Kollision bzw. einen bleibenden Kontakt zwischen zwei
Ko¨rpern feststellt, wird eine entsprechende Bedingung tempora¨r zur Simu-
lation hinzugefu¨gt. Diese Bedingung muss eine Durchdringung der beiden
Ko¨rper verhindern und im Fall einer Kollision einen Ru¨ckstoß simulieren.
Außerdem wird bei der Behandlung von Kollisionen und Kontakten die
Reibung zwischen den Ko¨rpern beru¨cksichtigt. Wenn ein Ko¨rper mehrere
Kollisionen und Kontakte mit anderen Ko¨rpern hat, existieren zwischen
den einzelnen Zwangsbedingungen direkte Abha¨ngigkeiten. Diese werden
durch ein iteratives Verfahren aufgelo¨st. Dabei muss beachtet werden, dass
der Gesamtimpuls, der fu¨r eine Kollision bzw. einen Kontakt berechnet
wird, die beiden zugeho¨rigen Ko¨rper immer auseinander beschleunigt.
Nachdem die Verfahren fu¨r die Simulation von Starrko¨rpern vorgestellt
wurden, wurde gezeigt, wie der impulsbasierte Ansatz auch fu¨r deformierba-
re Ko¨rper eingesetzt werden kann. In diesem Zusammenhang wurden neue
Methoden fu¨r die Simulation von Textilien und Weichko¨rpern pra¨sentiert.
Ein deformierbarer Ko¨rper wird in der Simulation durch ein Partikelm-
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odell repra¨sentiert. Dabei handelt es sich um ein Netz von Partikeln und
Zwangsbedingungen, die die Partikel zusammenhalten.
Fu¨r die Simulation von Textilien wird oft von einem dehnbaren Material
ausgegangen. Mit dieser Annahme ko¨nnen Masse-Feder-Systeme eingesetzt
werden, die eine schnelle Simulation erlauben. Allerdings dehnen sich
Textilien im Allgemeinen nicht unter ihrem eigenen Gewicht und viele
Stoffe sind fast gar nicht dehnbar. Aus diesem Grund sind Masse-Feder-
Systeme fu¨r realistische Simulationen nicht geeignet. In dieser Arbeit
wird daher ein Textilmodell verwendet, das aus einem Netz von Partikeln
besteht, die mit Zwangsbedingung untereinander verbunden sind. Mit
Hilfe dieser Bedingungen kann die maximal zula¨ssige Dehnbarkeit des
simulierten Materials kontrolliert werden. Textilien haben die Eigenschaft,
dass sie mit einer gewissen Kraft versuchen, in ihre urspru¨ngliche Form
zuru¨ckzukommen. Aus diesem Grund werden im Modell zusa¨tzlich zu den
Bedingungen geda¨mpfte Federn eingefu¨gt. Diese wirken einer Kru¨mmung
und einer Scherung des Modells entgegen. Außerdem werden dadurch
Effekte, wie der Faltenwurf eines Stoffes, simuliert. Die Sta¨rke der Federn
kann abha¨ngig von den Materialeigenschaften gewa¨hlt werden.
In dieser Arbeit wurden drei Verfahren zur Bestimmung der Impulse
fu¨r die Zwangsbedingungen in einem Textilmodell vorgestellt. Diese Ver-
fahren mu¨ssen bei der Berechnung die Abha¨ngigkeiten der Bedingungen
beru¨cksichtigen. Das erste Verfahren arbeitet rein iterativ. Dabei wird
u¨ber alle Bedingungen iteriert, wobei jede Bedingung fu¨r sich behandelt
wird, ohne ihre Abha¨ngigkeiten zu beachten. Durch den iterativen Prozess
werden dann die Abha¨ngigkeiten aufgelo¨st. Mit dem Toleranzwert, der
beim iterativen Prozess verwendet wird, kann direkt die Dehnbarkeit des
Materials gesteuert werden. Das zweite Verfahren verwendet ein lineares
Gleichungssystem, um die Abha¨ngigkeiten zwischen allen Bedingungen
zu beschreiben. Durch die Lo¨sung dieses Systems werden alle Impulse
sofort exakt bestimmt. Da das Gleichungssystem fu¨r das Textilmodell
du¨nnbesetzt ist, ko¨nnen spezielle Lo¨sungsverfahren eingesetzt werden, die
effizienter arbeiten. Beim dritten Verfahren wird das Modell zuna¨chst in
azyklische Teile zerlegt. Fu¨r jedes Teilmodell ko¨nnen anschließend die Im-
pulse mit linearem Zeit- und Speicheraufwand bestimmt werden. Außerdem
ko¨nnen die azyklischen Teile in zwei Gruppen aufgeteilt werden, in denen
alle Teilmodelle unabha¨ngig sind. Dadurch ko¨nnen die Impulse fu¨r die
Teile innerhalb einer Gruppe parallel auf mehreren Prozessoren berechnet
werden. Die Abha¨ngigkeiten zwischen den beiden Gruppen werden durch
228 Kapitel 6: Zusammenfassung und Ausblick
einen iterativen Prozess aufgelo¨st. Insgesamt ergibt sich ein Verfahren, mit
dem sehr komplexe Modelle in Echtzeit simuliert werden ko¨nnen.
Es wurde gezeigt, dass der impulsbasierte Ansatz auch fu¨r die Simula-
tion von dreidimensionalen deformierbaren Ko¨rpern verwendet werden
kann. Eine wichtige Anforderung bei einer solchen Simulation ist, dass
das Volumen eines Weichko¨rpers wa¨hrend der Simulation erhalten bleibt.
Bisher wird diese Anforderung von den wenigsten bekannten Verfahren
erfu¨llt. Fu¨r die Simulation eines Weichko¨rpers wird zuna¨chst ein Modell
beno¨tigt. Dafu¨r wird ein Tetraedernetz fu¨r den Ko¨rper generiert. Mit
Hilfe der Tetraeder kann die Verformung eines Weichko¨rpers simuliert und
sein Volumen erhalten werden. Das Tetraedermodell wird in dieser Arbeit
mit Hilfe eines vorzeichenbehafteten Distanzfeldes erzeugt. Dabei wird
das Volumen des Ko¨rpers mit Hilfe von Voxeln beschrieben. Außerdem
wird fu¨r jeden Voxel die positive bzw. negative Distanz seines Zentrums
zur Oberfla¨che des Ko¨rpers beschrieben. Durch mehrere Strahlanfragen
und einen Mehrheitsentscheid kann festgelegt werden, ob sich ein Voxel
innerhalb oder außerhalb des Ko¨rpers befindet. Die Voxel, die innerhalb
des Ko¨rpers liegen, werden in jeweils fu¨nf Tetraeder zerlegt. Anschließend
werden Lo¨cher im Modell gefu¨llt und zum Schluss erfolgt eine Gla¨ttung
des Tetraedernetzes. Fu¨r die Simulation eines Weichko¨rpers werden in
jedem Eckpunkt des Tetraedernetzes Partikel erzeugt. Diese werden u¨ber
die Kanten mit Federn verbunden, damit ein Ko¨rper immer mit einer
gewissen Kraft versucht, seine urspru¨ngliche Form wieder herzustellen.
Außerdem werden Volumenbedingungen fu¨r die Tetraeder aufgestellt, um
die Volumenerhaltung des simulierten Ko¨rpers zu gewa¨hrleisten. Es wur-
de gezeigt, wie diese Zwangsbedingungen mit Hilfe des impulsbasierten
Ansatzes aufgelo¨st werden. Dadurch wird eine volumenerhaltende Simula-
tion von Weichko¨rpern mit der impulsbasierten Methode mo¨glich. Eine
Simulation mit Volumenerhaltung kann auch mit einem Oberfla¨chenmodell
durchgefu¨hrt werden und beno¨tigt nicht unbedingt ein volumetrisches
Modell. Dies konnte mit Hilfe eines geometrisch motivierten Ansatzes
demonstriert werden. Da bei einem Oberfla¨chenmodell keine Punkte im
Inneren des Ko¨rpers beru¨cksichtigt werden mu¨ssen, wird viel Rechenzeit
bei der Simulation eingespart.
Nachdem in dieser Arbeit Verfahren fu¨r die Simulation von Mehrko¨rper-
systemen, Textilien und Weichko¨rpern vorgestellt wurden, wurden zwei
Methoden zur parallelen Simulation auf der GPU pra¨sentiert. Bei der
ersten Methode werden die Zwangsbedingungen im Modell zuna¨chst in
unabha¨ngige Gruppen unterteilt. Die Bedingungen einer Gruppe ko¨nnen
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anschließend parallel verarbeitet werden. Dafu¨r wurde ein Verfahren fu¨r die
Simulation auf einem Graphikprozessor vorgestellt. Es wurde gezeigt, dass
mit diesem Verfahren sehr komplexe Textilmodelle mit ein paar Tausend
Zwangsbedingungen noch in Echtzeit simuliert werden ko¨nnen. Alternativ
zu der Unterteilung der Zwangsbedingungen wurden effiziente Datenstruk-
turen und ein GPU-basiertes Verfahren zur Lo¨sung von Gleichungssystemen
beschrieben. Damit konnten sehr komplexe Simulationen von Mehrko¨rper-
systemen, Finite-Elemente-Simulationen mit linearen und quadratischen
Elementen und Textilsimulationen mit Masse-Feder-Systemen in Echtzeit
durchgefu¨hrt werden.
6.2. Ausblick
Dynamische Simulation von Mehrko¨rpersystemen Das impulsba-
sierte Verfahren mit linearem Aufwand ist mit Abstand das schnellste
Verfahren, das in dieser Arbeit fu¨r Mehrko¨rpersysteme vorgestellt wurde.
Allerdings kann es nur fu¨r azyklische Modelle eingesetzt werden. Im Bereich
der Mehrko¨rpersysteme ist ein wichtiges Ziel daher, fu¨r jedes beliebige
Modell eine Unterteilung in azyklische Teile zu finden. Dabei ist es von
Vorteil, wenn die Teile mo¨glichst gleich viele Bedingungen enthalten. Die
resultierenden Teilmodelle ko¨nnen anschließend in verschiedene Gruppen
eingeteilt werden, so dass die Teile innerhalb einer Gruppe keine direkten
Abha¨ngigkeiten miteinander aufweisen. Die Impulse innerhalb einer Grup-
pe ko¨nnen dann parallel bestimmt werden, wa¨hrend die Abha¨ngigkeiten
zwischen den Gruppen in einem iterativen Verfahren aufgelo¨st werden mu¨s-
sen. Diese Vorgehensweise wurde bereits bei der Simulation von Textilien
erfolgreich angewendet. Bei der Simulation von Mehrko¨rpersystemen ist es
allerdings komplizierter, eine gute Unterteilung zu finden, da die Modelle
nicht aus einem regelma¨ßigen Netz bestehen.
Deformierbare Ko¨rper Die realistische Simulation von Textilien erfor-
dert hoch aufgelo¨ste Modelle. Besonders bei einer iterativen Vorgehensweise
wird dadurch die Simulation erheblich langsamer. Fu¨r die Simulation von
hoch aufgelo¨sten Netzen sollen in Zukunft adaptive Multi-Grid-Verfahren
zum Einsatz kommen. Dabei wird das Modell in verschiedenen Auflo¨sungen
simuliert. Mit einem groben Modell wird zuna¨chst eine ungefa¨hre Lo¨sung
fu¨r die gesuchten Impulse bestimmt. Durch die geringe Auflo¨sung bekommt
man diese erste Na¨herungslo¨sung sehr schnell. Anschließend wird mit der
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na¨chsten feineren Auflo¨sung fortgefahren. Die Berechnung mit der feineren
Auflo¨sung beno¨tigt nur wenige Iterationen, da durch die zuvor bestimmte
Na¨herungslo¨sung lediglich kleine Fehler korrigiert werden mu¨ssen. Durch
diese Vorgehensweise kann die Simulation deutlich beschleunigt werden.
Das beschriebene Multi-Grid-Verfahren soll zuna¨chst fu¨r zweidimensionale
Modelle entwickelt werden, um damit Textilien zu simulieren. Danach
soll das Verfahren fu¨r dreidimensionale Ko¨rper erweitert werden. Dadurch
kann es fu¨r die Simulation von Weichko¨rpern eingesetzt werden und diese
erheblich beschleunigen. Die Geschwindigkeit der Weichko¨rpersimulation
soll außerdem durch parallele Algorithmen verbessert werden. Fu¨r Textilien
wurde bereits gezeigt, dass die Modelle in unabha¨ngige Teile zerlegt werden
ko¨nnen. Mit dieser Zerlegung konnte die Simulation sowohl auf einem Multi-
Kern-Rechner als auch auf einem Graphikprozessor parallel durchgefu¨hrt
werden, was die Simulation von sehr komplexen Textilmodellen in Echtzeit
ermo¨glicht hat. Fu¨r die Tetraedermodelle von Weichko¨rpern soll ebenfalls
eine geeignete Zerlegung gefunden werden, so dass auch hier eine parallele
Simulation durchgefu¨hrt werden kann. Das Ziel dieser Optimierungen
ist eine Echtzeitsimulation von mehreren komplexen Weichko¨rpern, die
miteinander interagieren.
Besonders bei hoch aufgelo¨sten Modellen fu¨r deformierbare Ko¨rper be-
no¨tigt die Kollisionserkennung viel Rechenzeit. Die Kollisionserkennung
kann beschleunigt werden, indem fu¨r die Kollisionsgeometrie eine gerin-
gere Auflo¨sung verwendet wird. Allerdings gehen dadurch Details bei der
Simulation verloren. Aus diesem Grund soll ein adaptives Level-of-Detail-
Verfahren fu¨r die Kollisionsgeometrie entwickelt werden. Dieses Verfahren
muss die Geometrie an Stellen mit einer großen Verformung ho¨her auf-
lo¨sen. In Bereichen, in denen der Ko¨rper kaum verformt ist, kann eine
grobe Auflo¨sung verwendet werden. Durch diese Vorgehensweise kann die
Anzahl der Dreiecke im Netz der Kollisionsgeometrie deutlich reduziert
werden. Insgesamt wird die Kollisionserkennung deutlich schneller, ohne
dass dadurch viele Details verloren gehen.
Zerbrechliche Ko¨rper In Zukunft soll das bestehende System um die
Simulation von zerbrechlichen bzw. zerreißbaren Ko¨rpern erweitert wer-
den. Damit soll erforscht werden, bei welcher Krafteinwirkung und an
welcher Stelle ein Ko¨rper zerreißt. Die Ergebnisse solcher Simulationen
sind in vielen Bereichen wichtig, z. B. im Maschinenbau, in der Robotik
oder in Computeranimationen. Dafu¨r muss ein Ko¨rper zuna¨chst in klei-
nere Teile zerlegt werden, fu¨r die die Simulation schließlich durchgefu¨hrt
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wird. Wa¨hrend der Simulation mu¨ssen die Kra¨fte zwischen den einzelnen
Teilen bestimmt werden. Dadurch kann entschieden werden, wann eine
Verbindung aufbricht. Da fu¨r genaue Simulationen eine hohe Anzahl an
Teilen beno¨tigt wird, werden effiziente parallele Algorithmen beno¨tigt.
Außerdem soll die Simulation mit Hilfe von adaptiven Level-of-Detail- und
Multi-Grid-Verfahren beschleunigt werden. Die impulsbasierte Methode
ist ein geeigneter Ansatz fu¨r die Lo¨sung dieses Problems. Dieser Ansatz
muss erweitert und dann ausfu¨hrlich mit bereits existierenden Verfahren,
die auf der Finite-Elemente-Methode basieren, bezu¨glich Genauigkeit und
Geschwindigkeit verglichen werden.
Simulation von Flu¨ssigkeiten und Gasen Ein weiterer wichtiger
Bereich, der erforscht werden soll, ist die Simulation von Flu¨ssigkeiten
und Gasen und deren Interaktion mit Starrko¨rpern und deformierbaren
Ko¨rpern. Dadurch kann na¨her untersucht werden, wie sich Gase und
Flu¨ssigkeiten ausbreiten und miteinander vermischen. Fu¨r diese Art von
Simulationen gibt es bereits einige Arbeiten, die meistens auf den Navier-
Stokes-Gleichungen aufbauen. Die Interaktion von Starrko¨rpern und de-
formierbaren Ko¨rpern mit Flu¨ssigkeiten und Gasen ist ein sehr aktuelles
Forschungsgebiet. Auf diesem Gebiet soll erforscht werden, in wie weit
die besondere Vorgehensweise des impulsbasierten Verfahrens zur Lo¨sung
der Navier-Stokes-Gleichungen eingesetzt werden kann. Es soll damit ein
einheitliches Verfahren fu¨r die Simulation von Starrko¨rpersystemen, defor-
mierbaren Ko¨rpern, Flu¨ssigkeiten und Gasen entstehen. Dadurch wird die
Interaktion zwischen beliebigen Ko¨rpern und Flu¨ssigkeiten bzw. Gasen auf
einfache Weise mo¨glich. Bei der Interaktion zwischen Ko¨rpern und Flu¨ssig-
keiten sollen auch poro¨se Ko¨rper untersucht werden, wie z. B. Schwa¨mme.
Diese Art von Ko¨rpern stellt eine besondere Herausforderung dar. Bei
poro¨sen Ko¨rpern muss nicht nur simuliert werden, wie viel Flu¨ssigkeit
verdra¨ngt wird, sondern auch, wie Flu¨ssigkeit vom Ko¨rper aufgesaugt
bzw. freigegeben wird. Ein Ko¨rper, der sich mit Flu¨ssigkeit voll saugt,
vera¨ndert seine physikalischen Eigenschaften, wie z. B. seine Masse oder
seine Oberfla¨chenreibung. Dies muss bei der Simulation beru¨cksichtigt
werden.

A. Notation
In dieser Arbeit werden verschiedene mathematische Bezeichner verwendet.
Die wichtigsten sind in Tabelle A.1 aufgelistet. Außerdem werden Vektoren
und Matrizen im Gegensatz zu skalaren Gro¨ßen durch fett gedruckte
Bezeichner repra¨sentiert.
Bezeichner Beschreibung
𝑚 Masse
s Schwerpunkt
v Geschwindigkeit des Schwerpunkts
J Tra¨gheitstensor
q Quaternion
𝜔 Winkelgeschwindigkeit
r𝑎𝑏 Ortsvektor von Punkt a nach Punkt b
u Punktgeschwindigkeit
g Gravitation
Fext Externe Kraft
𝜏 ext Externes Drehmoment
p Impuls
l Drehimpuls
ℎ Zeitschrittweite
E𝑛 𝑛-dimensionale Einheitsmatrix
Tabelle A.1.: Notation

Stichwortverzeichnis
Basisgelenk
mit Rotationsbedingung . 40
mit Translationsbeding-
ung . . . . . . . . . . . . . . . . . 35
Basisgelenke . . . . . . . . . . . . . . . . . 34
Baumgarte-Stabilisierung . . . . 24
Bleibender Kontakt . . . . . . . . . . 78
CUDA . . . . . . . . . . . . . . . . . . . . . . 191
Deformierbarer Ko¨rper. . . . . .107
Distanzfeld . . . . . . . . . . . . . . . . . 156
Drehgelenk . . . . . . . . . . . . . . . . . . 48
Drehmotor . . . . . . . . . . . . . . . . . . . 49
Einheitsquaternion . . . . . . . . . . . . 9
Euler-Gleichung. . . . . . . . . . . . . .10
Externe Drehmomente . . . . . . . 10
Externe Kra¨fte . . . . . . . . . . . . . . . . 7
Faktorisierung
LDL𝑇 . . . . . . . . . . . . . . . . . . 73
LU . . . . . . . . . . . . . . . . . . . . 131
Federkraft . . . . . . . . . . . . . . . . . . 124
Fixierung . . . . . . . . . . . . . . . . . . . . 50
Freiheitsgrad . . . . . . . . . . . . . . . . . . 7
Geda¨mpfte Feder . . . . . . . . . . . 124
Gelenkgraph . . . . . . . . . . . . . . . . . 71
Gelenkpunkt . . . . . . . . . . . . . . . . . 35
Gelenkvektor . . . . . . . . . . . . . . . . 35
Geschwindigkeitsfehler . . . . . . . 14
GJK-Algorithmus . . . . . . . . . . . . 79
GPGPU . . . . . . . . . . . . . . . . . . . . 189
Hu¨llko¨rper . . . . . . . . . . . . . . . . . . . 78
Hilfsgelenk
mit Geschwindigkeitsbeding-
ung . . . . . . . . . . . . . . . . . 51
mit Positionsbedingung. .52
Hilfsgelenke . . . . . . . . . . . . . . . . . . 51
IMEX-Methoden . . . . . . . . . . . . 111
Impulserhaltung . . . . . . . . . . . . . 14
Interne Kra¨fte. . . . . . . . . . . . . . . . .7
Iteratives Verfahren
fu¨r Mehrko¨rpersysteme . . 53
fu¨r Textilien. . . . . . . . . . . .125
Kardangelenk . . . . . . . . . . . . . . . . 50
Kollision . . . . . . . . . . . . . . . . . . . . . 78
Kollisionsauflo¨sung
impulsbasierte . . . . . . . . . . . 28
mit Zwangsbedingungen . 30
Kollisionserkennung . . . . . . . . . . 78
Kontaktnormale. . . . . . . . . . . . . .81
Kontaktpunkt . . . . . . . . . . . . . . . 78
Korrekturimpuls . . . . . . . . . . . . . 14
Kreuzproduktmatrix . . . . . . . . . 16
Kugelebenengelenk. . . . . . . . . . .47
Kugelgelenk . . . . . . . . . . . . . . . . . 46
Kugelschienengelenk . . . . . . . . . 46
Lagrange-Formalismus . . . . . . . 25
Lagrange-Multiplikatoren . . . . 21
LGS-Verfahren. . . . . . . . . . . . . . .58
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Die physikalisch-basierte Simulation von Starrkörpern und deformierbaren 
Festkörpern ist ein wichtiges und aktuelles Forschungsgebiet in der Computer-
graphik und ein essentieller Bestandteil in vielen Anwendungen, wie z.B. Virtual 
Prototyping, Computeranimationen, Spiele, Spezialeffekte in Filmen oder Trai-
ningssimulatoren. Dabei stehen oft interaktive Simulationen im Vordergrund, 
in denen ein Benutzer in Echtzeit mit den simulierten Körpern interagieren 
kann. Dadurch werden hohe Anforderungen an die Geschwindigkeit und Sta-
bilität der Simulationsverfahren gestellt.
In dieser Arbeit werden interaktive Simulationsmethoden für Mehrkörpersys-
teme, Textilien und inkompressible deformierbare Volumenkörper vorgestellt. 
Außerdem wird gezeigt, wie die Simulation durch den Einsatz GPU-basierter 
Methoden deutlich beschleunigt werden kann. 
