Abstract-Kinect-like depth sensors have been widely used in rehabilitation systems. However, single depth sensor processes limb-blocking, data loss or data error poorly, making it less reliable. This paper focus on using two Kinect sensors and data fusion method to solve these problems. First, two Kinect sensors capture the motion data of the healthy arm of the hemiplegic patient; Second, merge the data using the method of Set-Membership-Filter (SMF); Then, mirror this motion data by the Middle-Plane; In the end, control the wearable robotic arm driving the patient's paralytic arm so that the patient can interactively and initiatively complete a variety of recovery actions prompted by computer with 3D animation games.
I. INTRODUCTION
Physical disability is a big challenge in today's society. Because of the lack of therapist and the rising costs of health care, etc., more and more people cannot get timely rehabilitation and become permanently disabled. In addition, the traditional treatment is that the therapist assists the patient to do a variety of actions repeatedly to restore limb functionality. Patient cooperates with the therapist passively, lack of enthusiasm and initiative of participation. Studies have shown that, compared to the traditional treatment, interactive and initiative rehabilitation treatment restore limb functionality more effectively [1] .
We build a Mirror Movements Rehabilitation Therapy System (MMRTS) for hemiplegic patients. The system consists of a seat, a 3-DOF wearable robotic arm, two Kinect sensors and a computer. The seat and robotic arm are as shown in Fig.1 . This system uses two Kinect sensors for tracking the motion data of the healthy arm of the patient himself without the marked points.
As a prerequisite of the MMRTS, motion data acquisition is a key problem. We need sensors that can track human limb movement in real-time, no special requirements on the environment, no needing marked points, and no affecting patient's health side limb. The sensors should be easy to use, affordable, and do not need any calibration action. The Microsoft's Kinect is such a sensor.
Microsoft's Kinect is a specially designed device for the natural human-computer interaction that can obtain RGB and depth images. There have been some studies applying Kinect to rehabilitation therapy. For example, [1] [2] [3] [4] designed their own Kinect based rehabilitation systems with a variety of interactive virtual reality games. And [5] presented a novel system for control of elbow movements by electrical stimulation of the biceps and triceps in tetraplegia patients, using Kinect for sensory feedback. Many other robot arms also use Kinect capturing user's movement for remote control purpose [6] [7] .
However, the existing studies only use one single Kinect. They do not involve the blocking problem of the patient's limb, data loss or error of Kinect. In practice, it happens a lot that the patient's body block his own arm, other people interfere the patient and Kinect lost data or error (such as chair's armrest being very close to the limb).
This paper proposes a method using two Kinect sensors to expand the field of vision and fuse their data to eliminate problems like limb blocking, data loss or error of the Kinect sensor. This method uses SMF as data fusion algorithm, processes problems such as limb-blocking, data loss or data error uniformly. No separate specification needed for each problem.
This paper is organized as follows. The composition the process of the MMRTS are summarized in Section II. In Section III, models and algorithms for coordinate transform and data fusion are introduced. Simulation and experiments are reported in Section IV. Section V concludes the paper.
II. THE MMRTS COMPOSITION AND PROCESS

A. The MMRTS
As shown in the Fig.1 , the hemiplegic patient sits on the seat. In the front of the patient and his healthy arm (here, the patient's left arm), there are two Kinect sensors to capture the motion data of patient's healthy arm, as shown in Fig.2 . The two Kinects toward substantially perpendicular. The Kinect in the front of the patient is Kinect#1, the other one Kinect#2.
The patient's paralytic arm is in a wearable robotic arm. The Kinects track patient's healthy arm to get its motion data. The program mirrors this motion data by the Middle-Plane which go through the patient's spine and is perpendicular to the straight line jointed by the left and right shoulder of patient. This mirrored motion data control the wearable robotic arm driving the patient's paralytic arm to interactively and initiatively complete a variety of recovery actions prompted by computer with 3D animation games. Thus, the patient controls his paralytic arm moving with his own healthy arm indirectly, assisted by the wearable robotic arm, all by himself. And a variety of interactive 3D animation games makes repetitive monotonous recovery actions more entertaining, accelerate physical rehabilitation process.
B. Coordinates system
Here we define 5 coordinates shown in Fig.2 , the healthy side of patient coordinate #A, the ipsilateral side of patient coordinate #B, the Kinect#1 coordinate #K1, the Kinect#2
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Huibin Du, Yiwen Zhao, Jianda Han, Zheng Wang, Guoli Song coordinate #K2 and the wearable robotic arm base coordinate #O. Define the coordinate #A of healthy arm as:  Origin point is at the left shoulder;  The z-axis is horizontal, pointing back from the chest;  The x-axis is horizontal, pointing to the right shoulder;  The y-axis is vertically upwards.
The coordinate system #B of hemiplegic side arm and #O of the robotic arm are same as #A, except the origin points moving to the right shoulder of the patient and the base of the robotic arm, respectively.
As shown in Fig.2 b) , Kinects track three joints of the patient's health side arm: the shoulder, elbow and palm. Define two group of three joint angles in the coordinate #A and #B respectively: angle of pitch as alpha, angle of yaw as beta, angle of elbow as gamma [8] . The three joint angles in #A and #B are symmetric by the Middle-Plane, respectively. So the patient's paralytic arm can be controlled by his own healthy arm. This is the key points of the Mirror Movements meaning. As shown in Fig.2 , the two Kinects should be placed substantially vertical, so that the angles between their corresponding axes are approximate to 0 0 or 90 0
. It is not difficult to do that in practice. Thus, the #K2 should meet the small-angle-rotation condition with #K1 after #K1 rotates 90 0 according to its Y axis. This condition will be explained later.
III. THE MODELS AND ALGORITHMS
Multi-sensor data fusion contains data preprocessing, time registration, spatial registration, and data merging.
A. Preprocessing and time registration
MMRTS has two same type of Kinects. Their parameters are identical, such as the same sampling frequency being 30 frames per second, exactly the same data format, etc. No need for any preprocessing to convert the Kinect data. But there is no synchronization mechanism between the two Kinects. However, because of this non-synchronization being less than a sampling period which is 33ms, and taking into account that the "arm joint" itself has no exact physical meaning, so time registration is un-necessary.
B. Spatial registration
Spatial registration, also as coordinate transformation, is to convert all the data of the target position obtained in local coordinate system to the fusion center coordinate system in real-time. The key of spatial registration is to solve the relationship between #K1 and #K2. Then convert the joints data obtained by Kinect#2 into #K1. The placement of the two Kinects being imprecision, we cannot directly get the transform matrix. We need a transformation model and experiment data to get the parameters in the model.
Bursa seven-parameter model is a Cartesian coordinate conversion model, with no model error and no projection deformation error [9] . It can be applied to any area of precise coordinate conversion. With linear form, the solution process being simple, and recursive least squares method available to solve the model, it is widely used in the coordinate transformation, especially in GIS application. But this model has one critical condition: small-angle-rotation between the two coordinate systems. In (1.2), 1 x , 1 y and 1 z are target position in Cartesian coordinate #K1. 2 x , 2 y and 2 z are target position in Cartesian coordinate #K2. Tx, Ty and Tz are three translational parameters; Rx, Ry and Rz are three rotational parameters; m is scale parameter.
Because Kinect#1 and Kinect#2 are two identical sensors, the scale parameter m equals to 1. So only three translational parameters and three rotational parameters need to be solved.
As described previously, #K2 and #K1 meet the small-rotation-condition after #K1 rotates 90 0 according to its Y axis. Bursa seven-parameter model can be used for their coordinate transformation. Here, let the palm point of patient's healthy arm as the common point for both #K1 and #K2. The Bursa seven-parameter model between #K2 and #K1 is estimated using the Recursive Least Squares (RLS) method. Then use the same model to transfer the three joints position of the patient's healthy arm into #K1 after initiation. Table 1 is the algorithm description. RGB map of Kinect#1, and the right side images of Kinect#2. In the middle, the red curves are the joint angles, namely alpha beta and gamma, of the patient's healthy arm obtained by Kinect#1, and the blue curves by Kinect#2 after coordinate transform using Brusa seven-parameter model and RLS method. The coincidence of the any corresponding two out of six curves shows that the Brusa seven-parameter model and RLS method are feasible. 
C. Data Fusion
Set-Membership-Filter (SMF) method [10] is used for the purpose of data fusion. With difference from other methods based on probabilities such as Kalman-Filter (KF), SMF method do not need any prior knowledge of the distribution of sensor's noise. It only requires the errors of the sensor are bounded, the so-called Unknown-But-Bounded (UBB). In SMF, all estimates of the state is no longer a single value, but a set of viable state. The feasible set describes all the range of the estimated values that may occur to ensure that the actual value must be included in the set.
In this paper, the first-order Newton's motion equation of patient's healthy arm joints is the state equation, the two Kinects independent observations are observational equations. The first-order Newton's motion equation as state equation:
T is joint position in Cartesian coordinate. Vk= [vx,k vy,k vz,k] T is corresponding velocity.
wk=[wx,k wy,k wz,k]
T represents the variation of the velocity. And the envelope matrix of the variation is a diagonal matrix
Observation from Kinect#1 and Kinect#2: The initial state of the system is:
In (1.5), 0 x represents the center of the initial ellipsoid set of state, 0 P represents the enveloped matrix of the initial ellipsoid set.
In this framework, knowing the state of the system at time k, SMF can recursively estimate the ellipsoid set and its center of the system state at time k +1. Similar to KF, SMF method is also divided into two steps, prediction and update:
Prediction:
Update:
Parameter β and ρ satisfy , 
IV. SIMULATION AND EXPERIMENT
We have two experiments and one simulation in the paper. First, experiment #1 verifies the Brusa seven-parameter model and RLS algorithm for coordinate transformation. Results of experiment #1 are shown in Fig.3 .
Second, experiments #2 verifies the SMF method for data fusion. We use VICON system to check the results of data fusion with SMF method. VICON is an optical motion capture system, product of UK's Oxford Metrics Limited. The advantage of VICON include high precision, data stability and large scope. The inconvenient places are that it needs mark points. This experiment uses VICON to track the mark points attached to the body limb. Let VICON's data be the real value of the corresponding joints motion of the human body to check the data obtained by two Kinects and fused with SMF method. Fig.4 shows the scene of experiment #2. Fig.5 shows the results of Kinects and VICON. The coincidence of the two curves shows that the SMF method for data fusion of two Kinects are feasible. Figure 4 . VICON system and two Kinects simultaneously obtain motion data of human joints. More than one mark points were used in one joint. The average of the many mark points at the same joint be the true position value of the corresponding joint. Simulation #3 verifies data fusion algorithm with two Kinects can effectively address human limb blocking and Kinect data loss or error problems. In simulation #3, we use the motion data from experiment #2. The configuration is as the same as the experiment #2. Except that, during the simulation, we simulate the limb-blocking, data loss or data error of the Kinect #1 and Kinect #2 one after another by modify the motion data from experiment #2. The results of simulation #3 are shown in Fig.5 . Data from Kinect#1 and Kinect#2 are lost consecutively because of simulated limb blocking & error, the SMF fusing results remaining correct. This verifies that two Kinects can effectively sovle human limb blocking and Kinect data loss or error problems.
V. CONCLUSION
We build a Mirror Movements Rehabilitation Therapy System for hemiplegic patients based on Kinects. We propose using two Kinects to eliminate problems like limb blocking, data loss or error of one single Kinect. We use Brusa seven-parameter model and RLS method for coordinate transformation. Experiment has verified its validity. SMF method is used for data fusion of the two Kinects. And with data from VICON as the true value, we check the results of the SMF being correct. In the end, we show that two Kinects can solve the problems like limb blocking, data loss or error of the Kinect sensor.
However, we do not analyze the distribution of the error after the data fusion. According to the Microsoft official website, skeleton tracking with multiple Kinect sensors may reduce the accuracy and precision of skeleton tracking due to interference between the infrared light sources. This will be involved in our feature work.
