1. Introduction. In many decision problems such as inventory control, cash management or production smoothing the uncertainty of demand is a central feature. The standard assumption is that demand in different periods is independently and identically distributed. But this assumption is rarely valid in practice, in particular when forecasts of demands are being made. If planning covers more than one period then all calculations are influenced by expectations regarding future data. This in turn requires an anticipation of future movements of the underlying demand process. Commercial suppliers of software handle this problem in a three stage approach: lotsize (or cash shipment or production rate), security reserves and forecast. By this separation into three parts, the solution obtained is only suboptimal.
The optimal solution requires reformulation of the basic model. This will be performed on Beckmann 1 s model of production smoothing (Beckmann (1961) ). In general incorporating forecasts into Bellman's principle of optimality leads to an increase of the state space. If forecasts are made by exogenous random variables or by an autoregressive scheme then, however, the state space can be substantially reduced, as will be shown in this paper.
2. Beckmann's model of production smoothing. The following problem of inventory -production control is regarded. Given the actual stock level we have to control the production rate within the range of minimal unit control. The production rate will be fixed at the beginning of each planning period. The planning horizon T will cover more than one period 
This defines a stationary decision process. We will now incorporate a forecasting procedure. From the view point of the decision maker the forecasts form a series of identically and independently distributed random variables. The principle of optimality is
4. Reduction of state space in the exogenous case. In the sequel it will be shown how the functional equations (2) can be formulated in only two state variables. To obtain a clearer presentation we introduce an index variable t to denote the time periode the variables are referring to. For example x is now the production rate at the beginning of period t before decision d^ is made.
We state the following assumptions
) where e is iid. t t t t t t t t t
A2.
The stock holding costs depend only on the stock level at the end of the period:
Both assumptions are not very restrictive for real applications. For instance A1 is satisfied if the demand process is assumed to be of the From A2 we conclude that
We will now map the two -dimensional subspace Jj x 2 onto a onedimensional space R by r t = r t (y t ,z t ) := y fc -z fc (5) r may be regarded as a "net inventory level" that is stock diminished by expected demand. and the boundary condition
In case of infinite horizon it will be more suitable to return to the notation with index n. So space X x y x z to the state space X * R, R real subspace, is achieved.
As it is pointed out in Bartmann (1983) the applied reduction technique (5) preserves the structure of the optimal policy. In this way structural properties of the optimal policy in the two -state
Dynamic Program of the model without forecasting can easily be transferred to the model with forecasting.
5. Forecasting as an autoregressive scheme. The reduction technique developed so far can also be applied to models where the demand process is assumed to be of the type of a first order autoregressive scheme. Let for ease E(u^_) = 0. Then
where e is iid with probability distribution function P (e ) and With the assumption la I < 1 the demand process becomes stationary.
This justifies an infinite horizon model. In the forecasting formula derived from (12) 6. Reduction of state space in the autoregressive case, when the optimal policy is myopic. Under, a special demand and cost structure the optimal decision rule is myopic (cf. Edgeworth (1883), Lenz (1974) Johnson/Thompson (1975), Schneider (1979) ). It therefore can be derived by minimizing the one period costs v^.
We will show that the application of the above reduction technique will lead to a reduction of the state space X x y x u by one full dimension here too. From (12) we get and V(u|u.) = P(u -u.) = P(e) (15) v^ (x,y,u^ The saving is the greater the weaker the autocorrelation. But this 2 effect is partly compensated by an increasing o when lal decreases.
7. Reduction of the state space when the optimal policy is not myopic.
In this case we can achieve a reduction of the state space too but not at the same magnitude as before. Proof: Now we have to consider the long run expectation u. of demand explicitely. Instead of (12) we get
an r is defined as r = y -a(u^ -u) ~ u (27)
With this we can formulate the Dynamic Programm (24). If the term 2 2 a u^ at the right hand side of (24) is replaced by a u than it is no longer necessary to keep it in mind. Thus
It should be noticed that the approximation a u. « a u^ is only performed once. All terms appearing linearly in u are not approximated.
They are incorporated into the variable r precisely.
q.e.d.
Last we will demonstrate the power of the presented reduction technique . The main topic of the paper is to show how to overcome Bellman's "curse of dimensionality" by means of a special reduction technique.
When forecasts are made with exogenous random variables the state space can be reduced by one full dimension without loss of any information. The same result is derived in case of forecasting by an autoregressive scheme if the optimal policy is myopic. If not then a reduction is also possible but with a smaller saving (estimates are given). Using a partial approximation the reduction is enchanced to save one full dimension here too. As a byproduct the reduction technique reveals to be useful for some results concerning the structure of the optimal policies when forecasts are being incorporated. But this will be investigated elsewhere.
