A feedback interconnection of a neutrally stable linear time-invariant system and a nonlinearity with 0 5 zcp(z) 5 kx2 is called critical since the worst case linearization is at best neutrally stable. This makes the stability analysis of such systems particularly hard. It will be shown that an integrator and a sector bounded nonlinearity can be encapsulated in a bounded operator that satisfies several useful integral quadratic constraints. This gives powerful tools for stability analysis of critically stable systems. 
Figure 1: PI control with a deadzone actuator.
Introduction
Integral quadratic constraints (IQC) give a unifying framework for problems in modern robust control. Modern robust control works with bounded operators and this allows us to consider La-gains and infinite dimensional state spaces. For example, delay operators can easily be considered, which is not the case when standard Lyapunov techniques are used to investigate asymptotic stability. However, the use of bounded operators implies loss of important cases when one or several operators in the system are unbounded. For example, hystersis phenomena such as backlash defines operators that are unbounded on Lz. Another important case is the integrator in a PI controler, which is not L2-bounded.
An important step was taken in [4, 21, where it was shown that it sometimes is possible to encapsulate an unbounded operator in an artificial feedback loop, which defines a bounded operator. Stability analysis can then be performed in the usual IQC framework, [3] .
The purpose of this paper is to further expand the encapsulation technique to treat a general class of systems with integrators, nonlinearities, and possibly other perturbations.
Let us illustrate the idea with a simple example. The control system in Figure 1 consists of a stable plant that Figure 1 into the standard form for robustness analysis.
is regulated by a PI controller with transfer function
The actuator is assumed to be of deadzone type. The injected signal f can either be viewed as a disturbance or a signal that generates the initial conditions of the plant and the P I controller. Figure 2 shows the system in Figure 1 transformed to the standard form for robust control. The transfer function G = -GPIP is unbounded due to the integrator pole at the origin.
In order to apply the usual IQC framework for stability analysis we need to hide the unbounded part of G.
We can now transform the system as in Figure 3 where Go is bounded, and
The important point is that we have encapsulated the section. We will derive several useful IQCs for the operator A9 that can be used for the stability analysis. Note that the method is not restricted to stability analysis of simple systems as in Figure 1 . In fact, it is possible to consider systems consisting of encapsulated integrators together with various uncertainties and a nominal linear time invariant plant. 00) consists of all functions satisfy- We can usually let the quadratic form be defined in terms of a bounded and self-adjoint operator II, i.e., for all v E Ly[O,co).. We will not always write out II explicitly in this paper.
We consider systemss consisting of several perturbations A, , . . . , AN interconnected through linear transfer functions. We assume that we have parametrizations, A,i, of the pertubations that satisfy Figure 4 gives a simple example. 
IQCs for the Encapsulation
We will in this section derive several useful IQCs for the encapsulation, Ap, defined in (2). However, we first prove the boundedness of A,. 
Proof. Multiplying the differential equation in (2) by i
gives the inequality
This proves the lemma.
0
The next theorem, which is the main result of this pa- ., [- 
where D(., [ -1,1]) is the minimum distance function.
Proof. We transform the system as in Figure 3 . We The next theorem gives an alternative parametrization that allows us to remove this additional constraint on the IQCs. Remark 6. Note that the injected signal f can be used to generate any initial condition for any controllable state space representation of G = --GPIP.
The encapsulation technique is also useful in the analysis of more complex systems. We illustrate with a slight extension of the introductory example.
Example
Consider the system in Figure 1 for the case when there is an uncertain time delay in the system. We assume that Proof. See [l] . 0
P(s) = P~( s ) e -'~, T E [O,TO], G~I ( s )
= IC1 + K~/ s ,
Applications
Let us consider the introductory example again, see 
I I
where and a > 0 is a free parameter. We note that AT E H,, i.e., it is a bounded operator. We encapsulate the integrator in (6) with the deadzone nonlinearity exactly as in the introductory example. The resulting system can be represented as in Figure 4 with A1 = A T , A2 = A V , f1 = 0, and f 2 = f . We need to find suitable IQCs for A, and A2 in order to apply Theorem 1. By when To is 0,0.10, and 0.22. We see that the Nyquist curve is close to the critical point -1. In fact, it can be shown that the maximum allowable time delay in the linear case is TO = 0.35. We see that even very simple multipliers give a reasonable bound on TO. 
