This paper presents a moving average of independent random variables with normal distributions that approximates a stochastic process whose sample paths are periodic (we call it the periodic stochastic process). Since the periodic stochastic process does not have a spectral density, it can not be directly represented as a moving average according to the Wold decomposition theorem. The results of this paper are twofold. First, we point out that the theorem originally proved by Slutzky (1937) is not satisfactory in the sense that the moving average process constructed by him does not converge to any processes in L 2 as the sum of white noise goes to infinity though the spectral distribution of it weakly converges to a step function which is the spectral distribution of a periodic stochastic process. Secondly we propose a new moving average process that approximates a nontrivial periodic stochastic process in L 2 and almost surely.
Introduction
The notion of stochastic cycles usually refers to the sum of a stochastic process whose sample paths are periodic and a moving average of white noise (e.g. Harvey and Jaeger (1993) , Gil-Alana (2001) , Trimbur (2005) ). The estimation methods for the amplitudes or the periodicities in this type of processes have been established and are easy to implement. But, since Slutzky (1937) , it has been believed that only the moving average part could give rise to a cyclical movement if coefficients were taken appropriately. From this point of view, the existent concept of stochastic cycles may neglect the cyclical effects of the moving average part. In order to enhance the plausibility and the precision of the interpretation of those estimators, we need to investigate the purely moving average part. In spite of this importance, this topic has not been fully analyzed as far as we are concerned.
In this paper, we present a moving average of independent random variables with normal distributions that approximates a stochastic process whose sample paths are periodic (hereafter the periodic stochastic process). According to the Wold decomposition theorem, a weakly stationary process can be represented as the sum of an indeterministic process corresponding to the spectral distribution that has a density and a deterministic process corresponding to the spectral distribution that has jumps. Only the former part can be expressed as a moving average. Thus, since the spectral distribution of a periodic stochastic process does not have a density (Kawata (1985) pp. 75-76), it cannot be directly represented as a moving average. The results of this paper are twofold. First, we point out that the theorem originally proved by Slutzky (1937) is not satisfactory in the sense that the moving average process constructed by him does not converge to any processes in L 2 as the sum of white noise goes to infinity though the spectral distribution of it weakly converges to a step function that is the spectral distribution of a periodic stochastic process. Secondly we propose a new moving average process that approximates a nontrivial periodic stochastic process in L 2 and almost surely.
From a similar standpoint as our paper, Harvey and Streibel (1998) construct the methods to test whether cyclical phenomena come from a periodic stochastic process which they call the deterministic cycle, or a moving average of white noise which they call the indeterministic cycle, regarding the existence of a single peak in the spectral density as pseudo-cyclical behaviour. They see the periodic process as a limiting case of a moving average process as the variance of each random variable in the white noise vanishes. On the other hand, our paper approximates the periodic process by a moving average given the white noise.
In many business cycle theories, representations of the processes by a moving average of white noise are constructed in order to explain the business cycles (e.g. Lucas (1975) , Kydland and Prescott (1982) , Long and Plosser (1983) , Prescott (1986 Prescott ( , 1999 ). They sometimes refer to the Slutzky theorem in the belief that the source of cycles lies in an accumulation of random variables (see Chatterjee (2000) for a survey on this point). Thus the results of this paper have to be considered unique from this point of view. This paper imposes an additional assumption other than those in the Slutzky theorem, which is that each random variable has the normal distribution. We represent it by a Wiener integral in terms of Brownian motion by using the ItoNisio theorem (1968) , which allows us to use the integration by parts for the proof of the main theorem. This paper is organized as follows. In the next section, we define the Slutzky Process and show that it is not a Cauchy sequence in L 2 , so that it does not converge to any processes. The third section provides a sequence of moving averages of independent random variables with the normal distribution that converges to a periodic stochastic process in L 2 and almost surely. The fourth section discusses possible extensions to other kinds of periodic processes that can be represented. The fifth section concludes the paper.
Slutzky process
In this section, we shall state Slutzky's original result (1937) , the rigorous proof of which can be found in Moran (1949) and Kato (2005) . Let (Ω, F, P ) be a probability space. Define the white noise as ε : Z × Ω → R that is an independent stochastic process with
Then consider the following moving average of white noise,
Then Slutzky proved the following result.
Proposition (Slutzky) . There exists a stochastic process X N t (ω) which is periodic 1 in t for each N and ω such that
We have to notice that the periodic process X N t (ω) in this proposition depends also on N . Thus this proposition does not mention anything about the convergence of S N t per se. In fact, from the following theorem, we can see that S N t is not a Cauchy sequence in L 2 , so that it does not converge to any processes in L 2 .
Proof. Note that by using a random measure Z, each noise ε t (ω) can be expressed as;
Since the covariance E[ε t ε u ] = 0 for t = u, the spectral measure is the Lebesgue measure dθ. Then
1 In this paper, we say 'a function X : R → R is periodic' if there exists T > 0 such that for each t ∈ R the following two conditions hold;
We sometimes call a periodic function 'non-trivial' to emphasize the latter condition.
We rewrite S N t as follows;
We can see the following;
and following the manner of (4) we get
where the second equation comes from the property of Z. So it follows that from (3) and (4),
We see that taking account of (5) and (6),
with N to be given arbitrarily. Hence we have that S N t is not a Cauchy sequence for each t ∈ Z.
Note that although the Slutzky process is not a convergent sequence, it can be proved that the spectral distribution of this process converges weakly to a step function that is the spectral distrubution of a periodic stochastic process (e.g. Kato (2005) ).
Moving average representaion
In the previous section, we see that the process originally constructed by Slutzky is not a convergent sequence in L 2 . What we want to know next is whether a periodic stochastic process can be approximated by some moving average of white noise. In this section, we construct a sequence of moving averages of white noise that converges to a fixed non-trivial stochastic cycle in L 2 and almost surely. We begin by defining the following functions called, in this paper, cycle producing kernels. It will play an essential role in the subsequent parts of this paper.
Definition. A sequence of functions {k
is said to be a sequence of cycle producing kernels if it satisfies either of the following conditions: In the following, we present several examples.
Note that
It is verified that for each closed set 2 Let X be a topological space and f N , f : X → R be measurable functions, N ∈ N. f N (x)dx weakly converges to f (x)dx if for any bounded continuous function φ : X → R,
and define
Then we can see
Thus k N is a sequence of cycle producing kernels of Type 1 putting θ * = π/2. As mentioned in the Introduction, in what follows, we impose an additional assumption that each random variable in the white noise has the standard normal distribution, namely, we assume the following;
In the sequel, we will represent each ε t by a Wiener intergral. Let θ ∈ [−π, π]. Define
Note that E[η k ζ l ] = 0 for k, l ∈ N. We can check the following;
Proposition. The process {η 0 , η k , ζ k } k∈N is independent and each distribution is N (0, 1).
We can see Then we get
We have
where the second equation follows from the integration by parts, the fourth equation comes from n 
for n ∈ Z where the last equation comes from the fact that π 0 cos nθ cos mθdθ equals π/2 if n = m and equals 0 if n = m. Hence
Next we construct a sequence of moving average processes. Let k N (θ) be a sequence of cycle producing kernels on [−π, π] . Define
Note that c N (n) ∈ R since k N is even from the definition. Set the process
where l.i.m. stands for L 2 convergence. From {c N (n)} n ∈ l 2 , this is well-defined. Then the following theorem holds.
Theorem 2. Y N t (ω) converges to a periodic stochastic process almost surely for all t ∈ Z as N → ∞.
Proof. We rewrite Y N t (ω) as follows.
The last equation comes from the property of the Wiener integral. Since
Then we have
where the first equation holds taking account of the fact that B 1 is odd and B 2 is even, the third equation comes from the integration by parts, and B 1 (π) = √ πε 0 and B 1 (0) = 0. Then, when k N is Type 1, we get
In the case that k N is Type 2, writing lim
The above formulae to which Y N t converges are periodic in t and these are not trivial. Hence we get the desired result.
Proof. We have shown in the previous theorem that Y N t converges almost surely. From the dominated convergence theorem, it suffices to show that there exists a L 2 function W t such that
From the property of k N , notice that either type satisfies
Since B i , i = 1, 2 are Brownian motions,
have the same distributions with
for some constant K > 0. Apply the same argument to the other parts of ( * ), we get the desired result ( * * ).
Extensions
In this section, we shall discuss possible extensions as to what type of periodic stochastic processes can be approximately represented by a moving average of white noise with normal distribution.
Firstly, let us note that the cycle producing kernels of type 1 that we defined in this paper can be freely selected in terms of the periodicity 2π/θ * and the amplitude of the point mass δ θ * . To see this, we are going to modify Example 1 presented after the definition of cycle producing kernels in the following way. Let a > 0, θ * < a and λ > 0 be given arbitrarily. Let F N be that in Example 1. Divide into the two cases.
If 2θ * ≤ a, definê
If a < 2θ * , put
Then define k N in the same way as that in Example 1. This sequence is an example of the cycle producing kernels. If we put λk N , λk (θ)dθ weakly converges to λδ θ * − λδ −θ * . Hence θ * and λ can be selected arbitrarily. Therefore, the argument goes as follows. Let θ * < a and λ > 0 be given arbitrarily and substitute λk N (θ) to the previous discussions.
and repeat the same arguments as the previous ones. Then the representation (T1) in Theorem 2 can be replaced by
Since the periodicity is 2a/θ * and θ * can be given freely, periodicities can be arbitrarily selected within (0, 2). So the selection of the magnitude of a is not essential.
On the other hand, concerning the cycle producing kernels of type 2, the applicability may be limited because the periodicity this type of moving average can represent is only '2'.
Next, focusing on type 1, we consider the case that different weights are put on the cosine part and the sine part. Take α, β ∈ R with α 2 + β 2 = 2. Let θ ∈ [−π, π] and define
Define η 0 , η k and ζ k , k ∈ N and put B 1 and B 2 in the same manner as the previous discussions.
Then,
Put the same way
At this point, we shall extend the concept and regard this process as a moving average process. We can observe for M ∈ N that
Hence, in the same way as the proof in Theorem 2, we get
According to the preceding discussion, the results in this paper imply that periodic processes such as
where B j 1 and B j 2 are independent Brownian motions for j = 1, . . . , n, and θ j ∈ (0, π), A j ∈ R and B j ∈ R, j = 1, . . . , n, are selected freely, have approximate moving average representations by considering the sum of moving average processes with the different kernels and white noises for each j.
Concluding remark
In this paper, we have shown two results. The first is that the moving average of white noise constructed in the Slutzky theorem does not converge to any processes in L 2 , so in this sense, this theorem is not satisfactory. The second is that we construct a sequence of moving averages of white noise with the distribution N (0, 1) that converges to a periodic stochastic process in L 2 and almost surely. These results suggest that the existing concept of a stochastic cycle that usually captures the periodic process and the moving average of noises as separate entities has to be treated carefully.
Although the Slutzky process is not a convergent sequence, it can be proved that the spectral distribution of this process converges weakly to a step function that is the spectral distribution of a periodic stochastic process (e.g. Kato (2005) ). Letting k N be a sequence of cycle producing kernels, we can see that the spectral density of the moving average process is |k N | 2 , whose distribution does not converge weakly to a step function. Hence if we want to capture the concept of the periodic stochastic process, the existence of a single peak of spectral density does not necessarily provide useful information about the periodicities of stochastic processes.
In the following, in order to clarify the problem, we compare the proofs in Theorem 1 and 2. In Theorem 1, we represent each noise by using a random measure as: (dθ, ω) .
However, the random measure Z possesses the difficulty that, the set of probability one on which σ-additivity of Z(·, ω) holds, depends on the selected disjoint sets. Even if
Z(E n , ω) a.e. ω holds for disjoint measurable sets E n , n = 1, 2, . . . , the above equation does not necessarily hold on the same set with propability one when we take the other disjoint sets. On the other hand, if we represent the noise as (θ, ω) , the property of the Wiener integral allows us to use the integration by parts, which gives us a convenient tool for the proof. In this context, the Ito-Nisio theorem (1968) , which provides the Fourier expansion of the Brownian motion, plays an essential role.
