We have developed a method of segmenting DCIS lesions in WSIs using a U-Net architecture. The purpose of this study was to evaluate several different architectures and to determine the optimal resolution to field of view ratio for patches. The architecture trained at lowest resolution (5x) achieved the best test results (DSC=0.771, F1=0.601), implying that the U-Net benefits from having wider contextual information. A custom U-Net based architecture was trained to incorporate patches from all available resolutions. It achieved test results of DSC=0.759, F1=0.682, showing improvement in the object (duct) detecting capabilities of the model. Both architectures show comparable performance to a second expert annotator on the test set. This work will be used as the preliminary part of a pipeline targeted at predicting recurrence risk in DCIS patients.
Introduction
Ductal carcinoma in situ (DCIS) is a non invasive breast cancer, accounting for approximately 2,500 new cases per year in Canada [1] . After breast conserving surgery (BCS) to remove the lesion, DCIS patients may undergo post-surgery radiotherapy to reduce the risk of developing local recurrences. Since prediction of absolute risk of recurrence based on traditional histopathologic evaluation is limited, it is not possible at present to identify patients with very low risk of recurrence in whom radiotherapy can be safely omitted. Improved stratification of patients into low-and high-risk recurrence groups would be of great benefit for a guidance-based treatment approach. Histopathologic evaluation, of excised tissue is an important step for planning additional treatment and understanding the underlying biology of tumors which can help to some extent estimate recurrence risk. As digital slides are becoming more accessible, automation can be adopted to analyze large datasets of archived tissue. Quantitative features can be extracted from digital pathology images containing DCIS and may improve prognostication . These whole slide images (WSIs) are extremely large (several GB each) and have information stored at several different magnifications. It is impractical to extract quantitative features from an entire WSI due to computational and computer memory constraints. To efficiently extract relevant information, we need to effectively localize DCIS regions. Thus, there is a need for a reliable segmentation routine that can accurately identify DCIS in a WSI. This is a non-trivial problem, illustrated in Figures 1 and 3 where one can visually observe a large amount of intraclass variability for DCIS, and a comparatively small amount of interclass variability between DCIS and normal ducts. In recent years, deep learning has been shown to perform very well on detection and classification tasks in digital pathology. In this paper, therefore, we use this approach for our challenging segmentation task. Several deep convolutional neural network (CNN) models have been proposed and evaluated. This paper will present a complete pipeline for DCIS segmentation in a WSI.
Materials & Methods
Dataset. Our dataset consists of 202 women who were diagnosed with DCIS and underwent BCS. Specimens were handled per routine tissue processing to produce formalin-fixed paraffin embedded tissue blocks and H&E stained sections. Representative sections were imaged in a digital slide scanner. An expert pathologist reviewed each WSI and marked annotations around the ducts that contain DCIS, using the Pathcore Sedeen™ viewer [2] . These annotations were used to create ground truth segmentations for training the CNNs. The WSI data was split into subsets for training (n=111), tuning (n=72) and testing (n=19). An additional 10% of the training set was held out for use as a validation set, to monitor the CNN for early stopping.
Training. The WSIs are far too large to be read into memory, so they must be subdivided into patches for training. Patches extracted from the set of WSIs were saved along with corresponding label images generated from the ground truth pathologist annotations. As each patch is fed through the CNN to train, it is rotated at random by either 0, 90, 180 or 270 degrees; this augmentation increases the effective size of the training set. The CNNs are trained for 100 epochs each, and the model with the lowest validation loss from the last 10 epochs is selected as the final trained model. This training scheme allows networks sufficient training time, whilst ensuring they do not finish with a stochastically unfavourable update.
Resolution vs. Field of View. Patches can be extracted from the WSIs at different resolutions. Our images have 5x, 10x and 20x resolutions available. Given a constant patch size of 256x256, patches extracted at greater resolutions will have a narrower field of view (FOV). This experiment sets out to determine which type of information the CNN finds more valuable. Patches were extracted and saved from the training set at each available resolution, creating three separate training sets. Example patches from these different resolution patch sets can be seen in Figure 1 . A U-Net, like the one described in [3] , was trained for each of the three resolution paradigms. Modifications to the UNet architecture include using ELU activation functions and batch normalization, as they have been shown to train networks faster [4] [5]. We use padded convolutions to ensure that the output segmentation maps have the same dimensions as the input image.
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The mean pixelwise binary cross-entropy is calculated between the network's output patches and their corresponding label images and used as the loss function. The loss is then fed to the Adam optimizer [6] to train the network.
Multi-resolution Network. In order to overcome the resolution vs. FOV trade off, images from each resolution set were combined into a multi-resolution network. For example, all three images in Figure 1 would be treated as a single input sample, giving the network access to both high resolution details and wider contextual information. Two architectures were created to handle these inputs. One takes three patches, concatenates them into a single nine channel image, and feeds it through the same modified U-Net architecture used previously (9ch). The second is a custom architecture (seen in Figure 2 ) that splits the U-Net down-sampling arm into three convolutional branches, one for each input image, before recombining via concatenation and feeding into the up-sampling arm (3rm). The label images used to train these networks correspond to the high-resolution input images. They are also trained with the binary cross-entropy loss function and the Adam optimizer.
Evaluation. The architectures described previously are all evaluated on sets of WSIs. Each WSI has all patches extracted at the appropriate resolution. The patches are sequentially fed through the CNN being evaluated, and the outputs are stitched together to create an output probability image. This output image can be thresholded to create a binary DCIS mask for that WSI.
Dice Coefficient. The dice similarity coefficient is a measure of positive overlap between two binary images. It is defined as:
where TP is the number of true positive pixels in the images, FP is the number of false positive pixels, and FN is the number of false negatives. It is a similarity measure ranging from zero to one -one meaning the two images are identical. The dice coefficient 
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4 is a useful metric for labels on a WSI because it does not depend on true negative values. This means that, unlike other metrics such as accuracy, the dice coefficient is not inflated by the high number of background pixels,.
Modified F1 Score. The F1 score is the harmonic mean of precision and recall:
The F1 score and dice coefficient are mathematically identical. However, for the F1 score, precision and recall are calculated at the object (duct) level from a binarized DCIS mask. The expert labels often group collections of ducts together as one region (figure 3), whereas the networks tend to identify each duct individually. Individually identified ducts should still be counted correctly, so precision and recall are not penalized for finding multiple predicted regions within a single ground truth region. The downside is that the F1 score is no longer symmetric; swapping the predicted and ground truth images will result in a different value for the F1 score. Henceforth, all mentions of the F1 score refer to this modified definition version of the metric.
Post-processing.
A simple post-processing pipeline was created to refine the output DCIS segmentations. The pipeline consists of a thresholding operation on the probability masks, followed by a morphological opening, and finally a morphological closing. The threshold and morphological disk radius are both parameters for the post-processing pipeline, tuned sequentially using metrics calculated on the tuning set. The threshold maximizing the dice coefficient is found first. This value is then fixed when Fig. 2 . Diagram of the multi-resolution U-Net (3rm). Each input is a 256x256 histology patch, and the output is a 256x256 probability map. Inputs are down-sampled separately before being combined and up-sampled.
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tuning the morphological radius parameter. The radius maximizing the F1 score is taken as part of the pipeline.
Random Parameter Search. The best U-Net architecture was chosen for an extensive hyperparameter search. A random search paradigm [7] was selected, whereby the parameter space is randomly sampled and used to train the model a set number of times. This allows us to set a search budget independent of the number of parameters and possible values. The efficiency of the search also does not decrease by adding extra parameters that do not affect the performance. Preliminary tests were performed to identify valid ranges for each parameter being included. The search ran 100 times, each with a random set of hyperparameters sampled from their ranges. Each model was trained with a 5-fold cross-validation.
Annotator Similarity. In order to gauge the effectiveness of these automated systems, it is useful to compare to human level performance. Two expert pathologists were asked to independently annotate all the DCIS on the held-out test set of 19 WSIs. The dice coefficient and F1 score were measured comparing the pathologists' performance relative to each other. Figure 3 shows an example of such paired independent annotations. This image illustrates the significant variability between observers. These annotator similarity comparisons serve as a benchmark for the described automated techniques.
Results & Discussion
Resolution Architecture Evaluation. Test results for each resolution architecture, including their post-processing pipelines, can be seen in Table 1 . Each network was run on the independent test set used to compare annotators and evaluated against the annotator who created the original training labels. The 5x model achieves the greatest dice coefficient and F1 score of the single resolution networks. This implies that the segmentation quality benefits from patches with a greater FOV, as the network can make Fig. 3 . Example of a group of DCIS ducts annotated independently by two different pathologists. They annotated images in two categories; definite DCIS (blue) and probable DCIS (yellow). The remainder of each image would be considered not DCIS. use of the wider contextual information. This makes sense considering that pathologists mostly determine which regions contain DCIS from observing the WSI at low resolution, using higher resolutions to fine tune their decisions. The 5x network also benefits from training and running in drastically less time than other comparable quality architectures, due to the down-sampled nature of WSIs being processed. The 3rm multiresolution architecture has the best F1 score of all the networks, and a dice coefficient comparable to the 5x network. Thus, the 3rm network was successfully able to combine information from high and low resolutions to increase the segmentation accuracy and duct detecting capabilities of the model, however this was at the cost of significantly longer processing times. An ROC analysis, as seen in Figure 5 , further supports the conclusion of 5x being the best model. Its curve has an AUC of 0.987 and is the closest to the top left across the entire curve. Interestingly the 3rm shows slightly worse performance than the 5x model, though it is still an improvement over all the other models.
Comparison with Second Annotator. A Wilcoxon sign-rank test was performed to compare each models' results to the annotator similarity metrics. When comparing dice coefficients, only the 10x network was found to be significantly different (worse) than the second annotator. No other networks show statistical differences from the second annotator, implying they have comparable performance. When comparing the F1 scores, both multi-resolution models showed statistically significant improvement over the second annotator. It is important to note the small sample size of dually annotated WSIs in this test set. More labelled test data would be helpful in teasing out the performance differences between each model.
Random Search Results.
The 5x based U-Net model was chosen for the random parameter search, due to its superior performance and drastically reduced run time. The randomly generated models were each run and evaluated on the tuning set. The area under the receiver operating characteristic (AUC) was calculated and averaged across all folds for each model. A series of iterative Kruskal-Wallis tests was performed on the model set. At each iteration, the test is performed. If it is significant (p < 0.05), the lowest mean AUC model is removed from the set. This process is repeated until the test is not significant, resulting in a set of the top models that are not significantly different from one another. The results of this analysis can be seen in Figure 5 . Sample Output. Figure 5 shows an example of the 5x model being run on a WSI from the test set, compared to annotations from one of the pathologists. The predicted segmentation regions are generally very close to the annotation borders, with large drops in probability marking the edges of predicted DCIS regions. Some additional ducts are detected, albeit with low probability. This is acceptable because the next task will involve extracting features from the DCIS duct boundaries, meaning it is more important that the model finds correct and well-defined edges of the DCIS regions. This is achieved by optimizing the algorithm to have the best dice coefficient. Optimizing for the best F1 score would yield an algorithm suited to correctly identifying all DCIS ducts, whilst allowing for errors on the boundaries. With more refinement, this could be implemented as a processing step on slide scanners to identify DCIS regions immediately as slides are processed, aiding pathologists in their analysis.
Conclusion
This paper presented an analysis of using established and novel CNN architectures to solve the problem of localizing DCIS on a WSI. It was found that when using a traditional U-Net architecture, there are both speed and accuracy benefits to training and running the model using low resolution patches. This is due to the patches having a greater FOV, giving the U-Net access to wider contextual information. Two novel 
