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This article investigates projected changes in temperature and water cycle extremes at 1.5°C
of global warming, and highlights the role of land processes and land-use changes (LUCs)
for these projections. We provide new comparisons of changes in climate at 1.5°C versus
2°C based on empirical sampling analyses of transient simulations versus simulations from
the ‘Half a degree Additional warming, Prognosis and Projected Impacts’ (HAPPI) multi-
model experiment. The two approaches yield similar overall results regarding changes in
climate extremes on land, and reveal a substantial difference in the occurrence of regional
extremes at 1.5°C versus 2°C. Land processes mediated through soil moisture feedbacks and
land-use forcing play a major role for projected changes in extremes at 1.5°C in most mid-
latitude regions, including densely populated areas in North America, Europe and Asia. This
has important implications for low-emissions scenarios derived from integrated assessment
models (IAMs), which include major LUCs in ambitious mitigation pathways (e.g. associated
with increased bioenergy use), but are also shown to differ in the simulated LUC patterns.
Biogeophysical effects from LUCs are not considered in the development of IAM scenarios,
but play an important role for projected regional changes in climate extremes, and are thus of
high relevance for sustainable development pathways.
This article is part of the theme issue ‘The Paris Agreement: understanding the physical and
social challenges for a warming world of 1.5°C above pre-industrial levels’.
1. Introduction
The 2015 Paris Agreement aims to hold the average global warming compared to pre-industrial
levels to ‘well below 2°C’, and ‘to pursue efforts’ to limit it to 1.5°C above pre-industrial levels [1].
These targets refer to changes in global mean temperature. Their implications for regional impacts
remain in part uncertain, mostly because past assessment reports of the Intergovernmental
Panel on Climate Change (IPCC) generally focused on high-emissions rather than low-emissions
scenarios [2]. For instance, of the four emissions pathways considered within the Working
Group I Contribution to the IPCC 5th Assessment Report (AR5), only one ‘representative climate
pathway’ (RCP2.6) included a relatively high probability of climate stabilization below 2°C by
2100 [2,3].
As a consequence, and to provide assessments of changes in climate at 1.5°C and 2°C of global
warming, recent assessments have used alternative approaches to classical Coupled Modelling
Intercomparison Project (CMIP) [4] experiments to assess changes in regional climate, extremes
and impacts at those warming levels [5–7]. An approach that has been used extensively consists
of an empirical sampling analysis, whereby regional patterns in relevant variables are assessed
in available climate model simulations at given global warming levels over an averaging time
window [5–8]. When using gradual sampling over different levels of global warming, this
approach can be used to derive an empirical scaling relationship (hereafter referred to as ESR)
between a given quantity of interest (e.g. changes in an extreme index in a given region) and
global mean temperature warming [5,8] (see figure 1 and §2). Analyses have shown that derived
ESRs are often linear for multi-model averages of a range of extreme indices in the ensemble
simulations of the fifth phase of the CMIP experiment (CMIP5) and mostly independent of the
considered emissions scenarios [5,8] (see, however, §2 for some exceptions). In the case of regional
temperature means and extremes (on land), the changes are found to be generally much larger
than for the global mean temperature, in some cases with up to 1.5 to 3 times larger warming [5].
This behaviour is due to several mechanisms, among others to land–atmosphere interactions, as
highlighted hereafter.
Despite their attractive simplicity and consistency, empirical sampling analyses based on
transient simulations may not be representative of projections with a full climate stabilization
at lower levels of warming. Hence, while they have received substantial attention in the recent
literature [5,8], it is important to evaluate their level of consistency with other more in-depth
procedures relying on actual modelling of climate conditions at 1.5°C or 2°C of global warming.
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Figure 1. Empirical scaling relationship (ESR) between changes in yearly maximum daily midday temperature and global
temperature warming in the Mediterranean region based on simulations from the fifth phase of the Coupled Model
Intercomparison Project (CMIP5), including explanatory annotations. The red line indicates themulti-modelmean of the RCP8.5
CMIP5 simulations, and the blue line indicates the multi-model mean of the RCP4.5 CMIP5 simulations (from ref. [8], adapted
from ref. [5]).
This is particularly relevant in the context of the upcoming IPCC special report on 1.5°C of
warming (hereafter referred to as IPCC SR15), which will provide for the first time an assessment
of changes in climate impacts at 1.5°C of global warming, in comparison with 2°C and higher
levels of warming (http://ipcc.ch/report/sr15/).
To evaluate changes at 1.5°C and 2°C of global warming in conditions closer to climate
equilibrium (i.e. when the sea surface temperatures are fixed to conditions associated with these
respective warming levels), as well as to allow for high sampling of internal climate variability,
a new model intercomparison experiment called ‘Half a degree Additional warming, Prognosis
and Projected Impacts’ (HAPPI) was initiated [9]. The HAPPI experimental set-up consists of time
slice experiments with forced sea surface temperatures (SSTs) corresponding either to the present
day or to future conditions at 1.5°C or 2°C of global warming, derived from CMIP5 simulations
associated with RCP2.6 and (for 2°C only) RCP4.5 scenarios [9]. We will evaluate the level of
consistency between the ESR approach and the HAPPI experiment for the derivation of changes
in temperature and precipitation extremes at different levels of global warming.
Another main issue addressed in the present article is the role of land–climate interactions and
land-use changes for low-emissions scenarios, with a focus on changes in temperature extremes.
As demonstrated hereafter, recent publications have shown that, in several land regions, the
warming in temperature extremes is much higher than the corresponding warming in the global
mean temperature [5,8,10]. A main mechanism underlying this feature in mid-latitude regions is
related to soil moisture–temperature feedbacks, namely additional warming incurred by lack of
evaporative cooling in regions projected to be affected by increased drying [11–14]. This implies
that some of the regional response of temperature extremes, which may be assessed as a ‘regional
transient climate response’ (TCRreg), can be more strongly affected by regional processes than by
the global mean temperature transient climate response (generally referred to as TCR, hereafter
expressed as TCRglob).
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As a consequence of the role of regional processes in affecting TCRreg, biogeophysical land-use
forcing, e.g. through irrigation or changes in land surface albedo associated with changes in land
cover or land management, is found to be a key driver of changes in regional climate extremes,
especially in low-emissions scenarios [15,16]. This is of key relevance for the development of
climate change scenarios, since land-use changes (e.g. associated with changes in agricultural
production, reforestation/afforestation, or the cultivation of bioenergy crops, in some case with
carbon capture and storage (BECCS)) are a major component of integrated assessment models
(IAMs) that underlie the derivation of these scenarios [3,17]. However, these changes in land use
are only considered from the perspective of carbon cycle impacts in IAM models, and do not
encompass the associated biogeophysical feedbacks (see also [16]). As highlighted in this article,
the integration of these biogeophysical feedbacks in future IAM developments would be critical
to explore the full dimension of low-emissions scenarios. We illustrate this need by displaying the
projected change in land use associated with well-established IAM models for newly developed
low-emissions scenarios.
The article is structured as follows: §2 describes the methods and data used in this article. Then,
§3 compares projected changes in regional extremes at 1.5°C versus 2°C using the ESR approach
with results from the HAPPI simulations, and §4 identifies in which regions significant differences
between changes in climate extremes can be found at 1.5°C versus 2°C of global warming in the
two sets of estimates. Section 5 provides more background on the recent literature highlighting
the role of land–climate interactions and land forcing on regional projections in low-emissions
scenarios, and §6 provides an overview of changes in land use in newly developed low-emissions
scenarios from state-of-the-art IAM models. Finally, §7 provides a summary of the highlighted
results and the main conclusions of this article.
2. Methods and data
(a) Assessing changes in regional climate extremes for different levels of global
temperature warming: the empirical scaling relationship
The ESR approach consists of relating changes in regional climate variables to the change in the
global mean temperature, by using an empirical sampling based on transient climate simulations
(figure 1). More background on this approach can be found in references [5] and [8]. The ESR
approach is related to the ‘time sampling approach’ described in James et al. [7], except that
instead of focusing on single time slices, it derives a relationship of the response for a range of
global temperature levels. This yields an ‘empirical’ pattern scaling. Compared to the traditional
pattern scaling literature [7,18,19], it does not rely on any assumption regarding dependence
(e.g. linearity).
Nonetheless, as highlighted in the introduction, results have shown a surprisingly high degree
of linearity in the regional changes in extreme event intensity at different levels of global warming
(from pre-industrial conditions to more than 4°C of global warming) based on multi-model means
[5,8]. These results are consistent with analyses suggesting a robust forced response pattern
in projections of changes in temperature and precipitation extremes [20]. Interestingly, it was
also found that the ESRs for temperature and precipitation extremes in the CMIP5 multi-model
ensemble are mostly independent of the considered emissions scenarios [5,8], suggesting little
impact of the timing of greenhouse gas emissions in the emissions scenarios considered so far.
These results also suggest that differences in land-use or aerosol forcing in the RCP scenarios
used in the CMIP5 simulations overall did not strongly affect their associated ESR behaviour for
temperature and precipitation extremes [5,8]. In the case of land-use forcing, this might reflect
the lack of diversity in regional forcing options considered in the RCP scenarios, as highlighted
hereafter. With respect to aerosols, for regions with very high current aerosol loadings, recent
studies suggest that the effects of aerosol mitigation on regional extremes could nonetheless be
comparable to the effects of a 0.5°C global temperature difference [21,22]. It should furthermore be
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Table 1. Names of models used in the CMIP5-based ESR estimates (§2a) with associated institutions.
model hosting institution
ACCESS1-0 Commonwealth Scientific and Industrial Research Organization (CSIRO)/Bureau of Meteorology
(BOM), Australia
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
bcc-csm1-1 Beijing Climate Center, China Meteorological Administration
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
bcc-csm1-1-m Beijing Climate Center, China Meteorological Administration
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
CanESM2 Canadian Centre for Climate Modelling and Analysis
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
CCSM4 National Center for Atmospheric Research, USA
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
CMCC-CM Centro Euro-Mediterraneo per i Cambiamenti Climatici, Italy
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
CMCC-CMS Centro Euro-Mediterraneo per i Cambiamenti Climatici, Italy
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
CNRM-CM5 Centre National de Recherches Météorologiques/Centre Européen de Recherche et Formation
Avancées en Calcul Scientifique, France
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
CSIRO-Mk3-6-0 Commonwealth Scientific and Industrial Research Organization/Queensland Climate Change
Centre of Excellence, Australia
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
FGOALS-s2 LASG, Institute of Atmospheric Physics, Chinese Academy of Sciences
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
GFDL-CM3 NOAA Geophysical Fluid Dynamics Laboratory, USA
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
GFDL-ESM2G NOAA Geophysical Fluid Dynamics Laboratory, USA
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
GFDL-ESM2M NOAA Geophysical Fluid Dynamics Laboratory, USA
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
HadGEM2-CC Met Office Hadley Centre, United Kingdom
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
HadGEM2-ES Met Office Hadley Centre, United Kingdom
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
inmcm4 Institute for Numerical Mathematics, Russia
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
IPSL-CM5A-LR Institut Pierre-Simon Laplace, France
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
IPSL-CM5A-MR Institut Pierre-Simon Laplace, France
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
IPSL-CM5B-LR Institut Pierre-Simon Laplace, France
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
MIROC-ESM Japan Agency for Marine-Earth Science and Technology, Atmosphere and Ocean Research Institute
(University of Tokyo)/National Institute for Environmental Studies
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
MIROC-ESM-CHEM Japan Agency for Marine-Earth Science and Technology, Atmosphere and Ocean Research Institute
(University of Tokyo)/National Institute for Environmental Studies
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
MIROC5 Japan Agency for Marine-Earth Science and Technology, Atmosphere and Ocean Research Institute
(University of Tokyo)/National Institute for Environmental Studies
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
MPI-ESM-LR Max Planck Institute for Meteorology, Germany
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
MPI-ESM-MR Max Planck Institute for Meteorology, Germany
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
MRI-CGCM3 Meteorological Research Institute, Japan
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
NorESM1-M Norwegian Climate Centre
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
noted that mean precipitation projections also exhibit a scenario dependence in the RCP ensemble
[23], and that the time dimension can be relevant for variables with large inertia (e.g. sea-level
rise [2]). Despite these caveats, the fact that the ESR approach appears to emulate well the
regional responses of extremes for different global temperature levels—almost independently
of the scenario pathway and time frame within the twenty-first century—makes it attractive
for investigating low-emissions scenarios based on existing simulations for higher-emissions
pathways.
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Table 2. Description of definition of pre-industrial, present-day, 1.5°C-climate and 2°C-climate conditions in ESR-CMIP5 and
HAPPI analyses.
ESR-CMIP5 (based on [5] and [8]) HAPPI [9]
pre-industrial conditions 1861–1880 1861–1880 (used for definition of global warming
references, no simulations)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
present-day conditions Tglob= 1°C in CMIP5 simulations
for twenty-first century
2006–2015 (observed SSTs, sea ice,
GHG and land use)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1.5°C-climate Tglob= 1.5°C in CMIP5 simulations
for twenty-first century
simulations driven with SST and sea ice conditions
consistent withTglob= 1.5°C in CMIP5 RCP2.6
simulations; land use from the RCP 2.6 scenario
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2°C-climate Tglob= 2°C in CMIP5 simulations
for twenty-first century
simulations driven with SST and sea ice conditions
consistent withTglob= 2°C in CMIP5 RCP2.6
and RCP4.5 simulations; land use from the RCP2.6
scenario
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Because of its ease of interpretation, and the fact that the analyses can be performed
based on already existing simulations, the ESR approach has been used in several publications
assessing changes in regional climate extremes at 1.5°C versus 2°C, and higher levels of global
warming [5,7].
In the present article, we use the CMIP5-based ESR analyses data processed in Wartenburger
et al. [8], based on slightly modified analyses compared to Seneviratne et al. [5] (see [8] for more
details and links to the data). The ESR-CMIP5 estimates are based on simulations from 26 Earth
system models (ESMs) with interactive ocean including up to 10 ensembles per model. Table 1
provides the list of analysed models. We compare these estimates to results from the HAPPI
experiment (see §2b). The analysed climate extreme indices are described in §2c.
(b) Assessing changes in regional climate extremes for different levels of global
temperature warming: the HAPPI experiment
The HAPPI protocol [9] consists of coupled land–atmosphere initial condition ensemble
simulations with prescribed sea surface temperatures (SSTs), sea-ice, greenhouse gas (GHG) and
aerosol concentrations, and solar and volcanic activity, which coincide with three forced climate
states. This includes a present-climate decade (2006–2015) that is simulated using observed
external forcings (such as observed SSTs, sea ice, GHG and land use), and two future-climate
decades (2091–2100) with the global mean temperature forced to 1.5°C or 2°C, using prescribed
SST conditions. The 1.5°C future-climate experiment uses the atmospheric concentrations of the
year 2095 taken directly from RCP2.6. RCP2.6 is used because coincidentally the multi-model
mean of CMIP5 models stabilizes at 1.5°C at the end of the century. For the SSTs and sea ice,
the CMIP5 multi-model mean SST/sea-ice anomaly between 2091–2100 and the present day is
added to the observed values which were used in the present-climate experiment. Incidentally,
this means that multi-model spread in SSTs at this warming level is not accounted for in the
HAPPI set-up. The 2°C future-climate experiment employs a similar experimental design, but
uses a weighted combination of RCP2.6 and RCP4.5 multi-model mean for the GHGs, SSTs and
sea ice, as there is no single RCP scenario that directly stabilizes at 2°C. As aerosols are not well
mixed, and should not be averaged between two RCP scenarios, these are kept the same for
both the 1.5°C and 2°C future-climate experiments (see [9] for details). Natural forcings (solar
and volcanic activity) correspond to the present-climate decade in all climate states. Land use
in future-climate decades is the same for both 1.5°C and 2°C and is taken from RCP2.6. Hence,
HAPPI implicitly assumes that both climate targets require the same changes in land use.
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Table 3. Mapping of model-specific land-cover classes to common land-cover classes (leftmost column) used in this paper.
Aggregation of multiple classes is denoted by plus (‘+’) signs.
mapped
land-cover
class GCAM (PNNL)
MESSAGE-
GLOBIOM
(IIASA) IMAGE (PBL) REMIND-MAgPIE (PIK)
cropland corn+ fibre crop
+ fodder grass
+ fodder herb
+miscellaneous crop
+ oil crop+ other grain
+ palm fruit+ rice
+ root tuber+ sugar crop
+wheat
arable land cropland 16 food/feed crop types (e.g.
temperate and tropical
cereals, maize, rice,
oilseeds, roots), both
rain-fed and irrigated
systems, and two
second-generation
bioenergy crop types
(grassy and woody)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
grassland grassland grassland pasture grassland
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
forest forest forest forest forest
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
other land and
urban
shrub+ snow+
sparse+ urban
other land other land+ urban other natural land (e.g.
non-forest natural
vegetation, abandoned
agricultural land,
deserts)+ built-up area
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
We note that the HAPPI results reflect changes with respect to present-day conditions and
do not include simulations for the pre-industrial time period, while the ESR-CMIP5 estimates
(§2a) can be derived for different periods, including pre-industrial conditions (see table 2 for an
overview). For this reason, the main comparisons between the ESR-CMIP5 and HAPPI estimates
are performed with respect to present-day conditions (see figures in §3). However, to also relate
some of the results to the 1.5°C and 2°C global warming targets (which are defined with respect
to pre-industrial and not present-day climate), we perform the following conversion. In analyses
investigating responses as a function of the overall global mean warming since the pre-industrial
period (see figure in §4), we further add the ESR-based differences of the indices between present-
day and pre-industrial warming levels, assuming a global mean temperature difference of 1°C, to
the HAPPI anomalies defined with respect to the present day.
The HAPPI estimates of changes in extremes for the considered climate conditions are
derived from simulations conducted with five models with ensembles in the range of 100–
500 members each, but we only consider 100 members per model here for consistency across
models. The considered extreme indices (§2c) were calculated for the first 100 ensemble
members (#1 to #100) of the following models: CanAM4, CAM4, ECHAM6-3-LR, MIROC5 and
NorESM1-happi. For each of the HAPPI models and the two experiments considered (1.5°C
relative to pre-industrial and 2°C relative to pre-industrial), we compute regionally averaged
differences of the indices (scenario period – reference period, consisting of 10 years of data per
ensemble member).
An advantage of the HAPPI simulations compared to ESR-CMIP5 analyses based on transient
climate simulations is that they assess climate conditions that are closer to climate equilibrium
for the different considered temperature levels. Indeed, in the HAPPI experiments, the SSTs and
sea ice are fixed and prescribed based on simulations reaching lower warming levels by the
end of the twenty-first century (nonetheless, because of the used set-up, these are obviously not
consistent with conditions at climate equilibrium after several millennia). On the other hand, the
HAPPI estimates rely on a smaller number of ESMs, and do not account for spread in oceanic
conditions. Given these various differences, it is important to assess if analyses based on the
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Figure 2. Regions considered in the analyses (from the IPCC SREX report [33]). (Online version in colour.)
HAPPI framework would result in different conclusions with respect to changes in regional
climate and extremes at 1.5°C versus 2°C global mean temperature levels when compared with
analyses based on the ESR approach applied to transient CMIP5 experiments.
(c) Analysed extreme indices
In the analyses, we use extreme indices processed using well-established definitions and
procedures [24,25]. We focus on four indices, namely the annual maximum daytime temperature
(TXx), the annual minimum night-time temperature (TNn), the annual maximum consecutive
5-day precipitation (Rx5day) and the consecutive dry days (CDD). TXx and TNn quantify
temperature extremes, Rx5day is a measure for long-lasting heavy precipitation and CDD is a
measure of dryness.
(d) Land-use changes in integrated assessment models
Changes in land use are an essential element of recently derived IAM scenarios [3,26], in particular
in preparation for the sixth phase of the CMIP experiment [17]. The considered changes in land
use are generally related to changes in agricultural area for food production, as well as to changes
related to climate mitigation through biofuel production or reforestation and afforestation. Many
deep mitigation scenarios rely strongly on the use of BECCS for negative emissions.
We analyse here changes in land use in simulations from state-of-the art IAMs for low-
emissions scenarios. The considered scenarios are derived for the RCP1.9 and RCP2.6 emissions
pathways. We further focus here on two major shared socio-economic pathway (SSP) narratives:
SSP1 (‘sustainability’) and SSP2 (‘middle of the road’) [27].
We consider four state-of-the-art IAMs: GCAM [28], MESSAGE-GLOBIOM [29], IMAGE [30]
and REMIND-MAgPIE [31]. The reader is referred to the respective publications for more
background on each model. Land-cover classes are nearly identical among these models and
only minor reassignments had to be applied to have joint classes for the comparisons (table 3).
For each of the IAMs, we show the instantaneous land-cover state (expressed as land-cover
fractions) for a particular (common) year in the future projections after remapping the model
output to a common regular 0.5° grid, or differences of these datasets between considered time
frames.
While land use was also implicitly included in the RCP set [3,32], the new set of IAM scenarios
explicitly separates the role of climate policy and other socio-economic drivers (SSPs), including
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Figure 3. Changes in regional extremes at 1.5°C of global warming estimated from the ESR approach based on CMIP5
simulations (‘CMIP5 (ESR)’) based on [5,8], and from the HAPPI simulations. The changes are computed with respect to
present-day climate (1°C of warming for ESR-CMIP5, respectively 2006–2015 in HAPPI). Displayed are box plots indicating
the median (middle horizontal line), interquartile range (25th and 75th percentile) indicated with lower (25th percentile)
and upper (75th percentile) hinges of the box, and whiskers extending to the lowest (highest) value that is within 1.5 times
the interquartile range of the upper (lower) hinge (for figures including outliers, see electronic supplementary material).
Analyses are provided for changes in maximum daytime temperature (TXx), minimum night-time temperature (TNn), annual
maximum consecutive 5-day precipitation (Rx5day) and consecutive dry days (CDD), and for six regions (figure 2) as defined
in the IPCC SREX report [33]: AMZ (Amazon), CEU (Central Europe), CNA (Central North America), EAS (Eastern Asia), MED
(Mediterranean) and NEU (Northern Europe). Blue background shading indicates when there is no significant different in
the median or the shape between the ESR-CMIP5 and HAPPI estimates (based on Wilcoxon rank-sum test). (Online version
in colour.)
quantifications of five different socio-economic futures that can be paired with multiple radiative
forcing targets. Such a framework enables a more comprehensive view on how land use may
evolve and the associated impacts. Moreover, each scenario was quantified by multiple IAMs,
unlike the RCPs. As a result, we can examine the uncertainties surrounding the land-use patterns
of different combination of SSPs and radiative forcing targets.
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Figure 4. Same as figure 3 but for changes at 2°C of global warming. (Online version in colour.)
3. Changes in regional climate extremes at 1.5°C and 2°C of global warming:
comparison of ESR- and HAPPI-based estimates
In the following, we provide comparisons of changes in regional climate extremes at 1.5°C
and 2°C of global warming compared to pre-industrial levels based on the ESR and HAPPI
approaches. For the comparison, we focus on six regions (figure 2) which have been shown to
display substantial changes between 1.5°C and 2°C of global warming for the considered extremes
[5,8], based on domains from the IPCC Special Report on Extremes (IPCC SREX) [33, ch. 3]:
the Amazon region (AMZ), Central Europe (CEU), Central North America (CNA), Eastern Asia
(EAS), the Mediterranean region (MED) and Northern Europe (NEU). Figures 3 and 4 display
changes in four different extreme indices, TXx, TNn, Rx5day and CDD (see §2b and [24,25]), for
the two considered methods at 1.5°C and 2°C of global warming, respectively.
Despite large differences in the procedures underlying the ESR-CMIP5 estimates and HAPPI
simulations, analyses reveal that the results based on these two approaches are overall
surprisingly consistent (figures 3 and 4; see electronic supplementary material for results for other
regions). A comparison of the median and shape of the distributions by means of a Wilcoxon
rank-sum test shows that, in the majority of comparisons (for different indices and regions),
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Figure5. Changes in regional extremes compared topre-industrial (1861–1880) levels estimated fromtheESRapproachapplied
to the CMIP5 ensemble basedonhistorical (grey shading) andRCP8.5 simulations derived from [8], including respective analyses
from HAPPI simulations (orange shading), which are superimposed for 1.5°C and 2.0°C of global warming (blue and red box
plots). Analyses are provided for changes in maximum daytime temperature (TXx), minimum night-time temperature (TNn),
annual maximum consecutive 5-day precipitation (Rx5day) and consecutive dry days (CDD), and for six regions (figure 2) as
defined in chapter 3 of the IPCC SREX [33]: AMZ (Amazon), CEU (Central Europe), CNA (Central North America), EAS (Eastern
Asia),MED (Mediterranean) andNEU (Northern Europe). The upper and lower hinges of the box plots represent thefirst and third
quartile. The whiskers (coloured in blue or red) extend to the highest (lowest) value that is within 1.5 times the interquartile
range of the upper (lower) hinge. The central line of each box plot indicates the median value. The dashed inclined grey line on
the TXx and TNn plots indicates the 1 : 1 line of equivalent changes in regional temperature extremes and global temperature.
The vertical lines indicate changes at 1°C of global warming (dotted line, corresponding to present-day climate), and 1.5°C and
2°C of global warming (dashed lines).
the distributions from the ESR approach are not significantly different from the ones of the
HAPPI simulations—although there are a few exceptions. This conclusion is also confirmed when
displaying the full ESR relationships with superimposed results from the HAPPI simulations
(figure 5).
The results are overall not qualitatively different when considering other SREX regions
(see electronic supplementary material). Nonetheless, some indices in a few regions display
substantial differences (e.g. Rx5day in EAS and CAM, TNn in WAS, TXx in ALA). In addition,
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Figure 6. ESR-CMIP5-based assessment of differences of changes in regional climate extremes between 1.5°C and 2°C of global
warming: significant increases are shown in red, significant decreases are shown in blue and non-significant changes are shown
in grey. See figure 2 for regions’ acronyms. (Adapted from [8].)
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Figure 7. HAPPI-based assessment of differences of changes in regional climate extremes between 1.5°C and 2°C of global
warming: significant increases are shown in red, significant decreases are shown in blue and non-significant changes are shown
in grey. See figure 2 for regions’ acronyms.
there seems to be a slight tendency for the ESR-CMIP5 estimates to display a broader spread
(interquartile range) than the HAPPI estimates. This may reflect the fact that the ESR-CMIP5
estimates are based on a larger number of ESMs (§§2a and 2b), and also that the HAPPI set-up
does not take into account uncertainty of climate changes in the oceans, since it prescribes a
uniform change in SSTs compared to the considered present-day decade.
Hence, we can conclude from these analyses that changes in temperature and water cycle
extremes based on the ESR-CMIP5 approach for the considered indices should be generally robust
compared to analyses using time slice experiments with forced SSTs consistent with the given
investigated levels of global warming, although there are a few exceptions.
4. Identifying regions with substantial changes in temperature andwater cycle
extremes at 1.5°C versus 2°C of global warming
One important question related to the evaluation of changes at 1.5°C of global warming is the
extent to which some impacts could be avoided at this level of warming compared to conditions
at 2°C of global warming. Hence, it is relevant to assess whether there are significant differences
in the occurrence of climate extremes at these two warming levels [6,8].
Figures 6 and 7 provide analyses similar to those performed in Wartenburger et al. [8]
displaying whether regional changes in climate extremes at 1.5°C versus 2°C of global warming
are significantly different. These analyses are provided for the four climate extreme indices
considered in figures 3–5, i.e. TXx, TNn, Rx5day and CDD. As highlighted in Wartenburger
et al. [8] based on ESR-CMIP5 analyses, differences are generally found to be significant for
temperature extremes (for TXx and TNn, in all regions). This is also the case for the results
of the HAPPI simulations (figure 7), and also consistent with recent analyses of health-related
 on June 12, 2018http://rsta.royalsocietypublishing.org/Downloaded from 
13
rsta.royalsocietypublishing.org
Phil.Trans.R.Soc.A376:20160450
........................................................
heat extremes [34]. Results are more inconsistent for water cycle extremes, as also previously
highlighted [8]. However, it is interesting to note that the analyses based on the HAPPI
simulations seem to show more frequently significant changes between the two warming levels,
also for the water cycle extremes. This could be due to the fact that the larger number of ensemble
members per model allows for more robust statistics. On the other hand, it is also possible that
the HAPPI-based ensemble underestimates inter-model uncertainty due to the smaller number of
considered climate models (five) compared to those used in the ESR-CMIP5 estimates (26) and the
prescribed SST conditions (see also previous section). This could be in particular the case for the
estimates of changes in CDD, which are in part inconsistent (also in terms of sign) between the
ESR-CMIP5 and HAPPI estimates (figures 6 and 7), since drought projections are known to be
strongly model-dependent and to display large decadal variability [35].
Overall, these analyses show that significant differences in regional extremes are found
between a global warming of 1.5°C versus 2°C, especially for temperature extremes, but also for
water cycle extremes in several regions.
5. Biogeophysical impacts of land–climate interactions and land use in low-
emissions scenarios
IAM scenarios integrate land-use changes in relation to changes in crop production, CO2
exchanges and energy production. However, IAMs generally consider neither the impacts
of warmer climates on crop production, nor the biogeophysical impacts of these land-use
modifications, which are related to changes in albedo, water exchanges and momentum fluxes
[36,37]. (Isolated studies consider some of these effects (e.g. [38]), but these are not integrated in
scenarios feeding into the upcoming sixth assessment report of the IPCC.)
Despite their lack of consideration in the development of standard socio-economic pathways,
biogeophysical effects of land use and land processes on climate are substantial, in particular at
regional scale. We highlight hereafter recent evidence showing the role of regional land–climate
feedbacks and land forcing in low-emissions scenarios, which could mean that two scenarios
identified as leading to the same greenhouse gas-related forcing in 2100 could still result in very
different regional climate impacts.
Soil moisture–climate interactions are an important driver of regional changes in climate
[12,13]. This is related to the impact of soil moisture on turbulent flux partitioning in transitional
climate regions [11,12,39]. In these regions, which are located at the transition between dry and
wet climates (e.g. mid-latitude regions, but also some regions in the tropics [12,40]), soil moisture
variability directly affects evapotranspiration, and thus also the latent and sensible heat fluxes.
As a consequence, time periods with high soil moisture limitation, e.g. related to seasonal or
occasional drought occurrence, display a high increase in air temperature. This mechanism has
been shown to play an important role for the occurrence of hot extremes in both present and
future climate [11,12], and was also identified in observational analyses [40–42].
Recently, Vogel et al. [14] have analysed the role of soil moisture–temperature feedbacks for
the relationship of temperature extremes with changes in global mean temperature derived using
the ESR approach. Thereby, they used simulations from the CMIP5 – Global Land–Atmosphere
Coupling Experiment (GLACE-CMIP5) [13,43]. Figure 8 shows adapted analyses from that study
for the global land and three example SREX regions (AMZ, CEU, CNA; see figure 2). It displays
ESR relationships for changes in the annual maximum daytime temperature (TXx) as a function
of changes in global mean temperature derived from two sets of multi-model simulations:
control (CTL) simulations, which correspond to the standard CMIP5 simulations, and modified
experiments with prescribed twentieth-century soil moisture (SM20c).
These analyses reveal some intriguing findings. In many mid-latitude regions found to display
a particularly large warming of hot extremes [5], the amplified warming disappears when
assessing simulations without soil moisture modifications (figure 8). This suggests that much
of the amplified warming of hot extremes in transitional climate regions is due to soil moisture
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Figure 8. Land TXx/regional TXx anomalies versus global mean temperature anomalies based on analyses from the GLACE-
CMIP5 [13] experiment for the global land and three IPCC SREX [33] regions (see text for more details and figure 2 for definition
of regions). The solid lines are the multi-model means of control (CTL, red) and prescribed twentieth-century soil moisture
(SM20c, blue) simulationswith shadings representing their ranges ofminimumandmaximumvalues. The identity line indicates
identical TXx anomaly and Tglob anomaly increase (black dashed). Anomalies are calculated as 20-year runningmeans from 1971
to 2100 relative to the base period of 1951–1970, and added to an offset for themean global warming in 1951–1970 compared to
the pre-industrial (1861–1880) reference (same offset on x and y axes). (Adapted from [14].)
feedbacks, and that, if these effects are removed, warming in these regions would be closer to the
global mean temperature warming.
This has important implications for climate projections and IAM scenarios. First, it implies
that processes that affect the global transient climate response (TCRglob), i.e. the change in
global mean temperature, are different from those affecting the regional response of extremes
(TCRreg). Second, for low-emissions scenarios, the effects of soil moisture feedbacks can have
larger implications for regional changes in temperature extremes than a change in the global
mean temperature of ca 0.5°C. This means that the minimization of regional impacts requires the
consideration of regional feedbacks from land processes, in particular related to water availability.
This is particularly critical, since the regions displaying strong soil moisture–temperature
feedbacks include many densely populated regions in North America, Europe and Asia [5,12,13].
As a further illustration of the key role of biogeophysical land–atmosphere interactions
for low-emissions scenarios, we also consider recent results from Hirsch et al. [15] (figure 9),
which assessed the impact of conceptual land-use scenarios in global climate model projections
(computed with the Community Earth System Model (CESM) version 1.2 [44]). The experiments
include seven configurations consisting of a control (CTL) with no land-use modifications, four
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Figure 9. Regional temperature scaling with CO2 concentration (ppm) over 1850 to 2099 in NCAR CESM simulations including
various land-use-based modifications for two different SREX regions: (a) CEU, (b) CNA. Solid lines correspond to the regional
average annual maximum daytime temperature (TXx) anomaly, and dashed heavy lines correspond to the global mean
temperature anomaly, where all temperature anomalies are relative to 1850–1870 and units are in °C. The black line in both
panels denotes the three-member control ensemblemeanwith the grey-shaded regions corresponding to the ensemble range.
The coloured lines correspond to the three-member ensemble means of experiments modifying crop albedo by 0.02 (ALB02,
cyan), 0.04 (ALB04, purple), 0.08 (ALB08, orange) or 0.1 (ALB10, red), integrating irrigation in crop areas (IRRIG, blue), and
combining both irrigation and changes in albedo by 0.1 (IRRALB, green). The light dashed grey lines indicate conditions at global
warming levels of 1.5°C and 2°C, respectively. (Adapted from [15].)
experiments with different levels of crop albedo enhancement, +0.02, +0.04, +0.08 and +0.10
(denoted as ALB02, ALB04, ALB08 and ALB10, respectively), one experiment with irrigation
enabled (IRRIG), and finally one experiment with both crop albedo enhancement of +0.10
and irrigation enabled (IRRALB) to evaluate the level of complementarity between the two
modifications. The crop albedo modifications are only applied when the leaf area index is non-
zero, and only to the canopy albedo and not the soil albedo. Such increases in cropland albedo
could be induced by the (possibly combined) application of conservation agriculture (no-till
farming), the implementation of more light-reflective crops and other land-use management
practices, whereby an increase of 0.1 represents an upper bound [15,45–47]. The irrigation is
applied to the entire crop fraction but only when crops are the dominant vegetation cover within
the given grid cell and when the conditions for triggering irrigation (i.e. growing season and water
stress) are met. The experiments remain highly idealized because the respective modifications are
applied globally to the whole crop area. Nonetheless, they assess a potential upper bound for the
impact resulting from land-use modifications in a state-of-the-art ESM.
The results displayed in figure 9 reveal again a very high impact of the land-based conditions
on temperature extremes (TXx) in two regions with particularly strong warming of hot extremes
(figure 5), Central Europe (CEU) and Central North America (CNA). Consistent with the results
from Vogel et al. [14] which suggest that much of the amplified warming of hot extremes is due to
soil moisture feedbacks (figure 6), the CESM simulations including irrigation (and thus reduced
soil moisture limitation) over all of the cropland area display a much reduced warming (blue line).
We note that changes in albedo are also found to have some non-negligible effect on hot extremes,
in particular for albedo increases of 0.1, consistent with other analyses [45,47]. Nonetheless, their
effect appears smaller than that of irrigation in the considered (idealized) experiment.
An important feature also highlighted in Hirsch et al. [15] is the fact that the total effect of
irrigation or albedo on the regional temperatures is found to be almost independent of the level
of global warming (close to constant offset from the line for the CTL experiment; figure 9). This
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Figure 10. Role of global-scale versus regional-scalemitigation. Schematics based on the ESR-CMIP5 relationship of TXx versus
change in globalmean temperature in theMediterranean region (from [5], see also figure 1), with zoom on changes up to 2°C of
globalwarming. Reduced regional impacts can be achieved both through a decrease in the globalmean temperature (light blue
arrow, ‘global-scale mitigation’), as well as through a reduction in the regional sensitivity of temperature extremes to global
temperature changes (violet arrow, ‘regional-scale mitigation’).
means that, in relative terms, the changes in land-based conditions play a much more important
role for low-emissions rather than high-emissions scenarios. For this reason, considering such
feedbacks in the development of ambitious mitigation scenarios is essential.
We note that current ESMs generally do not integrate irrigation in projections, while the land-
use changes simulated by IAMs imply large increases in cropland area (see §6), and therefore also
of irrigation. Hence, especially the role of irrigation and its possible feedbacks to regional climate
is likely to be particularly important. In addition, the required water amounts implied by some
of the cropland expansions could exceed sustainability limits and would need to be carefully
evaluated [48].
The important role of regional processes in mitigation is further illustrated in the schematic
displayed in figure 10, showing, for example, that changes in hot temperature extremes in the
Mediterranean region can be decreased not only through a mitigation of the global temperature
warming (light blue arrow), but also through a decrease of the regional sensitivity of extremes to
global warming (‘regional-scale mitigation’, violet arrow).
6. Land-use changes in IAM simulations
Hereafter, we briefly assess the range of changes in land use simulated in current state-of-the-art
IAMs (see §2c for details and reference publications for the considered models). The considered
IAMs include GCAM, MESSAGE-GLOBIOM, IMAGE and REMIND-MAgPIE.
Figures 11 and 12 display the differences in land-cover fractions between 2100 and 2010 from
the four considered IAMs (see §2d) for 1.5°C of global warming and the SSP1 and SSP2 scenarios.
Scenarios for 2°C of global warming show similar differences in patterns, though generally with
less substantial land-use changes (LUCs; not shown). Summary statistics are also given in table 4.
Dominant features of LUCs in the four IAMs can be identified, as well as substantial variations
between IAMs. Overall, all IAMs display substantial decreases in grassland area, which is
replaced by cropland and/or forest cover (and in some cases also other land uses). The IAMs
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Figure 11. Difference of land-cover fractions between 2100 and 2010 from the GCAM, IMAGE, MESSAGE-GLOBIOM and REMIND-
MAgPIE IAMs grouped by land-cover type for 1.5°C of global warming and SSP1 scenario. Grid cells are masked if the land-cover
fraction is less than or equal to 1%. The values are displayed as differences in fractional areas (unitless).
differ substantially in how they allocate the forest and cropland areas, with some cropland areas
being replaced by forest or vice versa. These differences also depend strongly on the considered
SSP scenario, with SSP1 favouring increases in forest cover, and SSP2 increases in cropland.
It is important to consider the LUC patterns of the IAMs individually, since there are
substantial differences between IAMs (see also table 4). While all IAMs display some decreases
in grassland area, these are much less pronounced for the IMAGE SSP2 scenario, and in part
also the REMIND-MAgPIE scenarios. The changes in forest area are very different in the four
considered IAMs, with some widespread increases in GCAM and MESSAGE-GLOBIOM, but no
changes in REMIND-MAgPIE, and both smaller increases (SSP1) and some decreases (SSP2) in
IMAGE. The regional patterns of changes in cropland are also extremely different in the IAMs.
For instance, GCAM simulates large increases in cropland extent in North America, including
in the dry western part of the USA, while the other three models do not display any increase in
cropland in the latter region.
To further interpret this spread in the IAM land-use maps, we also consider the actual 2100
maps of land-cover fractions for the single IAMs in the electronic supplementary material (figures
S15–S18). The maximum range in land fraction and the respective IAM models that present the
highest or lowest fraction for a given land class in each location for the considered SSP and global
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Figure 12. Difference of land-cover fractions between 2100 and 2010 from the GCAM, IMAGE, MESSAGE-GLOBIOM and REMIND-
MAgPIE IAMs grouped by land-cover type for 1.5°C of global warming and SSP2 scenario. Grid cells are masked if the land-cover
fraction is less than or equal to 1%. The values are displayed as differences in fractional areas (unitless).
warming scenarios by 2100 are also displayed (electronic supplementary material, figures S19–
S21). Some further systematic differences are found. For instance, the IMAGE model tends to
include more forest cover in high latitudes, independently of the considered scenario. GLOBIOM
on the other hand includes very little grassland.
Overall, the analyses show that each model has distinctive characteristics with respect to
land-use allocation and that the inter-IAM spread is substantial, both with respect to static
maps, as well as with respect to changes over the course of the twenty-first century. Some of
these differences reflect the fact that global land allocation for and the distribution of dedicated
bioenergy plantations (with or without combination with carbon capture and storage (CCS)) in
IAMs for a fixed level of carbon sequestration by 2050 or 2100 highly depends on assumptions
being made on socio-economic, climate and environmental policy as well as technological
developments [49]. Thereby, less or more land might be needed in IAMs to fulfil a certain climate
target. In addition, differences in observational data used as input to the models also probably
play a role [50].
These differences in IAMs for resulting LUCs corresponding to the same SSP and climate
scenarios reveal an additional dimension of uncertainty that has not been considered in multi-
model projections so far. Indeed, biogeophysical processes associated with the respective land
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Table 4. Percentages of land-cover coverage in IAM scenarios, for 2010 and 2100 (at 1.5°Cwarming) and SSP1 and SSP2 scenarios
([sum of land-cover fraction]/[sum of all land grid cells]).
mapped land-cover class GCAM (PNNL) MESSAGE-GLOBIOM (IIASA) IMAGE (PBL) REMIND-MAgPIE (PIK)
cropland 2010, SSP1: 9.8 2010, SSP1: 10.7 2010, SSP1: 10.4 2010, SSP1: 9.8
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2010, SSP2: 9.8 2010, SSP2: 10.7 2010, SSP2: 10.4 2010, SSP2: 9.9
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2100, SSP1: 9.6 2100, SSP1: 13.0 2100, SSP1: 11.7 2100, SSP1: 8.9
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2100, SSP2: 14.5 2100, SSP2: 13.6 2100, SSP2: 13.5 2100, SSP2: 13.4
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
grassland 2010, SSP1: 34.3 2010, SSP1: 10.6 2010, SSP1: 19.7 2010, SSP1: 19.9
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2010, SSP2: 34.3 2010, SSP2: 10.6 2010, SSP2: 19.7 2010, SSP2: 19.9
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2100, SSP1: 28.5 2100, SSP1: 4.1 2100, SSP1: 14.7 2100, SSP1: 15.9
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2100, SSP2: 26.8 2100, SSP2: 4.4 2100, SSP2: 19.2 2100, SSP2: 15.1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
forest 2010, SSP1: 32.3 2010, SSP1: 22.6 2010, SSP1: 35.4 2010, SSP1: 31.0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2010, SSP2: 32.3 2010, SSP2: 22.6 2010, SSP2: 35.3 2010, SSP2: 31.0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2100, SSP1: 38.8 2100, SSP1: 26.2 2100, SSP1: 39.7 2100, SSP1: 31.2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2100, SSP2: 35.7 2100, SSP2: 26.0 2100, SSP2: 34.5 2100, SSP2: 30.5
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
other land and urban 2010, SSP1: 17.9 2010, SSP1: 51.5 2010, SSP1: 29.0 2010, SSP1: 32.3
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2010, SSP2: 17.9 2010, SSP2: 51.5 2010, SSP2: 29.0 2010, SSP2: 32.2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2100, SSP1: 17.2 2100, SSP1: 52.1 2100, SSP1: 28.3 2100, SSP1: 36.9
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2100, SSP2: 16.8 2100, SSP2: 51.3 2100, SSP2: 27.3 2100, SSP2: 34.0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
uses may lead to very different regional climate conditions if forest cover is, for instance, included
instead of crops or grassland (e.g. [16,51–53]), if cropland is expanded in regions requiring
irrigation [48,54], or if albedo changes are associated with given changes in land use [47]. In
addition, a recent ESM multi-model study using the IMAGE low-emissions scenarios suggests
that, even for the same IAM, the consideration of the land-use spread associated with different
SSP scenarios may have a higher impact on climate than a difference of 0.5°C of global warming
for some models and regions [16]. This finding would need to be evaluated with scenarios from
other IAMs, given the large differences identified in figures 11 and 12.
Current ESMs display a substantial spread in responses to biogeophysical impacts from land
use [16,37], as well as some systematic biases [55]. Hence the magnitude and direction of LUCs
under low-emissions scenarios, as well as the resulting responses in ESMs, remain a large source
of uncertainty, which could substantially affect the identification of desirable mitigation and
adaptation pathways. Some aspects of this question will also be addressed in an upcoming CMIP6
experiment, the ‘Land Use Model Intercomparison Project’ (LUMIP) [56].
7. Conclusion
In this article, we have assessed changes in temperature and water cycle extremes at 1.5°C versus
2°C of global warming, including a perspective on the impacts of land processes and land-use
changes on these projections.
New analyses comparing ESR-derived estimates of changes in extremes at 1.5°C and 2°C of
global warming with output from simulations of the HAPPI multi-model experiment reveal that
the two approaches yield similar overall results. This suggests that the transient response of
regional climate extremes to global warming anomalies is fairly consistent with that of responses
at semi-equilibrium, when the sea surface temperatures (and sea ice extent) are fixed to conditions
associated with these respective warming levels in projections for the end of the twenty-first
century.
 on June 12, 2018http://rsta.royalsocietypublishing.org/Downloaded from 
20
rsta.royalsocietypublishing.org
Phil.Trans.R.Soc.A376:20160450
........................................................
We further highlight that the regional amplification of hot extremes identified in many
land regions with transitional conditions between dry and wet climates [5] can be related to
soil moisture feedbacks [14]. As a consequence, any regional biogeophysical modifications of
land processes, e.g. through land-use changes affecting land-cover type or land management—
and thereby albedo or moisture fluxes—are found to strongly affect these regional changes in
climate extremes, especially for low-emissions scenarios [15,16,47]. This result is critical for the
development of future climate projections and IAM scenarios, since biogeophysical feedbacks of
simulated changes in land use are not considered in the development of IAM models and could
modify the identified optimal mitigation pathways, in particular for low-emissions scenarios.
The identified strong effect of land-based forcing on regional extremes may also question the
finding that the ESR estimates of the sensitivity of changes in regional extremes to changes in
global warming appears mostly independent of the considered emissions scenario in CMIP5
experiments [5,8]. Indeed, the lack of sensitivity of the regional ESR to the considered emissions
scenarios for projections of temperature and precipitation extremes may reflect an intrinsic
property of the climate system [20,57], but it may also reflect a lack of diversity in the regional
details of the considered emissions scenarios within CMIP5. It is likely that more diverse
projections which would consider the full (global and regional) spread of possible land-use
scenarios resulting from IAMs and include biogeophysical effects of these land-use conditions
would lead to a larger spread of ESR responses between the considered scenarios. A particularly
important aspect is the potential role of irrigation, which is not integrated in present-day
ESMs but could strongly affect temperature means and extremes in both present and future
climate [15,54].
In conclusion, we find that the somewhat ad hoc ESR procedures developed to assess changes
in climate at 1.5°C versus 2°C and higher levels of warming are fairly robust when compared with
actual simulations prescribing ocean temperature forcing consistent with these warming levels.
This is a helpful result in view of the upcoming IPCC SR15 report, which was developed under
a high time constraint and for which dedicated model experiments were mostly non-existent at
the time of writing. However, we also highlight that the role of biogeophysical land-based forcing
for regional changes in climate extremes and impacts is not accounted for in the development of
reference IAM-based scenarios to date, nor in the majority of modelling experiments assessing
changes in climate at 1.5°C versus higher levels of warming. Future investigations will be needed
to better quantify the impact of changes in land use for regional projections in low-emissions
scenarios and the extent to which they affect derived sustainable development pathways.
Data accessibility. The data underlying figures 3–7 can be obtained from S.I.S. (sonia.seneviratne@ethz.ch) and
R.W. (richard.wartenburger@env.ethz.ch). The IAM land-use maps underlying figures 11 and 12 can be
obtained from the GCAM (katherine.calvin@pnnl.gov), IMAGE (IMAGE-info@pbl.nl), MESSAGE-GLOBIOM
(havlikpt@iiasa.ac.at, krisztin@iiasa.ac.at) and REMIND-MAgPIE (popp@pik-potsdam.de) modelling teams.
Electronic supplementary material is available online at rs.figshare.com.
Competing interests. We declare we have no competing interests.
Funding. S.I.S., R.W., B.P.G., A.L.H. and M.M.V. acknowledge support from the European Research Council
(ERC) ‘DROUGHT-HEAT’ project funded by the European Community’s Seventh Framework Programme
(grant agreement FP7-IDEAS-ERC-617518). J.S. and N.S. are supported by the Research Council of Norway
funded projects no. 261821 (HappiEVA) and no. 244551 (CiXPAG). C.F.S. has received support from the
German Federal Ministry of Education and Research (01LS1613A).
Acknowledgements. S.I.S. acknowledges Edouard Davin for useful discussions.
References
1. UNFCCC. 2015 Adoption of the Paris Agreement. See http://unfccc.int/resource/docs/
2015/cop21/eng/l09r01.pdf.
2. IPCC. 2013 Climate change 2013: The physical science basis. Working Group I Contribution to the
Fifth Assessment Report of the Intergovernmental Panel on Climate Change (eds TF Stocker et al.).
Cambridge, UK: Cambridge University Press.
 on June 12, 2018http://rsta.royalsocietypublishing.org/Downloaded from 
21
rsta.royalsocietypublishing.org
Phil.Trans.R.Soc.A376:20160450
........................................................
3. van Vuuren DP et al. 2011 RCP2.6: exploring the possibility to keep global mean temperature
increase below 2°C. Clim. Change 109, 95–116. (doi:10.1007/s10584-011-0152-3)
4. Taylor KE, Stouffer RJ, Meehl GA. 2012 An overview of CMIP5 and the experiment design.
Bull. Am. Meteorol. Soc. 93, 485–498. (doi:10.1175/BAMS-D-11-00094.1)
5. Seneviratne SI, Donat MG, Pitman AJ, Knutti R, Wilby RL. 2016 Allowable CO2 emissions
based on regional and impact-related climate targets. Nature 529, 477–483. (doi:10.1038/
nature16542)
6. Schleussner CF et al. 2016 Differential climate impacts for policy-relevant limits to global
warming: the case of 1.5°C and 2°C. Earth Syst. Dyn. 7, 327–351. (doi:10.5194/esd-7-327-2016)
7. James R, Washington R, Schleussner C-F, Rogelj J, Conway D. 2017 Characterizing half-a-
degree difference: a review of methods for identifying regional climate responses to global
warming targets. WIREs Clim. Change 8, e457. (doi:10.1002/wcc.457)
8. Wartenburger R, Hirschi M, Donat MG, Greve P, Pitman AJ, Seneviratne SI. 2017 Changes in
regional climate extremes as a function of global mean temperature: an interactive plotting
framework. Geosci. Model Dev. 10, 3609–3634. (doi:10.5194/gmd-10-3609-2017)
9. Mitchell D et al. 2017 Half a degree Additional warming, Prognosis and Projected
Impacts (HAPPI): background and experimental design. Geosci. Model Dev. 10, 571–583.
(doi:10.5194/gmd-10-571-2017)
10. Orlowsky B, Seneviratne SI. 2012 Global changes in extreme events: regional and seasonal
dimension. Clim. Change 110, 669–696. (doi:10.1007/s10584-011-0122-9)
11. Seneviratne SI, Lüthi D, Litschi M, Schär C. 2006 Land–atmosphere coupling and climate
change in Europe. Nature 443, 205–209. (doi:10.1038/nature05095)
12. Seneviratne SI, Corti T, Davin EL, Hirschi M, Jaeger EB, Lehner I, Orlowsky B, Teuling AJ.
2010 Investigating soil moisture–climate interactions in a changing climate: a review. Earth
Sci. Rev. 99, 125–161. (doi:10.1016/j.earscirev.2010.02.004)
13. Seneviratne SI et al. 2013 Impact of soil moisture–climate feedbacks on CMIP5 projections: first
results from the GLACE-CMIP5 experiment. Geophys. Res. Lett. 40, 5212–5217. (doi:10.1002/
grl.50956)
14. Vogel MM, Orth R, Cheruy F, Hagemann S, Lorenz R, Hurk BJJM, Seneviratne SI. 2017
Regional amplification of projected changes in extreme temperatures strongly controlled
by soil moisture–temperature feedbacks. Geophys. Res. Lett. 44, 1511–1519. (doi:10.1002/
2016GL071235)
15. Hirsch AL, Wilhelm M, Davin EL, Thiery W, Seneviratne SI. 2017 Can climate-effective land
management reduce regional warming? J. Geophys. Res. Atmos. 122, 2269–2288. (doi:10.1002/
2016JD026125)
16. Hirsch AL et al. In press. Biogeophysical impacts of land use change on climate
extremes in low emissions scenarios: results from HAPPI-land. Earth’s Future. (doi:10.1002/
2017EF000744)
17. Popp A et al. 2017 Land-use futures in the shared socio-economic pathways. Glob. Environ.
Change 42, 331–345. (doi:10.1016/j.gloenvcha.2016.10.002)
18. Huntingford C, Cox P. 2000 An analogue model to derive additional climate change scenarios
from existing GCM simulations. Clim. Dyn. 16, 575–586. (doi:10.1007/s003820000067)
19. Mitchell TD. 2003 Pattern scaling: an examination of the accuracy of the technique for
describing future climates. Clim. Change 60, 217–242. (doi:10.1023/A:1026035305597)
20. Fischer EM, Sedlácˇek J, Hawkins E, Knutti R. 2014 Models agree on forced response
pattern of precipitation and temperature extremes. Geophys. Res. Lett. 41, 8554–8562.
(doi:10.1002/2014GL062018)
21. Wang Z, Lin L, Zhang X, Zhang H, Liu L, Xu Y. 2017 Scenario dependence of future
changes in climate extremes under 1.5°C and 2°C global warming. Sci. Rep. 7, 46432.
(doi:10.1038/srep46432)
22. Samset BH, Sand M, Smith CJ, Bauer SE, Forster PM, Fuglestvedt JS, Osprey S, Schleussner
C-F. 2018 Climate impacts from a removal of anthropogenic aerosol emissions. Geophys. Res.
Lett. 45, 1020–1029. (doi:10.1002/2017GL076079)
23. Pendergrass AG, Lehner F, Sanderson BM, Xu Y. 2015 Does extreme precipitation
intensity depend on the emissions scenario? Geophys. Res. Lett. 42, 8767–8774. (doi:10.1002/
2015GL065854)
24. Zhang X et al. 2011 Indices for monitoring changes in extremes based on daily temperature
and precipitation data. WIREs Clim. Change 2, 851–870. (doi:10.1002/wcc.147)
 on June 12, 2018http://rsta.royalsocietypublishing.org/Downloaded from 
22
rsta.royalsocietypublishing.org
Phil.Trans.R.Soc.A376:20160450
........................................................
25. Sillmann J, Kharin VV, Zhang X, Zwiers FW, Bronaugh D. 2013 Climate extremes indices in
the CMIP5 multimodel ensemble: Part 1. Model evaluation in the present climate. J. Geophys.
Res. 118, 1716–1733. (doi:10.1002/jgrd.50203)
26. Clarke L et al. 2014 Assessing transformation pathways. In Climate change 2014: Mitigation
of climate change. Working Group III Contribution to the Fifth Assessment Report of the
Intergovernmental Panel on Climate Change (eds O Edenhofer et al.), pp. 413–510. Cambridge,
UK: Cambridge University Press.
27. Riahi K et al. 2017 The Shared Socioeconomic Pathways and their energy, land use, and
greenhouse gas emissions implications: an overview. Glob. Environ. Change 42, 153–168.
(doi:10.1016/j.gloenvcha.2016.05.009)
28. Calvin K et al. 2017 The SSP4: a world of deepening inequality. Glob. Environ. Change 42, 284–
296. (doi:10.1016/j.gloenvcha.2016.06.010)
29. Fricko O et al. 2017 The marker quantification of the Shared Socioeconomic Pathway
2: a middle-of-the-road scenario for the 21st century. Glob. Environ. Change 42, 153–168.
(doi:10.1016/j.gloenvcha.2016.06.004)
30. van Vuuren DP et al. 2017 Energy, land-use and greenhouse gas emissions trajectories
under a green growth paradigm. Glob. Environ. Change 42, 237–250. (doi:10.1016/j.gloenvcha.
2016.05.008)
31. Kriegler E et al. 2017 Fossil-fueled development (SSP5): an energy and resource intensive
scenario for the 21st century. Glob. Environ. Change 42, 297–315. (doi:10.1016/j.gloenvcha.
2016.05.015)
32. van Vuuren DP et al. 2011 The representative concentration pathways: an overview. Clim.
Change 109, 5–31. (doi:10.1007/s10584-011-0148-z)
33. Seneviratne SI et al. 2012 Changes in climate extremes and their impacts on the natural
physical environment. In Managing the risks of extreme events and disasters to advance climate
change adaptation (eds CB Field et al.), pp. 109–230. A Special Report of Working Groups I and
II of the Intergovernmental Panel on Climate Change (IPCC). Cambridge, UK: Cambridge
University Press.
34. Mitchell D et al. Submitted. Extreme heat-related mortality under targeted Paris Agreement
scenarios. Nat. Clim. Change.
35. Orlowsky B, Seneviratne SI. 2013 Elusive drought: uncertainty in observed trends and
short- and long-term CMIP5 projections. Hydrol. Earth Syst. Sci. 17, 1765–1781. (doi:10.5194/
hess-17-1765-2013)
36. Bonan GB. 2008 Forests and climate change: forcings, feedbacks, and the climate benefits of
forests. Science 320, 1444–1449. (doi:10.1126/science.1155121)
37. Pitman AJ et al. 2009 Uncertainties in climate responses to past land cover change: first
results from the LUCID intercomparison study. Geophys. Res. Lett. 36, L14814. (doi:10.1029/
2009GL039076)
38. Jones AD, Calvin KV, Collins WD, Edmonds J. 2015 Accounting for radiative forcing
from albedo change in future land-use scenarios. Clim. Change 131, 691–703. (doi:10.1007/
s10584-015-1411-5)
39. Koster RD et al. 2004 Regions of strong coupling between soil moisture and precipitation.
Science 305, 1138–1140. (doi:10.1126/science.1100217)
40. Mueller B, Seneviratne SI. 2012 Hot days induced by precipitation deficits at the global scale.
Proc. Natl Acad. Sci. USA 109, 12 398–12 403. (doi:10.1073/pnas.1204330109)
41. Hirschi M et al. 2011 Observational evidence for soil-moisture impact on hot extremes in
southeastern Europe. Nat. Geosci. 4, 17–21. (doi:10.1038/ngeo1032)
42. Miralles DG et al. 2014 Mega-heatwave temperatures due to combined soil desiccation and
atmospheric heat accumulation. Nat. Geosci. 7, 345–349. (doi:10.1038/ngeo2141)
43. Lorenz R et al. 2016 Influence of land–atmosphere feedbacks on temperature and
precipitation extremes in the GLACE-CMIP5 ensemble. J. Geophys. Res. Atmos. 121, 607–623.
(doi:10.1002/2015JD024053)
44. Hurrell JW et al. 2013 The Community Earth System Model: a framework for collaborative
research. Bull. Am. Meteorol. Soc. 94, 1339–1360. (doi:10.1175/BAMS-D-12-00121.1)
45. Davin EL, Seneviratne SI, Ciais P, Olioso A, Wang T. 2014 Preferential cooling of hot extremes
from cropland albedo management. Proc. Natl Acad. Sci. USA 111, 9757–9761. (doi:10.1073/
pnas.1317323111)
 on June 12, 2018http://rsta.royalsocietypublishing.org/Downloaded from 
23
rsta.royalsocietypublishing.org
Phil.Trans.R.Soc.A376:20160450
........................................................
46. Wilhelm M, Davin EL, Seneviratne SI. 2015 Climate engineering of vegetated land for hot
extremes mitigation: an Earth system model sensitivity study. J. Geophys. Res. Atmos. 120,
2612–2623. (doi:10.1002/2014JD022293)
47. Seneviratne SI et al. 2018 Land radiative management as contributor to regional-scale climate
adaptation and mitigation. Nat. Geosci. 11, 88–96. (doi:10.1038/s41561-017-0057-5)
48. Boysen LR, Lucht W, Gerten D, Heck V, Lenton TM, Schellnhuber HJ. 2017 The limits
to global-warming mitigation by terrestrial carbon removal. Earth’s Future 5, 463–474.
(doi:10.1002/2016EF000469)
49. Krause A et al. 2017 Global consequences of afforestation and bioenergy cultivation on
ecosystem service indicators. Biogeosciences 14, 4829–4850. (doi:10.5194/bg-14-4829-2017)
50. Prestele R et al. 2016 Hotspots of uncertainty in land-use and land-cover change projections: a
global-scale model comparison. Glob. Change Biol. 22, 3967–3983. (doi:10.1111/gcb.13337)
51. Teuling AJ et al. 2010 Contrasting response of European forest and grassland energy exchange
to heatwaves. Nat. Geosci. 3, 722–727. (doi:10.1038/ngeo950)
52. Bright RM, Davin EL, O’Halloran T, Pongratz J, Zhao K, Cescatti A. 2017 Local temperature
response to land cover and management change driven by non-radiative processes. Nat. Clim.
Change 7, 296–302. (doi:10.1038/NCLIMATE3250)
53. Alkama R, Cescatti A. 2016 Biophysical climate impacts of recent changes in global forest
cover. Science 351, 600–604. (doi:10.1126/science.aac8083)
54. Thiery W, Davin EL, Lawrence DM, Hirsch AL, Hauser M, Seneviratne SI. 2017 Present-
day irrigation mitigates heat extremes. J. Geophys. Res. Atmos. 122, 1403–1422. (doi:10.1002/
2016JD025740)
55. Lejeune Q, Seneviratne SI, Davin EL. 2017 Historical land-cover change impacts on climate:
comparative assessment of LUCID and CMIP5 multimodel experiments. J. Climate 30,
1439–1459. (doi:10.1175/JCLI-D-16-0213.1)
56. Lawrence DM et al. 2016 The Land Use Model Intercomparison Project (LUMIP)
contribution to CMIP6: rationale and experimental design. Geosci. Model Dev. 9, 2973–2998.
(doi:10.5194/gmd-9-2973-2016)
57. Held I. 2014 Simplicity amid complexity. Science 343, 1206–1207. (doi:10.1126/science.
1248447)
 on June 12, 2018http://rsta.royalsocietypublishing.org/Downloaded from 
