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SALLY MODULES AND REDUCTION NUMBERS OF IDEALS
L. GHEZZI, S. GOTO, J. HONG, AND W. V. VASCONCELOS
Abstract. We study the relationship between the reduction number of a primary
ideal of a local ring relative to one of its minimal reductions and the multiplicity of
the corresponding Sally module. This paper is focused on three goals: (i) To develop a
change of rings technique for the Sally module of an ideal to allow extension of results
from Cohen-Macaulay rings to more general rings. (ii) To use the fiber of the Sally
modules of almost complete intersection ideals to connect its structure to the Cohen-
Macaulayness of the special fiber ring. (iii) To extend some of the results of (i) to
two-dimensional Buchsbaum rings. Along the way we provide an explicit realization of
the S2-fication of arbitrary Buchsbaum rings.
1. Introduction
Let (R,m) be a Noetherian local ring of dimension d ≥ 1. We say that R is almost
Cohen-Macaulay, or briefly, aCM if depth R ≥ d − 1. Numerous classes of such rings
occur among Rees algebras of ideals of Cohen-Macaulay rings (several classical papers of
Sally, Valla and others; see the surveys [21], [22]). They also arise in the normalization of
integral domains of low dimension and among rings of invariants. Obviously information
about the aCM condition rests in the cohomology of the algebra which often is not fully
available. As a corrective we look for chunks of those data that may be available in the
reduction number of the ideal, Hilbert coefficients, structure of the Sally module and in
the relationships among these invariants.
The simplest to describe of these notions is that of reductions of ideals, but we will
only make use of a special case. If I is an m-primary ideal, a minimal reduction is an
ideal Q = (a1, . . . , ad) ⊂ I such that I
n+1 = QIn for some integer n ≥ 0. The smallest
such integer is denoted rQ(I) and called the reduction number of I relative to Q. We
set r(I) = inf{rQ(I) | Q is a minimal reduction of I}. A set of questions revolve around
the relationship between the Hilbert coefficients of I and its reduction number. In turn,
the mentioned coefficients are those extracted from the Hilbert function of I, that is
Date: November 5, 2018.
AMS 2010 Mathematics Subject Classification. Primary 13H10; Secondary 13A30, 13H15, 13D40.
Key Words and Phrases: Buchsbaum ring, Cohen-Macaulay ring, Hilbert function, reduction num-
ber of ideal, Rees algebra, Sally module of ideal, S2-fication.
The first author was partially supported by the Fellowship Leave from the New York City College of
Technology-CUNY (Fall 2014 - Spring 2015) and by a grant from the City University of New York
PSC-CUNY Research Award Program-45.
1
2 L. GHEZZI, S. GOTO, J. HONG, AND W. V. VASCONCELOS
of the associated graded ring grI(R) =
⊕
n≥0 I
n/In+1, more precisely from some of the
coefficients of its Hilbert polynomial
λ(In/In+1) = e0(I)
(
n + d− 1
d− 1
)
− e1(I)
(
n+ d− 2
d− 2
)
+ lower terms, n≫ 0.
An instance of the relationships between these invariants of I is the following. If R is
Cohen-Macaulay we have ([27, Theorem 2.45])
r(I) ≤
d · e0(I)
o(I)
− 2d+ 1,
where e0(I) is the multiplicity of I and o(I) its order ideal, that is the smallest positive
integer n such that I ⊂ mn. A non-Cohen–Macaulay version of the similar character
is given in [8, Theorem 3.3] with e0(I) replaced by λ(R/Q) for any reduction Q of I.
Since λ(R/Q) = e0(I) + χ1(Q) ≤ hdegI(R), by Serre’s Theorem ([2, Theorem 4.7.10])
and [9, Theorem 7.2] respectively, the reduction number r(I) can be bounded in terms
of I alone. It is worth asking whether a sharper bound holds with replacing λ(R/Q) by
e0(I)− e1(Q) (see [10, Theorem 4.2]).
A distinct kind of bound was introduced by M. E. Rossi [20].
Theorem 1.1. ([20, Corollary 1.5]) If (R,m) is a Cohen-Macaulay local ring of dimen-
sion at most 2, then for any m-primary ideal I with a minimal reduction Q,
rQ(I) ≤ e1(I)− e0(I) + λ(R/I) + 1.
We refer to the right hand side as the Rossi index of I. The presence of the offsetting
terms at times leads to smaller bounds. Before we explain how such bounds arise, it is
worthwhile to point out that it has been observed in numerous cases in higher dimension.
For instance, if the Rossi index is equal to 2 then equality holds in all dimensions ([11,
Theorem 3.1]). Another case is that of all the ideals of k[x, y, z] of codimension 3
generated by 5 quadrics ([16, Theorem 2.1 and Proposition 2.4]).
We will prove some specialized higher dimension versions of this inequality and also
propose a version of it for non-Cohen-Macaulay rings. These will require a natural ex-
planation for these sums as the multiplicities of certain modules that occur in the theory
of Rees algebras. At the center of our discussion is the Sally module ([25, Definition
2.1])
SQ(I) =
⊕
n≥1
In+1/IQn
of I relative to Q. Its properties depend heavily on the value of rQ(I) and of its mul-
tiplicity, which in the Cohen-Macaulay case is given by e1(I) − e0(I) + λ(R/I) ([25,
Corollary 3.3]).
In Theorem 2.1 we give a quick presentation of some of the main properties of SQ(I).
Making use of a theorem of Serre ([2, Theorem 4.7.10]), we provide proofs that extend
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the assertions in [25] from the Cohen-Macaulay case to general rings with some provisos.
Its use requires the knowledge of the dimension of SQ(I) (which is readily accessible if
R is Cohen-Macaulay), for which we appeal to the assertion of Theorem 2.1(3), that
if dimSQ(I) = d, then sQ(I) ≤
∑r−1
n=1 λ(I
n+1/QIn), where r = rQ(I) and sQ(I) is an
appropriate multiplicity of SQ(I). Furthermore, SQ(I) is Cohen–Macaulay if and only
if equality holds. This is a direct extension of [17, Theorem 3.1] (see also [18, Theorem
4.7]) if R is Cohen–Macaulay. In these cases the Rossi index of I is sQ(I) + 1 and
rQ(I) ≤ sQ(I) + 1.
We want to take as our starting point the value of sQ(I). We first give a change of
rings result (Theorem 2.6) to detect when dimSQ(I) < d whenever we have a finite
integral extension of R into a Cohen-Macaulay ring S. It will be used in Section 4 when
we prove a version of Theorem 1.1 for Buchsbaum rings (Theorem 4.3).
Section 3 deals exclusively with almost complete intersections and derives reduction
number bounds from the behavior of one component of the fiber of SQ(I). For instance,
if (R,m) is a Noetherian local ring, I is an m–primary ideal and Q is one of its minimal
reductions, then if λ(In/QIn−1) = 1 for some integer n > 0, we have that r(I) ≤
nν(m)− 1 (Proposition 3.1).
One of our main results (Theorem 3.7) gives a description of the properties of the
special fiber ring, including a formula for its multiplicity f0(I).
Theorem 3.7 Let (R,m) be a Cohen-Macaulay local ring of dimension d ≥ 1 with
infinite residue field and let I be an m-primary ideal which is an almost complete inter-
section. If for some minimal reduction Q of I, λ(I2/QI) = 1, then
(1) The special fiber ring F(I) is Cohen-Macaulay.
(2) f0(I) = r(I) + 1 = e1(I)− e0(I) + λ(R/I) + 2.
This is the case if R is Gorenstein and λ(I/Q) = 2.
An issue is whether there are extensions of these formulas for more general classes
of ideals of Cohen-Macaulay rings, or even non-Cohen-Macaulay rings of dimension 2.
With regard to the second question, in Section 4 we consider extensions of Theorem 1.1
to Buchsbaum rings. We begin by proving that any Buchsbaum local ring R admits a
S2-fication f : R → S. A surprising fact is the intrinsic construction of S, independent
of the existence of a canonical module for R (Theorem 4.2). We make use of this
morphism to derive in Theorem 4.3, a bound for the reduction numbers of the ideals
of R, in dimension two, in terms of the multiplicity of the Sally module SQ(I) and the
Buchsbaum invariant of R.
2. Sally modules and Rossi index
Let (R,m) be a Noetherian local ring of dimension d ≥ 1, I an m–primary ideal and
Q a minimal reduction of I. Let r = rQ(I) be the reduction number of I relative to
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Q. Let us recall the construction of the Sally module associated to these data and show
how some of its properties, originally stated for Cohen–Macaulay rings, hold in greater
generality. We denote the Rees algebras of Q and I by R[QT] and R[IT] respectively
and consider the exact sequence of finitely generated R[QT]-modules
0→ IR[QT] −→ IR[IT] −→ SQ(I)→ 0.
Then S = SQ(I) =
⊕
n≥1 I
n+1/IQn is the Sally module of I relative to Q([25, Definition
2.1]). Note that
S/(QT)S =
r−1⊕
n=1
In+1/QIn
is a finitely generated R–module. We refer to the component In+1/QIn as the degree
n fiber of SQ(I). Note that for 1 ≤ n ≤ r − 1 these components do not vanish. If
dimSQ(I) = d, and Q = (a1, . . . , ad), then the elements {a1T, . . . , adT} give a system of
parameters for SQ(I). We denote by sQ(I) = e0((QT), S) the corresponding multiplicity.
Its value is independent of Q if R is Cohen-Macaulay. Let us summarize some results
of [2], [12], [17], [25] into the following, which we often need in this paper.
Theorem 2.1. Let (R,m) be a Noetherian local ring of dimension d > 0. Let I be an
m-primary ideal and Q a minimal reduction of I with reduction number r = rQ(I).
(1) The Sally module SQ(I) of I relative to Q is a finitely generated module over
R[QT] of dimension at most d.
(2) If R is Cohen-Macaulay, then SQ(I) is either 0 or has dimension d. In the latter
case mR[QT] is its only associated prime and its multiplicity (or rank) is
sQ(I) = e1(I)− e0(I) + λ(R/I).
(3) If dimSQ(I) = d, then
(a) sQ(I) ≤
∑r−1
n=1 λ(I
n+1/QIn).
(b) The equality in (a) holds if and only if SQ(I) is Cohen-Macaulay, in which
case rQ(I) ≤ sQ(I) + 1.
(c) IfR is Cohen-Macaulay, the equality in (a) holds if and only if depth grI(R) ≥
d− 1.
Proof. Let S = SQ(I). Since m
lS = 0 for some integer l > 0 ([12, Lemma 2.1]),
dimR[QT](S) ≤ d. The assertion (2) is proved in [25, Proposition 2.2, Corollary 3.3].
Now suppose that dimSQ(I) = d. Then by Serre’s theorem ([2, Theorem 4.7.10]),
λ(S/(QT)S) = χ0(QT, S) + χ1(QT, S) = sQ(I) + χ1(QT, S),
and since χ1(QT, S) ≥ 0, the equality in (a) holds if and only if QT yields a regular
sequence on S. This proves the assertions (3)(a) and (3)(b). Assertion (3)(c) follows
from [17, Theorem 3.1]. 
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Remark 2.2. (see [6, Lemma 3.8]) We make several observations about the Sally fiber
S/(QT)S. A crude estimation for the length of the fiber of S is λ(S/(QT)S) ≥ r − 1.
Refinements require information about the lengths of the modules In+1/QIn. Let us
consider a very extreme case. Suppose that In+1/QIn is cyclic for some n ≥ 1. Write
In+1/QIn ≃ R/Ln, where Ln is an ideal of R. We claim that I
n+2/QIn+1 ≃ R/Ln+1,
Ln ⊂ Ln+1. For notational simplicity we pick n = 1 but the argument applies to all
cases. We have I2 = (ab) + QI, a, b ∈ I. We claim that I3 = (a2b) + QI2. If c, d, e ∈ I
we have cd ∈ (ab) + QI, and thus cde ∈ (abe) +QI2 ⊂ a(be) +QI2 ⊂ (a2b) + QI2. We
also have L1(a
2b) = aL1(ab) ⊂ QI
2. This gives the following exact value for the length
of the fiber of S: If λ(I2/QI) = 1, then λ(S/(QT)S) = r − 1.
We recall from the literature several properties of ideals I such that λ(I2/QI) = 1.
Proposition 2.3. Let (R,m) be a Cohen-Macaulay local ring of dimension d > 0. Let
I be an m-primary ideal and Q a minimal reduction of I such that λ(I2/QI) = 1. Then
the following hold:
(1) depth grI(R) ≥ d− 1.
(2) depth R[IT] ≥ d.
(3) SQ(I) is Cohen-Macaulay of dimension d.
(4) rQ(I) is independent of the choice of a minimal reduction Q.
(5) r(I) = e1(I)− e0(I) + λ(R/I) + 1 > 1.
(6) r(I) + 1 is a bound on the degrees of the defining equations of grI(R).
Proof. Assertion (1) is proved in [6, Corollary 3.11]. Assertions (1) and (2) are equivalent
over a Cohen-Macaulay ring of dimension d. Assertion (3) follows from (2). Assertion
(4) is proved in [24, Theorem 1.2(i)]. Assertion (5) follows from (4), Theorem 2.1 and
Remark 2.2. Assertion (6) is proved in [24, Theorem 1.2(ii)]. 
The following construction leads to other classes of almost Cohen–Macaulay algebras.
Let (R,m) be a Noetherian local ring of dimension d and depth r. Let Q be an ideal
generated by system of parameters that forms a proper sequence. Let us now explore
the depth of the Rees algebra of Q. For that we make use of the approximation complex
Z(Q)(see [14] for details):
0→ Zd ⊗R B[−d]→ · · · → Zd−r+1 ⊗R B[−d+ r − 1]→ · · · → Z1 ⊗R B[−1]→ B→ 0,
where B = R[T1, . . . , Td] and the module Zi is the i-cycles of the Koszul complex K(Q).
To determine the depth of the coefficient modules of Z(Q), consider the Koszul com-
plex K(Q):
0→ Kd −→ Kd−1 −→ · · · −→ Kd−r −→ · · · −→ K1 −→ K0 → 0.
The sub complex up to Kd−r is acyclic since depth R = r. Thus for i ≥ d − r + 1, the
module Zi of i-cycles has a minimal free resolution
0→ Kd −→ Kd−1 −→ · · · −→ Ki+1 −→ Zi → 0,
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in particular proj dim Zi = d − 1 − i. By the Auslander-Buchsbaum equality, we have
depth Zi = r− d+ 1+ i. Thus depth H0(Z) ≥ r+ 1. In particular, if I is generated by
a d–sequence depth R[QT] = r + 1.
Proposition 2.4. Let (R,m) be a Noetherian local ring of dimension d and depth d−1,
I an m-primary ideal and Q one of its minimal reductions. Denote by ϕ the matrix of
syzygies of Q. Suppose that Q is generated by a d-sequence and that the Sally module
SQ(I) is Cohen–Macaulay. If the first Fitting ideal I1(ϕ) of Q is contained in I then
depth grI(R) ≥ d− 1.
Proof. We start with the exact sequence defining SQ(I)
0→ IR[QT] −→ IR[IT] −→ SQ(I)→ 0.
From the theory of the approximation complex (see [14]), we have depth grQ(R) = d−1,
while the calculation above shows that depth R[QT] = d. Since I1(ϕ) ⊂ I, we have that
R/I ⊗R grQ(R) = R/I[T1, . . . ,Td]. Consider the exact sequence
0→ IR[QT] −→ R[QT] −→ R/I[T1, . . . ,Td]→ 0.
It yields depth IR[QT ] ≥ d. Since SQ(I) is Cohen–Macaulay, we have depth IR[IT] ≥
d. Now we make use of the tautological exact sequence
0→ ITR[IT] −→ R[IT] −→ R→ 0
to get depth R[IT] ≥ d − 1. Finally from ITR[IT] ≃ IR[IT][−1] and the exact
sequence
0→ IR[IT] −→ R[IT] −→ grI(R)→ 0
we get depth grI(R) ≥ d− 1. 
Corollary 2.5. Let (R,m) be a Buchsbaum local ring of dimension d and depth d− 1.
Let I be an m–primary ideal and Q one of its minimal reductions. Denote by ϕ the
matrix of syzygies of Q. Suppose that the Sally module SQ(I) is Cohen–Macaulay. If
I1(ϕ) ⊂ I, then r(I) + 1 is a bound on the degrees of the defining equations of grI(R).
Proof. The assertion follows from Proposition 2.4 and [24, Theorem 1.2(ii)]. 
Change of rings for Sally modules. Let (R,m) be a Noetherian local ring of dimension
d ≥ 1 and let ϕ : R → S be a finite homomorphism. Suppose S is a Cohen–Macaulay
ring. Let I be an m-primary R-ideal with a minimal reduction Q. For each maximal
ideal M of S the ideal ISM is MSM-primary and QSM is a minimal reduction of ISM.
We define the Sally module of IS relative to QS in the same manner,
SQS(IS) =
⊕
n≥1
In+1S/IQnS.
Note that SQS(IS) is a finitely generated graded grQ(R)-module. Its localization at M
gives SQSM(ISM).
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Consider the natural mapping fϕ : S⊗RSQ(I)→ SQS(IS), which is a graded surjection.
Let ν = νR(S) denote the minimal number of generators of S as a R–module. Combining
fϕ with a presentation R
ν → S → 0 gives rise to a homogeneous surjection of graded
modules
[SQ(I)]
ν → SQS(IS).
The following takes information from this construction into Theorem 2.1. It is going to
be a factor in our estimation of several reduction number calculations.
Theorem 2.6. [Change of Rings Theorem] Let R, S, I, Q be as above. Then
(1) If dimSQ(I) < d, then SQS(IS) = 0.
(2) If sQS(IS) 6= 0, then dimSQ(I) = d.
(3) sQS(IS) ≤ νR(S) · sQ(I).
Proof. All the assertions follow from the surjection [SQ(I)]
ν → SQS(IS), where ν =
νR(S), and the vanishing property of Sally modules over Cohen-Macaulay rings (Theo-
rem 2.1(2)). 
Remark 2.7. It would be good to prove that the condition 2.6(2) is actually an equiv-
alence.
To allow a discussion of some results in Section 3, we give several observations on a
technique to construct Rees algebras which are almost Cohen-Macaulay–that is depth
grI(R) ≥ d− 1.
We assume (R,m) is a Gorenstein local ring and take a parameter ideal Q. Let I be
an almost complete intersection, Q ⊂ I. We look only at cases when λ(I/Q) is small.
Recall that if λ(I/Q) = 1, then I2 = QI. Let us consider Northcott ideals (see [27,
Theorem 1.113]). Let Q = (a, b) be an m–primary ideal of R = k[x, y]. Suppose that
Q ⊂ mn+1, n ≥ 2, and let L = (x, yn). Then I = Q : L = (a, b, c) is a proper ideal of R.
Recall how c arises: write
a = a1x+ a2y
n
b = b1x+ b2y
n,
for some a1, a2, b1, b2 in R. Then we have c = a1b2 − a2b1. Note that Q : c = (x, y
n).
Thus λ(I/Q) = λ(R/(x, yn)) = n.
For these ideals Q, we further have:
Proposition 2.8. The ideal Q : (x, yn) is integral over Q.
Proof. To control the integrality of direct links one can make use of [4, Theorem 2.3],
[28, Theorem 3.1], or [29, Theorem 7.4]:
(Q : mn)2 = Q(Q : mn),
in particular Q : mn is integral over Q. Since mn ⊂ (x, yn), Q : (x, yn) ⊂ Q : mn. Thus
Q : (x, yn) is also integral over Q. 
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In this study, it is important to find the lengths of the modules In+1/QIn. One case
that is important for us is given by:
Proposition 2.9. ([15, Proposition 3.12]) Let R be a Gorenstein local ring, let Q be an
ideal generated by a system of parameters and I = (Q, a). Then
λ(I2/QI) = λ(I/Q)− λ(R/I1(ϕ)),
where ϕ is the matrix of syzygies of I.
Example 2.10. Let us consider some examples. In the case of the Northcott ideals
above we have
ϕ =

 −b1 −b2a1 a2
−yn x

 ,
I1(ϕ) = (x, y
n, a1, a2, b1, b2) = (x, y
m), where 1 ≤ m ≤ n. Appropriate choices for a2 or
b2 give rise to all values for m in the range. For example, let Q = (x
4 + y5, x2y2 + xy3),
L = (x, y3) and I = Q : L. Then λ(I/Q) = 3 and I1(ϕ) = (x, y
2). Hence by Proposition
2.9, λ(I2/QI) = 1. In fact, the reduction number rQ(I) = 2. More generally, choosing
m = n− 1 above gives λ(I2/QI) = 1, by Proposition 2.9. Moreover, if (a1, a2, b1, b2) ⊂
(x, y)n, then I2 = QI by Proposition 2.9.
3. Almost complete intersections
This section makes use of the behavior of the components of Sally modules of almost
complete intersections in order to derive uniform bounds for reduction numbers. We
begin with the following result.
Proposition 3.1. Let (R,m) be a Noetherian local ring of dimension d with infinite
residue field, I an m-primary almost complete intersection ideal with a minimal reduction
Q. If for some integer n, λ(In/QIn−1) = 1, then r(I) ≤ nν(m)− 1.
Proof. Since Q is a minimal reduction of I, it is generated by a subset of the minimal
set of generators of I, that is I = (Q, a). The expected number of generators of In is(
d+n
n
)
. A lesser value for ν(In) would imply by [7, Theorem 1] that In = JIn−1 for some
minimal reduction J of I, and therefore r(I) ≤ n− 1.
Suppose that ν(In) =
(
d+n
n
)
. Since λ(In/QIn−1) = 1, mIn ⊂ QIn−1. Moreover, we have
mQIn−1 ⊂ mIn ⊂ QIn−1 ⊂ In.
Note that
λ(mIn/mQIn−1) = λ(In/mQIn−1)−λ(In/mIn) = λ(In/QIn−1)+ν(QIn−1)−ν(In) = 0.
It follows that mIn = mQIn−1. From the Cayley-Hamilton theorem we have (In)s =
(QIn−1)(In)s−1, where s = ν(m). In particular Ins = QIns−1, as desired. 
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Next we give examples of ideals with λ(In/QIn−1) = 1 for some integer n.
Example 3.2. Let R = k[x, y], where k is an infinite field, Q = (x5 + y6, xy5 + y7) and
consider the ideals Q : L, where L = (xn, y) for some positive integer n.
(1) If I = Q : (x2, y), then I2 = QI.
(2) If I = Q : (x3, y), then λ(I2/QI) = 1, r(I) = 2.
(3) If I = Q : (x4, y), then λ(I2/QI) = 3, λ(I3/QI2) = 2, λ(I4/QI3) = 1, r(I) = 5.
(4) I = Q : (x5, y) = (x5 − xy4, y6 + xy4) is a complete intersection. Notice that I is
not integral over Q (see Proposition 2.8).
Corollary 3.3. (R,m) be a Gorenstein local ring of dimension d with infinite residue
field, I an m-primary ideal with a minimal reduction Q. If λ(I/Q) = 2, then r(I) ≤
2ν(m)− 1.
Proof. According to Proposition 2.9, since λ(I/Q) = 2, we have that λ(I2/QI) = 1. 
Corollary 3.4. Let (R,m) be a Cohen-Macaulay local ring of dimension d with infinite
residue field, I an m-primary almost complete intersection ideal with a minimal reduction
Q. If λ(I2/QI) = 1, then mIn = mIQn−1 for n ≥ 2. In particular mSQ(I) = 0.
Proof. Recall that r(I) > 1 by Proposition 2.3 (5). Then from the proof of Proposition
3.1, we have that mI2 = mQI. If n > 2 it follows that
mIn = mI2In−2 = mQIn−1 = · · · = mQn−1I,
as desired. 
Following [5] we study relationships between r(I) and the multiplicity f0(I) of the
special fiber F(I) = R[IT]⊗R/m of the Rees algebra of I.
Proposition 3.5. Let (R,m) be a Cohen–Macaulay local ring of dimension d ≥ 1,
and let I be an m-primary ideal that is an almost complete intersection. Let Q be a
minimal reduction of I and let SQ(I) denote the Sally module of I relative to Q. Setting
A = F(Q), there is an exact sequence
A⊕A[−1]
ϕ
−→ F(I) −→ SQ(I)[−1]⊗R/m→ 0.(1)
Proof. Let I = (Q, a). Consider the exact sequence introduced in [5, Proof of 2.1]
R[QT]⊕R[QT][−1]
ϕ
−→ R[IT] −→ SQ(I)[−1] → 0,
where ϕ is the map defined by ϕ(f, g) = f + agT. Tensoring this sequence with R/m
yields the desired sequence and the induced map ϕ. 
Corollary 3.6. In the set up of Proposition 3.5, suppose that R has infinite residue
field and that λ(I2/QI) = 1. Then
(1) e1(I)− e0(I) + λ(R/I) + 1 ≤ f0(I) ≤ e1(I)− e0(I) + λ(R/I) + 2 = r(I) + 1.
(2) F(I) is Cohen-Macaulay if and only if f0(I) = e1(I)− e0(I) + λ(R/I) + 2.
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Proof. First we notice that mSQ(I) = 0 by Corollary 3.4, so that SQ(I)⊗R/m ≃ SQ(I).
Then e1(I)−e0(I)+λ(R/I)+1 ≤ f0(I) follows because A must embed in F(I), and the
cokernel of this embedding has multiplicity greater than or equal to the multiplicity of
SQ(I), which is e1(I)−e0(I)+λ(R/I). The inequality f0(I) ≤ e1(I)−e0(I)+λ(R/I)+2
follows by reading multiplicities in the exact sequence (1), as in [5, Proof of 2.1]. The
last equality follows from Proposition 2.3 (5).
Now assume that F(I) is Cohen-Macaulay. Since I is an almost complete intersection,
we have that F(I) is a finite extension of A with a presentation A[z]/L, where L has
codimension one. Since A[z] is factorial and L is unmixed, it follows that L is principal.
Write L = (h(z)). Note that h(z) must be monic and its degree is f0(I) = r(I)+1. Now
the conclusion follows from part (1).
Conversely, the equality f0(I) = e1(I)− e0(I)+λ(R/I)+2 implies that ϕ is injective.
Since SQ(I) is Cohen-Macaulay by Proposition 2.3 (3), we have that F(I) is Cohen-
Macaulay. 
We are now ready for one of our main results.
Theorem 3.7. Let (R,m) be a Cohen-Macaulay local ring of dimension d ≥ 1 with
infinite residue field and let I be an m-primary ideal which is an almost complete inter-
section. If for some minimal reduction Q of I, λ(I2/QI) = 1, then the special fiber ring
F(I) is Cohen-Macaulay. In particular r(I) = e1(I)− e0(I) + λ(R/I) + 1 = f0(I)− 1.
Proof. The Cohen-Macaulayness of F(I) follows once we show that the map ϕ in se-
quence (1) is injective. To prove that ϕ is an embedding we must show that its image
C has multiplicity 2. Since
C = R/m⊕
(⊕
n≥1
(IQn−1 +mIn)/mIn
)
,
we have that the cokernel D of the embedding A →֒ C is
D =
⊕
n≥1
(IQn−1 +mIn)/(Qn +mIn).
We examine its Hilbert function, λ((IQn−1 + mIn)/(Qn + mIn)) for n >> 0. Since
mIn = mQn−1I by Corollary 3.4, we have
λ((IQn−1 +mIn)/(Qn +mIn)) = λ(Qn−1/(Qn +mIn))− λ(Qn−1/(IQn−1 +mIn))
= λ((Qn−1/Qn)⊗R/(Q+mI))− λ((Qn−1/Qn)⊗R/I)
= λ(I/(Q+mI))
(
n+ d− 2
d− 1
)
,
which shows thatD has dimension d and multiplicity λ(I/(Q+mI)) = 1. This concludes
the proof. The last assertion follows from Corollary 3.6. 
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4. Buchsbaum rings
The formula of Theorem 1.1, sQ(I) + 1 = e1(I)− e0(I) + λ(R/I) + 1 ≥ rQ(I), suggests
several questions: Does it hold in higher dimensions? If R is not Cohen-Macaulay but
still dimR = 2, what is a possible bound? We aim at exploring bounds of the form
sQ(I) + 1 + Cohen-Macaulay deficiency of R ≥ rQ(I).
We are going to study this issue for Buchsbaum rings, where the natural CM deficiency
is I(R), the Buchsbaum invariant of R ([23, Chapter 1, Theorem 1.12]). We recall that
I(R) =
∑d−1
i=0
(
d−1
i
)
λ(Him(R)), or I(R) =
∑d
i=1(−1)
iei(Q) ([23, Chapter 1, Propositions
2.6, 2.7]).
S2-fication of generalized Cohen-Macaulay rings. If R is a Noetherian ring with total
ring of fractions K, the smallest finite extension ϕ : R → S ⊂ K with the S2 property
is called the S2-fication of R ([27, Definition 6.20]). We refer to either ϕ or S as the
S2-ficaton of R. Let R be a generalized Cohen-Macaulay local ring of dimension d ≥ 2
and positive depth. Suppose that R has a canonical module ωR. Then the natural
morphism
ϕ : R→ S = HomR(ωR, ωR)
is a S2-fication of R ([1, Theorem 3.2]). Note that ker(ϕ) = H
0
m(R) ([1, 1.11], [23,
Chapter 1, Lemma 2.2]). Let us describe some elementary properties of S.
Proposition 4.1. Let (R,m) be a generalized Cohen–Macaulay local ring of dimension
at least 2 and of positive depth. Suppose that R has a canonical module ωR and let
S = HomR(ωR, ωR).
(1) If a = ann(H1m(R)), then aS = a.
(2) S is a semi-local ring.
(3) λ(S/mS) = 1 + ν(H1m(R)) ≤ 1 + λ(H
1
m(R)).
Proof. Consider the exact sequence:
0 −→ R
ϕ
−→ S −→ D −→ 0.
Note that D ≃ H1m(R) is a module of finite length. From aS ⊂ R we have aS · S ⊂ R,
so that aS ⊂ a. On the other hand, by Nakayama’s Lemma mS is contained in the
Jacobson radical of S. Therefore, S is semi-local. The remaining assertion is clear. 
Now we give an explicit description of the S2–fication of these rings.
Theorem 4.2. Let (R,m) be a generalized Cohen–Macaulay local ring of dimension at
least 2 and positive depth. Let a = ann(H1m(R)). Then HomR(a, a) is a S2-fication of
R. Moreover, if R is a Buchsbaum ring, then HomR(m,m) is a S2-fication of R.
Proof. We denote HomR(a, a) by E. Then there is a natural morphism ϕ : R →֒ E,
which is an isomorphism at each localization at p 6= m. We must show that E satisfies
(S2). It suffices to show that grade(m) relative to E is at least 2.
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To see that, we pass to the completion R̂ of R and show that grade(m̂) relative to Ê
is at least 2. Since R̂ has a canonical module ω, let S = Hom
R̂
(ω, ω) be the S2–fication
of R̂. Now we identify S to a subring of the total ring of fractions of R̂. By flatness,
ann(S/R̂) = â and by Proposition 4.1, we have âS = â. Thus
S ⊂ â : â = Hom
R̂
(â, â) = Ê ⊂ HomS(â, â) = S,
the last equality because â is an ideal of grade at least two of the ring S. 
The Rossi index for Buchsbaum rings. The next result is an extension of Theorem 1.1 to
Buchsbaum rings. We denote by sQ(I) the multiplicity of the Sally module of I relative
to Q.
Theorem 4.3. Let (R,m) be a two-dimensional Buchsbaum local ring of positive depth.
Let S be the S2-fication of R. Let I be an m-primary ideal with a minimal reduction Q.
(1) If I = IS, then sQ(I) = e1(I)− e0(I) + λ(R/I)− e1(Q) and rQ(I) ≤ sQ(I) + 1.
(2) If I ( IS, then rQ(I) ≤ (1− e1(Q))
2sQ(I)− 2e1(Q) + 1.
Proof. Wemay assume thatR is complete ([23, Chapter 1, Lemma 1.13]). Let {M1, . . . ,Mt}
be the maximal ideals of S and denote by S1, . . . , St the corresponding localizations. For
each i = 1, . . . , t let fi be the relative degree [S/Mi : R/m]. If V is an R-module of
finite length which is also an S-module, then we have that
λR(V ) =
t∑
i=1
λSi(V Si)fi.
Applying this formula to the modules InS/In+1S, In+1S/IQnS, for n ≫ 0, and S/IS ,
we get
eR0 (IS) =
t∑
i=1
eSi0 (ISi)fi e
R
1 (IS) =
t∑
i=1
eSi1 (ISi)fi
sQS(IS) =
t∑
i=1
sQSi(ISi)fi λR(S/IS) =
t∑
i=1
λSi(Si/ISi)fi.
Note that
rQS(IS) = max{rQS1(IS1), . . . , rQSt(ISt)}.
Without loss of generality, we may assume that rQS(IS) = rQS1(IS1).
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Applying Rossi’s formula ([20, Corollary 1.5]) to IS1 we get
rQS(IS) = rQS1(IS1) ≤ 1 + e
S1
1 (IS1)− e
S1
0 (IS1) + λ
S1(S1/IS1)
≤ 1 + [eS11 (IS1)− e
S1
0 (IS1) + λ
S1(S1/IS1)]f1
≤ 1 +
t∑
i=1
[eSi1 (ISi)− e
Si
0 (ISi) + λ
Si(Si/ISi)]fi
≤ 1 +
t∑
i=1
sQSi(ISi)fi
= 1 + sQS(IS).
Suppose that I = IS. Then SQ(I) = SQS(IS). Also we have λR(S/R) = −e1(Q) because
R is Buchsbaum. Therefore,
sQ(I) = sQS(IS) =
t∑
i=1
sQSi(ISi)fi
=
t∑
i=1
[eSi1 (ISi)− e
Si
0 (ISi) + λ
Si(Si/ISi)]fi
= eR1 (IS)− e
R
0 (IS) + λR(S/IS)
= eR1 (IS)− e
R
0 (IS) + λR(R/IS) + λR(S/R)
= eR1 (IS)− e
R
0 (IS) + λR(R/IS)− e1(Q)
= e1(I)− e0(I) + λ(R/I)− e1(Q).
Notice that if I = QS, then rQ(I) = 1 and the conclusion of the theorem holds. Therefore
we may assume that I 6= QS. In this case we have that
rQ(I) ≤ rQS(I) = rQS(IS) ≤ sQS(IS) + 1 = sQ(I) + 1.
Now assume that I ( IS. Note that ν(S) = 1 + λ(H1m(R)) = 1 − e1(Q) by Proposition
4.1(2). Let r = rQS(IS). Then I
r+1S = QIrS. By [27, Proposition 1.118], we have
I(r+1)ν(S) = QI(r+1)ν(S)−1.
Using Theorem 2.6(3), we obtain
rQ(I) ≤ ν(S)r + ν(S)− 1 ≤ ν(S)sQS(IS) + 2ν(S)− 1
≤ ν(S)2sQ(I) + 2ν(S)− 1
= (1− e1(Q))
2sQ(I)− 2e1(Q) + 1.

Remark 4.4. In the set up of Theorem 4.3, suppose that I ( IS and let r = rQS(IS).
Since mS = m by Proposition 4.1, we have
Ir+1m = Ir+1mS = QIrmS = QIrm.
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Thus, we obtain
rQ(I) ≤ ν(m)r + ν(m)− 1 ≤ ν(m)sQS(IS) + 2ν(m)− 1
≤ ν(m)ν(S)sQ(I) + 2ν(m)− 1
= ν(m)(1 − e1(Q))sQ(I) + 2ν(m)− 1.
Corollary 4.5. Let (R,m) be a two-dimensional Buchsbaum local ring of depth zero.
Let S be the S2-fication of R and I an m-primary ideal with a minimal reduction Q. Set
R = R/H0m(R), I = IR, and Q = QR.
(1) If I = IS, then rQ(I) ≤ sQ(I) + 2.
(2) If I ( IS, then rQ(I) ≤ (1− e1(Q))
2sQ(I)− 2e1(Q) + 2.
Proof. Note that R is a two-dimensional Buchsbaum local ring of positive depth. Let
r = rQ(I). Then I
r+1 −QIr ⊂ H0m(R), which implies that I
r+2 −QIr+1 ⊂ IH0m(R) = 0.
Thus, rQ(I) ≤ rQ(I) + 1. Furthermore the surjective map SQ(I)→ SQ(I) gives sQ(I) ≥
sQ(I). Now the conclusion follows from Theorem 4.3 applied to R. 
Corollary 4.6. Let (R,m) be a two-dimensional generalized Cohen-Macaulay local ring.
Let S be the S2-fication of R. Let I be an m-primary ideal with a minimal reduction Q.
Suppose that R has positive depth.
(1) If I = IS, then sQ(I) = e1(I)−e0(I)+λ(R/I)+λ(H
1
m(R)) and rQ(I) ≤ sQ(I)+1.
(2) If I ( IS, then rQ(I) ≤ (1 + λ(H
1
m(R)))
2sQ(I) + 2λ(H
1
m(R)) + 1.
Suppose that R has depth zero. Set R = R/H0m(R), I = IR, and Q = QR.
(3) If I = IS, then rQ(I) ≤ sQ(I) + 1 + λ(H
0
m(R)).
(4) If I ( IS, then rQ(I) ≤ (1 + λ(H
1
m(R)))
2sQ(I) + 2λ(H
1
m(R)) + 1 + λ(H
0
m(R)).
Proof. The proof is almost identical to those of Theorem 4.3 and Corollary 4.5 except
that λR(S/R) = λ(H
1
m(R)), ν(S) ≤ 1 + λ(H
1
m(R)), and I
gH0m(R) = 0, where g =
λ(H0m(R)). 
Example 4.7. ([13, Example 2.8]) Let k be a field and let R = k[[X, Y, Z,W ]]/(X, Y )∩
(Z,W ), where X, Y, Z,W are variables. Then R is a Buchsbaum ring of dimension 2,
depth 1, and e1(Q) = −1 for all parameter ideals Q. Let x, y, z, w denote the images of
X, Y, Z,W in R. Choose an integer q > 0 and set I = (x4, x3y, xy3, y4) + (z, w)q. For
every n ≥ 0 we have an exact sequence
0→ R/In+1 → k[[x, y, z, w]]/[(x, y) + In+1]⊕ k[[x, y, z, w]]/[(z, w) + In+1]→ k → 0,
which gives that λ(R/In+1) = (q2 + 16)
(
n+2
2
)
− q
2−q+12
2
(
n+1
1
)
− 1 for all n ≥ 1 and
λ(R/I) = q
2+q+20
2
. Hence e0(I) = q
2+16, e1(I) =
q2−q+12
2
, so that e0(I)−λ(R/I) = e1(I).
Let Q = (x4 − zq, y4 − wq). It is easy to see that Q is a minimal reduction of I with
rQ(I) = 2. By Theorem 4.3(1) we have that sQ(I) = 1. Hence the bound of Theorem
4.3(1) is sharp, rQ(I) = sQ(I) + 1.
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Sally modules for Buchsbaum rings. The preceding section requires formulas for the
multiplicity sQ(I) of the Sally module of I relative to Q, at least in case R is Buchsbaum.
Our aim here is to recall a technique of [3, Proposition 2.8].
Proposition 4.8. Let (R,m) be a Noetherian local ring of dimension d, I an m-primary
ideal and Q one of its minimal reductions. Suppose that dimSQ(I) = d. Then
sQ(I) ≤ e1(I)− e1(Q)− e0(I) + λ(R/I).
Proof. Let SQ(I) =
⊕
n≥1 I
n+1/IQn be the Sally module of I relative to Q. From the
exact sequences
0 → In+1/IQn −→ R/IQn −→ R/In+1 → 0
0 → Qn/IQn −→ R/IQn −→ R/Qn → 0
we obtain that
λ(In+1/IQn) = −λ(R/In+1) + λ(R/Qn) + λ(Qn/IQn).
For n≫ 0, we have
λ(In+1/IQn) = sQ(I)
(
n+ d− 1
d− 1
)
+ lower degree terms,
λ(R/In+1) = e0(I)
(
n + d
d
)
− e1(I)
(
n + d− 1
d− 1
)
+ lower degree terms.
Since e0(Q) = e0(I), for n≫ 0 we have
λ(R/Qn) = e0(Q)
(
n+ d− 1
d
)
− e1(Q)
(
n+ d− 2
d− 1
)
+ lower degree terms
= e0(Q)
((
n+ d
d
)
−
(
n + d− 1
d− 1
))
− e1(Q)
((
n+ d− 1
d− 1
)
−
(
n+ d− 2
d− 2
))
+ · · ·
= e0(I)
(
n+ d
d
)
− e0(I)
(
n+ d− 1
d− 1
)
− e1(Q)
(
n+ d− 1
d− 1
)
+ lower degree terms.
Let G = grQ(R)⊗R/I. Then for n≫ 0 we have
λ(Qn/IQn) = e0(G)
(
n+ d− 1
d− 1
)
+ lower degree terms.
It follows that
sQ(I) = e1(I)− e0(I)− e1(Q) + e0(G).
Since
e0(G) ≤ e0(grQ(R)) = e0(Q) = e0(I) ≤ λ(R/I),
we obtain the desired upper bound for sQ(I). 
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The following was proved in [19, Proposition 2.5 (1)(i)] but we give a slightly different
proof for the result, which uses the approximation complex.
Corollary 4.9. Let (R,m) be a Noetherian local ring of dimension d, I an m-primary
ideal and Q one of its minimal reductions. Suppose that dimSQ(I) = d. Let ϕ be the
matrix of syzygies of Q. If Q is generated by a d-sequence and I1(ϕ) ⊂ I, then
sQ(I) = e1(I)− e1(Q)− e0(I) + λ(R/I).
Proof. Let G = grQ(R)⊗R/I. By the proof of Theorem 4.8, we have
sQ(I) = e1(I)− e0(I)− e1(Q) + e0(G).
Set B = R[T1, . . . , Td]. Since Q is generated by a d-sequence, the approximation complex
0→ Hd(Q)⊗B[−d]→ · · · → H1(Q)⊗B[−1]→ H0(Q)⊗B→ grQ(R)→ 0
is acyclic ([14, Theorem 5.6]). By tensoring this complex by R/I, we get the exact
sequence
H1(Q)⊗R/I ⊗B[−1]
φ
−→ R/I ⊗B −→ G→ 0.
Since I1(ϕ) ⊂ I, the mapping φ is trivial so that e0(G) = λ(R/I). 
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