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allows us to handle large problems (because of the 
many mechanized algorithms available for the solution 
to linear programming models), but is invalid if 
non-linearities exists. 
~ In an effort to develop a more universally useable 
,~ 
algorithm we tried to decompose the problem into its 
linear and non-linear parts. While the resulting 
algorithm prove,d to be very efficient on several 
sample problems, we were forced to admit that the 
algorithm presented convergence problems which rendered 
it virtually useless. 
In conclus1Qn, we found that the solution to a 
multi-stage distribution problem was readily achieve-
s. ble if 
1 ) All costs were linear or if', t 
2) There were relatively few sources. 
If the problem is large with non-linear costs, 
then perhaps the hope for solution lies either with 
the largfr, faster computers of the future or with 
approximate methods of solution. 
. . .. _., ':; 
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If factors 1 through 6 can be determined (no 
small task) then the problem formulation can be, 
said to_be complete. Any factor left undefined or 
approximated in order to simplify the model, may 
lead to an imperfect decision matrix even if the 
problem is solvable. Of course, it is being unreal-
istic to expect all of the factors to be deterministic 
and known, but these are, in general, the factors 
which should be considered. 
The difficulties in problem solution are probably 
less obvious and can be divided into two classes. 
1 ) 
"Bigness" or size of the problem and 
D 
. !'• .~ 
2) Difficulty in handling non-linear and/or discontinuous 
(empirical) cost functions. 
Most of the work done on the Hitchcock-Koopmans 
model has been directed at the latter difficulty, 
so that now several algorithms are available which 
overcome this problem. 
,·, 
In our multi=stage problem dynamic programming was 
suggested as a method of solution which overcomes the 
problem of non-linearity, b1ft·, because of its nature, 
it accentuates the former difficulty, bigness. In 
fact, the size of the problem which can be handled 
by dynamic programming is relatively limited, even on 
the very larg~ computers ~vailable today. 
On the other hand, a linear programming app~oach 
D 
D 
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V!, Conclusions .. . . . .. 
' . , .. 
In trying to develop an optimum distribution 
"\ 
' ' 
s1stem, given several sources and several sinks, we .. 
run into two, not unrelated, sources of difficulty: 
1) :Difficulty in problem formulation and 
2) Difficulty in problem solution. 
This thesis has for the most part been conceralid \ ~ 
".l~ 
with the latter difficulty, but we can summarize the 
information which must be obtained in order to over-' 
come the former: 
1) A forecast of the requirements at each of the 
sinks, and for several time periods must be made. 
2• The production capacity at each source for aaoh 
of the time periods must be determined. 
3) If either (1) or (2) are not absolutely fixed, 
the cost to change either or both of them should 
be stated for all possible levels to which they 
can be changed. 
4) Inventory costs at each of the sources or sinks 
-at which product may be accumulated should be 
determined for all possible inventory levels. 
5) Distribution costs should be investigated for 
each route ·and time period, and for .all possible 
shipping quantities. 
1 6) All restrictions which must be imposed because 
of company policy or previous binding decisions 
should be outlined •. 
-- - '. __ -_........_.._ -~--- ~,: .' 
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ming problem; solutions to Which, though available 
in some cases (particularly for the linear models), 
will not be discussed in this paper. (See t21), [22] 
for more. detailed discussion). 
We must realize that even 11' problems w1 th 
"\ 
uncertain parameters were rCompletely solvable, we 
would be faced wt~he difficulty of df~termining 
the distributions of the parameters. For this 
reason it may be difficult to decide where to stop 
in generalizing the model. In the real life situ-
ation 1 t is virtually 1ne·v1 table that some, not 
necessarily accurate, estimate or approximation 
must be made 1n the model formulation. 
't,/t··· ' . 
However, any assumption or approximation, .whether 
it be a linear approximation of a non-linear cost 
function, the replaceme.nt of a stochastic variable 
by a constant, using a normal distribution for a 
stochastic variable which is 1n fact exponentially 
distributed, or an 11 o·ff handu estimate of a.parameter 
whieh is actually totally unknown; will cl~arly 
result in a decision which must be qualified and, 
if adopted without reservation, may prove to be a 
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1 p jt + ••• + 
,. 
for all 
Shetty 18 was also concerned with the problem 
of uncertain demand. 
He showed that if 
• ,, 
z1 is the demand on market (source) 1 
fi(z1) is the probability density ~ction 
of z1 
D1 1s the cost of production of an item 
at_,, source i. 
Then the total cost function could be written as 
[
A " ~ 5in1 •zi.fi(z1 )dzi + S Di·Ai•fi(zi)dz] + ~ic13x13 1 o A1 j 1 · · 
but since the first summation is a function of Ai, 
the cost can be written as 
which is· the cost equation that Shetty had previously 
been able to minimize (and which was discussed 1n 
,.part III) •. .. '\ 
Although most of the work on the stochastic model 
has been on resolving the matter of uncertain demand, 
it.is quite possible that the production capacities 
and/or the cost functions will be non-deterministic. 
If all of the parameters of the system are random 
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~ V. S toohastic Oond1t1on.s 
I .J 
4 
Until now we have considered all of the system 
parameters (the Rjt' the Pit' and lie C(I)) to be 
known and deterministic • 
In actual e however, we. quite often 
find that the value of the parameters are uncertain c 
or that they can be said to be stochastic(. variables. 
" 
Perhaps the most commonly used and simplest 
', . means of dealing with the stochastic situation is to 
optimize using the expected values of each of these 
variables whose true value is uncertain. 
This is a reasonable approach, particularly if 
the distributions of the random variables are them-
::. selves unknown or if the variand.es are small. 
. '_ . b .·. 
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Danzig and Ferguson however, showed 8 that this 
procedure can lead ~o imperfect results. In their 
paper they showed that uncertain requirements at 
demand points in the linear example of part II can 
be incorporated into the linear model without any 
significant increase in complexity. 
More spec1f1cally,the model that they formulated 
and solved was one in which 
Rjt = R1jt with probability p1jt' 





k 1 k = R jt with probabil ty P jt 
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!hen the amount available with zero demand points 
left to be served in period tare precisely the inven-
tories v1 so that .t 
where o is a constant for this problem and 
2) Gnt*(j) = Mitt Cflnt) + G(n-1)t*(i - Int> . 
,. Since j = 1, 2, 3 ••• N, 
* -GNt (K)·is the minimum cost solution to 1 . 
Note ·that the linear restriction on C (Y) has been 
-lifted but the effect on distribution cost of decisions 
Ijt must be additive such that C(!) = 1 \Cjt(Ijt). 
Once more we must say that although this approach 
yields a valid procedure for the solution to the .· 
problem the number of sources that can be handled is 
limited. However, since each time period is a stage 
1n the overall procedure described in III, and each 
sink is a stage in the subopt1m1zation step, neither 
the number of time periods nor the number of sink& 
is limited by the size of the computer used to solve 
" ,, 
the problem, although the speed of the computer still 
remains a factor. 
~; 
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IV. Hon-Linearity Invento1'7 and Distribution Costs 
By extending the dynamic programming approach 
;Just used in II~. we can solve the problem with 
non-linear inventory and distribution costs. i 
We can recall from equation III-4 that at each 
stage we were faced with the problem: 
1) Min C(!t> + I(!t> + Fc-1*<!t> 
subject to 
I.v1t = bt' 1 
f. t,yijt = bt-1 +~Pit - bt' 1 j ., 1 
tr :1.jt = Rjt and 
> 71jt,V1t - 0 
~en ~ 
' 
* - -P 0 _ 1 (!t) is known tor all It for which 
iv = bt 1 it 
·.) 
In~part III, O(!t) was assumed to be ;~cijtY'ijt 
so that the problem would be analogous to the one 
discussed by Shetty. 
If· we take a dynamic programming approach to 
. this problem by considering Ijt as the decision Vector2 
.: * -
we can .define the recursion function G nt-f!t) as the 
minimum cost start:1.ng With quantities available xtt' 
x , x3·t ••• at the sources, and 2t · requirements R1t' 






















i..~ ~-~ .. : 
' .,,.. f'" I , ,.-~ 
• . .'. ·! ·._.: 
"'<!, , - .. 
• 
. . "'·" .. 
' 
• • ., :.-!~' · 11 - · 1r 
• ,I \• ..,. 
' ' . ...... ' .- . -· ,i.•''\ f • ' !" / .... - :f 
• • \ •,, "I 
I• .,_ .,,._ It..• • ~ 
. 
. ,I.. • . .,,,-/ 
• • C ~- d~t. ,;7 "'\ !1fi,. £.,f' ' r 
•· '"<I•"' I ,,., -• 
.~. 
J~ ••• j _·. L 
r 'h 
.... l--• 
. ""' 1·.c 
- _ _,,,. 
,;._'! 
'· . 
-~ ' ' 
• ... 
' , . \' ·. ; 
·' 
(,' 
i' . • . 
.• ( .- :~0-
· · · 
' •• <' ,I ' 
' ___ ,,.:..· .. __ ,.. 
·1 D-Q . 
. 
,"tli 
Fortunately, if the process does not converge 
it oscillat~s among a finite number of u*, w* and 
v* so that the failure of the process becomes 
evident. More specifically, the fi1.1st time that a 
set of u* and w* reoccur (unless it is twice in a 
row which defines convergence), we can say that the 
(,. . process will d8f1n1 tely not converge. 
We can say, however, that sinae failure to 
converge is caused by relatively unstable sets of 
u* and w* the process is more likely to work 1 t 
a) The problem is small (m, n, and t small) 
b) If all v1t are small compared with any yijt 
c) If the final distribution is not a degenerate 
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k + 2: f W* (S) • R = k I 
t j jt - jt \ 
we can restate 10 as 
13) Min I(V) +~\Vi t(u* i(t+1) - U* it) + k' 
subject to ~vit = bt, and vit ? o • 
Solving 1"3 gives . us a set 
- --* !* (Q. ' !*) . & 




= S (V*), ., s 
-
l 
and if we return to the system in equations ~h 8 







U** = V*i·t(~) and it 
.1,: ,;,· 
- -optimizing with fixed .!!* and lf* was valid and we will 
have converged to a very good solution. If not, we 
-can resume at solving equation 13 with the new~* 
--'* and W .,and continue iteratively. 
-
'('' 
As stated previously, we have no assurance that 
the process will converge, in fact it is quite likely 
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C(!) = 2:. l:Io13t7i3t• t j 1 
8) 
9) 
Min k + I l .to13tY"ijt 
. . t 1 j 
~ 
subject to the restrictions of 
The dual of this problem is 
Mark + !:'-s1 tu1 t + 1 IR3tw ;1t t 1 · t j 
~____> subject to 
/- . 
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we,oan denote by u1t*(§) and w3t*(§) the values 
of the dual variables 1-Thich maximize {9) for a given 
- -
~' although there are other values ot ~ which result 
in the same dual variables • 
1 -Then if we hold u1t*(~) fixed and examine the 
-total cost as a function of S we have 
10) 
11) 
We can restate the 
t 
Ivit = l ~ Pis -





I I".. Rjs' j s=1 
in 10 as . 
but since the right side of 11 1s given and constant 
Iv1 t = bt. 
1 
by recognizing that 
12) 81t = vi(t-1) + P1t - vit 
.. ~ 
and since by our fixing W Jt * <§) :-•-· 
.. 
" . 
~ i:=--:=1 _ l_,---11_11 L11+:o I 
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disadvantages of dynamic programming, namely that at 
each stage we must optimize for all possible inputs 
·to that stage. This means'that the size of the 
problem that can be handled even by a large computer 
is relatively small. ~ 
In recognition of this fact we offer the following 
development of a method which can sometimes achieve 
a rather quick and accurate solution. Since no 
. 
assurance is given that the method will converge for 
even a large percentage of the oases, we must classify 
it as a short-out, trial method of solution. 
We can restate the problem as 
6) Min I(!) + C(I) 
subject to ~Yijt = Rjt 
and since s1t = ~Yijt 
t 
·then v1t = ~ (.P18 - S1s> S:1 
• 
This means that if we fix[, the problem above, 
(6), becomes 
Min K + O(I) 
because!(§) is then fixed, with 
7) l'y1jt = sit' .-Iyijt = Rjt j 1 
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More specifically, he suggested a method for 
minimizing 
Subject to 
O(x) = I.IcijYij + P1 (s1) j 1 









, ~ij ~ Si 
is the total to be shipped from source 1 and 
P is the function that defines the cost of having 1 
capacity Si. 
In our case Si must be denoted by Sit since it 
may be different in each time period and the capacity 
-
cost of ~tis identical to 
5) I <Yt-1 + It - it) + Fn-1 * <Yi-1 + lt - ~) · 
An algorithm ~or the solution to our problem 





* - ' -Let F0 (!) = O for all y 
For n = 1, 2, 3 ... T-1 
* -,Jf, - -Find Fn (Vk) And I k+t (!k) for all possible !k by 
solving equation 3. 
* -*-Find FT (0) and I 1 {Q) by solving equation 3. 
-Knowing that Yo -* -* _.M. -w. ~ r d r Y = o find y1 , 12····-T an _2 , -3 
-* 
••• ~ using the relation 
,· 
-* -* -* (~ ) ) 
.Y k+1 = H(Y k, I k+1 Y k • 
This set of r'*t is the solution to our problem • 
Although this method 1s undoubtably a valid procedure 
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-z.· is am vector of production in' 1 d t d ,., per o an , 
~· is them x n matrix of unit shipping costs 1n 
> period t. 
u . 
Bow we oan define the recursion function 
* -Fn (!), n = o, 1, 2, 3 •.• T, 
' 
. b . 
the minimum cost that can be incurred over the last 
n periods if the inventory is y at the beginning 
of those periods with 
' . 
3) F0*(!) = 0 ·for any y and 
' 
4) Fn*(!k_1) = Minimum [1(!k_1,I1c)] + Fn_1*[H(!k_1Ik>] 
(over all feasible Ik) 
by the theory of optimality. 
· A feasible Ik is one for which 
txik = ik (requ~rement~ met) 1 
and, -~!jk + !k_1 + lk ~ O (inventory remains positive) 
:From this development we can denote the minimum 
cost solution to our problem by 
FT*(~), since Yo=~. 
We have shown that by the use of dynamic program-
ming we have "reduced"the multi-stage problem to 
the solution (many times) of equation 4. 
It turns out, however, that the solution to this 
equation is precisely the problem considered by Shetty 
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III. Linear Distribution cOsts With No -Linear Inventory 
Costs. 
··-·- .. . F.or 'a, .. second case,_ 9f the multi-stage·· problem. defined 
. . , 
1n the introduct.ion we will state tha·t: . 
1) !(!) :1.I.I11;(v1t) and t 1 
2) O(I) = ~ i.t 01,.tY'i .. t ; 
· t j 1 " c, 
•• and we define s1t as ·the total amount shipped from 
source i in period t. 
It is apparent that this is· identical· to the 
problem considered 1n II except that inventory costs -\ ~ ' 
are non-linear. 
We recognize that in each period we must make a 
decision It. .. The cost incurred during this period 
as. well as the inventory (It) at the end of the 
period depend on 
-a) The beginning of. period~inv~ntory !(t-1) (a 
vector with m rows), 
b) The decision matrix It (m x n). 
1 
>· 
~. Therefore Yt = H(!(t-1) ,It) and cost t = L(!ct-1) ,It) 
or )more specifically, 
. 1) It = !ct-1)+It - 1I;it = H(l(t-1) ,It) and . . 
2) Costt = ~lt+I(!t? = Qtlt + J{I(!ct-1)'Itfl = L(!ct-1),It>~ 
·,where 
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ment of strict linearity. 
~e main drawback to this approach is the require-
It is often the case that 
either inventory or distribution costs (or both) 
,.. .... 




In the next section an effort is made to solve 
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Porm'lllated as a 11near programming problem we 
C O Ul d define x as the cumulative amount shi d ijt · ppe . 
from source 1 to sink j d 1 
ur ng the periods prior to 
and 1nc.lud1ng period t. 
Then we want to minimize 
' ·-~ 
9Ci) = [~ ~\0 1Jt(:icijt • x1Jt-1) >] + 
subject to 
and 
C' t l C. 
' ~ xijs -j S:1 
with 
' t [l 1k1t( I 
t i S:1 
t 
= l: Ri 
S:1 S 




Note that the objective function X(~) and all of 
-
the restraints are linear in the xijt's. 
~ Of course, the decision set Y can be attained 
-..,.. 
directly from! by the use of the identity 
. 
1*ijt = X*ijt - X*ij(t-1)• 
· !his linear model, although it is seemingly 
0 
restrictive,has the following positive credentials: 
1) Computer programs are readily available for the 
solution to the linear programming problem. 
2) If inventory and distribution cost functions are 
unknown., a linear approximation is a relatively 
easy one to make (particularly with the variable 
costs). 
(: 
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II.Linear distribution and inventory costs 
,,. 
For the first specific case we will generalize 
. . 
only to the case in which there are T 'periods. . I:t 
production precisely equalled demand in each period, 
I 
of course, we would have just T independent classical 
transi>ortation problems. For this reason we will say 
that as. a rule production to date exceeds requirements 
to date~ and 1nvento~ c~sts are linear. 
Then if we define ., . .,.., 
vit = The inventory at the 1th source at the end of, 
period t, 
kit = The unit inventory cost associated with vit' and 
cijt = The unit shipping cost associated with Yijt' 
The problem can be stated as: 
To find the set I (yijt E !), 
Such that ~~k1tvit + 2. ~ 'E cijtyijt. is a minimum, 
. t 1 t j 1 
subject to 2 Yijt ; 
1 
and 
>o Vit,71jt - .:' 
t t 
where v1t = z_ Pis - '2:~1ijs 
S:1 S:1j 
.. 
This type of problem statement quite naturally tends 
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these are the caterers problem and the warehousing pro• 
blem, both multi-stage linear programming problems • 
One final generalization which might be mentioned 
.. 
1s that of incorporating transhipment between sources 
(16]. In this problem neither the structure of the 
restrictions nor objective .function are altered,'but 
· the matrix of shipping route possibilities becomes 
large in contrast to a similar matrix without trans-
hipment • 
f" It seems that the trend of recent research on the 
!ransportation Problem has been towards mechanization 
of existing algorithms (programming them for computers) 
and towards decomposition techniques for handling very 
large problems [15). 
It is apparent here that the classical transportation 
.· 
problem is the special case of our problem for which: 
a) T (The number os periods)= 1, and 
b) C(i) =~~ yijtcijt(distribution costs are linear j 1 
and additive) • 
Since most of the generalizations to date· have 
been in removing restriction b) we will stress for a 
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Modification of restrictions 
\ . ; 
Modification of the objective function. 
I 




Pe_rhaps the simplest modification of ~str1c.t1oJl, __ ....... ;,_ -----. J 
---- -1" .,, 
has been altering 
~xij =Ai to ~xij !:.11, .. 
or in other words providing excess capacity. Gass 
[1 o] showed that the addition of a dummy sink vali":' 
dated all previous solutions for this modification. 
Other generalizations in class a) were Danzig (a] 
who let 
b7 several authors who considered the capacitated pro-
blem 
< I > x1 j - k13 and or x1 j - L13 ; 
' \ . 
. - .,; 
and by Shetty r, SJ who considered stochastic rim colidi-
tions (Ai and Bj and random variables) and the problem 
with free choice of the A1• 
Authors who have considered modification of the 
objective function have included those who considered 
particular cost functions like Kuhn and Baumol (15) 
(costs ln the form K1 j + c1jxij) and Shetty (18] or 
Beale [2] whose cost functions were general (<!>([)) • 
, In addition to these generalizations to the trans-
·por~at1on problem itself, other classic problems have 
,. 
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A graphical method similar to the graphical sim• 
plex method was formulated by Hitchcock and later by 
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In 1962 an illterest1ng article by Rigby [17] dis-
cussed an analog method of computation which he called 
"Stringalong11 which cons1~.~ed of manipulat~g a group 
of strings in a board • 
Danzig developed several of the gradient procedures 
including the simplex method (6), the stepping stone 
method [1 oJ, and the ro-iv..,,,colum11 index or modi method 
[5]. Another commonly used gradient method was dis-
cussed by Vogel [20] and became known as VAM (Vogels 
Approximate Method) • 
The matrix reduction algorithms are particularly 
efficient for large problems. The first of these 
methods is known as the "Hungarian Methodu {',4J. 
Ford and Fulkerson [7] and Galler and Dywer [9] pub-
,., 
lished modified versions of the 11Hungar1an Method 11 • 
In the last catagory falls dynamic programming 
as discussed by Bellman [4] . 
In addition to those researchers considering solu-
tions to the original problem, several writers were 
trying to "generalize" the problem before solving lt •. 
f 
These "generalizations" were really just m6d1f1-
cations of the original .,Problem statement, and can be 
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I. The Hitchcock-Koopmans Transportation Problem1 
{1 F. L. Hitchcock in 1941 D1] formulated the fol-
, ·:·Ir. 
_J( 
.... ~ ..... • .. 
. _.-, "( 
... ,,, "t' 







".· .. ·. 
lowing problem: 
How can a set !(xijE!) 
that Ir c13xij 1:, j 
is a minimum and, 
Ixij j = Ai' 
~x1j - Bj, 
xij ~ o. -




The physical problem that Hitchcock studied was 
<".!! 
the distribution of product from several sources, each 
with capacity A1 , to several demand points or sinks 
each with requirement B3• The cost of sending a unit 
from source i to sink j was c1 j per unit, and the set 
-! was a shipping schedule such that x1 j was the amount . 
to be shipped from source 1 to sink j • 
This same problem, now referred to as the Hitchcock-
Koopmans Transportation Problem, was later discussed by 
L. Kantorovitch LJ2] in 1942, and T. C. Koopmans \j3] 
in 1947. 
Early literature on this problem was devoted primar-
ily to methods of solution. These methods can be broken 
down into four major types; graphical or analog methods, 
0 
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113t is the amount shipped from source 1 to sink: 
. j ~n. period t, 





. ~it is the amount produced at source 1 in period 
t and 
C (I) is a cost function which expresses the--total 
cost of distribution plus inventory for ant 
-set Y~ 
-
Perhaps the most original generalization that has 
been made is that of considering the distribution 
system for several periods {more of a total systems 
approach). 
Unfortunately, but not too surprisingly, no·.un1-
versally applicable procedure for solving the problem 
was found. For this reason special cases are discussed 
along with possible solutions for each case and a 
review of difficulties which may be encountered both 
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!he R1tchcock-Xoopmans Transportation Problem 
. . -
has been a popular su~ject of study by researchers 
' . 
in many fields of applied ma~hematics for the past 
J' • 
twenty years. The original statement of t~e prob-
lem was rather limited in scope in that fost func-
·, 
\ 
tions were strictly linear and demand and supply 
were equal and deterministic. In addition, all 
distribution costs were assumed to be incurred 
simultaneously and instantaneously. 
The purpose of this thesis is to combine man1 
of the generalizations that have been made to the 
model with some of the author's 1n an effort to 
formulate and solve a much more genera: statement 
of the distribution ( transportation) problem. 
The general formulation whd.oh 1s discussed in 
this paper is: 
••·"'f' 
Find the set I (yijt ~!) such that 
C(Y) is a minimum, 
-l 
subject to: 
1:yijt = R3t and. 
1 
t < t 
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In this thesis a general formulation of the 
Hitchcock-Koopmans Transportation Problem is presented 
and the difficulties in solution are discussed. 
More specifically, -distribution is considered 
to be made over more than'one time period. The 
required decision matrix is a set of Yijt' s (yijt E !) 
such that 
O(!) is a minimum 
subject to 
~yijt·= Rjt and 1 
. t t 
E:. L Yijs ~ l: Pis S:1 j S:1 
The physical interpretation of the variables are 
as follows: 
and 
1ijt is the amount shipped from source 1 to sink 
j in period t, 
R 3t is the requirement at the jth sink in period 
t, 





o 1·s a cost function which expresses the tot)al cost 
-
of distribution and inventory for any set I. 
1 
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STATEMENT OF OBJECTIVE 
' I 
I. To investigate the effect on the ease and validity 
of solution of ~e transportation problem of: 
. ') 




b) Allowance for flexibility in shipping and produc-
tion capacity. 
., 
II. To develop an algorithm for the solution to a 
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ABSTRACT 
In this thesis a general formulation of the 
Hi tohcock-Koopmans T~ansportation Problem is: pr~esent-
' 
_.., 
ed and the difficultiesrin solution are discussed. 
More specifically, distribution is considered 
to be made over more than one time period. The 
. <o, 
required decision matrix is a set of Yijt' s(y1jt I) 
such that 





- I:· p 
s=1 is 
The physical interpretatin of the variables are 
as follows: 
v is the amount shipped from source 1 to 
., 1 jt 
sink j in period t, 
is the requirement at the jth sink in 
period t, 
11 is the :mamt produced a. t source 1:. in period · . •1t 
t, 
and 
O is a cost function which expresses the total 
-of distribution and inventory for any set I . 
.,, 
., . ~-
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