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Abstract
This paper addresses law invariant coherent risk measures and their Kusuoka repre-
sentations. By elaborating the existence of a minimal representation we show that every
Kusuoka representation can be reduced to its minimal representation. Uniqueness –
in a sense specified in the paper – of the risk measure’s Kusuoka representation is de-
rived from this initial result. The Kusuoka representation is usually given for nonatomic
probability spaces. We also discuss Kusuoka representations for spaces with atoms.
Further, stochastic order relations are employed to identify the minimal Kusuoka
representation. It is shown that measures in the minimal representation are extremal
with respect to the order relations. The tools are finally employed to provide the minimal
representation for important practical examples.
Keywords : Law invariant coherent measure of risk, Fenchel-Moreau theorem, Kusuoka
representation, stochastic order relations.
1 Introduction
This paper addresses Kusuoka representations [9] of law invariant, coherent risk measures.
In a sense such representations are natural and useful in various applications of risk mea-
sures. Original derivations were performed in [9, 8] in L∞(Ω,F , P ) spaces. For an analysis in
Lp(Ω,F , P ), p ∈ [1,∞), spaces we may refer to Pflug and Ro¨misch [13] (cf. also [5, 7]). It is
known that Kusuoka representations are not unique (cf. [13]). This raises the question of in
some sense minimality of such representations. It was shown in [17] that indeed for spectral
∗Research of this author was partly supported by the NSF award CMMI 1232623.
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risk measures, the Kusuoka representation with a single probability measure is unique. It was
also posed a question whether such minimal representation is unique in general? In this paper
we give a positive answer to this question and show how such minimal representations can be
derived in a constructive way. We also discuss Kusuoka representations for spaces which are
not nonatomic.
Throughout the paper we work with spaces Z := Lp(Ω,F , P ), p ∈ [1,∞), rather than
L∞(Ω,F , P ) spaces. That is, Z ∈ Z can be viewed as a random variable with finite p-th order
moment with respect to the reference probability distribution P . The space Z equipped with
the respective norm is a Banach space with the dual space of continuous linear functionals
Z∗ := Lq(Ω,F , P ), where q ∈ (1,∞] and 1/p+ 1/q = 1.
It is said that a (real valued) functional ρ : Z → R is a coherent risk measure if it satisfies
the following axioms (Artzner et al. [1]):
(A1) Monotonicity: If Z,Z ′ ∈ Z and Z  Z ′, then ρ(Z) ≥ ρ(Z ′).
(A2) Convexity:
ρ(tZ + (1− t)Z ′) ≤ tρ(Z) + (1− t)ρ(Z ′)
for all Z,Z ′ ∈ Z and all t ∈ [0, 1].
(A3) Translation Equivariance: If a ∈ R and Z ∈ Z, then ρ(Z + a) = ρ(Z) + a.
(A4) Positive Homogeneity: If t ≥ 0 and Z ∈ Z, then ρ(tZ) = tρ(Z).
The notation Z  Z ′ means that Z(ω) ≥ Z ′(ω) for a.e. ω ∈ Ω. For a thorough discussion of
coherent risk measures we refer to Fo¨llmer and Schield [6].
We say that Z1, Z2 ∈ Z are distributionally equivalent if FZ1 = FZ2, where FZ(z) := P (Z ≤
z) denotes the cumulative distribution function (cdf) of Z ∈ Z. It is said that risk measure
ρ : Z → R is law invariant (with respect to the reference probability measure P ) if for any
distributionally equivalent Z1, Z2 ∈ Z it follows that ρ(Z1) = ρ(Z2). Unless stated otherwise
we assume that ρ is a (real valued) law invariant coherent risk measure. An important example
of a law invariant coherent risk measure is the (upper) Average Value-at-Risk
AV@Rα(Z) := inf
t∈R
{
t+ (1− α)−1E[Z − t]+
}
= (1− α)−1
∫ 1
α
F−1Z (τ)dτ, (1.1)
where F−1Z (τ) := sup{t : FZ(t) ≤ τ} is the right side quantile function. Note that F
−1
Z (·)
is a monotonically nondecreasing right side continuous function. We denote by P the set
of probability measures on [0, 1] having zero mass at 1. When talking about topological
properties of P we use the weak topology of probability measures. Note that by Prohorov’s
theorem the set P is compact, as it is closed and tight [2, p.59].
We say that a set M of probability measures on [0, 1] is a Kusuoka set if the following
representation holds
ρ(Z) = sup
µ∈M
∫ 1
0
AV@Rα(Z)dµ(α), Z ∈ Z. (1.2)
Note that since ρ(Z) is finite valued for every Z ∈ Lp(Ω,F , P ), with p ∈ [1,∞), every measure
µ ∈M in representation (1.2) has zero mass at α = 1 and hence M ⊂ P. Note also that if M
is a Kusuoka set, then its topological closure is also a Kusuoka set (cf. [17, Proposition 1]).
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The paper is organized as follows. In the next section we discuss minimality and uniqueness
of the Kusuoka representations. In Section 3 we consider Kusuoka representations on general,
not necessarily nonatomic, probability spaces. In Section 4 we investigate maximality of
Kusuoka representations with respect to some order relations. In Section 5 we discuss some
examples, while Section 6 is devoted to conclusions.
2 Uniqueness of Kusuoka sets
It is known that the Kusuoka representation is not unique in general. In this section we
elaborate that there is minimal Kusuoka representation in the sense outlined below. To obtain
the result we shall relate the Kusuoka representation to spectral risk measures first and then
outline the results.
We can view the integral in the right hand side of (1.2) as the Lebesgue-Stieltjes integral
with µ : R → [0, 1] being a right side continuous monotonically nondecreasing function (dis-
tribution function) such that µ(t) = 0 for t < 0 and µ(t) = 1 for t ≥ 1. For example, take
µ(t) = 0 for t < 0 and µ(t) = 1 for t ≥ 0. This is a distribution function corresponding to a
measure of mass one at α = 0. Thus
∫ 1
0
AV@Rα(Z)dµ(α) = AV@R0(Z) = E[Z], (2.1)
where the integral is understood as taken from 0− to 1.
Note: When considering integrals of the form
∫ γ
0
h(α)dµ(α), γ ≥ 0, with respect to a dis-
tribution function µ(·) we always assume that the integral is taken from 0−.
Assume that the space (Ω,F , P ) is nonatomic. Then, without loss of generality, we can
take this space to be the interval Ω = [0, 1] equipped with its Borel sigma algebra and the
uniform probability measure P . We refer to this space as the standard probability space.
Unless stated otherwise we assume that (Ω,F , P ) is the standard probability space.
Definition 2.1 We denote by F the group of measure-preserving transformations T : Ω→ Ω,
i.e., T is one-to-one, onto and P (A) = P (T (A)) for any A ∈ F .
Remark 1 Note that two random variables Z1, Z2 : Ω → R have the same probability dis-
tribution iff there exists a measure-preserving transformation T ∈ F such that1 Z2 = Z1 ◦ T
(e.g., [8]). Also a random variable Z : Ω→ R is distributionally equivalent to F−1Z , i.e., there
exists T ∈ F such that a.e. F−1Z = Z ◦ T (e.g., [17]).
Definition 2.2 We say that σ : [0, 1)→ R+ is a spectral function if σ(·) is right side contin-
uous, monotonically nondecreasing and such that
∫ 1
0
σ(t)dt = 1. The set of spectral functions
will be denoted by S.
1The notation (Z ◦ T )(ω) stands for the composition Z(T (ω))).
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Consider the linear mapping T : P→ S defined as
(Tµ)(τ) :=
∫ τ
0
(1− α)−1dµ(α), τ ∈ [0, 1). (2.2)
This mapping is onto, one-to-one with the inverse µ = T−1σ given by
µ(α) =
(
T
−1σ
)
(α) = (1− α)σ(α) +
∫ α
0
σ(τ)dτ, α ∈ [0, 1] (2.3)
(cf. [17, Lemma 2]). In particular, let µ :=
∑n
i=1 ciδαi , where δα denotes the probability
measure of mass one at α, ci are positive numbers such that
∑n
i=1 ci = 1, and 0 ≤ α1 < α2 <
· · · < αn < 1. Then
Tµ =
n∑
i=1
ci
1− αi
1[αi,1], (2.4)
where 1A denotes the indicator function of set A.
The (real valued) coherent risk measure ρ : Z → R is continuous (in the norm topol-
ogy of Z = Lp(Ω,F , P )) [14], and by the Fenchel-Moreau theorem has the following dual
representation
ρ(Z) = sup
ζ∈A
〈ζ, Z〉, Z ∈ Z, (2.5)
where A ⊂ Z∗ is a convex and weakly∗ compact set of density functions and the scalar
product on Z∗×Z is defined as 〈ζ, Z〉 :=
∫ 1
0
ζ(τ)Z(τ)dτ. Since ρ is law invariant, the dual set
A is invariant under the group F of measure preserving transformations, i.e., if ζ ∈ A, then
ζ ◦ T ∈ A for any T ∈ F (cf. [17]).
Note that if
ρ(Z) = sup
ζ∈C
〈ζ, Z〉, Z ∈ Z, (2.6)
holds for some set C ⊂ Z∗, then C ⊂ A. For a set Υ ⊂ Z∗ we denote
O(Υ) := {ζ ◦ T : T ∈ F, ζ ∈ Υ} (2.7)
its orbit with respect to the group F.
Definition 2.3 We say that a set Υ ⊂ S of spectral functions is a generating set if the
representation (2.6) holds for C := O(Υ) (cf. [17, Definition 1]). That is,
ρ(Z) = sup
σ∈Υ
∫ 1
0
σ(τ)F−1Z (τ)dτ, Z ∈ Z. (2.8)
It follows that if Υ is a generating set, then O(Υ) ⊂ A.
Proposition 2.1 A set M ⊂ P is a Kusuoka set iff the set Υ := T(M) is a generating set.
Proof. By using the integral representation (1.1) of AV@R we can write
∫ 1
0
AV@Rα(Z)dµ(α) =
∫ 1
0
∫ 1
α
(1− α)−1F−1Z (τ)dτdµ(α) =
∫ 1
0
(Tµ)(τ)F−1Z (τ)dτ. (2.9)
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Therefore representation (1.2) can be written as
ρ(Z) = sup
µ∈M
∫ 1
0
(Tµ)(τ)F−1Z (τ)dτ. (2.10)
Together with (2.8) this shows that M is a Kusuoka set iff T(M) is a generating set.
Definition 2.4 It is said that ζ¯ is a weak∗ exposed point of A ⊂ Z∗ if there exists Z ∈ Z
such that gZ(ζ) := 〈ζ, Z〉 attains its maximum over ζ ∈ A at the unique point ζ¯. In that case
we say that Z exposes A at ζ¯. We denote by Exp(A) the set of exposed points of A.
A result going back to Mazur [11] says that if X is a separable Banach space and K is
a nonempty weakly∗ compact subset of X∗, then the set of points x ∈ X which expose K
at some point x∗ ∈ K is a dense (in the norm topology) subset of X (see, e.g., [10] for a
discussion of these type results). Since the space Z = Lp(Ω,F , P ), p ∈ [1,∞), is separable we
have the following theorem:
Theorem 2.1 Let A be the dual set in (2.5). Then the set
D := {Z ∈ Z : Z exposes A at a point ζ¯} (2.11)
is a dense (in the norm topology) subset of Z .
This allows to proceed towards a minimal representation of a risk measure as follows.
Proposition 2.2 Let Exp(A) be the set of exposed points of A. Then the representation (2.6)
holds with C := Exp(A). Moreover, if the representation (2.6) holds for some weakly∗ closed
set C, then Exp(A) ⊂ C.
Proof. Consider the set D defined in (2.11). By Theorem 2.1 this set is dense in Z. So
for Z ∈ Z fixed, let {Zn} ⊂ D be a sequence of points converging (in the norm topology) to
Z. Let {ζn} ⊂ Exp(A) be a sequence of the corresponding maximizers, i.e., ρ(Zn) = 〈ζn, Zn〉.
Since A is bounded, we have that ‖ζn‖
∗ is uniformly bounded. Since ρ : Z → R is real valued
it is continuous (cf. [14]), and thus ρ(Zn)→ ρ(Z). We also have that
|ρ(Zn)− 〈ζn, Z〉| = |〈ζn, Zn〉 − 〈ζn, Z〉| ≤ ‖ζn‖
∗‖Zn − Z‖ → 0.
It follows that
ρ(Z) = sup{〈ζn, Z〉 : n = 1, ...},
and hence the representation (2.6) holds with C = Exp(A).
Let C be a weakly∗ closed set such that the representation (2.6) holds. It follows that C
is a subset of A and is weakly∗ compact. Consider a point ζ ∈ Exp(A). By the definition of
the set Exp(A), there is Z ∈ D such that ρ(Z) = 〈ζ, Z〉. Since C is weakly∗ compact, the
maximum in (2.6) is attained and hence ρ(Z) = 〈ζ ′, Z〉 for some ζ ′ ∈ C. By the uniqueness of
the maximizer ζ it follows that ζ ′ = ζ . This shows that Exp(A) ⊂ C.
By the above proposition, the weak∗ closure Exp(A) coincides with the intersection of all
weakly∗ closed sets C satisfying representation (2.6).
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Note: For a set A ⊂ Z∗ we denote by A the topological closure of A in the weak∗ topology
of the space Z∗.
Proposition 2.3 The sets Exp(A) and Exp(A) are invariant under the group F of measure
preserving transformations.
Proof. For T ∈ F we have that
〈ζ ◦ T, Z〉 =
∫ 1
0
ζ(T (τ))Z(τ)dτ =
∫ 1
0
ζ(τ)Z(T−1(τ))dτ = 〈ζ, Z ◦ T−1〉.
Thus ζ¯ ∈ A is a maximizer of 〈ζ, Z〉 over ζ ∈ A, iff ζ¯ ◦ T is a maximizer of 〈ζ, T−1 ◦ Z〉
over ζ ∈ A. Consequently we have that if ζ¯ ∈ Exp(A), then ζ¯ ◦ T ∈ Exp(A), i.e., Exp(A) is
invariant under F.
Now consider a point ζ¯ ∈ Exp(A). Then there is a sequence ζn ∈ Exp(A) such that 〈ζn, Z〉
converges to 〈ζ¯ , Z〉 for any Z ∈ Z. For any T ∈ F we have that ζn ◦ T ∈ Exp(A), and hence
〈ζn ◦ T, Z〉 = 〈ζn, Z ◦ T
−1〉 converges to 〈ζ¯, Z ◦ T−1〉 = 〈ζ¯ ◦ T, Z〉 for any Z ∈ Z. It follows
that ζ¯ ◦ T ∈ Exp(A).
By the above proposition we have that for any exposed point there is a distributional
equivalent which is a monotonically nondecreasing function. We employ this observation in
the following Corollary 2.1 to reduce the generating set.
Definition 2.5 Denote by U the subset of Exp(A) formed by right side continuous monoton-
ically nondecreasing functions, i.e., U = S ∩ Exp(A).
It follows by Proposition 2.2 that the topological closure U¯ (of the set U) is the unique
minimal generating set in the following sense.
Corollary 2.1 The set U is a generating set. Moreover, if Υ is a weakly∗ closed generating
set, then the set U¯ is a subset of Υ, i.e., U¯ coincides with the intersection of all weakly∗ closed
generating sets.
As before, let (Ω,F , P ) be the standard probability space and consider the space Z :=
Lp(Ω,F , P ), p ∈ [1,∞), its dual Z
∗ = Lq(Ω,F , P ), and the set
Pq := {µ ∈ P : Tµ ∈ Z
∗}. (2.12)
Proposition 2.4 The set Pq is closed and the mapping T is continuous on the set Pq with
respect to the weak topology of measures and the weak∗ topology of Z∗.
Proof. Let {µk} ⊂ Pq be a sequence of measures converging in the weak topology to µ ∈ P,
and define ζk := Tµk and ζ := Tµ. For Z ∈ Z we have that∫ 1
0
Z(t)ζk(t)dt =
∫ 1
0
∫ t
0
Z(t)(1− α)−1dµk(α)dt =
∫ 1
0
(1− α)−1hZ(α)dµk(α),
where hZ(α) :=
∫ 1
α
Z(t)dt. Note that |hZ(α)| ≤ ‖Z‖q for α ∈ [0, 1], and the function
α 7→ hZ(α) is continuous. Let us choose a dense set V ⊂ Z such that for any Z ∈ V
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the corresponding function (1 − α)−1hZ(α) is bounded on [0,1]. For example, we can take
functions Z ∈ Z such that Z(t) = 0 for t ∈ [γ, 1] with γ ∈ (0, 1). Then for any Z ∈ V we have
that
lim
k→∞
∫ 1
0
Z(t)ζk(t)dt = lim
k→∞
∫ 1
0
(1− α)−1hZ(α)dµk(α) =
∫ 1
0
(1− α)−1hZ(α)dµ(α),
and hence
lim
k→∞
∫ 1
0
Z(t)ζk(t)dt =
∫ 1
0
Z(t)ζ(t)dt, (2.13)
with the integral in the right hand side of (2.13) being finite. This shows that T is continuous
at µ and ζ ∈ Z∗, and hence µ ∈ Pq.
It follows that if C ⊂ A is a weakly∗ closed set of right side continuous monotonically
nondecreasing functions, then T−1(C) is a closed subset of P.
Definition 2.6 We say that a Kusuoka set M ⊂ P is minimal if M is closed and for any
closed Kusuoka set M′ it holds that M ⊂ M′. We say that a generating set Υ is minimal if
Υ is weakly∗ closed and for any weakly∗ closed generating set Υ′ it holds that Υ ⊂ Υ′.
Note that it follows from the above definition that if minimal Kusuoka set exists, then it
is unique.
By Propositions 2.1 and 2.4 we have that a Kusuoka set M is minimal iff the set T(M)
is a minimal generating set. Together with Theorem 2.1 and Proposition 2.2 this implies the
following result.
Theorem 2.2 The set M := T−1(U) is a Kusuoka set and its closure M = T−1(U) = T−1(U¯)
is the minimal Kusuoka set.
This shows that the minimal Kusuoka set does exist, and as it was mentioned before, by
the definition is unique. In particular we obtain the following result (cf. [17]).
Corollary 2.2 Let ρσ : Z → R be a spectral measure with spectral function σ ∈ Z
∗ ∩S, i.e.,
ρσ(Z) =
∫ 1
0
σ(t)F−1Z (t)dt (2.14)
Then its minimal Kusuoka set is given by the singleton {T−1σ}.
3 Kusuoka representation on general spaces
So far we assumed that the probability space is nonatomic and used the standard probability
space (Ω,F , P ). Since ρ is law invariant, it can be viewed as a function of the corresponding
cdf F (z) = P (Z ≤ z), and we can write ρ(F ) rather than ρ(Z). The condition that ρ is
defined on the space Z = Lp(Ω,F , P ) means that the space of cdfs on which ρ is defined is
such that F−1 ∈ Z. Note that
EF |Z|
p =
∫ +∞
−∞
|z|pdF (z) =
∫ 1
0
|F−1(t)|pdt, (3.1)
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and hence F−1 ∈ Z means that EF |Z|
p <∞.
Now let (Ωˆ, Fˆ , Pˆ ) be a general probability space, not necessarily nonatomic. We still can
talk about law invariant coherent risk measures ̺ : Zˆ → R defined on Zˆ := Lp(Ωˆ, Fˆ , Pˆ ).
Again we can view ̺(F ) as a function of the cdf F . Note, however, that depending on the
choice of (Ωˆ, Fˆ , Pˆ ), the space of allowable cdfs can be different. Suppose, for example, that
the space Ωˆ = {ω1, ..., ωn} is finite with respective probabilities pi > 0, i = 1, ..., n. Then the
cdf F of a random variable Z : Ωˆ → R can be any piecewise constant cdf with n jumps of
sizes pi at arbitrary points z1, ..., zn. The corresponding F
−1 is a step function
F−1 =
n∑
i=1
zpi(i)1Ipi(i), (3.2)
where zpi(1) ≤ · · · ≤ zpi(n) are numbers zi arranged in the increasing order and {Ipi(1), ..., Ipi(n)}
is the partition of the interval [0,1] into intervals of the respective lengths ppi(1), ..., ppi(n); in
order for F−1(·) to be right side continuous these should be half open intervals of the form
Ii = [ai, bi).
To any law invariant coherent risk measure ρ : Z → R we can correspond its restriction
ρˆ(F ) to the class of cdfs F = FZ associated with random variables Z ∈ Zˆ. For example, for
finite Ωˆ = {ω1, ..., ωn} these are cdfs having inverse of the form (3.2). Of course, the space of
(monotonically nondecreasing) step functions of the form (3.2) is much smaller than the space
of (monotonically nondecreasing) p-power integrable functions on the interval [0,1]. Therefore
the class of law invariant coherent risk measures ̺ : Zˆ → R can be larger than the class of
law invariant coherent risk measures ρˆ.
Definition 3.1 Let (Ω,F , P ) be the standard probability space, Z := Lp(Ω,F , P ), p ∈ [1,∞),
and Zˆ := Lp(Ωˆ, Fˆ , Pˆ ) for a general probability space (Ωˆ, Fˆ , Pˆ ). We say that a law invariant
coherent risk measure ̺ : Zˆ → R is regular if there exists a law invariant coherent risk
measure ρ : Z → R such that ̺ = ρˆ, where ρˆ is the restriction of ρ to Zˆ in the sense explained
above. Sometimes we use the term p-regular risk measure to emphasize choice of the space
Z := Lp(Ω,F , P ).
By (2.8) for a regular law invariant coherent risk measure ̺ = ρˆ we can write for F = FZ ,
Z ∈ Zˆ, the dual representation
̺(F ) = sup
σ∈Υ
∫ 1
0
σ(t)F−1Z (t)dt, (3.3)
where Υ is a generating set of the corresponding risk measure ρ : Z → R, and the respective
Kusuoka representation
̺(F ) = sup
µ∈M
∫ 1
0
AV@Rα(F )dµ(α), (3.4)
where M is the set of probability measures corresponding to the risk measure ρ : Z → R.
Conversely, if the representation (3.3) or the Kusuoka representation (3.4) holds and the right
hand side of (3.3) (of (3.4)) is well defined and finite for every F = FZ , Z ∈ Z, then ̺ is a
regular law invariant coherent risk measure. Hence we have the following.
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Proposition 3.1 Law invariant coherent risk measure ̺ : Zˆ → R is p-regular iff there ex-
ists a set Υ ⊂ Lq(Ω,F , P ) of spectral functions such that the representation (3.3) holds, or
equivalently iff the Kusuoka representation (3.4) holds.
In Pflug and Ro¨misch [13, p.63] is given an example of a law invariant coherent risk measure
defined on space of random variables Z : Ωˆ→ R, with Ωˆ = {ω1, ω2} having two elements with
unequal probabilities p1 6= p2, for which the Kusuoka representation does not hold. Thus this
gives an example of a nonregular risk measure (see also Example 2 below).
Example 1 Let us consider the following construction. Let (Ω,F , P ) be the standard prob-
ability space and Z := Lp(Ω,F , P ) for some p ∈ [0, 1). Let G be a sigma subalgebra of F
and Zˆ = Lp(Ω,G, P ) be the space of G-measurable random variables Y ∈ Z. For exam-
ple, consider a countable probability space Ωˆ = {ω1, ...} with respective probabilities pi > 0,
i = 1, ...,
∑
pi = 1. We can embed the space of random variables Y : Ωˆ → R into Z by
using the following construction. Consider the partition of the interval [0,1) into intervals
I1 = [0, p1), I2 = [p1, p1+ p2), ..., of respective lengths p1, p2, .... Let G be the subalgebra of F
generated by sets I1, I2, .... Then the corresponding space Zˆ is formed by random variables
Y : [0, 1)→ R being piecewise constant on each Ii, and Zˆ can be identified with the space of
random variables on Ωˆ.
We have here that a law invariant coherent risk measure ̺ : Zˆ → R is regular if there
exists a law invariant coherent risk measure ρ : Z → R such that2 ρ|Zˆ = ̺. Let F be the group
of measure preserving transformations of the standard space (see definition 2.1). Consider the
following subgroup of F:
G := {T ∈ F : T (A) ∈ G, ∀A ∈ G}.
We have that η1, η2 ∈ Zˆ
∗ are distributionally equivalent if there exists T ∈ G such that
η1 = η2 ◦ T . As it was pointed in Remark 1, two random variables defined on a nonatomic
space are distributionally equivalent if and only if one can be transformed into the other by
a measure preserving transformation. Clearly the “if” part is true for spaces with atoms as
well.
Consider the following condition.
(A) For any η ∈ Zˆ∗, η ≥ 0, there exists monotonically nondecreasing right hand side con-
tinuous function ζ : [0, 1)→ R and T ∈ G such that η = ζ ◦ T a.e.
Theorem 3.1 If condition (A) holds, then every law invariant coherent risk measure ̺ : Zˆ →
R is regular.
Proof. Let ̺ : Zˆ → R be a law invariant coherent risk measure. It has the dual representa-
tion
̺(Y ) = sup
η∈Aˆ
∫
η(ω)Y (ω)dP (ω), (3.5)
where Aˆ ⊂ Zˆ∗ is a set of density functions. Since ̺ is law invariant, the set Aˆ is invariant
with respect to transformations of the group G (see, e.g., proof of Theorem 3.2 in [16]).
2By ρ|
Zˆ
we denote the restriction of ρ to Zˆ.
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Suppose that condition (A) holds. Let Y ∈ Zˆ be monotonically nondecreasing function
and Υˆ be the subset of Aˆ formed by monotonically nondecreasing η ∈ Aˆ. Since Aˆ is invariant
with respect to transformations of the group G it follows by property (A) that it suffices to
take the maximum in (3.5) with respect to η ∈ Υˆ. Define now
ρ(Z) = sup
η∈Υˆ
∫
η(ω)F−1Z (ω)dP (ω). (3.6)
We have that ρ is a law invariant coherent risk measure and ρ|Zˆ = ̺.
If the space Ωˆ = {ω1, ..., ωn} is finite, equipped with equal probabilities, then the corre-
sponding group G of measure preserving transformations is given by the set of permutations
of the set Ωˆ. It follows that condition (A) holds and hence by Theorem 3.1 we have the
following:
Corollary 3.1 Let Ωˆ = {ω1, ..., ωn} be finite, equipped with equal probabilities pi = 1/n,
i = 1, ..., n. Then every law invariant coherent risk measure ̺ : Zˆ → R is regular.
In the setting of Corollary 3.1, F−1Z (·), Z ∈ Zˆ, are piecewise constant (step) functions.
Thus the spectral function σ(·) can be changed on the respective intervals Ii (of length 1/n)
without changing the corresponding integral. For example, the spectral functions σ(·) can
be taken to be step functions constant on the intervals Ii. Consequently, although every law
invariant coherent risk measure ̺ : Zˆ → R is regular here, the corresponding (lifted) risk
measure ρ : Z → R is not unique.
Example 2 Let (Ωˆ, Fˆ , Pˆ ) be a probability space with atoms. Consider the setting of Ex-
ample 1 and assume that (Ωˆ, Fˆ , Pˆ ) can be identified with the corresponding embedded space
(Ω,G, P ) for some sigma algebra G ⊂ F , and consider the space Zˆ = Lp(Ω,G, P ). For some
pˆ > 0, let Aˆ ∈ Fˆ be a (nonempty) set of all atoms having the same probability pˆ. Clearly the
set Aˆ is finite, let k := |Aˆ| be cardinality of Aˆ (the set Aˆ could be a singleton, i.e., it could
be that k = 1). Let A ∈ G be the corresponding subset of Ω = [0, 1] (given by union of the
respective subintervals of [0, 1]). Assume that Ωˆ is not a finite set with equal probabilities (as
in Corollary 3.1), so that Pˆ (Ω \ A) > 0. Define
̺(Y ) :=
1
k
∑
ω∈Aˆ
Y (ω). (3.7)
Clearly ̺ : Zˆ → R is a coherent risk measure. Suppose further that the following condition
holds.
(B) If Y, Y ′ ∈ Zˆ are distributionally equivalent, then there exists a permutation π of the set
Aˆ such that Y ′(ω) = Y (π(ω)) for any ω ∈ Aˆ.
Under this condition, the risk measure ̺ is law invariant as well. Let us show that it is not
regular.
Indeed, let us argue by a contradiction. Suppose that ̺ = ρˆ for some law invariant coherent
risk measure ρ : Z → R and ρˆ := ρ|Zˆ . Note that ̺(Y ) depends only on values of Y (·) on
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the set Aˆ, i.e., for any Y, Y ′ ∈ Zˆ we have that ρ(Y ) = ρ(Y ′) if Y (ω) = Y ′(ω) for all ω ∈ A.
In particular, if Y (ω) = 0 for all ω ∈ A, then ρ(Y ) = 0. It follows that ρ(1B) = 0 for any
G-measurable set B ⊂ Ω \ A. Note that the set Ω \ A has a nonempty interior since the set
A is a union of a finite number of intervals, and hence we can take B ⊂ Ω \ A to be an open
interval. Since ρ is law invariant it follows that ρ(1T (B)) = 0 for any T ∈ F. Hence there is a
family of sets Bi ∈ F , i = 1, ..., m, such that ρ(1Bi) = 0, i = 1, ..., m, and [0, 1] = ∪
m
i=1Bi. It
follows that for any bounded Z ∈ Z there are ci ∈ R, i = 1, ..., m, such that Z ≤
∑m
i=1 ci1Bi .
Consequently ρ(Z) ≤
∑m
i=1 ciρ(1Bi) = 0, this clearly is a contradiction.
It follows that the risk measure ̺, defined in (3.7), does not have a Kusuoka representation.
Note that it was only essential in the above construction that the restriction of the risk measure
̺ : Zˆ → R to the set Aˆ is a law invariant coherent risk measure. So, for example, under the
above assumptions the risk measure ̺(Y ) := max{Y (ω) : ω ∈ Aˆ} is also not regular.
As far as condition (B) is concerned, suppose for example that the set Ωˆ = {ω1, ..., ωn}
is finite, equipped with respective probabilities p1, ..., pn. For some pˆ ∈ {p1, ..., pn} let K ⊂
{1, ..., n} be the index set such that pi = pˆ for all i ∈ K. Suppose that
∑
i∈I
pi 6=
∑
j∈J
pj, ∀I ⊂ K, ∀J ⊂ {1, ..., n} \K. (3.8)
Then condition (B) holds for the set Aˆ := {ωi : i ∈ K}. That is, condition (3.8) ensures
existence of a nonregular risk measure ̺.
4 Maximality of Kusuoka sets
In this section we discuss Kusuoka representations with respect to stochastic dominance rela-
tions. As before we consider probability measures µ supported on the interval [0, 1] and con-
tinue identifying the measure µ with its cumulative distribution function µ(α) = µ{(−∞, α]},
α ∈ R. Recall that since µ is supported on [0,1], it follows that µ(α) = 0 for α < 0 and
µ(α) = 1 for α ≥ 1.
Definition 4.1 It is said that µ1 is dominated in first stochastic order by µ2, denoted µ1µ2,
if µ1 (α) ≥ µ2 (α) for all α ∈ R. If moreover, µ1 6= µ we write µ1≺µ2.
A set of measures (M,), equipped with the first order stochastic dominance relation, is
a partially ordered set.
In the space of functions σ ∈ Z∗ we consider the following dominance relation.
Definition 4.2 For σ1, σ2 ∈ Z
∗ it is said that σ1 is majorized by σ2, denoted σ14σ2, if∫ 1
γ
σ1(t)dt ≤
∫ 1
γ
σ2(t)dt for all γ ∈ [0, 1], and (4.1)∫ 1
0
σ1(t)dt =
∫ 1
0
σ2(t)dt. (4.2)
Remark 2 For monotonically nondecreasing functions σ1, σ2 : [0, 1] → R the above concept
of majorization is closely related to the concept of dominance in the convex order. That is,
if σ1 and σ2 are monotonically nondecreasing right side continuous functions, then they can
be viewed as right side quantile functions σ = F−1Z1 and σ2 = F
−1
Z2
of some respective random
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variables Z1 and Z2. It is said that Z1 dominates Z2 in the convex order if E[u(Z1)] ≥ E[u(Z2)]
for all convex functions u : R → R such that the expectations exist. Equivalently this can
written as (see, e.g., Mu¨ller and Stoyan [12])
∫ 1
γ
F−1Z1 (t)dt ≥
∫ 1
γ
F−1Z2 (t)dt, ∀γ ∈ [0, 1]; and E[Z1] = E[Z2].
The dominance in the convex (concave) order was used in studying risk measures in Fo¨llmer
and Schield [6] and Dana [3], for example.
Note that if σ1, σ2 ∈ Z
∗ ∩S and σ14σ2, then∫ 1
0
σ1(t)F
−1
Z (t)dt ≤
∫ 1
0
σ2(t)F
−1
Z (t)dt, Z ∈ Z. (4.3)
Example 3 Let ρ be given by maximum of a finite number of spectral risk measures, i.e.,
ρ(Z) := max
1≤i≤n
∫ 1
0
σi(t)F
−1
Z (t)dt, Z ∈ Z, (4.4)
for some σi ∈ Z
∗ ∩S, i = 1, ..., n. Then the set Υ := {σ1, ..., σn} is a generating set and the
convex hull of O(Υ) is the dual set of ρ. An element σi of {σ1, ..., σn} is an exposed point of
the dual set iff σi can be strongly separated from the other σj , i.e., iff there exists Z ∈ Z such
that 〈σi, Z〉 ≥ 〈σj , Z〉+ ε, for some ε > 0 and all j 6= i. So the generating set Υ is minimal iff
every σi can be strongly separated from the other σj .
If there is σi which is majorized by another σj , then it follows by (4.3) that removing
σi from the set Υ will not change the corresponding maximum, and hence Υ \ {σi} is still
a generating set. Therefore the condition: “every σi is not majorized by any other σj” is
necessary for the set Υ to be minimal. For n = 2 this condition is also sufficient. However, it
is not sufficient already for n = 3. For example let σ1 and σ2 be such that σ1 is not majorized
by σ2, and σ2 is not majorized by σ1, and let σ3 := (σ1 + σ2)/2. Then clearly σ3 can be
removed from Υ, while σ3 is not majorized by σ1 or σ2. Indeed, if σ3 is majorized say by σ1,
then ∫ 1
γ
σ3(t)dt =
1
2
(∫ 1
γ
σ1(t)dt+
∫ 1
γ
σ2(t)dt
)
≤
∫ 1
γ
σ1(t)dt, γ ∈ [0, 1],
and hence ∫ 1
γ
σ2(t)dt ≤
∫ 1
γ
σ1(t)dt, γ ∈ [0, 1],
a contradiction with the condition that σ2 is not majorized by σ1.
We show now that first order dominance of measures is transformed by the operator T
into majorization order in the sense of Definition 4.2. The converse implication,
{σ14σ2} ⇒ {T
−1σ1T
−1σ2}
does not hold in general. This shows that the first order stochastic dominance indeed is a
stronger concept. A simple counterexample is provided by the measures µ1 := 0.1δ0.2+0.9δ0.6
and µ2 := 0.2δ0.5 + 0.8δ0.9.
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Proposition 4.1 For µ1, µ2 ∈ Pq it holds that if µ1µ2, then Tµ14Tµ2.
Proof. By definition of T and reversing the order of integration we can write for γ ∈ (0, 1),∫ γ
0
(Tµ1)(t)dt =
∫ γ
0
∫ t
0
1
1− α
dµ1(α) dt =
∫ γ
0
∫ γ
α
1
1− α
dt dµ1(α) =
∫ γ
0
γ − α
1− α
dµ1(α).
Now by Riemann-Stieltjes integration by parts∫ γ
0
(Tµ1)(t)dt =
γ − α
1− α
µ1(α)
∣∣∣∣
γ
α=0
−
∫ γ
0
µ1(α)d
(
γ − α
1− α
)
=
∫ γ
0
µ1(α)
1− γ
(1− α)2
dα,
where we used that µ1(0
−) = µ2(0
−) = 0. Since µ1µ2 we have that µ1(·) ≥ µ2(·) and hence∫ γ
0
(Tµ1)(t)dt =
∫ γ
0
µ1(α)
1− γ
(1− α)2
dα ≥
∫ γ
0
µ2(α)
1− γ
(1− α)2
dα =
∫ γ
0
(Tµ2)(t)dt.
Because of
∫ 1
0
(Tµ)(t)dt = 1, this implies that
∫ 1
γ
(Tµ1)(t)dt ≤
∫ 1
γ
(Tµ2)(t)dt,
and hence Tµ14Tµ2.
LetM be a Kusuoka set and µ1, µ2 ∈M. As it was pointed above, it follows from (4.3) that
if Tµ14Tµ2, then measure µ1 can be removed from M. Hence it follows by Proposition 4.1
that if µ1µ2, then the measure µ1 can be removed from M.
Definition 4.3 A measure µ ∈ M ⊂ P is called a maximal element, a maximal measure or
non-dominated measure of (M,), if there is no ν ∈M satisfying µ≺ν.
The measures δ0 and δ1 are extremal in the sense that
δ0µδ1 for all µ ∈ P,
that is δ1 (δ0, resp.) is always a maximal (minimal, resp.) measure.
The next theorem elaborates that it is sufficient to consider the non-dominated measures
within the closure of any Kusuoka set.
Theorem 4.1 Let M be a Kusuoka set of law invariant coherent risk measure ρ : Z → R,
and M be its topological closure. Then the augmented set {µ′ ∈ P : µ′ 4 µ for some µ ∈ M}
is a Kusuoka set as well. Furthermore, the set of extremal measures of M, i.e., M′ := {µ ∈
M : ν 6≻ µ for all ν ∈M} is a Kusuoka set.
Proof. Let µ′µ ∈ M. As α 7→ AV@Rα(Y ) is a nondecreasing function and as µ(·) ≤ µ
′(·)
it follows by Riemann-Stieltjes integration by parts that∫ 1
0
AV@Rα(Y )dµ(α) = µ(α)AV@Rα(Y )|
1
α=0−
−
∫ 1
0
µ(α)dAV@Rα(Y )
≥ µ′(α)AV@Rα(Y )|
1
α=0−
−
∫ 1
0
µ′(α)dAV@Rα(Y )
=
∫ 1
0
AV@Rα(Y )µ
′(dα),
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which is the first assertion.
For the second assertion recall that (M,) is a partially ordered set and so is (M,).
Consider a chain C ⊂ M, that is for every µ, ν it holds that µν or νµ (totality). Then
the chain C has an upper bound in C ⊂ M: to accept this (cf. the proof of Helly’s Lemma
in [18]) define
µC (x) := inf
µ∈C
µ(x)
(the upper bound), which is a positive, non-decreasing function satisfying µC(1) = 1. As any
µ ∈ C is right side continuous it is upper semi-continuous, thus µC, as an infimum, is upper
semi-continuous as well, hence µC is right side continuous and µC thus represents a measure,
µC ∈ P. To show that µC ∈ C let xi be a dense sequence in [0, 1] and choose µi,n ∈ C such
that µi,n(xi) < µC(xi) + 2
−n. As C is a chain one may define µn := min{µi,n : i = 1, 2, . . . n}.
It holds that µn(xi) < µC(xi) + 2
−n for all i = 1, 2, . . . n. As xi is dense, and as µn, as well as
µC are right side continuous it follows that µn → µC uniformly, hence µC ∈ C.
By Zorn’s Lemma there is at least one maximal element µ∗ in M, that is there is no
element ν ∈M such that ν ≻ µ∗. Hence
µ∗ ∈
{
µ ∈M : ¬∃ν ∈M : ν ≻ µ
}
=
{
µ ∈M : ∀ν ∈M : ν 6≻ µ
}
= M′
and M′ thus is a non-empty Kusuoka set. Recall that M′ ⊂M, hence
ρ (Y ) = sup
µ∈M
∫ 1
0
AV@Rα (Y )µ (dα)
= sup
µ∈M
∫ 1
0
AV@Rα (Y )µ (dα) ≥ sup
µ∈M′
∫ 1
0
AV@Rα (Y )µ (dα) .
To establish equality assume that ρ (·) 6= supµ∈M′
∫ 1
0
AV@Rα (·)µ (dα). Then there is a
random variable Y satisfying
ρ (Y ) > sup
µ′∈M′
∫ 1
0
AV@Rα (Y )µ
′ (dα) . (4.5)
For this Y and for some ε > 0 choose µ ∈M such that ρ (Y ) < ε+
∫ 1
0
AV@Rα (Y )µ (dα).
Consider the coneMµ :=
{
ν ∈M : µν
}
. Notice that (Mµ,) again is a partially ordered
set, for which Zorn’s Lemma implies that there is a maximal element µ¯ ∈Mµ with respect to
, and it holds that µµ¯ by construction.
We claim that µ¯ ∈ M′. Indeed, if it were not, then there is ν ′ ∈ M with ν ′ ≻ µ¯. But
this means µµ¯≺ν ′, so ν ′ ∈Mµ and hence µ¯ ≺ ν
′, contradicting the fact that µ¯ is a maximal
measure in Mµ, and hence µ¯ ∈M
′.
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Now by Riemann-Stieltjes integration by parts
ρ (Y )− ε <
∫ 1
0
AV@Rα(Y )dµ(α)
= µ(α)AV@Rα(Y )|
1
α=0 −
∫ 1
0
µ(α)dAV@Rα(Y )
≤ µ¯(α)AV@Rα(Y )|
1
α=0 −
∫ 1
0
µ¯(α)dAV@Rα(Y )
=
∫ 1
0
AV@Rα(Y )µ¯(dα),
as α 7→ AV@Rα(Y ) is a non-decreasing function and as µµ¯, that is µ(·) ≥ µ¯(·).
But as µ ∈M′ this is a contradiction to (4.5), such that the assertion holds indeed.
5 Examples
In order to demonstrate the minimal Kusuoka representation we have chosen two examples.
The first is taken from [4]. The second example elaborates the Kusuoka representation of the
higher order semideviations.
5.1 Higher order measures
This first example generalizes the Average Value-at-Risk as introduced in (1.1).
Proposition 5.1 The minimal Kusuoka representation of the risk measure
ρ(Z) := inf
t∈R
{t+ c ‖(Z − t)+‖p} , Z ∈ Lp(Ω,F , P ), (5.1)
(c > 1 and 1 < p <∞) is given by
ρ(Z) = sup {ρσ(Z) : σ ∈ S and ‖σ‖q = c} , (5.2)
where ρσ is the spectral risk measure associated with the spectrum σ (cf. (2.14)) and
1
p
+ 1
q
= 1.
Remark 5.1 Equation (5.2) is not a Kusuoka representation in its original form, but it is a
concise way of writing
ρσ(Z) =
∫ 1
0
σ(u)F−1Z (u)du =
∫ 1
0
AV@Rα(Z)dµ(α),
where µ = T−1σ according to (2.2) and (2.14).
Remark 5.2 It is obvious that (5.2) represents the Average Value-at-Risk, whenever c = 1
1−α
and p = 1, such that Proposition 5.1 generalizes the Average Value-at-Risk.
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Proof. The Kusuoka representation of (5.1) is given in [4] in the form
ρ(Z) = sup {ρσ(Z) : σ ∈ S and ‖σ‖q ≤ c} , (5.3)
i.e., the dual set of ρ is A = O{σ ∈ S : ‖σ‖q ≤ c} (of course, the condition ‖σ‖q ≤ c implies
that the set A is a subset of the dual space Lq(Ω,F , P )). We prove first that it is enough to
consider functions σ satisfying ‖σ‖q = c. Indeed, for σ satisfying ‖σ‖q < c define σ∆(u) :=
1[∆,1](u) ·
(
σ(u) + 1
1−∆
∫ ∆
0
σ(u′)du′
)
(∆ ∈ [0, 1)). It is evident that ∆ 7→ ‖σ∆‖q is a continuous
and unbounded function, hence there is a ∆0 such that ‖σ∆0‖ = c. Moreover σ4σ∆ by
construction, such that one may pass – according to (4.3) – to σ∆0 without changing the
objective in (5.3) to get the representation (5.2).
The set in the dual corresponding to (5.2) is
C = O ({ζ ∈ S : ‖ζ‖q = c}) .
Now let ζ ∈ C ⊂ A be chosen, and consider the random variable Z := ζq−1. The function
gZ(·) := 〈·, Z〉 (defined in Definition 2.4) attains its maximum over A at ζ , because
gZ (ζ
′) ≤ ‖ζ ′‖q · ‖Z‖p ≤ c‖Z‖p = c‖ζ‖
p/q
q = c
q = ‖ζ‖qq = gZ(ζ)
by Ho¨lder’s inequality whenever ζ ′ ∈ A. Moreover ζ is the unique maximizer, as 1 < p <∞.
This shows, using the notation from Definition 2.4, that C collects just maximizers, that is
C = Exp(A). This completes the proof.
5.2 Higher order semideviation
Our second example addresses the p−semideviation risk measure. We elaborate its Kusuoka
representation, as well as the minimal Kusuoka representation.
Proposition 5.2 For p ≥ 1 the Kusuoka representation of the p−semideviation
ρ (Z) := E[Z] + λ
∥∥(Z − EZ)+∥∥p , Z ∈ Lp(Ω,F , P ),
(0 ≤ λ ≤ 1) is
ρ (Z) = sup
σ∈S
(
1− λ
‖σ‖q
)
E[Z] + λ
‖σ‖q
ρσ (Z) . (5.4)
The representation (5.4) is moreover the minimal Kusuoka representation whenever p > 1.
Remark 5.3 As in the first example the formula presented in (5.4) does not appear as a
Kusuoka representation in its traditional form. To make the Kusuoka representation evident
we rewrite it as
ρ(Z) = sup
µ∈Pq
{(
1− λ
‖Tµ‖q
)
E[Z] + λ
‖Tµ‖q
∫ 1
0
AV@Rα(Z)dµ(α)
}
, (5.5)
such that the supremum in the representation (5.5) is among all measures of the form(
1− λ
‖Tµ‖q
)
δ0 +
λ
‖Tµ‖q
µ, µ ∈ Pq,
which finally provides a Kusuoka representation.
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Remark 5.4 Notice that ‖σ‖q ≥ ‖σ‖1 =
∫ 1
0
σ(u)du = 1, such that 1− λ
‖σ‖q
≥ 0 and (5.4) is
indeed a positive quantity whenever 0 ≤ λ ≤ 1.
Proof. By Ho¨lder’s duality E[Zζ ] ≤ (E |Z|p)
1
p (E |ζ |q)
1
q and (E |Z|p)
1
p = sup
{
E[Zζ ] : ‖ζ‖q ≤ 1
}
.
Clearly
(E[Zp+])
1
p = sup
{
E[Zζ ] : ζ ≥ 0, ‖ζ‖q ≤ 1
}
,
the supremum being attained at ζ =
Zp−1+
‖Zp−1+ ‖q
. It follows that
∥∥(Z − E[Z])+∥∥p = sup
{
E[(Z − E[Z]) ζ ] : ζ ≥ 0, ‖ζ‖q ≤ 1
}
. (5.6)
Now
ρ(Z) = E[Z] + λ
∥∥(Z − E[Z])+∥∥p
= sup
{
E[Z] + λE[(Z − E[Z]) ζ ] : ζ ≥ 0, ‖ζ‖q ≤ 1
}
= sup
{
(1− λE[ζ ])E[Z] + λE[Zζ ] : ζ ≥ 0, ‖ζ‖q ≤ 1
}
(5.7)
= sup
{(
1− λ E[ζ]
‖ζ‖q
)
E[Z] + λE
[
Z ζ
‖ζ‖q
]
: ζ ≥ 0
}
= sup
{(
1− λ
‖ζ‖q
)
E[Z] + λ
‖ζ‖q
E[Zζ ] : ζ ≥ 0, E[ζ ] = 1
}
. (5.8)
For ζ feasible in (5.8) define the function σζ (u) := V@Ru (ζ) and observe that
‖σζ‖
q
q =
∫ 1
0
σqζ(α)dα = E[ζ
q] = ‖ζ‖qq .
Now notice that every random variable ζ in (5.8) is given by ζ = σ (U) for a uniform U where
σ is non-negative, non-decreasing and
∫ 1
0
σ (u) du = 1 – that is, σ is a spectral function. It
follows that
ρ (Z) = sup
σ∈S
sup
{(
1− λ
‖ζ‖q
)
E[Z] + λ
‖ζ‖q
E[Zζ ] : ζ ≥ 0, E[ζ ] = 1, V@R (ζ) = σ
}
= sup
σ∈S
sup
{(
1− λ
‖σ‖q
)
E[Z] + λ
‖σ‖q
E[Zζ ] : ζ ≥ 0, E[ζ ] = 1, V@R (ζ) = σ
}
(5.9)
= sup
σ∈S
(
1− λ
‖σ‖q
)
E[Z] + λ
‖σ‖q
ρσ (Z) .
This completes the proof of the Kusuoka representation.
In order to verify that this is the minimal Kusuoka representation consider the correspond-
ing set C ⊂ A in the dual, which is in view of (5.7)
C = {ζ = (1− λE[ζ ′]) 1+ λζ ′ : ‖ζ ′‖q = 1, ζ
′ ≥ 0}
(cf. [15, Example 6.20]). For Z ∈ Lp(Ω,F , P ) consider the function gZ(ζ) := 〈ζ, Z〉 as in
Definition 2.4. It holds that
sup
ζ∈A
gZ (ζ) = sup
ζ′≥0, ‖ζ′‖q≤1
(1− λE[ζ ′])E[Z] + λE[ζ ′Z] = E[Z] + λ sup
‖ζ′‖q≤1
E[ζ ′(Z − E[Z])].
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For 1 < p <∞ the latter supremum is uniquely attained at
ζ¯ ′ =
(Z − E[Z])p−1+
‖ (Z − E[Z])p−1+ ‖q
,
such that gZ attains its unique maximum at
ζ¯ = (1− λE[ζ¯ ′])1 + λζ¯ ′. (5.10)
It follows that C consists of exposed points only, that is C = Exp(A). This proves that C is
the minimal Kusuoka representation, and thus (5.4).
Corollary 5.1 (cf. [17]) For p = 1 the minimal Kusuoka representation of the absolute
semideviation ρ (Z) := E[Z] + λE
[
(Z − E[Z])+
]
, with λ ∈ [0, 1], is
ρ (Z) = sup
κ∈[0,1]
{(1− λκ)AV@R0 + λκAV@R1−κ (Z)} . (5.11)
Proof. Note that the supremum in (5.6) is attained at ζ =
(Z−E[Z])0+
‖(Z−E[Z])0+‖
∞
, and in (5.8) thus
at ζ =
(Z−E[Z])0+
‖(Z−E[Z])0+‖1
, which is a function of type ζ = 1B
P (B)
(choose B = {Z > E[Z]} to accept
the correspondence). Next observe that σζ(u) = V@Ru(ζ) =
1
1−α
1[α,1] (u) (for α = P
(
B∁
)
),
which is the spectral function of the Average Value-at-Risk of level α. It follows that
ρ (Z) = sup
σ= 1
1−α
1[α,1]
{(
1−
λ
‖σ‖∞
)
E[Z] +
λ
‖σ‖∞
ρσ (Z)
}
,
= sup
α
{(1− λ (1− α))E[Z] + λ (1− α)AV@Rα (Y )} ,
= sup
κ∈(0,1)
{(1− λκ)E[Z] + λκAV@R1−κ (Z)} .
That is, the set M := ∪κ∈(0,1) {(1− λκ)δ0 + λκδ1−κ} is a Kusuoka set and its closure is the
minimal Kusuoka set.
6 Conclusion
In this paper we address the Kusuoka representation of law invariant coherent risk measures,
introduced in [9]. In general many representations may describe the same risk measure, but we
demonstrate that there is a minimal representation available, and this minimal representation
is moreover unique.
The minimal representation can be extracted by identifying the set of exposed points of the
dual set and then applying the corresponding one-to-one transformation. Moreover, it turns
out that the minimal representation only consists of measures which are nondominated in first
order stochastic dominance. This relation, as well as the convex order stochastic dominance
relation can be employed to identify the necessary measures. This is demonstrated in two
considered examples.
We also consider Kusuoka representations on general probability spaces, which potentially
contain atoms. The gap for law invariant risk measures on spaces, which contain – or do not
contain – atoms, is clarified and sufficiently described.
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Abstract
This paper addresses law invariant coherent risk measures and their Kusuoka repre-
sentations. By elaborating the existence of a minimal representation we show that every
Kusuoka representation can be reduced to its minimal representation. Uniqueness –
in a sense specified in the paper – of the risk measure’s Kusuoka representation is de-
rived from this initial result. The Kusuoka representation is usually given for nonatomic
probability spaces. We also discuss Kusuoka representations for spaces with atoms.
Further, stochastic order relations are employed to identify the minimal Kusuoka
representation. It is shown that measures in the minimal representation are extremal
with respect to the order relations. The tools are finally employed to provide the minimal
representation for important practical examples.
Keywords : Law invariant coherent measure of risk, Fenchel-Moreau theorem, Kusuoka
representation, stochastic order relations.
1 Introduction
This paper addresses Kusuoka representations [9] of law invariant, coherent risk measures.
In a sense such representations are natural and useful in various applications of risk mea-
sures. Original derivations were performed in [9, 8] in L∞(Ω,F , P ) spaces. For an analysis in
Lp(Ω,F , P ), p ∈ [1,∞), spaces we may refer to Pflug and Ro¨misch [13] (cf. also [5, 7]). It is
known that Kusuoka representations are not unique (cf. [13]). This raises the question of in
some sense minimality of such representations. It was shown in [17] that indeed for spectral
∗Research of this author was partly supported by the NSF award CMMI 1232623.
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risk measures, the Kusuoka representation with a single probability measure is unique. It was
also posed a question whether such minimal representation is unique in general? In this paper
we give a positive answer to this question and show how such minimal representations can be
derived in a constructive way. We also discuss Kusuoka representations for spaces which are
not nonatomic.
Throughout the paper we work with spaces Z := Lp(Ω,F , P ), p ∈ [1,∞), rather than
L∞(Ω,F , P ) spaces. That is, Z ∈ Z can be viewed as a random variable with finite p-th order
moment with respect to the reference probability distribution P . The space Z equipped with
the respective norm is a Banach space with the dual space of continuous linear functionals
Z∗ := Lq(Ω,F , P ), where q ∈ (1,∞] and 1/p+ 1/q = 1.
It is said that a (real valued) functional ρ : Z → R is a coherent risk measure if it satisfies
the following axioms (Artzner et al. [1]):
(A1) Monotonicity: If Z,Z ′ ∈ Z and Z  Z ′, then ρ(Z) ≥ ρ(Z ′).
(A2) Convexity:
ρ(tZ + (1− t)Z ′) ≤ tρ(Z) + (1− t)ρ(Z ′)
for all Z,Z ′ ∈ Z and all t ∈ [0, 1].
(A3) Translation Equivariance: If a ∈ R and Z ∈ Z, then ρ(Z + a) = ρ(Z) + a.
(A4) Positive Homogeneity: If t ≥ 0 and Z ∈ Z, then ρ(tZ) = tρ(Z).
The notation Z  Z ′ means that Z(ω) ≥ Z ′(ω) for a.e. ω ∈ Ω. For a thorough discussion of
coherent risk measures we refer to Fo¨llmer and Schield [6].
We say that Z1, Z2 ∈ Z are distributionally equivalent if FZ1 = FZ2, where FZ(z) := P (Z ≤
z) denotes the cumulative distribution function (cdf) of Z ∈ Z. It is said that risk measure
ρ : Z → R is law invariant (with respect to the reference probability measure P ) if for any
distributionally equivalent Z1, Z2 ∈ Z it follows that ρ(Z1) = ρ(Z2). Unless stated otherwise
we assume that ρ is a (real valued) law invariant coherent risk measure. An important example
of a law invariant coherent risk measure is the (upper) Average Value-at-Risk
AV@Rα(Z) := inf
t∈R
{
t+ (1− α)−1E[Z − t]+
}
= (1− α)−1
∫ 1
α
F−1Z (τ)dτ, (1.1)
where F−1Z (τ) := sup{t : FZ(t) ≤ τ} is the right side quantile function. Note that F
−1
Z (·)
is a monotonically nondecreasing right side continuous function. We denote by P the set
of probability measures on [0, 1] having zero mass at 1. When talking about topological
properties of P we use the weak topology of probability measures. Note that by Prohorov’s
theorem the set P is compact, as it is closed and tight [2, p.59].
We say that a set M of probability measures on [0, 1] is a Kusuoka set if the following
representation holds
ρ(Z) = sup
µ∈M
∫ 1
0
AV@Rα(Z)dµ(α), Z ∈ Z. (1.2)
Note that since ρ(Z) is finite valued for every Z ∈ Lp(Ω,F , P ), with p ∈ [1,∞), every measure
µ ∈M in representation (1.2) has zero mass at α = 1 and hence M ⊂ P. Note also that if M
is a Kusuoka set, then its topological closure is also a Kusuoka set (cf. [17, Proposition 1]).
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The paper is organized as follows. In the next section we discuss minimality and uniqueness
of the Kusuoka representations. In Section 3 we consider Kusuoka representations on general,
not necessarily nonatomic, probability spaces. In Section 4 we investigate maximality of
Kusuoka representations with respect to some order relations. In Section 5 we discuss some
examples, while Section 6 is devoted to conclusions.
2 Uniqueness of Kusuoka sets
It is known that the Kusuoka representation is not unique in general. In this section we
elaborate that there is minimal Kusuoka representation in the sense outlined below. To obtain
the result we shall relate the Kusuoka representation to spectral risk measures first and then
outline the results.
We can view the integral in the right hand side of (1.2) as the Lebesgue-Stieltjes integral
with µ : R → [0, 1] being a right side continuous monotonically nondecreasing function (dis-
tribution function) such that µ(t) = 0 for t < 0 and µ(t) = 1 for t ≥ 1. For example, take
µ(t) = 0 for t < 0 and µ(t) = 1 for t ≥ 0. This is a distribution function corresponding to a
measure of mass one at α = 0. Thus
∫ 1
0
AV@Rα(Z)dµ(α) = AV@R0(Z) = E[Z], (2.1)
where the integral is understood as taken from 0− to 1.
Note: When considering integrals of the form
∫ γ
0
h(α)dµ(α), γ ≥ 0, with respect to a dis-
tribution function µ(·) we always assume that the integral is taken from 0−.
Assume that the space (Ω,F , P ) is nonatomic. Then, without loss of generality, we can
take this space to be the interval Ω = [0, 1] equipped with its Borel sigma algebra and the
uniform probability measure P . We refer to this space as the standard probability space.
Unless stated otherwise we assume that (Ω,F , P ) is the standard probability space.
Definition 2.1 We denote by F the group of measure-preserving transformations T : Ω→ Ω,
i.e., T is one-to-one, onto and P (A) = P (T (A)) for any A ∈ F .
Remark 1 Note that two random variables Z1, Z2 : Ω → R have the same probability dis-
tribution iff there exists a measure-preserving transformation T ∈ F such that1 Z2 = Z1 ◦ T
(e.g., [8]). Also a random variable Z : Ω→ R is distributionally equivalent to F−1Z , i.e., there
exists T ∈ F such that a.e. F−1Z = Z ◦ T (e.g., [17]).
Definition 2.2 We say that σ : [0, 1)→ R+ is a spectral function if σ(·) is right side contin-
uous, monotonically nondecreasing and such that
∫ 1
0
σ(t)dt = 1. The set of spectral functions
will be denoted by S.
1The notation (Z ◦ T )(ω) stands for the composition Z(T (ω))).
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Consider the linear mapping T : P→ S defined as
(Tµ)(τ) :=
∫ τ
0
(1− α)−1dµ(α), τ ∈ [0, 1). (2.2)
This mapping is onto, one-to-one with the inverse µ = T−1σ given by
µ(α) =
(
T
−1σ
)
(α) = (1− α)σ(α) +
∫ α
0
σ(τ)dτ, α ∈ [0, 1] (2.3)
(cf. [17, Lemma 2]). In particular, let µ :=
∑n
i=1 ciδαi , where δα denotes the probability
measure of mass one at α, ci are positive numbers such that
∑n
i=1 ci = 1, and 0 ≤ α1 < α2 <
· · · < αn < 1. Then
Tµ =
n∑
i=1
ci
1− αi
1[αi,1], (2.4)
where 1A denotes the indicator function of set A.
The (real valued) coherent risk measure ρ : Z → R is continuous (in the norm topol-
ogy of Z = Lp(Ω,F , P )) [14], and by the Fenchel-Moreau theorem has the following dual
representation
ρ(Z) = sup
ζ∈A
〈ζ, Z〉, Z ∈ Z, (2.5)
where A ⊂ Z∗ is a convex and weakly∗ compact set of density functions and the scalar
product on Z∗×Z is defined as 〈ζ, Z〉 :=
∫ 1
0
ζ(τ)Z(τ)dτ. Since ρ is law invariant, the dual set
A is invariant under the group F of measure preserving transformations, i.e., if ζ ∈ A, then
ζ ◦ T ∈ A for any T ∈ F (cf. [17]).
Note that if
ρ(Z) = sup
ζ∈C
〈ζ, Z〉, Z ∈ Z, (2.6)
holds for some set C ⊂ Z∗, then C ⊂ A. For a set Υ ⊂ Z∗ we denote
O(Υ) := {ζ ◦ T : T ∈ F, ζ ∈ Υ} (2.7)
its orbit with respect to the group F.
Definition 2.3 We say that a set Υ ⊂ S of spectral functions is a generating set if the
representation (2.6) holds for C := O(Υ) (cf. [17, Definition 1]). That is,
ρ(Z) = sup
σ∈Υ
∫ 1
0
σ(τ)F−1Z (τ)dτ, Z ∈ Z. (2.8)
It follows that if Υ is a generating set, then O(Υ) ⊂ A.
Proposition 2.1 A set M ⊂ P is a Kusuoka set iff the set Υ := T(M) is a generating set.
Proof. By using the integral representation (1.1) of AV@R we can write
∫ 1
0
AV@Rα(Z)dµ(α) =
∫ 1
0
∫ 1
α
(1− α)−1F−1Z (τ)dτdµ(α) =
∫ 1
0
(Tµ)(τ)F−1Z (τ)dτ. (2.9)
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Therefore representation (1.2) can be written as
ρ(Z) = sup
µ∈M
∫ 1
0
(Tµ)(τ)F−1Z (τ)dτ. (2.10)
Together with (2.8) this shows that M is a Kusuoka set iff T(M) is a generating set.
Definition 2.4 It is said that ζ¯ is a weak∗ exposed point of A ⊂ Z∗ if there exists Z ∈ Z
such that gZ(ζ) := 〈ζ, Z〉 attains its maximum over ζ ∈ A at the unique point ζ¯. In that case
we say that Z exposes A at ζ¯. We denote by Exp(A) the set of exposed points of A.
A result going back to Mazur [11] says that if X is a separable Banach space and K is
a nonempty weakly∗ compact subset of X∗, then the set of points x ∈ X which expose K
at some point x∗ ∈ K is a dense (in the norm topology) subset of X (see, e.g., [10] for a
discussion of these type results). Since the space Z = Lp(Ω,F , P ), p ∈ [1,∞), is separable we
have the following theorem:
Theorem 2.1 Let A be the dual set in (2.5). Then the set
D := {Z ∈ Z : Z exposes A at a point ζ¯} (2.11)
is a dense (in the norm topology) subset of Z .
This allows to proceed towards a minimal representation of a risk measure as follows.
Proposition 2.2 Let Exp(A) be the set of exposed points of A. Then the representation (2.6)
holds with C := Exp(A). Moreover, if the representation (2.6) holds for some weakly∗ closed
set C, then Exp(A) ⊂ C.
Proof. Consider the set D defined in (2.11). By Theorem 2.1 this set is dense in Z. So
for Z ∈ Z fixed, let {Zn} ⊂ D be a sequence of points converging (in the norm topology) to
Z. Let {ζn} ⊂ Exp(A) be a sequence of the corresponding maximizers, i.e., ρ(Zn) = 〈ζn, Zn〉.
Since A is bounded, we have that ‖ζn‖
∗ is uniformly bounded. Since ρ : Z → R is real valued
it is continuous (cf. [14]), and thus ρ(Zn)→ ρ(Z). We also have that
|ρ(Zn)− 〈ζn, Z〉| = |〈ζn, Zn〉 − 〈ζn, Z〉| ≤ ‖ζn‖
∗‖Zn − Z‖ → 0.
It follows that
ρ(Z) = sup{〈ζn, Z〉 : n = 1, ...},
and hence the representation (2.6) holds with C = Exp(A).
Let C be a weakly∗ closed set such that the representation (2.6) holds. It follows that C
is a subset of A and is weakly∗ compact. Consider a point ζ ∈ Exp(A). By the definition of
the set Exp(A), there is Z ∈ D such that ρ(Z) = 〈ζ, Z〉. Since C is weakly∗ compact, the
maximum in (2.6) is attained and hence ρ(Z) = 〈ζ ′, Z〉 for some ζ ′ ∈ C. By the uniqueness of
the maximizer ζ it follows that ζ ′ = ζ . This shows that Exp(A) ⊂ C.
By the above proposition, the weak∗ closure Exp(A) coincides with the intersection of all
weakly∗ closed sets C satisfying representation (2.6).
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Note: For a set A ⊂ Z∗ we denote by A the topological closure of A in the weak∗ topology
of the space Z∗.
Proposition 2.3 The sets Exp(A) and Exp(A) are invariant under the group F of measure
preserving transformations.
Proof. For T ∈ F we have that
〈ζ ◦ T, Z〉 =
∫ 1
0
ζ(T (τ))Z(τ)dτ =
∫ 1
0
ζ(τ)Z(T−1(τ))dτ = 〈ζ, Z ◦ T−1〉.
Thus ζ¯ ∈ A is a maximizer of 〈ζ, Z〉 over ζ ∈ A, iff ζ¯ ◦ T is a maximizer of 〈ζ, T−1 ◦ Z〉
over ζ ∈ A. Consequently we have that if ζ¯ ∈ Exp(A), then ζ¯ ◦ T ∈ Exp(A), i.e., Exp(A) is
invariant under F.
Now consider a point ζ¯ ∈ Exp(A). Then there is a sequence ζn ∈ Exp(A) such that 〈ζn, Z〉
converges to 〈ζ¯ , Z〉 for any Z ∈ Z. For any T ∈ F we have that ζn ◦ T ∈ Exp(A), and hence
〈ζn ◦ T, Z〉 = 〈ζn, Z ◦ T
−1〉 converges to 〈ζ¯, Z ◦ T−1〉 = 〈ζ¯ ◦ T, Z〉 for any Z ∈ Z. It follows
that ζ¯ ◦ T ∈ Exp(A).
By the above proposition we have that for any exposed point there is a distributional
equivalent which is a monotonically nondecreasing function. We employ this observation in
the following Corollary 2.1 to reduce the generating set.
Definition 2.5 Denote by U the subset of Exp(A) formed by right side continuous monoton-
ically nondecreasing functions, i.e., U = S ∩ Exp(A).
It follows by Proposition 2.2 that the topological closure U¯ (of the set U) is the unique
minimal generating set in the following sense.
Corollary 2.1 The set U is a generating set. Moreover, if Υ is a weakly∗ closed generating
set, then the set U¯ is a subset of Υ, i.e., U¯ coincides with the intersection of all weakly∗ closed
generating sets.
As before, let (Ω,F , P ) be the standard probability space and consider the space Z :=
Lp(Ω,F , P ), p ∈ [1,∞), its dual Z
∗ = Lq(Ω,F , P ), and the set
Pq := {µ ∈ P : Tµ ∈ Z
∗}. (2.12)
Proposition 2.4 The set Pq is closed and the mapping T is continuous on the set Pq with
respect to the weak topology of measures and the weak∗ topology of Z∗.
Proof. Let {µk} ⊂ Pq be a sequence of measures converging in the weak topology to µ ∈ P,
and define ζk := Tµk and ζ := Tµ. For Z ∈ Z we have that∫ 1
0
Z(t)ζk(t)dt =
∫ 1
0
∫ t
0
Z(t)(1− α)−1dµk(α)dt =
∫ 1
0
(1− α)−1hZ(α)dµk(α),
where hZ(α) :=
∫ 1
α
Z(t)dt. Note that |hZ(α)| ≤ ‖Z‖q for α ∈ [0, 1], and the function
α 7→ hZ(α) is continuous. Let us choose a dense set V ⊂ Z such that for any Z ∈ V
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the corresponding function (1 − α)−1hZ(α) is bounded on [0,1]. For example, we can take
functions Z ∈ Z such that Z(t) = 0 for t ∈ [γ, 1] with γ ∈ (0, 1). Then for any Z ∈ V we have
that
lim
k→∞
∫ 1
0
Z(t)ζk(t)dt = lim
k→∞
∫ 1
0
(1− α)−1hZ(α)dµk(α) =
∫ 1
0
(1− α)−1hZ(α)dµ(α),
and hence
lim
k→∞
∫ 1
0
Z(t)ζk(t)dt =
∫ 1
0
Z(t)ζ(t)dt, (2.13)
with the integral in the right hand side of (2.13) being finite. This shows that T is continuous
at µ and ζ ∈ Z∗, and hence µ ∈ Pq.
It follows that if C ⊂ A is a weakly∗ closed set of right side continuous monotonically
nondecreasing functions, then T−1(C) is a closed subset of P.
Definition 2.6 We say that a Kusuoka set M ⊂ P is minimal if M is closed and for any
closed Kusuoka set M′ it holds that M ⊂ M′. We say that a generating set Υ is minimal if
Υ is weakly∗ closed and for any weakly∗ closed generating set Υ′ it holds that Υ ⊂ Υ′.
Note that it follows from the above definition that if minimal Kusuoka set exists, then it
is unique.
By Propositions 2.1 and 2.4 we have that a Kusuoka set M is minimal iff the set T(M)
is a minimal generating set. Together with Theorem 2.1 and Proposition 2.2 this implies the
following result.
Theorem 2.2 The set M := T−1(U) is a Kusuoka set and its closure M = T−1(U) = T−1(U¯)
is the minimal Kusuoka set.
This shows that the minimal Kusuoka set does exist, and as it was mentioned before, by
the definition is unique. In particular we obtain the following result (cf. [17]).
Corollary 2.2 Let ρσ : Z → R be a spectral measure with spectral function σ ∈ Z
∗ ∩S, i.e.,
ρσ(Z) =
∫ 1
0
σ(t)F−1Z (t)dt (2.14)
Then its minimal Kusuoka set is given by the singleton {T−1σ}.
3 Kusuoka representation on general spaces
So far we assumed that the probability space is nonatomic and used the standard probability
space (Ω,F , P ). Since ρ is law invariant, it can be viewed as a function of the corresponding
cdf F (z) = P (Z ≤ z), and we can write ρ(F ) rather than ρ(Z). The condition that ρ is
defined on the space Z = Lp(Ω,F , P ) means that the space of cdfs on which ρ is defined is
such that F−1 ∈ Z. Note that
EF |Z|
p =
∫ +∞
−∞
|z|pdF (z) =
∫ 1
0
|F−1(t)|pdt, (3.1)
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and hence F−1 ∈ Z means that EF |Z|
p <∞.
Now let (Ωˆ, Fˆ , Pˆ ) be a general probability space, not necessarily nonatomic. We still can
talk about law invariant coherent risk measures ̺ : Zˆ → R defined on Zˆ := Lp(Ωˆ, Fˆ , Pˆ ).
Again we can view ̺(F ) as a function of the cdf F . Note, however, that depending on the
choice of (Ωˆ, Fˆ , Pˆ ), the space of allowable cdfs can be different. Suppose, for example, that
the space Ωˆ = {ω1, ..., ωn} is finite with respective probabilities pi > 0, i = 1, ..., n. Then the
cdf F of a random variable Z : Ωˆ → R can be any piecewise constant cdf with n jumps of
sizes pi at arbitrary points z1, ..., zn. The corresponding F
−1 is a step function
F−1 =
n∑
i=1
zpi(i)1Ipi(i), (3.2)
where zpi(1) ≤ · · · ≤ zpi(n) are numbers zi arranged in the increasing order and {Ipi(1), ..., Ipi(n)}
is the partition of the interval [0,1] into intervals of the respective lengths ppi(1), ..., ppi(n); in
order for F−1(·) to be right side continuous these should be half open intervals of the form
Ii = [ai, bi).
To any law invariant coherent risk measure ρ : Z → R we can correspond its restriction
ρˆ(F ) to the class of cdfs F = FZ associated with random variables Z ∈ Zˆ. For example, for
finite Ωˆ = {ω1, ..., ωn} these are cdfs having inverse of the form (3.2). Of course, the space of
(monotonically nondecreasing) step functions of the form (3.2) is much smaller than the space
of (monotonically nondecreasing) p-power integrable functions on the interval [0,1]. Therefore
the class of law invariant coherent risk measures ̺ : Zˆ → R can be larger than the class of
law invariant coherent risk measures ρˆ.
Definition 3.1 Let (Ω,F , P ) be the standard probability space, Z := Lp(Ω,F , P ), p ∈ [1,∞),
and Zˆ := Lp(Ωˆ, Fˆ , Pˆ ) for a general probability space (Ωˆ, Fˆ , Pˆ ). We say that a law invariant
coherent risk measure ̺ : Zˆ → R is regular if there exists a law invariant coherent risk
measure ρ : Z → R such that ̺ = ρˆ, where ρˆ is the restriction of ρ to Zˆ in the sense explained
above. Sometimes we use the term p-regular risk measure to emphasize choice of the space
Z := Lp(Ω,F , P ).
By (2.8) for a regular law invariant coherent risk measure ̺ = ρˆ we can write for F = FZ ,
Z ∈ Zˆ, the dual representation
̺(F ) = sup
σ∈Υ
∫ 1
0
σ(t)F−1Z (t)dt, (3.3)
where Υ is a generating set of the corresponding risk measure ρ : Z → R, and the respective
Kusuoka representation
̺(F ) = sup
µ∈M
∫ 1
0
AV@Rα(F )dµ(α), (3.4)
where M is the set of probability measures corresponding to the risk measure ρ : Z → R.
Conversely, if the representation (3.3) or the Kusuoka representation (3.4) holds and the right
hand side of (3.3) (of (3.4)) is well defined and finite for every F = FZ , Z ∈ Z, then ̺ is a
regular law invariant coherent risk measure. Hence we have the following.
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Proposition 3.1 Law invariant coherent risk measure ̺ : Zˆ → R is p-regular iff there ex-
ists a set Υ ⊂ Lq(Ω,F , P ) of spectral functions such that the representation (3.3) holds, or
equivalently iff the Kusuoka representation (3.4) holds.
In Pflug and Ro¨misch [13, p.63] is given an example of a law invariant coherent risk measure
defined on space of random variables Z : Ωˆ→ R, with Ωˆ = {ω1, ω2} having two elements with
unequal probabilities p1 6= p2, for which the Kusuoka representation does not hold. Thus this
gives an example of a nonregular risk measure (see also Example 2 below).
Example 1 Let us consider the following construction. Let (Ω,F , P ) be the standard prob-
ability space and Z := Lp(Ω,F , P ) for some p ∈ [0, 1). Let G be a sigma subalgebra of F
and Zˆ = Lp(Ω,G, P ) be the space of G-measurable random variables Y ∈ Z. For exam-
ple, consider a countable probability space Ωˆ = {ω1, ...} with respective probabilities pi > 0,
i = 1, ...,
∑
pi = 1. We can embed the space of random variables Y : Ωˆ → R into Z by
using the following construction. Consider the partition of the interval [0,1) into intervals
I1 = [0, p1), I2 = [p1, p1+ p2), ..., of respective lengths p1, p2, .... Let G be the subalgebra of F
generated by sets I1, I2, .... Then the corresponding space Zˆ is formed by random variables
Y : [0, 1)→ R being piecewise constant on each Ii, and Zˆ can be identified with the space of
random variables on Ωˆ.
We have here that a law invariant coherent risk measure ̺ : Zˆ → R is regular if there
exists a law invariant coherent risk measure ρ : Z → R such that2 ρ|Zˆ = ̺. Let F be the group
of measure preserving transformations of the standard space (see definition 2.1). Consider the
following subgroup of F:
G := {T ∈ F : T (A) ∈ G, ∀A ∈ G}.
We have that η1, η2 ∈ Zˆ
∗ are distributionally equivalent if there exists T ∈ G such that
η1 = η2 ◦ T . As it was pointed in Remark 1, two random variables defined on a nonatomic
space are distributionally equivalent if and only if one can be transformed into the other by
a measure preserving transformation. Clearly the “if” part is true for spaces with atoms as
well.
Consider the following condition.
(A) For any η ∈ Zˆ∗, η ≥ 0, there exists monotonically nondecreasing right hand side con-
tinuous function ζ : [0, 1)→ R and T ∈ G such that η = ζ ◦ T a.e.
Theorem 3.1 If condition (A) holds, then every law invariant coherent risk measure ̺ : Zˆ →
R is regular.
Proof. Let ̺ : Zˆ → R be a law invariant coherent risk measure. It has the dual representa-
tion
̺(Y ) = sup
η∈Aˆ
∫
η(ω)Y (ω)dP (ω), (3.5)
where Aˆ ⊂ Zˆ∗ is a set of density functions. Since ̺ is law invariant, the set Aˆ is invariant
with respect to transformations of the group G (see, e.g., proof of Theorem 3.2 in [16]).
2By ρ|
Zˆ
we denote the restriction of ρ to Zˆ.
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Suppose that condition (A) holds. Let Y ∈ Zˆ be monotonically nondecreasing function
and Υˆ be the subset of Aˆ formed by monotonically nondecreasing η ∈ Aˆ. Since Aˆ is invariant
with respect to transformations of the group G it follows by property (A) that it suffices to
take the maximum in (3.5) with respect to η ∈ Υˆ. Define now
ρ(Z) = sup
η∈Υˆ
∫
η(ω)F−1Z (ω)dP (ω). (3.6)
We have that ρ is a law invariant coherent risk measure and ρ|Zˆ = ̺.
If the space Ωˆ = {ω1, ..., ωn} is finite, equipped with equal probabilities, then the corre-
sponding group G of measure preserving transformations is given by the set of permutations
of the set Ωˆ. It follows that condition (A) holds and hence by Theorem 3.1 we have the
following:
Corollary 3.1 Let Ωˆ = {ω1, ..., ωn} be finite, equipped with equal probabilities pi = 1/n,
i = 1, ..., n. Then every law invariant coherent risk measure ̺ : Zˆ → R is regular.
In the setting of Corollary 3.1, F−1Z (·), Z ∈ Zˆ, are piecewise constant (step) functions.
Thus the spectral function σ(·) can be changed on the respective intervals Ii (of length 1/n)
without changing the corresponding integral. For example, the spectral functions σ(·) can
be taken to be step functions constant on the intervals Ii. Consequently, although every law
invariant coherent risk measure ̺ : Zˆ → R is regular here, the corresponding (lifted) risk
measure ρ : Z → R is not unique.
Example 2 Let (Ωˆ, Fˆ , Pˆ ) be a probability space with atoms. Consider the setting of Ex-
ample 1 and assume that (Ωˆ, Fˆ , Pˆ ) can be identified with the corresponding embedded space
(Ω,G, P ) for some sigma algebra G ⊂ F , and consider the space Zˆ = Lp(Ω,G, P ). For some
pˆ > 0, let Aˆ ∈ Fˆ be a (nonempty) set of all atoms having the same probability pˆ. Clearly the
set Aˆ is finite, let k := |Aˆ| be cardinality of Aˆ (the set Aˆ could be a singleton, i.e., it could
be that k = 1). Let A ∈ G be the corresponding subset of Ω = [0, 1] (given by union of the
respective subintervals of [0, 1]). Assume that Ωˆ is not a finite set with equal probabilities (as
in Corollary 3.1), so that Pˆ (Ω \ A) > 0. Define
̺(Y ) :=
1
k
∑
ω∈Aˆ
Y (ω). (3.7)
Clearly ̺ : Zˆ → R is a coherent risk measure. Suppose further that the following condition
holds.
(B) If Y, Y ′ ∈ Zˆ are distributionally equivalent, then there exists a permutation π of the set
Aˆ such that Y ′(ω) = Y (π(ω)) for any ω ∈ Aˆ.
Under this condition, the risk measure ̺ is law invariant as well. Let us show that it is not
regular.
Indeed, let us argue by a contradiction. Suppose that ̺ = ρˆ for some law invariant coherent
risk measure ρ : Z → R and ρˆ := ρ|Zˆ . Note that ̺(Y ) depends only on values of Y (·) on
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the set Aˆ, i.e., for any Y, Y ′ ∈ Zˆ we have that ρ(Y ) = ρ(Y ′) if Y (ω) = Y ′(ω) for all ω ∈ A.
In particular, if Y (ω) = 0 for all ω ∈ A, then ρ(Y ) = 0. It follows that ρ(1B) = 0 for any
G-measurable set B ⊂ Ω \ A. Note that the set Ω \ A has a nonempty interior since the set
A is a union of a finite number of intervals, and hence we can take B ⊂ Ω \ A to be an open
interval. Since ρ is law invariant it follows that ρ(1T (B)) = 0 for any T ∈ F. Hence there is a
family of sets Bi ∈ F , i = 1, ..., m, such that ρ(1Bi) = 0, i = 1, ..., m, and [0, 1] = ∪
m
i=1Bi. It
follows that for any bounded Z ∈ Z there are ci ∈ R, i = 1, ..., m, such that Z ≤
∑m
i=1 ci1Bi .
Consequently ρ(Z) ≤
∑m
i=1 ciρ(1Bi) = 0, this clearly is a contradiction.
It follows that the risk measure ̺, defined in (3.7), does not have a Kusuoka representation.
Note that it was only essential in the above construction that the restriction of the risk measure
̺ : Zˆ → R to the set Aˆ is a law invariant coherent risk measure. So, for example, under the
above assumptions the risk measure ̺(Y ) := max{Y (ω) : ω ∈ Aˆ} is also not regular.
As far as condition (B) is concerned, suppose for example that the set Ωˆ = {ω1, ..., ωn}
is finite, equipped with respective probabilities p1, ..., pn. For some pˆ ∈ {p1, ..., pn} let K ⊂
{1, ..., n} be the index set such that pi = pˆ for all i ∈ K. Suppose that
∑
i∈I
pi 6=
∑
j∈J
pj, ∀I ⊂ K, ∀J ⊂ {1, ..., n} \K. (3.8)
Then condition (B) holds for the set Aˆ := {ωi : i ∈ K}. That is, condition (3.8) ensures
existence of a nonregular risk measure ̺.
4 Maximality of Kusuoka sets
In this section we discuss Kusuoka representations with respect to stochastic dominance rela-
tions. As before we consider probability measures µ supported on the interval [0, 1] and con-
tinue identifying the measure µ with its cumulative distribution function µ(α) = µ{(−∞, α]},
α ∈ R. Recall that since µ is supported on [0,1], it follows that µ(α) = 0 for α < 0 and
µ(α) = 1 for α ≥ 1.
Definition 4.1 It is said that µ1 is dominated in first stochastic order by µ2, denoted µ1µ2,
if µ1 (α) ≥ µ2 (α) for all α ∈ R. If moreover, µ1 6= µ we write µ1≺µ2.
A set of measures (M,), equipped with the first order stochastic dominance relation, is
a partially ordered set.
In the space of functions σ ∈ Z∗ we consider the following dominance relation.
Definition 4.2 For σ1, σ2 ∈ Z
∗ it is said that σ1 is majorized by σ2, denoted σ14σ2, if∫ 1
γ
σ1(t)dt ≤
∫ 1
γ
σ2(t)dt for all γ ∈ [0, 1], and (4.1)∫ 1
0
σ1(t)dt =
∫ 1
0
σ2(t)dt. (4.2)
Remark 2 For monotonically nondecreasing functions σ1, σ2 : [0, 1] → R the above concept
of majorization is closely related to the concept of dominance in the convex order. That is,
if σ1 and σ2 are monotonically nondecreasing right side continuous functions, then they can
be viewed as right side quantile functions σ = F−1Z1 and σ2 = F
−1
Z2
of some respective random
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variables Z1 and Z2. It is said that Z1 dominates Z2 in the convex order if E[u(Z1)] ≥ E[u(Z2)]
for all convex functions u : R → R such that the expectations exist. Equivalently this can
written as (see, e.g., Mu¨ller and Stoyan [12])
∫ 1
γ
F−1Z1 (t)dt ≥
∫ 1
γ
F−1Z2 (t)dt, ∀γ ∈ [0, 1]; and E[Z1] = E[Z2].
The dominance in the convex (concave) order was used in studying risk measures in Fo¨llmer
and Schield [6] and Dana [3], for example.
Note that if σ1, σ2 ∈ Z
∗ ∩S and σ14σ2, then∫ 1
0
σ1(t)F
−1
Z (t)dt ≤
∫ 1
0
σ2(t)F
−1
Z (t)dt, Z ∈ Z. (4.3)
Example 3 Let ρ be given by maximum of a finite number of spectral risk measures, i.e.,
ρ(Z) := max
1≤i≤n
∫ 1
0
σi(t)F
−1
Z (t)dt, Z ∈ Z, (4.4)
for some σi ∈ Z
∗ ∩S, i = 1, ..., n. Then the set Υ := {σ1, ..., σn} is a generating set and the
convex hull of O(Υ) is the dual set of ρ. An element σi of {σ1, ..., σn} is an exposed point of
the dual set iff σi can be strongly separated from the other σj , i.e., iff there exists Z ∈ Z such
that 〈σi, Z〉 ≥ 〈σj , Z〉+ ε, for some ε > 0 and all j 6= i. So the generating set Υ is minimal iff
every σi can be strongly separated from the other σj .
If there is σi which is majorized by another σj , then it follows by (4.3) that removing
σi from the set Υ will not change the corresponding maximum, and hence Υ \ {σi} is still
a generating set. Therefore the condition: “every σi is not majorized by any other σj” is
necessary for the set Υ to be minimal. For n = 2 this condition is also sufficient. However, it
is not sufficient already for n = 3. For example let σ1 and σ2 be such that σ1 is not majorized
by σ2, and σ2 is not majorized by σ1, and let σ3 := (σ1 + σ2)/2. Then clearly σ3 can be
removed from Υ, while σ3 is not majorized by σ1 or σ2. Indeed, if σ3 is majorized say by σ1,
then ∫ 1
γ
σ3(t)dt =
1
2
(∫ 1
γ
σ1(t)dt+
∫ 1
γ
σ2(t)dt
)
≤
∫ 1
γ
σ1(t)dt, γ ∈ [0, 1],
and hence ∫ 1
γ
σ2(t)dt ≤
∫ 1
γ
σ1(t)dt, γ ∈ [0, 1],
a contradiction with the condition that σ2 is not majorized by σ1.
We show now that first order dominance of measures is transformed by the operator T
into majorization order in the sense of Definition 4.2. The converse implication,
{σ14σ2} ⇒ {T
−1σ1T
−1σ2}
does not hold in general. This shows that the first order stochastic dominance indeed is a
stronger concept. A simple counterexample is provided by the measures µ1 := 0.1δ0.2+0.9δ0.6
and µ2 := 0.2δ0.5 + 0.8δ0.9.
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Proposition 4.1 For µ1, µ2 ∈ Pq it holds that if µ1µ2, then Tµ14Tµ2.
Proof. By definition of T and reversing the order of integration we can write for γ ∈ (0, 1),∫ γ
0
(Tµ1)(t)dt =
∫ γ
0
∫ t
0
1
1− α
dµ1(α) dt =
∫ γ
0
∫ γ
α
1
1− α
dt dµ1(α) =
∫ γ
0
γ − α
1− α
dµ1(α).
Now by Riemann-Stieltjes integration by parts∫ γ
0
(Tµ1)(t)dt =
γ − α
1− α
µ1(α)
∣∣∣∣
γ
α=0
−
∫ γ
0
µ1(α)d
(
γ − α
1− α
)
=
∫ γ
0
µ1(α)
1− γ
(1− α)2
dα,
where we used that µ1(0
−) = µ2(0
−) = 0. Since µ1µ2 we have that µ1(·) ≥ µ2(·) and hence∫ γ
0
(Tµ1)(t)dt =
∫ γ
0
µ1(α)
1− γ
(1− α)2
dα ≥
∫ γ
0
µ2(α)
1− γ
(1− α)2
dα =
∫ γ
0
(Tµ2)(t)dt.
Because of
∫ 1
0
(Tµ)(t)dt = 1, this implies that
∫ 1
γ
(Tµ1)(t)dt ≤
∫ 1
γ
(Tµ2)(t)dt,
and hence Tµ14Tµ2.
LetM be a Kusuoka set and µ1, µ2 ∈M. As it was pointed above, it follows from (4.3) that
if Tµ14Tµ2, then measure µ1 can be removed from M. Hence it follows by Proposition 4.1
that if µ1µ2, then the measure µ1 can be removed from M.
Definition 4.3 A measure µ ∈ M ⊂ P is called a maximal element, a maximal measure or
non-dominated measure of (M,), if there is no ν ∈M satisfying µ≺ν.
The measures δ0 and δ1 are extremal in the sense that
δ0µδ1 for all µ ∈ P,
that is δ1 (δ0, resp.) is always a maximal (minimal, resp.) measure.
The next theorem elaborates that it is sufficient to consider the non-dominated measures
within the closure of any Kusuoka set.
Theorem 4.1 Let M be a Kusuoka set of law invariant coherent risk measure ρ : Z → R,
and M be its topological closure. Then the augmented set {µ′ ∈ P : µ′ 4 µ for some µ ∈ M}
is a Kusuoka set as well. Furthermore, the set of extremal measures of M, i.e., M′ := {µ ∈
M : ν 6≻ µ for all ν ∈M} is a Kusuoka set.
Proof. Let µ′µ ∈ M. As α 7→ AV@Rα(Y ) is a nondecreasing function and as µ(·) ≤ µ
′(·)
it follows by Riemann-Stieltjes integration by parts that∫ 1
0
AV@Rα(Y )dµ(α) = µ(α)AV@Rα(Y )|
1
α=0−
−
∫ 1
0
µ(α)dAV@Rα(Y )
≥ µ′(α)AV@Rα(Y )|
1
α=0−
−
∫ 1
0
µ′(α)dAV@Rα(Y )
=
∫ 1
0
AV@Rα(Y )µ
′(dα),
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which is the first assertion.
For the second assertion recall that (M,) is a partially ordered set and so is (M,).
Consider a chain C ⊂ M, that is for every µ, ν it holds that µν or νµ (totality). Then
the chain C has an upper bound in C ⊂ M: to accept this (cf. the proof of Helly’s Lemma
in [18]) define
µC (x) := inf
µ∈C
µ(x)
(the upper bound), which is a positive, non-decreasing function satisfying µC(1) = 1. As any
µ ∈ C is right side continuous it is upper semi-continuous, thus µC, as an infimum, is upper
semi-continuous as well, hence µC is right side continuous and µC thus represents a measure,
µC ∈ P. To show that µC ∈ C let xi be a dense sequence in [0, 1] and choose µi,n ∈ C such
that µi,n(xi) < µC(xi) + 2
−n. As C is a chain one may define µn := min{µi,n : i = 1, 2, . . . n}.
It holds that µn(xi) < µC(xi) + 2
−n for all i = 1, 2, . . . n. As xi is dense, and as µn, as well as
µC are right side continuous it follows that µn → µC uniformly, hence µC ∈ C.
By Zorn’s Lemma there is at least one maximal element µ∗ in M, that is there is no
element ν ∈M such that ν ≻ µ∗. Hence
µ∗ ∈
{
µ ∈M : ¬∃ν ∈M : ν ≻ µ
}
=
{
µ ∈M : ∀ν ∈M : ν 6≻ µ
}
= M′
and M′ thus is a non-empty Kusuoka set. Recall that M′ ⊂M, hence
ρ (Y ) = sup
µ∈M
∫ 1
0
AV@Rα (Y )µ (dα)
= sup
µ∈M
∫ 1
0
AV@Rα (Y )µ (dα) ≥ sup
µ∈M′
∫ 1
0
AV@Rα (Y )µ (dα) .
To establish equality assume that ρ (·) 6= supµ∈M′
∫ 1
0
AV@Rα (·)µ (dα). Then there is a
random variable Y satisfying
ρ (Y ) > sup
µ′∈M′
∫ 1
0
AV@Rα (Y )µ
′ (dα) . (4.5)
For this Y and for some ε > 0 choose µ ∈M such that ρ (Y ) < ε+
∫ 1
0
AV@Rα (Y )µ (dα).
Consider the coneMµ :=
{
ν ∈M : µν
}
. Notice that (Mµ,) again is a partially ordered
set, for which Zorn’s Lemma implies that there is a maximal element µ¯ ∈Mµ with respect to
, and it holds that µµ¯ by construction.
We claim that µ¯ ∈ M′. Indeed, if it were not, then there is ν ′ ∈ M with ν ′ ≻ µ¯. But
this means µµ¯≺ν ′, so ν ′ ∈Mµ and hence µ¯ ≺ ν
′, contradicting the fact that µ¯ is a maximal
measure in Mµ, and hence µ¯ ∈M
′.
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Now by Riemann-Stieltjes integration by parts
ρ (Y )− ε <
∫ 1
0
AV@Rα(Y )dµ(α)
= µ(α)AV@Rα(Y )|
1
α=0 −
∫ 1
0
µ(α)dAV@Rα(Y )
≤ µ¯(α)AV@Rα(Y )|
1
α=0 −
∫ 1
0
µ¯(α)dAV@Rα(Y )
=
∫ 1
0
AV@Rα(Y )µ¯(dα),
as α 7→ AV@Rα(Y ) is a non-decreasing function and as µµ¯, that is µ(·) ≥ µ¯(·).
But as µ ∈M′ this is a contradiction to (4.5), such that the assertion holds indeed.
5 Examples
In order to demonstrate the minimal Kusuoka representation we have chosen two examples.
The first is taken from [4]. The second example elaborates the Kusuoka representation of the
higher order semideviations.
5.1 Higher order measures
This first example generalizes the Average Value-at-Risk as introduced in (1.1).
Proposition 5.1 The minimal Kusuoka representation of the risk measure
ρ(Z) := inf
t∈R
{t+ c ‖(Z − t)+‖p} , Z ∈ Lp(Ω,F , P ), (5.1)
(c > 1 and 1 < p <∞) is given by
ρ(Z) = sup {ρσ(Z) : σ ∈ S and ‖σ‖q = c} , (5.2)
where ρσ is the spectral risk measure associated with the spectrum σ (cf. (2.14)) and
1
p
+ 1
q
= 1.
Remark 5.1 Equation (5.2) is not a Kusuoka representation in its original form, but it is a
concise way of writing
ρσ(Z) =
∫ 1
0
σ(u)F−1Z (u)du =
∫ 1
0
AV@Rα(Z)dµ(α),
where µ = T−1σ according to (2.2) and (2.14).
Remark 5.2 It is obvious that (5.2) represents the Average Value-at-Risk, whenever c = 1
1−α
and p = 1, such that Proposition 5.1 generalizes the Average Value-at-Risk.
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Proof. The Kusuoka representation of (5.1) is given in [4] in the form
ρ(Z) = sup {ρσ(Z) : σ ∈ S and ‖σ‖q ≤ c} , (5.3)
i.e., the dual set of ρ is A = O{σ ∈ S : ‖σ‖q ≤ c} (of course, the condition ‖σ‖q ≤ c implies
that the set A is a subset of the dual space Lq(Ω,F , P )). We prove first that it is enough to
consider functions σ satisfying ‖σ‖q = c. Indeed, for σ satisfying ‖σ‖q < c define σ∆(u) :=
1[∆,1](u) ·
(
σ(u) + 1
1−∆
∫ ∆
0
σ(u′)du′
)
(∆ ∈ [0, 1)). It is evident that ∆ 7→ ‖σ∆‖q is a continuous
and unbounded function, hence there is a ∆0 such that ‖σ∆0‖ = c. Moreover σ4σ∆ by
construction, such that one may pass – according to (4.3) – to σ∆0 without changing the
objective in (5.3) to get the representation (5.2).
The set in the dual corresponding to (5.2) is
C = O ({ζ ∈ S : ‖ζ‖q = c}) .
Now let ζ ∈ C ⊂ A be chosen, and consider the random variable Z := ζq−1. The function
gZ(·) := 〈·, Z〉 (defined in Definition 2.4) attains its maximum over A at ζ , because
gZ (ζ
′) ≤ ‖ζ ′‖q · ‖Z‖p ≤ c‖Z‖p = c‖ζ‖
p/q
q = c
q = ‖ζ‖qq = gZ(ζ)
by Ho¨lder’s inequality whenever ζ ′ ∈ A. Moreover ζ is the unique maximizer, as 1 < p <∞.
This shows, using the notation from Definition 2.4, that C collects just maximizers, that is
C = Exp(A). This completes the proof.
5.2 Higher order semideviation
Our second example addresses the p−semideviation risk measure. We elaborate its Kusuoka
representation, as well as the minimal Kusuoka representation.
Proposition 5.2 For p ≥ 1 the Kusuoka representation of the p−semideviation
ρ (Z) := E[Z] + λ
∥∥(Z − EZ)+∥∥p , Z ∈ Lp(Ω,F , P ),
(0 ≤ λ ≤ 1) is
ρ (Z) = sup
σ∈S
(
1− λ
‖σ‖q
)
E[Z] + λ
‖σ‖q
ρσ (Z) . (5.4)
The representation (5.4) is moreover the minimal Kusuoka representation whenever p > 1.
Remark 5.3 As in the first example the formula presented in (5.4) does not appear as a
Kusuoka representation in its traditional form. To make the Kusuoka representation evident
we rewrite it as
ρ(Z) = sup
µ∈Pq
{(
1− λ
‖Tµ‖q
)
E[Z] + λ
‖Tµ‖q
∫ 1
0
AV@Rα(Z)dµ(α)
}
, (5.5)
such that the supremum in the representation (5.5) is among all measures of the form(
1− λ
‖Tµ‖q
)
δ0 +
λ
‖Tµ‖q
µ, µ ∈ Pq,
which finally provides a Kusuoka representation.
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Remark 5.4 Notice that ‖σ‖q ≥ ‖σ‖1 =
∫ 1
0
σ(u)du = 1, such that 1− λ
‖σ‖q
≥ 0 and (5.4) is
indeed a positive quantity whenever 0 ≤ λ ≤ 1.
Proof. By Ho¨lder’s duality E[Zζ ] ≤ (E |Z|p)
1
p (E |ζ |q)
1
q and (E |Z|p)
1
p = sup
{
E[Zζ ] : ‖ζ‖q ≤ 1
}
.
Clearly
(E[Zp+])
1
p = sup
{
E[Zζ ] : ζ ≥ 0, ‖ζ‖q ≤ 1
}
,
the supremum being attained at ζ =
Zp−1+
‖Zp−1+ ‖q
. It follows that
∥∥(Z − E[Z])+∥∥p = sup
{
E[(Z − E[Z]) ζ ] : ζ ≥ 0, ‖ζ‖q ≤ 1
}
. (5.6)
Now
ρ(Z) = E[Z] + λ
∥∥(Z − E[Z])+∥∥p
= sup
{
E[Z] + λE[(Z − E[Z]) ζ ] : ζ ≥ 0, ‖ζ‖q ≤ 1
}
= sup
{
(1− λE[ζ ])E[Z] + λE[Zζ ] : ζ ≥ 0, ‖ζ‖q ≤ 1
}
(5.7)
= sup
{(
1− λ E[ζ]
‖ζ‖q
)
E[Z] + λE
[
Z ζ
‖ζ‖q
]
: ζ ≥ 0
}
= sup
{(
1− λ
‖ζ‖q
)
E[Z] + λ
‖ζ‖q
E[Zζ ] : ζ ≥ 0, E[ζ ] = 1
}
. (5.8)
For ζ feasible in (5.8) define the function σζ (u) := V@Ru (ζ) and observe that
‖σζ‖
q
q =
∫ 1
0
σqζ(α)dα = E[ζ
q] = ‖ζ‖qq .
Now notice that every random variable ζ in (5.8) is given by ζ = σ (U) for a uniform U where
σ is non-negative, non-decreasing and
∫ 1
0
σ (u) du = 1 – that is, σ is a spectral function. It
follows that
ρ (Z) = sup
σ∈S
sup
{(
1− λ
‖ζ‖q
)
E[Z] + λ
‖ζ‖q
E[Zζ ] : ζ ≥ 0, E[ζ ] = 1, V@R (ζ) = σ
}
= sup
σ∈S
sup
{(
1− λ
‖σ‖q
)
E[Z] + λ
‖σ‖q
E[Zζ ] : ζ ≥ 0, E[ζ ] = 1, V@R (ζ) = σ
}
(5.9)
= sup
σ∈S
(
1− λ
‖σ‖q
)
E[Z] + λ
‖σ‖q
ρσ (Z) .
This completes the proof of the Kusuoka representation.
In order to verify that this is the minimal Kusuoka representation consider the correspond-
ing set C ⊂ A in the dual, which is in view of (5.7)
C = {ζ = (1− λE[ζ ′]) 1+ λζ ′ : ‖ζ ′‖q = 1, ζ
′ ≥ 0}
(cf. [15, Example 6.20]). For Z ∈ Lp(Ω,F , P ) consider the function gZ(ζ) := 〈ζ, Z〉 as in
Definition 2.4. It holds that
sup
ζ∈A
gZ (ζ) = sup
ζ′≥0, ‖ζ′‖q≤1
(1− λE[ζ ′])E[Z] + λE[ζ ′Z] = E[Z] + λ sup
‖ζ′‖q≤1
E[ζ ′(Z − E[Z])].
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For 1 < p <∞ the latter supremum is uniquely attained at
ζ¯ ′ =
(Z − E[Z])p−1+
‖ (Z − E[Z])p−1+ ‖q
,
such that gZ attains its unique maximum at
ζ¯ = (1− λE[ζ¯ ′])1 + λζ¯ ′. (5.10)
It follows that C consists of exposed points only, that is C = Exp(A). This proves that C is
the minimal Kusuoka representation, and thus (5.4).
Corollary 5.1 (cf. [17]) For p = 1 the minimal Kusuoka representation of the absolute
semideviation ρ (Z) := E[Z] + λE
[
(Z − E[Z])+
]
, with λ ∈ [0, 1], is
ρ (Z) = sup
κ∈[0,1]
{(1− λκ)AV@R0 + λκAV@R1−κ (Z)} . (5.11)
Proof. Note that the supremum in (5.6) is attained at ζ =
(Z−E[Z])0+
‖(Z−E[Z])0+‖
∞
, and in (5.8) thus
at ζ =
(Z−E[Z])0+
‖(Z−E[Z])0+‖1
, which is a function of type ζ = 1B
P (B)
(choose B = {Z > E[Z]} to accept
the correspondence). Next observe that σζ(u) = V@Ru(ζ) =
1
1−α
1[α,1] (u) (for α = P
(
B∁
)
),
which is the spectral function of the Average Value-at-Risk of level α. It follows that
ρ (Z) = sup
σ= 1
1−α
1[α,1]
{(
1−
λ
‖σ‖∞
)
E[Z] +
λ
‖σ‖∞
ρσ (Z)
}
,
= sup
α
{(1− λ (1− α))E[Z] + λ (1− α)AV@Rα (Y )} ,
= sup
κ∈(0,1)
{(1− λκ)E[Z] + λκAV@R1−κ (Z)} .
That is, the set M := ∪κ∈(0,1) {(1− λκ)δ0 + λκδ1−κ} is a Kusuoka set and its closure is the
minimal Kusuoka set.
6 Conclusion
In this paper we address the Kusuoka representation of law invariant coherent risk measures,
introduced in [9]. In general many representations may describe the same risk measure, but we
demonstrate that there is a minimal representation available, and this minimal representation
is moreover unique.
The minimal representation can be extracted by identifying the set of exposed points of the
dual set and then applying the corresponding one-to-one transformation. Moreover, it turns
out that the minimal representation only consists of measures which are nondominated in first
order stochastic dominance. This relation, as well as the convex order stochastic dominance
relation can be employed to identify the necessary measures. This is demonstrated in two
considered examples.
We also consider Kusuoka representations on general probability spaces, which potentially
contain atoms. The gap for law invariant risk measures on spaces, which contain – or do not
contain – atoms, is clarified and sufficiently described.
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