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Abstract 
Characterisation of a DNA ligase from an Antarctic metagenomic library 
Dean Booysen 
M.Sc. Thesis, Department of Biotechnology, 
University of the Western Cape 
A metagenomic gene library prepared from soil found beneath a mummified seal carcass in 
the Miers Valley, Antarctica, suggests an environment rich in uncharacterised biodiversity 
including enzymes with possible application to industrial processes.  A sequence based gene 
mining investigation was performed on a clone, which archives a metagenomic sequence 
from this environment.  The sequence was annotated using de novo bioinformatics and 
molecular biology techniques.  A predicted NAD
+
-dependent DNA ligase, ligDB1 was 
selected for further characterisation.  LigDB1 encodes a gene product that contains all the 
sequence features of a functional ligase.  The protein was overexpressed in a heterologous E. 
coli host and purified to homogeneity.  LigDB1 did not exhibit nick sealing activity, but was 
able to perform AMP-dependent DNA relaxation in the presence of high concentrations of 
enzyme.  DNA modifying enzymes from cold environments perform optimally at low 
temperatures and may be of use as molecular tools in biotechnology. Complete 
characterisation of this enzyme is subject to further investigations. 
Keywords: Metagenomic DNA, sequence based screening, NAD
+
-dependent DNA ligase, 
ligase, Antarctica, bioinformatics 
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Chapter 1: Literature review 
1.1 Cold environments 
Oceans account for 70% of the earth‟s surface and have average temperatures between 1 oC 
and 15 
o
C (Kennedy et al., 2008). These, combined with polar regions, Alpine regions and 
other terrestrial environments that experience seasonal low temperatures, make the earth 
predominantly cold (Figure 1.1) (Gamesby, 2010).  Cold environments of particular interest 
are the Arctic and terrestrial permafrost environments, as they have a low temperature 
climate.  These environments, regardless of low temperatures, are by no means devoid of life.  
Organisms including animals, plants and bacteria are successful inhabitants of these 
environments (Feller, 2008). 
 
Figure 1.1: Map showing global cold environments adapted from Gamesby (2010). Deep ocean environments together with 
terrestrial environments make the earth predominantly cold. 
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Organisms that survive low temperatures and actively grow at these temperatures are referred 
to as psychrophiles, while those that survive low temperatures, but do not actively grow at 
these temperatures are termed psychrotrophs (Gerday et al., 2000).  Cold adapted organisms 
are represented in all domains of life and provide insights into life in cold environments.  
They have successfully adopted mechanisms to overcome the stress that low temperatures 
pose on biological reactions (Gerday et al., 2000).  Research into cold environments 
generally focus on these adaptive strategies as well as the potential use of biological products 
from these environments for industrial applications (Feller and Gerday, 2003).  
 
1.1.1 Antarctica 
Antarctica, a continent covering 13 million km
2
, exhibits a range of conditions which have 
ranked it as one of the most extreme environments on earth.  The majority of the land surface 
is covered by a multi kilometre thick layer of snow, while only 1-2% is ice-free for at least 
part of each year (Liu et al., 2010).  Ice free regions include mountain peaks (nunataks) and 
coastal deserts (de la Torre et al., 2003).  These coastal deserts are referred to as the Dry 
Valleys of Antarctica (Figure 1.2).  The continent is host to a range of organisms.  Little 
macroscopic vegetation is present in Antarctica, the exceptions being two vascular plants, 
Colbanthus quitensis (Antarctic pearworth) and Deschampsia antarctica (Antarctic hairgrass) 
found on the northernmost regions of the Antarctic peninsula (Upson et al., 2009).  These 
plants are low-growing clump formers and have been associated only with wet, highly 
protected environments (Cary et al., 2010).  Other higher plants are not present on the 
continental surface possibly due to the thick layers of snow that cover most of the land 
surface.  Where land surfaces are exposed, extreme drought and other harsh climatic factors 
prevent the growth of plants (de la Torre et al., 2003).   
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Various animals visit the continent periodically, and are partially adapted to these conditions.  
Seals, such as Lobodon carcinophaguis, penguins (Aptenodytes forsteri) and a range of bird 
species breed on the coastal margins (Gerday et al., 2000; Trathan et al., 2008).  Survival of 
these animals is based on physiological and behavioural adaptations to the Antarctic climate 
(Trathan et al., 2008).  
 
Figure 1.2: Continental map of Antarctica showing snow coverage and ice free regions. Adapted from Miller (2009). 
 
Terrestrial and aquatic habitats have been investigated to establish the effect that abiotic 
conditions impose on the diversity of life forms (de la Torre et al., 2003; Mangoni et al., 
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2004; Shravage et al., 2007; Jungblut et al., 2009; Upson et al., 2009).  Climatic conditions 
subdivide the continent into a number of unique regions.  For example, temperature and water 
availability differ significantly between the glacial dome, peninsular and Dry Valley regions 
of the continent (Miller, 2009).     
 
1.1.1.1 Dry Valleys of Antarctica 
Ice free regions constitute less than 0.4% of the continental surface of Antarctica (de la Torre 
et al., 2003).  These regions include the McMurdo Dry Valleys, the Vestfold Hills, the 
Bunger Hills, the Antarctic Peninsula and various other sites in the Trans-Antarctic 
Mountains.  Many of these areas are considered to have been ice free since the last glacial 
maximum, approximately 20,000 years ago (Sasgen et al., 2007; Wright et al., 2008).  The 
McMurdo Dry Valleys, located in Southern Victoria Land along the western coast of 
McMurdo Sound, represent the largest area of ice free ground in Antarctica with a surface 
coverage of approximately 7,000 km
2 
(Prabahar et al., 2004).  The geology within this region 
varies greatly, diversifying these regions in terms of factors that influence the development 
and maintenance of biological communities (Matsumoto et al., 1990).  A combination of the 
abiotic factors present in the Dry Valleys, as well as the limitations in methods used to 
culture organisms, led to early conclusions that the Dry Valley soils were sterile.  However, 
this hypothesis was soon disproved and further investigations revealed that the microbial 
diversity and biomass in these soils was higher than previously reported (Cary et al., 2010).  
Dry Valley native soils are therefore one of the most extreme environments in terms of 
physio-chemical conditions inhabited by micro-organisms (Javaux, 2006). 
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1.1.1.2 Climate and geochemistry of the Dry Valley environment 
The Dry Valleys host a range of harsh climatic conditions and are characterised by extremely 
low temperatures, low precipitation, low humidity, high salinity, oligotrophic conditions,  
katabatic winds, extensive UV irradiation as well as steep physical and chemical gradients 
(de la Torre et al., 2003; Javaux, 2006; Cary et al., 2010).  The combination of these 
environmental factors is characteristic of cold deserts (Thomas et al., 2008).  These deserts 
consist of exposed rock and soil with no consistent ice or snow cover (Figure 1.3).   
The Dry Valleys are, however, not homogenous systems and harbour certain differing 
microbial biotopes.  These biotopes consist of lakes, both saline and fresh water (Figure 1.3 
B), at least two types of soil: moist soils that are exposed to melt water (Figure 1.3 A) and 
desiccated mineral soils (Figure 1.3 C).  The combination of abiotic factors imposes major 
limitations on microbial growth and survival (de la Torre et al., 2003). 
 
Figure 1.3: Miers Valley, Eastern Antarctica. The image shows various biotopes in the Dry Valley region. A) Soils exposed 
to lake water, B) Fresh and saline streams and C) Barren soils. Picture courtesy of DA Cowan. 
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The Dry Valley mineral soils are the most barren soils of the snow-free regions (Figure 1.3 
C).  The top exposed soil layer typically has a low water content (0.5–2%) due to the low 
level of precipitation and exposure of this layer to the desiccating atmosphere (Matsumoto et 
al., 1990).  Low relative humidity (< 10% RH in winter) and precipitation in combination 
with strong katabatic winds (especially during winter) result in long periods of desiccation 
(Waterhouse and Zealand, 2001).   
The Dry Valleys of Antarctica have a mean annual precipitation of only 15 g.cm
−2
 year
−1
 and 
this is entirely in the form of snow (Waterhouse and Zealand, 2001).  The low precipitation 
rate is due to the low atmospheric humidity and to the high winds which blow much of the 
snow away (Hall, 2009).  The snow only penetrates the upper soil layer/subsurface, leaving 
the soil surface almost continually exposed to a desiccating atmosphere (Cowan, 2009).  A 
cemented permafrost layer is present at the base of the mineral soil profile as little as a few 
centimetres below the soil surface (Figure 1.4 D). The permafrost layer provides insufficient 
liquid water from the melted permafrost interface (owing to the steep desiccation gradient) to 
surface soils (Figure 1.4 D) (Johnsen et al., 2004).  
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Figure 1.4: Dry Valley soil structure. A) and B) Texture of the Dry Valley desert soils, C) Rock (lithic) associated microbial 
communities and D) Water gradient profile of Dry Valley soils. Photos courtesy of DA Cowan. 
 
The Antarctic Dry Valleys experience extremely low temperatures with the mean annual air 
temperatures ranging from −14.8 °C to −30.0 °C (Doran et al., 2002).  In summer, the mean 
air temperature is ∼0 oC, while surface ground temperatures average around +15 oC during 
periods of direct sunlight (Thomas et al., 2008).  Prolonged periods of extremely low 
temperatures (−55 oC) are prevalent during winter seasons (Cowan and Ah Tow, 2004).  
Temperature fluctuations of -15 to 27.5 
o
C were observed in the Ross Desert Soil within a 3 
hour period (Cameron, 1969).  However, these studies did not take the effect of ozone layer 
depletion over the Antarctic continent into account and high solar impact, particularly short 
wavelength radiation fluctuations is possible (Cowan, 2009).  Temperature fluctuations lead 
to freeze-thaw cycles that are potentially lethal to soil microorganisms (Henry, 2007).  The 
survival of microorganisms in Dry Valley mineral soils depend on factors such as the 
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hydration state, their compatible solute content, their ability to switch metabolism (such as 
anhydrobiosis) and to synthesise cryoprotectants (Cary et al., 2010). 
In addition to desiccation and extreme temperatures, microorganisms inhabiting the mineral 
soils are subjected to osmotic stress (Cary et al., 2010).  The accumulation of salt in the 
mineral soils is the combined result of upward transport from the substratum and surface 
supplementation from sea spray blown inland by onshore winds (Cowan, 2009).  This results 
in high concentrations of salts, such as sodium, calcium, magnesium, chloride, sulphate, and 
nitrate in the soil (Cowan, 2009).   
The soluble nitrogen concentration in desert soils ranges from 0 to 1.250 μg g−1 nitrate and 
0.3 to 40 μg g−1 ammonium ion (Levinson et al., 2006).  Nitrate concentrations in Antarctic 
mineral soils are the lowest reported when compared to other terrestrial soils such as forest-
and cultivated-soils (Cowan, 2009).  These nitrates are derived primarily from atmospheric 
precipitation (Smith and Asper, 2001).  Soluble phosphorus concentrations in Antarctic desert 
soils range between <0.01 and 120 μg g−1 (Cowan and Ah Tow, 2004).  Low levels of organic 
matter are present in the soil with an average of 0.064 ± 0.035% total organic carbon (Cowan 
and Ah Tow, 2004).  Soil organic matter generally arises from sources such as marine-
derived organic matter, cryptoendolithically (communities under rocks) derived organic 
matter and airspora (de la Torre et al., 2003).  Strong katabatic winds aid the dispersal of 
organic matter onto mineral soil surfaces from inland lakes, lacustrine-derived particulates 
and marine environments (Matsumoto et al., 1990).  Additionally, the physical abrasion of 
rocks by windblown sand allows the dispersal of organic matter from lithic (rock) microbial 
communities (Figure 1.4 C) (Cowan and Ah Tow, 2004). 
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1.1.1.3 Microbial diversity in the Dry Valley soils 
Environmental conditions in the Dry Valleys are so extreme that macroscopic life is limited 
to areas that offer protection against abiotic conditions.  One example of specific exploitation 
of a biotope to avoid climatic extremes is the existence of microbial communities associated 
with translucent rocks (lithic communities) (Friedmann, 1982).  Lithic microbial communities 
are distributed worldwide in hot and cold deserts (Cowan, 2009).  The hypolithic 
communities in the Antarctic Dry Valleys are the most prevalent micro-communities present 
in that environment (de la Torre et al., 2003).  
Antarctic mineral soils have been subjected to microbial diversity studies using both culture 
dependent (Cameron et al., 1972; Vishniac, 1993) and culture independent techniques 
(Smith, 2006).  These studies indicate that the soil harbours microbes from the genera 
Arthrobacter, Brevibacterium, Pseudomonas, Bacillus, Nocardia and Streptomyces. Other 
genera such as Beijerinckia, Xanthomonas and Planococcus have also been isolated but have 
an unestablished role in these communities (Smith, 2006).  Cyanobacteria have been 
documented and are thought to be restricted to moist habitats (Taton et al., 2003).  
Additionally mosses lichens and yeasts have been reported (Wynn-Williams, 1990).  These 
communities have adopted molecular mechanisms for protection from environmental 
extremes which allows for cell growth and reproduction (Smith et al., 2006). 
 
1.1.1.4 Seal falls protect and enrich microbial diversity 
Sightings of mummified seal carcasses date back decades in Antarctic exploration (Stirling 
and Kooyman, 1971).  Immature crabeater seals enter the Dry Valleys and die of starvation, 
dehydration and exhaustion (Barwick and Balham, 1967) (Figure 1.5). The mummified seal 
carcasses provide a nutrient source and shelter for microbial soil communities which have 
successfully adapted to the climate (Smith et al., 2006).  
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Figure 1.5: A mummified seal carcass sighted in Miers Valley, Antarctica. Photo courtesy of DA Cowan. 
 
Microorganisms that inhabit the soils beneath mummified seal carcasses are the driving force 
of ecosystem processes and perform vital functions of biogeochemical cycling and 
environmental buffering in soils (Smith et al., 2006).  These soils harbour about 10
9
 
cultivable microbes per gram of soil and are considered to represent reservoirs of 
biodiversity, physiology, metabolism and phylogeny (Barwick and Balham, 1967; Smith et 
al., 2006).  The microbial biomass is implicated in soil structure development and dynamics 
where they play a role in water retention, colour, texture and scent (Matsumoto et al., 1990; 
Ghazanfar et al., 2010).  Microorganisms respond rapidly to environmental changes due to 
their biochemical and genetic machinery which is optimised for rapid changes (Cary et al., 
2010).  This enables microorganisms to correctly alter their metabolism and physiology to 
neutralise or respond to the stimulus.  Major classes of cultured bacteria found beneath the 
carcasses include actinobacteria, bacilli and gamma-proteobacteria (Vishniac, 1993).  The 
majority of microorganisms present, however, fall into the „uncultured‟ category (Smith et 
al., 2006).  Bacterial diversity differs extensively between those found underneath the 
carcasses and those found in the open soils (Smith et al., 2006).  The microbial communities 
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associated with the seal carcasses exhibit valuable nutrient utilising capabilities, including 
cold-adapted enzymes, for the utilisation of seal derived substances. In the future they may 
reveal mechanisms of cold adaptation (Tuffin et al., 2009). 
 
1.2 Adaptation of microorganisms to low temperatures 
Low temperatures influence biological reactions in the immediate environment (D'Amico et 
al., 2002).  Microorganisms endemic to low temperature environments have adopted 
mechanisms to successfully colonise their habitat (Brenchley, 1996).  These microbes include 
organisms that have no internal temperature regulation systems such as bacteria, yeast, 
unicellular algae and fungi (Gerday et al., 2000; Feller and Gerday, 2003; Smith et al., 2006).  
Phenotypes displayed are low temperature functioning with the activities of these organisms 
strongly dependent on the surrounding environment (Davail et al., 1994).  For example, when 
cultivating organisms isolated from the Antarctic Sea, Feller and co-workers (1994) 
demonstrated that growth at higher temperatures retarded extracellular protein production due 
to an increased temperature stress.  Cold environments are not homogenous climates and 
organisms such as those from the Antarctic Dry Valleys may experience more than one 
stress, considering that these habitats also display severe drought, high salinity and low 
nutrient availability (Anderson, 2008; Cary et al., 2010).  Another example would be 
psychrophiles in the deep ocean which would, in addition to low temperature, experience 
extreme pressure (Gerday et al., 2000). 
 
 
 
 
 
12 
 
 
Figure 1.6: Cellular processes affected by low temperatures (from Singh et al., 2009). 
 
As low external temperatures are in thermal equilibrium with the intracellular milieu of 
microorganisms inhabiting cold environments, all cellular processes are suitably adapted 
(Russell, 1998).  Fundamental processes such as metabolism, replication, transcription and 
translation are „cold adapted‟ (Figure 1.6) (Singh et al., 2009).  As a consequence, all cellular 
infrastructures such as membranes and transport systems, intracellular solutes, nucleic acids 
and proteins show similar adaptation.  Broadly, research into cold adaptation strategies has 
revealed that mechanisms involving membrane lipid composition, the „cold shock response‟ 
and enzyme adaptation are important (Russell, 1998).  
 
1.2.1 Membrane lipid composition 
The basic structure of microbial membranes is a lipid bilayer (a single layer is present in 
archea) (Rodrigues and Tiedje, 2008).  It is essential for the cell membrane to maintain a 
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liquid crystalline (fluid) state for normal functioning (Feller et al., 1994).  Low temperatures 
cause a gel phase transition (force a rigid structure) of the lipid membrane and it subsequently 
looses its properties (Yang et al., 2009).  Microorganisms modify their membrane lipid 
composition to maintain the integrity of the cell membrane.  Some common strategies include 
the modification of double bonds in the lipid structure to maintain a functional state 
regardless of the environment (Hebraud and Potier, 1999).  This is performed by a family of 
enzymes called desaturases (Des) whose regulation has been correlated with temperature 
fluctuations (Morgan-Kiss et al., 2006).  Alternatively microorganisms introduce pigments 
into membranes, particularly carotenoid pigments, which modulate membrane fluidity 
(Rodrigues and Tiedje, 2008).  An increased rate of these changes have been associated in 
areas where wide temperature fluctuations occur (Hebraud and Potier, 1999).     
 
1.2.2 The cold shock response 
When the ambient temperature was decreased below the optimal growth temperature for a 
mesophilic Escherichia coli strain, a number of proteins were either upregulated or 
downregulated (Yamanaka, 1999).  These proteins were found to be involved in a process 
termed the cold shock response.  Some proteins were transiently upregulated while other 
genes involved in physiological processes were suppressed (Giuliodori et al., 2004).  Table 
1.1 summarises some of the proteins involved in the cold shock response (Rodrigues and 
Tiedje, 2008). 
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Table 1.1: Proteins involved in the cold shock response (Rodriguez and Tiedje, 2008). 
Protein(s) Function(s) 
AceE Decarboxylation of pyruvate (pyruvate dehydrogenase) 
AceF Dihydrolipoyltransacetylase (pyruvate dehydrogenase) 
CspA RNA chaperone 
CspB RNA/DNA chaperone (?) 
CspE Regulation of CspA 
CspG RNA/DNA chaperone (?) 
CspI Unknown 
CsdA RNA unwinding activity 
DnaA DNA binding and replication (initiation); transcriptional regulator 
RbfA 30S ribosomal binding factor 
InfA Initiation factors; binding of charged tRNA-fmet to the 30S ribosomal subunit 
InfB 
PNP Degradation of RNA 
Hsc66 Molecular chaperone 
HscB DnaJ homolog 
HU-β Nucleoid protein; DNA supercoiling 
Trigger factor Prolyl-isomerase activity and other functions 
RecA Recombination factor 
GyrA DNA topoisomerase 
H-NS Nucleoid-associated DNA-binding protein 
NusA Involved in termination and antitermination 
OtsA Trehalose phosphate synthase 
OtsB Trehalose phosphatase 
Desaturases Unsaturation of membrane lipids 
Dihydrolipoamide acetyltransferase Decarboxylation of pyruvate 
Alpha-glutamyltranspeptidase Glutathione metabolism 
 
Many of these proteins are implicated in maintaining vital functions such as transcription, 
translation and cell division (Hebraud and Potier, 1999; Yamanaka, 1999; Giuliodori et al., 
2004).  Another group of proteins called cold accumulation proteins (CAP‟s) are prevalent in 
psychrophilic organisms (Phadtare et al., 1999).  These proteins are constitutively 
synthesized during steady-state growth at low temperatures, but are not present at milder 
temperatures.  CAP‟s, an example of which would be the RNA chaperone CspA95, have 
been identified in cold-adapted bacteria as cold-shock proteins in mesophiles (Yamanaka, 
1999).  It has been proposed that this group of proteins is essential for the maintenance of 
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both growth and the cell cycle at low temperatures, but their functions are poorly understood 
(Tezcan, 2001).  
 
1.2.3 Other strategies involved in low temperature adaptation 
Psychrophilic organisms are known to synthesize glycoproteins and peptides that decrease 
the cytoplasmic freeze point by disrupting the production of ice crystals (Miletic et al., 2009).  
The crystallisation of intracellular water is detrimental to most organisms, except the 
nematode Panagrolaimus davidi which is capable of surviving the freezing of all body water 
(Smith et al., 2008).  These proteins have been investigated in cold adapted fish and have 
only recently been studied in microorganisms (Gerday et al., 1997). 
Other methods employed by microbes include the stunting of growth and/or biological 
processes (Giudice et al., 2010).  Some may induce the formation of dormant life cycles such 
as anhydrobiosis to avoid death under adverse conditions (Treonis et al., 2000).  Uptake 
mechanisms may be restricted in organisms at low temperatures, thus storage molecules for 
carbon and nitrogen may ensure an adequate supply of nutrients for bacterial cells (Scudiero 
et al., 2008).  Various strategies exist for adaptation to low temperature.  However, the 
adaptation of enzymes is an important factor governing cold adaptation (Rodrigues and 
Tiedje, 2008).  
 
1.2.4 Enzyme adaptation 
Physiological conditions are often not ideal for biological reactions to proceed at a rate 
suitable to support life (Somero, 1995).  The catabolism of complex molecules to simpler 
molecules is performed by the action of enzymes (Somero, 1995).  The products from these 
enzyme-catalysed reactions are then utilised as required, in biological systems.  The ability of 
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enzymes to function regardless of the ambient conditions is essential for biochemical 
reactions in biological systems (D'Amico et al., 2002).  Temperature fluctuations cause a 
direct strain on biological activity with enzyme function being most influenced (Somero, 
1995).  Enzymes from psychrophilic microorganisms have evolved molecular adaptations to 
counteract the effect low temperature imposes on enzyme activity (Feller and Gerday, 2003).   
Temperature is an important factor that governs the rate of biochemical reactions.  According 
to the Arrhenius equation, at low to moderate temperatures there is insufficient kinetic energy 
for the reaction of molecules (Feller, 2008).  Cold-adapted enzymes overcome this kinetic 
constraint by adopting a more flexible structure to allow increased accessibility of substrates 
to the catalytic site at low temperatures (Rodrigues and Tiedje, 2008).  This is usually 
achieved by a combination of adaptive features outlined in Figure 1.7 (Russell, 1998; Gerday 
et al., 2000; Damien et al., 2003; Feller and Gerday, 2003; Coker and Brenchley, 2006; 
Feller, 2008; Olufsen et al., 2008; Ayala-del-Rio et al., 2010).  
 A decrease in the amino acid proline would for example lead to a more flexible environment, 
as the sidechain of the residue is covalently bound to the nitrogen atom of the peptide group, 
imposing constraints on the rotation about the N-Ca bond in its environment (Georlette et al., 
2000).  Similarly, decreases in electrostatic interactions would render a protein structure less 
stable (Gerday et al., 2000).  
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Increased activity at low 
to moderate 
temperatures
Decreased stability at 
elevated temperatures
Decreased 
agenine/lysine 
residues
Decreased 
interdomain 
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interactions
Decreased 
aromatic 
interactions 
Proline to 
glucine 
surface 
residue 
subsitutions
Additional 
surface loops
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core 
hydrophobicity
Decreased 
ionic and 
electrostatic 
interactions
Increased 
charged 
surface 
residues
 
 
 
 
 
 
 
 
 
 
Figure 1.7: Enzyme adaptive strategies. One or more adaptive strategies are employed to bring about increased activity and 
increased flexibility. 
 
As active sites and key protein signatures are conserved amongst homologous enzymes, 
features conferring cold adaptation must occur elsewhere on the protein (Georlette et al., 
2003).  These features have been identified to allow cold adapted enzymes to perform 
specific activities at low temperatures when compared to activities of enzymes from 
mesophiles and thermophiles at their respective temperature optima (Rodrigues and Tiedje, 
2008).   
The activity at lower temperatures associated with cold adapted enzymes may be partially 
explained by the increased flexibility of the catalytic core, however the general structural 
features involved in stability and activity may be very different and act independently 
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(Siddiqui and Cavicchioli, 2005).  The strategies outlined in Figure 1.7 have been noted for a 
variety of cold adapted enzymes.  However, no common strategy has been identified 
(Casanueva et al., 2010).  Additionally, as other environmental factors may influence enzyme 
structure and function, these must be considered when assessing adaptive strategies used by 
microorganisms (Damien et al., 2003).  Finally, according to Feller (2008) cold adaptation is 
incomplete; although an enzyme may have a very high specific activity at low temperature, it 
is generally lower than that of the mesophilic homolog.  
 
1.3 Industrial relevance of cold adapted enzymes  
Enzymes participate in biological reactions by decreasing the energy demand for the reaction 
and remain unchanged by their action on the substrate (Gewin, 2006).  They remain active 
until the substrate is exhausted or until they are inactivated by temperature and/or other 
factors (Polaina and MacCabe, 2007).  Enzyme function is associated with the degradation, 
modification, transformation and regeneration of substrates (Somero, 1995).  Additionally, 
enzymes retain their function in vitro which allows for their utilisation and modification in 
various industrial processes (Whitehurst and Law, 2010).  As it is necessary in psychrophilic 
organisms for all cellular components to be adapted to low temperatures, a broad range of 
enzymes from cold adapted organisms are available for biotechnological applications 
(Handelsman, 2004). 
The obvious features making cold adapted enzymes attractive to industrial processes are their 
high catalytic activity at low temperatures and low thermostability at elevated temperatures 
(Kennedy et al., 2008).  These features provide an economic benefit when used in industry as 
they negate the requirement for expensive heating steps.  In addition, they minimise 
potentially undesirable side reactions that may occur at higher temperatures and exhibit 
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thermolability for convenient enzyme inactivation when required (Whitehurst and Law, 
2010).  Examples of their applications include their use in the detergent industry, where the 
cost associated with high temperature washing is eliminated by the use of cold adapted 
enzymes (Lou et al., 2006).  The food industry may benefit in processes where it is important 
to preserve the original heat-sensitive substrates, for example in the clarification of juices 
(Asano, 2002).  Sequential processes, such as those used in molecular biology, where an 
enzyme needs to be inactivated before the next process is initiated is simplified as heat 
inactivation is possible (Gerday et al., 2000).   
Most enzymes currently used in industry are of microbial origin, although in some cases 
enzymes from plants and animals are utilised (Polaina and MacCabe, 2007).  Microbial 
enzymes are more useful due to the greater understanding of microbial genetics, the diverse 
catalytic activities present in microbes and the increased stability of microbial enzymes when 
compared to plant and animal enzymes.  In addition, microbial enzymes are generally safer 
and more convenient to manufacture and use (Whitehurst and Law, 2010).  Microbial 
enzymes show optimal activity close to the environmental and physiological conditions in 
which the source organisms reside (Yang et al., 2009; Merlino et al., 2010).  Therefore, 
tailored enzymes may be obtained by gene mining in areas that mimic the condition in an 
industrial process (Whitehurst and Law, 2010).  Many enzymes currently used in industrial 
processes are obtained from mesophilic sources.  Scientists have not been biased to these 
types of enzymes but due to the ease of experimentation in mesophilic environments, these 
enzymes were isolated more readily (Ferrer et al., 2007).  Enzymes of mesophilic organisms 
often fail to withstand industrial reaction conditions or do so inefficiently.  This emphasises 
the need for improved biocatalysts (Schmeisser et al., 2007).  Environments that experience 
harsh environmental conditions often harbour similar cell densities to these found in 
temperate environments and have recently become the focus of gene mining studies (Simon 
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and Daniel, 2009; Tuffin et al., 2009; Ghazanfar et al., 2010; Giudice et al., 2010; Whitehurst 
and Law, 2010; Gilbert and Dupont, 2011).   
1.3 1 Molecular tools 
The understanding of DNA replication and other genetic mechanisms has brought about the 
development of tools for use in biotechnology (Cavicchioli, 2006).  The activities of DNA 
modifying enzymes such as polymerases and ligases have resulted in the fundamental 
techniques of cloning and the polymerase chain reaction (PCR) (Sambrook and Russell, 
2006). DNA ligases catalyse the formation of phosphodiester bonds and, knowing the 
conditions that drive this catalysis, enabled the ligation of DNA fragments in vitro.  
Understanding the activity of DNA polymerase enabled the synthesis of DNA in vitro 
(Sambrook and Russell, 2006).  
 
1.3.1.1 DNA ligases 
DNA ligases belong to a group of nucleotidyl transferase enzymes that catalyse the joining of 
nicks in the phosphodiester backbone of adjacent nucleotide bases in double stranded DNA 
(Lehman, 1974).  As these enzymes perform a highly conserved function,  all DNA based life 
forms possess at least one DNA ligase (Shuman, 2009).  DNA ligases utilise either 
nicotinamide adenine dinucleotide (NAD
+
) or adenosine triphosphate (ATP) as a cofactor to 
catalyse phosphodiester bond formation in a three step reaction mechanism (Figure 1.8) 
(Shuman, 2009).  DNA ligases are categorised according to the co-factor used to obtain the 
prosthetic group used for catalysis (Shuman, 2009).  NAD
+
-dependent DNA ligases are 
exclusive to bacteria and certain viruses, whereas ATP-dependent DNA ligases are common 
to all organisms including viruses (Tong et al., 2000).  The ubiquitous nature of ATP–
dependent ligases has been linked to the integration of DNA from viral genomes into 
bacterial genomes (Ellenberger and Tomkinson, 2008).  DNA ligases are also involved in 
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essential processes within the cell such as DNA damage repair and recombination 
(Nandakumar et al., 2007).  Ligation as a molecular tool is the foundation of recombinant 
DNA technology and is based on the function of DNA ligases (Sambrook and Russell, 2006; 
Sambrook and Russell, 2010).  Studies have elucidated the exact mechanism of ligation and 
the structure and function of the enzyme (Rolland et al., 2004; Wilkinson et al., 2005; 
Benarroch and Shuman, 2006; Nandakumar et al., 2007; Dube and Kukshal, 2008; Wang et 
al., 2008). 
 
1.3.1.2 NAD
+
-dependent DNA ligases 
NAD
+
-dependent DNA ligases (EC.6.5.1.2) (commonly referred to as ligA) catalyse a three 
step nucleotidyl transfer reaction (Figure 1 .8).  Firstly ligA reacts with NAD
+
 in the absence 
of nucleic acid.  An adenylate group, adenosine 5´ monophosphate (AMP), is transferred 
from NAD
+
 to the active site lysine of the enzyme, with the subsequent release of 
nicotinamide mononucleotide (NMN) (Wang et al., 2009).  The binding of AMP is 
implicated in nick recognition and the enzyme then subsequently binds to nicked DNA 
(Wang et al., 2009).  AMP is transferred to the 5` phosphate end of the DNA nick to form an 
adenylated nicked DNA intermediate (Doherty and Suh, 2000).  Finally the enzyme catalyses 
the attack of the 3´hydroxyl on the 5´ phosphoanhydride linkage, sealing the phosphodiester 
bond (Doherty and Suh, 2000).  The enzyme and AMP are then released (Doherty and Suh, 
2000).  NAD
+
-dependent DNA ligases have been successfully characterised from a variety of 
organisms which makes them an attractive target for gene mining (Sriskanda et al., 2001; 
Sriskanda and Shuman, 2001; Gul et al., 2004; Benarroch and Shuman, 2006; Poidevin and 
MacNeill, 2006; Hajela and Ramachandran, 2007; Dube and Kukshal, 2008).  To date only 
one psychrophilic DNA ligase has been characterised kinetically and evaluated for 
temperature adaptation (Georlette et al., 2000).  
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Figure 1.8: Ligation mechanism is a three step process. 1) The ligase covalently binds the cofactor 2) Transfer of the 
adenylate group to the 5‟ phosphate 3) catalyses the attack of the 3‟ hydroxyl to synthesize the phosphodiester bond with the 
liberation of AMP. 
 
LigA has a conserved modular structure which comprises the central catalytic core.  This 
contains the nucleotidyl transferase domain (LIG) and N-terminal domain (la) (Figure 1.9).  
The C terminal domain comprises of a zinc finger domain (Zn), a helix-hairpin-helix (HhH) 
domain and a breast cancer susceptibility protein BRCA1 C-terminal homologue (BRCT) 
domain (Figure 1.9).  
 
Figure 1.9: E.coli ligase domain architecture. The ligase contains N-terminal domains necessary for binding the cofactor and 
C-terminal DNA binding domains (Wang et al., 2008). 
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The N terminal (la) domain is exclusively found in NAD
+
-dependent DNA ligases and allows 
the ligase to react with NAD
+
.  Each domain has been ascribed specific roles which have 
been fully characterised (Lee et al., 2000). 
 
1.3.1.3 NAD
+
-dependent DNA ligase as a candidate for industrial use 
DNA ligases are an essential molecular tool and have been described as the “sine quo non of 
genome integrity” (Nandakumar et al., 2007).  Some organisms, especially bacteria, possess 
one copy of the DNA ligase enzyme, stimulating studies on novel inhibitor design for use as 
antimicrobials (Brötz-Oesterhelt et al., 2003; Hajela and Ramachandran, 2007; Korycka-
Machala et al., 2007; Dube and Kukshal, 2008; Zhang et al., 2011).  DNA ligases have been 
characterised from psychrophilic, mesophilic and thermophilic organisms, leading to 
comparative studies of their kinetics and adaptation to temperature (Georlette et al., 2003; 
Wilkinson et al., 2005).  T4 phage ligase is used commercially and has been shown to 
function over a wide range of temperatures for both blunt and cohesive end ligations 
(Ellenberger and Tomkinson, 2008).  However, two requirements must be met for efficient 
ligation to occur.  Firstly, the ends of the DNA strands need to anneal, which involves 
hydrogen bonding of complementary bases for cohesive ends, or random association for blunt 
ends (Tomkinson et al., 2006).  In either case a low temperature will favour this interaction as 
hydrogen bonding is dependent on the thermal environment (Arunan et al., 2011).  Secondly, 
the ligase has to covalently join the DNA (Crut et al., 2008).  Commercial mesophilic ligases 
show poor activity at temperatures below 15 
o
C and often require long periods of incubation 
(Georlette et al., 2000).  At temperatures above 15 
o
C residual nucleases may interfere with 
ligation (Georlette et al., 2000).  The temperature commonly used for ligation is 16 
o
C, which 
is a compromise for both parts of the reaction (Sambrook and Russell, 2006).  If ligations are 
carried out at 4 
o
C, hydrogen bonding is favoured, but the ligase will function more slowly, 
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thereby requiring increased incubation times (Georlette et al., 2000).  These problems may be 
overcome by using of cold active ligases (Georlette et al., 2000). In addition, lower 
inactivation temperatures eliminate DNA denaturation (Georlette et al., 2000; Georlette et al., 
2003).  
 
1.4 Methods to obtain enzymes with industrial applications 
The biosphere is dominated by microorganisms (Whitman et al., 1998).  Microbial diversity 
presents a large untapped genetic and biological resource that can be exploited for the 
recovery of novel genes, biomolecules for metabolic pathways and various other valuable 
products (Cowan, 2000).  The search, acquisition and exploitation of biological data is termed 
bioprospecting (Simon and Daniel, 2009).  Among these resources are enzymes, which can 
be isolated from the source by utilising a variety of well-established methods such as affinity 
purification and recombinant biotechnology (Lorenz and Eck, 2005).  These methods can 
broadly be sub-divided into culture-dependent and culture-independent techniques (Polaina 
and MacCabe, 2007).  
 
1.4.1 Culture-dependent methods 
Traditionally, enzymes are extracted from three primary sources; i.e. animal tissue, plants and 
microorganisms (Polaina and MacCabe, 2007).  These sources often do not produce enzymes 
in sufficient quantities for application in industry (Polaina and MacCabe, 2007).  Sufficient 
quantities may be obtained by isolating pure cultures of the host microorganism or source 
organism that produces the desired protein (Asano, 2002).  Growth conditions are optimised 
to favour the production of protein so that commercial quantities can be obtained  by the 
process of fermentation, whereby the organism is grown in a bioreactor under controlled or 
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defined conditions (Asano, 2002).  When sufficient quantities of protein are obtained, the 
microorganisms are removed and the product is analysed (Polaina and MacCabe, 2007).  
Proteins are subsequently extracted using existing methods, and the target protein purified 
based on the inherent properties of the desired protein.  These properties include the 
molecular weight, size and charge of the desired protein (Asano, 2002).  Culture dependent 
techniques are limiting as they rely on the culturability of organisms under current laboratory 
conditions (Lorenz and Eck, 2005).  It is generally accepted that up to 99 % of 
microorganisms in the environment cannot be cultured in this manner (Kamagata and 
Tamaki, 2005).  Additionally, as desired protein products may not be produced in sufficient 
quantities by the natural host, recombinant protein production methods have been developed 
(Ferrer et al., 2005).  
 
1.4.2 Culture independent methods 
The understanding of cellular protein production mechanisms enabled the desired protein 
sequence data to be accessed directly from DNA (Somero, 1995).  The genomic DNA is 
extracted from the cultured source organism and targeted using PCR or hybridisation (Green 
and Keller, 2006).  The protein coding sequence can then be overexpressed in a hetorologous 
host using recombinant DNA techniques.  This approach removes the limitation of low yield 
by the natural host.  The protein of interest is extracted and purified in a manner as described 
for culture dependent protein acquisition.  
Handelsman and colleagues (2004) studied soil genomic diversity by randomly cloning 
environmental DNA, a technique which dramatically changed the scope of genomics.  The 
term metagenomics was subsequently coined to describe the analysis of whole community 
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DNA (Handelsman, 2004).  This approach separates metagenomics from genomics, which is 
the analysis of genomic DNA from a single organism or cell.  
1.4.3 Metagenomic approaches 
Metagenomics is a molecular tool which allows environmental samples to be analysed 
without the need for culturing of the organisms present in the sample (Schmeisser et al., 
2007).  The technique entails the direct extraction of total DNA from a desired sample, which 
may be environmental (water, soil, sediments), clinical (tissues, fluids, cadaveric samples) or 
sludge (bioreactor waste) (Gilbert, 2011).  Additionally, the sample may be pre-enriched to 
favour the growth of certain organisms or to improve the production of target proteins 
(Demanche et al., 2009).  The DNA is subsequently archived in a suitable host in order to 
obtain a metagenomic library, or directly sequenced (Demanche et al., 2009).  The technique 
was expanded by utilising fosmids, cosmids and bacterial artificial chromosomes as 
maintenance vessels for community DNA, and by Sanger sequencing and next generation 
derived shotgun libraries (Gilbert and Dupont, 2011).  The sequences obtained by these 
methods are considered representative of the DNA of the organisms in the original 
environmental sample.  The metagenomic library may be analysed by functional or 
sequenced based screening techniques or a combination thereof (Simon and Daniel, 2009). 
Metagenomics has been applied to various studies and can be sub-divided into targeted 
environmental gene surveys or random shotgun surveys of all environmental genes present 
(Wooley et al., 2010; Gilbert, 2011).  The first approach is generally used to search for 
orthologs (proteins of same function occurring from gene duplication) and paralogs (proteins 
of same function in dissimilar organisms) of proteins with the desired function although it is 
often hard to distinguish these using metagenomics (Kunin et al., 2008).  The second 
approach results in a profile of genes present in the sampled community (Venter et al., 2004).  
This data can then be assessed for phylogeny, microbial interaction and various other features 
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on an ecological level (Vacharaksa and Finlay, 2010).  The scope or coverage of the study is 
restricted/dependent on the number of quality gene fragments obtained (Wommack et al., 
2008).   
Regardless of how DNA sequence data is obtained, protein identification and function is the 
ultimate aim of many metagenomic research projects (Gilbert, 2011).  The data can be 
combined with metadata (the geographical and chemical features of the sample) to investigate 
differences across spatial and distal environments (Cary et al., 2010).  Analysis of all the data 
obtained with metagenomics is often expensive, thus a suitable screening strategy is used to 
satisfy the aim of the research project.  
 
1.4.3.1 Functional screening of metagenomic libraries 
Functional screening of metagenomic libraries aims to isolate gene products or enzymes that 
metabolise a suitable substrate present in the growth medium (Gabor et al., 2004).  The 
presence or absence of the gene product or enzyme can be visualised by monitoring the 
degradation of the substrate e.g. the production of clearance zones on agar plates containing 
the substrate (JunGang et al., 2010), by a chemical reaction e.g. changes in pH which change 
the colour of an indicator in the medium (Green and Keller, 2006), or by using 
complementation studies (Rolland et al., 2004).  The gene may then be located within the 
metagenomic insert by transposon mutagenesis, small insert subclone libraries of the 
sequence or by a sequencing PCR approach (Rondon et al., 2000).  The sequence encoding 
the gene is sub-cloned into a suitable expression host, the protein is over-expressed, purified 
and characterised.  This technique is limited to the isolation of proteins for which screens 
have been developed and currently allows for screening of a limited range of proteins 
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(Polaina and MacCabe, 2007).  Many other proteins which cannot be detected by current 
screening techniques are being overlooked. 
For functional overexpression in a heterologous host a full length sequence must be obtained 
(Polaina and MacCabe, 2007).  In functional screening studies the sequence is analysed using 
a homology search to identify ancestry and conserved regions (Altschul et al., 1997).  
Usually protein function can be determined using a functional screen, provided that the 
screen performs this function in isolation.  However screening for many activities is 
expensive and labour intensive (Kamagata and Tamaki, 2005).  Bioinformatic tools have 
been developed to aid in providing a putative function of a DNA sequence (Venter et al., 
2004).  These tools assign putative functions to gene-encoding sequences and have provided 
an alternative strategy for screening metagenomic libraries (Kerkhof and Goodman, 2009).    
 
1.4.3.2 Sequenced-based screening strategy 
The sequenced-based strategy involves analysis of the metagenomic library by PCR, 
hybridisation-based studies or by sequencing (Vakhlu et al., 2008).  Screening via PCR or 
hybridisation is generally limited due to the homology required to design probes/primers but 
is none-the-less a good strategy to obtain useful gene products (Golyshin et al., 2005).  
Metagenomic clones may be fully sequenced using Sanger or the next generation sequencing 
methods such as Solexa or SOLid sequencing (Metzker, 2005).  This is currently a preferred 
approach due to the dramatic cost reductions of sequencing technology and the subsequent 
advancement of computational technologies (Tuffin et al., 2009).  Sequences are assembled 
using computational (in silico) methods (Wommack et al., 2008).  This approach is only 
considered feasible if the sequencing set is small, or enough to disseminate individual clones 
in a library (Wommack et al., 2008).  Metagenomic sequences can be subjected to a range of 
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bioinformatic techniques and may be analysed for diversity studies, to assess genomic 
potential or to identify gene products of interest (Gilbert, 2011).  
The potential of metagenomics to access gene products with novel functions has been 
demonstrated.  Many enzymes have been isolated using metagenomic methodologies (Tuffin 
et al., 2009; Wooley et al., 2010; Gilbert, 2011).  However, very few enzymes found by 
metagenomics are cold adapted, thereby leaving scope for novel sequences to be mined from 
low temperature environments (Rodrigues and Tiedje, 2008).  The majority of organisms in 
these habitats cannot be cultivated due to the fastidious growth requirements or limitations in 
replicating wild type conditions in the laboratory (Kamagata and Tamaki, 2005).  
Metagenomic studies of extremophile genomes indicate a very large number of unidentified 
open reading frames (ORF‟s) (Ginolhac et al., 2004).  The authors analysed a soil 
metagenome and predicted 1500 ORF‟s, 240 of which were identified as unknown.  This 
clearly indicates the possibility of novel gene functions.   
Limitations to this technique do exist and should be considered in the context of the 
application.  For example, environmental samples contain a huge diversity of organisms and 
some may possess complex cell wall structures leading to inefficient cell lysis (Kunin et al., 
2008).  The choice of DNA extraction method should therefore compliment the type of study 
conducted.  When DNA is used to construct large insert libraries, shearing must be prevented 
as this may increase the incidence of chimeric products (Gilbert, 2011).  Contaminating 
substances co-extracted directly from the sample may also skew results and interfere with 
downstream processes (Wooley et al., 2010).  Other limitations include obtaining sequences 
encoding gene products for which there are no available experimental data for functional 
annotation and gene products which are not functional (Wooley et al., 2010).  
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1.5 Prediction of protein features using bioinformatics 
There has been a rapid increase in the discovery of novel gene sequences through 
metagenomic studies.  Coupled with next generation sequencing studies, these approaches 
have produced sequences from previously uncharacterised communities (Tuffin et al., 2009; 
Ayala-del-Rio et al., 2010; Wooley et al., 2010; Yooseph et al., 2010; Gilbert, 2011).  An 
example of a large scale study is the characterisation of the microbial community of the 
Sargasso Sea through the Global Ocean Sampling Expedition (Venter et al., 2004).  This 
study reported 1 billion base pairs of non-redundant sequences and used novel bioinformatics 
software to predict 1800 unique genomes, 48 unknown bacterial phylotypes and 1.2 million 
previously unknown genes.  It should also be noted that this was the first research group to 
apply this strategy to a metagenome.   
This huge amount of data, coupled to other studies of similar scope, require the analysis of 
millions of sequence reads (Yooseph et al., 2010).  Bioinformatics software has been 
developed to facilitate the functional annotation of large data sets (Kunin et al., 2008).  When 
unknown sequences are presented in the absence of experimental data, homology based 
transfer is used to assign a putative function to the query sequence (Sleator and Walsh, 2010).  
When this unknown sequence shares significant similarity to a protein of known function, 
evolutionary ancestry may be suggested and the function of the latter may be transferred to 
the query (Rost et al., 2003).  This is generally considered a „gold standard‟ when unknown 
sequences are encountered, and usually directs further characterisation (Kunin et al., 2008).  
However, with the rapid expansion of sequence databases, fewer query proteins register to 
significant matches of experimentally validated proteins (Sleator and Walsh, 2010).   
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1.5.1 Homology transfer 
When an unknown sequence is identified a BLAST search is done to assign a predicted 
function to the query (Altschul et al., 1997).  This technique forms the basis of homology 
transfer and is the most widely used technique for putative functional assignment.  A high 
degree of similarity indicates evolution from a common ancestor, similar function is therefore 
assumed (Altschul et al., 1997).  Generally sequence has been shown to relate to function 
although exceptions have been observed.  Rost (2003) demonstrated that sequence similarity 
was not always conserved in enzymatic function.  Another study by Galperin and colleagues 
(1998) demonstrated that enzymes with high functional homology may be classed as 
analogous but may exhibit dissimilar sequence.  These anomalies are considered to be an 
exception rather than the rule but may amplify annotation errors as more sequences enter 
databases which are annotated using homology-based transfer (Friedberg, 2006).  (Galperin 
et al., 1998) 
Large projects generate large amounts of data which has resulted in an unprecedented amount 
of novel sequence data being deposited in databases (Schmeisser et al., 2007; Venter, 2007; 
Avneet, 2008; JunGang et al., 2010; Vacharaksa and Finlay, 2010; Wooley et al., 2010; 
Gilbert, 2011).  A direct consequence of the sequence data expansion is that the number of 
clustered similar proteins for which no single annotated reference exists is expanding rapidly 
(Friedberg, 2006). The homology-based transfer approach is dependent on the validation of 
this data (Sleator and Walsh, 2010).  Computational annotation, using error rates of 5% 
allows for annotation of 30% of unknown sequences, while using error rates ≥40% no 
annotation for ≥30% of all proteins is allowed (Rost et al., 2003). 
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1.5 2 De novo prediction 
Functional prediction may be based on sequence homology alone or used together with other 
sequence features (Rost et al., 2003).  The diagram below describes a typical de novo 
characterisation of an unknown DNA sequence to obtain a predicted function (Figure 1.10). 
The unknown sequence is initially assessed for Open Reading Frames (ORF‟s).  ORF‟s are 
predicted based on critical sequence features such as start and stop codons and represent 
sequences that have the possibility of translation into proteins (Friedberg, 2006).  The 
deduced ORF can then be probed for functional features such as domains, motifs and patterns 
using homology based methods.  The information related to the ORF can then be used to 
assign a predicted function (Figure 1.10). 
 
 
Figure 1.10: Overview of protein function prediction using the de novo approach. 
 
An average protein contains 100 amino acids and is composed of a combination of the 20 
known amino acids (Sleator and Walsh, 2010).  The theoretical range of different sequences 
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possibilities is 100
20
.  Given the combination of variants that can be produced using amino 
acid sequence it is impossible to assign an a priori function.  However, sequences that 
produce protein folds, binding domains, and catalytic domains are limited (George et al., 
2005).  Therefore, as 10% of protein sequence may constitute active sites, homology based 
transfer is not always needed (George et al., 2005).  Sequences contain structure-based 
signatures which are usually associated with a particular function.  Other conserved single 
positions or combinations may provide a fingerprint and can be used for protein annotation 
(George et al., 2005).  A web annotation tool named PROSITE conducts a motif search based 
on manually selected biologically significant sequence motifs, patterns, rules and profiles 
(Sigrist et al., 2010). 
 
1.5.3 Structure based annotation 
Protein structure is generally more conserved than sequence as many proteins that exhibit 
little sequence similarity will still retain structural similarity due to evolutionary constraints 
(Doherty and Suh, 2000; Bordoli et al., 2009).  A study by Todd and colleagues (2001) found 
that known folds in proteins are associated with a particular function.  A variety of databases 
exist that use the Protein Data Bank (PDB) as a reference to deduce function (Schwede et al., 
2003).  The PDB stores only validated protein structures (Schwede et al., 2003).  Well 
established annotation servers that use this method exist and include FATCAT, VAST and 
PAST (Gibrat et al., 1996; Ye and Godzik, 2004; Täubig et al., 2006).  Three dimensional 
protein structure data alone, however, is not sufficient to determine function and a functional 
hypothesis can be made for only 20-50% of hypothetical proteins (Goldsmith Fischman and 
Honig, 2003). 
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As de novo protein function determination is still in an infant stage, it is expected to provide 
only limited insight into protein function (Rost et al., 2003).  The benefits of utilising an 
automated/computational approach is the time saved.  Hence the process can be adapted for 
high throughput gene discovery and identification (Sleator and Walsh, 2010).  Whichever 
method is used, true protein function can only be determined by experimental validation.  As 
time progresses, software capable of predicting function based on a combination of these 
principles may be developed to improve accuracy. 
 
1.6 Purpose of this study 
A metagenomic library was previously constructed from soil beneath mummified seal 
carcases found in the Miers Valley, Antarctica (Anderson, 2008).  In this study a 
metagenomic clone from this library was selected for sequence-based gene discovery.  
Aim 
To identify, subclone and partially characterise a ligase enzyme from the metagenomic clone. 
Objectives 
 Assemble full sequence of fosmid DB1 
 Annotate the sequence of fosmid DB1 using a combination of homology transfer and 
de novo bioinformatics tools 
 Bioinformatic characterisation of ligDB1 
 Biochemical characterisation of LigDB1 
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Chapter 2: Materials and methods 
2.1 Fosmid acquisition 
A metagenomic library was previously constructed from soil beneath mummified seal 
carcases found in the Miers Valley, Antarctica (Anderson, 2008), using high molecular 
weight DNA from this environment. The library was screened for both microbial diversity 
and gene discovery.  Four clones which showed lipid degradation using a functional screen 
were sequenced, and were found to encode for genes potentially involved in stress responses.  
One such stress is DNA damage which provided a basis for selecting clone LD3 for 
characterisation.  The metagenomic fosmid clone was renamed DB1 for the purposes of this 
study. 
 
2.2 Microbiological techniques 
2.2.1 Media 
Luria-Bertani broth (LB) contained 1% [w/v] tryptone, 0.5% [w/v] yeast extract and 1% 
[w/v] NaCl. Luria-Bertani agar (LBA) was prepared from LB broth with the addition of 1.3% 
[w/v] bacteriological agar.  All components were suspended in distilled water and the pH was 
adjusted to 7.0 using 1M NaOH.  The medium was autoclaved at 121 
o
C for 20 minutes.  
Super Optimal broth with Catabolic repressor (SOC) was prepared from Super Optimal Broth 
(SOB) with the addition of filter-sterilised 2 M MgCl2 to 0.5% [w/v] and 1M glucose to 2% 
[w/v].  Autoclaved medium was cooled to ~50 
o
C, followed by the aseptic addition of the 
appropriate filter sterilised antibiotic.  Unless otherwise stated the final concentrations of 
antibiotics were chloramphenicol (cam), 12.5 µg/ml; carbenicillin (carb), 50 µg/ml and 
kanamycin (kan), 30 µg/ml. 
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2.2.2 Growth of E. coli strains  
Bacterial strains were grown in broth or on solid medium supplemented with the appropriate 
antibiotic.  The native Escherichia coli EPI-300 strain was grown on medium containing no 
antibiotic.  Strains were inoculated using aseptic technique.  Unless otherwise stated the 
cultures were incubated at 37 
o
C.  If strains were grown in broth, incubation was 
accompanied by agitation at 150 to 225 rpm.  Strains, plasmids and primers used in the study 
are listed in Table 2.1. 
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Table 2.1: Strains, plasmids and primers used in this study. 
 Characteristics Source 
Bacterial Strains    
EPI-300  F- mcrA D(mrr-hsdRMS-mcrBC) f80dlacZDM15 DlacX74 recA1 
endA1 araD139 D(ara, leu)7697 galUgalK l- rpsLnupGtrfAtonAdhfr 
Epicentre 
Biotechnologies (USA) 
Genehog F- mcrA   (mrr-hsdRMS-mcrBC) 80lacZ M15 lacX74 recA1  endA1  
araD139 (ara-leu)7697  galU galK  rpsL(StrR) nupG 
Novagen (USA) 
Rosetta(DE3)pLysS F- ompThsdSB(rB - mB-) gal dcm(DE3) pLysSRARE (CamR) Novagen (USA) 
Plasmids/Vectors   
pCCFos1 ChloramphenicolR 12.5 μg/ml Epicentre (USA) 
pET28a KanamycinR 30 μg/ml Novagen (USA) 
pUC19 AmpicillinR 100 μg/ml Novagen (USA) 
Primers   
Primer walking   
T7 Terminator 5‟ TAATACGACTCACTATAGGG 3‟ (Vieira and Messing, 
1982) 
pccFos1 5' GTACAACGACACCTAGAC 3' EPICENTRE 
Biotechnologies 
N361R 5‟ GACGCCAAAAGCCGATTC 3‟ This study 
N63R 5‟ TAACCGAAAAAAGGCACC 3‟ This study 
N148R 5‟ GAGCTTTCCATCCGACCA 3‟ This study 
C8F 5‟ TCGTCGGTCAATTTCAAGG 3‟ This study 
C16F 5‟ GCCTTTTTTGTCAGTACG 3‟ This study 
Sub-cloning LigDB1   
T7 promoterl  5‟ TAATACGACTCACTATAGGG 3‟ (Vieira and Messing, 
1982) 
Lig DB1 F 5‟ CGAACGAGGACATATGGGCGCG 3‟ This study 
Lig DB1 R 5‟ GTTGCCTGGCAGGAATTCTCACTG 3‟ This study 
Lig DB1 seq1 5‟ GCGTCAGTGTGTACAGGTCGGCG 3‟ This study 
Lig DB1 seq2 5‟ CATGCTGGCTGAGGGTGGCAAGAC 3‟ This study 
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2.3 Molecular biology techniques 
2.3.1 Fosmid/plasmid extraction 
The fosmid clone DB1 was inoculated into 5 ml LB-cam and incubated overnight.  One 
millilitre of the culture was inoculated into a tube containing 9 ml LB-cam and 10 µl 
induction solution (EPICENTRE
®
) and grown for 5 hours at 37 
o
C.  The tubes were 
centrifuged at 4000 x g for 30 minutes at 4 oC.  The supernatant was decanted and the tubes 
inverted on paper towel to remove any excess medium.  Cells were resuspended in GET 
buffer (50 mM glucose, 10 mM EDTA, 25 mM Tris-HCl [pH 8]) and 24 µl of 10 mg/ml 
RNase A (Fermentas) was added.  One millilitre of lysis solution (0.2 M NaOH, 1% SDS) 
was added and the tubes were inverted gently.  One millilitre of 3 M KOAc [pH5.5] was 
added, the tubes were inverted and cells were incubated on ice for 5 minutes.  The tubes were 
inverted again and incubated on ice for a further 10 minutes.  The lysate was collected by 
centrifugation at 10 000 x g for 30 minutes at 4 oC and the supernatant transferred to sterile 
microcentrifuge tubes.  Fosmid DNA was precipitated from the supernatant by the addition of 
0.7 x vol isopropanol.  Following a 30 minute incubation period the precipitant was 
centrifuged at 12 000 x g for 30 min and the supernatant was discarded.  The DNA pellets 
were washed using 500 µl of 70% ethanol and centrifuged at 12 000 x g for 2 min.  The 
ethanol was poured off and the DNA pellet was dried in a fume hood for 5-10 min.  The 
DNA pellet was resuspended in the appropriate volume (30-50 µl) of distilled water (dH2O) 
and stored overnight at 4 
o
C.  The DNA was then quantified and analysed by electrophoresis.  
When pure samples were required, DNA and plasmids were purified using the Illustra™ 
GFX™ PCR DNA and gel band purification kit (GE Healthcare Limited, Buckinghamshire, 
UK).  The DNA was purified from solution or agarose according to manufacturers‟ 
instructions. 
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2.3.2 DNA quantification 
DNA and plasmid concentration was measured by fluorimetry using the Quanti-iT™ double 
stranded DNA (Broad Range) assay kit and the Qubit
™
 system (Invitrogen, Oregon, USA) 
according to manufacturer‟s specifications or using by 3 µl of a DNA sample on a Nanodrop® 
spectrophotometer . 
 
2.3.3 Restriction enzyme digestion 
Restriction enzyme digestions were performed in sterile microcentrifuge tubes in small 
reaction volumes (10-50 µl).  The reactions contained the appropriate volume of 1 X or 2 X 
buffer (supplied by the manufacturer of the specific enzyme) and 2-10 U of enzyme per 
microgram of plasmid or fosmid DNA.  Reactions were incubated for either a 2 hour period, 
or overnight at 37 
o
C.  The digested products were analysed by gel electrophoresis (Section 
2.3.4). 
 
2.3.4 Agarose gel electrophoresis 
Agarose (0.7% or 1% [w/v]) was dissolved in 1 X TAE buffer (0.2% Tris base, 0.5% [v/v] 
glacial acetic acid, 1% [v/v] 5 M EDTA [pH8]).  Gels were electrophoresed at 100 V in 1 X 
TAE buffer.  To allow visualisation of the DNA on a UV transluminator (Alphaimager), the 
gels were supplemented with 0.5 µg/ml ethidium bromide.  Samples were mixed with 
standard loading dye (60% [v/v] glycerol 0.25% [w/v] orange G) and loaded into the wells of 
the cast gels.  DNA bands were sized according to their migration in the gel as compared to 
the migration of DNA molecular markers used.  (Lambda DNA restricted with HindIII; 
Lambda DNA restricted with PstI; GeneRuler
™
 DNA 1 kb ladder (Fermentas). 
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2.3.5 Sequencing of clone DB1 
DB1 was sequenced using the Solexa Illumina
®
 next generation sequencer at the University 
of the Western Cape. 
 
2.3.5.1 Primer walking 
Fosmid DNA from clone DB1 was extracted and quantified by fluorimetry (Section 2.3.1 and 
2.3.2).  The fosmid was end sequenced with the T7-promotor and pCCfos primer (Table 1, 
sequencing primers) at the Central Analytical Facility, University of Stellenbosch, using the 
ABI PRISM
®
 377 automated DNA sequencer.  Sequence data was assembled using CLC 
Genomics Workbench (CLC bio
®
) and Sequencher
®
 (Genecodes) software.  Primers were 
designed for primer walking to generate sequence overlaps for gap regions in order to 
assemble the entire insert (Table 1, primer walking).  
 
2.3.6 Subcloning ligDB1 
Primers containing restriction endonuclease sites (Table 1.1; subcloning ligDB1) were 
designed in order to amplify the gene from the original fosmid.  To optimise conditions, a 
gradient PCR with a 1 
o
C increase over a 10 
o
C window was performed (Section 2.3.6.1).  
The PCR reaction was performed in an Eppendorf Master Gradient Cycler (Merck) under the 
following conditions: initial denaturation at 98 
o
C for 30 seconds, followed by 30 cycles of 
denaturation at 98 
o
C for 10 seconds, annealing at 55-65 
o
C for 30 seconds and extension at 
72 
o
C for 30 seconds.  The final elongation step was performed at 72 
o
C for 5 min. The 
ligDB1 gene was PCR amplified at an annealing temperature of 57 
o
C following optimisation.  
The PCR product was purified using the Illustra GFX PCR DNA and gel band purification kit 
(Section 2.3.1) and digested with restriction endonucleases, NdeI and EcoRI (Section 2.3.3).  
 
 
 
 
41 
 
One microgram of pET28a vector was digested with the same restriction endonucleases.  The 
gene and vector were ligated using a 1:2 vector:insert ratio.  The amount of insert required 
was calculated using the following equation assuming that 50 ng of vector DNA was used in 
the ligation reaction. 
 
ng insert required = 1 +
𝑛𝑔 𝑣𝑒𝑐𝑡𝑜𝑟 𝑋 𝑖𝑛𝑠𝑒𝑟𝑡 (𝑘𝑏)
𝑣𝑒𝑐𝑡𝑜𝑟 (𝑘𝑏)
𝑋 2 
 
The ligation reaction was performed overnight at 18 
o
C using 1 U of T4 DNA ligase 
(Fermentas), 1 X T4 ligase buffer (Fermentas).  Three microlitres of the ligation reaction was 
dialysed on a 0.02 nm nitrocellulose filter (Millipore) for 10 min against double distilled 
water (ddH2O).  Two microlitres of this mixture was electroporated into competent E. coli 
Genehog cells (Section 2.3.7.1).  The cells were grown overnight on LBA-kan plates at 37 
o
C.  A negative control of circular uncut pET28a was included.  Presumptive positive clones 
were picked and inoculated into 5 ml LB-kan broth and incubated overnight at 37 
o
C with 
agitation.  Plasmids were extracted and a restriction digest on the resultant DNA was used to 
confirm the presence of the cloned insert (Section 2.3.1).  Glycerol stocks of the positive 
clones were prepared and stored at -80 
o
C. 
Plasmids were extracted (Section 2.3.1) and sequenced using the T7 promoter and terminator 
primer set and the LigDB1 a and LigDB1 b primer set (Table 1, sequencing primers) in order 
to confirm the presence the of insert and the orientation of the fragment. 
 
 
 
 
 
42 
 
2.3.6.1 PCR  
PCR reactions (20-50 µl) contained 10 ng of template DNA, 5 X high fidelity (HF) PCR 
buffer, 0,2 mM of each dNTP, 0.5 pmol of each primer (Table 1, Primers) and 0.5 U 
Phusion™ Taq DNA polymerase (Finnzymes, Finland).  For control purposes forward 
primer, reverse primer and a negative control (a reaction mixture containing all reagents 
except template) were routinely included.  Following PCR each reaction mixture was 
analysed using gel electrophoresis as described in Section 2.3.4. 
 
2.3.6.2 Preparation of electrocompetent cells 
A single colony of E. coli Genehog, streaked from a glycerol stock onto LBA and grown 
overnight, was used to inoculate 10 ml SOB.  The starter culture was grown overnight at 37 
o
C.  One litre of SOB media was inoculated with the starter culture and grown at 37 
o
C until 
an OD600 of 0.6-0.9 was obtained.  The cells were placed on ice and 250 ml aliquots were 
transferred to chilled centrifuge bottles.  
Bottles were centrifuged at 4000 x g for 25 minutes at 4 oC, the supernatant was discarded 
and the pellet was gently resuspended in 200 ml ice-cold demineralised water (dH2O) 
[Millipore] before another round of centrifugation at 4000 x g for 25 minutes at 4 oC.  The 
supernatant was discarded and the cells were resuspended in 100 ml dH2O and centrifuged at 
4000 x g for 25 minutes at 4 oC.  Following the removal of the supernatant, each cell pellet 
was resuspended in 20 ml ice cold 10% [v/v] glycerol and centrifuged at 4000 x g for 25 min 
at 4 
o
C.  The supernatant was removed and each pellet was gently resuspended into 1 ml 10% 
[v/v] glycerol.  The cell suspension was placed on ice and aliquoted into 0.5 ml 
microcentrifuge tubes.  Liquid nitrogen was used to snap freeze the tubes which were stored 
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at -80 
o
C.  One microlitre of pUC19 vector DNA (120 ng/µl) was used to test the electro-
competency of the cells (Section 2.3.7.1). 
 
2.3.6.3 Preparation of chemically competent cells 
E. coli Rosetta(DE3)pLysS cells was streaked from a glycerol stock onto a LBA plate 
containing 10 mM MgCl2 and incubated overnight at 37 
o
C.  A single colony was used to 
inoculate 20 ml TYM broth (2% [w/v] tryptone; 0.5% [w/v] yeast extract; 0.35% [w/v] NaCl; 
0.2% [w/v] MgCl2, [pH 8]) and incubated at 37 
o
C overnight.  The starter culture was 
transferred to 100 ml of TYM in a 2 litre flask.  The cells were incubated at 37 
o
C until an 
OD600 of 0.2 was obtained.  Four hundred millilitres of fresh TYM broth was added and the 
culture was incubated at 37 
o
C until an OD600 of 0.4-0.6 was obtained.  Cells were cooled 
rapidly on ice and centrifuged at 4000 x g for 8 minutes at 4 oC.  The supernatant was 
discarded and the cell pellets were resuspended in 50 ml Tfb 1 (0.294% [w/v] potassium 
acetate; 0.989% [w/v] MnCl2; 0.745% [w/v] KCl; 0.147% [w/v] CaCl2; 15% [v/v] glycerol).  
Cells were centrifuged at 4000 x g for 8 minutes at 4 oC, the supernatant was discarded, and 
the cell pellets was resuspended in 30 ml Tfb 2 (0.209% [w/v] MOPS; 1.103% [w/v] CaCl2; 
0.074% [w/v] KCl; 15% [v/v] glycerol).  The cell suspension was kept on ice and 300 µl 
aliquots were prepared in 0.5 ml microcentrifuge tubes.  Liquid nitrogen was used to snap 
freeze the tubes which were stored at -80 
o
C.  One microlitre of pUC19 vector DNA (120 
ng/µl) was used to test the chemical-competency of the cells (Section 2.3.7.2). 
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2.3.7. Transformation of E. coli cells 
2.3.7.1 Electroporation 
Electroporation is used as a more efficient means of transforming microbial cells with DNA.  
Fifty microlitre aliquots of electrocompetent cells (Section 2.3.6.2) were thawed on ice.  
DNA was added to the cells and incubated on ice for 5 minutes.  The mixture was pippetted 
into pre-cooled electroporation cuvettes (Bio-Rad Labratories, CA, USA).  Electroporation 
was performed using the following conditions: 1.8 kV, 25 µF, 200 Ω.  Nine hundred and fifty 
microliters of SOC was immediately added to the cuvette and the mixed cell suspension was 
transferred to a sterile tube.  Following an incubation of 1 hour at 37 
o
C, 100 microlitres of 
the electroporation mix was plated onto LBA plates supplemented with the appropriate 
antibiotic and grown overnight at 37 
o
C. 
 
2.3.7.2 Heat shock 
Heat shock transformation was used for the E. coli Rosetta(DE3)pLysS strain as 
electroporation may expel the native pLysS plasmid which contains the rare codons used for 
expression.  Plasmid DNA was added directly to 40 µl of chemically competent cells (Section 
2.3.6.3).  The mixture was incubated on ice for 5 minutes and heat-shocked at 45 
o
C for 30 
seconds.  Thereafter cells were incubated for 2 minutes on ice and 80 µl of SOC was added 
prior to incubation for 1 hour at 37 
o
C.  One hundred microlitres of the transformation mix 
was plated onto LBA plates supplemented with the appropriate antibiotic and incubated 
overnight at 37 
o
C. 
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2.4 Bioinformatic techniques 
2.4.1 Bioinformatic characterisation of clone DB1  
Open reading frames (ORF‟s) were predicted using Glimmer (www.ncbi.glimmer.com), 
Softberry FgenesB (www.softberry.com/FgenesB) and Genemark (http://exon.gatech.edu/) 
web based software .  Predicted ORF‟s were analysed using BLASTp, Central Domain 
Database (CDD) and Interpro (www.ebi.ac.uk/interpro) web based protein databases, in order 
to assign a predicted function (Altschul et al., 1997; Fong and Marchler-Bauer, 2008; Hunter 
et al., 2009).  DNAMAN
®
 was used to produce graphics of the annotated fosmid. 
 
2.4.2 Bioinformatic characterisation of ligDB1 
LigDB1 was selected for further study.  The nucleotide sequence was translated using 
ExPASy (www.expasy.org).  The protein sequence was compared to proteins in the NCBI 
database using BLASTp  (Altschul et al., 1997).  Multiple sequence alignments using Clustal 
W were used to determine conserved regions in the gene (Larkin and Blackshields, 2007).    
Pfam (www.sanger.ac.uk/Software/Pfam/index. shtml), Interproscan and CDD were used to 
find matches to LigDB1 based on protein family domains (Fong and Marchler-Bauer, 2008).  
In addition, a PROSITE motif search was used to identify possible matches based on 
conserved motifs found in the protein (Sigrist et al., 2010).  A figure representing a summary 
of the findings was produced with the PROSITE Mydomains tool 
(http://prosite.expasy.org/cgi-bin/prosite/mydomains).  SignalP was used to determine signal 
peptides and targeting signatures (Dyrløv Bendtsen et al., 2004).  Rare Codon Caltor was 
used to predict rare codon content.  Sequences for comparative analysis were obtained from 
the NCBI non-redundant sequence database.  
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General protein characteristics such as amino acid content, isoelectric point (pI), molecular 
weight, protein Grand Average Hydropathy (GRAVY), instability index, aliphatic index, 
G+C content, protein disorder and positive and negative residues were predicted using 
ProtParm (Expasy).  Disulphide bridges were predicted using the DiANNA (http://clavius.bc. 
edu/clotelab/DiANNA/) prediction server (Clote and Ferrè, 2005). 
 
2.4.3  3D modelling 
The translated nucleotide sequences of ligDB1 were modelled using the Swiss-Prot modeller 
programme and 3D-JIGSAW in „automated mode‟ (Bordoli et al., 2008).  Rampage was used 
to asses the accuracy of the model by generating a Ramachandrian plot (Lovell and Davis, 
2002).  The model was superimposed onto the best determined template using the PyMol 
programme. 
 
2.5 Protein techniques 
2.5.1 Expression of ligDB1  
Ten nanograms of plasmid ligDB1-pET28a as well as 10 ng of circular pET28a vector was 
used to transform chemically competent E. coli Rosseta(DE3)pLysS cells.  The 
transformation was plated on LBA supplemented with 34 mg/ml chloramphenicol and 30 
mg/ml kanamycin at 37 
o
C overnight.  Random transformants were selected from these plates 
for a small scale expression study.  Colonies were grown overnight in 5 ml LB-cam34-kan30 at 
37 
o
C.  Five hundred microliters of the overnight culture was used to inoculate 10 ml LB-
cam34-kan30 and the culture was grown at 37 
o
C until an OD600 of 0.6-1.0 was reached.  One 
millilitre was transferred to a sterile microcentrifuge tube and centrifuged at 10 000 × g for 15 
minutes.  Cell pellets were air-dried and stored at -20 
o
C.  The remaining culture was split in 
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two equal parts and one was induced with 0.4 mM isopropyl-β-D-thiogalactopyranoside 
(IPTG).  Both the induced and un-induced cultures were grown for 24 hours at 16 °C after 
which OD600 measurement were recorded and 1 ml of each was centrifuged, dried and stored 
at -20 °C.  All fractions were stored and analysed for protein over expression using SDS 
PAGE (Section 2.5.4).  
The volume of sample to be loaded onto a 10 % SDS-PAGE gel and separated by 
electrophoresis was calculated using the following equation:  
𝑉𝑜𝑙𝑢𝑚𝑒 µ𝑙 =
180
𝑂𝐷600 × 𝐶𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟
 
 
2.5.2 Cell lysis using Bugbuster reagent 
Cell cultures were incubated to an OD600 of 0.6 at 37 °C. The culture was centrifuged at 7 
000 × g and the pellets were resuspended in Bugbuster (Novagen, USA) [5 ml for every 1 g 
of pelleted cells] and Benzonase nuclease (Novagen, USA) [1 U/ml Bugbuster]) and 
incubated at room temperature for 30 minutes with gentle agitation.  The lysed cells were 
centrifuged at 13 000 x g for 5 minutes and the supernatant was transferred to a sterile 
microcentrifuge tube and analysed by SDS-PAGE (Section 2.5.4). 
 
2.5.3 Cell lysis by sonication 
Cell pellets were resuspended in sonication buffer (30 mM Tris-HCl [pH 7], 10% glycerol) [5 
ml for each gram of pellet].  The cell suspension was sonicated for six 30 second cycles using 
a SONOPULSE
®
 ultrasonic homogenizer HD 2070 (BANDELIN).  Following centrifugation 
at 10 000 x g, the supernatant was transferred to a sterile microcentrifuge tube and analysed 
by SDS-PAGE (Section 2.5.4). 
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2.5.4 SDS-PAGE 
Vertical SDS-PAGE gels were cast with a 10-12% separating gel (1.5 M Tris-HCl [pH 8.8], 
20% [w/v] SDS, 30% [w/v] acrylamide, 0.8% [w/v] bis-acrylamide, 10% [w/v] ammonium 
persulphate [Sigma], 0.1% [v/v] N,N,N',N'-Tetramethylethylenediamine, [TEMED] [Fluka]) 
and a 4% stacking gel (0.5 M Tris-HCl [pH 6.8], 20% [w/v] SDS, 30% [w/v] acrylamide, 
0.8% [w/v] bis-acrylamide, 10% [w/v] ammonium persulphate, 0.1% [v/v] TEMED).  
Samples were mixed with an equal volume of 2 X loading dye (80 mM Tris-HCl [pH 6.8], 
10% [v/v] mercaptoethanol, 2% [v/v] SDS, 10% [v/v] glycerine, bromophenol blue), 
vortexed and heated at 95 °C for 5-10 minutes. 
Samples were loaded on cast gels and electrophoresed at 60 V in 1 X running buffer (0.25 
mM Tris- HCl, 2 M glycine, 1% [w/v] SDS) for 30 minutes through the stacking gel.  
Electrophoresis continued through the separating gel at 100 V for ~ 2 hours.  Gels were 
stained with Coomassie stain (0,125% [w/v] Coomassie blue R250, 50% [v/v] methanol, 10% 
[v/v] acetic acid) for 45 minutes and de-stained overnight with SDS destain (50% [v/v] 
methanol, 10% [v/v] acetic acid).  The sizes of the proteins were determined according to 
their migration in the gel as compared to that of the proteins in the ladder used (Pageruler™ 
stained protein ladder [Fermentas]). 
 
2.5.5 His-tag purification 
His-Bind resin (Novagen, USA) was completely resuspended by gentle inversion.  Three 
millilitres of the slurry was transferred to a purification column and packed by gravitational 
flow to a final bed volume of 1.5 ml.  To charge and equilibrate the column the following 
sequence of washes was used.  Initially, 1.3 ml sterile demineralised water was added, 
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followed by 2.5 ml of 1 X charge buffer (8 X = 400 mM NiSO4) and finally, 3.3 ml of 1 X 
binding buffer (8 X = 4 M NaCl, 160 mM Tris-HCl, 40 mM imidazole [pH 7.9]).  
After draining of the binding buffer, prepared extract was added to the column.  The column 
was washed with 10 ml of 1 X binding buffer, 6 ml of 1 X wash buffer (8 X = 4 M NaCl, 480 
mM imidazole, 160 mM Tris-HCl [pH 7.9]), 6 ml 1 X elute buffer (4 X = 4 M imidazole, 2 
M NaCl, 80 mM Tris-HCl [pH 7.9]) and finally 6 ml of 1 X strip buffer (4 X = 2 M NaCl, 
400 mM EDTA, 80 mM Tris-HCl [pH 7.9]).  After use, the column was washed with sterile 
demineralised water and stored in 1 ml 20% EtOH at 4 °C.  All fractions were analysed by 
SDS PAGE (Section 2.5.4) and stored at 4 
o
C until further analysis. 
 
2.5.6 Bradford assay for determination of protein concentration 
Ten microliters of sample was mixed with 200 μl of Bradford‟s reagent and 790 μl of sterile 
dialysis buffer (30 mM Tris-HCl [pH 7.1]; 1% glycerol) and incubated at room temperature 
for 20 minutes.  Optical density measurements were performed at 595 nm and plotted against 
a 1-20 μg bovine serum albumin (BSA) standard curve (Bradford, 1976). 
 
2.6 Enzyme assays 
2.6.1 Enzyme characterisation 
The general workflow used to characterise this ligase is illustrated in Figure 2.1. 
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Figure 2.1: The workflow used for the functional characterisation of ligDB1.  The workflow consists of both qualitative 
(blue) and quantitative (red) aspects of protein function. 
 
To determine optimal conditions for the functioning of an enzyme, all factors that may 
influence enzyme activity need to be considered.  These factors include pH, temperature, 
cofactors and the presence of divalent cations.   
2.6.2 Ligation assay 
A fluorometric assay was used to determine DNA ligase activity by monitoring the ligation of 
a 5‟ fluorescein-labelled 17 mer (5‟CATCATGGCCCTTACGC 3‟) to a 5‟-phosphorylated 17 
mer oligonucleotide (5‟ CCAGGGCTCCACACGTG 3‟), annealed to the complementary 34 
mer oligonucleotide (5‟ CACGTGTGGAGCCCTGGGCGTAAGGG-CCATGATG 3‟) 
(Georlette et al., 2000).  All three oligonucleotides were obtained from the supplier as 
purified by PAGE and desalted oligonucleotides (Sigma).  Each assay was performed in a 
final volume of 10 µl containing 100 pmol of substrate-template, 30 mM Tris-HCl, [pH 7.1], 
26 µM NAD
+
, 10 mM MgCl2, 10 mM dithiothreitol (DTT), 25 mg/ml BSA and the test DNA 
ligase preparation.  Samples were incubated for 30 min at the indicated temperatures, and the 
reactions stopped with the addition of 10 µl of 98% (v/v) formamide, 10 mM EDTA and 0.25 
mg/ml bromophenol blue.  After heating for 3 min at 95 
o
C, the ligated products (34 
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nucleotides) were separated from unligated substrates (17 nucleotides) by electrophoresis on 
a 16% denaturing PAGE.  In addition, titrations (20 pmol to 500 fmol) with the fluorescein 
labelled oligonucleotide (17 nucleotides) were performed.  The titrations were used as a 
quantitative reference to the experiment.  After electrophoresis the gels were scanned with the 
Alphaimager (Molecular Dynamics) and the intensities of the bands quantified with 
Fluroimager software (Molecular Dynamics).   
 
2.6.3 Nuclease assay 
Nuclease contamination was tested by incubating 600 ng of ligDB1 ligase with 600 ng of 
linear or circular pUC19 DNA for 1 h at 37 
o
C in 10 mM Tris-HCl [pH 7.5], 10 mM MgCl2, 
50 mM NaCl and 1 mM DTT. 
 
2.6.4 Cohesive-end and blunt-end ligation assay 
To test substrate specificity, pUC19 DNA was digested with restriction endonucleases Hind 
III to generate blunt ends and SmaI for cohesive ends.  To test efficient ligation of cohesive-
end and blunt-end DNA fragments, either ligDB1 or E. coli DNA ligases (100 ng) were 
incubated at 10 or 16 
o
C, respectively, for 4 h in a 30 µl reaction mixture containing 30 mM 
Tris-HCl, [pH 7.8], 26 mM NAD
+
, 10 mM MgCl2, 10 mM DTT, 25 mg/ml BSA, 300 ng of 
HindIII-digested or SmaI-digested pUC19 and poly ethylene glycol (PEG) 6000 (0 -30%).  
Products were analysed on a 1% agarose gel, containing ethidium bromide (0.4 mg/ml). 
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Chapter 3: Results and discussion 
3.1 Clone verification 
In order to confirm the presence of a fosmid vector and the size of the insert in clone DB1 a 
fosmid extraction (Section 2.3.1) and restriction digest (Section 2.3.3) was performed.    
Restriction digestion with the enzymes EcoRI and HindIII released the 8049 kb fosmid 
backbone (pCC1fos) and various bands corresponding to restriction sites within the insert 
sequence (Figure 3.1).  The clone contained a fosmid with an insert size of ~33 kb, when 
compared to the migration of a λ HindIII molecular weight marker. 
 
Figure 3.1: Fosmid DB1 digested with EcoR1 and HindIII (Lane 2), with a lambda HindIII marker (Lane 1) electrophoresed 
on a 0.7% agarose gel.  
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3.2 Sequencing clone DB1 
A collection of contigs were generated by Sollexa sequencing for fosmid DB1.  To fully 
assemble the insert sequence, four primer walking steps were needed (Section 2.3.5.1).  The 
sequence assembly revealed that clone DB1 contained an insert size of 31649 bp which 
corresponds with the insert size estimated by restriction digestion (Section 3.1). 
 
3.3 Bioinformatic analysis 
3.3.1 Clone DB1  
Once the full sequence was obtained, open reading frames (ORF‟s) were predicted using 
ORF prediction software (Section 2.4.1).  A combination of ORF prediction software was 
used and ORF‟s greater than 1 kb yielding the same prediction were selected.  Twenty five 
ORF‟s were predicted for the metagenomic sequence contained in clone DB1 (Figure 3.2).  
Function was assigned to the corresponding ORF‟s (Section 2.4.1).  The closest sequence 
homolog from the sequence database as well as protein features is shown (Table 3.1).  
Predicted gene products were annotated using a combination of homology transfer, de novo 
protein prediction and literature mining methods to increase the likelihood of an accurate 
prediction. 
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Figure 3.2: Functional annotation map of fosmid DB1 insert sequence.  Functions were predicted based on homology transfer and de novo bioinformatics. 
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Table 3.1: Predicted functions and features for ORF's deduced from the metagenomic sequence of clone DB1. 
ORF Id  Predicted function Percentage 
identity 
E-value Aliphatic 
index (Ai) 
G+C 
content 
GRAVY Closest homologue 
1 Histidine kinase 57% 1.e-110 62.42  69.59%  -0.178 Stenotrophomonas maltophilia K279a 
Description Transcriptional regulator, possible proline sensor, could be involved in sodium/proline symportery 
2 Sensor histidine kinase 67% 2.e-94 105.27  68.92%  0.123 Stenotrophomonas maltophilia R551-3 
Description Transcriptional regulator with a Lux R domain. 
3 Lipase/esterase 35% 9.e-97 116.15  68.28%  0.044 Marinobacter aquaeolei VT8 
Description Lipoprotein, catalyses the hydrolysis of fats (lipids) (Joseph et al., 2008) 
4 Hypothetical protein 37% 4.e-36 85.07  63.67%  -0.581 Caulobacter sp. K31 
Description  Has previously been annotated as yfiL transmembrane protein, which has no known function (electronic annotation) 
5 Quinone oxidoreductase 73% 4.e-107 68.02  63.10%  0.182 Pseudoxanthomonas suwonensis 
Description Alcohol dehydrogenase containing zinc and a GroES domain is involved in sulphide detoxification and energy transduction (Brandt, 2006) 
6 Histidine kinase 77% 2.e-64 96.33  63.31%-  0.581 Pseudoxanthomonas suwonensis 
Description Transcription response regulator 
7 DnaJ 70% 9.e-112 103.88  61.75% 0.182 Stenotrophomonas maltophilia R551-3 
Description Heat shock protein, protein chaperone in preventing the denaturation of stress-denatured proteins (Liberek et al., 2008) 
8 Peroxyredoxin/ Redoxin 70% 2.e-82 86.98  67.31% 0.071 Pseudoxanthomonas suwonensis 
Description  Thiol peroxidase that reduce hydrogen peroxide, peroxinitrite and hydroperoxides. Plays a role in antioxidant defence (Baker and Poole, 2003) 
9 Bacterioferritin 76% 2.e-97 89.01 66% -0.472 Xanthomonas campestris vasculorum 
Description One of the major non-haem iron storage proteins in animals, plants and microorganisms. (Yasmin et al., 2011) 
10 DNA gyrase/topioisomerase 84% 0.e00 86.12  63% -0.264 Pseudoxanthomonas suwonensis 
Description Protein responsible for managing chromosome integrity and topology in cells. This protein either introduces and/or reduces supercoils in DNA (Baker et al., 2011) 
11 Methylthioribose-1-phosphate isomerase transcription factor   77% 0.e0 98.64  61.01% 0.168 Xanthomonas vesicatoria 
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Description  Transcription factor involved in the methionine salvage pathway, catalysing the isomerisationtion of 5-methylthioribose-1-phosphate to 5-methylthio ribulose-1-phosphate involved in the amino acid 
biosynthesis pathway. (Sekowska et al., 2004) 
12 lysyl-tRNA synthetase 64% 4.e-132 86,12  60.33% -0.269 Pseudoxanthomonas sp. 
Description Aminoacyl-tRNAsynthetases catalyses the attachment of an amino acid to its cognate transfer RNA molecule in a two step reaction. This aminoacyl-tRNAsynthetase belongs to the class two 
synthetases and seems to be specific for lysine (Ambrogelly et al., 2010) 
13 NAD+-dependent DNA ligase LigA 69% 0.e0 95.88  68% -0.082 Xanthomonas campestris pv. 
Description Catalysis phosphodiester bond formation in double stranded DNA. (Lehman, 1974) 
14 Cell division protein ZipA 60% 7.e-101 92.59  67.33% -0.249 Xanthomonas axonopodis 
Description  Involved in septal ring formation during cell division. ZipA binds the cell membrane and recruits other proteins to complete the septal ring structure (Martos et al., 2010) 
15 Chromosome segregation protein SMC 73% 0.e0 90.94  66.32% -0.497 Xanthomonas albilineans 
Description  Involved in chromosome segregation and together with ScpA and ScpB forms the SMC complex which is responsible for chromosome condensation and segregation (Volkov et al., 2003) 
16 Morphogene BolA 75% 1.e-35 85.67  65% -0.247 Xanthomonas campestris 
Description Hypothetical protein has been found to cause round morphology when overexpressed in E. coli and has been found overexpressed during stress in early growth stages (Santos et al., 1999) 
17 Protein YciI 77% 2.e-48 99.70  67.68% 0.089 Burkholderia sp.JV3 
Description  Has been found in Heamophillus influenzae as a hypothetical protein and fused to sigma 70 factor family domain which suggests a role in transcription initiation  
18 ScpA 77% 7.e-154 109.52  69.01% -0.099 Pseudoxanthomonas suwonensis 
Description  Forms a complex required for chromosome segregation and condensation. (Volkov, 2003) 
19 ScpB 79% 6.e-103 86.67  68.55% -0.439 Pseudoxanthomonas suwonensis 
Description   Forms a complex required for chromosome segregation and condensation. (Volkov, 2003) 
20 Pseudouridine synthase 72% 0.e0 60.60  62% -0.826 Xanthomonas albilineans 
Description Involved in the maturation of the large ribosomal sub-unit and acts as a RNA chaperone. (Sivdraman, 2004) 
21 2-oxoglutarate dehydrogenase E1   75% 0.e0 85.97  64.33% -0.314 Pseudoxanthomonas suwonensis 
Description  Forms pyruvate dehydrogenase complex (PDC) a complex of enzymes that transforms pyruvate into acetyl-CoA in the citric acid cycle of glycolysis  
22 Dihydrolipoamide succinyltransferase E2 74% 0.e0 86.53  69.32% -0.163 Xanthomonas albilineans 
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Description  Forms pyruvate dehydrogenase complex (PDC) a complex of enzymes that transforms pyruvate into acetyl-CoA in the citric acid cycle of glycolysis 
23 Dihydrolipoamide dehydrogenase E3 79% 0.e0 101.41  64% 0.131 Stenotrophomonas maltophilia R551-3 
Description  Forms pyruvate dehydrogenase complex (PDC) a complex of enzymes that transforms pyruvate into acetyl-CoA in the citric acid cycle of glycolysis 
24 Lysine decarboxylase 71% 2.e-106 87.24  64% -0.073 Burkholderia sp. 
Description Hypothetical protein with possible involvement in the decarboxylation of the amino acid lysine to cadaverine (electronic annotation) 
25 Quinone oxidoreductase 79% 2.e-46 94.59   0.150 Stenotrophomonas maltophilia R551-3 
Description  Alcohol dehydrogenase involved in energy transduction (Brandt, 2006) 
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A large number of predicted gene products were indentified.  These were involved in 
processes such as metabolism, DNA modification and stress responses (Table 3.2).   
Table 3.2: Clustering of predicted proteins to cellular processes. 
Process involved Implicated gene products 
Metabolism Lipase, Lysine decarboxylase, 
 Methylthioribose 1-phosphate isomerise 
transcription factor 
Cell replication Chromosome segregation and condensation 
proteins 
Energy transduction Pyruvate dehydrogenase, Quinone 
 oxidoreductase 
DNA modification DNA ligase, DNA gyrase 
Stress response Lipase, Peroxyredoxin,  Ferritin, DnaJ, 
BolA 
 
3.3.1.1 Identity of the metagenomic insert 
To determine the identity of the organism from which the metagenomic sequence originated, 
factors such as G+C content, gene clustering and homology were considered.  The G+C 
content across the metagenomic sequence is 65% and predicted gene products have G+C 
content in the range of 60.33-69.58%.  The G+C content for the predicted gene products is in 
good correlation with the overall G+C content of the metagenomic sequence. 
The metagenomic sequences showed gene clustering similar to the organism 
Pseudoxanthomonas suwonensis, identified using a BLAST taxonomy search.  This organism 
was isolated from cotton waste compost in Korea and although not psychrophilic, it has a 
growth range of 10-45 
o
C with an optimum at 30 
o
C (Weon et al., 2006).  Additionally, a 
majority of the predicted proteins show homology to proteins from the genera of 
Pseudoxanthomonas, Xanthomonas and Stenotrophomonas.  These genera represent common 
soil organisms and have previously been reported in Antarctic mineral soils using both 
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culture-dependent and culture-independent methods (Vishniac, 1993; Smith et al., 2006).  It is 
interesting to note that these genera represent well-known plant pathogens, even though no 
vascular plants are present in the Dry Valley soil environment (Upson et al., 2009).   
The number of features that correlate to these genera may imply a taxonomic relationship, at 
least at the phylum level.  The identity of metagenomic sequences can be obtained by the use 
of universally conserved genes such as 16S rRNA genes and various other phylogenetic 
markers if present in the sequence (Smith et al., 2006).  The identity is then determined using 
sequence alignments and phylogenetic trees (Kumar et al., 2008).  No suitable phylogenetic 
markers were found, making it impossible to predict the exact origin of the fosmid insert 
contained within clone DB1. 
Most of the predicted ORF‟s showed significant homology (>70%) to sequences in the non- 
redundant sequence database.  It should also be noted that closest homologs were mostly from 
recent genome sequencing projects, and have been computationally annotated. 
Computationally annotated sequences may impair confidence in the prediction as they have 
no experimental evidence to validate functionality.  The microorganism  P. suwonensis was 
recently sequenced and its genome annotated using computational methods (Lukas et al., 
2011).  Sequences from this organism clustered to predicted ORF‟s after the full sequence 
was made available.  This demonstrates sequence data expansion without experimental 
validation in bioinformatics databases.   
 
3.3.1.2 Environmental adaptation 
The environment from which the metagenomic sequence originated is an important 
consideration when designing a gene mining strategy to retrieve genes for industrial 
applications.  Organisms from the Dry Valley soil environment experience a combination of 
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stressors due to the environmental conditions.  It is therefore expected that a portion of their 
genetic content would be dedicated to counteract these effects.  The processes summarised in 
Table 3.2 suggest a possible environmental adaptation which is in good correlation to the 
environment from which the metagenomic sequence originated.  Redoxin is a thioperoxidise 
that detoxifies reactive oxygen species and has been implicated in organisms which may 
experience exposure to extensive UV irradiation, consistent with the sample environment 
(Baker and Poole, 2003).  (Todd et al., 2001) 
Features that may be involved in temperature adaptation may be displayed on the predicted 
ORF‟s.  These include the aliphatic index and Grand Average Hydropathy (GRAVY) which 
have been determined for the predicted ORF‟s (Table 3.1).  The aliphatic index (Ai) of a 
protein is defined as the relative volume occupied by aliphatic side chains (alanine, valine, 
isoleucine, and leucine) (Sleator and Walsh, 2010).  This value is generally positively 
correlated to protein thermostability (Ikai, 1980).  A relatively high Ai (>80) is displayed for 
the majority of the gene products (Table 3.1).  The exceptions include gene 1, 5 and 18 (<80) 
Table 3.1), which are opposite to expectations.  The high Ai values indicate that the proteins 
may be active over a wide range of temperatures.  This would be of advantage to organisms 
from the Dry Valley soil environment as they experience wide temperature fluctuations 
(Wynn-Williams, 1990).   
The GRAVY value for a peptide or protein is calculated as the sum of hydropathy values of 
all the amino acids divided by the number of residues in the sequence (Kyte and Doolittle, 
1982).  A negative value indicates a favourable interaction with water, while a positive value 
indicates a hydrophobic nature.  The GRAVY values for the predicted gene products differ 
significantly.  A hydrophobic nature has been directly correlated to membrane associated 
proteins (Coker and Brenchley, 2006).  The gene products predicted to be associated with 
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membrane associated functions (such as the predicted esterase) display positive GRAVY 
values (Table 3.1).   
 
3.3.1.3 Identification of ligDB1 
The functional annotation to ORF‟s for the metagenomic sequence provides a good selection 
of potential biocatalysts for further characterisation, as three predicted gene products show 
potential application for current industrial applications.  Gene 3 (Table 3.1) is a putative 
lipase/esterase enzyme.  These enzymes hydrolyse lipids and have many proposed application 
in various industrial processes (Joseph et al., 2008).  These include the food industry, 
detergent industry and in bioremediation (Joseph et al., 2008).  The other two gene products 
of interest are classed as DNA modifying enzymes, both of which have established 
applications.  DNA topoisomerase (Table 3.1, Gene 9) is an enzyme that regulates the 
topology of DNA (Trigueros et al., 2001).  The functioning of this enzyme has been applied 
to molecular cloning by Invitrogen (Shuman, 1994).  The DNA ligase (Table 3.1, Gene 12) is 
a fundamental tool used in biotechnology and is used in ligating two pieces of DNA 
(Sambrook and Russell, 2006).  The predicted NAD
+
-dependent DNA ligase (ligDB1) was 
chosen for further analysis based on the availability of established characterisation techniques 
and potential industrial application.  Additionally, only one psychrophilic ligase has been 
biochemically characterised to date (Georlette et al., 2000). 
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3.3.2 DNA ligase ligDB1 
3.3.2.1 Biophysical properties of ligDB1 
Bioinformatic characteristics are routinely computed when characterising proteins and are 
used for characterisation of proteins which lack experimental data (Wooley et al., 2010).  The 
ORF coding for the NAD
+
-dependent DNA ligase (ligDB1) (Table 3.1, Gene 12) was deduced 
from the metagenomic sequence of clone DB1.  The predicted ORF is 2344 bp in length and 
translated to a protein of 781 amino acids with a predicted molecular weight of 84.46 kDa and 
isolectric point (pI) of 5.36.  The deduced amino acid sequence of ligDB1 showed significant 
sequence identity with other NAD
+
-dependent DNA ligases, with the highest identity (69 %) 
to the P. suwonensis ligase sequence.  Therefore a homology search was performed using 
protein BLAST to identify homologs to ligDB1.  The top four matches (Table 3.3) were 
chosen for a multiple sequence alignment (Figure 3.3) to assess the arrangement and extent of 
domain matches 
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Table 3.3: Bacterial DNA ligase sequences retrieved from the NCBI database (www.ncbi.nlm.nih.gov) 
Organism Accession 
number 
Amino 
acids 
Percentage 
identity 
Relevance Reference 
Pseudoxanthomonas 
suwonensis  
YP004146807 788 69% Homology 
transfer 
Predicted :conceptual 
 translation 
Xanthomonas vesicatoria  ZP08177781 833 63% Homology 
transfer 
Predicted: conceptual 
 translation  
Xanthomonas axonopodis  YP004851178 833 62% Homology 
transfer 
Wang and Jalan, 
unpublished 
Stenotrophomonas maltophilia  YP002028966 821 62% Homology 
transfer 
Predicted: conceptual 
 translation  
 
The chosen homologs show good sequence identity with ligDB1 but differ in length.  Size 
differences of ~50 amino acids are present for these sequences.  Boxes enclosing regions 
where amino acid sequences are identical are shaded in green, while sequences showing 90% 
conservation are grey. 
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P. suwonensis 1 M T S S P A P A D R A A E L R R R I E D A N R R Y H E L D A P D I T D A Q Y D A L V R E L E A L E R E H P E L A A E D S P T R R V G A T P S 70
X. vesicatoria 1 M T V S P D P A Q R I D A L R R R I E D A N Y R Y H V L D E P Q M A D V D Y D R L M R E L E A L E A E H P A L A T A D S P T Q R V G H L A A 70
X. axonopodis 1 M T A S P D P A Q R I D A L R R R I E D A N Y R Y H V L D E P Q M A D A D Y D K L M R E L E A L E R A H P E L A S A D S P T Q R V G H L A A 70
S. maltophilia 1 - - M S P S P A E R A E D L R R Q I A Q A N R A Y H E L D A P E I P D V D Y D R M V R E L E A L E R E H P E L A R A D S P T Q Q V G A R P S 68
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ligDB1 70 G A F A S V I H A I P M L S L A N A F S D D E V R D F V Q R I E Q R L G R H E P - - V F S V E P K L D G L A I S L R Y E D G R F V Q G A T R 137
P. suwonensis 71 G R F A A V T H A V P M L S L G N A F T D E E V A D F V R R I R Q R L E R E D G D L A F S A E P K L D G L A I S L R Y E D G V F V Q G A T R 140
X. vesicatoria 71 S R F A E V R H A L P M L S L G N A F S D E E V S E F V R R I S E R L E V K Q P - - V F S A E P K L D G L A I S L R Y E D G E F V Q G A T R 138
X. axonopodis 71 S R F A E V R H A L P M L S L G N A F S E E E V T E F V R R I S E R L E V K Q P - - L F S A E P K L D G L A I S L R Y E N G E F V Q G A T R 138
S. maltophilia 69 G R F A E V R H A V P M L S L S N A F S D E E V A D F V R R I D E R L G R R S L - - Q F S A E P K M D G L A I S L R Y E E G H F V L G A T R 136
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ligDB1 138 G D G A S G E D V T A N L R T I K A I P L S L R G G S W P A V L E V R G E V Y M P L S G F Q R Y N E R M L A E G G K T L A N P R N G A A G S 207
P. suwonensis 141 G D G A T G E D V T A N L R T I G D I P H Q L A G K G W P R V L E V R G E V Y M G R A D F E R W N E H A R L H G G K V L A N P R N G A A G S 210
X. vesicatoria 139 G D G A T G E D V S A N L R T V K A I P L R L R G Q G W P K V L E V R G E V Y M P R A A F E A Y N A H M R A Q G G K V L A N P R N G A A G S 208
X. axonopodis 139 G D G A T G E D V S A N L R T V K A I P L R L R G E G W P Q V L E V R G E V Y M P R A A F E A Y N A Q M R A Q G G K V L A N P R N G A A G S 208
S. maltophilia 137 G D G S T G E D V T A N L R E I G D I P K R L N G K D W P D V L E V R G E V Y M A R A D F E A Y N E R A R L Q G G K V L A N P R N A A A G S 206
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. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . |
ligDB1 208 L R Q L D P R I T A R R P L A F Y A Y A V G L I E G G M L P T T H S A T L R Q L R E W G V P V S N E S G V A T G L S G L L E Y Y R R I G A R 277
P. suwonensis 211 L R Q Q D P K I T A Q R P L S F F A Y G V G L V E G G E L P P S H S A T L R Q L R D W G F P V S D L V Q V V R G L D G L L G Y Y R H I G E A 280
X. vesicatoria 209 L R Q L D A R I T A Q R P L S F F A Y G V G E V G N G A L P Q T H S A I L A Q L R D W G F P V S Q L V E V V Q G S D G L L A Y Y Q R I G A A 278
X. axonopodis 209 L R Q L D A R I T A Q R P L S F F A Y G V G E V S E G A L P Q T H S A I L A Q L R A W G F P V S A L V E V V Q G S D G L L A Y Y Q R I G A A 278
S. maltophilia 207 L R Q L D P K I S A Q R K L S F F A Y G T G E V Q G G E L P D T H S G T L A Q L G S W G F P V S A L C R V V D G T D G L L G Y Y R D I G E R 276
290 300 310 320 330 340 350
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . |
ligDB1 278 R E G L P F D I D G V V Y K L D D Y T G Q D A M G F V S R A P R W A L A H K F P A Q E Q S T V L E A I E V N I G R T G A A T P L A R L R P V 347
P. suwonensis 281 R D G L P F D I D G V V Y K L D D Q E G Q R E M G F V S R A P R W A I A H K F P A Q E Q T T V V E S V E V S V G R T G A V T P W A L M Q P V 350
X. vesicatoria 279 R D G L A F D I D G V V Y K L D D L A G Q R E M G F V S R A P R W A I A H K F P A Q E Q S T T V E A I E I Q I G R T G A A T P V A R L K P V 348
X. axonopodis 279 R D G L A F D I D G V V Y K L D D L A G Q R A M G F V S R A P R W A I A H K F P A Q E Q S T T V E A I E I Q I G R T G A A T P V A R L K P V 348
S. maltophilia 277 R D G L P F D I D G V V Y K L D D R A G Q Q A M G F V S R A P R W A I A H K F P A Q E Q S T T V E A I E I Q I G R T G A A T P V A R L A P V 346
360 370 380 390 400 410 420
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . |
ligDB1 348 P V G G V V V S S A T L H N A D Q I A R L D V R V G D T V I V R R A G D V I P E I V R I V P G M R A P D S A P W V M P T A C P V C G S E L V 417
P. suwonensis 351 L V G G V T V T R A T L H N A D H V A R L D V R N G D T V I V R R A G D V I P E V V Q V V I D Q R P P D A R P W S M P A T C P A C G S E V V 420
X. vesicatoria 349 H V A G V I V T N A T L H N A D Q I A R L D V R V G D T V I V R R A G D V I P E V A G V V A D Q R Q P G T Q E W R M P T H C P V C G S E I V 418
X. axonopodis 349 H V A G V I V T N A T L H N A D Q I A R L D V R V G D T V I V R R A G D V I P E V A A V V A D Q R P P G T Q A W Q M P T Q C P V C G S Q I V 418
S. maltophilia 347 A V A G V I V S N A T L H N A D Q I A R L D V R V G D S V I V R R A G D V I P E V V S V I L D R R P Q G T T P W Q M P T Q C P V C G S E I V 416
430 440 450 460 470 480 490
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . |
ligDB1 418 R E E G E V V W R C S G E L V C A A Q R K E A I G H F A S R R A M D I D G L G E R Y I E D L V D F D Y V T S V A D L Y T L T L Q D L L E M K 487
P. suwonensis 421 R E E G A A V W R C S G E L S C P A Q L V Q S V F H F A S R R A M D I D G L G E R Y I E S L A E F G Y L R D V S D L Y R L T L D D L L E M K 490
X. vesicatoria 419 R E E G Q A V W R C S G E L T C P A Q R K E A F R H F V S R R A M D V D G L G E K F I E V L V D S G L V Q G V A D L Y L L T V D Q L L Q L R 488
X. axonopodis 419 R E E G Q A V W R C S G E L T C P A Q R K E A F R H F V S R R A M D V D G L G E K F I E V L V D S G L V K G V A D L Y L L S V D Q L L Q L R 488
S. maltophilia 417 R E E G A A A W R C S G E L S C P A Q R K E A I A H F A S R R A M D I D G L G D K Y I E T L V D A G I V K G V A D L Y R L S R D Q L L H L K 486
500 510 520 530 540 550 560
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . |
ligDB1 488 R R G D E R D G T T P E S - - - - - V K A G R - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - V T T R 509
P. suwonensis 491 R R A D E R E G T T P V A P A K S G V K S G K - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - V A T R 517
X. vesicatoria 489 L I S T A D S P H A F L R E A R E H L A T G A Y A Q L E A T MM R I G V D L A G E H E A P Q T W Q A D L L R A G L P S F D W N R R K I A T K 558
X. axonopodis 489 L I S T A E S P H A F L R E A R E H L A S G A Y A Q L E T S V V G I G V D L A G E R D V P Q T W Q A D L L R A G L P R F D W N R K K I A T K 558
S. maltophilia 487 L V L D A E D P S A L A A A L K L H L P A E G S G A V L N A V L K L D G N D P G - - - - - - - W R A Q A L V Q - P A S F E W N T K K I A T K 548
570 580 590 600 610 620 630
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . |
ligDB1 510 W A E N L I D A I A R S R H T T L A R C L F G L G I Q H V G E S T A K A L A D W F G E L E L I R H M P W P L F K R V P D I G T E V A R S L G 579
P. suwonensis 518 W A D N L L A A I D T S R N T T L A R F L Y A L G I Q H V G E S T A K A L A Q W L G D L E L I R H L P W P L F R R L P D I G G E V A R A L G 587
X. vesicatoria 559 W A E N L I E A I E T S R N T T L E R F L F A L G I E H V G E S T A K A L S A W F G D L E L I R H L P W P L F K R V P D I G G E V A R S L G 628
X. axonopodis 559 W A E N L I E A I E T S R D T T L E R F L F A L G I E H V G E S T A K A L S A W F G D L E L I R H L P W P L F K R V P D I G G E V A R S L G 628
S. maltophilia 549 W A D N L I A A I D A S R A A T L E R L L F A L G I E H V G E S T A K A L A Q W F G D L E L I R H L P W P L F K R V P D I G G E V A R S L G 618
640 650 660 670 680 690 700
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . |
ligDB1 580 H F F D Q P G N Q K V I D E M L A G G - V V I G D A R P P S P Q L R A G L G L A N V L V D L E I P K L T R I R A E Q L A A V L A D A G A L L 648
P. suwonensis 588 H F F D Q P G N Q A V I D R L L E R G - V R I G D S H A P D P R L G A T L D L A S L L A D L E I P K I T P V R A A Q L A S A F - D A Q A L V 655
X. vesicatoria 629 H F F D Q P G N Q Q A I D D L L Q R G - V R I G D A H P P S P K L R D A L S F A S V L E D M D I P K V T P V R A Q Q L A A A V P S F D A L R 697
X. axonopodis 629 H F F D Q A G N Q Q A I D D L L Q R G - V R I G D T H P P S P K L R E A L S F A S V L E D M D I P K V T P V R A Q Q L A A A V D S F A A L R 697
S. maltophilia 619 H F F E Q Q G N Q Q A I D D L L Q V G Q V R I S D A H A P S A K L R E G L D L A Q L L V E S E I P G I T R L R A E K L V A A L P S A Q A V L 688
710 720 730 740 750 760 770
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . |
ligDB1 649 D A P S H R F I S A G L P P D T A T A L T T W L E E S A N A A F L L R C A E A S A M L D R L I P T A A V V Q A G P L E G R T V V L T G T L A 718
P. suwonensis 656 D A P L H N L V T A G L P P E T A S A L V A W L E A P G N A E L L L R S A Q A Q A R V R A L L P A A D A V A S G P L E G M T V V L T G T L S 725
X. vesicatoria 698 D A G S D A L L Q A G V P A P V V A A L L Q W L D R P E N A A L A T S A Q R A M E T V L A R L P E A E A V Q A G P L D G Q T V V I T G T L T 767
X. axonopodis 698 T A G A D A L Q Q A G V P A P V V A A L L Q W L D R P E N T A L A N A A Q Q A M E T V L A R L P Q A D A L Q A G P L D G Q T V V I T G T L A 767
S. maltophilia 689 D A E H G Q F V N A G L P D D T A R G L A E W L D A E G H G A M L L A A E K A M R Q I L A K A P A L A E I V A G P L D G Q T V V L T G T L A 758
780 790 800 810 820 830
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | .
ligDB1 719 S M T R D E A K E R L E A L G A K S A G S V S K K T S F V V A G E A A G S K L V K A E E L G I E I W D E A R L L A F L G E Q Q - - - 781
P. suwonensis 726 S M S R D E A K E K L E A L G A K A A G S V S K K T S F V V A G E A A G S K L A K A G E L G I E V W D E A R L L A F L E Q H A - - - 788
X. vesicatoria 768 A L T R D A A K Q R L E A L G A K V A G S V S K K T A F L V A G E E A G S K L D K A Q S L G V E I W D E A R L L A F L A E H G Q Q P 833
X. axonopodis 768 A L T R D A A K Q R L E A L G A K V A G S V S K K T A F L V A G E E A G S K L D K A Q S L G V E I W D E A R L L A F L G D H G Q Q P 833
S. maltophilia 759 Q L T R D A A K E R L E A L G A K V S G S V S K K T S F V V A G T E A G S K L D K A Q S L G V P V W D E D R L L A Y L A E H E - - - 821
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3: A multiple sequence alignment with ligDB1 and homologs (Table 3.3) obtained from NCBI using ClustalW. 
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The multiple sequence alignment was combined with motif and domain search results to 
determine sequence features and are summarised in Figure 3.4. 
 
Figure 3.4: Domains and motifs found within the protein sequence of ligDB1 generated with PROSITE My domain 
annotation tool. Domain annotation by the Central Domain Database (CDD) 
 
The protein sequence contains an N-terminal adenylation domain with 6 conserved motifs 
that form the nucleotidyl binding pocket.  This domain includes the KXDG motif common to 
all nucleotidyl transferase enzymes.  Other domain motifs identified are the OB fold domain, 
four universally conserved cysteine residues that form a zinc binding domain, the Helix 
hairpin Helix (HhH) domain and the breast cancer susceptibility protein BRCA1 C-terminal 
homologue (BRCT) domain.  The BRCT domain contains a dimer interface, which has been 
shown to be the site for recruiting other proteins for more complex protein functions.  These 
include proteins involved in DNA repair via base flipping (Beernink et al., 2005).  Three 
regions showing low sequence complexity (having no secondary structure) are indicated in 
light blue on the query sequence (Figure 3.4).  The multiple sequence alignment, together 
with domain and motif analysis, shows that ligDB1 contains the conserved functional regions 
common to all NAD
+
-dependent DNA ligases (Figure 3.4). 
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3.3.2.2 Adaptation of ligDB1 
Sequence features involved in protein structure and function are generally conserved 
(Forslund and Sonnhammer, 2008).  These are considered the minimum features conserved 
between sequence homologs (Kumar et al., 2008).  Information influencing adaptation and 
evolution must occur elsewhere in the protein (Forslund and Sonnhammer, 2008).  A multiple 
sequence alignment (MSA) was generated for ligDB1 with experimentally characterised 
mesophilic and thermal homologs: R .marinus and T. filiformis (thermophiles); E. coli and S. 
aureus, (mesophiles) and P. haloplanktis (psychrophile) (Table 3.4 and Figure 3.5) 
Table 3.4: Sequences obtained from NCBI to asses temperature adaptation for ligDB1 
Organism Accession 
number 
Amino 
acids 
Percentage 
identity 
Relevance Reference 
Rhodothermus marinus AAA93198 712 43% Thermophilic (Thorbjarnardóttir et al., 
1995) 
Thermus filiformus Q9ZHI0 670 45% Thermophilic (Lee et al., 2000) 
Escherichia coli P15042 671 51% Mesophilic (Wilkinson et al., 2005) 
Staphylococcus aureus AAK15020 667 43% Mesophilic (Kaczmarek et al., 2001) 
Pseudoalteromonas haloplanktis AAD49562 672 48% Psychrophilic  (Georlette et al., 2000) 
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Figure 3.5: A multiple sequence alignment of ligDB1 and characterised homologs obtained from NCBI using ClustalW. 
10 20 30 40 50 60 70
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . |
Lig DB1 1 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - M S A S E S A A R I A E L R R L L D D A N Y R Y H V L D D A L I P D A E Y D 38
T. filiformus 1 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - . T R E . A R R . . N . . . D . I R Y H . . . . Y . . A . P E . S . . . . . 38
R. marinus 1 M E T H T A P Q T A E A R L L E A T H T L L Q T V R Q R D L E A I D R K . A E . L A . R . . E V . N Q H A . . . Y . . . N P . . . . . D . . 70
E. coli 1 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - M E S I E Q Q L T . . . T T . R H H E . L . . . M . A P E . . . . . . . 36
S. aureus 1 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - M A D L S S . V N . . H D . . N Q Y S . E . Y . E . N P S V . . S . . . 36
P. haloplanktis 1 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - M S . S I S E Q V N H . . I I . E Q H . . N . Y . . . T P S . . . S . . . 37
80 90 100 110 120 130 140
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . |
Lig DB1 39 H A L R E L E A L E A A Y P E C V S A D S P T Q R V G A A P S G - A F A S V I H A I P M L S L A N A F S D D E V R D F V Q R - - - - I E Q R 103
T. filiformus 39 R L . . . . K E . . E R F . . F K . P . . . . E Q . . . R . L E P T . R P . R . P T R . Y . . D . . . T Y E . . L A . E E . - - - - L . R A 104
R. marinus 71 L L M Q A . R K . . . R F . . L . T P . . . . . . . . G P . L . - R . E K . R . P E . L . . . N . . . G E E D . . V W Y E . C C R M L A E . 139
E. coli 37 R L M . . . R E . . T K H . . L I T P . . . . . . . . . . . L A - . . S Q I R . E V . . . . . D . V . D E E S F L A . N K . - - - - V Q D . 101
S. aureus 37 K L . H . . I K I . E E H . . Y K T V . . . . V . . . G E A Q A - S . N K . N . D T . . . . . G . . . N E . D L . K . D . . - - - - . R E Q 101
P. haloplanktis 38 R L . . . . S . . . T E H . . F L T . . . . . . K . . G . A L S - K . E Q . A . Q V . . . . . D . . . . E E . F T A . N R . - - - - . K E . 102
150 160 170 180 190 200 210
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . |
Lig DB1 104 L G - R H E P V F S V E P K L D G L A I S L R Y E D G R F V Q G A T R G D G A S G E D V T A N L R T I K A I P L S L R G G S - - - - W P A V 168
T. filiformus 105 . . R K R P F L Y T . . H . V . . . S V N . Y . . E . V L . F . . . . . . . E V . . E . . Q . . L . . P T . . R R . K . - - - - - - V . D R 168
R. marinus 140 . . Q P V Q . A V T A . L . I . . . . M A . T . . N . V L S V . . . . . . . I E . . N . . Q . V . . . P . . . . R I P V D P A V G P P . T R 209
E. coli 102 . K N N E K V T W C C . L . . . . . . V . I L . . N . V L . S A . . . . . . T T . . . I . S . V . . . R . . . . K . H . E N - - - - I . . R 167
S. aureus 102 I . - - - N V E Y M C . L . I . . . . V . . K . V . . Y . . . . L . . . . . T T . . . I . E . . K . . H . . . . K M K E - - - - - - - . L N 161
P. haloplanktis 103 . M S T D . L T . C C . . . . . . . . V . I I . R . . V L . . A . . . . . . F T . . N I . Q . V K . . R N V . . K . . . D - - - - - Y . K E 167
220 230 240 250 260 270 280
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . |
Lig DB1 169 L E V R G E V Y M P L S G F Q R Y N E R M L A E G G K T L A N P R N G A A G S L R Q L D P R I T A R R P L A F Y A Y A V G L I E G G M L P T 238
T. filiformus 169 . . . . . . . . . . I E A . L . L . . E L E E R . E . V F K . . . . A . . . . . . . K . . . V . . K . G . R A T F . . L . . G L E E S G L K 238
R. marinus 210 . . . . . . . . . R K R D . E . L . . Q L Q . R . E R P F . . . . . A . . . . V . . . N . Q V . . L . . . S . F . . G I . P V . . A E V . D 279
E. coli 168 . . . . . . . F L . Q A . . E K I . . D A R R T . . . V F . . . . . A . . . . . . . . . . . . . . K . . . T . F C . G . . V L . . . E . . D 237
S. aureus 162 V . . . . . A . . . R R S . L . L . . E K E K N D E Q L F . . . . . A . . . . . . . . . S K L . . K . K . S V F I . S . N D F T D F N - A R 230
P. haloplanktis 168 . . . . . . . F . D S A . . D K L . T E A E K R . E . V F V . . . . A . . . . . . . . . S K . . . K . . . M . . . . S T . . V A D . N I . E 237
290 300 310 320 330 340 350
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . |
Lig DB1 239 T H S A T L R Q L R E W G V P V S N E S G V A T G L S G L L E Y Y R R I G A R R E G L P F D I D G V V Y K L D D Y T G Q D A M G F V S R A P 308
T. filiformus 239 S Q Y E L . L W . K . K . F . . E H G Y E K . L . A E . V E . V . . . F L . Q . H A . . . E A . . . . V . . . . L A L W R E L . Y T A . . . 308
R. marinus 280 S Q Y E V . Q W . G R L . F . . N E H A R R F E H . D D V . . . C . Y W T E H . D E . D Y E . . . . . L . I . H R P W . A L L . A I . N . . 349
E. coli 238 . . L G R . L . F K K . . L . . . D R V T L C E S A E E V . A F . H K V E E D . P T . G . . . . . . . I . V N S L A Q . E Q L . . . A . . . 307
S. aureus 231 S Q . E A . D E . D K L . F T T N K N R A R V N N I D . V . . . I E K W T S Q . . S . . Y . . . . I . I . V N . L D Q . . E . . . T Q K S . 300
P. haloplanktis 238 D . Y Q Q . E K . T D . . L . L C P . T K L V E . P K A A . A . . . D . L T . . S E . K Y E . . . . . I . I N Q K . L . E R L . . . A . . . 307
360 370 380 390 400 410 420
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . |
Lig DB1 309 R W A L A H K F P A Q E Q S T V L E A I E V N I G R T G A A T P L A R L R P V P V G G V V V S S A T L H N A D Q I A R L D V R V G D T V I V 378
T. filiformus 309 . F . . . Y . . . . E . K E . R . L D V V F Q V . . . . R V . . V G V . E . . F I E . S E . . R V . . . . E S Y . E E . . I . I . . W . L . 378
R. marinus 350 . . . V . Y . . . . R . A I . R . L D . M . S V . . . . V V K . V . V . E . . E . . . . T . . Q . . . . . E . Y V R S R . I . I . . L . V . 419
E. coli 308 . . . V . F . . . . . . . M . F V R D V . F Q V . . . . . I . . V . . . E . . H . A . . L . . N . . . . . . . E . E . . G L . I . . K . V I 377
S. aureus 301 . . . I . Y . . . . E . V V . K . L D . . L S . . . . . V V . . T . I . E . . K . A . T T . . R . S . . . E . L . H D R . I . I . . S . V . 370
P. haloplanktis 308 . . . I . Y . . . . . . E I . Q . L D V D F Q V . . . . . I . . V . . . K . . F . . . . T . . N . . . . . S . E V . . . G . K . . . . . . I 377
430 440 450 460 470 480 490
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . |
Lig DB1 379 R R A G D V I P E I V R I V P G M R A P D S A P W V M P T A C P V C G S E L V R E E G E V V W R C S G E L V C A A Q R K E A I G H F A S R R 448
T. filiformus 379 H K . . G . . . . V L . V L K E R . T G E E R . I R W . E T . . E . . H R . . K . G - - K . H . . P - N P L . P . K . F . . . R . Y . . . K 445
R. marinus 420 I . . . . . . . Q V . . P . V E A . T G N E R . . R . . E R . . S . . . Q . . . L P . . A D Y Y . V - A S D . P . . F V R L L E . . . G . D 488
E. coli 378 . . . . . . . . Q V . N V . L S E . P E . T R E V . F . . H . . . . . . D V E . V . . . A . A . . T . G . I . G . . . . . S L K . . V . . . 447
S. aureus 371 K K . . . I . . . V . . S I . E R . P E . A V T Y H . . . H . . S . . H . . . . I . . . . A L . . I - N P K . Q . . L V . G L I . . V . . Q 439
P. haloplanktis 378 . . . . . . . . Q . T Q V . L E R . P D . A R D I E F . . T . . I . D . H V E K V . . . A . A . . T . G . . . P . . . . Q . . K . . . . . K 447
500 510 520 530 540 550 560
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . |
Lig DB1 449 A M D I D G L G E R Y I E D L V D F D Y V T S V A D L Y T L T L Q D L L E M K R R G D E R D G T T P E S V K A G R V T T R W A E N L I D A I 518
T. filiformus 446 . . . . E . . . . K L . . R . L E K G L . R D . . . . . H . R K E . . . G L E . M . - - - - - - - - - - - - - - - - - E K S . Q . . L R Q . 498
R. marinus 489 . . . . E . M . S Q V A R Q . A E S G L . R P L S . . . R . K . E . . . K L E G F A - - - - - - - - - - - - - - - - - E T R . R . . L R . . 541
E. coli 448 . . . V . . M . D K I . D Q . . E K E . . H T P . . . F K . . A G K . T G L E . M . - - - - - - - - - - - - - - - - - P K S . Q . V V N . L 500
S. aureus 440 . . N . . . . . T K I . Q Q . Y Q S E L I K D . . . I F Y . . E E . . . P L D . M . - - - - - - - - - - - - - - - - - Q K K V D . . L A . . 492
P. haloplanktis 448 . L . . . . . . D K I V D Q . . . R E L I K T P . . . F I . K Q G H F E S L E . M . - - - - - - - - - - - - - - - - - P K S . K . . V T . L 500
570 580 590 600 610 620 630
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . |
Lig DB1 519 A R S R H T T L A R C L F G L G I Q H V G E S T A K A L A D W F G E L E L I R H M P W P L F K R V P D I G T E V A R S L G H F F D Q P G N Q 588
T. filiformus 499 E E . K . R G . E . L . Y A . . L P G . . . V L . R N . . R R . . T M D R L L E A S L E E L L E . E E V . E L T . . A I L E T L K D . A F R 568
R. marinus 542 E A . K Q R P . S . L . . . . . . R . . . K T . . E L . V Q R . A S I D E L A A A T I D E L A A L E G V . P I T . E . I A N W . R V E D . R 611
E. coli 501 E K A K E . . F . . F . Y A . . . R E . . . A . . A G . . A Y . . T . . A L E A A S I E E L Q K . . . V . I V . . S H V H N . . A E E S . R 570
S. aureus 493 Q Q A K D N S . E N L . . . . . . R . L . V K A S Q V . . E K Y E T I D R L L T V T E A E L V E I H . . . D K . . Q . V V T Y L E N E D I R 562
P. haloplanktis 501 E E A K G . . . . K F . Y S . . . R E A . . A . . Q N . . N H . L T . . N V I N A S I D S L T Q . S . V . E I . . A H V R G . . . E E H . L 570
640 650 660 670 680 690 700
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . |
Lig DB1 589 K V I D E M L A G G V V I G D A R P P S P Q L R A G L G L A N V L V D L E I P K L T R I R A E Q L A A V L A D A G A L L D A P S H R F I S A 658
T. filiformus 569 D L V R R L K E A . . S M E S K E E V . - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 588
R. marinus 612 R L . E . L K E L . . N T Q R L P E E A . - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 632
E. coli 571 N . . S . L . . E . . H W P A P I V I N - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 590
S. aureus 563 A L . Q K L K D K H . N M I Y K G I K T S - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 583
P. haloplanktis 571 A . V N A L I D Q . . N W P A L S A . . - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 590
710 720 730 740 750 760 770
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . |
Lig DB1 659 G L P P D T A T A L T T W L E E S A N A A F L L R C A E A S A M L D R L I P T A A V V Q A G P L E G R T V V L T G T L A S M T R D E A K E R 728
T. filiformus 588 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - D L . S . L . F . . . . E . S R P - . E . V . A L 612
R. marinus 632 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - A A E S . V R . K . F . . . . A . P H L . . K . . E . L 660
E. coli 590 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - . E E I D S . F A . K . . . . . . S . S Q . S . . D . . A . 620
S. aureus 583 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - D I E G H P E F S . K . I . . . . K . H Q . . . N . . S K W 613
P. haloplanktis 590 - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - E E E . - - . . A . L . Y . . . . . . N T L N . N D . . A . 618
780 790 800 810 820
. . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . . . | . . .
Lig DB1 729 L E A L G A K S A G S V S K K T S F V V A G E A A G S K L V K A E E L G I E I W D E A R L L A F L G E Q Q - - - - - 781
T. filiformus 613 . Q R . . . . V T D . . . R . . . Y L . V . . N P . . . . E . . R A . . V A V L T . E E F W R . . K . K G A P V P A 670
R. marinus 661 I K R A . G R V . S . . . R N . D Y . . V . . N P . . . Y D R . R Q . . . P M L . . D G . . R L . . M K - - - - - - 712
E. coli 621 . V E . . . . V . . . . . . . . D L . I . . . . . . . . . A . . Q . . . . . V I . . . E M . R L . . S - - - - - - - 671
S. aureus 614 . A S Q . . . V T S . . T . N . D V . I . . . D . . . . . T . . Q S . . . . . . T . Q Q F V D K Q N . L N S - - - - 667
P. haloplanktis 619 . Q Q . . . . V S . . . . A . . D A L . . . . K . . . . . T . . Q D . . . D . L T . D E . I E L . I K H N G - - - - 672
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The MSA shows that ligDB1 contains 19 AA (blue boxes) similarities exclusive to the 
psychrophilic homologue, and 27 AA similarities between both mesophilic (green) and 
thermophilic (red) homologs respectively.  Regions exclusive to ligDB1 are highlighted in 
grey and includes a 17 amino acid insertion at position 533-550 as well as an 88 amino acid 
insertion at position 652-740.  These insertions occur around the region of the HhH domain.  
The HhH domain is involved in providing protein-DNA interactions in a non sequence 
specific manner (Wang et al., 2008).  It is possible therefore, that this extended region 
provides the enzyme with additional contacts to the DNA backbone.  However, the exact 
topology of these regions would have to be investigated.   
Other regions of interest are highlighted in yellow.  These include regions 1-32, 132-136 and 
200-207 (Figure 3.5).  These regions are possibly an extended N-terminal domain for R. 
marinus, however,  no hypothesis was made for these regions during enzyme characterisation 
(Thorbjarnardóttir et al., 1995).  Georlette and colleagues (2000) investigated the cold 
adaptation of the P. haloplanktis ligase in a similar manner using the T. filiformus and E. coli 
ligases.  They found a decrease in proline and argine residues particularly around the active 
site regions.  Similar substitutions were not found in ligDB1. 
Protein sequence parameters were also determined in order to investigate a molecular basis 
for cold adaptation.  LigDB1 had a larger peptide chain (781 residues) than the thermophilic 
(712 and 670 residues), mesophilic (671 and 667 residues) and psychrophilic (672) ligase 
homologs.   
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Table 3.5: Protein parameters for selected ligases as determined by bioinformatic analysis. 
Accesion number Molecular 
weight 
 (Da) 
Isoelectric 
point 
 (pI) 
Instability index Aliphatic 
index 
GRAVY G+C 
content 
Disulphide bridges R- R+ Protein 
disorder 
Lig DB1 84463.1 5.36 41.79 unstable 95.88 -0.082 67% 54-409; 427-433; 529-684 105 86 10.1% 
Pseudoxanthomonas suwonensis  85341.5 5.45 38.35 stable 92.55 -0.201 72% 412-415; 430-436 110 89 12.1% 
Xanthomonas vesicatoria  90713.0 5.54 37.95 stable 94.01 -0.163 65% 410-413; 428-434 110 90 9.8% 
Xanthomonas axonopodis  90336.6 5.62 36.46 stable 94.85 -0.141 65% 410-413; 428-434 106 90 20.7% 
Stenotrophomonas maltophilia  88768.5 5.32 34.55 stable 94.81 -0.206 64% 257-408; 426-432 117 93 14.3% 
Rhodothermus marinus 79487.8 5.77 35.46 stable 96.70 -0.288 64% 132-133; 312-450; 468-473 102 91 18.3% 
Thermus filiformus 76,594 6.12 49.02 unstable 95.43 -0.443 45.4% 409-412; 425-430 116 109 20.3% 
Escherichia coli 73606.0 5.39 36.13 stable 96.63 -0.137 59% 111-411; 112-224; 260-408; 
426-432 
99 78 20.5% 
Staphylococcus aureus 75081.0 5.13 40.05 unstable 94.83 -0.426 52% 109-401; 419-424 108 80 13.7% 
Pseudoalteromonas haloplanktis 73967.0 5.33 36.67 stable 96.82 -0.235 57% 112-408; 113-254; 426-432 96 77 10.7% 
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The various ligase sequences have predicted molecular weights in the range of 70 to 90 kDa 
(Table 3.5).  The differences in size have previously been reported to either provide 
additional contacts to DNA for catalysis or to direct the ligase to sites of DNA repair and 
recombination (Doherty and Suh, 2000).   
The instability index is a measure of protein stability in solution (Sleator and Walsh, 2010).  
A value above 40 indicates that the protein will be unstable and a value below 40 implies 
stability.  The program predicted that ligDB1, T. filiformus and S. aureus ligases would be 
unstable in solution.  A relatively high aliphatic index was predicted for all ligases, which 
indicates that these enzymes may be stable over a broad temperature range.  However this 
prediction would have to be confirmed using thermal unfolding assays such as circular 
dichroism or activity screening (Georlette et al., 2000).  All sequences produced a negative 
GRAVY value, indicating a soluble protein, as would be expected for cytoplasmic enzymes.  
Additionally, all the ligase sequences are dominant in negatively charged amino acid 
residues.  G+C content varies amongst the ligase sequences with P. suwonensis showing the 
highest (72%) and S. aureus showing the lowest (52%) G+C content.  A trend based on G+C 
content for thermophilicity could not be determined. 
Residue counts for the ligase sequences in this study were used to investigate amino acid 
frequency trends which may be involved in cold adaptation (Table 3.6).   
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Table 3.6: Amino acid frequencies for ligDB1 and characterised homologs. 
Amino acid   LigDB1 E. coli S. aureus R. marinus T. filiformus P. haloplanktis 
Alanine (A) 12.9% 10.1% 6.1% 9.8% 7.2% 9.4% 
Cysteine (C) 0.9% 1.2% 0.7% 1.0% 0.6% 1.0% 
Aspartic acid (D) 6.0% 5.1% 7.3% 5.2% 3.7% 6.2% 
Glutamic acid (E) 7.4% 9.7% 8.8% 9.1% 13.6% 8.0% 
Phenylalanine (F) 2.7% 3.9% 2.5% 2.4% 3.4% 3.4% 
Glycine (G) 8.7% 7.6% 5.8% 7.2% 7.6% 6.8% 
Histidine (H) 1.7% 2.4% 2.4% 1.7% 1.8% 1.9% 
Isoleucine (I) 4.5% 4.6% 6.9% 3.8% 2.5% 5.7% 
Lysine (K) 2.3% 4.8% 7.0% 2.5% 5.5% 5.8% 
Leucine (L) 10.9% 10.1% 10.0% 11.8% 13.9% 11.0% 
Methionine (M) 1.8% 1.5% 1.6% 1.5% 1.0% 0.9% 
Asparagine (N) 1.7% 3.0% 4.9% 2.9% 1.9% 4.0% 
Proline (P) 5.2% 4.5% 3.3% 6.6% 5.1% 4.2% 
Glutamine (Q) 2.7% 3.1% 4.5% 3.7% 1.3% 4.2% 
Arginine (R) 8.7% 6.9% 4.9% 10.3% 10.7% 5.7% 
Serine (S) 5.6% 4.5% 5.8% 3.5% 3.6% 5.1% 
Threonine (T) 5.0% 5.2% 5.5% 4.4% 4.0% 6.2% 
Valine (V) 7.9% 10.0% 7.8% 9.0% 8.4% 7.7% 
Tryptophan (W) 1.3% 0.6% 0.6% 1.0% 0.7% 0.4% 
Tyrosine (Y) 2.0% 1.3% 3.0% 2.7% 3.3% 2.2% 
Arg/(Arg+Lys)  0.8 1.6 2.4 1.3 1.2 2 
Red boxes indicate the highest amino acid frequency 
Variations in the primary structure of proteins have been implicated as a factor in temperature 
adaptation of proteins (Georlette et al., 2003).  These include the decrease in stabilising 
amino acids such as proline, arginine and lysine which have been observed for cold adapted 
protein sequences (Rodrigues and Tiedje, 2008).  None of these amino acid content variations 
could be correlated to the psychrophilicity or thermophilicity of the ligases shown in Table 
3.6.  Previous hypotheses made using a similar strategy lacked the use experimentally 
validated sequence datasets to evaluate these trends (Georlette et al., 2003).  Despite the low 
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frequency of cysteine residues, disulphide bonds are predicted to occur in the ligase 
sequences (Table 3.3).  E. coli ligase contains a predicted 4 disulphide bridges, compared 
with 3 for P. haloplanktis, ligDB1 and R. marinus ligases.  The other ligase sequences display 
two disulphide bridges (Table 3.5).  A decrease in disulphide bridge frequency has been 
correlated to low temperature adaptation, however these are also responsible for domain 
rearrangements (Georlette et al., 2003).  Amino acids present in the highest frequency are 
highlighted in red.  A possible trend observed for temperature adaptation in these ligase 
sequences is with the amino acid threonine, which is shown to increase with psychrophilicity.  
The Arg/(Arg+Lys) ratios for the ligases in Table 3.6 range from 0.8 to 2.4.  Increases in this 
parameter have been associated with increased thermal stability (Menendez-Arias and 
Argosf, 1989; Muir et al., 1995).  Analysis of these within single domains, such as the active 
site and binding sites, may allow significant trends to be observed.   
 
A secondary structure determination for ligDB1 indicated that the protein structure is 
comprised of a predicted 27 alpha helices and 16 beta sheets, as determined by Psipred 
(Figure: 3.6).  The extended regions indicated by the multiple sequence alignments (532-550 
and 650-740) show that these regions are predicted to form helical secondary structures.  A 
study of the secondary structure of the Candida antarctica lipase suggests helical structures 
may impart more flexibility to the regions of the protein bearing the helical structures 
(McCabe et al., 2005). 
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Figure 3.6: Secondary structure as predicted by PSIPRED for the amino acid sequence of ligDB1.  Blue boxes indicate insertions determined by the MSA 
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A 3D model was produced from the ligDB1 amino acid sequence.  To assess the accuracy of 
the predicted models, Ramachandrian plots were analysed (Figure 3.7).  The model produced 
with 3DJIGSAW shows 611 residues out of the 781 amino acids for ligDB1, 551 of which lie 
in the most favoured region (90.2%), 49 in the allowed region (8%) and 11 in the outlier 
regions (1.8%).  The model, produced by 3DJIGSAW modeller, provided more sequence 
coverage and was more acceptable than other predicted models.   
 
  
Figure 3.7: Ramachandrian plot for the model of ligDB1 build by the 3DJIGSAW modeller server using RAMPAGE. 
The crystal structure of E. coli ligase bound to nicked DNA was selected as the best template 
(PDB id: 2OWO) on which to model ligDB1 (Nandakumar et al., 2007).  The resultant 3D 
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structure shows a multidomain structure for the ligDB1 ligase (Figure 3.8).  The protein 
forms a C-shaped clamp with a space in the centre where the enzyme binds nicked DNA.  
Only 4 domains are present in the model as the fifth domain (BRCT) failed to display 
electron density on the resolved crystal structure of the template strand (Nandakumar et al., 
2007).   
 
Figure 3 8: 3D model of ligDB1 showing conserved domains. The structure of the enzyme is modular with each of the 
domains arranged so that a protein clamp is formed around the DNA. The N-terminal adenylation domain (red) connected to 
a OB fold domain (blue), Zinc binding domain (yellow) and HhH domain (green). The BRCT domain was not present in the 
modelling template and is not shown for ligDB1 
           
Figure 3.9: A:. LigDB1 complexed with DNA (green and blue) is indicating the region where the BRCT domain would be 
presented (purple). B: a model of the predicted BRCT domain. 
A B 
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Figure 3.10: An alignment of the E. coli (red) and ligDB1 (green) ligase structures. The blue regions pointed out indicate 
extended loop regions and the purple region is the inserted amino acids from the multiple sequence alignment. 
 
Structural data is available for the ligase BRCT domain, but it is difficult to position the 
domain to the modelled structure (Figure 3.9).  An alignment of the modelled ligDB1 with its 
template reveals several potential surface loops for ligDB1 (Figure 3.10, arrows).  These 
loops may render the structure more flexible and suggest a low temperature adaptation 
(Georlette et al., 2003).  However it is difficult to predict the flexibility in the ligase structure 
as these enzymes undergo major domain rearrangements during catalysis (Lee et al., 2000).  
Domain rearrangements occur when the ligase becomes adenylated and on binding nicked 
DNA (Lee et al., 2000).  Adenylation of the ligase enables the ligase to recognise nicked 
DNA and prevents the ligase from forming unproductive complexes with „whole‟ DNA 
(Wang et al., 2009).  The catalytic state captured by crystallisation studies influences 
conformational observations in alignments. 
To provide a basis for heterologous host overexpression, codon usage was assessed using 
Rare Codon Caltor.  Codon bias may negatively impact both function and the solubility 
properties of recombinantly expressed proteins (Rosano and Ceccarelli, 2009).  LigDB1 has a 
predicted 7.8% incidence of rare codons (Table 3.7).  A Rosseta expression system was 
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selected for heterologous expression to accommodate the differential codon use.  No signal 
peptides were predicted for ligDB1 using SignalP web server.  The absence of a signal 
peptide shows that the ligase is retained in the cytoplasm.  A pET28 vector system was 
selected as it expresses a protein with a fused N-terminal hexahistadine tag. 
Table 3.7: Rare codons and their frequency in the nucleotide sequence of ligDB1 as predicted by Rare Codon Caltor 
 
 
 
 
 
 
 
 
3.4 Cloning of ligDB1 
To sub-clone the ligase ligDB1 gene for heterologous expression, gene specific primers 
(Table 2.2; Section 2.2.2) were used to PCR amplify the nucleotide sequence corresponding 
to the ligDB1 ORF.  Primers were designed with EcoRI and NdeI restriction sites to allow for 
directional ligation into the expression vector.  A 2.3 kb gene fragment was amplified, 
corresponding to the full length ligDB1 DNA sequence (Figure 3.11).  
Amino Acid Rare Codon Frequency of Occurrence 
Arginine CGA 2 
CGG 17 
AGG 2 
AGA 0 
Glycine GGA 3 
GGG 10 
Isoleucine AUA 0 
Leucine CUA 2 
Proline CCC 13 
Threonine ACG 12 
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Figure 3.11: PCR amplification of ligDB1 gene fragment from clone DB1. Lane 1: 1 kb DNA marker and Lane 2: 
amplification of ligDB1 
 
The 2.3 kb gene fragment was ligated into the expression vector pET28a and ligation was 
confirmed using a restriction digest and full sequencing.  A restriction digest pattern for the 
pET28 plasmid containing the ligDB1 gene was obtained (Figure 3.12).  Restriction digestion 
with EcoRI and NdeI yielded fragments corresponding to the ligDB1 gene sequence and the 
pET28a expression vector (Figure 3.12). 
 
Figure 3.12: Restriction enzyme digestion of plasmids from presumptive positive clones. Lane 1: λ-Pst molecular weight 
marker and lanes 2, 3 and 4 shows plasmids extracted from random clones 
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The positive recombinant clone was used to transform the E. coli expression strain 
Rosseta(DE3)pLyS.   
 
3.5 Expression of ligDB1 
The clone containing the recombinant construct overexpressed the ligDB1 protein at low 
concentrations of IPTG.  An ~84 kDa band was obtained on a 10% SDS-PAGE gel 
corresponding to the predicted molecular weight of ligDB1 (Figure 3.13)  
 
Figure 3.13: SDS PAGE gel (10%) showing Lane M: Marker; Lane 1: Uninduced; Lane 2: Induced; Lane 3: Wash; Lane 4: 
Binding fraction; Lane 5: Elute at 250 mM imidazole. 
 
3.6 Enzyme assays 
To assess the functionality of recombinant ligDB1 a ligation assay was developed using a 
pET28 plasmid and a 1 kb DNA fragment.  Both the vector and a gene fragment were 
digested with restriction enzymes to provide compatible ends and gel purified prior to use in 
the ligation assay.  The ligation reaction was incubated at room temperature for 1 hour prior 
to analysis on a 1% agarose gel.  T4 DNA ligase was used as a positive control to determine a 
ligation phenotype. 
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Figure 3.14: A test ligation electrophoresed on a 1% agarose gel. Lane M: 1kb molecular weight marker; Lane 1: 1kb gene; 
Lane 2: pET28 plasmid; Lane 3: ligDB1 (+); Lane 4: ligDB1 (-); Lane 5: T4 (+); Lane 6: T4 (-) 
 
A positive ligation reaction would produce a ~6 kb band (5 kb plasmid+1 kb gene) while a 
negative ligation would be indicated by the absence of this band.  Figure 3.14 indicates that 
ligDB1 was unable ligate the 1 kb insert to the plasmid vector (Figure 3.14 Lane 3) whereas 
ligation is visible in the T4 ligase control (Figure 3.14 Lane 5).  A distinct 2 kb band was 
noted in both ligDB1 and T4 ligation reactions.  This band may indicate that both ligases 
catalysed the formation of a 2kb fragment by ligating two 1 kb fragments.  This was initially 
thought to indicate that the ligase had a preference for ligating short DNA fragments as 
opposed to vector:insert ligation, but this result could not be reproduced. 
The previous assay provided a basis from which to probe the functioning of ligDB1 further.   
 
Firstly the ionic environment for optimal protein function needed to be established.  The 
ligase was incubated with buffer containing the minimal constituents required to allow the 
ligation.  These constituents refer to additives that are required by annotated domains and for 
the catalytic reaction to proceed (Georlette et al., 2000).  The ligase was incubated with a 
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fluorescein labelled DNA substrate to determine the optimal pH for activity (Georlette et al., 
2000).  Figure 3.15 illustrates the outcomes of a successful ligation of a 5´ fluorescein 
labelled 17 mer to another 17 mer oligonucleotide annealed to a complementary 34 mer 
oligonucleotide was monitored.  The presence of a fluorescein labelled 34 mer would indicate 
a successful ligation event. (Georlette et al., 2000).   
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Figure 3.15: Synthetic DNA nicked substrate.  Three oligomers, representing regions flanking the nick (A). When the 
substrate is denatured and electrophoresed a resulting fluorescein labelled 34 mer indicates positive ligation and the 17 mer 
unligated substrate (B).  If ligation occurs, the oligonucleotides representing the nick will be sealed and produce a 
fluorescein labelled 34mer.  This 34 mer can then be visualised on an denaturing acrylamide as a size shift indication 
ligation.   
 
LigDB1 ligase was assayed in this manner for its ability to seal nicks in minimal ligation 
buffer at pH‟s ranging from pH 4-11 (Figure 2.1). 
 
Figure 3.16: A 16% denaturing PAGE of ligase assays performed using ligation buffers pH 4-11. A positive control using T4 
ligase was included. 
 
LigDB1 was unable to catalyse ligation of the 17 mers under the tested conditions (Figure 
3.16 pH 4-11).  The ligation reaction using T4 ligase as the catalyst (Figure 3.16 Lane 1) was 
successful and indicates that substrate preparation and the denaturing gel conditions were 
adequate to allow ligation and effective visualisation of the ligation results.  These results 
A 
B 
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suggest that inadequate conditions were provided for ligation catalysed by ligDB1 to proceed.  
The pH range of the ligation buffers used in this assay was broad but may not have 
represented the necessary range for catalysis.   Alternatively, the ligation reaction might have 
lacked critical components or the DNA substrate used was not adequate for successful 
ligation using ligDB1.  As a broad pH range was investigated and the reaction was tested 
using both minimal buffer and commercially available ligase buffer (data not shown), an 
investigation into the suitability of the DNA substrates was undertaken. 
To test if the DNA substrate was the cause for the failure of ligation reaction alternative DNA 
substrates were used to assess ligation potential.  For ligation to occur, the DNA must posses 
a nick with both a 3` hydroxyl group and a 5‟ phosphate group flanking the nick with no 
nucleotide gaps (Crut et al., 2008).  These are readily generated by restriction digestion of 
any circular or linear piece of DNA with a conventional restriction enzyme (Sambrook and 
Russell, 2006).  The circular pUC19 plasmid has been used in the characterisation of DNA 
ligases to monitor ligation (Keppetipola and Shuman, 2005; Wilkinson et al., 2005; Dube and 
Kukshal, 2008).  Single cutting restriction enzymes such as HindIII and SmaI can be used to 
generate linear segments of the pUC19 plasmid.  Additionally these enzymes produce 
cohesive and blunt DNA termini, respectively.  Ligation is then assessed on the ability of the 
ligase to efficiently recircularise the pUC19 plasmid.  LigDB1 was subjected to an assay 
involving a combination of pUC19 and λ phage DNA substrates digested with the indicated 
restriction enzymes.  As Antarctic soils have an alkaline nature (Waterhouse and Zealand, 
2001) this assay was performed at pH 8 and incubated at 20 
o
C.   
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Figure 3.17: Ligation assay using pUC19 and λ phage DNA substrates cut with restriction enzymes. Assays using ligDB1 are 
shown in lanes 1-5 and using T4 ligase is shown in lanes 6-10. Lanes 11-15 were assays performed in the absence of ligase. 
Lane: 1,6,11 uncut pUC19 plasmid; Lane: 2,7,12 uncut λ phage DNA; Lane 3,8,13 pUC19 digested with HindIII; Lane: 4, 9, 
14 pUC19 digested with SmaI; Lane: 5, 10, 15 λ phage DNA digested with HindIII.  M: molecular weight marker. 
 
Figure 3.17 shows that suitable substrates were generated for ligation, as seen by reactions 
catalysed by the T4 ligase (Figure 3.17 Lanes 8-10.  T4 ligase showed no activity on the 
uncut pUC19 plasmid and on λ phage DNA (Figure 3.17 Lanes 6 and 7).  These reactions test 
for the presence of residual nucleases (Wilkinson et al., 2005).  LigDB1 was able to influence 
the conformation of the uncut pUC19 plasmid (Figure 3.17 Lane 1).  The ligase was unable to 
recircularise the linear pUC19 plasmid digested with HindIII and SmaI (Figure 3.17 Lanes 3 
and 4).  NAD
+
-dependent DNA ligases are known to perform blunt end ligation reactions 
only in the presence of molecular crowding agents such a poly(ethylene) glycol and ficol 
(Crut et al., 2008a; Shuman, 2009).  The ligase was also not able to perform ligation of the 
HindIII digested λ phage DNA fragments (Figure 3.17 Lane 5). 
To further investigate the change in topology observed for the pUC19 plasmid, a DNA 
relaxation assay involving different concentrations of pUC19 DNA was performed.  One 
microgram of ligDB1 was incubated with pUC19 DNA in minimal ligation buffer for 30 min 
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at 20 
o
C.  The reactions were visualised on a 1% agarose gel containing ethidium bromide 
(Figure 3.18).   
 
Figure 3.18: DNA relaxation assay with increasing amounts of pUC19 plasmid DNA. Lane M: λ HindIII molecular weight 
marker; Lane 1: Negative control pUC19 plasmid; Lane 2-11 pUC19 plasmid at different concentrations (Lane 1 1.5 µg 
Lanes 2-11 200 ng to 2 µg in 200 ng increments) incubated with ligDB1 and minimal ligation buffer. 
 
pUC19 plasmid DNA displayed three isoforms when electrophoresed (Figure 3.18).  The 
three isoforms are nicked, relaxed and supercoiled.  The topology of the three forms 
influences their migration in an agarose gel matrix (Droge and Cozzarell, 1992).  The 
supercoiled form is compact and migrates faster than the relaxed form.  The nicked form 
show the most resistance and migrates slowest (Boles, 1990).  The pUC19 DNA substrate 
used in this assay had a dominant supercoiled topology (Figure 3.18 Lane 1).  A decrease of 
the supercoiled form of DNA with a consequent increase in the relaxed form of the DNA was 
observed for reactions which included ligDB1.  The activity observed is described as DNA 
relaxation and is a function of DNA topoisomerase enzymes (Baker et al., 2011).   
A DNA topoisomerase enzyme catalyses DNA relaxation without the use of a cofactor and in 
association with a tyrosine nucleophile (Baker et al., 2011).  The tyrosine moiety covalently 
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binds covalently closed circular DNA and introduces or removes coils.  Conserved functional 
domains for a DNA topoisomerase were not detected in the sequence of ligDB1.  
Furthermore ligDB1 was unable to relax supercoiled DNA without the presence of a cofactor 
(data not shown).  Ligase enzymes have been reported to induce DNA relaxation when 
excess amounts of enzyme are used in ligation reactions. The term AMP-dependent DNA 
relaxation describes the phenomenon (Montecucco and Ciarrocchi, 1988).  The relaxation 
observed is most likely attributed to an excess amount of ligDB1 in the reactions. 
Consequently the ligase concentrations in ligase assays were decreased, and the functional 
assays repeated (Figure 2.1).  The diluted ligase was unable to perform AMP-dependent 
DNA relaxation at concentrations of 10 pmole-10 µmole (data not shown). The absence of 
AMP-dependent DNA relaxation suggests the functional concentration range for optimal 
ligation.  However, ligation was not achieved using both the fluorescein linked DNA 
substrate as well as the restriction endonuclease digested plasmid substrates under the 
different conditions tested (data not shown).   
The sequence data for ligDB1 was reviewed to determine if a mutation in one of the critical 
regions could explain the lack of ligation activity observed for ligDB1.  A search for NAD
+
-
dependent DNA ligases was performed with the BRENDA database (www.brenda-
enzymes.org).  The BRENDA database archives information on functionally characterised 
proteins with reference to the assigned enzyme commission number.  Mutational studies have 
been done on various ligase enzymes, particularly on the E. coli ligase enzyme (Jeon et al., 
2004; Nandakumar et al., 2007; Wang et al., 2008; Wang et al., 2009).  Amino acid 
replacements found to be detrimental to the ligase functioning were compared to those of 
ligDB1.  No deleterious mutations was found in the sequence of ligDB1, strengthening the 
functional potential of this enzyme.  
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Conclusion 
Metagenomic strategies circumvent traditional screening limitations used to obtain enzymes 
of industrial relevance (Avneet, 2008).  In this study a sequence-based screening strategy was 
employed to annotate and investigate a metagenomic sequence.  The sequence was obtained 
from a fosmid library constructed from soil found beneath a mummified seal carcass in the 
Miers Valley, Antarctica.  This environment is reported to be rich in microbial diversity and 
harbours cold-adapted  organisms (Smith et al., 2006).  Targeting this environment provided 
novelty and a natural environment for enrichment of cold-adapted gene products of potential 
industrial relevance.  Amongst the enzymes to be found in this environment are those which 
are potentially useful as molecular tools, including ligases which catalyse the joining of DNA 
molecules. 
A DNA sequence encoding a novel NAD
+
-dependent DNA ligase was isolated using this 
approach.  Currently no functional screen is available for this class of enzymes and a 
bioinformatic prediction strategy was employed.  Bioinformatic prediction strategies are used 
to facilitate the annotation of metagenomic sequences and whole genomes of organisms 
(Venter et al., 2004).  A drawback to this technique is that the results imply function and are 
not experimentally validated, a step which is necessary for true function determination 
(Friedberg, 2006).  Regardless of these limitations it is still the best option available to 
facilitate to annotation of large data sets. 
Annotation of the fosmid insert and selected ORF was based on prediction using a 
combination of homology and de novo bioinformatics tools.  These methods are useful for 
predicting protein function as they are not entirely dependent on sequence databases, which 
provide limited information due to a backlog in experimental validation of unknown protein 
sequences.  The plethora of computational tools available for sequence analysis provides 
 
 
 
 
88 
 
insight into many aspects of protein function.  However a lack of understanding of their 
complex algorithms may limit their use and applicability to gene mining strategies. 
The cold desert environment targeted for gene mining was particularly suitable as the 
organisms present contain a high incidence of genes encoding DNA modifying enzymes.  In 
this environment,  DNA modifying enzymes are well represented due to the increased stress 
on DNA structures caused by the harsh environmental conditions present in the sampling 
environment (Smith et al., 2006).  The environment allows for the isolation of potential cold 
active gene products for industrial application as molecular tools.  The DNA modifying 
enzymes are however difficult to isolate as there are currently no existing functional screens.   
The ligase encoding gene product ligDB1 was unable to perform efficient ligation of the two 
DNA substrates which were tested.  However, the gene product was able to perform AMP-
dependent DNA relaxation.  This may be due to the incorrect assay conditions provided for 
catalysis.  Alternatively, overexpression of the ligase in a heterologous host may have 
produced a non-functional enzyme or may have incorporated a factor which may prohibit 
activity.  The histidine tag used to facilitate purification may also impact on the activity of the 
enzyme. Removal or change of this tag may improve the possibility of activity.  Further 
studies are required to determine whether the assay conditions used in this study were 
inadequate for enzymatic catalysis of ligation.  A key study would be the incorporation of 
zinc into the reaction mixtures as the ligDB1 sequence shows a zinc finger.   
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