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vAbstract
Nowadays, quantum computation is receiving more and more attention as an alter-
native to the classical way of computing. For realizing a quantum computer, different
devices are investigated as potential quantum bits.
In this thesis, the focus is on Ge hut wires, which turned out to be promising candidates
for implementing hole spin quantum bits. The advantages of Ge as a material system are
the low hyperfine interaction for holes and the strong spin orbit coupling, as well as the
compatibility with the highly developed CMOS processes in industry. In addition, Ge
can also be isotopically purified which is expected to boost the spin coherence times. The
strong spin orbit interaction for holes in Ge on the one hand enables the full electrical
control of the quantum bit and on the other hand should allow short spin manipulation
times.
Starting with a bare Si wafer, this work covers the entire process reaching from growth
over the fabrication and characterization of hut wire devices up to the demonstration
of hole spin resonance. From experiments with single quantum dots, a large g-factor
anisotropy between the in-plane and the out-of-plane direction was found. A compari-
son to a theoretical model unveiled the heavy-hole character of the lowest energy states.
The second part of the thesis addresses double quantum dot devices, which were realized
by adding two gate electrodes to a hut wire. In such devices, Pauli spin blockade was
observed, which can serve as a read-out mechanism for spin quantum bits. Applying
oscillating electric fields in spin blockade allowed the demonstration of continuous spin
rotations and the extraction of a lower bound for the spin dephasing time. Despite the
strong spin orbit coupling in Ge, the obtained value for the dephasing time is comparable
to what has been recently reported for holes in Si.
All in all, the presented results point out the high potential of Ge hut wires as a platform
for long-lived, fast and fully electrically tunable hole spin quantum bits.
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11 Introduction
Over the past decades a tremendous effort has been put on the miniaturization of tran-
sistors in semiconductor industry. This has resulted in a steady increase in power and
a decrease in costs of the obtained microchips. Like that, powerful and nowadays well
established electronic devices, which simplify our everyday life, have been realized. The
impressive trend of miniaturization manifested itself as a doubling of the number of tran-
sistors per chip every two years, which is as well known as “Moore’s law”.
Since the 1960s, Silicon (Si) established itself as the material of choice and by now is the
most important element in semiconductor industry, despite the fact that the first tran-
sistor was made of Germanium (Ge). Ge, as another group IV semiconductor, is fully
compatible with the standard Si technology and became again important for pushing
the dimensions of transistors below 10 nm due to its increased electron and hole mobil-
ities [Scha¨ffler, 1997; Guo et al., 2016; Liu et al., 2013]. Nevertheless, since the sizes of
transistors have reached the few nanometer regime, quantum mechanical effects become
important. Due to the very small dimensions, the electrons confined inside a transistor
channel experience a finite probability to overcome the confinement barrier resulting in
leakage currents. Therefore, standard transistors1 cannot be any more properly operated
in terms of switching between their on and off state. As a consequence of this physical
limitation, the need for alternative ideas was raised.
One of these ideas is to use nanoscale transistors as quantum bits (qubits) for so-called
quantum computation. Qubits are usually treated as the quantum mechanical analogue
to the classical bit. However, beside having the possibility to be in the states “0” and
1It should be noted here, that in different material systems transistors with even lower dimension
of about one nanometer were achieved [Desai et al., 2016]. Nonetheless, for industrial applications,
these systems are currently not representative since they are unsuited for scaling up and cannot be
implemented in nowadays standard CMOS technology.
2“1”, analogous to a classical bit, a qubit can also be in the superposition of “0” and “1”.
By now, the real superiority of quantum computing over classical computation seems to
be limited to a few specific applications. For these, quantum algorithms such as Grover’s
search [Grover, 1997] and Shor’s factorization algorithm [Shor, 1982] have been devel-
oped, which can lead to a significant speed-up in calculation time.
Grover’s algorithm, for example, is designed for the search over a set of unordered data
and leads to a quadratic speed-up compared to classical computation, when neglecting
the loading of the data into the quantum computer. Figures 1.1 (a-c) illustrate the three
key steps of Grover’s algorithm. In the first step, a superposition of all the qubit states
is created (Initialization). For a data set of size N , n = log2N qubits are required. As
a second step (Oracle stage), from the 2n resulting states the state of interest, which
satisfies a certain condition, is rotated by a phase of π, i.e. its amplitude is inverted.
Finally, this state is repeatedly amplified and read out with a probability close to 1 (Am-
plification). Apparently, for large data sets, a considerable number of qubits is required,
which poses a serious challenge for fabricating a quantum computer.
(a)
A A A
av
(b) (c)
Initialization Oracle Ampliﬁcation
Figure 1.1: Illustration of the three key steps of Grover’s algorithm. (a) Superposition of all input states
with the same amplitude A. (b) In the oracle step just the desired state is marked and its amplitude
gets negated. (c) All amplitudes are getting reflected about the average value (av) and the marked state
is amplified.
Nowadays various candidate systems are in the focus of ongoing research in the field of
quantum computation. This includes superconducting qubits, trapped ion qubits, ni-
trogen vacancies, spin qubits etc. [Popkin, 2016]. Nevertheless, up to now, none of the
qubit systems could be declared as the one, superior technology.
The proposal of Loss and DiVincenzo, published in 1998, suggests a scalable quantum
computer based on the spins of electrons confined in quantum dots (QDs) [Loss and Di-
Vincenzo, 1998]. In order to realize such a quantum computer, the so-called DiVincenzo
criteria [DiVincenzo, 2000] need to be fulfilled. These criteria consist of five requirements
3and are sketched in the following. First, as the starting point, a scalable and well char-
acterized system of qubits is required. Second, before starting any type of computation,
the qubit states need to be reliably initialized with reasonable speed, which is also impor-
tant for quantum error correction. The third requirement is a sufficiently long coherence
time of the qubit states, which of course strongly depends on the gate manipulation
times. Namely, if the manipulation times of the qubit are very short compared to the
decoherence time, error correction can be applied to preserve the values of the states.
This is accompanied by the need for accurate and universal gate operations, which allow
applying sequences of qubit operations. The last of the five requirements consists of the
measurement of the qubit. At the end of a computation, the result needs to be read out
without affecting neighboring qubits or, in general, the state of the quantum computer.
Fulfilling these criteria gives the ability to do quantum computation, at least at a local
level. For a next higher level, which also includes quantum communication, further re-
quirements such as the possibility to coherently transmit the information of the qubits
need to be adressed.
Spin qubits from semiconductor-based QDs proved to be well suited for fulfilling the
above mentioned criteria and have been investigated thoroughly over the past decades
[Reed, 1993; Kouwenhoven et al., 2001]. Such a spin qubit can be realized in single QD
and double QD (DQD) devices. In case of a single QD, the spin needs to be read out via
a charge sensor, which can be a capacitively coupled quantum point contact [Elzerman
et al., 2004] or a second QD [Hu et al., 2007]. In DQDs, while one of the two QDs is
operated as a spin-1/2 qubit, the second dot is used for the spin read-out. In general,
DQDs also allow the realization of other types of qubits such as singlet-triplet [Petta
et al., 2005] and hybrid qubits [Shi et al., 2012], which are not within the scope of this
thesis.
The first successful implementation of spin-1/2 qubits was demonstrated in 2006 for
electrons in GaAs DQDs [Koppens et al., 2006]. One of the major drawbacks of III-V
materials is, however, the spin decoherence induced by the surrounding nuclear spins. Si
on the other hand has a much lower hyperfine interaction since natural Si consists mainly
of 28Si with zero nuclear spin and it can be isotopically purified. Recently, record coher-
ence times of almost one second were reported for electron spins in isotopically purified
Si [Muhonen et al., 2014]. Nevertheless, for fast and fully electrical gate operations, a
4strong spin-orbit (SO) interaction is needed [Hanson et al., 2007], which is generally not
the case for electrons in Si.2 At this point, holes become important. Beside the reduced
hyperfine interaction compared to electrons, holes have the required SO coupling, as has
been recently shown by Maurand et al. [Maurand et al., 2016]. An even stronger and
also tunable SO coupling is present in Ge [Hao et al., 2010; Higginbotham et al., 2014;
Kloeffel et al., 2017; Marcellina et al., 2017]. Similar to Si, natural Ge mainly consists
of nuclear-spin-free isotopes and can be isotopically purified. The combination of these
two facts make hole spins in Ge promising candidates for the realization of qubits with
long spin coherence and fast manipulation times.
In the following sections the basic principles of electronic transport are introduced in
the particular case of holes in SiGe. Further, a brief and qualitative description of the
different mechanisms observed and applied in the experiments, which will be presented
later, is given.
1.1 Single quantum dots
For explaining the working principle of a single QD, a very general picture of a three
terminal device is considered. In Fig. 1.2 an illustration of such a device is shown. The
QD is capacitively and tunnel coupled to the source and the drain leads, indicated by
“leaky capacitors”. These electrodes are needed for applying a source drain bias VSD and
measuring the current flow through the device. A second tuning knob is the gate voltage
VG, applied to the gate electrode, which is solely capacitively coupled to the dot. With
the gate, the electrochemical potentials of the QD can be tuned. The electrochemical
potential µ(N) is defined as the energy needed to add the N-th hole while having N-1
holes in the QD. In particular,
µ(N) = U(N)− U(N − 1), (1.1)
where U(N) is the total energy of the QD with N confined holes, taking into account
all energy contributions such as the orbital energy separation ∆Eorb and the charging
2It was shown that by adding local micro magnets next to the device an “artificial” spin-electric
coupling can be generated [Yoneda et al., 2017].
5S DQD
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Figure 1.2: Simplified picture of a three terminal device showing a QD which is tunnel coupled to the
source (S) and the drain (D) electrode. ΓS and CS (ΓD and CD) denote the tunnel coupling and the
capacitance between the QD and the source (drain) contact, respectively. The coupling between the
gate (G) and the QD is represented by a single capacitor since no tunneling is allowed. Also the gate
and the source (drain) are capacitively coupled, shown in grey as CG-S (CG-D).
energy EC [Kouwenhoven et al., 2001]. For doubly degenerate energy states and N ≤ 3,
the total energies can be written as
U(N = 1) = E(N = 1) (1.2)
U(N = 2) = 2E(N = 1) + EC (1.3)
U(N = 3) = 2E(N = 1) + ∆Eorb + 3EC, (1.4)
with E(N = 1) the energy of the first orbital state. A schematic presentation of the
electrochemical potentials of the described system describing hole transport is presented
in Fig. 1.3 (a) and (b) for VSD = 0. µS and µD stand for the electrochemical potentials
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Figure 1.3: Illustration of the electrochemical potentials of the three terminal device from Fig. 1.2 for
zero (a,b) and non-zero bias voltage (c,d). The occupied (unoccupied) electrochemical potentials are
indicated as solid (dashed) lines. Once a hole tunnels from µS/D to µ(N) of the QD in (a), transport
is blocked since µ(N) lies lower in energy than µS/D. (b) By moving the electrochemical potentials via
VG, µ(N) can be aligned to µS and µD and transport through the QD is possible. (c) and (d) illustrate
the case of µ(N) ≡ µS and µ(N) ≡ µD, respectively, for a finite bias voltage [compare to Fig. 1.4 (b)].
of the source and the drain electrode, respectively. Once a hole tunnels into the QD in
the configuration shown in Fig. 1.3 (a), it is trapped since it cannot overcome the energy
difference between µN and µS/D. By tuning VG, µN can be moved up and down in energy.
6Each time an electrochemical potential of the QD is aligned with source and drain [Fig.
1.3 (b)], holes can tunnel through the dot resulting in a peak in current. Correspondingly,
the differential conductance dI/dVSD, which is simply the derivative of the current, is
shown in Fig. 1.4 (a). In the case of a finite bias voltage, the conductance peaks evolve
into crossed lines as illustrated in the 2D plot in Fig. 1.4 (b). The lines correspond to a
change in current and appear whenever an electrochemical potential of the dot is aligned
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Figure 1.4: (a) Differential conductance dI/dVSD of a single QD versus VG for VSD = 0. (b) dI/dVSD
in dependence of VSD and VG. (c) Same plot as in (b) with the area of blocked current marked in blue.
The number of confined holes decreases with more positive gate voltages. Transport via ESs results in
additional lines shown in grey. (d) For a finite magnetic field, the degenerate levels split as indicated by
purple dashed (green dotted) lines for an odd (even) number of holes N ± 1 (N). The Zeeman energy
EZ equals the distance between the split lines along the energy axis.
7to µS or µD. In particular, this is the case when µ(N) enters or leaves the bias window
[Fig. 1.3 (c) and (d)]. The slope of the lines depends on the capacitive coupling between
source/drain and the gate and can vary significantly. Extending the lines results into so-
called Coulomb diamonds, regions where transport is blocked, which are depicted in blue
in Fig. 1.4 (c). Each of the diamonds corresponds to a certain number of confined holes
N . By sweeping VG more positive, the QD gets depleted until the device switches off, i.e.
N = 0. In case that beside the ground state (GS) an excited state (ES) is available within
the bias window, transport can take place either through this ES or the GS. Since the
ES lies higher in energy than the GS, it appears in the stability diagram as a parallel line
to the GS, which forms the edge of the Coulomb diamond. For a detailed description
of the mechanisms sketched here, the reader is referred to Ref. [Hanson et al., 2007;
Escott et al., 2006].
In the picture of a single QD discussed here, no magnetic field was taken into account so
far. By applying a magnetic field to the system, the degeneracy of the energy states is
lifted. The resulting Zeeman splitting between the spin down and the spin up states is
defined as EZ = |g|µBB, where g is the g-factor for a certain magnetic field orientation,
µB is the Bohr magneton and B is the absolute value of the magnetic field. This splitting
is based on the magnetic moment of a charge with non-zero spin. In particular, the
Hamiltonian of a magnetic dipole in a magnetic field B can be written as
H = −µ ·B (1.5)
with the magnetic moment
µ = eg2mS. (1.6)
Here, e is the elementary charge, m the mass and S = ~2σ is the spin vector, where h is
Planck’s constant and σ stands for the Pauli spin matrices σx, σy and σz for the three
different orientations x, y and z, which are defined as
σx =
⎛⎜⎝0 1
1 0
⎞⎟⎠ , σy =
⎛⎜⎝0 −i
i 0
⎞⎟⎠ , σz =
⎛⎜⎝1 0
0 −1
⎞⎟⎠ . (1.7)
By using the definition µB = eh2m the Hamiltonian in Eq. 1.5 becomes
H = 12gµBσ ·B. (1.8)
8For simplicity, one can assume the magnetic field along one of the directions x, y and z,
which leads to the solution of the Schro¨dinger equation
E± = ±12gµBB, (1.9)
the Zeeman energy of a single energy level.
With an odd number of holes inside the QD, the doubly degenerate energy levels are
occupied by a single hole and the splitting of the levels appears as additional lines, which
end at both sides of the corresponding diamond. This is also the case for ESs and is
indicated by purple dashed lines in Fig. 1.4 (d). In the case of an even occupation
number of the QD, the holes either form a singlet or a triplet state. The singlet has a
total spin of 0 and the triplet states have a total spin of 1. Also, the singlet state
S = 1√
2
(|↑1↓2⟩ − |↓1↑2⟩) (1.10)
consists of a symmetric orbital part and an antisymmetric spin part while the triplet
states
T+ = |↑1↑2⟩ , (1.11)
T0 = 1√2 (|↑1↓2⟩+ |↓1↑2⟩) and (1.12)
T− = |↓1↓2⟩ (1.13)
have an antisymmetric orbital part and a symmetric spin part of the wave function.
In contrast to the singlet states, the triplet states split in an applied magnetic field as
illustrated in Fig. 1.5. Likewise, the splitting of the triplet state appears also in the
stability diagram and is indicated by green dotted lines in Fig. 1.4 (d).
As mentioned above, first-order transport is blocked within the Coloumb diamonds.
Higher-order processes, however, allow an, albeit reduced, current flow in the blocked
B
E
0
T
0
T
+
T
-
S
Figure 1.5: Magnetic field dependence of the singlet state S and the triplet states T−, T0 and T+.
9regime. In particular, second-order transport such as elastic and inelastic cotunneling
can take place for high tunnel-coupling rates between source and drain and the QD
[De Franceschi et al., 2001]. These processes, sketched in Fig. 1.6 (a) and (b), are based
on the finite probability of the trapped charge to overcome the energy barrier and tunnel
out of the dot. Elastic cotunneling describes the case when no energy is dissipated while
m
S mD
(a)
m
S
m
D
(b)
dE
inelastic
Figure 1.6: Illustrative representation of the elastic (a) and the inelastic (b) cotunneling process. In
both configurations the QD is in Coloumb blockade
the charge is tunneling through the dot and is independent of VSD. In contrast, for
inelastic cotunneling, the energy δEinelastic is dissipated to the environment while the
charge is inside the QD. This process sets in for eVSD ≥ δEinelastic and appears as a step
in differential conductance inside the Coloumb diamond. A stability diagram for a zero
and a non-zero magnetic field is sketched in Figs. 1.7 (a) and (b), respectively. For
(b)
eV
SD
V
G
N
(a)
eV
SD
V
G
N
B = 0 B = 0
Figure 1.7: (a) Schematic of a stability diagram with a single Coulomb diamond at zero magnetic field.
The same picture is shown in (b) for a non-zero magnetic field. Purple dashed lines indicate the Zeeman
splitting of the GS. In presence of inelastic cotunneling processes, a corresponding step in differential
conductance can be observed inside the Coulomb diamond.
the latter, a splitting of the GS is indicated by purple dashed lines. Correspondingly,
a step in conductance inside the Coulomb diamond is shown, which is due to inelastic
cotunneling processes.
The Zeeman splitting can be observed in both first and second-order transport and can
10
be used to extract the g-factor, which depends among others on the character of the hole
states and the magnetic field direction and will be discussed later.
1.2 Double quantum dots
In this section, the working principle of a serial DQD is explained. Fig. 1.8 shows a
sketch of a DQD device with source and drain contacts and two gates G1 and G2. The
S QD1
G1
G , C
S S
G , C
m m
C
G1
C
G1-QD2
C
G1-S
DQD2
G2
G , C
D D
C
G2
C
G2-D
C
G2-QD1
C
G1-G2
Figure 1.8: Scheme of a DQD device showing QD1 and QD2 which are tunnel coupled to each other
and to S and D, respectively. ΓS/D (CS/D) is the tunnel coupling (capacitance) between the QD and
the source/drain contact as it was described for the SQD in Fig. 1.2. Γm is the tunnel coupling and
Cm stands for the mutual capacitance and describe the interdot coupling between QD1 and QD2. CG1
(CG2) denotes the capacitive coupling between the gate G1 (G2) and QD1 (QD2). Likewise, the cross
capacitance between S, D, G1, G2, QD1 and QD2 are indicated in grey.
two dots QD1 and QD2 are tunnel coupled via Γm and Cm, similar to the coupling to
source and drain. Due to cross capacities the different electrodes are also coupled to
each other. In a real device a change in VG1 (VG2) will influence also QD2 (QD1), for
example. Analogous to Eq. 1.1 for the single QD before, the electrochemical potential
of a DQD µ1(2)(N,M) is defined as the energy needed to add the N-th (M-th) hole to
QD 1 (2) while having M (N) holes in QD 2 (1), i.e.
µ1(N,M) = U(N,M)− U(N − 1,M) and (1.14)
µ2(N,M) = U(N,M)− U(N,M − 1). (1.15)
Figure 1.9 shows a sketch of the electrochemical potentials µ1 and µ2 in a DQD, where
both can be tuned via the gate voltages VG1 and VG2, respectively. First order hole
transport through the DQD takes place just from higher to lower energy (in the hole
picture) and requires at least one electrochemical potential of each dot to be within the
bias window.
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Figure 1.9: Illustration of the electrochemical potentials of a DQD. Transport through the dots is
possible only if the electrochemical potentials µ1 and µ2 of QD1 and QD2 are correctly aligned within
the bias window.
Plotting the current through the DQD in dependence of VG1 and VG2 at zero bias voltage
results into stability diagrams shown in Fig. 1.10 (a) and (b) for Cm = 0 and Cm > 0,
respectively. The straight lines in case of Cm = 0 represent the charge configuration of
the system, where each of the squares corresponds to a certain number of confined holes
(N , M). For example, in the (1,1) configuration both dots QD1 and QD2 comprise one
hole which occupies µ1(1, 1) and µ2(1, 1). By sweeping the gate voltages more positive,
the QDs get depleted until the device switches off in either of the two directions. Charge
transport is possible just at the triple points indicated in black, where µ1(N,M) and
µ2(N,M) of the two capacitively decoupled QDs are aligned.
For Cm > 0 [Fig. 1.10 (b)], the squares in the stability diagram evolve into hexagons and
form the so-called honey comb pattern. Further, due to the finite mutual capacitance
the triple points split into two as indicated by purple and orange circles. In case of the
orange circle, the QDs cycle through the sequence (N,M)→ (N+1,M)→ (N,M+1)→
(N,M), while for the purple circle the sequence is (N + 1,M + 1) → (N + 1,M) →
(N,M + 1) → (N + 1,M + 1). The two points lie on the line of zero detuning (ϵ = 0)
where µ1(N,M) and µ2(N,M) are aligned and the separation of the points goes to zero
for Cm = 0.
For a finite bias voltage, the shown triple points evolve into bias triangles, regions where
current flow is allowed, as illustrated in Fig. 1.10 (c). Each of the insets shows the
corresponding configuration of the electrochemical potentials of the DQD for the posi-
tions indicated by grey arrows. The base line of the bias triangles represents the GS
of the DQD for a given number of holes. If VSD is larger than the separation of the
electrochemical potentials of the GS (e.g. µ1(N,M)) and the first ES (e.g. µ′1(N,M)),
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Figure 1.10: Stability diagram of a DQD device for a zero (a) and an intermediate mutual capacitance
(b) at VSD = 0mV. The straight lines from (a) evolve into the honey comb pattern in (b) due to
Cm > 0. Likewise, the triple points split into two as marked by purple and orange circles. (c) Enlarged
area from of the honey comb structure showing bias triangles for VSD > 0mV. The insets illustrate the
corresponding configuration of the electrochemical potentials at the marked points.
the ES appears as well as an additional line inside the triangles. As for the single QD, a
magnetic-field-induced splitting of the energy states results in additional, parallel lines.
Second order processes such as cotunneling can also contribute to the current in the bias
triangles, but are not of importance here. For further reading, the author is referred to
Ref. [Hanson et al., 2007; van der Wiel et al., 2002].
1.3 Pauli spin blockade
So far, hole transport through a DQD was discussed without taking into account the
spin of the charges. Other than for a single QD, the singlet and triplet states in a DQD
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hybridize depending on the charge configuration [Hanson et al., 2007]. According to the
nomenclature used for example in Eq. 1.10, the indices 1 and 2 now refer to QD1 and
QD2, respectively. During the charge transfer in a DQD the spin is generally conserved.
Therefore, the system can reach a configuration where transport is blocked due to the
Pauli exclusion principle as illustrated in Fig. 1.11 (a) for the two-hole regime. In
the shown situation, the hole with spin down can only tunnel into the T(1,1) of QD2
since QD1 is already occupied with a spin down. From the T(1,1) the hole with spin
T(1,1)
S(1,1)
T(2,0)
S(2,0)
S(1,1)
S(2,0)
T(2,0)
T(1,1)
V
G1
(a) V
G2
(b)
Figure 1.11: (a) Illustration of PSB in a DQD. In the shown configuration a hole with spin down is
confined in the left QD (QD1). If a hole with spin down tunnels into the right dot (QD2), it occupies the
triplet T(1,1) state and transport is blocked due to spin selection rules. (b) Reversing the bias voltage
leads to a lifting of PSB.
down in QD2 cannot tunnel into the S(2,0) of QD1 and the DQD ends up in the so-
called Pauli spin blockade (PSB), unless a spin flip occurs. Spin flips caused by spin
relaxation can weaken the effect of PSB. Therefore, reasonable spin lifetimes larger than
the tunneling times are necessary. Due to its spin selectivity, PSB is widely used as a
read-out mechanism for spin qubits in DQDs.
Simply by reversing the source-drain bias voltage, like it is shown in Fig. 1.11 (b),
PSB can be lifted. Typically, the signature of PSB is a suppressed current of the bias
triangle base line for one of the two bias directions. The non-vanishing leakage current
can be assigned to spin flip events and higher order processes. In particular, at zero
magnetic field the leakage current can be increased due to the hyperfine-induced spin
relaxation [Ono and Tarucha, 2004] or spin flip cotunneling [Coish and Qassemi, 2011],
while for increased magnetic fields SO effects become relevant as lifting mechanisms
[Danon and Nazarov, 2009]. Nevertheless, the mentioned characteristics of the leakage
current depend strongly on the material system and will not be considered as a proof
for PSB in this thesis.
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1.4 Electric dipole spin resonance
For the full electrical control of a qubit, a present SO coupling is necessary as already
mentioned before. The coupling of the electric field to the spin of a charge is achieved by
electric dipole spin resonance (EDSR). EDSR bases on the same principles as electron
spin resonance (ESR), which is also similar to nuclear magnetic resonance.
In ESR, the spin of an unpaired charge in a system of discrete energy levels is rotated
via a small oscillating magnetic field Bosc(t) of frequency f = ω2π , in the presence of
a perpendicular oriented and constant magnetic field. The total magnetic field can be
described by the vector B = (Bosc, 0, Bz), where Bosc(t) = Bxcos(ωt). Due to the
applied magnetic field, the energy levels split into spin up and spin down. According to
the Hamiltonian for a magnetic dipole in a magnetic field from Eq. 1.8, this leads to
HESR =
1
2gµB(σxBosc + σzBz) =
1
2gµB
⎛⎜⎝ Bz Bxcos(ωt)
Bxcos(ωt) −Bz
⎞⎟⎠ . (1.16)
Using the time dependent Schro¨dinger equation
i~
d
dt
|Ψ(t)⟩ = H |Ψ(t)⟩ , (1.17)
the time evolution of an arbitrary spin state
Ψ(t) =
⎛⎜⎝a(t)
b(t)
⎞⎟⎠ (1.18)
can be described. Here, Ψ+ =
⎛⎜⎝1
0
⎞⎟⎠ and Ψ− =
⎛⎜⎝0
1
⎞⎟⎠ correspond to a spin of +1/2 and
-1/2, respectively.
Inserting Eqs. 1.16 and 1.18 into the Schro¨dinger equation results into two coupled
differential equations
ia˙ = 12ωca+ ωxcos(ωt)b (1.19)
ib˙ = −12ωcb+ ωxcos(ωt)a, (1.20)
with ωc = 1~gµBBz and ωx =
1
2~gµBBx. For solving the differential equations, the Ansatz
α(t) = a(t)eiωc2 t (1.21)
β(t) = b(t)e−iωc2 t (1.22)
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is used. With the help of Eqs. 1.19 and 1.20 the first derivatives of α(t) and β(t) can be
given as
iα˙ = ωxcos(ωt)βeiωct = 12ωxβe
i(ωc−ω)t (1.23)
iβ˙ = ωxcos(ωt)αe−iωct = 12ωxαe
−i(ωc−ω)t, (1.24)
where the term ei(ωc+ω) was neglected in the last step since for ω ≈ ωc (see later) just the
term ei(ωc−ω) leads to a significant contribution in an averaging measurement. Likewise,
by using both Eq. 1.23 and Eq. 1.24, the second derivative α¨ can be calculated which
gives a decoupled differential equation in α(t) of the form
α¨− i(ωx − ω)α˙ + ω
2
x
4 α = 0. (1.25)
This equation can be easily solved using the Ansatz
α(t) = α0eiλt (1.26)
which leads to
λ± =
ωc − ω
2 ±
1
2
√
(ωc − ω)2 + ω2x. (1.27)
Consequently, the solution for α(t) and β(t) and hence for a(t) and b(t) can be found
a(t) = e−iωc2 t
(
α+e
iλ+t + α−eiλ−t
)
(1.28)
b(t) = − 2
ωx
e−i(
ωc
2 −ω)t
(
λ+α+e
iλ+t + λ−α−eiλ−t
)
. (1.29)
Assuming that at t = 0 the spin is +1/2 and is pointing upwards according to Fig. 1.12
(a), the constants α+ and α− can be calculated. Finally, the probability |b(t)|2 to find
the system with a spin of -1/2 is obtained
|b(t)|2 = ω
2
x
ω2x + (ωc − ω)2
sin2
√
(ωc − ω)2 + ω2x
2 . (1.30)
The result in Eq. 1.30 describes an oscillation of b(t) with b(t) ≤ 1, which depends
on Bz, Bx and the frequency ω. Just if ω = ωc, |b(t)|2 reaches 1 as illustrated in Fig.
1.12 (b). In this particular case, the spin is continuously rotated from +1/2 to -1/2 and
vice versa causing so-called Rabi oscillations. Using the definition of ωc from above, the
corresponding resonance condition
hf = gµBBz (1.31)
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Figure 1.12: (a) Illustration of the Bloch sphere with the spin rotation indicated in blue. (b) Probability
|b(t)|2 of the system to have a spin of -1/2 in case that the driving frequency is in resonance ω = ωc
(blue) and out of resonance ω ̸= ωc (orange).
can be extracted.
In a PSB configuration, the ESR-induced spin rotations can lead to a lifting of the block-
ade resulting in an enhanced current through the DQD. The corresponding resonance
peak in current has a finite width due to the inhomogeneous broadening, which is related
to the spin dephasing time T ∗2 . For extracting T ∗2 , the decay of a single spin over time
has to be taken into account, which is described by the Gaussian free-induction decay
[Dobrovitski et al., 2008] of the form
P (t) ∝ e−
(t−t0)2
T∗22 . (1.32)
Applying a Fourier transform to Eq. 1.32 translates P (t) into P (ω), which is again of
Gaussian shape
P (ω) = e−
(ω−ω0)2T∗22
4 . (1.33)
At the full width at half maximum (FWHM) of the Gaussian, P (ω) is equal to 0.5, which
gives
ω± = ω0 ± 2
√
ln2
T ∗2
. (1.34)
Thus,
T ∗2 =
2
√
ln2
πw
, (1.35)
where w = 12π (ω+ − ω−) is the FWHM of the resonance peak.
Consequently, by using Eq. 1.35, a lower bound for the dephasing time T ∗2 can be
extracted from the FWHM of the resonance peak [Hanson et al., 2007].
The main disadvantage of the ESR technique is the need for oscillating magnetic fields.
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In general, such fields are difficult to achieve on a local level. A solution can be to use
additional strip-lines next to a qubit device, where an oscillating magnetic field is induced
by an applied microwave signal [Koppens et al., 2006]. EDSR on the other hand, bases
on an electrically induced shaking of the orbital wave function, which is much easier to
realize, also on a local level. For achieving this, SO coupling is required which gives an
additional term to the Hamiltonian
HSO = aRkyσx, (1.36)
assuming motion along one dimension y and with aR the Rashba parameter, which is
related to structural asymmetry. Further, the magnetic field Bosc is replaced by an
oscillating electric field E(t) = E0sin(ωt) and B = (0, 0, Bz). The modulation of the
electric field induces a shaking of the wave function, i.e. a motion of the confined charge,
which can be described by y(t) = y0sin(ωt) regarding the y direction. Correspondingly,
with the velocity y˙(t) = ωy0cos(ωt) and the definition of the momentum p = my˙ = ~ky
one obtains
ky(t) =
mωy0
~
cos(ωt), (1.37)
the wave vector along y. By using this relation and adding the SO term HSO to Eq. 1.8,
the Hamiltonian becomes
H = 12gµBσzBz + akyσx =
⎛⎜⎝ 12gµBBz 1~aRmωy0cos(ωt)
1
~aRmωy0cos(ωt) −12gµBBz
⎞⎟⎠ . (1.38)
Similar to before, the obtained matrix again has time dependent off-diagonal terms due
to the oscillating electric field, which thus allows the full electrical control of the qubit.
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2 Fabrication and processing
The permanent development and optimization of the fabrication process of the inves-
tigated devices played a crucial role during this thesis. This includes the growth and
the characterization of the samples, as well as the subsequent processing steps. An ap-
propriate cleanroom environment is essential for the fabrication since the dimensions of
the structures dealt with are in the low nanometer regime and thus highly sensitive to
contaminations such as dust particles. In the following, after introducing the material
system, the growth and the different stages of the fabrication process, as well as the
measurement setup are briefly described to grant the reader an overview of the used
instruments and the applied techniques.
2.1 Material system
Si and Ge are both group IV semiconductors and occur in the cubic diamond crystal
structure [see Fig. 2.1 (a)]. At room temperature they have a lattice constant of 5.431 A˚
and 5.658 A˚, respectively [Becker et al., 1982; Baker and Hart, 1974]. The corresponding
Brillouin zone, generally used for describing the electronic properties of the crystal, is
shown in Fig. 2.1 (b).
The band structure of bulk Si and Ge is shown in the left and the right panel of Fig.
2.2, respectively. For both Si and Ge, the valence band is three-fold degenerate at the
Γ-point, which makes transport of holes more complex than that of electrons. Due to
confinement, strain and SO interaction, it splits into the heavy hole (HH), the light hole
(LH) and the SO split-off band [see Fig. 2.3 (a)]. Taking into account the filling order of
holes, the hole states of a QD under compressive strain are getting filled starting from
the HH band as illustrated in Fig. 2.3(b).
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Figure 2.1: (a) Sketch of the cubic diamond lattice structure with the two-atomic base (000) and ( 14
1
4
1
4 ).
(b) Corresponding Brillouin zone with the points of high symmetry as denoted in the band structure in
Fig. 2.2. Images modified from [Ibach and Lu¨th, 2009].
Eg
Eg
Figure 2.2: Band structure diagram of Si (left) and Ge (right). The band gap energy Eg is indicated in
red for both cases. Images from [Madelung, 1991; Chelikowsky and Cohen, 1976].
For several applications in charge transport, the spin of the charges plays a crucial role.
Both, electrons and holes are fermions and have a spin of s = ±12 , which is the eigenvalue
of the spin operator S. Other than electrons, holes have a non-zero angular momentum
l = 1 due to the p orbitals of the hole wave function. Therefore, the total angular mo-
mentum J = L+S of holes can have eigenvalues j = ±32 (HH and LH band) and j = ±12
(SO split-off band). The difference between HHs and LHs lies in the projection of the
total angular momentum Jz, i.e. HHs have jz = ±32 and LHs jz = ±12 . The respective
hole state character can lead to substantial changes of the physical properties such as
the coherence time [Fischer et al., 2008] and will be addressed later in Sec. 4.3.
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Figure 2.3: (a) Energy diagram showing the splitting of the HH and the LH band along the in-plane
directions x and y of a QD. The SO split-off band lies higher in energy and is not shown. (b) Corre-
sponding picture of the energy states in a QD, where just the lowest states are of pure HH character
(indicated in pink). For higher energies, the LH mixing becomes stronger (blue color).
When introducing the magnetic moment in Sec. 1.1, for simplicity just spin-1/2 states
were considered. Nevertheless, it turns out that the subspace of HHs, which will be of
main interest in the later discussion, can be represented by a 2x2 matrix (see Supporting
Information of Ref. [Katsaros et al., 2011]). Thus, the jz = ±32 pseudo-spin state forms
a Kramer’s doublet, which is similar to a spin-1/2 state.
Based on the lattice mismatch between Si and Ge of about 4%, three dimensional islands
form during the epitaxial growth of Ge on Si substrates. This process is widely known as
the strain-driven Stranski-Krastanow (SK) growth mechanism [Mo et al., 1990]. In Figs.
2.4 (a) - (c) scanning tunneling microscopy (STM) images of resulting SiGe formations
are shown. The main characteristic of the SK growth is the formation of both a wetting
layer (WL) and three dimensional structures.
In this work the focus is solely on the so-called Ge hut wires (HWs), one type of nanostruc-
tures obtained via the SK growth [Zhang et al., 2012]. HWs grown on Si(001) substrates
have well-defined {105} facets and orientations along the [100] and the [010] direction.
While reaching lengths of up to two micrometers, their height remains constant at about
1.6 nm in case of zero miscut samples. In Fig. 2.5 a schematic of HWs on a substrate with
finite miscut is depicted. In case of a non-zero miscut (shown along the [100] direction)
the wires show a tapering effect, i.e. the apex line of the HW stays constant while its
base width is increasing. Since for the transport measurements a constant cross section
is desirable, just low-miscut substrates were used in this work.
The used HWs were usually capped with a thin Si layer of about 5 nm in the last growth
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Figure 2.4: STM images of a pyramid (a), a hut cluster (b), a pyramid and a dome island (c) grown on
Si(001) with the corresponding facets indicated. The images were taken from [Matei, 2010] and [Brehm,
2011].
Figure 2.5: Schematic of HWs on Si(001) with finite miscut. Other than for the [100] direction, the HW
along [010] shows no tapering effect since it is not affected by the sample miscut. Image from [Watzinger
et al., 2014].
step (see Sec. 2.2). Therefore, a confinement potential for holes is created inside the HW
due to the type-II band alignment present in Si-Ge-Si [Yakimov et al., 2006]. Figure 2.6
shows a schematic of the expected valence band configuration of a HW embedded in Si.
Compared to standard core/shell Ge/Si nanowires [Lauhon et al., 2002] with circular
cross sections and diameters of tens of nanometers, HWs have exceptional properties in
terms of confinement and shape. Due to the strong confinement and the strain present
in the structures, the heavy and light hole states are expected to show a significant split-
ting.
The purity of a nanostructure is a key requirement for charge transport. That is, disloca-
tions and impurities in nanowires can lower the charge mobility via back-scattering effects
or lead to the formation of unwanted QDs inside the structure [Schroer and Petta, 2010].
In this context, a cross sectional scanning transmission electron microscopy (STEM) im-
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Figure 2.6: Schematic representation of the valence band configuration for a HW embedded in Si. The
resulting confinement potential leads to an accumulation of holes in the wire.
age along and perpendicular to a HW is shown in Figs. 2.7 (a) and (b), respectively.
From both the crystalline and defect-free growth of the HWs can be verified. In the
STEM image taken along the HW also the WL is clearly visible with a typical thickness
of about three atomic layers, which equals to 4.4 A˚ of strained Ge on Si(001) [Watzinger,
2013], which is relatively large compared to the HW height of about 16 A˚. At this point
it should be explicitly stated that despite its finite thickness, no current through the WL
could be observed at low temperatures.
10nm
(a)
(b)
1nm
Figure 2.7: (a) Cross sectional STEM image along a HW. (b) STEM scan showing part of the cross
section perpendicular to a HW. Dashed lines indicate the shape of the wire, excluding the WL. The
images were provided by Andreas Fuhrer and Marta D. Rossell from IBM Research Zu¨rich.
One essential parameter in charge transport, which has not been taken into account
so far, is the temperature of the system. Compared to the energy level separations in
our QD system, which are in the order of 1meV, the thermal energy at room temper-
ature (300K) Eth ≈ 26meV is much larger. Also the electrochemical potentials of the
source/drain leads are affected by temperature, i.e. they experience a broadening ac-
cording to the Fermi-Dirac distribution that increases with increasing temperature. Low
temperatures are thus absolutely essential for observing the confined discrete energy
levels in our material system.
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2.2 Growth
For the growth of the Ge HWs, a molecular beam epitaxy (MBE) system with a nominal
chamber pressure of 10-10 to 10-11mbar was used. Both the very low pressure as well as
the high accuracy of the amount of evaporated material in the MBE system are essen-
tial for the HW growth. In the MBE system used, Si and Ge were deposited via water
cooled electron beam evaporators and with growth rates of up to 1 A˚/s. The substrate
temperature was monitored by a thermocouple and could be adjusted by a radiative
heating element. As substrates mainly four-inch intrinsic Si(001) wafers with low miscut
and different background dopings were used in this work. Prior to growth, the wafers
were chemically cleaned using the RCA method developed at the Radio Corporation of
America [Kern and Puotinen, 1970; Kern, 1990] followed by a dip in 1% hydrofluoric
acid (HF) to remove the native oxide. Inside the growth chamber another cleaning step,
a so-called degasing step, was performed for about 10 minutes at 720 ◦C [Brehm, 2011].
An overview on a variety of grown samples and their growth parameters is provided in
Table A.1.
In the following, a description of the basic growth steps for obtaining HWs of decent
length and density is given. This standard recipe was used in the Riber SIVA45 MBE
system of Prof. Scha¨ffler at JKU Linz who granted us access to his system. For different
MBE systems, some of the given parameters can vary slightly.
In the first step, a Si buffer layer of about 50 nm was grown while ramping the substrate
temperature from 450 ◦C to 625 ◦C to 580 ◦C. This was done in order to bury possible
contaminations and to obtain an as clean as possible surface since the HW growth is very
sensitive to impurities and defects. In the second step, 6.6 A˚ of Ge were deposited1 on
the Si buffer layer at a temperature of 580 ◦C. Subsequently, the samples were annealed
for a few hours at a reduced temperature of 570 ◦C. Finally, a Si capping layer with a
thickness of about 5 nm was deposited at 300 ◦C to prevent the Ge from oxidation when
being exposed to atmosphere. This last step was done only for samples which were sup-
posed to be further processed.
Instead of depositing pure Ge on the buffer layer, in some cases also a mixture Si1−xGex
1Due to slight deviations of the calibrated growth rates over time, the numbers given in Table A.1
can slightly deviate from this value.
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was used. However, such alloys with x = 0.9 did not show any differences in the transport
characteristics (e.g. contact quality, charging energies, etc.) compared to pure Ge HWs
and will not be further discussed in this thesis. Still, the addition of Si has a remarkable
impact on the HW growth as reported in [Watzinger et al., 2014] and can be useful, e.g.,
for reducing the defect density.
After the growth process, the obtained samples were characterized using a Digital Instru-
ments NanoScope IV atomic force microscope. A representative atomic force microscopy
(AFM) image of a HW sample after growth is shown in Fig. 2.8. With this non-invasive
method, the quality of the HWs in terms of length and density could be verified and the
growth process optimized, if necessary.
1μm3.6nm0
[100] [010]
Figure 2.8: AFM image of an uncapped HW sample with low miscut. As illustrated in Fig. 2.5, the
HWs along the [010] direction do not show any tapering effect compared to the ones along the [100]
orientation.
From a collaboration with the group of J. J. Zhang from the Chinese Academy of Sci-
ences in Beijing, we also received HW wafers grown in China, such as the sample S227,
which was as well used for this thesis. Except for the different MBE system used, the
crucial differences in growth compared to the standard recipe given above are a lower
amount of 6.5 A˚ Ge deposited, reduced growth and annealing temperatures TG = 545◦C
and TA = 535◦C and a Si cap thickness of 3 nm.
2.3 Fabrication
The major parts of the device fabrication process are performed by electron beam lithog-
raphy, metal deposition and atomic layer deposition. As an electron lithography system
a 20 kV Raith Eline and a 100 kV Raith EBPG5150 EBL were used. The metal depo-
sition was done with a Balzer/Pfeiffer PLS 570 and a Plassys MEB 550S system using
electron beam evaporators, while for the atomic layer deposition a CambridgeNanoTech
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Savannah and an Oxford FlexAL ALD was used.
In the first step of creating HW devices, alignment markers for later lithography pro-
cesses were written by electron beam lithography and a layer of 10/65 nm Cr/Au was
deposited. This was usually done on quadratic Si pieces with side lengths of one to three
centimeters, which were cut into 5 x 5mm chips afterwards. In the second step, the Si
pieces were imaged by scanning electron microscopy (SEM) in order to locate the HWs.
An example of such an SEM image is shown in Fig. 2.9 (a). With this information, lay-
outs for the electron beam lithography were created using directly the Eline software or
the software Klayout© [see Fig. 2.9 (b)]. In the following, the source and drain contacts
2 mm 2 mm
400 nm
V
SD
V
G1
V
G2
(a) (b) (c)
Figure 2.9: (a) SEM image of a HW sample with Cr/Au markers written. (b) Corresponding layout for
the electron beam lithography steps. Source and drain contacts are presented in red, the gates in green.
The nominal width of the lines for this device is 120 nm (c) Enlarged SEM image of a DQD device,
imaged directly after fabrication, with the typical bonding configuration drawn.
were written by electron beam lithography with the obtained layouts. After a dip in
buffered HF of about 10 s, the metal contacts were deposited. In general, the HF dip is
needed to remove the native Si oxide of the capping layer in order to allow good electrical
contact between the electrodes and the wire. As a last step, the top gates were written
and evaporated on a thin oxide film, which was then lifted together with the gate metal.
Figure 2.9 (c) shows a representative HW device with two top gates after fabrication.
For the oxide layer, 80 cycles of hafnium oxide were deposited by atomic layer deposition
using the precursor TDMAH (TEMAH) at a temperature of 130 ◦C (150 ◦C). Except for
sample 4279(13), where TEMAH was used as a precursor, TDMAH was the precursor
for all samples presented in this thesis. An overview of the samples is given in Table 2.1,
where the devices, which will be discussed later on, are assigned to the respective sam-
ples since the samples usually consist of several devices. Further, the main differences
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in fabrication, i.e. the information on the metals used for the source, drain and gate
electrodes, are listed. In general, the gate width of the multiple-gate devices was about
60 nm, except for device DQD-3, which had gate widths of about 120 nm as discussed
later in Sec. 4.3.
Sample Source/drain Gate Devices Comment
4139(1) 30 nm Pd 3/20 nm Ti/Pd SQD-1 g factors (1)
4139(2) 30 nm Pd 3/20 nm Ti/Pd SQD-2 g factors (2)
S227(14) 5/25 nm Pd/Al 3/25 nm Ti/Pt DQD-1 DC PSB
4279(13) 25 nm Pt 3/25 nm Ti/Pt DQD-2, DQD-3 EDSR
4277(11) 5/25 nm Pd/Al 3/25 nm Ti/Pd D-1 5 gates
4277(6) 5/25 nm Pd/Al 3/25 nm Ti/Pd D-2 + side gate
Table 2.1: List of samples discussed in this thesis with the corresponding type and amount of the
deposited source/drain and gate metal. The sample names refer to the corresponding wafers from Table
A.1 and to each sample the devices discussed in this thesis are assigned to.
For the electron beam lithography, different types of resist were used: PMMA 50K (AR-
P 639.04), PMMA 950K (AR-P 679.04), P(MMA(8.5) MAA) EL 13, CSAR 62 AR-P
6200.13 and CSAR 62 AR-P 6200.04, where the PMMA was mainly used for less sensi-
tive features such as alignment markers. The lift-off procedures were done using Acetone
heated to 55 ◦C.
After the fabrication process, the samples were mounted onto a printed circuit board
(PCB). For this purpose, silver paste with a high electrical conductivity was used. Fi-
nally, the devices were bonded to the PCB with a wedge bonding system.
2.4 Measurement setup
For the characterization of the HW devices, different types of cryogenic equipment were
used to reach temperatures≤ 4K. The fastest and simplest approach for reaching down to
relatively low temperatures is to dip a sample into liquid He, which has a boiling point of
about 4.2K. In general, shorter and basic characterizations, especially needed at the stage
of development, were performed that way. However, for more detailed measurements, an
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Oxford Heliox Helium 3 refrigerator, a Leiden CF-CS80 and a BlueFors LD-250 EO He-
3/He-4 dilution refrigerator were used (see Fig. 2.10) with base temperatures of about
250mK, 40mK and 10mK, respectively. These systems were also equipped with vector
magnets, which were needed in several experiments. All measurements presented in this
(a) (b)
Figure 2.10: (a) Setup of the BlueFors refrigerator used in the experiment. (b) Inner part of the Leiden
refrigerator where the shielding is removed and the different temperature stages can be seen.
thesis were performed using low-noise electronics. An current to voltage amplifier (IVVI
rack from TU Delft) with a gain of 109 was used for the current measurements. The
low-frequency lines of the dilution refrigerators are filtered at three stages. Pi filters
are used at room temperature, LC filters at the mixing chamber stage and a single
stage of RC filters on the PCB on which the sample was mounted. In Figs. 2.11 (a)
and (b) an example of such a PCB is shown. The boards were mainly developed by
Raimund Kirchschlager, Josip Kukucˇka and Thomas Adletzberger. For some parts of
(a) (b)
Figure 2.11: (a) Top view of a PCB suited for DC and RF measurements. The Si chip is mounted in
the center of the board. (b) PCB connected to the cold finger of the probe, which is loaded into the
dilution refrigerator.
the measurements, also high-frequency signals were applied through 20GHz bandwidth
coaxial lines. These lines were attenuated by 44 dB from attenuators distributed at the
different stages of the dilution refrigerator to provide an optimal thermalization. On the
PCB a bias tee was mounted for mixing direct current (DC) and radio frequency (RF)
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signals. The RF signal was generated with an R&S SMW200A vector signal generator.
More information about the PCBs will be provided in a future thesis of the group.
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3 g-factors in Ge hut wires
In this chapter, experimental and theoretical findings on g-factors in Ge HWs are pre-
sented. Generally, the so-called g-factor is a dimensionless proportionality constant,
which relates the magnetic dipole moment with the angular momentum (see Eq. 1.6).
The qualitative comparison of the experimental findings to theory given here unveils
the character of the confined hole states dealt with. Since Ge HWs are a quite new
and unexplored type of nanostructure, with this work a first characterization of HWs in
terms of g-factors was provided in literature. The corresponding data was published in
Nanoletters in 2016 [Watzinger et al., 2016].
3.1 Experimental results
In order to investigate g-factors in Ge HWs, single QD devices were fabricated. For
this purpose, rather simple three terminal devices consisting of a source, drain and top-
source
drain
oxide
gate
Figure 3.1: Schematic presentation of a three terminal device from a HW, contacted by source and drain
electrodes and covered with an oxide layer and a top gate. The insets represent different cut views of
the device from the front and diagonal top.
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gate electrode were fabricated (see schematic in Fig. 3.1). The top gate usually covers
the HW and also parts of the source and drain leads in order to keep the fabrication
more simple. Generally, the overlap of the source and drain contacts with the HW was
larger than 50 nm, depending on the length of the respective HW. Nevertheless, a clear
correlation between the overlap length and the contact quality (and as a consequence the
resulting tunnel coupling) could not be found. An example of a HW contacted by source
and drain contacts is shown in Fig. 3.2. Already for such a device without a top-gate
200nm
Figure 3.2: SEM image showing a HW contacted with Pd source and drain contacts.
electrode, a current flow through the HW can be observed at finite source-drain bias
voltages. Figures 3.3 (a) and (b) show examples of the current versus the bias voltage
dependence of such devices. In these two cases, a current through the HW of about
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Figure 3.3: Current through different HW devices versus the bias voltage representing a configuration
without (a) and with (b) Coloumb blockade at a temperature of about 250mK.
±20 nA is observed at bias voltages of ±5mV. Further, in Fig. 3.3 (b) a clear Coulomb
blockade situation is visible around zero bias indicating that a QD is formed in the HW
between the source and drain contacts. The confinement inside the HW bases on the
Schottky barriers, which are induced at the semiconductor-metal interface between the
HW and the source and the drain electrodes [Sze and Ng, 2006]. Since there is no gate
voltage to be tuned, the shown traces of the current represent the QD at a random
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position of the ladder of electrochemical potentials, which usually varies for each device.
In the following, the devices SQD-1 and SQD-2 will be discussed, which have source-
drain electrode separations of 95 nm and 70 nm, respectively. For distances of up to
150 nm, single QDs could be realized. In case of larger separations, it is more likely that
the HW channel is split into multiple dots. However, no systematic study was done for
distances above 150 nm. A stability diagram of device SQD-1 is depicted in Fig. 3.4.
The typical diamond-shaped pattern confirms the formation of a single QD inside the
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Figure 3.4: Stability diagram showing the differential conductance in dependence of VSD and VG at a
temperature of about 250mK. The number of confined holes is denoted in white and the crossings I to
IV are marked by black arrows.
HW. For the shown measurement, a Stanford Research Systems RS830 DSP Lock-In
amplifier was used in order to increase the contrast of the characteristic features. The
finite width of the lines, i.e. of the conductance peaks, is mainly induced by thermal
and lifetime broadening [Foxman et al., 1993; Kouwenhoven et al., 1997]. High resolution
measurements therefore require temperatures as low as possible. In the stability diagram,
the GS as well as several ESs are clearly visible and exhibit energy level separations of
up to 1meV. For the investigated gate range, the charging energies lie between 5 and
10meV. The number of confined holes decreases with a more positive gate voltage and
is indicated by the numbers in the consecutive diamonds. Since the current signal was
getting too small to be measured at more positive gate voltages, just a rough estimate
for the number of confined holes of 10 to 20 can be given for the shown crossings.
In the next step, the magnetic field dependence of the hole states was investigated for
the three directions x, y (in-plane) and z (out-of-plane) (see Fig. 3.5 (m)). Figures 3.5
(a-l) show representative measurements for directions x and z of crossing IV and III and
for direction y of crossing II and I according to the nomenclature in Fig. 3.4. Black
and white arrows indicate the magnetic-field-induced splitting of the GS and the ES,
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respectively. For the out-of-plane direction Bz, a clear splitting of the GS and ES is
observable, while for both in-plane magnetic field directions Bx and By just a very small
or no splitting is visible. From the observed Zeeman splitting of the GS the g-factor can
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Figure 3.5: Measurements of crossing IV (a-d) and crossing III (e-h) with B = 0T, Bz = 1T, Bz =
2T and Bx = 3T, as denoted in each panel. Likewise, crossing II (I) is shown for B = 0T and By =
9T in (i) and (j) [(k) and (l)], respectively. The Zeeman splitting of the GS (ES) is indicated by black
(white) arrows. (m) Illustration of the nomenclature for the magnetic field vector used in this thesis. (n)
Zeeman energies EZ obtained for the GS splitting of crossing IV plotted versus Bz. The error bars are
due to uncertainties in reading EZ from the measurement. For determining the corresponding g-factor,
a linear fit (red line) is applied.
be calculated (see Eq. 1.9). In Fig. 3.5 (n) Zeeman energies obtained from crossing IV
are plotted versus the magnetic field Bz showing the expected linear dependence. The
corresponding g-factors and their error values were determined from a linear fit and are
listed in Table 3.1 for crossings I to IV and the three magnetic field orientations. While
for the z direction the largest g-factor g⊥ = 4.40 ± 0.41 was observed in crossing I, the
splitting along x was too small to be resolved at 250mK. Similarly, just an out-of-plane
g-factor of g⊥ = 2.61 ± 0.56 could be extracted for the triplet-like splitting of crossing
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III (IV), indicated by the white arrows in Fig. 3.5 (f) and (g) [(b) and (c)].
Confined holes
(number of
crossing)
g(Bx) g(By) g(Bz) z/x z/y
2N+1 (I) - 0.37 ± 0.12 4.40 ± 0.41 - 11.9
2N+3 (II) <0.22 <0.20 3.55 ± 0.35 16.1 17.8
2N+3 (III) <0.66 <0.20 3.67 ± 0.30 5.6 18.4
2N+5 (IV) <0.40 <0.18 3.07 ± 0.31 7.7 17.1
Table 3.1: Overview on the obtained g-factors from device SQD-1. For each crossing, the g-factor values
are listed for Bx, By and Bz, as well as the resulting g-factor anisotropies z/x and z/y.
Apparently, the g-factors show a strong anisotropy z/x and z/y between the out-of-plane
and the in-plane magnetic field directions ranging from 5 to about 20. In addition to
that, a decrease of the out-of-plane g-factor can be observed for an increasing number of
holes.
Similar measurements were performed for the second device SQD-2. A stability diagram
showing Coloumb diamonds is presented in Fig. 3.6. The magnetic field dependence of
1170 1270
-8
8
-5.5 11.5I  (nA)SD
V
 (
m
V
)
S
D
V  (mV)
G
iii
2N 2N-12N+1
Figure 3.6: Stability diagram of device SQD-2 in DC presentation at a temperature of about 250mK.
The number of holes confined in the QD is shown inside the respective diamonds. Black arrows indicate
crossings i and ii.
crossing i and ii is presented in Fig. 3.7 (a-d) and (e-h) with a corresponding number of
holes of 2N-1 and 2N+1, respectively. Due to reasons of visibility, parts of the measure-
ments are shown in DC instead of differential conductance.
A comparison of the measurements for an in-plane and an out-of-plane magnetic field
again shows a clear difference in the Zeeman splittings. Also, for a slightly increased
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Figure 3.7: Magnetic field dependence of crossing ii shown in (a), (b), (c) and (d) for B = 0T, Bx =
3T, By = 9T and Bz = 3T, respectively. Likewise, crossing i is shown for the same magnetic fields in
(e-h). The Zeeman splitting of the GS (ES) is indicated by black (white) arrows.
number of 2N+5 holes (not shown in the stability diagram), the Zeeman splitting could
be observed in inelastic cotunneling measurements. The corresponding measurements
are presented in Fig. 3.8 (a-c) for the three different magnetic field orientations. From
the cone-shaped differential conductance the Zeeman energy can be extracted. The
obtained g-factor values for all three numbers of holes are listed in Table 3.2.
Confined of holes g(Bx) g(By) g(Bz) z/x z/y
2N-1 0.43 ± 0.12 0.44 ± 0.05 4.30 ± 0.08 10.0 9.8
2N+1 0.45 ± 0.09 0.58 ± 0.11 3.73 ± 0.19 8.3 6.4
2N+5 1.29 ± 0.08 1.06 ± 0.03 3.01 ± 0.13 2.3 2.8
Table 3.2: Overview on the obtained g-factors from device SQD-2 for Bx, By and Bz, as well as on the
resulting g-factor anisotropies z/x and z/y for each number of confined holes.
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Figure 3.8: Inelastic cotunneling measurements showing the characteristic step in differential conduc-
tance in dependence of Bx (a), By (b) and Bz (c). All three color scales show the differential conductance
in units of 2e2/h ·10−4. The corresponding Zeeman splitting 2EZ is indicated in white.
As for device SQD-1, a relatively strong anisotropy of the g-factors between in-plane
and out-of-plane magnetic fields can be observed for 2N-1 confined holes. However,
from 2N+1 to 2N+5 holes the in-plane g-factors are clearly increasing resulting in a
substantially decreased anisotropy. Since for both in-plane directions x and y the g-
factors are very similar, they will be referred to as g|| in the following.
3.2 Theoretical model
In this section, a theoretical model is introduced for a better understanding of the mea-
sured g-factors and their anisotropies. The theory was fully provided by Christoph
Kloeffel and Daniel Loss from the University of Basel. Due to its importance for a
qualitative statement on the experimental findings from before, its basic concept will
be described here. For simplicity, the HW in this model is described as a slab of width
Ly = 20 nm, height Lz ≤ 3 nm and infinite length (see Fig. 3.9). This geometry is
B
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L
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y
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z
y
Figure 3.9: Illustration of the HW approximation used in the theoretical model in presence of an out-
of-plane magnetic field Bz. The slab is centered around the origin of the coordinate system and has a
rectangular cross section which is defined by the constraints along y and z.
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approximated by a hard-wall potential V (y, z) = 0 if both |y| < Ly2 and |z| < Lz2 and
V (y, z) = ∞ otherwise. Considering the HH and the LH bands of Ge and taking into
account tensile and compressive strain, the Hamiltonian of the system is of the form
H = ~
2
2m
[(
γ1 +
5γ2
2
)
k2 − 2γ2
∑
ν
k2νJ
2
ν − 4γ3 ({kx, ky}{Jx, Jy} + c.p.)
]
+2µBB · (κJ + qJ ) + b
∑
ν
ϵννJ
2
ν + V (y, z), (3.1)
comprising the Luttinger-Kohn Hamiltonian [Luttinger, 1956], the Bir-Pikus Hamilto-
nian1 [Bir and Pikus, 1974], and the confinement in the transverse directions V (y, z).
The corresponding band structure parameters of bulk Ge are γ1 = 13.35, γ2 = 4.25,
γ3 = 5.69, κ = 3.41 and q = 0.07 [Lawaetz, 1971; Winkler, 2003]. b = -2.5 eV is the
deformation potential [Bir and Pikus, 1974] and ϵνν are the strain tensor elements, where
ν stands for the summation over the three directions x, y and z. Jν are dimensionless
spin-3/2 operators, m is the bare electron mass, {A,B} = 12(AB + BA) and “c.p.” are
cyclic permutations. Further, the vectors B, J and J are of the form B = (Bx, By, Bz),
J = (Jx, Jy, Jz) and J = (J3x , J3y , J3z ). kν are the components of the kinetic electron
momentum ~k = −i~∇ + eA, where e is the elementary positive charge, ∇ the Nabla
operator and B = ∇ × A. The corresponding gauge used for the vector potential is
A = (Byz −Bzy,−12Bxz, 12Bxy).
By performing finite element simulations with the software COMSOL© the strain values
along the out-of-plane and the in-plane direction were obtained and are shown in Fig.
3.10 (a) and (b), respectively. The system is uniformly, compressively strained in the
growth plane with ϵxx = −0.033 = ϵyy and experiences tensile strain along z leading to
ϵzz = 0.020.
A suitable set of basis states for the introduced Hamiltonian is given by [Csontos et al.,
2009]
|jz, nz, ny, k˜x⟩ = |jz⟩ ⊗ |ϕnz,ny,k˜x⟩ (3.2)
with the orbital part
ϕnz,ny,k˜x(x, y, z) =
2√
LzLy
sin
[
nzπ
(
z
Lz
+ 12
)]
sin
[
nyπ
(
y
Ly
+ 12
)]
eik˜xx, (3.3)
1In the Bir-Pikus part one term was omitted, which would just lead to a global energy shift [Watzinger
et al., 2016].
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Figure 3.10: Finite element simulations of the strain in a capped HW for the out-of-plane (a) and the
in-plane orientation (b). Positive (negative) values of ϵ represent tensile (compressive) strain.
where ϕnz,ny,k˜x is non-zero just if |y| < Ly2 and |z| < Lz2 . The spin states |jz⟩ are
eigenstates of Jz and follow Jz |jz⟩ = jz |jz⟩, where jz ∈ {3/2, 1/2,−1/2,−3/2} (see
introductory chapter). nz ≥ 1 and ny ≥ 1 are integer quantum numbers for the transverse
sub bands and k˜x is a wave number.
For the numerical simulations, just the most important couplings were taken into account
with nz ≤ 3 and ny ≤ 3. By using the given parameters, the resulting eigenstates of
lowest energy turned out to be almost purely HH-like. The spin expectation values
⟨Jz⟩ are above 1.49 and below -1.49, respectively, for an out-of-plane magnetic field and
⟨Jν⟩ ≃ 0 for all ν ∈ {x, y, z} for an in-plane magnetic field.
The almost pure HH character of the low energy states can be explained by the large
shift between HHs and LHs induced by the strain and the strong confinement present in
the system. In particular, it turned out that compared to the HH states, the LH states
are shifted up in energy by more than 250meV due to strain and by at least 710meV
due to confinement. Altogether, this leads to a LH admixture to the low energy states
of less than 1%.
The enormous energy offset of the LH states suggests a further simplification of the
Hamiltonian by ignoring the LH states. For this simplified picture, one expects small
in-plane g-factors g∥ ≃ 3q ≃ 0.2 and large out-of-plane g-factors g⊥ ≃ 6κ+27q/2 ≃ 21.4
[Van Kesteren et al., 1990]. Surprisingly, when looking at the Zeeman-split states of
lowest energy it turned out that g⊥ is affected by the couplings
C± = ⟨±3/2, 1, 1, 0|H |±1/2, 2, 2, 0⟩ , (3.4)
of the LH to the HH states for an out-of-plane magnetic field since |C+| ≠ |C−| (see
illustration in Fig. 3.11). Via second-order perturbation theory the correction term
gC =
|C−|2 − |C+|2
µBBz∆
= − 2
17γ23
81π4(3γ1 + 10γ2)
(3.5)
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Figure 3.11: Effective four-level system used for deriving the discussed correction term gC [Eq. (3.5)]
for the out-of-plane g-factor g⊥ ≃ 6κ + 27q/2 + gC. The LH states |±1/2, 2, 2, 0⟩ and the HH states
|±3/2, 1, 1, 0⟩ are separated by an energy of order ∆. In the presence of Bz, the couplings between these
states have the form C± = C0 ± λBz. That is, zero-field couplings of equal strength (C0, gray dotted
arrows) are enhanced and reduced, respectively (±λBz with a proportionality factor λ, green dotted
arrows), which results in |C−| < |C+| for Bz > 0.
to the pure HH approximation was obtained, thus leading to a reduction of the calculated
g-factor g⊥ ≃ 15.
3.3 Discussion
As shown before, the highest out-of-plane g-factors for HWs were obtained for the low-
est numbers of holes confined. Already for slightly higher numbers of holes, however, a
shrinking of the g-factor anisotropy could be observed (see Table 3.2). Considering a 2D
system, i.e. a quantum well for holes in SiGe, such a trend is expected for an increasing
LH character of the hole states since the corresponding g-factors of HHs and LHs show
opposite anisotropies (see Fig. 3.12). That is, for purely HH-like states, larger out-of-
plane g-factors are expected than for the in-plane direction and vice versa for states of
pure LH character. Towards higher energies, achieved by continuously adding holes to
the quantum well, the hole states become more and more LH-like (compare to Fig. 2.3
from the introduction). In fact, the theoretical model introduced in the previous section
exactly predicts HH-like states as lowest energy states and a large g-factor anisotropy for
HWs. This is not surprising since, in a rough approximation when Lz ≪ Ly, the model
used for the calculations is equivalent to a 2D system.
The in-plane g-factors from the measurements for the lower number of holes are in very
good agreement with the theoretical findings and g∥ ≪ g⊥ could be observed. However,
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Figure 3.12: Illustration of the HH and the LH state splitting for an out-of-plane and an in-plane
magnetic field in a 2D system [Haendel et al., 2006].
the obtained out-of-plane g-factors are still significantly smaller than 15 as expected
from theory. An explanation for this deviation could come from a leaking of the hole
wave function into the surrounding Si, as well as from slightly different band structure
parameters for HWs than the ones used for bulk Ge. Moreover, a more accurate model-
ing of the confinement, i.e. the HW cross section, and the strain distribution could lead
to additional corrections to the simple model. Finally, due to the limitation of too low
currents in the experiment, the g-factors of the last holes confined in the QDs were not
any more accessible. Since the influence of the intermixing with LHs was already clearly
observable in the relatively small investigated range, larger out-of-plane g-factors could
be still possible towards less confined holes.
In conclusion, the measurement results presented in this chapter showed a distinct
anisotropy between the out-of-plane and the in-plane g-factors. This is quite differ-
ent to SiGe dome islands, which have anisotropies just around 3 and lower out-of-plane
g-factors of about 2.5 [Katsaros et al., 2010]. In addition, for even larger superdome
islands [Kamins et al., 1999], the g-factors turned out to be about 2 along all directions.
The origin of this observation are the quite pronounced differences in the aspect ratio
and the built-in strain of the nanostructures, again pointing out the potential of HWs
for realizing long lived qubits (see discussion in Ch. 5).
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4 Hole spin resonance in Ge double quantum dots
Up to date, the realization of serial DQDs in Ge HWs has not been reported in litera-
ture despite the appealing characteristics of this material system. In the following, an
approach for creating DQDs in HWs is discussed and a characterization of the obtained
devices is provided. Besides, measurements showing PSB are presented, which allowed
the demonstration of EDSR-induced spin rotations and thus the extraction of a lower
bound for the spin dephasing time. The main part of the results shown in this chapter
was published on arxiv [Watzinger et al., 2018].
4.1 Double quantum dots from Ge hut wires
4.1.1 Five-gate devices
In the very first attempts of realizing a DQD in a Ge HW, a typical five-gate configuration
was used [Fasth et al., 2005]. Figure 4.1 (a) shows a schematic of such a configuration
applied to a HW. The left, the middle and the right gate G1, G3 and G5 are supposed
(b)(a)
source
G4
drain
hut wire 400 nm
G1
G3
G5
G2
Figure 4.1: (a) Schematic of a HW contacted by source and drain and covered by five top-gate electrodes
G1 to G5. (b) SEM image of the five-gate device D-1 taken after the measurement.
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to define two QDs and allow tunable tunnel barriers. In particular, this should give
tunability of RS, CS, RD, CD, Rm and Cm according to Fig. 1.8. The two remaining
gates G2 and G4 are then used for tuning QD1 and QD2, respectively. In Fig. 4.1
(b) an SEM image of the device with five top-gate electrodes, which is discussed in the
following, is shown.
Due to the relatively poor coupling of G2 to the HW and the instabilities induced when
sweeping VG2 in this device, the measurements of a similar configuration are presented.
That is, instead of defining two QDs between G1 and G3 and G3 and G5, respectively,
one dot should be formed between G2 and G4 and the other between G4 and the drain
electrode as illustrated in Fig. 4.2 (a). Like this, a pair of QDs should be formed below
the two gates G3 and G5. The corresponding stability diagram for a bias voltage of
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Figure 4.2: (a) Illustration of the five-gate device where just gates G3 and G5 are being swept. The
corresponding stability diagram is shown in (b) for a bias voltage VSD = 1.5mV and VG1 = VG2 = VG3
= -300mV. (c) Like (a), but sweeping gates G3 and G4. (d) Stability diagram obtained by sweeping
VG3 versus VG4 at VSD = 1mV and VG1 = -100mV, VG2 = 0mV and VG3 = 150mV.
1.5mV is presented in Fig. 4.2 (b). Bias triangles are nicely visible and show a strongly
varying current, caused by variable tunnel coupling rates. Nevertheless, for decreased
bias voltages VSD = 1mV, part of the bias triangles disappeared, which should not be
the case for a DQD.
Following the five-gate approach, it should be further possible to create one spatially less
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confined single QD below two neighboring gates. An illustration of such a configuration
using the gates G3 and G4 is shown in Fig. 4.2 (c). Interestingly, the corresponding
stability diagram obtained by sweeping VG3 versus VG4 in Fig: 4.2 (d) again shows a
honey comb pattern with bias triangles. Also varying the voltages of the other gates
G1, G2 and G5 did not lead to a qualitative change in the stability diagram, unless the
current got pinched off at high enough voltage values.
In order to clarify these observations, several more devices with two, three and five
top-gate electrodes were tested. As a result, it turned out that no single QD could be
created in any device with more than one top gate. Instead, DQDs could be realized
simply with two-gate devices, which are subject of the next section. The reason for that
is the formation of the QDs below the top-gate electrodes, presumably due to strain
[Park et al., 2016]. In this context, further devices, where part of the gates did not cover
the HW, were tested in order to confirm this conclusion. A schematic of a HW device
with two opposite lying side-gate electrodes is shown in Fig. 4.3 (a). As expected for this
geometry, no DQD could be formed in the HW in the experiment. Instead, a single QD
was obtained which could be tuned by both G1 and G2. A second type of device is shown
S SD D
G1
G2 G2
G1 G3
(a) (b)
Figure 4.3: (a) Sketch of a HW device with two opposite lying side gates G1 and G2. Similarly, (b)
shows a device with two top gates G1 and G3 and a side gate G2.
in Fig. 4.3 (b), where the HW is covered by two top-gate electrodes G1 and G3. With
these two gates a DQD is formed inside the wire, while the additional side gate G2 should
allow a tunable interdot coupling. The stability diagrams of such a device are presented
in Figs. 4.4 (a-c). They were obtained by sweeping VG3 versus VG1 and keeping VG2 at
constant values of 100mV, -200mV and -600mV, respectively. Obviously, the side gate
did not induce any striking change in the spacing between the triple points and hence in
the interdot coupling for the shown range (compare to Fig. 1.10 from the introductory
46
70 120V  (mV)
G1
V
 (
m
V
)
G
3
280
180
 -20
 150
 I (pA)
(a)
V = 100 mV
G2 
V = -200 mV
G2 
V = -600 mV
G2 
70 120V  (mV)
G1
70 120V  (mV)
G1
(b) (c)
Figure 4.4: Stability diagrams of the three-gate device D-2 as illustrated in Fig. 4.3 (b), where VG3 is
plotted versus VG1 for VG2 = 100mV (a), VG2 = -200mV (b) and VG2 = -600mV (c).
chapter). Even for voltages of VG2 = 3V, the current through the DQD could not be
pinched off. Also for more negative values VG2 = -1.2V, no qualitative change in the
stability diagram was obtained. Merely a slight increase in current could be observed for
more negative voltages applied to G2, which can be as well seen in Figs. 4.4 (a-c). The
almost non-present tunability of the interdot coupling can be explained by the reduced
“contact” area between the gate and the HW, which is generally larger for top gates that
fully cover the wire. Further, the increased spacing between the HW and the side gate
of about 20 nm weakens the effect of G2. In fact, the coupling strength of the side gate
to the HW is directly correlated to the spacing between the gate and the wire, i.e. is
inversely proportional to the distance in a parallel plate capacitor approximation. Thus,
a possibility to increase the coupling could be to use opposite lying side gates as in Fig.
4.3 (a). Nevertheless, for optimizing side gates of the HW devices, a further systematic
study needs to be done. Also, testing devices with an increased thickness of the oxide
layer might lift the top-gate-induced confinement inside the HW, which could be useful
for both defining a DQD and tuning its tunnel couplings.
4.1.2 Two-gate devices
For the final implementation of a spin-1/2 qubit in a DQD, devices with two top gates
proved to be sufficient. The major drawback of the two-gate configuration is a limited
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tunability of the tunnel couplings. Nevertheless, the devices presented here show the
required intermediate interdot coupling, which is simply determined by the distance
between the two gates and usually ranged from 50 to 70 nm. In fact, the reduced number
of electrodes needed for operating the qubit might turn out to be an essential advantage
for future scale-up approaches.
A schematic of a typical two-gate device is shown in Fig. 4.5 (a), where gates G1 and
G2 are used for defining and tuning the two QDs 1 and 2, respectively. Likewise, Fig.
(a)
hut wire
drain
source
G2
G1
(b)
200 nm
Figure 4.5: (a) Schematic of a two-gate device with top gates G1 and G2. Accordingly, (b) shows an
SEM image of such a fabricated device.
4.5 (b) shows an SEM image of a representative DQD device. The separation between
the two gate electrodes is about 50 nm. A DQD stability diagram from a two-gate device
is presented in Fig. 4.6 (a) for a bias voltage of 2mV. From the horizontal and vertical
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Figure 4.6: (a) Stability diagram of the two-gate device DQD-2 with VSD = 2mV. (b) Pair of bias
triangles of a second device DQD-1 with VSD = -2mV.
spacings of the honey comb pattern the capacitances CG1 and CG2 can be extracted
[van der Wiel et al., 2002], which are both in the order of 10−17 F. Due to the increased
bias voltage and a low mutual capacitance of about 10−18 F, the bias triangles of each pair
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are strongly overlapping. A representative zoom-in to a pair of bias triangles is shown in
Fig. 4.6 (b). The black dashed line indicates the edge of the lower triangle. The GS and
several ESs are nicely visible within the two triangles and energy level separations of up
to about 1meV are observed. Correspondingly, a relative lever arm ∆VG1/∆VG2 = 0.7
and alpha factors α1 = 0.62 and α2 = 0.43 can be extracted [Hanson et al., 2007;
van der Wiel et al., 2002]. Since the alpha factor represents the coupling strength of
the gate to the QD, it strongly depends on the spacing between the gates and the HW.
Therefore, the thin oxide layer used, leads to relatively large values for α1 and α2. In
case of device DQD-3, where the gate widths are increased (see Sec. 2.3) but the device
geometry is basically the same, one obtains α1 = 0.65 and α2 = 0.62 and a relative lever
arm ∆VG1/∆VG2 = 0.94.
As also mentioned above for the five-gate device, the current of the bias triangles shown
in Fig. 4.6 (a) exhibits relatively strong variations. These, however, are not correlated
with the gate voltages within such small ranges shown. Instead, an overall increase in the
current can be observed over a larger voltage range. Correspondingly, Figs. 4.7 (a) and
(b) show high bias stability diagrams of device DQD-3 with a clear increase in current
towards more negative gate voltages. From these measurements the turn-off voltages
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Figure 4.7: Stability diagrams of device DQD-3 showing the turn-off behavior along VG1 (a) and VG2
(b) for VSD = 5mV. The black dashed rectangle indicates the position of the bias triangles from Fig.
4.14.
VG1, off ≈ 200mV and VG2, off ≈ 270mV can be estimated. Similar measurements were
performed as well for bias voltages of ±20mV, but did not reveal any further triangles
beyond VG1, off and VG2, off.
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4.2 Pauli spin blockade in Ge hut wires
The typical signature of PSB is a suppressed current at the base line of the bias triangles
for one bias direction (see Sec. 1.3). In the left and right panel of Fig. 4.8 (a) a pair
of bias triangles is presented for a bias voltage of -2mV and +2mV, respectively. In
the case of the negative bias voltage, the lower part of the triangles is hardly visible,
while for VSD = +2mV the full triangles appear with more or less the same intensity for
all states. Since the tunnel coupling and therefore the current can as well change when
reversing the bias voltage, the current value of the GS relative to the ESs needs to be
taken into account. In Fig. 4.8 (b) line traces of the two bias directions are plotted along
detuning as indicated by white dashed lines in Fig. 4.8 (a). Other than for the ES, the
current of the GS at zero detuning (black arrow) is strongly suppressed for VSD = -2mV
compared to VSD = +2mV, which thus gives an indication of PSB.
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Figure 4.8: (a) Set of bias triangles for VSD = -2mV (left) and VSD = +2mV (right) from device DQD-1.
(b) Current along the detuning direction indicated by white dashed lines in (a) including the GS (ϵ =
0) and the first ESs.
As mentioned in the introductory chapter, the leakage current in the spin-blocked con-
figuration is expected to change with magnetic field. The two measurements in Fig. 4.9
represent the same bias triangles as in Fig. 4.8 (a) in presence of an out-of-plane mag-
netic field Bz of 3T according to the nomenclature introduced in Fig. 3.5 (m). Indeed,
a relatively pronounced increase in the leakage current in the left measurement can be
observed compared to Bz = 0T before. A more clear statement on the magnetic field
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Figure 4.9: Same bias triangles as in Fig. 4.8 (a) for VSD = -2mV (left) and VSD = +2mV (right) at
Bz = 3T.
dependence of the leakage current can be made from Fig. 4.10 (a), which shows the
current along detuning versus Bz for VSD = -2mV. The zero detuning line is highlighted
by a white dashed line and the corresponding current along this line is plotted in Fig.
4.10 (b). The significant increase of the leakage current to ≈ -18 pA at Bz = ± 3T could
be an indication of the presence of a SO-induced lifting mechanism of PSB. According
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Figure 4.10: (a) Magnetic field dependence of the current along detuning as indicated by the white
dashed line in the left panel of Fig. 4.8 (a) for positive and negative Bz. The white dashed line indicates
the GS. The corresponding current is plotted in (b) with a fit to theory in red.
to the theory of J. Danon and Y. V. Nazarov, the SO dependent leakage current can be
written as [Danon and Nazarov, 2009]
I = Imax
(
1− 89
B2C
B2 +B2C
)
. (4.1)
By choosing Imax = -19 pA for the fit, BC = 2.96 was obtained. The resulting fit to the
leakage current in Fig. 4.10 (b) shows a quite distinct deviation. On the one hand, this
could be explained by the restriction of the theoretical model to small magnetic fields,
which is not the case in the experiment. On the other hand, a significant contribution
to the observed current dependence can come from changes in the tunnel couplings,
which can be also affected by magnetic fields. This might lead to similar magnetic
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field dependencies of the current, also in absence of PSB. For comparison, the same
magnetic field dependence was repeated for a reversed bias voltage VSD = 2mV and
Bz ranging from 0T to 3T and is shown in Fig. 4.11. Along the zero detuning line,
which is marked by the black arrow, again a clear increase in the current is observable
for Bz ≥ 2T. Since in this configuration no PSB is expected, i.e. PSB is not feasible
for both bias direction, the increasing current must be induced by different mechanisms
such as magnetic field dependent tunnel couplings. All in all, the sheer agreement of the
 40
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0 3B  (T)
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Figure 4.11: Current along detuning versus Bz at a bias voltage of 2mV accross the full triangles shown
in the right panel of Fig. 4.8 (a).
magnetic field dependence of the leakage current with theory should be taken cautiously,
though widely used as a verification of PSB. In the following section EDSR based spin
rotations will be discussed, which give clear evidence for PSB.
4.3 Electric dipole spin resonance in Ge hut wires
For performing the EDSR experiment, the sample 4279(13) was loaded into the Leiden
dilution refrigerator, which was equipped with high frequency coaxial lines. The sample
was mounted in a way such that, according to the nomenclature in Fig. 3.5 (m), the
magnetic field of the vector magnet could be rotated from out-of-plane, B = (0, 0, Bz),
to in-plane, B = (Bx, By, 0) with Bx = By. An RF continuous wave of frequency f was
applied to one of the two top gates as illustrated in Fig. 4.12. The RF signal generates a
modulation of the respective gate voltage, which scales with power. That is, an applied
signal with a power of -20 dB corresponds to an amplitude of 22mV. However, due to the
attenuation of the lines and an additional external attenuator of -20 dB, the signal am-
plitude arriving at the sample is significantly reduced. Moreover, since the attenuation
depends on the frequency of the signal, and generally decreases for higher frequencies,
just a nominal value is obtained with this method. The important information about the
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Dx
Figure 4.12: Illustration of EDSR in a two-gate device from a Ge HW. An oscillating electric field
applied to one of the two gates induces a shaking of the wave function (shown as displacement ∆x),
which thus leads to a rotation of the spin in presence of a constant magnetic field.
actual voltage modulation at the device can be extracted from measurements shown in
Fig. 4.13. Figure 4.13 (a) shows a standard DC measurement of a pair of bias triangles,
while in (b) and (c) an RF signal is added to VG1 with a power of -20 dBm and -15 dBm,
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Figure 4.13: DC measurement of bias triangles from device DQD-3. In (a) no RF signal is applied while
in (b) and (c) a microwave of frequency f = 3GHz is applied with a power of -20dBm and -15 dBm,
respectively. The broadening of the base line, i.e. the effective gate modulation is denoted as 2V ac.
respectively. Due to the averaging of the measurement points, the bias triangles with
an applied RF signal appear broadened. An effective gate modulation 2Vac of 0.75mV
is obtained at -20 dBm and 2Vac = 1.15mV for a power of -15 dBm.
In the following, device DQD-3 was brought into a potential spin blockade configuration.
In Fig. 4.14 (a) the corresponding pair of bias triangles for VSD = +1mV (upper panel)
and VSD = -1mV (lower panel) is shown. Though there is a distinct difference in current
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between the two bias directions, no clear indication of PSB is observable since the current
of all states seems to be uniformly suppressed for VSD = -1mV due to different tunnel
couplings. Nevertheless, by sweeping the frequency f versus the external magnetic field
B, the measurement in Fig. 4.14 (b) was obtained, which shows a clear resonance line
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Figure 4.14: (a) Pair of bias triangles for VSD = +1mV (upper panel) and VSD = -1mV (lower panel).
(b) Raw data EDSR measurement. The frequency and magnetic field dependence of the leakage current
were obtained at the position marked by the black circle in (a). (c) Illustration of the magnetic field
vector B = (B, 1√2B,
1√
2B), which is oriented diagonally to the HW. (c) Line cut taken along the black
dashed line in (b).
following Eq. 1.31. The EDSR measurement was performed for VSD =-2mV with an RF
power of -14 dBm and the magnetic field vector B was oriented diagonally to the HW,
i.e. B = (B, 1√2B,
1√
2B), as illustrated in Fig. 4.14 (c). From the slope of the resonance
line a g-factor of about 2 could be extracted. The position of the presented bias triangles
is highlighted by black rectangles in the stability diagram of Fig. 4.7. Correspondingly,
a number of 11 holes confined in each of the two QDs was estimated.
In general, the EDSR-induced spin rotations can affect the spins in both QDs. If the
g-factors of the two dots are different, a second resonance line should appear depending
on the coupling strength of the modulating gate, and therefore the RF signal, to each
QD. Here, it seems that the g-factors of the two dots are very similar leading to over-
lapping resonance lines as discussed later. Else, a screening of the hole wave function
in the second QD by the top-gate electrode could as well lead to a single resonance line
belonging to the spin in the first dot. This however, could not be further investigated
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since the RF line of the second gate was broken in this experiment.
Due to the continuously applied RF signal, the spin of the hole in PSB is permanently
rotated. Therefore, an overall enhanced current is observed compared to the blocked
configuration in an averaging measurement. A line cut from the EDSR measurement
along frequency is shown Fig. 4.14 (d) where a single resonance peak is visible. In order
to be able to resolve the relatively low current signal, each measurement point was av-
eraged over 200ms.
Before measuring device DQD-3, two different devices with a lower gate width of about
60 nm where characterized, which did not reveal any sign of EDSR. As a consequence,
the gate width of device DQD-3 was increased to about 120 nm. The intention of this
modification was to widen the spatial confinement of the hole wave function and thus
increase the EDSR response. Though this measure seemed to be indeed successful, fur-
ther statistics are needed for a clear statement on the correlation between the gate width
and the strength of the EDSR signal.
Already in Ch. 3 the g-factor anisotropy in HWs was investigated, showing a distinct
difference between the in-plane and the out-of-plane direction. From the EDSR mea-
surement the dependence of the g-factors on the magnetic field direction can be as well
extracted. For this purpose, the magnetic field vector was rotated stepwise from out-
of-plane, B=(B, 0, 0), to in-plane, B = (0, 1√2B,
1√
2B) (= Bip in the following), leading
to a change in the slope of the resonance line. Figure 4.15 shows the resulting g-factor
dependence with g ranging from 3.06 to 0.49. Each of the plotted values was extracted
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Figure 4.15: Dependence of the g-factors on the magnetic field orientation with φ = 0◦ (90◦) for an
out-of-plane (in-plane) magnetic field direction as illustrated by the insets. All measurements used for
extracting the g-factors were performed at an RF power of -14 dBm. The corresponding error values,
obtained from the linear fit, are below 0.03 and thus not visible.
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from a linear fit to several points along the resonance line for the respective field orien-
tation. The obtained g-factors are in good agreement with the values from the previous
chapter and show an angle dependence similar to the one reported for SiGe nanocrystals
[Katsaros et al., 2010].
For the measurements presented in the following, the color scale was adapted due to
reasons of visibility, since the resonance lines appear to be rather faint.
The same measurement which is shown in Fig. 4.14 (b) is plotted again in Fig. 4.16
(a) with a slightly increased range and a background correction. In comparison, Fig.
4.16 (b) shows a measurement with a similar range, but reversed bias voltage VSD =
+2mV, which does not show any EDSR response. Both measurements were performed
at an equivalent position at the triangle base line. Other than the DC measurement from
before, the resonance line pointing towards zero clearly gives an indication of PSB. For
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Figure 4.16: (a) Measurement from Fig. 4.14 with corrected background. For removing the background,
a single line trace was subtracted from the data along both the frequency and the magnetic field axis.
(b) Same measurement as in (a) obtained by positioning at the base line of the reversed bias triangles.
the presented EDSR measurements, no further resonances such as potential harmonics of
the resonance [Stehlik et al., 2014] could be observed above the shown frequency range.
Further, when changing the position for the EDSR measurement at the bias triangles
slightly, no clear change in the resulting EDSR line could be observed. Nevertheless,
by positioning farther outside the spin-blocked region, the resonance disappeared as ex-
pected.
EDSR cannot only lead to a lifting of PSB but can also be used for extracting a lower
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limit for the hole spin dephasing time T ∗2 [Hanson et al., 2007]. The width of the reso-
nance line depends on the power of the applied RF signal. While for high power the line
width is increased due to power broadening, the width saturates at low enough power
values. In Fig. 4.17 the power dependence of the FWHM of the resonance is plotted in
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Figure 4.17: Dependence of the FWHM of the resonance lines on the RF power for an out-of-plane
magnetic field (blue squares). In case of the in-plane field (pink triangle), just the lowest, still resolvable
value of 7.8 ± 2.3MHz is shown. The FWHM values and the corresponding error bars were extracted
by averaging over several widths obtained by Gaussian fits to the resonance peaks for each RF power.
blue for an out-of-plane magnetic field. At a power of -18 dBm the width starts saturat-
ing at around 16MHz and can be used to determine a lower bound for the dephasing
time of about 33 ns according to Eq. 1.35, where w stands for the saturation value of
the FWHM of the resonance peak [Kawakami et al., 2014]. When repeating the mea-
surement from above for an in-plane magnetic field, no saturation of the resonance line
width could be observed for a power of -14 dBm (see pink triangle in Fig. 4.17). Instead,
the resonance line could not be any more properly resolved below this power due to the
too low signal to noise ratio, giving an indication for different dephasing times for the
in-plane and the out-of-plane direction. In fact, the orientation of the magnetic field is
expected to have a strong influence on the dephasing time for HH states according to
Fischer et al. [Fischer et al., 2008]. Two of the EDSR measurements used for extracting
the FWHM at an RF power of -14 dBm are presented in Fig. 4.18 (a) and (b) for an
out-of-plane and an in-plane magnetic field, respectively. Line cuts of the resonance
lines along the frequency axis are shown in the insets with a Gaussian fit applied for
extracting the FWHM. From the lowest resolvable FWHM for an in-plane magnetic field
Bip, obtained from the measurement shown in Fig. 4.18 (b), a dephasing time of 68 ns
could be extracted. Though it is not clear whether the given FWHM value is close to
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Figure 4.18: Frequency versus magnetic field dependence of the leakage current for an out-of-plane (a)
and an in-plane magnetic field (b) at an RF power of -14 dBm. The insets show a line cut along the
black dashed line and the corresponding Gaussian fit in red used for extracting the FWHM values in
Fig. 4.17.
saturation, already a pronounced difference between the two magnetic field orientations
Bz and Bip could be observed.
At this point, another EDSR measurement of this device should be mentioned briefly,
which was as well obtained at the position marked by the black circle in Fig. 4.14 (a).
The measurement is shown in Fig. 4.19 (a) with a resonance line at a slightly increased
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Figure 4.19: (a) EDSR measurement for an elevated in-plane magnetic field and an RF power of -
28 dBm. A smoothed line trace taken along the black dashed line is presented in (b). Due to the low
power, the resonance line seems to split into two as indicated by black arrows. From the split resonance
peaks a FHWM for each peak of about 6MHz could be estimated.
in-plane magnetic field, which does not follow the resonance condition according to Eq.
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1.31. Nevertheless, for this particular resonance, the current was high enough to still re-
solve the resonance line at an RF power of -28 dBm. At such a low power, the resonance
line seems to split into two, which is indicated by two arrows in the line trace of Fig. 4.19
(b). In case this observation holds as well for the resonance lines discussed before, this
could imply that the lowest resolvable value obtained for the FWHM above is still far
from saturation. Consequently, the lower bound of the dephasing time could be signifi-
cantly increased. Moreover, the very close together lying resonance lines could indicate
almost equal g-factors for the two QDs. Nevertheless, due to the limitation in resolution
no definite statement can be made. Still, the observations give rise to promising future
perspectives for hole spin qubits from Ge HWs.
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5 Conclusions and Outlook
Over the course of this work, a variety of HW devices with different gate configurations
was tested and characterized. Already simple devices with just source and drain contacts
allowed to gain information on the contact quality between the wire and the respective
metal. By adding a top gate to these devices, a tunable single QD was created. The
resulting three terminal devices were used to perform magnetic field spectroscopy mea-
surements and gain information on the g-factors of the system.
As discussed in Ch. 3, a relatively strong anisotropy between the out-of-plane and the
in-plane g-factors of up to about 20 was found, which is related to the HH character
of the hole states. The introduced theoretical model clearly supports the experimental
findings and shows a qualitative agreement between the measured and the calculated
g-factor values. It further turned out that the LH states significantly contribute to the
electronic properties of the lowest HH-like energy states, despite the huge determined
offset between LHs and HHs. As a consequence, the initially calculated value of g⊥ for
the HH states got reduced. Possible reasons for the still too large out-of-plane g-factor
from the calculation could come from approximations made in the model and were dis-
cussed in Sec. 3.3. In addition to that, further experiments addressing the last confined
hole, which should be less influenced by the LH admixture, could very well reveal higher
values of g⊥ than found here. Apparently, slight variations in the occupation number
indeed can lead to significant changes in the g-factors as it could be observed in de-
vice SQD-2, which showed a rapidly decreasing g-factor anisotropy already for a slightly
larger occupation number.
All in all, from the comparison of the experiment with theory an important observation
can be made. Other than the higher energy states, the states of lowest energy in the
QD are of almost pure HH character. Consequently, operating a Ge HW qubit in the
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few hole regime should allow long dephasing times for in-plane magnetic fields, as it was
predicted for HHs [Fischer et al., 2008]. The reason for that is the Ising-type hyperfine
interaction for HHs, which leads to an effective out-of-plane Overhauser field of the nu-
clear spin bath [Warburton, 2013]. That is, for a HH spin of jz = ±32 the contact term
of the Hamiltonian describing the hyperfine interaction is approximately zero, while the
dipole term is of the form
Hdipole ≈
∑
i
Ai |ψi|2 IzJz ≡ BNJz, (5.1)
where ψi is the hole wave function, Ai the coupling coefficient with the nuclear spin i,
Ii is the nuclear spin and BN is the fictitious magnetic field [Warburton, 2013]. Corre-
spondingly, the resulting total magnetic field Btotal is
Btotal = Bext + zBN, (5.2)
with Bext the applied external magnetic field and z the unit vector along the z direction.
Thus, for Bext chosen perpendicular to zBN, the influence of the hyperfine field gets
minimized. Nonetheless, in the present material system the LH admixture could lead
to a considerable non-Ising-type contribution in the Hamiltonian already for slightly in-
creased occupation numbers of the QD. To clarify this point, additional experiments are
needed in the future.
In the second part of the thesis (see Ch. 4), the development of a suitable device archi-
tecture for realizing DQDs in HWs was discussed. The resulting two-gate devices were
characterized and in several DC measurements PSB could be observed, which makes
the key ingredient for spin selective read-out of a spin-1/2 qubit in a DQD. As a next
step, continuous wave EDSR-induced spin rotations were demonstrated by applying an
RF electric field to one of the two gate electrodes. Consequently, spin blockade was
lifted leading to an enhanced current through the DQD. From the corresponding reso-
nance line the g-factors could be extracted, showing an anisotropy of about 6 between
the in-plane and the out-of-plane orientation, which is comparable to the three terminal
devices. Moreover, a lower bound for the dephasing time could be determined from the
width of the resonance peaks. As a result, a value for T ∗2 of about 70 ns was obtained
for the in-plane magnetic field orientation. Likewise, T ∗2 ≈ 33 ns was extracted for the
out-of-plane direction. The two dephasing times clearly indicate an anisotropy between
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the in-plane and the out-of-plane magnetic field orientation, though less than expected
for pure HH states [Fischer et al., 2008]. The quite low anisotropy of about 2, however,
could be still affected by an increased LH mixing, as discussed above, since the given
values for T ∗2 correspond to a number of ≈ 11 holes in each of the two QDs. Further-
more, the estimated T ∗2 values are supposed to give solely lower bounds for the actual
dephasing times. Other aspects, such as a possible splitting of the resonance line into
two (see Sec. 4.3) or charge noise effects could as well contribute to the broadening of
the resonance peak.
Next steps towards the spin qubit are the demonstration of Rabi oscillations [Koppens
et al., 2006] and of Ramsey fringes-like experiments [Maurand et al., 2016]. In case of
the former, a pulsed RF signal is applied to one of the gates instead of a continuous
wave. Like this, the DQD, which is initially in a spin blockade configuration, is tuned
into Coulomb blockade where the spin is rotated and then is brought back to the initial
configuration for the read-out. Figure 5.1 illustrates the corresponding pulse sequence.
Depending on the pulse duration τburst, the spin is read out either as spin up or spin
V
G
t
Spin blockade
(Lifted) 
Spin blockade
Coulomb blockade
DV
G
t
burst
Figure 5.1: Illustration of the pulse sequence for inducing coherently driven rotations of hole spins.
down. The resulting spin oscillations allow the extraction of the Rabi frequency, which
is a measure for the spin manipulation time.
For the Ramsey experiment, a so-called π/2-pulse is applied to the spin, which rotates
the spin from out-of-plane (the z direction) to the xy-plane [compare to Fig. 1.12 (a)]. In
this configuration, the spin experiences a dephasing due to the nuclear spin bath. When
bringing the spin back to the out-of-plane direction after a certain waiting time τwait by
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applying another π/2-pulse, it can end up as a spin up or as a spin down, depending on
τwait. From the decay of the obtained oscillations in current, the dephasing time T ∗2 can
be determined. Both of the introduced experiments are subject of the ongoing work in
the group and have been already partly published in [Watzinger et al., 2018].
The future work will focus, among others, on the optimization of the material proper-
ties. That is, using isotopically enriched Si and Ge for the growth should eliminate the
hyperfine-induced dephasing mechanism since these materials practically solely consist
of isotopes with zero nuclear spin. In fact, the use of isotopically purified elements signif-
icantly enhances the coherence time and thus the performance of the qubit as has been
recently demonstrated for electrons in Si28 [Muhonen et al., 2014]. Besides, a further
optimization of the fabrication process could improve the contact quality of the devices
and the stability in terms of charge noise.
In addition to that, developing a method for deterministically positioning HWs on a
substrate could bear a great advantage for the fabrication and allow a variety of new
device configurations. The ordered growth of SiGe domes on pre-patterned Si substrates
has been already impressively demonstrated (see Fig. 5.2) [Lausecker et al., 2011]. Such
2 x 2 mm² 2 x 2 mm²
Figure 5.2: Three dimensional AFM image of ordered SiGe domes grown onto a pre-patterned Si
substrate. Image from [Lausecker et al., 2011].
ability, in combination with a number of just four contact leads per two-gate device,
would enormously facilitate scale-up approaches for spin qubits from HWs, making this
material system appealing also for industrial applications.
Beside spin-1/2 qubits, also other realizations of qubits, such as the singlet-triplet [Petta
et al., 2005] or the hybrid qubit [Shi et al., 2012] could be of interest in the future. The
latter, for example, takes advantage of two spin states, which have an energy separation
that does not change with magnetic field over a certain range and hence, is much less
sensitive to charge noise effects. In both cases, however, read-out mechanisms other than
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PSB are needed (see the introductory chapter). In this context, implementing the radio
frequency dispersive reflectometry read-out technique [Reilly et al., 2007] could also lead
to a tremendous speed-up in acquisition time as very recently reported for gate-based
sensing in Si [Ahmed et al., 2018].
In summary, the presented work demonstrates the high potential of Ge HWs for the
realization of long-lived and fully electrically tunable spin qubits. The obtained lower
bound of about 70 ns for the dephasing time is comparable to T ∗2 reported for holes
[Maurand et al., 2016] and just one order of magnitude lower than that of electrons
[Kawakami et al., 2014] confined in QDs formed in natural Si, despite the stronger SO
coupling present in Ge. In addition, the good contacts of Ge to superconductors [Xiang
et al., 2006; Katsaros et al., 2010; Hendrickx et al., 2018] makes HW devices promising
candidates for achieving a strong coupling to superconducting cavities, thus paving the
way towards long-range two qubit-gates and spin entanglement [Nigg et al., 2017] in the
near future.
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Sample Substrate Buffer layer
Si1−xGex
(A˚)
x
TG
(◦C)
TA
(◦C)
Annealing time
(h)
Cap
(nm)
Comment
3994 4” FZ(p)
50 nm @
450-625-580 ◦C
6.9 1 580 570 2 6
HWs,
measured
3998 4” CZ(p)
50 nm @
550-700-580 ◦C
6.8 1 580 570 3 - no HWs
4010 4” FZ(p)
50 nm @
450-625-580 ◦C
6.6 1 580 570 2 - no HWs
4015 4” FZ(p)
50 nm @
450-625-580 ◦C
6.8 1 580 570 3 -
HWs, wafer
rotated
4027 4” CZ(p)
50 nm @
450-625-580 ◦C
6.8 1 580 570 2.5 - HWs
4028 4” CZ(p)
50 nm @
450-625-580 ◦C
6.6 1 580 570 1 -
no HWs, w.
rotated
4029 4” FZ(p)
50 nm @
450-625-580 ◦C
6.6 1 580 570 2.5 5
HWs,
measured
4030 4” CZ(p)
200 nm @
450-625-580 ◦C
6.6 1 580 570 2.5 - no HWs
4035 4” CZ(p)
50 nm @
450-625-580 ◦C
10.0 0.8 580 570 48 - HWs
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Sample Substrate Buffer layer
Si1−xGex
(A˚)
x
TG
(◦C)
TA
(◦C)
Annealing time
(h)
Cap
(nm)
Comment
4036 4” CZ(p)
50 nm @
450-625-580 ◦C
10.0 0.8 580 570 2 - HWs
4037 4” CZ(p)
50 nm @
450-625-580 ◦C +
3 A˚Ge + 20 nm
@ 600 ◦C
6.8 1 580 570 2 - HWs
4038 4” CZ(p)
50 nm @
450-625-580 ◦C
6.8 1 580 570 1.5 -
HWs, wafer
rotated
4039 4” FZ(p)
50 nm @
450-625-580 ◦C
6.8 1 580 570 1.75 - no HWs
4058 4” FZ(p)
50 nm @
450-625-580 ◦C
6.6 1 580 570 2 -
HWs, wafer
rotated
4139 4” CZ(n)
50 nm @
450-625-580 ◦C
6.6 1 580 570 2.5 5
HWs,
measured
4140 4” FZ(p)
50 nm @
450-625-580 ◦C
6.4 1 580 570 2 4
HWs,
measured
4141 4” CZ(n)
50 nm @
450-625-580 ◦C
6.4 1 580 570 4 5
HWs,
measured
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Sample Substrate Buffer layer
Si1−xGex
(A˚)
x
TG
(◦C)
TA
(◦C)
Annealing time
(h)
Cap
(nm)
Comment
4142 4” CZ(n)
50 nm @
450-625-580 ◦C
8.0 0.9 580 570 3 5
HWs,
measured
4143 4” CZ(n)
50 nm @
450-625-580 ◦C
6.4 1 580 570 1.5 2.5 no HWs
4176 4” CZ(p)
50 nm @
450-625-580 ◦C
6.5 1 580 570 1.5 2 no HWs
4193 4” CZ(p)
50 nm @
450-625-580 ◦C
8.0 0.9 580 570 3.5 5
HWs,
measured
4194 4” CZ(p)
50 nm @
450-625-580 ◦C
6.6 1 580 570 3 2
HWs,
measured
4273 4” CZ(n)
50 nm @
450-625-580 ◦C
6.6 1 580 570 0.5 3 HWs
4274 4” CZ(n)
50 nm @
450-625-580 ◦C
6.6 1 580 570 2.5 5 HWs
4275 4” CZ(n)
50 nm @
450-625-580 ◦C
6.6 1 580 570 1.5 4 HWs
4276 4” CZ(n)
50 nm @
450-625-580 ◦C
8.0 0.9 580 570 2.75 5 HWs
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Sample Substrate Buffer layer
Si1−xGex
(A˚)
x
TG
(◦C)
TA
(◦C)
Annealing time
(h)
Cap
(nm)
Comment
4277 4” CZ(n)
50 nm @
450-625-580 ◦C
6.6 1 580 570 3 4
HWs, meas.,
w. rotated
4278 4” CZ(n)
50 nm @
450-625-580 ◦C
8.0 0.9 580 570 14 + 1.4 A˚Ge + 1 4 HWs
4279 4” CZ(p)
50 nm @
450-625-580 ◦C
6.7 1 580 570 5 5
HWs,
measured
4280 4” CZ(n)
50 nm @
450-625-580 ◦C
6.7 1 580 570 2 + 2 A˚Ge + 2 5 no HWs
4281
32 x 32mm2
SOI
50 nm @
450-625-580 ◦C
6.8 1 570 560 2 5 no HWs
4282
32 x 32mm2
SOI
50 nm @
450-625-580 ◦C
6.8 1 540 530 2.5 5 HWs
Table A.1: Overview on samples grown during this work. The different substrates used are: 4 inch Float-zone (FZ) wafers (p-type, >1000Ωcm.), 4 inch
Czochralski (CZ) wafers (p-type, 10-20Ωcm and n-type, 1-5Ωcm) and Silicon-on-insulator (SOI) pieces (undoped). Further, the thickness and temperature
range for the buffer layer, the amount of Si1−xGex deposited, the Ge content x, the growth temperature TG, the annealing temperature TA, the annealing time,
the Si cap thickness and comments on the growth process are listed.
