The paper deals with the minimisation of the track density and the interconnection delay in the design of a high-performance compact datapath. The authors applied a hybrid approach of genetic algorithm (GA) and simulated annealing (SA) to determine the optimal datapath element ordering to minimise both the track density and the wire length. To improve the computation speed, they used the datapathspecific genetic operators. Experimental results for the 'real-world' microprocessor examples show that the GA/SA hybrid approach outperforms the existing genetic approaches and gives similar results to simulated annealing with much less computation time.
Introduction
A bit-slice datapath, which generally yields compact area, high speed, modularity and quick design turnaround, is very commonplace in the design of microprocessors and digital signal processors [1, 2] . The silicon area occupied by a datapath can be as much as 30 to 60% in microprocessors [3, 4] . Minimising the datapath area therefore, plays an important role in the design of compact microprocessors. Fig. 1 shows the structural view of bit slice type datapath, which requires an area of W × H , where W denotes the width given as the sum of widths of all elements (i.e. W = Σ i= 1 M W i ) and H denotes the height as given by the sum of heights of all bit slices. W is constant, regardless of the relative positions of each element, while H can be significantly affected by the element ordering as the inter-element interaction traffic is dependent on the relative placement of elements.
Especially in recent microprocessors with a large number of elements, the extra silicon area (i.e. the external track) which is necessary to meet the inter-element interconnection demand in excess of internal track capacity, needs to be suppressed to reduce the datapath delay as well as the silicon area.
Optimal design of datapath therefore, corresponds to the problem of element ordering such that the number of tracks is minimised, as shown by previous research works [2, [5] [6] [7] . Fig. 2 shows the effect of element reordering on the datapath area. In this example, the datapath height is reduced via reordering by ∆ height saving 4 tracks. Fig. 3 shows the track density profile for the datapath of a CISC microprocessor called HK486, an intel 80486-compatible microprocessor [4] . The maximum track density in the track density profile determines the datapath height.
Another important criterion in the datapath design is the circuit delay, which is the sum of (i) intrinsic gate delay, (ii) delay due to fanout loading, and (iii) interconnection delay. As VLSI technology enters the deep submicron regime, the interconnection delay becomes a more and more dominant part in the whole delay. Designers can minimise the interconnection delay of the datapath by reordering the elements within the datapath. In real microprocessors with a long datapath, the wire capacitance of the global bus wires dominates the fanout capacitance. As shown in Fig. 4 , the wire capacitance turns out to be 16 times larger than the fanout capacitance for PDBUS (2.2pF against 0.135pF) in a CISC microprocessor called HK386, an intel 80386-compatible microprocessor [3] .
Datapath element ordering is similar to the onedimensional element ordering problem [8, 9] which was proven to be NP-hard [10] . Therefore, most algorithms use heuristics, except for very small problems. All the heuristics so far can be divided into two approaches: deterministic and stochastic. The deterministic approach includes integer programming [7] , the constructive method [8] , the min-cut [11, 12] , the branchand-bound exhaustive search [5, 12] , and analytic methods [13] . The stochastic approach is mostly represented by simulated annealing (SA) [14] and a genetic algorithm (GA) [15] .
Neither the constructive [8] nor the min-cut [11, 12] approach has sufficient hill climbing ability to consistently reach the global optimum, and therefore, cannot guarantee the minimal track density. The branch-andbound exhaustive search results in the minimal track density, but is useful only for small problems. For large problems with more than 60 blocks, branch-and-bound often fails due to the search space explosion even with dynamic programming heuristics [5, 12] . SA guarantees the global optimum but usually requires excessive computation time. On the other hand, the genetic algorithm, which comes from the natural law (i.e. genetic inheritance model of Mendel and the survival-of-thefittest model of Darwin [15] ) has been successfully applied to the large-scale combinatorial optimisation problems such as the travelling salesman problem [15] , task allocation/scheduling [16] , and VLSI placement [17] [18] [19] .
Generally, SA requires a slow cooling schedule and a high initial temperature to achieve high quality in the final solution, which causes excessive CPU time to identify promising search regions, due to the large number of unsuccessful trials at the beginning of the search process. On the other hand, GA rather quickly identifies promising regions by utilising multiple solutions rather than a single solution, yet it may still suffer from premature convergence yielding local optimal results. Therefore, during the early phase of the process when SA makes very little progress, a relatively faster convergence can be obtained using GA.
In the past, several hybrid GA/SA algorithms have been reported such as [19] [20] [21] . In this paper, we propose an intelligent mixing scheme between GA and SA, based on the definition of datapath-specific genetic operators to handle the large size problem in a reasonable computation time. The domain-specific knowledge incorporated into genetic operators enables us to iden- microprocessor [3] wire capacitance ٗ fanout capacitance
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tify promising search region reliably and quickly as well as to tackle large size problems effectively. After identifying promising regions, a local search based on the annealing scheme is performed in probabilistic way. The objective of this hybrid of GA and SA is to achieve good performance comparable to that of SA in a smaller amount of computation time than that of SA.
Datapath element ordering

Area model of datapath
Fig . 5 shows a detailed layout plan and the definition of relevant terminologies related to the datapath. The elements are arranged horizontally, the inter-element connections run horizontally via metal-1, and the control signals run vertically via metal-2 in CMOS DLM (double layer metal) process. The track capacity is the number of internal tracks within a bit cell, and the track density means the number of tracks required for the inter-element routing. If the track density exceeds the track capacity (six in Fig. 5 ), extra tracks are required on top of the internal tracks. This is called the track overflow and contributes to the increase of the height of the datapath.
As shown in Fig. 5 , the height of datapath is determined by the cell height plus the extra height required for the external tracks. The cell height is fixed, while the space for the external tracks is dependent on datapath element ordering. In a 0.8 µ m CMOS library, the cell height is 40.4 µ m, and each extra track increases the height by 2.8 µ m. Therefore, where M is the number of elements and N is the number of bit slices. Therefore, if the number of extra tracks exceeds 14, the area penalty for extra tracks is larger than the cell area itself for a 32-bit datapath.
Cost function
The cost function C , is constructed by considering both the wire length and the track density penalty:
where W is the total wire length and T is the total number of tracks. Given the datapath element ordering, the total number of tracks is determined using a 'left-edge algorithm' [22] , which is proven to be optimal in the track assignment. The weighting factor, α is defined by:
where ∆ track is an average change in the track density and ∆ wire is an average change of wire length during the first iteration. The optimal value of β is set experimentally.
Formulation as genetic algorithm
In the genetic algorithm (GA), a large population of potential solutions is maintained, which will evolve into superior generations. Given an initial population generated in a random way, each individual undergoes evolutionary transformations called crossover and mutation. During this evolution process, the individuals strive for survival, based on the evaluation of their measure of 'fitness', which, in our case, represents the track density and the timing penalty (wire length) of each chromosome [15] . An individual having a smaller penalty value has a bigger chance to survive. After enough genetic evolutions, the population converges to a near optimal solution. Fig. 6 shows the genetic representation for an ordering of datapath elements, where the order of elements is represented as a string in a chromosome. Fig. 7 shows the pseudocode of the genetic algorithm, where N p , P c , and P m represent the population size, crossover rate, and mutation rate, respectively. P ( k ) is the whole population at the k th generation, and S ( k ) is the selected population at the k th generation.
There are many schemes which enhance the performance of the algorithm and the ability of exploring the search space. Efficient ways to create initial population and efficient operators with problem-specific knowledge are important issues [23] in successful GA applications. In a practical datapath layout, the blocks are highly clustered. Therefore, this kind of property should be well utilised for the practical reasons. And, this paper is more focused on the minimisation of the tracks, which is practically very crucial in the custom datapath layout rather than wire length, which is important in the standard cell layout [17, 18] . For these reasons, we propose a PBX crossover rather than a PMX and a Cycle crossover which were reported better in terms of wire length for standard cell, and a transposition mutation which is not considered either in [17, 18] .
Genetic operators
Crossover is a primary method of perturbations in GA. Its purpose is to generate better solutions by exchanging the information contained in the current solutions. There are many candidates for the crossover operator, such as order [15, 17] , cycle [15, 17] , and partially mapped crossover (PMX) [15] . We propose a positionbased crossover (PBX) for the datapath element ordering.
In PBX, a number of locations in one parent are randomly selected, for example, B, C, F, I in Fig. 8 . Elements at those positions are inherited from the first parent (parent 1), while the remaining elements (A, J, H, D, G, E) are inherited in the offspring in the order in which they appear in the alternative parent (circled positions in parent 2).
A balance between absolute positions and relative orders in crossover is important for the quality of final solutions (i.e. some absolute positions are inherited from one parent, and the remaining positions are inherited in the relative order from the other parent). Cycle crossover emphasises the absolute positions, and order crossover emphasises the relative order. According to our experiments, PBX is better suited for the datapath element ordering than any other crossover operators.
Mutation is the second operator, which produces spontaneous random changes in each individual. The intuition behind the mutation operator is the introduction of some extra variability into population so as to avoid local minima.
We propose a transposition mutation operator rather than the pairwise swap operation as shown in Fig. 9 . This operator gives a directed pressure on the genetic search, such that the highly interconnected elements at some positions can be gradually clustered within each neighbourhood in a probabilistic fashion. For a given position pos1, a position which is randomly selected within ∆ old genes from the position which is apart from pos1 by W t is denoted as pos2, i.e.
where random() is a random number generated with a uniform distribution between -1.0 and +1.0.
The element at pos2 needs to be transposed to somewhere near around pos1 to give more probabilistic chance to cluster the highly interconnected blocks together. The new position pos3 is randomly determined within a ∆ new range apart from pos1. Then the element at pos2 is transposed to pos3, while the elements between pos3 and pos2-1 are shifted away from pos1 to fill in the vacant positions. The ∆ new and ∆ old are fixed stochastic constants proportional to N n , the number of elements in a datapath, while W t , called a transposition window, is a time-varying parameter. For early generations, W t should be large enough to guarantee the large search space trials. Along with the progress of generations, W t is gradually reduced to maintain the offspring's resemblance to the parents and settle down to the good solutions.
Hybrid approach of GA and SA
GA is good for spanning the entire space, but is not well suited to fine tuning. On the other hand, SA initially spans the wide search space to escape from local minima before starting the local search (i.e. it performs more fine-tuning as the process advances further). In this paper, we propose a hybrid scheme where SA and GA complement each other (i.e. GA tries to identify promising regions) and is taken over by SA which tries to perform probabilistic fine tuning, or to find a local minimum around a region identified by GA.
Another hybrid approach was SAGA [20] . In SAGA, each individual has its own temperature and undergoes SA-controlled mutations. At each generation step, whenever there is no more improvement with crossover operations, the population size is reduced and the mutation rate increases. As time goes on, the GA search is gradually changed to a pure SA search. Ultimately, the population size becomes one, which corresponds to the pure SA process.
On the other hand, in our GA/SA, during the early phase, each individual tries the global search by genetic algorithm without simulated annealing. As time goes on, that is, as better local solutions are found, the population becomes saturated. At a certain threshold, the most promising individual is selected as a starting point for simulated annealing which is very time consuming. Therefore, GA/SA seems a serial hybrid scheme, unlike SAGA.
Because of the local search performed by annealing of each individual (SA-controlled mutation), the SAGA may be better than our GA/SA in terms of the quality of their final solution. But, even though the annealing schedule (cooling rate, chain length) of SAGA is short, more computation time is needed for the annealing search of more than one individual.
Especially, in the datapath element ordering problem, for each step of cost evaluation, it tries a track assignment which requires much computation time. Relatively, our GA/SA switches over to SA very quickly, and there is no overhead of cost evaluation for the multiple individuals.
In the proposed GA/SA hybrid scheme, the transition time from GA to SA stage, and the adequate initial temperature of SA, are crucial parameters. By keeping track of the best solution, GA can turn control to SA when the cost decrease is lower than some fixed threshold. In our experiments, GA hands control over to SA when the population is saturated within one σ (standard deviation).
In SA, the initial temperature T 0 is set to a sufficiently high value, but such strategy cannot be used in the hybrid scheme, because a high value of T 0 destroys the work done by the previous GA phase. As a result, more care should be taken to determine T 0 . Information on the behaviour of cost function within the localised region identified by GA is utilised to determine the initial temperature.
At first, γ 1 N n solutions around the neighbourhood of the best solution are randomly generated, where N n is the number of elements in a datapath. The mean absolute value of the cost change is then calculated before the initial temperature is set to γ 2 . According to our experiments, value 10 and 0.1 were found to be reasonable for γ 1 and γ 2 , respectively. 
Experimental results
We have implemented the GA/SA-based datapath element algorithm on a ultra SPARC station in C language and tested it with nine examples extracted from real microprocessor design [4] . The node and the net numbers for each example are shown in Table 1 .
To determine the efficient crossover, we experimented with five crossover operators. The population size is set to β* N n , where β is between 0.8 and 1.2, while crossover and mutation rate are 0.9 and 0.1, respectively.
The track density, wire length, and computation time, as obtained from the average of 20 runs, are summarised in Table 2 . In conclusion, PBX is better suited for the datapath element ordering than any other crossover operators, while PMX is the worst.
To visualise the stochastic behaviours of each crossover operator, we have shown the cost change of the best solution for two examples called sunit and xcore in Figs. 10 and 11 . The y-coordinates denote the weighted cost of wire and track, and the x-coordinate denotes the computation time. The PBX is better than any other crossover operators, both in terms of the cost and the computation time. The comparison between GA, SA, and hybrid GA/ SA is shown in Table 3 . In GA, when all the chromosomes converge around the same fitness value within σ, the genetic search stops. In SA, the initial temperature was chosen, such that more than 60% of the costincreasing cases are accepted with the cooling scheme as defined by T new = 0.98 * T old [14] . The inner loop iteration count is set to 10*N n . SA is terminated when it comes to the minimum temperature, defined by T min = 0.5. In SA, a new configuration is generated by transposition and pairwise random swapping.
As shown in Table 3 , the track density of GA is larger by 4.8% and wire length by 20% than those of SA, respectively, while the computation time of GA is only about 10% of that of SA.
In hybrid GA/SA, by using GA for an early identification of promising regions, we can obtain as good solutions as SA more rapidly. Regardless of the rough setting of control parameters, the hybrid GA/SA scheme shows very promising results. Hybrid GA/SA gives a near optimal solution within ± 1.5% of SA results, using only 44% of the computation time of SA. The convergence behaviour of SA, GA, and hybrid GA/SA is shown in Figs. 12 and 13 using the example of sunit and gunit. We can observe that GA hands con- trol over to SA when the cost is saturated. In Fig. 13 , GA saturates after 300 seconds, and hands control over to SA for further optimisation.
Conclusion
A new datapath element ordering methodology is described for the minimisation of the track density and the total wire length. The main motive of this work, based on an intelligent mix of GA and SA, comes from an observation that traditional approaches such as SA require excessive computation time and therefore, inappropriate to handle large-sized problems.
SA provided better final solutions than GA, although it showed very slow convergence rate initially. GA typically does not produce better solutions than SA, even when a sufficient number of evaluations is given. The proposed hybrid scheme shows that it can achieve more significant improvement than GA as well as a reduction of computation time compared with SA on the real examples. Hybrid GA/SA gives near optimal solution within ± 1.5% of SA results, using only 44% of the computation time of SA.
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