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LIE-NIJENHUIS BIALGEBROIDS.
THIAGO DRUMMOND
Abstract. We introduce Lie-Nijenhuis bialgebroids as Lie bialgebroids en-
dowed with an additional derivation-like object. They give a complete infini-
tesimal description of Poisson-Nijenhuis groupoids, and key examples include
Poisson-Nijenhuis manifolds, holomorphic Lie bialgebroids and flat Lie bialge-
bra bundles. To achieve our goal we develop a theory of “generalized deriva-
tions” and their duality, extending the well-established theory of derivations
on vector bundles.
1. Introduction
Since the seminal work of F. Magri and M. Morosi [26], Poisson-Nijenhuis (PN)
geometry has become an important area of research due to its relationship to bi-
Hamiltonian systems and with various other geometric structures (particularly, Lie
bialgebroids [17] and holomorphic Poisson geometry [20]). Its rich connection with
Lie theory was clear since the early days [17, 18] and it has grown deeper with
lots of aspects being studied, e.g. integration to symplectic Nijenhuis groupoids
[30], symplectic realization [28], multiplicative integrable systems [2]. The present
paper fits into this context and its main contribution is the introduction of the
concept of Lie-Nijenhuis bialgebroids. They give a complete description of the
infinitesimal data associated to PN groupoids. Important examples of Lie-Nijenhuis
bialgebroids come from PN manifolds, holomorphic Lie bialgebroids and flat Lie
bialgebra bundles such as those studied in [1].
It is well-known that a Poisson structure on a smooth manifold M endows T ∗M
with a Lie algebroid structure in such a way that (TM, T ∗M) is a Lie bialgebroid
[24]. The guiding principle in the paper is to describe PN geometry as some extra
geometric data on the bialgebroid (TM, T ∗M) in a way that can be extended to
arbitrary Lie bialgebroids. We show that this additional structure is encoded in a
higher degree generalization of vector bundle derivations, and we develop the theory
of these “generalized derivations” in this paper.
While a derivation on a vector bundle E →M is a pair (∆, X), where X ∈ X(M)
is a vector field and ∆ : Γ(E)→ Γ(E) is a R-linear operator satisfying the Leibniz
equation
∆(fu) = f∆(u) + (LXf)u,
a generalized derivation of degree k consists of a triple D = (D, l, r), where r ∈
Ωk(M,TM), l ∈ Ωk−1(M,End(E)) and D : Γ(E)→ Ωk(M,E) satisfying the Leib-
niz type equation
D(fu) = fD(u) + df ∧ l(u)− 〈df, r〉 ⊗ u,
for u ∈ Γ(E), f ∈ C∞(M). Generalized derivations were studied before in [5] -
although they were not named therein. A key fact established in that paper is that
there is a correspondence between generalized derivations of degree k on E and
1
2elements of Ωk(E, TE) satisfying an extra linearity condition. Moreover, since the
space of these linear vector-valued forms are closed under the Fro¨licher-Nijenhuis
bracket [4], the space GDer(E) of generalized derivations has a graded Lie algebra
structure. In degree zero, GDer0(E) is the Lie algebra of derivations on E and the
correspondence above recovers the well known relationship between derivations and
linear vector fields on E (see [23, §3.4] and references therein).
A fundamental aspect of generalized derivations introduced in this paper is that
there is graded Lie algebra isomorphism GDer(E)→ GDer(E∗) which extends the
dualization of derivations and the corresponding dualization of linear vector fields
(see Thereom 2.11). In degree 1, which is the most relevant case for the study of PN
geometry, the dual of D = (D, l, r) ∈ GDer1(E) is D⊤ = (D⊤, l∗, r) ∈ GDer1(E∗),
determined by
〈D⊤X(µ), u〉 = LX〈µ, l(u)〉 − Lr(X)〈µ, u〉 − 〈µ,DX(u)〉,
for u ∈ Γ(E), µ ∈ Γ(E∗) and X ∈ X(M).
When the vector bundle is a Lie algebroid A → M , one can impose additional
compatibility conditions between generalized derivations and the Lie algebroid
structure, e.g. in degree 0, one can ask for the vector bundle derivation to be
a derivation of the Lie bracket. In general, this compatibility condition is expressed
by a set of equations called IM equations in the paper [5].
A Lie-Nijenhuis bialgebroid is a Lie bialgebroid (A,A∗) equipped with an element
D ∈ GDer1(A) such that [D,D] = 0 and both D and its dual D⊤ satisfy the IM
equations. The relationship with PN geometry is via a characterization of all the
generalized derivations D on TM which endow the Lie bialgebroid (TM, T ∗M)
associated to a Poisson structure with a Lie-Nijenhuis structure. It turns out that
they are all of form Dr,T = (Dr,T , r, r), where r : TM → TM is an endomorphism
such that (π, r) is Poisson-Nijenhuis and
Dr,TX (Y ) = [Y, r(X)]− r([X,Y ]), X, Y ∈ Γ(TM).
Another important class of examples is holomorphic Lie bialgebroids. In this case,
the generalized derivation D and its dual D⊤ codify the Dolbeault operators on the
underlying real Lie algebroids A and A∗. Note that our viewpoint to holomorphic
Lie bialgebroids, though equivalent, differs from the one in [22] (see Proposition 5.7
for the precise relationship between the two approachs).
The following result (see §4.3 for a proof) connects Lie-Nijenhuis bialgebroids
and Poisson-Nijenhuis groupoids:
Theorem 1.1. Let (G, π) ⇒ M be a source 1-connected Poisson groupoid and
(A,A∗) the corresponding Lie bialgebroid. There is a 1-1 correspondence between
K : TG → TG multiplicative endomorphisms such that (π,K) is a PN structure
and generalized derivations D of degree 1 such that (A,A∗,D) is a Lie-Nijenhuis
bialgebroid.
When (M,π, r) is a PN-manifolds and T ∗M is integrable to a symplectic groupoid,
Theorem 1.1 recovers the integration of Poisson-Nijenhuis structures to symplectic-
Nijenhuis groupoids established in [30]. In the holomorphic case, Theorem 1.1
reproduces the integration of holomorphic Lie bialgebroids to holomorphic Poisson
groupoids obtained in [22] (see Theorem 5.8).
It is import to observe thatDr,T and its dual are related to the tangent and cotan-
gent lifts of r under the correspondence between generalized derivations and linear
3vector-valued forms (see Theorem 3.4). In this way, for a PN-manifold (M,π, r),
we obtain a characterization of the compatibility between r and π as a condi-
tion for the cotangent lift of r, rctg : T (T ∗M) → T (T ∗M), being a Lie algebroid
morphism. This allows us to give a simple alternative proof of the foundational
result of Y. Kosmann-Schwarzbach characterizing PN structures as Lie bialgebroid
structures on (TMr, T
∗M), where TMr is a Lie algebroid structure on TM with
r : TM → TM as anchor and the bracket [X,Y ]r = [r(X), Y ]+[X, r(Y )]−r([X,Y ])
(see Proposition 4.9).
We would like to mention that generalized derivations play a key role in the
study of many other geometric structures. In particular, they are being explored in
some work in progress to study generalizations of PN geometry to Dirac structures
[6] and holomorphic multiplicative structures on Lie groupoids [9].
The paper is organized as follows. In Section 2, we present the theory of gener-
alized derivations and their duality recalling the correspondence with linear vector-
valued forms. We also study PN structures under this perspective. In Section 3,
we show how the classical theory of complete lifts of vector-valued forms can be
put into the formalism of generalized derivations. In Section 4, we study properties
of Lie-Nijenhuis bialgebroids showing how they induce PN structures on the base
M and produce an hierarchy of Lie-Nijenhuis bialgebroids. We also prove Theorem
1.1 in this section. Finally, in Section 5 we apply our main result to holomorphic
Lie bialgebroids.
Remark 1.2.
(1) For the sake of clarity, we note that the terminology of “Lie-Nijenhuis
bialgebroids” used to name our main object of study is not motivated by
the notion of Nijenhuis operators on Courant algebroids as studied by many
authors (see [19] and references therein). They are related, though, in
the case l2 = λ idA, for some λ ∈ R. In this case, there is an associated
Nijenhuis operator on the double A⊕A∗ (see Remark 4.8). In this direction,
it is an interesting question to understand how to characterize Lie-Nijenhuis
bialgebroids by means of some geometric structure on their doubles. We
intend to adress this question elsewhere.
(2) The problem of characterizing PN groupoids infinitesimally was also treated
in the paper of A. Das [8]. His main result characterizes PN groupoids
infinitesimally as a Lie-bialgebroid (A,A∗) endowed with a linear endomor-
phism KA : TA→ TA such that (KA, πA) is also PN, where πA is the linear
Poisson-structure corresponding to the Lie algebroid structure on A∗. To
compare our viewpoints, note that, for the Poisson-groupoid (A, πA) (i.e. A
seen as a Lie groupoid with the multiplication given by fiberwise addition)
his result does not give any new information whereas Theorem 1.1 charac-
terizes linear PN structures (πA,KA) in terms of generalized derivations.
So, in particular, Theorem 1.1 recovers the main result of [8].
Acknowledments. The author would like to thank Henrique Bursztyn for helpful
conversations and Janusz Grabowski for the reference [13] on cotangent lifts of
vector valued forms.
42. Generalized derivations
2.1. Preliminaries.
2.1.1. Definition and main properties. Let q : E → M be a vector bundle over a
smooth manifold. A derivation ∆ : Γ(E) → Γ(E) on E is an R-linear operator
satisfying the Leibniz equation
(2.1) ∆(fu) = f∆(u) + (L♯(∆)f)u,
where ♯(∆) ∈ X(M) is called the symbol of ∆. The space of derivations on E
will be denoted by Der(E). In the following, we shall present a generalization of
derivations on E and study its properties.
Definition 2.1. A generalized derivation of degree k on E is a triple D = (D, l, r),
where D : Γ(E) → Ωk(M,E) is a R-linear map, l ∈ Ωk−1(M,End(E)) and r ∈
Ωk(M,TM) satisfying the following Leibniz-type equation: for u ∈ Γ(E), f ∈
C∞(M),
D(fu) = fD(u) + df ∧ l(u)− r∗(df)⊗ u.(2.2)
Here r∗ : T ∗M → ∧kT ∗M is the map dual to r. The pair (l, r) is called the symbol
of D and we will denote it by ♯(D).
We will denote by GDerk(E) the space of generalized derivations of degree k on
E. The equation (2.2) will be refered to simply as the Leibniz equation for D.
Lemma 2.2. The symbol map defines a short exact sequence of vector spaces:
0→ Ωk(M,End(E))→ GDerk(E)→ Ωk−1(M,End(E)) ⊕ Ωk(M,TM)→ 0.
Proof. The Leibniz equation for D implies that, if l = 0, r = 0, then D is tensorial.
The surjectiveness of the symbol map is a consequence of the following construction:
given a pair (l, r) and a connection ∇ : Γ(TM)× Γ(E)→ Γ(E), define (D∇, l, r) ∈
GDerk(E) as follows:
(2.3) D∇(X1,...,Xk)(u) =
k∑
i=1
(−1)i+1l
(X1,...,X̂i,...,Xk)
(∇Xiu)−∇r(X1,...,Xk)u.

Remark 2.3. Given a generalized derivation D = (D, l, r), it is important to note
that D alone does not determine the symbol (l, r) as one can see by considering
(0, idTM , idTM ), (0, 0, 0) ∈ GDer
1(TM). In any case, it follows from the Leibniz
equation that (D, r) (resp. (D, l)) determines l (resp. r).
There is a natural bijection between GDer0(E) and Der(E). Indeed, for k = 0,
D = (D, r), where D : Γ(E) → Γ(E) and r ∈ X(M). If we define ∆ = −D,
then (2.2) coincides with the Leibniz equation for derivations (2.1). Under this
identification, the short exact sequence of Lemma 2.2 for k = 0 recovers the Atiyah
sequence:
0→ End(E)→ Der(E)→ X(M)→ 0.
The Leibniz equation for a generalized derivation D = (D, l, r) ∈ GDerk(E)
allows one to extend D to a R-linear operator D : Ω•(M,E)→ Ω•+k(M,E) by:
(2.4) D(α⊗ u) = α ∧D(u) + (−1)j(dα ∧ l(u)− (−1)j(k−1)Lrα⊗ u),
5where α ∈ Ωj(M), u ∈ Γ(E). Here Lr : Ω
•(M) → Ω•+k(M) is the Lie derivative
operator corresponding to r (we refer to [16, §2.8] for further details). Any element
l ∈ Ωk−1(M,End(E)) can also be extended to l : Ω•(M,E) → Ω•+k−1(M,E) by
the formula l(α⊗ u) = α ∧ l(u), so that the Leibniz equation for D extends to
D(α ∧ η) = α ∧D(η) + (−1)i+j(dα ∧ l(η)− (−1)(i+j)(k−1)Lrα ∧ η),
for α ∈ Ωj(M), η ∈ Ωi(M,E).
The following result (see [5, Cor. 5.5]) shows how the graded commutator of
EndR(Ω(M,E)) endows GDer
•(E) with a graded Lie algebra structure.
Proposition 2.4. Let Di = (Di, li, ri) ∈ GDer
ki(E) be generalized derivations of
degree ki, for i = 1, 2. The triple (D, l, r) defined as: r = [r1, r2], the Fro¨licher-
Nijenhuis bracket of r1 and r2, and
D = (D2 ◦D1 − (−1)
k1k2D1 ◦D2)|Γ(E)
l =
(
[D2, l1]− (−1)
k1k2 [D1, l2]
)
|Γ(E)
is a generalized derivation of degree k1 + k2. Moreover, the bracket [D1,D2] =
(D, l, r) gives GDer•(E) a graded Lie algebra structure.
Note that the map Der(E) ∋ ∆ 7→ −∆ ∈ GDer0(E) is a Lie algebra isomorphism.
Let us give some illustrative examples.
Example 2.5. An element D ∈ GDer1(E) with symbol l = idE and r = 0 is the
same as a connection ∇ : Γ(TM)× Γ(E)→ Γ(E) on E: simply define
∇Xu = DX(u).
The extensionD : Ω•(M,E)→ Ω•+1(M,E) is the Koszul differential corresponding
to ∇. Also, 12 [D,D] ∈ Ω
2(M,End(E)) is the curvature of ∇.
Example 2.6. For r ∈ Ωk(M,TM), define Dr,T : Γ(TM)→ Ωk(M,TM) by:
(2.5) Dr,T (Y ) = [Y, r].
A straightforward calculation shows that (Dr,T , r˜, r) ∈ GDerk(TM), where r˜ ∈
Ωk−1(M,End(TM)) is given by
r˜(X1, . . . , Xk−1) = r(· , X1, . . . , Xk−1).
The extensionDr,T : Ω•(M,TM)→ Ω•+k(M,TM) is Dr,T (η) = [r, η], where [·, ·] is
the Fro¨licher-Nijenhuis bracket. One can check that the graded Jacobi identity for
the Fro¨licher-Nijenhuis bracket implies that r 7→ Dr,T defines a graded Lie algebra
monomorphism Ω•(M,TM) →֒ GDer•(TM).
An important example of generalized derivation comes from the Dolbeault op-
erator on holomorphic vector bundles. This will be treated in §5.
2.1.2. Duality. There is a fundamental duality construction for generalized deriva-
tions that extends the well-known relationship between derivations on E and on
E∗. We now present this construction and show that it determines a graded Lie
algebra isomorphism between GDer•(E) and GDer•(E∗).
6Definition 2.7. Let D = (D, l, r) ∈ GDerk(E). Its dual D⊤ ∈ GDerk(E∗) is
defined as the triple (D⊤, l⊤, r), where D⊤ is determined by the following equation
on Ωk(M): for u ∈ Γ(E), µ ∈ Γ(E∗),
(2.6) 〈D⊤(µ), u〉 = d〈µ, l(u)〉 − Lr〈µ, u〉 − 〈µ,D(u)〉,
and l⊤ is given by 〈l⊤(µ), u〉 = 〈µ, l(u)〉.
It will be useful to have a more detailed formula for k = 1. In this case, given
D = (D, l, r) ∈ GDer1(E),
(2.7) 〈D⊤X(µ), u〉 = LX〈µ, l(u)〉 − Lr(X)〈µ, u〉 − 〈µ,DX(u)〉.
Example 2.8. For k = 0, consider the derivations ∆ on E and ∆⊤ on E∗ given
by ∆ = −D, ∆⊤ = −D⊤. Using these derivations, equation (2.6) can be rewritten
as
(2.8) 〈∆⊤(µ), u〉 = L♯(∆)〈µ, u〉 − 〈µ,∆(u)〉.
This is exactly the dualization operation for derivations on E.
Example 2.9. Let ∇ : Γ(TM)×Γ(E)→ Γ(E) be a connection on E and consider
the corresponding generalized derivation of degree 1, DX(u) = ∇Xu. A direct
computation shows that D⊤ is the generalized derivation corresponding to the dual
connection on E∗.
Example 2.10. For r ∈ Ωk(M,TM) we shall denote by Dr,T
∗
∈ GDerk(T ∗M) the
generalized derivation dual to Dr,T (see Example 2.6). When k = 1, a straightfor-
ward computation shows that: for α ∈ Ω1(M),
(2.9) Dr,T
∗
X (α) = LX(r
∗α)− Lr(X)α.
Our main result regarding dualization of generalized derivations establishes that
it is a graded Lie algebra isomorphism.
Theorem 2.11. The map (2.6) GDer•(E) ∋ D 7→ D⊤ ∈ GDer•(E∗) is a graded
Lie algebra isomorphism.
Proof. Let Di = (Di, li, ri) ∈ GDer
ki(E), for i = 1, 2 and let us compare the compo-
nents of [D⊤1 ,D
⊤
2 ] with those of [D1,D2]
⊤. First, note that both r-components are
[r1, r2]. So, it suffices to compare their D-components (see Remark 2.3). For this,
the following equations on Ωj+k(M) will be necessary (they follow from formula
(2.4) for the extension D⊤ : Ωj(M,E∗)→ Ωj+k(M,E∗) and (2.6)):
〈D⊤(η), v〉 = (−1)j
(
d〈η, l(v)〉 − (−1)j(k−1)Lr〈η, v〉
)
− 〈η,D(v)〉(2.10)
〈D⊤(µ), γ〉 = (−1)j(k−1)d〈µ, l(γ)〉 − Lr〈µ, γ〉 − (−1)
jk〈µ,D(γ)〉,(2.11)
for µ ∈ Γ(E∗), v ∈ Γ(E), η ∈ Ωj(M,E∗), γ ∈ Ωj(M,E).
Now,
〈[D⊤2 , D
⊤
1 ](µ), v〉 = 〈D
⊤
2 (D
⊤
1 (µ)), v〉 − (−1)
k1k2〈D⊤1 (D
⊤
2 (µ)), v〉 = A− (−1)
k1k2B.
From (2.10), (2.11) and using that dLr2 = (−1)
k2Lr2d, one finds that
A = −(−1)k1dLr1〈µ, l2(v)〉 − (−1)
k2k1(−1)k2dLr2〈µ, l1(v)〉+ Lr1〈µ,D2(v)〉
+ (−1)k1k2Lr2〈µ,D1(v)〉 − (−1)
k1k2d〈µ,D1(l2(v))〉 − (−1)
k2(k1−1)d〈µ, l1(D2(v))〉
+ (−1)k1k2Lr2Lr1〈µ, v〉+ (−1)
k1k2〈µ,D1(D2(v))〉.
7As B is obtained just by permutation of the indices, one can check that the first
four terms of A will cancel out with the corresponding terms in (−1)k1k2B. By
collecting the remaining terms, one has that
〈[D⊤2 , D
⊤
1 ](µ), v〉 = d〈µ, [D2, l1]− (−1)
k1k2 [D1, l2]〉 − L[r1,r2]〈µ, v〉
− 〈µ, [D2, D1](v)〉
= 〈[D2, D1]
⊤(µ), v〉,
where we have used Proposition 2.4 in the last equality. This concludes the proof.

2.1.3. Linear vector-valued forms. It is well-known [23, § 3.4] that derivations on
a vector bundle E correspond bijectively to linear vector fields on E (i.e. vector
fields whose flow is by vector bundle automorphisms). In this subsection, we shall
first recall how generalized derivations of degree k on E are in 1-1 correspondence
with linear vector-valued forms on E, Ωlin(E, TE), following [5]. It is important
to point out that the Fro¨licher-Nijenhuis bracket on Ω(E, TE) endows Ωlin(E, TE)
with a graded Lie algebra structure and GDer(E) ↔ Ωlin(E, TE) is a graded Lie
algebra isomorphism.
A vector-valued form K ∈ Ωk(E, TE) on the total space E is said to be linear
if it is hλ-related to itself , for every λ ∈ R>0. Here hλ : E → E is the fiberwise
multiplication by λ. We shall denote the space of linear vector-valued forms on E
by Ωlin(E, TE).
To explain the relationship between linear vector-valued forms and generalized
derivations, it is necessary to introduce a map V : Ωj(M,E) → Ωj(E, TE) given
by:
(2.12) V(α⊗ u) = q∗α⊗ u↑, α ∈ Ωj(M), u ∈ Γ(E),
where u↑ ∈ X(E) is the vertical lift1. From [5, Thm. 3.19]), it is known that
there is a 1-1 correspondence between K ∈ Ωklin(E, TE) and generalized derivations
D = (D, l, r) ∈ GDerk(E) given by:
(2.13) V(D(u)) = Lu↑K, V(l(u)) = K(u
↑, ·), q∗〈β, r〉 = 〈K, q∗β〉
where β ∈ Ω1(M). We shall refer to (l, r) as the symbol of K as well.
For a linear vector-valued form K ∈ Ωk(E, TE) with corresponding generalized
derivation D ∈ GDerk(E), we shall denote the linear vector-valued form on E∗
associated to the generalized derivation D⊤ (2.6) by K⊤.
If U ∈ X(E) is the linear vector field corresponding to ∆, then U 7→ U⊤ is the
well-known bijection between linear vector fields on E and on E∗ (see [23, § 3.4]).
Remark 2.12. In the case k = 0, the correspondence (2.13) is equivalent to the
well-known correspondence between derivations and linear vector fields (see e.g.
[23, § 3.4] for more details): given a linear vector field U ∈ X(E) the formula
[U, u↑] = ∆(u)↑
1The vertical lift of u ∈ Γ(E) is the vector field given by
u↑(e) =
d
dǫ
(e+ ǫu(x)), e ∈ Ex, x ∈ M.
8defines a derivation ∆ : Γ(E) → Γ(E). By comparing with (2.13), it follows that
the generalized derivation of degree 0 corresponding to U is exactly D = −∆.
In the following, we shall establish some useful properties of linear vector-valued
k-forms on E.
Proposition 2.13. There exists a vector bundle Link(E) over M whose sections
are the linear vector-valued k-forms on E. Moreover, Link(E) fits into a short exact
sequence of vector bundle over M :
0 −→ ∧kT ∗M ⊗ End(E) −→ Link(E) −→(2.14)
−→ (∧k−1T ∗M ⊗ End(E))⊕ (∧kT ∗M ⊗ TM) −→ 0.
Proof. There is a C∞(M)-module structure on the space of linear vector-valued
forms on E given by the scalar multiplication of sections with f ◦q, for f ∈ C∞(M).
Let (x, ξ1, . . . , ξn) be local coordinates on E and {u1, . . . , un} be a frame for E such
that ξi(uj(x)) = δ
i
j . On these coordinates, it is straightforward to check (e.g. using
[5, Prop. 4.10]) that a linear vector-valued k-form K is given by:
K(x, ξ1, . . . , ξn) = rIkj (x) dxIk ⊗
∂
∂xj
+ ξa ·DIk,ba (x) dxIk ⊗
∂
∂ξb
+ lIk−1, ba (x) dξ
a ∧ dxIk−1 ⊗
∂
∂ξb
,(2.15)
where Ij = {i1 < · · · < ij} ⊂ {1, . . . , n}, for j = k − 1 or k, and
lIk−1, ba =
〈
ϕb, l(ua)
(
∂
∂xIk−1
)〉
, rIkj (x) =
〈
dxj , r
(
∂
∂xIk
)〉
,
DIk,ba =
〈
ϕb, D(ua)
(
∂
∂xIk
)〉
,
where {ϕ1, . . . , ϕn} is the frame for E∗ dual to {u1, . . . , un} and (D, l, r) is the
generalized derivation corresponding to K. It now follows from Lemma 2.2 that
the module is locally free and finitely generated, hence it is the space of sections of
a vector bundle. The existence of the short exact sequence (2.14) follows from the
C∞(M)-linearity of the s.e.s of Lemma 2.2. 
Note that Lin0(E) is the Atiyah algebroid of E. Also, it is important to give
an explicit description of the inclusion ∧kT ∗M ⊗ End(E) →֒ Link(E): for Φ ∈
Ωk(M,End(E)), the linear vector-valued k-form Φ↑ ∈ Ωk(E, TE) is given as
(2.16) Φ↑(U1, . . . , Uk) =
d
dǫ
∣∣∣∣
ǫ=0
(e+ ǫΦ(Tq(U1),...,Tq(U1))(e)).
For idE ∈ Ω
0(M,End(E)), id↑E = E ∈ X(E) is the Euler vector field of E.
The following lemma will be a useful tool to study vector-valued forms on vector
bundles.
Lemma 2.14. Let K,L ∈ Ωk(E, TE) be vector-valued forms on E. If
K(U1, . . . , Uk) = L(U1, . . . , Uk),
for any k-tuple of linear vector fields U1, . . . , Uk ∈ X(E), then K = L.
9Proof. It suffices to proof that K(U1, . . . , Uk) = 0 ⇒ K ≡ 0, for any k-tuple
(U1, . . . , Uk) of linear vector fields. This follows from writing K in local coordinates
and choosing appropriated linear vector to show that all its components vanish. 
Proposition 2.15. Let K ∈ Ωk(E, TE). The following are all equivalent:
(i) K is linear;
(ii) LEK ≡ 0, where E ∈ X(E) is the Euler vector field of E;
(iii) For any k-tuple of linear vector fields U1, . . . , Uk, the vector field U =
K(U1, . . . , Uk) is itself linear.
In this case, the derivation ∆ corresponding to U is given by
(2.17) ∆(u) =
k∑
i=1
(−1)i+1l
(♯(U1),...,♯̂(Ui),...,♯(Uk))
(∆i(u))−D(♯(U1),...,♯(Uk))(u),
where ∆i, i = 1, . . . , k, are the derivations corresponding to Ui and ♯(Ui) are their
symbols.
Proof. It can be checked that K ∈ Ωk(E, TE) satisfies LEK ≡ 0 if and only if
it is locally written in the form (2.15) for some functions l
Ik−1, b
a (x), r
Ik
j (x) and
DIk,ba (x). This is a consequence of the following facts for a function f ∈ C
∞(E):
1) f is fiberwise constant if and only if LEf = 0; 2) f is fiberwise linear if and only
if LEf = f ; 3) f ≡ 0 if and only if LEf = −nf , for some positive integer n. So, the
equivalence (i)⇔ (ii) follows from the fact that any K written locally as (2.15) is
hλ-related to itself. As for the equivalence (ii) ⇔ (iii), one knows, from Lemma
2.14, that LEK ≡ 0 if and only if (LEK)(U1, . . . , Uk) = 0, for any k-tuple of linear
vector fields (U1, . . . , Uk). But,
0 = (LEK)(U1, . . . , Uk) = [E ,K(U1, . . . , Uk)]−
k∑
i=1
K(U1, . . . ,✘✘✘[E , Ui]
=0, . . . , Uk)
= [E ,K(U1, . . . , Uk)].
The formula (2.17) follows from (2.13) and
∆(u)↑ = [K(U1, . . . , Uk), u
↑]
= −(Lu↑K)(U1, . . . , Uk) +
k∑
i=1
(−1)i+1K([Ui, u
↑], U1, . . . , Ûi, . . . , Uk).

Consider now the Fro¨licher-Nijenhuis bracket [·, ·] on Ω(E, TE). The graded
Jacobi identity together with Proposition 2.15 implies that [·, ·] induces a graded
Lie algebra structure on Ωlin(E, TE). Indeed, given K1,K2 ∈ Ωlin(E, TE),
LE [K1,K2] = [E , [K1,K2]] = [[E ,K1],K2]− (−1)
k1 [K1, [E ,K2]] = 0.
For future reference, we state the following result from [5, Prop. 5.4] as a Propo-
sition.
Proposition 2.16. The correspondence between Ωlin(E, TE) and GDer(E) given
by (2.13) is a graded Lie algebra isomorphism.
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2.2. Generalized 1-derivations on Lie algebroids. Let (A, [·, ·], ρ) be a Lie
algebroid overM . In this paper, we will be mostly interested in generalized deriva-
tions D ∈ GDer1(A) of degree 1. We say that D is compatible with the Lie algebroid
structure if
DX([a, b]) = [a,DX(b)]− [b,DX(a)] +D[ρ(b),X](a)−D[ρ(a),X](b)(IM1)
l([a, b]) = [a, l(b)]−Dρ(b)(a)(IM2)
r([ρ(a), X ]) = [ρ(a), r(X)]− ρ(DX(a))(IM3)
r ◦ ρ = ρ ◦ l.(IM4)
This set of equations is usually refered as IM-equations and D is called an IM
(1, 1)-tensor (where IM stand for infinitesimally multiplicative). Under the cor-
respondence between generalized derivations and linear vector-valued forms, the
IM (1, 1)-tensors correspond to Lie algebroid morphisms K : TA → TA, where
TA→ TM is the tangent Lie algebroid of A→M (see [5]).
It is interesting to note that (IM3) can be rewritten as
(IM3’) Dr,TX (ρ(a)) = ρ(DX(a)),
where Dr,T is the generalized derivation corresponding to r (see Example 2.6).
Also, one can re-interpret (IM2) as follows: define a bracket (R-bilinear opera-
tion) on Γ(A) by
(2.18) [a, b]D = [l(a), b] +Dρ(b)(a)
and note that (IM2) can be rewritten as
(IM2’) [a, b]D = [l(a), b] + [a, l(b)]− l([a, b]).
One can check that [·, ·]D defines a pseudo-Lie algebroid structure on A with
anchors ρl = ρ ◦ l and ρr = r ◦ ρ (see [12, Dfn. 2.1]). From (IM2’), it is clear that
(IM2) implies that [·, ·]D is skew-symmetric.
Lemma 2.17. The bracket [·, ·]D is skew-symmetric if and only if
K⊤ ◦ π♯A = π
♯
A ◦ (K
⊤)∗.
where πA ∈ X
2(A∗) is the linear Poisson structure on A∗ and K⊤ : T (A∗)→ T (A∗)
is the linear endomorphism corresponding to D⊤ ∈ GDer1(A∗). In this case, [·, ·]D
is the pre-Lie algebroid structure corresponding to the linear bivector field πK ∈
X2(A∗) given by
π♯K = K
⊤ ◦ π♯A.
We shall give a proof of Lemma 2.17 in a more general setting in §4.3 (see Remark
4.12).
Let us give some examples.
Example 2.18. Given a map θ : TM → A, define D : Γ(TM) → Ω1(M,A),
l : A→ A and r : TM → TM by
DθX(a) = [a, θ(X)]− θ([ρ(a), X ]), l = θ ◦ ρ, r = ρ ◦ θ.
It is straightforward to check that (D, l, r) ∈ GDer1(A) is a IM (1,1)-form. When
A = TM with ρ = idTM and [·, ·] the Lie bracket of vector fields, this construction
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gives exactly the generalized derivation Dr,T of Example 2.6. In particular, Dr,T is
an IM (1,1)-tensor on TM and
(2.19) [X,Y ]Dr,T = [r(X), Y ] + [X, r(Y )]− r([X,Y ]).
Example 2.19. Let ∇ : Γ(TM) × Γ(A) → Γ(A) be a connection and consider
DX(a) = ∇Xa, l = idA and r = 0. One can check that D is an IM (1, 1)-tensor if
and only if ρ ≡ 0 and ∇X [a, b] = [∇Xa, b] + [a,∇Xb]. This is equivalent to A being
a Lie algebra bundle (see [23, Thm. 6.4.5]).
2.3. Poisson-Nijenhuis structures. Let π ∈ X2(M) be a Poisson structure on
M and r : TM → TM a vector-valued 1-form. We say that π and r are compatible
if r ◦ π♯ = π♯ ◦ r∗ and
(2.20) Crπ(α, β) := [α, β]πr − ([r
∗α, β]π + [α, r
∗β]π − r
∗([α, β]π)) = 0,
where [·, ·]B is the Lie bracket on Γ(T
∗M) associated to a bivector field B ∈ X2(M)
given by
[α, β]B = LB♯(α)β − iB♯(β)dα
and πr ∈ X
2(M) is the bivector field defined by π♯r = r ◦ π
♯.
Definition 2.20. A Poisson-Nijenhuis structure is a compatible pair (π, r) such
that the Nijenhuis torsion of r, Nr, vanishes.
For a compatible pair (π, r), the vanishing of the Nijenhuis torsion of r is equiv-
alent to πr being a Poisson structure (i.e. [πr, πr] = 0). The expression C
r
π is
called the concomitant of π and r. It is important to note that 〈Crπ(α, β), X〉 =
〈β,Rrπ(X,α)〉, where
Rrπ(α,X) = π
♯(LXr
∗(α)− Lr(X)α)− [π
♯(α), r](X)
This expression Rrπ was the original tensor used to express the compatibility be-
tween π and r in [26]. We will called it the Magri-Morosi concomitant. Note that
(2.21) Rrπ(α,X) = π
♯(Dr,T
∗
X (α)) −D
r,T
X (π
♯(α)),
so that Rrπ = 0 is equivalent to (IM3’) for D
r,T∗ on the cotangent Lie algebroid
(T ∗M, [·, ·]π, π
♯). Similarly, the bracket [·, ·]Dr,T∗ is exactly [·, ·]πr and the vanishing
of the concomitant Crπ is exactly (IM2’). In fact, we have the following result (see
[5, Prop. 6.7]) connecting Poisson-Nijenhuis structures with Dr,T
∗
.
Proposition 2.21. [5] A Poisson structure π ∈ X2(M) and the vector-valued form
r : TM → TM are compatible if and only if Dr,T
∗
is an IM (1, 1) tensor on the Lie
algebroid (T ∗M, [·, ·]π, π
♯).
Remark 2.22. In [5], the operator Dr,T
∗
has a different formula from (2.9), but
it is a straighforward calculation to show the formulas agree.
3. Complete lifts of vector-valued forms
In this section, we use the framework of §2 to revisit the classical theory of
complete lifts for vector-valued forms. We shall prove that complete lifts to the
tangent and cotangent bundle define linear vector valued forms dual to each other;
their corresponding generalized derivations are Dr,T and Dr,T
∗
, respectively, for
r ∈ Ωk(M,TM). It will become clear that generalized derivations provide a con-
ceptually simple tool to study properties of such lifts (e.g. local formulas and special
cases - such as almost complex structures).
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3.1. Definitions. Let us briefly recall the definitions of tangent and cotangent
lift (also known as complete lifts in the literature) for vector-valued forms. Our
references here are [11, 23, 33].
3.1.1. Tangent lift. To define the complete lift to the tangent bundle of a vector-
valued form, it will be necessary to first recall the procedure of lifting vector fields
and differential forms on M to its tangent bundle qM : TM →M .
Vector fields. For a vector field X ∈ X(M), its complete lift to TM (or, tangent
lift) is the vector field Xtg ∈ X(TM) whose flow is the derivative of the flow of X .
We list below some alternative ways to characterize the tangent lift:
• The vector field Xtg is linear and the derivation ∆X : Γ(TM) → Γ(TM)
corresponding to it is ∆X(Y ) = [X,Y ] (see [23, Example 3.4.8]).
• By seeing X as a map X : M → TM , its tangent lift Xtg : TM → T (TM)
satisfies Xtg = J ◦ TX, where J : T (TM) → T (TM) is the canonical
involution of the double tangent bundle
(3.1) J(
∂2
∂s ∂t
∣∣∣∣
s,t=0
m(s, t)) =
∂2
∂t ∂s
∣∣∣∣
s,t=0
m(s, t),
for every map m : (−ǫ, ǫ)× (−δ, δ)→M (see [23, Thm. 9.6.6]).
Differential forms. For α ∈ Ωk(M), its tangent lift αtg ∈ Ωk(TM) is defined as
follows: consider the map
Fα :
k∏
qM
TM := TM ×M · · · ×M TM︸ ︷︷ ︸
k−times
→ R, Fα(X1, . . . , Xk) = α(X1, . . . , Xk)
and define, for U1, . . . , Uk ∈ TX(TM),
αtg(U1, . . . , Uk) := TFα(J(U1), . . . , J(Uk)),
where J is the canonical involution (3.1). Note that we are using the identification
T (
∏k
qM
TM) ∼=
∏k
TqM
T (TM) and, also, that TqM (J(U1)) = · · · = TqM(J(Uk)) =
X.
Lemma 3.1. For α ∈ Ωk(M), one has that
(a) iX↑α
tg = q∗M (iXα);
(b) αtg(Xtg1 , . . . , X
tg
k ) = ℓdfα ;
where X,X1, . . . , Xk ∈ X(M) are vector fields, fα = α(X1, . . . , Xk) ∈ C
∞(M) and
ℓdfα ∈ C
∞(TM) is the fiberwise linear function corresponding to dfα.
Proof. For Y ∈ TxM , note that J(X
↑(Y )) = T 0(Y )+ ddǫ
∣∣
ǫ=0
(ǫX(y)), where T 0(Y )
is the derivative of the zero section 0 : M → TM evaluated on Y . Hence, for
U1, . . . , Uk ∈ TY (TM), one can write
(J(X↑(Y )), J(U1), . . . , J(Uk−1)) = (T 0(Y ), J(U1), . . . , J(Uk))
+ (
d
dǫ
∣∣∣∣
ǫ=0
(ǫX(y)), 0TqM (U1), . . . , 0TqM (Uk−1)),
13
where the sum is relative to the tangent bundle
∏k
TqM
T (TM) →
∏k
qM
TM . By
definition,
αtg(X↑(Y ), U1, . . . , Uk−1) = TFα(J(X
↑(Y )), J(U1), . . . , J(Uk−1))
=
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤❤
TFα(T 0(Y ), J(U1), . . . , J(Uk)) =0
+ TFα(
d
dǫ
∣∣∣∣
ǫ=0
(ǫX(y)), 0TqM (U1), . . . , 0TqM (Uk−1))
=
d
dǫ
∣∣∣∣
ǫ=0
α(ǫX(y), T qM(U1), . . . , T qM(Uk−1))
= α(X(y), T qM (U1), . . . , T qM(Uk−1)).
This proves (a). As for (b), note that J(Xtg(Y )) = TX(Y ), since J2 = id. Hence,
αtg(Xtg1 (Y ), . . . , X
tg
k (Y )) = TFα(TX1(Y ), . . . , TXk(Y )) = Tfα(Y ) = ℓdfα(Y ).

Remark 3.2. Our definition of the tangent lift for differential forms agrees with
the ones in the literature [7, 11, 33]. Indeed, it suffices to compare their local
descriptions (see e.g. [11, Eq. 2.1]). By considering local coordinates (x, x˙) in TM
and writing α(x) = αIk (x) dxIk , it follows from Lemma 3.1, by considering the
tangent and vertical lift of ∂/∂xi, that
αtg(x, x˙) =
∂αIk
∂xj
(x) x˙j dxIk +
k∑
j=1
αIk (x) dxi1 ∧ · · · ∧ dx˙ij ∧ · · · ∧ dxik .
It will be necessary to recall two properties of αtg which will be needed later:
(dα)tg = d(αtg)(3.2)
LEα
tg = αtg.(3.3)
Both properties are implied by the local formula of αtg.
Vector-valued forms. We follow [33] to define the complete lift to the tangent
bundle rtg ∈ Ωk(TM, T (TM)) of vector-valued forms r ∈ Ωk(M,TM). First, for
r = α ∈ Ωk(M) and X ∈ X(M), we define
(3.4) (α⊗X)tg = q∗Mα⊗X
tg + αtg ⊗X↑
and extend to general vector-valued forms by linearity.
Remark 3.3. To check that (3.4) is well-defined, one uses the following properties
of tangent lifts of vector-fields and forms: for f ∈ C∞(M),
(fX)tg = (q∗Mf)X
tg + ℓdfX
↑; (fα)tg = (q∗Mf)α
tg + ℓdf q
∗
Mα,
where ℓdf ∈ C
∞(TM) is the fiberwise linear function corresponding to df ∈ Γ(T ∗M)
(see [23, Eq. (39) in §9.6] and [7, Lemma 3.1(ii)], respectively). From this, one has
that
(fα⊗X)tg = ((fα)⊗X)tg = (α⊗ (fX))tg
= (q∗Mf)(α⊗X)
tg + ℓdf (q
∗
Mα⊗X
↑),
for f ∈ C∞(M).
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3.1.2. Cotangent lift. We follow [11, 13] to define cotangent lifts for vector-valued
forms. It will depend on a general construction for manifolds N endowed with a
bivector field π ∈ Γ(∧2TN). Let Rπ : Ω
k(N)→ Ωk−1(N, TN) be the map given as
follows: for α ∈ Ωk(N), k ≥ 1, consider α˜ : ∧k−1TN → T ∗N determined by
(X1, . . . , Xk−1) 7→ α(· , X1, . . . , Xk−1),
and define
Rπ|C∞(M) = 0, Rπ(α) = π
♯ ◦ α˜,
where π♯ : T ∗M → TM is the contraction map. Note
(i) Rπ|Ω1(N) = π
♯
(ii) Rπ(α ∧ β) = Rπ(α) ∧ β + (−1)
kα ∧Rπ(β), for β ∈ Ω(N).
(iii) For µ1, . . . , µk ∈ Ω
1(N),
(3.5) Rπ(µ1 ∧ · · · ∧ µk) =
k∑
i=1
(−1)i+1µ1 ∧ · · · ∧ µ̂i · · · ∧ µk ⊗ π
♯(µi).
We refer to [27, § 3.1] for further details.
We shall now focus on N = T ∗M with the Poisson structure πcan := ω
−1
can, where
ωcan is the canonical symplectic structure. Recall that, for X ∈ X(M), α ∈ Ω
1(M),
π♯can(dℓX) = X
ctg, π♯can(p
∗
Mα) = −α
↑,
where pM : T
∗M → M is the cotangent bundle projection, ℓX ∈ C
∞(T ∗M) is the
fiberwise linear map corresponding to X and Xctg is the cotangent lift of X , the
linear vector field whose corresponding derivation is LX : Γ(T
∗M)→ Γ(T ∗M), the
Lie derivative along X .
Now, for r ∈ Ωk(M,TM), its cotangent lift rctg ∈ Ωk(T ∗M,T (T ∗M)) is defined
by
(α⊗X)ctg = Rπcan(d(ℓX p
∗
Mα))
= p∗Mα⊗X
ctg − dℓX ∧Rπcan(p
∗
Mα) + ℓXRπcan(p
∗
Mdα)
in the case r = α⊗X . Note that it is well-defined and extends to the general case
by R-linearity.
It will be important to note that, for β ∈ Ω(M),
(3.6) Rπcan(p
∗
Mβ) = −V(β˜),
for the map V defined by (2.12). This can be directly checked using (3.5) on local
coordinates. So, we have the following expression for the cotangent lift of r = α⊗X :
(3.7) rctg = p∗Mα⊗X
ctg + dℓX ∧ V(α˜)− ℓX V(d˜α)
3.2. Presentation as linear vector-valued forms. We can now state our main
result regarding tangent and cotangent lifts.
Theorem 3.4. Given r ∈ Ωk(M,TM), its tangent lift rtg (resp. cotangent lift
rctg) is the linear vector-valued form on TM (resp. T ∗M) associated to Dr,T (resp.
Dr,T
∗
). In particular, rtg = (rctg)⊤.
Proof. Let us assume that r = α⊗X . The general case will follow by R-linearity.
In the following, ET (resp. ET∗) will denote the Euler vector field on TM (resp.
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T ∗M). Also, we will use the following property of the Fro¨licher-Nijenhuis bracket
on an arbitrary manifold N : for Y ∈ X(N), β ∈ Ω(N) and K ∈ Ω(N, TN)
[Y, β ∧K] = β ∧ [Y,K] + (LY β) ∧K
(see [16, §8.7]).
Tangent lift. To prove that rtg is linear, we show that [ET , r
tg] = 0 and use
Proposition 2.15. Now,
[ET , r
tg] = [ET , q
∗
Mα⊗X
tg + αtg ⊗X↑]
= q∗Mα⊗✘✘
✘
✘
[ET , X
tg]=0 +
✘
✘
✘
✘LET q
∗
Mα
=0 ⊗Xtg + αtg ⊗ [ET , X
↑] + LET α
tg ⊗X↑
= −αtg ⊗X↑ + αtg ⊗X↑ = 0.
Here, we have used (3.3) and that [ET , X
↑] = −X↑. Let us now check that Dr,T is
the generalized derivation corresponding to rtg. For this, we shall use (2.13). First,
[Y ↑, rtg] = q∗Mα⊗ [Y
↑, Xtg] +
✘
✘
✘
✘LY ↑q
∗
Mα
=0 ⊗Xtg
+ αtg ⊗
✘
✘
✘
✘
[Y ↑, X↑]=0 + LY ↑α
tg ⊗X↑
= q∗Mα⊗ [Y,X ]
↑ + q∗M (LXα)⊗X
↑
= V([Y, r]) = V(Dr,T (Y )).
It is now a straightforward computation to check that the symbol of rtg is (r˜, r).
This concludes the tangent lift part of the proof.
Cotangent lift. Similarly, let us prove that rctg is linear:
[ET∗ , r
ctg] = q∗Mα⊗✘✘✘
✘
✘
[ET∗ , X
ctg]=0 +
✘
✘
✘
✘LET∗ q
∗
Mα
=0 ⊗Xctg + dℓX ∧ [ET∗ ,V(α˜)]
+ LET∗ (dℓX) ∧ V(α˜)− ℓX [ET∗ ,V(d˜α)]− LET∗ (ℓX)V(d˜α)
= −dℓX ∧ V(α˜) + dℓX ∧ V(α˜) + ℓXV(d˜α)− ℓXV(d˜α) = 0,
where we have used that LET∗ ℓX = ℓX and [ET∗ ,V(γ)] = −γ, for γ ∈ Ω(M,T
∗M).
So, by Proposition 2.15, we conclude that rctg is a linear vector-valued form.
Let us prove that the generalized derivation associated to rctg is Dr,T
∗
. Let
µ ∈ Ω1(M). From (2.6), one has that
〈Dr,T
∗
(µ), Y 〉 = d〈µ,X〉 ∧ iY α− 〈µ,X〉 iY dα− 〈LXµ, Y 〉α.
Now,
[µ↑, rctg] = p∗Mα⊗ [µ
↑, Xctg] +
✘
✘
✘
✘Lµ↑p
∗
Mα
=0 ⊗Xctg + dℓX ∧✘✘✘
✘✘
[µ↑,V(α˜)]=0
+ Lµ↑dℓX ∧ V(α˜)− ℓX✘✘✘
✘
✘
[µ↑,V(d˜α)]=0 − (Lµ↑ℓX)V(α˜)
= −p∗Mα⊗ (LXµ)
↑ + p∗Md〈µ,X〉 ∧ V(α˜)− p
∗
M 〈µ,X〉 V(d˜α)
= V(α⊗ LXµ+ d〈µ,X〉 ∧ α˜− 〈µ,X〉d˜α︸ ︷︷ ︸
γ∈Ωk(M,T∗M)
).
It is now straightforward to check that 〈γ, Y 〉 = 〈Dr,T
∗
(µ), Y 〉, for any Y ∈ X(M).
So, [µ↑, rctg] = V(Dr,T
∗
(µ)) as we wanted to prove. We leave to the reader to check
that the symbol of rctg is (r˜⊤, r).

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We end this section with two corollaries. Both of them are related to Lie algebroid
endomorphisms of tangent Lie algebroids TA → TM . For the first, we consider
A = TM and, for the second, A = T ∗M with the Lie algebroid structure coming
from a Poisson structure π ∈ X2(M) on M .
Corolary 3.5. Given a linear vector-valued 1-form K ∈ Ω1(TM, T (TM)) with
symbol (l, r), one has that K : T (TM)→ T (TM) is a Lie algebroid endomorphism
if and only if K = rtg.
Proof. Let D = (D, r, l) ∈ GDer1(TM). We claim that D is a IM (1,1) form on TM
if and only if D = Dr,T . The result will then follow from Theorem 3.4. To prove
the claim, note that, since ρ = idTM in this case, equation (IM3’) is equivalent to
D = Dr,T and (IM4) gives that l = r. 
Corolary 3.6. Given a vector-valued 1-form r ∈ Ω1(M), one has that π and r are
compatible if and only if rctg : T (T ∗M)→ T (T ∗M) is a Lie algebroid morphism.
Proof. This is a straighforward consequence of Proposition 2.21 and Theorem 3.4.

4. Lie-Nijenhuis bialgebroids
4.1. Preliminaries. Let G ⇒M be a Lie groupoid and consider the Lie groupoid
structure on its tangent and cotangent bundles, TG ⇒ TM and T ∗G ⇒ A∗, respec-
tively. Here A→M is the Lie algebroid of G. We shall refer the reader to [24, §7]
for details and references relative to tangent and cotangent groupoids.
Following [5] we shall say that a (q, p)-tensor field τ ∈ Γ(∧pT ∗G ⊗ ∧qTG) is
multiplicative if the associated function on the Whitney sum
⊕p
TG ⊕
⊕q
T ∗G
is a multiplicative function. This notion recovers all the existing definitions of
multiplicative tensors in the literature (e.g. Poisson groupoids [24, 32], symplectic
groupoids [15, 31], (1,p) tensors [21]).
Let us recall the infinitesimal description of multiplicative tensors. For this,
consider the R-linear map T : Γ(∧pT ∗M ⊗ ∧qA)→ Γ(∧pT ∗G ⊗ ∧qTG) given by
T (α⊗ (a1 ∧ · · · ∧ aq)) = t
∗α⊗ (−→a1 ∧ · · · ∧
−→aq), α ∈ Ω
p(M), ai ∈ Γ(A),
where t : G → M is the target map of G and, for a ∈ Γ(A), −→a ∈ X(G) is the
corresponding right-invariant vector field. In the case G is source-connected, a
(q, p)-tensor field τ on G is multiplicative if and only if:
(i) τ(X1, . . . , Xp, µ1, . . . , µq) = 0, for Xi ∈ TxM ⊂ TG, µj ∈ A
∗
x ⊂ T
∗G,
x ∈M ;
(ii) there exists D : Γ(A) → Γ(∧pT ∗M ⊗ ∧qA), l : A → Γ(∧p−1T ∗M ⊗ ∧qA)
and r : T ∗M → Γ(∧pT ∗M ⊗ ∧q−1A) such that
(4.1) L−→a τ = T (D(a)), i−→a τ = T (l(a)), it∗ατ = T (r(α)).
Moreover, if τ is multiplicative, then τ ≡ 0 if and only if D = 0, l = 0, r = 0. We
refer to [5] for a proof (see Theorems 3.11 and 3.19 therein).
Remark 4.1. By considering vector bundles as Lie groupoids with the multiplica-
tion given by fiberwise addition and q = 1, the map T coincides with V given by
(2.12) and formulas (4.1) recover (2.13).
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The triple (D, l, r) is called the IM (q, p)-tensor corresponding to τ and it satisfy
the Leibniz equation
(4.2) D(fa) = fD(a) + df ∧ l(a)− r(df) ∧ a, f ∈ C∞(M), a ∈ Γ(A)
plus a set of compatibility equations called the IM equations. It will not be necessary
for us to recall the general form of the IM equations, except for the cases p = q = 1
(endomorphisms) and q = 2, p = 0 (bivector fields).
Multiplicative endomorphisms. A vector-valued 1-form K ∈ Ω1(G, TG) is mul-
tiplicative if and only if, seen as map K : TG → TG, it is a Lie groupoid morphism.
Let (D, l, r) be the corresponding IM (1,1) tensor on the Lie algebroid A and con-
sider the triple D = (D, l, r) given by D = D, l = l, r = r∗. The Leibniz equation
(4.2) implies that D ∈ GDer1(A) and, in this case, the IM equations are exactly
the set of equations (IM1) - (IM4) of §2.2. Note that the Lie algebroid morphism
KA : TA→ TA obtained from differentiating K is the linear vector-valued 1-form
associated to D ∈ GDer1(A).
It will be also important to recall that the Nijenhuis torsion of a multiplicative
endomorphism K, NK ∈ Ω
2(G, TG), is also a multiplicative vector-valued 2-form
and its corresponding IM (1,2) tensor is 12 [D,D] ∈ GDer
2(A).
Multiplicative bivector fields. For a bivector field π ∈ Γ(∧2TG), notice that the
corresponding IM (2, 0)-tensor has only two components: D : Γ(A)→ Γ(∧2A) and
r : T ∗M → A. Define δ = D and ρ∗ = r
∗. The Leibniz equation (4.2) implies that
there is a pre-Lie algebroid structure on A∗ defined by
(4.3) 〈[µ1, µ2]∗, a〉 = Lρ∗(µ1)〈µ2, a〉 − Lρ∗(µ2)〈µ2, a〉 − δ(a)(µ1, µ2),
for µ1, µ2 ∈ Γ(A
∗), a ∈ Γ(A). The bracket [·, ·]∗ will satisfy the Jacobi equation if
and only if π is a Poisson structure (i.e. [π, π] = 0) (see [14]). The IM-equations in
this case reduces to
(4.4) δ([a, b]) = [δ(a), b] + [a, δ(b)].
So, the IM (2, 0)-tensor is equivalent to the Lie bialgebroid structure on (A,A∗)
corresponding to the Poisson groupoid (G, π).
Remark 4.2. It is important to note that, similar to the correspondence between
IM (1,1)-tensors and Lie algebroid endomorphisms of the tangent prolongation
TA → TM , there is a linear bivector field πA∗ ∈ X
2(A) corresponding to the
pre-Lie algebroid structure [·, ·]∗ coming from the IM (2,0)-tensor. Also, the IM-
equation (4.4) is equivalent to π♯A∗ : T
∗A → TA being a Lie algebroid morphism
from the cotangent Lie algebroid to the tangent Lie algebroid of A. We refer the
reader to [24] for further details (see Theorem 6.2. therein).
4.2. Definition and main properties. Let (A,A∗) be a Lie bialgebroid.
Definition 4.3. A Lie-Nijenhuis bialgebroid structure on (A,A∗) is a generalized
derivation D ∈ GDer1(A) of degree 1 such that both D and D⊤ are IM (1,1)-tensors
and [D,D] = 0.
Due to Theorem 2.11, if D defines a Lie-Nijenhuis structure on (A,A∗), then D⊤
also defines a Lie-Nijenhuis structure on (A∗, A).
A Lie-Nijenhuis bialgebroid structure on (A,A∗) is also equivalent to a linear
vector-valued 1-form K : TA→ TA such that both K and its dual K⊤ : T (A∗)→
T (A∗) are Lie algebroid morphisms and the Nijenhuis torsion of K being zero.
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Note that this automatically implies that the Nijenhuis torsion of K⊤ also vanishes
because dualization is a graded Lie algebra isomorphism.
Example 4.4. Let (A,A∗) be a Lie bialgebroid over a connected manifold M and
consider D∇ ∈ GDer
1(A) associated to a connection ∇ : Γ(TM)× Γ(A) → Γ(A).
It is straightforward to check that D∇ defines an IM (1, 1)-tensor if and only if A
is a bundle of Lie algebras (IM4 implies that ρ ≡ 0 and IM1 implies that parallel
transport is a Lie algebra isomorphism). Similarly with D⊤∇ = D∇⊤ ∈ GDer
1(A∗).
As [D∇,D∇] = 0 is equivalent to ∇ being flat, one has that D∇ defines a Lie-
Nijenhuis structure on A if and only if A⊕A∗ →M is a flat Lie bialgebra bundle in
the following sense: given a point x0 ∈ M , the monodromy action of fundamental
group π1(M,x0) on Ax0 ⊕A
∗
x0 is by Lie bialgebra isomorphisms and
A⊕A∗ ∼= M˜ ×π1(M,x0) (Ax0 ⊕A
∗
x0)
as Lie bialgebroids, where M˜ is the universal cover of M . We note that these
structures of flat Lie bialgebra bundles have appeared in [1] in their study of the
Goldman-Turaev Lie bialgebra.
In §5, we will show that holomorphic Lie bialgebroids provide an important class
of Lie-Nijenhuis bialgebroids.
For a Poisson manifold (M,π), it is known that the cotangent Lie algebroid
(T ∗M, [·, ·]π, π
♯) and TM with its tangent Lie algebroid structure define a Lie bial-
gebroid [24]. The next result show that Lie-Nijenhuis structures on (TM, T ∗M)
correspond bijectively to Poisson-Nijenhuis structures on M .
Proposition 4.5. A generalized derivation D ∈ GDer1(TM) with symbol (l, r)
defines a Lie-Nijenhuis bialgebroid structures on (TM, T ∗M) if and only if (π, r)
is a Poisson-Nijenhuis structure and D = Dr,T .
Proof. From Corollary 3.5, one obtains that D is an IM (1,1) tensor on TM if and
only if D = Dr,T . So, D⊤ = Dr,T
∗
and Proposition 2.21 implies that D⊤ is an IM
(1,1) tensor on T ∗M if and only if π and r are compatible. The vanishing of the
Nijenhuis torsion of r follows from [Dr,T ,Dr,T ] = D[r,r],T (see Example 2.6). 
Proposition 4.6. If (A,A∗,D) is a Lie-Nijenhuis bialgebroid and π ∈ X2(M) is
the associated Poisson structure defined by π♯ = ρ∗ ◦ ρ
∗, then
(i) (π, r) is a Poisson-Nijehuis structure on M ;
(ii) the bracket [a, b]l = [l(a), b]+ [a, l(b)]− l([a, b]) is a Lie algebroid bracket on
A for which ((A, [·, ·]l, ρ ◦ l), (A
∗, [·, ·]∗, ρ∗) is a Lie bialgebroid.
(iii) ((A, [·, ·]l, ρ ◦ l), (A
∗, [·, ·]∗, ρ∗),D) is a Lie-Nijenhuis bialgebroid.
Proof. The equality r ◦ π♯ = π♯ ◦ r∗ is a direct consequence of (IM4) for both D
and D⊤. Now, by dualizing (IM3’) for (D, l, r), one obtains that D⊤X(ρ
∗(α)) =
ρ∗(Dr,T
∗
X (α)), for any α ∈ Ω
1(M) and X ∈ X(M). Hence, by using (IM3’) for D⊤,
one has that
π♯(Dr,TX (α)) = ρ∗(D
⊤
X(ρ
∗(α))) = Dr,TX (π
♯(α)),
which, from (2.21), is exactly the vanishing of the Magri-Morosi concomitant. So,
π and r are compatible. Finally, as the Nijenhuis torsion of r is the TM -component
of 12 [D,D] = 0, it follows that (π, r) is a Poisson-Nijenhuis structure on M .
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As for (ii), notice that the Nijenhuis torsion Nl of l also vanishes. Indeed, by
(IM2),
Nl(a, b) := [l(a), l(b)]− l ([l(a), b] + [a, l(b)]− l([a, b]))
= l(Dρ(b)(a)) −Dρ(b)(l(a)) = 0,
where the last equality comes from the fact that l(DX(a)) − DX(l(a)) is exactly
the A-component of 12 [D,D] = 0. So, [·, ·]l is a Lie algebroid bracket [18, Cor. 1.1].
By (IM2’) and Lemma 2.17, one has that the linear Poisson structure on A∗ cor-
responding to [·, ·]l is π
♯
K = K
⊤ ◦ π♯A, where πA is the linear Poisson structure
associated to [·, ·] on A and K⊤ : T (A∗) → T (A∗) is the linear endomorphism as-
sociated to D⊤. As both maps are Lie algebroid morphisms, the result now follows
from the characterization of Lie bialgebroids discussed in Remark 4.2.
As for (iii), notice that one has only to check that D is an IM (1,1) tensor on
(A, [·, ·]l, ρ ◦ l). We prove (IM1) and leave the other IM equations to the reader.
First, using that [·, ·]l = [·, ·]D (because of (IM2’) for D on (A, [·, ·], ρ)), one has that
Q := DX([a, b]l)− [DX(a), b]l − [a,DX(b)]l −D[ρ(l(b)),X](a) +D[ρ(l(a)),X](b)
= DX([l(a), b])− [DX(l(a)), b]− [l(a), DX(b)] +D[ρ(l(a)),X](b)
+DX(Dρ(b)(a))−Dρ(b)(DX(a))−Dρ(DX (b))(a)−D[r(ρ(b)),X](a)
where we have used that DX(l(a)) = l(DX(a)) and ρ ◦ l = r ◦ ρ. By summing
and subtracting D[ρ(b),X](l(a)) and using (IM1) and (IM3’) for D on (A, [·, ·], ρ), we
obtain that
Q = DX(Dρ(b)(a)) −Dρ(b)(DX(a))−D[r(ρ(b)),X]+[ρ(b),r(X)]−r([ρ(b),X])(a)
+ l(D[ρ(b),X])(a) = D
2
(ρ(b),X)(a)
where D2 : Γ(A) → Γ(∧2T ∗M ⊗ A) is the D-component of 12 [D,D] (see e.g. [5,
Cor. 6.3]). The result now follows from [D,D] = 0. 
Remark 4.7. It is important to note that the definition of a Lie-Nijenhuis bialge-
broid is symmetric with respect to A and A∗. So, Proposition 4.6 also implies that
((A, [·, ·], ρ), (A∗, [·, ·]l∗ , ρ∗ ◦ l
∗),D) is a Lie-Nijenhuis bialgebroid. Note that, in this
way, we can generate a hierarchy of Lie-Nijenhuis bialgebroids
((A, [·, ·], ρ), (A∗, [·, ·](l∗)j , ρ∗ ◦ (l
∗)j),D)
Remark 4.8. For a Lie-bialgebroid (A,A∗), there is a notion of Nijenhuis operator
on its double A := A ⊕ A∗. It is a vector bundle morphism T : A → A for
which a Nijenhuis torsion constructed with the Courant bracket on A vanishes
(see [19] and references therein). It follows from [19, Thm. 4.5] and the proof of
Proposition 4.6(ii) that if D = (D, r, l) is a Lie-Nijenhuis structure on (A,A∗) such
that l2 = λidA, for some λ ∈ R, then
T =
(
l 0
0 −l∗
)
is a Nijenhuis operator on A.
It is interesting to note that the formalism developed so far provides an alterna-
tive proof for a fundamental result of Y. Kosmann-Schwarzbach.
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Proposition 4.9. [17] Let r ∈ Ω1(M,TM) and π ∈ X2(M) be a Poisson manifold.
Consider the cotangent Lie algebroid T ∗Mπ = (T
∗M, [·, ·]π, π
♯) and the pre-Lie
algebroid TMr = (TM, [·, ·]r, r), where
[X,Y ]r = [r(X), Y ] + [X, r(Y )]− r([X,Y ]),
One has that (π, r) is a Poisson-Nijenhuis structure if and only if (TMr, T
∗Mπ) is
a Lie bialgebroid.
Proof. First note that TMr is a Lie algebroid if and only if the Nijenhuis torsion of
r vanishes (see [17, Cor. 1.1]). Now, on the one hand, if (π, r) is Poisson-Nijenhuis,
then Propositions 4.5 and 4.6 gives the Lie bialgebroid structure on (TMr, T
∗Mπ).
On the other hand, let us assume that (TMr, T
∗Mπ) is a Lie bialgebroid. As
recalled in Remark 4.2, this is equivalent to the linear Poisson
π♯TMr : T
∗(T ∗M)→ T (T ∗M)
corresponding to TMr being a Lie algebroid morphism (the Lie algebroid structures
here are the cotangent and tangent Lie algebroids associated to T ∗Mπ). Now, by
combining (2.19) with Lemma 2.17 and Theorem 3.4, we get that
π♯TMr = r
ctg ◦ π♯can,
where πcan ∈ X
2(T ∗M) is the Poisson structure corresponding to the canonical
symplectic form on T ∗M (see also [3, Lem. 7.1]). Here, we have used that πcan
is the linear Poisson structure associated to the canonical Lie algebroid structure
on the tangent bundle TM . The argument now proceeds as follows: the fact that
(TM, T ∗Mπ) is a Lie algebroid for any Poisson structure π implies that π
♯
can :
T ∗(T ∗M) → T (T ∗M) is a Lie algebroid morphism, so rctg = π♯TMr ◦ (π
♯
can)
−1 is
also a Lie algebroid morphism. The result now follows from Corollary 3.6. 
4.3. Lie theory of Poisson-Nijenhuis groupoids. We now proceed to study
Poisson-Nijenhuis structures on Lie groupoids and their infinitesimal data. Our
data will be (G, π,K), where G ⇒ M is a source-connected and source-simply
connected groupoid endowed with a multiplicative Poisson structure π ∈ X2(G)
and a multiplicative vector-valued 1-form K ∈ Ω1(G, TG). Let D ∈ GDer1(A) be
the corresponding IM (1,1)-tensor on the Lie algebroid A→M corresponding to K
and consider the Lie algebroid structure ([·, ·]∗, ρ∗) on A
∗ making (A,A∗) the Lie
bialgebroid corresponding to π.
Theorem 4.10. The Poisson structure π and K are compatible if and only if
D⊤ ∈ GDer1(A∗) is an IM (1,1) tensor on the Lie algebroid A∗. In particular,
there is a 1-1 correspondence between multiplicative Poisson-Nijenhuis structures
on G and Lie-Nijenhuis bialgebroid structures on (A,A∗). In this case, the Lie
bialgebroid corresponding to π♯K = K ◦ π
♯ is (A∗, ρ∗ ◦ l
∗, [·, ·]l∗), where
[µ1, µ2]l∗ = [l
∗(µ1), µ2]∗ + [µ1, l
∗(µ2)]∗ − l
∗([µ1, µ2]∗).
Our proof will be based on a detailed analysis of the Magri-Morosi concomitant
on the Lie groupoid G which we present below in a serie of Lemmas and one Propo-
sition. First of all, recall that RKπ will be a tensor if and only if π
♯ ◦K∗ = K ◦ π♯.
The next result generalizing Lemma 2.17 give the infinitesimal conditions for this
to happen.
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Lemma 4.11. One has that π♯ ◦K∗ = K ◦π♯ if and only if the pseudo Lie-bracket
(see (2.18))
[µ1, µ2]D⊤ = [l
∗(µ1), µ2]∗ +D
⊤
ρ(µ2)
(µ1)
is skew-symmetric. In particular, ρ∗ ◦ l
∗ = r ◦ ρ∗ and ([·, ·]D⊤ , ρ∗ ◦ l
∗) is the pre-Lie
algebroid structure on A∗ corresponding to K ◦ π♯.
Proof. Define δD, δK : Γ(A
∗)→ Γ(A∗ ⊗A∗) as follows:
δD(a)(µ1, µ2) = Lρ∗(l∗(µ1)〈µ2, a〉 − Lr(ρ∗(µ2)〈µ1, a〉 − 〈[µ1, µ2]D⊤ , a〉
δK(a)(µ1, µ2) = δ(a)(µ1, l
∗(µ2))− 〈µ1, Dρ∗(µ2)(a)〉,
where δ : Γ(A) → Γ(∧2A) is the Chevalley-Eilenberg differential of A∗. It is clear
that [·, ·]D⊤ is skew-symmetric if and only if ρ∗ ◦ l
∗ = r ◦ ρ∗ and δD(a) ∈ Γ(∧
2A).
A straightforward calculation shows that
δD(a)(µ1, µ2) = −δK(a)(µ2, µ1),
The result now follows from [5, Lem 6.9]. 
Remark 4.12. Given a Lie algebroid A, we can consider A∗ as a Lie groupoid
with the multiplication given as fiberwise addition. In this case, the linear Poisson
structure πA ∈ X
2(A∗) is multiplicative and Lemma 2.17 follows directly from
Lemma 4.11.
From now on, we assume that π♯ ◦ K∗ = K ◦ π♯ on G and let us consider the
(2, 1)-tensor τKπ ∈ Γ(T
∗G ⊗ ∧2TG) on G defined by
τKπ (U, ξ1, ξ2) = 〈ξ2, R
K
π (U, ξ1)〉 = 〈U,C
K
π (ξ1, ξ2)〉
We will be interested in finding infinitesimal conditions for τKπ to vanish. Our goal
is to show that τKπ is a multiplicative tensor and to relate the vanishing of the
corresponding IM (2, 1)-tensor to the IM equations D⊤ has to satisfy. So, let us
define:
Qr(X,µ) := ρ∗(D
⊤
X(µ)) −D
r,T
X (ρ∗(µ))
Ql(µ1, µ2) := [µ1, l
∗(µ2)]∗ −D
⊤
ρ∗(µ2)
(µ1)− l
∗([µ1, µ2]∗)
QD(X,µ1, µ2) := D
⊤
X([µ1, µ2]∗)− [D
⊤
X(µ1), µ2]− [µ1, D
⊤
X(µ2)]
−D⊤[ρ∗(µ2),X](µ1) +D
⊤
[ρ∗(µ1),X]
(µ2)
We will need to introduce the notion of projectable 1-forms and vector fields on
G. We say that a 1-form ξ ∈ Γ(T ∗G) (resp. vector field U ∈ Γ(TG)) is projectable
if there exists µ ∈ Γ(A∗) (resp. X ∈ Γ(TM)) such that t˜ ◦ ξ = µ ◦ t (resp.
T t ◦ U = X ◦ t). Here, t˜ : T ∗G → A∗ is the target map of the cotangent groupoid.
Recall that,
〈t˜(ξ), a〉 = 〈ξ,−→a 〉.
Lemma 4.13. For a ∈ Γ(A), α ∈ Γ(T ∗M),
it∗βτ
K
π = T (Qr(β)), τ
K
π (
−→a , ·) = T (Ql(a)),
where Qr : T
∗M → T ∗M ⊗A and Ql : A→ ∧
2A are given by
Qr(β)|(X,µ) = 〈β,Qr(X,µ)〉, Ql(a)|(µ1,µ2) = 〈Ql(µ1, µ2), a〉
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Proof. For projectable vector fields U, V ∈ Γ(TM), note that DK,TU (V ) is also
projectable over Dr,TX (Y ), where X, Y are the projections of U, V respectively.
Also,
(4.5) t˜ ◦DK,T
∗
U (ξ) = D
⊤
X(µ) ◦ t,
for projectable 1-form ξ ∈ Γ(T ∗M) with projection µ ∈ Γ(A∗). Indeed, it follows
from (2.7) and (4.1). Using that T t ◦ π♯ = −ρ∗ ◦ t˜, it is now straightforward to
check that it∗βτ
K
π = T (Qr(β)).
Let now a ∈ Γ(A). By recombining the terms onRKπ and using that LU (K
∗(ξ)) =
(LUK)
∗(ξ) +K∗(LU ξ), one obtains
RKπ (
−→a , ·) = (LK(−→a )π)
♯(·)−K((L−→a π)
♯(·)) + π♯((L−→aK)
∗(·)).
By choosing projectable ξ1, ξ2 ∈ Γ(T
∗G), one obtains
τKπ (
−→a , ξ1, ξ2) = t
∗(δ(l(a))(µ1, µ2)− δ(a)(µ1, l
∗(µ2)) + 〈µ1, Dρ∗(µ2)(a)〉)
= 〈[µ1, l
∗(µ2)]∗ − l
∗([µ1, µ2]∗), a〉
− (Lρ∗(µ2))〈µ1, l(a)〉 − Lr(ρ∗(µ2))〈µ1, a〉 − 〈µ1, Dρ∗(µ2)(a))〉
= t∗〈[µ1, l
∗(µ2)]∗ − l
∗([µ1, µ2]∗)−D
⊤
ρ∗(µ2)
(µ1)), a〉
= t∗(Ql(a)(µ1, µ2)).
where δ : Γ(A)→ Γ(∧2A) is the Chevalley differential of A∗ and we have used (2.7),
(4.1) for both π and K, and (4.3). 
Our main technical result which will imply Theorem 4.10 is the following Lemma.
Proposition 4.14.
L−→a τ
K
π = T (QD(a))
where
QD(a)|(X,µ1,µ2) = 〈a,QD(µ1, µ2)〉+ LX〈Ql(µ1, µ2), a〉
+ LQr(µ1,X)〈µ2, a〉 − LQr(µ2,X)〈µ1, X〉
The proof of Proposition 4.14 will depend on two lemmas.
Lemma 4.15. Given (π, r) on M , one has that
LXC
r
π = C
r
[X,π] + C
[X,r]
π .
Proof. First note that,
(LXR
r
π)(Y, α) = [X,R
r
π(Y, α)] −R
r
π([X,Y ], α)−R
r
π(Y,LXα)
= A−B
where
A = [X, π♯(Dr,T
∗
Y (α))] − π
♯(Dr,T
∗
[X,Y ](α)) − π
♯(Dr,T
∗
Y (LXα))
= [X, π]♯(Dr,T
∗
Y (α)) + π
♯(LXD
r,T∗
Y (α)−D
r,T∗
[X,Y ](α)−D
r,T∗
Y (LXα))
B = [X,Dr,TY (π
♯(α))] −Dr,T[X,Y ](π
♯(α))−Dr,TY (π
♯(LXα).
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Now, for any Z ∈ X(M), using the Jacobi identity for the Fro¨licher-Nijenhuis
bracket,
[X,Dr,TY (Z)]−D
r,T
[X,Y ](Z) = [X, [Z, r](Y )]− [Z, r]([X,Y ])
= [X, [Z, r]](Y )
= Dr,TY ([X,Z]) +D
[X,r],T
Y (Z).
By letting Z = π♯(α), one has that
B = D
[X,r],T
Y (π
♯(α)) +Dr,TY ([X, π]
♯(α))
Similarly, by using that [X, r]∗(α) = LXr
∗(α)− r∗(LXα), one can write
Dr,T
∗
Y (LXα) = LY LX(r
∗α)− LY [X, r]
∗(α) − Lr(Y )LXα
Hence, LXD
r,T∗
Y (α)−D
r,T∗
[X,Y ](α)−D
r,T∗
Y (LXα) equals
L[r(Y ),X]α+ Lr([X,Y ])α+ LY [X, r]
∗α = D
[X,r],T∗
Y (α)
and
A = [X, π]♯(Dr,T
∗
Y (α)) + π
♯(D
[X,r],T∗
Y (α)).
This concludes the proof. 
Lemma 4.16. Let γ ∈ Γ(∧2A) and consider −→γ ∈ Γ(∧2TG). For projectable
ξ ∈ Γ(T ∗M) and U ∈ Γ(TG), one has that
RK−→γ (ξ, U) =
−−−−−−−−−−−−−−−−−−→
γ♯(D⊤X(µ))−DX(γ
♯(µ)),
where X ∈ X(M), µ ∈ Γ(A∗) are the projections of U and ξ, respectively, and
γ♯ : A∗ → A is the contraction map corresponding to γ.
Proof. First note that −→γ ♯(ξ) =
−−−→
γ♯(µ). From (4.5),
−→γ ♯(DK,T
∗
U (ξ)) =
−−−−−−−→
γ♯(D⊤X(µ)).
Also, from (4.1)
DK,TU (
−→γ ♯(ξ)) = DK,TU (
−−−→
γ♯(µ)) = [
−−−→
γ♯(µ),K](U) =
−−−−−−−→
DX(γ
♯(µ)).
This concludes the proof. 
Proof of Prop. 4.14. From Lemma 4.15 and (4.1),
L−→a R
K
π = R
K
[−→a ,π] +R
[−→a ,K]
π = C
K
−−→
δ(a)
+ CT (D(a))π
Now, for projectable U ∈ X(G) and ξ1, ξ2 ∈ Γ(T
∗G) with projections X ∈ X(M)
and µ1, µ2 ∈ Γ(A
∗), respectively, one has that
〈ξ2, R
T (D(a))
π (U, ξ1)〉 = t
∗Σ,
where
Σ = LX〈µ1, Dρ∗(µ2)(a)〉+ 〈µ1, D[ρ∗(µ2),X](a)〉 + δ(DX(a))(µ1, µ2)
− 〈µ2, D[ρ∗(µ1),X](a)〉.
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Indeed, call T (D(a)) = Φ : TG → TG. Note that Φ(U) =
−−−−→
DX(a) and T t(π
♯(ξi)) =
−ρ∗(µi), for i = 1, 2. Hence, from (4.1) for both K and π, one has that
〈ξ2, R
Φ
π (U, ξ1)〉 = 〈ξ2, π
♯(LUΦ
∗(ξ1)− LΦ(U)ξ1)− [π
♯(ξ1),Φ](U)〉
= 〈ξ2, π
♯(LUΦ
∗(ξ1)) + [Φ(U), π]
♯(ξ1) + Φ([π
♯(ξ1), U ])〉
= −LU 〈ξ1,Φ(π
♯(ξ2))〉+ 〈ξ1,Φ([U, π
♯(ξ2)])〉
t∗
(
δ(DX(a))(µ1, µ2)− 〈µ2, D[ρ∗(µ1),X](a)〉
)
= t∗Σ.
Also, from Lemma 4.16
〈ξ2, R
K
−−→
δ(a)
(U, ξ1)〉 = t
∗
(
δ(a)(D⊤X(µ1), µ2)− 〈µ2, DX(δ(a)
♯(µ2))〉
)
=: t∗Υ,
Using (2.6) and (4.3) repeatedly, we can re-arrange the terms on Υ as follows:
Υ = L11(〈µ1, a〉) + L12(〈µ1, l(a)〉) + L21(〈µ2, a〉) + L22(〈µ2, l(a)〉)
+ LX〈[µ1, l
∗(µ2)], a〉 − Lr(X)〈[µ1, µ2]∗, a〉+ Lρ∗(µ2)〈µ1, DX(a)〉
− Lρ∗(µ1)〈µ2, DX(a)〉 − 〈[D
⊤
X(µ1), µ2]∗ + [µ1, D
⊤
X(µ2)]∗, a〉
where each Lij is an operator given by the following formulas:
L11 = LXLr(ρ∗(µ2)) + Lr([ρ∗(µ2),X]) − LQr(X,µ2)
L12 = −LXLρ∗(µ2) − L[ρ∗(µ2),X]
L21 = LQr(X,µ1) − Lr([ρ∗(µ1),X])
L22 = L[ρ∗(µ1),X]
Now, from
LY 〈µi, l(a)〉 − Lr(Y )〈µi, a〉 = 〈D
⊤
Y (µi), a〉+ 〈µi, DY (a)〉,
we can express the four first terms of Υ involving Lij as:
LQr(X,µ1)〈µ2, a〉 − LQr(X,µ2)〈µ1, a〉 − LX〈D
⊤
ρ∗(µ2)
(µ1), a〉 − LX〈µ1, Dρ∗(µ2)(a)〉
− 〈µ1, D[ρ∗(µ2),X](a)〉 − 〈D
⊤
[ρ∗(µ2),X]
(µ1), a〉+ 〈µ2, D[ρ∗(µ1),X](a)〉
+ 〈D⊤[ρ∗(µ1),X](µ2), a〉
The term LX〈D
⊤
ρ∗(µ2)
(µ1), a〉 together with the fifth and sixth term of Υ gives
−LX〈D
⊤
ρ∗(µ2)
(µ1), a〉+ LX〈[µ1, l
∗(µ2)], a〉 − Lr(X)〈[µ1, µ2]∗, a〉 =
= LX〈Ql(µ1, µ2), a〉+ LX〈l
∗([µ1, µ2]), a〉 − Lr(X)〈[µ1, µ2]∗, a〉
= LX〈Ql(µ1, µ2), a〉+ 〈D
⊤
X([µ1, µ2]∗), a〉+ 〈[µ1, µ2]∗, DX(a)〉.
Therefore, grouping the terms on QD together and using (4.3) once again, Υ can
be rewritten as follows:
Υ =〈µ2, D[ρ∗(µ1),X](a)〉 − δ(DX(a))(µ1, µ2)− LX〈µ1, Dρ∗(µ2)(a)〉
− 〈µ1, D[ρ∗(µ2),X](µ2)〉+ LQr(X,µ1)〈µ2, a〉 − LQr(X,µ2)〈µ1, a〉
+ LX〈Ql(µ1, µ2), a〉+ 〈QD(X,µ1, µ2), a〉
=− Σ +QD
Finally, as
(L−→a τ
K
π )(U, ξ1, ξ2) = 〈ξ2, (L−→a R
K
π )(U, ξ1)〉 = t
∗(Σ + Υ) = t∗QD,
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the conclusion holds. 
The proof of Theorem 4.10 follows directly from what we have obtained so far.
Proof of Theorem 4.10. Since G ⇒M is the source 1-connected groupoid integrat-
ing A, one has that Lie bialgebroid structures on (A,A∗) correspond to multiplica-
tive Poisson structures π ∈ X2(G) and IM (1,1)-tensors D ∈ GDer1(A) correspond
to multiplicative K : TG → TG. Moreover, the vanishing of the Nijenhuis tor-
sion NK is equivalent to [D,D] = 0 (see [5, Cor. 6.3]). So, it remains to under-
stand the compatibility of π and K infinitesimally. Since G is source-connected,
it follows Lemma 4.13 and Proposition 4.14 that whenever τKπ is a tensor (i.e.
π♯ ◦ K∗ = K ◦ π♯), it is a multiplicative tensor and its vanishing is equivalent to
(IM1), (IM2) and (IM3) for D⊤. The result now follows from noting that (IM2’)
together with Lemma 4.11 implies that τKπ is a tensor and that [·, ·]D⊤ = [·, ·]l∗ .
This concludes the proof. 
By considering symplectic groupoids, we are able to recover a result of [30]
concerning the integration of Poisson-Nijenhuis structures.
Corolary 4.17. Let (M,π) be an integrable Poisson manifold and let (G, ω)⇒M
be the source 1-connected symplectic groupoid integrating π. There is a 1-1 cor-
respondence between Poisson-Nijenhuis structures (π, r) on M and multiplicative
symplectic-Nijenhuis structures (ω,K) on G, where K : TG → TG is the multiplica-
tive endomorphism integrating rctg : T (T ∗M)→ T (T ∗M).
Proof. By considering the Poisson structure πG = ω
−1, it is well-known that (G, πG)
is the Lie groupoid integrating the Lie bialgebroid (TM, T ∗M) coming from π ∈
X2(M) (see [25, Thm. 5.3]). Since Poisson-Nijenhuis structures (π, r) are in 1-
1 correspondence to Lie-Nijenhuis bialgebroid structures Dr,T ∈ GDer1(TM) on
(TM, T ∗M), the result now is an immediate application of Theorems 3.4 and 4.10.

Corolary 4.18. Let (A, [·, ·], ρ) be a Lie algebroid and K ∈ Ω1(A, TA) be a linear
vector-valued 1-form. The map K : TA→ TA is a Lie algebroid morphism if and
only if its dual K⊤ : T (A∗)→ T (A∗) is compatible with the linear Poisson structure
πA ∈ X
2(A∗).
Proof. This follows immediately from Theorem 4.10 by considering (A∗, πA) as a
Poisson groupoid (see also Remark 4.12). 
Remark 4.19. In [8], the author defines the notion of PN Lie bialgebroids as a
Lie bialgebroid (A,A∗) endowed with linear vector-valued 1-form K : TA → TA
such that (1) K is a morphism of Lie algebroids; (2) K∗ : T ∗A → T ∗A is a also
a morphism of Lie algebroids and (3) (K,πA∗) is a Poisson-Nijenhuis pair, where
πA∗ ∈ X
2(A) is the linear Poisson bivector corresponding to the Lie algebroid
structure on A∗. We notice that (2) is a redundant condition since K being a
morphism of Lie algebroids implies thatK∗ is also a morphism of algebroids. Hence,
from Corollary 4.18, it follows that PN Lie bialgebroids coincide with Lie-Nijenhuis
bialgebroids and Theorem 4.10 recovers the main result in [8].
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5. Holomorphic Lie-bialgebroids
In this section, we show how the formalism of generalized derivations is well
suited to study holomorphic geometric structures (e.g. vector bundles, Poisson
structures, Lie groupoids) in the realm of real differential geometry. In particu-
lar, we revisit the infinitesimal-global correspondence between holomorphic Poisson
groupoids and holomorphic Lie bialgebroids [22] from this perspective.
5.1. Holomorphic vector bundles. Let E →M be a holomorphic vector bundle
and consider the Dolbeault operator ∂ : Γ(E)→ Ω0,1(M, E). Denote by q : E →M
the underlying real vector bundle and by l : E → E the endomorphism corre-
sponding to the fiberwise multiplication by i. Also, define D : Γ(E) → Ω1(M,E)
as
DX(u) := Ψ
−1(i ∂X+ir(X)(Ψ(u))) = l(Ψ
−1 ◦ ∂X+ir(X) ◦Ψ(u))
where Ψ : E → E is the natural R-linear isomorphism, X ∈ X(M) and r :
TM → TM is the complex structure on M . It is straightforward to check that
DE = (D, l, r) ∈ GDer1(E). We shall refer to DE as the Dolbeault generalized
derivation associated to E . A section u ∈ Γ(E) is said to be holomorphic if Ψ(u) is
holomorphic. Note that u is holomorphic if and only if D(u) = 0.
As a real manifold, E inherits a complex structure J : TE → TE, which is linear
since the multiplication by real scalars hλ is a holomorphic map.
Proposition 5.1. The Dolbeault generalized derivation is the generalized derivation
DJ corresponding to J via (2.13).
Proof. Let {σ1, . . . , σn} be a local frame of holomorphic sections of E over an open
set U ⊂ M with holomorphic coordinates (z1, . . . , zm) : U → C
m. Define uj =
Ψ−1(σj), vj = Ψ
−1(i σj). It is straightforward to check that
J(∂/∂xk) = ∂/∂yk, J(∂/∂yk) = −∂/∂yk
J(∂/∂ξj) = ∂/∂ηj, J(∂/∂ηj) = −∂/∂ξj,
where zk = xk + i yk and (xk, yk, ξj , ηj) is the coordinate system on q
−1(U) ⊂ E
corresponding to the frame {uj, vj}. As r(∂/∂xk) = ∂/∂yk, u
↑
j = ∂/∂ξj, v
↑
j =
∂/∂ηj and l(uj) = vj , it follows that (l, r) is the symbol of J . Also,
DJ∂
∂xk
(uj)
↑ = [u↑j , J(
∂
∂xk
)]− J([u↑j ,
∂
∂xk
]) = [
∂
∂ξj
,
∂
∂yk
]− J([
∂
∂ξj
,
∂
∂xk
]) = 0.
Similarly, one proves that DJ∂/∂xk(vj) = 0 . Hence, for f, g ∈ C
∞(M), by the
Leibniz rule,
DJ∂
∂xk
(fuj + gvj) = (L ∂
∂xk
f)vj − (L ∂
∂yk
f)uj − (L ∂
∂xk
f)uj + (L ∂
∂yk
f)vj
= Ψ−1
(
iL ∂
∂xk
+i ∂
∂yk
(f + ig)σj
)
= Ψ−1
(
i ∂¯E∂
∂xk
+i ∂
∂yk
(Ψ(fuj + gvj))
)
as we wanted to prove. 
The duality for the Dolbeault generalized derivations also coincides with the
duality of holomorphic vector bundles.
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Proposition 5.2. Let E∗ →M be the holomorphic dual of E. If DE ∈ GDer1(E) is
the Dolbeault generalized derivation of E, then its dual is the Dolbeault generalized
derivation of E∗, i.e. (DE )⊤ = DE
∗
. In particular, the complex structure on E∗ is
J⊤.
Proof. For x ∈ M , E∗x = HomC(Ex,C). The Dolbeault operator ∂¯
E∗ : Γ(E∗) →
Ω0,1(M, E∗) on E∗ is given by
∂¯E
∗
X+ir(X)(ϕ)(σ) = LX+ir(X)(ϕ(σ)) − ϕ(∂¯
E
X+ir(X)(σ))
where σ ∈ Γ(M, E), ϕ ∈ Γ(M, E∗), X ∈ X(M) and r : TM → TM is the complex
structure on M . The real vector bundle underlying E∗ is naturally identified with
E∗ as follows: define Φ : E∗ → E∗ as
Φ(µ)(σ) = 〈µ,Ψ−1(σ)〉 − i 〈µ, l(Ψ−1(σ))〉,
where Ψ : E → E is the R-linear isomorphism corresponding to the underlying real
vector bundle of E . Its inverse is Φ−1(ϕ) = Re(ϕ◦Ψ). So, the Dolbeault generalized
derivation on E∗ is given by
〈Φ−1(i ∂¯E
∗
X+ir(X)(Φ(µ))), u〉 = Re
(
i ∂¯E
∗
X+ir(X)(Φ(µ))(Ψ(u))
)
= −Im
(
LX+ir(X)(〈µ, u〉 − i〈µ, l(u)〉)
)
+ Im
(
〈µ,Ψ−1 ◦ ∂¯EX+ir(X) ◦Ψ(u)〉 − i〈µ, l(Ψ
−1 ◦ ∂¯EX+ir(X) ◦Ψ(u))〉
)
= LX〈µ, l(u)〉 − Lr(X)〈µ, u〉 − 〈µ,DX(u)〉
= 〈D⊤X(µ), u〉.

Given a complex manifold M , consider its holomorphic tangent bundle T 1,0M .
Our next result describes the corresponding linear complex structure on TM
Proposition 5.3. Let r : TM → TM be the complex structure of M . The linear
complex structure on TM (resp. T ∗M) corresponding to the holomorphic vector
bundle T 1,0M is the tangent lift rtg : T (TM) → T (TM) (resp. cotangent lift
rctg : T (T ∗M)→ T (T ∗M)).
Proof. The Dolbeault operator ∂¯ : Γ(T 1,0)→ Γ((T 0,1)∗ ⊗ T 1,0) is simply
∂¯Y+ir(Y )(X − ir(X)) = pr
1,0[Y + i r(Y ), X − i r(X)] = Z − ir(Z),
where
Z = r([r(Y ), X ]− r([Y,X ])) = −r(Dr,TY (X))
Hence, using the isomorphism Ψ : TM ∋ X 7→ X − i r(X) ∈ T 1,0, one sees that
Dr,TY (X) = iΨ
−1(∂¯Y+i r(Y )(Ψ(X))).
This shows that rtg : T (TM)→ T (TM) is the complex structure on the total space
of TM corresponding to the holomorphic structure on TM . The result regarding
the cotangent bundle follows directly from Proposition 5.2 and Theorem 3.4. 
5.2. Integration.
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5.2.1. Presentation as Lie-Nijenhuis bialgebroids. A holomorphic Lie algebroid is
a holomorphic vector bundle A → M endowed with a holomorphic bundle map
P : A → T 1,0M and a complex Lie algebra structure on the sheaf of holomor-
phic sections Γhol(·,A) such that P induces a morphism of sheaves of complex Lie
algebras from Γhol(·,A) to Γhol(·, T
1,0M) and
[σ1, fσ2] = f [σ1, σ2] + (LP(σ1)f)σ2, σ1, σ2 ∈ Γhol(U,A), f ∈ O(U),
where O is the sheaf of holomorphic functions on M and U ⊂M is a open set and
Γhol refers to the sheaf of holomorphic sections.
For a holomorphic Lie algebroid A → M , consider the exterior algebra bundles
∧•CA, ∧
•
CA
∗ (in the following, we shall drop the C subscript). It is clear that,
similar to the real case, one can define both a Chevalley-Eilenberg differential dA :
Γhol(U,∧
•A∗)→ Γhol(U,∧
•+1A∗) and a Schouten bracket
[·, ·]A : Γhol(U,∧
iA) × Γhol(U,∧
jA)→ Γhol(U,∧
i+j−1A).
Definition 5.4. A holomorphic Lie bialgebroid is a pair of holomorphic Lie al-
gebroids in duality A → M , A∗ → M such that given holomorphic sections
σ1, σ2 ∈ Γhol(U,A), one has that
(5.1) dA∗ [σ1, σ2]A = [dA∗σ1, σ2]A + [dA∗σ1, σ2]A.
A holomorphic Lie algebroid structure on A determines a uniquely Lie algebroid
structure ([·, ·], ρ) on the underlying real vector bundle A such that ρ ◦ l = r ◦ ρ
and [·, ·] restricts to a C-linear bracket on the holomorphic sections of A (see [20,
Prop. 3.3]). We shall refer to A as the underlying real Lie algebroid of A.
Remark 5.5. Given an holomorphic vector bundle A →M such that its underlying
real vector bundle A → M has a Lie algebroid structure ([·, ·], ρ), it is well known
that there exists a holomorphic Lie algebroid structure on A →M having A→M
as the underlying real Lie algebroid if and only if the linear complex structure
J : TA→ TA is a Lie algebroid morphism (see [21, Prop. 2.3]).
Remark 5.6. Given two holomorphic Lie algebroids A, A∗ dual to each other,
it can be proved that (A, A∗) is a holomorphic Lie bialgebroid if and only if the
underlying real Lie algebroids (A,A∗) form also a real Lie bialgebroid (see [22,
Thm. 4.10]).
We can summarize the remarks above about the properties inherited by the
underlying real Lie bialgebroid of a holomorphic Lie bialgebroid using the language
of Lie-Nijenhuis bialgebroids as follows:
Proposition 5.7. A Lie bialgebroid (A,A∗) is the underlying real Lie bialgebroid
of a holomorphic Lie bialgebroid (A,A∗) if and only if there exists D = (D, l, r) ∈
GDer1(A) for which (A,A∗,D) is a Lie-Nijenhuis bialgebroid and
(5.2) r2 = −idTM , l
2 = −idE , Dr(X)(u) + l(DX(u)) = 0,
for u ∈ Γ(E), X ∈ X(M). In this case, D = DA is the Dolbeault generalized
derivation corresponding to A.
Proof. It is known that the existence of a generalized derivation D ∈ GDer1(A)
satisfying equations (5.2) is equivalent via the correspondence (2.13) to a linear
vector valued form J : TA → TA satisfying J2 = −idTA (see [5, Cor. 6.2]). The
result now follows from Propositions 2.16, 5.2 and Remarks 5.5 and 5.6. 
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5.2.2. Integration to Holomorphic Poisson groupoids. Let us briefly recall the rela-
tionship between holomorphic Poisson structures and PN geometry. Let (M, r) be
a complex manifold and consider π = π0 − iπ1 ∈ Γ(∧2TM ⊗ C). It is known that
(i) π ∈ Γ(∧2,0TM) if and only if π1 = π0r ;
(ii) π is a holomorphic (i.e. ∂π = 0) if and only if π0 and r are compatible;
(iii) [π, π] = 0 if and only if [π0, π0] = 0
(we refer to [20] for details). In the case (i), (ii) and (iii) are satisfied, we say that
(M, r, π) is a holomorphic Poisson manifold. We are now able to give an alternative
proof of the result originally proved in [22] (see Theorem 4.17 therein).
Theorem 5.8. [22] Given a holomorphic Lie bialgebroid (A,A∗), let (A,A∗) be
the underlying real Lie bialgebroid and consider JA : TA → TA the linear com-
plex structure on A. If A is integrable and G ⇒ M is its source 1-connected
groupoid, then (G, J, π) is a holomorphic Poisson manifold, where J is the mul-
tiplicative complex structure integrating JA and π = π
0 − iπ0J is a holomorphic
Poisson structure, where π0 is the multiplicative Poisson structure integrating the
Lie bialgebroid (A,A∗).
Proof. Since JA : TA → TA is a Lie algebroid morphism, it can be integrated
to a multiplicative morphism J : TG → TG. Also, as both J and JA correspond
to the same IM (1,1) tensor on A (the Dolbeault generalized derivation DA), it
follows that J2 = −idTG and [J, J ] = 0. Now, as J
⊤
A : T (A
∗) → T (A∗) is the
complex structure corresponding to the holomorphic vector bundle A∗, it is also a
Lie algebroid morphism. So, Theorem 4.10 implies that π0 and J are compatible
giving the holomorphic Poisson structure π = π0 − iπ0J on (G, J). 
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