By constructing successful couplings, the derivative formula, gradient estimates and Harnack inequalities are established for the semigroup associated with a class of degenerate functional stochastic differential equations.
Introduction
In recent years, the coupling argument developed in [1] for establishing dimension-free Harnack inequality in the sense of [13] has been intensively applied to the study of Markov semigroups associated with a number of stochastic (partial) differential equations, see e.g. [3, 4, 6, 7, 8, 9, 14, 16, 18, 19, 20, 22] and references within. In particular, the Harnack inequalities have been established in [4, 19] for a class of non-degenerate functional stochastic differential equations (SDEs), while the (Bismut-Elworthy-Li type) derivative formula and applications have been investigated in [5] for a class of degenerate SDEs (see also [21, 23] for the study by using Malliavin calculus). The aim of this paper is to establish the derivative formula and (log-)Harnack inequalities for degenerate functional SDEs. The derivative formula implies explicit gradient estimates of the associated semigroup, while a number of When m = 0 this condition automatically holds by convention. Note that when m ≥ 1, this rank condition holds for some k > m − 1 if and only if it holds for k = m − 1. Let ∇, ∇ (1) and ∇ (2) denote the gradient operators on R m+d , R m and R d respectively, and let
Lf (x, y) := Ax + My, ∇ (1) f (x, y) + Z(x, y), ∇ (2) f (x, y)
(σσ * ) ij ∂ 2 ∂y i ∂y j f (x, y), (x, y) ∈ R m+d , f ∈ C 2 (R m+d ).
Since both Z and b are locally Lipschitz continuous, due to [12] the equation (1.1) has a unique local solution for any initial data (X 0 , Y 0 ) ∈ C . To ensure the non-explosion and further regular properties of the solution, we make use of the following assumptions:
There exist constants λ, l > 0 and W ∈ C 2 (R m+d ) of compact level sets with W ≥ 1 such that
Comparing with the framework investigated in [5, 23] , where b = 0, A = 0 and Rank[M] = m are assumed, the present model is more general and the segment process we are going to investigate is an infinite-dimensional Markov process. On the other hand, unlike in [5] where the condition |∇ (2) W | ≤ λW is not used, in the present setting this condition seems essential in order to derive moment estimates of the segment process (see the proof of Lemma 2.1 below). Moreover, if |∇W | ≤ cW holds for some constant c > 0, then (A3) and (A4) hold for some λ > 0 if and only if there exists a constant λ ′ > 0 such that |∇Z| ≤ λ ′ W l and |∇b| ≤ λ ′ W l ∞ holds on R m+d and C respectively. It is easy to see that (A) holds for W (z) = 1 + |z| 2 , l = 1 and some constant λ > 0 provided that Z and b are globally Lipschitz continuous on R m+d and C respectively. It is clear that (A1) and (A2) imply the non-explosion of the solution (see Lemma 2.1 below). In this paper we aim to investigate regularity properties of the Markov semigroup associated with the segment process:
where B b (C ) is the class of all bounded measurable functions on C and E ξ stands for the expectation for the solution starting at the point ξ ∈ C . When m = 0 we have X t ≡ 0 and
Thus, (1.1) also includes non-degenerate functional SDEs. For any h = (h 1 , h 2 ) ∈ C and z ∈ R m+d , let ∇ h and ∇ z be the directional derivatives along h and z respectively. The following result provides an explicit derivative formula for P T , T > r 0 . 
where
To present a specific choice of α, let
According to [11] (see also [21 
for some constant c > 0. 
where by convention M = 0 (hence, α = 0) if m = 0.
The following gradient estimates are direct consequences of Theorem 1.1.
C1.3 Corollary 1.3. Assume (A). Then:
(1) There exists a constant C ∈ (0, ∞) such that
holds for all r > 0, T > r 0 , ξ, h ∈ C and positive f ∈ B b (C );
holds for
When m = 0 the above assertions hold with M = 0.
According to [2] , the entropy gradient estimate implies the Harnack inequality with power, we have the following result which follows immediately from Corollary 1. ) then there exists a constant C ∈ (0, ∞) such that
holds for all T > r 0 , p > 1, ξ, h ∈ C and positive f ∈ B b (C ). If m = 0 then the assertion holds for M = 0.
Finally, we consider the log-Harnack inequality introduced in [10, 15] . To this end, as in [5] , we slightly strengthen (A3) and (A4) as for follows: there exists an increasing function
Obviously, if
holds for some constant c > 0, then (A3) and (A4) imply (A3 ′ ) and (A4 ′ ) respectively with possibly different λ.
. Then there exists a constant C ∈ (0, ∞) such that for any positive f ∈ B b (C ), T > r 0 and ξ, h ∈ C ,
If m = 0 then the assertion holds for M = 0.
For applications of the Harnack and log-Harnack inequalities we are referred to [17, §4.2] . The remainder of the paper is organized as follows: Theorem 1.1 and Corollary 1.2 are proved Section 2, while Corollary 1.3 and Theorem 1.5 are proved in Section 3; in Section 4 the assumption (A) is weakened for the discrete time delay case, and two examples are presented to illustrate our results.
2 Proofs of Theorem 1.1 and Corollary 1.2 lem1 Lemma 2.1. Assume (A1) and (A2). Then for any k > 0 there exists a constant C > 0 such that
holds. Consequently, the solution is non-explosive.
Proof. For any n ≥ 1, let
By the Itô formula and using the first inequality in (A1) and (A2) we may find a constant
Noting that by the second inequality in (A1) and the Burkholder-Davis-Gundy inequality we obtain
for some constant C 2 > 0. Combining this with (2.1) and noting that (X 0 , Y 0 ) = ξ, we conclude that there exists a constant C > 0 such that
Due to the Gronwall lemma this implies that
Consequently, we have τ n ↑ ∞ as n ↑ ∞, and thus the desired inequality follows by letting n → ∞.
To establish the derivative formula, we first construct couplings for solutions starting from ξ and ξ + εh for ε ∈ (0, 1], then let ε → 0. For fixed ξ = (ξ 1 , ξ 2 ), h = (h 1 , h 2 ) ∈ C , let (X(t), Y (t)) solve (1.1) with (X 0 , Y 0 ) = ξ; and for any ε ∈ (0, 1], let (X ε (t), Y ε (t)) solve the equation
By Lemma 2.1 and (2.3) below, the solution to (2.2) is non-explosive as well.
, and the conditions of Theorem 1.1 hold. Then
Proof. By (2.2) and noting that v(0) = 1 and v(s) = 0 for s ≥ T − r 0 , we have Y ε (t) = Y (t) + εφ(t) and
Thus, (2.3) holds. Moreover, since α(s) = v(s) = 0 for s ≥ T −r 0 , we have Θ (2) (s) = φ(s) = 0 for s ≥ T − r 0 . Moreover, by (1.3) we have Θ
(1) (s) = 0 for s ≥ T − r 0 . Therefore, the proof is finished.
Since according to Proposition 2.2 we have (X
2) can be formulated as (1.1) using a different Brownian motion, then we are able to link P T f (ξ) to P T f (ξ + εh) and furthermore derive the derivative formula by taking derivative w.r.t. ε at ε = 0. To this end, let
and
Then (2.2) reduces to
According to the Girsanov theorem, to ensure that B ε (t) is a Browanian motion under Q ε := R ε (T )P, we first prove that R ε (t) is an exponential martingale. Moreover, to obtain the derivative formula using the dominated convergence theorem, we also need { R ε (T )−1 ε } ε∈(0,1) to be uniformly integrable. Therefore, we will need the following two lemmas. 
so that for each ε ∈ (0, 1), (R ε (s)) s∈[0,T ] is a uniformly integrable martingale.
Proof. By (2.3), there exists ε 0 > 0 such that
For any ε ∈ [0, ε 0 ], define
We have τ n ↑ ∞ as n ↑ ∞ due to the non-explosion. By the Girsanov theorem, the process
is a martingale and {B ε (s)} s∈[0,T ∧τn] is a Brownian motion under the probability measure Q ε,n := R ε (T ∧ τ n )P. By the definition of R ε (s) we have
By (2.5), (A3) and (A4),
holds for some constant c independent of ε. By the weak uniqueness of the solution to (1.1) and (2.4), the distribution of (X ε (s), Y ε (s)) s∈[0,T ∧τn] under Q ε,n coincides with that of the solution to (1.1) with (X 0 , Y 0 ) = ξ + εh up to time T ∧ τ n , we therefore obtain from Lemma 2.1 that
Then the required assertion follows by letting n → ∞. 
Moreover,
Proof. Let ε 0 be such that (2.5) holds. Since (2.8) is a direct consequence of (2.3) and the definition of R ε (T ), we only prove the first assertion. By [5] we know that
Since due to Lemma 2.3 {B ε (t)} t∈[0,T ] is a Brownian motion under the probability measure Q ε := R ε (T )P, and since 
Thus,
Combining this with Lemma 2.4 and using the dominated convergence theorem, we arrive at 
Proofs of Corollary 1.and Theorem 1.5
To prove the entropy-gradient estimates in Corollary (2) and (3), we need the following simple lemma which seems new and might be interesting by itself.
L3.1 Lemma 3.1. Let ℓ(t) be a non-negative continuous semi-martingale and let M (t) be a continuous martingale with M (0) = 0 such that
where c ≥ 0 is a constant andl t := sup s∈[0,t] ℓ(s). Then
Proof. LetM t := sup s∈[0,t] M (t). We havē
Combining this with
Ee
we complete the proof.
C3.1 Corollary 3.2. Assume (A) and let |∇ (2) W | 2 ≤ δW hold for some constant δ > 0. Then there exists a constant c > 0 such that
Proof. By (A) and the Itô formula, there exists a constant c > 0 such that
and let ε = (2 σ 2 δT e 1+cT ) −1 such that
Then by Lemma 3.1 and
By using stopping times as in the proof of Lemma 2.1 we may assume that
This completes the proof by noting that
Proof of Corollary 1.3. Let v and α be given in Corollary 1.2. By the semigroup property and the Jensen inequality, we will only consider T − r 0 ∈ (0, 1].
(1) By (1.5) and the definitions of α and v, there exists a constant C > 0 such that
Therefore, it follows from (A3) and (A4) that
holds for some constant C > 0. Combining this with Theorem 1.1 we obtain
This completes the proof of (1) since due to Lemma 2.1 one has
for some constant C > 0. 
Next, it follows from (3.2) that
holds for some constant C 1 ∈ (0, ∞). Since 2l ∈ [0, 1) and T ≤ 1 + r 0 , there exists a constant
and applying Corollary 3.2, we arrive at
for some constant C 3 ∈ (0, ∞) and all T ∈ (r 0 , 1+r 0 ]. Therefore, the desired entropy-gradient estimate follows by combining this with (3.3) and (3.4).
so that by Corollary 3.2
holds for some constant C > 0. Then proof is finished by combining this with (3.3) and (3.4).
Proof of Theorem 1.5. Again, we only prove for T ∈ (r 0 , 1 + r 0 ]. Applying (2.9) to ε = 1 and using log f to replace f , we obtain W0 W0 (3.5)
Next, taking ε = 1 in (2.6) and letting n ↑ ∞, we arrive at
By (A3 ′ ), (A4 ′ ), (3.1) and the definition of Φ 1 , we have
for some constant C 1 > 0. Then the proof is completed by combining this with (3.5), (3.6) and Lemma 2.1 (note that (X 1 (s), Y 1 (s)) under Q 1 solves the same equation as (X s , Y s ) under P).
Discrete Time Delay Case and Examples
In this section we first present a simple example to illustrate our main results presented in Section 1, then relax assumption (A) for the discrete time delay case in order to cover some highly non-linear examples.
, where ε ≥ 0 and n ∈ N are constants. For z = (x, y) ∈ R 2 , let W (x, y) = 1+|x| 2 +|y| 2 and set Z(z) = −y 3 and b(ξ) = 0 −r 0 α(θ)ξ 1 (θ)dθ+ ξ 2 (−r 0 ). By a straightforward computation one has for x, y ∈ R
Then conditions (A1) and (A2) hold. Next, there exists a constant c > 0 such that for any z = (x, y) and
So, (A3) holds for l = 1 whenever |y − y ′ | ≤ 1 and (A4) holds for any l ≥ 0. Moreover, (A3 ′ ) and (A4 ′ ) hold for U(|z|) = |z| 2 , z ∈ R 2 . Therefore, Theorem 1.1, Theorem 1.5 and Corollary 1.3 hold.
To derive the entropy-gradient estimate and the Harnack inequality as in Corollary 1.4, we need to weaken the assumption (A). To this end, we consider a simpler setting where the delay is time discrete. Consider
with initial data ξ ∈ C , where Z,b :
T4.2 Theorem 4.2. Assume that there exist constants α, β, γ > 0 with β ≥ γ,
Assume further that there exists ν > 0 such that for z = (x, y),
Then for δ := (αr 0 + 1) W (ξ) ∞ + γr 0 U(ξ) ∞ and t ≥ 0
for all T > r 0 , ξ, h ∈ C and f ∈ B b (C ), where C > 0 is some constant. If moreover there exist constants K, λ i ≥ 0, i = 1, 2, 3, 4, with λ 1 ≥ λ 2 and
then there exist constants δ 0 , C > 0 such that for r ≥ δ 0 /(T − r 0 ) 2k+1 , ξ, h ∈ C and positive f ∈ B b (C )
Proof. By the Itô formula one has for any t ≥ 0
Then (4.5) follows from the Gronwall inequality. By Theorem 1.1, for T − r 0 ∈ (0, 1] and some C > 0 we can deduce that
Recalling the first two inequalities in (3.1) and combining (4.4) yields that for some C > 0
This, together with (4.5), leads to (4.6). Due to (3.3) and (3.4) we can deduce that there exists C > 0 such that for arbitrary r > 0 and T − r 0 ∈ (0, 1]
C|h(0)| Combining (4.9) and (4.10), together with the Hölder inequality, yields (4.8).
The next example shows that Theorem 4.2 applies to the equation (4.2) with a highly non-linear drift. 
