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ABSTRAK 
Resolusi anafora (RA) merupakan suatu proses penyelesaian rujukan yang melibatkan 
kata ganti nama (KGN). Ia merupakan fenomena yang berlaku dalam setiap bahasa 
dan memerlukan kepakaran manusia atau petua tertentu dalam menyelesaikannya. RA 
merupakan antara proses yang mampu meningkatkan kemampuan aplikasi 
pemprosesan bahasa tabii seperti sistem soal-jawab, perlombongan teks, peringkasan 
dokumen, dan pengekstrakan maklumaL Terdapat banyak kajian dilaksanakan oleh 
pengkaji terdahulu namun ianya hanya diselesaikan untuk bahasa tertentu seperti 
bahasa Inggeris, Jepun, dan Norwegian. Berdasarkan kajian yang dibuat hampir tiada 
atau sedikit sahaja kajian RA yang dibuat dalam bahasa Melayu (BM). Matlamat 
penyelidikan ini adalah untuk menyelesaikan fenomena rujukan KGN bagi bahasa 
Melayu menggunakan pengetahuan terhad dan model pelabelan kelas semantik. Bagi 
mencapai matlamat ini, satu rangka kerja resolusi untuk BM telah dihasilkan sebagai 
panduan dalam menyelesaikan masalah rujukan ini. Sementara itu, penentuan jenis 
KGN nya juga diselesaikan dengan mengguna petua dan jujukan perkataan setara dan 
perkataan saringan hasil daripada model pelabelan kelas semantik. Proses ini perlu 
kera:pa penggunaan KGN nya merupakan KGN yang paling tinggi digunakan dalam 
artikel BM iaitu sebanyak 68% berbanding dengan KGN lain yang bergantung kepada 
sosiologi entiti yang dirujuk. Penentuan calon entiti yang dirujuk atau anteseden juga 
merupakan proses yang penting dan perlu dititik beratkan. Antara calon anteseden 
tersebut yang perlu diambil kira adalah kata nama khas (KNK) dan kata nama am 
(KNA). Dalam menentu KNK sebagai calon anteseden dua proses perlu dilakukan 
iaitu memproses pengecaman KNK yang mengandungi perkataan 'dan' dan simbol 
iaitu koma (,) dan proses yang kedua penentuan kelas semantik ke atas calon tersebut 
bagi menentukan sosiologi entiti nama tersebut. Penggunaan gazetir sebahagian KNK 
digunakan. Penilaian ke atas pelbagai bentuk KNK dijalankan dengan menggunakan 
60 artikel BM. Perbandingan keputusan yang dihasilkan dengan data yang telah 
ditanda oleh pakar BM dilakukan bagi mendapat hasil ketepatan dan dapatan semula. 
Keputusan menunjukkan bahawa pengecaman dapat dilakukan dengan nilai purata 
ketepatan berjumlah 85% dan purata dapatan semula bernilai 90%. RA dengan 
mengguna pengetahuan terhad yang diadaptasi dalam kerangka kerja yang dibina 
memberi keputusan 18.79% kadar kejayaan lebih baik dibandingkan daripada hasil 
yang didapati jika menggunakan pendekatan generik Mitkov dan Lappin. 
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ANAPHORA RESOLUTION FOR MALAY ARTICLE USING KNOWLEDGE 
POOR AND SEMANTIC CLASS 
ABSTRACT 
Anaphora resolution (AR) is a process to resolve reference entity of pronoun 
anaphora. It is a phenomenon that occur in every languages and requires human 
experts or specific rules in order to resolve it. AR able to improve language processing 
applications such as question-answering, text mining, document summarizations, and 
information extraction. There has been various research carried out on AR, but the 
majority of them were meant for languages such as English, Japanese and Norwegian. 
Very few and almost no research effort have been focussed on AR for Malay 
language. Therefore, the aim of this research is to resolve the phenomena of AR for 
Malay text by using knowledge poor approach and semantic class labelling model. In 
order to achieve the aim, a framework ofthe Malay AR has been developed as a guide 
to solve this phenomenon in Malay language. Meanwhile, the process to determine the 
type of usage for pronoun nya has been solved by using a set of rules, a set of similar 
words, and word filtering that has been generate from semantic class labelling model. 
This process is important because the use of pronoun nya in Malay text is the highest, 
amounting to 68% as compared to other pronouns that mostly depend on the 
sociological status of referring entity or antecedent. The antecedent candidate 
determination is an important process that should be considered. The antecedent 
candidates can be in the form of proper noun or nouns. In order to determine proper 
nouns as suitable candidates, two main processes need to be done: (1) the entity 
recognition for proper noun that has the word 'dan' and comma symbol(,); and (2) the 
process to determine the semantic label for each retrieved candidate in order to 
determine their sociological status. The research used part of the name gazetteers for 
people, organization, location and position. Testing has been conducted on 60 Malay 
articles with different classes of proper nouns. The results were compared with the 
benchmark data tagged by a Malay linguist. The result shows an average precision and 
recall values of 85% and 90% respectively. The proposed framework of AR by using 
knowledge poor approach for Malay text shows increased success rate by 18.79% as 
compared to the generic approach proposed by Mitkov and Lappin. 
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