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Abstract 
The study is concerned with the significant and historically well-known problem of winter 
air pollution in Christchurch and its vicinity (especially associated with particulate matter-PM lO) 
during nights dominated by stagnant synoptic weather situations. This pollution results from 
active use of domestic log-burners and open-fires, on nights of strong near-surface temperature 
inversion. 
In this study, a numerical modelling research approach is used with the application of a 
regional atmospheric model (Mesoscale Model, 5th generation-MM5) and an air quality-air 
pollution model (Comprehensive Air quality Model with extensions, version 4-CAMx4), 
coupled together for more sophisticated investigation of space-time PM lO dispersion over the 
Christchurch region during heavy smog nights. 
In the thesis, the theoretical and practical background of limited area models is described, 
with reference to basic limited area meteorological models such as MM5, RAMS and WRF. The 
potential of limited area meteorological modelling (MM5) , air pollution chemical modelling 
(CAMx4), and the use of coupled numerical systems (MM5-CAMx4) for numerical 
investigations are also discussed. The basic types of coupled meteorological-chemical models, 
the application of the main limited area models, and the level of precision of the various 
modelling systems are briefly discussed. 
The factors controlling atmospheric circulation over Canterbury and the Christchurch 
region are described, and their influence on heavy night-time air pollution in Christchurch and its 
vicinity, with particular reference to the winter situation and the possibility of prediction and 
control of the aerosol air pollution. The study analyses input data for numerical modelling, 
including global analysis data, the CAPS2000 and winter 2003 field experimental sites, and 
particulate monitoring observations. 
Several methods of MM5 modelling are applied to replicate the local air circulation over 
Christchurch and its environs: single run modelling, series of runs with different levels of nesting 
with use of the CAPS2000 observed data for MM5 fine tuning. Particulars of 2003 winter MM5 
modelling using global analysis input data, and Meteorological Service input data are covered 
separately. 
The numerical modelling system (meteorological-chemical) was created with application 
of CAMx4 as a basic air quality model. The procedures for assimilation of MM5 data as basic 
input meteorology for the chemistry model, and use of particulate matter monitoring data were 
investigated. Different versions of MM5-CAMx4 optimal combination have been compared, and 
quasi-operation possibilities of the MM5-CAMx4 modelling system have also been considered 
x 
on the basis of winter 2000 and winter 2003 PMlO experimental modelling. 
xi 
1.1 Research rationale 
Chapter 1 
Introduction 
Atmospheric pollution is a major problem for big and small cities all over the world. The 
bigger the city the more complex the problem of air pollution from domestic, industrial and 
transport exhausts or natural pollutants. In such major centres as Mexico City, Tokyo, Beijing, 
Moscow and New York people are affected by polluted air, especially during the summer time. 
A lot of respiratory diseases of varying severity strike inhabitants of these cities, from an 
increase in the number of cold suffer to heavy attacks of asthma and anaphylactic shocks (Arya, 
1999). 
Acute respiratory disease is not only associated with big cities (with millions of people). In 
smaller (less than 1 million population) cities the situation can sometimes be much worse under 
the specific local atmospheric conditions resulting from such things as orographic effects and 
land-water distribution (Cogliani, 2001), as well as historical traditions and/or fast growing 
industry (in a city and/or it's suburbs). The situation of air deterioration in the near-surface layer 
can be worsened by particular combinations of human and environmental factors (Owens, 
Tapper, 1977; Kossmann, Sturman, 2002). Research into the influence of human activity on the 
air quality is one of the major tasks of mesoscale numerical modelling (Pielke, 1984; Otte, 
2001). 
International demand for regional (mesoscale) models appeared many years ago and is 
associated with an increase in the number of meteorological and environmental problems to be 
solved at this scale. This situation has been important for Canterbury, the South Island and the 
whole of New Zealand for many years, as illustrated in many published papers (Sturman, 1985; 
2000). 
The increasing needs of New Zealand organizations such as Ecan (Environment 
Canterbury) and the Ministry for the Environment to establish strategies for environment 
protection (for example, the 'Clean Heat Project 2003 ') demand innovation in the application of 
modelling techniques (Moody, 1983). New high-resolution modelling systems like the 
meteorological prognostic model MM5 (Mesoscale Model, 5th generation) described by Grell, 
Dudhia, and Stauffer (1994), and chemistry numerical model CAMx4 (Comprehensive Air 
quality Model with extensions Version 4) described in the Technical report of Hurley (2002) can 
be used for fine-scale simulation and research of air pollution over complex terrain in areas like 
Christchurch and the surrounding small towns. The problem of air pollution over the 
Christchurch region during cold winter nights under clear skies and associated air stagnation 
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requires serious numerical research and companson with available observations (Sturman, 
Zawar-Reza, 2000; 2002). Comparison with observations is necessary for creating more realistic 
and accurately tuned numerical modelling of 'air circulation - air quality' systems (McKendry 
and Sturman, 1983). 
The demands for higher resolution modelling in space and time of air pollution over 
Christchurch are the main reasons for this thesis (Mass et al., 1997). The ultimate aim is to 
provide quasi-operational predictions of approximate levels of air pollution in different parts of 
the city, which requires installation, utilization and adjustment of the limited area model MM5 
and Chemical Modelling System (CMS) CAMx for more sophisticated investigation of air 
pollution situations. 
From history, it can be traced that the problem of air pollution has it's roots several 
centuries ago, in an era of increased house building and industrial development using a range of 
different kinds of fuel (e.g. wood, peat and coal) for heating and industrial processes. For 
example, in the late 17th century a special English law prohibited the burning of coal during 
misty days and nights to prevent heavy air pollution. The punishment for noncompliance was 
execution! New Zealanders, mostly descendants of Great Britain, have inherited the tradition of 
using log-burners and open-fIres. This tradition of house heating allowed the builders to build 
cheaper houses, but it reduced air quality especially during the cold time of the year. 
Christchurch represents an excellent example of traditional domestic heating during wintertime 
when clear skies enhance outgoing long wave radiation and cold nights (Spronken-Smith et al., 
2001). Absence of double glazing, big windows and glass doors (including so-called 'sun rooms' 
or 'conservatories'), poorly insulated walls, high ceilings and a lot of gaps in the structure are 
distinctive characteristics of the houses built during the 19th century and much of the 20th 
century. Until recently, the builders have preferred not to put double-glazing in new houses 
(except for special projects), trying to spend less money and gain more return. Hence the habit of 
heating using open fires and log-burners continues to encourage traditional styles of building 
(e.g. many new houses have open fires as a tribute to tradition). This process is made worse by 
the increase in cost of real estate and electricity prices, which makes it impossible to decrease the 
total number of domestic fires over Christchurch and its suburbs. 
The effect of increasing development of small and medium sized industry must be added to 
the domestic factor to provide an overall assessment of solid fuel use, which is affected by a 
reluctance to move from this kind of fuel because of the high price of more efficient and clean 
kinds of fuel, like electricity and natural gas. 
The complex and unique orographic landscape of the Canterbury region and the ocean 
increase the problem of air pollution during cold winter nights because of the very frequent 
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situation of stagnant air in the atmospheric boundary layer (ABL) under strong, low level 
temperature inversions (Ryan, 1975; 1987). Accumulation of products of combustion in the 
lowest level of the ABL during winter nighttime is considered to be the most important 
environmental problem of Christchurch and its suburbs. 
1.2 The research in context 
1.2.1Numericai research approaches 
Twenty years ago only the meteorological organizations in a few countries (e.g. the United 
States, the Soviet Union, Japan, Great Britain, Australia and Canada) had the ability to create 
their own Global Atmospheric Models (GAM). However, various problems limited the extent of 
development of global numerical atmospheric models for researching different kinds of 
meteorological-environmental phenomena. These problems were mostly technical and 
associated with restricted access to super computers, restricted computer speed, and with the 
absence of reliable gridded input data (Smagorinsky, 1983). 
Also, it was nearly impossible to investigate meso- and local scale atmospheric circulations 
using global numerical models. Theoretical formulation and numerical realization of limited area 
models using nested grids has provided a great tool for researchers all over the world, who can 
now take a regional modelling approach, evaluated using local observations, for modelling a 
range of local climate situations (Sturman, 2000). 
Hence the theory and practice of using nested grids in mesoscale models to investigate 
more accurately different scales of phenomena in meteorology, climatology and environment 
pollution started to develop very rapidly in the middle of the 1980s (Dudhia, 1993). The 
possibility to research small-scale features using limited area models in the different 
geographical areas all over the world has been an outstanding step in the development of 
regional numerical modelling. Local models with regional initial data have been used for a lot of 
special meteorological purposes (Dudhia and Bresh, 2000; Klausmann et ai., 2001; Dailey and 
Keller, 2002; Low-Nam and Davis, 2002; Miranda and Borrego, 1996; Smallcomb, 2002; 
Someshwar et ai., 2002; Spronken-Smith et ai., 2004). Global and regional modelling are now 
two essential parts of one main aim, to investigate atmosphere circulation across the whole range 
of scales (Fast et ai., 1995). 
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1.2.2 Global atmospheric models 
Global Atmospheric Models (GAM) started to develop in the late 1960s based on the 
system of primitive hydrodynamic equations transformed in finite-difference form using time 
schemes with different levels of precision (Pedlosky, 1979; Manabe, Hahn, 1981). Nowadays, 
global models are run on super computers with speeds of about several teraflops (n x 1014), 
because of the enormous number of nodes (due to increased spatial and temporal resolution), 
which allow global models to be applied over a wide range of scales. 
We can split global numerical models into two types based on whether they are finite-
difference or spectral models. Finite-difference models were developed earlier, basically at the 
Geophysics Fluid Dynamic Laboratory (Smagorinsky, 1963) and at the Goddard's Laboratory of 
the National Centre for Atmospheric Research (NCAR) from the late sixties to early seventies of 
the 20th century. The United Kingdom Meteorological Office (UKMO) and Environment 
Protection Agency (EPA) global models are examples of global finite-difference, 
meteorological, prognostic-diagnostic-data assimilation systems (Arakawa, Mintz, 1974). 
Spectral models appeared approximately the same time (in the middle to late 1960s) and 
were actively developed by GFDL (Gordon, Stern, 1974) and at the European Centre for 
Medium-range Weather Forecast (ECMWF) (Bourke, 1974) that had been established in 
Reading (England). Spectral models are considered to be more stable and more precise from the 
point of view of integration in time, and they provide the possibility of choosing the exact space-
time scale oscillations suitable for modelling particular phenomena (Kurihara, 1965). However, 
they have their limitations: choosing the exact range of the spectrum removes other scale 
processes and the ability to model different scale energy exchange processes. 
1.2.3 Regional atmospheric models 
Many problems have limited the extent to which research groups could develop global 
atmospheric models for modelling meteorological-environmental problems: 
1. Complex numerical global models with a spatial resolution better than 110 km (about 10 of 
longitude at 45° latitude) require huge computer resources, although the situation is 
improving because of technological developments 
2. The development of global models requires a global network of meteorological data that has 
to cover the whole Earth using a grid that is regular in space and time. This situation has been 
improved by using meteorological satellite data, but has not been properly resolved 
3. The resolution of global models did not allow them to represent accurately regional and local 
scale meteorological and pollution situations that included the effects of complex terrain 
(Krishnamurti et ai., 1984). 
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All these problems led to the appearance of Limited Area Models (LAM): firstly, as part of 
a global model (as a nested grid) and then as completely independent numerical models with an 
unlimited number of nested grids (Pielke, 1984; Pielke et aI., 1992). Also, it is impossible to use 
nested grids in spectral global models because of the inability to stipulate boundary conditions 
inside such models. 
The practice of using nested grids in mesoscale models to investigate more accurately the 
different scales of phenomena in meteorology, climatology and environment pollution started to 
develop very rapidly in the middle of the 1980s (J)~E:hia, 1993). The global meteorological 
~~' 
community now has the possibility to install and adjust regional numerical models they can 
download free from the big national and international meteorological research centres. These 
centres have started to accumulate the results of research undertaken by local scientific groups, 
to use these results for additional improvement and development of regional models and for the 
improvement of global numerical atmospheric models for better weather prediction. Numerical 
regional modelling is now possible in every atmospheric research department that has basic 
computational resources. For example, in New Zealand five scientific centres use various 
versions of Mesoscale Model (MMS) (McKendry, 1989; McGill, 1987), and more than 10 
institutes use some other kind of regional Weather Prediction Model (WPM), such as TAPM 
(The Air Pollution Model) or RAMS (Regional Atmospheric Modeling System) (Spronken-
Smith et ai., 2004). MMS (WRF) and RAMS are considered to be the most widespread limited 
area models among the international modelling community. 
In the early 1990s, there were several attempts to create a Limited Area Spectral Model 
(LASM, Chen, et al., 1996) in ECMWF, but these attempts were not supported by the world 
meteorological community, because of the complexity of LASM compared with finite-difference 
ones, and also because of heavy acoustic noise generated on the spectral model boundaries and 
the absence of the ability to transform spectral functions on a flat surface without serious loss of 
meteorological information. 
1.2.4 Air quality - air pollution models 
Photochemical numerical models started to develop approximately at the same time as the 
meteorological limited area models (Arya, 1999) as they use meteorological information from 
these models (especially in the Planetary Boundary Layer-PBL (Arya, 1988; Oke, 1978)) as an 
input for analysis of different kinds of case study. Examples include the influence of pollen on 
asthma increase (Pietrowicz, 2002), as well as such global problems as ozone layer migration 
and of its depletion in the middle stratosphere (Goldfrey, Clackson, 1998), regional tropospheric 
ozone concentration research (Stein et al., 2000), scenarios of nuclear winter resulting from 
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nuclear war, and the effects of reactor accidents such as the Chernobyl catastrophe (Ackermann 
et ai., 1998). Limited area and Eulerian dispersion models playa dominant part in chemical-air 
pollution models (Russel, 1997). Some pollution models can be applied to the entire hemisphere 
(e.g. Modal Aerosol Dynamic model for Europe - MADE and the variable grid Urban Airshed 
Model system - U AM-V) and include a well-developed plotting, visualization and decision 
support system (CAMx can be used with Environment Decision Supporting System - EDSS that 
includes Plotting, Analysis and Visualization of the Environmental data program - PAVE). 
There is also a large variety of air pollution models tuned to specific conditions to 
investigate a limited range of problems. The Denver Air Quality Model Version 2 (DAQM-V2) 
and Advanced Texas Air Quality Model (ATAQM) are good examples of such pollution models. 
However, most air pollution-air quality models are developed for application to study different 
problems anywhere in the world: CAMx, SMOKE (Sparse Matrix Operator Kernel Emission 
System), MAQSIP (Multiscale Air Quality Simulation Platform), CMAQ (Community 
Multiscale Air Quality system), EURAD (European Air Pollution Dispersion model system) 
(Byun, Ching, 1999; Coats, Tryanov et al., 1999; Ebel, et al., 1997). All of the above-mentioned 
models include calculations of PMlO and PM2.5 as an essential part of their Chemistry 
Mechanism Compiler (CMC). 
Usually, air pollution models receive meteorological information from limited area models 
(MMS or RAMS) or from global models (EPA, ECMWF, NOGAPS - Navy Operational Global 
Analysis and Prediction System) (Davis et ai., 1998). Some chemical models have their own 
meteorological module and well-developed Graphic User Interface, for example TAPM vX (The 
Air Pollution Model Version X) described in the technical report of Hurley (2002). Also it is 
worth mentioning that some systems have a combination of meteorological limited (global) area 
models with an additional chemistry module: MMS- chemistry block, WRF-chemistry block. 
1.2.5 Coupled models 
Coupling of two or more numerical models has become a normal feature of the air 
'circulation-pollution' modelling systems. Classical examples are nested grids in limited area 
models. In these cases, so-called direct coupling between two numerical models describing 
different levels of the circulation can be run in parallel, exchanging results and creating multi-
scale two-way interaction during a numerical experiment. 
Indirect coupling means use of output results from one numerical model for use by a 
second numerical model (as basic input data, additional input data, correction data and correction 
coefficients). In such situations, we deal with so-called one-way interaction with postponed 
backward response. Postponed backward response means representing the indirect influence 
of the results of the second numerical model on a process in the first model, with the aim of 
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achieving more finely tuned experimental results. There is no direct interaction between the two 
models, except through experimental repetition using corrected model parameters. The link 
created in most coupled meteorological and air pollution models is an illustration of indirect 
coupling. 
There are many examples of coupled models in environmental research, such as MM5 -
DAM, MM5-CMAQ, MM5-CAMx, RAMS-CAMx, MM5-DAQM (Byun and Ching, 1999; 
Kotroni, et aI., 1999; Michelson et al., 2002) and so on (Peters-Lidard et al., 2002). Depending 
on the aims of a particular study, the coupling methods can differ. The most consistent 
component of the air circulation-air pollution modelling system is the use of particular limited 
area meteorological models. In most cases, research groups prefer to work with MM5 or RAMS. 
1.3 Research main aims 
The coupled modelling system MM5-CAMx4 is used in this research for fine-scale 
examination of the relationship between air circulation and air pollution (basically PMlO and 
PM2.5 from domestic, industry and transport sources) over Christchurch and its suburbs. It is 
used to investigate the effects of complex terrain and the ocean shoreline on temporal and spatial 
variations in air pollution under stagnation situations associated with clear sky nights and 
intensive outgoing long wave radiation. 
The main aims of the thesis are: 
1. To utilize and adjust the regional meteorological model MM5 v3.5.3 and MM5 v3.6.1-2; 
2. To utilize CAMX (version 4.02-4.03) for more sophisticated investigation of air pollution 
situations than has previously been possible, especially during wintertime under conditions of 
strong temperature inversions 
3. To debug and fine tune the coupled system MM5-CAMx4, so that it can be used to undertake 
a full range of experiments aimed at reproducing the development of smog nights in 
Christchurch 
4. To run a series of test experiments using data collected during the Christchurch Air Pollution 
Study (CAPS2000) and during winter 2003, including comparison of CAMx4 results with 
observations of PMlO, and the effects of additional tuning of the MM5-CAMx4 system for the 
Christchurch situation. 
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1.4 Thesis structure 
The thesis consists of six chapters with the first one being the introduction. The second 
chapter provides a theoretical background of limited area atmospheric and chemical models, and 
describes their possibilities and limitations. A discussion covers basic test problems of regional 
meteorological and chemical modelling, and the principles and effectiveness of coupling 
atmospheric circulation and air pollution models (e.g. MMS-CAMx4). 
Chapter 3 goes on to outline different kinds of atmospheric circulation and air pollution 
regimes over the Christchurch region and its vicinity for the winter season. 
Chapter 4, being the biggest of the thesis, firstly describes the structure (dynamical, 
physical, chemical and program) of the Mesoscale Model S (MMS) and the Comprehensive Air 
quality Model version 4 (CAMx4). Visualisation facilities of each model are also discussed in 
this chapter. Chapter 4 outlines the methodology and settings of MMS and CAMx, which are 
used for fine adjustment to reproduce the air circulation over the complex terrain of the 
Christchurch area. In the second part, Chapter 4 includes description of the input data available 
for meteorological and chemical models, and description of the observed data (Christchurch Air 
Pollution Study 2000-CAPS2000, and winter 2003 measurements) available for comparison 
with model output. It also discusses the methods of optimal MMS-CAMx4 coupling for more 
realistic modelling, and the possibilities of a quasi-operational regime for the MMS-CAMx4 
system. The third part of Chapter 4 introduces the results of MMS modelling over the 
Christchurch area during winters 2000 and 2003, with discussion of the problems of regional 
modelling using global analysis data for MMS input at different levels of resolution (nesting). 
Possibilities and constraints of MMS modelling of the Christchurch region wintertime air 
circulation are discussed as well. The fourth part of the Chapter 4 includes analysis of the 
creation of high quality input information for CAMx4, and the problems of chemistry modelling 
over the Christchurch region and surrounding small towns. 
The fifth chapter shows the results of the particulate matter (PM lO) dispersion studies 
during winter cold nights, using the MMS-CAMx4 coupled numerical system and compares the 
model output with the observations. Observations made by Environment Canterbury (Ecan) at 
Coles Place (St. Albans, Christchurch) and two additional sites, during the CAPS2000 (winter 
2000) and winter 2003 periods were used as the main sources of near-surface air pollution data 
to compare with the output of the MMS-CAMx4 modelling system. The results of the 
comparison for winter 2000 and winter 2003 are described in two parts of Chapter S. 
Chapter 6 re-examines the research objectives, and summarises the main findings, 
implications of the thesis research, and suggestions for future research. 
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1.5 Summary 
This chapter has introduced the thesis by outlining the rationale and the main research 
aims, as well as the temporal and spatial scale of the research. It has discussed the essential 
importance of the work for Christchurch and its surroundings due to the health problems 
associated with cold winter nights when very high concentrations of PM can accumulate. This 
work aims to show how a complex numerical modelling system can be used to predict 
approximate levels of PM concentration over the Christchurch region during extremely polluted 
winter nights. 
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Chapter 2 
Theoreucalbackground 
2.1 Introduction 
The main aim of this chapter is to elucidate the theoretical and practical background of 
numerical modelling in meteorology and air pollution chemistry. It also describes different ways 
of coupling meteorological and chemical models, including advantages and limitations of such 
procedures. The first part of the chapter introduces the main aspects of limited area 
meteorological and air pollution models, and their application as research tools. The second part 
describes the basic features of MM5 and CAMx, and of the application this numerical modelling 
system for sophisticated research into the problem of air pollution dispersion under conditions 
conducive to poor air quality. 
2.2 Meteorological modelling 
2.2.1 Theoretical and practical background oflimited area models 
The theoretical background of limited area meteorological models is considered here in 
terms of the general equations of geophysical fluid dynamics applied to atmosphere and ocean 
(Gill, 1982). There are the basic analytical equations starting with the equation of mass 
continuity 
p-l Dp/Dt + V.u = 0 (2. 1) 
where p is air density, u is a wind vector, D /Dt is a total derivative, Vis the Laplacian, 
This also includes the general equation of motion (Lighthill, 1966): 
Du / Dt + 2£2 xu = -P -1 ~ - g + V V 2u (2. 2) 
where £2 is the rotational speed of the Earth, 2flx is the Corio lis force, P is air pressure, g is 
acceleration due to gravity, v = f.1/p, or the coefficient of kinematic viscosity, and f..L is dynamic 
viscosity. 
The thermodynamics or energy equation is 
pTcp(PnB) B-1 DB/Dt= V.(k VT_Frad.) + QH (2. 3), 
where T is air temperature, B is potential temperature of air, cp is specific heat at constant 
pressure, k is thermal conductivity, and heating function QH is derived from the equation of 
radiation comprising Frad and T as a function of p, s (humidity) and B (Morse, 1964). With s as a 
humidity variable, we add to the system of equations (2.1 - 2.3) the equation of humidity: 
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P Ds I Dt = 17 .. (p XD 17 s) (2.4) 
where XD is a water vapor diffusion coefficient, and the condition equation is 
p = p (p, s, 0) (2. 5) 
The last equation can be combined with the equation of mass continuity (2.1), depending 
on variables used to describe system conditions. If using variables p, sand e, as in equation 2.5, 
then the derivative ofthe density in equation (2.1) can be expressed as: 
1/ P DplDt = lip dP / d P DplDt + lip dP / d s DslDt + lip dP / dO DOIDt (2.6) 
where during calculation of every primary derivative, two other variables are considered to 
be constant. 
The most interesting primary case is when the movement is isentropic, with absence of 
effects of viscosity and diffusion. In such cases, the equations (2.3) and (2.4) transform to 
DOl Dt = 0 (2.7) 
Ds I Dt = 0 (2.8) 
The equation of mass continuity (2.4) does not change, but if it is applied to equations (2.6 - 2.8) 
it can be rewritten in the following form 
(pc/r1 DplDt+ V.u = 0 (2.9) 
where Cs is the speed of sound, and the general equation of motion (equation 2.2) is rewritten in 
the form (Pedlosky, 1979): 
DuiDt + 2£2 xu = -p -1 Vp - g (2.10) 
To the above system of primitive theoretical equations describing the atmosphere should 
be added top and bottom boundary conditions for an ideal fluid without diffusion, or for a 
viscous fluid with or without diffusion (free atmosphere / boundary layers). 
Practical application of limited area meteorological models requires consideration of: 
1. Global Data Analysis System (GDAS) development 
2. Global data assimilation (with application of global atmospheric models) and global data 
redistribution among research centres all over the world 
3. Additional regional to local meteorological data collection and use through Four Dimensional 
Data Assimilation (FDDA) procedures 
4. Possibilities of creating local databases resulting from regional experiments (like the 
Christchurch Air Pollution Experiment, conducted during winter 2000 - CAPS2000) so, that 
the information in these databases can be compared with the output meteorology of limited 
area models for fine tuning of regional models to local air circulation. 
To the above list could be added the availability and level of computer and human 
resources that can support regional numerical modelling tasks. The intellectual expertise required 
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to undertake research in this area has to be built up over relatively long periods of time, often 
involving establishment of specialist research groups. 
2.2.2 Basic limited area models: MM5. RAMS. WRF 
MM5 and Regional Atmospheric Modelling System (RAMS) are the most widespread 
limited area models that are used in more than 80 countries and in hundreds of different research 
divisions and departments. 
Mesoscale Model-MM was developed by Pennsylvania State University (PSU) and the 
National Centre for Atmospheric Research (NCAR) Mesoscale and Microscale Meteorology 
division (MMM) from 1978 and by the University Corporation for Atmospheric Research 
(UCAR) since 1986 (Grell et at., 1994). It is developed on a multi-platform principle (it can be 
run on such platforms as Compaq, IBM, SGI, Sun, and PC Linux) and has the option of multi-
nesting (stationary, moving and overlapping) as an essential feature of the model. The first 
complete release of this model appeared in the USA in 1988 (MM2) and contained not only a 
dynamical part, but also physical and surface-orographic sections. The ability to assimilate 2-
dimensional and 3-dimensional data from global databases and local observations was installed 
in MM version 3 (Grell et al., 1994). The model is the most popular and is run in more than 60 
countries and in more than 250 officially registered research institutes and divisions. MM5 is 
also available as a multi-parallel version, mainly for PC Linux. 
The most recent versions of MM (MM5 V.3.5.4-5 and MM5 V.3.6.1-2) were released in 
October-December 2002 and May-August 2003. The latest versions include all the 
improvements that have been created during the more than 20-year history of model use. MM5 is 
considered to be a prognostic model with sufficient spatial resolution to undertake research into 
the development of miscroscale eddy fluxes up to studies of hemispherical energy redistribution 
from the tropics toward the poles. It is mostly used for mUlti-purpose prognostic or basic 
research simulations from mesoscale up to hemispherical applications. A special Antarctic 
Mesoscale Prediction System (AMPS) was based on MM5 and four dimensional data 
assimilation to undertake research on the influence of the Antarctic continent on the weather and 
climate of the Southern Hemisphere, as well as the reverse influence of the Southern Hemisphere 
air circulation in the upper troposphere and stratosphere on the seasonal and annual migration 
processes affecting the Antarctic ozone layer. A more detailed description of the latest versions 
of MM5 will be given later in this chapter (Dudhia, 2002). 
Regional Atmospheric Modelling System (RAMS), developed by Colorado State 
University and Meteorological Research Centre (MRC) , is a multipurpose, multi-nested 
numerical prediction model (Pielke et at., 1992) that simulates atmospheric circulations ranging 
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in scale from an entire hemisphere down to Large Eddy Simulations (LES) within the planetary 
boundary layer. It is most frequently used to simulate mesoscale atmospheric phenomena in 
applications from operational weather forecasting to air pollution dispersion. RAMS is used 
nowadays in more than 150 officially registered research divisions in more than 40 different 
countries. Initially, RAMS was run exclusively on the NCAR CRA Y -1 machine and later the 
program code was rewritten to make RAMS a multi-platform model. The first version of the 
'new' RAMS was released in 1988 as version Oa, and the first widely distributed version, version 
2c, was released in 1991. The current version of RAMS that is released to the general RAMS 
community is version 4.4, which includes modification for distributed-memory parallel computer 
platforms. 
The Weather Research and Forecasting (WRF) model was developed in 1992 to become 
the replacement for the MM5 model. It is now released as a beta version for 'friendly' users, 
offering an opportunity for wide involvement in its development. The WRF model is not yet 
considered a 'research quality' model, but as a prototype until future improvements allow it to be 
considered a fully-fledged model. WRF includes two dynamic cores, height and mass ones, and 
can be run with either idealized initialization or real-data initialization (Klemp et ai., 2000). The 
time-dependent (modelled) fields consist of 3-dimensional wind, potential temperature, water 
vapor and a number of 2-dimensional fields. The standard output is in netCDF format, the model 
is written in standard free formatted Fortran 90 with shared memory parallelism (open MP) and 
with MPI-C compilers for multi-platform purposes. In WRF, the following features are used: 
fully compressible non-hydrostatic primitive equations, Corio lis and curvature terms for a single 
domain or multiple domains (nested grids), and a height-based terrain following (zeta) 
coordinate system for height version or a mass-based terrain following (eta) coordinate system 
for the mass (Klemp et ai., 2000) version of WRF. The future development of WRF (including 
nesting and data assimilation) will mainly be based on the mass model, as the future 'official' 
WRF model (Klemp et ai., 2000). 
2.2.3 Potential of limited area modelling 
The potential of the limited area models includes ideal and real simulation of atmospheric 
circulations ranging in scale from an entire hemisphere down to eddy flux simulations of the 
planetary boundary layer. Most frequently, limited area modelling is used to simulate 
atmospheric phenomena at the mesoscale level (horizontal scales from 2000 km to 2 km - Otte 
and Loscer, 2001) for applications from operational weather forecasting to air quality dispersion, 
and in fundamental research. Limited area models are also successfully used at much higher 
resolutions to simulate boundary layer near-surface fine scale processes (boundary layer eddies 
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with 10-100 m grid spacing), individual building simulation (1 m grid spacing) or direct wind 
tunnel simulations (1 cm grid spacing). 
Such limited area models as RAMS and MM5 were developed to undertake research in 
modelling physiographically-driven weather systems and simulation of convective clouds, 
mesoscale systems, cirrus clouds, precipitation weather systems in general and extreme 
precipitation events (Someshwar et aI., 2002). Limited area modelling is also a basic numerical 
tool in teleconnection research (Krichak et al., 2002), in back- and forward trajectory numerical 
methods (Sturman and Zawar-Reza, 2001), and in investigation of many other atmospheric 
phenomena. 
Mostly, the resolution of limited area modelling depends on the scale at which data 
observations are available (for realistic simulations), the availability of computer resources, and 
the skills of the research group involved. 
2.3 Numerical modelling of air pollution 
2.3.1 Air pollution chemical models 
Chemical models of various types play an increasingly important role in air quality 
management in most developed, and in some developing, countries (like Brazil, Mexico and 
Russia). Air pollution composition in the urban environment is very complex, both spatially and 
temporally. Initially, air pollution models that have provided the most useful empirical tools for 
prediction of air pollution concentrations in a variety of situations were the products of the 
standard statistical approaches involving linear and non-linear regression, correlation methods 
with a number of input parameters, and various time-series techniques. Baldasano et al. (1998) 
applied principal components analysis and the multiple linear regression method to a receptor 
modelling study in Spain with the aim identifying potential sources of volatile organic 
components (VOC). A number of new artificial intelligence techniques have also been applied in 
air pollution meteorology and climatology (Gardner and Dorling, 1998; 1999), including the 
application of neural networks to model non-linear relationships. 
For many years, so-called Gaussian-based grid or box models were used in pollution 
research studies to predict the impact of particulate emission sources on a change of air pollution 
concentrations over time. But these models had significant limitations that have been discussed 
in many studies. 'Haggkvist (1997) evaluated the possibility of Gaussian grid-based (box) 
models to create reliable pollutants distribution in time and found that the accuracy of the 
pollution forecast varied greatly with the mean difference from observations up to 50-60 % 
depending on input data assimilation and a complexity of a case study' (Sturman, 2000, p. 132). 
Including turbulence structure in these models, de Haan and Rotach (1998) attempted to improve 
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the representation and reliability of near-surface 3-dimensional structure in more advanced 
multi-source Gaussian dispersion models. A complex Gaussian dispersion model has been used 
to predict long-term annual and monthly average concentrations of a number of pollutants using 
a limited area centred on London (Seika et al., 1998). However, the more meteorologically 
realistic three-dimensional mesoscale airflow models have tended to dominate in the field of air 
pollution dispersion. 
Three-dimensional prognostic pollution chemistry models have been developed with the 
growth of three-dimensional prognostic, mesoscale meteorological models. Limited area 
meteorological models are now commonly used to provide meteorological fields with the 
purpose of estimating the urban air pollution, especially over complex terrain dominated by local 
air circulations (Souto et aI., 1998). A whole generation of chemical models was developed at 
the same time as the growth of mesoscale models in atmosphere numerical prediction centres of 
the USA and Europe. Three-dimensional Lagrangian particle models and Eulerian pollution 
models were developed and used in parallel (Kotroni et aI., 1999). However, although some 
recent dispersion models use a Lagrangian particle model to reproduce air pollutant emission, 
transport and redistribution in time, it was suggested (de Haan and Rotach, 1998) that the 
integration of a Gaussian emission-based (gridded or source emission) 3-dimensional prognostic 
meteorologically based model with a stochastic Lagrangian particle module provides a good 
compromise in reproducing more closely the observed air pollution patterns. A large amount of 
research was conducted in Europe to improve urban-scale air pollution dispersion models, that 
first of all concerned such models as Urban Air-shed Model with Variable grid-UAM-V, 
EURopean Air pollution Dispersion model system-EURAD, and Modal Aerosol Dynamic 
model for Europe-MADE (Arya, 1999; ENVIRON, 2002). 
It should be stressed that modern 3-dimensional air pollution models with different kinds 
of Chemistry Mechanisms (CM) and Chemistry Mechanism Compilers (CMC) are becoming 
increasingly complex, often consisting of several modular components simulating emission 
sources, atmospheric boundary layer processes, upper troposphere-lower stratosphere processes, 
and a complex representation of different kinds of primary and secondary chemical reactions. 
For example, a 3-dimensional Eulerian Comprehensive Air quality Model with extensions -
CAMx (ENVIRON, 2002), designed for the urban environment and ozone studies by ENVIRON 
(an environment protection agency in the USA) includes 56 chemical species and 175 primary 
reactions for Carbon Bond Mechanism 5 (CBM5-SAPRC 99); while the model described by 
laeckervoirol et al (l9~~) includes 83 chemical species and 191 reactions. Therefore, complex 
models are able to compute the chemical reactions of various species in space and time as they 
are transported by the wind, diffused by turbulence and affected by precipitation (dry and wet 
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deposition). Community Multi-scale Air Quality model (CMAQ) and Multi-scale Air Quality 
Simulation Platform (MAQSIP) serve as examples of such complex models. 
In Europe, there have also been attempts made to incorporate effects of aerosols and their 
processes of dispersion (i.e. coagulation and condensation) and movement (transport and 
deposition) in 3-dimensionallong-range dispersion models (Ackermann et al., 1998). 'A rather 
unusual application of operational air quality models to extreme conditions was made by 
Godfrey and Clarkson (1998), who applied the diagnostic model CALMET (CALifornia 
METeorology) and puff-dispersion model CALPUFF (CALifornia PUFF dispersion) to simulate 
extreme-case situations for emission of air pollution from two source emission points at Scott 
Base, Ross Island, and Antarctica' (Sturman, 2000, p. 134). 
It is evident that several different modelling approaches are being explored today. They 
include different model types that consist of empirical, statistical, neural network, Gaussian, 
Lagrangian, physical/numerical/chemical and Geographic Information System (GIS) model 
components and models. Improvements in research and development in computer technology 
have moved air pollution modelling towards more complex hybrid models, often based around 
mesoscale airflow models, including atmospheric dispersion modules and a range of chemical 
processes. 
2.3.2 Applications of basic chemistry models 
All the models described in Section 2.3.1 are being applied to the range of scales from 
local to inter-regional and almost hemispherical, from individual street canyons and tunnel 
portals to pollution redistribution calculations of long-range transport between different 
continents. The role of air pollution models in the life of any society has been discussed up to 
now, but the recognition of the significance of chemical modelling for environmental and human 
life is increasing in developed countries. For instance, 'Cirillo et al. in 1997 have reviewed the 
debate over the function of regulatory models in new European directives on air quality' 
(Sturman, 2000). They suggested that acceptance of chemical models requires elimination of 
prejudices against models and emphasized the complementary role of models with monitoring 
networks as essential tools for air quality management. The main applications of air quality 
models appear to be in satisfying regulation requirements and for general assessments of air 
pollution problems. 
Observational meteorological and pollution studies provide an indispensable background 
for air chemical modelling, by contributing to improvements in the understanding of air pollution 
dispersion and the role of atmosphere circulation in this complex artificially induced air 
deterioration. For instance, St. John and Chameides (1997) have undertaken analysis of high 
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ozone incidences and their dependence on meteorological conditions in Atlanta. 'Multi-day 
severe pollution episodes were found to be the result of plume recirculation by local wind 
systems during stagnant anticyclonic situations' (Sturman, 2000, p. l30). They classified 11 
mesoscale airflow patterns over the area with seven pollution categories based on a range of 
different gaseous pollutants, including volatile non-organic components (VNOC). They 
identified clear relationships between wind speed and direction and pollution, with the highest 
concentrations of ozone, nitrogen dioxide and sulphur dioxide during warm weather with sea 
breeze development occurrence. 
Applications of different kinds of statistical techniques used to forecast daily maximum 
ozone concentration for Athens were compared by Chaloulakau et al. (1999). In their work, 
'three multiple regression models and one time-series regression model were described that 
provided prediction of the maximum daily one-hour mean ozone concentration based on several 
years of observation data' (Sturman, 2000, p l31). The most reliable was considered to be a 
regression model with six independent input variables (predictants), including mean wind speed 
and direction and near-surface temperature profiles. 'Clai et al. in 1998 provided an example of 
the application of statistical models to the prediction of CO, S02 and N02 concentrations in the 
Bologna region, and found quite a clear weekly cycle in the pollutants and reasonable 
predictability for a few days ahead' (Sturman, 2000, p l30). 
In application of multiple linear regression to a study of VOC in Spain, Baldasano et al. 
(1998) were able to identify vehicle traffic as the main source of air pollution. In the study, the 
authors were able to identify (relying on principal components analysis) that wind direction 
affected the dispersion and redistribution of VOC in different ways, and helped to identify more 
closely the role of individual sources of emission. 'Davis with collaborators applied a cluster 
analysis technique to a study of the influence of meteorological near-surface conditions on ozone 
in Houston' (Sturman, 2000, p l31) and managed to categorize seven distinct meteorological 
regimes associated with different patterns of daily one-hour mean maximum concentration of 
ozone (using 12 years of data observations). 
The application of neural networks and expert systems involves, as an essential part of 
research, the training of models using previous observation data or formerly produced results 
with application of models to more recent input data as a next step of research - the training 
process. Gardner and Dorling (1998; 1999) emphasized the ability of neural networks to model 
non-linear relationships between boundary layer meteorology and air pollutants. That seems to 
be a natural conclusion, as the theory of neural networks had been created to research highly 
organized stochastic conduction/perception processes of the central nervous system and had been 
based initially on the theory of random processes (e.g. the Monte-Carlo method). 'The models of 
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Gardner and Dorling were able to predict the normal range of nitrogen oxide concentrations, but 
failed to predict extreme values during severe smog nights in London' (Sturman, 2000, p 131), 
which could be easily explained by the basic theory of neural processes that had been created to 
research stochastic processes without a distinctive time trend. However, the comparison of 
neural networks, applied to short and medium-term prediction of air pollutant concentrations, 
with regression-based techniques has shown a significant improvement in prediction (Nunnari et 
a!., 1998). 
Grid or box and Gaussian-based modelling have been applied in air pollution studies for 
many years. For instance, there was an attempt to use a Gaussian model (Seika et a!., 1998) that 
included modules of point and area sources and components representing a range of atmospheric 
and chemical processes. As a result, monthly averaged levels of NOx concentrations were 
predicted with a high level of accuracy, while the results of modelling for shorter time periods 
were unsuccessful. 
Three-dimensional, prognostic, limited area meteorological models have a lot of 
advantages over the earlier models described, especially from the point of view of representing 
important pollution prediction factors such as very complex terrain and the complex distribution 
and redistribution of gridded and point emission sources in space and time. Numerical mesoscale 
models, firstly predict the wind fields and then the predicted wind, temperature and humidity 
fields are used to drive an air pollution or particle dispersion model to estimate the dispersion of 
air pollutants from different kinds of source (Finardi et aI., 1997; Hernandez, et aI., 1997). These 
numerical chemistry models are usually based on a Gaussian puff module (like Comprehensive 
Air quality Model-CAMx4), but can also include an additional Lagrangian particle module. The 
integration of airflow and particle transport models has been applied to environmental situations 
dominated by both topographic and thermally induced local air circulations (Lamprecht and 
Berlowitz, 1998). 'An analysis of the effects of thermally induced wind systems on air pollution 
transport near Sao Paulo showed the combined effect of topography and the land-sea interface 
(strong onshore and upslope-downslope flows) on local air pollution dispersion (Bischoff-Gauss 
et al., 1998)' (Sturman, 2000, p 132). Cox et al. (1998) developed a modelling scheme for use in 
providing short-term (1-4 hour) predictions for accidental release of hazardous materials. This 
approach requires good real-time weather data at a high resolution (resolution depends on the 
local scale of the hazardous process and surroundings) to produce useful results. 
Some new studies have applied 3-dimensional pollution models to much longer-range 
pollutant transport than city-scale pollution dispersion (Jaeckervoirol et aI., 1998). 'Kallos et al. 
(1998) applied a combined wind-field and Lagrangian particle dispersion model to study of the 
transport of pollutants from Europe to North Africa' (Sturman, 2000, p 133). As emitted 
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pollutants undergo a range of chemical reactions resulting in the production of secondary volatile 
organic components (SVOC), a significant amount of research work has been devoted to trying 
to incorporate important chemical processes into air pollution dispersion models (Russell, 1997). 
Bergin et al. (1998) have illustrated the importance of getting correct parameterisations of 
chemical reactions into applied dispersion models and stressed the significant variation in the 
sensitivity of the predictions from chemical models to different chemical processes. Chemical 
composition and particle size distribution have become important factors during consideration of 
interactions between aerosol and gas phases. Ackermann et al. (1998) successfully coupled an 
aerosol model with an atmospheric dispersion model and applied it to Western Europe. Although 
the general patterns were realistic, insufficient input field data seriously reduced the quality of 
the final research results. 
The intercomparison of models from 24 different institutions and sensitivity analyses 
(Brandt et al., 1998) suggests that predictions depend significantly on high-resolution good-
quality meteorological data. Significant discrepancies in the results suggest that there is still a lot 
of work to be done (especially in parameterisation of convection and turbulence schemes) before 
atmospheric dispersion models will be satisfactorily reliable for real-time forecasting (especially 
of Chernobyl-type accidents). 
Specialized applications of air pollution dispersion models include (after Sturman, 2000): 
1. Development of a technique for identifying individual street canyons that are worse affected 
by vehicular pollution (Buckland and Middleton, 1999) 
2. Prediction of potential forest fires and their spread in conditions of complex orography and 
local air circulation (Miranda and Borrego, 1996) 
3. Transport of material from instantaneous explosions or continuous source emissions 
(Makviadze, 1995). 
Geographic Information System (GIS)-based pollution dispersion models allow the 
interactions between spatial fields of such variables as land use, population distribution and 
economic activity, meteorological parameters, vegetation and surface roughness to be evaluated 
with regard to their influence on ambient air pollution concentrations. Beyea and Hatch (1999) 
showed how this approach could be used to define areas of potentially high exposure to air 
pollution. 
2.3.3 Numerical model evaluation 
It is obvious that the study of the air pollution problem is an active topic in applied 
numerical meteorology. Several special collections of contributions on the air pollution problem 
have been published and the majority of the works are dedicated to air pollution modelling in 
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one form or another (Sturman, 2000), or descriptive analysis of air quality deterioration problems 
in a range of different environments. This research illustrates the complex interactions between 
the atmosphere, topography and resulting quality of air for defined regions. 
Understanding mesoscale and miscroscale controls on local airflow and atmospheric 
boundary layer structure is a principal step in studying a particular air pollution problem. For 
instance, the problems created by recirculation of local wind systems and near-surface air 
pollution redistribution because of the stagnation and local circulation over complex orographic 
areas is now well known, and dominates in a number of numerical chemical studies using 3-
dimensional dispersion models. Air quality prediction models can mostly reproduce accurately 
these processes and provide hope for realistic forecasts of air pollution concentrations in the 
nearest future (Arya, 1988; 1999). 
In any way, 'it is evident that several different modelling approaches will be explored in 
future, including empirical-descriptive methods such as statistical regression modelling, and 
neural network approaches, Gaussian-Lagrangian physical and 3-dimensional numerical 
modelling and GIS modelling' (Sturman, 2000, p.134). 
Improvements in knowledge and rapid developments of computer technology make a 
move in air pollution research towards more complex hybrid numerical models. Complex 
chemical hybrid models, often based around mesoscale limited area meteorological models, 
include very complex atmospheric dispersion modules and incorporate a large number of input 
chemical species and a large range of primary and secondary chemical reactions of gases and 
pollutants. 
2.4 Coupling of limited area models for predicting air quality 
2.4.1 Types of coupled meteorology-chemistry models 
The most popular type of coupled meteorology-chemistry model includes global or 
regional (limited area) numerical atmospheric models as an independent fIrst step and some kind 
of prototype chemical/numerical (mostly Eulerian) model, which is dependent on the 
meteorological model output fields. Examples of such coupled systems include MMS-
Comprehensive Air quality Model version x (CAMx), MMS-Modal Aerosol Dynamical model 
for Europe (MADE), MMS-Community Multi-scale Air Quality model (CMAQ), MMS-
Variable grid Urban Airshed Model with extensions (V-UAM), MMS-Advanced Texas Air 
Quality Model (ATAQM), MMS-TOPOMODEL-based Land Atmosphere Transfer Scheme 
(TOPLAST) (Peters-Lidard et al., 2001), MMS-Sparse Matrix Operation Kernel Emission 
system (SMOKE), MMS-EURopean Air pollution Dispersion model (EURAD), MMS-
Multiscale Air Quality Simulation Platform (MAQSIP), Regional Atmospheric modelling 
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System (RAMS)-Multi-component Aerosol Dynamics Modelling-Model Approach System 
version X (MAD MAS X), RAMS - Regional Atmospheric Chemistry Mechanism model 
(RACM) and RAMS - Alpine Hydrochemical Model (AHM). To this group can be added such 
meteorological model amalgamations as MM5 - chemistry block (MM5-meteo) and Weather 
Research and Forecasting system (WRF) - chemistry block (WRF-meteo). 
There are also so-called joint meteorological-air quality modelling systems, which include 
such models as The Air Pollution Model (TAPM) of the Commonwealth Scientific and Industrial 
Research Organisation (CSIRO, Australia) described by Hurley (2002), and CALPUFF (created 
initially by CALifornia Air Resources Board-CARB) described by Allwine et al. (1998). The 
first one includes in one numerical-graphical user interface (GUI) the ability to simulate air 
pollution episodes with meteorology calculated in another part of the same model. CALPUFF is 
an advanced non-steady-state meteorological and air quality modelling system that consists of 
three main components with a GUI and a set of meteorological conditions: CALMET (a 
diagnostic 3-dimensional meteorological model), CALPUFF (an air quality dispersion model) 
and CALPOST (a postprocessing statistical-plotting package). As mentioned in Chapter 1, this 
diagnostic model had been used for global scale tracing of long term dispersion of a particular 
chemical species. 
2.4.2 Main limited area model applications 
Regional and local meteorological-air quality models have become important tools for 
environmental research, application to environmental assessment and assessing possible impacts 
of different kinds of air pollution. For any air pollution study it is important to use highly 
developed limited area meteorological models as a basic tool in a coupled meteorology-air 
pollution system. On one hand, it is important to use air quality models as a research tool to 
understand the simulations carried out with them, and on the other, properly evaluated highly 
improved models should be used to forecast atmospheric pollutants in an operational or quasi-
operational state. Recently, these two tasks have been explored together for more efficient 
realization of modelling system potential. A few examples of optimised use of coupled limited 
area models are now described. 
In Texas, evaluation of real-time forecasts from weather--chemistry forecasting system and 
meteorological observations taken during Texas Air Quality Study 2000 (TAQS2000) were used 
in the forecast of a real-time coupled numerical model by comparing the model output results 
with data sets from NCAR's Electra aircraft, wind profiles and rawinsondes (Michelson et ai., 
2002). The coupled weather-chemistry forecasting model combined a modified version of MM5 
and the chemical mechanism of the Regional Acid Deposition Model (RADM) version 2 (Grell 
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et aI., 2002). The transport of chemical species was treated simultaneously with meteorology and 
photolysis, with biogenic emissions and deposition also calculated 'online'. The model system 
was run on multiple I-way nested grids of 60, 15, 5 and 1.67 kIn spatial resolutions. The 60-km 
grid was initialised using the Forecast System LaboratorylRapid Update Cycle (FSLIRUC) 
analyses and the boundary conditions were provided by NCEP's ETA model forecasts. The 
chemical fields were initialised with the previous forecast to take into account the effect of 
pollutant accumulation. The emission inventory was compiled with databases from EPA and 
TNRCC (Texas Natural Resource Conservation Commission) (Bao et al., 2002). 
Since summer 2001, a real-time forecast system based on the EURAD chemistry model 
was tested and established in Germany to predict the main atmospheric pollutants on different 
scales in Europe. The EURAD forecasting system consists mainly of the mesoscale 
meteorological model MM5, the emission processor EEM (EURAD Emission Model) and the 
EURAD Chemistry Transport Model (EURAD-CTM). The initial and boundary data for MM5 
were obtained from the global AVN forecast (NCEP) at the start of every day forecast cycle 
(0000 UTC). The emissions data were interpolated from the EMEP (Cooperative Program for 
Monitoring and Evaluation of the Long-range Transmission of Air Pollutants in Europe) 
database in time and space for 3 different regions (MM5 domains): for a Europe grid with grid 
size 125 km, for Central Europe with grid size 25 km, and for one of the German states with 5 
km grid size. In this case, MM5 is used separately without nested grids for each grid, but the 
coarse grid is used as a first-guess field for finer grids. The system starts automatically with the 
download of the A VN global meteorological forecast and initialisation of boundary conditions of 
MM5 for the coarse domain to predict the meteorology 48 hours ahead. After this, together with 
the emissions data for the selected time and region of the Europe domain, the EURAD-CTM 
predicts the concentrations of the atmospheric constituents. Then, the forecast of the coarse grid 
is used as initial data for finer grids. In addition, a special aerosol option of the EURAD-CTM is 
applied for the chemistry transport calculations (Otte, 2001). 
In research conducted by the Texas Natural Resources Conservation Commission 
(TNRCC) the Advanced Texas Air Quality Model (ATAQM Phase II) has been implemented to 
support simulations of the August 1998 ozone episode in the Houston-Galveston area. ATAQM 
consists of MM5 version 3 (MM5v3); the TOPMODEL-based Land Atmosphere Transfer 
Scheme (TOPLATS, Peters-Lidard et al., 2002); land-surface hydrology model and a Sea-
Surface Atmosphere Transfer Scheme (SSATS). The TOPLATS model is driven with both in 
situ and remotely sensed estimates of key meteorological variables, including solar radiation and 
precipitation, and the SSATS is driven with observed sea surface temperature (SST) data. 
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2.4.3 Level of precision of the model systems 
The level of precision of coupled limited area atmospheric-air pollution models is very 
difficult to assess and, flIst of all is much more difficult to obtain, as the quality level of 
research/forecast results is created not only inside one model, but also between different models of 
one modelling system. 
With all kinds of improvements in modelling systems it is now possible not only to develop 
a very complex numerical system, but to predict concentrations of atmospheric pollutants every 
day within a sufficient time range and with quite high forecast reliability (in the range of 70-8S % 
consistency) depending on the input data, spatial resolution of the grid, and complexity of the 
region. It is very important to have good quality input data for gaseous and particulate matter 
compounds of the main air pollutants to be able to maintain a relatively good agreement between 
observed and predicted data (up to 90%). Level of reliability also depends on the type of species 
predicted. The level of reliability is higher for aerosol forecasts than for gases, and for inert gases 
it is higher than for active and unstable gases (like 0 3). The mean level of predictability of 
research models is higher than for forecast applications of numerical air pollution systems, but 
there is a tendency toward equalizing the levels of reliability of the two modelling time regimes 
(Peters-Lidard et al., 2002; Stein et al., 2000). 
2.5 Mesoscale Model, 5th generation 
2.5.1 Dynamical scheme 
In terms of terrain following coordinates (x, y, cr) the basic primitive equations for the non-
hydrostatic MMS basic variables (excluding moisture) are the pressure and momentum 
prognostic equations, and the diagnostic equation of thermodynamics (Holton, 1992; Dudhia et 
al., 2000). It is important to mention that prognostic equations also exist for water vapour and 
microphysical variables, such as cloud and precipitation (if used). These equations include the 
advection and various source/sink terms. 
The modelling system usually gets and analyses its data on pressure surfaces, but they have 
to be interpolated to the model's vertical coordinates before being input into MMS. The vertical 
terrain following coordinate system means that the lower grid levels follow the terrain while the 
upper level is flat. Intermediate levels are progressively flattened as the pressure decreases 
toward the fixed (chosen) top pressure level. A dimensionless quantity O"is used to define MMS 
levels, where: 
(p - PtJ / (Ps - PtJ, (2.S.l) 
and P is the pressure, PI is a specified constant top pressure and ps is the surface pressure. 
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The model vertical resolution is therefore defined by a list of values between zero and one 
do not necessarily have to be evenly spaced. In cases of complex terrain and research into 
near-surface local processes the resolution in the boundary layer is much finer than above; the 
number of levels may vary unlimitedly, but in most case studies lies in the range of 20-45 full ()" 
levels (Figure2.1). 
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Figure 2.1 Schematic representation of the vertical structure ofMM5. The example is for 15 
vertical layers. Dashed lines denote half-sigma levels and solid lines denote full-
sigma levels (after MM5 Modelling System Version 3-user's guide). 
The horizontal grid has an Arakawa-Lamb (Arakawa and Lamb, 1977) B-staggering of the 
velocity variables with respect to the scalar: the scalars (T, q, etc.) are defined at the centre of the 
grid square, while the velocity components are collocated at the corners (Figure 2.2). From the 
picture it is seen that horizontal velocity is defined at dot points and scalar variables are defined 
at cross points. 
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Figure 2.2 Schematic representation of the horizontal Arakawa-Lamb B-grid staggering of the 
dot and cross grid points. The nested domain is a representative grid staggering for a 
3:1 coarse grid distance to fine-grid distance ratio (after MMS Modelling System 
Version 3-user's guide). 
All scalars and vector wind are defined in the middle of each model vertical level referred 
to as half-sigma levels and represented by the dashed lines in Figure 2.1. Vertical velocity is 
calculated at the full sigma levels (solid line in Figure 2.1). As the full sigma levels range from 1 
to 0, the total number of MMS layers is always one less than the number of full-sigma levels. 
Second-order centred finite differences scheme represents the spatial gradients of 
prognostic equations except for the precipitation term, which uses a first-order upstream scheme 
for positive definiteness (Grell et al., 1994). A second-order leapfrog time-step scheme is used 
for the equations described above, but some terms are handled using a time-splitting scheme of 
Martchuk (Pedlosky, 1979). Shorter time steps are applied for so-called fast terms that are 
responsible for sound waves, using the same second order precision. When a time step is split, 
certain variables and tendencies are updated more frequently, such as sound waves when u, v, w 
and p' all need to be updated each short step using the tendency terms. For diffusion and 
microphysics, a forward step is used. Some radiation and cumulus options of MMS use a 
constant time step (determined in the input parameters of MMS) over periods of many model 
time steps and are only recalculated at specific time steps (30 minutes or so) as determined in the 
input file. 
MMS contains the capability of multiple nesting with up to 9 domains at the same time, 
which are completely interacting (Figure 2.3). The nesting ratio is always 3:1 for two-way 
interaction, which means that the input of information to the grid nests from the coarse grid 
comes via its boundaries, while the feedback to the coarser grid occurs over the daughter nest 
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interior 3-dimensional space. However, the ratio 1:3 is not required for one-way interacting 
mother-daughter grids (Dudhia et al., 2003). Nested domains are allowed on one given level. 
They are also allowed to overlap, can be turned on and off at any time in the simulation, noting 
that whenever a mother domain is terminated all its descendent nests are also turned off. Moving 
a domain is possible during a simulation, excluding the mother or coarsest grid. 
1 
2 
3 
4 
Figure 2.3 Example of different levels of nesting configuration for the mother (coarse) grid 
(gridl) (after MM5 Modelling System Version 3-user's guide). 
Calculation of lateral boundary conditions in MM5 means that horizontal winds, 
temperature, pressure and moisture fields are specified for all four boundaries, while 
microphysical fields can also be specified if necessary. For research, and especially for real-
time forecasts (as MM5 has been created as a prognostic model from the beginning,) the lateral 
boundaries ultimately depend on global model analysis/forecast fields (from the Global Data 
Assimilation System-GDAS). Where upper-air analysis are used (radiosondes, meteorological 
balloons, etc.) the boundary values may be available only 12-hourly, although it may be a 
higher frequency (from 6 to 1 hourly) for model-generated boundary conditions obtained from 
global analysis data assimilation. The basic stipulation for boundary conditions of the coarse 
grid is a situation of relaxation of MM5 fields toward the global analysis - the model is nudged 
towards the analysis with a smoothing term. Two-way nest boundary conditions are similar to 
the mother domain, but are updated every coarse-mesh time-step and have no relaxation 
process (Dudhia et al., 2003). 
2.5.2 Physical options ofMM5 
Physical options in MM5 include choice of appropriate cumulus parameterisation scheme, 
explicit moisture scheme, and type of Land-Surface Model (LSM) parameterisation. However, 
the LSM parameterisation will be considered later in Section 2.5.4 (Dudhia et aI., 2003). The 
chosen schemes of physical processes used in MM5 are directly and strongly related to the 
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dynamical properties of realistic MMS tuning, and especially with the number of vertical levels 
and depth of the modelled atmosphere, spatial resolution, time step and number of one (or two) 
way interacting nested grids. But first of all, the parameterisation scheme chosen depends on 
application of MMS to the particular local meteorological and topographic situation. 
MMS cumulus parameterisation includes 8 schemes, including the scheme of Anthes-Kuo 
based on moisture convergence (Kuo, 1974; Grell et al., 1994); Grell parameterisation that is 
based on the rate of destabilization or the quasi-equilibrium simple single-cloud scheme (Grell et 
aI., 1994); the Arakawa-Shubert multi-cloud scheme (Arakawa, Schubert, 1974); the Fritsch-
Chappell scheme based on relaxation to a profile due to updraft, downdraft and subsidence 
region properties; the Kain-Fritsch scheme that uses a sophisticated cloud-mixing scheme to 
determine entrainment/detrainment and also removes all available buoyant energy during the 
relaxation time (Kain, Fritsch, 1993); the Betts-Miller scheme based on a relaxation adjustment 
to a reference post-convective thermodynamic profile; and the Kain-Fritsch 2/new cumulus 
scheme that includes also shallow convection with a spatial scale between IS-10 km (Dudhia, 
2002). 
MMS has seven options of explicit moisture parameterisation that include: 
1. a stable precipitation scheme that is nonconvective 
2. a warm rain scheme including cloud and rain water grids 
3. Dudhia's simple ice scheme with ice phase processes in addition to the warm rain scheme 
(Grell et ai., 1994) 
4. a mixed-phase (Reisner et ai., 1998) scheme, which adds a supercooled water phase to the 
above 2 schemes 
S. the Goddard microphysics scheme, including an additional equation for prediction of graupel 
(Tao and Simpson, 1993) 
6. the Reisner graupel scheme (Reisner 2), suitable for cloud-resolving 
7. Schultz microphysics scheme, which is a highly efficient and simplified scheme and IS 
designed for fast running, containing ice and graupel/hail processes. 
2.5.3 Radiative scheme 
Radiation parameterisation (as the main source of energy for atmospheric processes) is 
essentially important for realistic modelling of energy distribution and redistribution (especially 
in the atmospheric boundary layer), as short term fluctuations in dry bulb and potential 
temperature fields determine most of the variations in local circulation. Figure 2.4 illustrates a 
system of free atmosphere radiation processes. MMS includes S possibilities of radiation 
processes parameterisation (Dudhia et ai., 2003). 
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Figure 2.4 Schematic illustration of radiation processes for the surface and free atmosphere 
(after MMS Modelling System Version 3-user's guide). 
2.5.4 Planetary boundary layer parameterisation 
MMS has 7 options of different kinds of PBL schemes to run, including: 
1. a bulk PBL scheme, suitable for coarse vertical resolution in the boundary layer 
2. a high-resolution Blackadar scheme, suitable for high resolution PBL (Blackadar, 1979) 
3. a bulk-Thompson PBL scheme, based on Mellor-Yamada formula 
4. an ETA global model PBL, based on the Mellor-Yamada scheme but used for scheme 
stability using long time steps 
S. the MRF or Hong-Pan PBL, suitable for high-resolution PBL 
6. the Gayano-Seaman PBL scheme, which is close to the MRF scheme, but using split time 
steps instead of surface temperature from the LSM (Land Surface Model) 
7. the Pleim-Chang PBL scheme, which was developed to use with LSM parameterisation type 
3 (Chang et. al., 1987). 
It is also important to mention the MMS options of vertical diffusion in cloudy air, 
resulting in mixing toward a moist adiabat by basing atmospheric mixing on moist stability 
instead of dry stability, and the calculation of different thermal roughness lengths for 
heat/moisture that affects the partitioning of sensible and latent heat fluxes (Zaengl, 2002). The 
Land Surface Model (LSM) is a basic block of most PBL schemes and there are 4 types of LSM 
in MMS (described by Dudhia et ai., 2000). 
2.5.5 Non-hydrostatic requirements 
The scope of application of MMS has increased and for some investigated processes the 
ratio between horizontal and vertical scales has approached unity, while in some research (such 
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as cloud development and lee waves) the horizontal scale has become shorter than the vertical 
one, and it is impossible to neglect non-hydrostatic dynamics. The additional term in non-
hydrostatic dynamics is the vertical acceleration that contributes to the vertical pressure gradient, 
so that hydrostatic balance is no longer exact. 
The reference state in the non-hydrostatic MM5 IS an idealized temperature profile in 
hydrostatic equilibrium. It is specified by the equation 
(2.5.2) 
To (po) is specified by 3 constants: poo is sea-level pressure (taken to be 1013 hPa), Tso is 
the reference temperature at poo, and A is a measure of the lapse rate. Since MM5 Version 3.1, 
the reference state can include an isothermal layer at the top to better approximate the 
stratosphere. This is defined by a single additional temperature (Tiso), which acts as a lower limit 
for the base-state temperature. Using this, effectively raises the model top height (Dudhia et al., 
2003). 
2.5.6 Grid nudging 
MM5 grid nudging can be of two types, and each type has 2 options to choose between. 
The first type of nudging (one-way interaction) is founded in nested grid possibility for any 
LAM using nested grids (number of nested grids for each mother domain and a level of nesting 
don't play any role in the grid nudging process). During MM5 runs there can be two options for 
interaction between mother (coarse) and daughter (fine) grids: one-way interaction nudging 
means a numerical process of downward movement of calculated information from large-scale 
processes (mother grid) to the higher resolution processes of the nested/daughter grid(s). Two-
way interaction nUdging allows two-way interaction between grids of any level of nesting with 
downward-upward transition, redistribution and assimilation of time-dependent meteorological 
information during a numerical experiment (Grell et al., 1994). 
The second type of grid nudging consists of the ability to switch on the grid nudging 
procedure for separate meteorological fields (e.g. wind, temperature, mixing ratio and rotational 
component of the wind fields) during an MM5 run. 
2.5.7 Four-dimensional data assimilation/analysis and observation nudging 
In situations where data are to be input to the model over an extended time period, Four-
Dimensional Data Assimilation (FDDA) is an option that allows this to be done (Wang, 2002). 
Essentially, FDDA allows the model to be run with forcing terms that 'nudge' it towards the 
observations or an analysis field. Newtonian relaxation terms are added to the prognostic 
equations for wind, temperature and water vapor to relax the model values towards a given 4-
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dimensional analysis field (Stauffer and Seaman, 1994). The benefit of this is that after a period 
of nudging, the model has been adjusted to some extent to all data available for that time interval 
while also remaining close to a dynamical balance. This has advantages over just initializing 
with analysis data at a single synoptic time, because adding data over a period effectively 
increases the data resolution. Observations at a station are carried downstream by the model and 
may help fill data voids at later times. 
2.5.8 Output plotting options 
A number of files are written out during MM5 runs, including output files of several 
meteorological and derived fields for every grid domain and at specified time intervals (these 
files are called MM5 history files), as well as restart files for every grid in case of a run 
interruption, so that calculations can be resumed from the last time output fields were dumped. 
For each time period, the history output includes a general header of MM5 configuration, a 
subheader describing the field following the subheader, 14 3-dimensional (V3) forecast fields for 
each domain, 30 2-dimensional (V2) variable-in-time forecast fields for each domain (like snow 
cover depth) and 11 constant in time 2-dimensional (V2) fields (like orography or land use 
distribution). MM5 has a few 1, 2 and 3 dimensional graphical programs to process the output of 
any grid domain in MM5 format (IEEE), binary format, ASCII format and into any kind of plot 
(Dudhia et ai., 2003). 
2.5.9 MM5 as a prognostic model 
MM initially was created and developed as a prognostic model. Through more than 25 
years of MM (now MM5) development it has undergone many changes designed to broaden and 
improve its use in real-time mode (Bao et. al., 2002; Smallcomb, 2002). These changes include 
multiple-nest capability, non-hydrostatic dynamics and four-dimensional data assimilation 
capability. The assimilation of local observations is a very important feature of the model and 
MM5 is used as a prognostic model (with FDDA) in many regional meteorological centres all 
over the world (the Meteorological Service of New Zealand in Wellington is an example of 
MM5 use as a prognostic model). 
Fast and accurate assimilation of global and local observation data is an important feature 
of MM5 as a prognostic model, not only for everyday weather forecasting, but for predicting 
severe events such as tropical cyclones (MM5 includes a special option of moving nested grids) 
(Low-Nam, Davis, 2002), heavy monsoon rain based on prediction of ITCZ (InterTropical 
Convergence Zone) movement (Someshwar et al., 2002), gusting winds as a result of drainage of 
cold air masses (Dailey, Keller, 2002), severe cold frontogenesis as a result of local conditions 
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(Brown, Locatelli, et al., 1999), and simulation of ozone episodes (Boucouvala et al., 2003). It is 
useful to mention that MM5 was successfully applied during the 2002 winter Olympic games 
(Steenburg et al., 2001) and was also used as a basic prognostic model during the summer 
Olympic games 2004 in Athens (Kotroni et al., 1999; Kotroni, Lagouvardos, 2002). 
2.5.10 MM5 as a regional, polar or global model 
MM5 has a choice of several map projections: 
1. Lambert Conformal projection is best suitable for mid-latitudes and represents a method of 
interpolation from latitudellongitude grid to Lambert projection centered on 45 latitude 
degree; 
2. Mercator projection is best for the equator and low latitudes; 
3. Polar Stereographic projection was specially developed for application of MM5 to Antarctic 
and Arctic meteorological research. The Arctic/Antarctic Mesoscale Prediction System 
(AMPS) was created to use MM5 as a prognostic model for Arctic/Antarctic weather 
forecasting (see Figure 2.5). 
Daft' Iillt' 
Figure 2.5 Polar Stereographic projection over Arctic (after MM5 Modelling System 
Version 3 - user's guide). 
MM5 can be used as a global (hemispherical) model for creation of first-guess fields with 
use of nesting for research involving spatial scales of more than 1000 km and time scales more 
than 48-72 hours (e.g. teleconnection studies, long range air pollution studies) (Dudhia and 
Bresh,2000). 
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2.6 Comprehensive Air Quality Model (CAMx), version IV 
2.6.1 Basic description. dynamical scheme and links to MM5 
The Comprehensive Air quality Model with D meteorology (CAMx) is a Eulerian 
photochemical dispersion model that allows for an integrated 'one-atmosphere' assessment of 
gaseous and particulate air pollution over many scales ranging from urban to 'super-regional'. It 
is designed to unify all of the technical features required of 'state-of-the-science' air quality 
models into a single efficient system, which is publicly available. The input/output formats are 
based on the Urban Airshed Model (UAM-IV) and are compatible with many existing formats. 
CAMx simulates the emission, chemical reactions during dispersion, and removal of 
pollutants in the lower troposphere by solving the pollutant continuity equation for each 
chemical species (I) on a system of nested three-dimensional grids. The Eulerian continuity 
equation describes the time dependency of the averaged species concentration (clt)) within each 
grid cell volume as a sum of all of the physical and chemical processes operating in that volume: 
dc/dt = - VH • VH Cl + [ d(ClT\)/(dz) - Cl d/dz(dh/dt) ] + V • P KV( clip) 
+ dCl/dt I Chemistry + dCl/dt I Emission + dc/dt I Removal (2.6.1) 
where VH is the horizontal wind vector, 17 is the net vertical 'entrainment rate', h is the layer: 
interface height, p is atmospheric density, K is the turbulence exchange (diffusion) coefficient 
(CAMx receives all these characteristics from the meteorological numerical model- MM5). 
The physical representations and the numerical methods used in CAMx for each of the 
terms of the pollutant continuity equation (2.6.1) include 6 modules (ENVIRON Int. Corp., 
2003): horizontal advection/diffusion, vertical transport/diffusion, chemistry module with 
Carbon Bond IV (CB IV) mechanism, dry deposition module, wet deposition, and plume in grid 
(PiG) with inorganic chemistry (ENVIRON Int. Corp., User's Guide, 2003). 
CAMx carries concentrations at the centre of each grid cell, representing the average 
concentration over the entire cell. CAMx internally carries meteorological fields in an 
arrangement of the 'Arakawa C' grid configuration: temperature, pressure, water vapour and 
cloud water are located at the cell centre together with concentrations; wind components and 
diffusion coefficients are carried at cell interfaces to describe the transfer of mass in and out of 
each cell. In the vertical, most variables are carried at each layer midpoint except those variables 
that describe the rate of mass transport across the layer interface, which include the vertical 
diffusion coefficient Kv and the vertical entrainment rate 17. These variables are carried in the 
centre of each cell horizontally, but are located at the top of the layer (i.e. interface) vertically. 
CAMx can perform simulations on the three types of Cartesian map projections: Universal 
Transverse Mercator, Rotated Polar Stereographic and Lambert Conic Conformal. CAMx also 
offers the option of operating on a curvi-linear geodetic latitude/longitude grid system. The 
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vertical grid structure is defined externally, so that layer interface heights may be specified as 
any arbitrary function of space and time. 
CAMx incorporates two-way grid nesting, which means that pollutant concentration 
information propagates into and out of all grid nests. Any number of grid nests can be specified 
in a single run, while grid spacing and vertical layer structures can vary from one grid nest to 
another. Nesting in the vertical is allowed, but only by sub-dividing parent grid layers into a 
series of finer layers. To maximize flexibility in the vertical structure, each parent grid layer may 
be individually split into a unique set of fine layers, or not split at all. The flexi-nest option in 
CAMx allows users to redefine the nested grid configuration at any point in a simulation. Nested 
grids can be introduced or removed only at the time of a model restart, when users can redefine 
nested grids structure in the CAMx input general configuration information file (CAMx.in file). 
Flexi-nesting provides suppleness to both meteorological and emissions input files for a nested 
grid and allow CAMx to interpolate data that are not provided from the parent grid. 
The approach of pollutant transport solving in CAMx provides both mass conservation and 
mass consistency. To be mass conservative, CAMx carries concentrations of each species 
internally as a density and solves the advection equations in flux form. Mass consistency refers 
to CAMx's ability to transport pollutant mass exactly equivalent to the input atmospheric 
momentum field. Sources of mass inconsistency in CAMx can be from: supplying meteorology 
that is inherently inconsistent from an interpolated objective analysis with meteorological fields 
independently developed; spatial interpolating or averaging MM5 three-dimensional wind vector 
fields to a different size grid of CAMx; and employing different numerical and physical methods 
and techniques in CAMx and MM5. It is therefore best if translation of meteorological data to 
CAMx is achieved with as few additional manipulations as possible. Horizontal advection is 
performed using the area preserving flux-form advection solver from Bott (Bott, 1989) or the 
Piecewise Parabolic Method (PPM) of Colella and Woodward (Colella and Woodward, 1984), as 
implemented by Odman (Odman et al., 1996). 
2.6.2 Chemistry 
The chemical mechanisms supported in CAMx4 are based on version 4 of the Carbon 
Bond mechanism (CB4, Gery et al., 1989) and the SAPRC99 mechanism (Carter, 2000). CAMx 
includes five chemistry mechanisms: two versions of the 'standard' CB4 mechanism, chlorine 
chemistry mechanism, the mechanism of aerosol modelling and the fixed parameter version of 
the SAPRC99 mechanism. The basic features of each chemistry mechanism are explained below: 
l. CB4 (mechanism 3) with reactive chlorine chemistry: 110 primary reactions and 48 species 
(34 state gases and 14 radicals) 
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2. CB4 with revised radical-radical termination reactions that are necessary for regional 
modelling: 91 primary reactions and 36 species (24 state gases and 12 radicals) 
3. Mechanism 2 with updated isoprene chemistry based on Carter (2000) as implemented for the 
Ozone Transport Assessment Group (OTAG): 96 reactions and 37 species (25 state gases and 
12 radicals) 
4. Mechanism 3 with extension for aerosol modelling: 100 primary reactions and 62 species (35 
state gases, 12 radicals and 15 aerosols) 
5. The fixed parameter version of the SAPRC99 mechanism: 211 primary reactions and 74 
species (56 state gases and 18 radicals). 
2.6.3 Chemistry solver and pollutant removal 
Numerically solving the time evolution of the gas and particle phase chemistry is typically 
the most 'expensive' part of a photochemical grid model simulation, especially for the aerosol 
phase. Two chemistry solver options are available in CAMx, the Implicit-Explicit Hybrid (lEH) 
solver (Sun et al., 1994) and the Chemistry Mechanism Compiler (CMC) fast solver. CMC 
solver is nearly three times faster than IEH, and solutions of both solvers are very similar for 
daytime conditions, but differ at night. The accuracy of the CMC fast solver is an improvement 
over many commonly used solvers and the availability of the IEH solver option provides a way 
to evaluate the CMC solver performance and provides an alternative for users who choose to 
accept longer run-times (more than 24 hours). 
Trace gases and small particles are removed from the atmosphere via deposition: dry 
deposition refers to the direct sedimentation and/or diffusion of material to various terrestrial 
surfaces and uptake into biota, wet deposition refers to the uptake of material via chemical 
absorption (gases) or nucleation/impaction (particles) into cloud water, and the subsequent 
transfer to the Earth surface by precipitation. 
Wet deposition is an important removal process for particles, as they act as cloud 
condensation nuclei. The cloud droplets grow and collect into sufficiently large sizes to fall as 
precipitation. A fraction of particles that are subsequently entrained into the cloud are scavenged 
by liquid precipitation via impaction. The rates of nucleation and impaction depend upon cloud 
type, rainfall rate and particle size distribution. Wet deposition occurs through the following 
series of steps: mixing of trace gas and condensed water in common air space, absorption of gas 
molecules by water droplets, possible reactions of the pollutant within water droplets, 
precipitation of droplets and diffusion of ambient gases into falling precipitation. 
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2.6.4 Gridded and source emissions 
Initial gridded concentrations of gases and particulate matter are used by the mother grid of 
CAMx when gridded emissions of pollutants are to be modelled. Gridded emissions of gases and 
aerosols are supplied at specific time intervals during CAMx runs (the time interval can range 
from 1.5 minutes to a few hours depending on the process to be investigated and computer 
resources), but only for the lowest (boundary) layer of the model. 
The CAMx PiG is used to treat the near-surface impacts of large NOx point sources, when 
just inorganic chemistry is important. The method is called the Greatly Reduced Execution and 
Simplified Dynamics (GREASD) PiG, which is much faster and structurally simpler than other 
PiG approaches. The streamlining employed in the recent version of CAMx was based upon 
former experience in developing, utilizing and studying the responses of the more detailed Urban 
Airshed Model with a grid variable (UAM-V) PiG algorithm. 
2.6.5 Gases and ozone chemistry problems in CAMx4 
Ozone Source Appointment Technology (OSAT-Yarwood et al., 1996) and its derivatives 
allow CAMx to track source region and/or source category contributions to predicted grid cell 
ozone concentrations. Thus, for any selected receptor point and time, the model gives a clear 
picture of the likely distribution of ozone and ozone precursors by source category and/or source 
region, as well as an indication as to whether the ozone at the selected time and location would 
more likely respond to upwind NOx or Volatile Organic Components (VOC) components. This 
method was originally implemented in the Urban Airshed Model and was then built into CAMx. 
OSAT provides a method for estimating the contributions of multiple source areas, categories, 
and pollutant types to ozone formation in a single model run. OSAT also includes a methodology 
for diagnosing the temporal relationships between ozone and emissions from groups of sources. 
2.6.6 Input-output software and its improvement 
Before a run, CAMx needs several fields to be prepared and attached to the model as input 
fields and files including meteorological fields (from MM5 output), chemical, photochemical, 
landuse, gridded emission, source emission, top concentration, boundary and initial condition 
files that are listed below: 
1. The rates for primary photolysis reactions are supplied via the photolysis rates file, and the 
file must be supplied if chemistry is invoked. It is essentially in a large look-up table that 
provides the photolysis rates in five dimensions, including variations with solar zenith angle, 
height above the ground, ultraviolet albedo of the ground, atmospheric turbidity, and total 
ozone column density and is configured by the user. 
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2. Albed%zone/haze file contains the spatial and temporal distribution of surface UV albedo, 
ozone column density, and turbidity for a specific CAMx domain or episode and must be 
supplied if chemistry is invoked. The values in this file depend on the latitude/longitude 
position and specific time of year. The UV albedo is supplied for each cell of the master grid 
and optionally for nested grids, while the ozone and turbidity fields are supplied for the coarse 
grid and are assigned to nested grids. 
3. The top concentration file contains the time- and space-invariant species concentrations that 
are assumed to exist above the top boundary of the entire modelling grid. Top concentrations 
may and should be specified for a sub-set of the total number of modelled species that are of 
most interest for a specific task. 
4. The landuse input file contains time-invariant two-dimensional gridded fields of landuse 
distribution. The file must be provided for the master grid and should be created for all nested 
grids for as accurate as possible reproduction of gridded land cover categories associated with 
exact surface roughness (in metres) for precise dry deposition scavenging calculations. 
Surface roughness can be edited for every land cover category by the user. 
5. Meteorological input files are three dimensional fields that are variant not only in space, but 
also in time, with a specific time interval (nudging time interval for CAMx4), and are 
provided to the model through all runs for the master grid and optionally can be provided for 
all nested grids from MMS output fields. Meteorological fields include height/pressure, wind, 
temperature, water vapour, cloud/rain and vertical diffusivity as four-dimensional fields. 
6. The boundary condition file contains two-dimensional gridded concentration fields on the 
lateral edges of the master grid boundary. The initial conditions file contains 3-D gridded 
concentration fields for the master grid and must be specified for a sub-set of the total number 
of modelled species listed in the CAMx.in information/reference file. 
7. The gridded emissions fields contain two-dimensional gridded fields of near-surface emission 
rates for all the emitted species to be modelled. The format of the file follows the format of 
the UAM model and pre-existing emission pre-processor software may be used to develop 
this file. If gridded emissions are to be modelled, a gridded emissions file must be created in 
advance by a user for the master grid and optionally for any nested fine grid. 
8. Elevated point source emissions file contains stack parameters and emission rates for all 
elevated point sources, and for all emitted species to be modelled. 
The output master and fine grid instantaneous files contain full three-dimensional fields of 
all species modelled, but the master and fine grid and deposition files contain only those species 
that are specified in the run control file CAMx.in. For flexibility, CAMx offers the option to 
write full three-dimensional average concentration fields or just surface layer two-dimensional 
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fields. Additional statistical software (like the CAMxPOST program package) is developed by 
ENVIRON for the primary statistical analysis of the CAMx output and comparison with 
observations. Windows and Golden software are widely applied to the model output to analysis 
and visualise the calculated results. 
2.7 Summary 
In the first part of Chapter 2, basic primitive equations of the atmosphere numerical 
modelling are described. The main modern trends in development and application of limited area 
meteorological and chemical modelling were then described. The second part provides a basic 
understanding of the MM5 and CAMx4 configurations, and the research and forecast potential of 
the models. 
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3.1 Introduction 
Chapter 3 
Regional context 
This chapter describes firstly the main features of synoptic and local scale air circulation 
over Christchurch and its vicinity, and secondly the problem of particulate matter air pollution 
resulting from active use of domestic open fires. Examination of historical aspects of PM lO night-
time peaks, as well as the possibility of winter air pollution prediction and control are considered 
in the third part of the chapter. 
3.2 Atmospheric circulation over Canterbury and the Christchurch region during winter 
The city of Christchurch is situated on the coastal edge of the Canterbury Plains (Figure 
3.1). The plains slope gently from the Southern Alps to the eastern coast and average 40 km in 
width and 150 km in length from the hills of north Canterbury to the Hunter Hills in the south. 
Banks Peninsula lies on the southern border of Christchurch and reaches a height of 906 m 
(Herbert Peak). 
Figure 3.1 The Canterbury Plains, Christchurch and the Port Hills (Kossmann and Sturman, 
2002). 
The Christchurch urban area covers more than 20,000 hectares of land with an immediate 
rural fringe of 30,000 hectares. Ninety-seven percent of the population of Christchurch live in 
the urban area and the total population of Christchurch city is estimated at more than 405,000 
(from the National Census 2002, Statistics New Zealand, 2003). Topographically induced local 
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fields over Canterbury and the Christchurch regIOn play an important role III the 
microclimate of Christchurch. 
New Zealand is located in the mid-latitudes of the Southern Hemisphere and its wind 
climate is largely controlled by eastward travelling high- and low-pressure systems (Sturman and 
Tapper, 2002). In the Canterbury region, located on the eastern side of the South Island of New 
Zealand (Figure 3.2), the synoptic-scale wind is strongly modified by dynamic and 
thermo topographic effects caused by the land-sea discontinuity, the Southern Alps and Banks 
Peninsula (McKendry, 1983). 
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Figure 3.2 Effects of the Southern Alps on regional airflow over New Zealand's South Island 
during synoptic-scale northwest winds (after McKendry et ai., 1987) 
'Synoptic-scale westerly winds are known to cause flow over and around New Zealand's 
South Island, resulting in frequent foehn winds and onshore northeasterly winds over the 
Canterbury Plains' (Kossmann and Sturman, 2002, page 452), as shown in Figure 3.2 (Sturman 
et ai., 1985; McKendry et ai., 1987). The onshore northeasterlies appear to be due to localized 
pressure gradients resulting from the development of lee troughs over the Canterbury region, as 
described by McKendry et ai. (1986). In the initial stages of a westerly wind event (caused by a 
trough approaching New Zealand from the west), the convergence zone between the 
northwesterly foehn winds and the northeasterly onshore flow occurs at some distance inland, 
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whereas during the prefrontal final stage the convergence zone often moves out to sea. 'After the 
passage of a cold front, Canterbury usually experiences a period of cold southwesterly airflow 
(parallel to the main divide of the Southern Alps) and the development of a short-lived high-
pressure system. The arrival of the next trough signals the repetition of the sequence of wind 
changes.' (Kossmann and Sturman, 2002, page 452). 
'Superimposed on these synoptic-scale wind changes are diurnal variations caused by the 
frequent development of easterly sea breezes during daytime (Sturman and Tyson, 1981) and 
night-time decoupling of the lowest air layers, in which offshore drainage winds and land 
breezes are observed (Sturman and McKendry, 1984; Ryan, 1987)' (Kossmann and Sturman, 
2002, page 452). These occur particularly when synoptic pressure gradients are weak (Figure 
3.3). 
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Figure 3.3 Night-time decoupling of observed downslope and offshore drainage winds and 
land breezes and the migrating convergence zone in the near-surface air layer (after 
Kossmann and Sturman, 2004). 
As can be seen, radiative cooling of hill slopes on clear, calm nights and subsequent 
cooling of the air in contact with them by conduction and convection, results in cold air drainage, 
which follows the terrain to its lowest sections, where it may become slow moving or stagnant. 
Knowledge of these atmospheric boundary layer flows is important for predicting dispersion of 
air pollution from near-surface sources in complex terrain (Arya, 1999). The term 'airshed' is 
defined as 'The conceptual boundary of an atmospheric 'catchment' used in crude modelling of 
air pollution around known sources of pollution under expected conditions of air movement and 
rates of chemical change' (Goudie et al., 1994). The air shed for many cities is difficult to define 
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because of the complex geography of the surrounding area (Sortberg et al., 2001) and this is the 
case for Christchurch, where the airshed can be delimited clearly to the south of the city by the 
ridgeline of the Port Hills, but to the west and north, it is much more difficult to delimit because 
of the configuration of the plains and foothills of the Southern Alps (Sturman and Zawar-Reza, 
2001). This makes the catchment for cold air drainage potentially extremely large. 'However, 
much of the air over this extensive area has little significance for air pollution in Christchurch 
because of the time frame involved, particularly the time when it moves across the city relative 
to the period of maximum night time pollution emission' (Sturman and Zawar-Reza, 2002, page 
3339). 
3.3 Air pollution in Christchurch and its vicinity 
3.3.1 The winter situation 
Topographically induced local wind fields play an important part in the dispersion of air 
pollution (Arya, 1988). Recent international research (Alexandrova et al., 2003) illustrates the 
importance of such local wind systems in creating variability in the spatial distribution of air 
pollution. Local winds induced by topography are particularly significant during relatively calm 
synoptic conditions, often in winter, when they can generate quite complex airflow patterns that 
are able to control the dispersion of air pollutants. In some cases, they are the main mechanism 
by which air pollution is dispersed (Arya, 1988; 1999). However, they may be responsible for 
advection of either polluted or comparatively unpolluted air across an area, depending on the 
relative location of air pollution sources and scavenging points. On occasion, they can be closed-
cell circulations that can produce recirculation of pollution over a diurnal time frame (Oke, 
1978). The effects of topographically induced flow splitting and flow separation, and of non-
stationary drainage wind convergence, on air pollution dispersion are so far only partly 
understood (McCauley and Sturman, 1999). However, they appear to be of great importance in 
the case of wintertime air pollution events in the Christchurch area, which is the focus of this 
thesis. Improved understanding of the relationship between the temporal development of 
mesoscale local winds and ambient air pollution concentrations of particulate matter (PM) can 
contribute to the development of appropriate air quality management tools. 
Christchurch has a significant wintertime air pollution problem that is dominated by smoke 
generated by domestic fires burning coal and wood (Spronken-Smith et al., 2001). The emissions 
consist mostly of particulate matter originating within the near-surface atmospheric layer, 
generally within 10 m of the ground. Under anticyclonic weather conditions, a strong surface-
based radiative temperature inversion traps the air close to the ground, resulting in high air 
pollution concentrations exhibiting a characteristic daily variation with high levels at night when 
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people use their log-burners and open-fires (Figure 3.4). The winter season over the Christchurch 
region can be characterized by the frequent occurrence of severe nocturnal smog events in 
Christchurch, surrounding suburbs and nearby smaller towns and cities (e.g. Ashburton and 
Timaru), where health guidelines are regularly exceeded (McGowan and Sturman, 1993; 
Chilton, 1999, pers.comrn.; Sturman et al., 2002; Wilton et al., 2002). These smogs are 
experienced usually during cold and calm nights when atmospheric stability and emissions of 
PM, mostly from home heating (but also partly from traffic), are high. A synoptic climatology of 
such events has shown that situations with post-frontal southwesterly winds, or with 
northwesterly winds aloft (but undeveloped at the surface), or with weak easterly synoptic-scale 
flows are favourable for the development of severe smog events in Christchurch (Owens and 
Tapper, 1977). The near-surface airflow during smog nights is often dominated by westerly cold 
air drainage from the Southern Alps, which can enhance the strength of near-surface temperature 
inversions (Johnstone, 2000, pers.comrn.; Sturman, 2000, pers.comrn.) and generate zones of 
stagnant air resulting from convergence with drainage winds down the slopes of Banks 
Peninsula. 
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Figure 3.4 Diurnal cycle of hourly average concentrations of particulate material < 10 /lm in 
diameter (PM IO) and carbon monoxide (CO) during winter (June-August), averaged 
for the years 1988-1999 (data supplied by Environment Canterbury). 
It is important to stress that although regions such as Christchurch may initially appear to 
represent relatively simple environments, the complexity of the local wind systems can create 
significant problems for agencies responsible for air quality management (van den Assem et ai., 
1996). For purposes of detailed study of Christchurch aerosol pollution, a special unique high 
density network of surface wind, temperature (and additional PM 10) measurements was 
established (the Christchurch Air Pollution Study 2000-CAPS2000) to analyse spatial and 
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temporal variability of surface wind fields in coastal Canterbury in winter, with special emphasis 
on flow conditions found during smog nights (Sturman et al., 2001). 
In considering more precisely the origin and 24-hour trends of PMlO and CO (carbon 
monoxide) it should be noted that emissions of PMlO (mostly from home heating) are highest 
between sunset and midnight (Figure 3.4). Emissions of CO are also highest and largely from 
home heating during the first half of the night, whereas during daytime they originate mostly 
from traffic (Figure 3.5). Owing to these emission characteristics and the diurnal variation in 
ventilation, including mixing depth and wind speed, wintertime smog events in coastal 
Canterbury and over the Christchurch region are found to be mainly a nocturnal phenomenon 
(Wilton et ai., 2002). 
1000 
.c 800 total 
OJ 
~ dom estic 
c 600 0 
~ 
traffic 
- -
industry 
C 400 
Q) 
u 
c I 
0 200 () I • 
--0 -- -- - -- - -
o 4 8 12 16 20 24 
Time (NZST) 
Figure 3.5 Contribution of domestic heating, traffic and industry to emissions of PMlO during 
winter 1999, Christchurch 25 suburbs area - 177.6 km2 (after Spronken-Smith et ai., 
2001). 
The average 24-hour values of PMlO and CO measured during smog nights at the 
monitoring sites at Timaru Main School and at Coles Place, Christchurch are shown in Figure 
3.6. The data in this figure illustrate the significant variations in air pollution and wind 
characteristics that can occur over relatively small distances across the city. 
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Figure 3.6 The 24-hour average PM lO concentrations for the period 1 June - 31 August 2000 
measured at: a) Main School in Timaru, and b) Coles Place in Christchurch. The 50 
/-lg m-3 health guideline is indicated by a dashed line (after Ecan winter 2000 report). 
Wind-rose maps show the characteristic airflow features that contribute to heavy smog 
winter nights in Christchurch, including the frequent development of weak westerly to 
northwesterly cold air drainage down the Canterbury Plains during night time and the Canterbury 
Plains northeasterly winds, which are stronger during daytime, but less frequent and much 
weaker towards the southern parts of coastal Canterbury (Kossmann and Sturman, 2002). 
3.3.2 Possibilities of prediction and control of winter air pollution 
Despite evidence of an air pollution problem since the 1880s, there has been little 
progress in ameliorating the problem, and effective air quality management strategies have yet to 
become operative. Early research on air pollution in Christchurch focused on smoke and sulphur 
dioxide as the main contaminants. Gray (1910) measured dissolved matter contained in rainwater 
at Lincoln, 20 km southwest of Christchurch city centre, while in the 1930s the Christchurch 
Sunlight League initiated measurements of the precipitation of solid matter, such as smoke. 
In June 1954, systematic monitoring of sulphur dioxide began in central Christchurch, 
and this was extended in 1956 to include deposited particulate matter and smoke in a further 
three suburbs. Wilkinson (1959) was the first to show that the air pollution problem in 
Christchurch was clearly seasonal with a winter maximum, when pollutant concentrations 
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reached levels warranting serious consideration of their significance. Wilkinson's report initiated 
further research by the Christchurch Regional Planning Authority (1966), leading to a 
comprehensive city study of air pollution and associated fuel use from 1960-1964. Wilkinson's 
study found that pollution was more severe in residential areas, and that domestic fIres produced 
double the amount of smoke compared to all other sources combined (industry, commercial and 
transport). 
Despite having established the facts of air pollution in the mid-1960s, it was several years 
before the Clean Air Act (1972) was passed, and during this time significant improvements in air 
quality occurred. Moody (1983) discussed the fIndings of a three-year survey and noticed that a 
decline in solid fuel use for domestic heating had been matched by a decrease in the aerosol part 
of smoke concentrations. In 1988, a continuous air quality monitoring site was established in the 
residential suburb of St. Albans, just north of the central business district, to measure basic 
boundary layer meteorology and gas and aerosol (PMlO) pollutants. While monitoring in the St. 
Albans area continues to provide the main measurements of air pollution for Christchurch, three 
more sites in Beckenham, Hornby and Opawa were established in 1995 to identify spatial 
variability across the city. Since recordings began in St. Albans in 1988, the 24-hour average 
PMlO concentrations have exceeded the local guideline (50 ~g m-3) about 30 times each year on 
average. 
The Christchurch City Council recently adopted a new motto for the city - 'Fresh Each 
Day', which is rather ironic given the continuing air pollution problem in winter. Although the 
maximum 24-hour concentrations of PMlO have decreased dramatically (from as high as 800-
1300 ~g m-3 total suspended particulates in the late 1950s to 280-320 ~g m-3 PMlO in 2002-
2003) they are still too high compared to World Health Organization standards, especially for the 
size of the city. Furthermore, the statistical 24-hour averages obscure extremely high hourly and 
lO-minute values that occur overnight (see Figures 3.4 and 3.5) that can be more than 400-500 
~g m-3 and influence dramatically health conditions of vulnerable sections of the Christchurch 
community. The methods of home heating were also assessed to determine which method 
contributed the most to particulate matter levels. Figure 3.7 indicates that the main emitters of 
PM are open fires and older woodburners. Given that urban Christchurch has an estimated 
52,000 households usmg solid fuel burners the potential for significant air pollution from 
particulate matter is high. 
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Figure 3.7 Contribution of different methods of home heating to total domestic emissions of 
PM IO (after Ecan annual report, 2000). 
Concerns about the state of Christchurch's air quality have been raised since the 1930s 
and in 1959, Wilkinson concluded that although air pollution in Christchurch was not as serious 
as London, Los Angeles or Auckland (McKendry, 1989), there was sufficient pollution to 
warrant consideration of abatement measures. The Health Act (1956) and the Chemical Works 
Orders (1960s) resulted in the introduction of smoke restriction regulations by the Christchurch 
City Council. These regulations controlled fuel burning in industrial and commercial premises. 
The Clean Air Act 1972 was implemented by the City Council and the former Department of 
Health. Clean Air Zone Orders (1974 and 1984) established under this Act focused on domestic 
heating, as this was considered a significant source of air pollution. These orders prohibited the 
installation of open fires and restricted the installation of wood burners to models meeting the 
specifications set by the Council. There was an attempt by the City Council to establish a ban on 
the use of existing open fires that failed when the issue was taken to a public hearing, as the 
opponents of the bill described the ban as 'draconian' because of its social and economical 
consequences. 
The introduction of the Resource Management Act (RMA) in 1991 gave Environment 
Canterbury (Ecan) the responsibility for air quality management in Christchurch. One of the 
methods specified in Ecan's Regional Policy Statement (RPS) was addressing air quality issues 
through an air chapter in a Natural Resources Regional Plan. The first draft of the Air Plan was 
released in 1998, including an air-quality target for PM IO of 50 Ilg m-3 (24-hour average) and 
rules prohibiting the use of open fIres, and requiring that solid fuel burners were replaced 15 
years after installation. Also, in an attempt to reduce PM IO concentrations in Christchurch in a 
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shorter time frame, Environment Canterbury in 1997 publicly notified its intention to prohibit the 
use of coal for domestic heating. However, in mid-2000 Ecan decided against a coal ban because 
of the likely social and economic impacts on the community and the need for a financial 
assistance package to accompany any such processes. The latest proposed Air Plan involves a 
ban on the installation of solid fuel burners in new homes, a ban on the use of open fires from 
200S, and a ban on the use of enclosed solid fuel burners if they are IS years old, with 
appropriate financial support from the government and local government organizations. 
Whatever plan becomes operational, it appears that it will have an extremely long time frame, 
meaning that the air quality problem will remain in Christchurch for at least another 20-30 years. 
The ultimate aim of air pollution research is to provide knowledge required to ameliorate 
air quality problems, including source apportionment using chemical analysis of aerosols and 
particulate matter, identifying the causes of reduced visibility, and evaluation of pollution sinks 
in the urban landscape (Baty, 1999). 
There is also a major programme under way to investigate the role of boundary layer 
meteorology in Christchurch's air pollution problem in more detail. A key aspect of this 
initiative is the creation and fine-tuning of a numerical regional coupled (meteorological-
chemical) model system (e.g. MMS-CAMx4), which will provide the city with the unique 
possibility of simulating the dispersion of air pollution (especially PMlO) across the urban 
landscape. A major outcome of this research will be the ability to provide short-time air pollution 
forecasts using a numerically coupled meteorological-chemical model system (de Haan et aI., 
1998). Also, such a numerical system would allow prediction of the potential impact of proposed 
new industrial or residential development, as well as the effectiveness of proposed amelioration 
strategies through inclusion of differing pollution emission levels and origins of sources in the 
initial gridded concentrations for the chemical part of the MMS-CAMx4 numerical system. This 
project is being developed in parallel with an interdisciplinary Health Research Council funded 
project investigating in greater detail the links between air pollution and health in New Zealand 
(Dockerty and Pope, 1994; Foster, 1996). Part of this work involves the application of dispersion 
modelling techniques to mapping exposure of humans to air pollution across Christchurch and 
other New Zealand cities, as well as the relationship between indoor and outdoor air pollution in 
houses using a range of home heating methods. The main aim of such research programmes is to 
improve the scientific understanding that forms the basis of management strategies developed by 
national and regional authorities (Arya, 1999). 
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3.4 Summary 
In the fIrst part of this study, the mean synoptic situation over the South Island of New 
Zealand during wintertime is discussed, as well as the complexity of air circulation that is 
formed under the influence of complex orography and the surrounding ocean. The Christchurch 
area PBL air circulation is shown to depend not only on synoptic scale airflow, but furthermore 
from local air circulation in situations affected by ocean-land discontinuities, especially under 
wintertime stagnant synoptic situations. 
The second part of the chapter provides a history of the air pollution problem in 
Christchurch and its vicinity, particularly during wintertime calm nights under temperature 
inversions. During winter months, the mean diurnal cycle of hourly averaged concentrations of 
particulate matter « 10 !lm in diameter-PM lO), the contribution of domestic heating, traffIc and 
industry emissions to PM IO, and the different methods of heating to domestic emission of PM lO 
are discussed. 
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Chapter 4 
Settings and methodology 
4.1 Introduction 
This chapter has a multi-purpose objective, although the main aims of it are to illustrate 
the ability of the limited area meteorological model MM5 to reproduce local air circulation over 
Christchurch using databases from the winters of 2000 and 2003, and to show what input fields 
are necessary for CAMx4 to simulate air pollution (especially the aerosol component of it) over 
the Christchurch region during winter. The settings and methodology of both models, as they are 
applied to the Christchurch region, will be shown in the context of global data assimilation by 
MM5, and in the context of regional databases of land use and air pollution that allow precise 
calibration and adjustment of both MM5 and CAMx4. The ability of MM5 to simulate the 
complex local air circulation observed in this region during cold calm winter nights is evaluated 
(Hauge and Hole, 2002). 
The first part of the chapter is devoted to description of the main sources of input data for 
MM5 and CAMx4, and available regional observation information used for comparison with 
model output. The second part of the chapter describes the methods used in numerical 
experiments over the Christchurch area, including application of multi-nested grids for different 
physical and numerical parameterisation schemes of MM5. The last part of the chapter discusses 
the main possibilities of particulate matter (PM lO) modelling and some aspects of gaseous air 
pollution during wintertime in Christchurch. All the results of numerical modelling are compared 
with observations taken from data collection sites. 
4.2 Controlling factors 
4.2.1 Global data analysis 
Input data in regular horizontal and vertical grids provide essential information for the 
evaluation of MM5, and the finer the resolution of input data (in the form of global model 
analysis) the greater the possibilities to utilize and adjust MM5 for fine scale reproduction of the 
air circulation over the Christchurch area. In this case, the vertical resolution of input data plays 
as important a role as horizontal resolution because baroclinic factors are expected to playa very 
significant role in the complex topographic influence on mesoscale air circulation over 
Christchurch (Sorteberg et ai., 2001). 
Before choosing an appropriate Global Database (GD), the mesoscale modelling section 
of the Meteorological Service of New Zealand (Wellington) was consulted. As a result, global 
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analysis data of the NCEP Global Tropospheric Analysis (NCEP GTA) were used. The full 
description of the data is as follows: ds083.2 (dataset 083.2), collected 6-hourly, with 1 x 1 
degree global coverage resolution, derived from the FNL (final) run of the global data 
assimilation model. This included use of additional observations that had been collected through 
at least six hours after the synoptic time, making the data more accurate and therefore more 
suitable for this research. The advantages of the ds083.2 data set for this application include: 
1. Global coverage with quite fine 3-dimensional and time resolution 
2. Database is written in GRIB format, that is one of the commonly used input meteorological 
data formats easily assimilated by MM5 
3. Cheap price of the ds083.2 analysis data (only US$120 for 12 days of global meteorological 
information), compared to other global meteorological data centres, such as ECMWF 
4. The possibility of fast download of the data via ftp (file translate protocol) from the NCEP 
site 
5. The possibility to download free current analysis data for model testing, and the possibility to 
accumulate these data for future experiments (starting from 2004, ds083.2 data are available 
for any time period since the beginning of 2002 without any charge). 
The basic parameters of the NCEP global tropospheric analysis dataset are: 
1. 1 x I-degree grid coverage (360 x 181 points) of the entire globe every six hours from 15 
September 1999 to the present 
2. Up to twenty-two 2- and 3-dimensional input meteorological variables, including the 
fundamental ones, such as wind, temperature and relative humidity fields 
3. 26 vertical levels from the surface layer up to the mid-stratosphere top level of 10 hPa 
4. Use of GRIB format as one of the basic MM5 regular input grid formats. 
Two 12-day time periods of analysis data were purchased for winter 2000 (July and 
August), while nearly all the winter 2003 global meteorological data were freely downloaded 
and archived on disk. 
4.2.2 The CAPS2000 and winter 2003 field experiments 
The Christchurch Air Pollution Study 2000 (CAPS2000) was a major field campaign that 
was undertaken during winter 2000 to provide measurements of both meteorology and air 
pollution, with the main aim of improving the fundamental theoretical and practical knowledge 
of air pollution dispersion over Christchurch and surrounding small towns, and to evaluate 
modelling tools for use in air quality numerical modelling and management (Spronken-Smith et 
ai., 2002). 
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As shown in Chapter 3 (see Figure 3.2), synoptic scale westerly airflow frequently results 
foehn winds and onshore northeasterly winds over the Canterbury Plains. In the initial stages 
westerly wind events, the convergence zone between the north-westerly foehn and the north-
easterly onshore flow is often found at some distance inland, whereas during the prefrontal final 
stage the convergence zone often moves out to sea (Sturman, 1986; Sturman et ai., 1984). Local 
circulations are superimposed on weak synoptic scale winds, producing diurnal variations 
associated with easterly sea breezes, and night-time decoupling of the offshore drainage winds 
and land see breezes is a characteristic mesoscale air circulation (Sturman and Tyson, 1981). 
Such features are typical of the mesoscale air circulation frequently associated with severe 
nocturnal smog events during cold and calm nights in Christchurch and other towns during the 
winter season, when the health guidelines are regularly exceeded. Before the CAPS2000 study, 
the wintertime wind field studies in Canterbury were mainly based on data composited from 
different years and did not focus on near-surface meteorological conditions during night smog 
events (McKendry, 1983; McKendry et aI., 1987), or they were limited to only parts of coastal 
Canterbury (Ryan, 1973; McGowan and Sturman, 1993; Chilton, 1999, pers.comm.). 
Several large environmental research organisations took part in the CAPS2000 winter 
experiment, including the National Institute of Water and Atmospheric research (NIWA), the 
Geography Department of the University of Canterbury (Geography), Environment Canterbury 
(Ecan), Landcare Research, the University of Auckland, the Institute for Meteorology and 
Climate Research at the University of Karlsruhe (Germany), the Fire Weather Service (FWS), 
Meteorological Service of New Zealand (MetService), Christchurch City Council (CCC), and the 
Selwyn Plantation Board (SPB). 
'A major field campaign was mounted in the Christchurch area in the winter of 2000, when 
meteorological data were collected using a network of 7 existing and 8 additional automatic 
weather stations' (Kossmann, Sturman, 2002, page 453) within the city (with standard wind, 
temperature and relative humidity sensors - see Figure 4.1), as well as two instrumented towers 
with two levels each measuring net radiation, temperature, relative humidity, and wind speed and 
wind direction. In addition, surface energy exchanges were measured over a suburban 
neighbourhood at one of the towers, and continuous vertical profiles of wind and atmospheric 
stability were obtained from a SODAR at another site. The observation programme ran from 
June to August with an intensive period during the month of July, when several special 
observation periods were undertaken. These involved measurements of vertical profiles of the 
atmosphere using radiosondes and tethered balloons. 
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Figure 4.1 Network of observation sites in Christchurch during the winter period of CAPS2000 
(after Sturman et aI., 2001). 
A full list of place names and coordinates, with a list of meteorological measurements and 
time intervals, is provided in Table 4.1. The near-surface meteorological observations were made 
at various sites on the Canterbury Plains (not just in Christchurch and its suburbs) and at 
differing time frames (from daily to 10 minutes intervals). The sites located outside of 
Christchurch were at varying heights above sea level, especially those closer to the foothills of 
the Southern Alps (e.g. some NIWA and FWS sites). 
July 2000 was the warmest on record with a mean temperature of 8ADC - two degrees 
higher than the long-term average (Sturman et al., 2001). Warmer than usual nights resulted in a 
reduced incidence of frost, with only two air frosts recorded. Rainfall for the month was only 
25% of normal and sunshine was 92% of normal. 
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Table 4.1 List of observation sites during CAPS 200, where: T -Temperature, RH-Relative 
Humidity, V-zonal wind component, V -meridional wind component, DIR-wind 
direction, P-pressure, AP-air pollutant (after Titov, 2003, pers. comm.). 
Place Organi- Observation Measured 
Name sation Latitude Longitude time pOints meteorology 
Timaru aero NIWA -44.32 171.23 02,05,06,19,20,21 T, RH, U, V, DIR 
Timaru aero NIWA -44.33 171.23 Hourly T, RH, U, V, DIR 
Timaru harbour NIWA -44.44 171.25 06,09,12,15,18 T, RH, U, V, DIR 
Ashburton NIWA -43.91 171.77 3-hourly T, RH, U, V, DIR 
Winchmore NIWA -43.82 171.81 Hourly T, RH, U, V, DIR 
Hororata, Illiana NIWA -43.53 171.95 Once a day T, RH, U, V, DIR 
Darfield NIWA -43.49 172.15 Hourly T, RH, U, V, DIR 
Lincoln NIWA -43.63 172.47 Hourly T, RH, U, V, DIR 
Christchurch aero NIWA -43.48 172.53 Hourly T, RH, U, V, DIR 
Christchurch gardens NIWA -43.53 172.62 Once a day T, RH, U, V, DIR 
Lyttelton harbour NIWA -43.62 172.72 3-hourly T, RH, U, V, DIR 
Rangiora NIWA -43.33 172.61 Hourly T, RH, U, V, DIR 
Akaroa, rue Lavaud NIWA -43.83 172.97 Daily T, RH, U, V, DIR 
Waipara west NIWA -43.07 172.65 Daily T, RH, U, V, DIR 
Le bons bay NIWA -43.73 173.12 Hourly T, RH, U, V, DIR 
Culverden NIWA -42.77 172.85 Daily T, RH, U, V, DIR 
Hanmer forest NIWA -42.55 172.85 Hourly T, RH, U, V, DIR 
Kaikura NIWA -42.42 173.68 Hourly T, RH, U, V, DIR 
Hanmer springs FWS -42.33 172.47 Hourly T, RH, U, V, DIR 
Balmoral FWS -42.49 172.44 Hourly T, RH, U, V, DIR 
Lees valley FWS -43.83 172.11 Hourly T, RH, U, V, DIR 
Ashley FWS -43.17 172.36 Hourly T, RH, U, V, DIR 
Mount Somers FWS -43.42 171.23 Hourly T, RH, U, V, DIR 
Ashburton plains FWS -43.54 171.45 Hourly T, RH, U, V, DIR 
Snowdon SPB -43.27 171.39 Hourly T, RH, U, V, DIR 
Darfield SPB -43.29 172.68 Hourly T, RH, U, V, DIR 
Bottle lake SPB -43.62 172.41 Hourly T, RH, U, V, DIR 
Hororata forestry FWS -43.33 172.33 Daily T, U, V, DIR 
Agricultural park Geography -43.330 172.331 Hourly U, V, DIR 
Belfast Geography -43.268 172.375 Hourly U, V, DIR 
CCC, Tuam Street CCC -43.322 172.382 15 minutes T, U, V, DIR, P 
Colombo Street Geography -43.336 172.382 10 minutes RH, T, U, V, DIR 
Cracroft Geography -43.347 172.368 10 minutes RH, T, U, V, DIR 
Mount Vernon park Geography -43.342 172.396 Hourly U, V, DIR 
Canterbury University Geography -43.318 172.345 10 minutes RH, T, U, V, DIR 
West Melton Geography -43.286 172.237 10 minutes RH, T, U, V, DIR 
Woolston Jubilee park NIWA -43.333 172.408 Hourly U, V, DIR 
Bromley Geography -43.322 172.425 Daily RH, T, U, V, DIR 
Coles Place Ecan -43.305 172.382 Hourly RH, T, U, V, DIR, AP 
Polytechnic Ecan -43.323 172.388 Hourly RH, T, U, V, DIR, AP 
Hornby Ecan -43.326 172.311 Hourly RH, T, U, V, DIR, AP 
Packe Street Ecan -43.311 172.385 10 minutes RH, T, U, V, DIR, AP 
Hagley park Ecan -43.317 172.369 Hourly, JUNE, JULY RH, T, U, V, DIR, AP 
Airport, Christchurch MetseNice -43.331 172.332 850 hPa surface U, V, DIR 
New Brighton Geography -43.304 172.437 Hourly, JULY RH, T, U, V, DIR, AP 
Rangiora, Airdrome Ecan -43.176 172.311 10 minutes RH, T, U, V, DIR, AP 
Timaru, Airdrome Ecan -44.181 171.135 10 minutes RH, T, U, V, DIR, AP 
Ashburton Ecan -43.543 171.477 10 minutes RH, T, U, V, DIR, AP 
Jade Stadium Geography -43.326 172.393 10 minutes RH, T, U, V, DIR 
Greers Road Geography -43.326 172.393 10 minutes RH, T, U, V, DIR 
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Unfortunately, some of the surface meteorological data collected did not cover the special 
observation periods of August 2000 when one of the two most significant smog events occurred 
(see Figure 3.6). There were also some errors in the CAPS2000 database, including such things 
as the non-precise location of a site, and errors in data entry to the spreadsheets. In spite of these 
minor problems, these data were sufficient to allow tuning of the meteorological regional model 
for winter circulation conditions over the Canterbury Plains and Christchurch area. 
During winter 2003, a more focused examination of vertical profiles of both 
meteorological variables and PM lO was undertaken with the aim of investigating the layering of 
air pollution and its causes. Figure 4.1 shows the location of sites at which measurements of 
vertical profiles of the atmosphere were made using tethered balloons (English Park) and a 
Doppler SODAR wind profiler (Sound Direction And Ranging, at Bromley). Data were also 
available from the main meteorological and air pollution monitoring site at Coles Place (St. 
Albans) and 2 additional sites in Hoon Hay and Aranui, operated by Environment Canterbury. 
4.2.3 Particulate monitoring sites and observations 
As mentioned before, 'winter 2000 was somewhat unusual, with easterly airflow unusually 
dominant in northern Canterbury as a result of long persistent periods of synoptic scale easterly 
winds generated by frequent lows over the North Island and highs located near the southern end 
of the South Island (Johnstone, 2000)' (Kossmann and Sturman, 2002, page 454). Christchurch 
experienced an unusually low number of smog nights, and during winter 2000 there were only 
21 days in Christchurch and 31 days in Timaru when the 24-hour mean concentration guideline 
of 50 /-lg m-3 for PM lO was exceeded. This is in contrast to the average numbers of 30 and 19 
exceedence days for Christchurch and Timaru, respectively. For the CAPS2000 measurement 
period of 1 June to 31 August 2000, only 15 and 22 exceedence days were monitored in 
Christchurch and Timaru, respectively (see Figure 3.6). 
During the active winter period of CAPS2000, particulate and gaseous pollutants were 
measured at six locations throughout the city (Coles Place, the Polytechnic, Hornby, Packe 
Street, Hagley Park and New Brighton - see Table 4.1) operated by Ecan, with a time frequency 
of either 10 minute or I-hour averages. Three of these sites (Coles Place, the Polytechnic and 
Packe Street) were operated permanently during the observation period from the 1st of June till 
the 31st of August 2000. The three other sites hold fragmentary information about near-surface 
PM lO , CO and N02 air pollution concentrations, which can be used only occasionally for very 
specific short-term studies. 
The winter was warm and pollutant concentrations were much lower than the long term 
average, although the daily cycle of PM lO concentrations still showed the typical pattern of low 
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values during late afternoon and a rapid increase after sunset (from about 16:45 NZST) due to 
both an increase in emissions from traffic (around rush hour) and as domestic fires were lit in the 
evening. The reduced capacity for dispersion in the atmospheric boundary layer was also 
evident, with radiative cooling creating a dramatic reduction of mixing depth as nocturnal 
surface inversions developed in association with minimal vertical energy fluxes (due to strong 
stability and negative buoyancy), resulting in accumulation of aerosol and gaseous air pollution 
during night time (Figure 4.2). 
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Figure 4.2 Vertical energy fluxes and PM lO for July 29-30, 2000, Coles Place (after Kossmann 
and Sturman, 2002). 
From observations, the concentrations of PM lO increased through the night and typically 
peaked in the one to two hours before midnight, after which they started to decline as emission 
from domestic fires decreased (Figure 4.2). This example of an observed PM lO time trend from 
CAPS2000 stresses the complexity of the relationship between different meteorological and 
human factors in controlling the accumulation and redistribution of near-surface pollutants. 
During winter 2003, three air pollution monitoring sites measured not only PM lO (and 
PM2.S) concentrations, but also several gaseous pollutants including CO, NO, N02, SO and S02. 
A GRIMM particle sampler was also carried on a tethered balloon (Figure 4.3) that was operated 
at English Park in late July, providing vertical profiles of particulate material and meteorological 
variables in the PBL (Sturman et al., 2003). These were also used to compare with results from 
the MM5-CAMx4 numerical modelling system. 
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Figure 4.3 A GRIl\1J\.1 particle sampler and tethersonde carried on a tethered balloon at English 
Park, 21 July 2003 (after Sturman et aI., 2003, pers.comm.). 
4.2.4 The Air Pollution Model (TAPM) output 
As an additional opportunity to evaluate the l\1J\.1S-CAMx4 modelling system output for 
particulate matter (PM IO and PM2.S) against other sources of modelled data, an inter-comparison 
of MMS-CAMx4 output with output of The Air Pollution Model (TAPM) (from the 
Commonwealth Industrial and Research Organization CSIRO, Australia) was also undertaken. 
T APM is a limited area numerical modelling system and it predicts three-dimensional 
meteorology and air pollution concentrations. Technical details of the model equations, 
parameterisation and numerical methods are described in a technical paper by Hurley (2002). A 
summary of some verification studies using T APM is also provided. T APM has a PC-based 
Graphic User Interface (GUI) that allows the user to set up and run the model under the 
Windows 98IMEINT412000/XP operating systems. It is connected to databases of terrain, 
vegetation and soil type, sea-surface temperature, and synoptic-scale meteorological analyses for 
various regions around the world. Model output can be analysed using a graphic user interface 
and can be used for comparison with MMS (l\1J\.1S- CAMx4) outputs by calculating an Index Of 
Agreement (lOA) as well as systematic and unsystematic root mean square errors for both 
modelling systems in comparison with observation data. 
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4.3 Methods of MMS modelling over Christchurch 
4.3.1 Single run modelling with all nested grids 
Several initial experiments with MM5 and input data from NCEP were run for the mother and 
nested grids. Four grids were chosen for accurate air circulation modelling over the South Island and 
Christchurch areas (l mother and 3 nested grids) with spatial resolutions of 27 km, 9 km, 3 km and I 
km. As can be seen from Figure 4.4, the coarse (mother) grid covers nearly all of New Zealand and the 
4th (the finest one) covers Christchurch, its suburbs and the western section of Bank Peninsula (Jacobs 
et ai., 1995). 
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Figure 4.4 Coarse (outer or mother) grid and 3 nested (daughter) MM5 grids (RIP, MM5). 
The centre of all 4 grids was pinpointed on the University of Canterbury in Christchurch, 
with latitude <p = - 43°.3183 and longitude 'A = 172°.345. The total number of spatial nodes for 
every grid remains constant throughout the research. The respective values are as follows: grid 1 
(27 km resolution) - 65 x 65 nodes, grid 2 (9 km resolution) - 67 x 67 nodes, grid 3 (3 km 
resolution) - 82 x 82 nodes, and grid 4 (l km resolution) - 121 x 121 nodes. Spatial resolution of 
every grid is a constant and agrees with grid number (for example, grid 3 has 3 km resolution) to 
compare with domain number. Domain number depends of an actual MM5 run and can vary 
from four (for grid 4) if all 4 grids start together (4 domains-4 grids) in one experiment to one 
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(for grid 4) if only one domain (domain with 4th grid) takes part in the experiment. So a number 
of domain depends of an actual MM5 experiment and can varies in different MM5 runs. 
For all four grids, information regarding orography and landuse distribution was taken 
from the United States Geological Survey (USGS) global database and interpolated regularly 
over all four grids. Different resolution input databases were used to represent orography for the 
different resolution grids: from 30-minute resolution for grid 1 up to 2-minute resolution for grid 
4 (an example of interpolated orography for grid 4 is shown in Figure 4.5). The difference 
between real orography and the interpolated one is not more than a 25% reduction of mean 
height in modelled topography, resulting from application of the mean square procedure and the 
process of interpolation. In the USA, it is possible to use the 30-second global database of 
USGS, but this information is not extended to other countries. In future, it will be possible to 
improve the representation of initial orography by deriving height information using GIS 
techniques. 
Figure 4.5 Interpolated 2-minute global database topography for grid 4 (RIP, MM5). 
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Figure 4.6 Overview of the logical standing of the modelling programme used in the thesis. 
In Figure 4.6 is presented a scheme of the modelling programme and the overview of the 
logical standing of the experimental sequence used in the thesis with specification of particulars 
of every experiment. In Table 4.2, all experiments described in Chapter 4 are listed with 
additional information about input-output meteorological data for every experiment. 
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Table 4.2 List of MM5 experiments described in Chapter 4 with additional information about: 
domain number to be run (2 means domain 2 of MM5); origin of meteorological 
observations (FWS-Fire Weather Stations, Geography-the Department of 
Geography, the University of Canterbury, NIW A-National Institute of Water and 
Atmosphere research, CCC-Christchurch City Council, Ecan-Environment 
Canterbury, Towers-Stadium observation mast points, Geography); nudging time 
interval during MM5 runs; origin of input meteorological data (DS 083.2-NCEP 
Global Analysis, MS - Meteorological service, Wellington, Domain 3 - from mother 
grid); and output dump frequency during MM5 domain run. 
Experiment Domain Observations Origin Nudging Origin of Output Name Number 71!!!~~/!~'/K~ VIa?/I~~!~!~~!t!Y/Af% Fre~en'l ;/dP/A//,diP; V4/AA YI/Ali 
Experiments 1-3 2&3 NIW A, Eean, Geography, 6-hourly DS 083.2 6-hourly FWS, SPB 
Experiment 4a 4 Geography, Eean 3-hourly DS 083.2 Hourly 
% 
Experiment 4b % 4 Geography, CCC 3-hourly DS 083.2 Hourly 
Experiment 4e 2&3 NIWA, SPB 3-hourly DS 083.2 Hourly 
EXI'eriment 4d 4 J.9wers Gc;v~"'I-JllY J-hourly DS 083.2 Hourly 
Experiment 4xla 4 Geography, Eean 3-hourly Domain 3 Hourly 
" Experiment 4xlb ~ 4 Geography, CCC 3-hourly Domain 3 Hourly 
Experiment 4xle 2&3 NIWA, SPB 6-hourly DS 083.2 Hourly 
Experiment4xld 4 Towers -Geogr<1pll; 3-hourly Domain 3 Hourly 
Experiment 5a 4 Geography, Eean Hourly Domain 3 Hourly 
" ro. It 5b 4 Gtv~l<1I-.1l1Y, CCC Hourly Domain 3 Hourly 
Experiment 6a 4 Eean Geography, CCC 6-hourly Domain 2 Hourly 
. J:lXpemllC;1ll 6b r- 4 Eean £1~()OT:lnhy, CCC 3-hourly Domain 3 Hourly Experiment 3-03a 4 Coles Place 3-hourly Domain 3 Hourly 
Experiment 3-03b 4 HoonHay 3-hourly Domain 3 Hourly 
EXI'eriment 3-03e 4 Aranui 3~hourly Domain 3 Hourly lS~nt 4-()3, 4 Coles Place 3-hourly Domain 3-MS Hourly 
eriment 4-03b ~ 4 Hoon Hay 3-hourly Domain 3-MS Hourly 
im~nt 4-03e 4 . Aranui 3-hourly Domain 3 -MS Hourly 
Experiment 2 la 3 NIW A, Geography, Eean, SPB 6-hourly DS 083.2 Hourly 
Experiment 2 1 b 4 Geography, Eean, CCC Hourly Domain 3 Hourly 
Experiment 2 2 4 Geography, Eean, CCC Hourly Domain 3 Hourly 
Fxnetim~nt 2_6 4 £1, Eean, CCC 24-lIVUll: Domain 3 Hourly 
~~eriment 2 3 4 Geography, Eean, CCC 3-hourly Domain 3 Hourly 
xperiment 2 4 4 Geography, Eean, CCC 3-hourly Domain 3 Hourly 
In the fIrst three experiments (experiments 1, 2 & 3), the main purpose was to model the 
local circulations that develop over the Christchurch region during relatively stagnant synoptic 
situations. The daily cycle of wind direction changes resulting from the collective effects of local 
topographical factors on the atmospheric boundary layer have to be simulated. For the first three 
experiments, 28 vertical levels were used in MM5 for all 4 grids with the top a-level equal to 
100 hPa (about 12.5 Ian above mean sea level) and output meteorological information was 
damped 6-hourly for all 4 grids to compare with observed results. However, MM5 was not able 
to clearly reproduce the 24-hour wind direction cycle from easterlies to north-westerlies, and 
vice versa. To resolve this problem, additional levels were included in experiment 4, with a total 
number of 43 vertical levels. The levels are (in hPa): 1000, 998, 995, 990, 985, 980, 975, 970, 
965, 960, 955, 950, 940, 925, 910, 900, 875, 850, 835, 800, 785, 750, 725, 700, 650, 625, 600, 
550, 500, 450, 400, 350, 300, 250, 200, 150, 125, 100, 70, 50, 30, 20, 10 (additional levels are 
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marked bold). The number of vertical levels in the PBL was increased to 12, and an additional 
five upper tropospheric-lower stratospheric levels were used with the top cr-Ievel equal to 0.010 
(approximately 36 km above mean sea level) to create a 'deep' atmosphere. The increased 
number of vertical levels in the PBL was planned not only to increase model resolution in the 
BL, but also to help resolve daily observations of positive and negative peaks of near-surface 
modelled temperature that were very important for the realistic simulation of near-surface wind 
field magnitude (via a localised thermal wind effect). 
Evaluation of the four grids in the experiment was undertaken in the following way: 
1. Calculation of the first three grids with resolutions 27, 9 and 3 km after 72 hours of simulation 
time, with all three grids starting at the same time ('cold' start) at 1200 UTC on 31 July 2000 
(0000 NZST on 1 August 2000) and finishing all together at 1200 UTC on 3 August 2000 
(0000 NZST on 4 August 2000) 
2. Fourth grid started at 1200 UTC on 1 August 2000 (0000 NZST 2 August 2000) with a 24 
hours spin up period 
3. Two-way interaction between mother and daughter grids for all levels of nesting during the 
whole run, with the output information dumped hourly for grids 3 and 4 (the finest ones) 
4. Grids 1-3 are nudged by global data analysis every six hours and the 4th domain is nudged 3-
hourly. 
The experiment was run with the following MM5 parameterisation of physical processes: 
1. Explicit moisture scheme is Dudhia's simple ice scheme for all 4 domains 
2. Cumulus parameterisation is the Kain-Fritsch scheme one for domains one and two, and 
cumulus parameterisation is switched of in grids 3 and 4 
3. Boundary layer parameterisation is the MRF PBL scheme (see Chapter 2) for domains 1 and 
the Blackadar scheme for the other three domains (for all nested grids) 
4. Radiation scheme - cloud-radiation scheme for all 4 grids 
5. Five-layer soil model with bucket soil moisture scheme in all 4 domains 
6. Roughness model is Zilitinkevich's scheme. 
The first three domains started at 1200 UTC on 31 July 2000 and the fourth domain started 
24 hours later at 1200 UTC on 1 August 2000, and all domains finished at 1200 UTC on 3 
August 2000. Accumulated central processor time to run the experiment was more than 300 
hours on the Sun workstation 'Tornado'. 
Results: The wind fields presented in Figure 4.7 result from the MM5 run for domain 4 
(nested grid 3) for cr-Ievel=0.999 (that is approximately 7.0-8.5 metres above surface 
topography) for two time points of the experiment: at 1700 NZST on 3 August 2000, showing 
daytime easterly-northeasterly winds over the Christchurch area (the daytime breeze circulation 
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- Figure 4.7a) and at 0000 NZST on 4 August 2000 with obvious westerly-southwesterly near-
surface winds (the nocturnal breeze and drainage circulation - Figure 4.7b). 
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Figure 4.7 Spatial distribution ofMM5 modelled near-surface wind for experiment 4, grid 4, (J = 
0.999 (7.0-8.5 metres): a) at 1700 NZST on 3 August 2000 (41 hour forecast) ; and b) 
at 0000 NZST on 4 August 2000 (48 hour forecast) . 
The ability of MM5 to model rapid day-night changes of near-surface wind direction was 
evaluated using a 'deep ' atmosphere during the fourth model run, with additional vertical levels 
in the PBL and upper troposphere- lower stratosphere. This step allowed more realistic 
replication of the mesoscale baroclinity of the real atmosphere corresponding to orographic-
thermal effects over very complex terrain in the Christchurch area. Figure 4.8 shows vertical 
profiles of dry-bulb (red line) and dew-point (green line) temperatures, and wind as a function of 
height derived from MM5 modelled output for a point at Christchurch Airport (domain 4) at 
1700 NZST on 3 August 2000 (daytime dry-bulb temperature profile - red one in Figure 4.8a) 
and at 0000 NZST on 4 August 2000 (night time dry-bulb temperature profile with negative 
height buoyancy - Figure 4.8b). Diurnal and nocturnal modelled temperature profiles (Figures 
4.8a & 4.8b respectively) confirm the ability of MM5 to reproduce daytime temperature lapses 
with height and nighttime temperature inversions in Christchurch for fine grids (domains 3 and 
4). 
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Figure 4.8 Vertical profiles of wind direction, and modelled dry-bulb (red) and dew-point 
(green) temperatures for experiment 4, grid 4: at a) 1700 NZST on 3 August 2000 
(41 hour forecast); b) 2400 NZST on 3 August 2000 (48 hour forecast). 
The Index of Agreement (lOA) between modelled and observed data was calculated and 
additional statistics used to compare more accurately the modelled near-surface fields of wind, 
temperature and relative humidity (for grid 4 with 1 kIn spatial resolution) with the observation 
sites established over the Christchurch area for CAPS2000. The special program package 
MM5toGrADS was applied to obtain time variations of the basic near-surface meteorological 
variables at fixed points coinciding with the location of observation sites during the intensive 
winter period of the CAPS 2000. Additional statistics include total number of observation (in 
space and time) points compared with modelled results for the same space coordinates and the 
same time (TOTAL NUMBER of OBSERVATIONS), mean observed and modelled values 
(OBSERVED MEAN, MODELLED MEAN), the standard deviation from the mean of the 
observed and modelled data (OBSERVED DEVIATION, MODELLED DEVIATION), Pearson 
correlation coefficient between observed and modelled meteorological spatial information for the 
same site (PCC), and systematic and unsystematic (stochastic) root mean square errors (RMSE) 
between modelled and observed data (S-RMSE, U-RMSE). The Index Of Agreement (lOF) 
provides the most important assessment of reliability of the modelled data (Willmot et ai., 1985) 
and was applied to compare observed modelled spatial variations of wind speed, zonal (U) and 
meridional (V) components of near-surface wind, temperature and relative humidity (Rostkier-
Edelstein et ai., 2002). All this information is shown in Table 4.3 for 12 surface observation sites 
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(see Table 4.2) that were operated during CAPS2000 by Environment Canterbury, the 
Geography Department of the University of Canterbury and the Christchurch City Council. 
Table 4.3 Index Of Agreement (lOA), Pearson Correlation Coefficient (PCC), Systematic & 
Unsystematic Root Mean Square Errors (S-RMSE & U-RMSE), and additional 
statistics for observed-modelled data for the time period from 0000 NZST on 2 
August 2000 to 0000 NZST on 4 August 2000: near-surface wind (m/s), temperature 
(oC) and relative humidity (%). 
S-MSE U·RMSE IOA NUMBER OF OBSERVED MODELLED OBSERVED MODELLED EXPERMENT OBSERATIONS MEAN MEAN DEVIATION DEVIATION PCC 
WIND SPEED (mls) 
Experiment 4a 643 1.5 1.2 0.9 1.1 0.78 0.50 0.55 0.77 
Experiment 4b 305 1.6 1.3 1.2 1.5 0.89 0.61 0.66 0.73 
AVERAGE 474 1.4 1.3 1.0 1.3 0.83 0.76 0.83 0.75 
V-COMPONENT (mls) 
Experiment 4a 643 0.3 0.7 2.4 2.4 0.80 1.15 1.25 0.74 
Experiment 4b 305 0.2 0.3 1.4 1.5 0.78 0.78 0.80 0.67 
AVERAGE 474 0.3 0.5 1.9 2.0 0.79 1.14 1.27 0.71 
V-COMPONENT (mls) 
Experiment 4a 643 0.0 0.0 1.5 1.8 0.68 0.86 0.92 0.71 
Experiment 4b 305 0.0 0.2 0.8 0.7 0.71 0.33 0.35 0.65 
AVERAGE 474 0.0 0.1 1.1 1.3 0.70 0.86 0.96 0.68 
TEMPERA TVRE (Ie) 
Experiment 4a 460 3.3 0.7 4.1 3.6 0.85 2.02 2.13 0.69 
Experiment 4b 306 3.8 1.4 4.2 3.8 0.77 1.98 2.56 0.68 
AVERAGE 383 3.5 1.1 4.2 3.7 0.81 2.00 2.35 0.69 
RELATIVE HUMIDITY {% 1 
------------------------- ---------------------- ------------------- -------------------- ------------------- ------------------- ----------- -------------- -------------
---------
Experiment 4a 460 76.6 76.5 15.7 14.4 0.86 5.81 6.02 0.68 
Experiment 4b 306 78.5 75.9 15.6 15.8 0.83 5.78 6.24 0.71 
AVERAGE 383 77.6 76.2 15.7 15.1 0.85 5.80 6.13 0.70 
lOA is quite good (0.75) for wind speed and wind components (0.71-0.68). lOA and 
Pearson correlation coefficients are quite good for near-surface temperature (0.69 and 0.80) and 
relative humidity (0.70 and 0.85), but modelled temperature time trends corresponding to 
observation points showed underprediction of daytime (night-time) near-surface temperature 
maxima (minima), underestimation of modelled wind speed and overestimation of relative 
humidity. In Figure 4.9, modelled near-surface wind speed, wind direction and temperature 
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values (black empty circles) taken from MM5 output are compared with the observation data 
values (red crosses) obtained from the Coles Place measuring site of Environment Canterbury in 
Christchurch for 60 hours modelling for early August 2000. Modelled data are obtained from 
experiment 4 with hourly damping of output MM5 results. 
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Figure 4.9 Modelled (open circle) and observed (red cross) wind speed, wind direction and near-
surface temperature compared for Coles Place: experiment 4, domain 4, using 
CAPS2000 data from 1200 NZST on 1 August 2000 to 0000 NZST on 4 August 2000. 
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Figure 4.10 Time series of wind (wind speed-mls & wind direction-degrees), temperature (oC) 
and relative humidity (%), compared with observations at Colombo St.: experiment 
4, grid 4, 0"=0.999 (7.0- 8.5 metres), using CAPS2000 data from 0000 NZST on 2 
August 2000 to 0000 NZST on 4 August 2000. 
Modelled and observed values of the near-surface wind speed, wind direction, temperature 
and relative humidity for the Colombo Street observation site (CAPS2000, the Department of 
Geography) for the time period 0000 NZST on 2 August 2000 to 0000 NZST on 4 August 2000 
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are compared in Figure 4.10. The modelled meteorological time trends were obtained from grid 
4 by application of the special MM5 plotting package MM5toGrADS. The good fit of MM5 
results is shown by the ability of the modelled wind direction (black circles) to follow the rapid 
westerly to easterly wind direction change observed at the measurement site (red triangle line). I 
General results of three MM5 experiments compared with the observations of all available 
observation sites (hourly and 6-hourly) during CAPS2000 over the Canterbury Plains for the 
time period from 0000 NZST on 1 August 2000 to 0000 NZST on 4 August 2000 are shown in 
Table 4.4. The results of MM5 grids 2 and 3 (spatial resolution 9 km and 3 km respectively) 
were also used to compare with observed data for points outside the Christchurch area (see Table 
4.2). 
Table 4.4 Index Of Agreement (lOA), Pearson Correlation Coefficient (PCC), Systematic & 
Unsystematic Root Mean Square Errors (S-RMSE & U-RMSE), and additional 
statistics for observed-modelled data for the time period 0000 NZST on 1 August 
2000 to 0000 NZST on 4 August 2000 for experiments 3-4: near-surface wind (mls), 
temperature (oC) and relative humidity (%). 
NUMBER OF OBSERVED MODELLED OBSERVED MODELLED 
EXPERMENT OBSERATIONS MEAN MEAN DEVIATION DEVIATION PCC S·MSE U·RMSE lOA 
WIND SPEED (mls) 
------------------------ ---------------------- ------------------- -_ .. _---------------- ------------------- ------------------- ----------- -------------- -------------
------------
Experiment 3 320 2.3 2.1 2.3 2.4 0.89 0.31 1.08 0.94 
Experiment 4a 643 1.5 1.2 0.9 1.1 0.78 0.50 0.55 0.77 
Experiment 4b 305 1.6 1.3 1.2 1.5 0.89 0.61 0.66 0.73 
Experiment 4c 650 2.2 2.4 1.4 1.7 0.79 0.27 1.04 0.87 
Experiment 4d 366 2.1 2.2 1.2 1.6 0.70 0.10 1.17 0.81 
AVERAGE 457 1.9 1.8 1.4 1.6 0.81 0.36 0.90 0.82 
V-COMPONENT {mls} 
Experiment 3 320 0.5 1.0 2.5 2.4 0.53 1.36 2.08 0.74 
Experiment 4a 643 0.3 0.7 2.4 2.4 0.80 1.15 1.25 0.74 
Experiment 4b 305 0.2 0.3 1.4 1.5 0.78 0.78 0.80 0.67 
Experiment 4c 650 0.8 1.2 1.9 2.2 0.70 0.52 1.58 0.83 
.' Experiment 4d 366 -0.1 0.6 1.8 2.0 0.69 0.85 1.46 0.80 
AVERAGE 457 0.3 0.7 2.0 2.1 0.64 0.93 1.43 0.73 
V-COMPONENT {mls} 
Experiment 3 320 -0.3 0.1 2.1 1.8 0.36 1.52 1.65 0.61 
Experiment 4a 643 0.0 0.0 1.5 1.8 0.68 0.86 0.92 0.71 
Experiment 4b 305 0.0 0.2 0.8 0.7 0.71 0.33 0.35 0.65 
Experiment 4c 650 -0.3 0.1 1.5 1.5 0.54 0.85 1.14 0.72 
Experiment 4d 366 -0.1 0.6 1.6 1.6 0.30 1.30 1.56 0.60 
AVERAGE 457 -0.2 0.2 1.5 1.5 0.50 0.97 1.12 0.66 
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Table 4.4 (continuation) 
Experiment 3 224 3.7 2.4 3.6 3.4 0.78 2.15 2.11 0.85 
Experiment 4a 460 3.3 0.7 4.1 3.6 0.85 2.02 2.13 0.69 
Experiment 4b 306 3.8 1.4 4.2 3.8 0.77 1.98 2.56 0.68 
Experiment 4c 650 3.2 2.4 4.3 3.5 0.93 1.31 1.31 0.94 
Experiment 4d 366 4.5 3.2 3.8 3.3 0.92 1.49 1.32 0.92 
AVERAGE 438 3.7 2.1 4.0 3.5 0.83 1.77 1.71 0.82 
RELATIVE HUMIDITY (%) 
Experiment 3 224 80.7 78.9 13.4 14.4 0.84 2.27 7.91 0.90 
Experiment 4a 460 76.6 76.5 15.7 14.4 0.86 5.81 6.02 0.68 
Experiment 4b 306 78.5 75.9 15.6 15.8 0.83 5.78 6.24 0.71 
Experiment 4c 650 76.6 76.2 15.7 15.2 0.92 1.81 6.02 0.96 
------------------------ ---------------------- ------------------- -------------------- ------------------- ------------------- ----------- -------------- ------------- ------------
Experiment 4d 366 79.6 79.1 15.1 12.9 0.67 6.47 9.56 0.81 
AVERAGE 438 78.6 77.4 14.9 14.5 0.81 4.42 7.15 0.79 
The number of observations varied from 220 to 650 in each of the five groups represented 
in Table 4.4. MM5 output results for domains 2, 3 and 4 were dumped hourly during experiment 
4, and 6-hourly for experiment 3 (without relative humidity modelled output data in the first two 
MM5 experiments). lOA is good and close to 0.80 for wind speed and wind components (except 
the average lOA for meridional wind). For near-surface temperature and relative humidity, lOA 
and Pearson's cQrrelation coefficient are generally higher than 0.80 and in some cases exceeding 
0.90. 
It is important to point out that the smoothing effect of input global assimilation analysis 
data used for initialisation and nudging of MM5 during a run, and the lack of additional local 
meteorological information has decreased the 24-hour amplitude in the variation of modelled 
wind and temperature compared with observations. The following paragraphs illustrate 
possibilities for improving the ability of MM5 to reproduce more closely variations in 
observations for the Christchurch area. 
4.3.2 Series of runs with different levels of nesting 
The use of global analysis data and the absence of any possibility to initialise fine grid 
domains (i.e. grids 3 and 4 that cover the Christchurch region) with additional meteorological 
observations from the regional meteorological network (i.e. using RA WINsondes) led to the use 
of global analysis data only for nudging of the local air circulation during MM5 runs. 
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Experiment 4xl was specially undertaken to try to reduce the influence of global analysis time 
trends in MMS domain 4 on model output. 
Experiment 4xl consisted of 2 stages: in the first stage, the first 3 domains (grids 1, 2 and 
3) were run with exactly the same configuration and physical and dynamical parameterisation 
approach that had been used in experiment 4 (see Section 4.3.1) for the same time period. The 
output information for grid 3 was damped hourly and (after the end of the first stage of the 
experiment) was interpolated as input and used as hourly nudging data to run domain 4 over the 
same 48 hours (from 1200 UTC on 1 August 2000 to 1200 UTC on 3 August 2000) as in 
experiment 4, but with input data from domain 3 (not from the global analysis dataset). The 
second step involved using input data that were created by the first step, as well as local 
observation data assimilated by MMS during the run of the first three domains with coarse 
resolution. Therefore, during the first run, 3 grids were evaluated simultaneously with two-way 
interaction, and during the second stage of experiment 4xl only the fourth domain was computed 
with a condition of relaxation on the boundaries and with input data that had been received from 
grid 3 (at 3 km spatial resolution) as I-hourly output. 
The 4xl experiment was run with the following MMS parameterisation of physical 
processes (grid 4): 
1. Moisture scheme is Dudhia's simple ice scheme 
2. Cumulus parameterisation is switched off 
3. Boundary layer parameterisation is the Blackadar scheme (suitable for fine spatial grids) 
4. Radiation scheme was cloud-radiation scheme 
S. Five-layer soil model with bucket soil moisture scheme was applied 
6. Shallow convection mechanism was switched on and the roughness model was Zilitinkevich's 
scheme. 
The first three grids (step 1 of the experiment) started at 1200 UTC on 31 July 2000 and 
finished in 72 hours, the fourth grid was started at 1200 UTC on 1 August 2000 and finished in 
48 hours. Accumulated central processor time to run the experiment was approximately 260 
hours (40 hours less than for experiment 4). 
Results: Figure 4.11 shows wind fields for domain 4 of MMS for cr-level=0.999 (7.0-8.S 
metres above topography surface) for two times during the 4xl experiment: at 1700 NZST on 3 
August 2000 with daytime easterly-northeasterly winds over the Christchurch area (daytime 
breeze - Figure 4.11a) and at 0000 NZST on 4 August 2000 with obvious westerly-
northwesterly near-surface winds (nocturnal drainage winds - Figure 4.11 b). The time points are 
the same as for experiment 4, allowing easy comparison with the results. 
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Figure 4.11 Spatial distribution of MM5 modelled near-surface wind for experiment 4x1, grid 4, 
c>=0.999 (7.0-8.5 metres): a) 1700 NZST on 4 August 2000 (41 hour forecast); b) 
0000 NZST on 4 August 2000 (48 hour forecast). 
The results of experiment 4x1 once agam illustrate the ability of MM5 to accurately 
reproduce rapid day-night changes of near-surface wind direction as a result of realistically 
replicating the main features of the real atmosphere circulation resulting from the effects of very 
complex terrain over the Christchurch area. In Figure 4.12, vertical profiles of dry-bulb, dew-
point temperatures and wind output from MM5 are presented for the Christchurch Airport 
location for domain 4 at 1700 NZST on 3 August 2000 (Figure 4.12a) and at 0000 NZST on 4 
August 2000 (Figure 4.12.b). Both profiles represent basically stable conditions, although the 
midnight nocturnal dry-bulb temperature profile illustrates a much stronger vertical temperature 
inversion near the ground surface. 
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Figure 4.12 Vertical profiles of modelled wind direction, and dry-bulb (red) and dew-point 
(green) temperatures for experiment 4xl, grid 4: a) 1700 NZST on 3 August 2000 
(41 hour forecast); b) 0000 NZST on 4 August 2000 (48 hour forecast) . 
lOA, Pearson correlation coefficient and additional statistical parameters for modelled and 
observed data are represented in Table 4.5 to allow comparison of modelled near-surface fields 
of wind, temperature and relative humidity with observations for sites from CAPS2000 for the 
Christchurch area, including boundary layer measurements on Jade Stadium (20 and 40 metre 
heights) and Greers Road (16 and 36 metre heights) towers (see Table 4.2). All the observations 
shown in Table 4.5 were taken from 25 surface observation sites that had been run during 
CAPS200 by Ecan, NIWA, the Geography Department of the University of Canterbury and 
Christchurch City Council. 
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Table 4.5 Index Of Agreement (lOA), Pearson Correlation Coefficient (PCC) , Systematic & 
Unsystematic Root Mean Square Errors (S-RMSE & U-RMSE), and additional 
statistics of observed-modelled data for the time period 0000 NZST on 2 August 
2000 to 0000 NZST on 4 August 2000, for experiment 4xl: near-surface wind (mls), 
temperature (oC), relative humidity (%). 
III EXPERNlEN1: I NUMBER OF ~~'lVlSE U·MSE lOA II I OBSERATIONS JD~~';.~"U I IVlUr:::~~"u I ~:~~:~~~ I ;;~~:~~~~ I PCC 
WIND SPEED (m/s) 
Experiment 4xla 342 1.6 1.7 0.7 0.9 0.80 0.17 0.61 0.87 
Experiment 4xl b 245 1.4 1.6 0.8 0.8 0.80 0.22 0.47 0.88 
Experiment 4xlc 643 2.2 2.4 1.4 1.6 0.83 0.26 0.90 0.89 
Experiment 4xld 294 2.0 2.1 1.1 1.1 0.85 0.21 0.60 0.92 
AVERAGE 381 1.8 2.0 1.0 1.1 0.82 0.21 0.64 0.89 
V-COMPONENT (m/s) 
Experiment 4xla 342 0.6 1.2 1.3 1.8 0.80 0.64 1.11 0.83 
Experiment 4xlb 245 0.5 0.8 1.3 1.4 0.94 0.28 0.48 0.96 
Experiment 4xlc 643 0.8 1.2 1.9 2.2 0.68 0.51 1.61 0.82 
Experiment 4xld 294 0.8 1.1 1.9 1.9 0.89 0.42 0.85 0.93 
AVERAGE 381 0.7 1.1 1.6 1.8 0.83 0.46 1.01 0.88 
V-COMPONENT (m/s) 
Experiment 4xla 342 0.2 0.2 0.9 0.8 0.55 0.47 0.69 0.74 
Experiment 4xlb 245 0.0 -0.1 0.8 0.7 0.63 0.29 0.57 0.78 
Experiment 4xlc 643 -0.2 0.1 1.5 1.5 0.54 0.82 1.14 0.72 
Experiment 4xld 294 0.1 0.1 1.2 1.0 0.51 0.66 0.87 0.71 
AVERAGE 381 0.0 0.1 1.1 1.0 0.56 0.56 0.82 0.74 
TEMPERA TVRE (lC) 
Experiment 4xla 195 4.0 2.7 4.2 3.4 0.91 1.29 1.40 0.94 
Experiment 4xlb 245 4.1 2.5 3.8 3.1 0.91 1.82 1.29 0.90 
Experiment 4xlc 643 3.2 2.4 4.3 3.5 0.93 1.31 1.31 0.94 
Experiment 4xld 196 4.3 2.6 3.9 3.1 0.89 2.06 1.43 0.88 
AVERAGE 320 3.9 2.5 4.0 3.3 0.91 1.62 1.36 0.91 
RELATIVE HVMIDITY (%) 
Experiment 4xla 195 80.3 79.4 13.5 14.2 0.83 2.13 7.69 0.91 
Experiment 4xlb 196 79.5 78.1 14.8 13.6 0.81 4.17 7.83 0.90 
Experiment 4xlc 643 80.7 78.9 13.4 14.4 0.84 2.29 7.93 0.90 
Experiment 4xld 196 86.3 82.8 12.5 12.9 0.81 4.08 7.54 0.88 
AVERAGE 400 81.7 79.8 13.6 13.8 0.82 3.17 7.75 0.90 
Comparing the results of Table 4.5 with corresponding values of lOA in Table 4.3 (the 
Christchurch region statistics only) it should be noted that lOA has increased for all basic 
meteorological parameters, and especially for near-surface temperature (from 0.69 to 0.90 on 
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average for 4 groups). That is very important for the modelled wind speed in the PBL (the lOA 
for wind characteristics on average has increased from 0.65-0.75 to 0.75-0.85). For near-surface 
relative humidity, Pearson's correlation coefficient and Index of Agreement are mostly more 
than 0.80 and in some groups reach a level of correlation of 0.90, showing strong agreement 
between modelled and observed data. 
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Figure 4.13 Time series of modelled (open circle) and observed (red cross) wind speed, wind 
direction, near-surface temperature and relative humidity compared for site Coles 
Place: experiment 4xl, grid 4, time period from 0000 NZST on 3 August 2000 to 
0000 NZST on 5 August 2000. 
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Time trends of the modelled near-surface wind magnitude and direction, temperature and 
relative humidity modelled values (black open circles) calculated from MM5 grid 4 output are 
represented in Figure 4.13 allowing comparison with the observation data values (red crosses) 
from Coles Place (St. Albans) in Christchurch. Inter-comparison of data in Figures 4.9 and 4.13 
provides distinctive evidence of the improvement of the modelled temperature and wind 
direction time trends in experiment 4xl relative to the experiment 4 results. 
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Figure 4.14 Time series of wind (wind speed and wind direction), temperature (DC) and relative 
humidity (%) compared with observations at Colombo Street: 0000 NZST on 2 August 
2000 to 0000 NZST on 4 August 2000, experiment 4xl, grid 4, (j = 0.999 (7.5-8 metre 
height). 
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Modelled and observed time series of the near-surface wind, temperature and relative 
humidity for the Colombo Street site for the time interval 0000 NZST on 2 August 2000 to 0000 
NZST on 4 August 2000 are represented in Figure 4.14. Once again, it is important to note the 
ability of MM5 modelled wind (black circles/line) to follow the observed daily rapid wind 
changes (red triangles/line) between westerlies and easterlies, and improvement of the modelled 
temperature trend compared with the results of experiment 4 (see Figure 4.10). Evidence of this 
improvement is illustrated not only by comparison of temperature lOA for experiments 4 and 
4x1 (Tables 4.3 and 4.5), but also by the time series of near-surface meteorological 
characteristics. 
4.3.3 CAPS2000 and MM5 fine tuning for the Christchurch region 
During two subsequent MM5 experiments (experiments 5 and 6) major effort was focused 
on improvement of MM5 output for domain 4, as this is important for aerosol modelling using 
CAMx4. Long time period runs (up to 7 days, or 168 hours) of the [lIst three MM5 domains 
simultaneously or separately were therefore completed, producing MM5 grid 3 output. This was 
then used as input to domain 4 during model runs at a shorter time interval (from 36 to 48 hours). 
Hourly and 3-hourly nudging was achieved using domain 3 output with different physical 
parameterisations of atmospheric boundary layer. This strategy is described in experiments 5-6. 
During experiment 5, initially 3 grids (domains 1-3) were run over a 7-day time period 
using the following numerical and physical schemes: 
1. Calculation of all three grids started at the same time ('cold' start): 1200 UTC on 30 July 
2000 (0000 NZST on 1 August 2000) and finished all together 1200 UTC on 6 August 2000 
(0000 NZST on 7 August 2000) 
2. Two-way interaction (,mother-daughter') grids was stipulated for all levels of nesting during 
the whole run, with the output information dumped hourly for grid 3 
3. Grids 1-3 were nudged by global analysis data every six hours 
4. The explicit Reisner1 mixed phase moisture scheme was used for all 3 domains 
5. Cumulus parameterisation was the Kain-Fritsch scheme 1 for grids 1 and 2 and there was no 
convection in grid 3 
6. Boundary layer MRF (ECMWF global model scheme) parameterisation was used in domains 
1-2 and the Blackadar scheme in domain 3 
7. Radiation scheme was cloud-radiation scheme for all 3 grids 
8. Five-layer soil model was switched on in all 3 domains with a bucket soil moisture scheme 
9. Zilitinkevich's roughness parameterisation scheme was chosen. 
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In the second step, domain 4 only was run with I -hourly input meteorological information 
that had been obtained as output from domain 3, with application of a special interpolation 
program NESTDOWN. All physical parameterisation schemes used to run grid 4 were the same 
as for domain 3 in the fIrst step of experiment 5. Grid 4 simulations were undertaken several 
times using a 7-day time period of input data from grid 3. Weekly and monthly global sea 
surface temperature (SST) analysis data (ds277.0) at 1 x 1 degree resolution were obtained from 
NCEP for these and the following experiments. The weekly results of the ds277.0 analysis for 
the South Island of New Zealand were compared with the data obtained during CAPS2000, and a 
2-point weighted fIlter (0.5-0.5) was applied to the basic input SST data for every MM5 domain. 
Results : Figure 4.15 shows the wind fIelds obtained for domain 4 of MM5 for a-level = 
0.999 (7-8.5 metre height) for two times during experiment 5: at 1500 NZST on 1 August 2000 
with daytime easterly- northeasterly weak winds over the Christchurch area (daytime breeze 
circulation - Figure 4.15a), and at 2200 NZST on 1 August 2000 with obvious westerly- south-
westerly winds and a more developed near-surface air circulation (nocturnal cold air drainage -
Figure 4.15b). 
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Figure 4.15 Spatial distribution of MM5 modelled near-surface wind for experiment 5, grid 4, 
a= 0.999 (7.0--8.5 metres: a) 1500 NZST on I August 2000 (39 hour forecast); b) 
2200 NZST on I August 2000 (46 hour forecast). 
Vertical profIles of dry-bulb (red solid line) and dew-point temperatures (green solid line) 
and vertical change of wind derived for Christchurch Airport from MM5 domain 4 output at 
1500 NZST on 1 August 2000 are illustrated in Figure 4.16. The daytime dry-bulb temperature 
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profile indicates neutral stability near the surface with more stable air aloft (Figure 4.16a) while 
the late evening dry-bulb temperature profile shows a strong temperature inversion in the lowest 
100-150 metres (Figure 4.16b). 
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Figure 4.16 Vertical profiles of modelled wind speed and direction, dry-bulb (red) and dew-
point (green) temperatures for experiment 5, grid 4: a) 1500 NZST on 1 August 
2000 (39 hour forecast); b) 2200 NZST on 1 August 2000 (46 hour forecast). 
Index of agreement (lOA), correlation coefficient and additional statistical parameters 
(number of observations for surface sites that were compared with grid 4 output for the main 
meteorological parameters, mean and standard deviation of observed and modelled values, 
systematic and unsystematic root mean square errors) for modelled output and observations are 
represented in Table 4.6. Comparison of modelled near-surface fields of wind, temperature and 
relative humidity with the observed ones at CAPS2000 measurement sites for the Christchurch 
area was undertaken for grid 4 (with 1 km spatial resolution over Christchurch only) for the time 
period between 1-7 August 2000. All the observations shown in Table 4.6 were obtained from 
12 different surface observation sites that were operated during CAPS200. 
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Table 4.6 Index Of Agreement (lOA), Pearson's Correlation Coefficient (PCC), Systematic & 
Unsystematic Root Mean Square Error (S-RMSE & U-RMSE), additional statistics 
of observed and modelled data for 1-7 August 2000 for experiment 5: near-surface 
wind (mls), temperature (DC) and relative humidity (%). 
EXPERMENT NUMBER OF OBSERVED MODELLED OBSERVED MODELLED PCC S·RMSE U·RMSE lOA OBSERATIONS MEAN MEAN DEVIATION DEVIATION 
WIND SPEED (mls} 
------------------------- ---------------------- ------------------- -------------------- ------------------- -------------------- ----------- -------------- ------------- ------------
Experiment Sa 245 1.61 1.88 0.70 0.94 0.65 0.28 0.71 0.75 
Experiment 5b 141 1.63 1.77 1.63 0.81 0.77 0.17 0.51 0.87 
AVERAGE 193 1.62 1.83 1.16 0.88 0.71 0.23 0.61 0.81 
U-COMPONENT (mls} 
------------------------- ---------------------- ------------------- -------------------- ------------------- -------------------- ----------- -------------- -------------
------------
Experiment Sa 245 0.61 1.12 1.38 1.57 0.79 0.53 0.96 0.86 
Experiment 5b 141 0.86 1.09 0.86 1.48 0.91 0.23 0.61 0.95 
AVERAGE 193 0.74 1.11 1.12 1.53 0.85 0.38 0.77 0.91 
V-COMPONENT (mls} 
----------_.------------- ---------------------- -------------------- -------------------- ------------------- ------------------- ----------- -------------- ------------- ------------
Experiment Sa 245 0.09 0.27 0.89 0.79 0.53 0.73 0.76 0.65 
Experiment 5b 141 0.09 0.18 0.69 0.61 0.59 0.37 0.49 0.76 
II AVERAGE 193 0.09 0.22 0.79 0.76 0.56 0.55 0.64 0.71 
TEMPERATURE {Oq 
------------------------- ---------------------- -------------------- -------------------- ------------------- ------------------- ----------- --------------
-------------
------------
Experiment Sa 139 6.04 5.15 4.50 2.94 0.91 2.04 1.23 0.90 
Experiment 5b 141 5.73 5.35 5.73 2.89 0.94 1.37 2.90 0.70 
AVERAGE 140 5.89 5.25 5.12 2.91 0.92 1.70 2.06 0.80 
RELATIVE HUMIDITY (%} 
------------------------- ---------------------- ------------------- -------------------- -------------------
------------------- -----------
-------------- ------------- ------------
Experiment Sa 135 87.90 81.68 15.07 13.45 0.86 7.10 6.68 0.89 
Experiment 5b 105 81.97 84.44 81.97 12.02 0.87 5.41 5.82 0.91 
AVERAGE 120 84.96 83.14 49.43 12.64 0.87 6.26 6.24 0.90 
A higher lOA for the zonal component of wind and a lower one for the meridional 
component are evident compared with the results of experiment 4 (Table 4.5). The decrease of 
meridional wind accuracy in the MM5 results can be explained by initially very weak meridional 
wind speeds during the research period for domain 4, which resulted in an increase of relative 
error of the V -component magnitude. Any way, the Christchurch area during wintertime is 
dominated by zonal synoptic and mesoscale winds that make modelled zonal air circulation more 
strongly in agreement with observations compared with the more variable meridional flow (see 
mean observed and mean modelled values of wind in Tables 4.3, 4.4 and 4.6). 
Experiment 6 consisted of three stages: in the first stage only one (coarse) grid (domain 1) 
was run over a 7-day period using the following numerical and physical schemes: 
78 
1. Calculation of mother grid separately: started at 1200 UTe on 30 July 2000 and finished at 
1200 UTC on 6 August 2000 
2. Grid 1 was nudged using global analysis data every six hours and output information dumped 
every 3 hours of the model run 
3. Dudhia's moisture scheme and Grell cumulus parameterisations were used for the coarse grid 
4. Boundary layer MRF parameterisation and cloud-radiation scheme were used 
5. Five-layer soil model was switched on 
6. 43 vertical levels used, including 12 levels in the PBL and a top level of 0=0.010. 
In the second stage, domains 2 and 3 were initialised using domain 1 output (using the 
NESTDOWN procedure). The model settings were as follows: 
1. Time period was the same: from 1200 UTC on 30 July 2000 to 1200 UTC on 6 August 2000; 
2. Domains 2 and 3 were nudged by the mother grid output data six-hourly and output 
information was dumped every hour for grid 3 
3. Dudhia's moisture scheme and the Kain-Fritsch cumulus parameterisation were used for 
mother domain (grid 2) and cumulus parameterisation was switched off for nested grid 3 
4. Boundary layer parameterisation was MRF for grid 2 and Blackadar for grid 3 
5. Rapid Radiative Transfer Model (RRTM) was used in both grids 
6. The five-layer soil model was switched on 
7. 43 vertical levels including 12 levels in PBL with near-surface 0=0.999 and top level for 
0=0.010. 
In the third stage, grid 4 only was run with 3-hourly nudging using output data from 
domain 3. All physical parameterisation schemes used to run grid 4 were the same as for domain 
3 of the second step of experiment 6. Grid 4 was modelled only once for the time period from 
1200 UTC on 1 August 2000 to 1200 UTC on 3 August 2000 (on 48 hours with 15 vertical 
layers in the atmospheric boundary layer, and with a top layer equal to 100 hPa (0 = 0.100). The 
results of the third stage of the experiment 6 (grid 4) were dumped hourly. 
Results: Index of agreement, correlation coefficient, number of observation surface sites 
that were compared with grid 4 output, mean and standard deviation of observed and modelled 
values, systematic and unsystematic root mean square error for modelled output and observations 
are represented in Table 4.7 for grid 3 (second stage of the experiment 6) and for grid 4 (final 
stage). 
Comparison of modelled near-surface fields of wind, temperature and relative humidity 
with the observed ones at study points of the CAPS2000 for the Christchurch area, included the 
BL measurements on Jade Stadium and Greers Road towers, as for grids 3 and 4 (with 3 and 1 
km spatial resolution) for the same observation points in August 2000. All the observations 
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shown in Table 4.7 were taken from 12 different surface observation sites that were operated 
during CAPS200 (see Table 4,2). 
Table 4.7 Index Of Agreement (lOA), Pearson's Correlation Coefficient (PCC) , Systematic & 
Unsystematic Root Mean Square Error (S-RMSE & U-RMSE), and additional 
statistics of observed and modelled data for the time period 1-7 August 2000 for 
. 6 Ii . d (m! ) (oC) d I' h 'd' (~) expenment : near-su acewm s , temperature an re ative UIlli Ity 0 
EXPERMENT NUMBER OF OBSERVED MODELLED OBSERVED MODELLED PCC I S-RMSE U-RMSE lOA OBSERA TIONS MEAN MEAN DEVIATION DEVIATION 
WIND SPEED (mJs) 
---------------------------- ---------------------- ------------------- -------------------- ------------------- -------------------- ----------- --------------
------------- ------------
Experiment 6a 738 2.21 2.71 0.98 1.15 0.72 0.48 0.90 0.76 
Experiment 6b 738 2.31 2.06 0.93 1.45 0.86 0.22 0.72 0.91 
AVERAGE 738 2.26 2.38 0.95 1.30 0.79 0.35 0.81 0.84 
U-COMPONENT {mJs} 
---------------------------- ---------------------- ------------------- -------------------- -------------------
--------------------
----------- -------------- -------------
------------
Experiment 6a 738 0.54 0.95 1.86 2.19 0.83 0.41 1.32 0.88 
Experiment 6b 738 0.57 1.07 1.80 1.79 0.82 0.62 1.01 0.88 
AVERAGE 738 0.56 1.01 1.83 1.99 0.83 0.52 1.16 0.88 
V-COMPONENT {mJs} 
---------------------------- ---------------------- -------------------- -------------------- ------------------- --------------------
----------- -------------- ------------- ------------
Experiment 6a 738 -0.98 -0.42 1.39 1.67 0.47 0.91 1.55 0.62 
Experiment 6b 738 -0.92 0.52 1.31 1.32 0.67 0.54 0.97 0.94 
AVERAGE 738 -0.95 0.05 1.34 1.50 0.57 0.73 1.26 0.78 
TEMPERATURE {0e} 
------------------------- -- ---------------------- ------------------- -------------------- ------------------- ------------------- ----------- --------------
-------------
------------
Experiment 6a 546 4.39 4.77 3.66 2.95 0.85 1.13 1.42 0.92 
Experiment 6b 546 4.89 4.29 3.54 3.29 0.93 1.15 1.20 0.95 
AVERAGE 546 4.77 4.53 3.60 3.12 0.89 1.14 1.31 0.94 
RELATIVE HUMIDITY {%} 
---------------------------- ---------------------- ------------------- -------------------- ------------------- -------------------
-----------
-------------- ------------- ------------
Experiment 6a 109 84.90 80.34 13.26 14.18 0.85 3.98 6.34 0.91 
Experiment 6b 109 84.24 81.24 13.06 13.42 0.92 3.78 5.27 0.95 
AVERAGE 109 84.57 80.79 13.16 13.80 0.89 3.88 5.81 0.93 
When comparing the statistics for grids 3 and 4 of Table 4.7, a significant improvement is 
evident in grid 4 results, especially for the wind components. This is very important for future 
use of the modelled near-surface wind fields in the CAMx4 model for accurate aerosol 
dispersion calculations. It should also be noted that although the procedure adopted in 
experiment 6 seems to be very complex and lengthy, the accumulated CPU time for both 
experiments 5 and 6 is approximately the same (nearly 250 hours). However, the improvement 
of near-surface wind is significant compared with all other experiments (see Tables 4.1, 4.2, 4.3 
and 4.4 for Christchurch - grid 4). Obviously, such a complex computation scheme cannot be 
applied when using MM5 for real-time modelling. 
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It is practical to compare modelled and observed time trends of short-wave downward 
radiation (W m-2) and net radiative balances (W m-2) for different measuring points for 
CAPS2000, to establish the level of reliability of the radiation balance for lV1M5 grid 4 output 
over the Christchurch area. Figure 4.17 shows modelled (grid 4) and observed values of short 
wave downward radiation (at the University of Canterbury) and the net radiation balance (at Jade 
Stadium 20 m and Greers Road 15 m) for the time period from 0000 NZST on 1 August 2000 to 
0000 NZST on 4 August 2000. These were the only observation sites, at which radiation 
components were measured. 
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Figure 4.17 Near-surface time trends: a) short wave downward radiation (Wm-2 -the University 
of Canterbury); b) net radiation balance (Wm·2 -Jade Stadium), c) net radiation 
balance (Wm-2 -Greers Road): observed (red) and modelled (black); experiment 5, 
grid 3, 0000 NZST on 1 August 2000 to 0000 NZST on 4 August 2000. 
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From Figure 4.17, it is obvious that there is good coincidence of the modelled and 
observed net radiation balances, but an overprediction of the net balance daytime values by 
:M:M5 on the first day compared with the observations. Some underprediction can also be noticed 
for short wave downward radiation measured at the University of Canterbury on the first two 
days. One of the reasons for the differing radiative values can be a difference in height between 
modelled results (they were taken for 7.0-8.5 metres height for a -level = 0.999) and observed 
data (observation heights were not less than 15- 16 metres above the surface). A second 
argument could be that the cloud-radiative scheme used is not appropriate in this case. In 
experiment 6, the cloud-radiation scheme was substituted by the Rapid Radiative Transfer Model 
(RRTM) for grids 2, 3 and 4 and was retained only for the mother domain (grid 1) in the first 
stage of the 3-stage experiment (see the experiment description above). 
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Figure 4.18 Near-surface time trends: a) short wave downward radiation (Wm-2 - University of 
Canterbury); b) net radiation balance (Wm-2-Jade Stadium); c) net radiation balance 
(Wm-2 - Greers Road), observed (red) and modelled (black): experiment 6, grid 4, 
0000 NZST on 2 August 2000 to 0000 NZST on 4 August 2000. 
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In Figure 4.18, a slight overestimation of the modelled net radiation daytime values is seen 
compared with observations (Figures 4.18 band c; graphs are given for grid 4 and a time period 
of 48 hours starting at 0000 NZST on 2 August 2000). This seems to relate to a more significant 
overestimation of downward short-wave radiation at the University of Canterbury site (Figure 
4.18a). The radiative scheme accuracy plays an essential role in valid reproduction of values for 
all components of the modelled near-surface net radiation balance, which is very important for 
determining modelled air temperatures. Pearson's correlation coefficient for radiation balance 
components for experiment 5 was between 0.85-0.90, increasing up to 0.95 in experiment 6. 
4.3.4 Particulars 0(2003 winter modelling 
Winter 2003 in Christchurch experienced more heavy pollution nights than during winter 
2000. The most prominent peaks of air pollution occurred in the second half of July 2003, as 
evident from measurements of particulate matter made in St. Albans (Coles Place). Figure 4.19 
shows the time trend of 24-hour average PMlO during winter 2003 for Coles Place with the red 
line indicating the health guideline. 
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Figure 4.19 24-hour averaged values of PM lO ()lg m-3), at Coles Place, St. Albans 
(Christchurch), 2003 (after Aberkane, 2004). 
Global analysis data for winter 2003 experiments was easily obtained, as the NCEP 
ds083.2 division had opened their database for free downloading of data for any year after 2001. 
All necessary meteorological information (with 6 hour time resolution) was downloaded and 
archived. The main problem was not in acquiririg input data for the MM5- CAMx4 numerical 
system, but in obtaining observation data to compare with the model output. 
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In Christchurch during the cold half of 2003 there were only three observation sites 
functioning (installed and maintained by Environment Canterbury) that measured not only basic 
near-surface meteorology, but also lO-rninute particulate matter level (/lg m-3) and CO (or NO) 
(in number of particles per rnillionibillion - ppm/ppb): Coles Place (St. Albans), Hoon Hay and 
Aranui. The latter two were temporary measurement sites that had been placed in the 
Christchurch area for only one year. 
Two time periods of stagnant synoptic situation and high level of air pollution were chosen 
for modelling by MM5: 21 July 2003 to 23 July 2003 and 3 August 2003 to 6 August 2003. A 
satellite image for 21 July 2003 is presented in Figure 4.20 to illustrate the synoptic situation, 
which was dominated by a stable anticyclone. 
Figure 4.20 NOAA satellite image of the synoptic situation over New Zealand: 1930 NZST on 
21 July 2003 (Landcare Research). 
It is important to point out that during the period 21- 23 July 2003, balloon vertical 
profiling of wind, temperature and particulate matter was undertaken in the lowest 400-500 
metres at English Park, St. Albans, Christchurch (Sturman et al., 2003; McKendry et al., 2004). 
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This coincided approximately with the average upper boundary of the ABL over Christchurch 
during wintertime (see Section 4.2.3 and Figure 4.3). The diurnal time trend of PM IO 
concentration exceeded the 24-hour average health guideline for a significant period during the 
night of 21-22 July 2003, in spite of a moderately strong northeasterly wind (Figure 4.21). 
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Figure 4.21 Diurnal cycle of PM IO (J..lg m-3) at Coles Place, St. Albans, for the time period: 0900 
NZST on 21 July 2003 to 0900 NZST on 22 July 2003 with the red line 
representing the health guideline (50 J..lg m-3) (after Ecan, 2003). 
MM5 experiment 3-03 was run for the time period 1200 UTC on 20 July 2003 to 1200 
UTC on 23 July 2003 (0000 NZST on 21 July 2003 to 0000 NZST on 24 July 2003). In the first 
stage of experiment 3-03, MM5 was run over a 72-hour period using grids 1-3 and the following 
physical schemes: 
1. All three domains started together at 1200 UTC on 20 July 2003 (0000 NZST on 21 July 
2003) and finished together at 1200 UTC on 23 July 2003 (0000 NZST on 24 July 2003) 
2. Two-way interaction 'mother- daughter' grids was stipulated for all levels of nesting during 
the run with the output information dumped hourly for grid 3 
3. Grids 1-3 were nudged by global analysis data every 12 hours 
4. Explicit Reisner! mixed phase moisture scheme was used for grid 1 and the simple ice 
scheme for domains 2-3 
5. Cumulus parameterisation was the Kain-Fritsch scheme for grids 1-2 and convection was 
switched off in grid 3 
6. Boundary layer the MRF parameterisation was used for domain 1 and the Blackadar scheme 
for grid 2-3 
7. The radiation scheme was the cloud-radiation scheme for 1-2 grids, with none- for grid 3 
8. The five-layer soil model was switched on in all 3 domains, with a bucket soil moisture 
scheme 
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9. Sea-surface temperature was set at 277 K for the coarse domain and to 276 K for nested grids 
2-3 (from ds277.0 of NCEP). 
In the second stage, domain 4 was run for 72 hours with 3-hourly input meteorological data 
that had been received as output from grid 3 (the mother domain). The physical parameterisation 
used to run grid 4 was the same as for domain 3, except for use of the RRTM radiation scheme 
instead of the cloud-radiation one. 
Results: Near-surface wind fields for MM5 grid 4 are presented in Figure 4.22 for two 
times of experiment 3-03: at 0000 NZST on 23 July 2003 showing obvious westerly- south-
westerly nocturnal drainage winds (Figure 4.22a) and at 1000 NZST on 23 July 2003 with 
daytime easterly-north-easterly airflow over the Christchurch area (Figure 4.22b). 
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Figure 4.22 Spatial distribution of MM5 modelled near-surface wind for experiment 3-03, grid 
4, cr = 0.999 (7.0-8.5 metres): a) 0000 NZST on 23 July 2003 (48 hour forecast); b) 
1000 NZST on 23 July 2003 (58 hour forecast). 
Vertical profiles of dry-bulb (red solid line) and dew-point temperatures (green solid line) 
and wind change with height obtained for Christchurch airport from MM5 grid 4 output at 0000 
and 1000 NZST on 23 August 2003 are shown in Figure 4.23. The night dry-bulb temperature 
profile reflects a weakly stable boundary layer (Figure 4.23a) while a more strongly stable 
(isothermal) near-surface layer is evident in the morning vertical temperature profile (Figure 
4.23b). At both times high humidity in the lowest few hundred metres is indicated by the dew-
point temperature profile (Figure 4.23a and b). 
86 
a) b) 
'0 
ParcEll Info M 
T 0 5.6 Td 0 3.5 T 0 5.0 Td 0 2.5 
LI 0 9 . ~ LCl 0 921 . LI 0 9.~ LCl 0 rm . 
K 0 , lfC 0 Q. K 0 -2 lfC 0 Q. 
TT 0 ~, EL 0 O. TTo ~'EL 0 Q 
s)(1 = 8 ,2 ctl = ]S , SYI = 7 ,6 CCl = 7'.a) '<-eel 
P'If .: 1 ,06 lGP = 0 ,0 PI = 0 ,92 ,(fiP = 0, 
CAPE: = 0 S'Ht:AT= 5 o:IPE:= OMAT= 31 
CIN = 0 ~1('ilZ= 1243 . CIN = 0 HllBZ= l Z32 , 
Te = 22,1 ~EAA= 6 , Tc = 23 ,6 9-lERfI= q , <:: -lCl 
SffH = 6 LAPSE= 7 .6 SffU = 0 LAPSE= 7 ,8 
cal = 545101 CfJ.L = 341 / 11 
Figure 4.23 Vertical profiles of modelled dry-bulb (red) and dew-point (green) temperatures and 
wind for experiment 3-03, grid 4: a) 0000 NZST on 23 July 2003 (48 hour 
forecast), b) 1000 NZST on 23 July 2003 (58 hour forecast). 
Index of agreement (lOA), correlation coefficient (PCC) and accompanying statistics, 
including the total number of values of MM5 output and observations are presented in Table 4.8. 
Comparison of modelled near-surface fields of wind, temperature and relative humidity for Coles 
Place, Hoon Hay and Aranui measurement sites was undertaken for the finest grid with a 1 km 
spatial resolution (domain 4) for the time period from 0000 NZST on 21 July 2003 to 0000 
NZST on 23 July 2003 (relative humidity was measured only at Coles Place). 
87 
Table 4.8 Index Of Agreement (lOA), Pearson's Correlation Coefficient (PCC), Systematic & 
Unsystematic Root Mean Square Error (S-RMSE & U-RMSE), and additional 
statistics of observed and modelled data for the time period 0000 NZST on 21 July 
2003 to 0000 NZST on 24 July 2003, experiment 3-03: near-surface wind (m/s), 
temperature (oC) and relative humidity (%). 
EXPERMENT ~ OBSERVED MODELLED PCC S· U·RMSE lOA OBSERATIONS MEAN DEVIATION DEVIATION RMSE 
WIND SPEED (m/s} 
--------------------------- ----------------------- ------------------- -------------------- ------------------- -------------------- ------------
------------
-------------- ----------
Experiment 3-03a 72 1.05 0.82 0.78 0.65 0.77 0.36 0.41 0.86 
Experiment 3-03b 72 1.09 1.12 0.48 0.49 0.83 0.08 0.27 0.91 
Experiment 3-03c 72 1.30 1.16 0.70 0.51 0.76 0.33 0.33 0.86 
AVERAGE 72 1.15 1.03 0.65 0.55 0.79 0.26 0.34 0.88 
U-COMPONENT (m/s} 
---------------------------- ----------------------- -------------------
--------------------
------------------- -------------------- ------------ ------------ -------------- ----------
Experiment 3-03a 72 0.42 0.43 0.80 0.80 0.68 0.16 0.48 0.89 
Experiment 3-03b 72 -0.10 -0.17 0.94 0.94 0.94 0.14 0.39 0.96 
Experiment 3-03c 72 0.43 0.23 1.27 1.27 0.94 0.30 0.39 0.96 
AVERAGE 72 0.25 0.16 1.00 1.00 0.85 0.20 0.42 0.93 
V-COMPONENT (m/s} 
---------------------------- ----- -- --------- ------------------- -------------------- ------------------- ------------------- ------------ ------------ ------------- ----------
Experiment 3-03a 72 0.35 0.09 0.89 0.51 0.57 0.65 0.42 0.68 
Experiment 3-03b 72 0.17 0.02 0.72 0.46 0.31 0.59 0.44 0.69 
Experiment 3-03c 72 0.l3 -0.04 0.64 0.59 0.33 0.47 0.55 0.71 
AVERAGE 72 0.21 0.02 0.75 0.52 0.40 0.57 0.47 0.69 
TEMPERATURE (Oq 
---------------------------- ----------------------- ------------------- -------------------- -------------------
------------------- ------------
------------ -------------- ----------
Experiment 3-03a 72 4.59 2.77 4.69 3.32 0.87 2.55 1.63 0.86 
Experiment 3-03b 72 4.98 2.28 3.54 2.22 0.83 3.18 1.22 0.78 
Experiment 3-03c 72 3.57 1.91 4.87 2.44 0.90 3.12 1.06 0.80 
AVERAGE 72 4.38 2.32 4.37 2.66 0.87 2.95 1.30 0.81 
RELATIVE HUMIDITY (%} 
---------------------------- ----------------------- ------------------- -------------------- ------------------- ------------------- ------------
------------
-------------- ----------
Experiment 3-03a 72 83.4 84.8 9.9 6.3 0.83 4.83 3.50 0.86 
Experiment 3-03b 
Experiment 3-03c 
AVERAGE 72 83.4 84.8 9.9 6.3 0.83 4.83 3.50 0.86 
It should be noted that there is very good agreement between observed and modelled data 
for wind speed and the zonal component of wind (lOA ranges between 0.85-0.95), but lower 
lOA for the meridional component: mean lOA is close 0.70 (Table 4.8). Agreement for 
temperature and relative humidity (RH) exceeded 0.80. The lower level of meridional wind lOA 
is a result of weak mesoscale and local scale meridional wind absolute magnitudes for the 
Christchurch area that leads to increase of absolute and relative errors of V -component values in 
MM5. Christchurch during wintertime is more frequently under the influence of zonal synoptic 
and mesoscale airflow, which creates more robust agreement of zonal flow with the observations 
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compared with the more variable meridional flow (see 'Observed mean' for U and V wind 
components in Tables 4.3, 4.4, 4.6 and 4.8). 
In Figure 4.24, vertical profiles of modelled temperature are represented (experiment 3-03, 
domain 4) and compared with the results of the vertical temperature profiling (at English Park, 
St. Albans, Christchurch) undertaken during heavy smog nights on 21, 22 and 23 July 2003 
(Sturman et ai., 2003; McKendry et ai., 2004). 
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Figure 4.24 Vertical profiles of modelled and measured temperatures (English Park, St. Albans) 
for experiment 3-03, grid 4: a) 1800 NZST (green-modelled, red-observed) & 2000 
NZST (blue-modelled, yellow-observed) on 21 July 2003; b) 2200 NZST (green-
modelled, red-observed) & 2400 NZST (blue-modelled, yellow-observed) on 21 July 
2003. 
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Comparing the profiles for the four times (1800,2000, 2200 and 2400 NZST), it is obvious 
that the MM5 fine grid run managed to reproduce the vertical tendency shown in the observed 
temperature profiles in the Christchurch ABL, with correlation coefficients between 0.85 (Figure 
4.24a) and 0.95 (Figure 4.24b). However, it is evident that the tendency for underestimation of 
the modelled temperature values compared with the observations can be associated not only with 
absence of local input data and the model's BL parameterisation errors, but also with the 
difficulty of obtaining precise balloon temperature measurements from the vertical profiling 
plots from the average of up and down balloon movements. 
4.3.5 Meteorological Service MM5 parameterisation 
As the Meteorological Service (MetService, Wellington) uses the same model for regional 
weather forecasts over New Zealand, it was decided to run MM5 with the four domains, but with 
input nudging data received from Wellington (for 20-24 July 2003) and with MM5 physical 
parameterisations that were used in MetService for operational forecasting. The results were 
compared with the output of experiment 3-03. 
This experiment was named as experiment 4-03 (MetService) and was run over 72 hours 
for grids 1-3 (1200 NZST on 20 July 2003 to 1200 NZST on 23 July 2003) and on 48 hours for 
domain 4 (1200 NZST on 21 July 2003 to 1200 NZST on 23 July 2003). For experiment 4-03 the 
NCEP assimilated data were available 6-hourly for basic meteorology and daily for sea-surface 
temperature (SST), but SOIL and SNOW files had to be created from NCEP global analysis data, 
as there were no SOIL temperature data for the Land Surface Model in the MetService database. 
Differences in 3-dimensional structure of experiment 3-03 data and MetService input data 
includes: 
1. Data from MetService cover all 4 our domains, SST depends of time 
2. MetService data are for 30 vertical levels (1000, 998, 995, 990, 985, 980, 970, 965, 960, 955, 
940,910,875,850,835,785,750, 725, 700,625,600,500,400,300,250,200,150,125,100 
hPa) with the top level at 100 hPa 
3. Absence of soil files implies that MetService uses standard tables for evaluation of the Land 
Surface Model. 
In the first stage of experiment 4-03, domains 1-3 were run over 72 hours using the 
following physical scheme: 
1. All three domains started together at 1200 UTC on 20 July 2003 (0000 NZST on 21 July 2003 
NZST) and finished together at 1200 UTC on 23 July 2003 (0000 NZST on 24 July 2003) 
2. Two-way interaction of 'mother-daughter' grids was stipulated for all levels of nesting during 
the run, with the output information dumped hourly for grid 3 
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3. Grids 1-3 were nudged 6-hourly by MetService data 
4. The Reisner mixed phase moisture scheme was used for all three grids 
5. Grell's scheme was used for cumulus parameterisation in domains 1 and 2, and convection 
was switched off in domain 3 
6. Boundary layer MRF parameterisation was used for domains 1-2 and the Blackadar scheme 
for grid 3 
7. The radiation scheme was RRTM for all 3 domains 
8. The five-layer soil model was switched on in all 3 domains, with bucket soil moisture scheme 
9. SST was used from separately distributed input files. 
In the second stage, domain 4 was run over 48 hours with 3-hourly input meteorological 
data that had been received as output from domain 3 (the mother domain). 
After analysis of grid 3 output, a near-surface wind direction day-night change was 
observed for the Christchurch region, but the amount of wind tum over time was lower than that 
predicted in experiment 3-03 (domain 3). The physical parameterisation used to run grid 4 was 
left the same as for domain 3, but the 30 levels of domain 3 data were interpolated to the 43 
vertical levels of experiment 3-03 using the slow but very precise positive finite difference 
method of the NESTDOWN program. This was done with the aim of increasing the resolution of 
the MM5 atmosphere to achieve more accurate replication of the air circulation over the complex 
terrain of the Christchurch area. 
Results: Near-surface wind fields are represented in Figure 4.25 for MM5 (grid 4) for two 
times of experiment 4-03: at 0000 NZST on 23 July 2003, showing westerly nocturnal drainage 
winds (Figure 4.25a); and at 1000 NZST on 23 July 2003, with daytime northerly winds over the 
Christchurch area (Figure 4.25b). This can be compared with westerly-southwesterly nocturnal 
winds (Figure 4.22a) and easterly-northeasterly daytime winds (Figure 4.22b) of experiment 3-
03. 
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Figure 4.25 Spatial distribution of'M:M5 modelled near-surface wind for the experiment 4-03, 
grid 4, cr=0.999 (7.0-8.5 metres): a) 0000 NZST on 23 July 2003 (48 hour 
forecast); b) 1000 NZST on 23 July 2003 (56 hour forecast). 
Vertical profiles of dry-bulb (red solid line) and dew-point temperatures (green solid line) 
and wind change with height in the ABL are shown in Figure 4.26, as extracted from MM5 grid 
4 output for Christchurch Airport at 0000 and 1000 NZST for 23 August 2000. The nighttime 
dry-bulb temperature profile indicates strong negative buoyancy (Figure 4.26a) in the near-
surface layer (compared with weaker stability shown in Figure 4.23a) associated with warm 
ocean winds (north-easterly airflow) above the ABL, and an elevated inversion above the sea 
breeze return circulation. The morning vertical temperature profile is characterized by a residual 
inversion, especially in the lowest 100-150 metres, with a weakened elevated inversion that has 
descended towards the surface in the warmer northeasterly airflow from the ocean (Figure 
4.26b). The dew-point temperature profile indicates a very moist layer below the elevated 
temperature inversion where the airflow is dominated by an onshore component. 
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Figure 4.26 Vertical profiles of modelled dry-bulb (red) and dew-point (green) temperatures and 
wind for experiment 4-03, grid 4: a) 0000 NZST on 23 July 2003 (48 hour 
forecast); b) 1000 NZST on 23 July 2003 (56 hour forecast). 
Vertical profiles o~ temperature in experiment 4-03 more realistically reflect vertical 
variation of horizontal air movement than in experiment 3-03 (Figure 4.23a, b), while the near-
surface wind distribution and night- day wind rotation is closer to observations in experiment 3-
03 (compare Figures 4.22 & 4.25). 
Figure 4.27 represents time series of modelled near-surface wind direction (black circles) 
for experiment 3-03 (Figure 4.27a) and for experiment 4-03 (Figure 4.27b) compared with 
observations from the Coles Place site (red triangles) during 21- 23 July 2003 (48 hour runs, 
gride 4). Both modelled time trends are very close to the observations (see Figure 4.25). 
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Figure 4.27 Time series of modelled wind direction for a) experiment 3-03 and for b) 
experiment 4-03 grid 4, () = 0.999 (7.0-8.5 metres) compared with observations 
(Coles Place, St. Albans) for the time period 1200 UTC on 21 July (00 NZST on 22 
July) to 1200 UTC on 23 July (00 NZST on 24 July) 2000. 
Index of agreement, correlation coefficient and accompanying statistics for MM5 
experiment 4-03 output and observations are presented in Table 4.9. Comparison of the modelled 
near-surface fields of wind, temperature and relative humidity for Coles Place, Roon Ray and 
Aranui measurement sites was undertaken for the finest grid with 1 km spatial resolution 
(domain 4) for the time period from 0000 NZST 21 July 2003 to 0000 NZST to 23 July 2003 
(relative humidity was measured only at Coles Place). 
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Table 4.9 Index Of Agreement (IOA), Pearson's Correlation Coefficient (PCC), Systematic & 
Unsystematic Root Mean Square Error (S-RMSE & U-RMSE), and additional 
statistics of observed and modelled data for the time period 0000 NZST 22 to 0000 
NZST 24 July 2003 for experiment 4-03: near-surface wind (m1s), wind 
components (m1s), temperature (DC) and relative humidity (%). 
NUMBER OF I ru, I S-RMSE EXPERMENT OBSERATIONS U-RMSE lOA 
WIND SPEED (mls) 
--------------------------- ---------------------- ------------------- -------------------- ------------------- -------------------- ----------- -------------- ------------- ----------
Experiment 4-03a 103 1.31 1.49 0.84 0.89 0.77 0.24 0.56 0.87 
Experiment 4-03b 103 1.25 1.56 0.71 0.77 0.72 0.35 0.53 0.81 
Experiment 4-03c 103 1.67 1.66 0.68 0.76 0.72 0.13 0.53 0.84 
AVERAGE 103 1.41 1.57 0.74 0.81 0.74 0.24 0.54 0.84 
U-COMPONENT {mls} 
---------------------------- ---------------------- ------------------- -------------------- ------------------- -------------------- ----------- -------------- ------------- ---------
Experiment 4-03a 103 0.43 0.40 1.05 0.70 0.85 0.26 0.70 0.89 
Experiment 4-03b 103 0.12 0.24 1.14 1.39 0.87 0.14 0.67 0.92 
Experiment 4-03c 103 0.78 0.40 1.44 0.70 0.90 0.27 0.55 0.95 
AVERAGE 103 0.44 0.35 1.21 0.93 0.88 0.23 0.64 0.92 
V-COMPONENT {mls} 
---------------------------- ---------------------- ------------------- -------------------- ------------------- ------------------- ----------- -------------- ------------- ---------
Experiment 4-03a 103 0.35 0.49 1.01 0.88 0.75 0.51 0.70 0.77 
Experiment 4-03b 103 0.15 0.43 0.86 0.93 0.75 0.32 0.61 0.84 
Experiment 4-03c 103 0.14 0.39 0.76 0.84 0.53 0.40 0.71 0.71 
AVERAGE 103 0.21 0.44 0.88 0.88 0.68 0.41 0.67 0.77 
TEMPERATURE ~q 
---------------------------- ---------------------- -------------------- --------------------
------------------- ------------------- -----------
-------------- ------------- ---------
Experiment 4-03a 103 4.37 4.22 4.43 2.66 0.82 2.26 1.53 0.84 
Experiment 4-03b 103 5.45 4.31 3.51 2.77 0.89 1.55 1.26 0.90 
Experiment 4-03c 103 3.74 4.03 4.45 2.96 0.92 1.76 1.19 0.92 
AVERAGE 103 4.52 4.18 4.13 2.79 0.87 1.85 1.33 0.88 
RELATIVE HUMIDITY {%} 
---------------------------- ---------------------- ------------------- -------------------- ------------------- ------------------- ----------- -------------- ------------- ---------
Experiment 4-03a 103 83.0 81.9 9.6 10.7 0.77 1.72 6.74 0.87 
Experiment 4-03b 
Experiment 4-03c 
AVERAGE 103 83.0 81.9 9.6 10.7 0.77 1.72 6.74 0.87 
It should be noted that there is a good agreement between observed and modelled data for 
wind speed, and zonal and meridional components of wind. Agreement for temperature and 
relative humidity (RR) exceeded 0.85. The level of meridional wind lOA is higher than in 
experiment 3-03, but wind speed is better modelled (closer to real mean wind values) in case of 
the deep atmosphere of experiment 3-03, with lOA about 0.90 against 0.85 in case of the 
MetService data (see 'WIND SPEED' in Tables 4.8 and 4.9). This is very important as wind 
speed (and wind direction) plays a fundamental role in redistribution and dry scavenging of 
aerosol concentrations over time. 
95 
Figure 4.28 presents vertical profiles of modelled temperature (experiment 4-03, domain 4) 
for times 1800, 2000, 2200 and 2400 NZST on 21 July 2003 compared with the profiles of the 
temperature obtained from tethered balloon soundings (English Park, St. Albans, Christchurch) 
collected during the observational study of the ABL vertical structure on nights of heavy smog: 
21,22 and 23 July 2003 (Sturman et. al., 2003). 
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Figure 4.28 Vertical profiles of modelled and measured temperatures (English Park, St. Albans) 
for experiment 4-03, domain 4: a) 1800 NZST (green-modelled, red-observed) & 
2000 NZST (blue-modelled, yellow-observed) on 21 July 2003; b) 2200 NZST 
(green-modelled, red-observed) & 2400 NZST (blue-modelled, yellow-observed) 
on 21 July 2003. 
Comparison with real data and the results of experiment 3-03 at four times (1800, 2000, 
2200 and 2400 NZST) clearly shows that the fine grid run of experiment 4-03 has managed to 
reproduce the vertical distribution of observed temperature profiles more accurately (see Figure 
4.24), with correlation coefficients between 0.90 (Figure 4.28a) and 0.95 (Figure 4.28b). The 
tendency for underestimation of modelled temperature values compared with observations was 
less than one degree on average. This probably reflects with more realistic SST input and 
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nudging data. However, it should be stressed that in the case of experiment 4-03, obtaining 
observed temperature profiles from the tethered balloon data was simplified and only upward 
balloon movement information was used to minimize the measurement error (the total time of 
up-down balloon movement usually takes about 1.5-2.0 hours). 
4.3.6 Case study days and error analysis 
In this section, the influence of the use of global analysis data on underprediction (type I 
error) and overprediction (type II error) of near-surface wind field will be assessed. The accuracy 
of the wind field is of fundamental importance for the effectiveness of predictions of air 
pollution dispersion using the numerical modelling system MM5-CAMx4. 
As already discussed, air circulation in the boundary layer over Christchurch is the result of 
interaction of the prevailing synoptic scale flow assimilated by the model from input and 
nudging files of the global analysis and the mesoscale circulation created during MM5 runs by 
local factors of the Christchurch area. 
The probability of a heavy smog night occurrence under stagnant meteorological 
conditions (i.e. low synoptic winds) can be considered as the null hypothesis (Ho). Weak initial 
and nudging pressure gradient fields in the ABL (that produce weak wind fields) derived from 
global data assimilation can lead to underestimation of near-surface wind speed in an experiment 
and have no serious influence on the time variation of near-surface wind direction. The 
underestimation of the local to mesoscale wind speeds under settled synoptic scale conditions 
leads to overprediction of aerosol pollution values during nighttime. Therefore, when high PM 
concentrations do not occur under such circumstances during nighttime in Christchurch we have 
a type II error, as Ho is accepted when it is wrong (underestimation of local airflow velocity and 
overestimation of PM concentration). The type II error is the combined effect of the global 
analysis data and the MM5 model settings and leads to false warnings (hoax alert) but does no 
serious harm practically. 
The effect of the global analysis data on overestimation of the intensity of synoptic scale 
processes for New Zealand and the resulting suppression of local air circulation over the 
Christchurch region during MM5 runs creates a type I error, because the null hypothesis Ho (high 
concentrations of PM at night) is rejected in the forecast with a high level of reliability 
(generated by dominant strong air flow) when a heavy smog night is actually observed. The 
rejection of a heavy smog night forecast when it is true could lead to serious health problems in 
Christchurch and its vicinity, which is not the case for overprediction of aerosol pollution (the 
type II error). 
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Experiments 2_1 and 2_2 were run for the time period 22-24 July 2000. This period was 
affected by strong southwesterly winds (from global analysis data) and by heavy pollution at 
night between 23 and 24 July 2000 (see Figure 3.6), implying stagnant near-surface airflow with 
local circulation dominating over synoptic scale effects. 
A short description of the 3-dimensional structure of experiments 2_1 and 2_2 (winter 
2000) includes 43 vertical layers for 4 domains with 14 vertical layers in the atmospheric 
boundary layer and the top cr-Ievel equal to 0.010 hPa. 
In the frrst stage of experiment 2_1, domains 1 to 3 were run together over a 72 hours 
period starting at 0000 NZST on 22 July and frnishing at 0000 NZST on 25 July 2000 using 6-
hourly global analysis nudging. In experiment 2_2, the mother domain was run frrst for 80 hours 
(1200 NZST on 21 July 2000 to 0000 NZST on 25 July 2000) with 6-hourly nudging, and grids 2 
and 3 were evaluated using input from domain 1 output 6-hourly over the time period 0000 
NZST on 22 July 2000 to 0000 NZST on 25 July 2000. 
The following physical parameterisations were used in both experiments: 
1. Reisner mixed phase moisture scheme was used for all three grids 
2. The Grell scheme was used for cumulus parameterisation in domains 1 and 2, and convection 
was switched off in domain 3 
3. The boundary layer MRF parameterisation scheme was used for domains 1-2 and the 
Blackadar scheme for grid 3 
4. The radiation scheme was the RRTM method for all 3 domains 
5. The soil model was switched on with a bucket soil moisture scheme in all 3 domains 
6. SST was the NCEP global sea-surface temperature analysis. 
In the second stage, grid 4 was run over 24 hours (1200 NZST on 23 July 2000 to 1200 
NZST on 24 July 2000) with initialisation and hourly nudging using meteorological data output 
from domain 3. The physical parameterisation used in grid 4 was left the same as for domain 3, 
but the number oflevels in domain 4 was decreased from 43 to 40 levels (the top cr-Ievels 0.010, 
0.020 and 0.030 were removed) using the precise positive finite difference interpolation method 
of the NESTDOWN procedure. 
Results: Near-surface wind frelds for MM5 (grid 4) for two times of experiment 2_2 are 
presented in Figure 4.29: at 0000 NZST on 24 July 2000 under strong south-westerly anti-
cyclonic winds (Figure 4.29a) and at 1000 NZST on 24 July 2000 under the same strong south-
westerly near-surface airflow over the Christchurch area (Figure 4.29b) inherited by MM5 (grid 
4) from the global objective analysis and assimilated during the model run. 
98 
a) 
;(~O:dW;;::~ ~ : : : : : : : ~ : : • 
' \\'-=n-~ .................. " .... " .... " .................. ~ f 
lj ~~_ ... ~ ..... .... ..... ~~' ''' I ' 
_~J ~ ~ J ~ ~~~~~ .... '\ \ ..... I _ 
..... - ( " .......... ... ............ .... ....... , \ ) \ 1-
" _ _ ..... ..... <,J .................. " " ... , ... , \" ... 
'\to.. _ -~"'~"''''''''''''' '' ''''' \, "" ' f / 
....... .... ..... ........ ..... ................ ....... 1 , l , \" I ( 
- - , ,1.J .> ....... J j ... J ...... .. l ( i l \ .... \1 
- - __ .>,, ~ ..Jo .j ..... j J-..£ .... \1 1 I \\ \" 
-- "" .... ...... .j -- ........ - .... - ... , I .. "''v \ ' 
_ ..... _ ... " .. ... - .............. - ...... . 1 ... ........... . 
............. - ... ................... - ..... ... - , \ , ..... ..... \ . 
........... ,' - .... - -- ....... ... ,, '- , '- ... ... -. 
.... ........ " - ....... ... ..... ... " "' \.\ \ \ \,, ........ . 
..... , \ '\ ... .................. ,,' '- ' ' '\'l\ \ \ . 
' ~i . " ... ............... ... " ... "" '-''1. '\ 1 . ~ l \ .... " "" ..... " ... 'v ' \ ~\\\ , l ' 
I " .. 'I, ..... '" , .. '\ , l / ( "l \ \ \ \ \ 'd o('" 
b) 
( I 1 r t r J )' " " ; ,) / " . 
IrlrrrrT ' ) /"I.> )')/" 
)/r fI 11rJ /?.>J' ) /?/ 
) ~ y" I lJ/ ,... ~ ~r > J ~ ~ . 
?} 'l ~ rr" /// // / //? 
)l} 11 (")) I' / ~ / IJ . 
)/rlrrrl J' I/ ,1 / ... ,J'J' . 
.... ? ) '7 ) 1 r ( 1 f r" >? /,., ),) 
l ) ) } ) r Y , T , I } / -> ...... J.> / J'I' J' . 
..., '\ I ' , 1 1 1 1) J' J' J ... J- / " ,I)') . 
1") I f ( 1 1 / } ,),.. ," __ , / / /, ,)' , 
1)) ~ ... //r T /' J'/IJ'J' . 
~ _ __ _ _ _ ) ).) 1 1 , , )')')'/,)') . 
" .... , ........ _ t ) -, )' ] J))'/ -'-'-'-' J'J . 
...., ', ', r» ») )) ) ? )'/)) / . 
\ '\ ", ') ) )))))) ""11 ' . 
" ',' r )))))),? J f",)r . 
l I " { / /I "?)'»)' I' . 
),l j )'r)')' ~j ')}'1 r 
"r,,)'?)rr" 1 . 
/ / -,.> ; 1)./)'1 . 
-, .>/?/r » )'?/ . 
/ j )' J' J' , ? " ./ -' . 
) ) T I r / .I" -' ./ -' 1>' r r ) )/?-' . 
) r, ) ») /'./ / . 
, r '1 r 1 i' ) / / ./ .I" • 
)' r y r r ) ) ,,'" -' ./ "" . 
Figure 4.29 Spatial distribution of MM5 modelled near-surface wind for experiment 2_2, 
domain 4, cr=0.999 (7.0-8.5 metres) : a) 0000 NZST on 24 July 2000 (12 hour 
forecast); b) 1000 NZST on 24 July 2000 (22 hour forecast). 
Vertical profiles of dry-bulb temperature for both these times (grid 4) show the elimination 
of the nighttime temperature inversion in the boundary layer as a result of very active quasi-
barotropic air advection. 
In Figure 4.30, time senes of modelled near-surface wind direction (black circles) for 
Coles Place (Figure 4.30a) and Cracroft (Figure 4.30b) observation sites are compared with 
observations (red triangles) for the time period from 1200 NZST on 23 July 2000 to 1200 NZST 
on 24 July 2000 (24 hours runs, grid 4). Both modelled time series of near-surface wind have 
failed to predict the night-time wind change that is obvious from the observations, which appears 
to result from the strong influence during this run of south-westerly winds taken from the global 
data assimilation database. 
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Figure 4.30 Time series of the modelled near-surface wind direction for a) Coles Place and b) 
Cracroft (grid 4) compared with observations, for experiment 2_1, over the time 
period from 1200 NZST on 23 July 2000 to 1200 NZST on 24 July 2000. 
Time senes of the modelled near-surface wind magnitude (Figure 4.31a) and direction 
(Figure 4.31b) derived from the output of experiment 2_1 grid 4 were also evaluated against the 
observed wind characteristics (red crosses) taken from the Coles Place observation site (St. 
Albans). Comparison of modelled and observed data provides evidence of reasonable agreement 
regarding wind magnitudes and the failure of MM5 to reproduce the observed near-surface wind 
direction change. 
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Figure 4.31 Time series of modelled (black circle) and observed (red cross) near-surface wind 
speed and wind direction: experiment 2_1, grid 4, for Coles Place, over the time 
period from 1200 NZST on 23 July 2000 to 1200 NZST on 24 July 2000. 
Index of agreement, correlation coefficient and additional statistics for MM5 experiments 
2_1 (grids 3, 4) and 2_2 (grid 4) near-surface meteorology are represented in Table 4.10. 
Comparison of modelled near-surface fields of wind, temperature and relative humidity were 
taken for 24 observation sites (the Christchurch area only) for the time interval from 1200 NZST 
on 23 July 2000 to 1200 NZST on 24 July 2000. The number of temperature and relative 
humidity measurements, as always, was less than the number of wind measurements). 
Description of the experiments is given in Table 4.2. 
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Table 4.10 Index Of Agreement (lOA), Pearson's Correlation Coefficient (PCC), Systematic & 
Unsystematic Root Mean Square Error (S-RMSE & U-RMSE), and additional 
statistics (observed and modelled data) for the time period 1200 NZST on 23 July 
2000 to 1200 NZST on 24 July 2000 for experiments 2_1 and 2_2: near-surface wind 
(m/s), wind components (m/s), temperature (DC) and relative humidity (%). 
EXPERMENT NUMBER OF OBSERVED MODELLED OBSERVED MODELLED PCC S·RMSE U·RMSE lOA OBSERATIONS MEAN MEAN DEVIATION DEVIATION 
WIND SPEED (mls) 
--------------------------- ----------------------- ------------------- -------------------- -------------------- ------------------- ----------- -------------- --------------
----------
Experiment 2_1a 515 2.63 3.83 1.32 1.56 0.60 1.25 1.23 0.68 
Experiment 2_1b 200 2.93 3.53 0.66 0.72 0.68 0.62 0.52 0.71 
Experiment 2_2 224 3.05 3.72 0.73 0.80 0.71 0.70 0.56 0.72 
AVERAGE 313 2.87 3.70 0.91 1.03 0.66 0.86 0.77 0.70 
U-COMPONENT {mlsl 
---------------------------- ----------------------- ------------------- -------------------- -------------------- -------------------
----------- -------------- -------------- ----------
Experiment2_1a 515 0.83 2.32 2.04 2.73 0.68 1.54 2.01 0.75 
Experiment2_1b 200 1.86 3.08 1.67 0.59 0.44 1.88 0.54 0.49 
Experiment 2_2 224 1.89 3.15 1.74 0.66 0.53 1.93 0.55 0.48 
AVERAGE 313 1.53 2.85 1.82 1.33 0.55 1.78 1.03 0.57 
V-COMPONENT {mlSl 
---------------------------- ----------------------- ------------------- -------------------- -------------------- ------------------- ----------- -------------- -------------- ----------
Experiment 2_1a 515 0.83 0.82 1.77 1.99 0.54 0.88 1.77 0.67 
Experiment 2_1b 200 1.22 1.56 1.16 0.84 0.67 0.69 0.62 0.77 
Experiment 2_2 224 1.30 1.79 1.24 1.00 0.64 0.78 0.72 0.78 
AVERAGE 313 1.11 1.39 1.39 1.27 0.62 0.78 1.04 0.74 
TEMPERATURE ~q 
---------------------------- ----------------------- ------------------- -------------------- -------------------- ------------------- ----------- -------------- -------------- ----------
Experiment 2_1a 243 8.78 8.89 3.56 2.84 0.92 0.96 1.12 0.95 
Experiment2_1b 100 6.67 6.60 3.74 2.63 0.94 1.26 0.89 0.94 
Experiment 2_2 112 6.98 6.88 3.65 2.61 0.95 1.18 0.85 0.94 
AVERAGE 152 7.47 7.46 3.65 2.70 0.93 1.13 0.95 0.94 
RELATIVE HUMIDITY {% 2 
---------------------------- ----------------------- ------------------- -------------------- -------------------- ------------------- ----------- -------------- -------------- ----------
Experiment2_1a 183 71.62 69.53 11.12 9.96 0.79 3.87 6.12 0.87 
Experiment 2_1b 100 71.66 67.81 10.53 6.91 0.88 5.85 3.23 0.86 
Experiment 2_2 112 71.43 67.21 10.10 7.34 0.89 5.53 3.33 0.87 
AVERAGE 132 71.57 68.18 10.58 8.07 0.85 5.08 4.23 O. 
There is good agreement between observed and modelled data for temperature and relative 
humidity, with lOA more than 0.85 for RH and more than 0.93 for temperature in both 
experiments. However, for wind magnitude and zonal and meridional components, the lOA 
fluctuates in the range 0.57 (U-component) to 0.74 (V-component), and close to 0.70 for wind 
speed. The most interesting result is that correlation between zonal modelled and observed winds 
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is lower than the correlation between modelled and observed meridional winds. The only rational 
explanation for this phenomenon (as in all previous studies, the modelled V-component always 
had a lower lOA compared with the U-component) is that the decrease of modelled zonal wind 
lOA is generated by the superimposition of two different scale processes that in this situation 
oppose each other. The nudging by synoptic scale stable southwesterly winds and the modelled 
mesoscale circulation trying to maintain the cycle of local air circulation. This example of the 
excessive dominance of the global analysis input data on MM5 output illustrates a type I error 
resulting from the use of global assimilation data. 
It is interesting to examine the results of MM5 experiment 2_6 run over 24 hours for the 
time interval from 1200 NZST on 23 July to 1200 NZST on 24 July 2000, which was completed 
in two steps (using grids 1 to 3 and grid 4 separately) using the same parameterisation scheme as 
in experiments 2_1 and 2_2, but without nudging by global analysis data (global analysis as a 
source of initial input data only). This experiment could help to show more clearly the ability of 
MM5 to reproduce the complex air circulation over the Christchurch area that operates over 
different time-scales, using initial global analysis input data. 
Near-surface wind fields for MM5 (grid 4) for two times during experiment 2_6 are 
illustrated in Figure 4.32. First, at 1400 NZST on 23 July 2000, weak south-westerly winds and 
southerly winds occur along the Christchurch coast (Figure 4.32a), while at 1400 NZST on 24 
July 2000 strong south-westerly near-surface airflow occurs closer to the grid 4 boundaries 
(reflecting the influence of global analysis boundary condition data), with weak and variable 
(mostly following the local orography) south-westerly to westerly and north-westerly winds over 
Christchurch and the Canterbury plains (Figure 4.32b). These demonstrate a very different type 
of modelled air circulation (locally produced airflow) compared with the strong south-westerly 
day and night winds at all points of MM5 domain 4 shown in Figure 4.29. 
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Figure 4.32 Spatial distribution of MMS modelled near-surface wind for experiment 2_6, 
domain 4, e>=0.999 (7.0--8.S metres): a) 1400 NZST on 23 July 2000 (2 hour 
forecast); b) 0200 NZST on 24 July 2000 (14 hour forecast). The dominance of 
synoptic scale southwesterly winds can be traced only close to the grid 4 
boundaries. 
Experiment 2_6 provides evidence of the development of two different scales of process 
(synoptic scale circulation and local oro graphical induced airflow) and illustrates once again the 
real danger of producing type I errors using global analysis input data (i.e. rejection of a high 
smog hazard forecast when a heavy pollution night actually occurs). 
4.3.7 Possibilities and limitations ofMM5 
In the previous paragraph, it was shown that use of global analysis as input and nudging 
data could lead to suppression of local mesoscale air circulation in the MMS model output, as a 
result of the elimination of local air circulation features during the process of four dimensional 
data assimilation using global data. The spatial resolution of the global assimilation model and 
the output resolution of the assimilated analysis are the main restrictions to more accurate 
reproduction of Christchurch's mesoscale air circulation. As was discussed before, the global 
analysis data (ds083.2) has a spatial resolution lOx 10 over the entire globe. One degree at 
latitude 4So represents approximately 110 km between two grid points - that is 3 times more than 
the diameter of the Christchurch area. Use of nested grids with additional input information 
about orography and soils ameliorates this situation, but initial elimination of essential local 
meteorological information from the input and (especially) from nudging data restricts the level 
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of precision of MMS results for coarse and fine grids. The situation can be improved by 
assimilation of meteorological data from the New Zealand local meteorological network to 
prevent too big a discrepancy between global analysis and the real synoptic situation. 
The second restriction on the maximum quality of an MMS forecast is the time interval 
between observations. In our case it is equal to 6 hours, but it is difficult to change the 
observation time interval, as the 6-hour observation period is the standard one used all over the 
world (established by the World Meteorological Organization - WMO). It can be changed only 
during special meteorological studies, like CAPS2000. 
The possibility of improvement of MMS output (using global analysis data) can be 
achieved by using a finer database of orography than that provided by USGS (30 second data) or 
other global topographic databases. More precise landuse information could also be obtained, as 
well as SST information. In addition, the procedure by which MMS is pre-run using dynamical 
and physical tuning (including four dimensional data assimilation - FDDA) is one of the main 
possibilities to improve MMS winter modelling for the Christchurch area. Experiments 2_3 and 
2_4 were run with 3-dimensional analysis data assimilation (experiment 2_4) and without FDDA 
(experiment 2_3), with the aim of showing how the modelled results can be improved using 
FDDA analysis. They consisted of two stages: in the first stage of experiment 2_3, domains 1 to 
3 were run over a 72-hour time period using the following numerical and physical schemes: 
1. Calculation started at 1200 UTC on 18 July 2000 and finished at 1200 UTC on 21 July 2000 
2. All grids were nudged by global data analysis six hourly and output information was dumped 
3 hourly for domain 3 
3. Dudhia's moisture scheme and the Grell cumulus parameterisations were used in domains 1-2 
4. Boundary layer parameterisation was the MRF scheme for grids 1 and 2 and the Blackadar for 
grid 3 
S. The RRTM scheme was applied in all 3 grids 
6. The five-layer soil model was switched on with the soil moisture scheme 
7. 43 vertical levels including 12 levels in the PBL and the top level for cr=0.020. 
In the second stage, only grid 4 was run with 3-hourly nudging using the output of domain 
3 and an hourly dump of modelled information. All physical parameterisation schemes used to 
run grid 4 were the same as for domain 3, and grid 4 was simulated for time period 1200 UTC on 
19 July 2000 to 1200 UTC on 21 July 2000 over 48 hours with 12 vertical layers in the 
atmospheric boundary layer and with a top layer equal to 10 hPa (cr=0.020). The difference 
between the two experiments was that in experiment 2_ 4, FDDA analysis had been switched on 
for all 4 domains, and in experiment 2_3 this procedure had been switched off. 
Results: The time period 19-22 July 2000 was characterised by intensification of westerly 
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to south-westerly warm foehn winds with advection of warm air and a consequential increase of 
near-surface temperature, which lasted for some time. This event is difficult to imitate using 
M:M5 especially for near-surface wind speed and temperature time trends. Time series of the 
modelled near-surface wind magnitude (black circles) for experiment 2_4 (Figure 4.33a) and 
experiment 2_3 (Figure 4.33b) were evaluated against observed wind speed (red crosses) 
obtained at the Coles Place observation site in St. Albans (Christchurch). Comparison of 
modelled and observed data provides clear evidence of better agreement between modelled and 
observed wind magnitudes when using FDDA (Figure 4.33a). The mean level of modelled wind 
speed in experiment 2_ 4 is very close to the observations. 
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Figure 4.33 Time series of modelled (black circles) and observed (red crosses) near-surface 
wind speed for a) experiment 2_4, domain 4, and b) experiment 2_3 at Coles Place 
over the time period from 1200 NZST on 18 July to 1200 NZST on 21 July 2000. 
Time series of the modelled near-surface temperature (black circles) are shown in Figure 
4.34 for experiment 2_4 (Figure 4.34a) and experiment 2_3 (Figure 4.34b), compared with Coles 
Place observations once again (red crosses). The investigation of the observed data shows a 
distinct time tendency of near-surface temperature increase associated with warm air advection 
in the Christchurch area by accelerating winds (see Figure 4.33). Comparison of modelled and 
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observed data for the two experiments provides evidence of an improvement in prediction of the 
temperature trend in the experiment with 3-dimensional analysis data assimilation (Figure 
4.34a). Once again, the number of modelled points in experiment 2_3 doesn't coincide with the 
number in experiment 2_ 4. However, this fact doesn't influence the general near-surface 
temperature time trends in the experiment without FDDA (Figure 4.34b), which shows serious 
underestimation of modelled temperature values compared with observations. Temperature 
trends for experiment 2_4 are very close to observations (Figure 4.34b) and it is clear that the 
FDDA MM5 run managed to replicate the near-surface warm air advection event (Figure 4.33b), 
which produced the general temperature increase. 
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Figure 4.34 Time series of modelled (black circles) and observed (red crosses) near-surface 
temperature for a) experiment 2_4, domain 4 and b) experiment 2_3, 20 
observation sites, time period from 1200 NZST on 19 July 2000 to 1200 NZST on 
21 July 2000. 
Index of agreement, correlation coefficient and additional statistics for experiments 2_3 
(grid 4) and 2_4 (grid 4) near-surface meteorology are represented in Table 4.9. Comparison of 
modelled near-surface fields of wind, temperature and relative humidity were taken for 20 
observation sites (Christchurch only - Table 4.2) for the time interval from 1200 NZST on 19 
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July 2000 to 1200 NZST on 21 July 2000 (the number of relative humidity measurements was 
less than the number of other measurements). 
Table 4.11 Index Of Agreement (lOA), Pearson's Correlation Coefficient (PCC), Systematic & 
Unsystematic Root Mean Square Error (S-RMSE & U-RMSE), and additional 
statistics, from 1200 NZST on 19 July 2000 to 1200 NZST on 21 July 2000, 
experiments 2_3 and 2_4: near-surface wind (m/s) , wind components (m/s), 
temperature (DC), relative humidity (%). 
NUMBER OF OBSERVED MODELLED OBSERVED MODELLED pee S·RMSE U-RMSE lOA u OBSERATIONS MEAN MEAN DEVIATION DEVIATION 
WIND SPEED (m/s) 
--------------------------- ---------------------- -------------------- -------------------- ------------------- -------------------- ----------- -------------- ------------- ---------
Experiment 2_3 511 2.25 2.06 1.11 0.72 0.80 0.57 0.43 0.84 
Experiment 2_4 511 2.84 2.75 1.42 1.33 0.84 0.32 0.73 I 0.91 
AVERAGE 511 2.54 2.40 1.26 1.03 0.82 0.44 0.58 10.88 
U-COMPONENT {m/s} 
---------------------------- ---------------------- ------------------- -------------------- ------------------- ------------------- ----------- -------------- ------------- ---------
Experiment 2_3 511 -1.17 -0.95 1.93 1.72 0.87 2.08 1.88 0.87 
Experiment 2_4 511 -2.11 -1.77 1.13 1.94 0.88 0.51 0.77 0.87 
AVERAGE 511 ·1.59 1.47 1.53 1.84 0.88 1.29 1.26 0.87 
V·COMPONENT {m/s} 
-------------------- -- ----------------------
-------------------- -------------------- ------------------- -------------------- ----------- -------------- ------------- ---------
Experiment 2_3 511 -0.18 0.18 1.10 0.94 0.79 1.15 0.89 0.74 
Experiment 2_4 511 -0.46 -0.53 1.13 1.47 0.83 0.22 1.11 0.74 
AVERAGE 511 -0.32 ·0.29 1.11 1.25 0.82 0.68 1.00 0.74 
TEMPERATURE ~q 
-------------------- ------ --- -------- -------- ------------------- -------------------- ------------------ ------------------- ----------- -------------- ------------- ---------
Experiment 2_3 292 8.92 6.77 1.31 1.51 0.75 2.16 1.01 0.60 
Experiment 2_ 4 292 9.97 8.56 1.92 2.66 0.90 1.49 1.17 0.84 
AVERAGE 292 9.46 7.16 1.56 1.58 0.83 1.83 1.09 I O~I 
RELATIVE HUMIDITY {%} 
---------------------------- ---------------------- -------------------- -------------------- ------------------- -------------------- ----------- -------------- -------------
---------
Experiment 2_3 292 87.71 90.92 7.65 6.69 0.90 3.59 2.88 0.90 
Experiment 2_ 4 292 87.78 88.79 7.64 7.09 0.93 1.46 2.62 0.96 
AVERAGE 292 87.75 89.85 7.65 6.39 0.91 2.53 2.71 0.93 
There is very good agreement between observed and modelled data for wind speed and 
temperature in experiment 2_4, with lOA of more than 0.90 for wind and more than 0.80 for 
temperature, compared with 0.84 (for wind) and 0.60 (for temperature) in experiment 2_3 
without FDDA. The lOA for other meteorological parameters (U- and V-components of wind 
and RH) are similar in both experiments. Therefore, we can summarize that using FDDA during 
MM5 runs gives additional possibility for improvement of model output of basic meteorology 
using global analysis input data. 
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4.4 Methods of CAMx4 modelling of Particulate Matter over the Christchurch region 
4.4.1 Tuning CAMx4 using meteorological model output data 
Chemistry model CAMx4 uses MM5 output fields of heights above sea level, wind, 
temperature, water vapour, coefficient of viscosity and information about clouds and cloud 
water content as meteorological information on levels determined in the CAMx4 input 
informational file, and these levels coincide with boundary layer levels of MM5. CAMx uses 
MM5 basic meteorology for initialisation and for boundary conditions, as well as for 
nudging data at certain time intervals. It is therefore possible to evaluate the most successful 
MM5 experiments (compared with CAPS2000 observation data) and provide the most 
realistic input for fine tuning the dispersion model, ensuring that the processes of aerosol 
dispersion, advection and scavenging are reproduced by the chemistry model as accurately as 
possible given the background boundary layer meteorology. On the other hand, the output of 
CAMx4 runs provides an additional possibility to design future MM5 experiments based on 
the results of the chemistry model output - the so-called postponed correlation bond in the 
numerical system. 
All the experiments using the coupled MM5-CAMx4 numerical system had the spatial 
resolution of the MM5 fourth grid, from which meteorological fields were obtained for use 
in the dispersion model. This coincided with the spatial resolution (and number of nodes) of 
CAMx4, while the number and heights of the vertical levels of the chemistry model always 
matched the MM5 vertical levels in the boundary layer. This precaution was stipulated 
initially to minimise loss of meteorological information during the processes of conversion 
of MM5 output information into the CAMx4 input format. Additional programs can also be 
written for the MM5-CAMx4 system, as CAMx4 works with a large number of so-called 
'before and after modelling' special software that are used to create additional input files 
(such as gridded emissions files, landuse files, gridded concentration files and so on) for the 
chemical model, and allowing utilization of the output of CAMx4 runs by statistical 
programs and space-time visualisation software, described later in Chapter 4. 
Initial analysis of the near-surface air circulation on smog nights (nights with near-
surface high pollutant concentrations and low visibility) has relied on observations from the 
Christchurch sites established during CAPS2000 (Kossmann and Sturman, 2004) and this 
was useful for more detailed understanding of the 24-hour cycle of aerosol concentrations. 
This was used to tune CAMx4 with MM5 basic input meteorology to reproduce observed 
dispersion characteristics as well as possible. In Figure 4.35 wind roses are shown for smog 
nights (data were collected and averaged for winter months of the CAPS2000 field 
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experiment) for evening (Figure 4.35a) and early morning (Figure 4.35b) to show the basic 
redistribution of PMlO concentrations over the Christchurch urban zone (shaded). 
a) b) 
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Figure 4.35 Observed near-surface wind speed and direction distribution for 16 observation sites 
in the Christchurch area during CAPS2000, averaged for June- August, smog 
nights only: a) 6pm-9pm, b) 3am- 6am (after Kossmann and Sturman, 2004). 
From Figure 4.35, it is evident that the drainage winds from the Canterbury Plains and Port 
Hills create a convergence zone (or some kind of localised frontal zone) of cold dense air in the 
evening under stagnant synoptic situations, with advection of PMlO emissions toward the central 
part of Christchurch (Figure 4.35a) during evening. Subsequently, movement of high aerosol 
concentrations occurs towards coastal areas and the ocean (Figure 4.35b) as a result of the 
coupled nocturnal land breeze and air movement from the converged drainage flow from the 
Canterbury Plains. This is shown schematically in Figure 4.36. The night-time (from 6pm up to 
6am) cycle of the air pollution frontal zone involves the increase in levels of PMlO , fIrst toward 
the centre of Christchurch (approximately till midnight), and then the drifting of the pollution 
towards the coastal districts (Spronken-Smith et al., 2004). 
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Figure 4.36 Schematic mesoscale air circulation in the ABL over the Christchurch urban area 
during smog nights (after Sturman et aI., 2001) 
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Figure 4.37 Time variability of the average vertical temperature gradient (top) and near-surface 
temperature (bottom) during all nights and smog nights between 7 July and 4 
August 2000 (after Sturman et aI., 2001). 
In Figure 4.37, time variability of the near-surface temperature and vertical temperature 
gradient (indicative of vertical atmosphere stability) is shown for smog nights (sm.) averaged for 
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Jade Stadium tower (1), Christchurch Airport (A), Greers Road tower (G), and for all nights. The 
differences between sites are the result of the effect of the urban area. From Figure 4.37, it is 
evident that the distinctively lower night minimum temperatures for smog nights (especially for 
Christchurch Airport) and positive vertical temperature gradients (negative buoyancy), indicate 
typical mean meteorological characteristics of heavy pollution nights which can be compared 
with CAMx4 input temperatures received from MM5 fine grid (domain 4) runs. 
4.4.2 Tuning CAMx4 using particulate material monitoring data 
Fine-tuning of the CAMx4 chemical model included firstly, reconfiguration, adjustment 
and time smoothing of the average hourly gridded PM lO and PM2.5 concentrations used for 
initialising and nudging. Observed particulate matter data collected during CAPS2000 at three 
observation sites (Coles Place, Polytechnic and Packe Street) were available for the time period 
from early July up to the middle of August 2000. 
The observations collected at three Ecan sites during winter 2000 provided a very good 
opportunity for comparison with output from the chemical model run with input meteorology 
from MM5. Figure 4.38 illustrates the near-surface time trends of PM lO and CO measured with a 
lO-minute frequency for 23-24 July 2000. 
Coles Place 23-24 Ju 2000 
250 20.00 
§ 200 
:;:; 
~ 
G> g ... 150 
o ' 
o E 
'" I:» 0..3-
(J) 100 
0/1 
o 
i 
Il. 50 
o 
I : PM10 
---M-CO 
15.00 ~ 
tn § 
c 
10.00 ~ 
E 
-c Q) 
(,) 
c 
5.00 8 
.....,...---+---.---+--..----+----r----+--..,--~1_fL 0.00 
o 
o 
{:>(/~o. .7~o..7~c/"~o. .7~o..7~o..7~i::/)qo. ~~o. ~~o. ~~o. Oqo. O~o. ~o. O~o. O~o. O~o. O~o. O~o. O~o. O~o. .7qo..7~o. {:>o. 
V V V V V V V V V V V V V V V V V V V V V V V V V 
Time (NZST) 
Figure 4.38 24-hour time series of 10 minute averaged PM lO (~g m-3) and CO (mg m-3) recorded 
at Coles Place (St. Albans, Christchurch) for 23-24 of July 2000 (after Kossmann 
et al., 2002). 
The time series of PM lO (red line) in Figure 4.38 shows two peaks of particulate pollution 
in Christchurch: the big evening/night peak (between 5-6pm and 23pm-2am next day) that is 
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predominantly a result of home heating using open-fIres and log-burners (domestic pollution), 
and the second lower peak during early morning (between 6-7am and 9 am) that is considered to 
be the combined result of home heating (domestic) and high traffIc activity under stable 
boundary layer conditions dominated by a strong temperature inversion. In the CAMx4 
experiments we used surface air pollution observations from three sites to make adjustments to 
the operation of the chemical model, including investigating the effect of different numbers of 
vertical levels, and changes of the initial emissions values. 
(') 
600 
500 
10 minute average PM10 concentrations for day starting 
July23 9am 
Data may alter due to further quality assurance procedures 
.€ 400 
aI 
~300 
~ 
::E 
Il.. 200 
100 
O ~~~~~~~~~~~~~~~~~ 
LLLLLLLLLLLLLLLLLLLLLLLLL 
~~~~~~~~~~~~~~~~~~~~~~~~~ 
m~~~~NM~~w~rom~~~~NM~mw~mm 
24 hour average 
from 9am to 9am 
-Christchurch 
Coles PI 
- Timaru 
- Ashburton 
- Rangiora 
94 
27 
22 
41 
Figure 4.39 24-hour time series of 10 minutes average PM IO (Ilg m-3) in Christchurch, Timaru, 
Ashburton and Rangiora for 23- 24 July 2000 (obtained from Ecan). 
Figure 4.39 shows the time series of PMIO for the morning of 23 July to the morning of 24 
July 2000 for Christchurch, Timaru, Ashburton and Rangiora sites. Nighttime PM IO maxima 
were above the health guideline (50 Ilg m-3) at all 4 places, while high levels were maintained in 
Christchurch until around 6 am the following morning. Some secondary peaks occurred early in 
the morning at Timaru and Rangiora. The example shown in Figure 4.39 illustrates the greater 
significance of the PM IO pollution problem in Christchurch compared with surrounding small 
towns. 
It is important to stress that observed PM concentration data for the Christchurch area have 
been used not only for comparison with CAMx4 output, but also in the generation of the 
chemical model gridded input emission fIle as explained in Section 4.4.4. 
4.4.3 Landuse distribution and dry deposition over Christchurch 
Landuse distribution input fIles play an essential role in regard to the dry deposition 
mechanism of CAMx4. They contain time-invariant (for CAMx4 runs) two-dimensional gridded 
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fields of landuse distribution for the whole grid (in our case, the finest grid is domain 4 from 
MM5, with I km spatial resolution). In CAMx4, the information from these files (or from one 
file if nested grids are not used) is used for calculation of dry deposition and scavenging speeds, 
reflecting the roughness of the each landuse category. 
The model options offer the ability to generate the landuse file only for the coarse grid, as 
during a CAMx4 run the coarse landuse distribution information can be interpolated onto finer 
grids. However, as was mentioned before, it is best to avoid possible generation of errors due to 
additional interpolation. In Table 4.12, landuse categories are listed with the default surface 
roughness values (in metres) assigned to each category and background ultraviolet albedo used 
within CAMx4 for near-surface ozone calculations. The categories marked bold are those chosen 
for the current experiments for the Southern Island of New Zealand. 
Table 4.12 CAMx categories and those used in our calculations (marked as bold) and the default 
f; hn I () . hI' I lb d sur ace rougl ess va ues m WIt u travlO et a e o. 
Category Surface UV 
Number 
Land Cover Category 
Roughness (metres) Albedo 
1. Urban 1.5 0.8 
2. Agricultural 0.25 0.05 
3. Rangeland 0.05 0.05 
4. Deciduous forest 1.00 0.05 
S. 
Coniferous forest including 
1.00 0.05 
Wetlands 
6. Mixed forest 1.00 0.05 
7. Water 0.0001 0.04 
> . nd 0.002 0.08 
9. Non-forest wetlands 0.15 0.05 
10. Mjxed agricultural and range 0.15 0.05 
11. Rocky (with low shrubs) 0.15 0.05 
The main problem with the landuse files was that ENVIRON International Corporation 
(Novato, California) suggests that all users use USGS CTG (Composite Theme Grid) data if they 
work in the USA, or develop their own landuse files compatible with the CTG format fields of 
CAMx4 input if they work elsewhere. The people from ENVIRON suggested the use of only 3 
categories: urban, water and non-urban, arguing that CAMx was not very sensitive to landuse. 
However, with the assistance of John Thyne (GIS Manager, Department of Geography), it was 
possible to create 8 landuse categories for all 4 domains of MM5 at 1 km spatial resolution, and 
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then to interpolate this information onto the coarser domains - 3, 2 and 1. The input information 
was created for UTM (Universal Transversal Mercator) projection, and a special program written 
(UTMtoCTG) to transform the 2-dimensional input data with landuse characteristics received 
from GIS New Zealand landuse sites into CTG input format for use in CAMx4 for all four MMS 
domains. The interpolation is of the second level of precision as it was done from fine (daughter) 
grids onto coarse (mother) grids. 
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Figure 4.40 Landuse distribution for 8 categories (see Table 4.12) for domain 1 (the MMS 
coarse mother domain) that covers all the South Island of New Zealand. 
Figure 4.40 is an example of the landuse file created for domain 1 of MMS, based on the 
eight categories marked bold in the Table 4.12. Landuse categories 10 (mixed agricultural and 
range) and 11 (rocky, with low shrubs) were replaced by category 9, as they had the same 
physical parameters, and there were technical difficulties with assimilation of 2 digit categories 
using available software. Category number 4 (Deciduous forest) was not found for the South 
Island of New Zealand. Future plans to use MMS- CAMx4 with a special super-fine resolution 
up to 333 metres will demand more precise input information, including calculation of new 
landuse files, and the possible addition of new landuse categories to allow more precise 
investigation of the dry deposition mechanism over the South Island. 
4.4.4 Gridding and adjusting emission input fields for CAMx4 
Gridded input concentration fields of PM and gases play an essential role in evaluation of 
the ability of CAMx4 to investigate temporal variation of spatial patterns of aerosols and gases in 
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the lowest 50-100 metres of the atmospheric boundary layer in the Christchurch area under 
temperature inversion conditions. Spatial fields of gridded concentrations of PM IO , PM2 .s, COx, 
NOx, SOx and VOC (Volatile Organic Components), based on emissions inventory data from 
Environment Canterbury, were used as initial data in creating CAMx4 input gridded emission 
files. The gridded files of particulate matter and gas concentrations have a 1 km spatial 
resolution (coinciding with the resolution of the finest MM5 grid), covering all of Christchurch 
with 34 x 39 horizontal nodes with units of (kg m-3 hr-I). A special program was written to 
transform input concentration files with 34 x 39 number of regular grid points into an MM5 
(with the same 1 km spatial resolution) 121 x 121 number of regular grid points (grid 4 of 
MM5), with an additional check procedure to ensure that central points coincide. 
The initial concentration fields were averaged for the whole wintertime (late May to early 
September) for the Christchurch area, and split into four groups according to the origin of the 
pollutant emission (see Figure 3.5). This produced a 'domestic' group - of home use of open 
fires and log burners with different qualities of fuel (see Figure 3.7); an 'industry' group - of 
wood/coal combustion for industrial purposes; a 'vehicle' group - from transport during rush-
hours, and a 'total' group - that includes all three former groups. As the 'domestic' and 
'industry' groups are the main contributors to the aerosol (PM) air pollution (up to 95-98 % of 
pollutants are derived from these groups and up to 90-92 % from the 'domestic' group alone -
see Figure 3.5), all experiments with the coupled MM5-CAMx4 system used the group 'total', 
which is dominated by processes of solid fuel combustion. 
The level of aerosol and gas concentrations in the input gridded emission files varies not 
only in space (over Christchurch) but also in time throughout the day. As a result, for all 4 
groups, the day was split into four time intervals with differing levels of pollution emission 
depending on the time period's 'pollution production' activity: 
1. Night time: IOpm-6am next day (mostly reduced activity); 
2. Morning time: 6am-lOam (morning secondary 'vehicle-industrial' peak); 
3. Midday time: lOam-4 pm (industrial subpeaks); 
4. Evening time: 4pm-1O pm (the maximum peak of pollution-'domestic' factor). 
The mean and grid-point values of aerosol and gas emissions in the gridded fields differ 
significantly between one time period and another, so that a 5 time-point filter (TPF) was applied 
to all initial concentration fields to smooth the difference of concentration values between 
different time periods for all 4 groups. So, if moving from one time interval to another a TPF 
factor for the current time group will be: 
1. TPF = 0.00 (t = tb - 2); 
2. TPF = 0.75 (t = tb - 1); 
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3. TPF = 0.50 (t = tb); 
4. TPF = 0.25 (t = tb + 1); 
5. TPF = 0.00 (t = tb + 2). 
Where tb is the border time between two time groups (6am, lOam, 4pm or 10pm) and t is 
the current time in the current time group. Application of the TPF allowed more even initial 
fields of pollutant emissions to be obtained throughout the day for all three different origin 
emission groups and for the 'total' group emissions. 
The next step in assimilation of initial gridded emissions fields for CAMx4 involved 
splitting of the aerosol (PMlO and/or PM2.S) and gas (CO, NOx, SOx and VOC) components based 
on the species in the input gridded emission file for CAMx4 chemistry mechanism 4 (CB-IV -
see the model description in Section 2.6.2), and transforming units from (kg m-3 hr- I ) in (f . tg m-3 
hr- I ). 
For particulate matter, four main species were chosen that make up nearly 100% of the PM 
(Ryan, 2002), with the Split Mass Factor (SMF) for each species defined for high pollution 
nights dominated by wood smoke (the group 'domestic') as: 
1. Pollutant Elemental Carbon (PEC) with SMF = 0.53; 
2. Pollutant Organic Aerosol (POA) with SMF = 0.46; 
3. Pollutant S04 with SMF = 0.0089; 
4. Pollutant N03 with SMF = O.OOll. 
The sum of the four species split mass factors tends to 1.00 and therefore the influence of 
any other species on the summed value of PM at any point or time is considered negligible. A 
special program was written to transform the initial gridded fields of PM emissions into fields of 
CAMx4 input species: PEC, POA, PS04 and PN03. It should be stressed that the split mass 
factor weighting adopted here represents the dominancy of the 'domestic' group in air pollution 
over Christchurch, and SMF weights should be revised in the case of 'vehicle' only pollution 
research. 
For gases, the procedure of input data preparation was easier for CO, NOx and SOx, as it 
demanded only knowledge of the molecular weight of a species to apply an equation to convert 
the input (kg m-3 hr-I ) units to ppm (parts per million) units, because all gas species were 
represented in ppm in CAMx4. However, for organic gases the process is different, as emissions 
of organic gases are typically reported in emission inventories only as aggregate organics, either 
as VOC or as Reactive Organic Gases (ROG). The specification profiles used to split aggregate 
organic gas estimates into individual compounds are based on those outlined for total organic 
gases in Ryan (2002), which includes methane and ethane. The lumping molecular approach in 
the CB-IV mechanism, where individual compounds with similar reactivity characteristics or 
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carbon bond structures are grouped into a single mechanism species, involves three steps in the 
specification of VOC: assignment of a speciation profile, conversion of VOC to TOG (Total 
Organic Gases), and multiplication of the assigned profile's split factors by the TOG estimate to 
create emissions estimates for the species used in the model. The final step in specification of 
VOC emissions consists of generation of input species in either molar (ppm) or mass form using 
the specification profiles from the CB-IV profiles file. Any way, VOC is split into 8 species for 
the CAMx4 input emission file, and all 8 species are listed with the molar split factor for every 
species in parentheses: ETH (0.006213904), FORM (0.005709348), NTR (0.010482527), OLE 
(0.002893959), PAR (0.014575323), TOL (0.000149776) XYL (0.000133326) and ALD2 
(0.002175308). 
After the above pre-processing of initial aerosol and gas spatial fields, the emission input 
file contained fifteen CAMx4 gridded input species representing the complex compounds in the 
atmosphere over Christchurch. A special program was written to compile all the input species 
together and to create the single input emissions binary file containing aerosol and gas 
concentrations for the CAMx4 experiments. These were run from several hours up to four days, 
and with a nudging time interval from 1.5 minutes up to several hours depending on the nature of 
the problem being investigated. 
4.4.5 Optimal coupling ofMM5 - CAMx4 
Details of the method used for optimal coupling of MM5 and CAMx4 will be described in 
Chapter 5, based retrospectively on the reliability of predictions of particulate matter dispersion 
over the Christchurch region. However, two important aspects of optimisation of the MM5-
CAMx4 numerical system are outlined: 
1. Input data play the dominate role in assessing the quality of the output from the MM5-
CAMx4 coupled numerical system, especially over short periods of the PMlO forecast (12-24 
hours); 
2. Direct use of input/output data by CAMx4-MM5 without additional interpolation and/or re-
interpolation procedures provides the opportunity to provide more realistic numerical 
simulations of PMlO spatial distribution, from the point of view of the real air pollution space-
time dispersion during heavy smog nights over Christchurch. 
4.4.6 Research and quasi-operation possibilities ofthe MM5-CAMx4 system 
The research regime of the MM5-CAMx4 system includes two steps, in the first of which 
the MM5 experiment is run using the final fine grid 4 (all details of this step have been described 
earlier in Chapter 4), while in the second the chemical model is used, with all necessary input 
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data files being configured for a case study experiment. The initialisation file for CAMx4, 
including all the input parameters and references to the files that are necessary for CAMx4 to 
successfully run, will now be described. 
First of all, the CAMx4 information file contains all parameters that determine the time 
period of the run, the number of days and hours in the run, the number of grids (including nested 
grids), the characteristics of every grid in the mother/daughter domain, and also the time step, the 
maximum allowed advective time step and the output dump time interval in minutes. 
CAMx4 has several modes of operation that consist of: 
1. A simple run using the basic chemistry mechanism compiler (CMC), input meteorology, the 
albedolhaze/ozone input file and photolysis rates input file for one grid with averaged (hourly 
or several hourly) output species of ozone and total values of dry and wet scavenged 
deposition only (calculated from MMS input wind and water vapour files). This can be made 
a little more complicated if the SAPRC-99 gas chemical mechanism is used instead of 
chemical mechanism 3 (see Chapter 2). The accumulated Central Processor Run (CPR) time 
for such a run is no more than 1 to 1.S hours per each day of the experiment, running on a PC 
Pentium S or Pentium 6, depending on the number of horizontal nodes and vertical levels 
(vertical node number can range from 2 to 12 depending on the number of vertical levels in 
the MMS ABL); 
2. Addition of landuse files allows switching on of the dry deposition advection, dispersion and 
scavenging mechanisms in CAMx4, that are vitally important for any research into the 
chemical modelling of gases and aerosols (particulate matter). Total CPR time increases up to 
4-6 hours; 
3. Application of the gridded emission data file to the input information file for partitioning 
aerosols and gases (a description of the gridded emission data file was provided earlier in 
Chapter 4) allows investigation of variations over time of the spatial distribution and levels of 
hourly accumulated concentrations of PM (PM lO and PM2,s), which is the main aim of the 
application of the coupled MMS-CAMx4 system. The number of averaged output aerosol and 
gas species in this study is equal to 27, including both primary and secondary species. Total 
CPR time varies from 10-12 hours for a 2 level CAMx4 model run, and up to two days in 
case of a 6 level CAMx4 run using the finest MMS grid only (grid 4 with 1 x 1 km spatial 
resolution). Addition of more coarse (or more fine) grids in the chemical model can increase 
the total computer run time significantly, eliminating any chance to create a quasi-operational 
forecast numerical system; 
4. Inclusion of PiG (Plume-in-Grid) technology in a run increases the central processor run time 
by no more than 1O-1S % compared with the run time without it (this is shown by the 
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experimental data received with CAMx4 distribution). 
This short description of CAMx4 resource requirements provides an initial understanding 
of the timetable for quasi-operational application of the MM5-CAMx4 numerical system. In the 
situation of the quasi-operational MM5-CAMx4 regime the time wasted on Dmeteorological 
data calculation (MM5) and on utilization of CAMx4 input data for an actual run is the most 
important criteria for the modelling system application (on the background of the computer 
possibilities). This problem of real-time forecasting of atmospheric pollutants is discussed by 
Jacobs et ai. (1995). The research strategy investigates not only the accuracy of the modelled 
output compared with observed data (that will be done in Chapter 5) and the tuning of the model 
to produce more accurate predictions, but also allows assessment of the universality of the 
system. The approximate time spent obtaining the PM dispersion results can also be evaluated, 
along with the possibility of decreasing the total time cycle of the MM5-CAMx4 system to 
improve options for quasi-operational application. Possible steps include: 
1. Use of grid 3 of MM5 instead of grid 4 (the finest) for generating a 24-36 hour MM5 
forecast, or reduction of the number of spatial nodes in all 4 MM5 domains with a general 
(cold) start for all grids; 
2. Use of a 2 level version of CAMx4 instead of a multi-layer version for aerosol dispersion 
forecasts over 24-36 hours starting from midday. The two-level CAMx4 version, as will be 
shown in the Chapter 5, compares favourably with the 6-level version in case of PMlO 
prediction. This step allows a reduction of several hours of computer time that is very 
important for the quasi-operational application of the numerical system work; 
3. Reduction of the number of spatial nodes in both the MM5 and CAMx4 models and 
calculation only of the most vulnerable (most polluted) districts (with highest night/morning 
aerosol pollution); 
4. And the last, but most effective, remedy is the use of a more powerful computer including 
transfer of the MM5-CAMx4 system to a parallel processing computer system (such as the 
Linux Duval PC). 
4.5 Summary 
The first part of Chapter 4 describes the requirements for successful numerical modelling, 
as well as the process of global analysis data assimilation, and the comparison of CAPS2000 
field experiment observations with modelled output for both MM5 and CAMx4. 
Methods of MM5 modelling over Christchurch are discussed in the second part of this 
chapter including single runs, series of runs with different levels of nesting for MM5 fine tuning 
over the Christchurch region, and also the particulars of 2003 winter modelling. Case study days 
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and possibilities and limitations of MM5 were also considered. 
In the last part of the chapter, the dependence of CAMx4 PMlO modelling quality on such 
important factors as MM5 output BL meteorology, landuse distribution mapping, the reliability 
of gridded emission input fields and their adjustment for CAMx4 work regime was shown. In 
addition, the research and quasi-prognostic regimes of MM5-CAMx4 were considered. 
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Chapter 5 
Modelling PMlOdispersion using the MMS-CAMx system 
5.1 Introduction 
The first part of this chapter describes the main results of chemical modelling of particulate 
matter (PM lO) dispersion for winter 2000 (the CAPS2000 field experiment) during weak 
synoptic scale circulation, when local topography is a dominant factor in the airflow patterns of 
the Christchurch region. The results of several numerical model runs are described, using 
CAMx4 over different time periods and starting at different times. These results are compared 
with observations obtained from Ecan meteorological and air pollution monitoring sites. Night-
time patterns of PM distribution over the city are also considered. 
The second part of Chapter S describes the results of 2003 winter PM lO modelling over 
different time periods (but not more than 48 hours) in regard to the possibility of creating a 
quasi-operational modelling system based on the MMS-CAMx4 system. Comparison with 
observed data from three Ecan sites provides the opportunity to find the optimal 'warm-up' time 
for the chemical model to produce the best agreement between CAMx4 output PM 
concentrations compared with observed data for nights with high levels of pollutant 
concentrations. All conclusions are supported by statistical analysis. 
5.2 Results of PMJO modelling using the MM5-CAMx system - winter 2000 
During winter 2000 (CAPS2000), particulate matter values (in J.!g m-3) were measured (at 
10 minute intervals in the near-surface layer) at three observation sites operated by Environment 
Canterbury: Coles Place (St. Albans), the Polytechnic (City Centre) and Packe Street (St. 
Albans). A series of modelling experiments were run using CAMx4 with different experimental 
run times, input near-surface meteorological data from the finest MMS grid (1 km spatial 
resolution), and with gridded emissions input data for PM and various gases (1S input species). 
The main purpose was to investigate the ability of CAMx4 to reproduce PMlO time trends 
observed at all three sites. To characterize the stability of the chemical model output (with regard 
to the length of a run period and to the start time) several modelling periods were chosen for the 
evaluation. These are: 72 hour forecast starting at midday (1200 NZST), 48 hour runs starting at 
midday (1200 NZST) and midnight (2400 NZST), and a 30 hour run starting in the evening 
(1800 NZST). The runs in the model experiments were generally started during daylight hours in 
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spite of active near-surface turbulence, which is considered to limit the ability to undertake such 
research (Arya, 1999; Zawar-Reza and Sturman, 2001). This was done to 'warm up' the 
chemical model, as the main focus was on night-time and morning peaks of particulate matter 
(see Figure 4.38 and 4.39), which were the main target of the research. 
In Figure 5.1 time series of observed (red line) and modelled 2-level (green line) and 6-
level (blue line) CAMx4 averaged concentrations of PMJO (Jlg m-3) are shown for Coles Place, 
the Polytechnic and Packe Street. They are derived from a 72 hour run, starting at 1200 NZST on 
18 July and finishing at 1200 NZST on 21 July 2000, using meteorological data from MM5 grid 
4 output and gridded PM emissions for initialisation, and hourly nudging during the experiment. 
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Figure 5_1 Time series of modelled (green line - 2-level CAMx4, blue line - 6-level CAMx4) 
and observed (red line) near-surface PMJO concentration (Jlg m-3) for Coles Place, 
the Polytechnic and Packe Street observation sites: 1200 NZST on 18 July 2000 to 
1200 NZST on 21 July 2000 (observed data from Ecan). 
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In all of the experiments with CAMx4, we used 2 versions of the chemical model: 2-level 
(lower level 7.0--8.5 metres, upper level 38-45 metres) to allow future quasi-operational work, 
and 6-level (upper level about 360--400 metres) for research and comparison purposes. It should 
be noted that the chemical model with MM5 input near-surface meteorology has managed to 
reproduce night peaks of aerosol air pollution for two nights (18-19 and 19-20 July 2000) at all 
three sites, with overestimation of the maxima for the fIrst run night at Coles Place and 
Polytechnic compared with real data. It has also succeeded to imitate the secondary increase of 
PM concentrations during the morning rush time (especially at Packe Street and the 
Polytechnic). Pearson's correlation coefficient between modelled and observed PM IO 
concentration ranges between 0.82 for Polytechnic and 0.88-0.90 for Coles Place and Packe 
Street, while 72-hour averaged values of particulate matter for all three modelled points have 
exceeded observation values on 30--35 % of occasions. For instance, at Coles Place the 2-level 
CAMx4 average PM concentration is equal to 37.6 Ilg m-3 compared to the observed value of 
25.7 Ilg m-3. It is important to stress that during the nights of 18-19 and 19-20 July, the 
meteorological situation over Christchurch was stagnant with quite weak near-surface winds and 
strong temperature inversions (see Figure 4.32a, b and Figure 4.33a, b). However, the situation 
changed to strong westerly to southwesterly winds starting from the 20 July 2000 (under the 
influence of an occluded front), as reflected by the MM5 grid 4 run (Figure 4.32a), with the 
advection of warm air leading to an increase in near-surface temperatures (Figure 4.33a). Such a 
rapid change in the meteorological situation over Christchurch led to the disappearance of night 
and morning maxima of PM 10 from the observations (Figure 5.1 for Coles Place, the Polytechnic 
and Packe Street). 
The difference in values of particulate matter concentration between 2-level and 6-level 
versions of CAMx4 is considered to be negligible from the point of view of underestimation of 
PM concentrations (compared to the 50 Ilg m-3 health guideline) for the Christchurch region. It is 
therefore hopeful that the 2-level version of CAMx4 could be used as the basis for quasi-
prognostic application of the MM5-CAMx4 system. The agreement of 2-level and multi-level 
CAMx4 results with observations is not so good for gases, but this will be examined in more 
detail in future research. 
Figure 5.2 shows the time series of observed (red line) and modelled 2-level (green line) 
CAMx4 and 6-level (blue line) CAMx4 hourly mean concentrations of PMIO (in Ilg m-3) for 
Coles Place, the Polytechnic and Packe Street for a 48 hour run starting at 0000 NZST on 31 July 
and finishing at 0000 NZST on 1 August 2000. Meteorological data from MM5 finest domain 
near-surface output (the lowest 6 levels for the6-level chemical model and the lowest 2 levels 
for the 2-level one) and gridded aerosol emissions values were used as initial and hourly nudging 
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information during the 48 hour run. The experiment was started at midnight when small-scale air 
turbulence is at its weakest. 
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Figure 5.2 Time series of modelled (green line - 2-level CAMx4, blue line - 6-level CAMx4) 
and observed (red line) near-surface PMIO concentration (J.lg m-3) for Coles Place, 
the Polytechnic and Packe Street observation sites: 0000 NZST on 31 July to 0000 
NZST on 1 August 2000 (observed data from Ecan). 
The chemical model using MM5 input boundary layer basic meteorology has managed to 
reproduce morning and night peaks of PMIO for 1 August 2000 at all three observation sites, but 
underestimated the morning peak's maximum values (especially at Coles Place and Packe Street 
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compared with observed concentrations). CAMx4 managed to imitate the secondary morning 
peak of PM concentrations for 31 July (it is especially evident for Coles Place and the 
Polytechnic - Figure 5.2). Pearson's correlation coefficient for modelled and observed PMIO 
concentrations ranges between 0.72 and 0.77 for Coles Place and Packe Street, and is nearly 
equal to 0.90 for the Polytechnic, being a little bit better in the case of the 2-level chemistry 
model. Modelled 48-hour averaged values of particulate matter for Coles Place exceed 
observations 10-15 % ofthe time. For example, the Coles Place 2-level CAMx4 average is equal 
to 41.2 Jlg m-3 against 36.7 Jlg m-3 from the observed values. However, the modelled and 
observed values nearly coincide for the other two sites (21.30 Jlg m-3 modelled against 22.1 Jlg 
m-
3 observed at the Polytechnic). A table with the general statistics for winter 2000 is shown later 
in Section 5.1 (Table 5.1). 
For the time period modelled, the meteorological situation over the Christchurch region 
was stagnant with quite weak near-surface winds and temperature inversions during the second 
part of the run, on 1 August 2000 (see Figure 4.32a, b; Figure 4.33a, b). However, it was 
characterised by relatively strong pressure gradients and quite high wind speeds on 31 July when 
two fronts passed over the region (Figure 5.3a), and then calmed down on 1 August (Figure 
5.3b). These meteorological conditions reduced the evening maximum of PMIO over 
Christchurch, and this situation was represented well by the results of the CAMx4 output, both 
for 2-1evel and 6-1evel versions. Slightly better results were achieved with the CAMx4 2-1evel 
version (with the upper level approximately 38-45 m above the surface). 
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Figure 5.3 Synoptic situation over New Zealand: a) 1800 NZST on 31 July 2000, b) 1800 NZST 
on 1 August 2000 (after Meteorological Service, Wellington). 
The results of the 48-hour CAMx4 run are available from midday under conditions of 
maximum near-surface air turbulence and minimum particulate matter concentration. Figure 5.4 
shows the time trends of observed (red line) and modelled 2-level (green line) CAMx4 and 6-
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level (blue line) CAMx4 hourly mean concentrations of PM IO (Ilg m-3) for Coles Place, the 
Polytechnic and Packe Street, for the 48 hour run starting at midday 4 August and finishing at 
midday 6 August 2000. Initial and hourly nudging data were obtained from the meteorological 
output from domain 4 (MM5) and the specially generated gridded aerosol and gas emissions file 
described earlier (see Section 4.4.4). 
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Figure 5.4 Time series of modelled (green line - 2-level CAMx4, blue line - 6-level CAMx4) 
and observed (red line) near-surface PM IO concentration (Ilg m-3) at Coles Place, 
the Polytechnic and Packe Street observation sites: 1200 NZST on 4 August to 
1200 NZST on 6 August 2000 (observed data from Ecan). 
It should be noted that the chemical model using MM5 grid 4 input meteorology has 
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reproduced the night and morning peaks of PMlO quite well for 4-6 August 2000 at all three 
observation sites, although the principal evening peak's maximum values were underestimated 
(especially at Coles Place). However, the CAMx4 forecast has exceeded the health guideline of 
PMlO=50 ).1g m-3 by a factor of 4-5 times, and there is only a one hour time lag between observed 
and modelled maximum values at night for all three observation sites. The chemistry model has 
reproduced the secondary morning peaks of PMlO for both modelled mornings of early August 
(particularly for the Polytechnic and Packe Street - Figure 5.4). Pearson's correlation coefficient 
for modelled/observed PMlO concentrations ranges between 0.90 and 0.95 for all three data 
collection sites, for both 2-level and 6-level CAMx4 runs. Averaged 48-hours particulate matter 
concentrations for Coles Place, the Polytechnic and Packe Street are less than observed values 
for 30-50 % of the time (for instance, at Coles Place the 2-level CAMx4 average is equal to 51.8 
).1g m-3 compared with the observed value of77.8).1g m-3), because of underestimation ofthe very 
high concentration maximum on 4-5 August 2000. See Table 5.1 for the general statistics for 
winter 2000. 
The meteorological situation over the Christchurch region was stagnant with quite weak 
near-surface winds and temperature inversions (see Figures 4.13, 4.14 and 5.5a) during the first 
part of the run (5 August 2000) when very high levels of particulate pollution were recorded. 
However, it changed under the influence of strengthening gradient winds (and increased wind 
speeds) as a result of an approaching strong cyclone from the southwest (Figure 5.5b). 
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Figure 5.5 Synoptic situation over New Zealand: a) 1800 NZST on 5 August 2000, b) J 600 
NZST on 6 August 2000 (after Meteorological Service, Wellington). 
The change of synoptic situation over Christchurch (increased wind) reduced the 6 August 
particulate material evening maximum (Figures 5.4 and 5.5) and this was reproduced by the 
CAMx4 experiment for the 2-level and 6-level runs, with slightly better results in the case of the 
2-level version. 
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Figure 5.6 Spatial near-surface distribution of PMIO concentration (Ilg m-3 hr-I): a) 0000 
NZTS on 5 August 2000; b) 0900 NZST on 5 August 2000. Note the different 
scales used to represent concentrations on the two maps. 
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From the modelled spatial aerosol distribution, it is evident that maximum concentrations 
of PM 10 at midnight (Figure S.6a) have an elongated shape and is located over the city centre (a 
region with a lot of working fIre-places in old homes, plus emission of aerosol from private 
transport and industry). A secondary maximum is located in the districts situated near to the city 
centre and towards the ocean, resulting from the effect of the inward sea breeze and the nocturnal 
drainage winds (Figure S.7a). Morning modelled spatial PM IO distribution is also characterized 
by an elongated (but disrupted) form resulting from the influence of active southwesterly 
drainage winds from the Canterbury Plains and Port Hills (Figure S.7b) on redistribution of 
night-time concentrations. A high pollution area along Blenheim Road appears to result from 
morning traffIc and industrial activity. It should be noted that the concentration of particulates in 
the air is significantly less in Figure S.6b (see caption of Figure S.6a, b), because of night/early 
morning advection of PM IO toward the ocean, and partially because of dry and wet scavenging. 
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Figure 5.7 Spatial distribution of MMS modelled near-surface wind, domain 4, a=0.999 (7 .0-
8.S metres): a) 0000 NZST on OS August 2000, b) 0900 NZST on OS August 2000. 
Finally, CAMx4 was run for over 30 hours starting in the evening (6pm) during a period of 
reduced near-surface air turbulence and particulate matter accumulation under a weak 
developing temperature inversion. Figure S.7 presents a time series of observed (red line) and 
modelled 2-level (green line) and 6-level (blue line) CAMx4 hourly mean concentrations of 
PM IO (in ~g m-3) for Coles Place, the Polytechnic and Packe Street. This is for a 30 hour run 
starting at 1800 on 31 August and finishing at 0000 on 2 August 2000. The meteorological data 
from domain 4 (MMS) and gridded aerosol/gas emissions files were used as initial and nudging 
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fields for CAMx4. 
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Figure 5.8 Time series of modelled (green line - 2-level CAMx4, blue line - 6-level CAMx4) 
and observed (red line) near-surface PM IO concentration C!.lg m-3) for Coles Place, 
the Polytechnic and Packe Street observation sites: 0600 NZST on 31 July to 0000 
NZST on 2 August 2000 (observed data from Ecan). 
The CAMx4 30-hour run using MM5 input meteorology managed to reproduce very 
closely the night-time peak of PM IO for 1 August (especially at Coles Place and the Polytechnic 
- Figure 5.8) and weakly imitate the morning secondary maximum of PM with a two-hour delay 
for all 3 sites. This appears to reflect the importance of the so-called 'warm-up' time period (not 
less than 10-12 hours) for the chemical model before CAMx4 can provide predicted values 
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comparable with real PM concentrations. Because of the above-mentioned reasons, the 
correlation coefficient for modelled/observed PMlO concentrations dropped to range between 
0.70-0.84 for Coles Place and Packe Street, and a little more than 0.80 for the Polytechnic site. 
Averaged 30-hour particulate matter concentrations for Coles Place, the Polytechnic and Packe 
Street in are quite close to observed data (at Coles Place the 2-level CAMx4 average is equal to 
41.8 I-lg m-3 compared to the observed value of 44.8 I-lg m-3), because the model underestimation 
was not for the evening concentration maximum, but for the secondary morning peak. See Table 
5.1 with the general statistics for winter 2000 below. The synoptic situation and air circulation 
over the Christchurch region has already been described earlier in this chapter (see Figures 5.2 
and 5.3). 
Pearson's correlation coefficient, index of agreement and additional statistics for the 
MM5-CAMx4 calculations of near-surface PMlO night and day concentrations (hourly output) 
are compared for three observation sites and represented in Table 5.1. Comparison is provided 
for the experiments using CAMx4 for the following run times: 72, 66, 60, 54, 48, 42, 36, 30 and 
24 hours. 
Table 5.1 Index Of Agreement (lOA), Pearson's Correlation Coefficient (PCC) , Root Mean 
Square Error (RSME), Systematic and Unsystematic Root Mean Square Error (S-
RMSE & U-RMSE), observed mean and modelled mean particulate matter 
concentrations (in I-lg m-3hr-1) for the 2-level CAMx4 version (winter 2000). 
Run Time Observed Modelled I PCC RMSE S-RMSE U-RMSE lOA 
tliourS) Mean Mean 
" 72 hours 25.6 34.8 0.84 27.23 13.91 20.74 0.92 
66 hours 26.7 36.3 0.86 23.73 12.56 17.70 0.94 
60 hours ~ 27.0 32.5 0.86 20.03 6.77 14.00 0.95 
~ 
54 hours 125.2 28.4 0.87 15.58 3.50 14.95 0.97 
~ 
48 hours ~ 30.3 32.6 0.85 21.60 2.63 21.53 0.95 
~ 
42 hours ~ 32.5 32.0 0.78 17.31 5.08 16.62 0.95 
% 
% 
36 hours 34.4 35.0 0.79 19.31 3.22 19.13 0.94 
30 hours 38.0 33.6 0.73 25.87 4.88 25.55 0.92 
24 hours 40.6 36.3 0.71 23.98 5.78 23.43 0.91 
From Table 5.1, a very good agreement between modelled 2-level CAMx4 and observed 
PMlO concentrations (see lOA and PCC) is evident for all experiments, but it should be noted 
that in the case of one-dimensional arrays, the correlation coefficient is considered to be a more 
reliable statistic than the index of agreement (more appropriate to one dimensional arrays). 
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However, it is evident from the table that maximum values of correlation coefficient (and lOA), 
minimum differences between observed and modelled mean and minimum systematic root mean 
square error (S-RMSE) are characterized by the experiments with run periods from 36 hours to 
48 hours (1.5-2 day forecasts). It should be stressed that 48, 42 and 36-hours runs were all 
started at midday or in the evening, giving CAMx4 a 'warm-up' time period to more accurately 
reproduce the particulate material peaks. The results in Table 5.1 for time periods no longer than 
48 hours will be compared with the output of the chemistry model for winter 2003. 
5.3 Results of 2003 winter PMlO modelling 
Winter 2003 was colder than winter 2000 (see Figure 4.21, for instance), with more PM IO 
peaks exceeding the health guideline (50 Ilg m-3). Particulate matter was measured (at 10 minute 
intervals in the near-surface layer) at three observation sites: at the main Environment 
Canterbury site at Coles Place (St. Albans), and additional sites III Aranui and Hoon Hay. 
Several MM5-CAMx4 experiments were completed with different experimental run times (but 
not more than 48 hours), with input near-surface meteorology received from MM5 grid 4 output, 
and input of aerosol/gaseous (15 input species) gridded emissions from the data file generated 
specially for the purpose (as described earlier in Section 4.4.4). The aim is to evaluate the 
possibility of applying the MM5-CAMx4 numerical system for future quasi-operational 
forecasting of aerosol air pollution, using the winter 2003 synoptic conditions (runs were done 
over 48, 42,36,30 and 24 hours). 
However, it is necessary to explain first why the 2-level version of the chemistry model 
reproduces time series of PM hourly mean concentrations no worse, and a little better, than the 
6-level CAMx4 version. As already mentioned, the height of the upper (second) level of the 2-
level chemical model ranged between 38-45 metres (see Section 5.2). From Figure 5.9, 
representing vertical temperature and PM concentrations measured on 21-22 of July 2003 (night 
time), it can be seen that the dominant part of the aero so 1 (more than 90%) is contained in the 
lowest 35-40 metres, in the lowest section of the temperature inversion. It is therefore not 
surprising that the 2-level CAMx4 provides useful PM IO predictions. 
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Figure 5.9 Vertical profiles ofPMJO concentrations C!..lg m'\ wind and temperature (OC): English 
Park, St. Albans, Christchurch, 2300 NZST on 22 July 2003 to 100 NZST on 23 July 
2003 (after Sturman et at, 2003, pers.comm.). 
Figure 5.10 represents time trends of observed (red line) and modelled 2-level (green line) 
and 6-level (blue line) CAMx4 hourly averaged concentrations of PM JO (j.lg m·3) for Coles Place, 
Aranui and Hoon Hay over a 48 hour run, starting at 1200 NZST on 21 July and finishing at 
1200 NZST on 23 July 2003, with input MM5 meteorological data and the gridded PM 
emissions file used for CAMx4 initialisation and hourly nUdging. 
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Figure 5.10 Time series of modelled (green line - 2-level CAMx4, blue line - 6-level CAMx4) 
and observed (red line) near-surface PM IO concentration (J..lg m-3) for Coles Place, 
Aranui and Hoon Hay observation sites: 1200 NZST on 21 July to 1200 NZST on 
23 August 2003 (observed data from Ecan). 
The chemical model with MM5 input meteorology adequately reproduces night and 
morning peaks of PM IO for 22 and 23 July 2003 for all three monitoring sites (especially in the 
case of Coles Place and Aranui - Figure 5.10). However, the model underestimates night-time 
maxima, with a 2 hour time lag for Hoon Hay, which may be due to the complex local nocturnal 
airflow for this location, which is the closest to the Port Hills (see Figure 4.33). The 48-hour 
CAMx4 run has replicated the secondary morning peak of PM] 0 for all 3 observed sites 
(especially for Coles Place and Aranui - Figure 5.10). Pearson's correlation coefficient for 
modelled/observed PM IO concentrations ranges between 0.90 and 0.95 for Aranui and Coles 
Place, but is as low as 0.80 for Hoon Hay (for 2-level and 6-level CAMx4 versions). Particulate 
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matter 48-hour averaged concentrations for all three modelled points fluctuate by not more than 
15% of the observed values, except for the Roon Ray case (for example, Aranui: 2-1evel CAMx4 
average is 55.4 Ilg m-3 compared with the observed value of 59.8 Ilg m-3). In Table 5.2, the 
general statistics of the MM5-CAMx4 air pollution experiments for July 2003 are shown. It 
should be said that the synoptic situation over the South Island of New Zealand was stagnant 
(anticyclonic) during all 3 days chosen for the modelling experiments, with weak mesoscale air 
advection and dominant local wind systems. 
Time series of observed (red line) and modelled (2-level CAMx4 - green and light blue 
line, 6-level CAMx4 - dark blue line) hourly averaged concentrations of PM lO (in Ilg m-3) at 
Coles Place, Aranui and Roon Ray are shown in Figure 5.11 for a 36 hour run, starting at 1200 
NZST on 21 July and at 0000 NZST on 22 July for the 2-level CAMx version, and at 0000 
NZST on 22 July 2003 for the 6-level CAMx4 version. Input data consisted of MM5 grid 4 
meteorological data and gridded aerosol and gas emissions file for CAMx4 initialisation and 
hourly nudging. 
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Figure 5.11 Time series of modelled (green line, light blue line - 2-level CAMx4, dark blue line 
- 6-1evel CAMx4) and observed (red line) near-surface PM IO concentration Olg m-
3) for Coles Place, Aranui and Roon Ray: 36 hour run, starting 12 NZST on 21 July 
& 00 NZST on 22 for the 2-level CAMx4, and 00 NZST on 22 July 2003 for the 6-
level CAMx4 (observed data from Ecan). 
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MM5-CAMx4 numerical system has accurately replicated the night and morning peaks of 
PM IO for 22-23 July 2003 for all three observed sites, especially in the case of Aranui, which is 
closest to the ocean and under the influence of the day-night cycle of the sea breeze. 
Underestimation of 21-22 July observed peak values with a 1 hour time lag of PM maximum 
concentrations for Coles Place and Hoon Hay can be explained by the absence (in the CAMx4 
run) of a 10-12 hour 'warm-up' period, the significance of which was discussed in Section 5.1 
(see Figures 5.2 and 5.8). The most important result of this 36-hour run is the evidence of the 
universality of CAMx4 with regard to it's 'start time'. Pearson's correlation coefficient between 
modelled and observed PM concentrations ranges between 0.80 and 0.88 for all three observed 
sites and does not depend strictly on 'start time'. It depends only on the length (in hours) of the 
'warm-up' period before night-time. 
Particulate matter 36-hour averaged concentrations for Coles Place, Aranui and Hoon Hay 
deviate by not more than 10% from the observed values. For example, at Hoon Hay 2-level 
CAMx4 averages are 47.3 /-Lg m-3 and 42.9 /-Lg m-3 compared to the observed values 44.8 /-Lg m-3. 
In Table 5.2 (lower) are shown all the general statistics of the MM5-CAMx4 air pollution 
experiments for July 2003. The modelled spatial distribution of PM 10 is illustrated in Figure 5.12 
at midnight (Figure 5.12a) and in the morning (9am) next day (Figure 5.12b). 
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Figure 5.12 Spatial near-surface distribution of PM LO concentration (Ilg m-3 hr-1): a) 0000 
NZST on 22 July 2003, b) 0900 NZST on 22 July 2003. Note the different 
scales used to represent concentrations on the two maps. 
From Figure 5.12a and b, it is obvious that modelled PMLO spatial distribution at midnight 
(Figure 5.12a) has an elongated shape and significant shift toward the ocean from the city centre 
(compared with Figure 5.6a) under the influence of nocturnal drainage winds from the 
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Canterbury Plains (Figure 5. 13a), with a secondary maximum in the neighbouring districts. 
Morning modelled spatial PMlO distribution (Figure 5 .12b) is also characterized by an evident 
spatial shift, not only in the direction of the ocean but also towards the southeast. This indicates 
the dominance of the Canterbury Plains night-morning cold air drainage over the Port Hills 
drainage winds (Figure 5. 13 b) , especially comparing this situation with the spatial distribution of 
PM for the morning of 5 August 2000 (see Figure 5.6b). It is necessary to note that the spatial 
aerosol night- morning distribution over Christchurch in the case of winter 2003 is closer to the 
classical situation shown in Figure 3.3. The concentrations of PMlO in air are significantly less in 
Figure 5.12b, because of night-early morning advection of PMlO toward the ocean and partially 
by scavenging processes (see the caption of Figure 5.12a and b). 
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Figure 5.13 Spatial distribution of MM5 modelled near-surface wind, domain 4, 0"=0.999 (7.0-
8.5 metres): a) 0000 NZST on 22 July 2003, b) 0900 NZST on 22 July 2003. 
Finally, it is interesting to present the results of a very short, 12 hour CAMx4 run, which 
started in the evening during particulate matter accumulation under a developing temperature 
inversion, and ending in the morning under strong temperature inversion conditions. In Figure 
5.14, time series of observed (red line) and modelled 2-level (green line) CAMx4 version and 6-
level (blue line) CAMx4 version hourly mean concentrations of PM IO (in Jlg m-3) are presented 
for Coles Place, Aranui and Hoon Hay sites. The 12 hour run was started at 1800 NZST on 21 
and finished at 0600 NZST on 22 July 2003, and meteorological data from MM5 grid 4 and the 
gridded emissions file were used for initialisation and nudging. 
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Figure 5.14 Time series of modelled (green line - 2-level CAMx4, blue line - 6-level CAMx4) 
and observed (red line) near-surface PM lO concentration (J..lg m-3) for Coles Place, 
Aranui and Hoon Hay observation sites: 1800 NZST on 21 July to 0600 NZST on 
22 July 2003 (observed data from Ecan). 
Over such a short run time, CAMx4 has not adequately reproduced the night peak of PM lO 
between 21-22 July 2003 compared with observations, except at Aranui (Figure 5.14). It has also 
produced a time lag between the observed and predicted peaks of PM lO , particularly at Hoon Hay 
and Coles Place. The correlation coefficient for modelled/observed PM lO concentrations ranges 
between 0.65 and 0.70 for Coles Place and Hoon Hay, and is about 0.85 for Aranui (for the 2-
level CAMx4 version). Particulate matter 12-hour averaged concentrations for all three sites 
deviate from the observed mean values by more than 35-45% (Coles Place: 2-level CAMx4 
average is 94.2 J..lg m-3 compared with the observed value of 137.6 J..lg m-3). This example stresses 
the very important role of the 'warm-up' time period (it's better to have not less than 10-12 
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modelled hours before estimation of the fIrst night-time PM concentrations), or there will always 
be a high probability of making a type I error - with the model failing to predict the observed 
heavy pollution night. 
Pearson's correlation coeffIcient, Index of Agreement and additional statistics for MM5 -
CAMx4 calculations of near-surface PMlO night-day concentrations (with hourly output) are 
compared for 3 observation sites and represented in Table 5.2. Comparison is made between the 
CAMx4 runs using the different time intervals: 48, 42, 36-1 (CAMx4 starts at midday), 36-II 
(CAMx4 starts at midnight), 30 and 24 hours. The 12-hour case study is not included in Table 
5.2, as it was undertaken to identify the smallest lead time for forecast consistency of the MM5-
CAMx4 numerical system. 
Table 5.2 Index Of Agreement (lOA), Pearson's Correlation Coefficient (PCC) , Root Mean 
Square Error (RSME) , Systematic and Unsystematic Root Mean Square Error (S-
RMSE & U-RMSE), observed mean and modelled mean particulate matter 
concentrations (Ilg m-3hr- l ) for the 2-level CAMx4 version (winter 2003). 
Run Time Observed Modelled PCC RMSE S-RMSE U-RMSE lOA (Hours) Mean Mean 
48 hours 51.3 61.2 0.89 28.34 12.37 25.51 0.97 
42 hours 64.9 59.1 0.85 34.72 27.02 21.86 0.96 
36 hours-I 51.3 54.9 0.85 25.46 18.23 19.05 0.96 
36 hours-II 50.8 53.3 0.84 26.56 18.74 19.46 0.96 
% 
30 hours 58.8 63.5 0.88 30.91 17.42 25.11 0.96 
24 hours 50.2 52.4 0.81 24.36 17.74 16.80 0.95 
Table 5.2 shows a good agreement between modelled and observed PMlO concentrations 
for all 2-level CAMx4 version experiments (see lOA and PCC). Table 5.2 makes it evident that 
for good numerical system output, the length of any run should be not less than 30-36 hours (for 
MM5 and for CAMx) , as maximum values of the correlation coefficient, and minimum 
differences between observed and modelled mean and minimum systematic root mean square 
error (S-RMSE) are associated with the experiments with run periods of 36 and 48 hours. 
CAMx4 48 and 36-hour runs were started at midday, which gave CAMx4 a 'warm-up' time to 
replicate more accurately the magnitude of observed particulate matter peaks. 
5.4 Summary 
The details of PM lO modelling over different time periods using the MM5-CAMx system 
for winter 2000 were considered. Most appropriate start times of CAMx4 and 'warm-up' periods 
were identified. Results of the 2003 winter PMlO numerical modelling were also analysed. 
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Chapter 6 
Conclusions and future research 
6.1 Re-examination of research objectives 
This study has presented the results of particulate matter numerical modelling over the 
Christchurch region using the coupled numerical system MM5-CAMx4 (meteorological-
chemical model) for wintertime, and comparing the output with observed data for 2000 and 2003 
winters. Aerosol air pollution in Christchurch results from use of domestic fires during cold 
winter nights, and for many years has been considered to be the most serious environment 
problem in the region during winter. The level of aerosol pollution is increased by the combined 
effects of the complex orography of the Christchurch local area, and regular stable synoptic 
conditions in winter, leading to supremacy of the local meteorological conditions with strong 
near-surface temperature inversions in the lowest 100-150 metres of the boundary layer. The 
aim of this study is to create a numerical modelling system by coupling limited area 
meteorological and chemical models, and to assess the ability of the system to reproduce PMlO 
dispersion over time. The research also aims to try and identify the optimal MM5-CAMx4 
operational regimes that most closely reproduce the night and morning peaks in PM observed at 
the main air pollution monitoring sites in Christchurch. The aims were more specifically 
expressed as four principal objectives: 
1. To utilize MM5 and to identify the optimal parameterisation for accurate simulation of 
Christchurch winter air circulation 
2. To utilize CAMx version 4 and to create all essential input information for PMlO dispersion 
modelling 
3. To develop and apply a numerical system consisting of the meteorological and chemical 
models 
4. To identify the optimal parameters for the model system that produce the most reliable results, 
particularly with regard to improving accuracy of predictions of PM dispersion over space and 
time for both future research and developing quasi -operational forecast system. 
These objectives were met through very careful use of the numerical system to research the 
possibilities of prediction of PMlO levels during winter, using special case study days and 
comparison of the model system output with observed data for winters 2000 and 2003. The 
purpose of this chapter is to briefly summarise the results and discuss their implications. The 
chapter concludes by discussing the limitations identified during the study and suggestions for 
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future research. 
6.2 Summary of main findings 
This section summarizes the findings from the result chapters (3 to 5) with regard to the 
four principal research objectives. Chapter 3 dealt with the first objective, as the synoptic scale 
and mesoscale circulation over the Christchurch region during wintertime was investigated using 
MM5. Origins of the observed-analysed meteorological data that could be used in the MM5 
tuning process were discussed. The main part of Chapter 4 was devoted to realization of the first 
objective, while the last part of the chapter described the details of the application of CAMx4. 
This included description of preparation of necessary input files, including not only chemical 
information, but also the near-surface meteorology (objectives 2 and 3), Chapter 5 focused on 
researching the different regimes of the MM5-CAMx4 numerical system, and in particular 
developing a more detailed understanding of the numerical system behaviour, and identifying the 
most appropriate configurations of MM5-CAMx4 to achieve adequate results using less 
computer time (objectives 3 and 4). 
The main consideration of the analysis of the meteorological and air pollution situation in 
Christchurch (Chapter 3) is the well-known influence of the complex air circulation over the 
region. The regime of the near-surface circulation depends on processes that operate at different 
meteorological scales, ranging from the macro-synoptic scale to the meso-miscroscale, including 
the migration of the drainage wind convergence zone in the city during night-morning hours. The 
influence of complex topography and the ocean on the local near-surface air circulation regularly 
creates very acute air pollution situations at a time when night-time domestic heating is at a 
maximum. This leads to accumulation of aerosol pollution in the lower boundary layer as a result 
of very strong negative near-surface buoyancy. The complexity of the problem determined the 
importance of precise tuning of MM5 to the meteorological conditions of the Christchurch area 
(objective 1). 
Chapter 4 provided described the origins of meteorological data for MM5 initialisation and 
nUdging (global analysis), and how the observational data were collected during the CAPS2000 
experiment. The latter were compared with MM5 grid 4 (with 1 km spatial resolution) output so 
that more realistic MM5 near-surface meteorological output could be produced. Chapter 4 also 
described the principle results of MM5 modelling of the local air circulation over Christchurch 
and showed that the use of a 'deep' numerical atmosphere (top level at the height of 33-36 km) 
and increased PBL resolution in MM5 (up to 12-13 levels) allowed the production of more 
realistic results for the winters of 2000 and 2003 (objective 1). Details of the application of 
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global analysis data and FDDA analysis were also examined. The last part of Chapter 4 
examined possibilities of creating input data for CAMx4, including landuse and gridded 
emission files, including aerosol and gaseous concentration files for the Christchurch region 
(objective 2). Input and nudging chemical data, as well as the input near surface meteorological 
data derived from MM5 output, are very important for accurate PMIO dispersion modelling using 
CAMx4 and for efficiency of the numerical modelling system (objective 3). 
Chapter 5 described the principle results of the numerical system MM5-CAMx4 
evaluation (objective 3), including the results of PM concentration modelling and the level of 
correlation between modelled and observed particulate matter time series. Modelling of PMIO 
spatial night-morning distribution is also outlined, as well as the effect of advection on PM IO 
distribution with the aerosol being carried towards the ocean after midnight by cold air drainage 
(objective 4). Given available input data, an optimal 6-12 hours 'warm-up' time interval was 
identified for the chemical model to accurately reproduce values of the night (11pm-2am) and 
morning (8am-1Oam) air pollution peaks using the MM5-CAMx system. The short 'warm-up' 
time period provides some optimism with regard to creating a quasi-operational version of 
MM5-CAMx4 numerical system in the future (objective 4). 
6.3 Implications of results 
It would be a gross generalisation to conclude that numerical modelling of winter PM IO 
time-space dispersion is a very complicated but possible task to realize. The results of the thesis 
illustrate the complexity of night-time patterns of particulate matter over Christchurch and its 
vicinity. However, the development and application of the numerical modelling system should 
allow improved understanding of the process of PMIO dispersion, accumulation and scavenging 
and improvement in the process of winter air pollution management. 
6.4 Suggestions for further research 
The MM5-CAMx4 numerical system is a very complex one and has great possibilities in 
application to environment research. Several of the suggestions listed below were not included in 
the thesis because of lack of time/space. However, some of them were examined briefly during 
completion of the research, which helped in the development of an understanding of the 
workings of the numerical models (or numerical model system), and therefore allowed more 
sophisticated operation of the numerical system: 
1. Use of the RIP (Read, Interpolate, Plot) MM5 plotting program functions to study backward 
trajectories of air parcels for MM5 experimental results. A backward trajectory option of the 
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RIP program provides a good 0ppOliunity to trace the pathways of air advection through the 
Christchurch region in the boundary layer at fine resolution and to compare the results with 
observed near surface air advection 
2. Modelling of inflow/outflow air transport over the South Island of New Zealand using special 
forwardlbackward trajectory models (FLEXTRA and FLEXPART) and MMS output wind 
fields as a basis for different kinds of trajectory experiments 
3. Application of the CAMx chemistry model for 2 and 3-dimensional studies of time 
distribution/accumulation of an instantaneous (or continuous) point (or multi-point) pollutant 
source for different wind and temperature conditions over the urban area 
4. Use ofMMS-CAMx4 system for space-time dispersion of gases (CO, NO, CO2, N02, S02) in 
the Christchurch region and in sUlTounding small towns 
5. Use of MMS-CAMx4 numerical system for investigation of multi-scale interaction between 
local and synoptic scale processes 
6. Installation of the numerical modelling system on a multi-parallel computer system (for 
example, PC Linux) with the aim of applying it to a range of research problems (for different 
kinds of local air pollution investigations and numerical simulations) and in quasi-operational 
studies 
7. Assimilation of the New Zealand meteorological network observations for more accurate 
research/forecast numerical modelling. 
It is possible to conclude that the numerical modelling system developed here provides an 
opportunity to investigate the effects of recent and former influences of human activity on the 
environment at a range of time and space scales, and to predict future states of environmental 
structure and quality. 
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List of symbols 
measure of lapse rate (=500 K) 
species concentration 
specific heat 
sound speed 
total derivative 
radiation function 
layer interface height 
acceleration due to gravity 
turbulence diffusion coefficient 
thermal conductivity 
aIr pressure 
air pressure of level n 
surface air pressure 
constant top air pressure 
near-surface air pressure 
sea-level air pressure (1013 hPa) 
heating function 
humidity 
time 
dry-bulb temperature 
reference air temperature for po 
reference air temperature for poo 
wind vector 
horizontal wind vector 
horizontal coordinates 
net vertical 'entrainment rate' 
vertical terrain-following coordinate 
air density 
coefficient of kinematics viscosity 
dynamic viscosity 
potential temperature 
water vapor diffusion coefficient 
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o rotational speed of earth 
20x Coriolis force 
V' Laplacian 
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Glossary of abbreviations 
ABL 
AHM 
AMPS 
ATAQM 
CAA 
CALMET 
CALPLOT 
CALPUFF 
CAMx4 
CAPS2000 
CB 
CBM 
CCC 
CM 
CMAQ 
CMC 
CTG 
DAQMv2 
Ecan 
ECMWF 
EDSS 
EPA 
EURAD 
FDDA 
FSL 
ftp 
FWS 
GAM 
GD 
GDAS 
GIS 
GUI 
Atmospheric Boundary Layer 
Alpine Hydrochemical Model 
Arctic/Antarctic Mesoscale Prediction System 
Advanced Texas Air Quality Model 
Clean Air Act 
CALifornia METeorology 
CALifornia PLOTting 
CALifornia PUFFing 
Comprehensive Air quality Model with extension, version 4 
Christchurch Air Pollution Study 2000 
Carbon Bond 
Carbon Bond Mechanism 
Christchurch City Council 
Chemistry Mechanism 
Community Multiscale Air Quality system 
Chemistry Mechanism Compiler 
Composite Theme Grid 
Denver Air Quality Model Version 2 
Environment Canterbury 
European Centre for Medium-range Weather Forecast 
Environment Decision Supporting System 
Environment Protection Agency 
European Air Pollution Dispersion model system 
Four Dimensional Data Assimilation 
Forecast System Laboratory 
file translate protocol 
Fire Weather System 
Global Atmospheric Model 
Global Database 
Global Data assimilation System 
Geographical Information System 
Graphic User Interface 
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IEH 
lOA 
ITCZ 
LAM 
LSM 
MADE 
MAQSIP 
MM5 
NCAR 
NCEP 
NIWA 
NO GAPS 
NZST 
OSAT 
OTAG 
PAVE 
PEC 
PBL 
pce 
PiG 
PM 
POA 
PSU 
RACM 
RADM 
RAMS 
RH 
RIP 
RMSE 
RRTM 
ROG 
RUC 
S-RMSE 
SMF 
SMOKE 
Implicit-Explicit Hybrid 
Index Of Agreement 
Inter-Tropical Convergence Zone 
Limited Area Model 
Land-Surface Model 
Modal Aerosol Dynamic model for Europe 
Multiscale Air Quality Simulation Platform 
Meteorological Model 5 
National Centre for Atmospheric Research 
National Centre for Environment Prediction 
National Institute of Water and Atmospheric research 
Navy Operational Global Analysis and Prediction System 
New Zealand Standard Time 
Ozone Source Appointment Technology 
Ozone Transport Assessment Group 
Program for Analysis and Visualisation of Environmental data 
Pollutant Elemental Carbon 
Planetary Boundary Layer 
Pearson Correlation Coefficient 
Plume-in-Grid 
Particulate Matter 
Pollutant Organic Aerosol 
Pennsylvania State University 
Regional Atmospheric Chemistry Modelling system 
Regional Acid Deposition Model 
Regional Atmospheric Modelling System 
Relative Humidity 
Read, Interpolate, Plot 
Root Mean Square Error 
Rapid Radiative Transfer Model 
Reactive Organic Gases 
Rapid Update Cycle 
Systematic Root Mean Square Error 
Split Mass Factor 
Sparse Matrix Operator Kernel Emission System 
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SODAR 
SPB 
SST 
SY~C 
TAPM 
TAQS2000 
TNRCC 
TOG 
TPF 
U-RMSE 
UAM-V 
UCAR 
UKMO 
USGS 
UTC 
UTM 
UV 
VNOC 
VOC 
WPM 
WRF 
Sound Direction And Ranging 
Selwyn Plantation Board 
Sea Surface Temperature 
Secondary Volatile Organic Components 
The Air Pollution Model 
Texas Air Quality Study 2000 
Texas Natural Resource Conservation Commission 
Total Organic Gases 
Time Point Filter 
Unsystematic Root Mean Square Error 
Urban Airshed Model system V 
University Corporation for Atmospheric Research 
United Kingdom Meteorological Office 
United States Geological Survey 
Universal Time Coordinated 
Universal Transverse Mercator 
Ultra Violate 
Volatile Non-Organic Components 
Volatile Organic Components 
Weather Prediction Model 
Weather Research and Forecasting model 
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