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We prove a lower bound of .Q((l/e) ln( l/6) + VCdim(C)/&) on the number of 
random examples required for distribution-free learning of a concept class C’, where 
VCdim(C) is the VapnikChervonenkis dimension and E and 6 are the accuracy 
and confidence parameters. This improves the previous best lower bound of 
Q( (l/e) In (l/6) + VCdim(C)) and comes close to the known general upper bound 
of U(( l/e) In (l/S) + (VCdim(C)/e) ln( l/c)) for consistent algorithms. We show that 
for many interesting concept classes, including kCNF and kDNF, our bound is 
actually tight to within a constant factor. 0 1989 Academic Press. Inc. 
1. INTRODUCTION 
In Valiant (1984), a stochastic model of machine learning from examples 
based on computational complexity was introduced. Informally, this model 
can be described as follows: positive and negative examples of some 
unknown target concept, chosen from a concept class C, are presented to 
a learning algorithm. These examples are drawn randomly according to a 
fixed but unknown and arbitrary probability distribution. From the 
examples drawn, the learning algorithm must, with high probability, 
produce a hypothesis concept that is a good approximation to the target. 
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Most of the recent research in this model (see, e.g., Angluin and Laird, 
1988; Blumer et al., 1987, 1989; Benedek and Itai, 1988; Kearns et al., 1987; 
Kearns and Li, 1988; Kearns and Valiant, 1989; Linial, Mansour, and 
Rives& 1988; Natarajan, 1987; Pitt and Valiant, 1988; Rivest, 1987; 
Shvayster, 1988; Valiant, 1985; Vitter and Lin, 1988) has emphasized the 
broad distinction between those classes that are learnable in polynomial 
time and those that are not. Little attention has been paid to determining 
precise complexity bounds (either upper bounds or lower bounds) for 
classes already known to be learnable in polynomial time. 
In this paper, we resolve several problems regarding the sample com- 
plexity (i.e., the number of examples required) for learning various concept 
classes by giving a general lower bound theorem. We apply this result to 
show that the existing algorithms for learning monomials, kDNF formulae, 
kCNF formulae, and symmetric functions all use the optimal number of 
examples (within a constant factor). By similar methods, we prove that the 
algorithm given in (Rivest, 1987) for learning k-decision lists on n variables 
uses a sample size that is within a logarithmic factor optimal, and give an 
alternative analysis of this algorithm that yields a small improvement in its 
sample size. We also show that some existing algorithms for concept classes 
over continuous domains use a sample size that is within a logarithmic 
factor of optimal. 
The lower bound we prove is information-theoretic in the sense that no 
algorithm in the learning model of Valiant (1984), even one with infinite 
computational resources, can learn from fewer examples. It comes within a 
log factor of the information-theoretic upper bound on the number of 
examples needed by any algorithm that always produces consistent 
hypotheses in the target concept class (Vapnik, 1982; Blumer et al., 1989). 
The outline of the paper is as follows: in Section 2, we define the model 
of Valiant (1984), and give relevant notation. Section 3 presents our main 
result, the lower bound. In Section 4 we apply the lower bound to obtain 
tight and nearly tight bounds on the sample complexity for learning several 
well-studied concept classes. Section 5 mentions open problems. 
2. DEFINITIONS AND NOTATION 
Let P,, . . . . P, be probability distributions over spaces X,, .,., X,, respec- 
tively. Let E(v,, . . . . uk) and $(u,, . . . . vk) be an event and a random variable, 
respectively, where vie Xi, 1 < i < k. Then we denote by Pr,, EP,, ,,, yaS4(E) 
the probability of E and by E ,,EP,.....UkEPk($) the expectation of $, when 
each vi is independently chosen according to the distribution P,. If P is a 
distribution over X, then P” shall denote the m-fold product distribution 
defined by P over x”. 
GENERAL LOWER BOUND 249 
Let X be a set which we will call the domain, and let C s 2x be a concept 
class over X. In this paper we assume that X is either finite, countably 
infinite, or n-dimensional Euclidean space for some n 3 1 (see Blumer et al., 
1989, for additional measurability restrictions on C for Euclidean 
domains). An example of a concept CE C is a pair (x, b), where XE X, 
b~{O,l},andb=lifandonlyifx~c.Forx=(x,,...,x,)~X”andc~C, 
we denote by (x, c) the sample of c generated by x-namely, (x, c) = 
((xl> b,), . . . . (x,, b,)), where b, = 1 if and only if X~E c. The size of (x, c) 
is m. A random sample of CE C according to a dist,ribution P over 
X is a sample (x, c) = ((x,, b,), . . . . (x,, b,)), where each xi is drawn 
independently according to P. 
Let CE C be a fixed target concept and P a distribution on the domain 
X. Given input E and S, 0 < E,C? < 1, a (randomized) learning algorithm A 
draws a random sample (x, c) (according to P) of size mA(E, 6) and 
a random bit string r of length rA(&, 6) (representing unbiased coin 
tosses available to the algorithm), and produces an hypothesis 
h = hA( (x, c), r) E 2x. Here mA(E, 6) and rA(E, 6) are positive-integer valued 
functions of E and 6. We call mA(.q 6) the sample size used by A. 
Let eA((x, c), r) = P(h dc), where h = h,( (x, c), r) and A denotes the 
symmetric difference. Thus eA( (x, c), r) is the probability that the 
hypothesis h produced by A on inputs (x, c) and r disagrees with the 
target concept c on a point randomly drawn from X according to the 
distribution P. We refer to this as the error of the hypothesis h. 
Let U be the uniform distribution on (0, 1 }. For a given E and 6, let 
m = mA(E, 6) and k = rA(E, 6). Then A is an (E, 6)Jearning algorithm for C 
if for every distribution P on X and every target concept c E C, 
Pr xtPm,re de,((x, c>, r) > c) d 6. 
Thus we require that for any distribution and target concept, with 
probability at least 1 - 6, A produces a hypothesis with error at most E. We 
will call E the accuracy parameter and 6 the confidence parameter. We note 
that our results also hold in the model where distributions over the positive 
and negative examples are distinguished (e.g., Valiant, 1984; Kearns et al., 
1987). See Kearns (1989) for the proofs in that model. 
If C is a concept class over domain X, and WE C, we say that W is 
shattered by C if for every W’ E W, there exists a CE C such that 
W’ = c n W. We define the Vapnik-Cheruonenkis dimension of C (denoted 
VCdim(C)) to be the cardinality of the largest WG X such that W is 
shattered by C. Note that for (Cl finite, we have VCdim(C) < 1oglCj. 
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3. THE LOWER BOUND 
THEOREM 1. AssumeO<&Q$, 0<66&, andVCdim(C)>2. Then any 
(E, 6)Jearning algorithm A for C must use sample size 
m.AE, 6) 2 
VCdim( C) - 1 32E 
Proof Let the set X0 = {x0, x r, . . . . .xd} E X be shattered by C, where 
d= VCdim(C) - 1. We define the distribution P on X: 
P(x,J = I- 8~ 
P(x;)=$ l<i<d. 
Since P is 0 except on X0, we may assume without loss of generality that 
X=X, and CG~% Since X,, is shattered by C, we may further assume that 
C = 2xo. Let Co E C be defined by 
co= w%~ u T: Tc (x,, . . . . xd) ). 
Fix E < $ and 6 < &, and let m = mA(c, 6). we define the set SC X”’ to be 
the set of all x E P such that there are at most d/2 distinct elements from 
{x1, . . . . xd} appearing in x. 
LEMMA 2. Let m=mA(E, S), k =Y~(E, 6), let U be the uniform 
distribution on (0, 1) and let P be defined as above. Then there exists a 
c0 E C, satisfying 
Pr xEpm.r,ude,4((x, co>,r)>E)>VTS). 
Proof Fix x0 E S and the bit string r0 E (0, 1 jk, and let 1 be the number 
of distinct elements of {x1, . . . . xd) appearing in x0. Note that 1~ d/2 by 
definition of S. Now for each c E Co, there are exactly 2d-’ concepts in C, 
that are consistent with the sample (x,, c), since {x1, . . . . xd} is shattered 
by C,. For any of the d- I points in (x1, . . . . xd} that do not appear in x0, 
half of these concepts will contain the point, and half will not, hence 
hA( ( x0, c), r,,) is correct on this point for exactly half of these 2dP’ consis- 
tent concepts. Thus, if we denote by wA( (x, c), r) the number of points in 
{X 1, . . . . x~I> on which hA( ( x, c), r) and c disagree, and by Q the uniform 
distribution over C,, then we have shown (for x0 and r0 fixed) 
The first inequality comes from the fact that the hypothesis of A may also 
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be incorrect on points that did appear in x0, and the second inequality 
from the fact that I < d/2. Without loss of generality we may assume that 
any learning algorithm is always correct on the pdint x0 whenever concepts 
are selected from C,, so we may write 
Then 
LQ(eA((xo, c>, rd) =E,,, 
t3E 
2 w,((x,, c), ro) 
*aE 
8~ d 
=- 
d cE~(w,4((x~, c>, ro))>24=2E. 
(1) 
Let P” 1 S be the distribution P” restricted to the set S. Since (1) holds for 
any fixed x0 E S and any fixed bit string r,,, if we instead choose x randomly 
according to P” 1 S and r randomly according to Uk, we have 
E. cEQ,xEpmIS,rEl/~(eA((x,c), r))22&. 
Thus, there must be some fixed co E C, satisfying 
E xepmjS.rsde,4((Xy CD), r))22&. (2) 
On the other hand. we have 
e,( (x, co), r) 6 8~ (3) 
for any x E X”’ and any bit string r, since we assume that the hypothesis of 
A is correct on the point x0. From (2) and (3) we can show 
Pr xEpml.s,reuk(e,4((x3 CO>~~)~E)>$. (4) 
To see this, let rj be a random variable whose expectation E(+) according 
to some distribution is at least 2~, but whose absolute value is bounded 
above by 8.5 (as is the case with the random variable eA( (x, c,), r)). Then 
if p is the probability that rl/ is larger than E, we have 
2~<E(JI)<p8a+(l-p)~. 
Solving for p, we obtain p > $ as claimed. Now from (4) we have 
Pr xepm,,,U4eA(<xI co>, r)>E) 
2 Pm(s) Pr xEpmlS,rs~de~(<x, CO>, r)2&)> 4PYS). 
This completes the proof of the lemma. 1 
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LEMMA 3. Let 6 < l/iOO. For m = d/32&, P”(S) > 76. 
Proof: We will use the following fact from probability theory (Proposi- 
tion 2.4 of Angluin and Valiant, 1987 derived from Chernoff, 1952): For 
0 d p d 1 and m, r positive integers, let GE(p, m, r) denote the probability 
of at least Y successes in m independent trials of a Bernoulli variable with 
probability of success p. 
FACT. For any 0 < c( < 1, GE(p, m, (1 + a) mp) < e-a2mP/3. 
Let E be the event that a point drawn at random according to P is con- 
tained in (x, , . . . . xd]. Thus, P(E) = 8s. Now if x is drawn from P” and 
x +! S, then event E must occur at least d/2 times in x. The probability of 
event E occurring at least d/2 times in m draws from P is bounded above 
by GE(8&, m, d/2). Setting m = dJ?2E, we have 
But e-l/l2 < 1 - 76 for 6 < &. Thus, for such 6 we have Pm(S) > 76. 1 
By Lemmas 2 and 3, if mZA(E, 6) 6 d/32&, then there is probability at least 
6 that A outputs a hypothesis with error greater than E, thus proving the 
theorem. 1 
A slightly modified version of the proof of Theorem 1 can be used to 
show that when VCdim(C) B 2 and the sample size is less than 
(VCdim(C) - 1)/(2es) (where e denotes the base of the natural logarithm), 
for any learning’ algorithm there is a distribution and a target concept such 
that the expected error of the hypothesis produced by the learning algo- 
rithm is at least E (Haussler, Littlestone, and Warmuth, 1988). No attempt 
has been made to optimize the constants in either this result or in 
Theorem 1 above. 
It should be noted that the lower bound of Theorem 1 holds regardless 
of the computational complexity of a learning algorithm-that is, even algo- 
rithms allowed infinite computational resources must use Q(VCdim( C)/E) 
examples. Theorem 1 also makes no assumptions on the class from which 
the learning algorithm’s hypothesis is chosen (in particular, the hypothesis 
h need not be chosen from C for the bound to hold). 
We now state precisely the previous best lower bound on the sample size. 
We say that the concept class C is trivial if C consists of one concept, or 
two disjoint concepts whose union is the domain X. 
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THEOREM 4 (Blumer et al., 1989). Let C be a non-trivial concept class. 
Then any (E, 6)-learning algorithm A for C must use sample size 
mA(z, s)=Q 
i 
~ln~+VCdim(C) 
) 
. 
Theorem 1 improves separate lower bounds proportional to VCdim(C) 
and l/s to a single lower bound that is proportional to their product. Using 
Theorems 1 and 4, we obtain 
COROLLARY 5. Let C be a non-trivial concept class.’ Then any (E, 6)- 
learning algorithm A for C must use sample size 
4. APPLICATIONS 
For fixed E and 6, define the sample complexity of learning a concept 
class C to be the minimum sample size mA(E, 6) over all (E, d)-learning 
algorithms A for C. In this section we apply Theorem 1 to obtain lower 
bounds on the sample complexity for a variety of concept classes. The 
bounds obtained are tight to within a constant factor in many important 
cases. 
We begin by recalling results of Blumer er al. (1987, 1989), derived from 
(Vapnik, 1982), that bound the sample size of algorithms that produce 
hypotheses in the target class C that are consistent with the examples they 
have received. We will call A a consistent algorithm for C if whenever A 
receives examples of a concept in C, it always produces a hypothesis that 
is consistent with those examples. If A always outputs a hypothesis 
h E H c 2x, then we say that A uses hypothesis space H. 
THEOREM 6 (Vapnik, 1982; Blumer et al., 1989). Let A be a consistent 
algorithm for C using hypothesis space C, and let 0 < E, 6 < 1. Then 
(i) A is an (E, b)-learning algorithm for C with sample size 
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(ii) Zf C is finite then A is an (E, 6)-learning algorithm for C with 
sample size 
m,(c,d)=U iIn+-- 
( 
1 ln]Cl 
> E ’ 
1 
We now apply Corollary 5 and Theorem 6 to obtain lower and upper 
bounds on the sample complexity of learning several well-studied classes of 
concepts. For many classes the lower bound is met or almost met (e.g., 
within a log factor) by an algorithm that is both efficient (i.e., runs in time 
polynomial in the length of the sample) and works for all values of E and 
6. We begin with Boolean functions. We will use the following notation: if 
f: (0, 1)” + {O, 1 } IS a Boolean function, the s(f) E (0, 1)” will be the set 
{VE (0, l}“:f(v)= 1). F or all of our Boolean examples, the domain X is 
just (0, 11” and the concept class Cc 2” is the class of all s(f), where f is 
a function of the type under consideration, 
Monomials. Monomials are simply conjunctions of literals over the 
variables X, , . . . . x,,. For each 1 <i < n, let USE (0, 1)” be the assignment 
with the ith bit set to 0 and all other bits set to 1. To see that 
S= {u,: 1 < i < n} is shattered by the class C of monomials, let S’ = 
(u,, , ...> u,~}cS and S-S’=(u,+ ,,..., u,~)GS. Then Sns(x,,+,-..xJ= 
s’, so S is shattered. Thus, we have that VCdim(C) 2 ISI = n, so by 
Corollary 5 the sample complexity of learning C is Q((l/c) ln(l/S) +n/s). 
On the other hand, in (Valiant, 1984) an efficient consistent algorithm for C 
using hypothesis space C is given. Since ICI = 3”, we have by Theorem 6(ii) 
that C is learnable with sample complexity O(( l/s) ln( l/6) + n/E), which is 
within a constant factor of the lower bound. Note that by duality, we also 
have a tight lower bound for the class of disjunctions of literals. 
This example demonstrates a more general principle: if 1nlCl = 
O(VCdim(C)) and there is an efficient consistent algorithm for C using 
hypothesis space C, then C is efficiently learnable (by Theorem 6(ii)) with 
provably optimal sample complexity to within a constant factor (by 
Corollary 5). 
kDNF formulae. The kDNF formulae are disjunctions of bounded 
monomials, i.e., formulae of the form T1 + ... + T,, where each T, is a 
monomial of length at most k. There is no bound on the number of 
disjuncts 1. Let SC (0, 1 }” be the set of all vectors with exactly k bits 
assigned 1 and all remaining bits assigned 0, so /SI = Q(d). To see that S 
is shattered by the class C of kDNF formulae, let S’ = {u,, , . . . . u,, > E S. Let 
TI, be the monomial containing the conjunction of all variables that are 
assigned 1 in the vector u,, (thus, the length of T,, is exactly k). Then Sn 
s( TI, + . . + T,,,,) = S’, and S is shattered. By Corollary 5, we have a lower 
GENERAL LOWER BOUND 255 
bound of a(( l/s) ln( l/6) + nk/e) on the number of examples needed to 
learn kDNF. Since ln(C( = O(nk) and (Valiant, 1984) gives a consistent 
algorithm for kDNF using kDNF hypotheses that runs in time polynomial 
in the length of the sample, this lower bound proves that the algorithm of 
Valiant (1984) is optimal in terms of the number of examples used by 
Theorem @ii). By duahty, we have an analogous result for the class kCNF 
of conjunctions of clauses, where each clause is a disjunction of at most k 
literals. 
Symmetric functions. A symmetric functionf: (0, 1 }” -+ (0, 1 } is a func- 
tion that is invariant under permutations of the input bits-thus, the value 
off is uniquely determined by the number of l’s in the input. Let the vector 
u, be 1 on the first i bits and 0 on the last n-i bits, and let 
S= {u,:O<i<n}. If S’= {u,,,..., u/J c S, and f is the symmetric function 
that is 1 if and only if the number of bits assigned 1 in the input is 
contained in the set { 1 i, . . . . I,,,}, then Sn s(f) = S’, so S is shattered by 
symmetric functions. Hence, VCdim(C) > (SI = n + 1. Corollary 5 then 
gives a lower bound of s2(( I/E) ln(1/6) + n/E) on the number of examples 
needed to learn symmetric functions, proving that the algorithm given in 
(Kearns and Li, 1987) has optimal sample complexity. 
k-term DNF. For constant k, a k-term DNF formula is one of the 
form T, + . . . + Tk, where each Ti is a monomial whose length is not 
restricted. If C is the class of k-term DNF concepts, then by arguments 
similar to those given above it can be shown that VCdim(C) = O(n) for 
fixed k. Thus Corollary 5 gives a lower bound of O(( l/s) ln( l/S) + n/s) on 
the sample size required for learning C. However, the best known efficient 
algorithm for learning C (given in Pitt and Valiant, 1988) uses the 
algorithm of (Valiant, 1984) for k-CNF, and thus needs sample size 
sZ(( l/s) In (l/6) it nk/&). Note that the hypothesis produced by this learning 
algorithm is not in the class C, but in kCNF. It is shown in Pitt and 
Valiant (1988) (see also Kearns et al. 1987) that learning k-term DNF 
using hypothesis space k-term DNF is NP-hard. There is an algorithm 
using hypothesis space k-term DNF, but it is an exhaustive-search algo- 
rithm requiring superpolynomial time. Thus, for this example there is a 
significant gap (O(n”- ‘)) between the information-theoretic lower bound 
and the smallest sample size used by an efficient learning algorithm. 
Z-term LDNF. If C is the class of all kDNF functions (for k fixed) with 
at most I terms then VCdim(C) = @(I ln(n/l)) (Littlestone, 1988). Results in 
there and in Haussler et al. (1988) can be combined to show that there 
is an efficient (E, S)-learning algorithm for C using sample size 
O(Zln(n/l)/e ln(1/6 )). Corollary 5 shows that this sample size exceeds the 
optimal by at most a factor of O(ln(1/6)). 
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k-Decision lists. A k-decision list (Rivest, 1987) is a list L = ((M,, b,), 
(M2, b,), . . . . (M,, b,) ) where each Mi is a monomial containing at most 
k literals, and bj E (0, 1). The value of L(v) for v E (0, 1 }” is defined as 
follows: let 1 6 i < m be the least value such that M,(v) = 1. Then L(v) = 6, 
(or 0 if no such i exists). In Rivest (1987) it is shown that the concept class 
represented by k-decision lists properly includes the kCNF and kDNF 
functions, and an efficient consistent algorithm for learning k-decision 
lists using k-decision list hypotheses is given that uses sample size 
O(( l/a) ln( l/6) + (nk/.s) In n). The analysis of this algorithm uses Theorem 
6(ii). It is shown in the Appendix that if C is the class of k-decision lists, 
then VCdim(C) = @(nk), thus giving a lower bound on the sample size 
of Q((l/c) ln(1/6) + nk/&) by Corollary 5. Thus, the sample size of the 
algorithm of Rivest (1987) is at most O(ln n) above the optimal. Further- 
more, the upper bound on VCdim(C) yields an alternative analysis of 
this algorithm: by applying Theorem 6(i), we see that in fact a sample 
of size O(( l/e) ln( l/6) + (nk/&) ln( l/c)) also suffices. If it is decided at 
run time which log factor is smaller, then we have shown that the sample 
complexity of the algorithm of Rivest (1987) is in fact 0((1/e) ln( l/S) + 
(nk/c) min(ln( l/e), In n)), a factor of min(in( l/~), In n) worse than optimal. 
We now turn our attention to examples where the concept class is 
defined over a continuous domain. 
Linear separators (half-spaces). Let C be the class of all half-spaces 
(open or closed) in Euclidean n-dimensional space E”. Then 
VCdim( C) = n + 1 (see, e.g., Wenocur and Dudley, 1981, or Haussler and 
Welzl, 1987), and an efficient consistent algorithm for C using hypotheses 
in C can be implemented using linear programming (see Karmarkar, 1984; 
Khachiyan, 1979; Blumer et al., 1989). By Theorem 6(i) this algorithm 
requires sample size 0( ( l/e) In( l/S) + (n/E) ln( l/e)), which is within a factor 
of O(ln( l/e)) of optimal by Corollary 5. 
Axis-parallel rectangles. An axis-parallel rectangle in E” is the cross 
product of n open or closed intervals, one on each axis. If C is the concept 
class of all such rectangles, then VCdim(C) = 2n (Wencour and Dudley, 
1981; Blumer et al., 1989) and an efficient (a, 6)-learning algorithm 
for C is given in an example of Blumer et al. (1989), using sample 
size @(n/e) ln(n/6)). By Corollary 5, this bound is worse than optimal by 
a factor of at most O(ln(n/6)). Since the algorithm of Blumer et al. (1989) 
is also a consistent algorithm using hypotheses in C, from Theorem 6(i) 
we obtain a different upper bound on its sample size, namely 
0((1/~) ln( l/6) + (n/e) ln(l/c)). This bound is worse than optimal by a 
factor of at most O(ln( l/c)). 
In Haussler (1988) other applications of Corollary 5 to learning algo- 
rithms in artificial intelligence domains are given. Further consequences of 
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Corollary 5 for learning algorithms on feedforward neural networks of 
linear threshold functions are discussed in Baum and Haussler (1989). 
5. OPEN PROBLEMS 
Disregarding computational resources, does there always exist an 
(E, b)-learning algorithm for C using sample size O((l/s) ln(1/6) + 
(VCdim(C)/s))? It is shown in Haussler et al. (1988) that the upper bound 
of 0(( l/s) ln( l/S) + (VCdim(C)/s) ln( l/~)) given in Theorem 6 for arbitrary 
consistent algorithms using hypotheses in C cannot be improved, i.e., for 
all d>, 1 there are concept classes C with VCdim( C)‘= d with consistent 
algorithms using hypotheses in C requiring at least Q((VCdim(C)/s) ln( l/s)) 
examples. They also show that there always exists a (not necessarily consistent) 
(a, 6)-learning algorithm for C using sample size 0( (VCdim(C)/s) ln( l/6)). 
However, this also fails to meet the lower bound. 
Restricting attention to polynomial time computation, do there exist 
efficient learning algorithms for C the class of k-Decision Lists, k-term 
DNF, l-term kDNF, half spaces or axis parallel rectangles, using sample 
size 0(( l/a) In( l/6) + (VCdim(C)/s))? 
APPENDIX 
THEOREM 7. Let kDL be the class of k-decision lists. Then 
VCdim(kDL) = @(nk). 
Proof The lower bound on the dimension follows easily from the fact 
that kDL contains the class of kDNF functions (Rivest, 1987), thus 
VCdim(kDL) > VCdim(kDNF) = @(nk). For the upper bound, we begin 
by proving that VCdim( 1DL) = O(n). We then give a simple transforma- 
tion that proves the theorem for arbitrary k. We adopt the following 
notation: let 
L= ((I,, b,), (4, b,), ..A,,, b,)) 
denote a l-decision list, where each Zi is a literal over the Boolean variables 
ix I, . . . . x,}, and each biE (0, 1 }. We will call each pair (li, bi) an item of 
the list L. 
We show that the class of 1DL functions is linearly separable-that is, 
for each L E 1DL there is a linear function 
PA-, 3 . . . . x,)=c,xl+c~x*+ ... +c,x, 
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with coefficients CUE R, 1 6 i < n and a threshold value z E [w such that for 
xiE (0, 11, 1 didn, 
P,(x, I --., x,)>toL(x,, . ..) x,)= 1. (1) 
Let C be the class of all half-spaces in Euclidean n-dimensional space. Then 
it follows that VCdim( 1DL) < VCdim(C) = n + 1 (see, e.g.,, Wenocur and 
Dudley, 1981; Haussler and Welzl, 1987). Hence VCdim(lDL) = O(n). 
P, is constructed as follows: with each item (li, bi), associate a linear 
term T,= T(Zi, bi) involving a variable in {xi, . . . . x,}, defined by 
T(Xi, 1) = xi, T(x,, 0) = 1 - xi, qx,, 1) = 1 -xi, T&, 0) = xi. 
We now describe a method for constructing a linear inequality of the form 
P,(x,, . . . . ~,)=a~ T, + ..’ +a,,T,>z (2) 
with ajE iw, 1 6 i 6 m, and satisfying (1). This is done by constructing the 
coefficients ai and r in the order a,, . . . . a,, t according to the following 
inductive rules. We assume without loss of generality that b, = 1; if b, = 0 
then L is equivalent to the list of length m i 1 obtained by deleting the mth 
item. 
I (First step). a, = 1. 
II. 
III 
(The O-rule). If bi=O then ai.= 1 + cTZi+, a,. 
(The l-Rule). If bj= 1 then aj= cjCi+ 1 aj, where k is the least Z, 
i+ 1 <l<m such that b,= 1. 
IV. (The r-Rule). z = c/“= i aj, where k is the least f, 1< 1 <m such that 
b,= 1. 
Note that this procedure always constructs non-negative coefficients for 
the linear terms Tj, so P,(x,, . . . . x,) 30 always. We also note that z 20 
and P,(xl, . . . . x,) d &‘!!, aj. 
We now show by induction on the length m of L that the inequality (2) 
constructed by the above method satisfies (1). 
Base cases. Let m= 1. Then either L = ((xi, 1)) or L= ((X,, 1)). The 
linear inequalities constructed for these two cases by the above rules are 
xi 2 1 and 1 -xi 3 1, respectively, and these inequalities clearly satisfy (1). 
Inductive step. Let L’ = ((I,, b,), . . . . (I,, b,))-i.e., L’ is simply L with 
the first item deleted. Then by the inductive hypothesis, there is a linear 
function P,(x,, . . . . x,) and a threshold z’ constructed by the above rules 
and satisfying 
P,,(X,) . ..) x,) 2 5’ 0 L’(X,) . ..) xn) = 1. (3) 
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Consider the following cases: 
Case 1. Suppose (Ii, b,) = (xi, 1). Then by application of the l-Rule 
and the z-Rule, we obtain the linear inequality 
PAX, 9 ..., x,) = 5’Xi + P,,(x,, . ..) x,) 2 z’. 
Now suppose that L(xl, . . . . x,) = 1. Then either xi= 1, or xi=0 and 
L/(X,) . ..) x,) = 1. If xi = 1 then P,(x,, . . . . x,) > r’, since P,(x,, . . . . x,) > 0. If 
L’(X,) . ..) x,) = 1, then P,(x,, . . . . x,) > t’, since P,.(x,, . . . . x,) > t’ by (3). 
On the other hand, if L(x,, . . . . x,) = 0 then xi = 0 and P,(x,, . . . . x,) < 5’ by 
(3), hence P,(x,, . . . . x,) < 7’. 
Case 2. Suppose (II, b,)= (X,, 1). Then by application of the l-Rule 
and the z-Rule, we obtain 
P,(X,) . ..) x,) = z’( 1 -xi) + P,(X,) . ..) x,) B r’ 
and the analysis is similar to that of Case 1. 
Case 3. Suppose (/r, b,) = (xi, 0). Then by application of the O-Rule 
and the t-Rule, we obtain the inequality 
+ P,.(X,) . ..) x”)2(1+F2Uj)+T’. (4) 
Now if L(x,, . . . . x,) = 1 then we must have xi= 0 and L’(xl, . . . . x,) = 1. 
Hence using (3) we see that (4) is satisfied. Conversely, suppose that 
(4) is satisfied. Then x,=0 since P,,(x,, . . . . x,) <CJ’=m=2 uj and ~‘20 
always. Hence’ Pc(x,, . . . . x,)> z’, so L’(xl, . . . . x,) = 1 by (3), and thus 
L(x,, . . . . x,) = 1. 
Case 4. Suppose (I,, b,) = (Xi, 0). Then by the O-rule and the z-Rule, 
we obtain 
and the analysis is similar to Case 3. 
Thus, l-decision lists are linearly separable, and VCdim( 1DL) = O(n). 
To see that VCdim(kDL) = O(nk), we use the following transformation: 
For each of the p(n) = Q(nk) monomials Mi of length at most k, create a 
variable y,(xi, . . . . x”) defined by 
Y,(Xl, . . . . X”) = 1 0 Mi(Xl, . . . . x,) = 1. 
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Then under this transformation, each monomial Mi is mapped to a 
variable yi in @(nk) dimensions, so a k-decision list L is mapped to a 
l-decision list z in the variables {y,}. This mapping has the property that 
ux 1, . . . . x,) = 1 o E(y,, . . . . y,,,,) = 1. Furthermore, by the above proof the 
image decision lists are linearly separable in p(n)-dimensional space, so 
VCdim(kDL) = O(p(n)) = O(n”). Similar transformation techniques can be 
found in Kearns et al. (1987) and Littlestone (1988). i 
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