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A GPU is generally an arithmetic unit specializing in image processing. Although its function is limited 
as compared with CPU, a large amount of data can be simultaneously and concurrently processed by a 
plurality of processors. In recent years, attention has been drawn to GPGPU which makes use of this 
GPU function not only for image processing but also its processing capability for high performance 
computing. 
 In this thesis, we can consider efficient implementation of multithread algorithms by using Dynamic 
Parallelism in GPU. We give efficient algorithms to Fibonacci sequence and Tower of Hanoi. In particular, 
our algorithm for Tower of Hanoi is better than previous algorithm. 
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１． はじめに 
GPU(Graphics Processing Unit)は一般的に画像処理を専
門とする演算装置であり,多くの場合では,CPU と呼ばれる
主演算装置の制御のもとで用いられている.GPU の機能は
CPU に比べて限定されたものであるが,大量のデータを複
数のプロセッサで同時かつ並行処理することができる.[1] 
近年では,この GPU の機能を画像処理のみならず,GPU
の持つ特定処理の高いパフォーマンスに着目し,その処理
能力をHPC(ハイパフォーマンス・コンピューティング) に
生かす GPGPU(General Purpose GPU)に注目が集まってい
る.このことから,本論文ではGPUを用いたマルチスレッド
アルゴリズム[1]に着目する. 
本論文では、マルチスレッドアルゴリズムを GPU 上で実
現するための方法論を開発することを目的とする。特に、
GPU で再帰手続きの並列化が可能な DP(Dynamic 
Parallelism)によるマルチスレッドアルゴリズムの実現に
ついて考察する。 
ここでは,フィボナッチ数列とハノイの塔という代表的
な再帰関数のアルゴリズムによって実現できる問題を取
り上げる.これらの問題を DP(Dynamic Parallelism)で実
現するときの問題点を明らかにし,実用サイズで実現でき
るアルゴリズムを与える.また,ハノイの塔に対してはこれ
までよりも真に高速なアルゴリズムを与えた. 
 
２． GPU[2] 
GPU は具体的にはパソコンの拡張スロットに装着する
ビデオカード（グラフィックス・ボード）に搭載される,
描画処理に特化したチップや,CPU に付随するチップセッ
トの中に組み込まれる,描画処理機能の部分のハードウェ
アのことである. 
GPU はビデオ・メモリとインターフェイスで接続されて
いる.GPU チップの内部にはストリーミングマルチプロセ
ッサ(SM)が多数入っており,さらに SM の内部にはストリ
ーミング・プロセッサ(SP)という最小単位の演算処理ユニ
ットが 8 個ある.  
 
３． マルチスレッドアルゴリズム[1] 
次にフィボナッチ数列 FIB(n)を例にとり,動的マルチス
レッドについて説明する. 
まずはじめに,フィボナッチ数列を漸化式 
 
 
 
      (1) 
 
によって定義することにする. フィボナッチ数列 FIB(n)を
動的マルチスレッド化したプログラムを実行するときに,
プロセッサ群が実行する命令の集合であるマルチスレッ
ド計算は,図 1 のような計算ダグと呼ぶ有効非巡回グラフ
として考えると理解しやすい. 
 
 
図1.動的マルチスレッド化したFIB(3)の計算を表す有効非
巡回グラフ 
 
 図1の各円は1つのストランドを表す.同じ手続きに属す
るストランドのグループを,それぞれ角の丸い長方形で囲
み,生成された手続きは灰色の長方形,呼び出された手続き
は青色の長方形で示されている.生成,または呼び出しを示
す辺は下,継続を示す辺は右,戻り先を示す辺は上を向いて
いる. 
 ここで生成(spawn)と普通の呼び出し(call)の違いは,生成
を実行する親は,逐次実行で通常発生するように,生成した
サブルーチンである子の実行が終了するのを待つのでは
なく,並列に実行を続けることができる点にある.つまり
FIB(n)では,生成された子が FIB(n - 1)を計算している間
に,子の実行と並列に,親は FIB(n - 2)の計算に進むことが
できる.FIB 手続きは再帰的だから,これら 2 つのサブルー
チン呼び出しは,入れ子になった並列性を生成する.このよ
うに,部分計算の巨大な木を生成し,これらすべての部分計
算を並列に実行する. 
 マルチスレッドの理論的な効率は「仕事量」と「スパン」
という 2 つの尺度を用いて測ることができる. マルチスレ
ッドアルゴリズムの仕事量は,1 台のプロセッサで全体の
命令を実行するのに必要な時間である.言い換えると,仕事
量は各ストランドにかかる時間の総和である.スパンは,ダ
グの任意のパスに沿ってストランドを実行するときにか
かる時間の最大値である.各ストランドが単位時間で実行
できるダグでは,スパンはダグの最長路,すなわち,クリティ
カルパス（赤矢印）の頂点数に等しい.たとえば,図 1 の計
算ダグは全部で9個の頂点を持ち,その中の6個がクリティ
カルパス上にある.したがって,各ストランドが単位時間で
実行できるなら,仕事量は 9 単位,スパンは 6 単位時間であ
る. 
 しかし,マルチスレッドアルゴリズムの実際の実行時間
は,仕事量とスパンだけで決まるのではない.利用できるプ
ロセッサ台数とスケジューラによるストランドのプロセ
ッサへの割り当てにも依存する.P 台のプロセッサ上での
アルゴリズムの実行時間を添字 P を用いて と表す.仕事
量は 1 台のプロセッサ上での実行時間 である.スパンは
各ストランドをそれぞれ別のプロセッサ上で実行できる
場合,すなわち,無限個のプロセッサを持っている場合の実
行時間なので で表す. 
 ここで,P 台のプロセッサを持つ理想並列コンピュータ
上で貪欲スケジューラ[1]は仕事量が ,スパンが であ
るマルチスレッド計算を 
 
               (2) 
 
時間で実行することができる.(2)の式を利用して,仕事量・
スパンだけでなく, で比較する必要もある. 
 
4. Dynamic Parallelism 
 図 2 に従来の方法と DP を用いた場合とを比較し
た,CPU,GPU 間の内部動作を示す. 
 
 
 
 
図 2. 従来の方法と DP を用いた場合の内部動作 
 
図 2 の左側（DP なし）のように,従来の方法だとカーネ
ル関数（GPU 上で動作する関数）は CPU からでしか呼び
出すことができなかった. このため,カーネルの実行のた
びに「CPU→GPU」と「GPU→CPU」の通信が必要となっ
ていた.. 
 これに対し,図 2の左側(DPあり)のようにDPを用いるこ
とで GPU のカーネル内からそのまま別のカーネルを呼び
出すことができる.これにより CPU を介さずにすむので,
「CPU→GPU」と「GPU→CPU」という通信のオーバーヘ
ッドを省くことができる. 
 しかし,DPを用いる時の再帰木の深さ(Depth)には制限が
あり ,現在はその上限が 24 となっている. そのことか
ら,GPU 側で再帰を行う際にはその制限を考慮して再帰プ
ログラムを作成しなければならない. 
 
5. フィボナッチ数列 
 を黄金比として,(1) の式で表現される
一般的なフィボナッチ数列の仕事量,スパン, を表 1 に示
す. 
 
 
時刻 
 表 1.一般的なフィボナッチ数列の仕事量,スパン,  
仕事量( ) スパン( )  
O( ) O(n) O( ) 
 
表 1 の は指数関数的に増加するので,(1)のフィボナッチ
数列の計算効率は悪いことが分かる.また,Depth の上限が
24 であることから,DP で処理できる n の値は とな
る.しかしこの n のサイズでは実用的ではない.ここでは,
フィボナッチ数列を表現する別の漸化式にもとづいて,実
用的な n のサイズでフィボナッチ数列が計算できること
を示す. 
(1)奇数・偶数で漸化式を分けたフィボナッチ数列 
 まずはじめに,n の値が奇数と偶数で処理する漸化式が
異なるフィボナッチ数列について説明する.奇数の場合で
は 
 
 
 (3) 
 
の漸化式でフィボナッチ数列の計算を行う.また,偶数では 
 
    (4) 
 
の漸化式で処理を行う. この方法で処理を行うと,例えば
偶数では FIB(n)に対して FIB(n / 2)と FIB(n / 2 - 1)の再帰関
数を生成・呼び出すことになる.このことから,フィボナッ
チ数列の計算時間を T(n)とすると,その式は 
 
          (5) 
 
となる.また,(3),(4)のフィボナッチ数列の仕事量 ,スパン
,そして を表 2 に示す. 
 
表 2. 奇数・偶数で漸化式を分けたフィボナッチ数列の仕
事量,スパン,  
仕事量( ) スパン( )  
O(n) O( ) O( ) 
 
表 1 と表 2 を比較すると,どの計算時間においても(3),(4)の
フィボナッチ数列の方が効率が良いことが分かる .ま
た,DPで処理できる nの値は となり,より実用的
な n のサイズでフィボナッチ数列を計算することができ
る. 
また、(3)、(4)のフィボナッチ数列は再帰を用いず、繰り
返し処理により で求めることができるが、今回の並列
化アルゴリズムでは、P 台のスレッドで の並列アルゴ
リズムを実現できる。 
 
6. ハノイの塔 
 一般的なハノイの塔の計算時間を H(n)とすると,その漸
化式は 
 
        (6) 
 
と表すことができる.(6)の漸化式の計算量は となる. 
また,再帰の深さがn – 1であることから,DPを利用できる
n の値は となる.この n のサイズではハ
ノイの塔を処理するのにあまり実用的とはならな
い. となる解を与え, かつ DP で実装するとき
に n を実用的なサイズまで扱えるようにしたい. 
(1)改良したハノイの塔の一般化漸化式 
 (5)の式を改良し,一般化した漸化式を提示することを試
みる.まずはじめに n = 4 とし,ハノイの塔の関数
を計算した時の再帰的手続きのインスタンスの木を図3に
示す.ここで図 3 では,再帰木の深さをその木の段数とする. 
 
 
図 3. n = 4 の時のハノイの塔 の再帰木 
 
図 3 を見ると,段数が 3 である奇数の時には 3 つの関数 
 
 
 
が生成・呼び出しされている.さらにその 3 つの関数が
という順に 8( )回
繰り返し実行されていることが分かる.また,段数が偶数で
ある 2 の場合には 
 
 
 
の 3 つの関数が生成・呼び出しされている.さらにその 3
つの関数が の順に
4( )回繰り返し実行されていることが分かる. 
 上記のことから,段数 k が奇数の時には 3 つの関数が 
 
 
 という順に 回繰り返し実行される.また,段数 k が偶数の
時には 3 つの関数が 
 
 
 
という順に 回繰り返し実行されることが分かる.各段数
では高々3種類の関数が出現するので,始めの3つの関数を
再帰で呼び出せば,残りはそれらの関数を参照すればよい.
また,図 3 から,段数が 3 である場合の関数を再帰で呼び出
すことになると,段数が 2 以下の時の 7 つ( )の手続
きが行われていないことになる.ゆえにその部分は再帰部
とは別に非再帰部として計算しなければならない. 
 これらのことから,以下の改良したハノイの塔 H(n)の漸
化式を提示することができる. 
 
 
    (7) 
 
(7)の式より,k の値を大きくすることで非再帰部の計算
量が増え,その代わり扱える n のサイズが大きくなる.ま
た,k の値を小さくすると扱える n のサイズが小さくなる
が,非再帰部の計算量が少なくなる. 
(2)マルチスレッドアルゴリズムの性能の尺度を用いたハ
ノイの塔の理論評価 
 次に,各漸化式でハノイの塔の仕事量,スパンを評価し
た. 
 まずはじめに,(6)の漸化式によるハノイの塔の仕事量と
スパン,そして を表 3 に示す. 
 
表 3.一般的なハノイの塔の仕事量,スパン,  
仕事量( ) スパン( )  
O( ) O(n) O( ) 
 
(6)の漸化式を逐次で行うと,H(n)を計算するときに 2 つの
H(n - 1)の関数を生成・呼び出していたが,(6)の漸化式を並
列化させることで 2 つの関数は並列に処理することがで
き,その漸化式は 
 
      (8) 
 
となる. 
 次に,(7)の漸化式からハノイの塔の仕事量,スパン,そし
て を求めた. 
 
 
 
としたときの(7)の漸化式の仕事量,スパンを表 4 に示す. 
 
表 4. 改良したハノイの塔の仕事量,スパン,  
仕事量 スパン  
   
 
 (7)の式と同じように,再帰関数の部分は並列に処理でき
るのでその時の漸化式は, 
 
        (9) 
 
となる.表 3 と表 4 を比較すると,スパンは改良前の方が効
率が良いが, は改良後の方が計算効率は良くなる.実際に
はプロセッサの台数も考慮しないといけないので,実質的
な計算効率は改良後のほうが良いことが分かる. た,仕事
量の比較から,DP を利用しなくても(7)の式の方が計算効
率は良いことが分かる. 
 表 4 を見ると,改良したハノイの塔の仕事量,スパンは漸
近的には同じであることが分かる.この理由としては,逐次
と並列でそれぞれ再帰部の計算は違うものの,非再帰部の
計算量が再帰部の計算量を支配しているので,オーダー的
には同じになる. 
 また、このアルゴリズムの再帰の段数は とな
り、GPU を用いて実現する場合実用サイズまで計算可能
である。 
 
7. あとがき 
 本研究では GPU における DP を利用して、マルチスレ
ッドアルゴリズムの効率的な実現に関して考察を行った。
今後はそれぞれのアルゴリズムを実際に実現し、本論文の
方法の妥当性を検証することが残されている。 
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