normalized has a limiting standard normal distribution under the hypothesis that one of the competing models is correctly specified. These results suggest that the asymptotic distribution of the LR statistic as well as the speed at which it converges to that distribution depend on whether the models are nested or correctly specified. In the first part of this paper, we completely characterize the asymptotic distribution of the LR statistic under the most general conditions. The paper is organized as follows. In Section 2, we present the basic framework. In Section 3, we derive the asymptotic distribution of the LR statistic whether or not the models are nested or misspecified. We show that it depends on the condition f(yIz; 0*) = g(yIz; y*) for almost all (y, z). In Section 4, we show that f I; 0*) = g( -; y*) is equivalent to the hypothesis that a variance 42 iS zero. This allows us to construct a test of f(-I ; 0*) = g( I *; ) based on a consistent estimator 2 of 4. In the next three sections, we apply the previous results to derive new and directional LR based tests for model selection in all possible situations. In Sections 5, 6, and 7, we consider successively the cases where the competing models are (strictly) non-nested, overlapping, and nested. We also briefly compare our approaches to that of Akaike (1973 Akaike ( , 1974 and Cox (1961 Cox ( , 1962 . Section 8 summarizes our results and suggests some directions for further research. All the proofs are collected in the Appendix. Assumption A1-(a) is more suitable for cross-section than time-series data. Some of our results can be generalized to more general data generating processes such as those considered by Burguette, Gallant, and Souza (1982) , and White and Domowitz (1984) . An assumption equivalent to Assumption A1-(b) is that Hylz(-Iz) and vy are, for Hzg-almost all z, absolutely continuous relative to each other (see, e.g., Bauer (1972, p. 901) ). Since a similar remark applies to Assumption A2-(a) below, it follows that the measures Hylz(-Iz), Fylz(-Iz; 9), and vy are absolutely continuous relative to each other, and hence have the same negligible sets. As a consequence of these assumptions, the true conditional distribution H ( Yz(-) and the competing conditional models have the same support. 2 We now consider two competing parametric families of conditional distributions defined on ay x Z for Y, given Z,: F-{ Fylz(. .;9); e 9 c R P} and G.y-{Gylz(* l ; y); y E rPc R }. No assumption is here made on the relationship between the two competing conditional models F0 and Gy in the sense that they may be nested, overlapping, or non-nested. Moreover, both, only one, or neither may be correctly specified, i.e., may contain the true conditional distribution for Y, given Z,. Each conditional model satisfies the following regularity conditions (Vuong (1983) ) which are similar to those of White (1982a, Assumptions A2-A6) with the exception that they bear on conditional models. These regularity conditions are presented without discussion. They are stated in terms of F6. It is understood that similar assumptions are made on G_Y ASSUMPTION A2: (a) For every 9 in 49 and for Hzo-almost all z the conditional distribution Fylz( Iz, 9) has a Radon-Nikodym density f( Iz; 9) relative to vy, which is strictly positive for vy-almost all y. (b) 49 is a compact subset of OR P, and the conditional density f(y Iz; 9) is continuous in 9 for H'-almost all (y, z). 2Most of the results of this paper hold under the weaker assumption that vy is absolutely continuous relative to HOIz( I z) for Hz -almost all z. This latter assumption says that the non-negligible sets relative to vy are also non-negligible relative to HI?z (-iz This result is important because it motivates our LR-based tests for model selection. To derive the asymptotic distribution of the LR statistic, we consider distributions of quadratic forms in normal random variables. Such distributions have been studied by, e.g., Johnson and Kotz (1970, Chapter 29) . We call such distributions weighted sums of (independent) chi-square distributions, for which we give the following definition. To ensure that such a variance exists, we make the following assumption. As seen in Section 7, (3.9) is satisfied when Gy is nested in F6.
THE VARIANCE STATISTIC
In the previous section, we show that whether the LR statistic is asymptotically distributed as a normal or a weighted sum of chi-squares depends on whether f( I ; 0*) = g(-I ; y*). Such a condition may hold when the conditional models F6, and Gy are nested or overlapping. It is therefore important to know if it is satisfied. Since 0* and yy* are unknown, we propose in this section a test of such a condition. The proposed test is based on the following property. As for the LR statistic, it is of interest to know when the limiting weighted sum of chi-square distribution of the variance statistics reduces to the familiar central chi-square distribution. The next result characterizes this situation. As for Theorem 3.6, we assume that the information matrix equivalences (3.8) hold. Bfg(*, y) = 0, in which case the number of degrees of freedom is p + q.
STRICTLY NON-NESTED MODELS
In Section 1, we suggested a classical approach for selecting among competing models. In this section, we shall discuss this approach in more detail. In particular, using the results of Sections 3 and 4, we shall obtain very simple tests for selecting among two competing models whether they are nested or misspecified. Following Akaike (1973 Akaike ( , 1974 Another property is that the null hypothesis Ho does not require that either of the competing models be correctly specified. As a matter of fact, from Lemma 6.2 below, both models must be misspecified under Ho if f( I *; 0.) * g( I *; Y*) 1961, 1962) ). Noting that there were no satisfactory definitions, Pesaran (1987) recently proposed definitions of globally non-nested, partially non-nested, and nested hypotheses. It can be shown that Pesaran's definitions are equivalent to our Definitions 2, 3, and 4 below. Our definitions are more intuitive.
In this section, we consider the case where the models F9 and GY are (strictly) non-nested. We give the following formal definition. N(0, 1) distribution. In the next sections on overlapping models and nested models, we shall not discuss possible adjustments to the LR statistic. Similar results can clearly be established.
We now contrast our approach to those initiated by Akaike (1973 Akaike ( , 1974 ) on model selection and Cox (1961, 1962) on non-nested hypothesis testing. First, the difference between Akaike's and our approach is that ours is probabilistic. Though Amemiya (1980) and McAleer and Bera (1983) have argued that an important difference between non-nested hypothesis testing and model selection is that the former framework allows "a probabilistic statement to be made regarding model selection," while the second does not, this criticism no longer applies to our approach which puts model selection in a significance testing situation. As in the classical testing situation, our distributional results are used to indicate the strength of the evidence in favor of either model whether it is based on the adjusted or unadjusted LR statistic. As a consequence we do not have to choose a "best" model if the competing models are statistically equivalent. Second, the difference between Cox's and our approach lies in the null hypotheses under test. In Cox's approach, the implicit null hypothesis when testing Fo using the evidence providing by G., say, is: On the other hand, as noticed earlier, when the competing models are strictly non-nested, both models must be misspecified under our null hypothesis Ho.
OVERLAPPING MODELS
In this section, we consider the case where the two competing models are overlapping. A simple example of two overlapping models is that of two standard linear regression models with some common explanatory variables. We first give a formal definition of overlapping models. As pointed our earlier, the difficulty in selecting among overlapping models arises from the fact that f-I *; 0*) may or may not be equal to g(-I ; y*) under the null hypothesis of interest Ho so that the form of the asy:mptotic null distribution of the LR statistic is a priori unknown. This is not the case if one knows that at least one of the two overlapping models is correctly specified, a frequent assumption in the model selection literature. We say that the conditional model F6, for instance, is correctly specified if HO?1 (-I ) respectively. Since at least one model is assumed to be correctly specified, then rejection of Ho in favor of Hf, say, implies that Fo is correctly specified and GY is misspecified. The test requires consistent estimators An of X*. If the competing models are asymptotically orthogonal, it can readily be shown from (3.6) that X* is equal to a vector of p ones and q minus ones so that the limiting distribution reduces to that of a difference between two independent chi-squares with p and q degrees of freedom.
NESTED MODELS
We now consider the more familiar case of nested models. We first relate our probabilistic model selection approach to the classical nested-hypothesis testing situation. Then we propose a LR-based test for selecting between two nested models. This test reduces to the classical Neyman-Pearson (1928) LR test when the largest model is correctly specified. We also propose a new test for nested hypotheses based on the variance statistics of Section 3.
A formal definition of nested models is: As before, condition (7.1) means that any conditional distribution in G. is equal to a conditional distribution in Fe for Hz-almost all z. We make the following regularity assumption on the parameterizations 6 and y. As mentioned earlier, the information matrix equivalence Af (6*) + Bf (9*) = 0 holds if the larger model is correctly specified.
CONCLUSION
In this paper, we have proposed a new and general approach to model selection whether the competing models are nested, overlapping, or non-nested, and whether the models are correctly specified. The approach has the desirable property that it coincides with the usual classical testing approach when the models are nested. It is probabilistic and is based on testing if the competing models are as close to the true distribution against the hypothesis that one model is closer than the other. Since the maximum log-likelihood of a model is a natural estimator of the distance between the model and the true distribution as measured by the KLIC, all our model selection tests are based on the LR statistic. As a prerequisite, we have fully characterized the asymptotic distribution of the LR statistic under the most general conditions.
Much work remains to be done. First, one could relax Assumption A1-(a) so as to extend our results to time-series models. Second, we have mentioned that our LR-based tests for model selection could be adjusted for the number of parameters. A theoretical and Monte Carlo study would shed some light on the most adequate adjustment to the LR statistic in small samples for some particular cases. Third, a thorough comparison between our model selection tests and the available Cox-type tests as considered by Davidson and McKinnon (1981) , Pesaran (1974) , and Pesaran and Deaton (1978), among others, would be useful. In the same line, it would be useful to compare our approach to the comprehensive approach advocated by Atkinson (1969 Atkinson ( , 1970 , which requires nesting the competing models in a larger model. Fourth, it would be interesting to compare the performance of our model selection tests to the tests using the encompassing principle as advocated by Hendry (1983) , and Mizon and Richard (1986). Fifth, the above model selection tests have been obtained under the assumption that there are only two competing models. It is important to generalize our procedures to the case where there are many competing models. 
