We investigate ways to support interactive mining sessions, in the setting of association rule mining. In such sessions, users specify conditions (filters) on the associations to be generated. Our approach is a combination of the incorporation of filtering conditions inside the mining phase, and the filtering of already generated associations. We present several concrete algorithms and compare their performance.
Introduction
As introduced in [1] , the association rule mining problem can be described as follows: given a set of transactions D, where each transaction is a set of items, an association rule is an expression of the form B ⇒ H, where B and H are sets of items (or itemsets). The support of an itemset I is the number of transactions that include I. An itemset is called frequent if its support is no less than a given minimal support threshold. An association rule is called frequent if B ∪ H is frequent and it is called confident if the support of B ∪ H divided by the support of B exceeds a given minimal confidence threshold. The goal is now to find all association rules over D that are frequent and confident.
The standard association rule mining algorithm (Apriori) [2] that solves this problem is divided in two phases; phase 1 generates all frequent itemsets with respect to the given minimal support threshold, and phase 2 generates all confident rules with respect to the given minimal confidence threshold.
Phase 1 is performed, based on the observation that all subsets of a frequent itemset are also frequent. An itemset is thus potentially frequent, also called a candidate itemset, if its support is unknown and all of its subsets are frequent. In every step of the algorithm, all candidate itemsets are generated and their supports are then counted by performing a complete scan of the transaction database. This is repeated until no new candidate itemsets can be generated.
Phase 2 generates for every frequent itemset a set of rules by dividing the itemset in potential bodies and heads. This can be done in a similar level-wise manner as in phase 1, based on the observation that if a headset represents a confident rule for that itemset, then all of its subsets also represent confident rules [12] . For example, if the itemset {1, 2, 3, 4} is a frequent set and {1, 2} ⇒ {3, 4} is a confident rule, then {1, 2, 3} ⇒ {4} and {1, 2, 4} ⇒ {3} must also be confident. In every step within phase 2, all candidate head-sets are generated and their confidences are computed, until no new candidate head-sets can be generated. Obviously, phase 2 is much faster in comparison with phase 1 once the frequent sets and their supports are known.
The interactive nature of the mining process has been acknowledged from the start [3] . It motivated the idea of a "data mining query language" [5, 6, 7, 8, 10] and was stressed again by Ng, Lakshmanan, Han and Pang [11] . In such a data mining query language, a user must be able to pose queries that can limit the computation to a subset of rules.
In this paper, working in the concrete setting of association rule mining, we consider a class of conditions on associations to be generated which should be expressible in any reasonable data mining query language: Boolean combinations of atomic conditions, where an atomic condition can either specify that a certain item occurs in the body of the rule or the head of the rule, or set a threshold on the support or on the confidence. A session thus consists of a sequence of such Boolean combinations (henceforth referred to as queries).
We present the first algorithm to support interactive mining sessions efficiently. We measure efficiency in terms of the total number of itemsets that are generated, but do not satisfy the query, and the number of scans over database that have to be performed. Specifically, our results are the following:
1. The filtering achieved by exploiting the query conditions is non-redundant, in the sense that it never generates an itemset that, apart from the minimal support and confidence thresholds, could give rise to a rule that does not satisfy the query. Therefore, the number of generated itemsets during the execution of a query, becomes proportional to the strength of the conditions in the query: the more specific the query, the faster its execution.
2. Not only is the number of passes trough the database reduced, but also the size of the database itself, again proportionally to the strength of the conditions in the query.
3. A generated itemset will, within a session, never be regenerated as a candidate itemset: results of earlier queries are reused when answering a new query.
Section 2 gives an overview of related work on interactive mining. In Section 3, we present a way of incorporating query-constraints inside a frequent set mining algorithm. In Section 4, we discuss ways of supporting interactive mining sessions. In Section 5, we present an experimental evaluation of our algorithms, and discuss their implementation.
Related Work
The idea that filters can be integrated in the mining algorithm was initially launched by Srikant, Vu, and Agrawal [13] , who considered filters that are Boolean expressions over the presence or absence of certain items in the rules (filters specifically as bodies or heads were not discussed). The algorithms proposed in their paper are not optimal: they generate and test several itemsets that do not satisfy the filter, and their optimizations also do not always become more efficient for more specific filters. Also Lakshmanan, Ng, Han and Pang worked on the integration of constraints on itemsets in mining, considering conjunctions of conditions such as those considered here, as well as others (arbitrary Boolean combinations were not discussed) [9, 11] . Of the various strategies for the so-called "CAP" algorithm they present, the one that can handle the filters considered here is their "strategy II." Again, this strategy generates and tests itemsets that do not satisfy the filters. Also their algorithms implement a rule-filter by separately mining for possible heads and for possible bodies, while we tightly couple filtering of rules with filtering of sets.
Both works do not discuss the reuse of results acquired from earlier queries within a session.
Exploiting Constraints
As already mentioned in the Introduction, the constraints we consider in this paper are Boolean combinations of atomic conditions. An atomic condition can either specify that a certain item i occurs in the body of the rule or the head of the rule, denoted respectively by Body(i) or Head(i), or set a threshold on the support or on the confidence.
In this section, we explain how we can incorporate these constraints in the mining algorithm. We first consider the special case of constraints where only conjunctions of atomic conditions or their negations are allowed.
Conjunctive Constraints
Let b 1 , . . . , b ℓ be the items that must be in the body by the constraint; b
. . , h m those that must be in the head; and h
Recall that an association rule X ⇒ Y is only generated if X ∪ Y is a frequent set. Hence, we only have to generate those frequent sets that contain every b i and h i , plus some of the subsets of these frequent sets that can serve as bodies or heads. Therefore we will create a set-filter corresponding to the rule-filter, which is also a conjunctive expression, but now over the presence or absence of an item i in a frequent set, denoted by Set(i) and ¬Set(i). We do this as follows:
4. All other literals in the rule-filter are ignored because they do not restrict the frequent sets that must be generated.
Formally, the following is readily verified: Lemma 1. An itemset Z satisfies the set-filter if and only if there exists itemsets X and Y such that X ∪ Y = Z and the rule X ⇒ Y satisfies the rule-filter, apart from the confidence threshold.
So, once we have generated all sets Z satisfying the set-filter, we can generate all rules satisfying the rule-filter by splitting all these Z in all possible ways in a body X and a head Y such that the rule-filter is satisfied. Lemma 1 guarantees that this method is "sound and complete".
So, we need to explain two things:
1. Finding all frequent Z satisfying the set-filter.
2. Finding, for each Z the frequencies of all bodies and heads X and Y such that X ∪ Y = Z and X ⇒ Y satisfies the rule-filter.
Finding the frequent sets satisfying the set-filter Let Pos := {i | Set(i) in set-filter} and
Denote the dataset of transactions by D. We define the following derived dataset D 0 :
In other words, we ignore all transactions that are not supersets of Pos and from all transactions that are not ignored, we remove all items in Pos plus all items that are in Neg. We observe:
Lemma 2. Let p be the absolute support threshold defined in the filter. Let S 0 be the set of itemsets over the new dataset D 0 , without any further conditions, except that their support is at least p. Let S be the set of itemsets over the original dataset D that satisfy the set-filter, and whose support is also at least
Proof. To show the inclusion from left to right, consider Z ∈ S. We show that s := Z − Pos is in S 0 . Thereto, it suffices to establish an injection t → t 0 from the transactions t in the support set of Z in D (i.e., the set of all transactions in D containing Z) into the transactions t 0 in the support set of s in D 0 . Let t be in D and containing Z. Since Z satisfies the set-filter, Z contains Pos, and hence t contains Pos as well. Thus, t 0 := t − (Pos ∪ Neg) is in D 0 . Since Z ∩ Neg = ∅ (again because Z satisfies the set-filter), t 0 contains Z − Pos = s. Hence, t 0 is in the support set of s in D 0 , as desired.
The inclusion from right to left is established similarly.
We can thus perform any frequent set generation algorithm, using only D 0 instead of D. Note that the size of D 0 is exactly the support of Pos in D. Still put differently: we are mining in a world where itemsets that do not satisfy the filter simply do not exist. The correctness and optimality of our method is thus automatically guaranteed.
Note however that now an itemset I, actually represents the itemset I ∪ Pos! We thus head-start with a lead of k, where k is the cardinality of Pos, in comparison with standard, non-filtered mining.
Finding the frequencies of bodies and heads We now have all frequent sets containing every b i and h i , from which rules that satisfy the rule-filter can be generated. Recall that in the standard association rule mining algorithm rules are generated by taking every item in a frequent set as a head and the others as body. All heads that result in a confident rule, with respect to the minimal confidence threshold, can then be combined to generate more general rules. But, because we now only want rules that satisfy the filter, a head must always be a superset of {h 1 , . . . , h m } and may not include any of the h ′ i and b i (the latter because bodies and heads of rules are disjoint). In this way, we head-start with a lead of m. Similarly, a body must always be a superset of {b 1 , . . . , b ℓ } and may not include any of the b ′ i and h i . The following lemma tells us that these potential heads and bodies are already present, albeit implicitly, in S 0 :
Lemma 3. Let S 0 be as in Lemma 2. Let B (H) be the set of bodies (heads) of those association rules over D that satisfy the rule-filter. Then
So, for the potential bodies (heads), we use, in S 0 , all sets that do not include any of the b ′ i and h i (h ′ i and b i ), and add all b i (h i ). Hence, all we have to do is to determine the frequencies of these subsets in one additional pass. (We do not yet have these frequencies because these sets do not contain either items b i or h i , while we ignored transactions that did not contain all items b i and h i .)
Each generated itemset can thus have up to three different "personalities:"
1. A frequent set that satisfies the set-filter;
2. A frequent set that can act as body of a rule that satisfies the rule-filter;
3. Analogously for a head.
We finally generate the desired association rules from the appropriate sets, on condition that they have enough confidence.
Example We illustrate our method with an example. Assume we are given the rule-filter
We begin by converting it to the set-filter
Hence Pos = {1, 3} and Neg = {5}. Consider a database consisting of the three transactions {2, 3, 5, 6, 9}, {1, 2, 3, 5, 6} and {1, 3, 4, 8}. We ignore the first transaction because it is not a superset of Pos. We remove items 1 and 3 from the second transaction because they are in Pos, and we also remove 5 because it is in Neg. We only remove items 1 and 3 from the third transaction. Table 1 shows the itemsets that results from the mining algorithm after reading, according to Lemma 1 and 2, the two resulting transactions. For example, the itemset {4, 8} actually represents the set {1, 3, 4, 8}. It also represents a potential body, namely {1, 4, 8}, but it does not represent a head, because it includes item 4, which must not be in the head according to the given rule-filter. As another example, the empty set now represents the set {1, 3} from which a rule can be generated. It also represents a potential body and a potential head.
Arbitrary Boolean Filters
Assume now given a rule-filter that is an arbitrary Boolean combination of atomic conditions. We can put it in Disjunctive Normal Form 1 and then Table 1 : An example of generated sets, which can represent a frequent set, as well as a body, as well as a head generate all frequent itemsets for every disjunct (which is a conjunction) in parallel by feeding every transaction of the database to every disjunct, and processing them there as described in the previous subsection. However, this approach is a bit simplistic, as it might generate some sets and rules multiple times. For example, consider the following filter: Body(1) ∨ Body(2). If we convert it to its corresponding set-filter (disjunct by disjunct), we get Set(1) ∨ Set(2). Then, we would generate for both disjuncts all supersets of {1, 2}. We can avoid this problem by putting the set-filter to disjoint DNF.
2 Then, no itemset can satisfy more than one setdisjunct. On the other hand this does not solve the problem of generating some rules multiple times. Consider the equivalent disjoint DNF of the above set-filter: Set(1) ∨ (Set(2) ∧ ¬Set(1)). The first disjunct thus contains the set {1, 2} and all of its supersets. If we generate for every itemset all potential bodies and heads according to every rule-disjunct, both rule-disjuncts will still generate all rules with the itemset {1, 2} in the body. The easiest way to avoid this problem is to put already the rule-filter in disjoint DNF.
Until now, we have disregarded the possible presence of negated thresholds in the filters, which can come from the conversion to disjoint DNF, or from the user himself. In the latter case, it would not be possible to exploit this constraint in an Apriori-like algorithm, because it is an essentially bottom-up algorithm. Algorithms that generate sets in a top-down strategy could exploit this constraint. Another source for negated thresholds is the conversion from the user's query to a Disjoint DNF formula.Before we dis-cuss this, we first have to explain how we convert a given formula to disjoint DNF.
We first put the Boolean expression φ in DNF, obtaining an expression of the form φ 1 ∨ φ 2 ∨ · · · ∨ φ n , in which φ i is a conjunction of atomic conditions or their negations. Of course, two of these disjuncts may not be disjoint. A good way to obtain a disjoint DNF is to add to every disjunct φ i the negated disjuncts φ j with j < i. We thus become the equivalent formula φ 1 ∨ (φ 2 ∧ ¬φ 1 ) ∨ · · · ∨ (φ n ∧ ¬φ n−1 ∧ · · · ∧ ¬φ 1 ). Our problem is not yet solved, because our formula is not even in DNF anymore. We thus still have to convert every disjunct on itself to disjoint DNF. For example, take (φ 2 ∧ ¬φ 1 ) with φ 1 ≡ p 1 ∧ p 2 ∧ · · · ∧ p ℓ in which p i is an atomic condition or its negation. The disjunct thus becomes (
An example showing that negated thresholds can be introduced in this process, is the following:
As equivalent disjoint DNF, we obtain
Notice the maximal support threshold in the last disjunct, which is needed to avoid generating itemsets satisfying Body(2)∧support ≥ 10 ∧Body(1) which are already generated by the first disjunct. However, as already mentioned, we cannot exploit maximal support thresholds in bottom-up mining! Negated support thresholds can be avoided however. After putting the user's formula in DNF, but before putting the DNF in disjoint DNF, we sort all disjuncts on their support threshold, in ascending order. This guarantees that the conversion to disjoint DNF does not introduce any negated support thresholds.
Note that we cannot avoid negated confidence thresholds at the same time: we have already sorted on support, and thus cannot sort anymore on confidence at the same time. Since we are here already in phase 2, it is less of an efficiency issue to just ignore maximal confidence thresholds.
Interactive Mining

Integrated Filtering or Post-Processing?
In the previous section, we have seen a way to integrate filter conditions tightly into the mining of association rules. We call this integrated filtering. At the other end of the spectrum we have post-processing, where we perform standard, non-filtered mining, save the resulting itemsets and rules, and then query those results for the filter.
Integrated filtering has the following two obvious advantages over postprocessing:
1. Answering one single data mining query using integrated filtering is much more efficient than answering it using post-processing.
2. It is well known that, by setting parameters such as minimal support too low, or by the nature of the data, association rule mining can be infeasible simply because of a combinatorial explosion involved in the generation of rules or frequent itemsets. Under such circumstances, of course, post-processing is infeasible as well; yet, integrated filtering can still be executed, if the filter conditions can be effectively exploited to reduce the number of itemsets and rules from the outset.
However, as already mentioned in the Introduction, data mining query language environments must support an interactive, iterative mining process, where a user repeatedly issues new queries based on what he found in the answers of his previous queries. Now consider a situation where minimal support requirements and data set particulars are favorable enough so that post-processing is not infeasible to begin with. Then the global, non-filtered mining operation, on the result of which the filtering will be performed by post-processing, can be executed once and its result materialized for the remainder of the data mining session (or part of it).
In that case, if the session consists of, say, 20 data mining queries, these 20 queries amount to standard retrieval queries on the materialized mining results. In contrast, answering every single of the 20 queries by an integrated filter will involve at least 20, and often many more, passes over the data, as each query involves a separate mining operation. We can analyze the situation easily as follows.
Consider a session in which the user issues a total of m data mining queries over a database of size n. Suppose that the total number of association rules (given a minimal support and confidence requirement) over these data equals r. Let t be the time required to generate all these rules. Moreover, it is not unreasonable to estimate that in post-processing, each filter executes in time proportional to r, and that in integrated filtering, each filter executes in time proportional to n. Then the total time spent by the post-processing approach is t + m · r, while in the integrated filtering approach this is m · n. Hence, if n > r, we have proved the following: Proposition 1. The integrated filtering total time is guaranteed to grow beyond the post-processing total time after exactly m = ⌈t/(n − r)⌉ queries.
Online Filtering: Basic Approach
From the above discussion it is clear that we should try to combine the advantages of integrated filtering and post-processing. We now introduce such an approach, which we call online filtering.
In the online approach, all rules and itemsets that result from every posed query, as well as all intermediate generated itemsets, are saved incrementally. Initially, when the user issues his first query, nothing has been mined yet, and thus we answer it using integrated filtering.
Every subsequent query is first converted to its corresponding rule-and set-filter in disjoint DNF. For every disjunct in the set-filter, the system checks all currently saved itemsets. If an itemset satisfies the disjunct, it is added to the data structure holding itemsets, that is used for mining that disjunct, as well as all of its subsets that satisfy the disjunct (note that these subsets may not all be saved; if they are not, we have to count their supports during the first scan through the dataset). We also immediately add all candidate sets, and if they were already saved, we add their support, so that they need not to be regenerated and recounted.
If no new candidate sets can be generated, this means that all necessary sets were already saved, and we are done. However, if this is not the case, we can now begin our filtered mining algorithm with the important generalization that in each iteration, candidate itemsets of different cardinalities are now generated. In order for this to work, candidate itemsets that turn out to be non-frequent must be kept so that they are not regenerated in later iterations. This generalization was first used by Toivonen in his sampling algorithm [14] .
Saving all generated itemsets and rules gives us another advantage that can be exploited by the integrated filtering algorithm. Consider a set-filter stating that item 1 and 2 must be in the set. In the first pass of the algorithm all single itemsets are generated as candidate sets over the new dataset D 0 (cf. Section 3.1). We explained that these single itemsets actually represent supersets of {1, 2}. Normally, before we generate a candidate set, we check if all of its subsets are frequent. Of course, this is impossible if these subsets do not even exist in D 0 . Now, however, we can check in the saved results for a subset with too low support; if we find this, we can avoid generating the candidate.
For rule generation, the same techniques apply. We thus obtain an algorithm which reuses previously generated itemsets and rules as if they had been generated in previous iterations of the algorithm. We are optimal in the sense that we never generate and test sets or rules that were generated before.
We also note that techniques for dealing with main memory overflow in the setting of standard, non-filtered, non-interactive association rule mining [15] , remain valid in our approach.
Online Filtering: Improvements
In the worst case, the saved results do not contain anything that can be reused for answering a filter, and hence the time needed to generate the rules that satisfy the filter is equal to the time needed when answering that filter using the integrated filtering approach. In the best case, all requested rules are already saved, and hence the time needed to find all rules that satisfy the filter is equal to the time needed for answering that filter using post-processing. In the average case, part of the needed sets and rules are saved and will then be used to speed up the integrated filtering approach. If the time gained by this speedup is more than the time needed to find the reusable sets and rules, then the online approach will always be faster than the integrated filtering approach. In the limit, all rules will be materialized, and hence all subsequent filters will be answered using post-processing.
Could it be that the time gained by the speedup in the integrated filtering is less than the time needed to find the reusable sets and rules? This could happen when a lot of sets and rules are already saved, but almost none of them satisfies the filter. We can however counter this phenomenon by improving the speedup. The improvement is based on estimating what is currently saved, as follows.
We keep track of a set-filter φ sets which describes the saved sets, and of a rule-filter ψ rules which describes the saved rules. Both filters are initially false. Given a new query (rule-filter) ψ the system now goes through the following steps: (step 3 was described in section 3.1)
1. ψ mine := ψ ∧ ¬ψ rules 2. ψ rules := ψ rules ∨ ψ 3. Convert the rule-filter ψ mine to the set-filter φ 4. φ mine := φ ∧ ¬φ sets 5. φ sets := φ sets ∨ φ After this, we perform:
1. Generate all frequent sets according to φ mine , using the basic online approach.
2. Retrieve all saved sets satisfying φ ∧ ¬φ mine .
3. Add all needed subsets that can serve as bodies or heads.
4. Use ψ mine to generate rules from the sets of steps 1 and 2.
5. Retrieve all saved rules satisfying ψ.
Note that the filter φ mine is much more specific than the original filter φ. We thus obtain the improvement in speedup from integrated filtering, which we already pointed out to be proportional to the strength of the filter.
Avoiding Exploding Filters
The improvement just described incurs a new problem. The formula ψ rules (or φ sets ) becomes longer with the session. When, given the next filter ψ, we mine for ψ ∧ ¬ψ rules , we will convert to disjoint DNF which could explode.
To avoid this, consider ψ rules in DNF: ψ 1 ∨ · · · ∨ ψ n . Instead of the full filter ψ ∧ ¬ψ rules , we are going to use a filter ψ ∧ ¬ψ ′ rules , where ψ ′ rules is obtained from ψ rules by keeping only the least restrictive disjuncts ψ i (their negation will thus be most restrictive). In this way ψ ∧ ¬ψ ′ rules is kept short. But how do we measure restrictiveness of a ψ i ? Several heuristics come to mind. A simple one is to keep for each ψ i the number of saved sets that satisfy it. These numbers can be maintained incrementally.
Experimental Comparison
For our experiments, we have implemented an extensively optimized version of the Apriori algorithm, equipped with the filtering optimizations as described in the previous sections.
We experimented with a session of 40 queries using the integrated filtering approach, the post-processing approach and the online approach. The transaction database was synthetically generated using the program provided by the Quest research group at IBM Almaden and contained 1 000 000 transaction over 10 000 items. The performance figures are shown in Figure 1 .
The first 20 queries all require different items in the rules such that the online approach is just a little faster than the integrated filtering approach, because it cannot reuse that much pre-generated sets and rules. From there on the online approach has already collected a lot of sets and rules that can be reused. After the 20th query we can see some improvement on this until the 30th query, where the online approach has collected all sets and rules needed to answer further queries and hence the time needed to answer these queries is equal to the time needed to answer these queries using the post-processing approach. [3] U.M. Fayyad, G. Piatetsky-Shapiro, and P. Smyth. From data mining to knowledge discovery: An overview. In Fayyad et al. [4] , pages 1-34.
