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Abstract: In this paper, we establish a central limit theorem (CLT) and the moderate deviation principles
(MDP) for a class of semilinear stochastic partial differential equations driven by multiplicative noise on
a bounded domain. The main results can be applied to stochastic partial differential equations of various
types such as the stochastic Burgers equation and the reaction-diffusion equations perturbed by space-
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1 Introduction
In this paper, we are concerned with the following semilinear stochastic partial differential equations
(SPDE):
∂u(t, x)
∂t
=
∂2u(t, x)
∂x2
+ b(t, x, u(t, x)) +
∂g(t, x, u(t, x))
∂x
+ σ(t, x, u(t, x))
∂2
∂t∂x
W(t, x) (1.1)
with Dirichlet boundary condition
u(t, 0) = u(t, 1) = 0, t ∈ [0, T ]
and the initial condition
u(0, x) = f (x) ∈ L2([0, 1]),
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whereW(t, x) denotes the Brownian sheet on a filtered probability space (Ω,F , {Ft}, P) with expectation
E. The functions b = b(t, x, r), g = g(t, x, r), σ = σ(t, x, r) are Borel functions of (t, x, r) ∈ R+ × [0, 1] ×
R. Linear growth on b and quadratic growth on g are assumed in Section 2.1. Hence, the semilinear
SPDE (1.1) contains both the stochastic Burgers equation and the stochastic reaction-diffusion equations
as special cases. As a result, it attracts substantial research interests. There is an extensive literature
about the semilinear SPDE (1.1). For example, the existence and uniqueness of solutions to (1.1) in the
space C([0, T ]; L2([0, 1])) was studied by Gyöngy in [14]. Foondun and Setayeshgar [12] proved the
large deviation principles (LDP) of the strong solution to (1.1) holds uniformly on compact subsets of
C([0, T ]; L2([0, 1])). Moreover, the ergodic theory of (1.1) was studied by Dong and Zhang in [8], where
they show the existence and uniqueness of invariant measures of (1.1). If the condition on g is strengthen
to be Lipschitz, Zhang [23] proved Harnack inequalities for (1.1) by using coupling method.
The purpose of this paper is to investigate deviations of the strong solution uε of the semilinear SPDE
(see (3.19)) from the solution u0 of the deterministic equation (see (3.21)), as ε decreases to 0. That is,
we seek the asymptotic behavior of the trajectory,
Xε(t) =
1√
ελ(ε)
(uε − u0)(t), t ∈ [0, T ],
where λ(ε) is some deviation scale which strongly influences the asymptotic behavior of Xε. Concretely,
three cases are involved:
(1) The case λ(ε) = 1√
ε
provides LDP, which has been proved by [12].
(2) The case λ(ε) = 1 provides the central limit theorem (CLT). We will show that Xε converges to a
solution of a stochastic equation, as ε decrease to 0 in Section 3.
(3) To fill in the gap between the CLT scale (λ(ε) = 1) and the large deviations scale (λ(ε) = 1√
ε
), we
will study the so-called moderate deviation principle (MDP) in Section 4. Here, the deviations
scale satisfies
λ(ε) → +∞, √ελ(ε) → 0 as ε → 0. (1.2)
MDP arises in the theory of statistical inference naturally providing us with the rate of convergence
and a useful method for constructing asymptotic confidence intervals ( see, e.g. [10, 16, 17, 13] and
references therein). Similar to LDP, the proof of moderate deviations is mainly based on the weak
convergence approach, which is introduced by Dupuis and Ellis in [9]. The key idea is to prove some
variational representation formula about the Laplace transform of bounded continuous functionals, which
will lead to proving an equivalence between the Laplace principle and LDP. In particular, for Brownian
functionals, an elegant variational representation formula has been established by Boué, Dupuis [2] and
Budhiraja, Dupuis [3].
Up to now, there are a series of results about the central limit theorem and moderate deviations
for fluid dynamics models driven by white noise in time. For example, Wang et al. [21] established
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the CLT and MDP for 2D Navier-Stokes equations driven by multiplicative Gaussian noise in the space
C([0, T ];H)∩L2([0, T ];V) and Zhang et al. [24] proved that such results hold for 2D primitive equations.
Moreover, Dong et al. [7] proved the MDP for 2D Navier-Stokes equations driven by multiplicative Lévy
noises in D([0, T ];H) ∩ L2([0, T ];V). However, there are few results on CLT and MDP for stochastic
partial differential equations driven by space-time white noise. Recently, Belfadli et al. [1] claimed
moderate deviations for stochastic Burgers equation. However, we cannot adapt their method to our
model since we do not see how to apply Burkholder-Davis-Gundy inequality to a stochastic integral of
the form ξ(s, x) ≡
∫ t
0
∫
f (s, t, x, y)W(dsdy) to get an estimate on the expectation of the supremum of ξ
in (t, x) when the integrand f depends on t and does not have a semimartingale property with respect to
parameter x. When this paper was written, we noticed the independent work by Hu et al. [15] for the
same model. However, how do they handle the afore mentioned difficulty is not clear to us.
The purpose of this paper is two-fold. The first part is to show Xε satisfies the CLT in probability
in C([0, T ]; L2([0, 1])). Compared with stochastic partial differential equations driven by white noise in
time, there are some difficulties when dealing with such equations driven by space-time white noise.
Most notably, as we already mentioned in the last paragraph, it is not trivial to obtain estimate of the
expectation of the supremum of the stochastic integral when the integrand also depends on the time
parameter. More precisely, let Zε(t, x) = u
ε(t,x)−u0(t,x)√
ε
− Y , referring to (3.39), it satisfies
Zε(t, x) =
∫ t
0
∫ 1
0
Gt−s(x, y)
(b(uε) − b(u0)√
ε
− ∂rb(u0)Y
)
dsdy
−
∫ t
0
∫ 1
0
∂yGt−s(x, y)
(g(uε) − g(u0)√
ε
− ∂rg(u0)Y
)
dsdy
+
∫ t
0
∫ 1
0
Gt−s(x, y)
(
σ(s, y, uε(s, y)) − σ(s, y, u0(s, y))
)
W(dyds)
:= Iε1(t, x) + I
ε
2(t, x) + I
ε
3(t, x).
Our aim is to prove supt∈[0,T ] ‖Zε(t)‖2L2([0,1]) converges to 0 in probability, so we need to show
supt∈[0,T ] ‖Iεi (t)‖2L2([0,1]) converges to 0 in probability for i = 1, 2, 3. Since either Gt−s(x, y) or ∂yGt−s(x, y)
is contained in Iε
i
(t, x) and they are both not increasing with respect to t, we can not take supremum of
t ∈ [0, T ] directly in front of ‖Iε
i
(t, x)‖2
L2([0,1])
, i = 1, 2. In particular, to estimate E supt∈[0,T ] ‖Iε3(t)‖L2([0,1]),
the Burkholder-Davis-Gundy inequality is not applicable because the dependence of the integrand on t.
To overcome this difficulty, we employ the Garsia lemma from [18], which gives a way to make esti-
mates of supt∈[0,T ] ‖Iεi (t)‖2L2([0,1]). However, it requires an appropriate continuity property of ‖Iεi (t)‖2L2([0,1])
with respect to t. In order to achieve this condition, some delicate a priori estimates are necessary (see
Section 3.1). The second part is to prove MDP for Xε in the space C([0, T ]; L2([0, 1])), which is equiv-
alent to proving that Xε satisfies a large deviation principle in C([0, T ]; L2([0, 1])) with λ(ε) satisfying
(1.2). The proof will be based on the weak convergence approach introduced by Boué and Dupuis [2],
Budhiraja and Dupuis [3]. Except difficulties mentioned above, the proof of some tightness results in
C([0, T ]; L2([0, 1])) are also nontrivial.
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This paper is organized as follows. The mathematical formulation of the semilinear stochastic partial
differential equations is presented in Sect. 2. Some delicate a priori estimates are given in Sect. 3. In
Sect. 4, the central limit theorem is established. Finally, the moderate deviation principles is proved in
Sect. 5.
Throughout the whole paper, the constant C is different from line to line.
2 Framework
Let Lp([0, 1]), p ∈ (0,∞] be the Lebesgue space, whose norm is denoted by ‖ · ‖Lp . In particular, denote
that H = L2([0, 1]) with the corresponding norm ‖·‖H and inner product (·, ·). Define an operator A := ∂2∂x2 .
Let Gt(x, y) = G(t, x, y), t ≥ 0, x, y ∈ [0, 1] be the Green function for the operator ∂t − A with Dirichlet
boundary condition. Then, it satisfies that
∂tGt(x, y) = AGt(x, y). (2.3)
2.1 Assumptions
We adopt assumptions from [12] or [14]. The functions b = b(t, x, r), g = g(t, x, r), σ = σ(t, x, r) are
Borel measurable on (t, x, r) ∈ R+ × [0, 1] × R and satisfy the following conditions:
(H1) b is of linear growth, g is of quadratic growth and σ is bounded. That is, there exists a constant
K > 0 such that for all (t, x, r) ∈ [0, T ] × [0, 1] × R, we have
|b(t, x, r)| ≤ K(1 + |r|), |σ(t, x, r)| ≤ K, (2.4)
and
|g(t, x, r)| ≤ K(1 + |r|2). (2.5)
(H2) σ is Lipschitz, b and g are locally Lipschitz with linearly growing Lipschitz constant. That is, there
exists a constant L such that for all (t, x, r1, r2) ∈ [0, T ] × [0, 1] × R2, we have
|b(t, x, r1) − b(t, x, r2)| ≤ L(1 + |r1| + |r2|)|r1 − r2|,
|g(t, x, r1) − g(t, x, r2)| ≤ L(1 + |r1| + |r2|)|r1 − r2|,
|σ(t, x, r1) − σ(t, x, r2)| ≤ L|r1 − r2|.
Definition 2.1. A random field u is a solution to (1.1) if u = {u(t, ·), t ∈ R+} is an H−valued continuous
Ft−adapted random field with initial value f ∈ H and satisfying for all t ≥ 0, φ ∈ C2([0, 1]) with
φ(0) = 0, φ(1) = 0,
∫ 1
0
u(t, x)φ(x)dx =
∫ 1
0
f (x)φ(x)dx +
∫ t
0
∫ 1
0
u(s, x)
∂2φ(x)
∂x2
dxds +
∫ t
0
∫ 1
0
b(s, x, u(s, x))φ(x)dxds
−
∫ t
0
∫ 1
0
g(s, x, u(s, x))
∂φ(x)
∂x
dxds +
∫ t
0
∫ 1
0
σ(s, x, u(s, x))φ(x)W(dxds), P − a.s. (2.6)
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The existence and uniqueness of the solution to (1.1) is established in [14].
Theorem 2.1. Under assumptions (H1)-(H2), there exists a unique solution u to SPDE (1.1).
Remark 1. Referring to Proposition 3.5 in [14], under conditions in Theorem 2.1, (2.6) is equivalent to
the following form: for all t ≥ 0 and almost surely ω ∈ Ω,
u(t, x) =
∫ 1
0
Gt(x, y) f (y)dy +
∫ t
0
∫ 1
0
Gt−s(x, y)b(s, y, u(s, y))dyds (2.7)
−
∫ t
0
∫ 1
0
∂yGt−s(x, y)g(s, y, u(s, y))dyds +
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, u(s, y))W(dyds)
for almost every x ∈ [0, 1].
In order to establish the CLT and MDP for (1.1), we need some additional conditions on b and g.
(H3) The partial derivatives of b and g in r are both of linear growth and Lipschitz. There exists a
constant K such that for any (t, x, r) ∈ [0, T ] × [0, 1] × R ,
|∂rb(t, x, r)| ≤ K(1 + |r|), |∂rg(t, x, r)| ≤ K(1 + |r|), |∂2rg(t, x, r)| ≤ K, (2.8)
and there exists a constant L > 0 such that for all (t, x, r1, r2) ∈ [0, T ] × [0, 1] × R2, we have
|∂rb(t, x, r1) − ∂rb(t, x, r2)| ≤ L|r1 − r2|, |∂r f (t, x, r1) − ∂r f (t, x, r2)| ≤ L|r1 − r2|. (2.9)
For simplicity, we assume constants K, L in (H3) are the same with those in (H1)-(H2).
2.2 Properties of Green functions
Referring to [19], the following facts will be used throughout this article:
(1)
∫
R
Gt(x, y)dy = 1,
∫
R
G2t (x, y)dy = (2πt)
− 12 , ∀t ∈ [0,∞),∀x ∈ R.
(2) Gt(x, y) = Gt(y, x), t ∈ [0,∞), x, y ∈ R.
(3)
∫ 1
0
Gt(x, y)Gs(y, z)dy = Gt+s(x, z), for t, s ≥ 0, x, y, z ∈ [0, 1].
(4) For any m ≤ 1, n ≤ 2, there exist C, C˜ > 0 such that
∣∣∣∣ ∂m
∂tm
∂n
∂yn
Gt(x, y)
∣∣∣∣ ≤ Ct− 1+2m+n2 e−C˜ (x−y)2t , ∀t ∈ (0,∞), ∀x, y ∈ R. (2.10)
A particular case for (4) is m = 0, n = 1, in this case, we get
∂yGt(x, y) ≤ Ct−1. (2.11)
Referring to (3.13) in [20], for 0 < r < 3, it holds that
∫ 1
0
Grt (x, y)dy ≤ Ce−trt
1
2− 12 r ≤ Ct 12− 12 r. (2.12)
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Based on (4), we deduce that for 0 < r < 32 , it holds that
∫ 1
0
|∂yGt(x, y)|rdy ≤ Ct
1
2−r. (2.13)
Moreover,
sup
x∈[0,1]
∫ s
0
∫ 1
0
|Gt−u(x, y) −Gs−u(x, y))|rdydu ≤ C|t − s|
3−r
2 , 1 < r < 3. (2.14)
and
sup
x∈[0,1]
∫ s
0
∫ 1
0
|∂yGt−u(x, y) − ∂yGs−u(x, y))|rdydu ≤ C|t − s|
3
2−r, 1 < r <
3
2
. (2.15)
For a transition kernel H(r, t; x, y), we define the linear operator J by
J(v)(t, x) =
∫ t
0
∫ 1
0
H(r, t; x, y)v(r, y)dydr, t ∈ [0, T ], x ∈ [0, 1] (2.16)
for every v ∈ L∞([0, T ]; L1([0, 1])).
Referring to [14], we have the following heat kernel estimate, which is very crucial to our proof.
Lemma 2.1. Let J is defined by H(s, t; x, y) = Gt−s(x, y) or by H(s, t; x, y) = ∂yGt−s(x, y) in (2.16). Let
ρ ∈ [1,∞], q ∈ [1, ρ) and set κ = 1+ 1
ρ
− 1
q
. Then J is a bounded linear operator from Lγ([0, T ]; Lq([0, 1]))
into C([0, T ]; Lρ([0, 1])) for γ > 2κ−1. Moreover, for any T ≥ 0, there is C > 0 such that
‖J(v)(t, ·)‖Lρ ≤ C
∫ t
0
(t − s) κ2−1‖v(s, ·)‖Lqds. (2.17)
In particular, taking ρ = 2, κ = 12 , q = 1, we deduce that
‖J(v)(t, ·)‖L2 ≤ C
∫ t
0
(t − s)− 34 ‖v(s, ·)‖L1ds. (2.18)
At last, we recall the following Garsia lemma from Lemma 10.2.1 in [18], which plays a key role in this
article.
Lemma 2.2. Let (Z, d) be a metric space and let ψ be a continuous map from [0, T ] to Z. Suppose that
Ψ and p are increasing functions such that Ψ(0) = p(0) = 0 and Ψ is convex. Let
ρ =
∫ T
0
∫ T
0
Ψ
(d(ψ(t), ψ(s))
p(|t − s|)
)
dtds
Then, for any t, s ∈ [0, T ], we have
d(ψ(t), ψ(s)) ≤ 8
∫ |t−s|
0
Ψ
−1(ρr−2)dp(r),
where Ψ−1 denotes the inverse function of Ψ.
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3 CLT for semilinear SPDE
Let uε(t, x) be the solution of the following equation
uε(t, x) =
∫ 1
0
Gt(x, y) f (y)dy +
∫ t
0
∫ 1
0
Gt−s(x, y)b(s, y, uε(s, y))dyds
−
∫ t
0
∫ 1
0
∂yGt−s(x, y)g(s, y, uε(s, y))dyds
+
√
ε
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, uε(s, y))W(dyds). (3.19)
Using the same method as Theorem 2.1 in [14], we know that supt∈[0,T ] ‖uε(t)‖2H is bounded in probability,
i.e.,
lim
C→∞
sup
0<ε≤1
P
(
sup
t∈[0,T ]
‖uε(t)‖2H > C
)
= 0. (3.20)
Taking ε → 0, it yields that
u0(t, x) =
∫ 1
0
Gt(x, y) f (y)dy +
∫ t
0
∫ 1
0
Gt−s(x, y)b(s, y, u0(s, y))dyds
−
∫ t
0
∫ 1
0
∂yGt−s(x, y)g(s, y, u0(s, y))dyds. (3.21)
Define Yε(t, x) = u
ε(t,x)−u0(t,x)√
ε
, then Yε satisfies
Yε(t, x) =
1√
ε
∫ t
0
∫ 1
0
Gt−s(x, y)
(
b(s, y, uε(s, y)) − b(s, y, u0(s, y))
)
dyds
− 1√
ε
∫ t
0
∫ 1
0
∂yGt−s(x, y)
(
g(s, y, uε(s, y)) − g(s, y, u0(s, y))
)
dyds
+
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, uε(s, y))W(dyds). (3.22)
Let Y is the solution of the following equation
Y(t, x) =
∫ t
0
∫ 1
0
Gt−s(x, y)∂rb(s, y, u0(s, y))Y(s, y)dsdy
−
∫ t
0
∫ 1
0
∂yGt−s(x, y)∂rg(s, y, u0(s, y))Y(s, y)dsdy
+
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, u0(s, y))W(dsdy). (3.23)
The first result of this article reads as
Theorem 3.1. (Central Limit Theorem) Let the initial value f ∈ Lp([0, 1]) for all p ∈ [2,∞). Under
(H1)-(H3), Yε(t) − Y → 0 in probability in C([0, T ];H), i.e., for any δ > 0,
lim
ε→0
P
 sup
t∈[0,T ]
‖Yε(t) − Y(t)‖H > δ
 = 0.
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3.1 A priori estimates
In order to establish CLT and MDP for semilinear SPDE (1.1), we need to make some delicate a priori
estimates. Let us start with u0.
Lemma 3.1. Under (H1), there exists C0 := C(K, T )(1 + ‖ f ‖2H) such that
sup
t∈[0,T ]
‖u0(t)‖2H ≤ C0.
Proof. For any t ∈ [0, T ], from (3.21), we get
∂u0(t, x)
∂t
=
∂2u0(t, x)
∂x2
+ b(t, x, u0(t, x)) + ∂xg(t, x, u
0(t, x)).
Utilizing the chain rule, it follows that
‖u0(t)‖2H + 2
∫ t
0
‖∂xu0(s)‖2Hds
= ‖ f ‖2H + 2
∫ t
0
(u0(s), b(s, u0(s)))ds + 2
∫ t
0
(u0(s), ∂xg(s, u
0(s)))ds
=: ‖ f ‖2H + I1(t) + I2(t),
By (H1), we have
I1(t) ≤ K
∫ t
0
‖u0‖H(1 + ‖u0‖H)ds ≤ CKT +CK
∫ t
0
‖u0(s)‖2Hds.
By integration by parts, we have
I2(t) = −2
∫ t
0
(∂xu
0(s), g(s, u0(s)))ds.
Let h(t, r) =
∫ r
0
g(t, z)dz, t ∈ [0, T ], r ∈ R, by the boundary conditions, it follows that
−2
∫ t
0
(∂xu
0(s), g(s, u0(s)))ds = −2
∫ t
0
∫ 1
0
∂
∂x
h(s, u0(s, x))dxds = 0.
Combining all the above estimates, we obtain
‖u0(t)‖2H +
∫ t
0
‖∂xu0(s)‖2Hds ≤ ‖ f ‖2H +CKT +CK
∫ t
0
‖u0(s)‖2Hds.
By Gronwall inequality, we obtain the desired result. 
For any 0 < ε ≤ 1 and R > 0, define a stopping time
τε,R := inf{t ∧ T : ‖uε(t)‖H > R}. (3.24)
For simplicity, in the rest part, we denote that τ := τε,R.
Now, we make estimates of the difference between uε and u0, which is crucial to our proof of CLT
for semilinear SPDE (1.1).
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Lemma 3.2. For any R > 0, p > 8, there exists C1 = C(R,K, L, p, T,C0) such that
sup
t∈[0,T ]
E
∫ 1
0
|uε(t ∧ τ, x) − u0(t ∧ τ, x)|pdx ≤ ε p2C1. (3.25)
Proof. We deduce from (3.19) and (3.21) that
uε(t ∧ τ, x) − u0(t ∧ τ, x) =
∫ t
0
∫ 1
0
Gt∧τ−s(x, y)(b(uε) − b(u0))I{s≤τ}dsdy
−
∫ t
0
∫ 1
0
∂yGt∧τ−s(x, y)(g(uε(s)) − g(u0(s)))I{s≤τ}dsdy
+
√
ε
∫ t
0
∫ 1
0
Gt∧τ−s(x, y)σ(s, y, uε(s, y))I{s≤τ}W(dyds)
:= Kε1(t, x) + K
ε
2(t, x) + K
ε
3(t, x).
By (H2) and Hölder inequality, we deduce that
|Kε1(t, x)|p ≤ Lp
∣∣∣∣
∫ t
0
∫ 1
0
Gt∧τ−s(x, y)(1 + |uε| + |u0|)|uε − u0|I{s≤τ}dsdy
∣∣∣∣p
≤ Lp
∣∣∣∣
∫ t
0
[ ∫ 1
0
(1 + |uε(s ∧ τ)|2 + |u0(s ∧ τ)|2)I{s≤τ}dy
] 1
2
[ ∫ 1
0
G2t∧τ−s(x, y)|uε − u0|2I{s≤τ}dy
] 1
2
ds
∣∣∣∣p
≤ Lp(1 + R2 +C0)
p
2
∣∣∣∣
∫ t
0
[ ∫ 1
0
G2t∧τ−s(x, y)|uε(s) − u0(s)|2dy
] 1
2
I{s≤τ}ds|p
≤ Lp(1 + R2 +C0)
p
2 t
p
2
∣∣∣∣
∫ t
0
∫ 1
0
G2t∧τ−s(x, y)|uε(s ∧ τ) − u0(s ∧ τ)|2dyI{s≤τ}ds
∣∣∣∣
p
2
≤ Lp(1 + R2 +C0)
p
2 t
p
2
∣∣∣∣(
∫ t∧τ
0
∫ 1
0
G
2q
t∧τ−s(x, y)dyds
) p
2q
×
( ∫ t∧τ
0
∫ 1
0
|uε(s ∧ τ) − u0(s ∧ τ)|pdyds
)∣∣∣∣,
where 2
p
+
1
q
= 1.
As p > 8, we have q = (1 − 2p−1)−1 < 43 < 32 , then 2q < 3. It follows from (2.12) that
|Kε1(t, x)|p ≤ Lp(1 + R2 +C0)
p
2C(p, T )
∫ t∧τ
0
∫ 1
0
|uε(s ∧ τ, y) − u0(s ∧ τ, y)|pdyds.
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By (2.11) and Hölder inequality, for any 0 < δ < 1, we get
|Kε2(t, x)|p =
∣∣∣∣
∫ t
0
∫ 1
0
∂yGt∧τ−s(x, y)(g(uε) − g(u0))I{s≤τ}dsdy
∣∣∣∣p
≤ Lp
∣∣∣∣
∫ t
0
[ ∫ 1
0
|∂yGt∧τ−s(x, y)|2δ(1 + |uε(s ∧ τ)|2 + |u0(s ∧ τ)|2)dy
] 1
2
×[
∫ 1
0
|∂yGt∧τ−s(x, y)|2(1−δ) |uε(s ∧ τ) − u0(s ∧ τ)|2dy
] 1
2 I{s≤τ}ds
∣∣∣∣p
≤ Lp
∣∣∣∣
∫ t
0
(t ∧ τ − s)−δ(1 + ‖uε(s ∧ τ)‖2H + ‖u0(s ∧ τ)‖2H)
1
2
×[
∫ 1
0
|∂yGt∧τ−s(x, y)|2(1−δ) |uε(s ∧ τ) − u0(s ∧ τ)|2dy
] 1
2 I{s≤τ}ds
∣∣∣∣p
≤ Lp(1 + R2 +C0)
p
2
∣∣∣∣
∫ t
0
(t ∧ τ − s)−δ
[ ∫ 1
0
|∂yGt∧τ−s(x, y)|2(1−δ) |uε − u0|2dy
] 1
2
I{s≤τ}ds
∣∣∣∣p
≤ Lp(1 + R2 +C0)
p
2
( ∫ t∧τ
0
(t ∧ τ − s)−2δds
) p
2
×
( ∫ t∧τ
0
∫ 1
0
|∂yGt∧τ−s(x, y)|2(1−δ) |uε(s ∧ τ) − u0(s ∧ τ)|2dyds
) p
2
≤ Lp(1 + R2 +C0)
p
2
( ∫ t∧τ
0
(t ∧ τ − s)−2δds
) p
2
( ∫ t∧τ
0
∫ 1
0
|∂yGt∧τ−s(x, y)|2(1−δ)qdyds
) p
2q
×
∫ t∧τ
0
∫ 1
0
|uε(s ∧ τ) − u0(s ∧ τ)|pdyds,
where 2
p
+
1
q
= 1.
As p > 8, we have q = (1 − 2p−1)−1 < 43 . Taking δ = 1532 , then
−2δ > −1, 0 < 2(1 − δ)q < 3
2
.
With the aid of (2.13), it follows that
|Kε2(t, x)|p
≤ Lp(1 + R2 +C0)
p
2C(p, T )
∫ t∧τ
0
∫ 1
0
|uε(s ∧ τ, y) − u0(s ∧ τ, y)|pdyds.
Finally, we estimate Kε3(t, x). Define
J(t, x) =
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, uε(s, y))I{s≤τ}W(dyds).
Then
Kε3(t, x) =
√
εJ(t ∧ τ, x). (3.26)
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Note that for any 0 ≤ s < t ≤ T, x ∈ [0, 1], by Burkholder-Davis-Gundy inequality, (H1), (2.12) and
(2.14), we obtain
E|J(t, x) − J(s, x)|p ≤ E
∣∣∣∣∣∣
∫ s
0
∫ 1
0
(Gt−r(x, y) −Gs−r(x, y))σ(r, y, uε(r, y))I{r≤τ}W(dydr)
∣∣∣∣∣∣
p
+E
∣∣∣∣∣∣
∫ t
s
∫ 1
0
Gt−r(x, y)σ(r, y, uε(r, y))I{r≤τ}W(dydr)
∣∣∣∣∣∣
p
≤ K pE
∣∣∣∣∣∣
∫ s
0
∫ 1
0
(Gt−r(x, y) −Gs−r(x, y))2dydr
∣∣∣∣∣∣
p/2
+K pE
∣∣∣∣∣∣
∫ t
s
∫ 1
0
Gt−r(x, y)2dydr
∣∣∣∣∣∣
p/2
≤ K p|t − s| p4 . (3.27)
Let
Ψ(r) = rp, p(r) = r
1
4 ,
and
ρ(x) =
∫ T
0
∫ T
0
∣∣∣∣∣∣
|J(t, x) − J(s, x)|
|t − s| 14
∣∣∣∣∣∣
p
dsdt.
Then, by Lemma 2.2, for any s, t ∈ [0, T ], we have for any x ∈ [0, 1],
|J(t, x) − J(s, x)| ≤ 8
∫ |t−s|
0
(ρ(x)r−2)
1
p dr
1
4
= 2ρ
1
p (x)
∫ |t−s|
0
r
− 2
p
− 34 dr.
As p > 8, we have − 2
p
− 34 > −1, which yields
|J(t, x) − J(s, x)| ≤ Cρ 1p (x)|t − s|− 2p+ 14 . (3.28)
Taking s = 0 in (3.28), we have
|J(t, x)| ≤ Cρ 1p (x)|t|− 2p+ 14 ≤ C(T, p)ρ 1p (x). (3.29)
By utilizing (3.26), (3.27) and (3.29), we know that
∫ 1
0
|Kε3(t, x)|pdx ≤ εp/2C(T, p)
∫ 1
0
ρ(x)dx,
and Eρ(x) ≤ K pT 2.
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Combining all the previous estimates, we get∫ 1
0
|uε(t ∧ τ, x) − u0(t ∧ τ, x)|pdx
≤ Lp(1 + R2 +C0)
p
2C(p, T )
∫ t∧τ
0
∫ 1
0
|uε(s ∧ τ, y) − u0(s ∧ τ, y)|pdyds
+Lp(1 + R2 +C0)
p
2C(p, T )
∫ t∧τ
0
∫ 1
0
|uε(s ∧ τ, y) − u0(s ∧ τ, y)|pdyds
+εp/2C(T, p)
∫ 1
0
ρ(x)dx
.
By using Gronwall inequality, we get∫ 1
0
|uε(t ∧ τ, x) − u0(t ∧ τ, x)|pdx
≤
[
εp/2C(T, p)
∫ 1
0
ρ(x)dx
]
exp
{
C(R, p, T, L,C0)
}
. (3.30)
Thus,
E
∫ 1
0
|uε(t ∧ τ, x) − u0(t ∧ τ, x)|pdx ≤
[
ε
p
2C(T, p)
∫ 1
0
Eρ(x)dx
]
exp
{
C(R, p, T, L,C0)
}
≤ ε p2C(T, p)K pT 2 exp
{
C(R, p, T, L,C0)
}
,
which implies (3.25). 
As a consequence, we have
Corollary 3.2. For any p > 8, it holds that
sup
0≤t≤T
sup
0<ε≤1
E
∫ 1
0
|Yε(t ∧ τ, x)|pdx ≤ C1. (3.31)
Define Zε = Yε − Y = uε−u0√
ε
− Y , we claim that
Lemma 3.3. For any R > 0, p > 14, there exists a constant C2 = C(K, p, T, L,C0,C1) such that
sup
0≤t≤T
E
∫ 1
0
|Zε(t ∧ τ, x)|pdx ≤ ε p2C2.
Proof. From (3.22) and (3.23), we deduce that
Zε(t ∧ τ, x)
=
∫ t
0
∫ 1
0
Gt∧τ−s(x, y)
(b(s, y, uε(s, y)) − b(s, y, u0(s, y))√
ε
− ∂rb(s, y, u0(s, y))Y
)
I{s≤τ}dyds
−
∫ t
0
∫ 1
0
∂yGt∧τ−s(x, y)
(g(s, y, uε(s, y)) − g(s, y, u0(s, y))√
ε
− ∂rg(s, y, u0(s, y))Y
)
I{s≤τ}dyds
+
∫ t
0
∫ 1
0
Gt∧τ−s(x, y)(σ(s, y, uε(s, y)) − σ(s, y, u0(s, y)))I{s≤τ}W(dyds)
=: Iε1(t, x) + I
ε
2(t, x) + I
ε
3(t, x). (3.32)
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With the help of (H3), for θ ∈ (u0(s, y), uε(s, y)), we get
∣∣∣∣g(s, y, uε(s, y)) − g(s, y, u0(s, y))√
ε
− ∂rg(s, y, u0(s, y))Y
∣∣∣∣
= |∂rg(s, y, u0(s, y))Zε +
1
2
√
ε∂2rg(s, y, θ)|Yε|2|
≤ K(1 + |u0|)|Zε| + 1
2
√
εK|Yε|2,
then, it yields that
|Iε2(t, x)|p ≤ C(p)K p
∣∣∣∣
∫ t
0
∫ 1
0
∂yGt∧τ−s(x, y)(1 + |u0|)|Zε|I{s≤τ}dyds
∣∣∣∣p
+C(p)ε
p
2K p
∣∣∣∣
∫ t
0
∫ 1
0
∂yGt∧τ−s(x, y)|Yε(s, y)|2I{s≤τ}dyds
∣∣∣∣p
:= C(p)K p(Iε2,1 + ε
p
2 Iε2,2).
By Hölder inequality and (2.11), for 0 < δ < 1, we get
Iε2,1 ≤
∣∣∣∣
∫ t
0
( ∫ 1
0
|∂yGt∧τ−s(x, y)|2δ(1 + |u0|2)dy
) 1
2
( ∫ 1
0
|∂yGt∧τ−s(x, y)|2(1−δ) |Zε(s ∧ τ)|2dy
) 1
2
I{s≤τ}ds
∣∣∣∣p
≤
∣∣∣∣
∫ t∧τ
0
(t ∧ τ − s)−δ(1 + ‖u0(s)‖H)
( ∫ 1
0
|∂yGt∧τ−s(x, y)|2(1−δ) |Zε(s ∧ τ, y)|2dy
) 1
2
ds
∣∣∣∣p
≤ (1 +C0)
p
2
∣∣∣∣
∫ t∧τ
0
(t ∧ τ − s)−δ
( ∫ 1
0
|∂yGt∧τ−s(x, y)|2(1−δ) |Zε(s ∧ τ, y)|2dy
) 1
2
ds
∣∣∣∣p
≤ (1 +C0)
p
2
( ∫ t∧τ
0
(t ∧ τ − s)−2δds) p2 (
∫ t∧τ
0
∫ 1
0
|∂yGt∧τ−s(x, y)|2(1−δ) |Zε(s ∧ τ, y)|2dyds
) p
2
≤ (1 +C0)
p
2
( ∫ t∧τ
0
(t ∧ τ − s)−2δds
) p
2
( ∫ t∧τ
0
∫ 1
0
|∂yGt∧τ−s(x, y)|2(1−δ)qdyds
) p
2q
×
( ∫ t∧τ
0
∫ 1
0
|Zε(s ∧ τ, y)|pdyds
)
,
where 2
p
+
1
q
= 1.
As p > 8, we have 1 < q < 43 , taking δ =
15
32 , it yields
−2δ > −1, 0 < 2(1 − δ)q < 3
2
.
Then, by (2.13), we get
Iε2,1 ≤ (1 +C0)
p
2C(T, p)
∫ t∧τ
0
∫ 1
0
|Zε(s ∧ τ, y)|pdyds.
By Hölder inequality, we deduce that
Iε2,2 ≤
( ∫ t∧τ
0
∫ 1
0
|∂yGt∧τ−s(x, y)|rdyds
) p
r
( ∫ t
0
∫ 1
0
|Yε(s ∧ τ, y)|2pdyds
)
,
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where 1
r
+
1
p
= 1. As p > 8, we have 1 < r < 87 <
3
2 , by (2.13), we get
Iε2,2 ≤ C(T, p)
( ∫ t
0
∫ 1
0
|Yε(s ∧ τ, y)|2pdyds
)
.
Combining (3.33) and (3.33), we deduce that
|Iε2(t, x)|p ≤ K p(1 +C0)
p
2C(T, p)
∫ t∧τ
0
∫ 1
0
|Zε(s ∧ τ, y)|pdyds
+C(K, T,R, p)ε
p
2
(∫ t
0
∫ 1
0
|Yε(s ∧ τ, y)|2pdyds
)
.
Similar to the proof of Iε2(t, x), we get
|Iε1(t, x)|p ≤ K p(1 +C0)
p
2C(T, p)
∫ t∧τ
0
∫ 1
0
|Zε(y, s ∧ τ)|pdyds
+C(K, T,R, p)ε
p
2
(∫ t
0
∫ 1
0
|Yε(s ∧ τ, y)|2pdyds
)
.
To estimate Iε3 , we define
J(t, x) =
∫ t
0
∫ 1
0
Gt−s(x, y)(σ(s, y, uε(s, y)) − σ(s, y, u0(s, y)))I{s≤τ}W(dyds).
Then,
Iε3(t, x) = J(t ∧ τ, x). (3.33)
Note that for any 0 ≤ s < t ≤ T, x ∈ [0, 1], by Burkholder-Davis-Gundy inequality, (H1) and (2.14), for
some κ ≥ 1, we obtain
E|J(t, x) − J(s, x)|p
≤ E
∣∣∣∣∣∣
∫ s
0
∫ 1
0
(Gt−r(x, y) −Gs−r(x, y))(σ(r, y, uε(r, y)) − σ(r, y, u0(r, y)))I{r≤τ}W(dydr)
∣∣∣∣∣∣
p
+E
∣∣∣∣∣∣
∫ t
s
∫ 1
0
Gt−r(x, y)(σ(r, y, uε(r, y)) − σ(r, y, u0(r, y)))I{r≤τ}W(dydr)
∣∣∣∣∣∣
p
≤ LpE
∣∣∣∣∣∣
∫ s
0
∫ 1
0
(Gt−r(x, y) −Gs−r(x, y))2|uε(r, y) − u0(r, y)|2I{r≤τ}dydr
∣∣∣∣∣∣
p/2
+LpE
∣∣∣∣∣∣
∫ t
s
∫ 1
0
Gt−r(x, y)2 |uε(r, y) − u0(r, y)|2I{r≤τ}dydr
∣∣∣∣∣∣
p/2
≤ Lp
( ∫ s
0
∫ 1
0
|Gt−r(x, z) −Gs−r(x, y)|2q
′
dydr
) p
2q′ × E
( ∫ t
0
∫ 1
0
|uε(r ∧ τ, y) − u0(r ∧ τ, y)|2p′dydr
) p
2p′
+Lp
( ∫ t
s
∫ 1
0
Gt−r(x, y)2q
′
dydr
) p
2q′ × E
( ∫ t
s
∫ 1
0
|uε(r ∧ τ, y) − u0(r ∧ τ, y)|2p′dydr
) p
2p′
≤ Lp
( ∫ s
0
∫ 1
0
|Gt−r(x, z) −Gs−r(x, y)|2q
′
dydr
) p
2q′ × E
( ∫ t
0
∫ 1
0
|uε(r ∧ τ, y) − u0(r ∧ τ, y)|2p′κdydr
) p
2p′κ
+Lp
( ∫ t
s
∫ 1
0
Gt−r(x, y)2q
′
dydr
) p
2q′ × E
( ∫ t
s
∫ 1
0
|uε(r ∧ τ, y) − u0(r ∧ τ, y)|2p′κdydr
) p
2p′κ . (3.34)
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where 1
p′ +
1
q′ = 1.
Taking κ = p2p′ . When p > 14, we have
p
p−2 <
3p
8+2p <
3
2 , choosing
p
p−2 < q
′ < 3p8+2p , then
2q′ < 3, κ > 1,
(3 − 2q′)p
4q′
> 2.
As a result, by Lemma 3.2, we deduce that
E|J(t, x) − J(s, x)|p ≤ C(T )Lp|t − s|
(3−2q′)p
4q′
( ∫ t
0
E
∫ 1
0
|uε(r ∧ τ, y) − u0(r ∧ τ, y)|pdydr
)
+C(T )Lp|t − s|
(3−2q′)p
4q′
( ∫ t
s
E
∫ 1
0
|uε(r ∧ τ, y) − u0(r ∧ τ, y)|pdydr
)
≤ ε p2C(L, p, T,C1)|t − s|
(3−2q′)p
4q′ . (3.35)
Let
Ψ(r) = rp, p(r) = r
(3−2q′)
4q′ ,
and
ρ(x) =
∫ T
0
∫ T
0
∣∣∣∣ |J(t, x) − J(s, x)|
|t − s|
(3−2q′)
4q′
∣∣∣∣pdsdt.
Then, by Lemma 2.2, for any s, t ∈ [0, T ], x ∈ [0, 1], we have
|J(t, x) − J(s, x)| ≤ 8
∫ |t−s|
0
(ρ(x)r−2)
1
pdr
(3−2q′)
4q′
≤ Cρ 1p (x)
∫ |t−s|
0
r
− 2p+
(3−2q′)
4q′ −1dr.
As (3−2q
′)p
4q′ > 2, then − 2p +
(3−2q′)
4q′ > 0, we get
|J(t, x) − J(s, x)| ≤ Cρ 1p (x)|t − s|− 2p+
(3−2q′)
4q′ . (3.36)
Taking s = 0 in (3.36), we obtain
|J(t, x)| ≤ C(T )ρ 1p (x).
Utilizing (3.33) and (3.35), we deduce that
∫ 1
0
|Iε3(t, x)|pdx ≤ C(T )
∫ 1
0
ρ(x)dx (3.37)
and
E
∫ 1
0
ρ(x)dx ≤ ε p2C(L, p, T,C1)T 2. (3.38)
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Combining all the above estimates, we get
∫ 1
0
|Zε(t ∧ τ, x)|pdx ≤ K p(1 +C0)
p
2C(T, p)
∫ t∧τ
0
∫ 1
0
|Zε(y, s ∧ τ)|pdyds
+K p(1 +C0)
p
2C(T, p)
∫ t∧τ
0
∫ 1
0
|Zε(s ∧ τ, y)|pdyds
+C(K, T,R, p)ε
p
2
(∫ T
0
∫ 1
0
|Yε(s ∧ τ, y)|2pdyds
)
+C(T )
∫ 1
0
ρ(x)dx.
By Gronwall inequality, it follows that
∫ 1
0
|Zε(t ∧ τ, x)|pdx
≤
[
C(K, T,R, p,C0)ε
p
2
(∫ T
0
∫ 1
0
|Yε(s ∧ τ, y)|2pdyds
)
+C(T )
∫ 1
0
ρ(x)dx
]
× exp
{
K p(1 +C0)
p
2C(T, p)
}
.
Taking expectation, by (3.31) and (3.38), we get
E
∫ 1
0
|Zε(t ∧ τ, x)|pdx
≤
[
C(K, T,R, p,C0)ε
p
2C1T + ε
p
2C(L, p, T,C1)
]
exp{K p(1 +C0)
p
2C(T, p)}.
We complete the proof.

3.2 Proof of CLT for semilinear SPDE
Proof of Theorem 3.1. Recall τε,R is defined by (3.24). For any δ > 0, it follows that
P
(
sup
t∈[0,T ]
‖Yε(t) − Y(t)‖H > δ
)
≤ P
(
sup
t∈[0,T ]
‖Yε(t) − Y(t)‖H > δ, τε,R ≤ T
)
+ P
(
sup
t∈[0,T ]
‖Yε(t) − Y(t)‖H > δ, τε,R > T
)
≤ P
(
τε,R ≤ T
)
+ P
(
sup
t∈[0,τε,R]
‖Yε(t) − Y(t)‖H > δ
)
.
By (3.20), we get for any ε ∈ (0, 1],
P(τε,R ≤ T ) → 0, as R → ∞.
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Fix some R > 0, denote by τ = τε,R. Recall Zε(t ∧ τ, x) = Yε(t ∧ τ, x) − Y = uε(t∧τ,x)−u0 (t∧τ,x)√
ε
− Y satisfies
(3.32). For the readers’ convenience, we state it again as follows.
Zε(t ∧ τ, x) =
∫ t
0
∫ 1
0
Gt∧τ−s(x, y)
(b(uε) − b(u0)√
ε
− ∂rb(s, y, u0(s, y))Y
)
I{s≤τ}dsdy
−
∫ t
0
∫ 1
0
∂yGt∧τ−s(x, y)
(g(uε) − g(u0)√
ε
− ∂rg(s, y, u0(s, y))Y
)
I{s≤τ}dsdy
+
∫ t
0
∫ 1
0
Gt∧τ−s(x, y)
(
σ(s, y, uε(s, y)) − σ(s, y, u0(s, y))
)
I{s≤τ}W(dyds)
:= Iε1(t, x) + I
ε
2(t, x) + I
ε
3(t, x). (3.39)
In the rest part, we aim to prove Zε(t ∧ τ, x)→ 0 in probability in C([0, T ];H) as ε → 0.
By (3.37) and (3.38), for p > 14, it yields
E sup
t∈[0,T ]
∫ 1
0
|Iε3(t, x)|pdx ≤ ε
p
2C(L, p, T,C1).
By Chebyshev inequality, we get for the above δ > 0,
P
(
sup
t∈[0,T ]
‖Iε3(t)‖H > δ
)
≤
E supt∈[0,T ] ‖Iε3(t)‖
p
H
δp
≤
CE supt∈[0,T ] ‖Iε3(t)‖
p
p
δp
≤
CE supt∈[0,T ]
∫ 1
0
|Iε3(t, x)|pdx
δp
≤ ε p2 C(L, p, T,C1)
δp
→ 0, as ε → 0, (3.40)
i.e. Iε3(t, x)→ 0 in probability in C([0, T ];H) as ε → 0.
Define
I¯ε2(t, x) := −
∫ t
0
∫ 1
0
∂yGt−s(x, y)
(g(uε) − g(u0)√
ε
− ∂rg(s, y, u0(s, y))Y
)
I{s≤τ}dsdy,
then
Iε2(t, x) = I¯
ε
2(t ∧ τ, x). (3.41)
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Note that for t1, t2 ∈ [0, T ], t1 > t2, we have
I¯ε2(t1, x) − I¯ε2(t2, x)
=
∫ t1
0
∫ 1
0
∂yGt1−s(x, y)
[g(uε) − g(u0)√
ε
− ∂rg(s, y, u0(s, y))Y
]
I{s≤τ}dsdy
−
∫ t2
0
∫ 1
0
∂yGt2−s(x, y)
[g(uε) − g(u0)√
ε
− ∂rg(s, y, u0(s, y))Y
]
I{s≤τ}dsdy
=
∫ t1
t2
∫ 1
0
∂yGt1−s(x, y)
[g(uε) − g(u0)√
ε
− ∂rg(s, y, u0(s, y))Y
]
I{s≤τ}dsdy
+
∫ t2
0
∫ 1
0
∂y(Gt1−s(x, y) −Gt2−s(x, y))
[g(uε) − g(u0)√
ε
− ∂rg(s, y, u0(s, y))Y
]
I{s≤τ}dsdy.
By (H3), for θ ∈ (u0(y, s), uε(y, s)), we get
g(uε(y, s)) − g(u0(y, s))√
ε
− ∂rg(s, y, u0(s, y))Y
=
∂rg(s, y, u0(s, y))(uε − u0) + 12∂2rg(θ)(uε − u0)2√
ε
− ∂rg(s, y, u0(s, y))Y
= ∂rg(s, y, u
0(s, y))Zε +
1
2
√
ε∂2rg(θ)|Yε|2
≤ K(1 + |u0|)|Zε| + 1
2
K
√
ε|Yε|2.
Then, it follows that
|I¯ε2(t1, x) − I¯ε2(t2, x)|
≤ K √ε
∫ t1
t2
∫ 1
0
∂yGt1−s(x, y)(1 + |u0|)
∣∣∣∣Zε(s)√
ε
∣∣∣∣I{s≤τ}dsdy
+
1
2
K
√
ε
∫ t1
t2
∫ 1
0
∂yGt1−s(x, y)|Yε|2I{s≤τ}dsdy
+K
√
ε
∫ t2
0
∫ 1
0
∂y(Gt1−s(x, y) −Gt2−s(x, y))(1 + |u0|)
∣∣∣∣Zε(s)√
ε
∣∣∣∣I{s≤τ}dsdy
+
1
2
K
√
ε
∫ t2
0
∫ 1
0
∂y(Gt1−s(x, y) −Gt2−s(x, y))|Yε|2I{s≤τ}dsdy
:=
√
ε(I¯ε2,1 + I¯
ε
2,2 + I¯
ε
2,3 + I¯
ε
2,4). (3.42)
In the rest part, we take p > 14. By Hölder inequality and Lemma 3.3, for some 0 < δ1 < 1, we deduce
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that
E‖I¯ε2,1‖pH
= E
[ ∫ 1
0
|
∫ t1
t2
∫ 1
0
∂yGt1−s(x, y)(1 + |u0|)
∣∣∣∣Zε(s)√
ε
∣∣∣∣I{s≤τ}dyds|2dx]
p
2
≤ E
[ ∫ 1
0
( ∫ t1
t2
∫ 1
0
|∂yGt1−s(x, y)|2δ1 (1 + |u0|)2dyds
)( ∫ t1
t2
∫ 1
0
|∂yGt1−s(x, y)|2(1−δ1)
∣∣∣∣Zε(s)√
ε
∣∣∣∣2I{s≤τ}dyds)dx]
p
2
≤
( ∫ t1
t2
(t1 − s)−2δ1 (1 + ‖u0‖2H)ds
) p
2
E
[ ∫ 1
0
( ∫ t1∧τ
t2
∫ 1
0
|∂yGt1−s(x, y)|2(1−δ1)qdyds
) p
2q
×
( ∫ 1
0
∫ t1
t2
∫ 1
0
∣∣∣∣Zε(s ∧ τ)√
ε
∣∣∣∣pdydsdx)dx]
p
2
≤ K p(1 +C0)
p
2
( ∫ t1
t2
(t1 − s)−2δ1ds
) p
2
E
[ ∫ 1
0
( ∫ t1
t2
∫ 1
0
|∂yGt1−s(x, y)|2(1−δ1)qdyds
) p
2q
×
( ∫ 1
0
∫ t1
t2
∫ 1
0
∣∣∣∣Zε(s ∧ τ)√
ε
∣∣∣∣pdydsdx) 2p dx]
p
2
.
where 2
p
+
1
q
= 1.
Taking δ1 ∈ ( 514 , 12 ), as p > 14, we have
−2δ1 > −1, 2(1 − δ1)q <
3
2
.
Set
b1 =
1
2
− 2(1 − δ1)q,
then by Lemma 3.3, we deduce that
E‖I¯ε2,1‖pH ≤ K p(1 +C0)
p
2
( ∫ t1
t2
(t1 − s)−2δ1ds
) p
2 (t1 − t2)(b1+1)
p
2q
×
∫ t1
t2
E
∫ 1
0
∣∣∣∣Zε(s ∧ τ)√
ε
∣∣∣∣pdyds
≤ C2K p(1 +C0)
p
2 (t1 − t2)
(−2δ1+1)p
2 (t1 − t2)(b1+1)
p
2q (t1 − t2)
≤ C2K p(1 +C0)
p
2 |t1 − t2|α1 ,
where
α1 =
(−2δ1 + 1)p
2
+ (b1 + 1)
p
2q
+ 1 =
p − 2
4
.
Thus,
E‖I¯ε2,1‖pH ≤ C(K, p,C0,C2)|t1 − t2|
p−2
4 . (3.43)
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Utilizing Hölder inequality and Corollary 3.2, we get
E‖I¯ε2,2‖pH ≤ CK pE
[ ∫ 1
0
|
∫ t1
t2
∫ 1
0
∂yGt1−s(x, y)|Yε(s ∧ τ)|2dsdy|2dx
] p
2
≤ CK pE
[ ∫ 1
0
( ∫ t1
t2
∫ 1
0
|∂yGt1−s(x, y)|rdyds
) 2
r
( ∫ t1
t2
∫ 1
0
|Yε(s ∧ τ)|pdyds
) 4
p
dx
] p
2
≤ CK p|t1 − t2|
(3−2r)p
2r E
[ ∫ 1
0
( ∫ t1
t2
∫ 1
0
|Yε(s ∧ τ, y)|2pdyds
) 2
p
( ∫ t1
t2
∫ 1
0
dyds
) 2
p
dx
] p
2
≤ CK p|t1 − t2|
(3−2r)p
2r +1E
( ∫ t1
t2
∫ 1
0
|Yε(s ∧ τ, y)|2pdyds
)
,
where 2
p
+
1
r
= 1.
As p > 14, by (3.31), we get
E‖I¯ε2,2‖pH ≤ CK p|t1 − t2|
(3−2r)p
2r +2C1 = C(p,K,C1)|t1 − t2|
p−2
2 . (3.44)
By the definition of heat kernel G, for t1 > t2 > s, we deduce that
∂y(Gt1−s(x, y) −Gt2−s(x, y))
=
1√
2π
∂y
[ 1√
t1 − s
e
− (x−y)22(t1−s) − 1√
t2 − s
e
− (x−y)22(t2−s)
]
=
1√
2π
[ 1√
t1 − s
(x − y)
t1 − s
e
− (x−y)22(t1−s) − 1√
t2 − s
(x − y)
t2 − s
e
− (x−y)22(t2−s)
]
=
1√
t1 − s
G˜t1−s(x, y) −
1√
t2 − s
G˜t2−s(x, y)
=
( 1√
t1 − s
− 1√
t2 − s
)
G˜t2−s(x, y) +
1√
t1 − s
(
G˜t1−s(x, y) − G˜t2−s(x, y)
)
≤ t1 − t2
(t1 − s)
√
t2 − s
G˜t2−s(x, y) +
1√
t1 − s
(
G˜t1−s(x, y) − G˜t2−s(x, y)
)
.
Define
G˜t(x, y) :=
1√
2π
(x − y)
t
e−
(x−y)2
2t ,
with the help of properties of Gamma function, we establish that G˜rt (x, y) satisfies (2.11)-(2.15). Then, it
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follows that
E‖I¯ε2,3‖pH
≤ E
[ ∫ 1
0
∣∣∣∣K
∫ t2
0
∫ 1
0
∂y(Gt1−s(x, y) −Gt2−s(x, y))(1 + |u0|)|
Zε(s)√
ε
|I{s≤τ}dsdy
∣∣∣∣2dx]
p
2
≤ C(p)E
[ ∫ 1
0
∣∣∣∣K
∫ t2
0
∫ 1
0
t1 − t2
(t1 − s)
√
t2 − s
G˜t2−s(x, y)(1 + |u0|)|
Zε(s)√
ε
|I{s≤τ}dsdy
∣∣∣∣2dx]
p
2
+C(p)E
[ ∫ 1
0
∣∣∣∣K
∫ t2
0
∫ 1
0
1√
t1 − s
(G˜t1−s(x, y) − G˜t2−s(x, y))(1 + |u0|)|
Zε(s)√
ε
|I{s≤τ}dsdy
∣∣∣∣2dx]
p
2
≤ ε− p2C(p)E
[ ∫ 1
0
∣∣∣∣K
∫ t2
0
∫ 1
0
t1 − t2
(t1 − s)
√
t2 − s
G˜t2−s(x, y)(1 + |u0|)|Zε(s ∧ τ)|dsdy
∣∣∣∣2dx]
p
2
+ε−
p
2C(p)E
[ ∫ 1
0
∣∣∣∣K
∫ t2
0
∫ 1
0
1√
t1 − s
(G˜t1−s(x, y) − G˜t2−s(x, y))(1 + |u0|)|Zε(s ∧ τ)|dsdy
∣∣∣∣2dx]
p
2
=: ε−
p
2C(p)(K1 + K2).
By (2.12), Hölder inequality and Lemma 3.1, for α0 > 0, we have
K1 ≤ K pE
[ ∫ 1
0
∣∣∣∣
∫ t2
0
t1 − t2
(t1 − s)
√
t2 − s
( ∫ 1
0
G˜
2+α0
t2−s (x, y)dy
) 1
2+α0 (1 + ‖u0‖H)
( ∫ 1
0
|Zε(s ∧ τ)|p1dy
) 1
p1 ds
∣∣∣∣2dx]
p
2
≤ K p(1 +
√
C0)
pE
[ ∫ 1
0
∣∣∣∣
∫ t2
0
t1 − t2
(t1 − s)
√
t2 − s
(t2 − s)−
1+α0
2(2+α0) ‖Zε(s ∧ τ)‖Lp1ds
∣∣∣∣2dx]
p
2
= K p(1 +
√
C0)
pE
∣∣∣∣
∫ t2
0
t1 − t2
(t1 − s)
√
t2 − s
(t2 − s)−
1+α0
2(2+α0) ‖Zε(s ∧ τ)‖Lp1ds
∣∣∣∣p
= K p(1 +
√
C0)
p
∫ t2
0
· · ·
∫ t2
0
p∏
k=1
t1 − t2
(t1 − sk)
√
t2 − sk
(t2 − sk)−
1+α0
2(2+α0)E
p∏
k=1
‖Zε(sk ∧ τ)‖Lp1ds1 · · · dsp,
where
1
2 + α0
+
1
p1
=
1
2
.
By Cauchy-Schwarz inequality with r1, · · ·, rp satisfying
∑p
k=1
1
rk
= 1, we deduce that
E
p∏
k=1
‖Zε(sk ∧ τ)‖Lp1 ≤ (E‖Zε(s1 ∧ τ)‖r1Lp1 )
1
r1 · · · (E‖Zε(sp ∧ τ)‖rpLp1 )
1
rp .
Let r˜k = rk ∨ p1, k = 1, · · ·, p, by Hölder inequality, we get
(E‖Zε(sk ∧ τ)‖rkLp1 )
1
rk ≤ (E‖Zε(sk ∧ τ)‖rk
Lr˜k
)
1
rk ≤ (E‖Zε(sk ∧ τ)‖r˜k
Lr˜k
)
1
r˜k ,
thus,
E
p∏
k=1
‖Zε(sk ∧ τ)‖Lp1 ≤ (E‖Zε(s1 ∧ τ)‖r˜1Lr˜1 )
1
r˜1 · · · (E‖Zε(sp ∧ τ)‖r˜p
Lr˜p
)
1
r˜p .
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Choosing α0 = 1, then p1 = 6. Taking rk = p > 14, for k = 1, 2, · · ·, p. With the aid of Lemma 3.3 with
r˜k = p, it yields
(
E‖Zε(sk ∧ τ)‖r˜kLr˜k
) 1
r˜k ≤ ε 12C
1
r˜k
2 ,
which implies
E
p∏
k=1
‖Zε(sk ∧ τ)‖Lp1 ≤ ε
p
2C2.
Hence,
K1 ≤ ε
p
2K p(1 +
√
C0)
pC(C2)
( ∫ t2
0
t1 − t2
(t1 − s)
√
t2 − s
(t2 − s)−
1+α0
2(2+α0) ds
)p
≤ ε p2C(K, p,C0,C2)|t1 − t2|
p
2(2+α0)
≤ ε p2C(K, p,C0,C2)|t1 − t2|
p
6 .
Indeed, let u = t1 − s, v = ut1−t2 , it follows that
∫ t2
0
t1 − t2
(t1 − s)
√
t2 − s
(t2 − s)−
1+α0
2(2+α0) ds
=
∫ t1−t2
t1
t1 − t2
u
(u − t1 + t2)−
1
2−
1+α0
2(2+α0)du
=
∫ t1
t1−t2
1
1
v
(v − 1)−
1
2−
1+α0
2(2+α0) (t1 − t2)
1
2−
1+α0
2(2+α0) dv
≤ |t1 − t2|
1
2−
1+α0
2(2+α0)
∫ ∞
1
1
v
(v − 1)−
1
2−
1+α0
2(2+α0) dv
≤ C|t1 − t2|
1
2(2+α0) . (3.45)
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By Hölder inequality, (2.14), Lemma 3.3, for p > 14 and for some 0 < α1 < 1, 0 < κ < 1, we get
K2 ≤ E
[ ∫ 1
0
∣∣∣∣K
∫ t2
0
∫ 1
0
1√
t1 − s
(G˜t1−s(x, y) − G˜t2−s(x, y))(1 + |u0|)|Zε(s ∧ τ)|dsdy
∣∣∣∣2dx]
p
2
≤ K p(1 +
√
C0)
pE
[ ∫ 1
0
∣∣∣∣
∫ t2
0
1√
t1 − s
( ∫ 1
0
(G˜t1−s(x, y) − G˜t2−s(x, y))3−α1dy
) 1
3−α1 ‖Zε(s ∧ τ)‖Lpds
∣∣∣∣2dx]
p
2
≤ K p(1 +
√
C0)
pE
[ ∫ 1
0
( ∫ t2
0
(t1 − s)−κds
)( ∫ t2
0
∫ 1
0
(G˜t1−s(x, y) − G˜t2−s(x, y))3−α1dyds
) 2
3−α1
×
( ∫ t2
0
(t1 − s)−
1
2 (1−κ)p‖Zε(s ∧ τ)‖p
Lp
ds
) 2
p
dx
] p
2
≤ K p(1 +
√
C0)
p
( ∫ t2
0
(t1 − s)−κds
) p
2 sup
x∈[0,1]
( ∫ t2
0
∫ 1
0
(G˜t1−s(x, y) − G˜t2−s(x, y))3−α1dyds
) p
3−α1
×
( ∫ t2
0
(t1 − s)−
1
2 (1−κ)pE‖Zε(s ∧ τ)‖p
Lp
ds
)
≤ ε p2 K p(1 +
√
C0)
pC2
( ∫ t2
0
(t1 − s)−κds
) p
2 sup
x∈[0,1]
( ∫ t2
0
∫ 1
0
(G˜t1−s(y, s) − G˜t2−s(y, s))3−α1dyds
) p
3−α1
×
( ∫ t2
0
(t1 − s)−
1
2 (1−κ)pds
)
,
where 13−α1 +
1
p
=
1
2 .
Define c0 := − 12(1 − κ)p + 1, then
K2 ≤ ε
p
2 K p(1 +
√
C0)
pC2(|t1 − t2|−κ+1 − t−κ+11 )
p
2 |t1 − t2|
α1p
2(3−α1) [tc01 − |t1 − t2|c0 ]
≤ ε p2C(K, p,C0, T,C2)|t1 − t2|
α1 p
2(3−α1) ,
which implies that
K2 ≤ ε
p
2C(K, p,C0, T,C2)|t1 − t2|
p−6
4 . (3.46)
Combing (3.45) and (3.46), it yields
E‖I¯ε2,3‖pH ≤ C(K, p,C0,C2)|t1 − t2|
p
6 +C(K, p,C0, T,C2)|t1 − t2|
p−6
4 . (3.47)
For any p > 14 and 1
r
+
2
p
= 1, we have r ∈ (1, 76 ). Utilizing (2.15) and (3.31), we have
E‖I¯ε2,4‖pH ≤ CK pE
[ ∫ 1
0
|
∫ t2
0
∫ 1
0
∂y(Gt1−s(x, y) −Gt2−s(x, y))|Yε|2I{s≤τ}dsdy|2dx
] p
2
≤ CK pE
[ ∫ 1
0
( ∫ t2
0
∫ 1
0
|∂y(Gt1−s(x, y) −Gt2−s(x, y))|rdyds
) 2
r
( ∫ t2
0
∫ 1
0
|Yε(s ∧ τ)|pdsdy
) 4
p
dx
] p
2
≤ CK p|t1 − t2|(
3
2−r)
p
r E
[ ∫ 1
0
( ∫ t2
0
∫ 1
0
|Yε(s ∧ τ, y)|2pdyds
) 2
p
( ∫ t2
0
∫ 1
0
dyds
) 2
p
] p
2
≤ C(T )K p|t1 − t2|(
3
2−r)
p
r E
∫ t2
0
∫ 1
0
|Yε(s ∧ τ, y)|2pdyds
≤ C(T,K, p,C1)|t1 − t2|(
3
2−r)
p
r ,
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which implies
E‖I¯ε2,4‖pH ≤ C(T,K, p,C1)|t1 − t2|
p−6
2 . (3.48)
Combing (3.43), (3.44), (3.47) and (3.48), we conclude that
E‖I¯ε2(t1) − I¯ε2(t2)‖pH ≤ ε
p
2Cp(E‖I¯ε2,1‖pH + E‖I¯ε2,2‖
p
H
+ E‖I¯ε2,3‖pH + E‖I¯ε2,4‖
p
H
)
≤ ε p2Cp
[
C(K, p,C0,C2)|t1 − t2|
p−2
4 +C(p,K,C1)|t1 − t2|
p−2
2
+C(K, p,C0, T,C2)|t1 − t2|
p
6 +C(K, p,C0, T,C2)|t1 − t2|
p−6
4
+C(T,K, p,C1)|t1 − t2|
p−6
2
]
≤ ε p2C(K, p, T,C0,C1,C2)(|t1 − t2|
p
6 + |t1 − t2|
p−6
4 ).
As p > 14, we get p6 >
p−6
4 > 2, then
E‖I¯ε2(t1) − I¯ε2(t2)‖pH ≤ ε
p
2C(K, p, T,C0,C1,C2)|t1 − t2|
p−6
4 . (3.49)
Let
Ψ(r) = rp, p(r) = r
p−6
4p ,
and
ρ =
∫ T
0
∫ T
0
∣∣∣∣‖I¯
ε
2(t1) − I¯ε2(t2)‖H
|t1 − t2|
p−6
4p
∣∣∣∣pdt1dt2.
By Lemma 2.2, for any s, t ∈ [0, T ],we have
‖I¯ε2(t1) − I¯ε2(t2)‖H ≤ 8
∫ |t1−t2 |
0
(ρr−2)
1
p dr
p−6
4p
≤ C(p)ρ 1p
∫ |t1−t2 |
0
r
− 2
p
+
p−6
4p −1dr.
As p−64 > 2, we have − 2p +
p−6
4p > 0, then
‖I¯ε2(t1) − I¯ε2(t2)‖H ≤ C(p)ρ
1
p |t1 − t2|−
2
p
+
p−6
4p .
Taking t2 = 0, 0 ≤ t = t1 ≤ T , we get
‖I¯ε2(t)‖H ≤ C(T, p)ρ
1
p .
By (3.49), we get
E sup
0≤t≤T
‖I¯ε2(t)‖H ≤ C(T, p)(Eρ)
1
p ≤ √εC(K, p, T,C0,C1,C2). (3.50)
Thus, we deduce from (3.41) that
E sup
0≤t≤T
‖Iε2(t)‖H = E sup
0≤t≤T
‖I¯ε2(t ∧ τ)‖H
≤ √εC(K, p, T,C0,C1,C2)→ 0, as ε → 0. (3.51)
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By the same argument as the method dealing with Iε2(t), we get
E sup
t∈[0,T ]
‖Iε1(t)‖H → 0, as ε → 0. (3.52)
Combing (3.51) and (3.52), we know that Iε1(t) + I
ε
2(t) → 0 in probability in C([0, T ];H) as ε → 0.
By (3.40), we complete the proof.
4 MDP for semilinear SPDE
In this part, we are concerned with the moderate deviation principle of the solution uε of (3.19). As stated
in the introduction, we need to prove u
ε−u0√
ελ(ε)
satisfies a large deviation principle on C([0, T ];H) with λ(ε)
satisfying (1.2). From now on, we assume (1.2) holds.
4.1 The weak convergence approach
Let Xε = u
ε−u0√
ελ(ε)
, we will use the weak convergence approach introduced by Budhiraja and Dupuis in [3]
to verify Xε satisfies a large deviation principle. Firstly, we recall some standard definitions and results
from the large deviation theory (see [4]).
Let {Xε} be a family of random variables defined on a probability space (Ω,F , P) taking values in
some Polish space E.
Definition 4.1. (Rate function) A function I : E → [0,∞] is called a rate function if I is lower semicon-
tinuous. A rate function I is called a good rate function if the level set {x ∈ E : I(x) ≤ M} is compact for
each M < ∞.
Definition 4.2. (LDP) The sequence {Xε} is said to satisfy the large deviation principle with rate function
I if for each Borel subset A of E
− inf
x∈Ao
I(x) ≤ lim inf
ε→0
ε log P(Xε ∈ A) ≤ lim sup
ε→0
ε log P(Xε ∈ A) ≤ − inf
x∈A¯
I(x).
Now we define
A =
{
φ :
∫ T
0
∫ 1
0
|φ(s, y)|2dyds < ∞ P-a.s.
}
;
TM =
{
h ∈ L2([0, T ] × [0, 1]) :
∫ T
0
∫ 1
0
|h(s, y)|2dyds ≤ M
}
;
AM =
{
φ ∈ A : φ(ω) ∈ TM , P-a.s.
}
.
Here and in the sequel of this paper, we will always refer to the weak topology on the set TM , in this
case, TM is a compact metric space of L2([0, T ] × [0, 1]).
Suppose Gε : C([0, T ] × [0, 1];R) → E is a measurable mapping and Xε = Gε(W). Now, we list
below sufficient conditions for the large deviation principle of the sequence Xε as ε → 0.
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Hypothesis G There exists a measurable map G0 : C([0, T ] × [0, 1];R) → E satisfying
(i) For every M < ∞, let {hε : ε > 0} ⊂ AM. If hε converges to h as TM−valued random elements in dis-
tribution, then Gε
(
W(·)+λ(ε)
∫ ·
0
∫ ·
0
hε(s, y)dyds
)
converges in distribution to G0
( ∫ ·
0
∫ ·
0
h(s, y)dyds
)
.
(ii) For every M < ∞, KM =
{
G0
( ∫ ·
0
∫ ·
0
h(s, y)dyds
)
: h ∈ TM
}
is a compact subset of E.
The following result is due to Budhiraja et al. in [3].
Theorem 4.1. If G0 satisfies Hypothesis G, then Xε satisfies a large deviation principle on E with the
good rate function I given by
I( f ) = inf{
h∈L2([0,T ]×[0,1]): f=G0(
∫ ·
0
∫ ·
0 h(s,y)dyds)
} {12
∫ T
0
∫ T
0
|h(s, y)|2dyds
}
, ∀ f ∈ E. (4.53)
By convention, I(∅) = ∞.
In this part, we are concerned with the following SPDE driven by small multiplicative noise
Xε(x, t)
=
1
λ(ε)
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, u0(s, y) +
√
ελ(ε)Xε(s, y))W(dyds)
+
1√
ελ(ε)
∫ t
0
∫ 1
0
Gt−s(x, y)(b(s, y, u0(s, y) +
√
ελ(ε)Xε(s, y)) − b(s, y, u0(s, y)))dyds
− 1√
ελ(ε)
∫ t
0
∫ 1
0
∂yGt−s(x, y)(g(s, y, u0(s, y) +
√
ελ(ε)Xε(s, y)) − g(s, y, u0(s, y)))dyds.(4.54)
Under (H1) and (H2), combing Theorem 2.1 and Lemma 3.1, there exists a unique strong solution in
Xε ∈ C([0, T ];H). Therefore, there exists a Borel-measurable function
Gε : C([0, T ] × [0, 1];R) → C([0, T ];H) (4.55)
such that Xε(·) = Gε(W(·)).
Let h ∈ TM, consider the following skeleton equation
Xh(x, t) =
∫ t
0
∫ 1
0
Gt−s(x, y)∂rb(s, y, u0(s, y))Xh(s, y)dyds
−
∫ t
0
∫ 1
0
∂yGt−s(x, y)∂rg(s, y, u0(s, y))Xh(s, y)dyds
+
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, u0(s, y))h(s, y)dyds. (4.56)
By (H3), we know that all coefficients of (4.56) are Lipschitz, it admits a unique solution Xh satisfying
sup
t∈[0,T ]
‖Xh(t)‖2H ≤ C(K, T,M,C0). (4.57)
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Therefore, we can define a measurable mapping G0 : C([0, T ] × [0, 1];R) → C([0, T ];H) such that
G0
( ∫ ·
0
∫ ·
0
h(s, y)dyds
)
:= Xh(·).
The main result in this part reads as
Theorem 4.2. Let the initial value f ∈ Lp([0, 1]) for all p ∈ [2,∞). Under (H1)-(H3), Xε satisfies a
large deviation principle on C([0, T ];H) with the good rate function I defined by (4.53).
4.2 Tightness of semilinear SPDE with small perturbations
For any hε ∈ AM , consider the following SPDE
X¯ε,h
ε
(x, t)
=
1
λ(ε)
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, u0(s, y) +
√
ελ(ε)X¯ε,h
ε
(s, y))W(dyds)
+
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, u0(s, y) +
√
ελ(ε)X¯ε,h
ε
(s, y))hε(s, y)dyds
+
1√
ελ(ε)
∫ t
0
∫ 1
0
Gt−s(x, y)(b(s, y, u0(s, y) +
√
ελ(ε)X¯ε,h
ε
(s, y)) − b(s, y, u0(s, y)))dyds
− 1√
ελ(ε)
∫ t
0
∫ 1
0
∂yGt−s(x, y)(g(s, y, u0(s, y) +
√
ελ(ε)X¯ε,h
ε
(s, y)) − g(s, y, u0(s, y)))dyds.(4.58)
with X¯ε,h
ε
(0) = 0, then Gε
(
W(·) + λ(ε)
∫ ·
0
∫ ·
0
hε(s, y)dyds
)
= X¯ε,h
ε
.
Moreover, with the aid of Lemma 3.1 and by using the same method as Theorem 2.1 in [14], it
follows that
Lemma 4.1. For any family {hε; ε > 0} ⊂ AM , it holds that
lim
C→∞
sup
0<ε≤1
P
(
sup
t∈[0,T ]
‖X¯ε,hε(t)‖2H > C
)
= 0. (4.59)
Referring to [12], the following lemma gives a criterion to ensure tightness.
Lemma 4.2. Let ρ ∈ [1,∞), and q ∈ [1, ρ). Let ζn(t, y) be a sequence of random fields on [0, T ] × [0, 1]
such that sup0≤t≤T ‖ζn(t, ·)‖Lq ≤ θn, where θn is a finite random variable for every n. Assume that the
sequence θn is bounded in probability, i.e., limC→∞ supn P(θn ≥ C) = 0. Then the sequence
J(ζn) :=
∫ t
0
∫ 1
0
R(s, t; x, y)ζn(r, y)dyds, t ∈ [0, T ], x ∈ [0, 1],
where R(s, t; x, y) = ∂yG(s, t; x, y) or R(s, t; x, y) = G(s, t; x, y) is uniformly tight in C([0, T ]; Lρ([0, 1])).
LetD(X) be the distribution of a random variable X.
Proposition 4.3. For any R > 0,D(X¯ε,hε)ε∈(0,1] is tight in C([0, T ];H).
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Proof. From (4.58), we have
X¯ε,h
ε
(x, t)
=
1
λ(ε)
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, u0(s, y) +
√
ελ(ε)X¯ε,h
ε
(s, y))W(dyds)
+
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, u0(s, y) +
√
ελ(ε)X¯ε,h
ε
(s, y))hε(s, y)dyds
+
1√
ελ(ε)
∫ t
0
∫ 1
0
Gt−s(x, y)(b(s, y, u0(s, y) +
√
ελ(ε)X¯ε,h
ε
(s, y)) − b(s, y, u0(s, y)))dyds
− 1√
ελ(ε)
∫ t
0
∫ 1
0
∂yGt−s(x, y)(g(s, y, u0(s, y) +
√
ελ(ε)X¯ε,h
ε
(s, y)) − g(s, y, u0(s, y)))dyds
:= Jε1 + J
ε
2 + J
ε
3 + J
ε
4. (4.60)
Firstly, we claim that
lim
ε→0
E sup
0≤t≤T
‖Jε1‖H = 0. (4.61)
Indeed, by (H1) and using the similar method as the estimation of (3.27), for any t1, t2 ∈ [0, T ] and
p > 14, we obtain
E‖Jε1(t1) − Jε1(t2)‖pH ≤
C(K, p)
(λ(ε))p
|t1 − t2|
p
4 . (4.62)
Applying Lemma 2.2 with
Ψ(r) = rp, p(r) = r
1
4 ,
and
̺ =
∫ T
0
∫ T
0
‖J
ε
1(t1) − Jε1(t2)‖H
|t1 − t2| 14

p
dt1dt2,
we have
‖Jε1(t1) − Jε1(t2)‖H ≤ 8
∫ |t1−t2 |
0
(̺r−2)
1
p dr
1
4
≤ C̺ 1p
∫ |t1−t2 |
0
r
− 34− 2p dr
≤ C̺ 1p |t1 − t2|
p−8
4p .
Let t = t1 and t2 = 0, we get
‖Jε1(t)‖H ≤ C̺
1
p t
p−8
4p ,
which implies that
sup
t∈[0,T ]
‖Jε1(t)‖H ≤ C(T )̺
1
p .
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By (4.62), it gives that
E̺ ≤ C(L, p)
(λ(ε))p
→ 0, ε → 0,
Thus,
E sup
t∈[0,T ]
‖Jε1(t)‖H ≤ C(T )E̺ → 0, as ε → 0.
By (4.61), we deduce that Jε1 converges in probability in C([0, T ];H).
By (H1), we get
sup
0<ε≤1
Jε2 = sup
0<ε≤1
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, u0(s, y) +
√
ελ(ε)X¯ε,h
ε
(s, y))hε(s, y)dyds
≤ K
( ∫ t
0
∫ 1
0
G2t−s(x, y)dyds
) 1
2 sup
0<ε≤1
( ∫ t
0
∫ 1
0
|hε(s, y)|2dyds
) 1
2
≤ KC(T )M 12 . (4.63)
Referring to (4.2) in [12], (4.63) implies the tightness of Jε2.
For Jε3, applying Lemma 4.2 with ρ = 2, q = 1, by (H2), we have
sup
0≤t≤T
‖b(s, y, u0 + √ελ(ε)X¯ε,hε(s, y)) − b(s, y, u0(s, y))‖L1
≤ L sup
0≤t≤T
√
ελ(ε)
∫ 1
0
(1 + |u0| + √ελ(ε)|X¯ε,hε |)|X¯ε,hε |dx
≤ L sup
0≤t≤T
√
ελ(ε)[(1 + ‖u0‖H +
√
ελ(ε)‖X¯ε,hε‖H)‖X¯ε,h
ε‖H]
≤ √ελ(ε)L[1 +C0 + (1 +
√
ελ(ε)) sup
0≤t≤T
‖X¯ε,hε‖2H].
Let
θ =
√
ελ(ε)L
(
1 +C0 + (1 +
√
ελ(ε)) sup
0≤t≤T
‖X¯ε,hε‖2H
)
,
we have
lim
M→∞
sup
0<ε≤1
P(θ ≥ M)
≤ lim
M→∞
sup
0<ε≤1
P
(√
ελ(ε)L(1 +C0) ≥
M
2
)
+ lim
M→∞
sup
0<ε≤1
P
(
sup
0≤t≤T
‖X¯ε,hε‖2H ≥
M
2
√
ελ(ε)L(1 +
√
ελ(ε))
)
.
By Lemma 4.1, we obtain
lim
M→∞
sup
0<ε≤1
P(θ ≥ M) = 0. (4.64)
Thus, we get the tightness of Jε3 in C([0, T ];H). Employing similar method as above, we obtain the
tightness of Jε4 in C([0, T ];H). We complete the proof. 
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4.3 The proof of MDP
According to Theorem 3.1, the proof of MDP will be completed if the following Theorem 4.4 and
Theorem 4.5 are established.
Theorem 4.4. The family
KM =
{
G0(
∫ ·
0
∫ ·
0
h(s, y)dyds) : h ∈ TM
}
is a compact subset of C([0, T ];H).
Proof. Let Xhn = {G0(
∫ ·
0
∫ ·
0
hn(s, y)dyds) : n ≥ 1} be a sequence of KM. Due to the fact that TM is a
compact subset of L2([0, T ]× [0, 1]) under weak topology, there exists a subsequence still denoted by {n}
and an element h ∈ TM such that hn → h weakly in TM as n → ∞. We need to prove Xhn → Xh strongly
in C([0, T ];H).
From (4.56), we know that
Xhn(t, x) − Xh(t, x) =
∫ t
0
∫ 1
0
Gt−s(x, y)∂rb(s, y, u0(s, y))(Xhn (s, y) − Xh(s, y))dyds
−
∫ t
0
∫ 1
0
∂yGt−s(x, y)∂rg(s, y, u0(s, y))(Xhn (s, y) − Xh(s, y))dyds
+
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, u0(s, y))(hn(s, y) − h(s, y))dyds
:= Jn1(t) + J
n
2(t) + J
n
3(t).
By Lemma 2.1, (H3) and Lemma 3.1, we deduce that
‖Jn1(t)‖H ≤ C
∫ t
0
(t − s)− 34 ‖∂rb(s, y, u0(s, y))(Xhn (s, y) − Xh(s, y))‖L1ds
≤ CK
∫ t
0
(t − s)− 34 ‖(1 + u0(s, y))(Xhn (s, y) − Xh(s, y))‖L1ds
≤ CK
∫ t
0
(t − s)− 34 (1 + ‖u0(s)‖H)‖Xhn (s) − Xh(s)‖Hds
≤ CK(1 +C0)
∫ t
0
(t − s)− 34 ‖Xhn (s) − Xh(s)‖Hds. (4.65)
Similar to Jn1(t), we deduce that
‖Jn2(t)‖H ≤ CK
∫ t
0
(t − s)− 34 ‖∂rg(s, y, u0(s, y))(Xhn (s, y) − Xh(s, y))‖L1ds
≤ CK
∫ t
0
(t − s)− 34 ‖(1 + u0(s, y))(Xhn (s, y) − Xh(s, y))‖L1ds
≤ CK
∫ t
0
(t − s)− 34 (1 + ‖u0(s)‖H)‖Xhn (s) − Xh(s)‖Hds
≤ CK(1 + C0)
∫ t
0
(t − s)− 34 ‖Xhn (s) − Xh(s)‖Hds. (4.66)
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Let Pk be the orthogonal projection in H onto the space spanned by {e1, · · ·, ek}k≥1 with {ek} be an
orthonormal basis of H, we have
sup
0≤t≤T
‖PkJn3(t) − Jn3(t)‖2H
≤
∫ 1
0
( ∫ t
0
∫ 1
0
G2t−s(x, y)
(
(Pk − I)σ(u0(y, s)))2dyds
)( ∫ t
0
∫ 1
0
(hn − h)2dyds
)
dx
≤ 2M2
∫ 1
0
∫ t
0
∫ 1
0
G2t−s(x, y)
(
(Pk − I)σ(u0(y, s))
)2
dydsdx
≤ 2M2
∫ t
0
(t − s)− 12
∫ 1
0
(
(Pk − I)σ(u0(y, s))
)2
dyds.
Since
2M2
∫ t
0
(t − s)− 12
∫ 1
0
[(Pk − I)σ(u0(y, s))]2dyds ≤ CM2K2T
1
2 ,
by the dominated convergence theorem, it follows that
sup
0≤t≤T
‖PkJn3(t) − Jn3(t)‖2H → 0, k → ∞. (4.67)
For any k ≥ 1, t, s ∈ [0, T ], t > s, we have
‖PkJn3(t) − PkJn3(s)‖2H ≤
∥∥∥∥
∫ s
0
∫ 1
0
(Gt−r(x, y) −Gs−r(x, y))Pkσ(u0)(hn(y, r) − h(y, r))dydr
∥∥∥∥2
H
+
∥∥∥∥
∫ t
s
∫ 1
0
Gt−r(x, y)Pkσ(u0)(hn(y, r) − h(y, r))dydr
∥∥∥∥2
H
:= Jn3,1 + J
n
3,2,
By (H1) and (2.14), we get
Jn3,1 ≤
∫ 1
0
( ∫ s
0
∫ 1
0
(Gt−r(x, y) −Gs−r(x, y))2σ2(u0(y, r))dydr
)( ∫ s
0
∫ 1
0
(hn(y, r) − h(y, r))2dydr
)
dx
≤ CK2M
∫ 1
0
∫ s
0
∫ 1
0
(Gt−r(x, y) −Gs−r(x, y))2dydrdx
≤ CK2M(t − s) 12 .
Utilizing (2.12) and (H1), we deduce that
Jn3,2 ≤
∫ 1
0
( ∫ t
s
∫ 1
0
G2t−r(x, y)σ
2(u0(y, r))dydr
)( ∫ t
s
∫ 1
0
(hn(y, r) − h(y, r))2dydr
)
dx
≤ CMK2
∫ 1
0
∫ t
s
∫ 1
0
G2t−r(x, y)dydrdx
≤ CMK2(t − s) 12 .
Combing the above two estimates, it yields
‖PkJn3(t) − PkJn3(s)‖2H ≤ CMK2(t − s)
1
2 .
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Moreover, for any t ∈ [0, T ], we have
sup
n
‖Jn3(t)‖2H ≤ sup
n
∫ 1
0
( ∫ t
0
∫ 1
0
G2t−s(x, y)σ
2(u0)dyds
)( ∫ t
0
∫ 1
0
(hn(y, s) − h(y, s))2dyds
)
dx
≤ CMK2
∫ 1
0
∫ t
0
∫ 1
0
G2t−s(x, y)dydsdx
≤ CMK2T 12 .
Since for any k ≥ 1, Pk : H → H is a compact operator, then for any t ∈ [0, T ], {PkJn3(t), n ≥ 1} is
relative compact in H. Moreover, {PkJn3(t), n ≥ 1} is closed in H. As a result of Arzelà-Ascoli theorem,
{PkJn3}n is uniformly compact in C([0, T ];H). On the other hand, since hn − h converges to 0 weakly in
L2([0, T ] × [0, 1];R), then
PkJ
n
3(t) =
∫ t
0
∫ 1
0
Gt−s(x, y)Pkσ(u0)(hn − h)dyds → 0 in H, as n→ ∞.
Thus, we have
lim
n→∞ supt∈[0,T ]
‖PkJn3(t)‖H = 0. (4.68)
Combing (4.67) and (4.68), we conclude that
lim
n→∞
sup
t∈[0,T ]
‖Jn3(t)‖H = 0. (4.69)
Based on (4.65), (4.66) and (4.69), it follows that
‖Xhn (t) − Xh(t)‖H ≤ 2KC(1 +C0)
∫ t
0
(t − s)− 34 ‖Xhn (s) − Xh(s)‖Hds + ‖Jn3(t)‖H .
By iteration and Gronwall inequality, we have
‖Xhn (t) − Xh(t)‖H ≤ C(K,C0, T )‖Jn3(t)‖H .
Utilizing (4.69), it yields
sup
t∈[0,T ]
‖Xhn (t) − Xh(t)‖H ≤ C(K,C0, T ) sup
t∈[0,T ]
‖Jn3(t)‖H → 0, as n → ∞.
We complete the proof. 
Theorem 4.5. Let {hε; ε > 0} ⊂ AM be a sequence that converges in distribution to h as ε → 0. Then
Gε
(
W(·) + λ(ε)
∫ ·
0
∫ ·
0
hε(s, y)dyds
)
converges in distribution to G0
( ∫ ·
0
∫ ·
0
h(s, y)dyds
)
,
in C([0, T ];H).
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Proof. Suppose that {hε; ε > 0} ⊂ AM and hε converges to h as TM−valued random elements in distri-
bution. By Girsanov’s theorem, we obtain X¯ε,h
ε
(·) = Gε
(
W(·) + λ(ε)
∫ ·
0
∫ ·
0
hε(s, y)dyds
)
. Consider
Zε(t, x) =
1
λ(ε)
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, u0(s, y) +
√
ελ(ε)X¯ε,h
ε
(s, y))W(dyds), (4.70)
with the initial value Zε(0) = 0. Applying the same method as the proof of (4.61), we get
lim
ε→0
E sup
t∈[0,T ]
‖Zε(t)‖2H = 0 (4.71)
and {Zε} is tight in C([0, T ];H). Set
Π =
(
C([0, T ];H), TM ,C([0, T ];H)
)
.
By Proposition 4.3, we know that the family {(X¯ε,hε , hε, Zε); ε ∈ (0, 1]} is tight in Π. Let (X, h, 0) be any
limit point of {(X¯ε,hε , hε, Zε); ε ∈ (0, 1]}. We will show that X has the same law as G0(
∫ ·
0
∫ ·
0
h(s, y)dyds) ,
and in fact X¯ε,h
ε
converges in distribution to X in C([0, T ];H) as ε → 0, which implies Theorem 4.5.
By the Skorokhod representation theorem, there exists a stochastic basis (Ω1,F 1, {F 1t }t∈[0,T ], P1) and
Π−valued random variables (U˜ε, h˜ε, Z˜ε), (U˜ , h˜, 0) on this basis, such that (U˜ε, h˜ε, Z˜ε) (resp. (U˜, h˜, 0)) has
the same law as (X¯ε,h
ε
, hε, Zε) (resp. (X, h, 0)), and (U˜ε, h˜ε, Z˜ε) → (U˜, h˜, 0), P1−a.s. in Π. From the
equation satisfied by (X¯ε,h
ε
, hε, Zε) , we see that (U˜ε, h˜ε, Z˜ε) satisfies
U˜ε(x, t) − Z˜ε(x, t)
=
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, u0(s, y) +
√
ελ(ε)U˜ε(s, y))h˜ε(s, y)dyds
+
1√
ελ(ε)
∫ t
0
∫ 1
0
Gt−s(x, y)
(
b(s, y, u0(s, y) +
√
ελ(ε)U˜ε(s, y)) − b(s, y, u0(s, y))
)
dyds
− 1√
ελ(ε)
∫ t
0
∫ 1
0
∂yGt−s(x, y)
(
g(s, y, u0(s, y) +
√
ελ(ε)U˜ε(s, y)) − g(s, y, u0(s, y))
)
dyds.(4.72)
and
P1(U˜ε − Z˜ε ∈ C([0, T ];H))
= P(X¯ε,h
ε − Zε ∈ C([0, T ];H))
= 1. (4.73)
Let Ω10 be the subset of Ω
1 such that (U˜ε, hε, Z˜ε) → (U˜, h˜, 0) in Π, we have P1(Ω10) = 1. For any ω˜ ∈ Ω10,
we have
sup
t∈[0,T ]
‖U˜ε(ω˜, t) − U˜(ω˜, t)‖2H → 0, as ε → 0. (4.74)
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Set η˜ε(ω˜, t) = U˜ε(ω˜, t) − Z˜ε(ω˜, t), by (4.72), η˜ε(ω˜, x, t) satisfies
η˜ε(ω˜, x, t)
=
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, u0(s, y) +
√
ελ(ε)(η˜ε(ω˜, s, y) + Z˜ε(ω˜, s, y)))h˜ε(ω˜, s, y)dyds
+
1√
ελ(ε)
∫ t
0
∫ 1
0
Gt−s(x, y)
(
b(s, y, u0 +
√
ελ(ε)(η˜ε(ω˜, s, y) + Z˜ε(ω˜, s, y))) − b(s, y, u0)
)
dyds
− 1√
ελ(ε)
∫ t
0
∫ 1
0
∂yGt−s(x, y)
(
g(s, y, u0 +
√
ελ(ε)(η˜ε(ω˜, s, y) + Z˜ε(ω˜, s, y))) − g(s, y, u0)
)
dyds.
with initial value η˜ε(ω˜, x, 0) = 0. Moreover, we deduce from (4.73) that
sup
t∈[0,T ]
‖η˜ε(ω˜, t)‖H < ∞. (4.75)
Taking into account the following facts
lim
ε→0
sup
t∈[0,T ]
‖Z˜ε(ω˜, t)‖2H = 0, U˜ε = η˜ε + Z˜ε, (4.76)
and by (H1), (4.75), (4.69), Lemma 2.1 and Lemma 3.1, we have
lim
ε→0
sup
t∈[0,T ]
‖U˜ε(ω˜, t) − Uˆ(ω˜, t)‖2H
≤ lim
ε→0
sup
t∈[0,T ]
‖η˜ε(ω˜, t) − Uˆ(ω˜, t)‖2H + lim
ε→0
sup
t∈[0,T ]
‖Z˜ε(ω˜, t)‖2H
≤ lim
ε→0
sup
t∈[0,T ]
‖η˜ε(ω˜, t) − Uˆ(ω˜, t)‖2H
= 0, (4.77)
where Uˆ(t) := Uˆ(ω˜, t) satisfies
Uˆ(x, t) =
∫ t
0
∫ 1
0
Gt−s(x, y)∂rb(s, y, u0(s, y))Uˆ(s, y)dyds
−
∫ t
0
∫ 1
0
∂yGt−s(x, y)∂rg(s, y, u0(s, y))Uˆ(s, y)dyds
+
∫ t
0
∫ 1
0
Gt−s(x, y)σ(s, y, u0(s, y))h˜(s, y)dyds. (4.78)
Hence, by (4.74) and (4.77), we deduce that U˜ = Uˆ = G0(
∫ ·
0
∫ ·
0
h˜(s, y)dyds), then U˜ has the same law
as G0(
∫ ·
0
∫ ·
0
h(s, y)dyds). Since X¯ε,h
ε
has the same law as U˜ε on C([0, T ];H) and by (4.77), we deduce
that Gε(W(·) + λ(ε)
∫ ·
0
∫ ·
0
hε(s, y)dyds) converges in distribution to G0(
∫ ·
0
∫ ·
0
h(s, y)dyds) as ε → 0. We
complete the proof. 
References
[1] R. Belfadli, L. Boulanba, M. Mellouk: Moderate deviations for a stochastic Burgers equation.
arXiv:1807.09117.
34
[2] M. Boué, P. Dupuis: A variational representation for certain functionals of Brownian motion. Ann.
Probab. 26, 1641-1659 (1998).
[3] A. Budhiraja, P. Dupuis: A variational representation for positive functionals of infinite dimensional
Brownian motion. Probab. Math. Statist. 20, 39-61 (2000).
[4] A. Dembo, O. Zeitouni: Large deviations techniques and applications. 2nd ed., New York: Springer,
1998.
[5] G. Da Prato, D. Gatarek: Stochastic Burgers equation with correlated noise. Stochastics Stochastics
Rep. 52, no. 1-2, 29-41 (1995).
[6] G. Da Prato, J. Zabczyk: Ergodicity for infinite dimensional systems. Cambridge University Press.
Cambridge (1996).
[7] Z. Dong, J. Xiong, J. Zhai, T. Zhang: A moderate deviation principle for 2D stochastic Navier-Stokes
equations driven by multiplicative Lévy noises. J. Funct. Anal. 1, 227-254 (2017).
[8] Z. Dong, R. Zhang: Ergodicity for a class of semilinear stochastic partial differential equations.
Arxiv: 1812.04591.
[9] P. Dupuis, R.S. Ellis: A weak convergence approach to the theory of large deviations. New York:
Wiley, 1997.
[10] M.S. Ermakov: The sharp lower bound of asymptotic efficiency of estimators in the zone of moder-
ate deviation probabilities. Electron. J. Stat. 6, 2150-2184 (2012).
[11] T. Funaki: Random motion of strings and related evolution equations. Nagoya Math. J. 89 , 129-193
(1983).
[12] M. Foondun, L. Setayeshgar: Large deviations for a class of semilinear stochastic partial differ-
ential equations. Statist. Probab. Lett. 121 , 143-151 (2017).
[13] F.Q. Gao, J. Xiong and X.Q. Zhao: Moderate deviations and nonparametric inference for monotone
functions. Ann. Stat. 46, No. 3, 1225-1254 (2018).
[14] I. Gyöngy: Existence and uniqueness results for semilinear stochastic partial differential equations.
Stochastic Process. Appl. 73, no. 2, 271-299 (1998).
[15] S. Hu, R. Li, X. Wang: Central limit theorem and moderate deviations for a class of semilinear
SPDES. arXiv:1811.05611 .
[16] I.A. Ibragimov, R.Z. Khasminskii: Asymptotically normal families of distributions and efficient
estimation. Ann. Statist. 19, 1681-1721 (1991).
35
[17] W.C.M. Kallenberg: Intermediate efficiency, theory, and examples. Ann. Statist, 11, 170-182
(1983).
[18] G. Kallianpur, J. Xiong: Stochastic differential equations in infinite-dimensional spaces. Expanded
version of the lectures delivered as part of the 1993 Barrett Lectures at the University of Tennessee,
Knoxville, TN, March 25-27, 1993.
[19] A. Truman, J. Wu: Stochastic Burgers equation with Lévy space-time white noise. Probabilistic
methods in fluids, 298-323, World Sci. Publ., River Edge, NJ, 2003.
[20] J.B. Walsh: An introduction to stochastic partial differential equations. École d’été de probabilités
de Saint-Flour, XIV-1984, 265-439, Lecture Notes in Math., 1180, Springer, Berlin, 1986.
[21] R. Wang, J. Zhai, T. Zhang: A moderate deviation principle for 2-D stochastic Navier-Stokes equa-
tions. J. Differ. Equ. 10, 3363-3390 (2015).
[22] R. Wang, T. Zhang: Moderate deviations for stochastic reaction-diffusion equations with multi-
plicative noise. Potential Anal 42, 99-113 (2015).
[23] R. Zhang: Harnack inequalities for a class of semilinear stochastic partial differential equations.
arXiv:1807.03922.
[24] R. Zhang, G. Zhou, B. Guo: Stochastic 2D primitive equations: Central limit theorem and moderate
deviation principle. Comput. Math. Appl. 77, no. 4, 928-946 (2019).
36
