Abstract-In this paper, we consider the problem of cooperative multitarget tracking and surveillance with multiple mobile sensing agents (MSAs) in a decentralized network architecture. In multitarget tracking, each MSA runs a particle filter for each target. A map of the environment and observations communicated between the agents are utilized in target tracking. In multitarget surveillance, a leader is selected for each subnetwork of agents. The leader assigns regions to the agents in the subnetwork. Then, the individual agents plan their motions to improve the tracking results of the targets inside of their assigned regions. Our approach is evaluated with a number of simulation runs. The simulation results demonstrate the effectiveness of our decentralized approach, and how its performance is affected by design parameters and communication range. We believe that our approach provides an effective cooperation strategy in multi-MSA multitarget tracking and surveillance applications.
I. INTRODUCTION
There is a growing interest in the research community in the cooperative control of mobile sensing agents (MSAs). When a group of agents operate in the same environment, there is a need to allocate tasks and resources amongst these agents. From task allocation viewpoint, multiple MSAs are capable of accomplishing tasks faster and more reliably than a single MSA. From resource allocation viewpoint, for each MSA to operate efficiently, individual MSAs should not intervene with each other. This multi-MSA cooperation problem is extensively studied in the literature [1] , [2] , [3] , [4] , [5] , [6] , [7] . In information gathering tasks, the multi-MSA team is required to obtain information about the environment. Examples for such tasks include target tracking [8] , [9] , [10] , [11] , [12] , target surveillance [11] , [4] , target localization [13] , [14] , [15] , and exploration [16] , [17] , [18] . There are many challenges associated with this type of tasks, such as uncertain and dynamic environment, limited communication range and bandwidth, decentralized and dynamic communication network, and incomplete and asymmetric situational awareness.
In this paper we are particularly interested in a specific instance of information gathering tasks, namely the multi-MSA multitarget tracking and surveillance problem. We especially focus on a traffic mapping application, where the targets are ground vehicles in traffic. We assume that MSAs can move freely around the environment. They are tasked to provide a traffic map, i.e. location estimates of the vehicles in the traffic. Both the communication ranges and bandwidths are limited, resulting in a decentralized and dynamic communication network.
In our approach, we decomposed the problem into two subproblems: (1) multitarget tracking, and (2) multitarget surveillance. In multitarget tracking, each MSA runs a particle filter to track each target [19] , [20] . Each MSA has a map of the environment and utilizes that map in target tracking by adding map-dependent constraints to target motions as appears in [10] , [11] . Agents communicate their most recent observations with the other agents in the same subnetwork. Each agent, then, integrates these received observations into its own target location estimates. In multitarget surveillance, our work can be seen as a continuation of our previous work in [4] and [11] . Each agent stores information regarding the decisions of the other agents in the team in a local team information table. The local team informations are, then, communicated between agents in the same subnetwork. Upon receiving local team information tables from its neighbors, each agent updates its own local team information using a consensus algorithm. This allows agents to remain cooperative even after the communication is lost, for an extended period. Each subnetwork of agents in the decentralized network elects a leader. The leader agent occasionally assigns regions to the individual agents in the subnetwork. This is similar to the approaches in multi-robot task allocation [1] , [16] , [17] . Each agent, then, plans its own motion to observe the particles related to high-entropy target location estimates inside of its assigned region. This approach allows for an effective decentralized multitarget tracking and surveillance strategy.
Our approach is tested in a number of simulation runs. We used total team entropy as a performance measure, and showed how changing some of the design parameters in our cooperation method affects the results. We also investigated the effects of communication range on total team entropy. The results demonstrate the effectiveness of our decentralized approach.
II. PROBLEM DESCRIPTION
In this paper, we aim to solve cooperative multitarget tracking and surveillance problem with a number of mobile sensing agents in a decentralized network architecture. In our application, there are N a mobile sensing agents, N t moving targets in the environment. The initial locations of the targets are unknown to the agents. The sensor agents have limited sensing and limited communication capabilities. They have access to the GPS, and can sense the relative locations of the targets inside of their sensing footprints with limited uncertainty. Both the communication ranges and the communication bandwidths of the agents are limited. Limited communication range results in a decentralized communication network architecture. Note that, since the agents are moving around the environment, the communication network changes its structure with time. Limited communication bandwidth also introduces algorithmic challenges in sensor fusion and cooperation approaches since it constrains the information sharing among the agents. In multitarget tracking and surveillance, the objective is to minimize the total entropy of the agents regarding target location estimates. In our application, we consider a specific scenario in a traffic environment, where MSAs are collaborating sensor platforms and targets are ground vehicles in traffic. We assume that the sensor platforms can move freely around the environment. The MSA team is required to provide a map of the traffic, i.e. the location estimates of the targets. The application can be categorized as an active information gathering mission.
The decentralized network architecture introduces many challenges to the problem. Firstly, we cannot apply a centralized decision making approach, since the agents cannot maintain communication with a central agent throughout the mission. Each agent needs to be able to operate on its own. In other words, the control needs to be distributed among the agents. How this distribution takes place depends upon the method applied, and we will discuss our cooperation approach in Section IV. Secondly, we cannot apply a centralized sensor fusion method to localize the targets. We also cannot use a centralized knowledge source for the same reason. Instead, we need to apply local estimation and decentralized data fusion techniques to estimate target locations in a decentralized manner. Thirdly, since the actions of the individual agents determine whether a target will be observed or not, and whether two agents will communicate or not, the cooperation approach directly affects the quality of target localization. Lastly, one needs to consider the uncertainties and asymmetry in the internal beliefs (i.e. target location estimates and local team informations) of the individual agents in cooperation. In conclusion, the decentralized system architecture introduces unique challenges in estimation and planning, and especially in the interplay between these two.
III. MULTITARGET TRACKING
In our current formulation, we assume that MSAs have access to GPS and can accurately localize themselves. Given the agents's locations and their observations of the targets, our goal in multitarget tracking is to estimate the target locations. We assumed that the location estimates of each target are independent. The problem can, thus, be stated with the following Bayesian formulation given in Equation 1 where m represents the map of the environment, y j t represents the location of the target j, x i t represents the position of agent i, and z i,j t represents the observation of agent i regarding target j at time t. Here, we also assumed that the observations z i,j t are independent from each other.
(1) Using this Bayesian formulation, we developed a multitarget tracking algorithm using particle filters. Particle filtering is a well-known estimation technique in the literature [19] , [20] . It represents the belief as a set of samples derived from it. There are a number of advantages for using particle filters. Firstly, they can represent non-Gaussian distributions, which allows for multi-hypothesis tracking. Secondly, they can provide more accurate results in nonlinear system, since the sample based representation is more suitable for nonlinear transformations of random variables. In particular, they can incorporate negative information (e.g. when the target is not observed) into the state estimate. This becomes especially important when the sensor footprint is limited. draw samples from map-dependent motion model 4: for all locally available observations do 5: update weights using observation likelihoods 6: end for 7: if N ef f < N T then 8: resample 9: end if 10: end for
In our multitarget tracking algorithm, given in Algorithm 1, a particle filter runs for each target j at each agent i. Firstly, the agent i sends its most recent observations to the other agents in its subnetwork. The agent i also stores the most recent observations it receives from the other neighboring agents. Secondly, for each target j, the new sample set is generated from the previous sample set and the map of the environment. This is done by using a mapdependent target motion model p(y j t |y j t−1 , m). Thirdly, the importance weights of the samples are updated by using the observation likelihoods locally available to the agent. These observations include the observations obtained by the agent and the observations received by the agent from its neighbors. Finally, the sample set is replaced through resampling to focus the samples on the more meaningful regions of the state space. We only resample if the effective sample size, N ef f , is below a threshold, N T , to avoid loss of diversity in the sample set. The effective sample size can be calculated with Equation 2.
The complexity of our multitarget tracking algorithm, shown in Algorithm 1, is O(N i N t N s ) for each agent i. N i represents the number of agents in the same subnetwork as agent i. N t represents the number of targets, and N s represents the number of samples for each target.
IV. MULTITARGET SURVEILLANCE

A. Local Team Information
In our approach, we aim to provide a cooperation approach in a decentralized network architecture. The availability of communication links depends on agent locations. Since the agent locations change with time, the connectivity of the decentralized network also changes. To be able to achieve effective cooperation in such a setting, each agent needs to store the related information regarding other agents. 
Note that, when an agent splits from a subgroup and joins to another one, it carries the information regarding the agents in its previous subgroup with itself to its new subgroup. Then, the consensus algorithm will allow that information to spread across its new subgroup.
B. Region Assignment
In the cooperative multi-target surveillance problem, the objective is to provide accurate target tracking results. We can accomplish this objective through observing particles associated with high-entropy target estimates. By observing the particles of a target location estimate, either positive (i.e. the target is observed) or negative (i.e. the target is not observed) information will be obtained, which, then, will be used to refine the estimate. However, task allocation in this level of abstraction is infeasible due to the large number of particles. In our approach, we use a clustering mechanism to group particles into regions. Then, the regions can be assigned to the individual agents. The decomposition of the mission into regions. The empty circles represent the passive particles. The filled circles represent the active particles. Figure 2 shows the decomposition of the mission into high-level tasks as region assignments, and the decomposition of these high-level tasks into lower-level tasks as observing individual particles. The particles are classified as active (filled circles) and passive (empty circles) particles. Active particles are the particles associated with the highentropy target location estimates, whereas passive particles are the particles associated with the targets which are accurately localized. Note that the regions are not predefined but dynamically redefined as the agent locations and their target estimates change with time.
In our region assignment algorithm given in Algorithm 3, the agent first checks if it is the leader of its subnetwork. We if a subnetwork agent has an empty region then 6: re-initialize its region 7: else 8: update the regions of the subnetwork agents 9: end if 10: until convergence 11: send assigned regions to the agents in the subnetwork 12: end if used a priority-ordering based on agent identifiers. One can also use priority-ordering based on agent entropies to allow the most informed agent to make decision. The subnetwork leaders, then, decide on the regions to be assigned to the individual agents in the subnetwork. Note that subnetworks and their leaders are not predefined. Both are determined by the connectivity of the agents and the priority ordering scheme employed.
The leader agent, then, initializes the regions of the agents based on its local team information. It disregards the regions of the agents whose latest update time in the local team information is greater than a threshold. We represent this threshold value as ∆T and call it cooperation timeout. In other words, an agent remains cooperative with other agents until the communication timeouts are reached since their latest update on the local team information table. Note that the latest update time is different than the latest communication time, since an agent can be informed by any other agent through local team information updates described in Algorithm 2.
After the initialization, the agent iteratively updates the regions of the agents inside of its subnetwork using a variant of K-Means algorithm. The leader agent, first, finds which region each particle is associated with. Then, it updates the region centroids of the members of the subnetwork by taking a weighted average of the particles inside each region. The weighting of the particles differ based on if it is an active or passive particles. While passive particles have a uniform weights w p = 1, the active particles are assigned with a higher weight w a ≥ 1. The parameter w a defines the aggressiveness of the agents in searching for unknown targets. During this process, if an agent is left without any particles assigned to its region, we re-initialize the region. This process is repeated until regions converge to a solution or until a maximum iteration step is reached.
The computational complexity of the algorithm is O(N i + N i N t N s ) for agent i, where N i represents the agents inside of its subnetwork, N i represents the agents outside of its subnetwork, and N i + N i = N a . Therefore the complexity of the algorithm depends on the network connectivity, and in the worst case in terms of complexity, i.e. when the network is fully connected, the computational complexity of the algorithm becomes O (N a N t N s ) . Note that the algorithm runs only at the agents that are the subnetwork leaders.
C. Local Motion Planning
After the leader of the subnetwork runs the region assignment algorithm, it sends the assigned regions to the individual agents in the subnetwork. Upon receiving the new assignments, each agent plans its motion to observe the samples corresponding to high-entropy estimates (active samples) inside of its operating region.
Each active particle inside of the agent's operating region generates an attractive force on the agent proportional to the inverse of the distance between the particle and the agent. After calculating the total attractive force, the agent moves in the direction of the total attractive force, therefore moving towards the active samples.
If there are no active particles in the operating region, the agent moves to the centroid of the cluster since it is the geometric center of the task cluster and advantageous in terms of reachability to the individual targets inside the region.
V. SIMULATIONS AND RESULTS
A. Illustration of the Approach
Here, we illustrate how our decentralized approach works with a simulation run. Due to the space limitations, we simulated the system for only four agents, and showed only a few steps of the execution.
At time t 1 , in the earlier stage of the simulation, agents can communicate with each other, as shown in Figure 3 . The communication network is connected, i.e. there exist communication paths between each agent pair. In this case, agents communicate their observations with each other and estimate target locations based on the available information. A leader is selected for the team, the blue-colored agent, and the leader assigns regions to individual agents using the hierarchical task clustering algorithm described in Section IV-B . As seen from Figure 4 , the agents are evenly distributed among the environment in the resulting allocation.
After a few steps, at time t 2 , most of the communication links between the agents are broken, as shown in Figure 5 . This is due to the fact that as the agents are distributed over the environment, the distances between the agents increase. In this step, only one communication link remains. There are three subnetworks: (1) the green-colored agent, (2) the cyancolored agent, and (3) the subteam of the red-colored and the blue-colored agents. For each subnetwork, a subteam leader is selected. If an agent is the only agent in the subnetwork, it becomes the leader and operates on its own. Thus, greencolored and cyan-colored agents decide their own operating regions. Their regions remain coordinated with other agents through the use of their local team information tables. In the third subteam, the blue-colored agent becomes the leader and assigns regions to itself and the red-colored agent. The resulting assignments are given in Figure 6 .
After a few more steps, at time t 3 , as the communication timeouts are reached agents start to change their regions and to interact with each other. Figure 7 shows how the regions of agents are changed as time progressed and how new communication links become available and old communication links are broken. The resulting regions for the agents given the communication network and the internal beliefs are shown in Figure 8 .
B. Total Team Entropy as a Performance Measure
In evaluating the results of the simulations, we used total team entropy as a performance measure. The total team entropy is defined as the sum of the entropies of all the target estimates of all the agents, as shown in Equation 3. It is an indicator of the amount of uncertainty contained in the target location estimates of the agents.
The entropy of the agent i's estimate of target j, H ij , is calculated by superimposing a grid on the state space, and then using the probabilities of each grid in Equation 4 . The probability of a grid cell is calculated by summing the weights of the samples that recide in that grid cell, using Equation 5.
C. Effects of Design Parameters
In our cooperation approach, we defined two design parameters for the region assignment algorithm. The first design parameter is the weighting of the active particles in clustering, w a , defining the aggressiveness of the agents in searching for the targets with high estimation uncertainty. The second design parameter is the cooperation timeout, ∆T , defining how long the agents will commit to the cooperation after the communication losses. The effects of both parameters are given in Figure 9 .
In Figure 9 , we can observe that as w a gets smaller (i.e. the region assignment gets more aggressive in concentrating on active samples), and ∆T gets smaller (i.e. the agents forget the assignments of other agents faster) the results get slightly better. However, if the cooperation timeout becomes too small, the agents become uncooperative when the communication links are lost. Similarly, as the weighting of the active particles increases, the regions tend to move around the environment faster. The selection of the design parameters also depends on the communication range, number of targets, number of agents, the size of the map, and how fast the agets are relative to the targets. 
D. Effect of Communication Range
The simulation results, in Figure 10 , show that as the communication range increases the performance of our decentralized approach gets better. This effect is a result of the increase in the amount of information in target localization, and the centralization of the region assignment algorithm in cooperation. Thus, larger communication range results in a more connected communication network, which in turn results in a better target localization and cooperation performance.
VI. CONCLUSION
In this paper, we investigated the problem of cooperative multitarget tracking and surveillance with a team of MSAs in a decentralized network architecture, where both control and data are distributed among the agents. In tracking, each agent runs a particle filter for each target. A map of the environment is utilized in the prediction step by introducing map-dependent constraints to target motions. Each agent sends its observations to other agents in its subnetwork, and integrates the received observations to its local estimates as likelihoods. In surveillance, each agent also stores local team information to maintain cooperation after communication is lost for a limited amount of time. For each subnetwork a leader is selected, which in turn assigns regions to the agents within the subnetwork. Each agent, then, actively tracks the particles related to the high-entropy targets inside its assigned region.
Our decentralized approach is evaluated with a number of simulation runs. The simulation results demonstrate the effectiveness of our approach. The total team entropy is used as a performance measure to evaluate the effectiveness of the approach. The effects of the design parameters and communication range on the total team entropy are also investigated. Future work includes the extension of the proposed method to more complex sensor networks in traffic mapping applications. We envision teams of ground sensor vehicles, aerial sensor vehicles, and static sensors of the infrastructure to work cooperatively in such applications as depicted in Figure 11 . In such a setting, each sensing agent will have specific capabilities and constraints. The ultimate goal is to provide a complete traffic map for the autonomous ground vehicles operating in the traffic.
