In heterogeneous and distributed environments it is necessary to create schedules for utilising resources in an efficient way. This generation often poses a problem for a scheduler, since several aspects have to be considered. One way of supporting a scheduler is to provide accurate predictions of the run-times of the submitted jobs. A large number of current techniques offer statistical models that are deployed on previously filtered data. As users have different jobs, and because the attributes of their jobs differ, filtering data and choosing an appropriate prediction method has to cover these aspects. This article describes Adaps, a system for run-time prediction that works in three phases. Each is independently adjusting to the jobs of a user, based on historical information. This leads to a user specific clustering of data and to a flexible utilisation of different prediction techniques in order to create a user-centred prediction model.
Introduction
When Foster and Kesselman introduced the concept of grid computing in 1998 [1] they described it as an infrastructure, providing dependable, consistent, pervasive and inexpensive access to high-end computational resources. About five years later, when publishing the second edition of their book, they extended their definition to include the notions of Virtual Organisations (VOs) and resources in order to reflect the evolution grids have been through including the type and number of their users respectively [2] . Grids are employed by a large number of users who work in different application areas, use different applications, live in different parts of the world but share the same heterogeneous resources. If an efficient utilisation of the underlying resources is to be achieved the scheduling process acquires more importance. Predictions of run-times of jobs offer the possibility to create tight schedules by placing for instance shorter jobs in gaps between jobs having longer run-times or by delaying the execution of specific jobs if it is assured that Service Level Agreements (SLAs) are met. However, a large number of users raises the question which prediction method to apply in order to achieve precise forecasts. It is obvious that there is a need for new ways for predicting the run-time of applications that take heed of the characteristics of every single user. This conclusion is substantiated by [3] , where the authors have run extensive tests by using traces of several grid sites as input for a set of common prediction methods and they suggest "grid systems or even grid sites should have their own specific prediction methods, since they may have different user behaviours and different job and system characteristics".
The approach presented in this work is to find the most appropriate match between various prediction methods and jobs of different users. Each user has a set of jobs he/she is executing during his work. These tasks belong to different workflows, where each is characterised by its own attributes that may partially be unknown. By clustering previous jobs according to their attributes before deploying prediction methods, the accuracy of forecasts can be improved significantly [3, 4] . This can be realised by applying different rules for the clustering process which leads to groups of jobs containing different characteristics. Concerning a prediction for a given job this classification causes two problems. On the one hand it is unknown which group will be the most appropriate if the job that is going to be predicted fits into more than one. On the other hand knowing the adequate group, there is still the issue which prediction method will deliver the most reliable result.
This article presents a novel system for run-time prediction, which combines different methods and applies them on filtered clusters of jobs. Adaps permits the definition of rules for the clustering and solves the problem of identifying the prediction methods being most appropriate.
This paper is structured as follows. Section 2 gives an overview of common methods in the field of run-time prediction. While Section 3 and Section 4 focus on the technical aspects of the approach, its characteristics, and the different phases for obtaining accurate forecasts, a description of the architecture is introduced in Section 5. Results are presented in Section 6, Section 7 discusses related work and an outlook on future work concludes the article.
Forecasting
Prediction of application run-times is useful for both users and resource owners. From a user's point of view, it is very convenient if jobs are scheduled in a way that one gets the results as early as possible. But with a shift to economic models and with the introduction of accounting and billing concepts [5] , there are some constraints that have to be considered. Imagine a scientist submitting a job in the evening, just before leaving the office. It might be advisable to dispatch it on a slower but cheaper machine during the night, if the simulations are completed by the next morning, when he/she returns to work. On the other side resource owners have to plan in order to meet user demands with their hardware. There are for instance SLAs that have to be fulfilled. But simply providing a large number of resources is not advisable, since the costs for buying, running and maintaining them can be high. So it is obvious that for flourishing grid eco-systems, tight and efficient schedules are mandatory.
There are several alternatives for forecasting that are used in the area of grid computing. One possibility is the analysis of the application itself, describing it by a formal model, or the usage of benchmarks that are in some kind related to the application. The problem is that for a large number of different programs, it needs a lot of effort -if possible at all -to identify all appropriate rules to describe an application or to adjust all parameters that potentially influence the run-time when executing benchmarks.
Another option is to let users specify the time that their job will need. This has however two drawbacks. First, users need to know on which machine their job will be dispatched and second, sometimes they misuse this feature in order to fool schedulers to get their job started earlier.
Dobber et al. give a short overview about predictors used in grid environments in [6] . For instance Exponential Smoothing (ES), described in Eq. (1), delivers good results (r t ) for a job submitted at a given point in time (t), as it does react to level switches quite well, and is rather insusceptible to peaks.
The problem, however, is the determination of α, because once it is chosen, ES behaves always the same way, even if the structure of the underlying data is changing.
Another well-known approach is the deployment of autoregressive (AR) methods. As shown in Eq. (2), run-times of former jobs (r t−i ) are quantified with a factor (α i ) where its values are derived regarding historical correlations of the real run-time (r t ).
A drawback of AR methods is that they only deliver accurate forecasts for datasets with periodicity, which is shown in [7] , where a number of different linear prediction models that are related to AR have been analysed.
There is quite a large number of additional methods for prediction, e.g. adaptive ES, means and median, Instance Based Learning or non-linear models, to name only a few. All have their strengths and their weaknesses, e.g. the computational costs of neural networks, which is (besides others) a reason why they are rarely seen in the area of grid computing. In order to cover these aspects the presented system incorporates a set of different predictors which are adaptively adjusted and only executed on datasets where they deliver accurate forecasts.
Characteristics of ADAPS
The adaptive prediction system works in three phases, and each one adjusts to the changing conditions, which can be observed in the behaviour of a user. The following section provides a short description of the core characteristics of Adaps. 
A set of prediction methods
As described in Section 2, every method for predicting a characteristic has its advantages as well as its drawbacks. Therefore Adaps utilises a set of different prediction methods, which are applied on filtered sets of former job runs. Each predictor (even if only parameterised differently) is identified by a unique identification number, which allows the system to suspend and activate it as needed for any given dataset. Thanks to this feature the set of predictors can be extended very easily. In addition a large variety of predictors does not necessarily mean an increase of computational costs as predictors are only executed if they are accurate. To incorporate a predictor into the system, there are some characteristics that have to be specified by the administrator:
• In order to deal with outliers it is necessary to know if a predictor is robust or if its results get flawed for a specific period of time.
• How many jobs it takes until a predictor is able to create valid estimations.
• If it is possible to suspend a predictor without loosing its accuracy if it is reactivated after a period of time.
• If a predictor is not relying only on former application-runs, intermediate results may have to be stored.
Jobs and attributes
The level of accuracy can be improved significantly if filtering techniques are used on historical data before any prediction is derived [4, 8] . For that reason every job can be tagged with attributes. These are criteria that have particular values and can be defined by the job itself or derived by some computation. Table 1 provides an overview about the most important categories an attribute can originate from. For instance static attributes do not change over time. Examples for static attributes at submission time are the name of the application, the name of the user or the identification of a VO. Examples for static attributes, that are available after execution of a job are the run-time, the memory consumption or the load of the target host, to name only a few.
In addition a user can add arbitrary information about every single job (defined). This feature is used to help the system identify jobs that have similar or equal characteristics, e.g. the name of the binary or the minimum hardware requirements, but should be treated differently. Examples are simulations of expense/loss ratio for different classes of insurance, where by applying different keywords for the different classes of insurance, the prediction system is able to filter only relevant historical data for a given simulation. Besides these two categories a predictor can store information to a job. Examples are data used to steer future predictions, or attributes that are generated by analyses that are invoked only at certain times, as they do not produce a concrete forecast, but support dedicated predictors.
It is worth mentioning, that attributes are not only used to specify jobs but also utilised for users and hosts as well. Table 2 illustrates the mapping of the categories to the three different entities.
Rules and clusters
In order to derive precise predictions, it is necessary that predictors work on filtered sets of former application-runs, whose jobs correlate in "any manner" with the job under prediction. For the creation of these clusters it is possible to define rules that are based on the characteristics of jobs which are evaluated and cause the creation of the appropriate clusters of jobs. For instance rules working on the attribute submission-time may trigger the creation of clusters containing jobs filtered by timeframes of e.g. 8 hours (0-8, 8-16, 16-24) or 12 hours (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) . Each rule and consequently the respective clusters are specified by a unique id that serves for their (de)activation during the prediction process.
Currently rules for creating clusters can be integrated using the interfaces provided by the system, which are implemented following the principles of software design patterns. The technique used is quite similar to the one for predictors and it is not necessary to restart the application if the set of rules gets extended or reduced. Adaps supports the creation of
• specific rules which lead to a single cluster of jobs for a user, e.g. filter all jobs that where submitted on Fridays between 8.30 and 11.30, and
• generic rules that may produce a set of clusters, e.g. filter jobs on a daily basis which leads to a set of seven different clusters. In addition it is intended to implement a parser for an XML-based rule description that processes statements of attributes and their characteristics and automatically triggers the creation of the appropriate rules. A more detailed description of attributes, rules, and clusters is given in [9] .
Host profiles
A host profile is a description of computing nodes offering similar processing power because of their equipment and configuration. For that purpose in heterogeneous environments, every computing node has to be classified and assigned to a given profile. Currently this has to be done by the operator of a site, who has to create an XML-based description of the single hosts that has to be provided to the prediction system whenever new resources are added. By using benchmarks and grid information services this time-consuming task can be automated. Host profiles foster -in contrast to rules -the merging of previous jobs that have similar attributes but have been executed on different hosts into one single cluster and therefore lead to larger populations that form the basis of the forecasts.
Handling outliers
There are several aspects that have to be considered in order to decide which values of a variable in a given dataset should be rated as "regular" values and which ones should be treated as outliers. In [10] the authors give some definitions ranging from a very general approach, "an observation (or subset of observations) which appears to be inconsistent with the remainder of that set of data" [11] , to a more specific definition "an outlier is a single, or very low frequency, occurrence of the value of a variable that is far away from the bulk of the values of the variable", as stated in [12] .
But detecting outliers in application run-times introduces the additional condition, that iterations of values that have a large distance from the centre of a distribution do not necessarily indicate outliers, but can also point to a short-time change of the behaviour of a user. Fig. 1 shows the distribution of the run-times of jobs of a single user belonging to a particular cluster. At first sight, the gap between a large number of jobs with a duration of about four to six seconds and a few jobs with a duration of about 17 seconds indicates that the latter ones are outliers. But comparing two possible distributions over time, it is likely that the jobs with a large duration illustrated in Fig. 2 (a) are caused by a "change of work" of the particular user. In contrast a different pattern, shown in Fig. 2(b) , suggests the presence of outliers.
There are many reasons that may lead to outliers with respect to the run-time of jobs and they can be classified into two categories -errors and "rare" events. Errors in the data can lead to an unintentional behaviour of an application resulting in either an early crash or in an abort of the execution after a larger period of time. Configuration problems of a resource or a shift in the daily working schedule of a user may also lead to "atypical" run-times. As stated in [10] the real cause for outliers is usually unknown. There are three techniques for dealing with outliers, but not every one is applicable to the given problem:
1. Transform the data to reduce the impact of outliers. 2. Delete outliers.
3. Use predictors that are robust in the presence of outliers.
Adaps applies a combination of (2) and (3) above. A potential outlier is identified if the last job that has been completed does not conform to the former set of jobs. Currently this is implemented by using a method that is similar to the computation of the interquartile range but due to the design of the system it can be substituted easily. If an outlier occurs, Adaps automatically increases the influence of robust predictors. If it faces patterns that indicate a change of behaviour, the influence of robust predictors is reduced gradually. More detailed information about handling outliers is given in Section 4.6.
Cluster profiles
In accordance with the characteristics of jobs belonging to a cluster, a special type of predictor, or its particular parameterisation, may achieve better results than any other class of methods (e.g. having jobs with periodicity, AR will outperform ES). On the other side, jobs of a different user, even clustered using the same rules, may be suitable for another type of predictor because of the different behaviour of the user. For that reason each user governs a description of his/her clusters described by cluster profiles that indicate the ratio between predictor and accurateness over time. In addition these profiles store information about the frequency of outliers, provide access to former jobs of the respective cluster and implement caching mechanisms to speed up predictions.
User profile
As Adaps is a user-centred prediction system, the most important entity is the user profile. It stores all data gained by previous predictions that is needed to adjust the required parameters for future forecasts. Whenever the first job of a cluster has been executed, a new cluster profile is created for the respective user. As mentioned before these profiles contain information about the accuracy of the various predictors over time. In doing so a history of a user's jobs is created over time that is organised according to the previously defined rules.
As it may occur that a single job belongs to multiple clusters, the system is able to determine the clusters that where most appropriate by retrieving the information of already executed jobs that are similar in their attributes to the just submitted one. In addition this administration on user level facilitates the opportunity to compare users for detecting similarities in behaviour. This can be used for optimising predictions as well as for improving the response time of the system (e.g. to speed up decisions which predictors to choose or to decide for which clusters to prevent the prediction process). This feature has not been implemented yet. Besides other information the user profile governs:
• data about the accuracy of the single clusters, for suspending and activating them and for deriving their influence on the final forecast respectively,
• relationships of former jobs to clusters for identifying the most likely clusters for predictions, which is implemented among other things by assessing statistical ratios about the accuracy of the respective clusters for a given kind of job, and
• diverse information needed by particular predictors.
Approach
Whenever a user submits a job and a definition of its minimum requirements, all appropriate host profiles are determined. The set of jobs that has been executed on any member of a given profile forms the basis of the predictions. Fig. 3 gives a general overview about the interaction of the single entities and the three major phases that have to be executed for the jobs of a single host profile. 
Workflow
By applying rules and the information provided by the cluster profiles on the basic population, a set of clusters is created (Phase 1). These clusters contain jobs sharing similarities in attributes and are processed in a further step by a set of different predictors ( P 0 to P n ). Each one is generating a forecast that is quantified based on the accurateness of the respective predictor over time, which leads to a single forecast (r t ) for each cluster (Phase 2). Fig. 3 utilises different line styles for three example clusters for which predictions are derived. For instance jobs belonging to the cluster that is drawn with a solid line are fed only to the predictors P 0 and P 2 , as these two turned out to be the most appropriate methods in the past. The two different results are "merged" into a single forecast for the given cluster. After calculating a set of predictions, a final forecast (R t ) for the run-time of the job (Phase 3) is computed and returned to the scheduler. Whenever a job has been completed, the resulting information (real run-time and consequently the deviations of the predictors) is fed into the system by updating the profile of the particular user. The following section explains the three phases that are executed in order to derive forecasts and the organisational part that has to be done as soon as the real run-time of a job is known. The role of host profiles in the first two phases is not dealt with for reasons of brevity.
Phase 1 -cluster selection
During the first phase incoming jobs are processed for identifying the appropriate clusters, which are feeding the predictors in the second phase. Algorithm 1 describes the main actions that have to be taken.
Whenever a new job is submitted, a prediction task description is created (1), which is identified by a unique identifier. This task exists until the job has been completed and its run-time gets stored into the database. As each job governs the distinguished name of its submitter, this value is used for the retrieval of the appropriate profile (3). The next step is the creation of so-called "working" templates (7) for clusters, which are suitable for the job that is being predicted. This set of templates is determined by applying predefined rules on the given job. If a rule is applicable to a job, a new template is only created if the respective profile of the cluster indicates a new or active one (6) . Each cluster profile holds the results of a number of previous predictions. It may be the case that particular rules and consequentially clusters are not suitable for a specific group of users. This is indicated if all predictors for a given cluster had large deviations in the past. In order not to waste processing time and not to skew the results, the predictions of these clusters are blocked automatically. Please note that it is possible to reactivate the computation of a cluster, if a job meets certain criteria, which is tested in (6) as well, or • a description on how to filter the historical data regarding the particular rule, • information on which host profile a clusters' jobs where deployed on, • the list of predictors and their state (initialising, active, conducive, suspended, activating) for this cluster, • information about their results and accurateness, • which method to use to calculate a quantifier (α i ) for adjusting a predictor ( P i ),
• information about outliers and as the case may be • access to the caching mechanism concerning the respective cluster profile for speeding up calculations. The next step is to add each template to the task, which contains besides the set of templates CT all necessary information for the prediction of the given job and exists throughout the entire "prediction-life-cycle".
Phase 2 -cluster prediction
In this phase a single forecast (r t ) for each cluster is derived by using different prediction methods ( P i ) fitting best for the characteristics of its jobs. Applying a particular method P i on a set of former jobs in a given time frame, where r t is the run-time of a job measured at a time t, this particular predictor is computed and its result is denoted asr i t (Eq. (3)).
The next step is to consider the recent accurateness of P i and to choose a factor α i as a quantifier. The worse the overall performance of a predictor P i , the lower is its associated α i . This leads to a final forecast for the specific cluster, which is expressed in Eq. (4).
A disadvantage of this approach is that bad predictors are not only evaluated, but they also worsen the final forecast (r t ), if α i > 0. For this reason such prediction methods are suspended, which can lead to a very small number of active (but precise) predictors. Fig. 4 gives an overview of the different states that can be assigned to a predictor. Whenever a new predictor joins the system, it is in initialising state until it is able to derive valid forecasts. Otherwise, predictors needing a certain number of iterations if started, would flaw the final forecast. After this phase a predictor is considered activating, which means that it is executed, but it does not contribute to a forecast. If a predictor delivers accurate results it is active and its computations have an influence in accordance with Eq. (4). It is possible to configure the system to limit the maximum number of active predictors. If this number is exceeded, less accurate predictors are put into conducive state but are still evaluated until they get suspended after a defined number of iterations being in this state. Adaps assesses every valid result a predictor delivers to decide which predictors to set active.
Algorithm 2 describes how single predictors are evaluated for a given cluster. The first step is to create a working schedule, which is a complex task due to several reasons:
• Removing predictors can lead to an empty set of active predictors. Therefore it has to be ensured that at least a small number of predictors is able to produce a valid result.
• If new predictors have been added, there is the need for some administration, e.g. to determine if they are able to produce valid results ("instant start-up") or if they need several iterations until they can contribute to a forecast ("lazy start-up"). • If the jobs of a user are very predictable, this may lead to a large number of active predictors. This effects the response time of the system and for that reason the execution of some predictors has to be prevented. It is also planned to consider the current system-load for supporting this decision.
• If there were outliers in the past it may be necessary to activate robust predictors and suspend others instead.
As a result the set of available prediction methods P is compared with the information stored in ct and a working schedule is created reflecting the constraints mentioned above (2) . The next step transfers the results of former job-runs and their predictions to the single predictors. This is realised by either accessing the cache supplied by the cluster profiles or by establishing a connection to the database, using the characteristics of the attributes that are defining the cluster to filter the records. As soon as the historical run-time information is available, it is used as input for the predictors.
It is obvious that the determination of the clusters, as well as the calculation of the predictions for a single cluster can be executed in parallel, exploiting the underlying hardware. After all predictors have been executed, a final forecast for the cluster is derived (8) under the terms of Eq. (4). There are several methods for calculating the quantifiers α i which can be substituted easily using the interfaces provided by Adaps. Currently simulations with different methods ranging from simple linear to more complex approaches are being run. In addition the influence of former outliers has to be considered at this stage (see Section 4.6).
Phase 3 -run-time prediction
After the evaluation of the prediction for every active cluster of a particular task, a set of estimations S = {r t j | 1 j n ∧ j ∈ CT} is obtained, that covers different clusters and host profiles which meet the minimum requirements defined by the user. As similar jobs in a heterogeneous environment require different CPU time depending on the configuration of the respective resource, it is necessary to partition S into subsets S hp . These subsets include only cluster templates that relate to a given profile of a host (hp). In the next step a sophisticated algorithm (4) computes a final forecastR t , integrating every singler t that was calculated for a host profile. In this process the influence of a single cluster is determined in respect to the classification of the job. Regarding Algorithm 3 it is obvious that the method createForecast plays a decisive role, and the following aspects are considered:
• the accuracy of the respective cluster, • the distribution of a clusters' jobs, and • the probability of outliers and their occurrence shortly before.
The last step before returning the final forecasts for the different host profiles to the scheduler is to store the prediction task in the database, until the job has been completed and the "housekeeping" can be done. Keeping in mind that these three phases are being executed for every eligible host profile, the scheduler gets a set of forecasts supporting it in its decision on which node to dispatch the job.
Finalisation
After the completion of a job its run-time has to be incorporated into the system, which is described by Algorithm 4.
Therefore the "open" task has to be retrieved from the database (1). In the following the single predictions of the clusters are set into relation with the real run-time, which means that the deviations are calculated and the predictors are rated (6) . The worse the performance of a predictor in a cluster, the lower will be its influence in a future prediction, and if its accuracy gets lower than a given limit for a certain time interval, the predictor is not evaluated anymore until a particular event or job occurs, e.g. after a predefined number of jobs or after the expiration of a specified time interval. As mentioned before this leads to smaller sets of active predictors for particular clusters and imprecise predictors have less influence on the final forecast. In addition this auxiliary condition limits "wasting" resources on suboptimal predictors -allowing the deployment of computationally more expensive methods as pattern matching algorithms or non-linear models. If no predictor delivers accurate results it indicates an inappropriate cluster profile and as a consequence the responsible rule should not be adopted on a particular user.
Only the templates containing jobs of the host profile denoting the target host are updated and subsequently the information provided is stored in the profile of the user. To maintain consistency only after completion of (10), changes have an influence on future predictions. As this phase is not critical in terms of time because the job has already been executed, it is possible to bring some administrative tasks forward in order to speed up the cluster prediction. This includes the determination of which predictors have to be shut down and which ones should be activated, outlier detection, the computation of predictors/clusters that are not active -but have to be computed because of different reasons (e.g. enormous computational costs if they have to be restarted).
Outliers
As mentioned in Section 3.5, handling outliers is crucial as they affect all phases. During run-time prediction outliers play an important role in the computation of a clusters' influence to the final forecast, which can even lead to the deactivation of their computation (cluster selection and finalisation). For predicting a single cluster (cluster prediction) Adaps has to treat predictors differently in regard to their robustness. Eq. (4) expresses how to compute a final forecast for a cluster by an accumulation of the single predictionsr i t quantified by a factor α i . In case of outliers it has to be extended. If N = {r t i | P i ∈ P } and M = {r t i | P i ∈ P }, where P is the set of predictors that are considered robust and P the set that is not, and P ∩ P = ∅, a prediction can be obtained in accordance with Eq. (5). If no robust predictor is registered the median and an average of a limited set of former values that were considered regular is applied. Please note, that on the one hand for a repetitive number of outliers α i is steered to 0 as this indicates a change in behaviour (Fig. 2(a) ) and on the other hand it is necessary to reassess predictors and quantifiers respectively that are not robust in the occurrence of outliers as they would flaw the results in future.
Architecture and interfaces
Although the services of the adaptive prediction system could be used in any distributed environment, its main application are grids, where -in regard to scheduling -three different phases can be distinguished: resource discovery, system selection and job execution [13] . Fig. 5 gives a brief overview about the main architecture of Adaps. After a user has specified a job, which includes the definition of the minimum requirements, the availability of nodes that meet this specification is determined. This list of eligible hosts and the description of the job are sent to the Prediction Manager (PM), which is one of the three major components because it is responsible for the orchestration of the whole prediction process and serves as the interface to the administrator. Upon request it retrieves the profile of the user, determines the appropriate host profiles in regard to eligible hosts and identifies clusters based on the rules that have been registered and the characteristics of the job. In addition it creates the cluster templates that have to be predicted, delegates the prediction task to the Prediction Engine (PE), returns the final forecast to the scheduler and is responsible to bring the IO-Manager (IOM) to store the job into the database as soon as its real run-time is known. After receiving a prediction task, the Prediction Engine creates a schedule, steers the IOM to deliver the appropriate history of jobs to the respective predictors, executes them and collects their results, derives a final forecast for the single clusters as well as for all host profiles and invokes the detection and handling of outliers. Currently predictors are executed on the same machine running the PE, but by the introduction of computational highly expensive predictors (e.g. neural networks), it will presumably be necessary to extend Adaps to allow the deployment of predictors on remote machines. The third component, It is worth noting that access to the job database is only necessary in a small number of cases. Examples include restarting a predictor that needs more historical information than is provided by the caching mechanism of the respective cluster profile or if facing an "instant start-up" of a newly registered cluster. This contributes to the performance. Since storing a job into the database is done after a prediction has been created or a job has been completed, it is not an issue concerning the response time of the system. A more detailed description about the single components and the information and control flow during a prediction is described in [9] .
Architecture

Interfaces
Adaps does not only offer a service that derives forecasts for the run-time of jobs, but also provides a set of interfaces in order to extend or alter basic characteristics and methods that are involved in computing a prediction. This is realised using a client that communicates with the Prediction Manager via sockets and configures and steers the system based on the input of the user. Fig. 6(a) shows the activity log of the prototype and the actions that can be taken in order to manage predictors. Fig. 6(b) displays the "Loaded Predictors" view, which is triggered by selecting the "List all" command.
Manipulation of rules
As described in Section 3, clusters of jobs that have common attributes are determined by evaluating rules. These jobs form the basis of predictions. Whenever a rule is changed or a new rule is introduced -this is possible without having to restart the prediction system -it causes the creation of new cluster profiles for a user. Performance is not an issue, as it is very unlikely that all users will submit a job at the same time that complies with the given rule. If a rule is removed or deactivated, predictions of the dependent clusters are stopped and the respective caches are flushed.
Administration of predictors
Adaps fosters the deployment and manipulation of a set of different predictors during run-time. Predictors have to be implemented using the interfaces provided. In doing so the programmer has to define how many former jobs are necessary for a predictor to derive a valid result (e.g. MA) and if it needs some iterations (e.g. ES needs former predictions, as it is recursive). For predictors of the latter kind it is mandatory to know if the predictor is allowed to do an "instant start-up", which means that it is executed iteratively by feeding it with former jobs retrieved from the database in order to get a prediction for the current job immediately. This may cause, depending on the computational costs of the predictor (and it is possible that it needs several iterations) and the time spent for the access to the database a delay in the response-time of the system. For that reason it is possible to prevent this behaviour which leads to unusable predictions for a certain number of jobs (depending on the predictor) until they can be used for forecasts ("lazy start-up"). 
Detection of outliers
Since there are different approaches in how to detect outliers, it is possible to change the responsible module during run-time, but it is up to the programmer how to handle cold start effects such as the time-consuming retrieval of former jobs from the database.
Computation of quantifiers for predictors and of the influence of clusters
These two areas are fundamental as they are responsible for which predictors are executed, in what extent they are contributing to a forecast and which clusters are employed for the final forecast. For that reason the system is designed in a manner that allows the exchange of the relevant methods in a very flexible way.
Results
The first issue in any analysis is how data is obtained, which information is used and which tests are being run. The following section gives an overview about the origin of the data and the different kind of predictors. Subsequently their results are contrast with the results obtained by Adaps and the impact caused by classifications is demonstrated.
Test setup
For the simulations accounting data generated by computing nodes, participating in a European grid project, are used. The data is pre-processed using APEL [14] , an accounting processor that parses batch, system, and gatekeeper logs and produces besides others information about CPU time, wall clock time and information about the grid user. Adaps was started with a set of lightweight prediction methods,
• Moving Average (MA), which is known to be relatively robust against outliers and chaotic data, • Last Value (LV), which simply takes the previous run-time as a prediction for a given job, • Last Best Predictor (LP), which uses the predictor that suited best for the preceding forecast of a job belonging to the same cluster, and
• Exponential Smoothing (ES), which is rather insusceptible to peaks and delivers acceptable results in regard to levelswitches, and different parameters to configure the single predictors were used. Though the number of methods is rather small, it is large enough to demonstrate the behaviour of the system and how it adapts to jobs of different users.
In the following a comparison between Adaps and a set of different predictors in regard to four different users for one cluster on a given host profile is presented. Table 3 shows the number, the range and the shortest and longest run-time respectively of the jobs of every single user. In addition it lists the run-time of the job at the 10th and 90th percentile. In the presented analyses the first submissions are neglected as the single predictors need some time until they are able to derive valid results.
Figs. 7(a), 8(a), 10(a), and 12(a) visualise only the best parameterisation of a competing predictor in order to enhance the readability of the diagrams. The difference in accuracy caused by the diverse parameters, especially at the higher percentiles, is noticeable, and therefore Figs. 7(b), 8(b), 10(b), and 12(b) show the discrepancy in percentage points. For three charts it was necessary to apply a logarithmic scale.
Test cases
There was a set of 442 jobs of User 1 deployed on the target host by the scheduler. Most of these jobs have a duration of about 13 seconds, but there are several outliers. In Fig. 7(a) , the upper limit of the deviation of predictions is set to 700% as otherwise the differences in the lower percentiles would be unreadable. In fact the deviations of the best MA and ES methods are 797.5% and 896.52% respectively, being almost twice as high as the results of Adaps. It outperforms each predictor and e.g. for 95% of all jobs the presented system has a maximum deviation of about 80%. Please note, that a high percentage does not necessarily imply a large deviation to the real run-time, because having a run-time of three seconds, an estimation error of one second contributes 33%. It is obvious, that even the most accurate parameterisations of MA and ES, as well as LP and LV are outperformed by Adaps, which is besides others caused by the outlier handling (Fig. 9) .
Most run-times of the jobs of User 2 have a duration between 29 and 35 seconds. Adaps estimates the run-time for 95% of the jobs with a deviation below 13.52% and outperforms all other predictors. One cause of this effect is the loading of the different predictors. Regarding 99% of the jobs LV and especially LP lead to better results, which is caused by sequences of two jobs having the same run-time occurring consecutively. This leads to the "perfect forecast" for the second of these two jobs. The fluctuations are too short for Adaps to adjust in time. In addition this user has only very few outliers (99th percentile 37), and the short term fluctuations prevent the adequate handling of outliers, as shown in Fig. 9 . However, considering that it is usually unknown at submission-time, which predictor to choose and how to set its parameters, Adaps is even for 99% of the jobs a good choice, as MA and ES are worse if started with parameters that are not optimal for this user, as illustrated in Fig. 8(b) .
The jobs of User 3 have similar to User 2 a rather small range and only very few outliers. The jobs show larger iterations of equal run-times followed by fluctuations over a period of time. Adaps outperforms LP and LV and is nearly as good as ES and MA with their most appropriate parameterisation. However especially in regard to the 99th percentile, Adaps can compete easily with their results, as shown in Fig. 10(b) . As mentioned before, the jobs show periods where they have equal run-times interrupted by fluctuations. Fig. 11 illustrates the shares of the different predictors in regard to the final forecast over a small period of time. It is obvious that for durations of similar run-times ES gets suspended, as it only assimilates to the run-time in the course of time. This is in contrast to MA and LV which adopt the value after a few iterations. LP, which is meta-predictor triggering the prediction method that suited best for the last job, invokes MA and LV during this period. Whenever turnovers arise ES increases its influence and the method selected by LP is related to this kind of predictors. The reason for having this large number of active predictors -even during a period without changes -is caused by the configuration of the system, where a minimum number of active predictors was defined. The jobs of User 4 do not have any outlier and in addition they have a very small range. There are a lot of changes which contribute to the poor performance of LV at the 75th percentile, shown in Fig. 12(a) , and to the good performance of MA parameterised with a larger range. Taking a look at the higher percentiles ES with α = 0.6 gets better results and outperforms all other predictors. Adaps is second best and can compete with ES if the latter is started with different parameters (see Fig. 12(b) ).
Handling of outliers
As mentioned before (see Fig. 9 ), outlier detection and outlier handling plays a crucial role. Taking a closer look at the jobs of User 1, shown in Fig. 13 , it is obvious that the sample of jobs contains outliers. These are considered by the system as a change in behaviour. After a long period of jobs with a duration of twelve seconds, it takes Adaps two jobs to adjust to the sequence of jobs with a duration of three seconds, and one iteration less to return to the former level of 12 seconds. At time index t 12 the user submits a job with a run-time of about 80 seconds which is handled as an outlier. With a successive job (t 13 ) at this level, and the occurrence of fluctuations with longer periods of almost equal run-times (t 1 to t 5 and t 6 to t 9 ) shortly before, Adaps indicates a change in behaviour and raises the quantifiers for LV (t 14 ). This turns out to be the right decision. There are breaks of one second at t 14 and t 17 , but they are considered as outliers.
Impact of classifications
Figs. 14(a) and 14(b) illustrate the accuracy of the deployed set of prediction methods. For that reason the following metric [15] is considered, which defines accuracy as a computation of the forecastr i t of a given predictor P i and the run-time of a job r t as given in Eq. (6) . Fig. 14(a) indicates that there is no optimal prediction method as users and their jobs respectively differ. Adaps employs the results of other predictors and in overall it provides better or nearly as good results as the best method in the set that was utilised. Fig. 14(b) shows the average accuracy of predictors deployed in regard to two different classifications. The first one uses only a single host profile, neglecting users. The second one additionally uses the attribute user to cluster the historical information of the same host profile before any method is run. It is obvious, that a user-centred approach delivers significantly better results. In [3] the authors point out that if historical data gets more specific, the accuracy of the run-time predictions increases significantly, but there is still a large difference in the results, caused by the method that is being deployed.
Summary
As demonstrated, combining multiple predictors and adaptively adjusting their influence in regard to different users delivers accurate results for predicting the run-time of jobs. Adaps provides user-centred run-time prediction on the basis of categorised historical data and solves the problem of which parameters to use to configure predictors and how to match them to different users. The simulations -even with a very limited set of predictors -revealed, that there is no optimal prediction method for a user as the characteristics of his/her jobs may change over time. The presented system leverages the different predictors, and there is a lot of potential regarding the deployment of a larger set of different methods. For clusters, where only a few dedicated methods are appropriate, Adaps assimilates in the course of time as other predictors get suspended. In addition with every extension of the set of predictors it is very likely that accuracy increases, as the new algorithms will only be executed when delivering more precise results and their influence will be reduced or even blocked for improper clusters of jobs. Currently the computational overhead for the predictions in the simulations is negligible because of the kind of methods used. However when introducing a larger number of computationally more expensive predictors the ratio of the run-time spent on a predictor and its accuracy may be an additional aspect that has to be considered.
Related work
The problem of how to predict the time an application needs until the results are computed is well known in literature. Generally speaking, this period of time can be split into several parts. The time a job is waiting in a queue, which is addressed by a paper by Nurmi et al. [16] , the load of a system and its influence on a running job which was discussed by Wolski et al. [17] or the run-time an application will need on a particular machine. The latter is our field of research. Though these are different aspects, some of the methods used are related.
A technique based on locally weighted learning techniques was introduced by Waren Smith in [18] . He creates an experience base, which contains observations made during an experience that are called "input features" (e.g. name of the user, name of the job) and the results obtained under these conditions, which are called "output features" (run-time of the job). Every submitted job is set into relation to the data points that are stored in the experience base and distance functions are applied for determining experiences being most adequate. This experience is used for the prediction, and in doing so a distance-weighted average on nearby output features is applied. In contrast to [18] the presented system uses attributes of jobs to classify and to filter them into different clusters and apply weights on the different prediction methods that work on them. As a consequence for each user only a relevant set of clusters remains and taking his/her recent behaviour into account, only predictions of the most likely clusters are chosen.
Smith et al. [8] use discrete characteristics of jobs in order to categorise them and to discover applications that share some commonality. After defining templates such as [username, number of nodes] search-routines retrieve historical run-time information of jobs being similar. The next step is the appliance of statistical models for computing predictions. Similar to the presented system, this method is very flexible in defining templates for filtering jobs, but it is still centred on jobs and not on users. In addition it has problems to discover jobs being similar, but not belonging to the same categories.
The Network Weather Service (NWS) [17, 19] differs in the field of application, as its goal is not the prediction of runtimes of jobs but the prediction of the availability of resources in grids. In doing so NWS supports application scheduling in grid environments by providing a number of statistical, computationally inexpensive methods. A prediction for a capacity is derived by computing the method that had been most accurate at an earlier point or over a longer period of time ("postcast"). The large set of predictors is one of the strengths, but Dobber et al. [6] point out that NWS does not distinguish between regular values and outliers, which leads to inaccurate predictions. In addition Adaps is varying to NWS in how predictors are deployed and how a final forecast is derived.
An approach based on software probes which describe an application is introduced in [20] . In this paper the authors present a method for building a probe by analysing an application to find pieces of code that are iterated several times in order to create Basic Block Vectors [21] . In doing so, they are monitoring the instrumented application for collecting them. Then these vectors are fed into a clustering algorithm for detecting the relevant phases of the program before this information is used for the creation of a probe, which is utilised afterwards to characterise the different machines and to extrapolate the time for the full execution from the probe. As its creation has to be done for every single application, which is a very complex and time-consuming task, and the probe has to be executed on every different machine the application may be deployed on, this approach is only practicable if there is a limited number of applications. In regard to Adaps it would be possible to implement a predictor that utilises the results of so-called probes for creating forecasts of application run-times, but thanks to the mechanism of deactivating predictors for inappropriate clusters, it would only be active if applied to a cluster containing jobs of the associated application.
A method relying on the relationship between variables taking an impact on the run-time of parallel applications in shared environments is introduced in [4] by Lee and Schopf. In the first step they record characteristics such as the amount of processors used, the average CPU load, the input, bandwidth or latency. In the second step they apply filtering techniques to extract subsets of these run-time histories in order to match the new submission. The last step is to apply regression methods on the selected datasets for creating predictions of the run-time. Similar to Adaps, predictions are achieved without mapping performance models to applications, but the latter is not limited to parallel applications with deterministic behaviour.
Conclusions and future work
This article presents a system for creating forecasts of the run-time of jobs in a heterogeneous environment. The novelty of Adaps is that it adaptively adjusts by using a set of predictors depending on the structure of the underlying datasets representing the patterns of behaviour of the different users. During the first phase only clusters of jobs are chosen, for which accurate predictions have been derived, in the next phase the most appropriate prediction methods for a given cluster are deployed. This leads to accurate predictions and allows the execution of computationally more expensive methods, as they are only executed if they were precise in the past. At the moment extensive simulations with the prototype are being carried out. In addition, besides the implementation of a parser for compiling rules on basis of an XML-based description the set of predictors is continuously extended and the methods for quantifying predictors and evaluating clusters respectively are varied, by employing the provided interfaces. Another open issue is how to deal with the short-term increase in computing time, whenever new predictors are introduced and finally the deployment of Adaps in the Austrian Grid Infrastructure [22] for running tests about the acceptance of the system by its users.
