Abstract. The present study describes, first, an efficient algorithm for computing gravitycapillary solitary waves solutions of the irrotational Euler equations and, second, provides numerical evidences of the existence of (likely) an infinite number of generalised solitary waves (i.e. solitary waves with undamped oscillatory wings). Using conformal mapping, the unknown fluid domain (which is to be determined) is mapped into a uniform strip of the complex plane. A Babenko-like equation is then derived from a Lagrangian expressed in the transformed domain. The Babenko equation is then solved numerically using a Levenberg-Marquardt algorithm. Various interesting solutions are computed, some of them being known, some seem to be new. The emergence of generalised solitary waves is shown when the Bond number is increased.
Introduction
Despite numerous studies devoted to capillary-gravity waves, this topic still fascinates the researchers. The review by Dias and Kharif [21] shortly summarises in great lines what has been known on this subject by the end of the twentieth century. Monographs by Okamoto and Shōji [44] and by Vanden-Broeck [51] are other exhaustive sources of informations on various types of capillary-gravity waves.
The travelling capillary-gravity waves of permanent form have been most deeply understood in the framework of weakly nonlinear and weakly dispersive equations, such s the Korteweg-de Vries (KdV) equation and extended Korteweg-de Vries with fifth-order derivatives (KdV5) equation. These equations model the unidirectional propagation of long waves in shallow water with some weak capillary effects. Despite the apparent simplicity of the KdV5 model, it possesses a rich family of solutions. One of them consists of the so-called generalised solitary waves. These are solitary-wave pulses that are homoclinic to small amplitude oscillatory waves. The formation of these waves is mathematically justified by the presence of a resonance in the dynamical system corresponding to the traveling waves [31] . The existence of generalised solitary waves can be deduced from the existence of the phase shift when the action of the stationary problem changes sign [8] . One can also use the existence of the Smale's horseshoe dynamics on the zero energy set [9] . Then, it is relatively straightforward to construct a symbolic orbit which represents a generalised solitary wave. By using the first method one obtains a continuum family of solutions, while the latter gives "only" a countable set of orbits.
Benilov et al. [5] showed that, for sufficiently weak surface tensions (i.e. small magnitude of the fifth-order term in KdV5), there cannot exist generalised solitary waves. In fact, the central core necessarily 'radiates' into the oscillatory tail (also known as the "wings"). On the other hand, for non-vanishing values of the surface tension Grimshaw and Joshi [26] constructed a one-parameter family of generalised solitary waves for the KdV5 equation using the methods of exponential asymptotic. This family is characterised by the phase shift of the trailing oscillations. Finally, the existence of multi-pulse solutions was shown numerically and analytically by Champneys and Groves [13] . The main difficulties to compute numerically (to spectral accuracy) the generalised solitary waves for the KdV5 equation are well described by Boyd [7] . The stability of multi-pulse solitary waves was studied by Chardard et al. [15] using the Maslov theory.
Much less is known for the full water wave problem. However, the existence of generalised capillary-gravity solitary waves for the full Euler equations was shown by Sun [48, 49] . As highlighted by Beale [4] , the generalised solitary waves stem from a resonance with periodic waves of the same speed. By using the method of boundary integral equations and Newton iterations to solve the resulting discrete system, Vanden-Broeck with his collaborators computed a plethora of various capillary-gravity travelling waves [27] (see also his monograph [51] and the references therein). Recently, generalised solitary waves were computed to the full water wave problem [14] . The main purpose of the present paper is to show that there are a plethora (likely an infinite number) of generalised solitary waves for the full Euler equations.
In the present study, we consider a formulation for travelling capillary-gravity solitary waves by following the pioneering work of Babenko [3] . This formulation is based on the conformal mapping technique on the one hand [23, 24, 45] and, on the other hand, on a variational principle [36] to derive the equations. The conformal mapping technique has been successfully used to compute numerically periodic gravity waves in deep water [16] and in finite depth [30, 34] . More recently, this approach was adapted also to periodic capillary-gravity waves in deep water [40] . The advantage of the Babenko formulation is that it does not add nonlinearities to the Euler equations in the conformally mapped domain. For instance, the Babenko equation being quadratic in nonlinearity for pure gravity waves, like the Euler equation, it is easily solved numerically for solitary waves [20, 22] . Moreover, the conformal mapping allows to compute efficiently all the physical fields of interest even in the bulk of the fluid to unveil the underlying internal structure of the flow [22] .
In order to solve numerically the Babenko equation for capillary-gravity solitary waves, it is discretised using the Fourier-type pseudo-spectral method [6] . The resulting system of nonlinear equations is solved using the well-known Levenberg-Marquardt (LM) method [29, 38] . This algorithm represents a mixture between the steepest descent far from the solution and the classical Newton method in the vicinity of the root [41] . It has been shown to be a robust nonlinear solver even in problems with millions of unknowns [35] .
The paper is organised as follows. In Section 2, we present the main constitutive assumptions of the mathematical model, with the conformal mapping technique detailed in Section 2.1, the Lagrangian formulation in Section 2.2 and the Babenko equation in Section 2.3. The numerical resolution is explained in Section 3 and concerns the Fourier collocation discretization and the description of the LM algorithm. Numerical experiments are presented in Section 4; the study is focused on the generation of classical, generalised and multi-pulse solitary waves. Finally, the main conclusions and perspectives of this study are outlined in Section 5.
Mathematical model
We consider a steady two-dimensional potential flow induced by a solitary wave in a horizontal channel of constant depth. The fluid is assumed to be inviscid and homogeneous. The pressure is equal to the surface tension at the impermeable free surface and the fixed horizontal seabed is impermeable as well. The flow is driven by the volumetric gravity force (directed downward) and by the capillary forces at the free surface.
Let (x, y) be a Cartesian coordinate system moving with the wave, x being the horizontal coordinate and y being the upward vertical one. The wave is aperiodic such that x = 0 is the abscissa of the main crest (or trough for waves of depression). By convention, y = −d, y = η(x) and y = 0 denote the position of the bottom, of the free surface and of the mean water level, respectively. The latter implies that the Eulerian average ⟨•⟩ of the free surface is zero, i.e.
a ≡ η(0) denotes the wave amplitude 1 . The sketch of the domain is represented on the figure 1. Note that in practical numerical computations, it is not possible to take L = ∞ for generalised solitary waves, so a large L is used instead and the mean water level is not exactly zero. This important point is further discussed below.
Let φ, ψ, u and v be the velocity potential, the stream function, the horizontal and vertical velocities, correspondingly, such that u ≡ ∂ x φ = ∂ y ψ and v ≡ ∂ y φ = −∂ x ψ. It is convenient to introduce the complex potential f ≡ φ + iψ (with i 2 = −1) and the complex velocity w ≡ u−iv that are holomorphic functions of z ≡ x+iy (i.e., w = df dz). The complex conjugate is denoted with a star (e.g., z * = x−iy), while subscripts 'b' denote the quantities written at the seabed -e.g., z b (x) = x−id, φ b (x) = φ(x, y =−d) -and subscripts 's' denote the quantities written at the surface -e.g., z s (x) = x + iη(x), φ s (x) = φ(x, y =η(x)).
2 The traces of ψ on the upper and lower boundaries, ψ s and ψ b , are constants because the surface and the bottom are streamlines.
The dynamic condition can be expressed in term of the Bernoulli equation
where p is the pressure divided by the density, g > 0 is the acceleration due to gravity and B is a Bernoulli constant. At the free surface y = η(x) the pressure p reduces to the effect of the surface tension, i.e., p s = −τ η xx (1 + η 2 x ) −3 2 , τ being a (constant) surface tension coefficient. Averaging (2.2) written at the free surface, the definition of the mean level 1 The amplitude a is negative for waves of depression. 2 Note that, e.g.,
Let −c be the mean flow velocity defined as
Thus, c is the phase velocity of the wave observed in the frame of reference without the mean flow. For solitary waves without wings (i.e, not for generalised solitary waves), −c is also the horizontal velocity in the far field (i.e, u → −c as x → ±∞). It follows that B = c 2 for (localised) solitary waves, but this is not the case for generalised solitary waves. In order to characterise the waves, we introduce the dimensionless parameters
Fr and Bo being, respectively, the Froude and Bond numbers. 
Conformal mapping
Let be the change of independent variable z ↦ ζ ≡ (iψ s − f ) c, that conformally maps the fluid domain
where α ≡ Re(ζ) and β ≡ Im(ζ). The conformal mapping yields the Cauchy-Riemann relations x α = y β and x β = −y α , while the complex velocity and the velocity components are
With the change of dependent variables 
We define the mean surface elevationη in the conformal domain as
Note that, as for the physical space, in practice Λ is finite.
The functions X and Y can be expressed in terms of X b -i.e., the function X written at the bottom -as [17, 18] 
where a star denotes the complex conjugate. Thus, the Cauchy-Riemann relations and the bottom impermeability are fulfilled identically. At the free surface β = 0, (2.6) yields
that can be inverted as
and hence the relation (2.7) yields
which relates quantities written at the free surface only. The relation (2.8) can be trivially inverted giving, in particular,
where T and C are pseudo-differential operators that, for a pure frequency, take the form
Note that, in the far field of a generalised solitary wave, ∂ α X s is a periodic function oscillating around (in general) a non-zero constant. Thus, X s is unbounded as α → ±∞.
Integral quantities
The wave can be characterised by several integral parameters [32, 33, 39, 47] . These quantities are defined relatively to the uniform flow of speed −c, i.e., in the laboratory 'fixed' frame of reference where the mean flow is zero. This choice is made because the kinetic energy, for example, is infinite in the reference frame moving with the wave. The integral quantities of interest here for classical solitary waves are the:
Impulse:
The Lagrangian density L defined from the integral relations above, i.e.,
The equalities in the integral relations above are easily obtained via some trivial derivations, except perhaps (i.v). The latter, first derived by Starr (1947) [47] without surface tension, can be obtained following the derivation of Longuet-Higgins (1974) [32] and exploiting the relation
resulting from the momentum flux equation.
Remark 1. Luke's Lagrangian for water waves [36, 19] reduces to the Hamilton principle -i.e., the kinetic minus potential energies -if the Laplace equation and the bottom and surface impermeabilities are identically fulfilled. This is precisely the case when using the conformal mapping and the relations derived in Section 2.1, leading in particular to the relation K = ∫ ∞ −∞ 1 2 c 2 η C {η} dα which can then be substituted into the Lagrangian L. Conversely, the relation (i.v) holds only if the equation for the momentum flux is fulfilled. Thus, (i.v) cannot be substituted into L, but it can be used to monitor the accuracy of any resolution procedure.
Remark 2. Some of the integral quantities above are bounded for classical solitary waves only. For periodic waves, similar relations can be derived averaging over one wavelength instead of the whole domain. This is not so simple for generalised solitary waves.
Babenko's equation
Since we have a Lagrangian at our disposal, an equation for η can be obtained from the variational principle δL = 0 leading to the Euler-Lagrange equation
which is the Babenko equation [3] for capillary-gravity solitary surface waves. Taking the limit τ → 0, one recovers the Babenko equation for pure gravity solitary waves derived earlier [20, 22] . One of the major advantages of Babenko's formulations (comparing to other conformal mapping based techniques [16, 30, 40] ) consists in reducing the degree of nonlinearity of the original Euler equations.
Applying the operator C −1 to the both sides of equation (2.11) and splitting linear and nonlinear parts, the Babenko equation can be rewritten 14) where the linear operator (2.13) acts on a pure frequency as
One can easily recover in the linear operator the dispersion relation for capillary-gravity waves [21, 51] .
The numerical method
Here, we describe a numerical procedure for discretising and solving the generalised Babenko equation (2.11).
Pseudospectral discretisation
For Λ > 0 sufficiently large, the periodic problem associated to (2.12) on (−Λ, Λ) is discretised with Fourier collocation techniques. For N ⩾ 1 and on an uniform grid α j = −Λ + jh, h = 2Λ N, j = 1, . . . , N, the values η(α j ) of the solution of (2.12) are approximated
In (3.1)-(3.3), D α stands for the pseudo-spectral differentiation matrix [11, 6, 12, 50] , while C h and T h are the discrete version of the operators defined in (2.9). They are constructed as D α by using the discrete Fourier transform
where W N is the N × N diagonal matrix with diagonal entries given by the coefficients displayed in (2.9). The operator T h is defined in the same way.) Thus, the discrete system (3.1)-(3.3) is implemented in the Fourier space. Finally, the nonlinear terms are computed by using the Hadamard product of vectors in C N . For these steady computations the use of the anti-aliasing rule was not necessary.
The Levenberg-Maquardt algorithm
The system (3.1)-(3.3) was attempted to be treated using several techniques. When τ = 0 (pure gravity waves) this was successfully solved using the Petviashvili scheme [20, 22] . Note that when τ = 0, the nonlinear term (2.14) is homogeneous with degree two, while the Fourier symbol associated to (2.13),
is positive for all k since c 2 > gd. These two properties are key arguments to explain this success, [46] (see also [1, 2] ). However, they are not retained when τ ≠ 0 and the various theories about the behaviour of the Petviashvili scheme cannot be applied here. For the general case τ ≠ 0, several variants of the Newton method can emerge as alternatives. The reasons for the failure of the classical implementations of this method (explained, e.g., in [7] ) were taken into account. Otherwise, the system (3.1)-(3.3) was solved in a nonlinear, least-squares sense, with some standard techniques for this kind of problems presented in the literature, (see, e.g., [43] and references therein). The most robust results were obtained by employing the so-called Levenberg-Marquardt (LM) algorithm, [29, 38] . This is one of the most widely used methods for data-fitting nonlinear problems [35] . For the reader interest, a brief description of it in this context is given now. Let r ∶ R N → R N be the residual vector r(η h ) = (r 0 (η h ), . . . , r N −1 (η h )) T ≡ F h {η h }, where r j (η h ) is the residual for the j-th component of (3.1), j = 1, . . . , N at any η h ∈ R N . The associated least-squares problem consists of minimising f (η h ) = (1 2) r(η h ) 2 , where ⋅ stands for the Euclidean norm in R N . As established in [41] , the LM algorithm can be formulated as a damped Gauß-Newton method but combined with a trust region strategy. The Gauß-Newton method is a variant of the Newton method with line search, where the search direction p (ν) = p GN (ν), at each Newton step ν, is obtained by solving
where r (ν) , J (ν) stand for the residual vector and its Jacobian at the ν-th iteration η
h , respectively. (In our case, the Jacobian was approximated with finite differences, leading in fact to a quasi-Newton method.) Instead of (3.4), the LM algorithm computes p (ν) = p 5) subject to the condition p ⩽ ∆ (ν) , where ∆ (ν) > 0 denotes the corresponding trust region radius of the trust region where the problem is constrained to ensure convergence of the algorithm (see [37, 41, 43] for details). Any solution p (ν) is characterised by the existence of a scalar λ (ν) ⩾ 0 (the damping parameter) satisfying
(I N stands for the N × N identity matrix. Condition (3.7) simply states that at least one of the nonnegative quantities, λ (ν) or ∆ (ν) − p (ν) , must vanish.) The literature contains several strategies for the computation of the damping parameter [38, 42, 43] .
(The one proposed in the second reference was considered here.) The local convergence of the resulting method is linear [43] , but close to quadratic [37] , when the damping parameter is sufficiently small. In most of the cases, our implementation of the method will make use of the natural numerical continuation in the Bond number Bo, as a way to improve the performance and to accelerate the convergence. The illustration of this technique will be shown in the following section.
Numerical results
In numerical computations herein below, the parameters given in Table 1 will be used. The first two concern the model and the rest is associated to the numerical procedure described above. The numerical study is focused on classical, generalised and multi-pulse solitary waves, in several physical regimes. 
Classical solitary wave of depression
The first group of numerical experiments concerns the generation of classical solitary waves of depression. With this name, we mean aperiodic solutions of (2.12) decaying to zero at infinity (in contrast with the generalised solitary waves, which will be considered later on) and with negative amplitude.
For supercritical Bond numbers Bo > 1 3 and suitable values of the Froude number Fr < 1, the existence of isolated solitary waves of depression is known, analytically and numerically (see [14] and references therein). A first check of the code is the computation of one of these waves. This is shown in Figure 2 , corresponding to the values Bo = 0.45 and Fr = 0.6. The initial iteration of the procedure was chosen simply as a negative localised bump. The algorithm convergence does not seem to be sensitive to the choice of the initial guess for such simple solutions. The classical character of this computed wave is confirmed by Figure 2 (right), which shows that the associated orbit in the phase portrait (computed via the spectral approximation) is homoclinic to the origin The convergence of the numerical method is illustrated by the following experiments. Figure 3 (left panel) displays the residual error as function of the iterations for the solitary wave of depression shown in Figure 2 . This residual error is measured, at the n−th iteration η
where the Euclidean norm is considered and F h {⋅} is given by (3.1). The vertical scale is logarithmic and the results confirm the convergence. On the other hand, Figure 3 (right panel) shows, in log-log scale, the relation between two consecutive residual errors. This serves as an estimate of the order of convergence. By fitting the logarithmic data to a line, the corresponding slope (with 95% confidence bound) is 1.179. When only errors up to 10 ?15 are considered, the corresponding fitting line has a slope of approximately 2.156. Then, up to this level of errors, Figure 3 (right) suggests a quadratic order of convergence, becoming linear below this error tolerance. Moreover, the residual magnitude is known to be a rather pessimistic estimation of the accuracy in pseudo-spectral methods [6] . Consequently, the convergence of the residual (4.1) is a robust diagnostics of the algorithm convergence. This experiment ends by visualising the internal hydrodynamics under this solitary wave. The total and dynamic pressures are represented in Figures 4, while horizontal and vertical speed and acceleration distribution are displayed in Figures 5 and 6 , respectively. All are implemented by using the Cauchy integral formula, which allows to compute all physical fields of interest in the bulk of the fluid [22] for the case of the classical solitary wave displayed in Figure 2 . 
Multi-modal solitary waves
Another type of solutions, computed by the code and shown here, consists of multimodal solitary waves. The existence of these solutions in the KdV5 equation was shown analytically and numerically in [13] .
An example is given by the generation of multi-pulse solitary waves with negative amplitudes for Bo > 1 3, which is represented by Figure 7 , corresponding to Fr = 0.75 and These examples also illustrate the abilities of our numerical procedure. (The computation of the lower figure 8 requires the limit of our hardware capabilities, but more powerful computers will permit the computation of more complicated solutions.) We end this section noting that, for the exact same set of physical and numerical parameters, many different solutions can be obtained by only varying the initial guess of the iterative procedure.
Generalised solitary waves
The question of existence of classical solitary waves of elevation is not solved, to our knowledge, although some references suggest a negative answer [14] . For Bo < 1 3 and Fr > 1, what is known is the existence of generalised solitary waves, i.e. solitary waves that are homoclinic to exponentially small amplitude oscillatory waves. Furthermore, the amplitude of the corresponding asymptotic oscillations are of order less than
for some L ∈ (0, π) and where ω ≠ 0 satisfies the equation ω cosh(ω) = (1 + ω 2 Bo) sinh(ω) [31] .
Here, we focus on the numerical generation of this kind of waves. Our first experiments concern the range Bo < 1 3 and Fr > 1, illustrating thus the influence of the capillary effects (smaller or larger values of Bo) on the computations. Taking as initial guess a third-order asymptotic solution for solitary-gravity waves [25] , the method has been run in the case of weak and strong capillary effects (Fr = 1.1 and Bo = 0.02, Fr = 1.15 and Bo = 0.22). The resulting numerical profiles are shown in Figure 9 . The convergence process is illustrated as in the previous Section. Figure 10 displays the logarithm of the residual error (4.1) as function of the number of iterations for the two cases considered in Figure 9 . Note that the method performs better in the case of the nonlinear wave with weaker capillary effects, when the oscillations at infinity of the wave The generalised character of the waves is also confirmed in Figure 11 . For the wave computed with Fr = 1.17 and Bo = 0.12 ( Figure 11 left) , the corresponding phase portrait (Figure 11 right) suggests the homoclinic behaviour to oscillations.
As mentioned above, most of the results presented in this study are obtained by making the continuation in the Bond number Bo. This process is illustrated on Figure 12 for the Froude number Fr = 1.1 (moderately nonlinear case). As a result, starting from Bo ∼ 0.15 a generalised solitary wave emerges since a resonance occurs between the solitary and the periodic waves of the same speed, [4] . For higher Froude numbers, it happens even earlier in the range of Bond number. For instance, Figure 13 shows the continuation for Fr = 1.15.
The amplitude of the ripples grows with the Bond number.
For the case Fr = 1.15 and Bo = 0.22 corresponding to the Figure 13 (f), the internal hydrodynamics under a generalised solitary wave is illustrated in Figures 14-16 for the same profile, with the total (Fig. 14 left) and dynamic (Fig. 14 right) pressures, horizontal (Fig. 15 left) and vertical (Fig. 15 right) velocities and accelerations (Fig. 16). 
Multi-hump generalised solitary waves
A final type of waves computed and shown here consists of multi-hump generalised solitary waves. The existence of homoclinic connections with several loops near a resonance for a family of Hamiltonian systems has been recently analysed in [28] . In the case of the water wave problem, these solutions would correspond to multi-hump generalised solitary waves and here we offer some numerical evidences of their existence.
Taking a finite number of separated bumps as the initial iteration with Fr = 1.17 and Bo = 0.12, a generalised two-pulse capillary-gravity solitary wave is shown on Figure 17 Our experiments suggest that the process of adding new pulses can be continued indefinitely, provided that the length and resolution of the computational domain are gradually increased as well. As in the previous cases, the convergence of the iteration can be illustrated by the reduction of the corresponding residual error (4.1) with the iterations (figures will not be shown here). This experiment provides numerical evidences that the solutions are not unique for a given set of Froude and Bond numbers, the number of solutions being likely infinite.
The variety of possible solutions is illustrated on Figures 18, 19 and 20. On Figure 18 , the pulse in the middle is lower than two other pulses, i.e. the middle pic coincide with a trough of the far-field oscillation, while the side pics coincide with ambient crests. Finally, some more novel solutions are shown on Figures 19 and 20 with corresponding phase portraits. Note that they are all obtained for Fr = 1.1 (except Figure 19(e,f ) ) and Bo = 0.25 by varying the choice of the initial guess of the solution. This is further evidence of the non-uniqueness of the solutions and the likely existence of an infinite number of them.
Conclusions and perspectives
In this study, the problem of solitary capillary-gravity waves was reformulated on a fixed domain and the corresponding Babenko equation was derived [3] using the classical Lagrangian variational principle [36] . Then, this equation was discretised with a Fouriertype pseudo-spectral method [6] . The resulting discrete nonlinear and nonlocal equation was solved using the Levenberg-Marquardt (LM) method, as an alternative to overcome the drawbacks of the direct application of Newton's method in this and related problems, [7] . Using this formulation, we succeeded to compute by continuation in the Bond number Bo the generalised solitary waves of elevation for Bo < 1 3 (c.f. [14] ). Above the critical Bond number Bo = 1 3, we found the classical localised solitary waves of depression which propagate with subcritical speeds Fr < 1, in agreement with the predictions of the KdV5 model.
The internal flow structure (velocities, pressure, accelerations) under a generalised solitary wave of elevation (or depression) was also shown by taking advantage of Cauchy-type integral representations, available thanks to the conformal mapping technique, [22] .
We also showed that various (generalised) multi-pulse solitary waves of elevation, but also of depression (localised), can be also successfully computed by our method. To our knowledge, these generalised multi-pulse solitary waves have never been computed in the context of capillary-gravity surface waves. The numerical simulations suggest the existence of an infinite number of such waves.
Concerning the perspectives, so far in recent studies [20, 22] , as well as in the present work, we considered the formulation for aperiodic waves. The next step will consist in exploiting the Babenko equation to gravity and capillary-gravity periodic waves. Moreover, the problem of very accurate computation of limiting waves is also essentially open.
The variability of solutions arising in several directions is a subject to be explored in future works. 
