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MORAN MODEL AND WRIGHT-FISHER DIFFUSION WITH SELECTION AND
MUTATION IN A ONE-SIDED RANDOM ENVIRONMENT
F. CORDERO1 AND G. VÉCHAMBRE2
Abstract. Consider a two-type Moran population of size N subject to selection and mutation, which
is immersed in a varying environment. The population is susceptible to exceptional changes in the
environment, which accentuate the selective advantage of the fit individuals. In this setting, we show
that the type composition in the population is continuous with respect to the environment. This allows us
to replace the deterministic environment by a random one, which is driven by a subordinator. Assuming
that selection, mutation and the environment are weak in relation toN , we show that, the type-frequency
process, with time speed up by N , converges as N → ∞ to a Wright–Fisher-type SDE with a jump term
modeling the effect of the environment. Next, we study the asymptotic behavior of the limiting model in
the far future and in the distant past, both in the annealed and in the quenched setting. Our approach
builds on the genealogical picture behind the model. The latter is described by means of an extension
of the ancestral selection graph (ASG). The formal relation between forward and backward objects is
given in the form of a moment duality between the type-frequency process and the line-counting process
of a pruned version of the ASG. This relation yields characterizations of the annealed and the quenched
moments of the asymptotic type distribution. A more involved pruning of the ASG allows us to obtain
annealed and quenched results for the ancestral type distribution. In the absence of mutations, one of
the types fixates and our results yield expressions for the fixation probabilities.
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1. Introduction
TheWright–Fisher diffusion model with mutation and selection is a classical model in population genetics.
It describes the evolution forward in time of the type composition of an infinite haploid population with
two types, which is subject to mutation and selection. Fit individuals reproduce at rate 1 + σ, σ ≥ 0,
whereas unfit individuals reproduce at rate 1. In addition, individuals mutate at rate θ, receiving the fit
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type with probability ν0 ∈ [0, 1] and the unfit type with probability ν1 ∈ [0, 1], with ν0 + ν1 = 1. In this
model, the proportion of fit individuals evolves forward in time according to the following SDE
dX(t) = [θν0(1 −X(t))− θν1X(t) + σX(t)(1 −X(t))] dt+
√
2X(t)(1−X(t)) dB(t), t ≥ 0, (1.1)
where (B(t))t≥0 is a standard Brownian motion. The solution of (1.1) is known to be the diffusion
approximation of properly normalized continuous-time Moran models or discrete-time Wright–Fisher
models. Its genealogical counterpart is given by the ancestral selection graph (ASG), which traces back
potential ancestors of an untyped sample of the population at present. It was introduced by Krone
and Neuhauser in [32, 36], and later extended to models evolving under general neutral reproduction
mechanisms ([2, 17]), or including general forms of frequency dependent selection (see [3, 14, 21, 35]).
In the absence of mutations, it is well-known that 1−X is in moment duality with the process (R(t))t≥0
that keeps track of the evolution of the number of lineages present in the ASG, i.e.
Ex [(1−X(t))n] = En
[
(1 − x)R(t)
]
, n ∈ N, x ∈ [0, 1], t ≥ 0. (1.2)
This relation allows, in particular, to express the absorption probability ofX at 0 in terms of the stationary
distribution of R. In the presence of mutations, two variants of the ASG permit to dynamically resolve
mutation events and encode relevant information of the model: the killed ASG and the pruned lookdown
ASG. Both processes coincide with the ASG in the absence of mutations. The killed ASG is reminiscent
to the coalescent with killing [15, Chap. 1.3.1] and it was introduced in [1] for the Wright–Fisher diffusion
with selection and mutation. The killed ASG helps to determine weather or not all the individuals in
the initial sample are unfit. Moreover, its line-counting process extends the moment duality (1.2) to
this setting, see [1, Prop. 1] (see also [13, Prop. 2.2] for an extension to Λ-Wright–Fisher processes
with mutation and selection). This duality leads to a characterization of the moments of the stationary
distribution of X . The pruned lookdown-ASG in turn was introduced in [33] for the Wright–Fisher
diffusion with selection and mutation (see also [2, 12] for extensions), and it helps to determine the
type-distribution of the common ancestor of the population.
In the previous models the fitness of an individual is completely determined by its type. However, in
many biological situations the strength of selection fluctuates in time, for example due to environmental
changes. The influence of random fluctuations in selection intensities on the growth of populations has
been the object of extensive research in the past (see e.g.[9, 10, 20, 29, 30, 31, 37]) and it is currently
experiencing renewed interest (see e.g. [6, 8, 11, 22, 24, 25]). In this paper, we consider extensions of the
Moran model and the Wright–Fisher diffusion with mutation and selection covering the special scenario
where the selective advantage of fit individuals is accentuated by exceptional environmental conditions
(e.g. extreme temperatures, precipitation, humidity variation, abundance of resources, etc.).
In the classical two-type Moran model with mutation and selection, each individual, independently of
each other, can either mutate or reproduce at a constant rate. Fit individuals are characterised by a
higher reproduction rate. At a reproduction event, the parent produces a single offspring, which in turn
replaces another individual, keeping the population size constant. We consider now the situation where
the population evolves in a varying environment. We model the latter via a countable collection of points
(ti, pi)i∈I in [0,∞)×(0, 1), satisfying that
∑
i:ti≤t
pi <∞ for all t ≥ 0. Each ti represents a time at which
an exceptional external event occurs; the value pi models the strength of the event occurring at time ti,
and we refer to it as a peak. The effect of the peak pi is that, at time ti, each fit individual reproduces
with probability pi, independently of each other. Each new born replaces a different individual of the
population, thus keeping the population size constant. The summability condition on the peaks assures
that the number of reproductions in any compact interval of time is almost surely finite.
A first natural and important question arising in this setting is how sensitive is the model to the effect of
the environment. Using coupling techniques, we show that the type-frequency process is continuous with
respect to the environment. This result and its proof provide additional insight about the effect of small
changes in the environment. Moreover, as a consequence, we can let the environment be random and
given by a Poisson point process on [0,∞)× (0, 1) with intensity measure dt×µ, where dt stands for the
Lebesgue measure and µ is a measure on (0, 1) satisfying
∫
xµ(dx) < ∞. As the population size tends
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to infinity, we show that, under an appropriate scaling of parameters and time, the fit-type-frequency
process converges to the solution of the SDE
dX(t) = θ (ν0(1−X(t))− ν1X(t)) dt+X(t−)(1−X(t−))dS(t)+
√
2X(t)(1−X(t))dB(t), t ≥ 0, (1.3)
where S(t) := σt + J(t), t ≥ 0, and J is a pure-jump subordinator, independent of B, which represents
the cumulative effect of the environment. We refer to X as the Wright–Fisher diffusion in random
environment. For environments given by compound Poisson processes, we show that the convergence
also holds in the quenched setting. In the case θ = 0 (i.e. no mutations), Eq. (1.3) is a particular case
of [6, Eq. (3.3)], which arises as the (annealed) limit of large populations of a family of discrete-time
Wright–Fisher models [6, Thm. 3.2].
Our next goal is to generalize the construction of the ASG and its relatives to this setting and to use
them in order to characterize the long-term behavior of X and its ancestral type distribution. In order
to achieve these tasks we first describe the ancestral structures associated to the Moran model. Next, we
assume that selection, mutation and the environment are weak with respect to the population size, and we
let the latter converge to infinity. A simple asymptotic analysis of the rates at which events occur in the
ancestral structures gives rise to the desired generalizations of the ASG, the killed ASG and the pruned
loodown ASG. In the annealed case, we establish a moment duality between 1−X and the line-counting
process of the killed ASG. This duality follows from a stronger relation, a reinforced moment duality,
involving the two processes and the total increment of the environment. As a corollary, we obtain a
characterization of the asymptotic-type frequencies. Similarly, we express the ancestral type-distribution
in terms of the line-counting process of the pruned lookdown ASG. Analogous results are obtained in the
more involved quenched setting.
At this point, we would like to draw the attention towards a parallel development by González Casanova
et al. [22], which studies the accessibility of the boundaries and the fixation probabilities of a generalization
of the SDE (1.3) with θ = 0 (no mutations). Their construction of the ASG and the corresponding
moment duality work in a more general framework than the one considered in this paper. However,
our results involving mutations, and therefore the different prunings of the ASG, the reinforced moment
duality, and all the results obtained in the quenched setting, are to the best of our knowledge new for
the models under study. Even though both papers makes strong use of duality, they use it in a different
way. We use properties of the ancestral process to infer properties of the forward process. By contrast,
in [22] the duality is used to infer properties of the line-counting process of the ASG; the analysis of the
forward process pursues an approach introduced by Griffiths in [23] that builds on a representation of
the infinitesimal generator.
Outline. The article is organized as follows. Section 2 provides an outline of the paper and contains all
our main results. The proofs and more in-depth analyses are shifted to the subsequent sections. Section 3
is devoted to the continuity properties of the type-frequency process of a Moran model with respect to
the environment. In Section 4 we prove the existence and pathwise uniqueness of strong solutions of
(1.3). Moreover, we show the quenched and annealed convergence of the type-frequency process of the
Moran model towards the solution of (1.3). Section 5 is devoted to the proofs of the annealed results
related to: (i) the moment duality between the process X and the line-counting process of the killed
ASG, (ii) the long term behaviour of the type-frequency process, and (iii) the ancestral type distribution.
Section 6 deals with the quenched versions of the previous results. We end the paper in Section 7, with
an application to the case where we dispose of quenched information about the environment close to the
present, but only annealed information about the environment in the distant past.
2. Description of the model and main results
In this section we provide a detailed outline of the paper and state the main results. We start introducing
some notation that will be used throughout the paper.
Notation. The positive integers are denoted by N and we set N0 := N ∪ {0}. For m ∈ N,
[m] := {1, . . . ,m}, [m]0 := [m] ∪ {0}, and ]m] := [m] \ {1}.
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For T > 0, we denote by DT (resp. D) the space of càdlàg functions from [0, T ] (resp. [0,∞)) to R. For
any Borel set S ⊂ R, denote by Mf (S) (resp. M1(S)) the set of finite (resp. probability) measures on
S. We use
(d)−−→ to denote convergence in distribution of random variables and (d)=⇒ for convergence in
distribution of càdlàg process, where the space of càdlàg functions is endowed with the Billingsley metric,
which induces the J1-Skorokhod topology and makes the space complete (see Appendix A).
For n,m, k ∈ N0 with k,m ∈ [n]0, we write K ∼ Hyp(n,m, k) if K is a hypergeometric random variable
with parameters n,m, and k, i.e
P(K = i) =
(
n−m
k−i
)(
m
i
)
(
n
k
) , i ∈ [k ∧m]0.
Furthermore, for x ∈ [0, 1] and n ∈ N, we write B ∼ Bin(n, x) if B is a binomial random variable with
parameter n and x, i.e
P(B = i) =
(
n
i
)
xi(1− x)n−1, i ∈ [n]0.
2.1. Moran models in deterministic pure-jump environments.
2.1.1. The model. We consider a haploid population of sizeN with two types, type 0 and type 1, subject to
mutation and selection, that evolves in a deterministic environment. The environment is modeled by an at
most countable collection ζ := (tk, pk)k∈I of points in (−∞,∞)× (0, 1) satisfying that
∑
k:tk∈[s,t]
pk <∞,
for any s, t with s ≤ t. We refer to pk as the peak of the environment at time tk. The individuals in the
population undergo the following dynamic. Each individual mutates at rate θN independently of each
other; acquiring type 0 (resp. 1) with probability ν0 (resp. ν1), where ν0, ν1 ∈ [0, 1] and ν0 + ν1 = 1.
Reproduction occurs independently of mutation, individuals of type 1 reproduce at rate 1, whereas
individuals of type 0 reproduce at rate 1 + σN , σN ≥ 0. In addition, at time tk, k ∈ I, each type 0
individual reproduces with probability pk, independently from the others. At any reproduction time: (a)
each individual produces at most one offspring, which inherits the parent’s type, and (b) if n individuals
are born, n individuals are randomly sampled without replacement from the extant population to die,
hence keeping the size of the population constant.
2.1.2. Graphical representation. In the absence of environmental factors (i.e. ζ = ∅), the evolution of
the population is commonly described by means of its graphical representation as an interactive particle
system. The latter allows to decouple the randomness of the model coming from the initial type config-
uration and the one coming from mutations and reproductions. Such a construction can be extended to
include the effect of the environment as follows. Non-environmental events are as usual encoded via a
family of independent Poisson processes
Λ := {λ0i , λ1i , {λ△i,j , λNi,j}j∈[N ]/{i}}i∈[N ],
where: (a) for each i, j ∈ [N ] with i 6= j, (λ△i,j(t))t∈R and (λNi,j(t))t∈R are Poisson processes with rates
σN/N and 1/N , respectively, and (b) for each i ∈ [N ], (λ0i (t))t∈R and (λ1i (t))t∈R are Poisson processes
with rates θNν0 and θNν1, respectively. We call Λ the basic background. The environment introduces a
new independent source of randomness into the model, that we describe via the collection
Σ := {(Ui(t))i∈[N ],t∈R, (τA(t))A⊂[N ],t∈R}
where: (c) (Ui(t))i∈[N ],t∈R is a [N ] × R−indexed family of i.i.d. random variables with Ui(t) being
uniformly distributed on [0, 1], and (d) (τA(t))A⊂[N ],t∈R is a family of independent random variables with
τA(t) being uniformly distributed on the set of injections from A to [N ]. We call Σ the environmental
background. We assume that basic and environmental backgrounds are independent and we call (Λ,Σ)
the background.
In the graphical representation of the Moran model individuals are represented by horizontal lines at the
integer levels in [N ]. Time runs from left to right. Each reproduction event is represented by an arrow
with the parent at its tail and the offspring at its head. We distinguish between neutral reproductions,
depicted as filled head arrows, and selective reproductions, depicted as open head arrows. Mutation
events are depicted by crosses and circles on the lines. A circle (cross) indicates a mutation to type 0
MORAN MODEL AND WRIGHT-FISHER DIFFUSION IN RANDOM ENVIRONMENT 5
0 t0 t1 T
× ×
1
1
1
0
1
0
0
0
0
0
Figure 1. A realization of the Moran interacting particle system. Time runs forward from left to right. The
environment has peaks at times t0 and t1.
(type 1). See Fig. 1 for a picture. The appearance of all these random elements can be read off from the
background as follows. At the arrival times of λ△i,j (resp. λ
N
i,j), we draw open (resp. filled) head arrows
from level i to level j. At the arrival times of λ0i (resp. λ
1
i ), we draw an open circle (resp. a cross) at
level i. In order to draw the environmental elements, we define, for each k ∈ I,
Iζ(k) := {i ∈ [N ] : Ui(tk) ≤ pk} and nζ(k) := |Iζ(k)|
and at time tk, we draw for any i ∈ Iζ(k) an open head arrow from level i to level τIζ(k)(i).
Remark 2.1. Note that, for any s < t, the number of basic graphical elements present in [s, t] is almost
surely finite. Moreover, since
E

 ∑
k:tk∈[s,t]
nζ(k)

 = N ∑
k:tk∈[s,t]
pk <∞,
and hence
∑
k:tk∈[s,t]
nζ(k) <∞ almost surely. Hence, the number of arrows in [s, t] due to peaks of the
environment is almost surely finite.
Given a realization of the particle system and an assignment of types to the lines at time s, we propagate
types forward in time respecting mutations and reproduction events (see Fig 1). By this we mean that,
as long as we move from left to right in the graphical picture, the type of a given line remains unchanged
until the line encounters a cross, a circle or an arrowhead. If the line encounters a cross (resp. a circle) at
time t, it gets type 1 (resp. type 0) from time t until the next cross, circle or arrowhead. If at time t the
line encounters a neutral arrowhead, the line gets at time t the type of the line at the tail of the arrow.
The same happens if the line encounters a selective arrowhead and the line at its tail is fit, otherwise the
selective arrow is ignored.
Remark 2.2. One of the advantages of using such a graphical representation is that one can couple Moran
models on the basis of the same basic background, but evolving in a different environment, or two Moran
models with the same background, but with a different initial type composition.
2.1.3. Type frequency process. In what follows, we assume that we know the type composition at time
s = 0 and that that there is no peak at that time. As mentioned in the introduction it is convenient to
work with the cumulative effect of the peaks rather than with the peaks themselves. Thus, we define the
function ω : [0,∞)→ R via
ω(t) :=
∑
i:ti∈[0,t]
pi, t ≥ 0.
The function ω is càdlàg, non-decreasing and satisfies
(i) for all t ∈ [0,∞), ∆ω(t) := ω(t)− ω(t−) ∈ [0, 1) and ∑u∈[0,t]∆ω(u) <∞,
(ii) ω(0) = 0 and ω is pure-jump, i.e. for all t ∈ [0,∞), ω(t) =∑u∈[0,t]∆ω(u).
We denote by D⋆ the set of all càdlàg, non-decreasing functions satisfying (i) and (ii). Note that the
environment in [0,∞) is given by the collection of points {(t,∆ω(t)) : ∆ω(t) > 0)}. Hence, the function
ω completely determines the environment in [0,∞). For this reason, we often abuse of the notation and
refer to ω as the environment. In addition, an environment ω ∈ D⋆ is said to be simple if ω has only a
finite number of jumps in any compact time interval. We denote by 0 the null environment.
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For any t ≥ 0, we denote by XN(ω, t) the proportion of fit individuals at time t in the population. We
denote by PωN the law of he process XN (ω, ·), and we refer to it as the quenched probability measure.
For ω ≡ 0, XN (0, ·) is the continuous-time Markov chain on EN := {k/N : k ∈ [N ]0} with generator
A0Nf (x) = (N(1 + σN )x(1 − x) +NθNν0(1− x))
(
f
(
x+
1
N
)
− f (x)
)
+ (Nx(1− x) +NθNν1x)
(
f
(
x− 1
N
)
− f (x)
)
, x ∈ EN .
For a simple environment ω with jumping times t1 < · · · < tk in [0, T ], the evolution of XN (ω, ·) is as
follows. If XN (ω, 0) = x0 ∈ EN , then XN (ω, ·) evolves in [0, t1) as XN(0, ·) started at x0. Similarly, in the
intervals [ti, ti+1), XN(ω, ·) evolves as XN(0, ·) started at XN(ω, ti). Moreover, if XN (ω, ti−) = x, then
XN (ω, ti) = x+Hi(x,Bi(x))/N , where the random variables Hi(x, n) ∼ Hyp(N,N(1− x), n), n ∈ [N ]0,
and Bi(x) ∼ Bin(Nx,∆ω(ti)) are independent.
We describe now the dynamic of XN (ω, ·) for a general environment ω. From Remark 2.1, we know that
the number of environmental reproductions is almost surely finite in any finite time interval. We can
thus define (Si)i∈N as the increasing sequence of times at which environmental reproductions take place,
and set S0 := 0. From construction (Si)i∈N is Markovian and its transition probabilities are given by
PωN (Si+1 > t | Si = s) =
∏
u∈(s,t]
(1−∆ω(u))N , i ∈ N0, 0 ≤ s ≤ t.
If XN(ω, 0) = x0 ∈ EN , then XN (ω, ·) evolves in [0, S1) as XN (0, ·) started at x0. In the intervals
[Si, Si+1), XN (ω, ·) evolves as XN (0, ·) started at XN (ω, Si). Moreover, if XN (ω, Si−) = x, then
XN (ω, Si) = x+Hi(x, B˜i(x))/N , where the random variables Hi(x, n) ∼ Hyp(N,N(1− x), n), n ∈ [N ]0,
and B˜i(x) are independent, and B˜i(x) has the distribution of a binomial random variable with parameters
Nx and ∆ω(Si) conditioned to be positive.
We end this section with our first main result, which provides the continuity of the type-frequency process
with respect to the environment. For this let us restrict ourselves to realizations of the model to the time
interval [0, T ]. Note that the restriction of the environment to [0, T ] can be identified with an element of
D⋆T := {ω ∈ DT : ω(0) = 0, ∆ω(t) ∈ [0, 1) for all t ∈ [0, T ], ω is non-decreasing and pure-jump}.
Moreover, we equip D⋆T with the metric d
⋆
T defined in Appendix A.
Theorem 2.1 (Continuity). Let ω ∈ D⋆T and let {ωk}k∈N ⊂ D⋆T be such that d⋆T (ωk, ω) → 0 as k → ∞.
If XN(ωk, 0) = XN (ω, 0) for all k ∈ N, then
(XN (ωk, t))t∈[0,T ]
(d)
===⇒
k→∞
(XN (ω, t))t∈[0,T ].
2.2. Moran models in a environment driven by a subordinator. In contrast to Section 2.1, we
consider here a random environment given by a Poisson point process (ti, pi)i∈I on [0,∞) × (0, 1) with
intensity measure dt×µ, where dt stands for the Lebesgue measure and µ is a measure on (0, 1) satisfying∫
xµ(dx) < ∞. The integrability condition on µ implies that, for every t ≥ 0, J(t) := ∑i:ti≤t pi < ∞
almost surely. Moreover, J ∈ D⋆ almost surely. Note that by the Lévy-Ito decomposition, (J(t))t≥0 is a
pure-jump subordinator with Lévy measure µ. If the measure µ is finite, then J is a compound Poisson
process so the environment J is almost surely simple.
Theorem 2.1 together with the graphical representation of the Moran model given in Section 2.1.2 provide
a natural way to construct such a model. Indeed, on the basis of a common background (Λ,Σ), we can
construct simultaneously Moran models for any ω ∈ D⋆. Next, we consider a pure-jump subordinator
(J(t))t≥0 independent of the background, with Lévy measure µ on (0, 1) satisfying
∫
xµ(dx) < ∞.
Theorem 2.1 assures then that the process (XN (J, t))t≥0 is well defined. Its law PN is called the annealed
probability measure. The formal relation between the annealed and quenched measures is given by
PN (·) =
∫
PωN (·)P (dω), (2.1)
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where P denotes the law of J . By construction the process (XN (J, t))t≥0 is a continuous-time Markov
chain on EN and its infinitesimal generator AN is given by
ANf (x) := A0Nf(x) +
∫
(0,1)
(
E
[
f
(
x+
H(N,N(1− x), β(Nx, u))
N
)]
− f(x)
)
µN(du), x ∈ EN ,
where β(Nx, u) ∼ Bin(Nx, u), and for any i ∈ [Nx]0, H(N,N(1 − x), i) ∼ Hyp(N,N(1 − x), i) are
independent.
The dynamic of the graphical representation is as follows: For each i, j ∈ [N ] with i 6= j, open (resp.
filled) arrowheads from level i to level j appear at rate σN/N (resp. 1/N). For each i ∈ [N ], open circles
(resp. crosses) appear at level i at rate θNν0 (resp. θNν1). For each k ∈ [N ], every group of k lines is
subject to a simultaneous reproduction at rate
σN,k :=
∫
(0,1)
yk(1− y)N−kµ(dy),
where the set of k descents is chosen uniformly at random among the N individuals, and k open arrow-
heads are drawn uniformly at random from the k parents to the k descents.
2.3. The Wright–Fisher diffusion in random environment. In this section we are interested in the
Wright–Fisher diffusion in random environment described in the introduction. The next result establishes
the well-posedness of the SDE (1.3).
Proposition 2.2 (Existence and uniqueness). Let σ, θ ≥ 0, ν0, ν1 ∈ [0, 1] with ν0 + ν1 = 1. Let J be a
pure-jump subordinator with Lévy measure µ supported in (0, 1) and let B be a standard Brownian motion
independent of J . Then, for any x0 ∈ [0, 1], there is a pathwise unique strong solution (X(t))t≥0 to the
SDE (1.3) such that X(0) = x0. Moreover, X(t) ∈ [0, 1] for all t ≥ 0.
Remark 2.3. The Wright–Fisher diffusion defined via the SDE (1.3) with θ = 0 corresponds to [22, Eq.
(10)] with Ky, y ∈ (0, 1), being a random variable that takes the value 1 with probability 1 − y and the
value 2 with probability y.
Let us now consider J = (J(s))s≥0 and B = (B(s))s≥0 as in the previous theorem. Therefore, for any
t > 0, the solution of (1.3) in the time interval [0, t] is a measurable function of (B(s), J(s))s∈[0,t], which
we denote by F (B, J). We denote by PJ a regular version of the conditional law of F (B, J) given J ,
which is called the quenched probability measure. This allows us to write Pω for a.e. realization ω of J .
If P denotes the law of J , we called the annealed measure
P(·) =
∫
Pω(·)P (dω). (2.2)
We write (X(t))t≥0 and (X(ω, t))t≥0 for the solution of (1.3) under P and P
ω, respectively. The next
result provides the annealed convergence, under a suitable scaling of parameters and of time, of the
type-frequency of a sequence of Moran models to the Wright-Fisher diffusion in random environment.
Theorem 2.3 (Annealed convergence). Let J be a pure-jump subordinator with Lévy measure µ supported
in (0, 1), and set JN (t) := J(t/N), t ≥ 0. Assume in addition that
(1) NσN → σ and NθN → θ for some σ ≥ 0, θ ≥ 0 as N →∞.
(2) XN (JN , 0)→ x0 as N →∞.
Then, we have
(XN (JN , Nt))t≥0
(d)
====⇒
N→∞
(X(t))t≥0,
where X is the unique pathwise solution of (1.3) with X(0) = x0.
Remark 2.4. The analogous result of Theorem 2.3 in the context of discrete-time Wright–Fisher models
without mutations is covered by the fairly general result [6, Thm. 3.2] (see also [22, Thm 2.12]).
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For ω simple, the quenched law Pω can be alternatively defined as follows. Denote by t1 < · · · < tk
the jumps of ω in [0, T ]. If X(ω, 0) = x0, X(ω, ·) evolves in [0, t1) as the solution of (1.1) starting at
x0. In the intervals [ti, ti+1), XN (ω, ·) evolves as the solution of (1.1) starting at X(ω, ti). Moreover, if
X(ω, ti−) = x, then X(ω, ti) = x+x(1−x)∆ω(ti). The next result extends Theorem 2.3 to the quenched
setting for simple environments.
Theorem 2.4 (Quenched convergence). Let ω ∈ D⋆ be a simple environment and set ωN (t) = ω(t/N),
t ≥ 0. Assume in addition that
(1) NσN → σ and NθN → θ for some σ ≥ 0, θ ≥ 0 as N →∞.
(2) XN (ωN , 0)→ X(ω, 0) as N →∞.
Then, we have
(XN (ωN , Nt))t≥0
(d)
====⇒
N→∞
(X(ω, t))t≥0.
Remark 2.5. Recall that if J is a compound Poisson process, then almost every environment is simple. In
this case, Theorem 2.4 tell us that the quenched convergence holds for P -almost every environment. We
conjecture that this is true in general. In fact, we prove the tightness of the sequence (XN (ωN , Nt))t≥0
for any environment ω, see Proposition 4.3. In order to get the desired conclusion, it would be enough
to prove the continuity of ω 7→ X(ω, ·). Unfortunately, since the diffusion term in (1.3) is not Lipschitz,
the standard techniques used to prove this type of result fail. Developping new techinques to cover
non-Lipschitz diffusion coefficients is out of the scope of this paper.
2.4. The ancestral selection graph. The aim of this section is to generalize the construction of the
classical ancestral selection graph (ASG) of Krone and Neuhauser [32, 36] to include the effect of the
random environment. In order to motivate our definition, we briefly explain in Section 2.4.1 how to
read off the ASG in a Moran model in deterministic pure-jump environment on the basis of its graphical
representation. Inspired by this construction, we define in Section 2.4.2 the ASG for the Wright–Fisher
process in random environment under the annealed and the quenched measure.
2.4.1. Reading off the ancestries in the Moran model. The ancestral selection graph (ASG) was introduced
by Krone and Neuhauser in [32] (see also [36]) to study the genealogical relations of an untyped sample
taken from the population at present, in the diffusion limit of the Moran model with mutation and
selection. In this section we adapt this construction to the Moran model in deterministic pure-jump
environment described in Section 2.1.1.
Let us fix a pure-jump environment ω. Consider a realization of the interactive particle system associated
to the Moran model described in Section 2.1.1 in the time interval [0, T ]. We start with a sample of n
individuals at time T , and we trace backward in time (from right to left in Figure 2) the lines of their
potential ancestors; the backward time β ∈ [0, T ] corresponds to the forward time t = T − β. When a
neutral arrow joins two individuals in the current set of potential ancestors, the two lines coalesce into a
single one, the one at the tail of the arrow. When a neutral arrow hits from outside a potential ancestor,
the hit line is replaced by the line at the tail of the arrow. When a selective arrow hits the current set of
potential ancestors, the individual that is hit has two possible parents, the incoming branch at the tail and
the continuing branch at the tip. The true parent depends on the type of the incoming branch, but for the
moment we work without types. These unresolved reproduction events can be of two types: a branching
event if the selective arrow emanates from an individual outside the current set of potential ancestors,
and a collision event if the selective arrow links two current potential ancestors. Note that at the jumping
times of the environment, multiple lines in the ASG can be hit by selective arrows, and therefore, multiple
branching and collision events may occur simultaneously. Mutations remain superposed on the lines of
the ASG. The object that results applying this procedure up to time β = T is called the Moran-ASG in
[0, T ] in pure-jump environment. It contains all the lines that are potentially ancestral (ignoring mutation
events) to the sampled lines at time t = T , see Fig. 2. Note that, since the number of events occurring
in [0, T ] is almost surely finite (see Remark 2.1), the ASG in [0, T ] is well-defined.
Given an assignment of types to the lines present in the ASG at time t = 0, we can extract the true
genealogy and determine the types of the sampled individuals at time T . For this, we propagate types
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Figure 2. The ASG corresponding to the realization of the Moran interactive particle system given in Fig. 1.
Forward time runs from left to right and backward time from right to left.
forward in time along the lines of the ASG taking into account mutations and reproductions, with the
rule that if a line is hit by a selective arrow, the incoming line is the ancestor if and only if it is of
type 0, see Figure 3. This rule is called the pecking order. Proceeding in this way, the types in [0, T ] are
determined along with the true genealogy.
2.4.2. The ASG for the Wright–Fisher process in random/deterministic environment. The aim of this
section is to associate an ASG to the Wright–Fisher diffusion in random/deterministic environment. In
contrast to the Moran model setting described in Section 2.1.1, we do not dispose here of a graphical
representation for the forward process. One option would be to provide such a graphical construction in
the spirit of the lookdown construction of [4]. However, we opt here for the following alternative strategy.
We first consider the graphical representation of a Moran model with parameters σ/N , θ/N , ν0, ν1 and
environment ωN (·) = ω(·/N), and we speed up time by N . Next, we sample n individuals at time T and
we construct the ASG as in Section 2.4.1.
Now, replace ω by a pure-jump subordinator J with Lévy measure µ supported in (0, 1). Note that
the Moran-ASG in [0, T ] evolves according to the time reversal of J . The latter is the subordinator
J¯T := (J¯T (β))β∈[0,T ] with J¯
T (β) := J(T )− J((T − β)−), which has the same law as J (its law does not
depend on T ). Hence, a simple asymptotic analysis of the rates and probabilities for the possible events
leads to the following definition.
Definition 2.5 (The annealed ASG). The annealed ancestral selection graph with parameters σ, θ, ν0, ν1,
and environment driven by a pure-jump subordinator with Lévy measure µ, associated to a sample of
the population of size n at time T is the branching-coalescing particle system (G(β))β≥0 starting with n
lines and with the following dynamic.
• each line splits into two lines, an incoming line and a continuing line, at rate σ.
• every given pair of lines coalesce into a single line at rate 2.
• every group of k lines is subject to a simultaneous branching at rate
σm,k :=
∫
(0,1)
yk(1− y)m−kµ(dy),
where m denotes the total number of lines in the ASG before the simultaneous branching event.
At the simultaneous branching event, each line in the group involved splits into two lines, an
incoming line and a continuing line.
• each line is decorated by a beneficial mutation at rate θν0.
• each line is decorated by a deleterious mutation at rate θν1.
DC
I
1
1
1
DC
I
0
1
0
DC
I
1
0
0
DC
I
0
0
0
Figure 3. The descendant line (D) splits into the continuing line (C) and the incoming line (I). The incoming line
is ancestral if and only if it is of type 0. The true ancestral line is drawn in bold.
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In order to define the ASG in the quenched setting, there are two natural approaches.
The first approach builds on the following observations. The line-counting process of the annealed ASG
K := (K(β))β≥0, i.e. the process that keeps track of the evolution of the number of lines in the ASG, is
non-explosive (this will follow from Lemma 2.18). Moreover, K can be constructed as the strong solution
of a pure-jump SDE driven by the subordinator J¯T and other two independent Poisson processes taking
into account coalescences and non-environmental branchings. This allows us to define the quenched line-
counting process, K ω¯ := (K ω¯(β))β≥0 for almost every realization ω¯ of the environment by means of a
regular version of the conditional law of K given J¯T (i.e. the quenched law). Given a realization of K ω¯ it
is straightforward to construct the quenched ASG: (1) at any jump of K ω¯ choose uniformly at random the
lines that are involved in the event (an increase or decrease of K ω¯ leads to a branching or a coalescence,
respectively), (2) decorate the lines in the ASG, independently, with beneficial and deleterious mutations
at rate θν0 and θν1, respectively.
The second approach is more natural, but technically more involved. It will allow us to generalize the
definition of the quenched ASG for any environment. The formal definition is as follows.
Definition 2.6 (The quenched ASG in a fixed environment). Let ω : R → R be a fixed environment.
The quenched ancestral selection graph with parameters σ, θ, ν0, ν1, and environment ω, associated to
a sample of the population of size n at time T is a branching-coalescing particle system (GT (ω, β))β≥0
starting at β = 0− with n lines and with the following dynamic.
• each line splits into two lines, an incoming line and a continuing line, at rate σ.
• every given pair of lines coalesce into a single line at rate 2.
• if at time β, we have ∆ω(T − β) > 0, then any line splits into two lines, an incoming line and a
continuing line, with probability ∆ω(T − β), independently from the other lines.
• each line is decorated by a beneficial mutation at rate θν0.
• each line is decorated by a deleterious mutation at rate θν1.
It is plain that the branching-coalescing particle system (GT (ω, β))β≥0 is well defined in the case where
the environment ω is simple. However, this is not trivial for environments ω that are not simple. The
justification of the previous definition in the general case is given by the following proposition.
Proposition 2.7 (Existence of the quenched ASG). Let ω : R → R be a fixed environment. For any
n ∈ N and T > 0, there exists a branching-coalescing particle system (GT (ω, β))β≥0 starting at β = 0−
with n lines, that almost surely contain finitely many lines at each time β ∈ [0, T ], and that satisfies the
requirements of Definition 2.6.
2.5. Type frequency via the killed ASG: a moment duality. The aim of this section is to relate
the type-0 frequency process X to the ASG. We start with an heuristic reasoning that leads to the
definitions of the killed ASG in the annealed and quenched case respectively. Let us assume that the
proportion of fit individuals at time 0 is equal to x ∈ [0, 1]. Conditionally on X(T ), the probability of
sampling independently n unfit individuals at time t equals (1 − X(T ))n. Now, consider the annealed
ASG associated to the n sampled individuals in [0, T ] and assign randomly types independently to each
line present in the ASG at time β = T according to the initial distribution (x, 1 − x). In the absence
of mutations, the n sampled individuals are unfit if and only if all the lines in the ASG at time β = T
are assigned the unfit type (since at any selective event a fit individual can only be replaced by another
fit individual). Therefore, if R(T ) denotes the number of lines present in the ASG at time β = t, then
conditionally on R(T ), the probability that the n sampled individuals are unfit is (1− x)R(T ). We would
then expect to have
E[(1−X(T ))n | X(0) = x] = E[(1 − x)R(T ) | R(0) = n].
Mutations determine the types of some of the lines in the ASG even before we assign types to the lines
at time T . Hence, we can pruned away from the ASG all the sub-ASGs arising from a mutation event.
If in the pruned ASG there is a line ending in a beneficial mutation, then we can infer that at least one
of the sampled individuals has the fit type. If all the lines end up in a deleterious mutation, then we can
infer directly that all the sampled individuals are unfit. In the remaining case, the sampled individuals
MORAN MODEL AND WRIGHT-FISHER DIFFUSION IN RANDOM ENVIRONMENT 11
are all unfit if and only if all the lines present at time T in the pruned ASG are assigned the unfit type.
This motivates the following definition.
Definition 2.8 (The annealed killed ASG). The annealed killed ASG with parameters σ, θ, ν0, ν1, and
environment driven by a pure-jump subordinator with Lévy measure µ, associated to a sample of the
population of size n is the branching-coalescing particle system (G†(β))β≥0 starting with n lines and with
the following dynamic.
• each line splits into two lines, an incoming line and a continuing line, at rate σ.
• every given pair of lines coalesce into a single line at rate 2.
• every group of k lines is subject to a simultaneous branching at rate σm,k, where m denotes the
total number of lines in the ASG before the simultaneous branching event. At the simultaneous
branching event, each line in the group involved splits into two lines, an incoming line and a
continuing line.
• each line is killed at rate θν1.
• each line sends the process to the cemetery state † at rate θν0.
A similar reasoning leads, in the quenched case, to the following definition.
Definition 2.9 (The quenched killed ASG). Let ω : R→ R be a fixed environment. The quenched killed
ASG with parameters σ, θ, ν0, ν1, and environment ω, associated to a sample of the population of size n
at time T is the branching-coalescing particle system (GT† (ω, β))β≥0 starting at β = 0− with n lines and
with the following dynamic.
• each line splits into two lines, an incoming line and a continuing line, at rate σ.
• every given pair of lines coalesce into a single line at rate 2.
• if at time β, we have ∆ω(T − β) > 0, then any particle lines splits into two lines, an incoming
line and a continuing line, with probability ∆ω(T − β), independently from the other lines.
• each line is killed at rate θν1.
• each line send the process to the cemetery state † at rate θν0.
Remark 2.6. The branching-coalescing system underlying the quenched killed ASG is well-defined as it
can be constructed on the basis of the quenched ASG (which is well-defined thanks to Proposition 2.6).
The formal annealed and quenched relations between the type-frequency process and the killed ASG are
established in the subsequent sections.
2.5.1. The annealed case. We start this section with the duality relation between the process X and the
line-counting process of the killed ASG.
For each β ≥ 0, we denote by R(β) the number of lines present in the killed ASG at time β, with the
convention that R(β) = † if G†(β) = †. The process R := (R(β))β≥0, called the line-counting process
of the killed ASG, is a continuous-time Markov chain with values on N†0 := N0 ∪ {†} and infinitesimal
generator matrix Qµ† := (q
µ
† (i, j))i,j∈N†0
defined via
qµ† (i, j) :=


i(i− 1) + iθν1 if j = i− 1,
i(σ + σi,1) if j = i+ 1,(
i
k
)
σi,k if j = i+ k, i ≥ k ≥ 2,
iθν0 if j = †,
−i(i− 1 + θ + σ)− ∫
(0,1)
(1 − (1− y)i)µ(dy) if j = i ∈ N0
0 otherwise.
(2.3)
If θ > 0 and ν0, ν1 ∈ (0, 1), the states 0 and † are absorbing for R.
Let J be a pure-jump subordinator with Lévy measure µ supported in (0, 1). Recall that X(J, ·) denotes
the strong solution of (1.3) as a function of the environment J . Since in the annealed case, backward and
forward environments have the same law, we can construct the line-counting process of the killed ASG
as the strong solution of an SDE involving J and and other four independent Poisson processes encoding
the non-environmental events. We denote it by (R(J, β))β≥0. The next result shows that, under this
coupling, X and R satisfy a relation that generalizes the moment duality.
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Theorem 2.10 (Reinforced/standard moment duality). For all x ∈ [0, 1], n ∈ N and T ≥ 0, and any
function f ∈ C2([0,∞)) with compact support,
E[(1−X(J, T ))nf(J(T ))|X(0) = x] = E[(1− x)R(J,T )f(J(T ))|R(0) = n]. (2.4)
with the convention (1 − x)† = 0 for all x ∈ [0, 1]. In particular, 1−X and R are moment dual, i.e.
E[(1−X(T ))n|X(0) = x] = E[(1 − x)R(T )|R(0) = n]. (2.5)
Remark 2.7. In the case θ = 0, (2.5) is a particular case of [22, Lemma 2.14].
Assuming that θ > 0 and ν0, ν1 ∈ (0, 1), we define, for n ∈ N0,
wn := P(∃β ≥ 0 : R(β) = 0 | R(0) = n),
the probability that R is eventually absorbed at 0 conditionally on starting at n. Clearly w0 = 1. The
following result is a consequence of Theorem 2.10.
Theorem 2.11 (Asymptotic type-frequency: the annealed case). Assume that θ > 0 and ν0, ν1 ∈ (0, 1).
Then the diffusion X has a unique stationary distribution πX ∈ M1([0, 1]). Let X(∞) be a random
variable distributed according to πX . Then X(t) converges in distribution to X(∞), independently of the
starting value of X. Moreover, for all n ∈ N, we have
E [(1−X(∞))n] = wn, (2.6)
and the absorption probabilities (wn)n≥0 satisfy
(σ + θ + n− 1)wn = σwn+1 + (θν1 + n− 1)wn−1 + 1
n
n∑
k=1
(
n
k
)
σn,k(wn+k − wn), n ∈ N. (2.7)
Remark 2.8. A quantity of interest for biologists to measure the diversity in a population is the Simpson
index. It represents the probability that two individuals, uniformly randomly chosen in the population,
have the same type. In our case it is given by S(t) := X(t)2+(1−X(t))2. If the types represent different
species, it gives a measure of bio-diversity. If the types represent two alleles of a gene for a given species,
it measures homozygosity. As a consequence of Theorem 2.11, one can express the moments of S(∞),
the asymptotic Simpson index, in term of the coefficients (wn)n≥0. In particular, we have
E[S(∞)] = E[X(∞)2 + (1−X(∞))2] = 1− 2w1 + 2w2.
2.5.2. The quenched case. Let us fix T ∈ R and an environment ω on ]−∞, T ]. Let (RT (ω, β))β≥0 be the
line-counting process of the killed ASG GT† (ω, ·). As in the annealed case, 0 and † are absorbing states,
when θ > 0 and ν0, ν1 ∈ (0, 1). The moment duality can be stated as follows.
Theorem 2.12 (Quenched moment duality). For P -almost every environment ω ∈ D⋆, we have
Eω [(1−X(ω, T ))n | X(ω, 0) = x] = Eω
[
(1− x)RT (ω,T−) | RT (ω, 0−) = n
]
, (2.8)
for all T > 0, x ∈ [0, 1], n ∈ N, with the convention (1− x)† = 0.
Note that in Theorem 2.14 we do not need to require that 0 nor T are continuity points of ω.
Let us now assume θ > 0 and ν0, ν1 ∈ (0, 1). This implies in particular that the process X(ω, ·) is
not absorbed at {0, 1}. As in the annealed case, one would like to use the previous moment duality to
characterize the asymptotic quenched distribution of X . However, in the quenched setting the situation
is more involved. The reason is that, for a given realization of the environment ω, as T tends to infinity,
the distribution of X(ω, T ) depends strongly on the environment near instant T (and weakly on the
environment that is far away in the past). Hence, unless ω is constant after some fixed time t0, X(ω, T )
will not converge in distribution when T goes to infinity (see Remark 2.9 below for the particular case of
a periodic environment). In contrast, for a given a realization of the environment ω in (−∞, 0], we will
see that the distribution of X(ω, 0), conditionally on X(ω,−T ) = x, has a limit distribution, and we will
characterize its law with the help of the moment duality (2.8).
For n ∈ N0, we define the absorption probabilities
Wn(ω) := P
ω(∃β ≥ 0 s.t. R0(ω, β) = 0 | R0(ω, 0−) = n).
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Clearly W0(ω) = 1.
Theorem 2.13 (Quenched type-frequency from the distant past). Assume that θ > 0 and ν0, ν1 ∈ (0, 1).
Then, for P -a.e environment ω, and for any x ∈ (0, 1), the distribution of X(ω, 0) conditionally on
{X(ω,−T ) = x} has a limit distribution when T goes to infinity, that is a function of ω and that does
not depend on x. Moreover, this limit distribution Lω satisfies∫ 1
0
(1− y)nLω(dy) = Wn(ω), n ∈ N, (2.9)
and the convergence of moments is exponential, i.e.
|Eω [(1−X(ω, 0))n | X(ω,−T ) = x]−Wn(ω)| ≤ e−θν0T , n ∈ N. (2.10)
Remark 2.9. If ω is a periodic environment on [0,∞) with period Tp > 0, then the proof of Theorem 2.13
allows to show that, for any x ∈ (0, 1) and r ∈ [0, Tp), the distribution of X(ω, nTp + r), conditionally
on {X(ω, 0) = x}, has a limit distribution Lωr , when n goes to infinity, which is a function of ω and
r, and does not depend on x. Furthermore, Lωr satisfies
∫ 1
0 (1 − y)nLωr (dy) = Wn(ωr), where ωr is the
periodic environment in (−∞, 0] defined by ωr(t) := ω(r+ t+(⌊−t/Tp⌋+1)Tp) for any t ∈ (−∞, 0]. The
convergence of moments is also exponential as in (2.10).
2.5.3. Quenched case for simple environments. In what follows, we assume that ω is simple. In this case
(RT (ω, β))β≥0 has transitions with rates (q
0
† (i, j))i,j∈N†0
(i.e µ = 0 in (2.3)) between the jumping times of
ω. In addition, at each time β ≥ 0 such that ∆ω(T − β) > 0, we have
∀i ∈ N, ∀k ∈ [i]0, Pω(RT (ω, β) = i+ k | RT (ω, β−) = i) =
(
i
k
)
(∆ω(T − β))k(1 −∆ω(T − β))i−k .
In other words, conditionally on {RT (ω, β−) = i}, RT (ω, β) ∼ i+ Y where Y ∼ Bin(i,∆ω(T − β)).
Theorem 2.14 (Quenched moment duality for simple environments). The statements of Theorems 2.12
and 2.13 holds true for any simple environment ω.
The proof of the first part of 2.14 uses different arguments as the one used in the proof 2.12. The proof
of the second part, is covered in the proof of Theorem 2.13.
Under the additional assumption that the selection parameter σ is equal to zero, we can go further and
express Wn(ω) as a function of the environment ω. This will be possible thanks to the following explicit
diagonalization of the matrix Q0† (the transition matrix of the process R under the null environment).
Lemma 2.15. Assume that σ = 0 and set, for k ∈ N†0, λ†k := −q0†(k, k), and, for k ∈ N, γ†k := q0† (k, k−1).
In addition, let
• D† be the diagonal matrix with diagonal entries (−λ†i )i∈N†0 .
• U† := (u†i,j)i,j∈N†0 , where u
†
†,† := 1 and u
†
†,j := 0 for j ∈ N0, and, for i ∈ N0
u†i,j :=
i∏
l=j+1
(
γ†l
λ†l − λ†j
)
for j ∈ [i]0, u†i,j := 0, for j > i and u†i,† := θν0
i∑
k=1
k
λ†k
i∏
l=k+1
γ†l
λ†l
, (2.11)
• V† := (v†i,j)i,j∈N†0 , where v
†
†,† := 1 and v
†
†,j := 0 for j ∈ N0, and, for i ∈ N
v†i,j :=
i−1∏
l=j
(
−γ†l+1
λ†i − λ†l
)
for j ∈ [i]0, v†i,j := 0, for j > i and v†i,† :=
−θν0
λ†i
i∑
k=1
k
i−1∏
l=k
(
−γ†l+1
λ†i − λ†l
)
, (2.12)
with the convention that an empty sum equals 0 and an empty product equals 1. Then, we have
Q0† = U†D†V† and U†V† = V†U† = Id.
Now, we consider the polynomials P †k , k ∈ N0, defined via
P †k (x) :=
k∑
i=0
v†k,i x
i, x ∈ [0, 1]. (2.13)
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In addition, for z ∈ (0, 1), we define the matrices B(z) := (Bi,j(z))i,j∈N†0 and β
†(z) := (β†i,j(z))i,j∈N†0
via
Bi,j(z) :=


P(i+Bi(z) = j) for i, j ∈ N,
1 for i = j ∈ {0, †},
0 otherwise.
and β†(z) = U⊤† B(z)⊤V ⊤† , (2.14)
where Bi(z) ∼ Bin(i, z). It will be justified in the proof of Theorem 2.16 that the matrix product defining
β†(z) is well-defined.
Theorem 2.16. Assume that σ = 0, θ > 0 and ν0, ν1 ∈ (0, 1). Let ω be a simple environment. Denote
by N := N(T ) the number of jumps of ω in (−T, 0) and let (Ti)Ni=1 be the sequence of those jumps in
decreasing order, and set T0 := 0. For any m ∈ [N ], we define the matrix A†m(ω) := (A†,mi,j (ω))i,j∈N†0 via
A†m(ω) := β
†(∆ω(Tm)) exp ((Tm−1 − Tm)D†) . (2.15)
Then, for all x ∈ (0, 1), n ∈ N, we have
Eω [(1−X(ω, 0))n|X(ω,−T ) = x] =
n2N∑
k=0
C†n,k(ω, T )P
†
k (1− x), (2.16)
where the matrix C†(ω, T ) := (C†n,k(ω, T ))k,n∈N†0
is given by
C†(ω, T ) := U†
[
A†N (ω)A
†
N−1(ω) · · ·A†1(ω)
]⊤
exp ((TN + T )D†) , (2.17)
with the convention that an empty product of matrices is the identity matrix.
Moreover, for all n ∈ N,
Wn(ω) = C
†
n,0(ω,∞) := lim
T→∞
C†n,0(ω, T ) = lim
T→∞
(
U†
[
A†N(T )(ω)A
†
N(T )−1(ω) · · ·A†1(ω)
]⊤)
n,0
, (2.18)
where the previous limits are well-defined.
Remark 2.10. It will be justified in the proof of Theorem 2.16 that the matrix products appearing in
(2.15) and (2.17) are well-defined.
Remark 2.11. Note that if ω has no jumps in (−T, 0), then N(T ) = 0 and TN(T ) = T0 = 0. Hence,
Eq.(2.17) reads C†(ω, T ) = U† exp(TD†). In particular, for the null-environment, we obtainWn(0) = u
†
n,0.
Remark 2.12. Recall the definition of the Simpson index in Remark 2.8. As a consequence of the previous
results, we can give an expression for the moments of S(ω,∞), the limit of the quenched Simpson index.
In particular, under the assumptions of Theorem 2.16, we have
Eω [S(ω,∞)] = Eω[X(ω,∞)2 + (1−X(ω,∞))2] = 1− 2C†1,0(ω,∞) + 2C†2,0(ω,∞).
Remark 2.13. If ω is a simple periodic environment on (−∞, 0] with period Tp > 0 then (2.18) can be
re-written as Wn(ω) = limm→∞(U†B(ω)
m)n,0 where B(ω) := [A
†
N(Tp)
(ω)A†N(Tp)−1(ω) · · ·A
†
1(ω)]
⊤.
2.5.4. Mixed environments. In Section 7, we consider the case where the environment in the recent past
is subject to a big perturbation. To model this, we work with a mixed environment that is random and
stationary in the distant past and deterministic close to the present. In this scenario, we obtain a formula
(7.4) for the moments of the diffusion X . The result is obtained by applying Theorem 2.16 and Theorem
2.11, and is expressed in term of the coefficients wn, C
†
n,k(ω, T ), and v
†
i,j .
2.6. Ancestral type distribution via the pruned lookdown ASG. In contrast to section 2.5, where
the focus was on the study of the distribution of the type-frequency, in this section we are interested in
the ancestral type distribution. Heuristically it represents the probability that the individual from time 0,
who is the ancestor of the entire population after some time, is of the fit type. The biological motivation
to study this quantity is that it measures how being of the fit type for one given gene favors the offspring
of an individual and therefore the survival of its other genes. We start by making this notion precise.
Consider a realization GT := (G(β))β∈[0,T ] of the annealed ASG in [0, T ] started with one line, representing
an individual sampled at forward time T . For β ∈ [0, T ], let Vβ be the set of lines present at time β in GT .
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Consider a function c : VT → {0, 1} representing an assignement of types to the lines in VT . Given GT
and c, we propagate types (forward in time) along the lines of GT keeping track, at any time β ∈ [0, T ],
of the true ancestor in VT of each line in Vβ . We denote by ac(GT ) the type of the ancestor in VT of the
single line in V0. Assume that, under Px, c assigns independently to each line type 0 with probability x
and type 1 with probability 1− x. We call annealed ancestral type distribution at time T to
hT (x) := Px(ac(GT ) = 0), x ∈ [0, 1].
Now, consider an environment ω and let GT (ω) := (GT (ω, β))β∈[0,T ] be the corresponding quenched ASG
in [0, T ] started with one line, representing the individual sampled at forward time T . For β ∈ [0, T ], let
Vβ(ω) be the set of lines present at time β in GT (ω). For a given type assignement c : VT (ω)→ {0, 1} to
the lines in VT (ω), we proceed as in the annealed case and denote by ac(GT (ω)) the type of the ancestor
in VT (ω) of the single line in V0(ω). We call quenched ancestral type distribution at time T to
hωT (x) := P
ω
x (ac(GT (ω)) = 0), x ∈ [0, 1],
where, under Pωx , c assigns independently to each line in VT (ω) type 0 with probability x and type 1 with
probability 1− x.
In the case of the null environment, the ancestral type distribution can be expressed in terms of the line-
counting process of the pruned lookdown ASG (pruned LD-ASG), see [33]. The main goals of this section
are: a) to incorporate the effect of the environment in the construction of the pruned LD-ASG, b) to
express the annealed and quenched ancestral type distributions in terms the corresponding line-counting
processes, and c) to infer their asymptotic behavior as T tends to infinity.
2.6.1. The pruned LD-ASG. In this section, we adapt the construction of the pruned LD-ASG to in-
corporate the effect of the environment. The following construction is done from the ASG both in the
annealed and quenched setting. For the quenched setting, let us mention that the existence of the ASG
is guaranteed by Proposition 2.7 for any environment. In particular, the following construction holds for
general environments ω (i.e. ω is not assumed to be simple). We first build the lookdown-ASG (LD-
ASG), which consists in attaching levels to each line in the ASG encoding the hierarchy given by the
pecking order. This is done as follows. Consider a realization of the (annealed or quenched) ASG in [0, T ]
starting with one line. The starting line gets level 1. When two lines, one with level i and the other with
level j > i, coalesce, the resulting line is assigned level i; the level of each line with level k > j before
the coalescence is decreased by 1. When a group of lines with levels i1 < i2 < . . . < iN experiences a
simultaneous branching, the incoming (resp. continuing) line of the descendant line with level ik gets
level ik + k− 1 (resp. ik + k), respectively; a line having level j before the branching, with ik < j < ik+1
gets level j + k; a line having level j > iN before the branching gets level j +N . Mutations do not affect
the levels. See Fig. 4(left) for an illustration.
On the basis of the LD-ASG the pruned LD-ASG is obtained via an appropriate pruning of its lines.
In order to describe this pruning procedure, we need first to identify a special line in the LD-ASG: the
immune line. The immune line at time β is the line in the ASG present at time β that is the ancestor of
the starting line if all the lines at time β are assigned the unfit type. In the absence of mutations, the
immune line evolves according to the following rules:
• It only changes at coalescence or branching times involving the current immune line.
• At a coalescence event involving the immune line, the merged line becomes the immune line.
• If the immune line is subject to a branching, then the continuing line becomes the immune line.
In the presence of mutations, the pruned LD-ASG is constructed simultaneously with the immune line
as follows. Let β1 < · · · < βn be the times at which mutations occur in the LD-ASG in [0, T ]. In the
time interval [0, β1) the pruned LD-ASG coincides with the LD-ASG and the immune line evolves as
described above. Assume now that we have constructed the pruned LD-ASG together with its immune
line up to time βi−, where the pruned LD-ASG contains N lines and the immune line has level k0 ∈ [N ].
The pruned LD-ASG is extended up to time βi according to the following rules:
• If at time βi, a line with level k 6= k0 at βi−, is hit by a deleterious mutation, we stop tracing
back this line; all the other lines are extended up to time βi; all the lines with level j > k at
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Figure 4. LD-ASG (left) and its pruned LD-ASG (right). In the LD-ASG levels remain constant between the
vertical dashed lines, in particular, they are not affected by mutation events. In the pruned LD-ASG, lines are
pruned at mutation events, where an additional updating of the levels takes place. The bold line in the pruned
LD-ASG represents the immune line.
time βi− decrease their level by 1 and the others keep their levels unchanged; the immune line
continues on the same line (possibly with a different level).
• If at time βi−, the line with level k0 at βi− is hit by a deleterious mutation, we extend all the
lines up to time βi; the immune line gets level N , but remains on the same line; all the lines
having at time βi− a level j > k0 decrease their level by 1, the others keep their levels unchanged.
• If at time βi, a line with level k is hit by a beneficial mutation, we stop tracing back all the lines
with level j > k; the remaining lines are extended up to time βi, keeping their levels; the line hit
by the mutation becomes the immune line.
In the time intervals [βi, βi+1), i ∈ [n− 1], and [βn, T ], the pruned LD-ASG evolves as the LD-ASG, and
the immune line as in the case without mutations.
The pruning procedure has been defined so that the true ancestor always belongs to the pruned LD-ASG
and so that the following result holds true.
Lemma 2.17 (Theorem 4 in [33]). If we assign types at instant 0 in the pruned LD-ASG, the true
ancestor is the line of type 0 with smallest level or, if all lines have type 1, it is the immune line.
The proof of Theorem 4 in [33] can be adapted in a straightforward way to prove Lemma 2.17. The basic
idea is to treat simultaneous branching events locally as simple branching events.
So far we have defined the pruned LD-ASG in a static way (as a function of a realization of the ASG).
We can also provide definitions for the annealed and quenched pruned LD-ASG analogous to Definitions
2.8 and 2.9. However, thanks to Lemma 2.17, in order to compute the ancestral type distribution, it
is enough to keep track of the number of lines in the pruned LD-ASG. Hence, we will directly provide
definitions for the corresponding line-counting processes.
2.6.2. Ancestral type distribution: the annealed case. We first describe the dynamic of the line-counting
process associated to the pruned LD-ASG and relate it with hT (x). Next, we provide a expression for
hT (x) and study its limit behavior as T →∞.
By construction, the line-counting process of the annealed pruned LD-ASG, denoted by L := (L(β))β≥0,
is a continuous-time Markov chain with values on N and generator matrix Qµ := (qµ(i, j))i,j∈N given by
qµ(i, j) :=


i(i− 1) + (i− 1)θν1 + θν0 if j = i− 1,
i(σ + σi,1) if j = i+ 1,(
i
k
)
σi,k if j = i+ k, i ≥ k ≥ 2,
θν0 if 1 ≤ j < i− 1,
−(i− 1)(i+ θ)− iσ − ∫
(0,1)
(1 − (1− y)i)µ(dy) if j = i
0 otherwise.
(2.19)
The next result provides an important feature of the process L
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Lemma 2.18 (Positive recurrence). The process L is positive recurrent.
As a consequence, L admits a unique stationary distribution that we denote by πL. We let L∞ be a
random variable with law πL. The following result provides the formal relation between the pruned
LD-ASG and the ancestral type distribution.
Proposition 2.19. For all T ≥ 0 and x ∈ [0, 1],
hT (x) = 1− E[(1 − x)L(T ) | L(0) = 1]. (2.20)
Moreover, h(x) := limT→∞ hT (x) is well-defined, and
h(x) =
∑
n≥0
x(1− x)nP(L∞ > n). (2.21)
In the absence of mutations, the previous proposition leads to the following result.
Corollary 2.20. If θ = 0, then, for any T > 0 and x ∈ [0, 1],
hT (x) = E[X(T ) | X(0) = x].
Moreover, conditional on X(0) = x, the limit of X(T ) when T →∞ is almost surely well-defined and is
a Bernoulli random variable with parameter h(x). In particular, the absorbing states 0 and 1 are both
accessible from any x ∈ (0, 1).
Remark 2.14. We point out that the accessibility of both boundaries given in the previous result is not
covered by the criteria given in [22, Thm. 3.2]. The latter holds for a fairly general class of neutral
reproduction mechanisms, but excludes the possibility of a diffusive term.
The next result characterizes the tail probabilities an := P(L∞ > n), n ∈ N0.
Theorem 2.21 (Fearnhead’s type recursion). For all n ≥ 1, we have
(σ + θ + n+ 1) an = σ an−1 + (θν1 + n+ 1) an+1 +
1
n
n∑
j=1
γn+1,j (aj−1 − aj), n ∈ N, (2.22)
where γi,j :=
∑j
k=i−j
(
j
k
)
σj,k.
2.6.3. Ancestral type distribution: the quenched case. In this section the environment ω on (−∞,∞) is
fixed. We first describe the dynamic of the line-counting process associated to the pruned LD-ASG and
relate it with hωT (x). Next, we provide an expression for h
ω
T (x) and study its limit when T →∞.
Let us fix T ∈ R and let (LT (ω, β))β≥0 be the line-counting process of the quenched pruned LD-ASG
constructed in Section 2.6.1. From construction, (LT (ω, β))β≥0, is a continuous-time (in-homogeneous)
Markov process with values on N. (LT (ω, β))β≥0 has transitions at rates given by (q
0(i, j))i,j∈N (i.e µ = 0
in (2.19)) and in addition, at each time β ≥ 0 such that ∆ω(T − β) > 0, we have, for all i ∈ N and
k ∈ [i]0,
Pω(LT (ω, β) = i + k | LT (ω, β−) = i) =
(
i
k
)
(∆ω(T − β))k(1 −∆ω(T − β))i−k.
In other words, conditionally on {LT (ω, β−) = i}, we have LT (ω, β) ∼ i+ Y , where Y ∼ Bin(i,∆ω(s)).
In the case where ω is not simple, the fact that the line-counting process (LT (ω, β))β≥0 is well-defined
is guaranteed by the fact that the pruned LD-ASG constructed in Section 2.6.1 is well-defined and
contains almost surely finitely many lines at all times, which follows from the same statement for the
ASG (Proposition 2.7). The relation between the pruned LD-ASG and the ancestral type distribution
can be stated as follows.
Proposition 2.22. For all T > 0, x ∈ [0, 1], we have
hωT (x) = 1− Eω [(1− x)LT (ω,T−) | LT (ω, 0−) = 1]. (2.23)
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Remark 2.15. In the case θ = 0 and ω simple, the processes (RT (ω, β))β≥0 and (LT (ω, β))β≥0 both
coincides with the line-counting process of the quenched ASG. In particular, combining Theorem 2.14
together with Proposition 2.22 leads to hωT (x) = E[X(ω, T ) | X(ω, 0) = x]. Moreover, the diffusion
X(ω, ·) is eventually almost surely absorbed at {0, 1}. In particular, hω(x), the limit of hωT (x) as T →∞,
exists and equals the probability of fixation of the fit type.
In contrast to the annealed case, in the quenched case the line-counting process of the pruned LD-ASG
does not have a stationary distribution. However, for the limit of hωT (x) when T →∞ to be well-defined,
we only need that the distribution of LT (ω, T−) admits a limit when T →∞. The next theorem provides
such a convergence result.
Theorem 2.23. Assume that either 1) θν0 > 0, or 2) ω is simple, has infinitely many jumps on [0,∞)
and the distance between the successive jumps does not converge to 0. Then, for any n ∈ N, the distribution
of LT (ω, T−) conditionally on {LT (ω, 0−) = n} has a limit distribution µω ∈ M1(N), when T → ∞,
that does not depend on n. In particular, the limit hω(x) := limT→∞ h
ω
T (x) is well-defined and
hω(x) := 1−
∞∑
n=1
µω({n})(1− x)n. (2.24)
Moreover, if θν0 > 0, then for any x ∈ [0, 1] and t > 0 we have
|hω(x)− hωT (x)| ≤ 2e−θν0T . (2.25)
Note that condition 2) is almost surely satisfied when ω is given by a realization of a Poisson compound
process. Under Assumption 2) and the additional assumption that the selection parameter σ equals to
zero, we can go further and express hωT (x) as a function of the environment ω. The next result will be
crucial in order to obtain the expression for hωT (x).
Lemma 2.24. Assume that σ = 0 and set, for k ∈ N, λk := −q0(k, k), and, for k ∈ N, γk := q0(k, k−1).
In addition, let
• D be the diagonal matrix with diagonal entries (−λi)i∈N.
• U := (ui,j)i,j∈N where, for all i ∈ N, ui,i = 1, ui,j = 0 for j > i and, when i ≥ 2, ui,i−1 :=
γi/(λi − λi−1) and the coefficients (ui,j)j∈[i−2] are defined via the recurrence relation
ui,j :=
1
λi − λj

γiui−1j + θν0

i−2∑
l=j
ulj



 . (2.26)
• V := (vi,j)i,j∈N where, for all i ∈ N, vi,i = 1, vi,j = 0 for j > i and, when i ≥ 2, the coefficients
(vi,j)j∈[i−1] are defined via the recurrence relation
vi,j :=
−1
(λi − λj)



 i∑
l=j+2
vi,l

 θν0 + vi,j+1γj+1

 . (2.27)
with the convention that an empty sum equals 0. Then, we have
Q = UDV and UV = V U = Id.
Remark 2.16. Lemma 2.24 can be proved the same way as Lemma 2.15 so its proof will be omitted.
Now, we consider the polynomials Pk, k ∈ N defined via
Pk(x) :=
k∑
i=0
vk,ix
i. (2.28)
In addition, for z ∈ (0, 1), we define the matrices B(z) := (Bi,j(z))i,j∈N and β(z) := (βi,j(z))i,j∈N via
Bi,j(z) := P(i+Bi(z) = j), i, j ∈ N and β(z) = U⊤B(z)⊤V ⊤, (2.29)
where Bi(z) ∼ Bin(i, z). The fact that the matrix product defining β(z) is well-defined can be justified
similarly as in the proof of Theorem 2.16 where we show that β†(z), defined in (2.14), is well-defined.
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Theorem 2.25. Assume that σ = 0 and let ω be a simple environment with infinitely many jumps on
[0,∞) and such that the distance between the successive jumps does not converge to 0. Let N be the
number of jumps of ω in (0, T ) and let (Ti)
N
i=1 be the sequence of those jumps in increasing order. We
set T0 := 0 for convenience. For any m ∈ [N ], we define the matrix Am(ω) := (Ami,j(ω))i,j∈N by
Am(ω) := exp ((Tm − Tm−1)D)β(∆ω(Tm)). (2.30)
Then for all x ∈ (0, 1), n ∈ N, we have
hωT (x) = 1−
2N∑
k=1
C1,k(ω, T )Pk(1− x), (2.31)
where the matrix C(ω, T ) := (Cn,k(ω, T ))k,n∈N is given by
C(ω, T ) := U exp ((T − TN)D) [A1(ω)A2(ω) · · ·AN (ω)]⊤ . (2.32)
Moreover, for any x ∈ (0, 1),
hω(x) = 1−
+∞∑
k=1
C1,k(ω,∞)Pk(1− x), (2.33)
where the series in (2.33) is convergent and where
C1,k(ω,∞) := lim
m→+∞
(
U [A1(ω)A2(ω) · · ·Am(ω)]⊤
)
1,k
, (2.34)
and the above limit is well-defined.
Remark 2.17. The fact that the matrix products (2.30) and (2.32) are well-defined can be justified
similarly as in the proof of Theorem 2.16.
3. Moran models: continuity with respect to the environment
In this section, we aim to prove Theorem 2.1, which states, in the context of a Moran model population,
the continuity of the type-frequency process with respect to the environment. On the one side, the paths
of the type-frequency process are considered as elements of DT , which is endowed with the J1-Skorokhod
topology, i.e. the topology induced by the Billingsley metric metric d0T defined in Appendix A. On the
other hand, the environment is described by means of a function in the set
D⋆T := {ω ∈ DT : ω(0) = 0, ∆ω(t) ∈ [0, 1) for all t ∈ [0, T ], ω is non-decreasing and pure-jump},
which is endowed with the topology induced by the metric d⋆T defined in Appendix A.
Let us denote by µN (ω) the law of (XN (ω, t))t∈[0,T ]. Theorem 2.1 states the continuity of the mapping
ω 7→ µN (ω), where the set of probability measures on DT is equipped with the topology of weak conver-
gence of measures. We will use the fact that the topology of weak convergence of probability measures on a
complete and separable metric space (E, d) is induced by the metric ̺E defined in Appendix B.We will also
prove some results about uniform convergence of finite dimensional distributions. For this we introduce
some notation. For ω ∈ D⋆T , n ∈ N and ~r := (ri)i∈[n] ∈ [0, T ]n, µ~rN (ω) denotes the law of (XN (ω, ri))i∈[n].
We consider [0, 1]n equipped with the distance d1 defined via d1((xi)i∈[n], (yi)i∈[n]) :=
∑
i∈[n] |xi − yi|.
We start with a result that will help us to get rid of the small jumps of the environment. For δ > 0 and
ω ∈ D⋆T , we define ωδ, ωδ ∈ DT via
ωδ(t) :=
∑
u∈[0,t]:∆ω(u)≥δ
∆ω(u) and ωδ(t) :=
∑
u∈[0,t]:∆ω(u)<δ
∆ω(u).
Clearly, ωδ is simple and ω = ωδ+ωδ. Moreover, ωδ → 0 pointwise as δ → 0, and hence for any t ∈ [0, T ],
d⋆t (ω, ω
δ) ≤
∑
u∈[0,T ]
|∆ω(u)−∆ωδ(u)| = ωδ(T ) −−−→
δ→0
0.
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Proposition 3.1. Let ω ∈ D⋆T , N ≥ 1, T > 0. Assume that, for any δ > 0, we have XN (ωδ, 0) =
XN (ω, 0), then
̺[0,T ]n(µ
~r
N (ω
δ), µ~rN (ω)) ≤ nωδ(r∗)eσr∗+ω(r∗), ∀~r ∈ [0, T ]n, n ∈ N, (3.1)
where r∗ := maxi∈[n] ri. Moreover,
̺DT (µN (ω
δ), µN (ω)) ≤ ωδ(T )e(1+σ)T+ω(T ). (3.2)
In particular,
(XN (ω
δ, t))t∈[0,T ]
(d)−−−→
δ→0
(XN (ω, t))t∈[0,T ].
Proof. For δ > 0, we couple in [0, T ] a Moran model with parameters (s, u, ν0, ν1) and environment ω to
a Moran model with parameters (s, u, ν0, ν1) and environment ω
δ (both of size N) by using: (1) the same
initial type configuration, (2) the same basic background, and (3) the same environmental background
(see Section 2.1.2 for the definitions of basic and environmental backgrounds).
For any t ∈ [0, T ] and a, b ∈ {0, 1}, we denote by Xa,bN (t) the proportion of individuals that at time t have
type a under the environment ω and type b under the environment ωδ. Clearly, we have
|XN (ωδ, t)−XN (ω, t)| = |X1,0N (t)−X0,1N (t)| ≤ X1,0N (t) +X0,1N (t) := ZN(t).
Note that ZN (t) corresponds to the proportion of individuals that have a different type at time t under ω
and ωδ. Let us assume that at time t a graphical element arises in the basic background. If the graphical
element corresponds to a mutation event, then ZN (t) ≤ ZN(t−). If the graphical element is a neutral
reproduction, we have
E[ZN (t) | ZN (t−)] = ZN (t−) + 1
N
ZN (t−)(1− ZN (t−))− 1
N
(1− ZN(t−))ZN (t−) = ZN (t−).
If the graphical element corresponds to a selective event, then
E[ZN (t) | ZN (t−)] ≤
(
1 +
1
N
)
ZN(t−).
Now, let us assume that 0 ≤ s < t ≤ T are such that the interval (s, t) does not contain jumps of ωδ
nor selective events. In particular, in this interval only the population driven by ω is affected by the
environment. Moreover, since neutral and mutation events do not increase the expected value of ZN (u),
u ∈ [0, T ], we obtain
E[ZN (t−) | ZN (s)] ≤ ZN (s) +
∑
u∈(s,t)
∆ω(u).
In addition, if at time t the environment ωδ jumps (there are only finitely many of these jumps), then
E[ZN (t) | ZN (t−)] = ZN (t−)(1 + ∆ω(t)).
Let 0 ≤ t1 < · · · < tn ≤ T be the jumping times of ωδ. From the previous discussion, we obtain
E [ZN (ti+1) | ZN (ti)] ≤ E
[(
1 +
1
N
)Ki]
(ZN (ti) + ǫi(δ)) (1 + ∆ω(ti+1)), (3.3)
where ǫi(δ) :=
∑
u∈(ti,ti+1)
∆ω(u) and Ki is the number of selective events in (ti, ti+1). Note that Ki has
a Poisson distribution with parameter Nσ(ti+1 − ti), and hence
E [ZN (ti+1) | ZN (ti)] ≤ eσ(ti+1−ti) (ZN (ti) + ǫi(δ)) (1 + ∆ω(ti+1)).
Iterating this formula and using that ZN (0) = 0 yields
E [ZN (t)] ≤ eσtωδ(t)
∏
i:ti≤t
(1 + ∆ω(ti)) ≤ ωδ(t)eσt+
∑
u∈[0,t] ∆ω(u), (3.4)
Recall the definition of the space BL(E) from Appendix B. Note that, for any n ≥ 1 and F ∈ BL([0, 1]n),
we have ∣∣∣∣
∫
Fdµ~rN (ω
δ)−
∫
Fdµ~rN (ω)
∣∣∣∣ = ∣∣E [F ((XN (ωδ, rj))j∈[n])] − E [F ((XN (ω, rj))j∈[n])]∣∣ .
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Hence, if ‖F‖BL ≤ 1 and we choose the above coupling for XN(ωδ, t)) and XN (ω, t), we get that∣∣E [F ((XN (ωδ, rj))j∈[n])− F ((XN (ω, rj))j∈[n])]∣∣ ≤ ∣∣E [d1((XN (ωδ, rj))j∈[n], (XN (ω, rj))j∈[n])]∣∣
= E

∑
j∈[n]
|ZN(rj)|

 ≤ ∑
j∈[n]
ωδ(rj)e
σrj+
∑
u∈[0,tj ]
∆ω(u)
,
where the last bound comes from (3.4) applied at each rj . Taking the supremum over all F ∈ BL([0, 1]n)
with ‖F‖BL ≤ 1 and using the definition of the distance ̺[0,1]n in Appendix B we get (3.1). Now, define
Z∗N (t) := supu∈[0,t] ZN (u). If at time t a neutral event occurs, then
E[Z∗N (t) | Z∗N (t−)] ≤
(
1 +
1
N
)
Z∗N(t−).
Other events can be treated as before, leading to (3.3) with Ki being this time the number of selective
and neutral events in (ti, ti+1). Hence, Eq. (3.2) follows similarly as (3.1). The convergence of XN(ω
δ, ·)
towards XN (ω, ·) is a direct consequence of (3.2). 
Proposition 3.2. Let ω ∈ D⋆T and {ωk}k∈N ⊂ D⋆T be such that d⋆T (ωk, ω)→ 0 as k →∞. If ω is simple
and, for any k ∈ N, XN (ω, 0) = XN (ωk, 0), then
(XN (ωk, t))t∈[0,T ]
(d)−−−−→
k→∞
(XN (ω, t))t∈[0,T ]. (3.5)
Proof. The proof consists in two parts. In the first part, we construct a time deformation λk ∈ C↑T with
suitable properties. In the second part, we compare XN(ωk, λk(·)) and XN (ω, ·) under an appropriate
coupling of the underlying Moran models.
Part 1: Without loss of generality, we can assume that d⋆T (ωk, ω) > 0 for all k ∈ N. Set ǫk := 2d⋆T (ωk, ω),
so that d⋆T (ωk, ω) < ǫk. From definition of the metric d
⋆
T in Appendix A, there is ϕk ∈ C↑T such that
‖ϕk‖0T ≤ ǫk and
∑
u∈[0,T ]
|∆ω(u)−∆(ωk ◦ ϕk)(u)| ≤ ǫk.
Denote by r1 < · · · < rn the consecutive jumps of ω in [0, T ]. For simplicity we assume that 0 < r1 ≤
rn < T , but the proof can be easily adapted to the case where ω jumps at T . Set γk := T
√
eǫk − 1. In
the remainder of the proof we assume that k is sufficiently large, such that γk ≤ mini∈[n]0(ri+1 − ri)/3,
where r0 := 0 and rn+1 := T . This condition ensures that the intervals I
k
i := [ri − γk, ri + γk], i ∈ [n],
are disjoint and contained in [0, T ]. Now, we define λk : [0, T ]→ [0, T ] via
• For u /∈ ∪ni=1Iki : λk(u) := u.
• For u ∈ [ri − γk, ri] : λk(u) := ϕk(ri) +mi(u− ri), where mi := (ϕk(ri)− ri + γk)/γk.
• For u ∈ (ri, ri + γk] : λk(u) := ϕk(ri) + m¯i(u− ri), where m¯i := (ri + γk − ϕk(ri))/γk.
For k large enough so that ǫk < log 2, we can infer from ‖ϕk‖0T ≤ ǫk and from γk = T
√
eǫk − 1 that mi
and m¯i are positive. It is then straightforward to check that λk ∈ C↑T , λk(Iki ) = Iki , i ∈ [n], and that∑
u∈[0,T ]
|∆ω(u)−∆ω¯k(u)| ≤ ǫk,
where ω¯k := ω ◦ λk. Moreover, since ‖ϕk‖0T ≤ ǫk, we infer that ϕk(ri) ∈ [e−ǫkri, eǫkri]. It follows that,
for k large enough,
1− 2√eǫk − 1 ≤ mi ≤ 1 + 2
√
eǫk − 1, i ∈ [n],
and the same holds for m¯i. Therefore, the right derivative of λk(.), λ
′
k(t), belongs to [1− 2
√
eǫk − 1, 1 +
2
√
eǫk − 1] for t ∈ [0, T ]. We thus have that for any s, t ∈ [0, T ] with s 6= t, (λk(s)−λk(t))/(s− t) belongs
to [1− 2√eǫk − 1, 1 + 2√eǫk − 1]. We thus get that for k large enough
λk(s)− λk(t)
s− t ,
s− t
λk(s)− λk(t) ≤ 1 + 3
√
eǫk − 1, i ∈ [n].
Hence, using that log(1 + x) ≤ x for x > −1, leads to ‖λk‖0T ≤ 3
√
eǫk − 1 for large k.
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Part 2: Recall the definition of basic and environmental background in Section 2.1. For δ > 0, we couple
in [0, T ] a Moran model with parameters (s, u, ν0, ν1) and environment ω to a Moran model with param-
eters (s, u, ν0, ν1) and environment ωk (both of size N) by using: (1) the same initial type configuration,
(2) the same basic background, and (3) using in the second population the environmental background of
the first one time-changed by λ−1k . By construction of the function λk, under this coupling, the Moran
model associated to ω and the Moran model associated to ωk, time-changed by λk, experience the same
basic events out of the time-intervals Iki , and at times ri, the success of simultaneous environmental
reproductions is decided according to the same uniform random variables.
For any t ∈ [0, T ], we denote by ZN (t) the proportion of individuals that have a different type at time t
for ω and at time λk(t) for ωk. Moreover, we set Z
∗
N (t) := supu∈[0,t] ZN (u).
Consider the event Ek := {there are no basic events in ∪i∈[n]Iki }. Note that
P(Eck) ≤ n
(
1− e−2N(1+σ+θ)γk
)
.
Moreover, on the event Ek, only the population driven by ωk can change in (ri, ri + γk], and this can
only be due to environmental events. Hence,
E[Z∗N (ri + γk)1Ek ] ≤ E[Z∗N (ri)1Ek ] +
∑
u∈(ri,ri+γk]
∆ω¯k(u). (3.6)
A similar argument, allows to infer that
E[Z∗N (ri+1−) 1Ek ] ≤ E[Z∗N (ri+1 − γk)1Ek ] +
∑
u∈(ri+1−γk,ri+1)
∆ω¯k(u). (3.7)
Moreover, since in the interval (ri+γk, ri+1−γk] there are no simultaneous jumps of the two environments,
we can proceed as in the proof of Proposition 3.1 to obtain
E[Z∗N (ri+1 − γk)1Ek ] ≤ e(1+σ)(ri+1−ri)

E[Z∗N (ri + γk)1Ek ] + ∑
u∈(ri+γk,ri+1−γk]
∆ω¯k(u)

 . (3.8)
Moreover, at time ri+1, there are two possible contributions to take into account: (i) the contribution of
selective arrows arising simultaneously in both environments, and (ii) the contribution of selective arrows
arising only on the environment with the biggest jump. This leads to
E[Z∗N (ri+1) 1Ek ] ≤ E[Z∗N (ri+1−) 1Ek ](1 + ∆ω(ri+1) ∧∆ω¯k(ri+1)) + |∆ω(ri+1)−∆ω¯k(ri+1)|. (3.9)
Using (3.6), (3.7), (3.8) and (3.9), we obtain
E[Z∗N (ri+1) 1Ek ] ≤ e(1+σ)(ri+1−ri)

E[Z∗N (ri) 1Ek ] + ∑
u∈(ri,ri+1]
|∆ω(u)−∆ω¯k(u)|

 (1 + ∆ω(ri+1)).
Iterating this inequality, using that Z∗N (0) = 0, and adding the contribution of the interval (rn + γk, T ],
we obtain
E[Z∗N (T ) 1Ek ] ≤ ǫke(1+σ)T+
∑
u∈(0,T ] ∆ω(u).
Summarizing,
E
[
d0T (XN (ω, ·), XN (ωk, ·))
] ≤ 2n(1− e−2N(1+σ+θ)γk)+√eǫk − 1 ∨ (ǫk e(1+σ)T+∑u∈(0,T ] ∆ω(u)) .
The result follows. 
Proof of Theorem 2.1 (Continuity). If ω has a finite number of jumps, the result follows directly from
Proposition 3.2. In the general case, note that for any δ > 0, we have
̺DT (µN (ωk), µN (ω)) ≤ ̺DT (µN (ωk), µN(ωδk)) + ̺DT (µN (ωδk), µN (ωδ)) + ̺DT (µN (ωδ), µN (ω)), (3.10)
where ωδk(t) :=
∑
u∈[0,t]:∆ωk(u)≥δ
∆ωk(u).
Now, we claim that, for any δ ∈ Aω := {d > 0 : ∆ω(u) 6= d for any u ∈ [0, T ]}, we have
d⋆T (ω
δ
k, ω
δ) −−−−→
k→∞
0. (3.11)
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Assume the claim is true and let δ ∈ Aω. Note that for any λ ∈ C↑T , we have
ωk,δ(T ) :=
∑
u∈[0,T ]:∆ωk(u)<δ
∆ωk(u) = ωk(T )− ωδk(T ) = ωk(λ(T ))− ωδk(λ(T ))
≤ |ωk(λ(T ))− ω(T )|+ |ω(T )− ωδ(T )|+ |ωδ(T )− ωδk(λ(T ))|
≤ d0T (ω, ωk) + d0T (ωδk, ωδ) + ωδ(T )
≤ d⋆T (ω, ωk) + d⋆T (ωδk, ωδ) + ωδ(T ).
Using this, together with the claim and Proposition 3.1, we infer that
lim sup
k→∞
̺DT (µN (ωk), µN (ω
δ
k)) ≤ ωδ(T )e(1+σ)T+ω(T ).
Now, using Proposition 3.2 together with the claim, we conclude that
lim sup
k→∞
̺DT (µN (ω
δ
k), µN (ω
δ)) = 0.
Hence, letting k →∞ in (3.10) and using Proposition 3.1, we obtain
lim sup
k→∞
̺DT (µN (ωk), µN (ω)) ≤ 2ωδ(T )e(1+σ)T+ω(T ).
The previous inequality holds for any δ ∈ Aω. It is plain to see that inf Aω = 0. Hence, letting δ → 0
with δ ∈ Aω in the previous inequality yields the result.
It remains to prove the claim. Let δ ∈ Aω . Since d⋆T (ωk, ω) converges to 0 as k → ∞, then there is a
sequence (λk)k∈N with λk ∈ C↑T such that
‖λk‖0T −−−−→
k→∞
0 and ǫk :=
∑
u∈[0,T ]
|∆(ωk ◦ λk)(u)−∆ω(u)| −−−−→
k→∞
0.
Set ω¯k = ωk ◦ λk. Clearly, ∆ω¯k(u) ≤ ǫk +∆ω(u) and ∆ω(u) ≤ ǫk +∆ω¯k(u), u ∈ [0, T ]. Therefore,
ωδk(λk(t))− ωδ(t) =
∑
u∈[0,t]:∆ω¯k(u)≥δ
∆ω¯k(u)−
∑
u∈[0,t]:∆ω(u)≥δ
∆ω(u)
≤
∑
u∈[0,t]:∆ω(u)≥δ−ǫk
∆ω¯k(u)−
∑
u∈[0,t]:∆ω(u)≥δ
∆ω(u)
=
∑
u∈[0,t]:∆ω(u)≥δ−ǫk
(∆ω¯k(u)−∆ω(u)) +
∑
u∈[0,t]:∆ω(u)∈[δ−ǫk,δ)
∆ω(u)
≤ d⋆T (ωk, ω) +
∑
u∈[0,T ]:∆ω(u)∈[δ−ǫk,δ)
∆ω(u).
Similarly, we obtain
ωδ(t)− ωδk(λk(t)) =
∑
u∈[0,t]:∆ω(u)≥δ
∆ω(u)−
∑
u∈[0,t]:∆ω¯k(u)≥δ
∆ω¯k(u)
≤
∑
u∈[0,t]:∆ω(u)∈[δ,δ+ǫk)
∆ω(u) +
∑
u∈[0,t]:∆ω¯k(u)≥δ
(∆ω(u)−∆ω¯k(u))
≤
∑
u∈[0,T ]:∆ω(u)∈[δ,δ+ǫk)
∆ω(u) + d⋆T (ωk, ω).
Thus, we deduce that
d0T (ω
δ
k, ω
δ) ≤ d⋆T (ωk, ω) +
∑
u∈[0,T ]:∆ω(u)∈(δ−ǫk,δ+ǫk)
∆ω(u).
Since δ ∈ Aω, letting k → ∞ in the previous inequality yields limk→∞ d0T (ωδk, ωδ) = 0. Recall that ωδ
has a finite number of jumps, and hence, the claim follows using Lemma A.1. 
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4. Wright-Fisher process in random environment: existence, uniqueness and
convergence
We start this section with the proof of Proposition 2.2 about the existence and pathwise uniqueness of
strong solutions of (1.3).
Proof of Proposition 2.2 (Existence and uniqueness). In order to prove the existence and the pathwise
uniqueness of strong solutions of (1.3) we use [34, Thms. 3.2, 5.1]. To this purpose, we first extend (1.3)
to an SDE on R and we write it in the form of [34, Eq. (2.1)]. Note that by Lévy-Itô decomposition, the
pure-jump subordinator J can be expressed as
J(t) =
∫
(0,1)
xN(t, dx), t ≥ 0,
where N(ds, dx) is a Poisson random measure with intensity measure µ. Hence, defining the functions
a, b : R→ R and g : R× (0, 1)→ R via
a(x) :=
{ √
2x(1− x), for x ∈ [0, 1]
0, otherwise
, g(x, u) :=
{
x(1 − x)u, for x ∈ [0, 1] and u ∈ (0, 1),
0, otherwise.
b(x) :=


σx(1 − x) + θν0(1− x) − θν1x, for x ∈ [0, 1]
θν0, for x < 0,
−θν1, for x > 1,
Eq. (1.3) can be extended to the following SDE on R
X(t) = X(0) +
∫ t
0
a(X(s))dB(s) +
∫ t
0
∫
(0,1)
g(X(s−), u)N(ds, du) +
∫ t
0
b(X(s))ds, t ≥ 0. (4.1)
From construction, any solution (X(t))t≥0 of (4.1) such that X(t) ∈ [0, 1] for any t ≥ 0 is a solution of
(1.3) and vice-versa.
Note that the functions a, b, g are continuous. Moreover, b = b1 − b2, where
b1(x) := θν0 + σx for x ∈ [0, 1], b1(x) := θν0 for x ≤ 0, and b1(x) := θν0 + σ for x ≥ 1,
b2(x) := θx+ σx
2 for x ∈ [0, 1], b2(x) := 0 for x ≤ 0, and b2(x) := θ + σ for x ≥ 1.
In addition, b2 is non-decreasing. Thus, in order to apply [34, Thms. 3.2, 5.1], we only need to verify
the sufficient conditions (3.a), (3.b) and (5.a) therein. Condition (3.a) in our case amounts to prove that
x 7→ b1(x) +
∫
(0,1)
g(x, u)µ(du) is Lipschitz continuous. In fact, a straightforward calculation shows that
|b1(x) − b1(y)|+
∫
(0,1)
|g(x, u)− g(y, u)|µ(du) ≤
(
σ +
∫
(0,1)
uµ(du)
)
|x− y|, x, y ∈ R,
and hence (3.a) follows. Condition (3.b) amounts to prove that x 7→ a(x) is 1/2-Hölder. We claim that
|a(x)− a(y)|2 ≤ 2|x− y|, x, y ∈ R. (4.2)
One can easily check that (4.2) holds whenever x /∈ (0, 1) or y /∈ (0, 1). Now, assume that x, y ∈ (0, 1). If
x+ y < 1, we have
|a(x) − a(y)| = 2|x− y|(1− (x + y))√
2x(1 − x) +√2y(1− y) ≤
√
2|x− y|(1− (x+ y))√
x(1 − x) + y(1− y)
=
√
2|x− y|(1− (x+ y))√
(x + y)(1− (x+ y)) + 2xy ≤
√
2|x− y|(1− (x+ y))√
(x+ y)(1− (x+ y))
≤
√
2|x− y|(1− (x+ y)).
Since a(z) = a(1 − z) for all z ∈ R, the same inequality holds for x, y ∈ (0, 1) such that x + y > 1, and
the case x + y = 1 is trivial. Hence, the claim is true and condition (3.b) follows. Therefore, [34, Thm.
3.2] yields the pathwise uniqueness for (4.1). Condition (5.a) follows from the fact that the functions a, b,
x 7→ ∫(0,1) g(x, u)2µ(du) and x 7→ ∫(0,1) g(x, u)µ(du) are bounded on R. Hence, [34, Thm. 5.1] ensures the
existence of a strong solution to (4.1). It remains to show that any solution of (4.1) with X(0) ∈ [0, 1] is
such that X(t) ∈ [0, 1] for any t ∈ [0, 1]. Sufficient conditions implying such a result are provided in [19,
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Prop. 2.1]. The conditions on the diffusion and drift coefficients are satisfied, namely, a is 0 outside [0, 1]
and b(x) is positive for x ≤ 0 and negative for x ≥ 1. However, the condition on the jump coefficient,
x + g(x, u) ∈ [0, 1] for every x ∈ R, is not fulfilled. Nevertheless, the proof of [19, Prop. 2.1] works
without modifications under the alternative condition x+ g(x, u) ∈ [0, 1] for x ∈ [0, 1] and g(x, u) = 0 for
x /∈ [0, 1], which is in turn satisfied. This ends the proof. 
Lemma 4.1. The solution of the SDE (1.3) is a Feller process with generator A satisfying for all
f ∈ C2([0, 1],R)
Af(x) = x(1− x)f ′′(x) + (σx(1 − x) + θν0(1− x)− θν1x)f ′(x) +
∫
(0,1)
(f (x+ x(1 − x)u)− f(x))µ(du).
Moreover, C∞([0, 1],R) is an operator core for A.
Proof. Since pathwise uniqueness implies weak uniqueness (see [7, Thm. 1]), we infer from [26, Thm. 2.16]
that the martingale problem associated to A in C∞([0, 1]) is well-posed. Using [38, Prop. 2.2], we deduce
that X is Feller. The fact that C∞([0, 1]) is a core follows then from [38, Thm. 2.5]. 
Now, we proceed to prove the annealed convergence of the Moran models towards the Wright–Fisher
diffusion stated in Theorem 2.3.
Proof of Theorem 2.3 (Annealed convergence). Let A∗N and A be the infinitesimal generators of the pro-
cesses (XN(Nt))t≥0 and (X(t))t≥0, respectively. We will prove that, for all f ∈ C∞([0, 1],R)
sup
x∈EN
|A∗Nf(x)−Af(x)| −−−−→
N→∞
0.
Provided the claim is true, since X is Feller and C∞([0, 1],R) is an operator core for A (see Lemma 4.1),
the result follows applying [28, Theorem 19.25]. Thus, it remains to prove the claim. To this purpose,
we decompose the generator A as A1 +A2 +A3 +A4, where
A1f(x) := x(1− x)f ′′(x), A2f(x) := (σx(1 − x) + θν0(1− x)− θν1x)f ′(x),
A3f(x) :=
∫
(0,εN )
(f (x+ x(1 − x)u)− f(x))µ(du), A4f(x) :=
∫
(εN ,1)
(f (x+ x(1 − x)u)− f(x))µ(du).
Similarly, we write A∗N = A1N +A2N +A3N +A4N , where
A1Nf(x) := N2x(1 − x)
[
f
(
x+
1
N
)
+ f
(
x− 1
N
)
− 2f (x)
]
,
A2Nf(x) := N2(σNx(1− x) + θNν0(1− x))
[
f
(
x+
1
N
)
− f (x)
]
+N2θNν1x
[
f
(
x− 1
N
)
− f (x)
]
,
A3Nf(x) :=
∫
(0,εN )
(E [f (x+ ξN (x, u))]− f(x))µ(du), A4Nf(x) :=
∫
(εN ,1)
(E [f (x+ ξN (x, u))]− f(x))µ(du),
and ξN (x, u) := H(N,N(1 − x), β(Nx, u))/N , with H(N,N(1 − x), k) ∼ Hyp(N,N(1− x), k), and
β(Nx, u) ∼ Bin(Nx, u) being independent. We will choose εN > 0 later in an appropriate way.
Let f ∈ C∞([0, 1],R). Note that
sup
x∈EN
|A∗Nf(x) −Af(x)| ≤
4∑
i=1
sup
x∈EN
|AiNf(x)−Aif(x)|. (4.3)
Using Taylor expansions of order three around x for f(x+ 1/N) and f(x− 1/N), we get
sup
x∈EN
|A1Nf(x)−A1f(x)| ≤
‖f ′′′‖∞
3N
(4.4)
Similarly, using the triangular inequality and appropriate Taylor expansions of order two yields
sup
x∈EN
|A2Nf(x)−A2f(x)| ≤
(σN + θN )‖f ′′‖∞
2
+ (|σ −NσN |+ |θ −NθN |)‖f ′‖∞. (4.5)
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For the third term, using that E[ξN (x, u)] = x(1− x)u, we get
|A3Nf(x)| ≤ ‖f ′‖∞
∫
(0,εN )
uµ(du), x ∈ [0, 1],
and hence,
sup
x∈EN
|A3Nf(x)−A3f(x)| ≤ 2||f ′||∞
∫
(0,εN )
uµ(du). (4.6)
For the last term, we first note that
|E [f (x+ ξN (x, u))− f(x+ x(1− x)u)]| ≤ ‖f ′‖∞E [|ξN (x, u)− x(1− x)u|]
≤ ‖f ′‖∞
√
E
[
(ξN (x, u)− x(1 − x)u)2
]
≤ ‖f ′‖∞
√
u
N
.
In the last inequality we used that
E
[
(ξN (x, u)− x(1− x)u)2
]
=
x(1 − x)2u(1− u)
N
+
Nx2(1 − x)u2
N2(N − 1) ≤
u
N
, (4.7)
which is obtained from standard properties of the hypergeometric and binomial distributions. Hence,
sup
x∈EN
|A4Nf(x)−A4f(x)| ≤ ||f ′||∞
∫
(εN ,1)
√
u
N
µ(du) ≤ ||f
′||∞√
NεN
∫
(εN ,1)
uµ(du). (4.8)
Since
∫
(0,1)
uµ(du) <∞, choosing εN := 1/
√
N , the result follows by plugging (4.4), (4.5), (4.6) and (4.8)
in (4.3) and letting N →∞. 
Now, we turn our attention to the asymptotic behavior of a sequence of Moran models in the quenched
case. We start with the following lemma that concerns the Moran model with null environment.
Lemma 4.2. Let X0N (t) := XN(0, Nt), t ≥ 0. For any x ∈ EN and t ≥ 0, we have
Ex
[(
X0N (t)− x
)2] ≤ (1
2
+N(σN + 3θN)
)
t,
and
−NθNν1t ≤ Ex
[
X0N(t)− x
] ≤ N(σN + θNν0)t.
Proof. Fix x ∈ EN and consider the functions fx, gx : EN → [0, 1] defined via fx(z) := (z − x)2 and
gx(z) := z − x, z ∈ EN . The process X0N is a Markov chain with generator A0N := A1N +A2N , where A1N
and A2N are defined in the proof of Theorem 2.3. Moreover, for every z ∈ EN , we have
A0Nfx(z) = 2z(1− z) +N
[
(σNz + θNν0)(1 − z)
(
2(z − x) + 1
N
)
+NθNν1z
(
2(x− z) + 1
N
)]
≤ 1
2
+N(σN + 3θN),
and
A0Ngx(z) = N [(σNz + θNν0)(1 − z)− θNν1z] ∈ [−NθNν1, N(σN + θNν0)].
Hence, Dynkin’s formula applied to X0N with the function z ∈ EN 7→ (z − x)2 leads to
Ex
[(
X0N (t)− x
)2]
=
∫ t
0
E
[A0Nfx(X0N (s))] ds ≤
(
1
2
+N(σN + 3θN )
)
t.
Similarly, applying Dynkin’s formula to X0N with gx, we obtain
Ex
[
X0N(t)− x
]
=
∫ t
0
E
[A0Ngx(X0N (s))] ds ∈ [−NθNν1t, N(σN + θNν0)t],
which ends the proof. 
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Proposition 4.3 (Quenched tightness). Assume that NσN → σ and NθN → θ as N →∞. Let ω ∈ D⋆
and set ωN (t) := ω(t/N) for t ≥ 0. Then the sequence (XN (ωN ;Nt))t≥0 is tight.
Proof. We set XωN (t) := XN (ωN , Nt) for t ≥ 0 and N ≥ 1. In order to prove the tightness of the
sequence (XωN (t))t≥0 we use [5, Thm. 1]. For this we will verify conditions A1) and A2) therein. Since
XωN (t) ∈ [0, 1] for all t ≥ 0 and N ≥ 1, the compact containment condition A1) is satisfied. In addition,
we claim that there exist constants c, C > 0, independent of N , such that for all s, t ≤ 0 with s ≤ t
E
[
(XωN (t)−XωN (s))2 | FNs
] ≤ c ∑
u∈[s,t]
∆ω(u) + C(t− s),
where (FNs )s≥0 denotes the natural filtration associated to the process XωN . If the claim is true, then
condition A2) is satisfied with β = 2 and FN (t) = F (t) = c
∑
u∈[0,t]∆ω(u) + Ct, and the result follows
from [5, Thm. 1]. The rest of the proof is devoted to prove the claim.
For x ∈ EN and t ≥ 0, we set
ψx(ω, t) := Ex[(X
ω
N (t)− x)2].
For s ≥ 0, we set ωs(·) := ω(s+ ·). From the definition of XωN , it follows that, for any 0 ≤ s < t,
E
[
(XωN (t)−XωN (s))2 | FNs
]
= ψXω
N
(s)(ωs, t− s). (4.9)
Let 0 ≤ s < t. We split the proof of the claim in three cases.
Case 1: ω has no jumps in (s, t]. In particular, ωs has no jumps in (0, t−s]. Hence, restricted to [0, t−s],
XωsN has the same distribution as X
0
N . Using Lemma 4.2 with x = X
ω
N(s) and plugging the result in (4.9),
we infer that in this case, the claim holds for any c ≥ 1 and C ≥ C1 := 1/2 + supN∈N(N(σN + 3θN)).
Case 2: ω has n jumps in (s, t]. Let t1, . . . , tn ∈ (s, t] be the jumping times of ω in (s, t] in increasing
temporal order. We set t0 := s and tn+1 = t. For any i ∈ [n+ 1] and any r ∈ (ti−1, ti), ω has no jumps
in (ti−1, r]. In particular, (ti−1, r] falls into case 1. Using the claim and letting r → ti, we obtain
E
[
(XωN (ti−)−XωN(ti−1))2 | FNti−1
]
≤ C1(ti − ti−1).
Moreover,
E
[
(XωN (ti)−XωN(ti−))2 | FNti−
] ≤ E
[(
BN,∆ω(ti)
N
)2]
≤ ∆ω(ti).
Using the two previous inequalities and the tower property of the conditional expectation, we get
E
[
(XωN (ti)−XωN (ti−1))2 | FNs
] ≤ 2C1(ti − ti−1) + 2∆ω(ti). (4.10)
Now, note that
(XωN (t)−XωN (s))2 =
(
n∑
i=0
(XωN (ti+1)−XωN (ti))
)2
=
n∑
i=0
(XωN (ti+1)−XωN (ti))2 + 2
n∑
i=0
(XωN (ti+1)−XωN (ti))(XωN (ti)−XωN (s)).
Using Eq. (4.10), we see that
E
[
n∑
i=0
(XωN (ti+1)−XωN (ti))2 | FNs
]
≤ 2C1(t− s) + 2
n∑
i=1
∆ω(ti).
Moreover, we have
E
[
(XωN (ti+1)−XωN (ti))(XωN (ti)−XωN (s)) | FNti
]
= ϕXω
N
(s),Xω
N
(ti)(ωti , ti+1 − ti),
where ϕx,y(ω, t) := (y − x)Ey [XωN (t)− y]. Since, for any r ∈ (ti, ti+1), ωti has no jumps in (ti, r], we can
use Lemma 4.2 to infer that
ϕx,y(ωti , r − ti) ≤ N((σN + θNν0) ∨ θNν1)(r − ti).
Note that (y − x)Ey [XωtiN (ti+1 − ti)−X
ωti
N ((ti+1 − ti)−)] ≤ ∆ω(ti+1). Hence, letting r → ti+1, we get
ϕx,y(ωti , ti+1 − ti) ≤ N((σN + θNν0) ∨ θNν1)(ti+1 − ti) + ∆ω(ti+1).
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Altogether, we obtain
E
[
(XωN (t)−XωN (s))2 | FNs
] ≤ C2(t− s) + 3 n∑
i=1
∆ω(ti),
where C2 := 2C1 + supN∈NN((σN + θNν0) ∨ θNν1). Hence, the claim holds for any C ≥ C2 and c ≥ 3.
Case 3: ω has infinitely many jumps in (s, t]. For any δ, we consider ωδ as in Section 3 and we
couple the processes XωN and X
ωδ
N as in the proof of Proposition 3.1. Note that ω
δ has only a finite
number of jumps in any compact interval, thus ωδ falls into case 2. Moreover, we have
ψx(ω, t) ≤ 2Ex[(XωN (t)−Xω
δ
N (t))
2] + 2Ex[(X
ωδ
N (t)− x)2]
≤ 2Ex[|XωN (t)−Xω
δ
N (t)|] + 2Ex[(Xω
δ
N (t)− x)2]
≤ 2eNσN t+ω(t)
∑
u∈[0,t]:∆ω(u)<δ
∆ω(u) + 2Ex[(X
ωδ
N (t)− x)2],
where in the last inequality we use Proposition 3.1. Now, using the claim for Xω
δ
N and the previous
inequality, we obtain
E
[
(XωN (t)−XωN (s))2 | FNs
] ≤ eNσN (t−s)+ω(t−s) ∑
u∈[s,t]:∆ω(u)<δ
∆ω(u) + 2C2(t− s) + 6
∑
u∈[s,t]
∆ω(u).
We let δ → 0 and conclude that the claim holds for any C ≥ 2C2 and c ≥ 6. 
Now, we proceed to prove the quenched convergence of the sequence of Moran models to the Wright–
Fisher diffusion, under the assumption that the environment is simple.
Proof of Theorem 2.4 (Quenched convergence). Let B := (B(t))t≥0 be a standard Brownian motion. We
denote by X0 the unique strong solution of (1.3) with null environment associated to B.
For any simple environment ω, we set XωN (t) := XN (ωN , Nt) for t ≥ 0 and N ≥ 1. Theorem 2.3 implies
in particular that X0N converges to X
0 as N →∞.
Now, assume that ω is simple, but not constant equal to 0. We denote by Tω the set of jumping times
of ω in (0,∞). Moreover, for 0 < i < |Tω| + 1, we denote by ti := ti(ω) ∈ Tω the time of the i-th jump
of ω. We set t0 = 0 and t|Tω|+1 = ∞. Therefore, we need to prove that, under the assumptions of the
Theorem, we have
(XωN (t))t≥0
(d)−−−−→
N→∞
(Xω(t))t≥0,
where the process Xω is defined as follows.
• Xω(0) = X0.
• For i ∈ N with i ≤ |Tω|+1, the restriction of Xω to the interval (ti−1, ti) is given by a version of
X0 started at Xω(ti−1).
• For 0 < i < |Tω|+ 1, conditionally on Xω(ti−),
Xω(ti) = X
ω(ti−) +Xω(ti−)(1−Xω(ti−))∆ω(ti).
Since the sequence (XωN )N∈N is tight, it is enough to prove the convergence at the level of the finite
dimensional distributions. More precisely, we will prove by induction on i ∈ N with i ≤ |Tω|+ 1 that for
any finite set I ⊂ [0, ti), we have
((XωN (t))t∈I , X
ω
N (ti−))
(d)−−−−→
N→∞
((Xω(t))t∈I , X
ω(ti−)).
The result for i = 1 follows from Theorem 2.3 and the fact thatXωN (t1−) = X0N (t1) andXω(ti−) = X0(ti)
almost surely. Now, assume that the result is true for some i < |Tω| + 1 and let I ⊂ (0, ti+1). Without
loss of generality we assume that I = {s1, . . . , sk, ti, r1, . . . , rm}, with s1 < · · · < sk < ti < r1 < · · · < rm.
We also assume that i < |Tω|, the other case, i.e. i = |Tω| <∞, follows using an analogous argument.
Let F : [0, 1]k+1 → R be a Lipschitz function with ‖F‖BL ≤ 1. Note that
E
[
F ((XωN (sj))
k
j=1, X
ω
N (ti))
]
= E
[
F ((XωN (sj))
k
j=1, X
ω
N (ti−) + ξN (XωN (ti−),∆ω(ti)))
]
,
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where for x ∈ EN and u ∈ (0, 1), ξN (x, u) := H(N,N(1 − x), β(Nx, u))/N with H(N,N(1 − x), k) ∼
Hyp(N,N(1− x), k), k ∈ [N ]0, and β(Nx, u) ∼ Bin(Nx, u) being independent between them and inde-
pendent of XωN . Now, set
DN := E
[
F ((XωN (sj))
k
j=1, X
ω
N (ti−) + ξN (XωN (ti−),∆ω(ti)))
]
− E [F ((XωN (sj))kj=1, XωN (ti−) +XωN (ti−)(1−XωN (ti−))∆ω(ti))] .
Using that ‖F‖BL ≤ 1 and (4.7), we see that |DN | ≤
√
∆ω(ti)/N → 0 as N → ∞. Therefore, the
induction hypothesis yields
E
[
F ((XωN (sj))
k
j=1, X
ω
N (ti))
]
= DN + E
[
F ((XωN (sj))
k
j=1, X
ω
N(ti−) +XωN (ti−)(1−XωN (ti−))∆ω(ti))
]
−−−−→
N→∞
E
[
F ((Xω(sj))
k
j=1, X
ω(ti−) +Xω(ti−)(1−Xω(ti−))∆ω(ti))
]
= E
[
F ((Xω(sj))
k
j=1, X
ω(ti))
]
.
Therefore,
((XωN (sj))
k
j=1, X
ω
N(ti))
(d)−−−−→
N→∞
((Xω(sj))
k
j=1, X
ω(ti)). (4.11)
Let G : [0, 1]k+m+2 → R be a Lipschitz function with ‖G‖BL ≤ 1. For x ∈ EN , define
HN (z, x) := Ex[G(z, x, (X
0
N (rj − ti))mj=1, X0N (ti+1 − ti))], ∀z ∈ Rk.
Note that
E[G((XωN (sj))
k
j=1, X
ω
N (ti), (X
ω
N (rj))
m
j=1, X
ω
N (ti+1−))] = E
[
HN ((X
ω
N (sj))
k
j=1, X
ω
N (ti))
]
. (4.12)
Similarly, for x ∈ [0, 1], define
H(z, x) := Ex[G(z, x, (X
0(rj − ti))mj=1, X0(ti+1 − ti))], z ∈ Rk,
and note that
E[G((Xω(sj))
k
j=1, X
ω(ti), (X
ω(rj))
m
j=1, X
ω(ti+1−))] = E
[
H((Xω(sj))
k
j=1, X
ω(ti))
]
. (4.13)
Using (4.11) and the Skorokhod representation theorem, we can assume that ((XωN (sj))
k
j=1, X
ω
N(ti))N≥1
and ((Xω(sj))
k
j=1, X
ω(ti)) live in the same probability space and that the convergence holds almost surely.
In particular, we can write
|E [HN ((XωN (sj))kj=1, XωN(ti))] − E [H((Xω(sj))kj=1, Xω(ti))] | ≤ R1N + R2N , (4.14)
where
R1N := |E
[
HN ((X
ω
N (sj))
k
j=1, X
ω
N(ti))
] − E [HN((Xω(sj))kj=1, XωN (ti))] |,
R2N := |E
[
HN ((X
ω(sj))
k
j=1, X
ω
N (ti))
]− E [H((Xω(sj))kj=1, Xω(ti))] |.
Using that ‖G‖BL ≤ 1, we obtain
R1N ≤
k∑
j=1
E[|XωN (sj)−Xω(sj)|] −−−−→
N→∞
0. (4.15)
Moreover, since XωN (ti) converges to X
ω(ti) almost surely, we conclude using Theorem 2.3 that, for
any z ∈ [0, 1]k, HN (z,XωN(ti)) converges to H(z,Xω(ti)) almost surely. Therefore, using dominated
convergence theorem, we conclude that
R2N −−−−→
N→∞
0. (4.16)
Plugging (4.15) and (4.16) in (4.14) and using (4.12) and (4.13) completes the proof. 
30 MORAN MODEL AND WRIGHT-FISHER DIFFUSION IN RANDOM ENVIRONMENT
5. Type distribution and ancestral type distribution: the annealed case
5.1. Type distribution: the killed ASG. In this section, we prove Theorem 2.10 about the moment
duality between the diffusion X and the killed ASG, and Theorem 2.11 about the moments of the
stationary distribution of X .
Proof of Theorem 2.10(Reinforced/standard moment duality). The proof of this result follows the same
lines as the proof of a standard duality. More precisely, we closely follow the proof of [27, Prop. 1.2].
Let H : [0, 1] × N†0 × [0,∞) defined via H(x, n, j) = (1 − x)nf(j). Let (Pt)t≥0 and (Qt)t≥0 denote
the semigroups of (X, J) and (R, J), respectively, i.e. Ptg(x, j) = E[g(X(t), J(t) + j) | X(0) = x] and
Qth(n, j) = E[h(R(t), J(t) + j) | R(0) = n]. Let (Rˆ, Jˆ) be a copy of (R, J), which is independent of
(X, J). A straightforward calculation shows that
Pt(QsH)(x, n, j) = E[(1−X(t))Rˆ(s)f(J(t) + Jˆ(s) + j) | X(0) = x, Rˆ(0) = n] = Qs(PtH)(x, n, j).
Let GX,J and GR,J be the infinitesimal generators of (X, J) and (R, J), respectively. Clearly, for any
x ∈ [0, 1], (n, j) 7→ PtH(·, n, ·)(x, j) belongs to the domain of GR,J . Hence, the previous commutation
property between Pt and Qs, yields
PtGR,JH(x, n, j) = GR,JPtH(x, n, j). (5.1)
We claim now that GX,JH(·, n, ·)(x, j) = GR,JH(x, ·, ·)(n, j). Note first that
GX,JH(·, n, ·)(x, j) =
(
n(n− 1)x(1− x)n−1 − (σx(1 − x) + θν0(1− x)− θν1x)n(1− x)n−1
)
f(j)
+ (1− x)n
∫
(0,1]
((1− xz)nf(j + z)− f(j))µ(dz). (5.2)
In addition,
GR,JH(x, ·, ·)(n, j) = (n(n− 1) + nθν1)((1 − x)n−1 − (1 − x)n)f(j)
− nθν0(1− x)n + nσ((1− x)n+1 − (1− x)n)f(j)
+
n∑
k=0
(
n
k
) ∫
(0,1)
yk(1− y)n−k((1 − x)n+kf(j + y)− (1− x)nf(j))µ(dy)
=
(
n(n− 1)x(1 − x)n−1 − (σx(1 − x) + θν0(1 − x)− θν1x)n(1− x)n−1
)
f(j)
+ (1− x)n
n∑
k=0
(
n
k
) ∫
(0,1)
yk(1− y)n−k((1 − x)kf(j + y)− f(j))µ(dy). (5.3)
Moreover, we have
n∑
k=0
(
n
k
) ∫
(0,1)
yk(1− y)n−k((1 − x)kf(j + y)− f(j))µ(dy)
=
∫
(0,1)
n∑
k=0
(
n
k
)
(((1 − x)y)kf(j + y)− ykf(j))(1 − y)n−kµ(dy) =
∫
(0,1)
((1− xy)nf(j + y)− f(j))µ(dy).
(5.4)
The claim follows by plugging (5.4) in (5.3) and comparing the result with (5.2).
Now, set u(t, x, n, j) = PtH(·, n, ·)(x, j) and v(t, x, n, j) = QtH(x, ·, ·)(n, j). Using the Kolmogorov
forward equation for P , the claim and (5.1), we get
d
dt
u(t, x, n, j) = PtGX,JH(·, n, ·)(x, j) = PtGR,JH(x, ·, ·)(n, j) = GR,Ju(x, ·, ·)(n, j).
Moreover, the Kolmogorov forward equation for Q yields
d
dt
v(t, x, n, j) = GR,Ju(x, ·, ·)(n, j).
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Hence, u and V satisfy the same equation. Since u(0, x, n, j) = (1 − x)nf(j) = v(0, x, n, j), the result
follows from the uniqueness of the initial value problem associated with GR,J (see [16, Thm. 1.3]).

Proof of Theorem 2.11(Asymptotic type-frequency: the annealed case). We first show the convergence in
distribution of X(T ) as T → ∞ towards a limit law on [0, 1]. Since θ > 0 and ν0, ν1 ∈ (0, 1), Theorem
2.10 implies that, for any x ∈ [0, 1] the limit of E[(1 −X(T ))n | X(0) = x] as T →∞ exists and satisfy
lim
T→∞
E[(1 −X(T ))n|X(0) = x] = wn, n ∈ N0. (5.5)
Recall that on [0, 1] probability measures are completely determined by their moments and convergence
of positive entire moments implies convergence in distribution. Therefore, Eq. (5.5) implies that there is
a probability distribution πX on [0, 1], such that, for any x ∈ [0, 1], conditionally on {X(0) = x}, the law
of X(T ) converges in distribution to πX as T →∞ and
wn =
∫
[0,1]
(1− z)nπX(dz), n ∈ N.
Using dominated convergence, the convergence of the law of X(T ) towards πX as T →∞ extends to any
initial distribution. As a consequence of this and the Markov property of X , it follows that X admits a
unique stationary distribution, which is given by πX .
It only remains to prove (2.7). For this, we do a first step decomposition for the probability of absorption
in 0 of the process R, and obtain
tnwn = nσwn+1 + n(θν1 + n− 1)wn−1 +
n∑
k=1
(
n
k
)
σn,kwn+1,
where tn := n(σ + θ + n− 1) +
n∑
k=1
(
n
k
)
σn,k. The result follows dividing both sides of the previous by n
and rearranging terms. 
5.2. Ancestral type distribution: the pruned lookdown ASG. This section is devoted to prove
the results stated in Section 2.6.2 about the ancestral type distribution in the annealed case.
Proof of Lemma 2.18(Positive recurrence). Since the Markov chain is irreducible, it is enough to prove
that the state 1 is positive recurrent for L. The latter is clearly true if θν0 > 0, because in this case
the hitting time of one is upper bounded by an exponential random variable with parameter θν0. Now
assume that θ = 0 (the case θν0 = 0 and θν1 > 0, can be easily reduced to this case). We proceed in a
similar way as in [18, Proof of Lem. 2.3]. Consider the function f : N→ R+ defined via
f(n) :=
n−1∑
i=1
1
i
ln
(
1 +
1
i
)
.
Note that the function f is bounded. Note also that, for n > 1
n(n− 1)(f(n− 1)− f(n)) = −n ln
(
1 +
1
n− 1
)
≤ −1.
The previous inequality uses the fact that ln(1 − h) ≤ −h for h ∈ (0, 1). For any ε > 0, set n0(ε) =
⌊1/ε⌋+ 1. Note that for n > n0(ε)
n(f(n+ i)− f(n)) = n
n+i−1∑
i=n
1
i
ln
(
1 +
1
i
)
≤ n ln
(
1 +
1
n
)
iε ≤ iε.
Hence, for n ≥ n0(ε),
GLf(n) ≤ −1 + ε
n
n∑
i=1
(
n
i
)
σn,i i+ σε = −1 + ε
(∫
(0,1)
yµ(dy) + σ
)
.
Now, set m0 := n0(ε⋆), where ε⋆ :=
(
2
∫
(0,1) yµ(dy) + 2σ
)−1
. Thus, for any n ≥ m0 we have
GLf(n) ≤ −1/2.
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Define Tm0 := inf{β > 0 : L(β) < m0}. Applying Dynkin’s formula to L with the function f and the
stopping time Tm0 ∧ k, k ∈ N, we obtain
E [f(L(Tm0 ∧ k)) | L(0) = n] = f(n) + E
[∫ Tm0∧k
0
GLf(L(β))dβ | L(0) = n
]
Therefore, for n ≥ m0
E [f(L(Tm0 ∧ k)) | L(0) = n] ≤ f(n)−
1
2
E[Tm0 ∧ k | L(0) = n].
Hence, using that f is non-negative, we get
E[Tm0 ∧ k | L(0) = n] ≤ 2f(n).
Therefore, letting k→∞ in the previous inequality yields, for all n ≥ m0,
E[Tm0 | L(0) = n] ≤ 2f(n) <∞.
Since L is irreducible, it follows by standard arguments that L is positive recurrent. 
Proof of Proposition 2.19. The first part of the statement is a straightforward consequence of Lemma 2.17
and the fact that we assign types to the L(T ) lines present in the pruned LD-ASG at time T according
to independent Bernoulli random variables with parameter x. Since L is positive recurrent, we have
convergence in distribution of the law of L(T ) towards the stationary distribution πL. In particular, we
infer from Eq. (2.20) that the limit h(x) of hT (x) as T →∞ exists and satisfies
h(x) = 1−E[(1−x)L∞ ] = 1−
∞∑
ℓ=1
P(L∞ = ℓ)(1−x)ℓ =
∞∑
ℓ=0
P(L∞ > ℓ)(1−x)ℓ−
∞∑
ℓ=1
P(L∞ > ℓ−1)(1−x)ℓ−1,
and Eq. 2.21 follows. 
Proof of Corollary 2.20. Since θ = 0, the line-counting processes R and L are equal. Hence, combining
Proposition 2.19 and Theorem 2.5 applied to n = 1, we obtain
hT (x) = E[X(T ) | X(0) = x], (5.6)
which proves the first part of the statement. Moreover, for θ = 0, X is a bounded submartingale, and
hence X(T ) has almost surely a limit as T → ∞, which we denote by X(∞). Letting T → ∞, in the
identity (5.6) yields
h(x) = E[X(∞) | X(0) = x]. (5.7)
Moreover, using Theorem 2.5 with n = 2, we get
E[(1−X(T ))2 | X(0) = x] = E[(1 − x)L(T ) | L(0) = 2].
Letting T →∞ and using that L is positive recurrent, we obtain
E[(1 −X(∞))2 | X(0) = x] = 1− h(x).
Plugging (5.7) in the previous identity yields the desired result. 
The proof of Theorem 2.21, providing the characterization of the tail probabilities P(L∞ > n) via a
linear system of equation, is based on the notion of Siegmund duality. Let us consider the process
D := (D(β))β≥0 with rates
qD(i, j) :=


(i− 1)(σ + σi−1,1) if j = i− 1,
(i− 1)θν1 + i(i− 1) if j = i+ 1,
γi,j − γi,j−1 if 1 ≤ j < i− 1,
(i− 1)θν0 if j = †,
where γi,j :=
∑j
k=i−j
(
j
k
)
σj,k and † is a cemetery point. Note that 1 and † are absorbing states of D.
Lemma 5.1 (Siegmund duality). The processes L and D are Siegmund dual, i.e. for all ℓ, d ∈ N and
t ≥ 0, we have
P (L(β) ≥ d | L(0) = ℓ) = P (ℓ ≥ D(β) | D(0) = d) .
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Proof. We consider the function H : N × N ∪ {†} → {0, 1} defined via H(ℓ, d) := 1ℓ≥d and H(ℓ, †) := 0,
ℓ, d ∈ N. Let GL and GD be the infinitesimal generators of L and D, respectively. By [27, Prop. 1.2] we
only have to show that GLH(·, d)(ℓ) = GDH(ℓ, ·)(d) for all ℓ, d ∈ N. From construction, we have
GLH(·, d)(ℓ) = σℓ 1{ℓ+1=d} − (ℓ − 1)(ℓ+ θν1) 1{ℓ=d} − θν0
ℓ−1∑
j=1
1{j<d≤ℓ} +
ℓ∑
k=1
(
ℓ
k
)
σℓ,k 1{ℓ<d≤ℓ+k}
= σℓ 1{ℓ+1=d} − (ℓ − 1)(ℓ+ θν1) 1{ℓ=d} − θν0(d− 1)1{d≤ℓ} + γd,ℓ 1{ℓ<d}. (5.8)
Similarly, we have
GDH(ℓ, ·)(d) = σ(d− 1)ℓ 1{d−1=ℓ} − (d− 1)(d+ θν1) 1{ℓ=d} − θν0(d− 1)1{d≤ℓ}
+
d−1∑
j=1
(γd,j − γd,j−1) 1{j≤ℓ<d}. (5.9)
In addition, using summation by parts yields
d−1∑
j=1
(γd,j − γd,j−1) 1{j≤ℓ<d} = γd,d−11{d−1=ℓ} + γd,ℓ1{ℓ≤d−2} = γd,ℓ1{ℓ<d}. (5.10)
The result follows plugging (5.10) in (5.9) and comparing with (5.8). 
Now, we can prove Theorem 2.21.
Proof of Theorem 2.21. From Lemma 5.1 we infer that an = dn+1, where
dn := P(∃β > 0 : D(β) = 1 | D(0) = n), n ≥ 1.
Applying a first step decomposition to the process D, we obtain
Tndn = (n− 1)σdn−1 + (n− 1)(θν1 + n)dn+1 +
n−1∑
j=1
(γn,j − γn,j−1)dj , n > 1, (5.11)
where Tn := (n− 1)[σ+ θ+n] +
∑n−1
k=1
(
n−1
k
)
σn−1,k. Using summation by parts and rearranging terms in
(5.11) yields
(σ + θ + n)dn = σdn−1 + (θν1 + n)dn+1 +
1
n− 1
n−1∑
j=1
γn,j(dj − dj+1), n > 1, (5.12)
The result follows. 
6. Type distribution and ancestral type distribution: the quenched case
6.1. Existence of the quenched ASG: proof of Proposition 2.7. The object of this section is
to prove Proposition 2.7 by proposing an explicit construction of a branching-coalescing particle system
(GT (ω, β))β≥0 that satisfies the requirements of Definition 2.6. We recall that making such a construction
is not difficult in the case of a simple environment. Thus, this construction is aimed to tackle general
environments ω that have infinitely many jumps on each compact interval. Fix T > 0 and n ∈ N
(sampling size) and define
Λmut := {λ0i , λ1i }i≥1, Λsel := {λ△i }i≥1, Λcoal := {λNi,j}i,j≥1,i6=j ,
where λ0i , λ
1
i , λ
△
i and λ
N
i,j are standard Poisson processes on [0, T ] with parameter respectively θν0, θν1, σ
and 1. For β ∈ [0, T ], let ω˜(β) := ω(T ) − ω((T − β)−). Let Iω˜ := {β ∈ [0, T ] : ∆ω˜(β) > 0} be
the deterministic (countable) set of jumping times of ω˜. Let Bω˜ := {Bi(β)}i≥1,β∈Iω˜ be a family of
independent Bernoulli random variables; the parameter of Bi(β), for β ∈ Iω˜, is ∆ω˜(β). Fix a realization
of {Λmut,Λsel,Λcoal,Bω˜}. We assume without loss of generality that the arrival times of these Poisson
processes are countable, distinct between them and distinct from the jumping times of ω˜. Let Icoal (resp.
Isel) be the random set of arrival times of Λcoal (resp. Λsel). For β ∈ Icoal, let (aβ , bβ) be the couple
(i, j) such that β is an arrival time of λNi,j . Since all Poisson processes λ
N
i,j have distinct jumping times,
(aβ , bβ) is uniquely defined.
34 MORAN MODEL AND WRIGHT-FISHER DIFFUSION IN RANDOM ENVIRONMENT
We first construct a set of virtual lines in [0, T ]×N, representing the set of lines that would be part of the
ASG if there were no coalescence events. In particular, once a line enters this set, it will remain there.
The set of virtual lines is constructed on the basis of the set of potential branching times Ibran := Iω˜ ∪Isel
as follows. Consider the (countable) set
Sbran := {(β1, . . . , βk) : k ∈ N, 0 ≤ β1 < · · · < βk, βi ∈ Ibran, i ∈ [k]}
of finite sequences of potential branching times. Fix an injective function i⋆ : [n]× Sbran → N \ [n]. The
set of virtual lines is determine according to the following rules.
• For any i ∈ [n] (i.e. in the initial sample), i is active for any β ∈ [0, T ].
• For any (β1, . . . , βk) ∈ Sbran and any j ∈ [n], line i⋆(j, β1, . . . , βk) is active at time β if and only:
(1) βk ≤ β, (2) for any ℓ ∈ [k] such that βℓ ∈ Iω˜, Bi⋆(j,β1,...,βℓ−1)(βℓ) = 1 (Bj(β1) = 1 if ℓ = 1),
and (3) for any ℓ ∈ [k] such that βℓ ∈ Isel, βℓ is a jumping time of λ△i⋆(j,β1,...,βℓ−1) (of λ△j if ℓ = 1).
Moreover, these are the only possible virtual lines. Let Vβ ⊂ N be the set of virtual lines at time β.
Lemma 6.1 below states Vβ is almost surely finite for all β ∈ [0, T ]. Let I˜coal := {β ∈ Icoal : aβ, bβ ∈ Vβ}.
Since VT is independent of Λcoal and almost surely finite, it is plain that I˜coal is almost surely finite.
We say that a line i ∈ Vβ is inactive at time β if there is βˆ ∈ I˜coal ∩ [0, β], such that i = aβˆ or
i = i⋆(j, β1, . . . , βk) for some (j, β1, . . . , βk) ∈ [n]× Sbran with either βˆ < β1 and j = aβˆ or βˆ ∈ [βℓ−1, βℓ)
and i⋆(j, β1, . . . , βℓ−1) = aβˆ for some ℓ ∈ [k] \ {1}. Clearly, once a line becomes inactive, it remains
inactive. A line i ∈ Vβ is active at time β if it is not inactive at time β. We set Aβ for the set of active
lines at time β.
The ASG [0, T ] is then the branching-coalescing system starting with n lines at levels in [n], consisting
at any time β ∈ [0, T ] of the lines of Aβ (active lines) and where:
• for β ∈ Ibran such that Aβ− ( Aβ and i ∈ Aβ \ Aβ−, there is (j, β1, . . . , βk) ∈ [n] × Sbran with
βk < β such that i = i⋆(j, β1, . . . , βk, β), or there is j ∈ [n] such that i = i⋆(j, β). In the first case,
line i⋆(j, β1, . . . , βk) branches at time β into i⋆(j, β1, . . . , βk) (continuing line) and i (incoming
line). In the second case, line j branches at time β into j (continuing line) and i (incoming line).
• for β ∈ Icoal such that Aβ ( Aβ− and i ∈ Aβ− \ Aβ , i = aβ and bβ ∈ Aβ . Thus, lines i an bβ
merge into bβ at time β.
• At each β ∈ [0, T ] that is an arrival time of λ0i (resp. λ1i ) for some i ∈ Aβ , we mark line i with a
beneficial (resp. deleterious) mutation at time β.
It is straightforward to see that the so-constructed branching-coalescing particle system satisfies the
requirement of Definition 2.6. Hence, the fact that the ASG is well-defined is given by the following
lemma.
Lemma 6.1. The number of virtual lines is almost surely finite at any time β ∈ [0, T ].
Let NT (ω, β) denote the number of virtual lines at time β. Let δ > 0. We define the family Bω˜δ by
setting Bω˜
δ
i (β) = B
ω˜
i (β) if ∆ω˜(β) > δ and B
ω˜δ
i (β) = 0 otherwise. We then define N
T (ωδ, β) from the
family {Λsel,Bω˜δ}, just like NT (ω, β) is defined from the family {Λsel,Bω˜}. It is easy to see from above
that NT (ωδ, β) increases almost surely to NT (ω, β) as δ goes to 0. By the monotone converge theorem
we get for all β ∈ [0, T ]:
lim
δ→0
E[NT (ωδ, β)|NT (ωδ, 0) = n] = E[NT (ω, β)|NT (ω, 0) = n]. (6.1)
Let us bound E[NT (ωδ, β)|NT (ωδ, 0) = n]. Since ω˜δ has finitely many jumping times on [0, T ], let
T1 < · · · < TN denote those jumping times. From above we can see that (NT (ωδ, β))β∈[0,T ] has the
following dynamic: on (Ti, Ti+1), if N
T (ωδ, β) is currently equal to i, then it goes to state i+1 at rate σi.
At Ti we have N
T (ωδ, Ti) = N
T (ωδ, Ti−)+β(NT (ωδ, Ti−),∆ω˜δ(Ti)), where β(NT (ωδ, Ti−),∆ω˜δ(Ti)) ∼
Bin(NT (ωδ, Ti−),∆ω˜δ(Ti)). Note that for each Ti we have ∆ω˜δ(Ti) = ∆ω˜(Ti). This yields in particular
E[NT (ωδ, Ti)|NT (ωδ, Ti−)] = (1 + ∆ω˜(Ti))NT (ωδ, Ti−). (6.2)
We control the evolution of NT (ωδ, β) between the jumps in the following lemma:
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Lemma 6.2. Let 0 ≤ β1 < β2 ≤ T be such that ω˜δ has no jumping times on (β1, β2]. Then we have
E[NT (ωδ, β2)|NT (ωδ, β1)] ≤ eσ(β2−β1)NT (ωδ, β1).
Proof. Since ω˜δ has no jumping times on (β1, β2], (N
T (ωδ, β))β∈[0,T ], on this interval, is the Markov
process on N with generator
GNf(n) = σn(f(n+ 1)− f(n)).
For M ≥ 1 let fM (n) :== n ∧M . Note that for any M,n ≥ 1 we have GNfM (n) ≤ σfM (n). Applying
Dynkin’s formula to (NT (ωδ, β))β∈[0,T ] on (β1, β2] with the function fM we obtain
E
[
fM (N
T (ωδ, β2)) | NT (ωδ, β1)
]
= fM (N
T (ωδ, β1)) + E
[∫ β2
β1
GNfM (NT (ωδ, β))dβ | NT (ωδ, β1)
]
≤ fM (NT (ωδ, β1)) + σE
[∫ β2
β1
fM (N
T (ωδ, β))dβ | NT (ωδ, β1)
]
= fM (N
T (ωδ, β1)) + σ
∫ β2
β1
E
[
fM (N
T (ωδ, β)) | NT (ωδ, β1)
]
dβ.
By Gronwall’s lemma we deduce that E[fM (N
T (ωδ, β2)) | NT (ωδ, β1)] ≤ eσ(β2−β1)fM (NT (ωδ, β1)). Let-
ting M go to infinity and using the monotone convergence theorem, we get the result. 
Proof of Lemma 6.1. Clearly we only need to justify that E[NT (ω, T )|NT (ω, 0) = n] < ∞. Using suc-
cessively Lemma 6.2 and (6.2) we get
E[NT (ωδ, T )|NT (ωδ, 0) = n] ≤ neσT
∏
β∈[0,T ]s.t.∆ω˜(β)>δ
(1 + ∆ω˜(β)).
In particular, we have
E[NT (ωδ, T )|NT (ωδ, 0) = n] ≤ neσT
∏
β∈Iω˜∩[0,T ]
(1 + ∆ω˜(β)) <∞. (6.3)
Letting δ go to 0 in (6.3) and using (6.1) we get
E[NT (ω, T )|NT (ω, 0) = n] ≤ neσT
∏
β∈Iω˜∩[0,T ]
(1 + ∆ω˜(β)) <∞.
This concludes the proof. 
6.2. Type distribution: the killed ASG.
6.2.1. General environments. This section is devoted to the proofs of the results presented in Section
2.5.2. We start by proving Theorem 2.12 that states that the quenched moment duality holds for P -
almost every environment ω.
Proof of Theorem 2.12(Quenched moment duality). Since both sides of Eq. (2.8) are right-continuous in
T , it is sufficient to prove that, for any bounded measurable function g : D⋆ → R,
E[(1 −X(J, T ))ng((Js)s∈[0,T ]) | X0 = x] = E[(1 − x)R
T (J,T )g((Js)s∈[0,T ]) | RT0 = n]. (6.4)
Let H := {g : D⋆T → R : such that (6.4) is satisfied}. Since the annealed duality holds, every constant
function belong to H. Moreover, H is closed under increasing limits of non-negative bounded functions
in H. We claim that (6.4) holds for functions of the form g(ω) = g1(ω(t1)) · · · gk(ω(tk)), with 0 < t1 <
· · · < tk < T and gi ∈ C2([0,∞)) with compact support. If the claim is true, then as a consequence of
the monotone class theorem, H contains any measurable function g, thus achieving the proof.
We prove the claim by induction on k. For k = 1, we have to prove that, for t1 ∈ (0, T ),
E[(1 −X(J, T ))ng1(J(t1)) | X(J, 0) = x] = E[(1− x)R
T (J,T )g1(J(t1)) | RT (J, 0) = n]. (6.5)
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Note first that, using the Markov property for X in [0, t1] followed by the annealed moment duality, we
obtain
E [(1−X(J, T ))ng1(J(t1)) | X(J, 0) = x]
= E
[
g1(J(t1))Eˆ
[
(1− Xˆ(Jˆ , T − t1))n | Xˆ(Jˆ , 0) = X(J, t1)
]
| X(J, 0) = x
]
= E
[
g1(J(t1))Eˆ
[
(1−X(J, t1))Rˆ
T−t1 (Jˆ,T−t1) | RˆT−t1(Jˆ , 0) = n
]
| X(J, 0) = x
]
,
where the subordinator Jˆ is defined via Jˆ(h) := J(t1 + h) − J(t1). The processes Xˆ and RˆT−t1 are
independent copies of X and RT−t1 , which are driven by Jˆ (which is in turn independent of (J(u))u∈[0,t1]).
Using first Fubini’s theorem, and then Eq. (2.4) in Theorem 2.10, the last expression equals
= Eˆ
[
E
[
g1(J(t1))(1 −X(J, t1))Rˆ
T−t1 (Jˆ,T−t1) | X(J, 0) = x
]
| RˆT−t1(Jˆ , 0) = n
]
= Eˆ
[
E
[
g1(J(t1))(1 − x)R
t1 (J,t1) | Rt1(J, 0) = RˆT−t1(Jˆ , T − t1)
]
| RˆT−t1(Jˆ , 0) = n
]
.
The proof of the claim for k = 1 is achieved using the Markov property for RT in the (backward) interval
[0, T − t1]. Let us now assume that the claim is true up to k− 1. We proceed as before to prove that the
claim holds for k. Using the Markov property for X in [0, t1] followed by the inductive step, we obtain
E
[
(1−X(J, T ))n
k∏
i=1
gi(J(ti)) | X(J, 0) = x
]
= E
[
g1(J(t1))Eˆ
[
(1− Xˆ(Jˆ , T − t1))nG(J(t1), Jˆ) | Xˆ(Jˆ , 0) = X(J, t1)
]
| X(J, 0) = x
]
= E
[
g1(J(t1))Eˆ
[
(1−X(J, t1))RˆT−t1 (Jˆ,T−t1)G(J(t1), Jˆ) | RˆT−t1(Jˆ , 0) = n
]
| X(J, 0) = x
]
.
where G(J(t1), Jˆ) :=
∏k
i=2 gi(J(t1) + Jˆ(ti − t1)). Using first Fubini’s theorem, and then Eq. (2.4) in
Theorem 2.10, the last expression equals
= Eˆ
[
E
[
(1 −X(J, t1))RˆT−t1 (Jˆ,T−t1)g1(J(t1))G(J(t1), Jˆ) | X(J, 0) = x
]
| RˆT−t1(Jˆ , 0) = n
]
= Eˆ
[
E
[
(1 − x)Rt1 (J,t1)g1(J(t1))G(J(t1), Jˆ) | Rt1(J, 0) = RˆT−t1(Jˆ , T − t1)
]
| RˆT−t1(Jˆ , 0) = n
]
,
and the proof is achieved using the Markov property for RT in the (backward) interval [0, T − t1]. 
Proof of Theorem 2.13(Quenched type-frequency from the distant past). Let ω be such that (2.8) holds
between −T and 0 (this is the case for P -a.e. environment and for any simple environment). In particular,
Eω [(1−X(ω, 0))n|X(ω,−T ) = x] = Eω
[
(1− x)R0(ω,T−)|R0(ω, 0−) = n
]
. (6.6)
Since we assume that θ > 0 and ν0, ν1 ∈ (0, 1), the right hand side converges to Wn(ω), which proves
that the moment of order n of 1−X(ω, 0) conditionally on {X(ω,−T ) = x} converges to Wn(ω). Since
we are dealing with random variables supported on [0, 1], the convergence of the positive entire moments
proves the convergence in distribution and the fact that the limit distribution Lω satisfies (2.9).
It remains to prove (2.10). If µ is a probability measure on N†0 with finite support, let µ˜s(ω) denote the
distribution of R0(ω, s−) given that R0(ω, 0−) ∼ µ. Note that as far as R0(ω, ·) is not absorbed, it will
either get absorbed at † at a rate that is greater than or equal to θν0 > 0, due to the appearance of a
mutation of type 0, or go to 0 before such a mutation occurs. As a consequence T0,†, the absorption time
of R0(ω, ·) at {0, †}, is stochastically bounded by an exponential random variable with parameter θν0.
Therefore,
µ˜T (ω)(N) = P
ω
µ (R0(ω, T−) ∈ N) = Pωµ (T0,† > T ) ≤ e−θν0T .
Hence, we have
Pωµ (∃s ≥ 0 s.t. R0(ω, s) = 0) = µ˜T (ω)(0) +
∑
k≥1
Pωµ (R0(ω, T−) = k and ∃s ≥ T s.t. R0(ω, s) = 0)
≤ µ˜T (ω)(0) + µ˜T (ω)(N) ≤ µ˜T (ω)(0) + e−θν0T ,
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We thus get that
µ˜T (ω)(0) ≤ Pωµ (∃s ≥ 0 s.t. R0(ω, s) = 0) ≤ µ˜0T (ω)(0) + e−θν0T . (6.7)
Similarly, we have
Eωµ
[
(1− x)R0(ω,T−)
]
= µ˜T (ω)(0) +
∑
k≥1
(1− x)kµ˜T (ω)(k)
≤ µ˜T (ω)(0) + µ˜T (ω)(N) ≤ µ˜T (ω)(0) + e−θν0T .
Hence,
µ˜T (ω)(0) ≤ Eωµ [(1− x)R0(ω,T−)] ≤ µ˜T (ω)(0) + e−θν0T . (6.8)
Recall from Section 2.5.2 that Wn(ω) := P
ω(∃s ≥ 0 s.t. R0(ω, s) = 0 | R0(ω, 0−) = n). Choosing µ = δn
in (6.7) and in (6.8) and subtracting both inequalities we get∣∣∣Eω [(1− x)R0(ω,T−) | R0(ω, 0−) = n]−Wn(ω)∣∣∣ ≤ e−θν0T
This inequality together with (2.8) yields the desired result. 
6.2.2. Simple environments. In what follows we assume that the environment ω is simple. We start by
proving the first part of Theorem 2.14; the second part is already covered in the proof of Theorem 2.13.
The two main ingredients are: 1) a moment duality between the jumping times and 2) a moment duality
at the jumping times. These results are the object of the two following lemmas.
Lemma 6.3 (Quenched moment duality between the jumps). Let 0 ≤ s < t < T and assume that ω has
no jumps in (s, t). For all x ∈ [0, 1] and n ∈ N, we have
Eω [(1−X(ω, t−))n | X(ω, s) = x] = Eω
[
(1− x)Rt(ω,(t−s)−) | Rt(ω, 0) = n
]
.
Recall that if ω has no jump at t, then X(ω, t−) = X(ω, t) and Rt(ω, 0) = Rt(ω, 0−).
Proof. In (s, t), the dynamic of X(ω, ·) and Rt(ω, ·) are the same as in the annealed case with µ = 0.
Therefore the result follows from Theorem 2.10 applied with µ = 0. 
Lemma 6.4 (Quenched moment duality at jumps). For all x ∈ [0, 1] and n ∈ N, if ω has a jump at time
t < T , then we have
Eω [(1−X(ω, t))n | X(ω, t−) = x] = Eω
[
(1 − x)RT (ω,T−t) | RT (ω, (T − t)−) = n
]
.
Proof. On the one hand, the equation satisfied by X(ω, ·), that is, (1.3), tells us that we have almost
surely X(ω, t) = X(ω, t−) +X(ω, t−)(1−X(ω, t−))∆ω(t). Hence,
Eω [(1−X(ω, t))n | X(ω, t−) = x] = [1− x(1 + (1− x)∆ω(t))]n
=
[
1− x−∆ω(t)x+∆ω(t)x2]n . (6.9)
One the other hand, recall that, conditionally on {RT (ω, (T − t)−) = n}, we have RT (ω, T − t) ∼ n+ Y
where Y ∼ Bin(n,∆ω(t)). Therefore
Eω
[
(1− x)RT (ω,T−t) | RT (ω, (T − t)−) = n
]
= Eω
[
(1− x)n+Y ]
= (1− x)n [(1−∆ω(t)) + ∆ω(t)(1− x)]n
=
[
1− x−∆ω(t)x +∆ω(t)x2]n . (6.10)
The combination of (6.9) and (6.10) yields the result. 
Proof of Theorem 2.14(Quenched moment duality for simple environments). Let ω be a simple environ-
ment. Let (Ti)
N
i=1 be the increasing sequence of jumping times of ω in [0, T ]. Without loss of generality we
assume that 0 and T are both jumping times of ω. In particular T1 = 0 and TN = T . Let (X(ω, s))s∈[0,T ]
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and (RT (ω, β))β∈[0,T ] be independent realizations of the diffusion and the killed ASG, respectively. Par-
titioning on the values of X(ω, TN−) and using Lemma 6.4 at t = T , we get
Eω [(1−X(ω, T ))n | X(ω, 0) = x]
=
∫ 1
0
Eω [(1−X(ω, TN))n | X(ω, TN−) = y]× Pω (X(ω, TN−) ∈ dy | X(ω, 0) = x)
=
∫ 1
0
Eω
[
(1− y)RT (ω,0) | RT (ω, 0−) = n
]
× Pω (X(ω, TN−) ∈ dy | X(ω, 0) = x)
=Eω
[
(1−X(ω, TN−))RT (ω,0) | RT (ω, 0−) = n,X(ω, 0) = x
]
.
Partitioning on the values of X(ω, TN−1) and RT (ω, 0) and using Lemma 6.3 we get that the previous
expression equals∑
k∈N†0
Eω
[
(1−X(ω, TN−))k | X(ω, 0) = x
]× Pω (RT (ω, 0) = k | RT (ω, 0−) = n)
=
∑
k∈N†0
∫ 1
0
Eω
[
(1−X(ω, TN−))k | X(ω, TN−1) = y
]× Pω (X(ω, TN−1) ∈ dy | X(ω, 0) = x)
× Pω (RT (ω, 0) = k | RT (ω, 0−) = n)
=
∑
k∈N†0
∫ 1
0
Eω
[
(1− y)RT (ω,(T−TN−1)−) | RT (ω, 0) = k
]
× Pω (X(ω, TN−1) ∈ dy | X(ω, 0) = x)
× Pω (RT (ω, 0) = k | RT (ω, 0−) = n)
=Eω
[
(1−X(ω, TN−1))RT (ω,(T−TN−1)−) | RT (ω, 0−) = n,X(ω, 0) = x
]
.
If N = 2 the proof is already complete. If N > 2 we continue as follows. Partitioning first on the values
of RT (ω, (T − TN−1)−) and then on the values of X(ω, TN−1−) and using Lemma 6.4, we get that the
previous expression equals∑
k∈N†0
Eω
[
(1−X(ω, TN−1))k | X(ω, 0) = x
]× Pω (RT (ω, (T − TN−1)−) = k | RT (ω, 0−) = n)
=
∑
k∈N†0
∫ 1
0
Eω
[
(1−X(ω, TN−1))k | X(ω, TN−1−) = y
]× Pω (X(ω, TN−1−) ∈ dy | X(ω, 0) = x)
× Pω (RT (ω, (T − TN−1)−) = k | RT (ω, 0−) = n)
=
∑
k∈N†0
∫ 1
0
Eω
[
(1 − y)RT (ω,T−TN−1) | RT (ω, (T − TN−1)−) = k
]
× Pω (X(ω, TN−1−) ∈ dy | X(ω, 0) = x)
× Pω (RT (ω, (T − TN−1)−) = k | RT (ω, 0−) = n)
= Eω
[
(1−X(ω, TN−1−))RT (ω,T−TN−1) | RT (ω, 0−) = n,X(ω, 0) = x
]
.
Iterating this procedure, using successively Lemma 6.3 and Lemma 6.4 (the first one is applied on the
intervals ((Ti−1, Ti))
N
i=1, while the second one is applied at the times (Ti)
N
i=1), we finally obtain that
Eω [(1−X(ω, T ))n | X(ω, 0) = x] equals
Eω
[
(1−X(ω, 0))RT (ω,T−) | RT (ω, 0−) = n,X(ω, 0) = x
]
= Eω
[
(1 − x)RT (ω,T−)|RT (ω, 0−) = n
]
,
achieving the proof. 
Proof of Lemma 2.15. For any i ∈ N†0, let ei := (ei,j)j∈N†0 be the vector defined via ei,i = 1 and ei,j = 0
for j 6= i. Let us order N†0 as {†, 0, 1, 2, ...}. The matrix (Q0†)⊤ is upper triangular with diagonal elements
−λ†,−λ0,−λ1,−λ2, . . .. For any n ∈ N†0, let vn ∈ Span{ei, i ≤ n} denote the eigenvector of (Q0†)⊤
associated with the eigenvalue −λn and for which the coordinate with respect to en is 1. It is not
difficult to see that these eigenvectors exist and that we have v† = e† and v0 = e0. For n ≥ 1, writing
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vn = en + cn−1en−1 + ... + c0e0 + c†e† and multiplying by
1
−λn
(Q0†)
⊤ on both sides, we obtain another
expression of vn as a linear combination of en, en−1, ..., e0, e†. Hence, identifying both expressions, we get
an expression for cn−1 and, for each k ≤ n− 2, for the coefficient ck in term of ck+1, ..., cn−1. This allows
to see that these coefficients are equal to the coefficients v†n,k defined in the statement of the lemma.
More precisely,
vn = v
†
n,nen + v
†
n,n−1en−1 + ...+ v
†
n,0e0 + v
†
n,†e†.
Similarly we can show that
en = u
†
n,nvn + u
†
n,n−1vn−1 + ...+ u
†
n,0v0 + u
†
n,†v†.
We thus get that V ⊤† U
⊤
† = U
⊤
† V
⊤
† = Id and (Q
0
†)
⊤ = V ⊤† D†U
⊤
† where D† is the diagonal matrix defined
in the statement of the lemma and where the matrix products are well-defined since they involve sums
of finitely many non-zero terms. The result follows. 
Proof of Theorem 2.16. We assume that σ = 0, θ > 0 and ν0, ν1 ∈ (0, 1). Let us first justify that the
matrix products in (2.14), (2.15) and (2.17) are well-defined and that C†n,k(ω, T ) = 0 for all k > n2
N .
Note that if we order N†0 as {†, 0, 1, 2, ...} then the matrices U⊤† and V ⊤† are upper triangular. Moreover,
Bj,i(z) = 0 for i > 2j. Therefore, for any n ∈ N and any vector v = (vi)i∈N†0 such that vi = 0 for
all i > n, v˜ := U⊤† (B(z)⊤(V ⊤† v)) is well-defined and satisfies v˜i = 0 for all i > 2n. In particular
β†(z) = U⊤† B(z)⊤V ⊤† , defined in (2.14), is well-defined. Since exp((Tm−1 − Tm)D†) is diagonal, we have
that for any m ≥ 1, the product defining the matrix A†m(ω) in (2.15) is well-defined. Moreover, for any
n ∈ N and any vector v = (vi)i∈N†0 such that vi = 0 for all i > n, the vector v˜ := A
†
m(ω)v satisfies v˜i = 0
for all i > 2n. In particular, for any m ≥ 1, the product exp(−(TN + T )D†)A†m(ω)A†m−1(ω) · · ·A†1(ω)U⊤†
is well-defined. Additionally, for n ≥ 1 and a vector v = (vi)i∈N†0 such that vi = 0 for all i > n, the vector
v˜ := exp(−(TN + T )D†)A†m(ω)A†m−1(ω) · · ·A†1(ω)U⊤† v satisfies v˜i = 0 for all i > 2mn. Transposing, we
see that the matrix C†(ω, T ) in (2.17) is well-defined and satisfies C†n,k(ω, T ) = 0 for all k > n2
N .
Now, for s > 0, we define the stochastic matrix P†s (ω) := (p†i,j(ω, s))i,j∈N†0 via
p†i,j(ω, s) := P
ω(R0(ω, s−) = j | R0(ω, 0−) = i).
Hence, defining ρ(y) := (yi)i∈N†0
, y ∈ [0, 1] (with the convention y† := 0), we obtain
Eω[yR0(ω,T−) | R0(ω, 0−) = n] = (P†T (ω)ρ(y))n = (PT (ω)U†P†(y))n, (6.11)
where we have used that ρ(y) = U†P†(y) with P†(y) = (P
†
k (y))k∈N†0
. Thus, Theorem 2.14 and Eq. (6.11)
yield
Eω[(1 −X(ω, 0))n | X(ω,−T ) = x] =
∞∑
k=0
(
P†T (ω)U†
)
n,k
P †k (1 − x). (6.12)
Now, consider the semi-group M† := (M†(s))s≥0 of the killed ASG in the null environment, which is
defined via M†(s) := exp(sQ
0
†). Thanks to Lemma 2.15, M†(β) = U†E†(β)V†, where E†(β) is the
diagonal matrix with diagonal entries (e−λ
†
jβ)j∈N†0
. We split the proof the first statement in two cases:
Case 1, when ω has no jumps in [−T, 0]: In this case, we have
P†T (ω)U† = M†(T )U† = U†E†(T )V†U† = U†E†(T ),
where in the last identity we used that U†V† = Id. Since the right hand side in the previous identity
coincides with C†(ω, T ), the proof of the first part of the statement follows from (6.12).
Case 2, when ω has at least one jump in [−T, 0]: In this case, let TN < TN−1 < · · · < T1 denote the
sequence of jumping times of ω in [−T, 0]. Disintegrating on the values of R0(ω,−(Ti−)) and R0(ω,−Ti),
i ∈ [N ], we see that
P†T (ω) = M†(−T1)B(∆ω(T1))M†(T1 − T2)B(∆ω(T2)) · · · B(∆ω(TN))M†(TN + T ). (6.13)
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Using this, the relation M†(β) = U†E†(β)V†, the definition of the matrices β
† and A†i (see (2.14) and
(2.15) resp.), and the fact that U†V† = Id, we obtain
P†T (ω)U† = U†E†(−T1)β†(∆ω(T1))⊤E†(T1 − T2)β†(∆ω(T2))⊤ · · ·β†(∆ω(TN ))⊤E†(TN + T )
= U†A
†
1(ω)
⊤A†2(ω)
⊤ · · ·A†N (ω)⊤E†(TN + T )
= U†
[
A†N (ω)A
†
N−1(ω) · · ·A†1(ω)
]⊤
E†(TN + T ) = C(ω, T ),
proving the first part of the statement in this case. It remains to prove that C†n,0(ω, T ) converges to
Wn(ω) as T tends to infinity. In the case of the null environment, i.e. ω = 0, the first part of the
statement together with (6.11) yield
Eω[yR0(0,T−) | R0(0, 0−) = n] =
n∑
k=0
e−λ
†
k
Tu†n,kP
†
k (y).
Since λ†k > 0 for k ∈ N and λ†0 = 0, the proof of the second part of the statement follows by letting T →∞
in the previous identity. The general case is a direct consequence of the following proposition. 
Proposition 6.5. Assume that σ = 0, θ > 0 and ν0, ν1 ∈ (0, 1), then we have∣∣∣C†n,0(ω, T )−Wn(ω)∣∣∣ ≤ e−θν0T .
Proof. Let ωT be the environment that coincides with ω in (−T, 0] and that is constant and equal to
ω(−T ) in (−∞,−T ]. Since P†T (ωT ) = P†T (ω) and ωT has no jumps in (−∞, T ], we obtain
Wn(ωT ) =
∑
k≥0
p†n,k(ωT , T )P
ωT (∃β ≥ T s.t. R0(ωT , β) = 0 | R0(ωT , T−) = k)
=
∑
k≥0
p†n,k(ω, T )Wk(0) = (P†T (ω)U†)n,0 = Cn,0(ω, T ), (6.14)
where in the last line we used Theorem (2.16) for the null environment (which was already proved) and
the definition of C(ω, T ). Now combining (6.14) with (6.7) applied to ωT with µ = δn yields
p†n,0(ω, T ) = p
†
n,0(ωT , T ) ≤ Cn,0(ω, T ) ≤ p†n,0(ωT , T ) + e−θν0T = p†n,0(ω, T ) + e−θν0T . (6.15)
Then, combining (6.7) applied to ω with µ = δn and (6.15) we get
Cn,0(ω, T )− e−θν0T ≤Wn(0) ≤ Cn,0(ω, T ) + e−θν0T ,
and the result follows. 
6.3. Ancestral type distribution: The pruned look-down ASG. In this section, we show the
results presented in Sections 2.6.3.
Proof of Proposition 2.22. The proof is completely analogous to the proof of Proposition 2.19. 
If µ is a probability measure on N, let µTβ (ω) denote the distribution of LT (ω, β−) when the initial value
LT (ω, 0−) follows distribution µ.
Proof of Theorem 2.23. Let us first assume that θ > 0 and ν0 > 0. We will first show the convergence of
µTT (ω) to a limit µ
∞
∞(ω) when T →∞, which does not depend on the choice of µ.
We first let r2 > r1 > 0 and study dTV (µ
r2
r2(ω), µ
r1
r1(ω)). Note that we have µ
r2
r2(ω) = (µ
r2
r2−r1(ω))
r1
r1(ω) so
dTV (µ
r2
r2(ω), µ
r1
r1(ω)) = dTV ((µ
r2
r2−r1(ω))
r1
r1(ω), µ
r1
r1(ω)). (6.16)
Thus, we need to study dTV (µ
t
t(ω), µ˜
t
t(ω)), i.e. the total variation distance between the distributions of
Lt(ω, t−) with two different starting laws µ and µ˜.
From the dynamic of LT (ω, ·), we know that from any state i there is transition to the state 1 with rate
q0(i, 1) which is greater or equal to θν0 > 0. Let Lˆ
µ
T (ω, ·) be a process with initial distribution µ and with
the same dynamic as LT (ω, ·), excepting by the transition rate to the state 1, which is q0(i, 1)− θν0 ≥ 0.
We decompose the dynamic of the LT (ω, ·) with starting law µ as follows: (1) LT (ω, ·) has the same
dynamic as LˆµT (ω, ·) on [0, ξ], where ξ is an independent exponential random variable with parameter
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θν0, (2) at time ξ the process jumps to the state 1 regardless to its current position, and (3) conditionally
on ξ, L(ω, ·) has the same law on [ξ,∞) as an independent copy of LT−ξ(ω, ·) started with one line.
Using this idea, we couple, on the basis of the same random variable ξ, two copies L˜T (ω, ·) and ˜˜LT (ω, ·)
of LT (ω, ·) with starting laws µ and µ˜, respectively, so that the two processes are equal on [ξ,∞). Since
L˜(ω, T−) ∼ µTT (ω) and ˜˜L(ω, T−) ∼ µ˜TT (ω), we have
dTV (µ
T
T (ω), µ˜
T
T (ω)) ≤ P
(
L˜(ω, T−) 6= ˜˜L(ω, T−)
)
≤ P (ξ > T ) = e−θν0T . (6.17)
Putting into (6.16) we obtain, for any starting law µ and any r2 > r1 > 0,
dTV (µ
r2
r2(ω), µ
r1
r1(ω)) ≤ e−θν0r1 . (6.18)
In particular (µtt(ω))t>0 is Cauchy as t → ∞ for the total-variation distance and therefore convergent.
Hence, µ∞∞(ω) is well-defined for any starting law µ. Moreover, (6.17) implies that µ
∞
∞(ω) does not depend
on µ. Therefore, the first claim in Theorem 2.23 is proved.
Setting r1 = T and letting r2 →∞ in (6.18) yields
dTV (µ
∞
∞(ω), µ
T
T (ω)) ≤ e−θν0T .
Since hω(x) = 1 − E [(1− x)Z∞(ω)] and hωT (x) = 1 − E [(1 − x)ZT (ω)], where Z∞(ω) ∼ (δ1)∞∞(ω) and
ZT (ω) ∼ (δ1)TT (ω), we get
|hωT (x)− hω(x)| ≤ dTV ((δ1)∞∞(ω), (δ1)TT (ω)) ≤ e−θν0T ,
achieving the proof in the case θ > 0 and ν0 > 0.
Let us now assume that θν0 = 0, ω is simple, has infinitely many jumps on [0,∞) and that the distance
between the successive jumps does not converge to 0. As before, the proof will be based on an appropriate
upper bound for dTV (µ
T
T (ω), µ˜
T
T (ω)).
Let 0 < T1 < T2 < · · · denote the sequence of the jumping times of ω and set T0 := 0 for convenience.
On each time interval (Ti, Ti+1), LT (ω, ·) has transition rates given by (q0(i, j))i,j∈N. For any k > l, let
H(k, l) denote the hitting time of [l] by a Markov chain starting at k and with transition rates given
by (q0(i, j))i,j∈N. Let (Sl)l≥2 be a sequence of independent random variables such that for each l ≥ 2,
Sl ∼ H(l, l − 1). By the Markov property we have that for any k ≥ 1, H(k, 1) is stochastically upper
bounded by
∑k
l=2 Sl. Therefore, for any i such that Ti+1 < T and any k ≥ 1 we have
P (LT (ω, (T − Ti)−) = 1|LT (ω, T − Ti+1) = k) ≥ P
(
k∑
l=2
Sl ≤ Ti+1 − Ti
)
≥ P
(
∞∑
l=2
Sl ≤ Ti+1 − Ti
)
.
Let l0 be such that σl ≤ (l− 1)l/4 for all l ≥ l0. For l ≥ l0, we define a random walk Z l := (Z l(t))t≥0 on
{l − 1, l, l + 1, . . .} starting at l and such that: a) it jumps from n ≥ l at rate (n − 1)n to either n − 1
or n + 1, with probability 3/4 and 1/4, respectively, and b) it is absorbed at l − 1. Let Wl denotes the
hitting time of l − 1 by Z l. We can see that E[Wl] ≤ 2/l(l− 1). For l ≥ l0, let Y l := (Y l(t))t≥0 denote
the Markov chain with transition rates given by (q0(i, j))i,j∈N, starting at l and killed at the hitting time
of [l− 1]. Note that Y l always jumps to the right with a smaller rate than Z l and jumps to the left at a
higher rate. Moreover, the jumps of both are always of size 1. Therefore, it is possible to build a coupling
of Y l and Z l such that for every t ≥ 0, Y l(t) ≤ Z l(t). In this coupling the hitting time of [l − 1] by Y l
(which is equal in law to Sl) is almost surely smaller or equal to Wl. We thus get, for all l ≥ l0
E[Sl] ≤ E[Wl] ≤ 2
l(l− 1) .
Therefore,
∑∞
l=2 E[Sl] < +∞. Thus, S∞ :=
∑+∞
l=2 Sl <∞ almost surely. Moreover, since, for each l ≥ 2,
the support of Sl contains 0, the support of S
∞ contains 0. In particular q(s) := P(
∑+∞
l=2 Sl ≤ s) is
positive for all s > 0. From above we get
∀k ≥ 1, P (LT (ω, (T − Ti)−) = 1|LT (ω, T − Ti+1) = k) ≥ q(Ti+1 − Ti). (6.19)
Let us consider (VT (ω, β))β≥0 and (V˜T (ω, β))β≥0, two independent versions of (LT (ω, β))β≥0 with start-
ing laws respectively µ and µ˜ at instant β = 0−. For any i ≥ 1, let (V iTi(ω, β))β≥0 be a version of
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(LTi(ω, β))β≥0 starting at 1 at instant β = (T−Ti)−, independent from (VT (ω, β))β≥0 and (V˜T (ω, β))β≥0.
Let I0(T ) be the largest index i such that 1) Ti < T and 2) VT (ω, (T − Ti)−) = V˜T (ω, (T − Ti)−) = 1,
if such an index exists, and let I0(T ) := † otherwise. We define (UT (ω, β))β≥0 and (U˜T (ω, β))β≥0 in the
following way:
UT (ω, β) :=
{
VT (ω, β) if β < T − TI0(T ),
V
I0(T )
TI0(T )
(ω, β) if β ≥ T − TI0(T ),
U˜ ts(ω) :=
{
V˜T (ω, β) if β < T − TI0(T ),
V
I0(T )
TI0(T )
(ω, β) if β ≥ T − TI0(T ).
Note that (UT (ω, β))β≥0 and (U˜T (ω, β))β≥0 are realizations of (LT (ω, β))β≥0 with starting laws respec-
tively µ and µ˜ at instant β = 0− (in particular we have UT (ω, T−) ∼ µTT (ω) and U˜T (ω, T−) ∼ µ˜TT (ω)).
Moreover we have UT (ω, β) = U˜T (ω, β) for all β ≥ T − TI0(t). Therefore,
dTV (µ
T
T (ω), µ˜
T
T (ω)) ≤ P
(
UT (ω, T−) 6= U˜T (ω, T−)
)
≤ P (I0(T ) = †) . (6.20)
Let N(T ) be the index of the last jumping time before T (so that T1 < T2 < · · · < TN(T ) are the jumping
times of ω on [0, T ]). According to (6.19), we have that for any k1, k2 ≥ 1 with k1 6= k2,
P
(
VT (ω, (T − Ti)−) 6= 1 or V˜T (ω, (T − Ti)−) 6= 1 | VT (ω, T − Ti+1) = k1, V˜T (ω, T − Ti+1) = k2
)
≤ 1− q(Ti+1 − Ti)2.
Therefore,
P (I0(T ) = †) ≤
N(T )∏
i=1
(
1− q(Ti − Ti−1)2
)
=: ϕω(T ).
Putting in (6.20) we deduce that dTV (µ
T
T (ω), µ˜
T
T (ω)) ≤ ϕω(T ). Note that ϕω does not depend on the
particular choice of µ and µ˜. Recall that by assumption the sequence of jumping times T1, T2, . . . is infinite
and the distance between the successive jumps does not converge to 0. Therefore there is ǫ > 0 such that
for infinitely many indices i we have Ti+1 − Ti > ǫ. The number of factors smaller than 1− q(ǫ)2 < 1 in
the product defining ϕω(T ) thus converges to infinity when T goes to infinity. We deduce that ϕω(T )→ 0
as T →∞, which concludes the proof. 
Proof of Theorem 2.25. We are interested in the generating function of LT (ω, T−). For s > 0, we define
the stochastic matrix PTs (ω) := (pTi,j(ω, s))i,j∈N via
pTi,j(ω, s) := P
ω(LT (ω, s−) = j | LT (ω, 0−) = i).
We also define (M(s))s≥0 via M(s) := exp(sQ
0), i.e M is the semi-group of the pruned LD-ASG in the
null environment. Let T1 < T2 < · · · < TN denote the sequence of jumping times of ω in [0, T ]. Then,
disintegrating on the values of LT (ω, (T − Ti)−) and LT (ω, T − Ti), i ∈ [N ], we see that
PT0 (ω) = M(T − TN)B(∆ω(TN ))M(TN − TN−1)B(∆ω(TN−1)) · · · B(∆ω(T1))M(T1). (6.21)
In addition,
Eω[yLT (ω,T−) | LT (ω, 0−) = n] = (PT0 (ω)ρ(y))n, where ρ(y) := (yi)i∈N. (6.22)
Thanks to Lemma 2.24, we have thatM(β) = UE(β)V , where E(β) is the diagonal matrix with diagonal
entries (e−λjβ)j∈N. Moreover, from definition of the polynomials Pk, we have that ρ(y) = UP (y), where
P (y) = (Pk(y))k∈N. Using this, Eq. (6.21), the relation M(β) = UE(β)V , the definition of the matrices
β(·) in (2.29), the fact that UV = Id, and the definition of the matrices A· in (2.30), we obtain
PT0 (ω)ρ(y) = UE(T − TN)β(∆ω(TN ))⊤E(TN − TN−1)β(∆ω(TN−1))⊤ · · ·β(∆ω(T1))⊤E(T1)P (y)
(6.23)
= UE(T − TN)AN (ω)⊤AN−1(ω)⊤ · · ·A1(ω)⊤P (y)
= UE(T − TN) [A1(ω)A2(ω) · · ·AN (ω)]⊤ P (y).
Now using the previous identity, Proposition 2.22 and Eq. (6.22), we obtain
hωT (x) = 1− Eω [(1− x)LT (ω,T−) | LT (ω, 0−) = 1] = 1−
∞∑
k=0
C1,k(ω, T )Pk(1− x).
MORAN MODEL AND WRIGHT-FISHER DIFFUSION IN RANDOM ENVIRONMENT 43
Similarly as in the proof of Theorem 2.16, we can show that C1,k(ω, T ) = 0 for all k > 2
N . (2.31) follows.
Let us now show that for each k ≥ 1, the coefficient C1,k(ω, T ) converges to a real limit when t goes to
infinity. We see from (2.31) that the decomposition of the generating function of LT (ω, T−) (conditionally
on LT (ω, 0−) = 1) in the basis of polynomials (Pk(y))k∈N is given by
∑∞
k=1 C1,k(ω, T )Pk(y). In the basis
(yk)k∈N, this decomposition is clearly given by
∑∞
k=1 P
ω(LT (ω, T−) = k|LT (ω, 0−) = 1)yk. Since U⊤ is
the transition matrix from the basis (yk)k∈N to the basis (Pk(y))k∈N we deduce that
C1,k(ω, T ) =
∑
i∈N
ui,kP
ω(LT (ω, T−) = i | LT (ω, 0−) = 1),
or equivalently,
C1,k(ω, T ) = E[uLT (ω,T−),k|LT (ω, 0−) = 1].
From Theorem 2.23, we know that the distribution of LT (ω, T−) converges when T → ∞. In addition,
Lemma6.6 tell us that the function i 7→ ui,k is bounded, and hence C1,k(ω, T ) converges to a real limit.
Recall that T1 < T2 < . . . is the increasing sequence of the jumping times of ω and that this sequence
converges to infinity. Therefore
lim
T→∞
C1,k(ω, T ) = lim
m→∞
C1,k(ω, Tm) = lim
m→∞
U [A1(ω)A2(ω) · · ·AN (ω)]⊤ ,
where we have used (2.32) for the last equality. This shows in particular that the limit in the right hand
side of (2.34) exists and equals limT→∞ C1,k(ω, T ).
We now prove (2.33) together with the convergence of the series in this expression. We already know
from Theorem 2.23 that hωT (x) converges to h
ω(x) when T → ∞ and we have just proved that for any
k ≥ 1, C1,k(ω, T ) converges to C1,k(ω,∞), defined in (2.34), when T → ∞. In addition, we claim that
for all y ∈ [0, 1] and T > T1, we have
|C1,k(ω, T )Pk(y)| ≤ 4k × (2ek)(k+θ)/2e−λkT1 (6.24)
Using this, the expression (2.33) for hω(x) and the convergence of the series would follow using the domi-
nated convergence theorem. It only remains to prove (6.24). We saw above that the decomposition of the
generating function of LT (ω, T−) (conditionally on LT (ω, 0−) = 1) in the basis of polynomials (Pk(y))k∈N
is given by
∑∞
k=1 C1,k(ω, T )Pk(y) and that C1,k(ω, T ) = E[uLT (ω,T−),k|LT (ω, 0−) = 1]. Similarly we can
see that for T > T1, the decomposition of the generating function of LT (ω, T − T1) (conditionally on
LT (ω, 0−) = 1) in the basis of polynomials (Pk(y))k∈N can be expressed as
∑∞
k=1 C˜1,k(ω, T )Pk(y), where
C˜1,k(ω, T ) = E[uLT (ω,T−T1),k|LT (ω, 0−) = 1]. Similarly as we proved (6.23), we can prove that
PTT1+(ω)ρ(y) = UE(T − TN )β(∆ω(TN ))⊤E(TN − TN−1)β(∆ω(TN−1))⊤ · · ·β(∆ω(T1))⊤P (y) (6.25)
Since E(T1) is the diagonal matrix with diagonal entries (e
−λjT1)j∈N we conclude from (6.23) and (6.25)
that C1,k(ω, T ) = e
−λkT1C˜1,k(ω, T ). Therefore
C1,k(ω, T ) = e
−λkT1E[uLT (ω,T−T1),k | LT (ω, 0−) = 1].
This together with Lemma 6.6 imply that, for all k ≥ 1 and t ≥ 0,
|C1,k(ω, T )| ≤ (2ek)(k+θ)/2e−λkT1 .
Combining this with Lemma 6.8, we obtain (6.24), which concludes the proof. 
Lemma 6.6. For all k ≥ 1
sup
j≥1
uj,k ≤ (2ek)(k+θ)/2.
Proof. Let k ≥ 1. By the definition of the matrix U in Lemma 2.24, the sequence (uj,k)j≥1 satisfies
uj,k = 0 for j < k, uk,k = 1, uk+1,k =
γk+1
λk+1 − λk ,
uk+l,k =
1
λk+l − λk

γk+luk+l−1,k + θν0

 l−2∑
j=0
uk+j,k



 for l ≥ 2.
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Let M jk := supi≤j ui,k. By the definitions of γj+1, λk+1, λk in Lemma 2.24, we see that
γk+1 = λk+1 − (k − 1)θν0 > λk+1 − λk.
This together with the above expressions yield that
Mkk = 1, M
k+1
k =
λk+1 − (k − 1)θν0
λk+1 − λk ≤
λk+1
λk+1 − λk = 1 +
λk
λk+1 − λk ,
and for l ≥ 2,
Mk+lk ≤Mk+l−1k ∨
Mk+l−1k
λk+l − λk (γk+l + (l − 1)θν0)
= Mk+l−1k ∨Mk+l−1k ×
λk+l − (k − 1)θν0
λk+l − λk
= Mk+l−1k ×
λk+l − (k − 1)θν0
λk+l − λk
≤Mk+l−1k ×
λk+l
λk+l − λk
≤Mk+l−1k ×
(
1 +
λk
λk+l − λk
)
.
As a consequence, we have
sup
j≥1
uk,j ≤
+∞∏
l=1
(
1 +
λk
λk+l − λk
)
=:M∞k (6.26)
Since λk+l ∼ l2 as l→∞, it is easy to see that the infinite product M∞k is finite. Then,
M∞k = exp
[
+∞∑
l=1
log
(
1 +
λk
λk+l − λk
)]
≤ exp
[
+∞∑
l=1
λk
λk+l − λk
]
≤ exp
[
λk log(2ek)
2(k − 1)
]
,
where we have used Lemma 6.7, stated just after the proof, for the last inequality. Since, by the definition
of λk in Lemma 2.24, we have λk = (k − 1)(k + θ), we obtain the asserted result. 
Lemma 6.7. For all k ∈ N
+∞∑
l=1
1
λk+l − λk ≤
log(2ek)
2(k − 1) .
Proof. Using the definition of λk in Lemma 2.24 we have
+∞∑
l=1
1
λk+l − λk ≤
+∞∑
l=1
1
(k + l)(k + l − 1)− k(k − 1)
≤ 1
(k + 1)k − k(k − 1) +
∫ +∞
k
1
x(x + 1)− k(k − 1)dx
=
1
2k
+
∫ +∞
1
1
u2 + (2k − 1)udu =
1
2k
+ lim
a→+∞
∫ a
1
1
u(u+ 2k − 1)du
=
1
2k
+ lim
a→+∞
1
2k − 1
(∫ a
1
1
u
du−
∫ a
1
1
u+ 2k − 1du
)
=
1
2k
+ lim
a→+∞
1
2k − 1 (log(a)− log(a+ 2k − 1) + log(2k))
=
1
2k
+
log(2k)
2k − 1 ≤
1 + log(2k)
2(k − 1) =
log(2ek)
2(k − 1) .

Lemma 6.8. For all k ∈ N, we have
sup
y∈[0,1]
|Pk(y)| ≤ 4k.
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Proof. By definition of the polynomials Pk in (2.28), we have for k ≥ 1
sup
y∈[0,1]
|Pk(y)| ≤
k∑
i=1
|vk,i|. (6.27)
Let us fix k ≥ 1 and define Skj :=
∑k
i≥j |vk,i|. Note that Skj = 0 for j > k and that Skk = 1 by the
definition of the matrix (vi,j)i,j∈N in Lemma 2.24. In particular, the asserted result is true for k = 1, we
thus assume k > 1 from now one. Using (2.27), we see that for any j ∈ [k − 1],
Skj = S
k
j+1 + |vk,j | = Skj+1 +
∣∣∣∣∣∣
−1
(λk − λj)



 k∑
l=j+2
vk,l

 θν0 + vk,j+1γj+1


∣∣∣∣∣∣
≤ Skj+1 +
1
(λk − λj)
[
Skj+2θν0 + (S
k
j+1 − Skj+2)γj+1
]
≤
(
1 +
γj+1
λk − λj
)
Skj+1 +
θν0 − γj+1
λk − λj S
k
j+2.
Note that
θν0−γj+1
λk−λj
≤ 0, because of the definition of the coefficients γi in Lemma 2.24. Thus, for j ∈ [k−1]
Skj ≤
(
1 +
γj+1
λk − λj
)
Skj+1 (6.28)
By the definitions of γj+1, λk, λj in Lemma 2.24 we have
γj+1
λk − λj =
(j + 1)j + jν1θ + θν0
k(k − 1)− j(j − 1) + (k − j)ν1θ + (k − j)θν0
≤ (j + 1)j
k(k − 1)− j(j − 1) +
jν1θ
(k − j)ν1θ +
θν0
(k − j)θν0
≤ (j + 1)j
j(k − 1)− j(j − 1) +
jν1θ
(k − j)ν1θ +
θν0
(k − j)θν0 ≤ 2
j + 1
k − j .
In particular,
1 +
γj+1
λk − λj ≤
k + j + 2
k − j ,
Plugging this into (6.28) yields, for all j ∈ [k − 1]
Skj ≤
k + j + 2
k − j S
k
j+1.
Then, applying the above inequality recursively and combining with Skk = 1 we get
k∑
i=1
|vk,i| = Sk1 ≤
k−1∏
j=1
k + j + 2
k − j =
(
2k + 1
k − 1
)
=
(
2k+1
k−1
)
+
(
2k+1
k+2
)
2
≤ 22k+1/2 = 4k.
Combining with (6.27) we obtain the asserted result. 
7. An application: exceptional environment in the recent past
Let us now present an application of the methods developed in the present paper that illustrates the
interest in studying both quenched and annealed results. More precisely, consider a population living
in a stationary random environment, which has been recently subject to a big perturbation. We are
interested in the influence of this recent exceptional behavior of the environment, in the absence of
knowledge of the environment in the far past.
The process starts at −∞ and we are currently at instant 0. Recall that the environment is a realization ζ
of a Poisson point process (ti, pi)i∈I on (−∞, 0]× (0, 1) with intensity measure dt×µ, where dt stands for
the Lebesgue measure and µ is a measure on (0, 1) satisfying
∫
xµ(dx) <∞. In this section, we assume
that the intensity measure µ is finite, and hence, the environment is almost surely simple. We moreover
assume that the parameter of selection σ is zero. We assume that we know ζT := (ti, pi)i∈I,ti∈[−T,0], the
realization of the environment on the time interval [−T, 0], but we do not know the environment Z˜ on the
interval (−∞,−T ); we only know that it is a realization of a Poisson point process on (−∞,−T )× (0, 1)
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with intensity measure dt × µ. Now, under the measure PζT the environment ζT on [−T, 0] is fixed and
we integrate with respect to the random environment Z˜ on (−∞,−T ). In addition, P simply denotes the
annealed measure, i.e. when we integrate with respect to the environment ζ on (−∞, 0]. From Theorem
2.11, we have
E[(1 −X(0))n] = E [(1−X(∞))n] = wn. (7.1)
Our aim is to obtain a formula for EζT [(1 − X(ζT , 0))n]. Let ζ˜ denote a particular realization of the
random environment Z˜ on (−∞,−T ). Let Eζ˜,ζT [(1 − X(ζ˜, ζT , 0))n] denotes the quenched moment of
order n of 1−X(ζ˜, ζT , 0), given the global environment (ζ˜ , ζT ) that is obtained by gluing together ζ˜ and
ζT . Clearly, we have
EζT [(1−X(ζT , 0))n] =
∫
Eζ˜,ζT [(1 −X(ζ˜, ζT , 0))n]× P(Z˜ ∈ dζ˜), (7.2)
and
Eζ˜,ζT [(1−X(ζ˜, ζT , 0))n] =
∫
EζT [(1−X(ζT , 0))n|X(ζT ,−T ) = x]× Pζ˜
(
X(ζ˜,−T ) ∈ dx
)
. (7.3)
Let−T < TN < · · · < T1 < 0 denote the jumping times of ζT on [−T, 0]. Let the matrices (A†m(ζT ))1≤m≤N
and the coefficients C†n,k(ζT , T ) be defined as in Theorem 2.16, from the environment ζT . By (2.16) in
Theorem 2.16 we have
EζT [(1−X(ζT , 0))n|X(ζT ,−T ) = x] =
n2N∑
k=0
C†n,k(ζT , T )P
†
k (1− x).
Plugging this into (7.3) and using (2.13), we get
Eζ˜,ζT [(1 −X(ζ˜, ζT , 0))n] =
n2N∑
k=0
C†n,k(ζT , T )E
ζ˜
[
P †k
(
1−X(ζ˜,−T )
)]
=
n2N∑
j=0

n2N∑
k=j
C†n,k(ζT , T )v
†
k,j

Eζ˜ [(1−X(ζ˜,−T ))j] .
Integrating both sides with respect to ζ˜ and using (7.2) we get
EζT [(1 −X(ζT , 0))n] =
n2N∑
j=0

n2N∑
k=j
C†n,k(ζT , T )v
†
k,j

E [(1−X(−T ))j] .
Here, E[(1 − X(−T ))j] is the annealed moment of order j of the proportion of individuals of type 1
at time −T , when the environment is integrated on (−∞,−T ). By translation invariance we have
E[(1 −X(−T ))j] = E[(1 −X(0))j ] = wj , where the last equality comes from (7.1). Hence, the desired
formula for the n-th moment of 1−X(ζT , 0) is given by
EζT [(1−X(ζT , 0))n] =
n2N∑
j=0

n2N∑
k=j
C†n,k(ζT , T )v
†
k,j

wj . (7.4)
Appendix A. Some definitions and remarks on the J1-Skorokhod topology
For T > 0, we denote by DT the space of càdlàg functions in [0, T ] with values on R. Let C↑T denote the
set of increasing, continuous functions from [0, T ] onto itself. For λ ∈ C↑T , we set
‖λ‖0T := sup
0≤u<s≤T
∣∣∣∣log
(
λ(s)− λ(u)
s− u
)∣∣∣∣ .
We define the Billingsley metric metric d0T in DT via
d0T (f, g) := inf
λ∈C↑
T
{‖λ‖0T ∨ ‖f − g ◦ λ‖T,∞},
where ‖f‖T,∞ := sups∈[0,T ] |f(s)|. The metric d0T induces the J1-Skorokhod topology in DT . An important
feature is that the space (D0T , d
0
T ) is separable and complete.
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For T > 0, a function ω ∈ DT is said to be pure-jump if for all t ∈ (0, T ],
ω(t)− ω(0) =
∑
u∈(0,t]
∆ω(u) <∞,
where ∆ω(u) := ω(u) − ω(u−), u ∈ [0, T ]. In the set of pure-jump functions, we consider the following
metric
d⋆T (ω1, ω2) := inf
λ∈C↑T

‖λ‖0T ∨
∑
u∈[0,T ]
|∆ω1(u)−∆(ω2 ◦ λ)(u)|

 .
The next result provides comparison inequalities between the metrics d0T and d
⋆
T .
Lemma A.1. Let ω1 and ω2 be two pure-jump functions with ω1(0) = ω2(0) = 0, then
d0T (ω1, ω2) ≤ d⋆T (ω1, ω2).
If in addition, ω1 and ω2 are non-decreasing, and ω1 jumps exactly n times in [0, T ], then
d⋆T (ω1, ω2) ≤ (4n+ 3)d0T (ω1, ω2).
Proof. Let λ ∈ C↑T and set f := ω1 and g := ω2 ◦λ. Since f and g are pure-jump functions with the same
value at 0, we have, for any t ∈ [0, T ],
|f(t)− g(t)| =
∣∣∣∣∣∣
∑
u∈[0,t]
(∆f(u)−∆g(u))
∣∣∣∣∣∣ ≤
∑
u∈[0,t]
|∆f(u)−∆g(u)| .
The first inequality follows. Now, assume that ω1 and ω2 are non-decreasing and that ω1 has n jumps in
[0, T ]. Let t1 < · · · < tn be the consecutive jumps of ω1. We first prove by induction that for any k ∈ [n]∑
u∈[0,tk]
|∆f(u)−∆g(u)| ≤ (4k + 1)‖f − g‖tk,∞.
Note that∑
u∈[0,t1]
|∆f(u)−∆g(u)| =
∑
u∈[0,t1)
∆g(u) + |∆f(t1)−∆g(t1)| ≤ g(t1−) + 2‖f − g‖t1,∞ ≤ 3‖f − g‖t1,∞,
which proves the result for k = 1. Now, assuming that the result is true for k ∈ [n− 1], we obtain∑
u∈[0,tk+1]
|∆f(u)−∆g(u)| =
∑
u∈[0,tk]
|∆f(u)−∆g(u)|+
∑
u∈(tk,tk+1)
∆g(u) + |∆f(tk+1)−∆g(tk+1)|
≤(4k + 1)‖f − g‖tk,∞ + g(tk+1−)− g(tk) + 2‖f − g‖tk+1,∞
=(4k + 1)‖f − g‖tk,∞ + (g(tk+1−)− f(tk+1−))− (g(tk)− f(tk))
+ 2‖f − g‖tk+1,∞
≤(4k + 1)‖f − g‖tk,∞ + 4‖f − g‖tk+1,∞
≤(4(k + 1) + 1)‖f − g‖tk+1,∞.
Hence, the result also holds for k + 1. This ends the proof of the claim. Finally, using the claim, we get∑
u∈[0,T ]
|∆f(u)−∆g(u)| =
∑
u∈[0,tn]
|∆f(u)−∆g(u)|+
∑
u∈(tn,T ]
∆g(u)
≤ (4n+ 1)‖f − g‖tn,∞ + g(T )− g(tn)
= (4n+ 1)‖f − g‖tn,∞ + (g(T )− f(T ))− (g(tn)− f(tn))
≤ (4n+ 3)‖f − g‖T,∞,
ending the proof. 
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Appendix B. Bounded Lipschitz metric and weak convergence
Let (E, d) denote a complete and separable metric space. It is well known that the topology of weak
convergence of probability measures on E is induced by the Prokhorov metric. An alternative metric
inducing this topology is given by the bounded Lipschitz metric, whose definition is recalled in this
section.
Definition B.1 (Lipschitz function). A real valued function F on (E, d) is said to be Lipschitz if there
is K > 0 such that
|F (x) − F (y)| ≤ Kd(x, y), for all x, y ∈ E.
We denote by BL(E) the vector space of bounded Lipschitz functions on E. The space BL(E) is equipped
with the norm
‖F‖BL := sup
x∈E
|F (x)| ∨ sup
x,y∈E:x 6=y
{ |F (x) − F (y)|
d(x, y)
}
, F ∈ BL(E).
Definition B.2 (Bounded Lipschitz metric). Let µ, ν be two probability measures on E. The bounded
Lipschitz distance between µ and ν is defined by
̺E(µ, ν) := sup
{∣∣∣∣
∫
Fdµ−
∫
Fdν
∣∣∣∣ : F ∈ BL(E), ‖F‖BL ≤ 1
}
.
It is not difficult to show that the bounded Lipschitz distance defines indeed a metric on the space of
probability measures on E. Moreover, the bounded Lipschitz distance metrizes the weak convergence of
probability measures on E, i.e.
̺E(µn, µ) −−−−→
n→∞
0 ⇐⇒ µn (d)−−−−→
n→∞
µ.
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