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1. INTRODUCTION 
In this paper, we consider the second-order nonlinear differential equation, 
(p (t) ¢ (y' (t))}' + q (t) i (y (t)) = 0, t > to, (1.1) 
where p e C([t0, c~); (0, co)), q e C([t0, c~); N), and ¢, f e C(N; N). We list some conditions on 
p, q, ¢, and f as follows. 
(C1) f'(y) >_Oandyf(y) >0,  fo ry¢0;  
(C2) sgn¢(u) -- sun ]ul; 
(C3) ¢(u)sgnu has the inverse function ¢(u); 
(C4) q(t) >_ 0 and q(t) ~ O, on any nonempty open anterval. 
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If ~b(u) = u a, where a m a poslttve quotient of even over odd integers, then equation (1.1) 
reduces to the equation, 
{p(t) [y' (t)]~'} ' +q(t)f(y(t))  = O, t > to. (1.2) 
In [1], Bai established some suflicmnt con&tions of asymptotic behavior of nonoseillatory solutions 
of equation (1.2) if 
F 1 pW~,(t) at -- co. 
The purpose of this paper is to extend Bai's results from equation (1.2) to equation (1.1), and 
establish some new results if F ¢ dt<oo 
holds. | 
2. MAIN  RESULTS 
In this section, we discuss the asymptotic behavior of nonosciUatory solutions of equation (1.1) 
LEMMA 2.1. Let y(t) be a nonoscillatory solution and (C4) hold. Then, yf(t) is nonoscillatory. 
PROOF. Suppose to the contrary that y~(t) is oscillatory. Without loss of generality, we assume 
that y(t) > 0 for t > T for some T > to. It follows from (C4) and (1.1) that p(t)¢(y'(t)) is 
nonincreasing on [T, c~). This implies that there is a 7'1 > T such that p(t)¢(y~(t)) = 0 for 
t > 7"1. Hence, q(t) = 0 on [2"1, co), which contradicts (C4). Then, y'(t) is nonoseillatory. 
THEOREM 2.1. Let (C1), (C2), (C4), and 
oo q (t) = co. dt (2.1) 
hold. If y(t) is an eventually positive solution of equation (1.1), then limt--.¢¢ y(t) = O. 
PROOF. Let y(t) > 0 on [T, co) for some T > to. It follows from Lemma 2.1 and (1.1) that y'(t) 
is nonoscillatory and 
(p(t)¢(y'(t))~' = (2.2) p(t)¢(y' (t)).f' (y(t))v' (t) 
7[v~ ~] -q ( t ) -  f~ (y(t)) ' 
for t _> T. We separate our proof into two cases. 
CASE 1. Suppose that y'(t) is eventually positive. We assume without loss of generality that 
y'(t) > 0 for t > T. By (CI), (C2), and (2.2), we have 
p (t) ¢ (¢ (t))~' < -q (t), 
] -  
for t > T. Integrating it from T to t, we get 
p(t)qb(y' (t)) p(T)¢(y' (T)) f "  
f (y (t)) < f (y (T)) - JT q (s) ds. 
(2.3) 
Letting t --* co and using condition (2.1), we obtain a contradiction. Hence, y'(t) is eventually 
negative. 
CASE 2 Suppose that y'(t) < 0 is eventually negative. We assume without loss of generality 
that y'(t) < 0 for t > T, and there exists a number c~ > 0, such that 
lim y (t) = ~. (2.4) 
t--*OO 
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We claim that a = 0. Otherwise, y(t) _> a > 0 for t _> T By (1.1) and (C1), we yield 
[p (t) ¢ (y' (t))]' = -q (t) f (y (t)) _< -q (t) f (~), (2.5) 
for t >__ T. Integrating it from T and t, we have 
/J p (t) ¢ (y' (t)) <_ p (T) ¢ (y' (T)) - f (a) q (s) ds, (2.6) 
for t >_ T. By (2.1), the right side of (2.6) tends to -oo as t -~ oo whereas the left side of (2.6) 
is positive, which is a contradiction. This contradiction completes the proof of the theorem. | 
THEOREM 2.2. Let (C1)-(64) and 
¢ k sgn k dt = cx~, for every k ~ 0, (2.7) 
hold. fly(t) is an eventually negative solution f equation (1.I), then limt--,oo y(t) = -ce. 
PROOF. Let y(t) < 0 on [T, eo) for some T _> to. By Lemma 2.1, y'(t) is nonoscillatory. We 
separate our proof into two cases. 
CASE 1. Suppose that y'(t) is eventually positive. We assume without loss of generality that 
y'(t) > 0 on [T, c~) It follows from (1.1) that p(t)¢(y'(t)) is nondecreasing on IT, c~). Then, 
p(t)¢(y'(t))>_p(T)¢(y'(T)), t>_T. 
Hence, 
this implies 
(p (T) ¢ (y' (T))) 
y' (t) > ¢ \ ~ , (2.8) 
IT (p (T) ¢ (y' (T))) dt. (2.9) y (t) _> y (T) + ~b \ p-~ 
It follows from (2.7) that limt--.oo y(t) = oo, which contradicts that y(t) < 0 on [T, oc). Hence, 
y'(t) is eventually negative. 
CASE 2. Suppose that y'(t) is eventually negative. We assume without loss of generality that 
y'(t) < 0 on [T, co). It follows from (1.1) that p(t)¢(y'(t)) is nondecreasing on IT, oo). Then, 
p (t) ¢ (y' (t)) >_ p (T) ¢ (y' (T)), t _> T. 
Hence, 
this implies 
y ' ( t )=¢( -¢ (y ' ( t ) ) )<¢(  p(T)¢(y ' (T)) )  
- p(t) ' 
(2.1o) 
y(t) 
- Jr \ p(t) ] 
It follows from (2.7) that limt-~oo y(t) = -oc. This completes our proof of the theorem. | 
THEOREM 2.3. Let (C1), (C2), and (C4) hold. Suppose that ¢(u) has the inverse function ~b(u) 
on [0, ce) and 
/ ° °  ~b (p~t)) dt < c~ , for every k > 0, (2.12) 
holds, fly(t) is an eventually positive solution of equation (1.1), then y(t) is bounded. 
PROOF. Let y(t) > 0 on IT, oc) for some T > to. By Lemma 2.1, y'(t) is nonoscillatory. Hence, 
y'(t) is either eventually negative or eventually positive. If y'(t) is eventually negative, y(t) is 
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bounded. If y'(t) is eventually positive, we assume without loss of generality that y'(t) > 0 for 
t _> T. It follows from (1.1) that p(t)¢(y'(t)) is nonincreasing on [T, ~) .  Then, 
p(t)¢(y ' ( t ) )<_p(T)¢(y ' (T)) ,  t>_T. 
Hence, 
(p  (T) ¢ (y' (T))~ y' (t) < ~, \ ~-~ ] , 
this implies 
/:( ) y( t )<y(T)+ ¢ p(T)¢(y ' (T) )  ds. 
- p (s )  
It follows from (2 12) that y(t) is bounded This completes our proof of the theorem. | 
THEOREM 2.4. Let (61), (62), and (64) hold Suppose that ¢(u) has the inverse function ¢(u) 
on [0, oo). Then, equation (1.1) has an eventually increasing positive bounded solution y(t) if 
and only if 
1 q(s)f()~) ds dt < 0% for some A > 0. (2.13) 
PROOF. If (2.13) holds, there exists a number T _> to, such that 
q(s) f (A)ds  dt<-~. 
{ I } := yeC( [T ,c~) ;~)  ~ _<y( t )<Aon [T, oo) 
and an operator ~ on f~ by 
(~y) (t) = -~ + ¢ q (#) f (y (#)) dtt ds, t >_ T. 
Clearly, ~(ft) C ft. 
oo  Define a sequence of functions {y,,(t))~= o as follows, 
Y0 (t) = %, t >_ T, 
yn(t)---(qoy,~-l)(t), t_>T, n - -1 ,2 ,3 , . . .  
By induction, we can prove that 
A 
A>_y0( t )>y l ( t )>y2( t ) _>. . ->2,  t_>T. 
Then there exists a function y Eft, such that limn-~o¢ yn(t) -= y(t) on IT, co). It is obvious that 
y($) > A/2 on [T, oo). By Lebesgue's dominated convergence theorem, we have y -- ~y, that is, 
y(t) is a increasing positive solution of (1.1). 
Conversely, let y(t) be an eventually increasing positive bounded solution of (1.1). Without 
loss of generality, we assume that y(t) > 0 and y'(t) > 0 for t >_> T for some T > to. It follows 
from (1.1) that p(t)¢(y'(t)) is positive and nonincreasing for t >_ T and f' S' p( ( )¢ (y ' ( ( ) ) -p ( t )¢ (y ' ( t ) )  = - q(s) f (y(s) )  ds < - q (s ) f (y (T ) )  ds, ~ > t > T. 
This implies that 
p (t) ¢ (y' (t)) > q (s) f (y (T)) ds, t >_ T. 
Then, 
; ) y (t) - y (T) >_ ¢ 1 q (/z) f (y (T)) d# ds, on IT, oo). 
Hence, 
/( ) ¢ q(#) f (y (T ) )d# ds<oo. 
This completes our proof. | 
Define a set ft by 
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THEOREM 2.5. Let (C:), (C2), and (C4) hold Suppose that -¢(u) has the inverse function 
¢(u) on (-oo, 0]. Then, equation (1.1) has an eventually decreasing positive solution y(t) with 
limt--.oo y(t) = a for some a > 0 if and only if 
holds. 
PROOF. 
/ o~ oo ds) dt 
If (2.14) holds, there exists a number T >_ to, such that 
Define a set f~ by 
) ~b - -~ q(s) f (A)ds d t>-7 .  
{ } f~:= yeC([T ,  ec);~)l~<_y(t)<_A, on [T,c~) , 
and an operator ~ on f2 by 
) (~y) (t) = -~ - ~b -~-~ q (#) f (y (#)) d# ds, 
Clearly, ~(~2) C ft. 
t Define a sequence of functions {y~( )}n=0 as follows, 
yo (t) : 
y~ (t) : (~y,,_:) (t), 
By induction, we can prove that 
t>_T, 
t>T ,  n : 1 ,2 ,3 , . . . .  
for some A > 0, (2.14) 
t>T. 
Then 
Then, 
f 
~ 
p (t) ¢ (y' (t)) >_ q (s) f (a) ds, t>_T. 
(lf  ) 
y' (t) = ¢ ( -¢  (y' (t))) < ¢ -p -~ q (~) f (~) d~ , 
Integrating it over IT, eo), we get 
/ j (  ) a-y (T )< ¢ - -~  q(s) f (a )ds  dt. 
¢ - q(s) f (a )ds  d t>_-y (T )>-ec  
This completes our proof of the theorem 
t>_T. 
which implies 
1 
A_>y0(t) >y: ( t )  >__y2(t) > . . .>  ~, t_>T.  
Then, there exists a function y 6 ~, such that lim~--.oo yn(t) = y(t) on [T, c~). It  is obvious that 
y(t) _> A/2 on [T, oo). By Lebesgue's dominated convergence theorem, we have y = ~y, that is, 
y(t) is a decreasing positive solution of (1.1). 
Conversely, y(t) is eventually decreasing posit:ve solution of (1.1) with limt-~o~ y(t) = a > O. 
Without loss of generality, we assume that y(t) > 0 and y'(t) < 0 for t >_ T for some T >_ to. 
Then, y(t) >_ a for t _ T. It follows from (1.1) that 
f f' p (~) ¢ (y' (~)) - p (t) ¢ (y' (t)) = - q (~) f (y (~)) ds <_ - q (~) f (~) ds, ~ >_ t > T, 
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THEOREM 2.6. Let (C1), (C~), and (C4) hold. Suppose that ¢(u) has the reverse functmn %b(u) 
on [0, oo) and there exist a number a > O, such that 
? ¢ a ds ~ co, as t -* ec. 
Then, equation (1.1) has an eventually increasing positive solution y(t) satisfying 
y (t) >_ Gx (t) -+ co, for some A > a, (2.15) 
oo q (t) f (G~ (t)) < 0% for some fl > a, (2.16) dt 
holds, where 
PROOF. By (2.16), there exists two numbers o~ < A </3 and T > to, such that 
f ?q  (s) f (G~ (s)) < fl - A, for t > T. ds 
Define a set ~ by 
a := {v e c ([T, ~)  ; ~) I CA (t) _< y (t) < a~ (t) on [T, oo)}, 
and an operator ~ on ~ by 
(~v)( t )= ¢ p -~ ~+ q(~) f (y ( , ) )d ,  ds, t>T .  
Clearly, ~(~) C ft. 
t oo Define a sequence of functions {yn( )}n=0 as follows, 
y0 (t) = G, (t) t > T, 
y~(t ) : (~y ._ l ) ( t ) ,  t>T ,  n :1 ,2 ,3 ,  . . . .  
By induction, we can prove that 
G~ (t) > Y0 (t) > y l ( t )  > Y2 (t) > . . .  > G;~ (t), t > T. 
Then, there exists a function y E f~, such that limn--,oo yn(t) = y(t) on [T, oo) It is obvious that 
y(t) > I on [T, oo). By Lebesgue's dominated convergence theorem, we have y = ~y, that is, 
y(t) is a increasing positive solution of (1.1) and y(t) > Gx(t). 
Conversely, let y(t) be an eventually increasing positive solution y(t) satisfying (2.15). Let 
a < 13 < I. Then, y(t) >_ Gfl(t ). From (1.1), we have 
/i p (~) ¢ (y' (~)) - p (T) ¢ (y' (r)) <_ - q (s) f (G z (s)) ds, ~ > t > T. 
Then, 
p (T) ¢ (y' (T)) > q (s) f (Gz (s)) ds, t > T 
Hence, (2 16) holds. | 
if and only if 
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THEOREM 2.7. Let (C1), (C2), and (Ca) hold. Suppose that ¢(u) has the inverse function ¢(u) 
on [0, co). Then, equation (1.1) has an eventually increasing negative solution y(t) satisfying 
limt--,o~ y(t) = a for some a < 0 if and only if 
PROOF. 
/~ it ds) oo, for some .k < 0. (2.17) 
If (2.17) holds, there exists a number T > to, such that 
¢ -p- -~ q(s) f (A )ds  dt<- -~.  
Define a set ~ by 
a := ycC([T ,c~);~) l )~<_y(t )<_-~on [r, oc) 
and an operator ~ on ~ by 
(~y) ( t )=-~-  ¢ - q (#) f (y (#) )d# ds, t>T .  
Clearly, ~(f~) C ~. 
t o~ Define a sequence of functions {Yn( )}n=0 as follows, 
y0 (t) = ~, t > T, 
Yn(t)=(~Yn-1)(t) ,  t>T ,  n=1,2 ,3 , . . .  
By induction, we can prove that 
A 
= y0 (t) > y l  (t) ___ y2 (t) > . . .  > ~, t > T. 
Then, there exists a function y C fl, such that l im~_~ y~(t) = y(t) on [T, ce). It is obvious that 
y(t) _</k/2 on [T, oo). By Lebesgue's dominated convergence theorem, we have y -- ~y, that is, 
y(t) is a increasing negative solution of (1.1). 
Conversely, let y(t) be an eventually increasing negative solution of (1.1) satisfying 
lim y(t) = a < O. 
t---* ¢x:~ 
Without loss of generality, we assume that y(t) < 0 and y'(t) > 0 for t >__ T for some T _ to. It 
follows from (1.1) that 
p (t) ¢ (y' (t)) - p (T) ¢ (y' (T)) = - q (s) f (y (s)) ds >_ - q (s) f (a) ds, t > T. 
This implies that 
p (t) ¢ (y' (t)) >_ - q (s) f (a) ds, t >_ T. 
Then, 
/:( :/; ) a-y (T )> ¢ - -~  q( , ) f (a )  d# ds, on [T,c~). 
Hence, j? ( 1:/ ) 
¢ -~-~ q(#) f (a )d# ds<~.  
This completes our proof. | 
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LEMMA 2.2. Let (C2) and (C3) hold. If 
¢ (u~) < ¢ (u) ¢ (v), (2.18) 
for all u, v E R, then 
¢ (xy) sgnxy > ¢ (x) ¢ (y) sgnxy, (2.19) 
for ali x, y E R. 
PI~OOF. By (C2), ¢(t) is decreasing on ( -oo,  0] and increasing on [0, co). Thus, ¢(t) is increasing. 
CASE 1. If xy = O, (2.19) is obvious. 
CASE 2. If x > 0 and y > 0, there exist two positive numbers a and/3, such that ¢(5) = x and 
¢(/3) = Y. Then, ¢(x) = a, ¢(y) =/3, and 
¢ (z~) = ¢ (¢ (5) ¢ (/3)) > ¢ (¢ (5/3)) = 5/3 = ¢ (x) ¢ (y). 
CASE 3. If X < 0 and y < 0, there exist two negative numbers a and/3, such that -¢ (a )  = x 
and -¢(/3) = y. Then, ¢(x) = a, ¢(y) =/3, and 
¢ (xy) = ¢ (¢ (~) ¢ (/3)) > ¢ (¢ (~/3)) = ~/3 = ¢ (x) ¢ (y). 
CASE 4. If xy < 0, we assume without loss of generality that x > 0 and y < 0. There exist two 
numbers a > 0 and/3 < 0, such that ¢(a)  = x and -¢(/3) = y. Then, ¢(x) = a, ¢(y) =/3, and 
¢(xy) = ¢ (-¢(~)¢(/3)) < ¢(-¢(~/3)) = ~/3 = ¢(x)¢(~). 
THEOREM 2.8. Let (C1)-(C4), and (2.18)hold. Suppose that q(t) satisfies 
f ~q(t )  < oo dt (2.20) 
and 
If 
) ¢ -~ q(s) ds dt=oc.  (2.21) 
f~ p (t) ¢ (y' (t)) o < p (~) ¢ (y' (4)) + q (s) ds < 
- f (y (~) )  - f (y ( t ) )  ' 
for ~ > t > T. Letting ~ -4 0% we obtain 
f ~ ds < p (t) ¢ (y' (t)) (s) q - f (y ( t ) )  ' 
for t > T. It follows from Lemma 2.2 that 
y' (t) ~ (¢ (y' (t))) 
¢ ( f  (y(t))) : ( f (~(t ) ) )  
(¢  (y' (t)) h 1 ds ) .  
f o~ dy ¢ ( f  (y)-------~ < co, for each e > 0, (2.22) 
and y(t) is an eventually posltwe solution of equation (1.1), then limt--.~ y(t) -- 0 
PROOF. Let y(t) > 0 on [T, c~) for some T > to. By Lemma 2.1, y'(t) is nonoscillatory. We 
separate our proof into two cases. 
CASE 1. Suppose that y'(t) > 0 for t > T. It follows from (2.3) that (p(t)¢(y'(t)))/(f(y(t))) is 
positive and decreasing on IT, oc) and 
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Thus, 
1 t y' (s) ds = . (2.23) ¢ ~ q (~) dr ds < ¢ (: (y (s))) ~(r) ¢ (: (~)) 
Letting t --* oc, the right side of (2.23) is finite whereas the left side of (2.23) tends to oo. Hence, 
we obtain a contradiction. 
CASE 2. Suppose that yt(t) < 0 for t _> T. Then, (2.4) holds. We claim that a = 0. Otherwise, 
there exists a number fl > a > 0, such that y(t) > fl for t >_ T. It follows from (1.1) and (C1) 
that 
O<_p(~)¢(y'(~))<_p(t)c~(y'(t))-f(fl) q(s) ds, ~>t>T.  
Letting ( ~ e~, we have 
p (t) ¢ (y' (t)) >_ f (fl) q (s) ds, t > T. 
It follows from Lemma 2.2 that 
(  ,.If ) y ' ( t )=%b( -¢(y ' ( t ) ) )<¢ - f ( f l )~  q(s) ds <¢( - f ( f l ) )¢  q(s) ds . 
Thus, 
y(t) < y(T) +¢( - f  (fl)) ¢ q(T) dr ds. 
By (2.21), limt-.oo y(t) = -oo, which is a contradiction. Hence, limt--.oo y(t) = O. 
THEOREM 2.9. Let (C1)-(C4), and (2 18) hold. Suppose that 
and 
If 
¢ ds<c~ 
(t) = 1 ds.  
(2.24) 
(2.25) 
: ) ¢ 1 q (It) f (A~ (It)) dIt) ds -- -co, for every A < 0, 
and y(t) is an eventually negative solution of equation (1.1), then limt--,oo y(t) = -oo. 
PROOF. Let y(t) < 0 on [T, c~) for some T _> to. By Lemma 2.1, yt(t) is nonoscillatory. We 
separate our proof into two cases. 
CASE 1. Suppose that y'(t) is eventually positive. We assume without loss of generality that 
y'(t) > 0 on [T, c~). As in the proof of Theorem 2.1, (2.9) holds for t >_ T. By Lemma 2.2 and 
(2.25), we obtain 
-y  (t) >_ ~ - y (t) _> -~ (t), 
for t >_ T, where A = -p(T)¢(yt(T)) < 0 and limt--.~ y(t) = a < O. Then, y(t) < A~(t) < 0 for 
t _> T. From (1.1), 
[p (t) ¢ (y' (t))]' = -q  (t) f (y (t)) > -q  ( t ) :  (~  (t)), on IT, ~) .  
Integrating it over IT, oo), we get 
/i p(t)¢(y'(t))  >_p(t)¢(y'(t)) -p(T)c~(y'(T))  >-  q(#) f (Ak~ (tz)) dit. 
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Then, by Lemma 2.2, 
- I  t 1 t ,. <.> :~ <~ <,..>>>_. ~ (~/; ~ <.>,: <,>> ,.).~ (_1> ~ (~/ ,  (.>, <~o <,>> ,.). 
This implies that 
; (~: /  ) y( t )>_y i  T )+¢/ -1 )  ¢ q(#) f l  A@i#) )d~ ds. 
By (2.25), limt--+~ y(t) = co, which contradicts the fact that y(t) < 0 for t > T. 
CASE 2. Suppose that yr(t) is eventually negative. We assume without loss of generality that 
y'(t) < 0 on [T, oe). It follows from i1.1) that p(t)¢(y'(t)) is nondecreasing on [T, cx~). By (2.18), 
we assume without loss of generality that y(t) < -~( t )  < 0 for t >_ T. Similar to the proof of 
Case 2 in the theorem, we have 
= _ q (#) / ( -@ (#)) d# . 
Integrating it over IT, ee), we get 
t 1 t 
By (2.19), l imt -~ y(t) = -c~.  This completes our proof of the theorem. | 
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