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Abstract
In a simple graph, we consider the minimum number of edges which hit all the odd cycles
and the maximum number of edge-disjoint odd cycles. When these two coecients are equal,
interesting questions can be posed. Related problems, but interchanging ‘vertex-disjoint’ and
‘edge-disjoint’, have been studied by Berge and Fouquet (Discrete Math. 169 (1997) 169{176.)
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1. The game of the monochromatic odd cycles
A two-person positional game can be described as follows: two players, called respec-
tively Red and Blue, play alternately by choosing an edge in a graph G and by colour-
ing it with their colour, red or blue. The rst player who achieves a monochromatic odd
cycle wins and his opponent loses; if no monochromatic odd cycle is obtained, it is a
draw. For instance, with the graph G dened by edges ab; ac; cb; ac0; bc0; ad; bd; cd;
ad0; bd0; c0d0, the rst player wins by choosing rst the edge ab. It would be interest-
ing to know for which graphs one of the players has a winning strategy. A surprisingly
simple existence theorem is:
Theorem 1. With a graph G of chromatic number larger than 4 there exists a winning
strategy for the rst player.
Proof. Assume that Red is the rst player and has no winning strategy with a graph
G; (G)> 4; we shall show that this leads to a contradiction. Clearly, there is no
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winning strategy  for the player B, because otherwise Red could win by using the
same strategy  (dened for a ctitious game where Blue becomes the rst player and
starts with a dummy move). Then by the Zermelo{von Neumann theorem, both Red
and Blue can adopt a strategy which guarantees a draw. At the end of this game, all
the edges of G have been coloured red or blue, and then the red edges constitute a
partial graph GR with no odd cycles, and the blue edges a partial graph GB with no
odd cycles. Since GR is a bipartite graph, its vertices can be coloured with only two
colours, say  and 0 so that no two adjacent vertices in this graph GR have the same
colour; also, the vertices of GB can be coloured with two colours  and 0 so that no
two adjacent vertices in this graph have the same colour. If we assign to each vertex a
label (; ); (; 0); (0; ) or (0; 0) corresponding to the pair of colours used for this
vertex in GR and GB, no two adjacent vertices of G have the same label. This shows
that G is 4-colourable: a contradiction.
For 4-colourable graphs, and in particular for planar graphs, no simple structural
property has been found so far to see easily if the game is fair or unfair. The minimum
number of edges that one of the players needs to colour in order to guarantee a draw
is the coecient e(G) studied in the next section.
2. The edge-transversal number and the edge-packing number
For a simple graph G=(X; E), the edge-transversal number e(G) is the least number
of edges needed to hit all the odd cycles. The edge-packing number e(G) is the
maximum number of pairwise edge-disjoint odd cycles; if G has no odd cycles, we
put e(G)=0. Clearly, we have always e(G)>e(G), and if this inequality holds with
equality this yields an easy certicate to show that an edge-transversal is minimum or
that an edge-packing is maximum. It would be interesting to know for which graphs
the values of these coecients can be obtained in polynomial time (see [2] if the words
‘edge-disjoint’ and ‘vertex-disjoint’ are interchanged).
We say that the odd cycles of G have the Helly property if every family of pairwise
edge-intersecting odd cycles has a common edge. Clearly, the odd cycles do not always
have the Helly property. For instance, if G is the Mobius ladder with an odd number
of squares (Fig. 1), each pair of odd cycles has a common edge, so e(G)=1, however
e(G) = 2, so the odd cycles do not have the Helly property.
Graphs for which every pair of odd cycles has at least one vertex in common and
for which the number of vertices needed, to hit them all is large have been considered
by Lovasz [7], and a variation is due to Reed [8,9].
Let us now consider graphs for which every pair of odd cycles has at least one edge
in common and for which the number of edges needed to hit all the odd cycles is
large. Let G0 be the graph obtained from a rectangular lattice with 5 horizontal lines
and 6 vertical lines, by removing 8 vertical edges so that the only vertices of degree 2
in G0 are a1; a2; a3; a4 (on the upper horizontal line) and b4; b3; b2; b1 (on the lower
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Fig. 1.
horizontal line), all the other vertices of G0 having degree 3 (see Fig. 2). Let G be
the graph obtained from G0 by adding 4 new vertices c1; c2; c3; c4 and 8 new edges
(a1; c1); (a2; c2); : : : ; (a4; c4); (c1; b1); (c2; b2); : : : ; (c4; b4), as in Fig. 2. Clearly, this new
graph can be embedded in the projective plane by routing the paths (a:; c:; b:) through
a crosscap. Since G0 is bipartite, every odd cycle in G uses an odd number of the new
vertices and so is non-null homotopic. Thus any two odd cycles in G touch. Since G
has a maximum degree of three, this implies that they must share at least one edge.
Thus e(G) = 1. This remains true if instead of dening G with 4 additional vertices,
we dene G with 2h additional vertices, h>2. Also, it is easy to see that there are 2h
odd cycles such that each edge of G belongs to at most 2 of them; e.g., for the graph
G of Fig. 2, these 4 cycles are:
a1; 3; 9; 15; b4; 21; b3; 22; b2; b1;
a2; 1; 5; 6; 12; 13; 19; 20; b1; b2;
a3; 1; 5; 4; 10; 11; 17; 18; 22; b3;
a4; 2; 7; 6; 12; 11; 17; 16; 21; b4:
To hit these 2h odd cycles we need at least h edges; hence, e(G)>h, and the
edge-transversal number can be large.
In contrast, we can show:
Theorem 2. For the planar graphs; e is bounded by a function of e.
Proof. Let G be a planar graph with vertex set V . No family of e + 1 edge-disjoint
odd cycles can exist and a fortiori G cannot have e +1 vertex-disjoint odd cycles; so,
by Theorem 6:7 of [8] we obtain that for some function f there must be a set S of
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at most f(e + 1) vertices which hit all the odd cycles. Now, the subgraph G[V − S]
induced by V − S is bipartite, with bipartition red, blue. For a vertex i in S, let Bi
| resp.: Ri | be the set of blue | resp:. red | neighbours of i in G[V − S].
Each odd cycle C of G corresponds to a sequence of paths in G[V − S] with their
endpoints in some of the Bi and Ri. These paths are obtained by considering C − S
and may be singletons. We are going to proceed by induction on the number of such
paths in the odd cycles. We shall dene a set Ej of edges that covers all of the odd
cycles using at most j paths in G − E0 − E1 −    − Ej−1. We shall show, for each j
in turn, that the size of the set Ej is bounded by a function of jSj and of the number
of disjoint odd cycles in G−E0−E1−    −Ej−1 which use j paths. This implies the
results since any subgraph of G which contains an odd cycle has a simple odd cycle
using at most jSj= f(e + 1) paths.
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To prove the result for j= 0, we simple consider every cyclically ordered set of an
odd number of vertices of S. To delete all the odd cycles through this set, we simply
delete the edges between the pair of consecutive vertices for which this set of edges is
smallest. Thus, we destroy all such cycles through this ordered set with the number of
edges equal to the number of such disjoint cycles. Since there are at most f(e + 1)!
such cyclically ordered sets, the result holds for E0. Then we proceed in the same way
for each Ej except that upon considering a cyclically ordered set, for j consecutive
pairs in ordering, we consider j maximal sets of edge-disjoint paths rather than edges,
and for all the remaining consecutive pairs, we consider edges between the pair.
Furthermore, we consider both even and odd sets of vertices, and we specify whether
each of the j paths between two consecutive vertices in the ordering are between two
red neighbors, two blue neighbors, or a red and a blue neighbor. Thus, we no longer
insist that the number of vertices is odd, we can use the bipartiteness of G[V − S] to
determine the parity of the cycle and insist that this parity is odd.
Now, no pair of edge-disjoint paths between dierent pairs of vertices in some
cyclic ordering which yields an odd cycle, can intersect, as otherwise there would
be an odd cycle using fewer than j paths; but, we have deleted E0; E1; : : : ; Ej−1, so
this is impossible. Further, we chose the paths between two consecutive vertices to be
edge-disjoint. So, the number of disjoint odd cycles corresponding to a given sequence
and to a given type of path between each consecutive pair in the sequence, is simply the
minimum number of edge-disjoint paths or edges connecting two consecutive vertices
in the sequence where we consider paths between Ri; Bj or Rj; Bi or Bi; Bj or Ri; Rj, or
edges (depending on our specication of the sequence type).
By Menger’s theorem, we can destroy all the cycles of one sequence type by using
a number of edges equal to the number of edge-disjoint cycles of this type (again we
consider two consecutive vertices with the fewest number of paths). Since the number
of types is bounded by a function of jSj, this achieves the proof.
Remark. As pointed out by the referee, we can consider a T-join problem in the dual
of a planar graph G to show that if e(G)= k then there exist 2k cycles in G meeting
each edge at most twice.
3. The Konig property for the odd cycles
Let HG be the hypergraph whose vertices are the edges of G and whose edges are
the elementary odd cycles of G. So, using usual notations  and  for the two main
coecients of a hypergraph (see [1]), we have e(G) = (HG) and e(G) = (HG).
Every hypergraph H satises (H)>(H). If (H)=(H), the hypergraph H has the
Konig property. A hypergraph H has the Helly property if every family of pairwise
intersecting edges has a non-empty intersection. For a hypergraph H with the Helly
property, the most usual way to prove that H has the Konig property is to show that
the line-graph (or ‘intersection graph’) L(H) is a perfect graph; but here, unfortunately,
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as we have seen in Section 2, the hypergraph HG does not necessarily satisfy the Helly
property.
We do not know any simple characterization for the graphs G whose odd cycles
have the Konig property; however, we have:
Theorem 3. Let G be a graph such that e(G0) = e(G0) for every partial graph G0
of G. Then G has chromatic number (G)63.
Proof. Catlin [4] proved that every graph with chromatic number>4 contains a sub-
division of the complete graph K4 such that each triangle of K4 is subdivided to form
an odd cycle (see [10] and [11]). If the graph G was not 3-colourable, then a partial
graph G0 would be such a subdivision of K4 and therefore e(G0)= 2 is dierent from
e(G0) = 1, a contradiction.
Remark. The Konig-type condition of Theorem 3 implies that the hypergraph HG is
‘normal’ (see [1, p. 156]); Fournier and Las Vergnas [5] have shown that the vertex-set
of a normal hypergraph H can be split into two classes, the ‘red’ vertices and the
‘blue’ vertices, so that no edge of H is monochromatic. This shows that the edge-set
of the graph G can be split into two bipartite graphs, a result which also follows from
Theorem 3; but, perhaps this alternative approach via Hypergraph Theory can shed
further light on this problem.
For further reading
The following references are also of interest to the reader: [3,6].
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