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Abstract
We consider a parabolic version of the mass transport problem, and
show that it converges to a solution of the original mass transport prob-
lem under suitable conditions on the cost function, and initial and target
domains.
1 Introduction
We are concerned in this paper with solutions to the optimal transport problem,
which reads as follows.
Given two domains Ω and Ω∗, and two probability measures µ and ν defined
on them, along with a real valued cost function c defined on Ω × Ω∗, we wish
to find a measurable mapping T : Ω → Ω∗ satisfying T#µ = ν (defined by
T#µ(E) = µ((T )
−1(E)) for all measurable E ⊂ Ω∗) such that∫
Ω
c(x, T (x))dµ = max
S#µ=ν
∫
Ω
c(x, S(x))dµ.
Under mild conditions on c and the measures µ and ν, it is known that the
solution to this problem exists. Additionally, if Ω and Ω∗ are subsets of Rn,
and µ and ν are absolutely continuous with respect to Lebesgue measure, T can
be determined from a scalar valued potential function satisfying the following
equation in an appropriately weak sense:{
det (∇2 u(x)−A(x,∇u(x))) = B(x,∇u(x)), x ∈ Ω
T (Ω) = Ω∗
where A is a matrix valued function and B is a scalar valued function defined
from c and the densities of the two measures.
Under certain conditions on the domains, cost, and measures, the interior
regularity of the potential u has been shown by Ma, Trudinger, and Wang in
1
[5], and global regularity by Trudinger and Wang in the subsequent [9]. In [8],
Schnu¨rer and Smoczyk analyze a parabolic flow which is close to the correspond-
ing optimal transport problem with the cost c(x, y) = |x− y|2.
In this paper, we are concerned with a parabolic flow leading to the solu-
tion of an optimal transport problem, with cost functions other than the case
c(x, y) = |x− y|2. More specifically, we look at solutions to the equation


u˙(x, t) = log det (∇2 u(x, t)−A(x,∇u(x, t)))
− logB(x,∇u(x, t)), x ∈ Ω
G¯(x,∇u(x, t)) = 0, x ∈ ∂Ω
u|t=0 = u0
with A and B as above, and an appropriate boundary condition G¯. It turns
out that the conditions given in [9] along with a few restrictions on the initial
condition are sufficient to guarantee long time existence to this parabolic flow,
and convergence to the solution of the optimal transport problem as t→∞.
We also provide here a reference table for the notation used in this paper.
Notation Definition Location
ν Outer unit normal to ∂Ω
ν∗ Outer unit normal to ∂Ω∗
h¯ Defining function for Ω
h¯∗ Defining function for Ω∗
Y (x, p) Inverse of the map y 7→ ∇xc(x, y) = p (A1)
X(q, y) Inverse of the map x 7→ ∇yc(x, y) = q (A1)
A(x, p) ∇2x c(x, y)|y=Y (x,p) Before (A3w)
T (x, t) Y (x,∇u(x, t)) (3.1)
B(x, p) |det∇2x,y c| ·
f(x)
g(Y (x,p)) (3.1)
B˜(x, p) logB(x, p) (3.1)
G¯(x, p) h¯∗(x, Y (x, p)) (3.1)
wij(x, t) uij(x, t) −Aij(x,∇u(x, t)) (3.1)
β(x, t) G¯p(x, p)|p=∇u(x,t) = h¯
∗
l (y)c
l,k(x, y)|y=Y (x,∇u(x,t)) Theorem 7.1
Ωε(x0) Ω ∩Bε(x0) Before (9.5)
M supx∈∂Ω|∇
2 u(x, t)| Theorem 10.1
M˜ supx∈Ω|∇
2 u(x, t)| Theorem 11.1
Mw supx∈∂Ω|wij(x, t)| Theorem 11.2
M˜w supx∈Ω|wij(x, t)| Theorem 11.2
Γε {x ∈ Ω| dist(x, ∂Ω) < ε} Before Theorem A.1
Γ∗ε∗ {y ∈ Ω
∗| dist(y, ∂Ω∗) < ε∗} Before Theorem A.1
h Function defined from h¯ with a c-convexity property Theorem A.1
h∗ Function defined from h¯∗ with a c-convexity property Theorem A.1
G(x, p) Function uniformly convex in p Corollary A.2
The author would like to thank Micah Warren for suggesting this problem,
and many fruitful discussions regarding this paper.
2
2 Preliminaries of Optimal Transport
In this section, we recall some basic facts and definitions regarding the optimal
transport problem, along with the key conditions from [9].
Let Ω and Ω∗ be open, smooth, bounded domains in Rn, with f and g smooth
functions on Ω and Ω∗ respectively. We assume the mass balance condition,∫
Ω
f =
∫
Ω∗
g (2.1)
along with the bound
0 < λ ≤ f, g ≤ Λ <∞ (2.2)
for some constants λ and Λ. We will assume the following conditions on c:
c ∈ C4+α(Ω× Ω∗) for some α ∈ (0, 1]. (A0)
We assume the mappings y 7→ ∇xc(x, y) for each x ∈ Ω and x 7→ ∇yc(x, y)
for each y ∈ Ω∗ are injective. For any p ∈ ∇xc(x,Ω∗) and x ∈ Ω, (resp.
q ∈ ∇yc(Ω, y) and y ∈ Ω∗) we write Y (x, p) (resp. X(q, y)) for the unique
element of Ω∗ (resp. Ω) such that
∇xc(x, y)|y=Y (x,p) = p
∇yc(x, y)|x=X(q,y) = q.
(A1)
We also assume a nondegeneracy condition on the cost c:
det∇2x,y c(x, y) 6= 0, ∀x ∈ Ω, y ∈ Ω
∗. (A2)
Finally, writing A(x, p) = ∇2x c(x, y)|y=Y (x,p) we assume
DpipjAkl(x, p)ξiξjηkηl ≥ 0, ∀x ∈ Ω, p ∈ ∇xc(x,Ω
∗), ξ ⊥ η. (A3w)
Additionally, we need to make the following assumptions on the domains Ω
and Ω∗. We write cij..., kl... =
∂
∂xi
∂
∂xj
. . . ∂
∂yk
∂
∂yl
. . . c and indicate the inverse of
a matrix by raising its indices.
Definition 2.1. We say that Ω is c-convex with respect to Ω∗ if the set ∇yc(Ω, y)
is a convex set for any y ∈ Ω∗. Likewise, Ω∗ is c∗-convex with respect to Ω if
the set ∇xc(x,Ω∗) is a convex set for any x ∈ Ω.
We say that Ω is uniformly c-convex with respect to Ω∗ if it is c-convex and
satisfies
[Diνj(x)− c
l,kcij,l(x, y)νk(x)]τiτj(x) ≥ δ1, ∀x ∈ ∂Ω, y ∈ Ω
∗ (2.3)
for some δ1 > 0, where τ is any unit tangent vector to ∂Ω, and ν is the outer
unit normal to ∂Ω. Likewise, Ω∗ is uniformly c∗-convex with respect to Ω if it
is c∗-convex and satisfies
[Diν
∗
j (y)− c
k,lcl,ij(x, y)ν
∗
k(y)]τ
∗
i τ
∗
j (y) ≥ δ
∗
1 , ∀y ∈ ∂Ω
∗, x ∈ Ω
for some δ∗1 > 0, where τ
∗ is any unit tangent vector to ∂Ω∗, and ν∗ is the outer
unit normal to ∂Ω∗.
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Remark 2.2. For some fixed y ∈ Ω∗, given any two points p1 = ∇yc(x1, y)
and p2 = ∇yc(x2, y) for x1, x2 ∈ Ω, we define the c-segment with respect to
y between x1 and x2 as the inverse image of the straight line between p1 and
p2 under the map ∇yc(·, y). It is clear that Ω is c-convex with respect to Ω∗ if
and only if every c-segment with respect to any y ∈ Ω∗ between any two x1 and
x2 ∈ Ω remains inside Ω.
An analogous definition and remark hold for a c∗-segment with respect to some
x ∈ Ω between two points y1, y2 ∈ Ω∗.
Definition 2.3. For a y0 ∈ Ω∗ and a λ0 ∈ R, we call a function of the form
c(·, y0) + λ0, a c-support function.
We say that a function φ is c-convex, if for every x0 ∈ Ω there exists a
c-support function such that
φ(x0) = c(x0, y0) + λ0
φ(x) ≥ c(x, y0) + λ0, for all x 6= x0.
We say φ is strictly c-convex if the second inequality above is strict.
If φ is C2, we say that it is locally, uniformly c-convex if
φij(x) −Aij(x, Y (x,∇φ(x))) > 0
as a matrix, for every x ∈ Ω.
3 The Main Problem
The symbols ∇, ∇2 , and Di will denote differentiation in the x variables, with
specific variables indicated by subscripts when necessary. The notation u˙ will
indicate derivatives in the t direction. Now, by the smoothness of ∂Ω∗, we may
extend g to all of Rn so that it is C2 and satisfies the bound λ2 ≤ g ≤ 2Λ.
Writing
T (x, t) = Y (x,∇u(x, t))
B(x, p) = |det∇2x,y c(x, y)|y=Y (x,p) ·
f(x)
g(Y (x, p))
B˜(x, p) = logB(x, p)
G¯(x, p) = h¯∗(Y (x, p))
wij(x, t) = uij(x, t)−Aij(x,∇u(x, t)). (3.1)
where h¯∗ is a normalized defining function for Ω∗ (meaning ∇h¯∗ = ν∗ on ∂Ω∗,
h¯∗ = 0 on ∂Ω∗, and h¯∗ < 0 on Ω∗), we consider solutions u = u(x, t) to the
following equation:


u˙(x, t) = log det (∇2 u(x, t)−A(x,∇u(x, t)))
− logB(x,∇u(x, t)), x ∈ Ω (3.2a)
G¯(x,∇u(x, t)) = 0, x ∈ ∂Ω (3.2b)
u|t=0 = u0. (3.2c)
4
We require the following conditions on u0 ∈ C2+α(Ω× {0}):

u0 is locally, uniformly c-convex (3.3a)
h¯∗(Y (x,∇u0(x))) = 0 on ∂Ω (3.3b)
T0(Ω) = Ω
∗ (3.3c)
where T0(x) = Y (x,∇u0(x)).
The main theorem we prove is the following.
Theorem 3.1. Suppose that c satisfies conditions (A0)- (A3w). Additionally,
suppose that Ω and Ω∗ are uniformly c and c∗-convex with respect to each other.
If u0 ∈ C2+α(Ω× {0}) satisfies the conditions (3.3), there exists a solution
u to equation (3.2) for all times t ≥ 0 which is C2(Ω) in the x variables and
C1(R+) in the t variable.
In addition, u(·, t) converges in C2(Ω) to a c-convex function u∞(·) as t → ∞
which satisfies the elliptic optimal transport equation:{
det (∇2 u∞(x)−A(x,∇u∞(x))) = B(x,∇u∞(x)), x ∈ Ω (3.4a)
Y (·,∇u∞(·))[Ω] = Ω∗. (3.4b)
Remark 3.2. Note that if φ(·) is differentiable at some x0 ∈ Ω, and c(x, y0)+λ0
is a c-support function to φ at x0, we will have that ∇φ(x0) = ∇xc(x0, y0). Thus,
by the uniqueness in (A1), we have that y0 = Y (x0,∇φ(x0)).
4 Short-time Existence
We will prove the existence of a solution to our equation (3.2) up to some small
time tmax > 0. First, we will prove some auxiliary results. We follow the
definitions for Ho¨lder spaces given in [3].
Definition 4.1. Write X = (x, t), X0 = (x0, t0) ∈ Ω × I for some interval I,
and ‖X‖ = max (|x|, |t|
1
2 ). For a function f defined on Ω× I, with k a positive
integer and 0 < α ≤ 1, we define the following norms and seminorms:
[f ]Ck+α(Ω×I) =
∑
|β|+2j=k
sup
X 6=X0∈Ω×I
|DβxD
j
t (f(X)− f(X0))|
‖X −X0‖α
,
〈f〉Ck+α(Ω×I) =
∑
|β|+2j=k−1
sup
X0, t6=t0∈I
|DβxD
j
t (f(x0, t)− f(X0))|
|t− t0|
α
2
,
|f |Ck+α(Ω×I) = [f ]k+α + 〈f〉k+α
‖f‖Ck+α(Ω×I) =
∑
|β|+2j≤k
sup|DβxD
j
tf |+ |f |k+α.
We write f ∈ Ck+α(Ω× I) if ‖f‖Ck+α(Ω×I) <∞.
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Remark 4.2. By looking at sequences of points in Ω× I approaching ∂Ω× I or
Ω×{0}, it is easy to see that if f ∈ Ck+α, the x derivatives up to order k and the
t derivatives up to order k2 of f exist and are continuous up to (∂Ω×I)∪(Ω×{0}).
Definition 4.3.
K =
{
φ ∈ C2+α(Ω× I) | φ(·, t) is locally, uniformly c-convex for each t ∈ I
}
.
For this section, let us write
F (x, p, r) = log det (rij −A(x, p)) − logB(x, p)
well defined for (x, p, r) in some subset of Ω×Rn×Rn
2
(in particular, F is well
defined when r = ∇2 φ(x, t), p = ∇φ(x, t) for φ ∈ K.)
By Theorem 7.1 below, the boundary condition (3.2b) is a nonlinear oblique
condition. By a modification of the argument in [2, Theorem 2.5.7], we can
show short-time existence for our equation (3.2). The main difference is that
the nonlinear boundary condition makes the set of admissible solutions not a
Banach space, but a Banach manifold.
Theorem 4.4. For some tmax > 0, we can find a solution to (3.2) in the class
C4,2(Ω× [0, tmax)). This notation means the solution u is C4 in the x variables,
and C2 in the t variable.
Proof. Consider uˆ, the solution to the problem

∆uˆ− ˙ˆu = ∆u0 − F (x,∇u0,∇2 u0), x ∈ Ω
G¯(x,∇uˆ(x, t)) = 0, x ∈ ∂Ω
uˆ|t=0 = u0.
By Theorem 7.1, we have 〈G¯p, ν〉 > 0, thus on [0, ε) for some small ε, we find
〈G¯p, ν〉 ≥ Cε > 0.
Also, by assumption G¯(x,∇u0(x)) = 0 for x ∈ ∂Ω, so by [3, Theorems 8.8 and
8.9] there exists a solution uˆ ∈ C2+α(Ω × [0, ε)) (for a possibly smaller ε > 0).
In particular, ‖uˆ(·, t) − u0(·)‖C2 < C|t|
α for each t. Thus, since u0 is locally,
uniformly c-convex by assumption, (by making ε smaller if necessary) we can
ensure that uˆ ∈ K. Writing wˆij for the matrix inverse of uˆij − Aij(x,∇uˆ) we
see that wˆij is positive definite for t < ε and wˆijξiξj ≥ Cε|ξ|2 for some Cε > 0.
Define
fˆ(x, t) := F (x,∇uˆ,∇2 uˆ)− ˙ˆu(x, t).
Note that fˆ ∈ Cα(Ω× [0, ε)) and fˆ |t=0 = 0.
We now define the following sets for 0 < δ < ε2 :
Bδ := {φ ∈ C
2+α
4 (Ω× [0, ε)) | ‖φ− uˆ‖
C
2+α
4 (Ω×[0,ε))
< δ}
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and
B∗δ := C
α
4 (Ω× [0, ε))× B
where
B := {(v, w) ∈ C2+
α
4 (Ω×{0})×C1+
α
4 (∂Ω×[0, ε)) | G¯(x,∇v(x)) = w(x, 0), ∀x ∈ ∂Ω}
Clearly, Bδ is a C
1 Banach manifold with charts diffeomorphic to subsets of
C2+
α
4 (Ω× [0, ε)).
We also claim that B is a Banach manifold. Consider the map H : C2+
α
4 (Ω×
{0})× C1+
α
4 (∂Ω× [0, ε))→ C1+
α
4 (∂Ω× {0}) given by
H(v, w) := G¯(x,∇v(x)) − w(x, 0).
We see that the differential
D(v0,w0)H(v, w) = 〈G¯p(x,∇v0(x)),∇v〉 − w(x, 0)
is clearly onto C1+
α
4 (∂Ω × {0}) for each (v0, w0) ∈ B. Also, we consider the
map P : C2+
α
4 (Ω×{0})×C1+
α
4 (∂Ω× [0, ε))→ N (D(v0,w0)H(v, w)), the kernel
of D(v0,w0)H(v, w), defined by
P (v, w) := (v, w + φv,w)
where
φv,w(x, t) = 〈G¯p(x,∇v0(x)),∇v(x, 0)〉 − w(x, 0), for all (x, t) ∈ ∂Ω× (0, ε).
Since P is a continuous linear projection, N (D(v0,w0)H(v, w)) splits the full
tangent space of C2+
α
4 (Ω × {0}) × C1+
α
4 (∂Ω × [0, ε)) at (v0, w0) and we have
that (v0, w0) is a regular point of H . Thus, B is the inverse image of a regular
value of H , so by [10, Theorem 73C] is also a Banach manifold with tangent
space at (v0, w0) equal to N (D(v0,w0)H(v, w)). Hence B
∗
δ is also a C
1 Banach
manifold.
We now define the map
Φ : Bδ → B
∗
δ
by
Φ(u) = (F (x,∇u,∇2 u)− u˙, u|t=0, G¯(x,∇u)).
By the uniform continuity of cij , we can see that for a function v ∈ C
2(Ω), if
∇2 v−A(x, Y (x,∇v)) is positive definite, it remains so on a small neighborhood
of v in the C2(Ω) norm. Hence, if δ is sufficiently small, any convex combination
of uˆ and φ ∈ Bδ will remain in K. Thus we find that the differential of Φ at uˆ
is given by
DuˆΦ(φ) = (wˆ
ij(φij −DpkAij(x,∇uˆ)φk)−DpkB˜(x,∇uˆ)φk − φ˙,
φ|t=0, 〈G¯p(x,∇uˆ),∇φ〉).
7
Since by above, the tangent space toB∗δ at Φ(uˆ) is C
α
4 (Ω×[0, ε))×N (D(Φ(uˆ))H),
we can use [3, Theorem 5.18] to find that DuˆΦ is bijective on its tangent space
(the condition that a pair be in the kernel of the differential of H is exactly the
required compatibility condition between the initial and boundary conditions
to obtain short time existence for a linear parabolic equation). Hence, by the
inverse function theorem for Banach manifolds, Φ is invertible on some small
neighborhood of uˆ ∈ Bδ.
Now, taking a smooth cutoff function η in the variable t such that
ηδ(t) =
{
0, 0 ≤ t < δ
1, 2δ ≤ t
with |η˙δ| ≤
C
δ
, consider the function fˆδ(x, t) := ηδ(t)fˆ(x, t). Since fˆ |t=0 = 0,
we can make sup
X∈Ω×[0,ε)
|fˆδ − fˆ | small by taking δ small. On the other hand, we
calculate that
|fˆδ − fˆ |C
α
4 (Ω×[0,ε))
≤ |fˆ |
C
α
4 (Ω×[0,δ))
+ C|ηδ − 1|C
α
4 (Ω×[δ,2δ))
|fˆ |
C
α
2 (Ω×[δ,2δ))
where C is a constant depending only on Ω and ‖fˆ‖Cα(Ω×[0,ε)). Since
|fˆ(x, t)| = |fˆ(x, t)− fˆ(x, 0)| ≤ Ctα,
we have
|fˆ |
C
α
4 (Ω×[0,δ))
≤ sup
|fˆ(x, t)− fˆ(x0, t0))|
|x− x0|
α
4
+ sup
|fˆ(x, t)− fˆ(x0, t0))|
|t− t0|
α
8
≤ sup
(
|fˆ(x, t)− fˆ(x0, t0))|
|x− x0|α
|fˆ(x, t)− fˆ(x0, t0))|
3
) 1
4
+ sup
|fˆ(x, t)− fˆ(x0, t0))|
|t− t0|
α
2
|t− t0|
3α
8
≤ C(δ
3α
4 + δ
3α
8 ),
while by a similar calculation,
|ηδ − 1|C
α
4 (Ω×[δ,2δ))
|fˆ |
C
α
2 (Ω×[δ,2δ))
≤ C
(
sup
|ηδ(t)− ηδ(t0))|
|t− t0|
α
8
)
(δ
α
2 + δ
α
4 )
≤ C
(
sup
|η˙|(t− t0)
|t− t0|
α
8
)
(δ
α
2 + δ
α
4 )
≤ Cδ−1δ1−
α
8 (δ
α
2 + δ
α
4 )
Thus for a small enough δ > 0, ηδ fˆ is arbitrarily close to fˆ in C
α
4 (Ω × [0, ε)).
This gives a u ∈ C2+
α
4 (Ω× [0, ε)) such that

F (x,∇u,∇2 u) = ηδ fˆ , x ∈ Ω
G¯(x,∇u(x, t)) = 0, x ∈ ∂Ω
u|t=0 = u0.
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Hence, by taking tmax < δ, we see that u is the solution to our original prob-
lem (3.2) on [0, tmax) in the space C
2+α
4 (Ω× [0, tmax)). Thus by Remark (4.2),
we have the desired regularity.
From here on, we assume that u exists with this regularity for t ∈ [0, tmax).
5 Preliminary results
We will show a few preliminary results before proceeding to show the estimates
necessary for long term existence.
Remark 5.1. By implicit differentiation, we see that DiT
j(x, t) = cj,kwki(x, T (x, t))
and thus detDT = f
g◦T e
u˙ from (3.2a). In particular, detDT 6= 0 for all x ∈ Ω
and t ∈ [0, tmax). We will use this fact frequently.
Remark 5.2. We will also make use of the following formulas obtained by a
simple differentiation:
c
l,k
i = −cip,qc
l,pcq,k
c
l,k
,i = −cp,iqc
l,pcq,k
Lemma 5.3. If u0 satisfies the conditions (3.3), the solution u(·, t) to (3.2)
is both locally, uniformly c-convex and strictly c-convex for 0 ≤ t < tmax. In
particular, wij remains positive definite for 0 ≤ t < tmax.
Proof. By the assumption on the initial condition u0, we see that wij remains
positive definite for at least some small time. Then, since detwij = Be
u˙, by
conditions (A2) and (2.2) we see that wij cannot have 0 for an eigenvalue, i.e.
it will remain positive definite as long as the solution exists, proving the claim
of local, uniform c-convexity.
Now, suppose that for some t, u(·, t) is c-convex but not strictly c-convex,
i.e. there exists x1 6= x2 such that c(·, y˜) + λ˜, for some y˜ and some λ˜ ∈ R is a c-
support function to u(·, t) at both x1 and x2. Define v1(x, t) = u(x, t)−(c(x, y˜)+
λ˜). By local, uniform c-convexity we see that ∇2 v1(x1) = (wij(x1)) > 0, while
by the definition of T and Remark 3.2, we have that ∇v1 = 0 at x = x1. This
implies that v1(x1, t) = 0 is a strict local minimum on some neighborhood of
x1. By the continuity of the map X(q, y) in (A1), we can pick a point x0 on the
c-segment with respect to y˜ between x1 and x2 that lies in this neighborhood of
x1. The c-convexity of Ω with respect to Ω
∗ ensures that x0 ∈ Ω. Since u(·, t)
is c-convex, there is a y0 ∈ Ω∗ and a λ0 ∈ R so that c(x, y0) + λ0 is a c-support
function at x0. In particular,
c(x, y˜) + λ˜ = u(x) ≥ c(x, y0) + λ0 at x = x1, x2.
Since we assume condition (A3w), we can use [4, Theorem 3.2], to show that
λ0 − λ˜ ≤ φ¯(y˜) ≤ c(x0, y˜)− c(x0, y0), where
φ¯(y) := min {c(x1, y)− c(x1, y0), c(x2, y)− c(x2, y0)}
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(recalling that x0 lies on the c-segment with respect to y˜ between x1 and x2).
We make note that, due to the fact that the sign of the potential function in [4]
is the negative of ours, and the x and y variables are reversed in the theorem,
the statement becomes:
φ¯(y) ≤ c(xθ, y)− c(xθ, y0)
for any xθ ∈ Ω lying on the c-segment with respect to y0 connecting x1 and x2
and any y ∈ Ω∗. But then, u(x0, t) = c(x0, y0)+λ0 ≤ c(x0, y˜)+ λ˜, contradicting
that x1 is a strict local minimum for v1. Thus u(·, t) is actually strictly c-convex.
Now consider the function
v(x, x0, t) = u(x, t)− (c(x, T (x0, t)) + u(x0)− c(x0, T (x0, t)))
defined on Ω × Ω × [0, tmax). Take t ≤ t2 < tmax, then (wij(x, t)) ≥ Cδij as a
matrix, for some C depending on t2 but independent of x and t. Then, since
wij(x, t) = ∇2x v(x, x0, t) at x = x0, we have that
v(x, x0, t) ≥ v(x0, x0, t) + 〈∇xv(x0, x0, t), x− x0〉
+ 〈∇2x v(x0, x0, t)(x− x0), x− x0〉 − ‖v‖C3|x− x0|
3
≥ 0 + 0 + C|x− x0|
2 − ‖v‖C3|x− x0|
3
> 0
as long as 0 < |x− x0| < δ, for δ depending only on C and
‖v‖C3 = sup
i,j,k
sup
(x,t)∈Ω×[0,t2]
|∂3xixjxkv(x0, x, t)|.
Now, if |x− x0| ≥ δ, by the strict c-convexity of u0 we have
v(x, x0, 0) = u0(x) − c(x, T0(x0))− u0(x0) + c(x0, T0(x0))
≥ K(x0) > 0
where K(x0) := inf
x
v(x, x0, 0). By the continuity of u0, T0, and c we have that
K(x0) is actually a continuous function of x0. Thus by boundedness of Ω, we
have that inf
x0∈Ω
K(x0) ≥ K0 for some constant K0 > 0. Now by the continuity of
v, for some sufficiently small ε > 0, we have that |v(x, x0, t)− v(x, x0, 0)| <
K0
2 .
Thus, for 0 ≤ t < ε, we have
v(x, x0, t) > 0, for 0 < |x− x0| < δ
v(x, x0, t) ≥ v(x, x0, 0)− |v(x, x0, t)− v(x, x0, 0)|
≥ K0 −
K0
2
=
K0
2
> 0, for |x− x0| ≥ δ.
We can see this implies that u(·, t) remains strictly c-convex for 0 ≤ t < ε.
Taking t1 = sup{t < tmax|u(·, t2) is strictly c-convex for t2 < t}, by the argu-
ment above, t1 > 0. If t1 < tmax we have that u(·, t1) is c-convex but not
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strictly c-convex, which is a contradiction. Thus we have that t1 = tmax and
u(·, t) remains strictly c-convex on 0 ≤ t < tmax.
Corollary 5.4. Under the assumptions of Lemma 5.3 above, the map T (x, t) =
Y (x,∇u(x, t)) is one-to-one on Ω for each 0 ≤ t < tmax.
Proof. Suppose that y˜ = T (x1, t) = T (x2, t) for some x1 6= x2. By Remark 3.2,
we have that c(x, y˜) + λ1 and c(x, y˜) + λ2 are c-support functions to u(·, t) at
x1 and x2 respectively, for some λ1, λ2 ∈ R. Thus
c(x2, y˜) + λ1 ≤ u(x2, t) = c(x2, y˜) + λ2
c(x1, y˜) + λ2 ≤ u(x1, t) = c(x1, y˜) + λ1
and hence λ1 = λ2. This contradicts the strict c-convexity of u(·, t), and we
have that T (·, t) is a one-to-one function for each t < tmax.
Corollary 5.5. Under the assumptions of Lemma 5.3, T (Ω, t) = Ω∗ for 0 ≤
t < tmax.
Proof. By c-convexity and the conditions (A1) and (A2), Ω and Ω∗ are homeo-
morphic to convex sets, and thus the unit ball in Rn, and also their boundaries
are connected. Since the argument here will be entirely topological, we may com-
pose T with the appropriate homeomorphisms, and assume Ω = Ω∗ = B1(0).
The boundary condition (3.2b) implies that T (∂Ω, t) ⊂ ∂Ω∗ for each t. T is
continuous on ∂Ω, and by Corollary 5.4, is one-to-one there. By Remark 5.1,
(T )−1 is also continuous on T (∂Ω, t) and thus T (·, t) is a homeomorphism on
∂Ω. Hence,
T (∂Ω, t) = ∂Ω∗ for each t. (5.1)
Suppose there is some t0 < tmax such that T (Ω, t0) 6⊂ Ω∗. That means, for some
x0 ∈ Ω, T (x0, t0) 6∈ Ω
∗. However, since T (x0, 0) ∈ Ω
∗ by assumption, by using
the intermediate value property on the continuous, real valued function φ(t) =
|T (x0, t)|, there must be a t ∈ (0, t0) such that T (x0, t) ∈ ∂Ω∗, contradicting
that T (·, t) maps ∂Ω one-to-one and onto ∂Ω∗. Thus, T (Ω, t) ⊂ Ω∗ and hence
T (Ω, t) ⊂ Ω∗ for any t < tmax.
As above, T (·, t) is a homeomorphism on Ω as well, so we actually have T (Ω, t) =
Ω∗, t < tmax. But since T (∂Ω, t) = ∂Ω
∗, and since T (·, t) is one-to-one on Ω,
we see that
T (Ω, t) = Ω∗, t < tmax.
Remark 5.6. By the above Corollary, we can now see that the solution u will
be independent of the extension that we chose for g outside of Ω∗.
Lemma 5.7. Under the conditions of Corollary 5.4, define the c-transform of
u(x, t) as u∗(y, t) = c(x, y)− u(x, t), where y = T (x, t). Also, define T ∗(y, t) =
X(∇u∗(y, t), y). Then,
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1. T ∗(·, t) = T−1(·, t).
2. u∗ satisfies the following flow equation

u˙∗(y, t) = log det (∇2u∗(y, t)−A∗(∇u∗(y, t), y))
− logB∗(∇u∗(y, t), y), y ∈ Ω∗
h¯(X(∇u∗(y, t), y)) = 0, y ∈ ∂Ω∗
u∗|t=0 = (u0)∗
for 0 ≤ t < tmax where
(u0)
∗(T0(x)) = c(x, T0(x))− u(x)
A∗(y, q) = ∇2y c(X(q, y), y)
B∗(y, q) = |det∇2x,y c(x, y)|x=X(q,y) ·
g(y)
f(X(q, y))
for f extended to be in C2(Rn) with bounds λ2 ≤ f ≤ 2Λ, and h¯ a defining
function for Ω.
Proof. Since we know that T (·, t) is invertible for each t, we may fix a t and write
u∗(y, t) = c((T )−1(y, t), y)− u((T )−1(y, t), t) and x = (T )−1(y, t). We will drop
all t for ease of notation here. Differentiating both sides in y and remembering
the definition of T gives us
∇u∗(y) = D((T )−1) · [∇xc((T )
−1(y), y)−∇u((T )−1(y))] +∇yc((T )
−1(y), y)
= D((T )−1) · [∇xc(x, T (x)) −∇u(x)] +∇yc((T )
−1(y), y)
= ∇yc((T )
−1(y), y).
Thus by the uniqueness in assumption (A1), we have that T ∗(y, t) = (T )−1(y, t).
Next, we differentiate both sides of the relation∇u∗(y) = ∇yc((T )−1(y), y) to
obtain
∇2y u
∗ = ∇2y c((T )
−1(y), y) +D((T )−1)(y) · ∇2x,y c((T )
−1(y), y)
= ∇2y c(T
∗(y), y) + [D(T )]−1|x=T∗(y) · ∇
2
x,y c(T
∗(y), y).
Rearranging and taking determinants of both sides, and using Remark 5.1, we
obtain
det (∇2y u
∗ −∇2y c(T
∗(y), y)) = e−u˙(T
∗(y)) g(y)
f(T ∗(y))
· |∇2x,y c(T
∗(y), y)|.
Now, differentiating u∗(y, t) = c((T )−1(y, t), y)− u((T )−1(y, t), t) in t, we have
u˙∗(y, t) = D((T )−1(y, t)) · [∇xc((T )
−1(y, t), y)−∇u((T )−1(y, t), t)]
− u˙((T )−1(y, t), t)
= −u˙(T ∗(y, t), t).
Combining the above, we obtain the desired equation for u∗.
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6 Estimate of ∇u
Theorem 6.1. As long as a solution to the equation (3.2) exists on a time inter-
val [0, tmax), |∇u| ≤ C for some C > 0 depending on Ω
∗ and c, but independent
of tmax.
Proof. By Corollary 5.5 and the boundedness of Ω∗, |T | is bounded independent
of t. From the relationship ∇xc(x, y)|y=T (x) = ∇u(x, t) and the boundedness of
|∇xc| the estimate is immediate.
7 Obliqueness of the Boundary Condition
Let ν and ν∗ be the outward unit normal vectors to Ω and Ω∗ respectively.
Writing G¯(x, p) = h¯∗(Y (x, p)), the boundary condition (3.2b) can be written
G¯(x,∇u) = 0 for x ∈ ∂Ω.
Theorem 7.1. As long as the solution to (3.2) exists, we have obliqueness of
the boundary condition, i.e.
〈G¯p(x,∇u), ν(x)〉 > 0, x ∈ ∂Ω, t > 0. (7.1)
Proof. First we note that h¯∗(T (x, t)) = 0 for x ∈ ∂Ω, so for any τ which is
tangential to ∂Ω, we find that h¯∗lDiT
lτi = 0. Also, since h¯
∗ < 0 in Ω, we find
from this
h¯∗lDiT
l = h¯∗l c
l,kwki = χνi (7.2)
or equivalently, h¯∗l c
l,i = χwikνkfor some χ ≥ 0. Writing β(x, t) = ∇pG¯(x, p)|p=∇u =
G¯p(x,∇u), we see that βk = h¯
∗
l Y
l
pk
|p=∇u = h¯
∗
l c
l,k|p=∇u, hence
〈β, ν〉 = χwklνkνl. (7.3)
By Remark 5.1, detDT 6= 0, and hence χ > 0. By Lemma 5.3, wij will
remain positive definite as long as the solution exists, hence the desired oblique-
ness.
8 Estimate of u˙
Theorem 8.1. We have the estimate
min
t=0
u˙ ≤ u˙(x, t) ≤ max
t=0
u˙, ∀x ∈ Ω, 0 ≤ t < tmax.
Proof. Fix some t1 < tmax. By differentiating (3.2a) in t and writing v(x, t) =
u˙(x, t), we find that
Lv = wij(vij −DpkAijvk)−DpkB˜vk − v˙ = 0
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while differentiating the boundary condition (3.2b) in t, we see that
vβ = 0 on ∂Ω.
Let h¯ be a normalized defining function for Ω, ie. ∇h¯ = ν and h¯ = 0 on ∂Ω,
and h¯ < 0 on Ω. Define v1(x, t) = v(x, t) − εh¯(x) − C1t for some fixed ε > 0
and a constant C1 > 0 to be determined. By Lemma 5.3, w
ij remains positive
definite as long as the solution exists, so for any fixed ε > 0, on Ω × [0, t1] we
have
Lv1 = Lv − ε[w
ij(hij −DpkAij h¯k)−DpkB˜h¯k] + C1 > 0
for the choice of C1 = Cε(1 +M) with a constant C depending only on bounds
on |∇h|, |∇2 h¯|, |∇pAij |, and |∇pB˜|, and with
M = sup
(x,t)∈Ω×[0,t1]
tr (wij(x, t)).
Thus, the maximum principle implies that a maximum for v1 must occur on the
parabolic boundary of Ω× [0, t1]
Now if x ∈ ∂Ω, we have (v − εh¯− C1t)β = −ε〈∇h¯, β〉 = −ε〈β, ν〉 < 0, by (7.1).
However, if v1 has a maximum at some x ∈ ∂Ω, we have that ∇(v−εh¯−C1t) =
χν for some χ ≥ 0. This implies that (v − εh¯ − C1t)β = χ〈β, ν〉 ≥ 0, a
contradiction. Thus, the maximum for v1 must occur when t = 0. Recalling
that h¯ < 0 on Ω we have
v(x, t) ≤ (v(x, t)− εh¯(x)− C1t) + C1t = v1(x, t) + C1t
≤ sup
x∈Ω
v1(x, 0) + C1t ≤ sup
x∈Ω
v(x, 0) + ε sup
x∈Ω
|h¯|+ Cε(1 +M)tmax.
By letting ε→ 0 we obtain the bound
v(x, t) ≤ sup
x∈Ω
v(x, 0)
for t ≤ t1, and since t1 < tmax was arbitrary, we obtain
sup
(x,t)∈Ω×[0,tmax)
v(x, t) ≤ sup
x∈Ω
v(x, 0).
The lower bound is similar.
9 Uniform Obliqueness of the Boundary Condi-
tion
By Theorem A.1, we can choose h∗ in a way such that h∗ < 0 on Γ∗ε∗ =
{y ∈ Ω∗| dist(y, ∂Ω∗) < ε∗}, h∗ = 0 and ∇h∗ = ν∗ on ∂Ω∗, while we have
[Dijh
∗(y)− ck,lcl,ij(x, y)Dkh
∗(y)]ξiξj ≥ δ
∗
0 |ξ|
2 (9.1)
for any x ∈ Ω, y ∈ Γ∗ε∗ , and ξ ∈ R
n. Additionally, we take G as defined in
Corollary A.2
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Remark 9.1. Note that the boundary condition (3.2b)
G¯(x,∇u) = 0 on ∂Ω
is equivalent to
G(x,∇u) = 0 on ∂Ω.
Also, since ∇h∗ = ∇h¯∗ = ν∗ on ∂Ω∗, we have that Gp(x,∇u) = G¯p(x,∇u) =
β(x, t) on ∂Ω∗.
Theorem 9.2. We have uniform strict obliqueness of the boundary condi-
tion (3.2b) for t ∈ [0, tmax), i.e.
〈G¯p(x,∇u(x, t)), ν(x)〉 ≥ C > 0, x ∈ ∂Ω, 0 ≤ t < tmax
where C depends on Ω, Ω∗, B, c, and u0 but is independent of t and tmax.
Proof. We take t1 < tmax, and then find a C as above that is independent of
t1. Continuing the calculations from Theorem 7.1, we find
wklc
i,kh¯∗i c
j,lh¯∗j = χνl(c
j,lh¯∗j ) = χνlβl = χ〈β, ν〉. (9.2)
Since χ 6= 0, we can now combine (7.3) and (9.2), and use Remark (9.1) to
write
〈β, ν〉2 = (wklνkνl)(wmnc
i,mh¯∗i c
j,nh¯∗j )
= (wklνkνl)(wmnc
i,mh∗i c
j,nh∗j ) (9.3)
for x ∈ ∂Ω. We will proceed by bounding the two terms on the right from
below.
Define the linearized operator by,
Lφ(x, t) = −φ˙(x, t) + wij(x, t)(φij(x, t)−DpkAij(x, T (x, t))φk(x, t)). (9.4)
Let (x0, t0) be a point where 〈β(x, t), ν(x)〉 achieves its minimum on ∂Ω× [0, t1).
We also define F (x, p) = 〈Gp(x, p), ν(x)〉−κG(x, p) and v(x, t) = F (x,∇u(x, t)),
where ν(x) is an extension of the outward normal to a neighborhood of ∂Ω
using the function h. Since G(x,∇u(x, t)) = h∗(T (x, t)) = 0 for x ∈ ∂Ω, v(x, t)
restricted to ∂Ω × [0, t1] achieves its minimum at the same point (x0, t0). Let
Ωε(x0) = Ω∩Bε(x0) with ε chosen small enough so that h < 0 on Ωε(x0). Then
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we calculate
Lv = −Fpk u˙k + w
ij(Fxixj + 2Fxipkukj + Fpkukij + Fpkplukiulj
−DpmAij(Fxm − Fpkukm))
= FpkLuk + w
ij(Fxixj + 2Fxipkukj + Fpkplukiulj −DpmAijFxm)
= Fpk(w
ijDxkAij +DxkB˜ +DplB˜ulk)
+ wij(Fxixj + 2Fxipkukj + Fpkplukiulj −DpmAijFxm)
= Fpk(w
ijDxkAij +DxkB˜ +DplB˜(wlk +Alk))
+ wij(Fxixj + 2Fxipk(wkj +Akl) + Fpkpl(wkiwlj + 2wkiAlj +AkiAlj)
−DpmAijFxm)
≤ C(1 + tr (wij)) + 2Fxipkw
ijwkj + w
ijFpkplwkiwlj + 2Fpkplw
ijwkiAlj
+ Fpk(DplB˜)wlk
≤ C(1 + tr (wij)) + Fpkplwkl + Fpk(DplB˜)wlk (9.5)
where C is a constant depending on Ω, Ω∗, κ, u0, the cost c, and B. The
expression for Luk comes from differentiation of the equation (3.2a).
By Corollary A.2, we have that Gpkplξkξl ≥ δ
∗
2 |ξ|
2, so we have
Fpkplwkl ≤ Dpkpl〈β, ν〉wkl − κGpkplwkl
= (C0 − δ
∗
2κ) tr (wij). (9.6)
Thus by choosing κ large enough, we will have by (9.5),
Lv ≤ C(1 + tr (wij)) ≤ C tr (wij). (9.7)
The second inequality comes from the arithmetic geometric mean inequality,
combined with the fact that
detwij = (detwij)
−1 = (B + eu˙)−1 ≥
1
C
from bounds on f , g, ∇2x,y c and Theorem 8.1.
By Theorem A.1 we find that
Lh = wij(Dijh− c
l,kcij,l(x, T )Dkh) ≥ δ0 tr (w
ij) (9.8)
We fix a point y0 ∈ Ω∗ and consider the function
Θ(x, t) = (v(x, t) − v(x0, t0)) + 〈α,∇yc(x, y0)− p0〉
+ C1|x− x0|
2 − C2h (9.9)
where p0 = ∇yc(x0, y0), C1 and C2 are positive constants, and α ∈ Rn are to be
determined. The idea is that we will adjust α to obtain Θ ≥ 0 on Ωε(x0)×{0},
C1 to obtain Θ ≥ 0 on ∂(Ωε(x0))×(0, tmax], and C2 to bound the term involving
tr (wij) in Lv so that LΘ ≤ 0 everywhere. Calling the map Ψ(x) = ∇yc(x, y0),
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which is a diffeomorphism by conditions (A1) and (A2), we have by the uniform
c-convexity of Ω that Ω1 = Ψ(Ω) is a strictly convex set in R
n. Hence, there
is a supporting hyperplane to Ω1 at p0 = Ψ(x0), and we may assume that
the normal direction to the supporting hyperplane away from Ω1 is given by
en. Write v1(p, t) = v(Ψ
−1(p), t), P (p) for the projection of p onto ∂Ω1 in the
en direction, and P0(p) for the orthogonal projection of p onto the supporting
hyperplane to Ω1. Then, since v1(p, 0)− v1(p0, t0) ≥ 0 for p ∈ ∂Ω1 we have that
v1(p, 0)− v1(p0, t0) ≥ v1(P (p), 0)− v1(p0, t0)− sup|∇v1(·, 0)||p− P (p)|
≥ − sup|∇v1(·, 0)||p− P0(p)|
≥ −〈α, p− p0〉
if α is a sufficiently large multiple of −en. Additionally, with this choice, 〈α, p−
p0〉 ≥ 0 on the half space defined by the supporting hyperplane to Ω1 at p0,
hence also on Ω1, and thus 〈α,Ψ(x) − p0〉 ≥ 0 on Ωε(x0). By positivity of the
terms −h and |x− x0|2, we find that Θ ≥ 0 on Ωε(x0)× {0} as desired, and α
depends only on v1 at t = 0. Next, on ∂(Ωε(x0))× (0, tmax] we have that
Θ ≥ C1|x− x0|
2 + (v(x, t)− v(x0, t0))
≥ 0
for C1 large depending on ε and upper bounds on |v|, which in turn depend on
h∗ and c.
Finally, since
L(〈α,∇yc(x, y0)− p0〉) = w
ijcij,kαk − w
ij(DpkAij)ci,kαk ≤ C tr (w
ij)
and
L(|x− x0|
2) = tr (wij)− wij(DpkAij)(x− x0)k ≤ C tr (w
ij)
we calculate from (9.7) and (9.8) that
LΘ ≤ C tr (wij)− δ0C2 tr (w
ij) ≤ 0
for C2 sufficiently large. Thus noting that Θ(x0, t0) = 0, by the comparison
principle we find that 〈∇Θ, ν〉 ≤ 0 or
〈∇v, ν〉 ≤ C|〈α, ν〉| + C2|〈∇h, ν〉| ≤ C. (9.10)
Now we calculate at (x0, t0), using the formulae from Remark (5.2),
Di〈β, ν〉 = Di(h
∗
l c
l,kνk)
= h∗lm(DiT
m)cl,kνk + h
∗
l (c
l,k
i + c
l,k
,mDiT
m)νk + h
∗
l c
l,kDiνk
= h∗l (c
l,kDiνk − c
l,scr,kcis,rνk)
+ (DiT
m)(h∗lmc
l,kνk − h
∗
l c
l,scr,kcs,mrνk)
= h∗l c
l,j(Diνj − c
r,kcij,rνk)
+ (DiT
m)cl,kνk(h
∗
lm − h
∗
rc
r,scs,ml)
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Multiply by h∗qc
q,i and sum to obtain
h∗qc
q,iDi〈β, ν〉 = h
∗
qc
q,ih∗l c
l,j(Diνj − c
r,kcij,rνk)
+ h∗qc
q,i(DiT
m)cl,kνk(h
∗
lm − h
∗
rc
r,scs,ml)
= h∗qc
q,ih∗l c
l,j(Diνj − c
r,kcij,rνk)
+ h∗qc
q,icm,pwpic
l,kνk(h
∗
lm − h
∗
rc
r,scs,ml)
= h∗qc
q,ih∗l c
l,j(Diνj − c
r,kcij,rνk)
+ cm,pχνpc
l,kνk(h
∗
lm − h
∗
rc
r,scs,ml), by (7.2)
≥ δ0
∑
i
|h∗qc
q,i|2 + χδ∗0
∑
i
|νqc
q,i|2, by Theorem A.1
≥ δ0
∑
i
|h∗qc
q,i|2 ≥ C0, by (A2).
Since v(·, t0) takes its minimum on ∂Ω at x = x0, ∇v(x0, t0) = a0ν(x0) for some
a0 ≤ C from (9.10). Thus at (x0, t0),
a0〈β, ν〉+ κh
∗
qc
q,ih∗sc
s,kwki = h
∗
qc
q,i(a0νi + κh
∗
sc
s,kwki)
= h∗qc
q,i(a0νi + κDi(h
∗(T )))
= h∗qc
q,iDi〈β, ν〉
≥ C0.
Now if a0 ≤ 0, we can throw that term away and obtain the desired bound.
If a0 > 0 we have two cases. If 〈β, ν〉 ≥
C0
2a0
≥ C02C , again we have the desired
bound already. Otherwise, we see that
κh∗qc
q,ih∗sc
s,kwki ≥ −a0〈β, ν〉 + C0
≥
C0
2
.
In this last case, we continue by estimating wijνiνj from below. To do this
we use the transportation problem in the opposite direction.
Taking u∗ as in Lemma 5.7, and again taking h and h∗ constructed in The-
orem A.1, we find that for x ∈ ∂Ω,
〈β, ν〉(x, t) = ck,l(x, T (x, t))hl(x)h
∗
k(T (x, t)) = 〈β
∗, ν∗〉(T (x, t)),
if we define
β∗(y) = G∗q(∇u
∗, y)
where G∗(q, y) = h(X(q, y)). This implies that if we take (x0, t0) again as the
point where the minimum to 〈β, ν〉(x, t) occurs, 〈β∗, ν〉 has its minimum over
∂Ω∗ × [0, t1] at (y0, t0) = (T ∗(x0, t0), t0). If we write w∗kl(y, t) = u
∗
kl(y, t) −
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c ,kl(T
∗(y, t), t), we find that for (x, y, t) = (x, T (x, t), t), we have ck,iw∗jk =
DjT
∗i = (DjT
i)−1 = (ci,lwlj)
−1 = wilcl,j . Hence
w∗klc
k,icl,j = wij (9.11)
wklc
k,icl,j = w∗ij (9.12)
and
w∗klc
k,mcl,n(T ∗(y, t), y)νmνn(T
∗(y, t)) = wij(T ∗(y, t), y)νiνj(T
∗(y, t)).
Thus with a similar proof, we estimate w∗klc
k,mcl,nνmνn from below, and hence
wijνiνj and by (9.3) the lower bound of 〈β, ν〉 is established.
10 Interior C2 estimates
Theorem 10.1. For each t ∈ [0, tmax) we have the bound
sup
x∈Ω
|∇2 u(x, t)| ≤ C(1 +M) (10.1)
where M = sup
x∈∂Ω
|∇2 u(x, t)|, for a constant C depending on Ω, Ω∗, B, c, and
u0, but is independent of t.
Proof. Assume again, that t1 < tmax. Redefine the linearized operator as
Lφ(x, t) = −φ˙(x, t) + wij(x, t)(φij (x, t)−DpkAij(x, T (x, t))φk(x, t))
− (DpkB˜)φk(x, t)
and let
v(x, t, ξ) = log (wξξ(x, t)) + a|∇u(x, t)|
2
for some fixed constant a, where ξ is a unit vector. We differentiate (3.2a) twice
in x, in the ξ direction to obtain:
wij [Dijuξ −DξAij − (DpkAij)Dkuξ]− u˙ξ = DξB˜ + (DpkB˜)Dkuξ
and since Dξw
ij = −wil(Dξwlk)wkj ,
wij [Dijuξξ −DξξAij − 2((DξDpkAij)Dkuξ)− (DpkplAij)DkuξDluξ
− (DpkAij)Dkuξξ]− u˙ξξ − w
ilwjkDξwijDξwlk
= DξξB˜ + 2(DξDpkB˜)Dkuξ + (Dpk B˜)Dkuξξ + (DpkplB˜)DkuξDluξ.
(10.2)
Now fix (x, t) and let {~vk} be a set of orthonormal eigenvectors for wij(x, t) with
eigenvalues λk. We write (~v
k)i to denote the ith component of ~vk. Using (A3w)
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we obtain at (x, t),
wij(DpkplAij)wkξwlξ
=
∑
p
(DpkplAij)(~v
p)i(~v
p)j(λp)
−1[λp〈ξ, ~v
p〉(~vp)k
+
∑
q 6=p
λq〈ξ, ~v
q〉(~vq)k] · [λp〈ξ, ~v
p〉(~vp)l +
∑
r 6=p
λr〈ξ, ~v
r〉(~vr)l]
≥
∑
p
∑
q or r=p
(DpkplAij)(~v
p)i(~v
p)j(λp)
−1[λq〈ξ, ~v
q〉(~vq)k][λr〈ξ, ~v
r〉(~vr)l]
=
∑
p,q
(DpkplAij)(~v
p)i(~v
p)jλqξkξl
≥ −C
∑
q
λq
= −C tr (wij).
Using this and (10.2)we calculate
Luξξ = w
ij(Dijuξξ −DpkAij)Dkuξξ)− u˙ξξ − (Dpk B˜)Dkuξξ
= wilwjkDξwijDξwlk + w
ij(DξξAij + 2((DξDpkAij)Dkuξ)
+ (DpkplAij)DkuξDluξ)
+DξξB˜ + 2(DξDpk B˜)Dkuξ + (DpkplB˜)DkuξDluξ
= wilwjkDξwijDξwlk + w
ij [DξξAij + 2((DξDpkAij)(wkξ +Akξ))
+ (DpkplAij)(wkξwlξ + 2wkξAlξ +AkξAlξ)] +DξξB˜
+ 2(DξDpk B˜)(wkξ +Akξ)
+ (DpkplB˜)(wkξwlξ + 2wkξAlξ +AkξAlξ))
≥ wilwjkDξwijDξwlk + w
ij(DpkplAij)wkξwlξ
− C(1 + tr (wij) + tr (wij) tr (wij) + tr (wij) + tr (wij)
2
)
≥ wilwjkDξwijDξwlk
− C(1 + tr (wij) + tr (wij) tr (wij) + tr (wij) + tr (wij)
2
).
Also,
LAξξ = w
ij [DxixjAξξ + 2(DxipkAξξ)ukj + (DpkplAξξ)ukiulj −DpkAij(DxkAξξ)]
+DpkAξξ[w
ij(ukij − (DplAij)ukl)− u˙k]− (Dpk B˜)DkAξξ
= wij [DxixjAξξ + 2(DxipkAξξ)(wkj +Akl)
+ (DpkplAξξ)(wkiwlj + 2wkiAlj +AkiAlj)
−DpkAij(DxkAξξ)] +DpkAξξ[w
ijDxkAij +DxkB˜
+ (DplB˜)(wlk +Alk)]− (Dpk B˜)DkAξξ
≥ −C(1 + tr (wij) + tr (wij) tr (wij) + tr (wij))
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where the expression for wij(ukij−(DplAij)ukl)−u˙k is from differentiating (3.2a).
Thus we have
Lwξξ ≥ w
ilwjkDξwijDξwlk
− C(1 + tr (wij) + tr (wij) tr (wij) + tr (wij) + tr (wij)
2
). (10.3)
Differentiating v, we have
Div =
Diwξξ
wξξ
+ 2aululi
Dijv =
Dijwξξ
wξξ
−
DiwξξDjwξξ
(wξξ)2
+ 2auljuli + 2aululij
and
v˙ =
w˙ξξ
wξξ
+ 2auku˙k.
Suppose that v takes its maximum at some point (x0, t0) in (Ω × (0, t1)) ∪
(Ω× {t1}) and some ξ. There we have ∇2x v ≤ 0, ∇v = 0, and v˙ ≥ 0, hence by
differentiation of the equation (3.2a), writing uij = wij + Aij again, assuming
wξξ ≥ 1 and using (10.3) we have
0 ≥ Lv =
Lwξξ
wξξ
−
wijDiwξξDjwξξ
(wξξ)2
+ wij2auljuli
+ 2aul[w
ij(ulij − (DpkAij)ukl)− u˙l − (Dpk B˜)ulk]
≥
wilwjkDξwijDξwlk
wξξ
−
wijDiwξξDjwξξ
(wξξ)2
+ wij2awljwli + 2aulDxlB˜
− C(wξξ)
−1(1 + tr (wij) + tr (wij) tr (wij) + tr (wij) + tr (wij)
2
)
≥
wilwjkDξwijDξwlk
wξξ
−
wijDiwξξDjwξξ
(wξξ)2
+ (2a− C) tr (wij)
− Ca − C tr (w
ij).
For the first two terms above, we change coordinates so wij is diagonal at (x0, t0)
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with ξ = e1 and calculate
wilwjkDξwijDξwlk
wξξ
−
wijDiwξξDjwξξ
(wξξ)2
=
wiiwjj(D1wij)
2
w11
−
wii(Diw11)
2
(w11)2
≥
∑
i>1[2w
ii(D1w1i)
2 − wii(Diw11)2]
(w11)2
=
∑
i>1 w
ii[(Diw11)
2 + 2(D1w1i −Diw11)(D1w1i +Diw11)]
(w11)2
=
∑
i>1 w
ii[(Diw11)
2 + 2(u11i −D1A1i − ui11 +DiA11)(Diw11 + u11i −D1A1i −DiA11 +DiA11)]
(w11)2
=
∑
i>1 w
ii[(Diw11)
2 + 2(DiA11 −D1A1i)(2Diw11 +DiA11 −D1A1i)]
(w11)2
=
∑
i>1 w
ii[(Diw11)
2 + 4(DiA11 −D1A1i)(Diw11) + 2(DiA11 −D1A1i)2]
(w11)2
≥
∑
i>1 w
ii[−2(DiA11 −D1A1i)2]
(w11)2
≥
− tr (wij)C(1 + tr (wij))2
(w11)2
≥ −C tr (wij).
Hence we have
Ca + C tr (w
ij)) ≥ (2a− C) tr (wij)
so choosing a large enough, we obtain at (x0, t0), for any ε > 0
Cε + ε sup
Ω×(0,t1]
tr (wij) ≥ tr (wij).
Now again, using the solution u∗ defined in Lemma 5.7, using (9.11), and ap-
plying the same calculations, we find that
tr (wij) = tr (w∗klc
k,icl,j)
≤ C tr (w∗ij)
≤ Cε + ε tr (w
∗ij)
≤ Cε + ε tr (wklc
k,icl,j)
≤ Cε + Cε sup
Ω×(0,t1]
tr (wij).
Thus combining the above, for ε small enough we obtain
sup
Ω×(0,t1]
tr (wij) ≤ C.
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If the max for v occurs at x0 ∈ ∂Ω or t0 = 0, we can simply add the terms
sup
x∈Ω
|∇2 u(x, 0)| +M to the right hand side of the estimate, and we absorb the
first term into C by allowing its dependence on u0.
11 Boundary C2 estimates
By tangentially differentiating the boundary condition h∗(T (x, t)) = 0 on ∂Ω,
we see that uβτ = 0 for any τ tangential to ∂Ω.
Theorem 11.1. For each t ∈ [0, tmax),
uββ(x, t) ≤ C(1 + M˜)
n−2
n−1
for some C that depends on Ω, Ω∗, B, c, and u0, but is independent of t, where
M˜ = sup
x∈Ω
|∇2 u(x, t)|.
Proof. We take the linearized operator L by (9.4), as in the proof to Theo-
rem 9.2, and v(x, t) = G(x,∇u(x, t)) with G(x, p) constructed in Corollary A.2.
By the same calculation as (9.5), with G(x, p) in place of F (x, p) we see that,
Lv ≤ C(1 + tr (wij)) +Gpkplwkl +GpkDplB˜wlk
≤ C(1 + tr (wij) + tr (wij)).
Now since wij is always positive definite, and det (wij) = Be
u˙ has an upper
bound by Theorem 8.1, we can see that
(tr (wij))
1
n−1 = (
∑
λk)
1
n−1 = (det (wij))
1
n−1 (
∑ 1
λ1 . . . λk−1λk+1 . . . λn
)
1
n−1
≤ Cλ−11
≤ C tr (wij)
where 0 < λ1 ≤ · · · ≤ λn are the eigenvalues of wij . Since
1
trwij ≤ C as in the
proof of Theorem 9.2, we have
Lv ≤ C tr (wij)
(
1 +
tr (wij)
tr (wij)
)
≤ C tr (wij)(1 + M˜)
n−2
n−1
As in the proof of Theorem 9.2, define Θ by (9.9), only with C1 = C(1+M˜)
n−2
n−1 ,
and note that v(·, t) = 0 for all x ∈ ∂Ω so every such point is a minimum of v.
Then using the same comparison argument, only in the direction of β (which is
permissible by the obliqueness condition), we obtain
uββ −Aββ = wββ = vβ ≤ C(1 + M˜)
n−2
n−1 (11.1)
giving the desired estimate.
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Theorem 11.2. For any x ∈ ∂Ω, and for each t ∈ [0, tmax),
sup
x∈∂Ω
|∇2 u(x, t)| ≤ C
for some C that depends on Ω, Ω∗, B, c, and u0, but is independent of t.
Proof. Assume that t1 < tmax and sup
∂Ω×[0,t1]
sup
|ξ|=1,〈ξ,ν〉=0
wξξ(x, t) occurs at ξ = e1
and some (x0, t0), and w11(x0, t0) ≥ 1. We write e1 = τ + bβ where b =
〈ν,e1〉
〈β,ν〉
and τ = e1 − bβ. Note that 〈τ, ν〉 = 0. Then we obtain, at any x ∈ ∂Ω and any
t, using Theorem 11.1, Theorem 9.2, and the fact that uβτ = 0,
w11 = wττ + 2bwτβ + b
2wββ
≤ |τ |2w11(x0, t0) + 2bAτβ + b
2C(1 + M˜)
n−2
n−1
≤ (1− 2b〈β, e1〉+ b
2|β|2)w11(x0, t0) + 2bAτβ + b
2C(1 + M˜)
n−2
n−1
≤ (1− 2b〈β, e1〉+ C〈ν, e1〉
2)w11(x0, t0) + 2bAτβ + C〈ν, e1〉
2(1 + M˜)
n−2
n−1 .
With G constructed in Corollary A.2 and h constructed in Theorem A.1, we
can extend β and ν to all of Ω using the formulas ν(x) = ∇h(x) and β(x, t) =
Gpk(x,∇u(x, t)), which also extends b and τ to all of Ω. Since 〈ν(x0), e1〉
2 = 0,
we have ∇〈ν(x), e1〉2|x=x0 = 0 and thus by Taylor expanding the last term on
the right hand side above about x0, we have that
w11
w11(x0, t0)
− 1 + 2b〈β, e1〉 −
2bAτβ
w11(x0, t0)
≤ C(1 + M˜)
n−2
n−1 |x− x0|
2 (11.2)
for all x near x0.
We now follow a barrier construction as in the proof to Theorem 9.2. Again,
let Ωε(x0) = Ω ∩ Bε(x0) with ε chosen small enough so that h ≤ 0 on Ωε(x0).
This time we consider the function v(x, t) = w11(x,t)
w11(x0,t0)
−1+2b〈β, e1〉−
2bAτβ
w11(x0,t0)
+
κG(x,∇u(x, t)) and
Θ(x, t) = C1h− C2|x− x0|
2 + v(x, t) − 〈α,∇yc(x, y0)− p0〉
where p0 and α are determined the same way as in Theorem 9.2.
First, note that from the positivity of wij , and writing wˆ as the matrix square
root of wij , we have
wilwjkD1wijD1wlk = w
il[(D1wij)wˆjm][(D1wlk)wˆkm] ≥ 0
Additionally, if we let Mw, M˜w be M and M˜ with w in place of u, we find from
Theorem 10.1 that for x ∈ Ω and t ≤ t1,
tr (wij) ≤ CM˜w ≤ C(1 + sup
x∈Ω
|∇2 u(x, t)|)
≤ C(1 + sup
x∈∂Ω
|∇2 u(x, t)|) = C(1 + sup
x∈∂Ω
|wij +Aij |)
≤ C(1 + w11(x0, t0)) ≤ Cw11(x0, t0)
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Combining this with (10.3), we have that
L
w11
w11(x0, t0)
≥ −C(1 + tr (wij) + tr (wij))
Noting that 2b〈β, e1〉 −
2bAτβ
w11(x0,t0)
is just a function of the form F (x,∇u), (9.5)
applies to give us
L
(
2b〈β, e1〉 −
2bAτβ
w11(x0, t0)
)
≥ −C(1 + tr (wij) + tr (wij)).
Thus by fixing a κ large enough, and also using the calculation from (9.6), we
find that
Lv ≥ −C(1 + tr (wij)).
Now since h and G are nonpositive, and by the choice of the linear term, along
with (11.2), we find that on ∂(Ωε(x0))
Θ ≤ C(1 + M˜)
n−2
n−1 |x− x0|
2.
Finally, choosing C1 large enough, we will find that LΘ ≥ 0 while Θ ≤ 0
on ∂(Ωε(x0)) × (0, tmax] and Ωε(x0) × {0}, thus by applying the comparison
principle and differentiating in the direction of −β we obtain 〈∇Θ,−β〉 ≤ 0 or
−w11β ≤ C(1 + M˜)
n−2
n−1w11(x0, t0)
≤ C(1 +M)
n−2
n−1 (C +M)
≤ C(1 +M)
2n−3
n−1 ≤ C(1 +Mw)
2n−3
n−1 . (11.3)
Now by differentiating the condition G(x,∇u(x, t)) = 0 twice and using the
strict positivity of Gpkpl along with (11.3), at (x0, t0) we get
δ∗2
∑
k
|uk1|
2 ≤ Gpkpluk1ul1
= −Gpkuk11 −Gx1x1 − 2Gx1pkuk1
≤ C(1 +Mw)
2n−3
n−1
Since
M2w = (w11(x0, t0))
2 ≤
∑
k
(wk1(x0, t0))
2
≤
∑
k
(C + |uk1(x0, t0)|)
2
≤ C(1 +Mw) +
∑
k
(uk1(x0, t0))
2
we see that
M2w ≤ C(1 +Mw)
2n−3
n−1
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or
M
2n−2
2n−3
w − CMw − C ≤ 0
and thus
M ≤ C +Mw ≤ C
as desired.
12 Long time convergence of solutions to the
flow equation
By the uniform C2 estimates on u, we find that our equation is uniformly
parabolic, and the theory of [3, Chapter 14] gives us C2+α estimates on u, and
hence a standard argument using the Arzela`-Ascoli theorem gives existence of
a smooth solution u for all times t > 0.
Now fix some positive t0 and write v(x, t) = u(x, t)− u(x, t+ t0), and write
F (x, p, r) = log det (rij −Aij(x, p)) − B˜(x, p). Since
v˙ = F (x,∇u(x, t),∇2 u(x, t))− F (x,∇u(x, t),∇2 u(x, t+ t0))
+ F (x,∇u(x, t),∇2 u(x, t+ t0))− F (x,∇u(x, t+ t0),∇
2 u(x, t+ t0))
we can use the mean value theorem to see that v˙ = aijvij + b
ivi for some
functions aij and bi. We calculate that
aij =
∫ 1
0
[
∇rijF (x, s∇u(x, t) + (1− s)∇u(x, t+ t0), s∇
2 u(x, t)
+(1− s)∇2 u(x, t+ t0))
]
ds
=
∫ 1
0
[s∇2 u(x, t) + (1 − s)∇2 u(x, t+ t0)−A(x, s∇u(x, t)
+ (1− s)∇u(x, t+ t0))]
ijds. (12.1)
Now, the equation that wij satisfies combined with bounds on u˙ and B give us
a lower bound on trwij . Combined with the uniform upper bound on wij , we
obtain a strictly positive lower bound on the smallest eigenvalue of wij , uniform
in t and x. Since u ∈ C2+α(Ω× R), we have that
‖u(·, t)− u(·, t+ t0)‖C2(Ω) ≤ Ct
α
0 ,
and thus by taking t0 sufficiently small we can ensure that the convex combina-
tion (1− s)u(·, t+ t0)+ su(·, t) is close to u(·, t) in C2(Ω) norm. By the uniform
positive lower bound on the eigenvalues of wij , this ensures that the integrand
in (12.1) remains positive definite, hence the equation for v is parabolic.
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Additionally, we see that for x ∈ ∂Ω, v satisfies
0 = G(x,∇u(x, t)) −G(x,∇u(x, t+ t0))
=
(∫ 1
0
Gpk(x, s∇u(x, t) + (1− s)∇u(x, t+ t0))ds
)
vk
=: αkvk
By Theorem 9.2, we have that Gpk(x,∇u(x, t))νk ≥ C > 0 for some C uniform
in t and x. Thus as above, by choosing t0 sufficiently small, we can ensure that
αkνk ≥
C
2 > 0 and we see that v satisfies a linear, uniformly oblique boundary
condition.
Now following [6, Section 6.2] we obtain a translating solution of the same
regularity as u, ie. a function u∞(x, t) = u∞(x, 0) + C∞ · t for some constant
C∞ that satisfies the equation (3.2a), such that ‖u− u∞‖Ck → 0 as t→∞ for
any 1 ≤ k ≤ 4. Thus we find
eC∞f(x) = lim
t→∞
eu˙
∞
f(x) = lim
t→∞
det (∇2 u∞ −A(x,∇u∞))B−1(x,∇u∞)
= lim
t→∞
det (∇2 u−A(x,∇u))B−1(x,∇u)
= lim
t→∞
det [DT (x,∇u)]g(T (x, t)).
We integrate both sides over Ω, the C2 estimates on u along with bounds on the
derivatives of c, f and g allow interchange of the integral and limit. Using the
change of variables formula with the mass balance condition (2.1), we obtain
that C∞ = 0. Hence, u
∞(x, t) = u∞(x, 0) is independent of t, and by the
convergence of u to u∞ in the appropriate Ck norms, we see it satisfies the
desired elliptic equation (3.4a), while Corollary 5.5 gives the desired mapping
condition (3.4b).
This completes the proof of the main theorem 3.1.
Appendices
A Construction of h∗ and h
Here we will show the construction of h∗ and h necessary to carry out the
barrier arguments in the body of the paper. These constructions appear to be
common knowledge in the field, but have not been explicitly written down to
the knowledge of the author (c.f. [9, Section 2]).
Define the sets
Γε = {x ∈ Ω| dist(x, ∂Ω) < ε}
and
Γ∗ε∗ = {y ∈ Ω
∗| dist(y, ∂Ω∗) < ε∗}
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Theorem A.1. Assume that Ω and Ω∗ are uniformly c and c∗-convex with
respect to each other. Then there exist C2 functions h on Ω, and h∗ on Ω∗, and
constants ε, ε∗, δ0, δ
∗
0 > 0 satisfying the following properties:
1. ∇h = ν on ∂Ω
2. h < 0 on Γε
3. [Dijh(x)−cl,kcij,l(x, y)Dkh(x)]ξiξj ≥ δ0|ξ|2, ∀x ∈ Γε, y ∈ Ω∗, and ξ ∈ Rn
4. ∇h∗ = ν∗ on ∂Ω∗
5. h∗ < 0 on Γ∗ε∗
6. [Dijh
∗(y) − ck,lcl,ij(x, y)Dkh
∗(y)]ξiξj ≥ δ
∗
0 |ξ|
2, ∀y ∈ Γ∗ε∗ , x ∈ Ω, and
ξ ∈ Rn
Proof. We will construct h, the construction for h∗ is similar, but with the
variables reversed.
Fix a y ∈ Ω∗. Let h(x) = Cd2(x) − d(x), where d(x) = dist(x, ∂Ω), and
C > 0 is a constant to be picked. We calculate that
Dih = (2Cd− 1)di
and
Dijh = (2Cd− 1)dij + 2Cdidj .
Clearly, ∇h(x) = −∇d(x) = ν(x) for x ∈ ∂Ω.
Now, fix a point x ∈ ∂Ω, and take any ξ ∈ Rn. We decompose ξ = τ(x) +
aν(x) for some a ∈ R and τ(x) tangential to ∂Ω at x. Then,
[Dijh(x)− c
l,kcij,l(x, y)Dkh(x)]ξiξj = [−dij(x) + c
l,kcij,l(x, y)dk(x)]ξiξj
+ [2Cdidj ]ξiξj
= I + II.
Considering the matrix didj , we see it has as a basis of eigenvectors: −∇d = ν
with corresponding eigenvalue |∇d|2 = 1, and n − 1 orthogonal vectors, with
corresponding eigenvalues of 0. Thus,
II = 2Cdidj(τiτj + 2τiaνj + a
2νiνj)
= 0 + 0 + 2Ca2
and also
I = [−dij(x) + c
l,kcij,l(x, y)dk(x)](τiτj + 2τiaνj + a
2νiνj)
= [Diνj(x) − c
l,kcij,l(x, y)νk(x)](τiτj + 2aτiνj + a
2νiνj)
= III + IV + V.
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By the assumption (2.3) of uniform c-convexity, we see that
III ≥ δ1|τ |
2
while
V ≥ −C0a
2
for some C0 > 0 depending only on ‖c‖C3 and Ω. Finally, using Cauchy’s
inequality with an ε, we obtain
IV ≥ −
δ1
2
|τ |2 −
2
δ1
a2.
Combining these, we find for C sufficiently large, whenever x ∈ ∂Ω
[Dijh(x)− c
l,kcij,l(x, y)Dkh(x)]ξiξj ≥
δ1
2
|τ |2 + (2C − C0 −
2
δ1
)a2
≥
δ1
2
(|τ |2 + a2) =
δ1
2
|ξ|2.
Now, by taking ε sufficiently small, we can ensure 1 ≥ 1− 2Cd > 12 and that
h < 0 in Γε. Using the compactness of ∂Ω and the continuity of h and uniform
continuity of cl,kcij,l in x and y, and by taking ε smaller if necessary, we can
ensure that for each x ∈ Γε, there exists an x0 ∈ ∂Ω so that{
|[(−dij(x) + cl,kcij,l(x, y)dk(x)) − (−dij(x0) + cl,kcij,l(x0, y)dk(x0))]ξiξj | <
δ1
16 |ξ|
2
2C|[didj(x)− didj(x0)]ξiξj | <
δ1
16 |ξ|
2.
Combining these, we find for x ∈ Γε
[Dijh(x)− c
l,kcij,l(x, y)Dkh(x)]ξiξj
= (1 − 2Cd)[−dij(x) + c
l,kcij,l(x, y)dk(x)]ξiξj + [2Cdidj(x)]ξiξj
≥ (1 − 2Cd)[(−dij(x0) + c
l,kcij,l(x0, y)dk(x0))
− |(−dij(x) + c
l,kcij,l(x, y)dk(x))− (−dij(x0) + c
l,kcij,l(x0, y)dk(x0))|]ξiξj
+ 2C[didj(x0)− |(didj(x) − didj(x0))|]ξiξj
≥ (1 − 2Cd)(−dij(x0) + c
l,kcij,l(x0, y)dk(x0))ξiξj + 2Cdidj(x0)ξiξj
−
δ1
16
|ξ|2 −
δ1
16
|ξ|2
= V I + V II −
δ1
8
|ξ|2.
Now we have{
V I ≥ (−dij(x0) + cl,kcij,l(x0, y)dk(x0))ξiξj , (−dij(x0) + cl,kcij,l(x0, y)dk(x0))ξiξj < 0
V I ≥ 12 (−dij(x0) + c
l,kcij,l(x0, y)dk(x0))ξiξj , (−dij(x0) + cl,kcij,l(x0, y)dk(x0))ξiξj ≥ 0
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so in either case we obtain
V I + V II −
δ1
8
≥
1
2
(Dijh(x0)− c
l,kcij,l(x0, y)Dkh(x0))ξiξj −
δ1
8
|ξ|2
≥ (
δ1
4
−
δ1
8
)|ξ|2
= δ0|ξ|
2
for δ0 =
δ1
8 .
We now make an auxillary construction, following [1, Appendix A].
Corollary A.2. There exists a function G(x, p) defined on Ω×∇xc(Ω,Ω∗) such
that
Gpkplξkξl ≥ δ
∗
2 |ξ|
2
for all ξ ∈ Rn, for some δ∗2 > 0, depending only on Ω
∗ and c.
Also, for each t ∈ [0, tmax), G(x,∇u(x, t)) = h¯∗(Y (x,∇u(x, t))) for all x in
some neighborhood of ∂Ω (possibly depending on t).
Proof. Let φ be a C2 function on R such that{
φ′′ ≥ 0
φ(s) = |s|, |s| > ε
∗
16 .
Note that we may choose φ so that |φ′| ≤ 1 everywhere. Then define
G(x, p) =
{
h∗(Y (x,p))+h1(p)
2 + φ
(
h∗(Y (x,p))−h1(p)
2
)
, Y (x, p) ∈ Γ∗ε∗
h∗1(p) else
where
h∗1(p) =
1
C1
(|p|2 −K2)
for some C1 > 0 to be determined, and K > sup|∇u| (which bounded indepen-
dent of t by Theorem 6.1).
Calculating, we find that for Y (x, p) ∈ Γ∗ε∗ ,
Gpkpl =
1
2
[
1 + φ′
(
h∗(Y (x, p))− h∗1(p)
2
)]
Dpkplh
∗(Y (x, p))
+
1
2
[
1− φ′
(
h∗(Y (x, p)) − h∗1(p)
2
)]
Dpkplh
∗
1(p)
+
1
4
φ′′
(
h∗(Y (x, p))− h∗1(p)
2
)
(Dpkh
∗(Y (x, p)) −Dpkh
∗
1(p))
· (Dplh
∗(Y (x, p))−Dplh
∗
1(p))
= Ikl + IIkl + IIIkl.
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Since φ′′ ≥ 0, we have that IIIkl is positive semi-definite.
By a simple calculation,
Dpkplh
∗(Y (x, p)) = (Dpkh
∗
m)Y
m
pl
= (Dpkh
∗
m)c
m,l =
= h∗mnY
n
pk
cm,l + h∗mc
m,l
,n Y
n
pk
= h∗mnc
n,kcm,l + h∗mc
m,l
,n c
n,k
= cn,kcm,l(h∗mn − h
∗
rc
r,pcp,nm)
so by Theorem A.1,
Dpkplh
∗(Y (x, p))ξkξl ≥ δ
∗
0
∑
i
|ci,kξk|
2 ≥ 2δ∗2 |ξ|
2, some constant δ∗2 .
Now, since |φ′| ≤ 1, we have that
(Ikl + IIkl)ξkξl ≥
1
2
Dpkplh
∗(Y (x, p))ξkξl ≥ δ
∗
2 |ξ|
2
or
(Ikl + IIkl)ξkξl ≥
1
2
Dpkplh
∗
1(p)ξkξl ≥
1
C1
|ξ|2
and hence, Gpkpl is uniformly positive definite for Y (x, p) ∈ Γ
∗
ε∗ . For (x, p) ∈
Int(Y −1(Γ∗ε∗)), G = h
∗
1 so Gpkpl is clearly also uniformly positive definite there.
We will conclude the proof of positivity by showing that h∗(Y (x, p)) < h∗1(p)
on ∂
(
Y −1(Γ∗ε∗)
)
∩ Int(Ω × ∇xc(Ω,Ω∗)), hence G = h∗1 on a neighborhood of
that set. We claim that if (x0, p0) ∈ ∂
(
Y −1(Γ∗ε∗)
)
∩ Int(Ω × ∇xc(Ω,Ω∗)),
then d(Y (x0, p0), ∂Ω
∗) = ε∗. Indeed, we can just use the continuity Y and the
distance to the boundary, along with taking sequences lying in Y −1(Γ∗ε∗) and
Int(Ω×∇xc(Ω,Ω∗))\Y −1(Γ∗ε∗) that converge to (x0, p0). With this, we can see
that h∗(Y (x0, p0)) = (C(ε
∗)2 − ε∗) = ε∗(Cε∗ − 1) < − ε
∗
2 for ε
∗ small enough
depending only on C. Now by choosing 1
C1
sufficiently small, we can ensure
that − ε
∗
2 < −
K2
C1
≤ h∗1(p) on ∂
(
Y −1(Γ∗ε∗)
)
∩ Int(Ω×∇xc(Ω,Ω∗)), giving us the
desired claim. This also shows that G is C2.
Finally, for a fixed t, h∗(Y (x,∇u(x, t))) = 0 > h∗1(∇u(x, t)) for x ∈ ∂Ω.
Thus, by the continuity of ∇u and the compactness of ∂Ω, we can find a neigh-
borhood of ∂Ω on whichG(x,∇u(x, t)) = h∗(Y (x,∇u(x, t))) = h¯∗(Y (x,∇u(x, t))).
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