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基于改进的 KNN 文本分类方法及应用研究 
ABSTRACT 
With the rapid development of internet, text categorization has 
become a key technology for processing text data. This paper 
researched KNN method to categorize texts. KNN method is a simple 
and efficient categorization method and has been applied widely in 
text categorization. 
Through analysis of a variety of traditional feature extraction 
method, document frequency and mutual information were improved and 
a new feature extraction method was introduced which combines mutual 
information with document frequency. This method filters irrelevant 
low frequency words and relatively uniform words in all categories 
in order to reduce the noise of text categorization. 
A new weight adjustment method(TF-WET) was proposed through 
analysis of TF-IDF. Because the TF-IDF method could not deal with 
words weight properly, the TF-WET method introduces feature 
evaluation function in the feature weight computation and adjusts 
the features contribution. The accuracy of categorization was 
improved using this TF-WET method. 
One of the critical mission of text categorization is to reduce 
the amounts of training data and improve the accuracy. Aiming at the 
questions of KNN, such as vast computation, uneven distribution, this 
paper addressed works from the following two different aspects: 
First, a KNN cutting method was introduced, based on distance 
and gravity(KNN-DG). The KNN-DG method categorized vectors into 
border section or center section of category and chose proper 














threshold to cut out redundant vectors of center section and border 
section. This method reduced the amounts of training data and the 
density of data was inclined to be uniform as well. And the accuracy 
of categorization was improved. 
Second, a KNN search algorithm was introduced based on projection 
search. Through the projection of data points of vector space on the 
coordinate axes, the scope of search was confined in limited scopes. 
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其中 },,,{ 21 mcccC L= 是预先定义好的一个类别的集合，
是要进行分类的文档的集合。 为 1时表示文档 在 中，反之， 为 0
时则表示文档 不在 中。 
},,{ 1 nddD L=
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d1 … … dj … … dn
c1 a11 … … a1j … … a1n
… … … … … … … … 
ci ai1 … … aij … … ain
… … … … … … … … 





量 。其中 是第 i个特征的权值， 是特征的总数。一些常用
的加权方法包括二进制加权、词频与倒排文档频率之积，等等。 
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示为 ，其中， 为项，),...,( 21 ntttD kt nk ≤≤1 。为了区分特征项在文本中的
重要程度，项常常被赋予一定的权值，对于含有 个项的文本 ，




),...,,( 21 stttD kt kw ),;...;,;,( 2211 ss wtwtwtD
),...,,( 21 swww
文本表示可形式化地表示为 
{ }),,(: Φ→ WTDf  













于一个已经按 分类体系分好类的初始文本分类语料库},,{ 1 nccC L=
},,{ 10 kddC L= 。就是说 是正确决策的二维数组。 0C
ijca 值为1表示文本 jd 属于类别 中，相反 值为0表示文本ic ijca jd 不属
于类别 中。对于 来说，若 为1，则我们称ic ic ijca jd 是 的一个正范例，若
为0，则我们称
ic
ijca jd 是 的一个负范例。因此文本分类我们可以形式化表
示为函数： 
ic
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}1,0{)(: 0 →×∪ CCDf  






},,{ 1 gddTr L= ，这个集合的目的是
测试集： ,这个集合测试分类器的分类效果。测试集
的每个文本都通过分类器分类，然后与正确决策的分类结果相对比，分类
器的效果就是比较通过分类器获得的 与正确决策的 的相符的情况。 
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