The main purpose of this paper is to compare the support vector machine (SVM) developed by Vapnik with other techniques such as Backpropagation and Radial Basis Function (RBF) Networks for financial forecasting applications. The theory of the SVM algorithm is based on statistical learning theory. Training of SVMs leads to a quadratic programming (QP) problem. Preliminary computational results for stock price prediction are also presented.
Introduction
The objective of this paper is to use support vector machines for regression applied to forecast stock prices. Recently, the support vector machine technique has attracted many researchers in optimization and machine learning areas.
SVM algorithm developed by Vapnik [4] is based on statistical learning theory. In classification case [3, 4, 7, 8] , we try to find an optimal hyperplane that separates two classes. In order to find an optimal hyperplane, we need to minimize the norm of the vector w, which defines the separating hyperplane. This is equivalent to maximizing the margin between two classes. In the case of regression [1, 5, 6, 9 ,10], the goal is to construct a hyperplane that lies "close" to as many of the data points as possible. Therefore, the objective is to choose a hyperplane with small norm while simultaneously minimizing the sum of the distances from the data points to the hyperplane. Both in classification and regression, we obtain a quadratic programming problem where the number of variables is equal to the number of observations.
Statistical Learning Theory
The task of learning from the data in the case of two-class pattern classification, can be formulated in the following way:
where A is set of abstract parameters.
Suppose (xl,y~?, (xz,yz), ..., (XI, yl) such that x E X', y E {-1,l) are taken from an unknown distribution P(x,y). We want to findfn which minimizes the expected risk, R(2.j which is defined as
where fn(x), { fa(x): 2. E A} are called hypothesis and hypothesis space, respectively.
The problem is that the distribution function P(x,y) is unknown. Therefore, we could not compute the expected risk. On the other hand, we have examples from the distribution P(x,y). Therefore, we can compute a stochastic approximation of R(2.) which is called empirical risk. Specifically, 0-7695-0619-4/00 $10.00 0 2000 EEE RemP(A) is a fixed number given a particular choice of h and a particular training set {xi,y,). The quantity (1/2)iJk(x) -yl is called loss. It can only take the values 0 and 1. The theory of uniform convergence in probability provides bound on the deviation of the empirical risk from the expected risk. A typical uniform VC bound, which holds with probability 1-q, has the following form [4] .
where h is the VC dimension of fi, and 1 is the number of examples.
Structural risk minimization (SRh4) developed by Vapnik tries to solve the problem of choosing an appropriate VC dimension. One can see that a small value of the empirical risk does not necessarily imply a small value of expected risk.
The principle is based on the observation that, in order to make the expected risk small, both sides of equation (2) should be small. Therefore, VC dimension and empirical risk should be minimized at the same time.
In order to do this, we need a nested structure of hypothesis space H I c H2 c H3 c ... SRM principle is well founded mathematically. According to [8] , it can be difficult to implement this principle since the VC dimension of H , may be difficult to compute and even if one computes the VC dimension, it is not easy to solve the above problem. By using the SVM approach, we can handle this problem. SVM algorithm minimizes the bound on the VC dimension and the number of training errors at the same time.
Mathematical Formulation of Support Vector Regression
At first, we consider the linearly separable case, then soft margin support vector regression will be explained and finally, the nonlinear case will be discussed. Specifically, the &-insensitive support vector regression will be used for predicting stock prices. In the E-insensitive support vector regression, our goal is to find a functionf(x) that has an E deviation from the actually obtained target yi for all training data and at the same time is as flat as possible. Supposef(x) takes the following form:
Then, we have to solve the following problem:
min -1 i w 1 1~ Subject to (4) In the case where the constraints are infeasible, we introduce slack variables This case is called soft margin formulation, and is described by the following problem.
Subject to
where, C determines the trade-off between the flatness of thef(x) and the amount up to which deviations larger than E are tolerated. This is called €-insensitive loss function I& and is described by By constructing the Lagrangian function, we formulate the dual problem. Specifically,
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At the optimal solution, we have:
We obtain the dual problem by substituting (9) into (8) . Specifically, the dual problem is as follows One can make some useful conclusion from the above equations ( Usually we have more than one kernel to map the input space into feature space. The question is which kernel functions provide good generalization for a particular problem. We could not say that one kernel outperforms the others. Therefore, one has to use more than one kernel function for a particular problem. Some validation techniques such as bootstrapping, and cross-validation can be used to determine a good kernel [4] . Even when we decide for a kernel function, we have to decide the parameters of the kernel. For instance, RBF has a parameter d and one has to decide the value of CT before the experiment. Selection of this parameter is very important. Many algorithms are proposed to solve this problem [2,8,9]. We can divide these algorithms into two groups: (1) using classical nonlinear algorithms such as descent/ascent gradient algorithm, methods of Zoeutendijk [2] ; and (2) the state of art techniques, interior point algorithms especially primal dual path following algorithm [ 1 1,12,13]. One can solve moderate sizes of problems with these algorithms. In order to achieve the expected efficiency with largescale problem, decomposition techniques must be applied [6] .
Application to Financial Forecasting
Prediction of the economic indicators of a market is very crucial. If one has robust forecasting tools, then he/she will increase the return on investment. The financial forecasting problem is very complicated due to the number of factors that can influence the market. In addition to this, choosing the important factors is also very difficult. Usually, one has to reduce the number of factors in hisher model. This can be done by using some statistical techniques.
IBM, Yahoo and, America Online, daily stock prices data are used as financial forecast application. where x, = stock price at time t. A Matlab implementation of the SVR algorithm is used. Two different QP algorithms are used for comparison. Specifically, a primal dual interior point method, and the standard QP algorithm of the optimization toolbox are used. In addition to this, SV regression is compared with other techniques such as backpropagation and RI3F networks.
There are several issues that we need to consider in the SVR application. First of all, we need to determine some parameters before running the particular algorithm. These parameters are E, C and kernel specific parameters. We set to E = 0, C = 1000000. Also, we use different values for the kernel parameter. Specifically, (T = 0.95, 2.5, 5, 7.5, 10, 15. As p increases from 0.5 to 15, we get better results in terms of the prediction. In addition to this, we have very good forecast results for training period when we use small p . On the other hand, we obtain poor results in testing, period. As we increase p , the accuracy of the prediction also increases. This can be seen from the following tables with (T > 10. 
Conclusion
In this study we have compared the support vector machines for regression with Backpropagation and RBF networks. The support vector machines for regression is a robust technique for function approximation. Preliminary computational results in the MATLAB environment seem quite promising. We currently investigate decomposition interior point optimization method for large scale problems.
