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ABSTRACT
We apply the vertical Jeans equation to the kinematics of Milky Way stars in the solar
neighbourhood to measure the local dark matter density. More than 90,000 G- and
K-type dwarf stars are selected from the cross-matched sample of LAMOST DR5 and
Gaia DR2 for our analyses. The mass models applied consist of a single exponential
stellar disc, a razor thin gas disc and a constant dark matter density. We first con-
sider the simplified vertical Jeans equation which ignores the tilt term and assumes
a flat rotation curve. Under a Gaussian prior on the total stellar surface density, the
local dark matter density inferred from Markov Chain Monte Carlo simulations is
0.0133+0.0024−0.0022 M pc
−3. The local dark matter densities for subsamples in an azimuthal
angle range of −10◦ < φ < 5◦ are consistent within their 1σ errors. However, the
northern and southern subsamples show a large discrepancy due to plateaux in the
northern and southern vertical velocity dispersion profiles. These plateaux may be
the cause of the different estimates of the dark matter density between the north and
south. Taking the tilt term into account has little effect on the parameter estimations
and does not explain the north and south asymmetry. Taking half of the difference
of σz profiles as unknown systematic errors, we then obtain consistent measurements
for the northern and southern subsamples. We discuss the influence of the vertical
data range, the scale height of the tracer population, the vertical distribution of stars
and the sample size on the uncertainty of the determination of the local dark matter
density.
Key words: Galaxies: Milky Way – Galaxies: kinematics – Galaxies: solar neigh-
bourhood
1 INTRODUCTION
The local dark matter density is an important parameter
for deriving the Milky Way’s overall density profile. It is
a local normalisation for different dark matter density pro-
files. Comparisons of its estimates with the Galactic rotation
curve help to constrain the shape of the dark matter halo
(Sofue, Honma & Omodaka 2009; Weber & de Boer 2010).
This is helpful in understanding the merger history of Milky
Way (e.g. Read et al. 2008, 2009) and galaxy formation mod-
els (e.g. Dubinski 1994; Ibata et al. 2001; Kazantzidis et
al. 2004; Maccio` et al. 2007; Debattista et al. 2008; Lux et
al. 2012). In addition, the local dark matter density is an
? E-mail: guorui13@bao.ac.cn
essential quantity for predicting signals in direct detection
experiments of dark matter particles (e.g. Lewin & Smith
1996; Frandsen et al. 2012; Bhattacharjee et al. 2013; Fair-
bairn, Douce & Swift 2013; Green 2017). The collision rate
between the detector material and dark matter particles is
proportional to the local dark matter density. An indepen-
dent measurement helps to break the degeneracy between
this density, the mass of the dark matter particles and the
scattering cross section (Lewin & Smith 1996; Peter 2011).
Since the pioneering work of Oort (1932), many studies
have tried to measure the local dark matter density. Dif-
ferent modelling methods and observational samples have
been utilised and different results are obtained. In general,
the approaches used in these works can be separated into
two types (Read 2014). The first one extrapolates the local
© 20XX The Authors
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dark matter density from the Milky Way’s rotation curve
derived from the compilation of kinematic measurements of
gas, stars and masers (e.g. Merrifield 1992; Dehnen & Bin-
ney 1998; Sofue, Honma & Omodaka 2009; Catena & Ullio
2010; Weber & de Boer 2010; McMillan 2011; Piffl et al.
2014; McGaugh 2016; Benito, Cuoco & Iocco 2019; Eilers et
al. 2019; Karukes et al. 2019). This method is usually based
on a parameterized dark matter density profile and some-
times on priors for some parameters of the baryonic mass
models (such as the total stellar surface density Σ?, the disc
scale length Rd, the disc scale height zh). The second method
derives the local dark matter density by analysing the kine-
matics of stars in the solar neighbourhood using the vertical
Jeans equation or the distribution function (e.g. Kuijken &
Gilmore 1989a,b,c; Holmberg & Flynn 2000, 2004; Garbari
et al. 2012; Zhang et al. 2013; Bienayme´ et al. 2014; Xia et
al. 2016; Hagen & Helmi 2018; Sivertsson et al. 2018; Buch,
Chau Leung & Fan 2019; Widmark 2019). Similarly, a prior
on the total stellar surface density or the local stellar vol-
ume density from stellar census is usually used to reduce the
degeneracy between baryon components and dark matter.
For approaches using local tracers, there are significant
differences in the modelling methods, the assumptions and
simplifications made for the modelling, and the observa-
tional data used. These ingredients lead to different results
and error estimations. In order to match the observations
with the models, several ways are used. One way is to in-
tegrate the vertical force Kz to derive the model velocity
dispersion profile, and then compare with the observations
(e.g. Xia et al. 2016, whose approach we adopt here). An-
other way is integrating Kz from z to infinity whilst the
baryonic components below z are drawn from the baryon
census (e.g. Sivertsson et al. 2018). A third way is to calcu-
late a one-dimensional distribution function of the vertical
energy, and then compare it with the observed phase-space
distribution in the distance-velocity plane (e.g. Kuijken &
Gilmore 1989a,b). A fourth way is to compare the observed
and model predicted number density profiles, with the lat-
ter being derived from the observed vertical velocity distri-
bution function and an assumed potential (e.g. Holmberg &
Flynn 2000, 2004).
Model comparison is complicated by differences and un-
certainties in the observed data. Nevertheless, Garbari, Read
& Lake (2011) tried to compare their so-called minimum
assumption method with the Holmberg and Flynn method
(Holmberg & Flynn 2000) using an N-body simulation. They
found that the methods, which assume that the distribution
function of a tracer population is only a function of the ver-
tical energy, become systematically biased when the motion
of the tracers is not truly separable in z. This effect be-
comes significant when the data extends beyond one disc
scale height (∼ 300 pc). See the review article Read (2014)
for more detailed comparisons of previous works.
Besides the different methods, the data used in previous
works vary greatly in the sample size, the sky coverage, the
type of tracer and the accuracy of the stellar parameters.
With development in astronomical techniques, several new
measurements came out from new Galactic surveys, such
as the Sloan Digital Sky Survey (hereafter SDSS; Smith,
Whiteoak & Evans 2012; Zhang et al. 2013), the RAdial Ve-
locity Experiment (hereafter RAVE; Siebert et al. 2008), the
Large Sky Area Multi-Object Fibre Spectroscopic Telescope
(hereafter LAMOST) survey (e.g. Xia et al. 2016) and the
Gaia satellite (e.g Buch, Chau Leung & Fan 2019; Widmark
2019). There are also works combining data from different
surveys, such as Hagen & Helmi (2018) who combined data
from TGAS (Tycho-Gaia Astrometric Solution) and RAVE.
These surveys cover different areas, and have different ad-
vantages and disadvantages.
The tracers used vary from K-dwarf stars (e.g. Kui-
jken & Gilmore 1989b), red clump stars (e.g. Bienayme´ et
al. 2014; Hagen & Helmi 2018), G-dwarfs separated into α-
young and α-old populations (e.g. Bu¨denbender, van de Ven
& Watkins 2015; Sivertsson et al. 2018) and stars divided
into eight samples within the G-band magnitude range of
3.0 to 6.3 (Widmark 2019). Different tracers yield quite dif-
ferent results (e.g. Sivertsson et al. 2018; Buch, Chau Leung
& Fan 2019; Widmark 2019).
A possible explanation of the different results for dif-
ferent tracers is that the stellar disc is not in dynamical
equilibrium in the solar neighbourhood. From different sur-
veys, there is substantive observational evidence of vertical
oscillations of the stellar disc, causing it to act as a ringing,
wobbling or flaring disc (e.g. Widrow et al. 2012; Williams
et al. 2013; Xu et al. 2015; Carrillo et al. 2018; Wang et
al. 2018; Bennett & Bovy 2019; Wang et al. 2019; Gard-
ner, Hinkel & Yanny 2020). These may have been caused by
the recent passage of a massive satellite such as the Sagit-
tarius dwarf galaxy (e.g. Purcell et al. 2011; Widrow et al.
2014; D’Onghia et al. 2016), or by disturbance from the spi-
ral arms (e.g. Antoja et al. 2011; Faure, Siebert & Famaey
2014; Monari et al. 2016). Disequilibrium of the disc can thus
make traditional Jeans modelling of the local dark matter
density problematic (e.g. Widrow et al. 2012; Read 2014;
Haines et al. 2019). In combination with other systematics,
this could result in different determinations of the local dark
matter density.
Utilising the vertical Jeans equation used in Xia et al.
(2016), this work combines the LAMOST fifth data release
(DR5) and the Gaia second data release (DR2) to select a
well-defined data sample. Selection effects, volume complete-
ness, accuracy of the distance measurements, proper motion
and line of sight velocity measurements are carefully con-
sidered. Xia et al. (2016) selected 1427 stars from LAMOST
DR2 with galactic latitude b > 85◦ together with some other
criteria. The galactic latitude criterion is used to guarantee
that the radial velocities are approximately equal to the ver-
tical velocities. This is necessary due to the lack of traverse
motions. With proper motions from Gaia, we can select a
sample in a column, which can cover a larger azimuthal an-
gle range and have a considerably larger sample size (∼ 65
times). These help us obtain more reliable estimates, and
enable us to compare the dark matter densities measured
within different regions.
The paper is organized as follows. In Section 2, we de-
scribe the selection criteria of our sample and how the se-
lection effects are corrected. In Section 3, we present the
assumptions, simplifications and mass models applied in the
vertical Jeans equation, and how we estimate the param-
eters through the Markov Chain Monte Carlo (hereafter
MCMC) technique. The results under different priors are
shown in Section 4. In Section 5, we present some compar-
isons, and discuss the asymmetry between the Galactic north
and south. Some mock tests for the systematic uncertainties
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are also presented in this section. Finally, in Section 6, we
present our conclusions. Throughout the paper, we adopt a
solar position of (−8.34, 0., 0.027) kpc in the Galactic Carte-
sian coordinates system (Reid et al. 2014; Chen et al. 1999),
and a solar peculiar velocity, relative to the local standard
of rest, of (9.58, 10.52, 7.01) km s−1 in the radial, azimuthal
and vertical directions, respectively (Tian et al. 2015).
2 DATA
2.1 Selection criterion
LAMOST, also known as the Guo Shou Jing Telescope, is
a 4 metre reflective Schmidt telescope with 4000 fibres in a
field of view of 20 deg2 in the sky (Cui et al. 2012; Zhao
et al. 2012). The design makes it the most efficient spectro-
scopic survey telescope for bright stars in the Milky Way.
The survey provides millions of stellar spectra, which can
be used to study the structure, formation and evolution of
Milky Way (Deng et al. 2012). LAMOST started its pilot
survey in 2011 and finished the first-five-year regular survey
in 2017. LAMOST DR5, including data from both surveys,
contains 9,017,844 low-resolution (R ∼ 1,800) spectra in the
optical band (3690-9100 A˚ ), of which 8,171,443 are stellar
spectra.
The Gaia satellite was launched in December 2013 by
the European Space Agency. It is designed to provide ac-
curate astrometric and photometric information for billions
of sources over the full sky, aiming to produce a three-
dimensional map of most of the Milky Way (Gaia Collabora-
tion et al. 2016, 2018a,b). Gaia DR2 provides five-parameter
astrometric measurements (positions, parallaxes, and proper
motions) for about 1.3 billion sources (Gaia Collaboration
et al. 2018a). The typical uncertainties for sources with a
broad-band magnitude G < 15 are between 0.02 and 0.04
milli-arcseconds (mas) for the parallax and 0.07 mas yr−1
for the proper motion. These values become larger, to 0.7
mas and 1.2 mas yr−1 at G=20.
The cross-matched sample of LAMOST DR5 and Gaia
DR2 contains 8,852,848 common objects. For these objects,
we usually have spectroscopic parameters from LAMOST
DR5 (e.g. effective temparature Teff , surface gravity log g,
metallicity [Fe/H], radial velocity Vlos), and astrometric
and photometric parameters from Gaia DR2 (e.g. paral-
lax $, two proper motions µα? and µδ in equatorial co-
ordinates and Gaia G band apparent magnitude G). With
these parameters, we can select a column volume complete
G/K dwarf sample with accurate distances, radial veloci-
ties, proper motions, and greatly improve the sample size
compared to previous works. Distance is estimated from the
parallax using a Bayesian inference method following Bailer-
Jones et al. (2018).
Our sample contains 93,609 G/K-type dwarf stars. This
sample is about 65 times larger than the sample selected
from the cone volume in Xia et al. (2016), which contained
1427 stars. The selection criteria are as follows (symbols are
explained below):
(i) Kmag 2MASS < 14.3;
(ii)
(
S
N
)
g
> 20;
(iii) log g > 4;
(iv) 5000 < Teff < 6000 K;
(v) self-crossmatch;
(vi) 4.0 < MG < 5.0;
(vii) |Z | < 1.3 kpc;
(viii) distance > 0.2 kpc;
(ix) |R − R | < 0.2 kpc & |φ| < 5◦;
(x) [Fe/H] > −0.4;
(xi) $ > 0 & σ$/$ < 0.2.
In the first criterion (i), Kmag 2MASS is the K band
magnitude from the Two Micron All Sky Survey (hereafter
2MASS; Skrutskie et al. 2006). This criterion is adopted
because this magnitude is the limiting magnitude of the
2MASS catalog, which is utilized for the selection effects
correction later. The signal-to-noise (S/N) criterion (ii) is
adopted to ensure the accuracy of stellar radial velocities.
The third criterion (iii) is applied to exclude giant stars us-
ing the logarithmic stellar surface density (log g). In order
to select a tracer population with a specific spectral type,
we adopt an effective temperature cut 5000 < Teff < 6000
K (iv). This cut is a little tighter than that used in Xia et
al. (2016). Stars with Teff > 6000 K are not selected because
they may be dominated by young stars with ages < 4 Gyr,
which may not be sufficiently relaxed to be in dynamical
equilibrium (Tian et al. 2015). The lower Teff threshold can
make sure the measurements of the stellar atmospheric pa-
rameters are more accurate. After applying these four broad
criteria, we perform the self-crossmatch (v) to exclude stars
with repeated observations.
Volume completeness is influenced by the distance and
the magnitude range of observed stars. In order to obtain
a volume complete sample, we apply the sixth (vi) and the
seventh (vii) criteria. The absolute G band magnitude MG ,
is calculated from the G magnitude and the parallax. Stars
with distances smaller than 200 pc are excluded to avoid the
selection effect in the bright end (viii). R in the criterion
(ix) is the solar distance to the Galactic centre, and φ is the
galactic azimuthal angle. The ninth criterion is the volume
cut for an annulus with a galactic radius width of 0.4 kpc
and an azimuthal angle width of 10◦ (∼ 1.4 kpc). The az-
imuthal width may be somewhat large, and thus will average
the dark matter density azimuthally. This will be discussed
later in Section 5.2. Ideally, we would like a single tracer
population and would like to use α-element abundances to
remove thick components from our tracer population. How-
ever, we do not have α-element abundances for the dwarf
stars. Thus we simply utilize a metallicity cut [Fe/H] > −0.4
as the tenth criterion (x). This cut effectively removes the
thick component from the tracer. The resultant number den-
sity profile of the tracer is well-fitted by a single exponential
function. Finally, we apply cuts on the parallax and paral-
lax error (xi). The parallax $ is required to be positive and
the parallax error σ$ is required to be smaller than 0.2 rel-
ative to the parallax. The stellar positions of our selected
sample are shown in Fig. 1. The void on the ‘R-Z’ plane
in the galactic anti-centre direction is due to selection cri-
terion (viii) and the footprint of LAMOST DR5. LAMOST
DR5 lacks observations in the region of galactic longitude
∼ 90◦ < l < 160◦ and latitude ∼ 0◦ < b < 60◦.
MNRAS 000, 1–19 (20XX)
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Figure 1. Stellar positions (grey dots) of the sample used in this
work in galactocentric Cartesian coordinates. The upper panel is
the ‘X-Y’ plane (face-on) projection, while the bottom panel is
the ‘R-Z’ plane (edge-on) projection. The positive X direction is
towards the Galactic centre, and the positive Z is towards the
north Galactic pole. The stars indicate the solar positions. The
void on the ‘R-Z’ plane in the galactic anti-centre direction is due
to the selection criteria.
2.2 Selection effect correction
In general, the observed number density is different from the
real number density of a tracer population due to selection
effects. The selection function of a spectroscopic survey is
affected by the survey’s targeting strategy, the actual obser-
vational conditions, data reduction and so on. Thus, we need
to correct the selection function for our sample to derive the
real number density.
For the LAMOST survey, the simple targeting algo-
rithm designed by Carlin et al. (2012) has not been fully
used for a few reasons. Consequently, the LAMOST sur-
vey separates the targets into different plates with different
ranges of magnitudes in each line-of-sight. In addition, at
least four different catalogs based on different photometric
systems are adopted as the source catalogs for targeting (see
Liu et al. 2017, for more details). To avoid complicated cali-
brations, we finally choose the 2MASS catalog (Skrutskie et
al. 2006) as the complete photometric dataset, which covers
most of the LAMOST observed stars.
Our sample selection effects are corrected in three steps.
Firstly, for each observed plate of LAMOST DR5, we count
the numbers of stars from the photometric (Nphoto) and spec-
troscopic (Nspec) samples in the same J − K vs. K grid. This
colour-magnitude (CM) map has enough large grid ranges
and sufficiently small grid spaces. Then we can assign a
weight by dividing Nphoto by Nspec to each pixel of the CM
map, and thus each star has a weight according to its posi-
tion in the CM map. Secondly, for each plate, i.e. each line-
of-sight, we choose the same distance grids. We calculate
the probility of a star being in each distance grid according
to the star’s distance and distance errors. Then we sum up
all the probilities for each grid by multiplying the weight
calculated in the first step. Dividing by the solid angle of
the plate and the distance square of the grid, we can derive
the number density of each grid. Thus the number density
values can be obtained by linearly interpolating the num-
ber density function for all stars in that plate. Finally, all
stars in our sample are separated into different plates and
their number density values are calculated by repeating the
previous two steps.
The number density profile of our observational sam-
ple, after the selection effects have been corrected, is shown
in Fig. 2. The number density is binned with a bin size of
100 pc, and errors are obtained through bootstrapping. The
binned number density can be well fitted with a single ex-
ponential function, shown as the magenta line in Fig. 2. It
implies that the majority of stars in our sample belong to
the thin disc with a single scale height (h1) of 278.6± 3.7 pc.
This scale height will be used in the vertical Jeans equation
in the next section.
The 3D velocities are calculated with the estimated dis-
tance, two position parameters, two proper motions and the
radial velocity. A 240 km s−1 circular motion of the LSR (Piffl
et al. 2014) is taken to transform the velocities into Galactic
rest frame velocities. Gaia DR2 also provides radial veloc-
ities for 7.2 million sources. These radial velocities are the
median values averaged over the 22 month time span of the
observations. Their uncertainties show dependence on the
stellar effective temperature and the magnitude in the GRVS
photometric band, where the values are approximately 1.4
km s−1 at GRVS = 11.75 for stars with Teff ∼ 5500 K (Gaia
Collaboration et al. 2018a). About 26,000 stars in the our
sample have radial velocity measurements from Gaia. How-
ever, the vertical heights of these stars are smaller than 600
pc, which is too small for our method. Note that LAMOST
radial velocities have a systematic offset ∼ 5.4 km s−1 (Tian
et al. 2015) compared to the APOGEE data (Ahn et al.
2014). The reason for this offset is not known. This LAM-
OST systematic offset is ∼ 5.3 km s−1 when the comparison
is with Gaia radial velocities. This systematic offset has been
corrected in our samples.
The vertical velocity dispersion profile of our sample is
shown as dots in Fig. 3. The velocity dispersions are calcu-
lated from the standard deviations of the vertical velocities,
while the measurement errors are removed by subtracting
a systematic instrumental error of 4.5 km s−1 (Gao et al.
2014). Error bars are estimated using bootstrapping. Note
that binning velocity dispersion is just used for plotting. We
utilize the spatial and kinematic information for individual
stars without binning for estimating our model parameters
(see the Section 3.2).
MNRAS 000, 1–19 (20XX)
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Figure 2. The number density profile of the selected sample.
The grey dots are the number densities for all stars with the
selection effects corrected. The black dots with error bars (from
bootstrapping) show the binned number density profile of grey
dots with a bin size of 100 pc. The magenta line is an exponential
fit to the dots. All the number densities are normalized to the
first bin.
Figure 3. The vertical velocity disperion profile of our observa-
tional sample. The black dots with error bars indicate the binned
vertical velocity dispersion profile of our sample. The magenta
solid line is the median of profiles calculated from the selected pa-
rameters in the MCMC program, while the two magenta dashed
lines show the 1σ region for those profiles.
3 METHOD
3.1 The vertical Jeans equation
Following Zhang et al. (2013) and Xia et al. (2016), we use
the vertical Jeans equation method to measure the local
dark matter density. The first two assumptions we make
are as follows.
(1) The system is in steady state.
(2) The gravitational potential of the Milky Way is
axisymmetric.
With these two assumptions, we can integrate the colli-
sionless Boltzmann equation over the vertical momentum to
derive the vertical Jeans equation in cylindrical coordinates:
∂
∂z
(νσ2zz ) +
1
R
∂
∂R
(Rνσ2Rz ) = −ν
∂Φ
∂z
, (1)
where σ2i j = υiυj − υi υj is the velocity dispersion tensor
(Binney & Tremaine 2008), and ν is the vertical number
density of the tracer population moving in the Galactic po-
tential Φ. The mean vertical velocity υz is assumed to be
zero here. The vertical velocity dispersion σ2z , ν and Φ are
only functions of the vertical height z.
The Galactic potential Φ is connected with the mass
distribution by the Poisson equation. Integrating the Pois-
son equation, we obtain the function of the gravitational
force perpendicular to the Galactic plane, i.e. the Kz force.
To simplify the equation and get the model predicted
velocity dispersion, we utilize the following assumptions.
(3) the tilt term 1R
∂
∂R (Rνσ2Rz ) is ignored initially for
simplicity. The tilt term couples the radial and vertical mo-
tions. Following the discussions of the asymmetric drift in
Binney & Tremaine (2008), the tilt term is smaller than the
first term in Eq. 1 at least by a factor of 2zzh/(RdR), as also
discussed in Garbari, Read & Lake (2011) and Zhang et al.
(2013). Here zh and Rd are the scale height and the scale
length of the disc, respectively. For a volume with a small
width of 0.4 kpc in R and a vertical range of 1.3 kpc, this
factor is about 0.03. Thus there is a good reason for ignoring
the tilt term in the simplified model, but we reconsider it in
Section 5.3.2 as a possible solution for solving the velocity
asymmetry between the Galactic north and south.
(4) the rotation curve is flat with both R and z in
the solar neighbourhood (Binney & Tremaine 2008; Bovy
& Tremaine 2012), i.e. the contribution of the circular ve-
locity term is negligible. The contribution of the circular
velocity term can be quantified via the Oort constants A
and B (Binney & Tremaine 2008):
1
4piGR
∂V2c (R, z)
∂R
=
B2 − A2
2piG
. (2)
We need to add this term to our estimated dark matter
density. Usually, B2 < A2, which implies that neglecting the
circular velocity term will overestimate the dark matter den-
sity. According to different measurements (e.g. Gunn, Knapp
& Tremaine 1979; Feast, Pont & Whitelock 1998; Ferna´ndez,
Figueras & Torra 2001; Olling & Dehnen 2003), this term
has a contribution about 0− 0.003 M pc−3 to the local dark
matter density. Nevertheless, as long as the circular veloc-
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ity term is independent on the vertical height z, this term
can be individually estimated and the estimated dark mat-
ter density can be simply corrected. In this work, we always
ignore this term.
(5) the total mass density consists of stars, gas and dark
matter.
(6) the gas disc is razor thin without thickness, and the
total gas surface density (Σgas) is 13.2 M pc−2 (Flynn et al.
2006). Further discussion about the gas model is in Section
5.6.
(7) the dark matter density is constant (ρdm).
(8) the stellar disc is a single exponential disc with a
small scale height zh, i.e. the thick disc is negligible. Our
rationale for so doing is as follows. The thick disc is esti-
mated to be a small fraction of the stellar midplane density
(about 10%) with a scale height of about 1200 pc (Flynn et
al. 2006; Juric´ et al. 2008). The surface density of the thick
disc at z = 1300 pc is then ∼ 7 M pc−2, which is about 10%
relative to the total surface density. Taking a local dark
matter density of 0.01 M pc−3, ignoring the thick disc will
lead to a maximum uncertainty of 26% to the local dark
matter estimation. We revisit our rationale in Section 5.5
where we also consider a double disc model with a thick disc.
With these assumptions, the Kz function can be ex-
pressed as:
Kz (z) ≡ − dΦdz = −
∫ z
0
4piGρtot(z′) dz′ = −2piGΣtot(z)
= −2piG
{
Σ?
[
1 − exp
(
− z
zh
)]
+ Σgas + 2ρdmz
}
, (3)
where ρtot(z) and Σtot(z) are the total mass density and
total surface mass density up to a vertical height z, re-
spectively. The latter is connected with the Kz force by
Σtot(z) = Kz/(−2piG). Σ? is the total stellar surface density
and ρdm is the constant dark matter density we seek in this
work.
3.2 Parameter estimation with MCMC
In observations, we have the number density profile of the
chosen tracer population and the vertical velocities of stars.
The former is assumed to be a single exponential profile,
ν(z) = ν0 exp
(
− z
h1
)
, (4)
which is a quite good approximation to our data as shown
in Fig. 2. The vertical velocities can be compared to the
model velocity dispersion profile derived from the vertical
Jeans equation. Inserting the Kz function into Eq. 1 and
integrating this equation on both sides, we can obtain:
ν(z)σ2z (z) − ν(z0)σ2z (z0) =
∫ z
z0
ν(z′)Kz (z′)dz′,
σ2z (z) = f (z) +
ν(z0)σ2z (z0) − ν(z0) f (z0)
ν0 exp
(
− zh1
) , (5)
where
f (z) = 2piGh1
{
Σ?
[
1 − zh
h1 + zh
exp
(
− z
zh
) ]
+ Σgas + 2ρdm(z + h1)
}
,
(6)
z0 is the integration boundary, which can be arbitrary. The
contributions of stars, gas and dark matter to the veloc-
ity dispersion are different as shown in Eqs 5 and 6. The
contribution of the razor thin gas disc is constant. The con-
tribution from the stellar disc increases as a negative expo-
nential with z and approaches flat beyond about two scale
heights (≥ 1 kpc). The dark matter, which provides a lin-
early increasing contribution along z, dominates the profile
at high-z region. Thus, with data covering over larger verti-
cal range, we can separate the dark matter from the baryonic
components more easily.
With equations (5) and (6), we can compare the model
velocity dispersion profile (σz,model(z)) with the observed
stellar vertical velocities (υz). Following Xia et al. (2016),
we use the MCMC technique rather than binning the data
to obtain estimates of model parameters. That is because
the latter will lose spatial information. The MCMC package
we use is EMCEE (Foreman-Mackey et al. 2013).
There are three differences in the parameter selection
between this work and Xia et al. (2016). First, we leave the
boundary condition σz (z0 = 50 pc) as a free parameter and
thus all stars are used in MCMC. In Xia et al. (2016), stars
with z between 100 and 300 pc are used as boundary con-
dition and are not taken into the parameter estimation in
MCMC. Shown as the second term on the right-hand side
of Eq. 5, the boundary condition term provides an exponen-
tially increasing contribution. Thus our treatment will be
better especially when the chosen σz (z0) has a large uncer-
tainty or biased against the true value.
Second, the number density ν(z) is individually fitted by
binning the data before it is taken into the model velocity
dispersion calculation for two reasons. One is that the tracer
number density is independent of the mass models and can
be determined separately. As shown in Fig. 6 of Xia et al.
(2016), the scale height h1 is almost uncorrelated with other
parameters. The second is that we have more stars in the
low-z regime. If we add ν(z) into MCMC modelling, it will be
biased and the scale height will be slightly underestimated.
When comparing stellar velocties υz with σz,model(z), we
calculate the probability of υz in a Gaussian distribution,
which has a standard deviation of σz,model(z) and a mean
velocity υ. For a disc in perfect equilibrium, υ = 0. But for
the Milky Way, this is not true. The last difference is the
treatment with the mean velocity υ. It is a free parameter
with the same value at different vertical heights in Xia et al.
(2016). However, this parameter has quite a small influence
on the modelling and is not shown in their article. Here, we
derive a mean velocity profile with a bin size of 100 pc. For
stars in the same bin, we use the same mean velocity.
The remaining parameters in our MCMC modelling are
denoted as p = (Σ?, zh, ρdm, σz (z0)). The log-likelihood is
given by
ln L = −
∑
i
ln
[√
2piσz,model(zi)
]
− 1
2
∑
i
[
υi − υi
σz,model(zi)
]2
, (7)
where i is the stellar label and υi is the mean velocity from
the binned mean velocity profile.
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Figure 4. σ2Rz profile (upper panel) and its derivative with re-
spect to R (lower panel) for both the northern (blue dots) and
southern (red dots) subsamples. The blue and red solid lines in
the upper panel are the model fits of the function Azn to the
northern and southern σ2Rz profiles, respectively. The black lines
in both panels are linear fits to the two profiles, which combine
the northern and southern subsamples together.
3.3 Tilt term
In all analyses except for the Section 5.3.2, the tilt term is
ignored. We take the tilt term into consideration in Section
5.3.2 in order to check if this term could explain the velocity
asymmetry between north and south. The tilt term can be
separated into two components:
1
R
∂
∂R
(Rνσ2Rz ) = νσ2Rz (
1
R
− 1
hR
) + ν
∂σ2Rz
∂R
, (8)
where hR is the scale length of the tracer population. For
the covariance of the radial and vertical velocities (σ2Rz), we
utilise a power law function Azn to model it. The fitting of
σ2Rz is shown in the upper panel of Fig. 4. The σ
2
Rz values for
the northern and southern subsamples are slightly different.
The first term on the right hand of Eq. 8 can be analytically
obtained after the scale length is set as hR = 2.5 kpc.
To calculate the derivative of σ2Rz with respect to R,
we choose 4 radial bins, with a bin width of 0.4 kpc. The
centres of those four bins are 7.94, 8.34, 8.74, 9.14 (kpc).
For each vertical height, we utilise linear fitting to σ2Rz to
obtain its derivative on R. The derivatives of σ2Rz for bins
in the northern and southern sky are shown in the lower
panel of Fig. 4. As the derivatives are obtained based on
only 4 radial bins, they have large error bars. See Hagen et
al. (2019) for more detailed trends in the tilt angle of the
velocity ellipsoids in a larger spatial range. Except for several
bins in the south, which have few stars, the derivatives of
σ2Rz can be roughly fitted with a linear function. The zero
point of the derivatives is at z ∼ 0.5 kpc, rather than z = 0
kpc. The difference in the derivative of σ2Rz will then result
in different contributions to the σz profiles for the northern
and southern subsamples.
4 RESULTS
4.1 Results under a Gaussian prior on Σ?
With the vertical Jeans equation and mass models described
in Section 3, we use MCMC to obtain estimates of the four
parameters. For zh, ρdm and σz (z0), we apply almost non-
informative priors by constraining them in ranges of 0 <
zh < 1000 pc, 0 < ρdm < 0.05 M pc−3 and 10 < σz (z0) < 30
km s−1. However, for Σ?, we use a Gaussian prior with a
mean of 37.0 M pc−2 and a dispersion of 5.3 M pc−2. This
prior is derived from a compilation of several previous works,
which are based on different methods including stellar cen-
sus (Flynn et al. 2006), Jeans modelling (e.g. Kuijken &
Gilmore 1989b; Zhang et al. 2013) and action-based distri-
bution function (Bovy & Rix 2013) etc. These works are
assumed to be independent measurements extracted from a
true value with an intrinsic dispersion. We apply a Hierar-
chical Bayesian Model to these measurements to derive the
Gaussian prior used in this work. Measurements together
with references and the derived prior are shown in Table 1.
The posterior probability density functions (PDFs) of
the four parameters under the Gaussian prior of Σ? are
shown in Fig. 5. The estimates of the parameters and er-
rors, listed in the second column of Tabel 2, are taken from
the median, 16th and 84th percentiles of each 1D marginal-
ized PDF over other three parameters. The model predicted
velocity dispersion is over-plotted as the red solid line in
Fig. 3. In the MCMC, after the initial iterations, each set
of parameters can give a model velocity dispersion profile.
The red line is then the median profile of all the model pro-
files. The 1σ region, indicated by the red dashed lines in Fig.
3, is calculated from the 16th and 84th percentiles of these
profiles. Our result predicts a σz profile consistent with the
observed profile, as shown in Fig. 3.
The model predicts σz (z0) = 17.3 ± 0.1 km s−1, which is
well constrained with a quite small error. This value is a little
different from the binned value 17.7± 0.2 km s−1. The small
uncertainty in σz (z0) is due to its exponentially increasing
contribution to the model velocity dispersion, shown as the
second term in the right-hand side of Eq. 5. Besides, σz (z0)
almost has no correlation with other three parameters, ex-
cept for a small anti-correlation with zh. Higher σz (z0) will
result in a steeper exponential increase in the model veloc-
ity dispersion profile. Thus a lower scale height is needed to
compensate the velocity dispersion of low-z region in order
to get an overall gradually increasing profile.
As shown in Fig. 5, Σ? has a strong anti-correlation with
ρdm, and a strong positive correlation with zh. These corre-
lations can be explained from the surface density profiles
shown in Fig. 6. As ρdm increases, both Σ? and its growth
rate decrease due to the constraint from the total surface
density. This means the disc will become flat more quickly,
and thus the scale height zh will be smaller. Although zh
and ρdm seem to be positively correlated from Eq. 3, their
correlation is weak and is influenced by Σ?.
The model predicted Kz force, or equally the total sur-
face density profile, is shown as the black solid line in Fig. 6.
The contributions from different components are shown as
coloured solid lines. The 1σ errors are calculated similarly
to that of the model velocity dispersion, and are shown in
Fig. 6 as dashed lines for the total mass, stellar disc and
dark matter. The total surface density is well constrained,
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Table 1. Compilation of measurements of the total stellar surface density Σ? (second column) and of the stellar volume density ρ?,0 on
the Galctic plane (fourth column). The values and their errors derived from the Hierarchical Bayesian analyses of the listed measurements
are shown in the bottom row.
Reference Σ? [M pc−2] Reference ρ?,0 [M pc−3]
Kuijken & Gilmore (1989b) 35.0 ± 5.0 Holmberg & Flynn (2000) 0.044 ± 0.00444
Flynn et al. (2006) 35.5 ± 3.61 Chabrier (2001) 0.045 ± 0.003
Bovy & Rix (2013) 38.0 ± 4.0 Flynn et al. (2006) 0.042 ± 0.00421
Zhang et al. (2013) 43.6 ± 5.02 Bovy (2017) 0.0472 ± 0.0035
Read (2014) 37.2 ± 1.23 Schutz et al. (2018) 0.043 ± 0.0046
Sivertsson et al. (2018) 33.2 ± 5.3 Xiang et al. (2018) 0.0536 ± 0.0007
Xiang et al. (2018) 36.8 ± 0.5 – –
This compilation 37.0 ± 5.3 This compilation 0.0468 ± 0.0050
1 In the stellar census, uncertainties on the densities of all the stellar components are ∼ 10%.
2 A 300 pc scale height is used to extrapolate their measurement 42 ± 5 M pc−2 at 1.0 kpc to the
total value here.
3 This review article compiles several literature results.
4 A typical 10% uncertainty in luminosity is assumed.
5 Their result 0.040 M pc−3 is just for main sequence stars. An amount of 0.0072 M pc−3 is taken
from McKee, Parravano & Hollenbach (2015) for brown and white dwarfs.
6 This article compiles results from Flynn et al. (2006), McKee, Parravano & Hollenbach (2015)
and Read (2014).
Table 2. Parameters from MCMC under different priors. Values under Gaussian priors on the total stellar surface density (P(Σ?) ∼
N(37.0, 5.32) M pc−2), on the stellar volume density on the Galactic plane (P(ρ?,0) ∼ N(0.0468, 0.00502) M pc−3) and a non-informative
prior are listed in the second, third and fourth columns, respectively. The parameter ρ?,0 is also given in the bottom row.
Parameter P(Σ?) ∼ N(37.0, 5.32) M pc−2 P(ρ?,0) ∼ N(0.0468, 0.00502) M pc−3 Non-informative prior
Σ? [M pc−2] 38.4+5.2−5.4 57.1
+15.4
−18.1 62.6
+13.2
−18.9
zh [pc] 413+57−53 572
+124
−157 591
+114
−141
ρdm [M pc−3] 0.0133+0.0024−0.0022 0.0071
+0.0059
−0.0043 0.0049
+0.0061
−0.0037
σz (z0) [km s−1] 17.3+0.1−0.1 17.3+0.1−0.1 17.3+0.1−0.1
ρ?,0 [M pc−3] 0.0468+0.0039−0.0040 0.0499
+0.0035
−0.0037 0.0521
+0.0039
−0.0050
with Σtot, |z |<1.0kpc = 74.7+1.4−1.4 M pc
−2 for the value up to
1 kpc. However, the total stellar surface density has larger
errors with a value of Σ?, |z |<1.0kpc = 35.0+4.0−4.4 M pc
−2. The
relatively larger errors are due to the degeneracy between
the stellar disc and the dark matter, the latter having a
volume density of ρdm = 0.0133+0.0024−0.0022 M pc
−3. The contri-
bution from the razor thin gas disc is fixed as a constant
Σgas = 13.2 M pc−2.
4.2 Results of other priors
In addition to the Gaussian prior on Σ?, we also try to use a
Gaussian prior on the stellar volume density on the Galactic
plane (ρ?,0) or non-informative priors on all parameters. The
results based on these two kinds of priors are listed in Table
2. The prior on ρ?,0 is P(ρ?,0) ∼ N(0.0468, 0.00502) M pc−3,
which is also from a compilation of several previous works
listed in Table 1. The reason for using this prior is that we
regard works based on stellar census (e.g. Flynn et al. 2006;
Bovy 2017; Schutz et al. 2018) as able to give quite reli-
able estimates of the volume densities of stellar components
in the solar vicinity. The Gaussian prior on the local stel-
lar volume density is usually used in works which apply a
distribution function to construct the potential (e.g. Buch,
Chau Leung & Fan 2019; Widmark 2019).
The dark matter density measured using
the prior P(ρ?,0) ∼ N(0.0468, 0.00502) M pc−3 is
0.0071+0.0059−0.0043 M pc
−3, which is smaller than the result
of the Gaussian prior on Σ?. Consequently, Σ? and zh are
larger. Nevertheless, due to the large error bars in the
results of the Gaussian prior on ρ?,0, these measurements
are consistent within 1σ. This prior is weaker than the
Gaussian prior on Σ?.
The non-informative priors on all parameters lead to
quite a small ρdm and high Σ? and zh. This result is sim-
ilar to the mock data 3 result in Section 4.3 of Xia et al.
(2016), which has a data range of 0 < z < 1000 pc. The
most prominent feature is that the local dark matter den-
sity has a peak close to zero, as shown in Fig. 11 of Xia et al.
(2016). The reason is that the data lack stars with high z,
where the contribution of the dark matter to the mass pro-
file becomes significant. Thus, in the likelihood calculation
of MCMC, the resulting model parameter PDF is biased to
show a low ρdm. Though ρdm is biased to a lower value and
Σ? and zh have quite large uncertainties, the local stellar
volume density ρ?,0 is well constrained with an error about
0.005 M pc−3, comparable to previous works listed in Ta-
ble 1. The positive correlation between Σ? and zh could be
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Figure 5. The probability density functions (PDFs) of the four model parameters from MCMC. The parameters from the left to the
right are Σ?, zh, ρdm and σz (z0), respectively. The parameters from the top to the bottom are zh, ρdm and σz (z0), respectively. The solid
and dashed lines in each histogram indicate the median, 16th and 84th percentiles of the 1D marginalized PDF of each parameter.
mainly due to ρ?,0. Thus, ρ?,0 is better constrained than Σ?
and zh.
5 DISCUSSIONS
5.1 Comparisons with previous works
The local dark matter density ρdm given in this work is
0.0133+0.0024−0.0022 M pc
−3. This value is consistent with several
previous works, such as Bienayme´ et al. (2014), Piffl et al.
(2014), Bu¨denbender, van de Ven & Watkins (2015), Siverts-
son et al. (2018), but is inconsistent with works such as Bovy
& Rix (2013), Zhang et al. (2013), Hagen & Helmi (2018).
These inconsistencies arise from complicated reasons includ-
ing the sample used, the data reduction, the methods ap-
plied, and the simplifications or priors utilized.
The most closely related works, Zhang et al. (2013)
and Xia et al. (2016) gave quite different measurements
for the local dark matter density, 0.0065 ± 0.0023 and
0.018 ± 0.0054 M pc−3, respectively. They both adopted
the non-informative prior. In addition, Zhang et al. (2013)
combined together metal-rich, intermediate-metallicity, and
metal-poor subsamples in their model. This work obtains an
intermediate value with a smaller uncertainty. Though our
sample size is much larger than the two samples used by
Zhang et al. (2013) and Xia et al. (2016), the smaller errors
are mainly due to the Gaussian prior on Σ? applied here.
However, differences in the median values are not only due
to the prior, but also to the different data ranges. We will
discuss this later in more detail in Section 5.4.
The estimated density scale height zh here is 413+57−53
pc, which is slightly larger than the usually quoted value
of 300 pc for the thin disc but is consistent with the esti-
mated disc thickness of 500 pc within the error bars (Bin-
ney & Tremaine 2008). The stellar local volume density
ρ?,0 can be derived from ρ?,0 =
Σ?
2zh . This work obtains
ρ?,0 = 0.0468+0.0039−0.0040 M pc
−3, which is consistent with pre-
vious works listed in Table 1. Due to the strong positive
correlation between Σ? and zh, works applying zh = 300 pc
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Figure 6. The surface density profile, or equally the Kz force
predicted by MCMC. The black solid line is the total surface
density profile. The coloured solid lines show the surface density
profiles of the stellar disc (red), the razor thin gas disc (green)
and the dark matter (blue), respectively. The dashed lines show
the corresponding 1σ regions.
or fixing the scale heights of thin and thick discs actually
took a stronger prior than this work (e.g. Bienayme´ et al.
2014; Bu¨denbender, van de Ven & Watkins 2015). As a con-
sequence, they usually have smaller uncertainties.
5.2 ρdm vs. φ
As our sample covers a large azimuthal angle range, we
separate the sample into subsamples with different φ and
z ranges. We also explore a larger azimuthal angle range
according to the data coverage as shown in Fig. 7. All
the selection criteria, except for the azimuthal angle, are
the same as the criteria listed in Section 2.1. Note that
the Sun is placed at (−8.34, 0., 0.027) kpc in the Galactic
Cartesian coordinates system. Thus φ < 0 is the direction of
the Galactic rotation. There are few stars in the southern
sky with φ > 0 and in the region with φ > 5◦, as shown in
Fig. 7. Thus, we separate all the stars into eight subsamples:
(1) −5◦ < φ < 5◦, i.e. the sample used in previous anal-
yses;
(2) −5◦ < φ < 5◦ and z > 0;
(3) −5◦ < φ < 5◦ and z < 0;
(4) 0◦ < φ < 5◦, where the few stars with z < 0 are
excluded;
(5) −5◦ < φ < 0◦;
(6) −5◦ < φ < 0◦ and z > 0;
(7) −5◦ < φ < 0◦ and z < 0;
(8) −10◦ < φ < −5◦, where the few stars with z < 100 pc
are excluded.
The number density profiles and velocity dispersion pro-
files of the eight subsamples are shown in the upper and
lower panels of Fig. 8. The logarithmic number density pro-
files can be linearly well fitted and have similar scale heights
Figure 7. Stellar number distribution as a function of azimuthal
angle. The sample accounts for all the selection criteria listed in
Section 2.1 except for the constraint on the azimuthal angle. The
black stars show the distribution of the total sample, while the
red dots and the blue triangles show the distributions of stars
with z > 0 and z < 0, respectively.
except for the last two bins in subsample (7). These sub-
samples also show similar velocity dispersion profiles except
for the noise in the high z region as a result of the low star
numbers. Subsample (8) suffers from a small sample size,
and shows a fluctuating σz profile. An obvious discrepancy
happens between subsamples (6) and (7). Subsample (6) (i.e.
the stars in the northern sky) shows a plateau in the region
of 400 < z < 600 pc, while subsample (7) (the stars in the
southern sky) shows a plateau in the region of 200 < z < 400
pc. These plateaux will significantly influence the determi-
nation of the disc scale height zh and thus the ρdm.
The model parameters given by the eight subsam-
ples are shown in Fig. 9. Subsamples (4) and (6), both
in the northern sky, result in similar values of ρdm. The
model predicted ρdm, under the Gaussian prior on Σ?, are
0.0185+0.0028−0.0028 M pc
−3 and 0.0168+0.0024−0.0024 M pc
−3 for subsam-
ples (4) and (6), respectively. These values are consistent
with the value 0.018±0.0054 M pc−3 from Xia et al. (2016),
which also uses stars in the northern sky. The velocity dis-
persion profile of Xia et al. (2016) shows a clear dip at z = 650
pc, which is similar to our subsample (4) and may be related
to the plateau in subsample (6). However, ρdm derived from
the Gaussian prior on ρ?,0 are much smaller than that from
the Gaussian prior on Σ?. The predicted values of ρdm are
0.0067+0.0050−0.0035 M pc
−3 and 0.0054+0.0042−0.0031 M pc
−3 for subsam-
ples (4) and (6), respectively. These lower ρdm are not due
to the samples used, but due to the prior applied. The Gaus-
sian prior on Σ? seems to give a lower ρ?,0 and thus a higher
ρdm, as shown in Fig. 9.
Subsamples (1), (5) and (8) contain stars both in the
northern and southern sky. They obtain quite consistent
measurements on ρdm for both priors, though the subsam-
ple (8) suffers from a small sample size and large noises in
the νz and σz profiles. The consistency in the results from
subsamples (1), (5) and (8), or from the subsamples (4) and
(6) indicates that the dark matter densities are quite similar
in an azimuthal angle range of −10◦ < φ < 5◦.
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Figure 8. The number density profiles (upper panel) and the ver-
tical velocity dispersion profiles (lower panel) of the subsamples.
The number density distributions are selection effects corrected
and normalized to the first bins. The black triangles, the blue
stars, the red dots and the magenta squares, connected with solid
lines, show the profiles of stars with −5◦ < φ < 5◦, 0◦ < φ < 5◦,
−5◦ < φ < 0◦ and −10◦ < φ < −5◦, respectively. The red dashed
line shows the profile of stars with −5◦ < φ < 0◦ and z > 0, while
the red dotted line displays the profile of stars with −5◦ < φ < 0◦
and z < 0.
5.3 Results from the northern and southern sky
The results obtained from different azimuthal angle ranges
are roughly similar. However, the measured ρdm and zh show
a large discrepancy between the northern subsample with
z > 0 and the southern subsample with z < 0, as shown by
the middle and right columns in Fig. 9. In this section, we
take subsamples (1), (2) and (3) for a more detailed discus-
sion of the north and south asymmetry.
5.3.1 Profiles in the north and south
The number density profiles, mean vertical velocity profiles
and vertical velocity dispersion profiles of subsamples (1)
(the total subsample), (2) (the northern subsample) and (3)
(the southern subsample) are shown in Fig. 10. The number
density profiles are quite similar, while the velocity disper-
sion and mean velocity profiles show some differences. There
are two plateaux in the northern and southern σz profiles at
different vertical height, which result in different estimates
for parameters.
Figure 9. Model predicted parameters for different priors and
subsamples. The parameters from the top to the bottom are
ρdm, Σ?, zh, ρ?,0, respectively. The horizontal coordinates are
four azimuthal angle ranges. The eight subsamples are separated
into total (left column), northern (middle column) and southern
(right column) subsamples. The indices of the subsamples, the
same as those in Section 5.2, are also labelled at the top of the
panels in the top row. The three different priors, i.e. a Gaus-
sian prior on Σ?, a Gaussian prior on ρ?,0 and a non-informative
prior, are shown as the red triangles, the blue stars and the black
squares, respectively.
For the results obtained using the Gaussian prior of Σ?,
shown as the red triangles in Fig. 9, the northern subsample
has larger ρdm and zh than the southern subsample. The for-
mer yields a ρdm of 0.0172+0.0022−0.0022 M pc
−3, while the latter
has a value of 0.005+0.0039−0.0031 M pc
−3. This difference comes
from the difference in the velocity dispersion profiles. The
position of the plateau in σz profile gives a strong con-
straint on the disc scale height, because the contribution
from the stellar disc to the Kz force is approximately flat
over about two scale heights. Thus, the northern subsample,
which shows a plateau in the region of 400 < z < 700 pc, has
zh = 566+85−73 pc. The southern subsample has zh = 148
+30
−27 pc
due to the plateau in the region of 200 < z < 500 pc. Con-
sequently, under the same Gaussian prior on Σ?, the south-
ern subsample has a larger ρ?,0 and a smaller ρdm than the
northern subsample. For the results derived from the Gaus-
sian prior on ρ?,0, the larger scale height results in a larger
Σ? and thus a smaller ρdm for the northern subsample, shown
as the blue stars in Fig. 9. The combined subsample (1) has
a smoother velocity dispersion profile and a local dark mat-
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ter density (0.0133+0.0024−0.0022 M pc
−3) positioned between the
values of the two separated subsamples.
The velocity distributions of the northern and southern
subsamples in each bin are shown in Fig. 11. The bin width
is 100 pc. The stellar counts in each bin are also labelled in
the figure. The lower six bins all contain several thousands
of stars, which ensure the accuracy of the histograms. The
histograms can be well fitted with a single Gaussian func-
tion. The velocity dispersion of the southern subsample is a
little larger than that of the northern subsample for z < 300
pc. This situation is then reversed for 300 < z < 600 pc.
The difference reaches a significant value of 2.6 km s−1 at
z = 450 pc. In the outer region, the velocity dispersions are
consistent given the large errors of the southern subsample.
Due to the large sample size and the well fitted Gaussian
distribution, we regard the difference between the northern
and southern subsamples as reliable and significant, and the
contamination of the thick component stars as trivial.
The velocity dispersion profiles derived from about
26,000 stars, which have Gaia radial velocity measurements,
are also plotted in Fig. 11. The profiles are similar to those
derived from LAMOST radial velocity measurements. The
difference at z = 450 pc is also significant. In addition, in
our preliminary analyses of giant stars and samples with
5.0 < MG < 6.0, similar differences between the northern
and southern σz profiles are found.
Similar structures in the southern sky are also found in
several previous works. Bienayme´ et al. (2014) used ∼ 4600
red clump stars in the southern sky to measure the local
dark matter density. Their σz profile shows a dip at z ∼ 400
pc, as shown in their Fig. 8. This dip could be related to
the plateau of our southern subsamples. In addition, their
Kz force profile, derived directly from the σz profile, shows
a rapid increase for z < 400 pc. This rapid increase will
result in quite a small scale height (zh) if it modelled as a
free parameter. Garbari et al. (2012) re-examined ∼ 2000
K dwarf stars in the southern sky, taken from Kuijken &
Gilmore (1989b). There is an obvious plateau at 400 < z <
700 pc in their σz profile, as shown in their Fig. 5. However,
their distances are obtained from a relationship between the
metallicity, the vertical distance z and the V-band absolute
magnitude. Thus, their σz profile could be systematically
shifted, and the plateau in their σz profile could be related
to that of our southern σz profile. Hagen & Helmi (2018)
investigated the kinematics of red clump stars by combining
data from TGAS and RAVE. Their σz profiles of thin disc
samples show plateaux at 300 < z < 500 pc, as shown in
their Figs. 5 and 6. Their samples contain both northern
and southern stars. Nevertheless, they have more stars in
the southern sky according to their Fig. 2 showing stellar
spatial distribution. Thus, their plateau in σz is similar to
ours.
The mean velocity profiles of the northern and south-
ern subsamples also show some differences. However, that
difference is different from the one in the velocity dispersion
profiles. At z < 600 pc, the mean velocity profiles are similar,
and show a bulk motion of about -1.5 km s−1. In the higher
region, the tracer population shows a motion consistent with
disc compression. The mean velocity has a difference of ∼ 7
km s−1 at z = 950 pc. The difference in the mean velocity
profiles could be another sign of dis-equilibrium of the local
disc.
5.3.2 Results with the tilt term
With the tilt term taken into consideration, we apply the
Gaussian prior P(Σ?) ∼ N(37.0, 5.32) M pc−2 to estimate
the parameters. The model predicted parameters for the
northern and southern subsamples are listed in Table 3. The
model predicted σz profiles are shown in Fig. 12. Both the
northern and southern subsamples can be well fitted when
they are considered separately. However, the tilt term gives
a negative contribution to σz for the northern subsample
and a positive contribution to σz for the southern subsam-
ple. Due to the different contributions of the tilt term, the
model can not fit the northern and southern σz profiles well
at the same time.
The model predicted local dark matter densities for the
northern and southern subsamples are 0.0192+0.0023−0.0023 M pc
−3
and 0.0056+0.0039−0.0033 M pc
−3, respectively. These values are
similar to those obtained when the tilt term is ignored, as
shown in Fig. 9. The local dark matter densities of the north-
ern and southern subsamples are still inconsistent. The den-
sity scale height of the southern subsample is much smaller
than the usual 300 pc. Even when the tilt term is considered,
the revised model can not explain the 2.6 km s−1 difference
of σz at z = 450 pc. The tilt term has small influence on
the parameter estimations for the region considered, but it
is not the primary reason for the asymmetry between the
north and south.
5.3.3 Dis-equilibrium
Substantive observational evidence of vertical oscillations of
the stellar disc has been found from photometrical and kine-
matical studies with different surveys (e.g. Widrow et al.
2012; Williams et al. 2013; Xu et al. 2015; Carrillo et al.
2018; Wang et al. 2018; Bennett & Bovy 2019; Wang et al.
2019; Gardner, Hinkel & Yanny 2020). The Galaxy seems
to have a ringing, wobbling, flaring and warped disc, which
would cause deviations from mirror symmetry with respect
to its mid-plane. These effects could be caused by some un-
known systematics, for example dis-equilibrium. This could
be due to the presence of a bar and spiral arms in the Milky
Way (Bissantz & Gerhard 2002; Antoja et al. 2011; Monari
et al. 2016), the ‘moving groups’ in the Solar neighbourhood
(Dehnen 1998), or the vertical waves in the disc (Widrow et
al. 2012; Williams et al. 2013) caused by the Sagittarius
merger and satellite perturbations (Purcell et al. 2011).
Studies using stellar counts have confirmed the asymme-
try of the Galactic disc (Widrow et al. 2012; Yanny & Gard-
ner 2013; Bennett & Bovy 2019). Bennett & Bovy (2019)
recently confirmed the density asymmetry with a maximum
amplitude of ∼ 10% for the main-sequence stars. However,
the accurate density fluctuations of all types of stars are dif-
ficult to determine. The kinematic asymmetry between the
north and south has been studied by LAMOST and Gaia
(Wang et al. 2018, 2019; Bennett & Bovy 2019). The ver-
tical mean velocity and velocity dispersion profiles of our
subsamples also show signs of north-south asymmetry, as
shown in Fig. 10.
Note that if the potential is asymmetric between the
north and south, the calculation of Kz force in Eq. 3 will
be problematic. In Eq. 3, a default assumption is applied:
dΦ
dz |z=0 = 0, i.e. the northern and southern mass profiles are
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Figure 10. The number density profiles (left panel), mean vertical velocity profiles (middle panel) and vertical velocity dispersion profiles
(right panel) of our subsamples. The black, blue and red dots stand for the total subsample (i.e. the subsamples ‘(1)’), the northern
subsample (subsample ‘(2)’) and the southern subsample (subsample ‘(3)’), respectively. In the right panel, the northern and southern
σz profiles derived from Gaia radial velocities are shown as green and magenta squares respectively.
Figure 11. Velocity distributions of the northern (blue lines) and southern (red lines) subsamples. The velocities are derived from the
LAMOST radial velocity measurements. The solid lines are the Gaussian fits of the dashed histograms. The bin centre, mean velocity,
velocity dispersion are labelled in units of kpc, km s−1, and km s−1, respectively. The black lines show the differences between the northern
and southern subsamples, with errors from numerical noise.
symmetric. If this assumption is broken, the integration of
Kz force should be from a vertical height with dΦdz = 0, rather
than from zero to z as previously. Overall, regardless of quite
how gas or the stellar disc are modelled, accurate asymmet-
ric mass models for the Galactic north and south are now
difficult to obtain from observations. The application of such
models is beyond our scope of this paper.
In order to obtain consistent results for the northern
and southern subsamples, we use half the difference between
the σz profiles as the measurement error, to give a sim-
ple alleviation of the asymmetry. Thus, the data need to
be binned and we use the same bins as previous analyses.
As the tilt term has small influence to the model, we ig-
nore it here. The Gaussian prior on Σ? in Table 1 is used.
The model predicted parameters for the data with enlarged
errors are given in Table 3. The predicted σz profiles are
shown in Fig. 13. The estimated local dark matter densities
are 0.0119+0.0025−0.0024 , 0.0135
+0.0024
−0.0023 and 0.0077
+0.0038
−0.0037 M pc
−3,
for the total, the northern and the southern subsamples re-
spectively. Although zh of the southern subsample still seems
to be underestimated, ρdm of the north and south are now
consistent with each other (due to the enlarged errors).
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Table 3. Parameters derived from the subsamples with the tilt term taken into consideration and with the errors of bins enlarged. In both
situations, the Gaussian prior P(Σ?) ∼ N(37.0, 5.32) M pc−2 is utilised. Results for the total, the northern and the southern subsamples
are listed in the third, fourth and fifth columns, respectively.
Parameter Total North South
with Tilt Term
Σ? [M pc−2]
–
38.4+5.1−5.1 38.6
+4.0
−4.3
zh [pc] 669+116−101 161
+34
−30
ρdm [M pc−3] 0.0192+0.0023−0.0023 0.0056
+0.0039
−0.0033
Enlarge Error
Σ? [M pc−2] 36.3+5.3−5.3 37.4
+5.2
−5.2 36.0
+5.0
−5.2
zh [pc] 328+59−59 441
+89
−77 206
+59
−51
ρdm [M pc−3] 0.0119+0.0025−0.0024 0.0135
+0.0024
−0.0023 0.0077
+0.0038
−0.0037
Figure 12. The model predicted σz profiles of the northern (red
lines) and southern (blue lines) subsamples with the asymmetric
tilt term taken into consideration. The observed σz profiles, i.e.
the coloured dots, are the same as the right panel of Fig. 10. The
dashed lines are the corresponding 1σ errors.
5.4 Mock tests for systematical uncertainties
The original idea behind this work was to determine the
local dark matter density with a higher accuracy when ap-
plying non-informative priors on all the model parameters.
However, due to the data spatial distribution and the strong
degeneracy between the dark matter and the stellar disc, the
non-informative priors lead to a ρdm having a peak close to
zero and large error bars. The non-informative priors obtain
ρdm = 0.0049+0.0061−0.0037 M pc
−3, which has quite similar PDFs
of model parameters as Fig. 11 of Xia et al. (2016). In Xia
et al. (2016), they use mock data containing stars within
0 < z < 1000 pc and apply non-informative priors on all pa-
rameters. They obtain a value of ρdm biased to zero, similar
to our result of non-informative priors. They conclude that
the mock data lacks stars with high z, where the velocity
dispersion is more dominated by the contribution from the
constant dark matter density. In addition, they argue that
the Poisson noise from the sample size contributes about
two-thirds of the uncertainty in the estimated values. An
Figure 13. Same as Fig. 12 but for the results when the data are
binned and errors are enlarged.
improvement in the sample size will increase the accuracy of
the estimates. However, although our sample size is about
two orders of magnitude larger than Xia et al. (2016), the
non-informative priors still give quite large error bars.
To understand the error sources in our measurements,
we make groups of mock data to check the influence of the
sample size, the vertical range, the vertical stellar distri-
bution and the scale height of the tracer population. For
the mass models, we use the same set of parameters with
Σ? = 40 M pc−2, zh = 400 pc, and ρdm = 0.015 M pc−3. For
each group of mock data, we make 50 sets of data to reduce
the numerical noise. The estimated ρdm and its errors are
calculated from the median values of the 50 sets of data for
each group. In all mock data sets, non-informative priors are
applied in MCMC. Our results are shown in Fig. 14.
For the sample size, the mock data shown as dots and
stars in Fig. 14 have a sample size of 100,000 stars, compa-
rable to the size of our observational sample. For compar-
isons, the mock data shown as squares and triangles have
smaller sample sizes, containing 10,000 and 30,000 stars, re-
spectively. As shown in Fig. 14, the accuracy increases as
the sample size increases. Mock data sets with small sample
MNRAS 000, 1–19 (20XX)
The local dark matter density 15
Figure 14. Error sources in the vertical Jeans equation method.
The x-axis indicates five maximum heights (Zmax) of the mock
data, while the lower limits are set as zero for all mocks. The
scale heights of the tracer populations are labelled with different
colours as blue for h1 = 250 pc, red for h1 = 300 pc and green for
h1 = 350 pc. The red stars show the mock data using the number
density profile of the tracer to sample stars, while all the dots use
uniform distributions in the ranges of 0 < z < Zmax for sampling.
The dots and stars all have a sample size of 100,000 stars, while
the squares and triangles contain 10,000 and 30,000 stars in each
mock data set, respectively. The true value of ρdm is indicated
with solid horizontal line. The dashed lines show some referenced
values.
size usually slightly underestimate ρdm, as shown by the red
squares in Fig. 14. A larger sample size will alleviate this
bias.
For the vertical distribution of the mock data, we try
exponential and uniform distributions in a range of 0 <
z < Zmax, where Zmax is the maximum height of the mock
data. We use the number density function νz to sample the
exponentially distributed mock data, indicated by the red
stars in Fig. 14. For comparisons, the mock data with a uni-
form distribution are shown as the red dots. The mock data
with an exponential distribution obviously underestimates
the dark matter density and has larger error bars. This is
due to the non-binned MCMC, in which the low-z regime
dominates the likelihood calculation under an exponential
distribution. As a result, the dark matter density will be
underestimated. In observations, the sample of Zhang et al.
(2013) and our sample have column-like volumes, while the
samples of Garbari et al. (2012) and Xia et al. (2016) have
conical volumes. The former will have observational stel-
lar distributions close to an exponentially distributed mock
data. The latter sample stars with a weight of z2νz , and thus
the high-z regime has a larger contribution to the likelihood.
Under the non-informative priors, Zhang et al. (2013) and
ourselves do obtain smaller ρdm than Xia et al. (2016). Rel-
ative to the MCMC, binning the data is similar to adding a
weight, which changes the observational stellar distribution
to a uniform distribution. This weighting is helpful to high-
light the contribution of the dark matter. However, it will
also magnify the numerical noise at high latitude, where the
uncertainty in velocity is more significant.
In our mock tests, the vertical range of the data is
the most prominent factor that influences the accuracy of
the measurement. The mock data with a vertical range
of Zmax = 1200 pc, i.e. 0 < z < 1200 pc, have an er-
ror about 0.007 M pc−3. Nevertheless, the mock data with
0 < z < 2000 pc have an uncertainty only about 0.002
M pc−3, even under the non-informative priors. A larger
vertical range can more clearly separate the contributions
from the exponential stellar disc and the constant dark mat-
ter density.
Another reason that a larger vertical range can increase
the accuracy is indicated by the second term on the right-
hand side of Eq. 5. This term has a factor of exp
(
z
h1
)
, which
contributes an exponential increase to the velocity disper-
sion. When Zmax = 2000 pc and h1 = 300 pc, the factor is
about 1000. Thus, in the high-z regime, this term will try to
match the observational velocity dispersion by tuning f (z0)
and thus the model parameters. Similarly, the scale height
h1 of the tracer population will also influence the measure-
ment accuracy. As shown as coloured dots in Fig. 14, mock
data with a smaller h1 have smaller error bars. This is more
prominent for data with a smaller vertical range.
For our observational sample, we have a vertical range
of 0 < z < 1300 pc and a scale height of 278.6 pc for the
tracer population. However, due to the observational stellar
vertical distribution, ρdm from the non-informative priors is
biased toward a low value. In practical observations, tracers
with smaller scale height usually have smaller vertical range.
In our preliminary analysis of the K-giant stars, they are
complete for 0 < z < 2000 pc and have a scale height ∼ 360
pc. An independant analysis of this K-giant sample will be
helpful to constrain the range of ρdm. We leave this to a
future work.
Besides the observational limitations, the mass model
also influences the uncertainty of the measurement. A larger
ρdm can be more easily separated from the exponential disc.
A smaller thin disc scale height zh can make the contribution
from the dark matter more significant in the high-z regime.
In addition, the ignored thick disc is thought to have a small
contribution to the stellar disc and large scale height. Thus
it has a contribution to the Kz force similar to the constant
dark matter in a range of 0 < z < 1300 pc. Ignoring the thick
disc may slightly overestimate the local dark matter density.
We discuss this next.
5.5 The thick disc
As discussed in the eighth assumption in Section 3.1, the
thick disc contributes ∼ 10% to the total surface density at
z = 1300 pc. The contribution of the ignored thick disc is dis-
tributed across the thin disc and dark matter. This will lead
to a maximum uncertainty of 20% in the estimation of the
local dark matter density, using ρdm = 0.013± 0.003 M pc−3
(taken from McKee, Parravano & Hollenbach (2015)). This
uncertainty is also influenced by the real local dark matter
density and the degeneracy between the single exponential
disc model and the double disc model. In this section, we
discuss the effect of including a thick disc in our models.
Taking the thick disc into consideration, the mass model
MNRAS 000, 1–19 (20XX)
16 Guo et al.
becomes
ρtot(z) =ρthin,0 exp
(
− z
zh,thin
)
+ ρthick,0 exp
(
− z
zh,thick
)
+ Σgas δ(z) + ρdm , (9)
where ρthin,0 and ρthick,0 are the stellar volume densities
on the Galactic plane of the thin and thick discs, respec-
tively. zh,thin and zh,thick are the scale heights of the thin
and thick discs, respectively. The scale heights are con-
strained to 0 < zh,thin < 800 pc and zh,thin < zh,thick <
1500 pc in MCMC. Considering the strong degeneracy be-
tween the double discs and the dark matter, we apply
both the total stellar surface density prior and the lo-
cal stellar volume density prior listed in Table 1. Thus,
P(ρthin,0+ρthick,0) ∼ N(0.0468, 0.00502)M pc−3 and P(Σ?,thin+
Σ?,thick) ∼ N(37.0, 5.32) M pc−2, where Σ? = 2ρ?,0zh.
The parameters of the double disc model are p =
(Σ?,thin, zh,thin, Σ?,thick, zh,thick, ρdm, σz (z0)). The PDFs of the
model parameters are shown in Fig. 15. The model predicted
1D marginalized parameters are (28.5+7.8−8.6 M pc
−2, 362+64−70
pc, 10.6+9.0−7.8 M pc
−2, 799+443−274 pc, 0.0135
+0.0022
−0.0021 M pc
−3,
17.4+0.1−0.1 km s
−1). The predicted midplane thick-to-thin disc
density ratio f = ρthick,0/ρthin,0 is 0.153+0.29−0.12. The median
value of the ratio f is similar to the 12% given by Juric´ et
al. (2008) and consistent with Siegel et al. (2002) (≥ 10%).
The model predicted ρdm is consistent with the result of the
thin disc model.
However, Σ?,thick shows two peaks: one is at zero, which
means that the thick disc is difficult to be recognized; an-
other is near the median value of its 1D marginalized PDF.
The second peak may be related to the best parameters with
the maximum likelihood, which are (46.2 M pc−2, 538 pc,
13.5 M pc−2, 795 pc, 0.0062 M pc−3, 17.3 km s−1). This set
of parameters has a midplane thick-to-thin disc density ra-
tio f of 0.198 and a local dark matter density ρdm of 0.0062
M pc−3. The local dark matter density is much smaller than
that of the thin disc model.
We need to note that the double disc model is based
on two strong priors listed in Table 1. It shows larger un-
certainties, especially for Σ?,thick and zh,thick. The former has
an uncertainty about 80%, and the latter has uncertainty
about 50%. We also try to apply the three different pri-
ors individually to the double disc model. The model pre-
dicted local dark matter densities are 0.0134+0.0022−0.0022 M pc
−3,
0.0066+0.0046−0.0038 M pc
−3 and 0.0047+0.0054−0.0032 M pc
−3, for the
Gaussian prior on Σ?, the Gaussian prior on ρ?,0 and the
non-informative prior, respectively. These values are con-
sistent with those from the single exponential disc model,
shown in Table 2. In addition, according to our mock data
tests in the previous section, it is difficult to separate the
contributions from the thick disc with that from the thin
disc and the dark matter. A larger data vertical range would
be helpful. We leave this to a future work with a stellar gi-
ants sample, in which the tilt term will also be carefully
considered.
5.6 The gas component
In all our previous analyses, the total surface density of the
gas is set as a constant. This assumption is also applied in
Bovy & Rix (2013), Zhang et al. (2013) and Xia et al. (2016).
However, measurements of gas usually have large uncertain-
ties, both for the gas surface density and its scale height
(Read 2014; McKee, Parravano & Hollenbach 2015; Siverts-
son et al. 2018). The thickness of the HI disc is about 150
pc according to Kalberla & Kerp (2009). More recent mea-
surements claim a scale height of 127 pc for the cold neutral
medium and a scale height of 300-400 pc for the warm neu-
tral medium (McKee, Parravano & Hollenbach 2015). The
effective scale height is about 200 pc according to McKee,
Parravano & Hollenbach (2015). The influence of the gaseous
thickness may not be negligible for the stars close to the
Galactic plane.
To assess the influence of gaseous uncertainties, we try
setting the total surface density and scale height of gas as
free parameters. For the gas surface density, we apply a
Gaussian prior or a non-informative prior to it. For the for-
mer, we apply P(Σgas) ∼ N(13.65, 2.782) M pc−2 to the gas
surface density (Sivertsson et al. 2018). The predicted lo-
cal dark matter density under the Gaussian prior on Σ? is
0.0131 ± 0.0019 M pc−3, which is consistent with the result
when Σgas is set as 13.2 M pc−2. The results of these two
gas models under the non-informative priors on other pa-
rameters are also consistent. For the non-informative prior
on Σgas, we merely constrain 5 < Σgas < 22 M pc−2. The re-
sultant local dark matter density is 0.0133±0.0022 M pc−3,
which is again consistent with the previous result. The pre-
dicted gas surface density is 14.9 ± 3.2 M pc−2, which is
slightly larger than the quoted Gaussian prior on Σgas. Con-
sidering the large Σgas uncertainties, these estimates of Σgas
are consistent with each other.
For the gaseous thickness Zh,gas, we try fixing it as 150
pc or constraining it between 0 and 500 pc. The Gaussian
prior P(Σgas) ∼ N(13.65, 2.782) M pc−2 is applied for the gas
total surface density for both situations. The Gaussian prior
on Σ? is also applied for the stellar thin disc. For the first
situation (Zh,gas = 150 pc), the model predicted gaseous
total surface density is 14.2 ± 2.8 M pc−2. The estimated
local dark matter density is 0.0116+0.0028−0.0026 M pc
−3, which
is slightly smaller but still consistent with the value when
Σgas = 13.2 M pc−2. For the second situation, the model pre-
dicted Zh,gas is nearly zero, which means the model prefers
a razor thin gaseous disc. The predicted local dark matter
density of 0.0131±0.0022 M pc−3 is consistent with that for
the razor thin gaseous disc model.
From the above analyses, the uncertainties in Σgas seem
not to significantly influence the local dark matter den-
sity estimation. More complicated gas models have been
obtained from the observational gaseous census, and uti-
lized in Garbari et al. (2012), McKee, Parravano & Hol-
lenbach (2015) and Sivertsson et al. (2018). They adopt
different density profiles for different gaseous components,
rather than a total surface density. This kind of complicated
gas model is beyond the scope of this paper, and may not
significantly alter our results as indicated by our previous
analyses.
6 CONCLUSIONS
We utilize the vertical Jeans equation and the kinematics of
stars in the solar neighbourhood to measure the local dark
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Figure 15. Similar to Fig. 5 but for the double disc model.
matter density. The sample is selected from the combined
data set of LAMOST DR5 and Gaia DR2. Gaia DR2 pro-
vides proper motions, parallax and distance with high ac-
curacies, and LAMOST DR5 provides good measurements
of stellar radial velocity, stellar effective temperature and
metallicity. With these parameters, we derive the vertical
velocities for stars in a large volume, with the selection ef-
fects and volume completeness carefully taken into account.
The selected sample contains more than 90,000 stars with a
vertical range of 0 < |z | < 1300 pc and an azimuthal angle
range of |φ| < 5◦. This sample is a factor of ∼ 70 larger than
the previous sample of Xia et al. (2016).
The number density profile of the selected sample is well
fitted with a single exponential function with a scale height
of 278.6 pc. For the mass models, we assume a single expo-
nential stellar disc, a razor thin gas disc and constant dark
matter. The tilt term and the circular velocity term are ini-
tially ignored as a simplification. With the simplified verti-
cal Jeans equation and the non-binned MCMC simulations,
we compare the model predicted vertical velocity dispersion
profile with the observed vertical velocities, and obtain es-
timates for the model parameters. The total stellar surface
density Σ?, the scale height zh of the stellar disc and the dark
matter density ρdm show strong degeneracy. Under a Gaus-
sian prior on Σ?, compiled from previous literatures, the esti-
mated ρdm is 0.0133+0.0024−0.0022 M pc
−3, and the predicted total
surface density up to 1 kpc is 74.7+1.4−1.4 M pc
−2. These mea-
surements are consistent with several previous works. How-
ever, using a Gaussian prior to the midplane stellar volume
density and the non-informative priors give much lower mea-
surements of ρdm (0.0071+0.0059−0.0043 and 0.0049
+0.0061
−0.0037 M pc
−3,
respectively).
We separate our sample into different azimuthal angle
ranges and into northern and southern subsamples. The sub-
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samples with different azimuthal angle ranges have similar
ρdm measurements. However, the velocity dispersion pro-
files of the northern and southern subsamples have plateaux
in different vertical regions. The plateaux give strong con-
straints on the scale heights zh. Consequently, the estimated
local dark matter densities show large discrepancies using
the same prior. The tilt term is reconsidered and it has small
contribution to σz in the vertical region considered. Though
the derivative of the tilt term with respect to R seems to
be asymmetric in the north and south, it does not explain
the σz asymmetry we found. Taking half of the σz difference
between the northern and southern subsamples as errors to
account for unknown systematics, we obtain consistent ρdm
for the north and south. The model predicted ρdm for the
total sample is then 0.0119+0.0025−0.0024 M pc
−3.
We make groups of mock data to examine the uncer-
tainty in the determination of the local dark matter density.
An increase in sample size can improve the measurement
accuracy, but this improvement is limited by the spatial dis-
tribution of the sample. An exponentially distributed sample
will highlight the contribution of stars in low-z regime and
underestimates the local dark matter density. This is similar
to our results using non-informative priors. A large verti-
cal range and a small scale height of the tracer population
can more easily break the degeneracy between the model
parameters, and thus decrease the uncertainty of the local
dark matter density significantly. However, these two factors
are usually correlated and restricted by observational condi-
tions. A double disc model is also considered under strong
priors. The parameters with the maximum likelihood give a
midplane thick-to-thin disc density ratio of 0.198 and a local
dark matter density of 0.0062 M pc−3.
In future works, a stellar giants sample with good α-
element measurements and a larger vertical range (0 − 2000
pc) will be considered. Both independent analysis and com-
bined analysis with the sample in this work will be helpful in
determining the local dark matter density more accurately.
In addition, the structures in the velocity dispersion profiles
and the tilt term need to be carefully checked and better
understood in the future.
ACKNOWLEDGEMENTS
We are grateful to the anonymous referee for thought-
ful comments that much improved the paper. We thank
useful discussions with Professors Lia Athanassoula, Kon-
rad Kuijken and James Binney. This work is partly sup-
ported by the National Key Basic Research and Devel-
opment Program of China (No. 2018YFA0404501 to SM
and No. 2019YFA0405501 to CL), by the National Science
Foundation of China (Grant No. 11821303, 11761131004
and 11761141012 to SM and No. 11835057 to CL). This
project was developed in part at the 2018 Gaia-LAMOST
Sprint workshop, supported by the National Natural Science
Foundation of China (NSFC) under grants 11333003 and
11390372. X. -X-X thanks the support by the National Key
R&D Program of China under grant No. 2019YFA0405500
and by NSFC grant No. 11988101, 11873052, 11890694.
REFERENCES
Ahn C. P., et al., 2014, ApJS, 211, 17
Antoja T., Figueras F., Romero-Go´mez M., Pichardo B., Valen-
zuela O., Moreno E., 2011, MNRAS, 418, 1423
Bailer-Jones C. A. L., Rybizki J., Fouesneau M., Mantelet G.,
Andrae R., 2018, AJ, 156, 58
Benito M., Cuoco A., Iocco F., 2019, JCAP, 2019, 033
Bennett M., Bovy J., 2019, MNRAS, 482, 1417
Bhattacharjee P., Chaudhury S., Kundu S., Majumdar S., 2013,
PhRvD, 87, 083525
Bienayme´ O., et al., 2014, A&A, 571, A92
Binney, J., & Tremaine, S. 2008, Galactic Dynamics: Second Edi-
tion, by James Binney and Scott Tremaine. ISBN
Bissantz N., Gerhard O., 2002, MNRAS, 330, 591
Bovy J., Tremaine S., 2012, ApJ, 756, 89
Bovy J., Rix H.-W., 2013, ApJ, 779, 115
Bovy J., 2017, MNRAS, 470, 1360
Buch J., Chau Leung (John) S., Fan J., 2019, JCAP, 2019, 026
Bu¨denbender A., van de Ven G., Watkins L. L., 2015, MNRAS,
452, 956
Carlin J. L., et al., 2012, RAA, 12, 755
Carrillo I., et al., 2018, MNRAS, 475, 2679
Catena R., Ullio P., 2010, JCAP, 2010, 004
Chabrier G., 2001, ApJ, 554, 1274
Chen B., Figueras F., Torra J., Jordi C., Luri X., Galad´ı-Enr´ıquez
D., 1999, A&A, 352, 459
Cui X.-Q., et al., 2012, RAA, 12, 1197
Debattista V. P., et al., 2008, ApJ, 681, 1076
Dehnen W., Binney J., 1998, MNRAS, 294, 429
Dehnen W., 1998, AJ, 115, 2384
Deng L.-C., et al., 2012, RAA, 12, 735
D’Onghia E., Madau P., Vera-Ciro C., Quillen A., Hernquist L.,
2016, ApJ, 823, 4
Dubinski J., 1994, ApJ, 431, 617
Eilers A.-C., Hogg D. W., Rix H.-W., Ness M. K., 2019, ApJ, 871,
120
Fairbairn M., Douce T., Swift J., 2013, APh, 47, 45
Faure C., Siebert A., Famaey B., 2014, MNRAS, 440, 2564
Feast M., Pont F., Whitelock P., 1998, MNRAS, 298, L43
Ferna´ndez D., Figueras F., Torra J., 2001, A&A, 372, 833
Flynn C., Holmberg J., Portinari L., Fuchs B., Jahreiß H., 2006,
MNRAS, 372, 1149
Foreman-Mackey D., Hogg D. W., Lang D., Goodman J., 2013,
PASP, 125, 306
Frandsen M. T., Kahlhoefer F., McCabe C., Sarkar S., Schmidt-
Hoberg K., 2012, JCAP, 2012, 024
Gaia Collaboration, et al., 2016, A&A, 595, A1
Gaia Collaboration, et al., 2018a, A&A, 616, A1
Gaia Collaboration, et al., 2018b, A&A, 616, A11
Gao S., Liu C., Zhang X., Justham S., Deng L., Yang M., 2014,
ApJL, 788, L37
Garbari S., Read J. I., Lake G., 2011, MNRAS, 416, 2318
Garbari S., Liu C., Read J. I., Lake G., 2012, MNRAS, 425, 1445
Gardner S., Hinkel A., Yanny B., 2020, ApJ, 890, 110
Green A. M., 2017, JPhG, 44, 084001
Gunn J. E., Knapp G. R., Tremaine S. D., 1979, AJ, 84, 1181
Hagen J. H. J., Helmi A., 2018, A&A, 615, A99
Hagen J. H. J., Helmi A., de Zeeuw P. T., Posti L., 2019, A&A,
629, A70
Haines T., D’Onghia E., Famaey B., Laporte C., Hernquist L.,
2019, ApJL, 879, L15
Holmberg J., Flynn C., 2000, MNRAS, 313, 209
Holmberg J., Flynn C., 2004, MNRAS, 352, 440
Ibata R., Lewis G. F., Irwin M., Totten E., Quinn T., 2001, ApJ,
551, 294
Juric´ M., et al., 2008, ApJ, 673, 864
Kalberla P. M. W., Kerp J., 2009, ARA&A, 47, 27
MNRAS 000, 1–19 (20XX)
The local dark matter density 19
Karukes E. V., Benito M., Iocco F., Trotta R., Geringer-Sameth
A., 2019, arXiv, arXiv:1901.02463
Kazantzidis S., Kravtsov A. V., Zentner A. R., Allgood B., Nagai
D., Moore B., 2004, ApJL, 611, L73
Kuijken K., Gilmore G., 1989a, MNRAS, 239, 571
Kuijken K., Gilmore G., 1989b, MNRAS, 239, 605
Kuijken K., Gilmore G., 1989c, MNRAS, 239, 651
Lewin, J. D., & Smith, P. F. 1996, Astroparticle Physics, 6, 87
Liu C., et al., 2017, RAA, 17, 096
Lux H., Read J. I., Lake G., Johnston K. V., 2012, MNRAS, 424,
L16
Maccio` A. V., Dutton A. A., van den Bosch F. C., Moore B.,
Potter D., Stadel J., 2007, MNRAS, 378, 55
McGaugh S. S., 2016, ApJ, 816, 42
McKee C. F., Parravano A., Hollenbach D. J., 2015, ApJ, 814, 13
McMillan P. J., 2011, MNRAS, 414, 2446
Merrifield M. R., 1992, AJ, 103, 1552
Monari G., Famaey B., Siebert A., Grand R. J. J., Kawata D.,
Boily C., 2016, MNRAS, 461, 3835
Olling R. P., Dehnen W., 2003, ApJ, 599, 275
Oort J. H., 1932, BAN, 6, 249
Peter A. H. G., 2011, PhRvD, 83, 125029
Piffl T., et al., 2014, MNRAS, 445, 3133
Purcell C. W., Bullock J. S., Tollerud E. J., Rocha M.,
Chakrabarti S., 2011, Natur, 477, 301
Read J. I., Lake G., Agertz O., Debattista V. P., 2008, MNRAS,
389, 1041
Read J. I., Mayer L., Brooks A. M., Governato F., Lake G., 2009,
MNRAS, 397, 44
Read J. I., 2014, JPhG, 41, 063101
Reid M. J., et al., 2014, ApJ, 783, 130
Schutz K., Lin T., Safdi B. R., Wu C.-L., 2018, PhRvL, 121,
081101
Siebert A., et al., 2008, MNRAS, 391, 793
Siegel M. H., Majewski S. R., Reid I. N., Thompson I. B., 2002,
ApJ, 578, 151
Sivertsson S., Silverwood H., Read J. I., Bertone G., Steger P.,
2018, MNRAS, 478, 1677
Skrutskie M. F., et al., 2006, AJ, 131, 1163
Smith M. C., Whiteoak S. H., Evans N. W., 2012, ApJ, 746, 181
Sofue Y., Honma M., Omodaka T., 2009, PASJ, 61, 227
Tian H.-J., et al., 2015, ApJ, 809, 145
Wang H.-F., Liu C., Xu Y., Wan J.-C., Deng L., 2018, MNRAS,
478, 3367
Wang H.-F., et al., 2019, ApJ, 884, 135
Weber M., de Boer W., 2010, A&A, 509, A25
Widmark A., 2019, A&A, 623, A30
Widrow L. M., Gardner S., Yanny B., Dodelson S., Chen H.-Y.,
2012, ApJL, 750, L41
Widrow L. M., Barber J., Chequers M. H., Cheng E., 2014, MN-
RAS, 440, 1971
Williams M. E. K., et al., 2013, MNRAS, 436, 101
Xia Q., et al., 2016, MNRAS, 458, 3839
Xiang M., et al., 2018, ApJS, 237, 33
Xu Y., et al., 2015, ApJ, 801, 105
Yanny B., Gardner S., 2013, ApJ, 777, 91
Zhang L., Rix H.-W., van de Ven G., Bovy J., Liu C., Zhao G.,
2013, ApJ, 772, 108
Zhao G., Zhao Y.-H., Chu Y.-Q., Jing Y.-P., Deng L.-C., 2012,
RAA, 12, 723
This paper has been typeset from a TEX/LATEX file prepared by
the author.
MNRAS 000, 1–19 (20XX)
