Attention increases the gain of visual neurons, which improves visual performance. How attention is controlled, however, remains unknown. Clear correlations between attention and saccade planning indicate that the control of attention is mediated through mechanisms housed in the oculomotor network. Here, we used event-related functional magnetic resonance imaging to compare overt and covert attention shifts. Subjects covertly or overtly shifted attention based on an endogenous cue and maintained attention throughout a long and variable delay. To insure continued attention, subjects counted when the attended target dimmed at near-threshold contrast levels. Overt and covert tasks used identical stimuli and required identical motor responses. Additionally, a staircase procedure that adjusted the target-dimming contrast separately for covert and overt trials equated the difficulty between conditions and across subjects. We found that the same regions along the precentral and intraparietal sulci were active during shifts of covert and overt attention. We also found sustained activation in the hemisphere contralateral to the attended visual field. We conclude that maps of prioritized locations are represented in areas classically associated with oculomotor control. The readout of these spatial maps by posterior visual areas directs spatial attention just as the readout by downstream saccade generators directs saccades.
Introduction
Our ability to shift attention has evolved to offset the capacity limitations of our visual system. Eye movements are the primary mechanism by which we explore space. Through a series of gaze shifts, we use foveal vision to construct a higher fidelity representation of the world than if we relied on extrafoveal vision. Moreover, even in the absence of overt eye movements, visual analysis can be enhanced by covertly shifting our attention (Posner 1980; Posner et al. 1982; Egeth and Yantis 1997; Carrasco et al. 2004; Liu et al. 2006) . At the neuronal level, visual signals are augmented in neurons that have receptive fields that overlap with the locus of covert attention (Motter 1993; Luck et al. 1997; Ungerleider 2000, 2001; Reynolds and Desimone 2003; Reynolds and Chelazzi 2004) . Therefore, we use 2 key mechanisms, overt saccades and covert attention shifts, to select targets for further visual processing.
Interestingly, there are strong links between the preparation of saccades and visuospatial attention. For instance, visual perception is enhanced at the locus of the saccade goal, and separating the saccade goal from the locus of attention impairs visual or saccade performance (Rizzolatti et al. 1987; Sheliga et al. 1994 Sheliga et al. , 1995 Hoffman and Subramaniam 1995; Kowler et al. 1995; Deubel and Schneider 1996; Van der Stigchel et al. 2006 ). In humans, neuroimaging studies of spatial attention (for reviews, see Serences and Yantis 2006) and saccade planning (Connolly et al. 2002; Curtis and D'Esposito 2003; Curtis et al. 2005) appear to activate similar frontal and parietal areas. In monkeys, spike rate in frontal eye field (FEF) neurons is correlated with target selection even when a saccade is never made to the target (Thompson and Bichot 2005) . Neurons in monkey lateral intraparietal area (LIP) show delay activity that is correlated with spatially directed attention and saccade planning (Colby et al. 1996; Andersen and Buneo 2002; Goldberg et al. 2002; Sereno and Amador 2006) . Inactivation of monkey FEF impairs both saccade planning Dias and Segraves 1999) and covert attention (Wardak et al. 2006) . Transcranial magnetic stimulation of the putative human FEF not only disrupts saccade execution (Ro et al. 2002) but also impairs performance in attention-demanding tasks (Muggleton et al. 2003; O'Shea et al. 2004) . Together, the link between saccade planning and the locus of attention appears to be tightly coupled and may even be supported by overlapping cortical areas.
Here, we tested the hypothesis that the exact same frontal and parietal cortical areas support overt and covert shifts of attention. We compared human brain activity during shifts and maintenance of covert and overt attention. Several methodological precautions ensured a rigorous comparison. First, the experimental stimuli, attention cueing, and task demands were identical between the 2 tasks. Most importantly, we used psychophysical procedures to equate the difficulty between covert and overt tasks. Second, we used event-related functional magnetic resonance imaging (fMRI) to separate transient activation time locked to the shift of attention from the sustained activation that persisted throughout the maintenance of attention. To date, only blocked-design studies have compared overt and covert shifts of attention (Corbetta et al. 1998; Nobre et al. 2000; Beauchamp et al. 2001) , and it remains unknown whether shifting attention or maintaining attention or even factors unrelated to attention may have contributed to the results. Third, because we wanted to compare the anatomical overlap of overt and covert activation maps in frontal and parietal cortices, areas that have extensive individual variability in folding patterns that could lead to misregistration across subjects, we used anatomical landmarks that constrained the registration of subjects to one another (Van Essen 2005) . With the same goal in mind, we analyzed time series data derived from each subject's statistical maps to accommodated intersubject variability in activation. Fourth, we ensured that we were indeed measuring the maintenance of attention by using long, variable, and unpredictable maintenance durations during which subjects' attention was verified with a contrast change detection task. These methodological advances allowed for a rigorous test of our hypotheses, and we were able to carefully measure and characterize the evoked responses during the shift and maintenance of visual attention.
Methods

Subjects
Fourteen neurologically healthy subjects (8 males, 12 right handed, 2 left handed, aged between 21 and 35 years) were recruited for participation and were paid for their time. All subjects had normal or corrected to normal vision. Subjects gave written informed consent, and all procedures were in compliance with the safety guidelines for fMRI research and approved by the human subjects Institutional Review Board at New York University.
Behavioral Procedures
The experimental stimuli were controlled by E-Prime (Psychology Software Tools, Inc., Pittsburgh, PA) and projected (Eiki LC-XG100) into the bore of the scanner on a screen that was viewed by the subjects through an angled mirror. The schematic of the experiment is illustrated in Figure 1a . Subjects initially fixated a centrally presented gray fixation point that was flanked by a circle and a square (both 1 degree of visual angle) on a black background. The flanking shapes were blurred slightly with a Gaussian filter to reduce high spatial frequencies that could be used to easily detect luminance changes even when the stimuli were not actively attended. These stimuli were always present throughout the experiment at ±5.5 degrees away from the center of the screen on the horizontal meridian. Luminance of both shapes was set at 40% of pure white. The fixation point changed to white for 1.5 s to signal the beginning of a new trial and then was replaced to match one of the 2 flanking shapes, instructing subjects to shift their attention to the matching shape. Subjects did not have to use peripheral vision or shift their attention to detect which flanking shape matched the cue because the shapes were on the same side of fixation throughout the entire experiment (e.g., square always on left and circle always on right). Subjects maintained attention at the cued location for a long, variable, and unpredictable duration (7.5, 9, 10.5, 12, or 13.5 s). During this interval, the attended target occasionally and unpredictably dimmed in luminance, resulting in a contrast change that was near threshold for 70% performance accuracy. We had subjects count the number of times the target dimmed in order to ensure that they were actively maintaining their attention at the cued location throughout the entire interval. After the delay, the fixation point turned to green (3 s), instructing subjects to report the number of target dims by pressing a corresponding button. The attended target dimmed between 1 and 4 times during the delay for 100 ms. Subjects were explicitly informed of the validity of the cue. Trials were separated by an intertrial interval between 12 and 15 s to allow hemodynamic response to return to baseline.
There were 2 main types of trials: overt and covert trials. In an overt trial, subjects made a saccade to the cued target and fixated it throughout the delay. In a covert trial, subjects maintained central fixation at all times. We also included partial catch trials, where a triangle, not circle or square, cue appeared for 3--6 s and then the trial aborted. Subjects, aware of these catch trials, simply maintained central fixation and did not shift attention. The partial catch trials were included to help in deconvolution and allowed us to examine the effects of simply orienting to an instructional cue. Each scan consisted of 4 overt blocks and 4 covert blocks. Within each block, there were 20 trials, 4 of which were catch trials. Overall, there were 64 covert, 64 overt, and 32 catch trials. Overt and covert blocks were performed alternately with the order of blocks counterbalanced.
We controlled task difficulty with psychophysical staircases that changed the contrast level with which the target dimmed. Separate staircases were used for the overt and covert tasks in order to maintain a desired accuracy of about 70% for each task. At the end of each trial, the cumulative accuracy was calculated, and if it was above or below Overt and covert trials were performed in blocks (4 blocks each). During the catch trials, subjects were instructed to simply fixate on the triangle. Solid arrow represents locus of the gaze, whereas the dotted arrow represents the location of attention. Fixation point became green at the beginning of the response phase and became white at the beginning of intertrial interval (ITI). (b) Examples of eye-tracking data for an overt (top) and covert (bottom) block, corrected for blinks and ITI removed. Each block had 20 trials, with 4 catch trials. During the overt trials, subjects made eye movements (black traces) to the peripheral target (gray traces) and kept the gaze on the target for the duration of delay. In a catch trial, gaze was kept at the center. Negative and positive values on the y axis indicate left and right target, respectively. During the covert trials, subject's gaze was always on the center of display. 70%, the next dimming was decreased or increased by 2.5%, respectively. The overt task began with a dimming by 5% of the original luminance, whereas the covert task began with a dimming by 12.5%. The range of possible dimming was between 37.5% and 2.5%. The short dimming duration (100 ms), the use of blurred targets, and the nearthreshold change in contrast all made detecting the target dimming extremely difficult unless one carefully attended the cued target.
Oculomotor Procedures
Eye position was monitored in the scanner at 60 Hz with an infrared videographic camera equipped with a telephoto lens (ASL 504LRO, Applied Sciences Laboratories, Bedford, MA; modified with a Sony HAD CCD) that focused on the right eye viewed from the flat surface mirror mounted inside the response field (RF) coil. Nine-point calibrations were performed at the beginning of the session and between runs when necessary. Eye-movement data were transformed to degrees of visual angle, calibrated using a third-order polynomial algorithm that fits eye positions to known spatial positions, and scored off-line with inhouse software (GRAPES). An example of eye-tracking data is shown in Figure 1b . In the overt attention task, subjects made a saccade to target immediately after the onset of the shift cue and maintained gaze at target for the duration of trial, whereas in the covert attention task, subjects' gaze remained at the center of display. Overt trials with failures to shift and/or maintain gaze at the target and covert trials with failures to maintain central fixation throughout the trial were discarded. Trials with excessive blinks were also discarded. Out of 14 subjects, 12 completed all 8 blocks. Two subjects terminated the experiment after 6 blocks (3 covert and 3 overt blocks). Another subject did not have oculomotor data due to the technical difficulty during the recording. This subject's eye movements were reviewed for task compliance by carefully watching the off-line videotape of the session. A total of 67 trials (3.10%) from all subjects were discarded from analyses because of noncompliance.
Magnetic Resonance Imaging Procedures
All magnetic resonance imaging data were collected using a 3-T headonly scanner (Allegra, Siemens, Germany) at the Center for Brain Imaging at New York University. Images were acquired using custom radio frequency coils (NM-011 transmit head-coil and NMSC-021 fourchannel phased array receive coil; NOVA Medical, Wakefield, MA) placed over lateral frontal and parietal cortices. During each fMRI scan, a series of volumes were acquired using a T Ã 2 -sensitive echo planar imaging pulse sequence (repetition time [TR] , 1500 ms; echo time, 30 ms; flip angle, 75°; 24 slices; 3 3 3 3 3 mm voxels; field of view, 192 3 192 mm). Highresolution (1 mm isotropic voxels) magnetization-prepared rapid gradient echo 3-dimensional T 1 -weighted scans were acquired for anatomical registration, segmentation, and display. To minimize head motion, subjects were stabilized with foam padding around the head.
Blood Oxygen Level--Dependent Analytic Procedures
Post hoc image registration was used to correct for residual head motion (motion correction using fMRIB's Linear Image Registration Tool) (Jenkinson et al. 2002) . Additional preprocessing of the fMRI data was as follows. First, we band-pass filtered the time series of each voxel (0.01--0.33 Hz) to compensate for the slow drift typical in fMRI measurements (Biswal and Hyde 1997; Zarahn et al. 1997) , divided the time series of each voxel by its mean intensity to convert to percent signal modulation, and compensate for the decrease in mean image intensity with distance from the receive coil.
We modeled each within-trial event (i.e., shift, maintenance, and response) for overt and covert trials separately. The attention shift and motor response were short transient events and were thus modeled with an impulse time locked to the event convolved with a canonical hemodynamic response function (Polonsky et al. 2000) . The maintenance of attention delay spanned 7.5--13.5 s and was modeled very well by the linear combination of a zero-order polynomial (i.e., boxcar) and a first-order polynomial (i.e., linear ramp). Both delay regressors spanned the delay period and were time shifted by 4000 ms to account for the hemodynamic lag. The parameter estimates from the first-order polynomial was used to estimate delay-period activity at the group level because at the individual subject level it predicted significant delayperiod activity, confirmed by plotting the time series of the voxels identified by this parameter. Each of the independent variable regressors was entered into a modified general linear model (GLM; Worsley and Friston 1995) for statistical analysis using VoxBo (http:// www.voxbo.org).
For each subject, we used Caret (http://brainmap.wustl.edu/caret) for anatomical segmentation, gray--white matter surface generation, flattening, and multifiducial deformation mapping to the PALS atlas (Van Essen 2005) . Registering subjects in a surface space using anatomical landmark constraints (e.g., central sulcus, sylvian fissure, etc.) results in greater spatial precision of the alignment compared with standard volumetric normalization methods (Van Essen 2005) . Further, statistical maps for contrasts of interest were created using the beta weights estimated from each subject's GLM. We used a nonparametric statistical approach based on permutation tests to help address the problem of multiple statistical comparisons (Holmes et al. 1996; Nichols and Holmes 2002) . First, we constructed a permuted distribution of clusters of neighboring surface nodes with t values >3.0. We chose a primary t-statistic cutoff of 3.0 because it is strict enough that intense focal clusters of activity would pass but not so strict that diffuse large clusters of activity are lost. In the case of a 1-sample comparison, where measured values are compared with the test value of 0, the signs of the beta values for each node were randomly permuted for each subject's surface prior to computing the statistic. One thousand iterations, N, of this procedure were performed to compute a permutation distribution for each statistical test performed. Then, we ranked the resulting suprathreshold clusters by their area. Finally, corrected P values at a = 0.05 for each suprathreshold cluster were obtained by comparing their area with the area of the top 5% of the clusters in the permuted distribution, where the critical suprathreshold cluster size, C, at a tscore threshold of t >3.0 is C = Na + 1. The permutation tests controlled for Type I error by allowing us to formally compute the probability that an activation of a given magnitude could cluster together by chance.
Region-of-Interest Time Series Procedures
We used region of interest (ROI)--based analyses of the time courses of blood oxygen level--dependent (BOLD) signal change. First, on each subject's high-resolution anatomical scans, we traced around gray matter of several a priori ROIs including the superior precentral sulcus (sPCS), inferior precentral sulcus (iPCS), posterior portion of inferior frontal sulcus (pIFS), and intraparietal sulcus (IPS). The sPCS was defined as the dorsal segment of the precentral sulcus (PCS) at the junction of the superior frontal sulcus (SFS). sPCS was further divided into dorsolateral (dl) sPCS and dorsomedial (dm) sPCS segments depending on whether it was lateral or medial to the junction. iPCS was the ventral segment of PCS extended to the junction of the inferior frontal sulcus (IFS), and pIFS was defined as the portion of IFS just anterior to that junction. IPS was defined as the sulcus that divides the superior and inferior parietal lobules. IPS was divided into an anterior (aIPS) segment that extended from the junction with postcentral sulcus to the junction with parieto-occipital sulcus (POS) and a posterior segment that extended from the POS to the junction with transverse occipital sulcus. Example ROIs are illustrated in Figure 2 projected on a subject's inflated surface. Next, within each ROI, we selected the 20 voxels (540 mm 3 ) with the strongest main effect of the linear combination of all the task covariates. These voxels showed some consistent deviation from baseline during the task without being biased by any task component. Using combined structural--functional criteria to select voxels for study is similar to the way electrophysiologists first identify neurons that respond to the task and then examine those neurons for further study.
We plotted the time series of BOLD responses, averaged across voxels within an ROI and averaged across subjects from analogous ROIs, time locked to the presentation of the attention shift cue. The average signal was baselined against the average response of the last 2 time repitions (TRs) before the trial began. Because the delays varied in length, contributions to the average plot only included data from TRs up to the end of the delay so as not to contaminate the estimation with activity evoked by the motor response after the delay. The error bands were computed by taking the average of each individual's standard error, which appropriately estimates the mean of the within-subject variance.
In order to quantitatively evaluate the time course data, we created separate shift and maintenance indices for each ROI. Activity related to shifting attention was defined as the average of the time points in the epoch between 1.5 and 6 s following the cue to shift attention. Activity related to maintaining attention was defined as the average of the time points in the delay period, specifically, between 7.5 s following the shift cue until the end of the maintenance of attention, which was variable. Because we found very similar patterns of activation in the left and right hemispheres for our sPCS and IPS ROIs, we combined data from left and right homologous ROIs for these regions. This procedure doubled the number of observations and increased our power to test for effects of laterality of responses with regard to the direction of attention shifts. Contralateral activation was defined as the activation in the left ROIs when the selected target fell in the right visual field plus activation in the right ROIs when the selected target fell in the left visual field. Ipsilateral activation was defined as the activation in the left ROIs to the left visual field target plus activation in the right ROI to the right visual field target. The shift and maintenance indices were plotted against each other with contralateral values on the y axis and ipsilateral values on the x axis and fitted with a linear function. Further, we calculated a laterality index for each subject as the contrast ratio between contralateral and ipsilateral activities [(contra -ipsi)/(contra + ipsi)], where negative activations were rounded to zero so as to exclude the possibility that the index could reflect a difference of deactivations.
Results
Behavioral Results
First, we compared the overall accuracies of covert and overt trials. Figure 3a illustrates the psychometric functions for accuracy during the covert and overt conditions as a function of the relative dimming of the target stimulus. As the relative dimming level decreased, subjects' performance worsened. Because vision is superior at the fovea, overt task performance was better at any given dimming level than covert task performance. At the target accuracy (~70%), the difference in average contrast dimming was about 8%, which reflects the benefit of detecting a change in contrast of a foveated compared with peripheral target. The performance of each subject was near the target accuracy (Fig. 3b) , and there were no significant differences between covert and overt task performance for any subject (Fisher's exact test, all P values >0.05). By using separate adaptive dimming levels for the covert and overt tasks, we successfully equated the difficulty of the 2 conditions, which is a necessary prerequisite for comparison. Next, we confirmed that the duration of the maintenance of attention did not affect behavioral accuracy (Fig. 3c) . Using a repeated measures analysis of variance, we found no significant main effect of the duration of attention on accuracy, F 4,52 < 1 and no significant interaction between duration and attention condition (i.e., overt and covert), F 4,52 = 1.46, P > 0.05. This allowed us to collapse the data across the different maintenance durations in further analyses. Overall, the behavioral results clearly demonstrate that both conditions at all delay lengths were equally challenging for all subjects. Therefore, any brain-activation differences between covert and overt attention cannot be attributed to differences in task difficulty.
Imaging Results: Surface Statistical Analyses
We first quantified the cortical activations evoked by shifting and maintaining attention separately for the overt and covert tasks (Fig. 4 and Table 1 ). Overall, we found a strikingly similar pattern of activity time locked to covert and overt shifts of attention. There were significant activations bilaterally along the sPCS and iPCS into IFS, as well as the IPS. Particularly strong activations were observed in dl-sPCS, iPCS, pIFS, and aIPS for both covert and overt shifts (all P values <0.05 corrected). Additionally, we found significant clusters of shift-related activity on the frontal medial wall in the dorsal anterior cingulate cortex (dACC) and in paracentral suclus, presumably the supplementary eye field (SEF) (left hemisphere: P = 0.068 corrected, right hemisphere: P < 0.05 corrected), as well as in the right superior temporal gyrus (STG, P < 0.05 corrected). We also found a smaller cluster of activity in the frontal poles during overt shifts of attention, but it did not surpass the correction for multiple comparisons. Again, the most striking feature of the data is the remarkable degree of cortical overlap evoked by overt and covert shifts of attention. A paired t-test comparing the 2 types of attention shifts was not significant in any of these regions. The only significant difference was in the calcarine sulcus in both hemispheres, where overt shifts of attention evoked larger response than covert shifts of attention (left: P < 0.05 corrected, right: P < 0.01 corrected). When we lowered threshold of a paired t-test to an uncorrected level, left frontal pole and STG were significantly more active during the covert than overt shift, and left transverse parietal sulcus, right SEF, iPCS, and STG were more active during the overt than covert shift additionally.
Surprisingly, we found a very similar pattern of activation during the maintenance of attention at a foveated target (i.e., following an overt shift of attention) compared with a peripheral target (i.e., following a covert shift of attention). There were significant bilateral activations along the sPCS, iPCS, IFS, IPS, and SEF/dACC (all P values <0.05 corrected). The STG activation did not reach significance in either hemisphere. A paired t-test comparing the maintenance of attention during the overt and covert tasks revealed no significant differences, though left aIPS approached significance, where covert maintenance evoked larger activation than overt maintenance (P = 0.056 corrected).
Imaging Results: ROI Time Series Analyses Next, we plotted the time series of BOLD responses in the various ROIs to test several hypotheses. Figure 5 plots the mean time course of activation in the hemisphere ipsilateral and contralateral to the attended visual field. We collapsed data in the left and right hemispheres for sPCS and IPS ROIs because there were no differences between the hemispheres. However, activations in iPCS and pIFS showed different patterns of activity in each hemisphere and therefore were analyzed separately. In each ROI, we found a robust transient response time locked to the attention shift that peaked at about 4.5 s after the shift. Activation persisted throughout the duration of maintained attention in dl-sPCS, aIPS, bilateral iPCS, and right pIFS. Activation persisted in dm-sPCS only during the maintenance of covert attention. In order to quantitatively evaluate the time series data from the ROIs, we calculated separate shift and maintenance indices for each ROI (see Methods). The BOLD signal time locked to the overt and covert attention shifts was significantly greater than baseline in all ROIs (all t values >2.27, degrees of freedom [df] = 13, P < 0.05), except for left pIFS, which only approached significance (t 13 = 2.06, P = 0.06) (Fig. 5) . During the maintenance of attention, the BOLD signal in the dl-sPCS, aIPS, left and right iPCS, and right pIFS remained significantly above baseline (all t values >2.19, df = 13, P < 0.05). BOLD signal in the dm-sPCS was significantly larger than baseline only during the covert maintenance of attention, t 13 = 2.86, P < 0.03. Paired t-test revealed that activations in the sPCS were larger during the maintenance of covert attention than during the maintenance of overt attention, dl-sPCS t 13 = 2.42, P < 0.05; dm-sPCS t 13 = 3.06, P < 0.01. No other ROI showed this difference in activation.
Next, we quantified the degree to which the BOLD signals showed a hemispheric lateralization with regard to the direction of covert attention. The sPCS showed the strongest contralateral bias during the maintenance of covert attention (dl-sPCS: F 1,13 = 20.48, P < 0.001; dm-sPCS: F 1,13 = 9.31, P < 0.005). The right iPCS also showed a contralateral bias during the maintenance of covert attention, F 1,13 = 4.82, P < 0.05. It showed greater activity when subjects covertly attended the left visual field compared with the right visual field, a contralateral bias. Interestingly, activation was greater following an Table 1 .
overt shift of attention to the right compared with left visual field (the left iPCS shows the same trend, but reversed). Following the overt shift of attention, subjects were then fixating the peripheral target, and therefore, the lateralized difference in iPCS activation may reflect a contralateral bias if we assume that covert attention is deployed toward the fixation point so that the subject will know when to respond. All 14 subjects showed a contralateral bias at the shift and during the maintenance of covert attention in dl-sPCS (Fig. 6) . In the right iPCS, 10/14 subjects showed a contralateral bias time locked to the covert shift of attention and 10/14 subjects showed a contralateral bias during the maintenance of attention. On the other hand, aIPS and right pIFS showed similar magnitudes of BOLD signals in the hemispheres contralateral and ipsilateral to the attended visual field.
Critically, we wanted to confirm that the signals we measured during the maintenance interval were evoked by the maintenance of attention. If true, then the signals should persist as long as attention is maintained. Figure 7 shows the evoked response from the dl-sPCS during covert trials for each of the different delay lengths. Following the transient response, sustained activations were observed throughout all delay lengths until the motor response was made. This pattern was observed even at the longest delay when subjects maintained attention for 13.5 s. Additionally, as can be seen in all the ROIs in Figure 5 , BOLD signals during the maintenance of attention were greater than in the catch trials when attention was not allocated (all P values >0.05). This indicates that the persistent neural activity we measured is related to the maintenance of attention and is not due to residual effects of orienting to an instructional cue. Overall, these data provide strong support that the sustained activations reflect the maintenance of attention.
Discussion
The present study used event-related fMRI to measure the neural activity evoked when humans redirect their attention with or without eye movements to an endogenously cued location, and we distinguished this activity from that due to the maintenance of attention. In general, we found that the same parts of the PCS and IPS are involved both in overt and covert shifts of attention, as well as the maintenance of attention. The sPCS, the putative human FEF, showed 1) robust shift-related activity, 2) persistent activity during the maintenance of attention, which was greater during the maintenance of attention in the periphery compared with at fixation, and 3) greater activity in the hemisphere contralateral to the attended visual field. Below we interpret these new findings in the context of existing data and theory.
Shifts of Attention
We measured robust (e.g., 0.4--1%) activations time locked to voluntary overt shifts of attention in frontal and parietal regions, including dorsal and lateral regions of the PCS, IFS, Bold numbers indicate that the cluster was significant at P\ 0.05 corrected. Nonbold coordinates were significant at P\ 0.05 uncorrected.
SEF, and IPS. This is consistent with past studies on the frontal--parietal network's role in voluntary eye movements in humans (Luna et al. 1998; Connolly et al. 2002 Connolly et al. , 2005 Curtis et al. 2004 Curtis et al. , 2005 Medendorp et al. 2005; Curtis and D'Esposito 2006) and monkeys Goldberg and Bruce 1985; Schall et al. 1995; Andersen and Buneo 2002; Goldberg et al. 2002) . We observed equally robust activations time locked to voluntary covert shifts of attention that overlapped perfectly with that from the overt shifts of attention. Because we excluded all trials in which uninstructed eye movements were made, we can be confident that the evoked activations that we measured are not due to saccade-related activity. These results are consistent with past studies of covert spatial attention that have reported increased frontal and parietal activations in humans Yantis et al. 2002; Serences et al. 2005 ; Serences and Yantis 2007).
Interestingly, when we directly compared overt and covert shifts of attention, we found almost perfect spatial alignment of overt and covert shift-evoked activity (Fig. 4) . Past block-design studies found that performing blocks of covert attention trials evoked more (Corbetta et al. 1998; Nobre et al. 2000) or less (Beauchamp et al. 2001 ) activity than overt attention trials. It is likely that the inconsistencies across studies stem from the different methodologies used. The past block-design studies are hard to interpret because of the following differences between the overt and the covert attention tasks that may have led to potential violations in the assumptions of cognitive subtraction: differences in task difficulty, differences in cuing (e.g., exogenous vs. endogenous), and differences in task requirements besides the shift of attention (e.g., preparatory, visual, and motor processes). Although attention can be deployed to a location based on exogenous or endogenous cues, the type of cueing has different time courses and might rely on different mechanisms (Muller and Rabbitt 1989) . To restrict task differences to the type of shift, and not the method for cueing the shift, we used an endogenous cue for both attention tasks that additionally equated any differences in visual stimulation. Under these conditions, only 1 area showed a difference in activity during shifting. The sPCS showed slightly greater activity evoked by covert than overt shifts of attention. The location of this area in the dorsal portion of the PCS just below the junction with the SFS is the most likely candidate for the human FEF (Paus 1996; Rosano et al. 2003; Amiez et al. 2006) .
In general, we conclude that the same network of brain areas is responsible for shifts of attention with and without eye movements. An implication is that this network houses the neural mechanisms that support both voluntary saccades and covert attention shifts. The premotor theory of attention states that covert attention and saccade programming are supported by the same neural mechanisms (Rizzolatti et al. 1987) . Supporting this theory, past behavioral studies found that saccades are affected by attention and vice versa (Rizzolatti et al. 1987; Sheliga et al. 1994 Sheliga et al. , 1995 Hoffman and Subramaniam 1995; Kowler et al. 1995; Deubel and Schneider 1996; Van der Stigchel et al. 2006) . Moreover, electrical microstimulation of monkey FEF neurons with currents too low to evoke saccades increases the monkey's sensitivity to detect contrast changes in targets that spatially overlap with the neuron's RF (Moore et al. 2003) . This effect is similar to the performance advantage with covert attention. Therefore, artificially induced activity in FEF neurons below the threshold that will evoke a saccade causes a shift in covert attention. This subthreshold activity may be analogous to the presaccadic neural activity correlated with saccade planning (Schall 2002) . On the other hand, at the single-neuron level within the monkey FEF, different neurons appear to make distinct contributions to saccade planning and covert attention (Sato and Schall 2003; Juan et al. 2004; .
Maintenance of Attention
Following a covert shift in the locus of attention, we were also able to measure neural activity that persisted above baseline as long as attention was deployed. We observed sustained activity in the PCS, IFS, SEF, and IPS. These were the same areas in which we observed activity time locked to shifts of attention and may reflect the initiation and ongoing deployment of attention. In the same frontal and parietal areas, we have observed sustained neural activity during spatial working memory delay periods (Curtis et al. 2004; Curtis and D'Esposito 2006; Srimal and Curtis, forthcoming) . One possibility is that the activity we observed during working memory delays in these studies arises from the maintenance of covert attention (Awh and Jonides 2001) or the maintenance of a planned saccade to the location of the memoranda (Curtis 2006; Curtis and D'Esposito 2006) .
We were able to unambiguously measure signals related to sustained attention in the putative human FEF. We confirmed our statistical maps of delay-period activity by plotting the ROI time courses. The signals following the shift of attention clearly persisted until the end of the attention interval (Figs 5 and 7) . Two other imaging studies reported sustained responses in the PCS and IPS during the maintenance of covert attention Serences and Yantis 2007) . used a short (7 s) and fixed-length delay periods and did not find any statistical evidence for a sustained response in the human FEF (dorsal PCS near junction with SFS). However, these studies did find sustained responses in a more ventral part of the PCS that was approximately 1--2 cm below the putative human FEF (Paus 1996; Rosano et al. 2003) . This area corresponds to our iPCS ROI, which does show a robust sustained signal during the maintenance of attention. In the present study, we clearly demonstrated persistent activity in more dorsal portion of PCS, which is a more likely candidate for human FEF. Additionally, the epochs, during which Serences and Yantis (2007) reported sustained activation during the maintenance of spatially directed attention, had high-contrast visual displays of 6 letters/numbers that were changing every 100 ms, and the subjects were making motor responses to indicate the detection of targets. Indeed, motor responses evoke large activations in the same frontal and parietal areas that show sustained responses during the maintenance of attention. See, for instance, the robust hemodynamic response time locked to the button press event in the sPCS illustrated in Figure 7 . The sustained responses that we report here are not contaminated by motor-induced activations. Nonetheless, a motor confound cannot explain the greater activation in the hemisphere contralateral to the direction of attention that Serences and Yantis (2007) reported (see Laterality below).
Surprisingly, we observed a remarkable amount of common activation across the cortex during the maintenance of attention at the fovea, following an overt shift, and at the periphery, following a covert shift of attention. Several interesting explanations exist. Persistent activity may reflect the current locus of attention even when it is directed to a location in alignment with gaze. Therefore, such persistent signals may include contributions from head-centered representations in addition to retinotopic, or eye-centered, ones because the signal did not change when gaze changed. Additionally, both tasks involved effortful, controlled fixation, and both required subjects to count the number of times the target dimmed. These factors, although less likely, may have contributed to the similarities in the sustained responses following attentional shifts. Interestingly, only the sPCS, the putative FEF, showed a difference between foveal and peripheral attention; activation was significantly larger in this ROI when attention and gaze were unyoked (Fig. 5) . However, this effect may simply reflect the need to suppress saccades to the attended target mediated by the activation of fixation neurons found in the FEF (Hanes et al. 1998 ).
Laterality
We found that the sPCS and iPCS had larger responses during shifting and maintaining attention to stimuli in the contralateral compared with the ipsilateral visual field. Again, we consider the sPCS, at the junction with the SFS, to be the putative human FEF. The RF of monkey FEF neurons is often located in the contralateral visual field (Marrocco 1978; Bruce et al. 1985; Schall 1991; Tehovnik and Sommer 1997) , and attending to stimuli that fall into the neuron's RF increases neuronal firing rate compared with attending to stimuli that fall outside of the RF (Thompson and Bichot 2005; ). In humans, electrical stimulation of PCS induces saccades to the contralateral visual field (Blanke et al. 1999 ) and lesions disrupt contraversive saccades (Rivaud et al. 1994; Gaymard et al. 1999) .
Recent neuroimaging studies suggest that the human PCS and IPS may also be topographically organized. Attentional shifts that systematically progress in angle, like hands on a clock, evoke a traveling wave of activity at the task's frequency in portions of the human IPS in the hemisphere contralateral to the direction of attention (Sereno et al. 2001; Schluppeck et al. 2005; Silver et al. 2005) . Similar results have been recently reported in the human dorsal and ventral PCS (Hagler and Sereno 2006; Hagler et al. 2007; Kastner et al. 2007 ). Because these phase-encoding experiments could not specify which portion of the task is driving the responses (e.g., visual cues, working memory or attentional delays, or motor responses), the current results nicely complement these data by providing compelling evidence that persistent activity during the maintenance of attention is topographically biased toward the contralateral visual field in the human PCS.
Also, Serences and Yantis (2007) recently showed a contralateral bias of activity in iPCS, as well as IPS, during shifts of covert attention. We believe that directing attention to the contralateral hemifield caused the bias in neural activity we measured. However, we cannot rule out the possibility that the dimming of the attended target caused the bias. We do not think this is likely because the dimming was near perceptual threshold and in pilot testing went unnoticed when attention was not directed to the target. Recall that the flanking stimuli were visible at all times, dimmed at psychophysical threshold for only 100 ms, lacked high spatial frequencies, and were cued by an endogenous stimulus. These features together reduced the likelihood that the bias was driven by sensory rather than attentional factors.
In the parietal cortex, we did not observe a significant contralateral bias during the maintenance of attention, a finding that is contrary to other data (Sereno et al. 2001; Yantis et al. 2002; Vogel and Machizawa 2004; Silver et al. 2005; Schluppeck et al. 2006; Serences and Yantis 2007) . Monkey LIP neurons have RFs that are large and often include the fovea and even up to 5 degrees of the ipsilateral visual field (Ben Hamed et al. 2001) . Our visual stimuli were only 5.25 degrees in the periphery and therefore may have reduced our sensitivity to detect lateralized responses. Indeed, many of the studies cited above (Sereno et al. 2001; Schluppeck et al. 2006; Serences and Yantis 2007 ) that have found contralateralized responses in human IPS have used stimuli placed greater than 10 degrees in the periphery.
Conclusions
Given the strong cortical overlap of evoked responses during overt and covert shifts of attention, we conclude that one key mechanism for the voluntary control of attention is mediated within the classic oculomotor system. On the one hand, the ability to attend to locations away from our fovea may have evolved by co-opting eye-movement mechanisms within cortical oculomotor centers, like the FEF. The so-called premotor theory of attention posits that subthreshold presaccadic activity in neurons that code for eye movements may be the mechanism by which we shift our attention covertly (Awh et al. 2006 ). On the other hand, the FEF may be best thought of as an area that contains a map of prioritized locations in the visual environment, not strictly a motor ''eye field.'' In this case, an ongoing map of prioritized locations could be built by bottom--up inputs from sensory cortices and top--down goals from the prefrontal cortex (Itti and Koch 2001) . A readout of such a map by the superior colliculus or brain stem saccade generator may be used to plan eye movements. Moreover, a readout by posterior visual areas may be used to select or tag portions of space, provide a boost in gain to neurons with matching receptive fields, and bias competition for neural representation (Treisman and Gelade 1980; Wolfe et al. 1989; Desimone and Duncan 1995; Thompson and Bichot 2005; Buschman and Miller 2007) . Implicit in this idea is that a unitary mechanism, like a dynamic spatial priority map, could contribute to a variety of cognitive behaviors, like attention, intention, and working memory, depending on the afferents used to construct the map and the efferents that readout the map.
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