Coefficient inverse problems related to identifying the right-hand side of an equation with use of additional information is of interest among inverse problems for partial differential equations. When considering non-stationary problems, tasks of recovering the dependence of the right-hand side on time and spatial variables can be treated as independent. These tasks relate to a class of linear inverse problems, which sufficiently simplifies their study. This work is devoted to a finding the dependence of right-hand side of multidimensional parabolic equation on spatial variables using additional observations of the solution at the final point of time -the final overdetermination. More general problems are associated with some integral observation of the solution on time -the integral overdetermination. The first method of numerical solution of inverse problems is based on iterative solution of boundary value problem for time derivative with non-local acceleration. The second method is based on the known approach with iterative refinement of desired dependence of the right-hand side on spacial variables. Capabilities of proposed methods are illustrated by numerical examples for model two-dimensional problem of identifying the right-hand side of a parabolic equation. The standard finite-element approximation on space is used, the time discretization is based on fully implicit two-level schemes.
Introduction
The mathematical modeling of many applied problems of science and engineering leads to the need for the numerical solution of inverse problems. The inverse problems for partial differential equations are particularly noteworthy Alifanov (2011); Lavrent'ev et al. (1986) . Inverse problems are formulated as non-classical problems for partial differential equations. They are often classified as ill-posed (conditionally well-posed) problems. In the theoretical study, the fundamental questions of uniqueness of the solution and its stability are primarily considered.
Coefficient inverse problems related to identifying coefficient and/or the right-hand side of an equation with use of some additional information is of interest among inverse problems for partial differential equations. When considering non-stationary problems, tasks of recovering the dependence of the right-hand side on time or spatial variables can be usually treated as independent. These tasks relate to a class of linear inverse problems, which sufficiently simplifies their study Isakov (206) ; Prilepko et al. (2000) . Only in some cases we have linear inverse problems -identification of the right-hand side of equation, Other coefficient inverse problems are nonlinear, that significantly complicated their study.
The task of identifying the dependence of the right-hand side on spatial variables is one of the most important problems. Additional conditions are often formulated using the solution at the final moment of time -final overdetermination. In more general case the overdetermination condition is stated as some time integral average -integral overdetermination. The existence and uniqueness of the solution to such an inverse problem and well-posedness of this problem in various functional classes are examined, for example, in the works Rundell (1980) ; Prilepko and Solov'ev (1987) ; Isakov (1991) ; Prilepko and Kostin (1993b) ; Kamynin (2005) .
In the numerical solution of inverse problem the main focus is on the development of stable computational algorithms that take into account the peculiar properties of inverse problems Vogel (2002) ; Samarskii and Vabishchevich (2007) . Inverse problems for partial differential equations can be formulated as optimal control problems Lions (1971) ; Maksimov (2002) . Computational algorithms are based on using gradient iterative methods for corresponding residual functional Johansson and Lesnic (2007); D'haeyer et al. (2014) ; Hasanov and Pektaş (2014) . The implementation of such approaches relates to the solution of initial-boundary problems for the original parabolic equation and its conjugate.
For the required right-hand side of a parabolic equation, which does not depend on time, an inverse problem with final overdetermination can be formulated as a boundary problem for evolution equation of the second order. In this case, we can use standard computational algorithms for the solution of stationary boundary value problems. Such direct computational algorithms based on finite-difference approximation is described in the book Samarskii and Vabishchevich (2007) (section 6.4). In the work Xiangtuan et al. (2011) the identification problem is numerically solved on the basis of transition to a evolutionary problem for the derivative of the solution with respect to time, peculiarity of which is the non-local boundary condition.
In this work, we construct special iterative methods for approximate solution of identification problem of a spacewise dependence of the source in a parabolic equations. They fully take into account considered inverse problems features, which relate to their evolutionary character. These methods are based on the numerical solution of the standard Cauchy problems on each iteration. The first method is based on the iterative refinement of initial condition for time derivative of the solution. The second method relates to the iterative refinement of the dependence of the right-hand side on the spatial variables. Such approach have been used before Prilepko and Kostin (1993b,a) ; Kostin (2013) .
The paper is organized as follows. Statements of direct and inverse problems for second order parabolic equation are given in Section 2. We consider identification problem of the right-hand side of two-dimensional parabolic equation, which does not depend on time. The additional information about the solution of the equation is given at final moment of time. The finite-element approximation in space is used. The method of approximate solution of inverse problem based on the iterative solution of evolutionary problem for time derivative of the solution with non-local boundary conditions is considered in Section 3. The computational algorithms of iterative identification of the right-hand side of parabolic equation is discussed in Section 4. In Section 5 we describe the algorithms for solving inverse problems with integral overdetermination. More general inverse problems, which relate to known dependence of the right-hand side on time, are considered in Section 6. Results of computational experiment for model boundary value problem are represented in Section 7. Results of the work are summed up in Section 8.
Problem formulation
For simplicity, we restrict ourselves to a 2D problem. Generalization to the 3D case is trivial. Let x = (x 1 , x 2 ) and Ω be a bounded polygon. The direct problem is formulated as follows. We search u(x, t), 0 ≤ t ≤ T, T > 0 such that it is the solution of the parabolic equation of second order:
The boundary conditions are also specified:
where µ(x) ≥ µ 1 > 0, x ∈ ∂Ω and n is the normal to Ω. The initial conditions are
The formulation (1)-(3) presents the direct problem, where the right-hand side, coefficients of the equation as well as the boundary and initial conditions are specified. Let us consider the inverse problem, where in equation (1), the right-hand side f (x) is unknown. An additional condition is often formulated as
In this case, we speak about the final overdetermination. We assume that the above inverse problem of finding a pair of u(x, t), f (x) from equations (1)-(3) and additional conditions (4) is well-posed. The corresponding conditions for existence and uniqueness of the solution are available in the above-mentioned works.
In the Hilbert space H = L 2 (Ω), we define the scalar product and norm in the standard way:
To solve numerically the problem (1)- (3), we employ finite-element approximations in space Brenner and Scott (2008) ; Thomée (2006) . We define the bilinear form
We have
Define a subspace of finite elements V h ⊂ H 1 (Ω). Let x i , i = 1, 2, ..., M h be triangulation points for the domain Ω. For example, when using Lagrange finite elements of the first order (piece-wise linear approximation) we can define pyramid function
where
We define the discrete elliptic operator A as
The operator A acts on a finite dimensional space V h and
where I is the identity operator in V h . For the problem (1)- (3), we put into the correspondence the operator equation for
where ϕ = P f , φ = P u 0 with P denoting L 2 -projection onto V h . When considering the inverse problem taking into account (4) assume
where ψ = P u T .
Iterative solution of time derivative problem
For the numerical solution of the inverse problem (6)- (8) with finding w(t), ϕ the simplest approach is to eliminate variable ϕ Samarskii and Vabishchevich (2007) ; Xiangtuan et al. (2011) . Differentiating equation (6) on time, we obtain
Further, we consider the boundary value problem (7)- (9). The correctness of such problem, the computational algorithm and examples of the numerical solution are presented in Samarskii and Vabishchevich (2007) . The weakness of such approach is caused by the computational complexity of the numerical solution of the boundary problem (7)- (9). We practically lose the evolutionary character of original problem and must store data in each time step.
The second approach (see, for example, Xiangtuan et al. (2011)) is based on considering the time derivative. Let v = dw dt , then equation (9) can be written as dv dt
For (10) we formulate non-local boundary conditions. From (6) we have
Taking into account (7), (8) yields
For numerical solution of the problem (10), (11) we use the simplest iterative refinement of the initial condition for equation (10) . The iterative process is organized as follows. The new approximation k + 1 is found by solving the Cauchy problem:
with some given v 0 (0). The desired right-hand side of equation (6) is determined using v k+1 (0), for example, from the equality
When studying the convergence of the iterative process (12), (13) we consider the problem for error z
with given z 0 (0). Multiplying equation (16) 
Taking into account (5) and
From (15) taking into account (17) we have
This gives the desired estimate
for the convergence of the iterative process (12)- (14) with linear speed < 1. For the right-hand side with (14) we have
For computational implementation of proposed algorithm the time approximation deserves special attention. Let us define a uniform grid in time t n = nτ, n = 0, 1, ..., N, τ N = T and denote y n = y(t n ), t n = nτ .
For the numerical solution of the problem (10), (11) we used fully implicit two-level scheme Samarskii (2001) ; Samarskii et al. (2002) , when
The grid problem (19), (20) is solved using the following iterative process:
The study of the iterative process (21)- (23) is conducted using the same approach as for the iterative process (12)- (14). Let now z
The key moment of our consideration consists in finding an estimate as (17). We multiply equation (25) 
and obtain
Using (24), a priori estimate (26) allows us to obtain
which provides the convergence of the iterative process (21), (22) (¯ < 1). The convergence of the right-hand side with (23) is ensured by the estimate
This allow us to formulate the following main assertion.
Theorem 1. The iterative process (21)- (23) for the numerical solution of the problem (6)- (8) converges linearly with speed¯ < 1 and the estimates (27), (28) are valid.
The outline of the iterative process (21)- (23) is as follows:
1. The initial condition is determined using (21). When k = 0, we assume, for example, v 0 0 = −χ; 2. With this initial condition we solve the grid Cauchy problem (22). After that we refine the initial condition again.
Thus, the computational implementation is based on solving the standard Cauchy problem for parabolic equation on each iteration.
Iterative process for identifying the right-hand side
When studying the correctness of the inverse problem (1)-(4) the constructive method of iterative refinement of the right-hand side is often used (see, for example, Prilepko and Kostin (1993b,a) ; Kostin (2013) ). We consider the possibility of using this approach for the approximate solution of the problem (6)-(8).
In the new iterative step the right-hand side is determined using (6) for t = T , taking into account (8):
with some given initial assumption ϕ 0 . Then, the Cauchy problem is solved:
To estimate the convergence we introduce
Then, from (29)- (31) we obtain
We differentiate equation (33) with respect to time and rewrite it for
The initial condition for (35) we obtain from (33) with t = 0, using (34):
Similar to (17) we have the estimate
for the solution of the problem (35), (36). In view of (37) from (32) we have the estimate
for the convergence of desired right-hand side. The time discretization is again formulated in the basis of implicit approximation. Formally, we define the solution of the problem (33), (34) on expanded grid:
t n = nτ, n = −1, 0, ..., N, τ N = T.
From (6)- (8) we come to the problem
For the numerical solution of the problem (38)- (40) the grid analogue of the iterative process (29)- (31) is applied. Now, we compare the relationship
with (29). To approximate equation (30) the implicit difference scheme is used 
is valid.
Proof. We define
From (41)- (43) we obtain
Let's assume
From (46) we get
From equation (46) when n = 0 using the condition (47) we have
Similar to (26) for the solution of the problem (48), (49) we prove the a priori estimate v
From (45) and (50) taking into account introduced notation yields
Thus, we establish the estimate (44).
Integral overdetermination
When considering inverse problem of identifying the right-hand side of parabolic equation, the integral overdetermination is often used instead of the final overdetermination. In this case, in place of equation (4) the following condition is involved
where ω(t) -given function and
For the numerical solution of the inverse problem (1)-(3), (51) iterative process considered above can be used. Here, we note capabilities of iterative refinement of the desired right-hand side Prilepko and Kostin (1993b,a) . After finite-element approximation in space we come to equation (6), which is supplemented with the initial condition (7). Taking into account (51), we have
instead of (8). Integrating equation (6) with weight ω(t) over t from 0 to T and taking into account (52), we obtain
The iterative refinement of the right-hand side is based on the relation (53) (see (29)):
With new approximation for the right-hand side the Cauchy problem (30), (51) is solved. The study of the convergence of the iterative process is performed similarly to the study of the convergence of the process (29), (51). In view of early introduced notation we have
and for z k+1 we have the problem (33), (34).
we have the problem (35), (36) and the estimate (37) exists. Taking into account this from (5) we obtain
at that
For usual assumptions about continuity of the weight function ω(t) we have < 1. In the limit case ω(t) = δ(t − T ) (δ(t) -δ-function) from (52) we obtain the condition of final overdetermination (8). Other limit case, when ω(t) = δ(t), is not interesting, since two condition for t = 0 are set and, as expected, the iterative process does not converge ( = 1).
Theorem 3. The iterative process (30), (31), (55) for the numerical solution of the problem (6), (7), (52) for (5) converges linearly with the speed , while the estimate (56) is correct.
Applying an approach similar to one in Section 3 the iterative process is studied when implicit time discretization is used.
More general problems
We have investigated the iterative methods for the numerical solution of the inverse problem (1)-(4), when the right-hand side does not depend on time. In more general case, the problem of identifying multiplicative right-hand side, when the dependence of the right-hand side on time is known and the dependence on spatial variables is unknown, is stated.
Instead of (1) we consider the following equation
where β(t) -some given function. The inverse problem of finding the pair u(x, t), f (x) from (2)- (4), (57) is stated. We assume that
After approximation in space we come to the equation
for w(t) ∈ V h , which is supplemented by (7), (8). Taking into account condition (8) and normalization β(T ) = 1 equation (59) 
Iterative refinement of the right-hand side is performed using (60) and has the form (29). When right-hand side is known on the new iteration we solve equation dw
with the initial condition (31). For errors η k+1 and z k+1 (t) we obtain the relation (29), and equation
with a uniform initial condition (34). As before when considering the convergence of the iterative process (29)- (31), we study the problem for
From equation (62) for t = 0 taking into account (34) the initial condition for equation (63) is obtained:
We multiply equation (63) by V h on v k , which leads to
Taking into account that the derivative of the function β(t) is non negative and inequality
Integration by t from 0 to T yields
Given the initial condition (64) and
From (29) and (65) we obtain the estimate (65), where < 1 is determined according to (66). The result of consideration is the following statement.
Theorem 4. The iterative process (29), (30), (61) for the numerical solution of the problem (7), (8), (59) for (5) converges linearly at a rate of , which is determined according to (66), while the estimate (65) is correct.
Numerical experiments
We illustrate the capabilities of iterative solution of inverse problems of identification of the right-hand side of parabolic equations by results of the numerical solution of a test problem. We consider model problem, when
The forward problem is solved in the unit square
with given right-hand side f (x) and the solution at the finite time is found
After that, the inverse problem is solved when u T (x) is known, but we need to find f (x). The right-hand side is taken as
For γ → ∞, the right-hand side becomes discontinuous (Fig.1 ). The forward problem (67)- (70) is solved within the first quasi-real computational experiment. The solution of this problem at the finite time (the function u(x, T )) is used as input data for the inverse problem. In our analysis we focus on the iterative solution of the problem of identification after the finite element approximation in space. Because of this, we do not discuss the dependence of the accuracy of the approximate solution on the approximation in the space, which is more appropriate in another study. We perform the evaluation of the effect of computational errors on the basis of calculations on different time grids, when using the input data derived from the solution of the forward problem on more detailed time grid and with a more accurate approximations in time.
For the base case we set c = 10, T = 0.1, γ = 10. When solving the forward problem we use the Crank-Nicolson scheme for time discretization, the time step is τ = 1 · 10 −4 . The uniform mesh with the division into 50 intervals in each direction is used, the Lagrangian finite elements of the second degree are applied. The solution at the finite time is shown in Fig.2 . The inverse problem is solved using fully implicit scheme (see (22), (30)). The error of the approximate solution of the problem of identification on a single iteration is evaluated as follows
where ϕ(x) -the approximate solution, and f (x) -the exact solution of the inverse problem. Influence of time step of the iterative process (21)- (23) on accuracy is illustrated in Fig. 3 . We see the rapid convergence of the iterative process and improving of the accuracy of the approximate solution by reducing the time step. Similar data for the iterative process (41)-(43) are shown in Fig.4 . The initial approximation is taken in the form
The rate of convergence of iterative processes (21)- (23) and (41)- (43) depends essentially on the observation interval -see assessment (28) and (44). The relevant data of numerical computations are presented in Fig. 5 and 8 . These computations are carried out at τ = 1 · 10 −3 . (41)- (43) There is a similar dependence of the rate of convergence of the iterative processes (21)- (23) and (41)- (43) The accuracy of the approximate solution, the rate of convergence of the iterative processes (21)- (23) and (41)- (43) weakly depends on the required righthand side. This is particularly evidenced by the data presented in Tables 1 and  2 . We consider the problem of identification with the exact solution (70) for different values γ. we use the standard Lagrange finite elements for the triangulation of the computational domain. 2. The original inverse problem is formulated as a problem with a non-local condition for the time for evolution equation of the first order. For the approximate solutions of non-classical boundary value problem we propose the iterative process of refinement of the initial condition. We have investigated the rate of convergence of the iterative process with respect to the permanent positive definiteness of operator of the problem and interval time. 3. We constructed the numerical algorithm based on the well-known ap-
proach with iterative refinement of the right-hand side. This algorithm have previously been used to prove the unique solvability of the inverse problem. We have investigated the rate of convergence of the iterative process for an operator differential equation of first order (semi-discrete approximation). Similar results are obtained when using a fully implicit approximations of time (fully discrete approximation). 4. We have considered the inverse problem of identification of the right side of a parabolic equation when more information about the decision is given in the form of a weighted average over time. The convergence of the iterative process with the refinement of the required right-hand side and the rate of convergence is shown. 5. We have studied more general problem with multiplicative right-hand side, when one multiplier determines the known dependence of the right-hand side on the time, and the second defines the unknown dependence on the spatial variables. The estimates of the rate of convergence of the iterative process with refinement of the right-hand side with respect to parameters of the problem are obtained. 6. The capabilities of considered computational algorithms of identification of the right-hand side are illustrated by the results of a numerical solution of the model inverse problem for the two-dimensional parabolic equation in the square. Within the quasi-real computational experiment the additional data for the inverse problem are found using the results of the numerical solution of the forward problem. The calculated data show a high rate of convergence of the discussed iterative processes of Picard type which do not contain any adjusting parameters. To find the approximate solution of the inverse problem it is enough to perform 5, 6 iterations, where the standard boundary value problem for a parabolic equation is solved.
