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Summary. The paper presents necessary and suﬃcient conditions on a
distribution function for the remainder of limited expansion in powers of
its characteristic function to be at most speciﬁed orders around the origin.
0. Introductions.
The behavior of a distribution function at inﬁnity relates deeply to that of
its characteristic function at the origin. Let throughout this paper f(t) be the
characteristic function of a distribution function F (x). The aim of this paper is
to present necessary and suﬃcient conditions on F (x) in order that
lim sup
t→0
∣∣f(t)− P (t)∣∣ |t|−p(log |t|−1)r < ∞ (0.1)
or ∫
|t|1
∣∣f(t)− P (t)∣∣ |t|−p−1(log+|t|−1)rdt < ∞ (0.2)
for suitably chosen polynomial P (t). Here log+x= max{1, log x}. Many authors
have discussed (0.1) or (0.2) in the case r=0. The most general results of their
studies relative to (0.1) or (0.2) with r=0 are stated in Section 1. As to nonzero
r, Kawata ([5] pp. 423–428) investigated (0.1) with positive integer p and r > 0,
while Ohkubo ([6] Theorem 1) obtained a result, which yields a necessary and
suﬃcient condition on F (x) for (0.2) to hold with 0 p< 2 and r >−1.
The main results of this paper are Theorems 1–3 in Section 2, each of which
theorems leads to a parallel one in Section 3. The proofs of the main theorems
and parallel ones are omitted here, but some generalizations of those results will
be published elsewhere.
1. Earlier results.
Boas ([2] Theorem 1) obtained a necessary and suﬃcient condition on F (x)
in order that
f(t)− 1 = o(|t|p) as t → 0 (1.1)
with 0<p< 1, and then Binmore–Stratton ([1] Theorem 1) obtained a necessary
and suﬃcient conditions on F (x) in order that
f(t)− 1 = o(|t|p) as t → 0 (1.2)
with 0<p< 2. Their results are included in following Theorem A due to Wolfe
([9] Theorems A, B, and 3).
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Theorem A (i) In order that f(t) satisﬁes the condition
f(t)− P (t) = o(|t|p) as t → 0 (1.3)
with a number p> 0 not an integer and some polynomial P (t), it is necessary
and suﬃcient that
1− F (x) + F (−x) = o(x−p) as x → ∞. (1.4)
(ii) In order that f(t) satisﬁes (1.3) with a positive even integer p=2k and
some polynomial P (t), it is necessary and suﬃcient that
∫ ∞
−∞
x2kdF (x) < ∞. (1.5)
(iii) In order that f(t) satisﬁes (1.3) with a positive odd integer p=m and some
polynomial P (t), it is necessary and suﬃcient that
1− F (x) + F (−x) = o(x−m) as x → ∞ (1.6)
and further that there exists a constant γ for which∫ x
−x
umdF (u)− γ = o(1) as x → ∞. (1.7)
The assertions of the theorem remain valid if o is replaced by O, in which case
constant γ vanishes.
Boas ([2] Theorem 3) also obtained a necessary and suﬃcient conditions on
F (x) in order that ∫ 1
0
|f(t)− 1|t−p−1dt < ∞ (1.8)
with 0 p< 1. Bochner ([3] Theorem 4) had found earlier on a necessary and
suﬃcient conditions on F (x) in order that
∫ 1
0
|f(t)− 1|t−p−1dt < ∞ (1.9)
with 0<p< 2. Following Theorem B established by Ohkubo ([7] Theorems 1–3)
includes Boas’ result as well as Bochner’s.
Theorem B (i) In order that f(t) satisﬁes the condition∫
|t|1
∣∣f(t)− P (t)∣∣|t|−p−1dt < ∞ (1.10)
with a number p> 0 not an integer and some polynomial P (t), it is necessary
and suﬃcient that ∫ ∞
−∞
|x|pdF (x) < ∞. (1.11)
(ii) In order that f(t) satisﬁes (1.10) with a nonnegative even integer p=2k
and some polynomial P (t), it is necessary and suﬃcient that
∫ ∞
−∞
x2k log+|x| dF (x) < ∞. (1.12)
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(iii) In order that f(t) satisﬁes (1.10) with a positive odd integer p=m and
some polynomial P (t), it is necessary and suﬃcient that
∫ ∞
−∞
|x|mdF (x) < ∞ (1.13)
and further that ∫ ∞
1
∣∣∫
|u|>x
umdF (u)
∣∣d log x < ∞. (1.14)
2. Main theorems.
This section gives necessary and suﬃcient conditions on F (x) for (0.1) or
(0.2). Given a number p and a nonnegative integer m, the maximum integer
less than or equal to p is denote by [p], and any polynomial with degree at most
m is denoted by Pm(t).
Theorem 1 Let p> 0 that is not an integer, and let −∞<r<∞. Write
m= [p]. (i) In order that
f(t)− Pm(t) = o
(|t|p(log |t|−1)−r) as t → 0 (2.1)
for some polynomial Pm(t), it is necessary and suﬃcient that
1− F (x) + F (−x) = o(x−p(log x)−r) as x → ∞. (2.2)
In the case, Pm(t)=
∑m
j=0 f
(j)(0)tj/j !. The assertion remains valid if o is
replaced by O. (ii) In order that
∫
|t|1
∣∣f(t)− Pm(t)∣∣ |t|−p−1(log+|t|−1)rdt < ∞ (2.3)
for some polynomial Pm(t), it is necessary and suﬃcient that
∫ ∞
−∞
|x|p(log+|x|)rdF (x) < ∞. (2.4)
In the case, Pm(t)=
∑m
j=0 f
(j)(0)tj/j !.
Theorem 2 Let m be a nonnegative integer and r 0. (i) In order that
f(t)− Pm(t) = o
(|t|m(log |t|−1)−r) as t → 0 (2.5)
for some polynomial Pm(t), it is necessary and suﬃcient that
1− F (x) + F (−x) = o(x−m(log x)−r) as x → ∞ (2.6)
and further that there exists a constant γ for which
∫ x
−x
umdF (u)− γ = o((log x)−r) as x → ∞. (2.7)
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In the case, Pm(t)=
∑m−1
j=0 f
(j)(0)tj/j ! + (it)mγ/m!. The assertion remains
valid as long as r > 0 if o is replaced by O. (ii) In order that∫
|t|1
∣∣f(t)− Pm(t)∣∣ |t|−m−1(log+|t|−1)r−1dt < ∞ (2.8)
for some polynomial Pm(t), it is necessary and suﬃcient that∫ ∞
0
(
1−F (x)+F (−x))xm−1(log+x)r−1dx < ∞ (2.9)
and further that there exists a constant γ for which∫ ∞
0
∣∣∫ x
−x
umdF (u)− γ∣∣x−1(log+x)r−1dx < ∞. (2.10)
In the case, Pm(t)=
∑m−1
j=0 f
(j)(0)tj/j ! + (it)mγ/m!.
Remarks. When m is an odd integer and F (x) is symmetric about the
origin, conditions (2.7) and (2.10) may be eliminated since in the case those
conditions are trivially satisﬁed with γ=0. Write T (x)= 1−F (x)+F (−x) and
T∗(x)= 1−F (x)−F (−x) with x> 0. T (x) is called the tail or the tail sum of
F (x), while T∗(x) is called the tail diﬀerence of F (x). Now, consider assertion
(ii) of the theorem with r > 0. Condition (2.9) is equivalent to that
∫ ∞
0
xm(log+x)r−1
∣∣dT (x)∣∣ < ∞ or
∫ ∞
0
(log+x)r
∣∣dT (x)∣∣ < ∞ (2.11)
according as m> 0 or m=0. When m is an even integer or F (x) is concentrated
on the positive axis, condition (2.10) is equivalent to that
∫ ∞
0
xm(log+x)r
∣∣dT (x)∣∣ < ∞. (2.12)
In general, (2.12) implies (2.10) but is not necessarily implied by (2.10). In the
following, suppose that m is an odd integer. If∫ ∞
0
xm(log+x)r
∣∣dT∗(x)∣∣ < ∞, (2.13)
then F (x) satisﬁes (2.10) with γ= limN→∞
∫ N
−Nx
mdF (x) and
lim
N→∞
∫ N
−N
xm(log+|x|)rdF (x) exists ﬁnitely. (2.14)
Conversely, (2.13) is deduced from (2.10) or (2.14) when T∗(x) is nonincreasing
on the positive axis, namely, F (−I)F (I) for every interval I contained in the
positive axis. Thus, on the assumption that T∗(x) is monotone on an unbounded
interval of the positive axis, conditions (2.10), (2.13), and (2.14) are equivalent
to each other.
Consider next assertion (ii) of the theorem with r=0. Condition (2.9) is
equivalent to that∫ ∞
0
xm(log+x)−1
∣∣dT (x)∣∣ < ∞ or
∫ ∞
0
log log+x
∣∣dT (x)∣∣ < ∞ (2.15)
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according as m> 0 or m=0. When m is an even integer or F (x) is concentrated
on the positive axis, condition (2.10) is equivalent to that
∫ ∞
0
xm log log+x
∣∣dT (x)∣∣ < ∞. (2.16)
When m is an odd integer and T∗(x) is monotone on an unbounded interval of
the positive axis, condition (2.10) is equivalent to each of the following:
∫ ∞
0
xm log log+x
∣∣dT∗(x)∣∣ < ∞, (2.17)
lim
N→∞
∫ N
−N
xm log log+|x| dF (x) exists ﬁnitely. (2.18)
Although Theorem 2 is valid even where r < 0, the uniqueness of constant γ is
no longer valid in the case. In order to eliminate this ambiguity, the statements
of Theorem 2 with negative r=−s should be modiﬁed as in follows:
Theorem 3 Let m be a positive integer. (i) Let s 0. In order that
f(t)− Pm−1(t) = O
(|t|m(log |t|−1)s) as t → 0 (2.19)
for some polynomial Pm−1(t), it is necessary and suﬃcient that
1− F (x) + F (−x) = O(x−m(log x)s) as x → ∞ (2.20)
and further that
∫ x
−x
umdF (u) = O
(
(log x)s
)
as x → ∞. (2.21)
In the case, Pm−1(t)=
∑m−1
j=0 f
(j)(0)tj/j !. The assertion remains valid as long
as s> 0 if O is replaced by o. (ii) Let s> 0. In order that
∫
|t|1
∣∣f(t)− Pm−1(t)∣∣ |t|−m−1(log+|t|−1)−s−1dt < ∞ (2.22)
for some polynomial Pm−1(t), it is necessary and suﬃcient that∫ ∞
0
(
1−F (x)+F (−x))xm−1(log+x)−s−1dx < ∞ (2.23)
and further that
∫ ∞
0
∣∣∫ x
−x
umdF (u)
∣∣x−1(log+x)−s−1dx < ∞. (2.24)
In the case, Pm−1(t)=
∑m−1
j=0 f
(j)(0)tj/j !.
Remarks. As a matter of course, (2.21) and (2.24) may be eliminated when
m is an odd integer and F (x) is symmetric about the origin. Condition (2.23)
is equivalent to that
∫ ∞
0
xm(log+x)−s−1
∣∣dT (x)∣∣ < ∞. (2.25)
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Whenm is an even integer or F (x) is concentrated on the positive axis, condition
(2.24) is equivalent to that
∫ ∞
0
xm(log+x)−s
∣∣dT (x)∣∣ < ∞. (2.26)
When m is an odd integer and T∗(x) is monotone on an unbounded interval of
the positive axis, condition (2.24) is equivalent to each of the following:
∫ ∞
0
xm(log+x)−s
∣∣dT∗(x)∣∣ < ∞, (2.27)
lim
N→∞
∫ N
−N
xm(log+|x|)−sdF (x) exists ﬁnitely. (2.28)
3. Conditions on higher order derivatives.
The necessary and suﬃcient conditions on F (x) in the preceding section are
expressed in terms of the higher order derivative of f(t).
Theorem 4 Let p> 0 that is not an integer, and let −∞<r<∞. Write
m= [p]. (i) In order that f(t) satisﬁes (2.1) with some polynomial Pm(t), it is
necessary and suﬃcient that f(t) is m times diﬀerentiable at every point and
f (m)(t)− f (m)(0) = o(tp−m(log t−1)−r) as t → 0+. (3.1)
Conditions (2.1) and (3.1) with O in place of o are still equivalent to each
other. (ii) In order that f(t) satisﬁes (2.3) with some polynomial Pm(t), it is
necessary and suﬃcient that f(t) is m times diﬀerentiable at every point and
∫ 1
0
∣∣f (m)(t)− f (m)(0)∣∣t−(p−m)−1(log+t−1)rdt < ∞. (3.2)
Theorem 5 Let m be a positive integer and r 0. (i) In order that f(t)
satisﬁes (2.5) with some polynomial Pm(t), it is necessary and suﬃcient that
f(t) is m− 1 times diﬀerentiable at every point and there exists a constant γ
for which
f (m−1)(t)− f (m−1)(0)
t
− imγ = o((log t−1)−r) as t → 0+. (3.3)
Conditions (2.5) and (3.3) with O in place of o are still equivalent to each other
as long as r > 0. (ii) In order that f(t) satisﬁes (2.8) with some polynomial
Pm(t), it is necessary and suﬃcient that f(t) is m− 1 times diﬀerentiable at
every point and there exists a constant γ for which
∫ 1
0
∣∣∣f (m−1)(t)− f (m−1)(0)
t
− imγ
∣∣∣t−1(log+t−1)r−1dt < ∞. (3.4)
Remarks. Equation (3.3) with r=0 means the existence of f (m)(0). Hence
the ﬁrst assertion of the theorem together with Theorem 2 (i) leads us to the
well known fact obtained by Crame´r ([4] p.90) or Pitman [8]: f (m)(0) exists if
and only if F (x) satisﬁes (2.6) and (2.7) with r=0. This condition on F (x) is
of course reduced to the existence of the m-th moment of F (x) when m is an
even integer.
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Theorem 6 Let m be a positive integer. (i) Let s 0. In order that f(t)
satisﬁes (2.19) with some polynomial Pm−1(t), it is necessary and suﬃcient that
f(t) is m− 1 times diﬀerentiable at every point and
f (m−1)(t)− f (m−1)(0)
t
= O
(
(log t−1)s
)
as t → 0+. (3.5)
Conditions (2.19) and (3.5) with o in place of O are still equivalent to each
other as long as s> 0. (ii) Let s> 0. In order that f(t) satisﬁes (2.22) with
some polynomial Pm−1(t), it is necessary and suﬃcient that f(t) is m− 1 times
diﬀerentiable at every point and
∫ 1
0
∣∣∣f (m−1)(t)− f (m−1)(0)
t
∣∣∣t−1(log+t−1)−s−1dt < ∞. (3.6)
4. Some corollaries.
Evidently, f(t) is the characteristic function of the symmetric distribution
function (F (x)+ 1−F (−x−0))/2. Hence the following corollary is concluded
as a consequence of Theorems 1–3.
Corollary 1 Let p> 0 that is not an even integer, and let −∞<r<∞.
Denote by 2k the maximum even integer less than p. (i) In order that
f(t)− P2k(t) = o
(
tp(log t−1)−r
)
as t → 0+ (4.1)
for some even polynomial P2k(t), it is necessary and suﬃcient that
1− F (x) + F (−x) = o(x−p(log x)−r) as x → ∞. (4.2)
In the case, P2k(t)=
∑k
j=0 f
(2j)(0)t2j/(2j)!. The assertion remains valid if o
is replaced by O. (ii) In order that
∫ 1
0
∣∣f(t)− P2k(t)∣∣t−p−1(log+t−1)rdt < ∞ (4.3)
for some even polynomial P2k(t), it is necessary and suﬃcient that
∫ ∞
−∞
|x|p(log+|x|)rdF (x) < ∞. (4.4)
In the case, P2k(t)=
∑k
j=0 f
(2j)(0)t2j/(2j)!.
Proof. The corollary follows at once from Theorem 1 when p is not an integer.
When p is an odd integer, the corollary follows from Theorems 2 and 3. As we
have already remarked, condition (2.9) of Theorem 2 is equivalent to the former
condition in (2.11) or (2.15) according as r > 0 or r=0, while condition (2.23)
of Theorem 3 is equivalent to (2.25).
The statements of Theorems 2, 3, and 5 for even integers m are simpliﬁed
and sharpened in the following forms.
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Corollary 2 Let 2k be a nonnegative even integer and r 0. (i) In order
that
f(t)− P2k(t) = o
(|t|2k(log |t|−1)−r) as t → 0 (4.5)
for some polynomial P2k(t), it is necessary and suﬃcient that F (x) possesses
the 2k-th moment and∫
|u|>x
u2kdF (u) = o
(
(log x)−r
)
as x → ∞. (4.6)
In the case, P2k(t)=
∑2k
j=0 f
(j)(0)tj/j !. The assertion remains valid as long as
r > 0 if o is replaced by O. (ii) In order that
∫
|t|1
∣∣f(t)− P2k(t)∣∣|t|−2k−1(log+|t|−1)r−1dt < ∞ (4.7)
for some polynomial P2k(t), it is necessary and suﬃcient that
∫ ∞
−∞
x2k(log+|x|)rdF (x) < ∞ or
∫ ∞
−∞
x2k log log+|x| dF (x) < ∞ (4.8)
according as r > 0 or r=0. In the case, P2k(t)=
∑2k
j=0 f
(j)(0)tj/j !.
Proof. Apply Theorem 2 with m=2k. In the case, condition (2.7) implies
(2.6) and is equivalent to (4.6), while condition (2.10) implies (2.9) and is equiv-
alent to (4.8).
Corollary 3 Let 2k be a positive even integer. (i) Let s 0. In order that
f(t)− P2k−1(t) = O
(|t|2k(log |t|−1)s) as t → 0 (4.9)
for some polynomial P2k−1(t), it is necessary and suﬃcient that
∫ x
−x
u2kdF (u) = O
(
(log x)s
)
as x → ∞. (4.10)
In the case, P2k−1(t)=
∑2k−1
j=0 f
(j)(0)tj/j !. The assertion remains valid as long
as s> 0 if O is replaced by o. (ii) Let s> 0. In order that
∫
|t|1
∣∣f(t)− P2k−1(t)∣∣t−2k−1(log+|t|−1)−s−1dt < ∞ (4.11)
for some polynomial P2k−1(t), it is necessary and suﬃcient that
∫ ∞
−∞
x2k(log+|x|)−sdF (x) < ∞. (4.12)
In the case, P2k−1(t)=
∑2k−1
j=0 f
(j)(0)tj/j !.
Proof. Apply Theorem 3 with m=2k. In the case, condition (2.21) implies
(2.20) and is equivalent to (4.10), while condition (2.24) implies (2.23) and is
equivalent to (4.12).
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Corollary 4 Let 2k be a positive even integer and r 0. (i) In order that
f(t) satisﬁes (4.5) with some polynomial P2k(t), it is necessary and suﬃcient
that f(t) is 2k times diﬀerentiable at every point and
f (2k)(t)− f (2k)(0) = o((log t−1)−r) as t → 0+. (4.13)
Conditions (4.5) and (4.13) with O in place of o are still equivalent to each other
as long as r > 0. (ii) In order that f(t) satisﬁes (4.7) with some polynomial
P2k(t), it is necessary and suﬃcient that f(t) is 2k times diﬀerentiable at every
point and ∫ 1
0
∣∣f (2k)(t)− f (2k)(0)∣∣t−1(log+t−1)r−1dt < ∞. (4.14)
Proof. The corollary is in fact included in Corollary 2. As we have already
known, f (2k)(t) exists if and only if F (x) possesses the 2k-th moment. Hence
the corollary is derived from applying Corollary 2 with f (2k)(t)/f (2k)(0) and∫ x
−∞u
2kdF (u)/
∫∞
−∞u
2kdF (u) in place of f(t) and F (x), respectively.
5. Related results.
The following theorem generalizes Theorems 11.3.4 and 11.3.5 in [5].
Theorem 7 Let p=0 and r > 0 or p> 0 and −∞<r<∞. (i) If
∫ ∞
−∞
|x|p(log+|x|)rdF (x) < ∞, (5.1)
then
f(t)− P (t) = o(|t|p(log |t|−1)−r) as t → 0, (5.2)
in which P (t)=
∑[p]
j=0 f
(j)(0)tj/j ! when p is an integer and r 0 or p is not an
integer and −∞<r<∞, while P (t)= ∑[p]−1j=0 f (j)(0)tj/j ! when p is an integer
and r < 0. (ii) Conversely, if
f(t)− P (t) = O(|t|p(log |t|−1)−r) as t → 0 (5.3)
for some polynomial P (t), then
∫ ∞
−∞
|x|p(log+|x|)s−1dF (x) < ∞ (5.4)
for all s< r. If, moreover, p equals an integer m, then
lim
N→∞
∫ N
−N
xm(log+|x|)sdF (x) exists ﬁnitely (5.5)
for all s< r. If, moreover, m equals an even integer 2k, then
∫ ∞
−∞
x2k(log+|x|)sdF (x) < ∞ (5.6)
for all s< r.
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Proof. (i) It immediately follows from Theorems 1–3 that (5.1) implies (5.2).
(ii) Conversely, if f(t) satisﬁes (5.3), then 1−F (x)+F (−x)=O(x−p(log x)−r)
as x→∞ by Theorems 1–3. Apply integration by parts to the integral in (5.4),
and the ﬁniteness of that integral readily follows. In order to verify (5.5), write
G(x)=
∫ x
−xu
mdF (u). We obtain by Theorems 1–3 that G(x)− γ=O((log x)−r)
or G(x)=O((log x)−r) when x→∞ according as r > 0 or r 0. Moreover,
∫ N
−N
xm(log+|x|)sdF (x) =
∫ N
0
(log+x)sdG(x). (5.7)
Therefore the desired conclusions follow from applying integration by parts to
the right hand side. This completes the proof.
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