We examine the causal links between U.S. industry-wise credits and stock markets. The full sample bootstrap Granger causality results show that all stock markets Granger cause their CDS counterparts and there is also bidirectional causality for the banking, healthcare and material industries. The short-run parametric stability tests highlight that the full sample parameters are not stable and hence less reliable. The bootstrap rolling window estimations confirm the inconsistency in the CDS-stock causality relationships where bidirectional causalities are also found between the credit and stock markets that vary over different sub-samples. Finally, we analyze the impact of different financial and macroeconomic determinants on the CDS-stock causality through a probit model. Overall, the business conditions, stock market volatility, default premiums, Treasury bond rate and the slope of the yield curve are major drivers of the CDS-stock nexus. Our findings provide possible explanation for varying and mixed previous empirical findings in the existing literature, and hence have useful investment implications.
Introduction
The new literature in empirical finance that uses nonlinear models and techniques that may fit better subperiods is faulting the old literature that uses linear models and applies the estimation to full sample periods when the results are time-dependent and difficult to capture with linear techniques. Some authors now say that empirical finance is in crisis (De Prado, 2015) . Others assert that a possible solution to false empirical findings lies in multiple trials and peer p-values (Harvey and Liu, 2015) .
The financial and credit markets have economic and financial interconnections that are multilateral in dimension and having various feedback loops. Causal linkages among the financial markets in particular are multisided and may be multidirectional and difficult to capture with old techniques. They are of theoretical, practical and policy importance. The results are important because they have implications for portfolio diversification, hedging, speculation, arbitrage, market integration, contagion risk, market efficiency, among others. This narrative applies to the link between the CDS and stock markets particularly when the investigation of the link is conducted at the industry level. The substantial use of CDSs as a tool to hedge and speculate credit risk by short-term traders like speculators and long term investors such as institutional investors has increased their importance as tools for risk management practices and requires better methods to obtain more accurate results.
The price of CDS contract is determined by the credit risk of the underlying entity, and market practitioners rigorously evaluate the value of CDS contracts for credit risk management decisions. Thus, the CDS price reflects the market view on the credit risk and plays an important role for credit risk assessment. The deterioration (increase) in credit quality (risk) leads to widening of credit spreads, whereas the CDS spread decreases (tightens) with the improvement in credit quality. Thus, it is worth examining the connections of the CDS markets with the stock markets using new nonlinear techniques and rolling the window bootstrap causality estimation over subsamples. Fung et al. (2008) suggest that due to the very nature of these contracts, the CDS market responds quickly to the credit events and leads the stock market when exposed to a shock. Similar findings are reported by Blanco et al. (2005) , Zhang (2008) and Coudert and Gex (2010) . However, Narayan et al. (2014) find that the stock market contributes to the price discovery in comparison with the CDS markets 1 . Previously, Weber (2004 & ) also empirically confirm the definite lead of stock markets in the price discovery process. Finally, the literature on the relationship between the CDS and stock markets is not only mixed but also inconclusive (Narayan et al., 2014) .
The linkage between the CDS spreads and stock markets does not necessarily have to be the same over the sample period, but it may be time-varying and subject to regime shifts resulting from unexpected changes in economic and financial market conditions. For instance, the global financial crisis of [2008] [2009] and the Eurozone sovereign debt crisis of 2010-2013 had increased the fear and risk aversion in the stock markets and amplified stress and spillover effects in financial markets in general. In those circumstances, market participants whether they are speculators such as hedge funds and market makers or long-term investors such as pension funds and other institutional investors alter their expectations, risk tolerance, risk aversion and beliefs. The nature of the relationship between the CDS spreads and stock markets in the aggregate or at the industry level may also have changed during such extreme financial conditions. The participants in the credit and stock markets who have heterogeneous preferences and diverse risk tolerance may become particularly active under different economic and market conditions, especially during the periods of high financial turmoil and in different industries. Furthermore, the findings of previous works have underscored that the relationship between the CDS and stock markets is time-dependent and, hence, may be sensitive to the sample period but they have not done our work (e.g., Forte and Pena, 2009; Lenciauskaitė, 2012; Tabak et al., 2016) . Therefore, the conclusions drawn by assuming in the literature that the relationship between the two types of markets is permanent or linear may be misleading.
In this paper, we take part in the stream of research concerning the lead-lag relationship between the CDS and stock markets in the United States in two ways. First, we examine this relationship at the industry level as the industry dynamics of both markets are different (Narayan et al., 2014) . The findings may suggest some investment implications (e.g., arbitrage opportunities may exist when the individual industry is considered). Second, the causal nexus between the CDS and stock markets is examined through a rolling window bootstrap causality test 2 . As discussed above, the literature on the relationship between CDS and stock markets not only provides mixed findings, it also differs in the sample and methodology used for the analysis. Moreover, the previous studies utilize the approach where the full sample period is used for analysis. We argue that the causal relationship may vary over time 3 and may radically differ during volatile periods (e.g., the global financial crises of [2008] [2009] ). This has motivated us to adopt a different approach to examine the relationship between the CDS and stock markets in the aggregate and at the industry level and in a time-varying fashion, which should also allow us to explore the determinants of the causal links for the two markets. Finally, we examine the possible determinants of the CDS-Stock nexus at the industry level, using the probit model and evaluate the forecasting of causality using fitted vs. observed casualty estimates for the industries.
The rest of the paper is organized as follows. Section 2 presents the relevant literature on the CDS and stock market relationship. Section 3 discusses the econometric framework. Section 4 details the data and empirical results, and Section 5 concludes the paper and offers some policy implications.
Related Literature
Similar to the stock market indices, those of CDSs were launched during 2004 in an effort to assist the credit risk traders to manage and diversify the portfolio credit risk. These CDS indices provide liquidity, efficiency and lower the cost of trading credit risk (Fung et al., 2008) . The standardization of CDS contracts in terms of an index provides liquidity to the CDS market and hence decreases the bid-ask spread. From a portfolio perspective, the cost to replicate a credit risk portfolio through CDS indices is also lower than buying and selling individual CDS contracts. Each CDS index serves as a standard benchmark to evaluate the specific underlying exposure. For example, the CDX.NA.IG (CDX.NA.HY) index may be seen as the benchmark credit risk exposure of investment grade (high yield) bonds issued by the North American firms.
The significant growth and understandability of credit markets is considered a result of the development of CDS indices (Bank for International Settlements, 2005) .
The CDS price/spread depends on the credit risk of associated/underlying reference; therefore, a trader can evaluate the CDS price through three different methods. One way of quantifying the credit risk is to follow the credit ratings assigned by rating agencies (Moody's and Standard & Poor's are the two well-known raters among the others) because these agencies substantially review the firms' ability to serve and repay their future obligations. This approach is also known as the reduced form credit risk modeling. The second method relies on the structural modeling approach where the price of default is determined based on the firms' fundamentals. The accounting ratios such as return on assets and leverage along with earning volatility can be used to measure the probability of default and hence the price of default risk. The third and more simplistic approach considers that the market (stock) provides the general view on the credit quality and hence the market price, in case of many informed trades, reflects the amount of credit risk associated with the underlying assets. Therefore, change in the stock price of an entity can be used as a quantitative measure of its credit risk.
Theoretically, the stock price of a firm impacts its CDS spread. The structural model proposed by Merton (1974) suggests that CDS spreads and stock prices have a negative relationship with each other. The deterioration in the financial conditions of a firm increases the probability of default on its underlying debt obligations. Therefore, financial distress conditions may result in a decrease in the value of firms' stocks and increase the CDS spread. The empirical works by Collin-Dufresne et al. (2001) , Blanco et al. (2005) and Kapadia and Pu (2012) suggest a weak correlation between stock returns and changes in credit spreads. However, the capital structure arbitrage that exploits the relationships between the CDS and stock prices may enhance the integration and information flows between these markets (Fung et al., 2008) .
It is also argued that an informed trader may prefer CDSs over stock shares in order to take a hedge (insure against default) or speculative (bet on the likelihood of default) position due to the market opacity and entrenched leverage advantage of CDSs. Additionally, CDS contracts trade based on the notional amounts; therefore, the physical size of the market does not impact the trading volume. A CDS contract can be created whenever the other side (market maker) is willing to buy and sell. Based on these advantages, the informed traders, on aggregate, may prefer to trade in the CDS market compared to trading the stocks. This trading preference between the two markets would result in a price discovery advantage to the CDS market. On the empirical side, Longstaff et al. (2005) found mixed result on the lead-lag relationship between CDS and stock price using individual firms' data. Using CDS and stock market indices, Fung et al. (2008) concluded that the lead-lag relationship between these markets is rather complex in nature. They also made a distinction between high yield and investment grade CDS indices and argued that the high yield CDS index due to low credit quality of the companies is more vulnerable to credit events. In general, buying insurance against default has more (less) value and frequency when the underlying is issued by the low (high) credit quality firms. Therefore, it is more likely that high yield CDS index may lead the stock prices than the investment-grade CDS spreads.
The studies on the relationship between CDS spread and stock prices can be divided into two distinct groups. The first group utilizes the micro approach where the interconnectedness between the markets has been studied using firm level data. Longstaff et al. (2005) are the first of those who analyzed the CDS markets' lead-lag relationship with corporate bond spreads and stock returns of U.S. firms. They find that both CDS and stock markets lead bond market but the lead-lag relationship between CDS and stock markets is unclear. Norden and Weber (2004) investigate the European CDS markets and find a negative correlation between CDS spread change and stock returns. Furthermore, their analysis suggests that stock returns lead CDS spread changes.
Norden and Weber (2009) investigate 58 international firms using daily data over a threeyear time period and re-affirm that individual stock returns significantly lead CDS spread changes for most of their sample firms. Moreover, a definite lead of the stock market relative to the CDS market is found. However, those authors also suggest that the co-movement between the markets is affected by the credit quality of the sample firms, and the co-movement increases with the decrease in credit quality. Similar findings are also reported by Forte and Pena (2009) using North American and European firms' data. Moreover, Forte and Pena (2009) suggest that price discovery process of CDS and stock prices depends on the financial situation of a firm. Stock market turnover, firm's credit quality and negative shocks significantly contribute towards the stock markets' price discovery. Stock markets lead both bond and CDS markets but this information leadership is time dependent and has decreased over time.
Contrary to these studies, Blanco et al. (2005) find that the price discovery occurs in the CDS market and it anticipates deterioration in credit quality before the stock markets do (Zhang, 2008) . Coudert and Gex (2010) find that the CDS markets lead the bond markets and the current financial crisis has increased this leading role of CDS markets. That said, the firm-level evidence predominantly indicates that the stock markets lead CDS market with few exceptions. Byström (2005) is the first to analyze the relationship between CDS and stock markets, using index level data. He empirically confirms the importance of stock market volatility within the Merton model and concludes that stock market Granger-cause CDS spread changes. Fung et al. (2008) argue that the information flow between the CDS and stock markets is driven by both the market-wide systematic risk (e.g., wars and economic recessions) and/or idiosyncratic risk (e.g., corporate events such as corporate restructuring or insider trading). Thus, the firms' level data may affect the co-movement and the lead-lag relationship between the two markets, and hence authors diversify the idiosyncrasies by using CDS and stock market indices. Fung et al. (2008) also made a distinction between investment grade and high yield CDSs and find that the CDS markets provide additional information for the detection of default probability beyond the stock market. The two-way interaction between these markets is evident especially when the stock market is on a downturn. More recently, Coronado et al. (2012) and Lenciauskaitė (2012) examine the lead-lag relationship between European CDS and stock markets and confirm that stock markets lead sovereign CDSs. However, the CDS market took a lead over stock market before the global financial crises of [2007] [2008] . Galindo et al. (2014) argue that financial integration leads to a credit contraction in the case of adverse financial shocks and also help credit markets to deepen. Therefore, a question like whether the CDS market leads/lags the stock market in terms of both pricing and efficiency has implications for hedging, speculation and arbitrage. The answer to this question can provide "an early warning of large shocks in asset prices". The presence of information on the transmission channels of credit risk across different markets and over time will help to understand the relative efficiency of these markets. Additionally, the information may also answer how the functioning of these markets may change under different market conditions (Avino et al., 2013) .
Moreover, the industry-wise nature (spread and volatility) of the CDS markets is different, and thus they have varying speeds of adjustment, in comparison with the equity counterparts (Narayan et al., 2014) . For instance, Hammoudeh et al. (2013) investigate the banking, financial services and insurance sectors' CDS movements, in the short-and long-run over the period [2004] [2005] [2006] [2007] [2008] [2009] and report that the individual dynamic adjustments to the equilibrium are different for those sectors. Finally, the lead-lag relationship between CDS and equity markets is time dependent (Forte and Pena, 2009; Lenciauskaitė, 2012) , and hence it is difficult to be captured through traditional econometric techniques.
Econometric methodology
The equity index is said to be Granger non-causal for the associated CDS index if the inclusion of an equity variable in the information set does not improve the forecast of the CDS spread. In this paper, we use bootstrap 4 version of Toda and Yamamoto (1995) causality tests due to the following advantages. The method is simple to implement, can be implemented irrespectively of the order of integration and shows better asymptotic distribution (Zapata and Rambaldi, 1997 
′ is a zero mean independent white noise process with the nonsingular covariance matrix ∑. The lag length p is determined through the Akaike Information Criterion (AIC). For a simplistic representation, we separate into two sub vectors, the first one is related to the CDS spread ( ) and the second one is related to counter the stock index ( ) and write equation (1) in the following form:
where
and L is the lag operator defined as
In this setting, the null hypothesis that the equity index does not Granger-cause the CDS market can be tested by imposing zero the restrictions , = 0 for = 1,2, …, . Analogously, the null hypothesis that CDS market does not Granger cause equity market can be tested by imposing the restriction , = 0 for = 1,2, …, . Granger (1969) suggests that the structural instability is the most important problem faced by the researchers. Notably, the structural changes may result in a shift in the parameters and hence the causal relationship may change over time. To examine the change in the causal relationship due to structural changes, we utilize rolling window approach based on the modified bootstrap test. The rolling window MWALD causality test procedure initially estimates the MWALD statistics for a predefined beginning subsample. For the next estimation, the first (next) observation is removed (added) from the beginning (end) of first estimation subsample. The relationship is subsequently re-estimated. In this study, we estimate the MWALD statistics using a subsample of 52 weeks so that T= 52. The first MWALD causality test statistics are obtained using a subsample from 2007:W50 (the start of our study period) to 2008:W49 (i.e., T= 52 observations). Then the second test statistic is obtained by using the data from 2007:W51 to 2008:W50 5 . This rolling procedure continues until the last observation is employed to examine the causal relationship.
Data and findings

Data overview
The study examines lead-lag relationship between the CDSs and their equity counterparts for 11 industries, using the bootstrap rolling window Granger causality. For overall completion, we also analyze the CDS market index representing all industries along with the S&P 500 stock index. The industries include Banks, Financial, Telecommunication, Healthcare, Oil and Gas, Materials, Consumer Goods, Utilities, Industrial, Consumer Services and Technology. This weekly data is extracted from DataStream International (Thomson Financial -2015) for the period December 14, 2007 to December 31, 2014 as the industry level CDS indices were launched by DataStream on the start data of our sample. We use weekly data to avoid the problems of "day of the week" effect and to reduce the noise present in daily data 6 . Figures 1 and 2 show the industry-wise weekly average CDS premiums (in basis points) and equity index levels, respectively. We plot the mean and standard deviations (SD) of the CDS spread and their equity counterparts by industry, respectively. The figures highlight that the CDS premium differs for each industry. It is evident that some industries such as Financials, Industrial and Consumer Services have relatively high CDS spreads, suggesting that these industries are the most risky. The CDS premiums for Banks, Oil & Gas, and Consumer Goods are nearly as half as for the most risky industries. The volatility of the CDS spread as measured by the SD also shows a clear industry-wise pattern and in some industries the volatility is high, while in others it is low 7 .
Fig. 1. Weekly averages and standard deviations of US industry-wise CDS premia (basis points).
5 For the robustness check on the selection of rolling window size, we re-estimated the Granger non-causality test using window sizes of 36, 48 and 60 weekly observations. The estimates are consistent under three different window lengths and are available from the authors on request. 6 We also use the monthly data as a robustness check and results are available on request from the authors. 7 The correlation between all industry-level CDS and stock markets is significant and negative. The correlation results are not presented for the brevity of space; however, are available from the authors on request. Notably, we treat banks and other financial firms separately because earlier empirical works suggest that the CDS premiums of these industries react differently to market conditions (Raunig, 2015) 8 . The CDS indices (denominated in basis points so that 100 basis points equate to one percentage point) are based on 5-year contracts because the five year credit instruments are considered adequate based on liquidity and are widely used in empirical analyses (Narayan et al., 2014; Hammoudeh et al., 2013) . Moreover, senior debt 5-year CDSs are the most liquid contracts and represent over 85% of the single-name CDS traded volume (Trutwein et al., 2011) . The descriptive statistics of both the CDSs (Panel A) and stocks (Panel B) are reported in Table 1 . The financial CDS premium is the highest (362.82 basis points) among the 11 industries and similarly its other statistics i.e. minimum, maximum and standard deviation are also higher than those of the other industries. Oil and gas has the lowest average CDS premium (145.32). All of the time series are non-normal as the null hypothesis of Jarque-Bera (JB) test is rejected at the 1% level. For the econometric analysis, all the series were converted into natural logarithmic form to reduce the sharpness in data and to increase the reliability of results. Note: Max., min., std. dev., skew, kurt and JB stand for maximum, minimum, standard deviation, skewness, kurtosis and the Jarque-Bera normality test, respectively. *** indicates that the null hypothesis of normality is rejected at the 1% significance level.
Unit root test results
The unit root analysis using the Fourier and traditional ADF tests is performed in three steps. In the first step, we determine the optimal frequency ( ) and the optimal lag length ( ). Then, the F-test is utilized to test the null hypothesis of linearity. If the F-test rejects the null hypothesis, then the trigonometric terms are incorporated into the traditional ADF model and the nonlinear FADF test is thus appropriate to examine the unit root properties of a time series. In the case the F-test fails to reject the null, a standard linear ADF test is then used to draw conclusion (Enders and Lee, 2012) .
The results of the unit root tests for all the time series are reported in Table 2 . The upper panel (A) shows the results for the CDS indices and the lower panel (B) presents the results for the equity indices. These results show that the F-statistic fails to reject the null hypothesis of linearity for all the time series, except for the CDS index series of the technology industry. As the F-statistic shows non-linearity in the technology CDS time series, we utilize the non-linear FADF ( ) test to draw a conclusion on stationarity. The FADF test rejects the null of nonstationarity and hence the technology CDS index is stationary in levels, i.e., I(0). For all other series, we revert to the traditional ADF test statistics and conclude that basic materials CDS index is stationary in level, while all the other series are stationary in first difference, i.e., I(I). 
Granger causality results
Next, we use the residual-based modified-LR tests (see e.g., Mantalos, 2000; Hacker and Hatemi-J, 2006) to examine the causal nexus between the industry CDSs and their equity counterparts. The optimal lag length is first determined through the VAR model using the AIC. This model's optimal lag order for each industry pair is reported in the second column of Table  3 . Then the null hypothesis that the CDS market does not Granger-cause the corresponding stock market or vice versa is tested using the full sample bootstrap LR statistics and their respective bootstrap p-values.
Columns (3)- (6) of Table 3 display the full sample bootstrap LR statistics and their bootstrap p-values for the both non-causality hypotheses. The null hypothesis stating that the CDS market does not Granger-cause its stock market counterpart (i.e., CDS −/ → Stock) is rejected for Banks, Health Care and Materials. The null hypothesis that stock market does not Granger-cause its CDS counterpart (i.e., Stock −/ → CDS) is rejected for all industries based on the LR statistic and the bootstrap p-values. The overall results using the full sample bootstrap Granger causality tests show that the equity counterparts appear to have a predictive power of their corresponding CDSs for all industry indices, while also there are industry CDSs that have a predictive power for the Banks, Health Care and Material equity counterparts. The findings based on the full sample estimates are in line with Narayan et al. (2014) where they find that equity markets lead CDS markets in the price discovery in most of the industries. Notably, Narayan et al provide the first and only industry evidence on the CDS-equity markets relationships; however; they use the panel data framework with self-constructed industry panels using firm level data. Note: ***, ** and * indicate significance at the 1%, 5% and 10% levels, respectively. The optimal lag order (k) is determined by the AIC. The relationship CDS −/ → Stock means the CDS spread does not Granger-cause the respective stock index. The p-values in brackets are the bootstrap probability values calculated using 2000 repetitions.
As discussed in the literature review, previous studies on the causal relationship between CDS and equity markets provide mixed results by using different sample periods and model specifications. It is possible that the mixed findings in those studies are due to the sensitivity of the causality tests to sample periods and model specifications. The inference based on Granger causality tests would be misleading if the assumption of parameter stability (due to structural changes or regime shifts) is violated (Salman and Shukur, 2004) . The literature highlights various tests to investigate the temporal stability of the VAR models (see e.g., Andrews, 1993; Andrews and Ploberger, 1994) . We examine the stability of short-run parameters using the Supermum Wald test (Sup-Wald) and Supermum Likelihood Ratio (Sup-LR) tests proposed by Andrews (1993) and Andrews and Ploberger (1994) . These short-run parameter stability tests require data trimming from both ends of the sample. The test statistics are estimated using a fraction of the data [0.15 0.85] with 15% trimming (Andrews, 1993; Balcilar et al., 2010) .
Although it is straightforward to examine the stability of parameters when the variables are stationary, in our case the variables are non-stationary and hence this integration-cointegration property must be taken into consideration. The variables form a VECM in a cointegrated VAR, and therefore it is pertinent to examine the stability of both the long-run and short-run parameters. If the cointegration (long-run) parameters are unstable, the model exhibits long-run instability. Further, the model has full structural instability if the short-run parameters are also unstable. Thus, we can test the consistency of our model, using a two step procedure. In the first step, we test the stability of the cointegration parameters, and then the stability of the short-run parameters. For testing the stability of the long-run parameters, we apply the L c test proposed by Nyblom (1989) and Hansen (1992) . This LM test examines the stability of the parameters against the alternative hypothesis that the parameters follow a random walk process i.e., the parameters are time-varying. In what follows, the Sup-LR and Sup-Wald test statistics are used to examine the swift (the short-run stability) regime shifts.
The estimates of both long-and short-term parametric stability tests along with identified structural break dates are reported in Table 4 . The results for the L c test show that long-run parameters of both the CDS and stock price equations are inconsistent at the usual significance levels. The system L c test statistics indicate that the VAR models as a whole turn out to be unstable at the 1% level of significance for all industries. The results suggest significant evidence of a short-run parameter instability in both equations for all industries as well. The associated structural break dates mainly correspond to the 2008-2009 global financial crisis and the 2011-2013 Eurozone sovereign debt crisis. Thus, the results show that both CDS and equity markets have undergone structural and regime changes during the financial crises episodes. Therefore, the overall evidence based on the parameter stability tests indicates that the VAR model parameters are not constant over time, and thus the statistical inference based on stable parameter assumption is invalid. Further, the inference drawn using the Granger causality test based on the estimates of the full sample VAR model for the CDS and equity market relationship are not reliable. To accommodate the structural shifts and the changes in the CDS-stock causal relationship over time, we estimate the VAR models using a rolling window technique. These rolling window estimates are obtained by sequentially changing the subsample of fixed length from the beginning of the sample to the end. The VAR model and then the bootstrap causality tests are applied for each subsample. This sequential testing of causality has some advantages in comparison to the full sample casualty test. The procedure of fixed window rolling estimation allows the system to evolve over time and accommodate the subsample instability issue in a convenient way, using a sequence of subsamples (Balcilar et al., 2010) . Balcilar et al. (2010) and Tang and Tan (2015) suggest that the rolling window Granger causality estimation require a tradeoff between the window size and the number of estimation windows. The heterogeneity in the data may render the estimates based on a large window size less precise and the latter will also result in fewer windowed estimates. The use of a smaller window may also be imprecise since it may increase the variance of the estimates. However, there is no set criterion for selecting the window size for the rolling window estimation. Pesaran and Timmermann (2005) highlight two conflicting demands, while selecting the optimal window size. The degree of freedom (potential of multiple structural breaks) requires a larger (small) sample size for accurate parameter estimation. Considering the data availability of the CDS spread at the industry level and the above mentioned tradeoff, we arbitrarily select a window size of 52 weeks (a one year time horizon). However, to enhance the precision of rolling estimates, we apply the bootstrap technique (see e.g. Koutris et al., 2008; Balcilar et al., 2010) .
The lack of Granger causality from the CDS markets to the equity markets or vice versa is examined by estimating the residuals-based p-values of the LR statistic of the VAR model in Equation (3). The bootstrap p-values for the 11 CDS-Stock nexuses are plotted in Figures (4a-4k) . The results of the overall CDS index and the S&P 500 index are shown in Figure 4l . In all the plots, the time period starting from the first rolling window to the end is shown on the horizontal axes. The null hypothesis that y does not cause x is rejected when the p-values are below the horizontal black line, showing a less than the 10% significance level. For banks, the results in Figure 4a show that the null hypothesis of the CDS does not Granger-cause the stock counterpart is rejected during the years 2012-2013. In 2012, U.S. banks celebrated their secondmost-profitable year with a whopping $141 billion in net income, which is barely smaller than the record that was set before the crash in 2006. However, the stock market Granger causes the corresponding CDS during the years 2009, 2011 and 2012-2013 . Hence, there is a bi-directional causality between the Banking CDS and stock indices but only during 2012-13.
For the Financial industry CDS-equity nexus, the results reported in Figure 4b indicate that the CDS spreads Granger-cause the corresponding stock index during the years 2011-12, while the Financial stock index Granger-causes the CDS counterpart over most of the time periods. For all the other industries 9 , the results plotted in Figures (4b-4k ) point to following important findings. The CDS markets Granger-cause the corresponding stock markets for a short time period, particularly during 2011-12, for the Health Care, Oil & Gas, Basic Materials, Utilities, Consumer Services and Technology industries. Moreover, CDSs Granger-cause the stocks for Telecommunication and Industrials during the years 2010 and 2013, respectively. However, there is no significant causality from the CDS to the stock market for the Consumer Goods industry. Further, stock markets Granger-cause the CDS counterparts for the Health Care, Oil & Gas, Basic Materials, Industrial and Technology industries for the majority of the sample period. Similar findings are evident for the Telecommunications, Consumer Goods and Consumer Services industries for most of the sample period. However, there is no causality from the stock to CDS markets towards the end of sample period (i.e., 2012-14) for these industries. Interestingly, the utilities industry's stock market does not Granger cause its CDS counterpart over most of the sample period. This industry is a natural monopoly that is regulated by policy makers.
The results of the CDS market index and the S&P 500 index (Figure 4l) show causality from the stocks to CDSs over most of the time period and also a bidirectional causality between the CDS and stock markets during 2012-2013. During this period, Greece downgrades were announced and the markets were uncertain of the future. Thus, during volatile periods we mostly find bi-directional casual links. In sum, the above findings suggest that the causalities between the stock and credit markets vary with time and are unstable over time. The investment decisions (e.g., hedging, speculative, arbitrage or long term investing) may be made while considering the dynamics of the industry CDS-stock markets relationships and with due caution that those relationships are subject to change. It is worth noting that Greece's credit rating was downgraded by Fitch from B+ to CCC on July 13, 2011 and there were also concerns about worsening conditions from the start of 2011. Our results also reveal that the CDS markets may Granger-cause their stock counterparts during the periods marked with significant credit events, which adds to the existing literature that suggests that the causality comes from the stock market only.
a). Banks b). Financials c). Telecommunications d). Healthcare e). Oil and Gas f). Basic Materials g). Consumer Goods h). Utilities
Determinants of CDS-stock nexuses
After identifying the episodes of significant Granger-causality for the different industries, we use the probit regression models to analyze the determinants of the CDS-stock nexuses of those industries. For this, our dependent variable (y) takes the value of one if the Granger casualty is significant at the 10 percent level and zero otherwise. The objective is to examine and quantify a set of instruments (X) that may explain the dynamics of Granger causality between the CDS and stock markets for the 11 industries, i.e. the probability of occurrence of this event (y). In doing so, we model the probability of observing a value of one as: where Φ is the cumulative distribution function of the standard normal distribution. We adopt the standard convention by assuming that the index specification is linear in the parameters and takes the form ′ . The explanatory variables in our model are known to impact both the CDS and equity markets and hence we hypothesize that these identified variables may explain the interactive relationships between these two markets as well. We include in the model the general business conditions as proxied by the Aruoba-Diebold-Scotti (ADS) business conditions index, the market volatility (VIX), interest rate, the slope of the yield curve, the default risk premium and the Fama-French factors as the explantroy variables. It is evident from the results of short-term stability analysis that both credit and stock markets are impacted by the global financial crisis of 2008-2009 and the Eurozone sovereign debt crisis of 2011-2013. To reflect the impact of these changes we also use dummy variables for these crises periods as explanatory variables in our model. The definitions, sources and related references are provided in Table 5 .
Table 5
Explanatory variables used in the probit model Note: The crisis dummy variables (DM1 and DM2) take the value one during crises and zero otherwise. The crises' dates are specified according to the sources mentioned in this table.
The estimation of the probit model is done using the general-to-specific approach based on the theory of reduction (Hendry, 1995, Ch. 9) . We initially analyze a general statistical model with all the explanatory variables and then eliminate the statistically insignificant ones. First, we estimate the probit model for the case when the CDS markets Granger cause the stock markets. The results are reported in Table 6 . The z-statistics and the robust standard errors are computed using the Huber-White quasi-maximum likelihood method. The coefficients of the probit regressions do not allow a direct interpretation of the impact of an explanatory variable on dependent variable. Therefore, we are interested in the ceteris paribus effects of changes in the regressors affecting the probability of causality. We calculate the marginal effects and report them in squared brackets [ ] below the probit regression coefficient for each predicting variable. These marginal effects can be interpreted as the impact of a unit change in a given explanatory variable on the probability that the CDS Granger-causes its corresponding stock or vice versa, keeping all the other variables constant. The results are computed using the average values of the variables 10 and the distinction of the coefficient signs is made by shading the relative columns (i.e., the negative coefficients are shaded with light grey color).
For banks, an increase in the statistically significant explanatory variables (ADS, SPOT, and SMB) decreases the probability of the CDS Granger causing its stock counterpart. Interestingly, the SMB portfolio returns (size premium) also decrease this probability. The importance of the bank size as a strong determinant of the Banking CDS premium is also highlighted by Raunig (2015) and Bijlsma et al. (2014) , among others. Bijlsma et al. (2014) find that large banks have a 67 basis points funding advantage over small banks. Additionally, it can be inferred that deterioration in the business conditions (ADS), and an increase in the interest rate (SPOT), and the size premium (SMB) reduces the probability causality flow from the Banking CDS market to their corresponding stock market. Notably, VIX and DM2 increase the probability of the CDS Granger causing its stock counterpart.
Overall, the business conditions (ADS), the market volatility (VIX), the Treasury bond rate (SPOT), the slope of the yield curve (SLOPE), and Default premium (PREM) are the major drivers of causality from the CDS to the stock markets in most of the industries, but do not serve the same causing role for all the industries. Specifically, an increase in the Treasury bond rate decreases the probability of causality from the CDSs to stocks for the Telecommunication suggesting a calming effect on credit risk of higher interest rates in this industry. On the other hand, an increase in the same Treasury bond rate increases the probability of causal flows from CDSs to stocks for the Oil & Gas, Consumer Goods, Utilities, and Consumer Services industries, underscoring the differential impacts of higher interest rates in the U.S. industries. Therefore, increases in government bond yields are processed differently by the CDS and stock markets depending on the industry. However, increases in the Treasury bond rate and the slope of the yield curve have inverse impacts on the causality flows. If the increase in the Treasury bond rate increases (decreases) the probability of CDS Granger-causing stock for an industry, an increase in the slope of the yield curve decreases (increases) it for that industry. These credit variables thus differentially affect the CDS and stock markets and their causalities as their information does not arrive simultaneously in the CDS and stock markets. An increase in the government bond yields signals more risk for some but not all industries and hence strengthens the causing role of the CDS markets, contributing to greater causality from CDSs to stock markets. On the other hand, the slope of the yield curve reflects the strength of the economy and the state of the business cycle, and would thus be reflected more in corporate earnings and the stock markets than in the CDS markets, leading to lower causality flows from CDSs to stocks.
A similar impact on the causality flows is observed with the improvement/increase of the business conditions and default premium. The improvements in business conditions decrease the probability of casual flows from CDS to stock markets whereas increase in default premia increase such probability. The market volatility (VIX) is another important explanatory factor driving the causality flows from the CDS to stock markets and is significant in the majority of the industries. An increase in the market volatility which reflects tightening anxiety in the markets would increase the probability of CDSs causing stocks, except for the Technology industry. Notably, the dummy variable used to reflect European sovereign debt crisis of 2011-13 increases the chances of causal flows from CDS to stock markets. The findings that CDSs Granger-cause their stock counterparts during the years 2011-12 and that VIX increases this probability collectively indicate that under volatile market conditions, the credit markets reflect the market information more quickly than stock markets in comparison with normal market conditions. These findings suggest that CDS markets may not Granger cause stock markets under normal conditions; however, changing market volatility (e.g., VIX) would increase the chances.
Further, increases in the value premium (HML) would decrease the probability of the causal flows from the CDSs to the stocks causal nexus for the Utilities industry. Finally, the reported McFadden R-squared values show the models' goodness of fit for these relationships, where the values range between 0.09 (Banking) and 0.64 (Consumer Goods), suggesting that the industrywise impacts of business conditions, market volatility, interest rate, slope of the yield curve, default premium and Fama-French factors on the causal flows are different. Now, we estimate the probit models to examine the industry-wise determinants of causality from the stock to CDS markets. The results are reported in Table 7 . For banks, an improvement in the business conditions (ADS), an increase in the interest rate (SPOT) and the size premium (SMB) separately would decrease the probability of causality running from the banking stock market to the corresponding CDS market whereas the default premium (PREM) increase this probability. The changing market conditions (even improvements in business conditions) decrease both directional probabilities (i.e., the causality from stocks to CDSs and CDSs to stocks. The banking industry CDS-stock nexus is strong when the market situation is stable. VIX would increase this probability probably pointing that the source of fear is coming from the banking stock market. However, the magnitude of this effect is very low. The probability of a casual flow from the financial industry stock index to the CDS counterpart increases with an increase in the stock market volatility (VIX), underscoring a tranquility in financial stability. The stock-to-CDS causality also increases (decreases) with the increase (decrease) in the size premium (slope of the yield curve). The causal flows from the financial industry's stock to CDS market are also higher during the Eurozone sovereign debt crisis of 2011-2013, as the coefficient shows a positive value.
All in all, for all industries, PREM, VIX, SPOT, ADS and SLOPE appear to be the significant determinants of causality flows from the stock-to-CDS counterparts. The stock-to-CDS causal flows decrease with the improvement in the business conditions for Oil & Gas, Utilities, Industrials and the overall market index. On the other hand, improvements in the business conditions increase the causality from the stock to CDS markets for the Consumer Services industry. Further, surges in default premium significantly increase the probability of stocks causing CDSs for Telecommunication, Health Care, Oil & Gas, Basic Material, Industrials, Consumer Services and the overall market index. Notably, we find that improvements in the business conditions decrease the causal probability, while the default premium increases it for the Banks, Oil & Gas, Industrials and overall market index, which suggests that the stock-to-CDS causal flows more likely occur during deteriorating market conditions. Moreover, a spike in the Treasury bond rate (SPOT) increases the probability of the causal flows running from stocks to CDSs for Healthcare, Basic Material, Consumer Goods, Utilities, Consumer Services, Technology and Market Index, while decreases the flows for Telecommunication, Oil & Gas and Industrials. An increase in the slope of the yield curve also reduces the probability of causality from stocks to CDSs for seven out of the nine cases. The probability of equity causing CDS increases with the increase in default premium Telecommunication, Healthcare, Oil & Gas, Basic Materials, Industrial, Consumer Services and overall market index. An increase in the size premium (SMB) also increases the causality probability from stocks to CDSs for Financial. Similarly, the value premium (HML) increases the probability that stock markets Granger cause the corresponding CDS markets for Basic 
Conclusion
This study examines the CDS-equity nexuses for 11 industries in the United States by employing bootstrap Granger causality tests, using industry level data. We use weekly data that span the period from December 14, 2007 to December 31, 2014. The bootstrap Granger causality tests are conducted using both the full sample and rolling window subsamples. The later is utilized to cater for structural changes and their impacts on the Granger causality estimates.
The findings of the full sample bootstrap tests reveal that the stock markets Granger-cause the CDS counterparts in all cases, and there is also a bi-directional causality for the Banking, Healthcare and Materials industries. The results also show that the full sample short-run parameters are unstable due to structural changes and regime shifts caused mostly by the recent global crises including the 2008-2009 global financial crisis and the 2011-2013 Eurozone sovereign debt crisis. The rolling window approach provides strong empirical evidence that the lead-lag relationship between the stock and credit markets for all industries is dynamic with varying degrees of causalities because of structural breaks. The stock markets at the industry and overall market levels lead their CDS counterparts, except for the Utility industry, over the majority of the time period, using the rolling window approach. However, the industry CDS markets also Granger-cause the corresponding stock markets when being a part of bidirectional causalities during the volatile market conditions. For the overall market index, the causality also runs from the CDS markets to the stock markets during 2009-10 and then 2011-13, which adds a new result to the existing literature that concentrates on the stock-to-CDS causality.
Further, the study analyzes some of the possible determinants of the CDS-stock causal nexuses at the industry level through the probit model. The overall results show that the business conditions, the Treasury bond rate, the slope of the yield curve, and the market volatility (VIX) are the major determinants of the causality from the CDS to stock markets in most of the industries. The findings also suggest that the impacts of the macro-economic determinants on this relationship are industry-dependent and that different market conditions may increase (or decrease) the probability of the Granger causality running from the CDS to the stock markets and vice versa. For example, hikes in VIX would increase the probability of CDSs causing stocks for almost all industries reflecting fear and anxiety in the markets, whereas increase in interest rates enhances the causal flows from stocks to CDSs in majority of cases. Changes in the different macro-economic information may be processed in stock markets but not in the credit markets or both simultaneously. Hence, those changes may affect the CDS-stock interactions and the probabilities of causality for the industries differently.
