Abstract. This paper provides sufficient conditions for the asymptotic normality of quadratic forms of averages of random vectors of increasing dimension and improves on conditions found in the literature. Such results are needed in applications of Owen's empirical likelihood when the number of constraints is allowed to grow with the sample size. In this connection we fix a gap in the proof of Theorem 4.1 of Hjort, McKeague and Van Keilegom (2009) . We also demonstrate how our results can be used to obtain the asymptotic distribution of the empirical likelihood with an increasing number of constraints under contiguous alternatives. In addition, we discuss potential applications of our result. As an example we treat testing for the equality of the marginal distributions of a bivariate random vector.
Introduction
Let r n be positive integers that tend to infinity with n. Let ξ n,1 , . . . , ξ n,n be independent and identically distributed r n -dimensional random vectors with mean E[ξ n,1 ] = 0 and dispersion matrix V n = E[ξ n,1 ξ n,1 ]. We assume throughout that the largest eigen value of V n is bounded,
and that the euclidean norm of V n tends to infinity, (C2) trace(V 2 n ) → ∞. Let |x| denote the euclidean norm of a vector x. We are interested in the asymptotic behavior of |ξ n + µ n | 2 with µ n an r n -dimensional vector satisfying
andξ n the r n -dimensional random vector defined bỹ
ξ n,j .
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More precisely, we are looking for conditions that imply the asymptotic normality (1.1) |ξ n + µ n | 2 − |µ n | 2 − trace(V n ) 2 trace(V 2 n )
=⇒ N (0, 1).
Of special interest is the case, when µ n is the zero vector and V n is idempotent with rank q n tending to infinity. Then (1.1) simplifies to (1.2) |ξ n | 2 − q n √ 2q n =⇒ N (0, 1).
In particular, if µ n is the zero vector and V n equals I rn , the r n × r n identity matrix, then (1.2) becomes (1.3) |ξ n | 2 − r n √ 2r n =⇒ N (0, 1).
Such results are needed to obtain the asymptotic behavior of the likelihood ratio statistic in exponential families of increasing dimensions and to study the behavior of Owen's empirical likelihood when the data dimension is allowed to increase with the sample size. The former was done by Portnoy (1988) We achieve our goal by proving two central limit theorems. The first one uses the following growth conditions.
In the presence of (C1), the growth conditions (1.4)-(1.6) are implied by
). Thus we have the following corollary.
The next theorem uses
and the Lindeberg condition,
The proofs of the theorems are given in Section 7. Section 6 gives technical details needed in the proofs. In Section 2 we discuss the results in more detail and compare our results with those in the literature. Section 3 illustrates how our results can be used to give the asymptotic behavior under contiguous alternatives. In Section 4 we discuss potential applications of our results. We illustrate such an application in Section 5 by presenting a test for the equality of the marginal distributions of a bivariate random vector.
Discussion Of The Results
We begin by addressing sufficient conditions for the Lindeberg condition.
Remark 1. In view of the inequality
the Lindeberg condition (L) is implied by
In view of the inequality
the Lindeberg condition (L) holds whenever
Let us now specialize our results to the case when µ n is the zero vector and V n is an idempotent matrix with rank q n tending to infinity. In this case (C1) -(C4) hold and (1.1) simplifies to (1.2).
Corollary 2. Suppose V n is idempotent with rank q n tending to infinity. Then the following are true.
For its importance we formulate the special case V n = I rn .
Corollary 3. Suppose V n equals I rn . Then the following are true.
Remark 2. Portnoy (1988, Theorem 4.1) obtains the conclusion (1.3) in the case V n = I rn under the growth condition r n /n → 0 and the assumption that the coordinates ξ n,1,i of ξ n,1 have a uniformly bounded sixth moment,
His last condition implies
and the latter implies
Thus his result is a special case of part (b) of Corollary 3.
Remark 3. Assume that ξ n,1 = V n Z n for some symmetric idempotent matrix V n with rank q n tending to infinity and some random vector
n,l ] for distinct indices i, j, k, l and non-negative exponents α 1 , . . . , α 4 that sum to 4. The above conditions generalize those in Cheng, Peng and Qin (2009) with our V n equal to their Γ n (Γ n Γ n ) −1 Γ n . These authors require instead of (2.2) the stronger
n,rn ] = β for some β. Relying on results of Bai and Saranadasa (1996) , they obtain (1.2) under the condition that q n = O(n). We shall show
Thus we obtain (1.2) from part (a) of Corollary 2 without their restrictions.
Note that the right-hand side in (2.3) equals zero if at least one of α 1 , . . . , α 4 equals one and that (2.
Here we used the identity
and the inequalities
Using the identities |ξ n,1
n ξ n,1 | 2 and ξ n,1 ξ n,2 = Z n ξ n,2 we obtain (2.4) and (2.5). Note also that E[|ξ n,1 | 2 ] equals trace(V n ). 
where X n,1 , . . . , X n,n are independent and identically distributed r n -dimensional random variables with mean E[X n,1 ] = 0 and invertible dispersion matrix W n . It is equivalent to
with ξ n,j = W −1/2 n X n,j . The goal is to show that −2 log R n is approximately a chi-square random variable with r n degrees of freedom. This is done by showing the asymptotic normality result
This result is typically achieved in two steps. The first step establishes the approximation
n ), and the second step obtains the asymptotic normality result (1.3).
In their Theorem 4.1, Hjort, McKeague and Van Keilegom (2009) claim (2.6) under the assumptions that the q-th moments of the coordinates of X n,1 are uniformly bounded for some q > 2, that the eigen values of W n are bounded and bounded away from zero, and that the dimension r n satisfies
Their proof, however, is valid for the case q ≥ 6 only, as they rely on Portnoy's (1988) asymptotic normality result mentioned in Remark 2 above. With C a bound on the largest eigen value of W −1/2 n and B a bound on the q-th moments of the coordinates of X n,1 , their assumptions imply
Thus the required asymptotic normality follows from part (d) of Corollary 3 with α = q/2. Note that their requirement (2.8) on r n implies
as needed. This closes the gap in Theorem 4.1 of Hjort, McKeague and Van Keilegom (2009).
In this case, part (b) of Corollary 3 allows for larger r n than part (d).
Asymptotic Behavior Under Local Alternatives
Let (X , S , Q) be a probability space and w n be a function from X into R rn satisfying w n dQ = 0, |w n | 2 dQ < ∞ and
Assume also that the matrix W n = w n w n dQ satisfies
. . , X n are independent X -valued random variables with distribution Q. The next theorem answers the question of what happens if we slightly perturb the distribution Q. Let h denote a measurable function satisfying h dQ = 0 and h 2 dQ < ∞ and set
) and c n n 1/2 /s n → ∞. Let Q n,h denote the probability measure with density 1 + n −1/2 s n h n with respect to Q. By construction, we have
If s n = 1, this implies that the product measures Q n n,h and Q n are mutually contiguous. Set µ n (h) = w n h dQ and ∆ n = n −1/2 s n |w n | 2 h n dQ.
Theorem 3. Let X n,1 , . . . , X n,n be independent X -valued random variables with distribution Q n,h . Then we have the asymptotic normality result
In the case s n = 1, this simplifies to
Proof. Taking ν n = µ n (h n ) and ξ n,j = w n (X n,j ) − n −1/2 s n ν n , we can write
The dispersion matrix of ξ n,1 is given by V n =W n − n −1 s 2 n ν n ν n wherẽ
By construction, |n −1/2 s n h n | is bounded by 2c n . Thus, for k = 1, 2, we have the inequality
Since trace(W 2 n ) ≤ λ n trace(W n ), we also have trace(W n ) → ∞. The requirements on the sequences c n and s n imply n −1/2 s n = o(c n ) = o(1). Using this and the above, we find
Thus the conditions (C1)-(C4) hold with µ n = s n ν n . For (C3) note that ν n V n ν n is bounded by (3.5) and (3.6). Finally, using (3.1), |n −1/2 s n ν n | = o(1) and the bound n −1/2 s n |h n | ≤ 1, we derive the Lindeberg condition (L). Thus Theorem 2 yields (3.10)
The desired result (3.3) follows from this, (3.7), (3.9) and the fact that trace(V n ) = trace(W n ) + ∆ n + o(1). In the case s n = 1, we have the bound
This bound and trace(W
) and hence (3.4).
Remark 6. Let X n,1 , . . . , X n,n be independent X -valued random variables with distribution Q n,h for s n = 1. Consider the empirical likelihood
with v n a measurable function from X n+1 into R rn . Suppose that
when h = 0. By contiguity, this then also holds if h = 0 and we obtain
If W n is idempotent with rank q n tending to infinity, this simplifies to
and may be interpreted as −2 log R n being approximately a non-central chi-square random variable with q n degrees of freedom and non-centrality parameter |µ n (h)|.
Remark 7. In the previous remark Q n,h was chosen to have density 1 + n −1/2 h n . By (3.2) this implies that
The results of the previous remark remain true under the more general condition (3.12).
Applications
In applications, the quadratic form |ξ n | 2 will often serve as an approximation to a more complicated statistic S n . More precisely, suppose that we have the expansion
n ), then the asymptotic normality result (1.3) implies the same asymptotic normality result for S n ,
Of special interest is the case ξ nj = W −1/2 n w n (Z j ), where Z 1 , . . . , Z n are kdimensional random vectors with common distribution Q and w n is a measurable function from R k into R rn such that w n (Z 1 ) has mean w n dQ = 0 and dispersion matrix W n = w n w n dQ which satisfies
n ) and r n = o(n). It then follows from part (b) of Corollary 3 that (1.3) holds. Now letŵ n denote an estimator of w n and consider the statistic
In this setting, (4.1) follows from the statements
These statements typically require additional restrictions on the rate of growth of r n . LetW
Then we have
Hence (4.5) is implied by r 
Testing for equal marginals
Let us illustrate the result of the previous section by means of an example, namely testing for the equality of the marginal distributions of a bivariate random vector. Let the observations (X 1 , Y 1 ) , . . . , (X n , Y n ) be independent copies of a bivariate random vector (X, Y ). We want to test whether the marginal distributions are the same. This is of importance when X denotes pre-treatment and Y posttreatment measurement. Equality of the marginal distributions indicates that there is no treatment effect. Assume that the marginal distribution functions F (of X) and G (of Y ) are continuous.
Let us set H = (F + G)/2. We can estimate H by the pooled empirical distribution function,
Assume from now on that F equals G so that the null hypothesis holds. Then
We also impose the condition
with A = {a ∈ L 2,0 (H) : a 2 dH = 1} the unit sphere in L 2,0 (H). Let ψ 1 , ψ 2 , . . . denote an orthonormal basis of L 2,0 (U ), where U is the uniform distribution on [0, 1]. Since H is continuous, the functions ψ 1 •H, ψ 2 •H, . . . form an orthonormal basis of L 2,0 (H). We shall work with the trigonometric basis defined by
because these functions are bounded and have bounded derivatives. Let v n = (ψ 1 , . . . , ψ rn ) and set
To see this use the fact that u v n belongs to A for each unit vector u. Thus (4.3) holds. Since
If H were known, we could use the test statistic |W
n T n , where
Since H is unknown, we work instead withT nŴ −1 nTn wherê 
This implies
Thus we have proved the following result.
Corollary 4. Suppose F equals G and (5.1) holds. Then we have the asymptotic normality resultT
provided r n tends to infinity and r 4 n /n tends to zero. This result shows that the test which rejects the null hypothesis ifT nŴ −1 nTn exceeds the (1−α)-quantile of the chi-square distribution with r n degrees of freedom has asymptotic size α.
An Auxiliary Lemma
Our proofs of the theorems will rely on the following simple lemma. Lemma 1. Let X 1 , . . . , X m be independent and identically distributed random vectors with zero mean and dispersion matrix V and set
If also E[|X 1 | 4 ] is finite, then one has
and
Proof. The first inequality is the Kolmogorov inequality for random vectors. Let X = X 1 and Y = X 2 . Then
Using independence we calculate
and hence obtain the desired form of Var(|S k | 2 ). It is easy to see that the covariance of |S i | 2 and |S j | 2 equals the variance of |S min(i,j) | 2 . Thus we obtain
and hence the desired bound on the variance of m k=1 |S k | 2 .
Proof Of The Theorems
To simplify notation we abbreviate ξ n,j by ξ j and (trace(V 2 n )) 1/2 by σ n and introduce r n -dimensional random vectors D 0 = 0 and
In view of the identity
we can write the left-hand side of (1.1) as Q n + R n + T n where
We have E[T 2 n ] = 2µ n V n µ n /σ 2 n → 0. Thus the desired result follow if we show that R n converges to zero in probability and that Q n is asymptotically standard normal. The latter follows from the Martingale Central Limit Theorem (see e.g. part (a) of Theorem 2.5 of Helland (1982) , or Corollary 3.1 in Hall and Heyde (1980) and the ensuing remarks) if we verify that
and, for > 0,
with E j−1 the conditional expectation given ξ 1 , . . . , ξ j−1 . Of course, (7.1) is a simple consequence of the independence of the random vectors ξ 1 , . . . , ξ n . Proof of Theorem 1. Assume now (1.4)-(1.6) hold. We have R n = o p (1) in view of (1.4) and the identity
The left-hand side of (7.2) equals
Note that the random vector V 1/2 n ξ 1 is centered and has dispersion matrix V 
This shows that S n = 1 + o p (1). Finally, the expected value of the left-hand side of (7.3) is bounded by U n / 2 with
Conditioning in the expectation with index j on ξ j , we obtain with the aid of Lemma 1,
It follows from (1.5) and (1.6) that U n converges to zero. This proves (7.3) and completes the proof of Theorem 1.
Proof of Theorem 2. For an arbitrary positive , we can write R n = R n,1 +R n,2 , where
and calculate E[|R n,2 |] ≤ 2L n ( )/σ n and
This shows that R n = o p (1). Next, we show Indeed, with the help of Lemma 1 we obtain For this we write ξ j = X j + Y j with
In view of the Cauchy-Schwarz inequality, the desired (7.5) follows from the statements This completes the proof of Theorem 2.
