Abstract. Vanishing of higher cohomology groups for certain line bundles on some toric varieties arising from GLn is proved. A weaker statement is proved for G 2 . These two results imply a converse to Mazur's Inequality for GLn and G 2 respectively.
Introduction
In [6] , a converse to Mazur's Inequality for all split classical groups was deduced from a result which, for convenience, we state below as Proposition 0.1. Theorem A is the analogous result to this proposition for the exceptional group G 2 and Theorem B is a stronger version for GL n . The results obtained here are proved using the theory of toric varieties and they can be equally treated (Theorems C and D) as vanishing theorems for higher cohomology groups of some line bundles on certain toric varieties arising from G 2 and GL n , respectively.
Prior to [6] , a converse to Mazur's Inequality for GL n and GSp 2n was proved in [5] , whose notation we follow. (See also [2] for the GL n case). Let F be a finite extension of Q p . Denote by O F the ring of integers of F . Suppose G is a split connected reductive group, B a Borel subgroup and T a maximal torus in B, all defined over O F . Let P = M N be a parabolic subgroup of G which contains B, where M is the unique Levi subgroup of P containing T .
We write X for the set of co-characters X * (T ). X G and X M will stand for the quotient of X by the co-root lattice for G and M , respectively. Also, let ϕ G : X → X G and ϕ M : X → X M denote the respective natural projection maps.
Let µ ∈ X be G-dominant and let W be the Weyl group of T in G. W acts on X and so we consider W µ := {w(µ) : w ∈ W } and the convex hull of W µ in a := X ⊗ Z R, which we denote by Conv (W µ). Define P µ = {ν ∈ X : (i) ϕ G (ν) = ϕ G (µ); and (ii) ν ∈ Conv (W µ)} .
Let a M := X M ⊗ Z R and write pr M : a → a M for the natural projection induced by ϕ M .
The aim is to generalize the proposition below for G = GL n and prove an analogous result for G = G 2 . [4] explains how a converse to Mazur's Inequality can be deduced from that.
Proposition 0.1. (cf. Theorem 0.2 in [6] ) Let G be a split connected reductive group over F with every irreducible component of its Dynkin diagram of type A n , B n , C n , or D n . With the notation as above, we have ϕ M (P µ ) = {ν 1 ∈ X M : (i) ν 1 , µ have the same image in X G ;
(ii) the image of ν 1 in a M lies in pr M (Conv W µ)} .
We are going to phrase our results using the so-called (G, T )-orthogonal sets (see [1] for more on these sets). A family of points x B in X, one for every Borel subgroup B of G that contains T , is called a (G, T )-orthogonal set in X if for every two adjacent Borel subgroups B, B ′ , there exists an integer n such that
where α ∨ is the unique co-root for T that is positive for B and negative for B ′ . Similarly, if we have a point x P ∈ X M for each parabolic subgroup P of G that admits M as a Levi component, then the family (x P ) is called a (G, M )-orthogonal set in X M if for every two adjacent parabolic subgroups P, P ′ that admit M as a Levi component, there exists an integer m so that
If all the numbers n (resp. m) are non-negative then we say that (x B ) is a positive (G, T )-orthogonal set (resp. (x P ) is a positive (G, M )-orthogonal set).
An important example of a positive (G, T )-orthogonal set arises from Weyl orbits W µ. Let ν ∈ X, then we say that ν is dominant with respect to a Borel group B = T N if for every root α in Lie(N ) we have that α, ν ≥ 0. We get a positive (G, T )-orthogonal set by associating to every Borel group B the unique element x B ∈ X that is both dominant with respect to B and lies in W µ.
If (x B ) is a (G, T )-orthogonal set in X, then we get a (G, M )-orthogonal set as follows. The points (x B ), where B is a Borel subgroup containing T and B ⊂ P , form an (M, T )-orthogonal set in X, and we get a point x P ∈ X M as the common image in X M of all the points in {x B : B ⊂ P }. The set of all such points x P , where P is a parabolic that contains B and admits M as a Levi component, is a (G, M )-orthogonal set in X M . Moreover, if (x B ) is positive, then (x P ) obtained in this way is positive as well.
We can now state our main results.
Theorem A. Let G = G 2 . With notation as above we have that
arising from a Weyl orbit, and its correspond-
Theorem B. Let G = GL n . With notation as above we have that
for every positive (G, T )-orthogonal set (x B ) and its corresponding (G, M )-orthogonal set (x P ).
It is clear that the GL n case of Proposition 0.1 becomes a special case of Theorem B when (x B ) is a Weyl orbit. Also note that in both theorems A and B, the lefthand side is obviously contained in the right-hand side. The non-trivial part is to show the other containment.
The proof of these two theorems will involve the theory of toric varieties and we will freely use standard terminology and basic facts from this theory which appear in [3] . Let us first make clear the correspondence between (G, T )-orthogonal sets and line bundles on certain toric varieties (see e.g. [1] ). We keep the same notation as above. LetĜ andT be the Langlands dual group for G and T , respectively. Let Z(Ĝ) be the center ofĜ. Then the fan of our projective nonsingular toric variety, which we denote by V G , is the Weyl fan in X * (T /Z(Ĝ)) ⊗ Z R and the torus isT /Z(Ĝ) (see e.g. [8] for a remark on where these varieties appear). It is immediate that there is a one-to-one correspondence between cones in the fan of V G and parabolic subgroups of G that contain T . Moreover, there is a one-to-one correspondence between maximal cones in the fan of V G and Borel subgroups of G that contain T .
It is a general fact that maximal cones in a fan of a toric variety correspond to the torus fixed points in that variety. Also, a line bundle on a toric variety is completely determined by a set of characters (one for each maximal cone) such that they agree on the overlaps. Therefore, in our case, we get a one-to-one correspondence between isomorphism classes ofT -equivariant line bundles on V G and (Ĝ,T )-orthogonal sets in X * (T ), i.e, (G, T )-orthogonal sets in X (sinceT /Z(Ĝ) acts on V G , so doesT , using the surjectionT →T /Z(Ĝ)).
More specifically, if L is aT -equivariant line bundle on V G , then at eachT -fixed point v in V G the torusT acts by a character, say, x B on the line in L at v, where B is the Borel subgroup corresponding to v. In this way we see that for every such subgroup B we get a character x B ∈ X * (T ), i.e., a co-character x B ∈ X (see e.g. [1] ).
A very useful remark is that positive (G, T )-orthogonal sets correspond to line bundles on V G which are generated by their sections, and hence their higher cohomology groups vanish. This last result follows from the more general fact that if the support of the fan (i.e., the union of all the cones in the fan) of a toric variety is convex, then the higher cohomology groups vanish for line bundles (on this variety) which are generated by their sections (see e.g. [3] ).
Let α be a root ofĜ (which can be assumed to be simple). Then we can look at the hyperplane [α ∨ = 0] which corresponds to α inside the fan of V G (i.e., the set of points in the Weyl fan where the co-root α ∨ vanishes). The intersection of this hyperplane with the initial fan creates a sub-fan which gives rise to a toric variety, in fact aT -Cartier divisor on V G , which we denote by D α . The dual lattice in D α is obtained by projecting X * (T ) onto the dual fan of D α along the root α. Call this projection map p α . Now let L be aT -line bundle on V G that is generated by its sections. Then we have a short-exact sequence of sheaves on V G :
where J Dα is the ideal sheaf of D α and i is the inclusion map D α ֒→ V G . Note that
, for all i > 0, since L is generated by its sections and V G is projective, and also
for all i > 0, since L| Dα is generated by its sections and D α is a projective toric variety. Therefore the short-exact sequence gives rise to the long-exact sequence
So we see that surjectivity of the map ϕ is equivalent to
We claim that the following result implies Theorem A.
Theorem C. With notation as above, we have that
whenever L arises from a Weyl orbit.
Let us explain this implication. Put G = G 2 . Suppose that L corresponds to the Weyl-orbit orthogonal set (x B ) in X, i.e. in X * (T ), and, as before, denote by (x P ) the corresponding (G, M )-orthogonal set in X M , i.e. in X * (M ). Write P L for the intersection of X * (T ) with the convex hull Conv{x B } of (x B ). Then we have (see e.g. [3] )
Assume α is the root that corresponds toM , in the sense that the projection map p α : X * (T ) → [α ∨ = 0] along the root α corresponds to the projection map pr M (remember that we are in the Langlands dual "world" so co-roots become roots etc.). Then we write P L,α for the intersection of Conv{x P } with p α (X * (T )) and we get
) from the long-exact sequence above is given by ϕ(χ u ) = χ pα(u) . This explains why Theorem C implies Theorem A, since p α corresponds to pr M . Now let G = GL n . This case is slightly more complicated (because it is not two-dimensional!) but let us at least see how surjectivity of ϕ implies Theorem B for all M = GL n1 × GL n2 × · · · × GL nr such that only one of n i 's is equal to 2 and the rest are equal to 1.
Without loss of generality we can assume that n 1 = 2 and n 2 = . . . = n r = 1 where r = n − 2. Keeping the same notation as above, we have in this case a = R n ,
and pr M , which in general is given by averaging over each of the r "batches", now agrees with p α where α = L 1 − L 2 :
As in the G 2 case, we find that
and ϕ(χ u ) = χ pα(u) . Then surjectivity of ϕ clearly implies Theorem B for this particular case.
In general pr M does not correspond to one p α , rather, it is a composition of a number of p α 's, for distinct roots α. We explain in Section 3.6 how the general case is handled.
The surjectivity of ϕ is ensured by the next result.
Theorem D. With notation as above, we have that
whenever L is generated by its sections.
This will be obtained from the case of G = SL n :
Theorem E. With notation as above, we have that
It is worth mentioning that vanishing results like the ones in theorems C and D are also of independent interest just from a toric-variety point of view. A very important vanishing result for toric varieties has been proved by Mustaţȃ (see e.g. [7] ) and for the particular toric varieties arising from GL n and G 2 theorems C and D give vanishings of higher cohomology groups for more line bundles on these varieties.
Finally, once a notation is introduced, it will be fixed for the rest of the paper.
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Some useful results
Let V = V G be a toric variety corresponding to G as described in the Introduction and let ∆ be the fan of V (it is known that V is non-singular and projective). Each element of ∆ corresponds to a unique torus orbit in V , and under this identification, if we denote by ∆(1) the set of rays in ∆ and if ρ ∈ ∆(1), we write D ρ for the closure of the orbit of ρ, aT -Cartier divisor. In fact,T -Cartier divisors on V can be written as a linear combination of D ρ 's. From now on let us agree to refer tô T -Cartier divisors simply as divisors.
Let us mention another way of characterizing divisors on toric varieties (see e.g. [3] , but be aware of a sign difference). A divisor D on a toric variety V (∆) is completely determined by a set of characters u(σ), one for every element σ ∈ Max(∆), which form a (Ĝ,T )-orthogonal set (we will usually call these just orthogonal sets; here and throughout this paper, Max(∆) stands for the set of maximal cones in ∆). This orthogonal set in turn gives a continuous piece-wise linear function ψ D on the support |∆| := ∪ σ∈|∆| σ of the fan, where ψ D (v) = u(σ), v , for all v ∈ σ. And conversely, given a continuous piece-wise linear function ψ on |∆| we get a divisor by looking at the characters u(σ), σ ∈ Max(∆), which define ψ on the maximal affine pieces of V .
From what we said, it is easy to see that if
where u(σ)'s are found by solving the system of equations
and v ρ stands for the primitive lattice element in the ray ρ.
The following result is going to be very useful.
is generated by its sections if and only if ψ D is (lower) convex. b) For every i ≥ 0 there exist canonical isomorphisms
and
where
Keep the same notation as above and let α be a simple root ofĜ. The following result was suggested to us by R. Kottwitz.
Lemma 1.2. For the toric variety
Proof. This follows from considering the rational function χ α −1 on V G and computing the corresponding principal divisor. Note that the divisor of zeros corresponds to D α . This allows us to explicitly compute the orthogonal set for D α .
Proof. The result follows at once from Lemma 1.2 and the fact that, as we discussed earlier, if D = ρ∈∆ a ρ D ρ , then u(σ)'s can be found by solving the system of equations u(σ), v ρ = a ρ , ρ ∈ ∆(1).
2. An Important Lemma Lemma 2.1. Let V (∆) = V G and let α be a simple root ofĜ. Suppose O(D) is generated by its sections. If one of the conditions (i) or (ii) below is satisfied, then the 0-th eigenspace
Proof. First notice that using Proposition 1.1 it is sufficient (and necessary) to show that
Looking at the long-exact sequence we get from the pair (|∆| , U D,α (0)), since V G is complete, we only need to show that U D,α (0) is path-wise connected. Let us do that.
According to Lemma 1.3, U D,α (0) is equal to the union of sets
Here we have written [α ≥ 0] and [α ≤ 0] for the sets {v ∈ |∆| : α, v ≥ 0} and {v ∈ |∆| : α, v ≤ 0}, respectively. Proposition 1.1, part a), implies that sets (2) and (3) are convex. Let us see how this works in the case of (3). Let v and v ′ be in (3) and let 0 ≤ p ≤ 1. Then using Lemma 1.3. we have
which, since ψ D is convex, is not greater than
and the last expression is less than zero since
Clearly, from our assumptions, we also have that pv
If condition (i) of the lemma is satisfied, then U D,α (0) equals the set (3) and hence (1) holds, because (3) is convex.
Suppose that (ii) is satisfied. Since {v ∈ |∆| : ψ D (v) < 0} is convex, this implies that there exists a (non-empty, convex) subset U in [α = 0] that belongs to both the sets appearing in (ii). Then, because of the remarks above, implied by Lemma 1.3, the convex set (3) still contains the set U , since
U is part of (2) as well. Now, the union of (2) and (3) is U D,α (0) and these two convex sets have non-empty intersection. We conclude that U D,α (0) is path-wise connected and hence (1) is true.
Notice that if we knew that (1) is true for all globally generated divisors D, then we could conclude that for those divisors we have
, for all u. Indeed, to prove this, consider the (globally generated) divisor D ′ associated to the orthogonal set {u(σ) − u}, where D is associated to {u(σ)}. Then use (1) (which is assumed to be true for all globally generated divisors), where instead of U D,α (0) we have U D ′ ,α (0). Moreover, using Proposition 1.1, part b), we could then conclude that
An important consequence of this is that Theorem D needs to be proved only in the case when the set (2) is non-empty and
Consequently, it suffices to show that, under these conditions,
because then we get that U D,α (0) is equal to the set (2), which we know is a convex set and we can apply the same reasoning as in Lemma 2.1 to conclude that (1) is true, and by what we just wrote,
3. The SL n case Let V = V G , where G = SL n and soĜ = P GL(n, C). We want to concretely describe the fan ∆ of V . But first, the initial lattice for V is L = Z n /Z (1, 1, . . . , 1) and so the dual one is L ∨ = {(x 1 , . . . , x n ) ∈ Z n |x 1 + . . . + x n = 0}. For every i = 1, . . . , n we put L i for (the element represented by) (0, . . . , 0, 1, 0, . . . , 0) , where 1 appears only on the i-th place. Identify the rays in ∆ with their corresponding minimal lattice points. Then ∆(1) consists of the sums of the form k j=1 L ij , where i j 's are distinct elements from {1, 2, . . . , n} and k = 1, ..., n − 1. The maximal cones in V are the n-dimensional cones whose rays are of the type
where i 1 , i 2 , . . . , i n−1 are distinct elements from {1, 2, . . . , n}. Let α be a simple root ofĜ. Without loss of generality we let α = L 1 − L 2 throughout this section.
The proof of Theorem E will be proved by induction, although we begin by giving the proof for the first two nontrivial cases, n = 3 and n = 4. This may seem a little unusual, but we do so because in order to apply the induction process we will need "many" root-hyperplanes and for n = 4 we don't have "enough" of them.
3.1. Proof of Theorem E for n = 3. In this case the set of maximal cones Max(∆) in the fan ∆ of V G consists of six cones σ 1 , . . . , σ 6 , generated respectively by
is generated by its sections. If u(σ i ), i = 1, . . . , 6 form the orthogonal set corresponding to D, where u(σ i ) is assigned to the maximal cone σ i , then, according to Lemma 1.3, the orthogonal set corresponding to the divisor D − D α consists of u(σ i ) − α for i = 1, 5, 6 and u(σ i ) for i = 2, 3, 4.
From our discussion in Section 2, we only need to prove that (5) is true, under the assumption that the set (2) is non-empty and (4) is true. Suppose, for a contradiction, that under these assumptions there exists v 0 ∈ |∆| such that α, v 0 ≥ 0 and ψ D (v 0 ) − α, v 0 < 0. Since ψ D is continuous and piecewise linear, there are only two cases we need to consider:
We can use the symmetry (x, y, z) → (−y, −x, −z) of the root system, which preserves the half-space [α ≥ 0], to see that we only need to consider the case (i).
is generated by its sections, u(σ i )'s form a positive orthogonal set and therefore there exists a non-negative number
For the same reasons, there exists a non-negative integer m such that
Thus, since ψ D is continuous and piece-wise linear, ψ D takes non-negative values on all of [α ≤ 0], and this contradicts the non-emptiness of (2) . Theorem E follows for n = 3.
Remark 3.1. If we are working with V SL4 , then we can consider sub-fans of the initial fan ∆ that are contained in the root hyperplanes. For example, if our given root is β = L 3 − L 4 , then the sub-fan corresponding to the root hyperplane
, −L 2 and the maximal-dimensional cones are the 2-dimensional cones in ∆ obtained from these rays. This is just a "copy" of the fan of V SL3 and indeed we can carry out the same calculations as above to see that Theorem E holds for this "copy" of V SL3 inside V SL4 . This remark is important for our induction process and is part of a more general story which we see in Section 3.4.
3.2.
Proof of Theorem E for n = 4. Note that we are still assuming that α = L 1 − L 2 . To simplify notation, write σ i,j,k for the maximal cone whose rays are
Let D be a divisor on V G with O(D) generated by its sections. Denote by u(σ i,j,k ) the character corresponding to D for the cone σ i,j,k . Then these characters form an orthogonal set and, according to Lemma 1.3, the orthogonal set corresponding to D − D α consists of u(σ i,j,k ) − α for the maximal cones σ i,j,k contained in the half-space [α ≥ 0] and u(σ i,j,k ) for the ones contained in [α ≤ 0]. Following the discussion in Section 2, we assume that the set (2) is non-empty and that (4) is true. We want to prove (5) and, for a contradiction, suppose that there exists a point v 0 in the half-space [α ≥ 0] such that ψ D (v 0 ) − α, v 0 < 0. Since ψ D is continuous and piece-wise linear on |∆|, there are only four cases we need to consider, corresponding to the rays whose primitive lattice points are contained in
But, we can use the symmetry (x, y, z, w) → (−y, −x, −z, −w) of the root system, which preserves the half-space [α ≥ 0], to see that we only need to consider cases (i) and (ii).
Case (i): Our aim is to show that
, which would contradict our assumption that the set (2) is non-empty. First, if we look at the hyperplane corresponding to the root L 2 − L 3 , as mentioned in Remark 3.1, we get a copy of V SL3 , where the rays of the sub-fan are
These are precisely the rays of ∆ contained in our hyperplane. Apply Theorem E, case n=3, to see that
Similarly, by looking at the hyperplanes corresponding to L 3 − L 4 and L 2 − L 4 and applying Theorem E, for n=3, we get that 
The only non-trivial case is when we want to show that ψ D (L 2 + L 3 ) ≥ 0, because there is no root-hyperplane which contains both L 1 + L 3 and L 2 + L 3 . We proceed as follows. From our assumptions we already know that
where a, b, c ∈ Z, then a+c ≥ 0, a+c−1 < 0, c ≥ 0 and a+b+c ≥ 0, i.e., a = −c, c ≥ 0 and b ≥ 0. But since u(σ i,j,k )'s form a positive orthogonal set, we can find a non-negative integer m so that u(
, and this concludes the proof.
Remark 3.2. Just as in the case of n = 3, if we look one step ahead, we will see that the root hyperplanes in V SL5 can be considered as copies of V SL4 where Theorem E can be applied. See Section 3.4 for this.
3.3.
Proof of Theorem E for n > 4. We use induction to prove the theorem in the general case. Assume that the theorem is true for all V SLn (as well as for the root-hyperplane copies of V SLn inside V SLn+1 ; again see Section 3.4), and we want to prove it for V SLn+1 .
Let D be a divisor on V SLn+1 such that O(D) is generated by its sections. Once more we consider D − D α , where we have taken without loss of generality α = L 1 − L 2 . Following the discussion in Section 2, we assume that the set (2) is nonempty and that (4) is true. We want to prove that (5) 
where i j 's are distinct and different from 1 and 2. We want to prove that for all the primitive lattice points of the form
where p q 's are distinct elements of {3, 4, . . . , n + 1}, we have
For this, it suffices to show that there is a root β ofĜ such that both v 0 = L 1 + L ij and L 2 + L pq are contained in the root hyperplane corresponding to β, because we can then apply the induction hypothesis to conclude that (8) is true.
If there exists an i j from (6) which is not equal to any of p q 's appearing in (7), then put β = L 1 − L ij . If there exists a p q from (7) which is not equal to any of i j 's from (6), then we put β = L 2 − L pq . In both cases, (8) follows at once.
Therefore we are only left with the possibility that, up to permutation, i j 's are equal to p q 's. If this is the case, then we distinguish two cases:
Case 1). The number of L ij 's is greater than one, and so if, say, L ij 1 and L ij 2 appear in (6) we put β = L ij 1 − L ij 2 to get (8) .
Case 2). The number of L ij 's is less than two, and so, because n > 4, we can find L km and L kn which don't appear in (6) and therefore in (7) either. Put β = L k1 − L k2 to see that v 0 and L 2 + L pq belong to the root hyperplane corresponding to β. So we get (8) .
This proves Theorem E for all n.
3.4.
Induction process in Proof of Theorem E. Let us justify the induction process we used in the proof of Theorem E. Suppose G = SL n+1 and let V = V G with the initial lattice Z n+1 /Z (1, 1, . . . , 1) and with dual lattice X * (T ) = {(x 1 , . . . , x n+1 ) ∈ Z n+1 |x 1 + . . . + x n+1 = 0}. Take without loss of generality α = L 1 − L 2 . Then the fan of D α consists of the (n − 1)-dimensional cones of the fan ∆ of V which lie inside the hyperplane [α = 0] = {v ∈ R n+1 : α, v = 0}. The dual lattice for D α is p α (X * (T )). More concretely, the dual lattice for D α is
, x 3 , . . . , x n+1 ). The claim is that we can treat D α as a copy of V SLn inside V .
For ease of notation, let L , x 3 , . . . , x n+1 ). Now let β = α be a root ofĜ. We only need to consider two cases:
, to prove that we can treat D α as a copy of
Define p β , the projection using β, in the same way as p α . We project L ∨ α via p β to get the lattice
If we project L ∨ n via the corresponding p β , we get the lattice
and we also have a natural bijection Ψ β :
Further, if we have an orthogonal set (ξ i ) in V SLn , then we get an orthogonal set (Ψ −1 (ξ i )) in D α by applying Ψ −1 to the former. And conversely, we apply Ψ to an orthogonal set in D α in order to get an orthogonal set in V SLn . Also, points in
The proof of the following Lemma then solely involves unravelling the definitions of the maps involved and the definition of a convex hull. Incidently, it proves, as we wanted, that we can treat D α as a copy of V SLn inside V , for which Theorem E holds. Lemma 3.3. For the corresponding orthogonal sets (ξ i ) and (Ψ −1 (ξ i )) we have that
. This is handled analogously to I) and the lemma above holds in this case, too. Let us mention that in this case we have
n+1 i=3
x i = 0; x i ∈ Z, ∀i}.
3.5.
Proof of Theorem D. Let G = GL n and take without loss of generality
is globally generated and let {u(σ i )} be the corresponding orthogonal set, where u(σ i ) = (a
n corresponds to the cone σ i of the fan ∆ of V G . Then, the fact that {u(σ)} is an orthogonal set means in this case that there exists s ∈ Z such that a
If we denote by P D the intersection of X * (T ) with the convex hull of the orthogonal set {u(σ i )}, then we have that (see e.g. [3] )
Similarly, we get that
where P Dα = p α (Z n ) ∩ P α , with P α standing for the image of the convex hull of the orthogonal set {u(σ i )} under the map p α . (Recall that the map p α was defined in Introduction).
Using the long-exact sequence (*) from Introduction, Theorem D can be rewritten in the following way:
Let us prove Theorem D using Theorem E. Suppose x ∈ P Dα . It suffices to find a point z in P D such that x = p α (z).
First "shift" the orthogonal set {u(σ i )} by u(σ 1 ), to get the orthogonal set {u(σ i ) − u(σ 1 )}, which gives a new divisor
Note that p α (x − u(σ 1 )) lies in the intersection of the image of the set
under the map p α and the set p α (Z n ). Using Theorem E, we can then conclude that there exists z
, where
One can easily check that p α (z ′ + u(σ 1 )) = x and z ′ + u(σ 1 ) ∈ P D . This means that we found z = z ′ + u(σ 1 ) in P D such that x = p α (z), which proves Theorem D.
3.6. Proof of Theorem B. Now it is time to explain how Theorem B follows from Theorem D. We keep the same notation as in the Introduction, with the difference that we consider G = GL n+1 instead of G = GL n . Then M must be of the form M = GL n1 × GL n2 × · · · × GL nr where n+1 i=1 n i = n + 1. We can also see that a = R n+1 ,
x n1+...+nr−1 = . . . = x n+1 }, and pr M is given by averaging over each of the r "batches".
The simplest case is when only one of n i 's is equal to 2 and the rest are equal to 1, but we saw in Introduction how Theorem B is deduced from Theorem D in that case. Now assume that only two of the n i 's are equal to 2 and the rest equal 1. We can assume without loss of generality that n 1 = n 2 = 2 and n 3 = . . . = n r = 1, with r = n − 3. Then
and so pr M is just the composition p L3−L4 • p L1−L2 . Therefore when we apply Theorem D to D L1−L2 , where we consider D L1−L2 as a copy of V GLn and α = L 3 − L 4 , we find that Theorem B follows in this case, too. The next case would be to consider, without loss of generality, n 1 = 3 and n 2 = . . . = n r = 1, where r = n − 2. Now we see that pr M is the composition p L2−L3 • p L1−L2 and we get our desired conclusion again using Theorem D.
It should be clear how to continue this finite process by induction, where we write pr M as a composition of a finite number of p α 's for distinct roots α and then apply Theorem D as many times as there are roots α appearing in that composition. If we want to be very specific, then, for M = GL n1 × GL n2 × · · · × GL nr we can see that pr M agrees with the composition of maps q 1 , q 2 , . . . , q r where
with the convention n 0 = 0. This concludes the proof of Theorem B. 
This is true if the orthogonal set corresponding to D is strictly positive, i.e., if u(σ i )'s are distinct and they form a positive orthogonal set. Indeed, use Lemma 1.3 and the definition of orthogonal sets to conclude that the orthogonal set corresponding to D − D α is still positive (but not necessarily strictly positive), i.e., J Dα ⊗ O(D) is globally generated. It is also obvious that if all u(σ i )'s are equal to each other, then we get a degenerate case for which the result is true as well. Therefore the only problem might arise if some of the u(σ i )'s are the same. Using symmetries of the current root system, there are only four cases we need to consider, two for a short root and two for a long root: . It is an easy calculation to see that for all odd k between −3n and 3n we get (1,
2 ) ∈ P D and therefore ϕ is surjective, which we wanted to prove.
