Abstract-During the last five years we have witnessed the widesprelld application of statistical process control in semiconductor manufacturing. As the requirements for process control grow, however, traditional statistical process control applications fall short of their goal. This happens because modern processes are more complex than they used to he. Further, because of the expanding use of the so called "cluster" tools, modern technologies are also less observable than before. Because of these difficulties, we can no longer afford to wait until a malfunction can be detected on a traditional control chert.
I. INTRODUCTION S INTEGRATED CIRCUITS (ICs) become more
A complex, the semiconductor manufacturing community is focusing its resources on achieving tight process control over the critical process steps. Many tools and techniques are being used toward this end. Statistical Process Control (SPC) is prominent among them, as it can help in the timely detection of costly process shifts.
Historically, SPC has been used with process measurements in order to uncover equipment and process problems. Such problems are manifested by significant degradation in equipment operation and product quality. To discover this degradation, critical process parameters are monitored using various types of control charts. The measurements consist mainly of in-line readings collected from wafers after the completion of the process step in question.
Although this method is helpful in detecting process She is presently with IBM Corporation, San Jose, CA drifts, there is significant delay between the occurrence of a drift and the resulting control chart violation. As production volume increases, faster response to process drifts becomes necessary in order to assure high product quality and low cost. In addition, the proliferation of multi-chamber (cluster) tools, makes it even more difficult to collect the necessary in-line measurements. Under these circumstances we must use other types of information for quality control purposes. Modem semiconductor manufacturing equipment can communicate internal sensor readings oyer standard RS232 ports using the SECSII protocol. This capability has been recognized as crucial for the diagnosis of equipment failures, and for the improvement of the overall product quality [I] . Unfortunately, in a high volume production facility the monitoring of multiple sensors results in an overload of information. Further, most of the popular SPC strategies cannot be applied to real-time readings, since these readings usually show non-stationary , auto-correlated and cross-correlated variation. A special type of SPC procedure is therefore needed to automate the processing of tool data.
This paper describes the development and the application of a novel SPC method that uses the-series filters [2] and multivariate statistics [3] to analyze internal machine parameters. These parameters are sampled several times per second, and the readings are filtered using a time-series model. The filtered readings are then combined into a single variable with well defined statistical properties [4] . This single statistical variable is calculated every few seconds, and is plotted against formally defined control limits. Real-time misproceshg alarms generated in this manner allow a controller to interrupt faulty runs and prevent any adverse effects on the equipment or the product. These alarms can be used for scheduling preventive maintenance. In the future, these alarms might also be used in conjunction with automated diagnosis routines t51.
This method has been applied on a Lam Research Rainbow single wafer plasma etcher, and on an Applied Materials Precision 5000 cluster tool. The results show that the filtered statistical parameter has successfully responded to several types of process faults, which were introduced in a controlled fashion. The faults included mismatched RF components, different loading factors, gas leaks, and miscalibrated equipment controls. It is noteworthy that none of these faults could have been easily detected by traditional wafer measurements. The rest of this paper is structured as follows: Section I1 presents a brief overview of traditional statistical process control. Section I11 describes the real-time, multivariate SPC approach, which includes the time seriesmodel and the calculation of Hotelling's T 2 statistic. Experimental results are presented in Section IV along with a brief description of the equipment and the data acquisition tools. Finally, Section V contains a summary and some suggestions for future extensions of this work.
TRADITIONAL STATISTICAL PROCESS CONTROL
The concept of statistical control of a production sequence was introduced in 1924 by Walter A. Shewhart of the Bell Telephone Laboratories [ 6 ] . Today, SPC is understood as a collection of methods whose objective is to improve the quality of a process by reducing the variability of its critical parameters.
A process is said to be in statistical control when, "through the use of past experience, we cun predict, at least within limits, how the process may be expected to vary in the future" [7] . When a process is in statistical control, there is only natural variation or "background noise" because of mechanisms known as chance causes. Sometimes, however, a process can change due to assignable causes, such as significant environmental changes, miscalibrations, variability of raw material, or human error. Assignable causes make a process unpredictable and cause it to lose thg state of control as defined above. The main purpose of SPC is to detect the presence of an assignable cause so that it can be corrected.
From a statistical point of view, SPC casts the decisionmaking process as a formal hypothesis test. In this context, the null hypothesis (H,) states that the process under consideration is under statistical control, while the alternative hypothesis (Ha) states that the process is out of statistical contral. To test these hypotheses, a random sample x is selected from the population of interest, and the suitable test statistic is calculated. Typically, we calculate the average of several readings of x , and the resulting statistical score is tested against the limits listed in (1) . The range of v?!pes that leads to the rejection of a hypothesis is called the cr+al region or the rejection region. For the Shewhart X chart, the upper and lower (UCL and LCL) limits used to validate Ha are given next:
where x is distributed according to the N ( p , U') normal distribution, X is the arithmetic average calculated from n samples of x , and U? = U / & . Also, ZUl2 is the standard normal score which excludes the a / 2 portion off the high tail of the standard normal distribution. According to this equation, the probability of rejecting Ha by mistake, an occurrence known as a type I error, is equal to a. Alternatively, accepting Ho by mistake is known as a type I1
error. Thq distribution that illustrates the nature of the x chart is shoivn in Fig. 1 . At this point, it is important to emphasize that the operation of the X chart is based on the model described by (1) . This equation implies that all the "good" data must come from the same population, which must follow a normal distribution around a fixed value. In other words, the data must be Identically, Independently and Normally Distributed. This is known as the IIND assumption and is summarized below:
a, -N ( 0 , u 2 ) .
(2)
The IIND assumption is essential for the simple control chart. Without it, the chart and its limits would not truly reflect the process. Unfortunately, real time data often violate the IIND assumption. In the next chapter we focus on the statistical nature of such data.
111. REAL-TIME STATISTICAL PROCESS CONTROL As the volume of production increases, instantaneous detection of process drifts becomes necessary. Most modem equipment have some automated data acquisition capabilities. Unfortunately, traditional statistical process control methods cannot be applied directly on tool data, because most tool-generated data violate the IlND assumption. Indeed, in most cases, real-time data are nonstationary, and in addition they are auto-correlated and cross-correlated, even when they originate from a process that is under control.
To This scheme is capable of generating alarms on true real-time basis, while the wafer is still in the processing chamber. In this way, we are able to detect misprocessing before it impacts the product. In this section we describe in some detail this real-time SPC scheme. 
A . Time-Series Modeling
Readings collected sequentially are rarely independent. It is this lack of independence, for example, that allows the forecasting of daily temperature lows and highs from recent readings and from historical records. Often, the statistical behavior of a time-varying parameter can be described by time-series model. The purpose of a time-series model is to capture the dependencies among sequential readings of a variable. Time-series models are often used to forecast the value of a future reading from the values of several past observations
The statistical behavior of data collected from most modem semiconductor manufacturing equipment can be modelled with the help of a time-series model. The fact that process readings are statistically related to past values can be intuitively understood: Consider, for example, that modem equipment use feedback control on critical parameters, such as temperature or pressure. The sensors in the control loop record the deviation of the parameter from its target value, and, in the next instant, the controller tends to compensate the observed deviation. Thus, a reading higher than a target value is very likely to be followed by a low value and vice versa, leading to an apparent negative autocorrelation between consecutive readings. Conversely, at high sampling rates the monitored parameters are subject to "inertia," leading to an apparent positive autocorrelation between consecutive readings. In general, dependencies among readings collected over time can be described by the following equation: where x is the signal and a is the IZND prediction error of the time series model. In this work, the main goal is to find suitable time-series models to filter real-time data used for statistical process control. The methods used to obtain the models are discussed next. Later we will see how the model can be applied within a practical real-time SPC technique. Next we give a very brief overview of time-series modeling. For an in-depth coverage, the reader should consult the extensive literature on the subject 
B. Univariate Box-Jenkins Analysis
In this application we use the univariate Box-Jenkins time-series analysis [2]. The assumption behind the univariate analysis is that the time-series behavior of one parameter can be fully explained by using past observations of this parameter. A Box-Jenkins model is also called an ARIMA(p, d , q) model, and it consists of three linear components (or filters) as illustrated in Fig. 2 . These components are the auto-regressive part of order p , the integration part of order d , and the moving-average part of order q [2]. 
where z, is the original reading collected at time t, w, is the respective differentiated signal, and a, is the IZND residual. Below we explain the function of each of the three components of the ARIMA model.
The first part of the ARIMA model is the integration component. This part is necessary because a condition for fitting the autoregressive and moving-average parts of the model, is that the signal must be stationary. This means that the mean, variance and autocorrelation functions of the time-series must be time invariant. The integration component of the ARIMA model is used to convert a nonstationary signal to a stationary one. Simple or higherorder differentiation can be used to achieve a time-invariant mean. ' The second part of the ARIMA model is the autoregressive (AR) part, which is needed in order to describe the dependency of the current observation on previous observations. This is done through the autoregressive coefficients di.
The third part of the ARIMA model is the moving-average (MA) part, which describes the dependency of the current observation on previous forecasting errors (also known as random shocks), by means of the moving-average coefficients O1.
Occasionally, the original data show seasonal periodic patterns. These patterns can be modeled by creating ARIMA models for the seasonal variation as well as for the individual samples. The composite model is known as a Seasonal ARIMA model or SARIMA(p, d , q) x (P, D, Q)f, where p is the number of significant autocorrelations, d is the number of differentiations, q is the number of significant moving average terms within each season, 2Taking the log or the square root of the data might be necessary in order to produce a constant variance.
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and P, D , Q are the autocorrelations, differentiations and moving average terms, taken across seasons of duration s [14] . The complete SARIMA(p, d , q) X ( P , D , Q), model is expressed by ( 5 ) :
I#J(E)@(B~)W, = O(B)O(BS)al w1 = V P ( V d Z , )
A model can be obtained from the collected data when the process is under control; in this way the model describes the "good" process. Once a model has been developed, it can be used to forecast (or predict) each new value. The difference between the forecast value and the actual value is the forecasting error, or residual. The residual is by definition, an IIND ~a r i a b l e :~ a, = Z, -2, -N(0, (r2) (6)
C. Creating Box-Jenkins Models
To obtain a useful ARIMA model, Box and Jenkins proposed a three-step procedure [9] . This procedure is illustrated in Fig. 3 . Two devices are used to select the ARIMA models: These are the discrete autocorrelation function (acf ) and the discrete partial autocorrelation function ( p a c f ) . The acfand the pacfare calculated from the properly differentiated signal and are compared with the theoretical acf and pacf patterns from known model structures.
To further explain the acf we need to talk about the autocorrelation coefficient. The autocorrelation coefficient describes the statistical dependence between two readings collected at different times. The auto-correlation coefficient takes values in the range from -1 to + 1 . A zero value will be obtained when the observation of interest is independent from other observations, while a value of + 1 indicates complete synergistic dependence.
The value of -1 indicates complete antisynergistic dependence. The following equation defines the auto-correlation coefficient between all pairs of n readings that have been collected k observation time intervals apart from each other. The autocorrelation coefficient is calculated from n consecutive observations, by using the ( n -k ) pairs of observations separated by k observation intervals. Expressed as a function of the integer k , the estimated acf is given by (7):
The partial autocorrelation function ( p a c f ) also gives a measure of dependence across pairs of readings, only now this dependence is given after the dependence of the intervening readings has been accounted for. This is ac- Both the acf and the pacf are needed in order to infer the structure of the best fitting ARIMA model. The inference of the best model structure is usually done by trial and error, using the acf and pacf of the original signal and its residuals for guidance [9] . After the structure of the model is inferred and its coefficients extracted, the acf and the pacf of the residuals are used to check the adequacy of the selected model. The process terminates when a satisfactory model is obtained. This interactive sequence is illustrated in Fig. 3 . Attempts to automate this procedure have also been reported in the literature [IO].
D. Hotelling's T 2 Statistic
A piece of equipment will, in general, be monitored through a number of sensor signals. Using the appropriate time-series model, each signal is filtered down to its IIND residual. Assuming that the time-series models have been properly built and that the machine is under control, each of these residuals will be an IIND random number.
This means that one could use a simple Shewhart control chart to monitor each residual. However, since the signals are originating from the same physical process, their residuals will probably be statistically correlated and using them in separate control charts can be misleading. In fact, it can be shown that as the number of correlated variables increases, the probability of generating false alarms from a control procedure that uses a large number of separate charts grows significantly [6] . This is because treating correlated signals separately leads to the underestimation of the probability of generating false alarms and the probability of not detecting a malfunction. Further, the information content of multiple, concurrent realtime control charts will undoubtedly overwhelm the human operator.
The function of Hotelling's T2 statistic is to combine several cross-correlated variables into a single statistical score. This number is simply the square of the maximum possible univariate student-t score computed from any linear combination of the various outcome measures 
where, in order to further ascertain that the entries in this formula are normally distributed, it is customary to use averages calculated over small, consecutive groups of size n for each residual. Some discussion is necessary concerning the estimation of the variance-covariance matrix S. First, the diagonal elements in S are calculated as the average s value for each of the m groups of size n:
(10)
The off-diagonal terms are estimators of the covariances and are calculated as follows: 
Finally, the actual elements of the variance-covariance matrix S are calculated by averaging over the m groups the values found in (IO) and (11):
The T 2 score is sensitive to a shift in the mean value of one or more of the variables. This score can be used in a one-sided control chart, whose limit is set according to the number of variables, the sample size and the acceptable false alarm rate. The control limit of the T 2 statistic 'In this paper we employ bold-faced symbols to represent non-scalar quantities such as arrays and matrices. All arrays are columns, unless used with the superscript which symbolizes transposition.
is related to the cumulative F distribution at level a:
which, assuming that the number of measurements is high, can be approximated by a simple chi-square distribution with p degrees of freedom:
Of course, the way the T2 score has been defined here makes it the optimum statistic for controlling "unstructured" mean shifts, i.e., shifts that might happen in any direction within the p-dimensional space. This property is very useful in the context of our application, since shifts can indeed happen in any direction. When, however, particular, known directions are more susceptible to a shift, better statistics (such as the principal components [7] or the Z-scores [SI) might be utilized. In addition, although this property is not being investigated in this paper, the T 2 statistic can be extended to guard against a shift in the variance of the monitored parameter [7] .
Another potential problem might arise from the fact that the T Z statistic is not geared towards identifying a shift in the variance-covariance matrix and, in fact, will confound such a shift with a shift in the mean vector. Because of this the S matrix has to be re-calculated every time a new time-series model is calculated.
Other multivariate control methods are, of course, available. Most, however, suffer from the significant disadvantage of requiring the monitoring of multiple control charts. Such methods might prove advantageous for analyzing an alarm for diagnostic purposes and will most probably be the subject of future work by the authors. For routine monitoring applications, however, the simplicity of having to maintain a single control chart makes the T 2 statistic a very attractive proposition.
E. Implementation of the Real-Time SPC Scheme
In summary, the real-time SPC scheme takes multiple sensor data that are auto-correlated and cross-correlated, and then feeds them into individual time-series filters that produce multiple, cross-correlated IIND residuals. Hotelling's T 2 equations combine the cross-correlated residuals into a single real-time alarm signal. This sequence is illustrated in Fig. 4 .
This alarm signal can be used either as a passive SPC alarm, or it can initiate a diagnostic procedure [ 5 ] . A software package has been developed to implement this realtime SPC scheme. It includes four modules: data manipulation, ARIMA filtering, Hotelling's T 2 calculation, and alarm generation. These operations were initially implemented in the commercial statistical packages SAS" [ 161 and RS/l" [17]. Recently, we have completed independent implementations for Unix and DOS environments. Coupled with a SECS11 server, either of these implementations is capable of actual real-time operation. The most recent implementation imports ARIMA models that are 
IV. APPLICATION EXAMPLES
To date, the real-time SPC scheme has been successfully applied on a Lam Research Rainbow 4400 plasma etcher, and on Applied Materials Precision 5000 cluster tool. These applications are described next.
A . The Lam Research Experiments
In these experiments, a number of 6" patterned polysilicon wafers were etched using a C12-based polysilicon etch recipe [18] on a Lam Research Rainbow 4400 singlewafer etcher. Through the SECS11 protocol link a remote host communicated directly to the Rainbow in order to acquire real-time analog data, using the Lam Station package provided by Brookside Software [ 191. Using this package, up to 32 separate parameters can be sampled simultaneously with rates of up to 3 Hz. For this experiment, we monitored signals from the RF network because we found that they are very responsive to small process changes [20] . Two experiments are described next.
B. The First LAM Rainbow Experiment
The initial objective was to select the proper parameters from all of the available sensor readings, and also to find the proper time-series models for these parameters. To this end the machine was calibrated to a stable operating point by processing over 100 wafers. Four polysilicon wafers that were processed afterwards gave us the baseline data-set. The baseline data-set was used to select and characterize the appropriate time-series models, and to es- timate the means and the variance-covariance matrix of the residuals for the T 2 calculation.
Although 25 parameters could be monitored from the LAM Rainbow etcher, using all of them into the scheme proved to be unnecessary, since only a few carried useful information. The criterion for selecting the relevant sensor readings was that the parameter must have some physical significance, in addition to being suitable for timeseries modeling. This meant that after applying a reasonably simple SARIMA model to the parameter, the resulting residuals should be IIND. The five parameters that were finally selected are shown in Table I .
The statistical behavior of these readings conveys a comprehensive picture of the etching conditions. Other readings of apparent significance, such as the RF power, the chamber pressure, or the gas flows, were not used. Since these parameters were actively controlled by the machine according to externally set targets, their readings were insensitive to internal machine changes.
The real-time data from the baseline wafers are plotted Fig. 7 . Note that (11) cannot be used to generate residuals for readings 1 to 121, since the data from the first two baseline wafers, as well as the first reading of the third wafer, are lost due to differencing. The plots in Fig. 7 show the residuals for the baseline data points 122 to 240. Following the four polysilicon baseline wafers, a photoresist-covered wafer was introduced into the chamber, in order to simulate an inadvertent change in the loading factor. The T Z statistic was obtained by taking the average of every ten consecutive readings. Since there are 60 consecutive readings per wafer collected at 1 Hz, we issue one T2 value every ten seconds, for a total of 6 control points during the etch cycle of one wafer. The signals for wafers 1 and 2 are lost due to the seasonal differencing inherent in the SARIMA(0, 1, 1) x (1, 1, O) 60 model. The T2 chart is plotted in Fig. 8 .
Since the fifth wafer had poorly developed photoresist on top of the polysilicon, the loading factor is different from that of the baseline wafers; thus the plasma parameters are different. As expected, the T 2 scores violates its control limit when wafer #5 starts processing. 
C. The Second LAM Rainbow Experiment
During the second LAM experiment, the objective was to test the method by introducing, one by one, a number of "faults" into the process. After carefully calibrating the machine, eight baseline wafers were etched before introducin the changes that are summarized in Table 11 .
The T control chart from this experiment is shown in Fig. 9 . The faults associated with the alarms are marked 4 on the top of the plot. (Since all the points associated with a known fault are also marked on the chart, we can be reasonably sure that the indicated alarms are real.) This scheme is able to pick up most of the process faults that we have introduced. The significance of this scheme is that it can detect very slight process changes which might affect the performance of the machine, but cannot be seen on the traditional etch rate chart (Fig. 10.) 
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D. The AME Precision 5000 Experiment
Ip this experiment we etched Si02 grown on 8" wafers. The recipe used in the AME Precision 5000 Cluster Tool called for 150 mTorr of pressure, 350 W of RF power, 25 Gauss of magnetic field, 72 sccm of CHF3 flow, 5 sccm of O2 flow and-'l2 sccm of Ar flow. The following realtime signals were used in Table 111 for this analysis. After carefully calibrating the machine, we introduced the changes summarized in Table IV. Most of these faults produced very visible real-time alarms as seen in Fig. 11 . Interestingly, except for a general downward trend, no alarms were seen by the traditional etch rate chart shown in Fig. 12 .
Some discussion is in order concerning the missed alarms during this experiment. This can be attributed to the fact that the only machine parameters monitored during this experiment were the chamber throttle position, the blade position and the dc bias. Arguably, these parameters alone cannot give us enough information about the changing composition of the plasma, thus the missed alarms. The missing information could have been recovered by adding signals such as endpoint emission, etc. Wafer Number (3 ssmpldwafer) Fig. 11 . T 2 Control Chart for the AME Precision 5000 Experiment. V. CONCLUSIONS AND FUTURE PLANS We have presented a novel application of real-time statistical process control for monitoring state-of-the-art semiconductor manufacturing equipment. Through actual monitoring examples, we have shown that this technique can successfully flag internal machine variations long before their effects can be seen on the wafers.
Since this method takes advantage of tool data in order to discover process drifts, it offers several advantages over traditional in-line monitoring schemes. Among these advantages it has demonstrated high sensitivity to process drifts, and very high immunity to the routine variation of the tool. Further, since the alarms are generated automatically and they are available immediately after the wafer starts processing, faulty runs can be stopped before they impact the product. In addition, because of the ability of this technique to observe changes within the internal operation of the tool, we also expect it to be useful in driving an automated diagnostic package which, in turn, will be able to supply immediate diagnostic information to the operator. Adjustments, preventive maintenance, and further investigation might be planned by the operator (or by a computer-based expert system) based on this information.
An important element in this application, however, is the discovery of the appropriate time-series filter. In the examples that we have shown here these filters were created by the interactive examination of the baseline data. In the future, these filters must be generated automatically. We are currently investigating several techniques for the automatic synthesis of the time-series filters and this work will be the suuject of a future publication.
